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Figure 1: Learning subspace minimization solves various low-level vision tasks using unified network structures and parameters.
Abstract
We study the energy minimization problem in low-level
vision tasks from a novel perspective. We replace the heuris-
tic regularization term with a learnable subspace constraint,
and preserve the data term to exploit domain knowledge
derived from the first principle of a task. This learning sub-
space minimization (LSM) framework unifies the network
structures and the parameters for many low-level vision
tasks, which allows us to train a single network for multi-
ple tasks simultaneously with completely shared parameters,
and even generalizes the trained network to an unseen task
as long as its data term can be formulated. We demonstrate
our LSM framework on four low-level tasks including in-
teractive image segmentation, video segmentation, stereo
matching, and optical flow, and validate the network on var-
ious datasets. The experiments show that the proposed LSM
generates state-of-the-art results with smaller model size,
faster training convergence, and real-time inference.
1. Introduction
Many low-level vision tasks (e.g. image segmentation [51,
76, 23], video segmentation [49, 74, 42], stereo match-
ing [64, 5, 60] and optical flow [29, 8, 70]) are conventionally
formulated as an energy minimization problem:
min
x
D(x) +R(x), (1)
where x is the desired solution (e.g. a disparity field for
stereo matching), and the two terms D(x) and R(x) are the
data term and regularization term respectively. The data term
D(x) is usually well designed following the first principle
of a task, such as the color consistency assumption in stereo
and optical flow. However, the regularization term R(x) is
often heuristic. Typically, it regularizes x at the pixel-level
and encourages similar pixels to have similar solution values.
The regularization term is necessary because low-level vision
tasks are usually ill-posed [61], and a standalone data term is
often insufficient, e.g. the aperture problem in optical flow.
However, a vanilla L2 smoothness regularization [73]
may cause over-smoothed results at object boundaries. Ide-
ally, the regularization term should smooth out noises in
x and preserve sharp edges. Thus, many edge-preserving
regularization terms have been developed, such as the Total
Variation (TV) regularization [67, 10], the anisotropic diffu-
sion [58], the bilteral filter [55] which focuses on designing
better similarity measurements between pixels, and the dis-
tance in a learned feature embedding space [66, 69, 45] has
also been adopted for the same purpose. But it is still an
unsolved problem to design an ideal similarity measurement
for efficient and accurate energy minimization.
We study this energy minimization problem from a differ-
ent perspective. Instead of focusing on the pixel-level similar-
ity, we exploit image-level context information. Specifically,
we preserve the data term D(x) but replace the heuristic
regularization term R(x) with a subspace constraint:
min
x
D(x), s.t. x ∈ V = span{v1, · · ·vK}, (2)
where V is a K-dimensional subspace, and {v1, · · ·vK} is
the corresponding basis vectors. Our motivation is differ-
ent from the regularization term R(x): we use the image-
level context information to regularize the problem by as-
suming the desired solution x is composited of several lay-
ers [15, 80, 81], e.g. motion layers for optical flow, and
each basis vector vk will correspond to one of these lay-
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ers. Therefore, we can represent the solution x as a linear
combination of these basis vectors and solve the combina-
tion coefficients, leading to a compact minimization that not
only is efficient but also enables end-to-end training and
outperforms the conventional regularization term R(x).
To this end, we propose the learning subspace minimiza-
tion (LSM) framework that progressively evolves V and
solves Eq. (2) on a feature pyramid coarse-to-fine. At each
pyramid level, we employ a convolutional neural network
(CNN) to update V from both the image features and the
derivatives of the data term D(x) respect to the intermediate
solution x. Since the generation of V receives the task-
specific data term as the input, it decouples the task-specific
characteristics from the subspace generation and unifies the
network structures and the parameters for various tasks.
As a consequence, our LSM framework enables joint
multi-task learning with completely shared network struc-
tures as well as parameters, and even makes zero-shot task
generalization possible, where a trained network is plug-and-
play for an unseen task without any parameter modification,
as long as the corresponding data term D(x) is formulated.
In the experiments, we implement four low-level vision
tasks in an unified paradigm, including interactive image seg-
mentation, video segmentation, stereo matching and optical
flow. Our LSM framework has achieved better or comparable
results with state-of-the-art methods. Our network structures
and parameters can be unified into a compact model, which
yields higher efficiency in training and inference. We also
demonstrate zero-shot task generalization by leaving one
task out for testing and train on the other tasks. All these
benefits come from our methodology that integrates domain
knowledge (i.e. minimizing a data term derived from the first
principle) with convolutional neural networks (i.e. learning
to generate subspace constraint).
2. Related Works
Regularization in Variational Method Many computer vi-
sion problems can be formulated to Eq. (1). We only review
the continuous settings (i.e. variational method) because it
is more relevant to our work and refer readers to [37] for
the review about the discrete settings. One of the main
focuses of these works is on designing appropriate objec-
tive function, especially the regularization term. Rudin and
Osher [67] first proposed the TV regularization for image
denoising, which has also been proven to be successful
for image super-resolution [3], interactive image segmenta-
tion [76], stereo matching [64], optical flow [90, 82], multi-
view stereo [41], etc. Perona and Malik [58] pioneered to
use partial differential equations (PDE) for anisotropic diffu-
sion, which is equivalent to minimizing an energy function
with edge-aware regularization [12, 55]. Non-local regu-
larizations [59] have also been proposed for image super-
resolution [63], image inpainting [2], optical flow [39], etc,
which performs better by connecting longer range pixels but
is usually computational expensive.
Our LSM framework also minimizes an objective func-
tion. But we only preserve the data term since it is usually
derived from the first principle of a task, and replace the
heuristic regularization term to a learned subspace constraint
that captures the structure of the desired solution at the whole
image context level and enables end-to-end training to boost
the performance from data.
Convolutional Neural Networks Inspired by the success of
CNNs in high-level tasks [40, 68, 26], numerous CNN based
methods have been proposed for low-level vision tasks. Dong
et al. [18] pioneered to use a CNN to upsample image patches
for super-resolution. Zbontar and LeCun [91] and Luo et al.
[48] used CNN features to measure image patches’ similar-
ity for stereo matching, Xu et al. [85] and Bailer et al. [4]
also used CNN based similarity for optical flow. All these
methods used CNNs in the patch level, which is computa-
tionally expensive and requires post-processing to composite
the final result. So more recent works used whole images
as inputs. Dosovitskiy et al. [19] used an encoder-decoder
structure for optical flow, which is then extended to stereo
matching [50] and further evolved in Ilg et al. [34, 33] and
other works [71, 11, 88]. Some recent works [86, 43, 35]
enabled interactive image segmentation by feeding an image
and an user annotation map to CNNs. Meanwhile, CNN
based methods [30, 31, 78, 57] have also achieved leading
performance for video segmentation.
Our LSM framework also employs CNNs but for different
purposes. Instead of predicting the solution directly, we use
CNNs to constraint the solution onto a subspace to facilitate
the minimization of the data term. The data term is derived
from the first principle of each task and decouples the task-
specific formulation from the network parameters. There-
fore, our framework unifies the network structures as well
as parameters for different tasks and even enables zero-shot
task generalization, which are difficult for fully CNN based
methods. Although some recent works [6, 72] also learn
to generate subspace via CNNs, they are designed specifi-
cally for 3D reconstruction, which is ad-hoc and unable to
generalize to broader low-level vision tasks.
3. Learning Subspace Minimization
3.1. Overview
As illustrated in Fig. 2(a), we first build a feature pyramid
F for each image I from a set, where the number of images
in a set depends on the task, e.g. the interactive segmentation
is defined on a single image, the stereo matching and the
optical flow are defined on two images, and the video seg-
mentation processes three or more images. The output of the
pyramid F are feature maps in four levels {F 1, F 2, F 3, F 4}
with strides {32, 16, 8, 4} and channels {512, 256, 128, 64}
(a) Coarse-to-fine on feature pyramid(s). (b) A single iteration of the learning subspace minimization.
Figure 2: Overview of our learning subspace minimization framework.
respectively, which are constructed by similar strategy as
FPN [44] but using DRN-22 [89] as the backbone network.
At each pyramid level, we define the data term D(x) of a
task on CNN features (Sec. 3.4) and solve Eq. (2). D(x) is
approximated using the second-order Taylor expansion at the
intermediate solution x and yields the following quadratic
minimization problem:
min
∆x
1
2
∆x>D∆x+ d>∆x, (3)
where D is the matrix that contains the (approximated)
second-order derivatives ∂
2D
x2 of the data term, d is the vec-
tor that contains the first-order derivatives ∂D∂x , and ∆x is
the desired incremental solution. The structure of D is task
dependent: it is a diagonal matrix for one-dimensional tasks
or block diagonal for multi-dimensional tasks.
To maintain the subspace constraint of Eq. (2), we rep-
resent the incremental solution ∆x as a linear combina-
tion of a set of underlying basis vectors, i.e. ∆x = c1v1 +
c2v2 · · · + cKvK , and then solve the combination coeffi-
cients c = [c1, c2 · · · cK ]> as:
min
c
1
2
c>(V >DV )c+ (d>V )c, (4)
where V is a dense matrix, and its columns correspond to
the K basis vectors from V . As shown in Fig. 2(b), we
generate this V from the image and the minimization context
information (Sec. 3.2), solve minimization with subspace
constraint (Sec. 3.3), and move to the next pyramid level
after updating the intermediate solution as x← x+ ∆x.
This formulation is easy and efficient to implement be-
cause multiplying the dense matrix V with the (block) diago-
nal matrix D can be done by column-wise product, yielding
a compactK-by-K linear system, which can be solved using
direct solver such as Cholesky decomposition [21], instead
of iterative solvers such as conjugate gradient descent [52].
Therefore, Eq. (4) is differentiable and supports end-to-end
training without unrolling or implicit gradient [17].
3.2. Subspace Generation
Before introducing the network that generates V , we first
propose two principles for the subspace generation:
• First, the image context matters. Standalone data terms
are often insufficient for low-level vision tasks as in-
troduced in Sec. 1, because these tasks are usually ill-
posed [61, 73]. So it is necessary to consider the image
context information to generate the subspace V , which
enforces each basis vector vk to be spatially smooth
except for discontinuities at object boundaries.
• Second, the minimization context matters. The objec-
tive function (data term) is minimized iteratively. At
each iteration, the intermediate solution x is at a differ-
ent location on the objective function landscape, and
the local curvature of the objective function decides
the direction and magnitude of the desired incremental
solution ∆x for the minimization. So it is also neces-
sary to incorporate the minimization context into the
subspace generation, which learns to narrow the gap
between the estimated solution and the ground truth.
Following these two principles, we learn to generate the
subspace V as illustrated in Fig. 3:
• First, we compute a m-channel image context from the
original c-channel feature map F by 1× 1 convolution,
wherem = c/8 and is {64, 32, 16, 8} at the correspond-
ing pyramid level. This step reduces the computation
complexity for the following up procedures and bal-
ances the impact between the image context and the
minimization context.
• Second, we compute a 2m-channel minimization con-
text. Specifically, we split the c-channel feature map(s)
into m groups. Within each group, we evaluate the
data term D(x) with the associated feature maps, com-
pute the first-order derivative ∂D∂x and the second-order
derivatives ∂
2D
x2 , which approximate the objective land-
scape neighborhood. We concatenate these derivatives
to form a 2m-channel minimization context features.
• In the next, we normalize the intermediate solution x
with its mean and variance, and concatenate the normal-
ized x, the image context, and the minimization context
to form a (3m+ 1)-channel input features for subspace
generation. To aggregate the context information in
{ {… 3X3 CONV1X1 CONV 4X
Residual  Blocks
1X
1 
C
O
N
V
…
Multi-scale Features
1X
1 
C
O
N
V
1X
1 
C
O
N
V
…
V
1X
1 
C
O
N
V
F
@2D
@x2
@D
@x
Normalized 
x
{…
Integrated  
Feature Maps
Integral 
Image
Minimization Context
Image Context
m
m
m
1
3m
+
1
3m
+
1
3m
+
1
2m
2m
K
1X
1 
C
O
N
V
Figure 3: Subspace generation from the image and the minimization context features. The spatial sizes of all feature maps are
the same to the F from a feature pyramid level. Integral image is used for the efficient construction of the multi-scale features.
multi-scale, we average pool the context features in 4
different kernel sizes without stride, which maintains
the spatial size of a feature map. Specifically, we first
compute the integral images [77, 25] of the context
features and then average neighboring features at each
pixel coordinate, which gives better efficiency.
• Finally, we apply a 1× 1 convolution to project a fea-
ture map to 2m-channel at each scale individually and
concatenate them to get the 8m-channel multi-scale fea-
tures. Therefore, we can generate the K-dimensional
subspace V from the multi-scale features via four resid-
ual blocks [26] followed by a 1 × 1 convolution, and
K is {2, 4, 8, 16} at the corresponding pyramid level.
3.3. Subspace Minimization
Vx rV c (a):x+ V c(b):x+ r + V c
(a) x← x+ V c
c
(a):x V c
(b):x r V c
(b) x← x+ r + V c
Figure 4: A 2D example where (a): the subspace constraint
is violated, i.e. the 2D vector x + V c is not on the 1D
subspace V , and (b): the subspace constraint is maintained,
i.e. x + r + V c is on V , by considering the residual r
between x and its projection on V .
After the subspace V is generated, we can solve Eq. (4)
directly as c = −(V >DV )−1V >d because V >DV is
positive-definite by definition, and update the current inter-
mediate solution as x← x+ V c. However, it will violate
the subspace constraint as shown in Fig. 4(a), because the
subspace V is generated progressively, i.e, the current solu-
tion x belongs to the subspace from last iteration but is not
guaranteed to be on the newly generated V , so is x+V c. To
address this issue, we propose to project x onto the current
subspace V and reformulate Eq. (4) as follows:
• Denoting P = V (V >V )−1V > is the projection ma-
trix that projects an arbitrary vector onto the the sub-
space V , we can compute its projection onto V as
x′ = Px, and the residual vector from x to x′ is
r = (P − I)x.
• Theoretically, we can reevaluate D and d respect to
x′ and solve Eq. (4), but it requires extra computation.
So we reparameterize the incremental solution ∆x as
r + V c and transform Eq. (4) into:
min
c
1
2
(r + V c)>D(r + V c) + d>(r + V c), (5)
where we can compute c as
c = −(V >DV )−1V >(d+Dr) (6)
without recomputingD and d, and update x as x+r+
V c as shown in Fig. 4(b).
3.4. Applications
We now show how the proposed LSM framework unifies
various low-level vision tasks. We implement four tasks for
demonstration, and only introduce the data term for each task.
For all tasks, we initialize x as a zero vector. According
to the difference of data term formulation, these tasks are
divided to two categories.
In the first category, we introduce two binary image label-
ing tasks: interactive segmentation and video segmentation,
both of which share the same formulation as:
D(x) =
∑
p
αp‖τ(xp)− 1‖22 + βp‖τ(xp) + 1‖22, (7)
where p = [x, y] is a pixel coordinate, τ(·) is an activation
function to relax and constrain the binary label and con-
strain τ(xp) between (−1,+1), while αp and βp are the
probabilities that τ(xp) = +1 or− 1.
• For interactive segmentation, τ(xp) indicates
whether a pixel p is on the foreground object (+1) or
background scene (−1), and the corresponding proba-
bilities αp and βp are estimated as nonparametric prob-
abilities [83] from the foreground scribble points and
the background scribble points respectively.
• For video segmentation, τ(xp) indicates whether a
pixel p belongs to an previously labeled foreground
object (+1) or not (−1), and αp and βp are the cor-
responding average probabilities estimated from p’s
correlation with its foreground and background neigh-
bors in previous labeled frames respectively.
In the second category, we introduce two dense correspon-
dence estimation tasks on two images: stereo matching and
optical flow, both of which can be formulated as:
D(x) =
∑
p
‖FS(p+ xp)− FT (p)‖22, (8)
where p = [x, y] is the pixel coordinate in the target (tem-
plate) image T , and xp is the warping vector that warps p to
p+xp in the source image S. Similar to the brightness con-
stancy assumption for image channels [29], Eq. (11) assumes
that the warped feature channels F will also be consistent.
• For stereo matching, S and T are two images viewing
the same scene. Therefore, xp = [u, 0] only contains
horizontal displacement and warps p to [x + u, y] in
the target image T .
• For optical flow, S and T are two neighboring video
frames. Therefore, xp = [u, v] is the 2D motion vector
that warps p to [x+u, y+v] in the S. Since optical flow
is a two-dimensional labeling problem compared with
stereo matching (one-dimensional, i.e. xp is a scalar)
and the two image labeling tasks, we apply Cramer’s
rule [28] to unify the network structures and parameters
of optical flow with others. Please refer to the supple-
mentary for more implementation details.
4. Experiments
4.1. Implementation Details
Training Loss Loss design is beyond the scope of this paper,
so we use existing losses for all tasks. For interactive seg-
mentation and video segmentation, we use the Intersection of
Union (IoU) loss from Ahmed et al. [1]. For stereo matching
and optical flow we use the end-point-error (EPE) loss as
in DispNet [50] and FlowNet [19]. Since our solution is
estimated coarse-to-fine, we downsample the ground-truth
to multiple scales and sum the loss over all scales as in [71].
Hyperparamters We use AdamW optimizer [47] with the
default settings where β1 = 0.9, β2 = 0.999. The learning
rate is initialized as 3 × 10−4 and reduced during training
using cosine decay [46] without warm restarts. This set of
hyperparameters are fixed for all experiments.
Dataset For interactive segmentation, we use the PASCAL
VOC Semantic Boundaries Dataset [24] for training and
the VGG interactive segmentation dataset [23] for testing,
and the overlapped 99 images are excluded from the train-
ing set. For video segmentation, we use the DAVIS-2017
dataset [62] for training and the DAVIS-2016 [56] for test-
ing. For stereo matching, we use the training/testing split of
FlyingThings3D [50] from [54], and for optical flow we use
FlyingThings3D for training and Sintel [9] for testing.
4.2. Comparison with State-of-the-art
Our framework can be applied to a low-level vision task
as long as its first-order and second-order differentiable data
term can be formulated. So we first test the multi-task capa-
bility of our network. Note that the whole network structure
and all parameters are shared for all tasks, while previous
works [13, 16, 38] only share the backbone and use different
decoders/heads to handle different tasks.
We train our model on all four tasks jointly using a work-
station with four TITAN-Xp GPUs. For implementation
simplicity, we deploy one task on each GPU and update
the network parameters on CPU. The batch size are 12 for
interactive segmentation, 6 for video segmentation, and 4
for stereo matching and optical flow. The training runs for
143.2K iterations. To make a fair comparison with other
state-of-the-art single-task methods, we also train each task
individually and denote the corresponding result as ‘Single’,
while the results of joint training are denoted as ‘Joint’.
Interactive Image Segmentation For interactive segmenta-
tion, we compare our LSM framework to several conven-
tional methods including ESC and GSC by Gulshan et al.
[23], and Random walk [22], as well as recent CNN based
methods Deep Object Selection (DIOS) [86], Latent Diver-
sity (LD) [43] and Backpropagation Refinement (BRS) [35].
We randomly sample a few points from the scribbles as in-
puts for the CNN based methods, since they only supports
clicks. We evaluate all methods by the plots required to make
IoU greater than 0.85. As shown in Fig. 5(a), our method
achieves better results among both recent CNN based meth-
ods and the conventional ones.
We also compare with the LD qualitatively when user
only interact once. We also subsample scribbles and succes-
sively send annotations to LD for a fair comparison. Fig. 5(b)
shows that our results are superior than Latent Diversity [43].
It is because the existing CNN based methods only supports
spatial distance maps as inputs, which are less precise than
scribbles. While our LSM supports scribbles by feature
distribution estimation and Eq. (7).
Video Segmentation For video segmentation, we compare
our LSM framework to several conventional minimization
based methods including BVS [49], OFL [74] and DAC [42],
as well as recent CNN based methods that do not require
fine-tuning for a fair comparison, including MaskRNN [30],
VideoMatch [31] and FEELVOS [78]. Fig. 6(a) shows that
our LSM performs better than conventional methods and
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(a) Average plots required to make IoU>0.85.
(b) Our result is superior than LD [43] when user interact only once.
Figure 5: Interactive image segmentation result on VGG
interactive segmentation benchmark.
comparable to CNN based methods. We also show a qualita-
tive comparison to FEELVOS on the challenging dance-twirl
sequence. As shown in Fig. 6(b), our LSM generates more
false positive regions than FEELVOS [78] because the skin
and the cloth colors of the dancer and the audiences are sim-
ilar, but ours is able to track the dancer consistently while
FEELVOS lost the dancer’s torso during twirl.
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(a) Average IoU for video segmentation.
(b) Our result is qualitatively comparable to FEELVOS [78].
Figure 6: Video segmentation result on DAVIS 2016.
Stereo Matching For stereo matching, we compare our
LSM framework with several conventional methods includ-
ing SGM [20], SPS [87] and MC-CNN [79] which uses CNN
features only for data term evaluation in a MRF, as well as
some fully CNN based methods including DispNet [50],
CRL [54], PSMNet [11] and GANet [92].
When compared with other CNN based methods, our
LSM is comparable for joint training and better for single-
task training as shown in Fig. 7(a). As shown in Fig. 7(b),
we are able to estimate both the left-to-right and the right-
to-left disparities in the same accuracy because we do not
assume the direction or the range of the disparity in Eq. (11).
Altough [75] has been proposed to achieve range flexibility,
the fully CNN based methods still only deal with single
directional pairs because of the cost-volume.
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(a) Average End-Point-Error for disparity.
(b) Our LSM supports both left-to-right and right-to-left stereo matching
while most of fully CNN based methods only support left-to-right.
Figure 7: Stereo matching results on FlyingThings 3D.
Optical Flow For optical flow, we compare our LSM
framework with conventional methods including LDOF [7],
EpicFlow [65] and PCA-Layers [84] which also adopts a
basis representation but the basis is static and specifically
learned for optical flow using PCA [36], as well as CNN
based methods including LiteFlowNet [32], PWC-Net [71],
and FlowNet2-CSS [34] which is a stack of three FlowNets.
As shown in Fig. 8(a), our result are comparable to Lite-
FlowNet [32] and PWC-Net [71] without refinement sub-net.
FlowNet2 is more accurate by stacking networks, which is
less efficient, more difficult to train, and increases the model
size dramatically. Comparing with FlowNet2, our method
is 12× smaller in model size, 4× faster in inference, and
32× less in training time. Our LSM is better than LDOF [7]
and PCA-Layers [84], but less accurate than EpicFlow [65].
However, conventional method are usually based on varia-
tional approaches and take 5-20 seconds to run, while our
LSM takes only 25ms.
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(b) Our optical flow is comparable to PWC-Net.
Figure 8: Flow trained on Flythings3D and tested on Sintel.
4.3. Zero-shot Task Generalization
Our LSM framework even generalizes the learned net-
work to unseen tasks. It is different from the zero-shot task
transfer [53], where the network parameters are interpolated
from existing tasks, and the interpolation coefficients is de-
fined by a correlation matrix during training. In contrast,
we fix the learned parameters and do not require any extra
information between tasks. To demonstrate this capability,
we train the network on three tasks with the same settings as
the joint multi-task training, and leave one out for testing.
Figure 9: Our zero-shot generalized LSM model performs
better than PWC-Net for stereo matching.
Stereo Matching The first task left out for testing is stereo
matching. Since none of existing CNN based method sup-
ports this test, we approximate it by estimating optical flow
using PWC-Net [71] on stereo image pairs, and only con-
sider the EPE on the horizontal direction. The average EPE
is 2.47 for our LSM model learned on the other three tasks
and tested on stereo matching, which is superior than the
5.29 EPE of PWC-Net as shown in Fig. 9. Note that our
LSM consistently performs better than conventional meth-
ods [20, 87, 79], while PWC-Net is worse than SGM [20].
Figure 10: Our zero-shot generalized LSM model performs
better than LDOF for optical flow.
Optical Flow For optical flow, none of CNN based method
supports this zero-shot test, and the average EPE is 4.6 for
our LSM model learned on the other three tasks, which is
better than LDOF [7]. However, LDOF requires compu-
tationally expensive dense HOG [14] feature matching as
external input, while our LSM estimates the optical flow
efficiently only by minimizing the feature-metric alignment
error in Eq. (11). Fig. 10 shows that our zero-shot optical
flow maintains the object-aware discontinuities, which indi-
cates that the subspace generator learned from the other three
tasks is general, while LDOF generates over-smoothed re-
sults because it uses the L2 smoothness regularization term.
Figure 11: Our zero-shot generalized LSM model is more
robust to occlusion than OFL [74] for video segmentation.
Video Segmentation The third task left out for testing is
video segmentation. The average IoU is 0.682 for our LSM
model learned on the other tasks and tested on video segmen-
tation, which is comparable to conventional methods such
as OFL [74]. However, as shown in Fig. 11, our method is
more robust to partial occlusions, while OFL lost tracking
of the bus when partially occluded by trees. Please refer to
the supplementary for the zero-shot generalization test on
interactive image segmentation due to the page limit.
4.4. Ablation Studies
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Figure 12: Ablation studies on (a) solving Eq. (3) using
CNNs as implicit solver, (b) generating subspace V without
minimization context, and (c) minimization without sub-
space projection, i.e. directly use Eq. (4).
CNN as Implicit Solver The first question is whether the
explicit minimization is necessary, i.e can we use CNN as
an implicit solver and predict the solution directly from the
image and the minimization context features? To answer
this question, we keep the same network structure except
the last convolution layer of the subspace generators, i.e. the
output of the subspace generator is reduced to one-channel
and directly serves as the solution x. Then the subspace
generator becomes an implicit minimization solver, and the
modified network is trained with the same training protocol.
As shown in Fig. 12, without minimization, the interactive
segmentation and the video segmentation’s get lower IoU
while the stereo matching and the optical flow get higher
EPE, which indicates the explicit minimization is preferred
than learning to minimize via CNNs for our LSM framework.
Without Minimization Context The second question is
whether it is necessary to incorporate the minimization con-
text into the subspace generation, i.e can we predict the sub-
space solely from the image features as in Code-SLAM [6]
and BA-Net [72]? To answer this question, we predict the
subspace without minimization context and keep the same
network structure except the first several convolution layers
after the multi-scale context features. The modified network
is also trained with the same training protocol in Sec. 4.1.
As shown in Fig. 12, all the four tasks performs sig-
nificantly worse without the minimization context, which
indicates the minimization context is necessary for subspace
generation. It is difficult to learn an unified subspace gen-
erator solely from image context, because different tasks
requires different subspace even on the same image.
Without Subspace Projection Finally, we evaluate the ef-
fectiveness of the subspace projection proposed in Sec. 3.3,
i.e. minimizing Eq. (4) instead of Eq. (5). We also train the
modified network for a fair comparison.
As shown in Fig. 12, the network without the subspace
projection performs worse than the original full pipeline,
which indicates that maintaining the subspace constraint via
projection is necessary not only in theory but also in practice
for better performance. It is because, with the subspace pro-
jection, the predicted subspace V is learned to be consistently
towards the ground truth solution. In contrast, learning with-
out projection violates the subspace constraint, and make the
minimization less constrained and training more difficult.
4.5. Visualization of Generated Subspaces
Figure 13: Visualization of generated subspaces for optical
flow and interactive segmentation.
As introduced in Sec. 1, the intuition of using a subspace
constraint is the solution of a low-level task is usually com-
posed of several layers. To verify whether the generated
subspaces satisfy this intuition, we visualize some basis vec-
tors as heat maps for the optical flow and the interactive
segmentation tasks. As we can see, the basis vectors are
consistent with the motion layers for optical flow and the
foreground/background layers for segmentation, which also
indicates that our subspace generation network captures the
intrinsic characteristics of each task.
5. Conclusions
We propose the learning subspace minimization (LSM)
framework to address low-level vision problems that can be
formulated as an energy minimization of a data term and a
regularization term. We learn convolution neural networks
to generate a content-aware subspace constraint to replace
the regularization term which is often heuristic and hinders
performance. At the same time, we exploit the data term
and minimize it to solve a low-level task, because the data
term is often derived from the first principle of a task and
captures the underlying nature of a problem. This approach
nicely combines domain knowledge (i.e. minimizing data
terms derived from first principles) and the expressive power
of CNNs (i.e. learning to predict content-aware subspace
constraint). Our LSM framework supports joint multi-task
learning with completely shared parameters and also gener-
ate state-of-the-art results with much smaller network and
faster computation. It even enables zero-shot task generaliza-
tion, where a trained network can be generalized to unseen
tasks. This capability demonstrates our LSM framework can
be applied to a wide range of computer vision tasks.
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A. Derivatives of Various Data Terms D(x)
In Sec 3.4, we introduced two categories of tasks. Now,
we show the first-order and the (approximated) second-order
derivatives of the data terms, which compose the vector d
and the (block) diagonal matrix D at each iteration.
Binary Image Labeling Recall that the first category is
binary image labeling (interactive segmentation and video
segmentation) as:
D(x) =
∑
p
αp‖τ(xp)− 1‖22 + βp‖τ(xp) + 1‖22, (9)
where p = [x, y]> is a pixel coordinate, τ is an activation
function to relax the binary label τ(xp) between (+1,−1),
and αp and βp are the probabilities that τ(xp) = +1 or− 1.
Therefore, the first-order and the second-order derivatives at
an intermediate solution x are:
∂D
∂xp
=[(αp + βp)τ(xp) + (βp − αp)][∂τ(xp)
∂xp
],
∂2D
∂x2p
=(αp + βp)[
∂τ(xp)
∂xp
]2,
(10)
where we ignore the scale factor 2 for simplicity, and ∂τ(xp)∂xp
can be 1− τ2(xp) for tanh activation function.
Dense Correspondence Estimation The second category
is the dense correspondence estimation (stereo matching and
optical flow) where the data term is:
D(x) =
∑
p
‖FS(p+ xp)− FT (p)‖22. (11)
For stereo matching, the derivatives are derived as:
∂D
∂xp
=∇xFS(p+ xp)>[FS(p+ xp)− FT (p)],
∂2D
∂x2p
=‖∇xFS(p+ xp)‖22,
(12)
where ∇x is the gradient operator along the horizontal di-
rection. ∇xFS(p + xp) and [FS(p + xp) − FT (p)] are
vectors, so ∂D∂xp and
∂2D
∂x2p
are scalars, which is also an one-
dimensional problem and can be unified with the binary
image label tasks with the same network and the parame-
ters. For optical flow, xp = [u, v]> is a 2D vector and the
derivatives are:
∂D
∂xp
=∇FS(p+ xp)>[FS(p+ xp)− FT (p)],
∂2D
∂x2p
=∇FS(p+ xp)>∇FS(p+ xp),
(13)
where ∇ is the gradient operator along both the horizontal
and vertical direction. Therefore, ∂D∂xp is a 2× 1 vector, and
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Figure 14: Our LSM model handles multiple tasks in a relatively small model.
∂2D
∂x2p
is a 2× 2 matrix, which makes unification with other
one-dimensional tasks difficult. To address this problem, we
apply Cramer’s rule [28] as follows:
• First, we compute the determinant of ∂2D∂x2p as detp.
• Next, we replace the first column of ∂2D∂x2p with
∂D
∂xp
, and
denote the determinant of the modified matrix as detxp.
Similarly, detyp is computed by replacing the second
column of ∂
2D
∂x2p
with ∂D∂xp .
• Finally, we collect detxp and detp at all pixel locations
as the minimization context, concatenate it with the im-
age context to generate the subspace Vx for the horizon-
tal component of the flow field. Similarly, the detyp and
the detp are collected as the minimization context for
the vertical subspace Vy . Thus the subspace generation
for optical flow is unified with other one-dimensional
tasks by generating the subspace for the horizontal and
the vertical components of flow individually.
B. Model Efficiency
Our LSM model is efficient in terms of model size, train-
ing time, and inference time, which are contributed by inte-
grating data terms explicitly.
B.1. Model Size
We implement our LSM framework with the aforemen-
tioned settings, which contains about 15M parameters and
costs 57.26 MB in memory. As shown in Fig. 14, our LSM
model maintains a relatively small model size when com-
pared with other CNN based methods. But our LSM model
handles multiple tasks within the same parameters while
others are designed specifically for single tasks.
B.2. Training Efficiency
We train our model with 143.2K iterations for all the ex-
periments, which tasks roughly 20 hours and is relatively
faster compared to existing CNN based methods. For ex-
ample, training FlowNet2 [34] tasks more than 14 days and
PWC-Net [71] takes 4.8 days. We initialize the backbone
DRN-22 from the ImageNet pre-trained model, which also
helps the training converges faster [27].
B.3. Inference Efficiency
Our LSM framework is also efficient during inference.
Since we unify different tasks into a single network, the in-
ference times for various tasks are roughly the same, which
consume about 25ms for 512× 384 images. The computa-
tion is dominated by the feature pyramid construction, the
subspace generation and the minimization.
C. Zero-shot Interactive Segmentation
Similar to the other zero-shot generalization tests in Sec.
4.3, we also leave the interactive segmentation out for testing
and train on the other tasks. When interact only once, the
average IoU is 0.802 for our LSM model learned on the other
tasks and tested on the interactive segmentation. Which is
still superior than the conventional method [23, 22] as shown
in Fig. 15.
Figure 15: Our zero-shot generalized LSM model performs
better than GSC [23] for interactive segmentation.
