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In this paper we consider the representation of and integer, n, in the form
n= :
m
i=1
=ii k
where m is a positive integer, depending on n and the =i are all either \1 the
particular choices of the =i depending on n and m. Among other things we prove
such a representation always exists; in fact, infinitely many exist. The proof is
algorithmic, so that a polynomial time method of finding the representation is
presented. We get asymptotic estimates for the minimal value of m, in each of the
cases (a) k fixed and n grows to infinity and (b) n fixed and k grows to infinity.
A number of related problems and conjectures are also presented.  1996 Academic
Press, Inc.
1. Introduction
In January of 1987, Robert W. Prielipp wrote me a letter in which he
proved that every positive integer, n, can be written in the form
n= :
m
i=1
=i i 2
where m is a positive integer, depending on n and the =i are all either \1
with the particular choices of the =i depending on n and m. He asked
whether this would remain true if the exponent two were replaced by a
higher value. At the time, I was about to leave the country and set the note
aside. Upon my return, I rediscovered the letter and was able to answer the
question affirmatively. The purpose of this article is to present that proof
and offer a number of conjectures pertaining thereto.
The problems considered here are a special cases of the general problems
of the following type: Given a sequence [ai] study the sums of the form
ni=1 =iai , where the =i have their values restricted to a given set. Various
questions may be asked; some are indicated below:
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1. The existence of such a representation for a given number.
2. The uniqueness of the representation.
3. The number of representations.
4. The variation of the parameter n with respect to the number being
represented.
5. The number of suitable choices of the =i for the number being
represented.
6. The rate at which the number of distinct values can grow.
The problems here considered are of types 13 with the choice ai=i k for
some fixed non-negative integer k, and the coefficient values from the set
[1, &1]
The theory of writing an integer in base b notation uses the choice ai=bi
with the coefficient set [0, 1, 2, ..., (b&1)]. Many questions have been
asked about these representations, see, for example, [2, Sect. 6.34],
[19, Chap. 6], and [16, Chap. 9].
If one defines ai=i k for some fixed non-negative integral value of k.
Then a host of well-known problems are encompassed by this format. To
name a few, Waring's problem, the problem of E. Prouhet, the problem of
G. Tarry; see [9, especially Chapt. 23 and 24; 13; 8] for more details and
problems. The problem discussed in this paper differs from the problems
explicitly mentioned above in that 0 is not a permissible coefficient, but
[9, 10, 14, 17, 2123] list many problems in which zero is not allowed.
If one allows the [ai] to be non-integral many more well-known
problems are encompassed. Taking k=&1 one is lead to the problems of
Egyptian Fractions, =i # [0, 1] see [26, 10, 12, 14, 1923] for further
references. Allowing =i # [0, 1, &1] has also led to interesting problems, see
for further references [14, 20, 24]. For k a different negative integer see
[10, 13].
If one allows the ai to be arbitrary integral sequences then a host of new
problems arise; see [1, 10]. In [l] Erdo s says ``This was perhaps my first
serious problem (1931).'' He lists it as the first problem in his article Some
of my favourite unsolved problems.
2. Preliminary Results
Definition 1. For a non-negative integers k, we define
1 k=j=0
=k, j={&=k&1, j for k>0 and 0 j<2k&1 (1)=k&1, j&2k&1 for k>0 and 2k&1 j<2k.
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Definition 2. For non-negative integers k and l, and real number x we
define Dk, l (x) by
Dk, l (x)= :
2k&1
i=0
=k, i (x+i) l. (2)
For the special case when l=0, the above definition might yield the sum-
mand 00, which we here interpret to be 1.
Note that D0, 0(x)=1 and for k>0. while Dk, 0(x)=0.
Definition 3. Given a function f (x) defined on the integers, we define
Dk f (x) inductively by
D0 f (x)=f (x) (3)
Dk f (x)=Dk&1 f (x+2k&1)&Dk&1 f (x) for k>0. (4)
Lemma 1. For all non-negative integers k,
Dk f (x)= :
2k&1
i=0
=k, i f (x+i). (5)
Proof. For k=0 the proof is clear. We proceed inductively, supposing
the lemma holds for subscripts less than k and k>0. We begin with the
sum on the right-hand side of the lemma and use the definition of the =k, l ,
Eq. (1), to obtain
:
2k&1
i=0
=k, i f (x+i)= :
2k&1&1
i=0
&=k&1, i f (x+i)+ :
2k&1
i=2k&1
=k&1, i&2k&1 f (x+i)
=& :
2k&1&1
i=0
=k&1, i f (x+i)+ :
2k&1&1
i=0
=k&1, i (x+2k&1+i)
=Dk&1 f (x+2k&1)&Dk&1 f (x)]
=Dk f (x), (6)
where the penultimate equality uses the induction hypothesis and the last
equality follows from Definition 3.
Corollary 1. If f (x)=xl, then Dk f (x)=Dk, l (x).
Dk f (x) is analogous to the k th finite difference [7, 15, 18] of the func-
tion f (x), except that no value of the function is used more than once.
Hence, Dk, l (x) is analogous to the k th finite difference of the function
f (x)=xl. Thus, it is not surprising that we get the following lemma.
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Lemma 2. For all non-negative integers k, the function Dk, k(x) is constant.
Dk, l (x)=0 for l<k.
Proof. We first consider the case k=l. For k=0, from the definition
one sees that D0, 0(x)=1 for all values of x.
We now make the induction hypothesis that the lemma is true when
k=l for all k satisfying 0k<m and show it is true for k=l=m.
From Lemma 1 and its corollary, we see that
Dm, l (x)=Dmxl=Dm&1(x+2m&1) l&Dm&1(x) l.
Take the derivative of this equation with respect to x, and use the fact
that D$k f (x)=Dk f $(x) applied to the last equation, to obtain
D$m, l (x)=D$m&1(x+2m&1) l&D$m&1(x) l
=lDm&1(x+2m&1) l&1&lDm&1(x) l&1
=l[Dm&1, l&1(x+2m&1)&Dm&1, l&1(x)].
But the induction hypothesis shows that the expression in brackets is zero
when m=l. Since its derivative is zero, Dm, m is constant, and the induction
is complete. Since Dl, l (x) is constant, it is clear that Dl+1, l (x)=
Dl, l (x+2k)&Dl, l (x) is zero; hence for k>l, it will also be true that
Dk, l (x)=0. K
Definition 4. Dk=Dk, k(x).
Lemma 3. For k0, the value of Dk is given by
Dk=2k(k&1)2k!.
Proof. By the previous lemma, it is sufficient to evaluate Dk, k(0). Thus
Dk, k(0)= :
2k&1
i=0
(=k, i)(i k)
= :
2k&1&1
i=0
(&=k&1, i)(i k)+ :
2k&1
i=2k&1
(=k&1, i&2k&1)(i k)
= :
2k&1&1
i=0
=k&1, i[(2k&1+i)k&(i k)]
= :
2k&1
i=0
=k&1, i :
k&1
j=0 \
k
j+ i j(2k&1)k&j
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= :
k&1
j=0 \
k
j+ (2k&1)k&j :
2k&1&1
i=0
(=k&1, i)(i j)
= :
k&1
j=0 \
k
j+ (2k&1)k&j Dk&1, j (0).
But Dk&i, j (x)=0 whenever j<(k&1), so that the last sum reduces to
the single term for which j=(k&1). Hence
Dk=Dk, k(0)=\ kk&1+ 2k&1Dk&1, k&1=k2k&1Dk&1 .
This last recursion relation with the initial condition D0=1 yields the
desired formula. K
We note the values of Dk for 0k7 in the following table:
The Value and Factorization of Dk
k 0 1 2 3 4 5 6 7
Dk 1 1 4 48 1536 122880 23592960 10569646080
Factored 20 20 22 24 } 3 26 } 3 213 } 3 } 5 219 } 32 } 5 225 } 32 } 5 } 7
We shall have need for the following lemma which can be derived from
the stronger exact formulae [15, Eq. (1), Sect. 83; 17; or 18], but we
include a proof of the simple formulae needed here.
Lemma 4. For every pair of non-negative integers, k and n,
:
n
i=1
i k=
nk+1
(k+1)
+
nPk&1(n)
(k+1)!
(7)
where Pk&1(n) is a integral polynomial in n of degree k&1, with the under-
standing that P&1(x) is the zero polynomial.
Proof. It is clearly true for k=0. We proceed by induction on k, sup-
posing the lemma is true for all integers j, with 0 j<k.
Let cj=j k+1&( j&1)k+1, then
nk+1= :
n
j=1
cj
=& :
n
j=1
:
k+1
i=1 \
k+1
i + (&1) i j k+1&i
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=& :
k+1
i=1
(&1) i \k+1i + :
n
j=1
j k+1&i
=(k+1) :
n
j=1
j k
& :
k+1
i=2
(&1) i \k+1i +_
nk+2&i
k+2&i
+
n
(k+1&i)!
Pk&i (n)& ,
where the induction hypothesis was used to obtain the terms in the brackets
in the last sum. The second sum on the right-hand side of the last line in the
above equation can be rewritten in the form nPk&1(n)k! where Pk&1(n) is
an integral polynomial of degree k&1. Solving for nj=1 i
k, yields the
desired result. K
Lemma 5. For every positive integer n, for every non-negative integer k,
there is an integer N such that
:
N
i=1
i k#0 (mod n). (8)
Furthermore, N can be chosen to satisfy N#0 (mod n).
Proof. Take N=n } (k+1)! in Lemma 4. K
Of course, the value of N obtained in the proof is not minimal. For
example, for k=3 and n=4, N=4 works, while the proof yield N=16.
Lemma 6. For every positive integer n, for every non-negative integer k,
there is a positive integer N, N#0 (mod n), such that for every integer l
:
l+N
i=l+1
i k#0 (mod n). (9)
Proof. If we chose N as in the previous lemma so that N#0 (mod n)
then the sum in Eq. (9) covers the identical range (mod n), as the sum in
Lemma 5, independent of the choice of l, and hence, has the same zero sum
(mod n). K
Let N be the number, depending only on n, given by Lemma 6.
Lemma 7. For every positive integer n, for every non-negative integer k,
for every j with 0 j<n, there is a number Mj and some choice of =i such
that
j# :
mj
i=1
=i i k (mod n). (10)
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For k>O, we may choose Mj to satisfy
Mj\ j+22 + n(k+1)!. (11)
For k=0, Mj=j, =i=1, satisfy Eq. (10) and Inequality (11).
Proof. For j=0 Eq. (9) yields a representation in which Mj=N and for
all i, =i=1. This representation satisfies the conclusion of the lemma.
We now consider j>0 and k>0. By taking l=qN, we see that for any
positive integer q,
:
(q+1) N
i=qN+1
i k#0 (mod n).
Since N#0 (mod n) we see that (qN+1)k#& (q+1) Ni=qN+2 i
k#1 (mod n).
Given j, 0< j<n we note that
j#{
:
j2&1
q=0 _(qN+1)
k& :
(q+1) N
i=qN+2
i k&
:
[ j2]&1
q=0 _(qN+1)
k& :
(q+1) N
i=qN+2
i k&+{\_ j2&+ N+1=
k
j even
j odd
(mod n),
(12)
which satisfies Eq. (10). For j odd and k>0, [ j2]<(( j+2)2) and
2Nn(k+1)!. The inequality of the lemma follows. K
3. The Existence Theorem
Theorem 1. For every positive integer n and non-negative integer k,
there is a positive integer m and choices of =i=\1, such that
n= :
m
i=0
=i i k.
Proof. We first apply Lemma 7 with the choice n=Dk . This yields, for
0 j<Dk ,
j# :
mj
i=1
=i i k (mod Dk). (13)
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Thus j and the sum differ by a multiple of Dk , say by 2=\lDk where
l0. If 2>0 we add to the right-hand side of Eq. 13 the term
2=lDk= :
l&1
i=0
Dk= :
l&1
i=0
Dk, k(i2k+Mj+1)= :
l2k+Mj
i=Mj+1
=i i k.
If 2<0, we take the negative of the above sum and add it to the right-
hand side. If 2=0 we add nothing. In each case this produces a representation
for j of the desired form with m=l2k+Mj . K
This yields an affirmative answer to Prielipp's question. However the
construction suggested by the proof seems to be inefficient. If one asks for
the least value of m for which it is possible to obtain such an expansion,
the problem becomes harder. In the next section we make some
preliminary attempts to answer questions regarding the length.
Corollary 2. For every positive integer n and non-negative integer k,
there are infinitely many positive integers m and choices of =j=\1, such that
n= :
m
i=0
=i i k.
Proof. We use the fact that Dk(x) is constant, in the form
Dk(x)&Dk(x+2k)= :
x+2k+1&1
i=x
=i i k=0.
Given a representation
n= :
m
i=0
=i i k,
we can choose x=m+1 and add new terms without changing the sum, to
obtain another representation. This process can be iterated as often as one
wishes.
4. Lengths and Sizes
In order to estimate the number of terms needed in the sum to get a
representation of j of the type desired, we shall have to estimate some of
the numbers in the above lemmas and modify our procedure to something
slightly more complicated.
In order to save writing subscripts, we fix on some positive value of k.
Let D=Dk .
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Definition 5. Let mj be the least integer yielding the expansion of j
guaranteed by Theorem 1 for the fixed value of k.
Definition 6. Let M=Max[mj : 0 j<D].
Definition 7. Let N the least positive integer which satisfies Lemma 6
for the fixed choice of k.
Since the value of D depends only on k, we note from Lemma 7 that the
upper estimate of Mj depends only on k. Thus we know that M is deter-
mined by k.
Definition 8. Let Qj be the greatest positive integer such that
:
Qj N+mj
i=mj+1
i k< :
(Qj+1) N+mj
i=QjN+mj+1
i k.
Let Q=Max[Qj : 0 j<D].
Such a Qj must exist, since the left-hand side of the defining inequality
is of order Qk+1j (Lemma 4), while the right hand side is bounded above
by N((Qj+1) N+mj)k, which is of order Qkj . Also note that Q>1.
Lemma 8. For each positive integers j, the length of its shortest expan-
sion satisfies mj[((k+1) j)1(k+1)][ j 1(k+1)].
Proof. For k=0, the lemma is true since mj=j. We suppose now that
k>0. By the Existence Theorem,
j= :
mj
i=0
=i i k
mkj + :
mj&1
i=0
i kmkj +|
mj
0
tk dk
=mkj +
mk+1j
k+1
.
Thus (k+1) jmk+1j +(k+1) m
k
j <(mj+1)
k+1.
The first inequality follows. Since (k+1)1(k+1)>1, the second inequality
follows. K
The preceding lemma yields a lower bound for mj . We next proceed on
a path to obtain an upper bound for mj . We do this by defining an algo-
rithm for the representation of j as a signed sum of the first T consecutive
kth powers. We next derive an upper bound for T, which will be an upper
44 MICHAEL N. BLEICHER
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bound for mj . This algorithm, while efficient for large value of j, is probably
far from optimal for small values of j.
To define the algorithm we need the following lemma.
Lemma 9. Let [ai]i=1 be an increasing sequence of positive integers
which satisfy
:
r
i=1
aiar+1 , for r>1.
If mi=1 ai|n| then there is a choice of =i=\1 such that
}n& :
m
i=1
=i ai }<a2 .
Proof. It is sufficient to prove such an approximation exists for n0,
since an approximation of &n can be achieved by changing the signs of all
the =i .
The proof is by induction on the positive integer m. For m=1 the
hypothesis yields na1 . Let =1=1. It follows that |n&=1a1|a1<a2 . If
m=2, either |n&(a1+a2)|<a2 , and we are finished, or |n&(a1+a2)|a2 .
In the latter case, using the hypothesis that na1+a2 , we obtain a1+
a2&na2 . Subtracting 2a1 from both sides of the inequality we get
a2>a2&a1&na2&2a1> &a1>&a2 ,
which proves the result for m=2.
We now make the inductive assumption that the lemma holds for l<m
and show that the hypothesis holds for l=m, where m>2. From the
hypothesis
n< :
m
i=1
ai . (14)
Since n0 and m>2, from the hypothesis on the series and by subtracting
am from both sides of Eq. (14) we deduce
& :
m&1
i=1
ai<&amn&am< :
m&1
i=1
ai .
Thus |n&am | satisfies the hypothesis of the Lemma with l=m&1. The
induction hypothesis yields a choice of =i for which
} |n&am |& :
m&1
i=1
=iai }<a2 .
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But the left-hand side can clearly be rewritten to yield, after a possible
redefinition of the =i ,
}n& :
m
i=1
=i ai }<a2 . K
We can now define our algorithm.
4.1. An algorithm for writing n=Ti=1 =i i
k
Step 1. Choose j, 0 j<D so that n#j (mod D).
Step 2. Find the expansion of j of the desired form (10), which is of
length mj .
From Lemma 7 with n=D where D is even, we know that for all such
j, mjM((D+1)2)(k+1)! D2, so this is a finite process.
Step 3. For each value of j, j<D, define a sequence satisfying the
hypothesis of Lemma 9 as follows:
Definition 9. Let a( j)1 =
Qj N+mj
i=mj+1 i
k, and for m1, let
a( j)m+1= :
(m+Qj) N+mj
i=(m&1+Qj) N+mj+1
i k.
From the definition of Q, Definition 8, it follows that the sequence
satisfies the hypothesis of Lemma 9. Also by the definition of N, Definition 7,
for each i>0, we have ai#0 (mod D).
Step 4. Given n, choose Ln to be the least integer such that
n :
Ln
m=1
a ( j)m .
Then following the inductive procedure of the proof of Lemma 9, one can
find a sequence of =i=\1 such that |n&mi=1 =i ai |<a
( j)
2 . By expanding
the a ( j)i in terms of their consecutive summands and redefining a new
longer string of =i , we find that
}n& :
(Ln&1+Qj) N+mj
i=mj+1
=i i k }<a ( j)2 .
Step 5. Since all the a ( j)i #0 (mod D) and by the choice of the mj ,
Definition 5, and Lemma 7, we see that
n# :
(Ln&1+Qj) N+mj
i=1
=i i k (mod D).
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It also follows that
}n& :
(Ln&1+Qj) N+mj
i=1
=i i k }<a2+ :
mj
i=1
i k< :
(1+Qj) N+mj+1
i=Qj N+mj+1
i k+ :
mj
i=1
i k.
Replacing mj by M and Qj by Q increases the right hand side of the last
inequality, hence
}n& :
(Ln&1+Qj) N+mj
i=1
=i i k }< :
(1+Q) N+M+1
i=QN+M+1
i k+ :
M
i=1
i k.
This last term is independent of n and j thus there is a constant C (depending
only on k) such that
}n& :
(Ln&1+Qj) N+mj
i=1
=i i k }<C.
It follows that
n& :
(Ln&1+Qj) N+mj
i=1
=i i k=\lD, (15)
where 0<l<CD. From Definition 3 and the fact that Dk, k(x)=D is inde-
pendent of x, we see that
n= :
(Ln&1+Qj) N+mj
i=1
=i i k\ :
l
i=i
Dk, k((Ln&1+Qj) N+mj+1+(i&1) 2k)
where the \ agrees with Eq. (15). The last term is a signed sum of all
the kth powers of the integers between (Ln&1+Qj) N+mj+1 and
(Ln&1+Qj) N+mj+l2k. Thus we have the desired expansion,
n= :
T
i=1
=i i k, (16)
where T=T(n)=(Ln&1+Qj) N+mj+l2k.
This completes the algorithm. It remains to calculate an upper bound for
its length, T(n).
Since all the mj are bounded above by M and all the Qj are bounded
above by Q, and M, N, Q and I depend only on k, the essential dependence
of T on n shows up solely in the term Ln . We thus suppress the subscript
j in what follows.
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Lemma 10. For fixed k and sufficiently large n, the length of the sum
determined by the above algorithm, T(n) satisfies the following inequality:
T(n)[((k+1) n)1(k+1)]+l2k+1.
Proof. We begin by examining the choice of Ln in Step 4 of the algorithm.
From the choice of Ln it follows that
n> :
Ln&1
m=1
am=a1+ :
Ln&2
m=1
am+1.
From the definition of am+1 we get
n> :
QN+M
i=M+1
i k+ :
Ln&2
m=1 \ :
(m+1+Q) N+M
i=(m+Q) N+M+1
i k+= :
(Ln&1+Q) N+M
i=M+1
i k.
From the definition of T(n)=T this last inequality can be rewritten as
n> :
T&l2k
i=M+1
i k.
Using a lower-integral approximation to the sum we obtain
n>
(T&l2k)k+1
k+1
&
M k+1
k+1
.
Simplifying we get
(k+1) n>(T&l2k)k+1&Mk+1.
Since only T depends on n, and T grows arbitrarily large as n does, it
follows that for n sufficiently large
(k+1) n>(T&l2k&1)k+1.
Thus
((k+1) n)1(k+1)>T&l2k&1.
Since all the terms on the right-hand side of the inequality are integers we
obtain, after transposition,
[((k+1) n)1(k+1)]+l2k+1T(n). K
Theorem 2. If, for fixed k, L(n) is the length of the shortest expansion
of n as the sum of the desired form, then L(n) is asymptotic to
[(k+1) n]1(k+1), as n goes to .
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Proof. From Lemma 8 and Lemma 10 we obtain lower and upper
bounds for L(n) which differ by constants. Since L(n) tends to infinity as
n does, the theorem follows. K
We now change our perspective. We consider what happens if n is fixed
and k tends to infinity.
Theorem 3. For a fixed value of n, let l(k) be the shortest expansion of
n as a sum of the desired form, then l(k)k+2, as k goes to .
Proof. Once k is large enough that 2k>n it is clear that a necessary
condition for the representation of l to exist is that
l k& :
l&1
i=1
i k<n.
Replacing the sum by an upper integral approximation yields
l k&1&|
l
2
xk dx<n.
Integrating and multiplying by &1, yields
l k \ lk+1&1+>
2k+1
k+1
&n&1,
which, for k large enough that 2k(k+1)>n+1, implies that l>k+1;
whence lk+2. K
Corollary 3. For fixed n, lim infk  (l(k)k)1.
5. Examples, Conjectures, and Problems
From Theorem 1 we know that for any polynomial growth rate, there
exists an increasing sequence with that growth rate such that every integer
is representable as a signed sum of an initial segment of that sequence.
What about exponential growth? Stated more precisely:
Problem 1. Does there exists a constant c, c>0 and an increasing
sequence of integers [ai] such that ai>ci for every positive integer i, and
for every positive integer n, there are a choice of =i=\1 and a positive
integer m for which n=mi=1 =iai ?
Since a signed sum of the initial powers of a single integer m are all con-
gruent to \1 (mod m), no simple exponential sequence will do. In fact, it
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is not hard to see that no finite modification will do. Perhaps, an inter-
weaving of the powers of 2 and 3 would work, but as of now, there is no
proof. It is conjectured that Problem 1 has an affirmative answer.
Problem 2. On the assumption Problem 1 is answered affirmatively, is
there an upper bound for possible choices of c?
Problem 3. In Theorem 2, for fixed k, what is the order of magnitude
of the difference between the minimum expansion length and it asymptotic
value?
From the corollary at the end of the last section we know
lim infk  (l(k)k)1. It seems reasonable to conjecture that the lim inf is,
in fact, equal to 1.
Problem 4. For fixed N, what is the order of magnitude of the
lim sup of the length of the expansion? More precisely is it true that
lim supk  (l(k)k2) is finite?
In showing that there were an infinite number of representation, we
added on long sums with equal numbers of plus and minus signs. Thus we
can get the ratio of pluses and minuses as close to one as we like, if we are
willing to use a long representation. How unbalanced can the signs get?
Problem 5. For a fixed k>0, what is the maximum of the ratio of plus
to minus signs, for the shortest representation or for any representation?
What is the lim sup of the ratio?
Problem 6. The same as Problem 5 only for minimum and lim inf.
Note Added in Proof. Upon seeing a preliminary copy of the
manuscript, Paul Erdo s and Ja nos Sura nyi sent me a copy of their related
paper ``Egy additi v sza melme ti proble ma'' Mat. Lapok 10 (1959).
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