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Abstract Thermal cameras are passive sensors that
capture the infrared radiation emitted by all objects
with a temperature above absolute zero. This type of
camera was originally developed as a surveillance and
night vision tool for the military, but recently the price
has dropped, significantly opening up a broader field
of applications. Deploying this type of sensor in vision
systems eliminates the illumination problems of normal
greyscale and RGB cameras.
This survey provides an overview of the current ap-
plications of thermal cameras. Applications include an-
imals, agriculture, buildings, gas detection, industrial,
and military applications, as well as detection, track-
ing, and recognition of humans. Moreover, this survey
describes the nature of thermal radiation and the tech-
nology of thermal cameras.
Keywords Thermal camera · Infrared radiation ·
Thermal Imaging · Computer Vision
1 Introduction
During the last couple of decades, research and devel-
opment in automatic vision systems has been rapidly
growing. Visual cameras, capturing visible light in grey-
scale or RGB images, have been the standard imaging
device. There are, however, some disadvantages to use
these cameras. The colours and visibility of the objects
depend on an energy source, such as the sun or arti-
ficial lighting. The main challenges are therefore that
the images depend on the illumination, with changing
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intensity, colour balance, direction, etc. Furthermore,
nothing can be captured in total darkness. To overcome
some of these limitations and add further information
to the image of the scene, other sensors have been in-
troduced in vision systems. These sensors include 3D
sensors [124,126,144] and near infrared sensors [170].
Some of the devices are active scanners that emit ra-
diation, and detect the reflection of the radiation from
an object. Night vision devices, for example, use ac-
tive infrared cameras, which illuminate the scene with
near infrared radiation (0.7–1.4 µm) and capture the
radiation of both the visible and the near infrared elec-
tromagnetic spectrum. Such active sensors are less de-
pendent on the illumination. Stereo vision cameras are
passive 3D sensors, but as they consist of visual cam-
eras, they also depend on the illumination.
The described sensors indicate that some of the dis-
advantages of visual cameras can be eliminated by us-
ing active sensoring. However, in many applications,
a passive sensor is preferred. In the mid- and long-
wavelength infrared spectrum (3–14 µm), radiation is
emitted by the objects themselves, with a dominating
wavelength and intensity depending on the tempera-
ture. Thereby they do not depend on any external en-
ergy source. Thermal cameras utilise this property and
measure the radiation in parts of this spectrum. Figure
1 shows an example of the same scene captured with
both a visual and a thermal camera. The thermal im-
age is shown as a greyscale image, with bright pixels for
hot objects. The humans are much easier to distinguish
in the thermal image, while the colours and inanimate
objects, like chairs and tables, are invisible.
A special detector technology is required to cap-
ture thermal infrared radiation. Originally it was de-
veloped for night vision purposes for the military, and
the devices were very expensive. The technology was
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Fig. 1 Visible and thermal image of the same scene.
later commercialised and has developed quickly over the
last few decades, resulting in both better and cheaper
cameras. This has opened a broader market, and the
technology is now being introduced to a wide range of
different applications, such as building inspection, gas
detection, industrial appliances, medical science, veteri-
nary medicine, agriculture, fire detection, and surveil-
lance. This wide span of applications in many different
scientific fields makes it hard to get an overview. This
paper aims at providing exactly such an overview and
in addition provides an overview of the physics behind
the technology.
The remaining part of this survey consists of the fol-
lowing sections: Section 2 describes the physics of ther-
mal radiation and Section 3 explains the technology of
the cameras. Description of the application areas and a
survey of the work done in the different areas are found
in Section 4. In Section 5 it is discussed how to fuse
the thermal images with other image modalities, and
the application areas for fused systems are surveyed.
Finally, Section 6 summarizes and discusses the use of
thermal cameras.
2 Thermal Radiation
Infrared radiation is emitted by all objects with a tem-
perature above absolute zero. This is often referred to
as thermal radiation. This section will go through the
source and characteristics of this type of radiation.
2.1 Electromagnetic Spectrum
Infrared radiation lies between visible light and mi-
crowaves within the wavelength spectrum of 0.7–1000
µm as illustrated in Figure 2. The infrared spectrum
can be divided into several spectral regions. There ex-
ist different sub-division schemes in different scientific
fields, but a common scheme is shown in Table 1 [24].
The mid-wavelength and long-wavelength infrared are
often referred to as thermal infrared (TIR) since objects
in the temperature range from approximately 190 K to
1000 K emit radiation in this spectral range.
Division Name Abbreviation Wavelength
Near-infrared NIR 0.7–1.4 µm
Short-wavelength infrared SWIR 1.4–3 µm
Mid-wavelength infrared MWIR 3–8 µm
Long-wavelength infrared LWIR 8–15 µm
Far-infrared FIR 15–1000 µm
Table 1 Infrared sub-division.
The atmosphere only transmit radiation with cer-
tain wavelengths, due to the absorption of other wave-
lengths in the molecules of the atmosphere. CO2 and
H2O are responsible for most of the absorption of in-
frared radiation [181]. Figure 3 illustrates the percent-
age of transmitted radiation depending on the wave-
length, and states the molecule that is responsible for
the large transmission gaps.
Fig. 3 Atmospheric transmittance in part of the infrared
region [187].
Due to the large atmospheric transmission gap be-
tween 5–8 µm, there is no reason for cameras to be sen-
sitive in this band. The same goes for radiation above 14
µm. A typical spectral range division for near-infrared
and thermal cameras is shown in Table 2.
Division Name Abbreviation Wavelength
Short-wave SWIR 0.7–1.4 µm
Mid-wave MWIR 3–5 µm
Long-wave LWIR 8–14 µm
Table 2 Infrared sub-division for cameras.
2.2 Emission and Absorption of Infrared Radiation
The radiation caused by the temperature T of an ob-
ject is described by Planck’s wavelength distribution
function [159]:
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Fig. 2 The electromagnetic spectrum with sub-divided infrared spectrum.
where λ is the wavelength, h is Planck’s constant (6.626×
10−34Js), c the speed of light (299, 792, 458m/s) and
kB Boltzmann’s constant (1.3806503 × 10−23J/K).
Fig. 4 Intensity of black body radiation versus wavelength
at four temperatures.
As can be seen in Figure 4, the intensity peak shifts
to shorter wavelengths as the temperature increases,
and the intensity increases with the temperature. For
extremely hot objects the radiation extends into the
visible spectrum, e.g., as seen for a red-hot iron. The






Planck’s wavelength distribution function, Equation 1,
describes the radiation from a black body. Most mate-
rials studied in practical applications are assumed to be
so called grey bodies, which have a constant scale factor
of the radiation between 0 and 1. This factor is called
the emissivity. For instance, polished silver has a very
low emissivity (0.02) while human skin has an emissiv-
ity very close to 1 [65]. Other materials, such as gases,
are selective emitters, which have specific absorption
and emission bands in the thermal infrared spectrum
[181]. The specific absorption and emission bands are
due to the nature of the radiation, as described in the
next section.
2.3 Energy States of a Molecule
The energy of a molecule can be expressed as a sum
of four contributions [159]: electronic energy, due to
the interactions between the molecule’s electrons and
nuclei; translational energy, due to the motion of the
molecule’s centre of mass through space; rotational en-
ergy, due to the rotation of the molecule about its centre
of mass; and vibrational energy, due to the vibration of
the molecule’s constituent atoms:
E = Eel + Evib + Erot + Etrans. (3)
The translational, rotational, and vibrational energies
contribute to the temperature of an object.
The possible energies of a molecule are quantized,
and a molecule can only exist in certain discrete en-
ergy levels. Figure 5 illustrates the relation between
the electronic, vibrational, and rotational energy lev-
els. The contribution from the translational energy is
very small and is not included in this illustration.
Electromagnetic radiation can be absorbed and emit-
ted by molecules. Incident radiation causes the molecule
to rise to an excited energy state, and when it falls back
to the ground state, a photon is released. Only photons
with specific energies, equal to the difference between
two energy levels, can be absorbed. Visible light usu-
ally causes electron transitions, with rising or falling
electronic energy level. Just as for visible light, infrared
light can cause transitions in the vibrational or rota-
tional energy levels. All objects emit infrared radiation

















Fig. 5 Simplified illustration of the electronic, vibrational,
and rotational energy states. Each line illustrates a discrete
energy level that the molecule can exist in.
corresponding to their temperature. If more radiation is
absorbed than emitted, the temperature of the molecule
will rise until equilibrium is re-established. Likewise, the
temperature will fall if more radiation is emitted than
absorbed, until equilibrium is re-established.
3 Thermal Cameras
Although infrared light was discovered by William Her-
schel around 1800, the first infrared scanning devices
and imaging instruments were not build before the late
1940s and 1950s [90]. They were built for the American
military for the purpose of night vision. The first com-
mercial products were produced in 1983 and opened up
a large area of new applications.
The measurement instruments available today can
be divided into three types: point sensors, line scanners,
and cameras.
3.1 Camera Types
Infrared cameras can be made either as scanning de-
vices, capturing only one point or one row of an image
at a time, or using a staring array, as a two-dimensional
infrared focal plane array (IRFPA) where all image ele-
ments are captured at the same time with each detector
element in the array. Today IRFPA is the clearly dom-
inant technology, as it has no moving parts, is faster,
and has better spatial resolution than scanning devices
[90]. Only this technology is described in the following.
The detectors used in thermal cameras are gener-
ally of two types: photon detectors or thermal detec-
tors. Photon detectors convert the absorbed electro-
magnetic radiation directly into a change of the elec-
tronic energy distribution in a semiconductor by the
change of the free charge carrier concentration. Thermal
detectors convert the absorbed electromagnetic radia-
tion into thermal energy causing a rise in the detector
temperature. Then the electrical output of the thermal
sensor is produced by a corresponding change in some
physical property of material, e.g., the temperature-
dependent electrical resistance in a bolometer [181].
The photon detector typically works in the MWIR
band where the thermal contrast is high, making it very
sensitive to small differences in the scene temperature.
Also with the current technology the photon detector
allows for a higher frame rate than thermal detectors.
The main drawback of this type of detector is its need
for cooling. The photon detector needs to be cooled to
a temperature below 77 K in order to reduce thermal
noise. This cooling used to be done with liquid nitro-
gen, but now is often implemented with a cryocooler.
There is a need for service and replacement for the cry-
ocooler due to its moving parts and helium gas seals.
The overall price for a photon detector system is there-
fore higher than a thermal detector system, both its
initial costs and its maintenance.
A thermal detector measures radiation in the LWIR
band and can use different detector types, which will be
described in the next section.
3.1.1 Thermal Detector Types
Uncooled thermal detectors have been developed mainly
with two different types of detectors: ferroelectric detec-
tors and microbolometers. Ferroelectric detectors take
advantages of the ferroelectric phase transition in cer-
tain dielectric materials. At and near this phase tran-
sition, small fluctuations in temperature cause large
changes in electrical polarization [49]. Barium Stron-
tium Titanate (BST) is normally used as the detector
material in the ferroelectric detectors.
A microbolometer is a specific type of resistor. The
materials most often used in microbolometers are Vana-
dium Oxide (VOx) and Amorphous silicon (a-Si). The
infrared radiation changes the electrical resistance of
the material, which can be converted to electrical sig-
nals and processed into an image.
Today it is clear that microbolometers have more
advantages over the ferroelectric sensors and the VOx
technology has gained the largest market share. First
of all, microbolometers have a higher sensitivity. The
noise equivalent temperature difference (NETD), spec-
ifying the minimum detectable temperature difference,
is 0.039 K for VOx compared to 0.1 K for BST detectors
[49]. Microbolometers also have a smaller pixel size on
the detector, allowing a higher spatial resolution. Fur-
thermore, BST detectors suffer from a halo effect, which
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can often be seen as a dark ring around a bright object,
falsely indicating a lower temperature [49]. An example
of the halo effect is shown in Figure 6.
Fig. 6 Thermal image showing bright halo around a dark
person [38].
3.2 The Lens
Since glass has a very low transmittance percentage for
thermal radiation, a different material must be used
for the lenses. Germanium is used most often. This is
a grey-white metalloid material which is nearly trans-
parent to infrared light and reflective to visible light.
Germanium has a relatively high price, making the size
of the lens important.
The f-number of an optical system is the ratio of
the lens’s focal length to the diameter of the entrance
pupil. This indicates that a higher f-number reduces the
price of the lens, but at the same time, when the diame-
ter of the lens is reduced, a smaller amount of radiation
reaches the detector. In order to maintain an acceptable
sensitivity, uncooled cameras must have a low f-number.
For cooled cameras, a higher f-number can be accepted,
because the exposure time can be increased in order to
keep the same radiation throughput. These properties
of the lens cause the price for uncooled cameras to in-
crease significantly with the focal length, while the price
for cooled cameras only increases slightly with the focal
length. For very large focal lengths, cooled cameras will
become cheaper than uncooled cameras [48].
3.3 Camera Output
Modern thermal cameras appear just like visual video
cameras in terms of shape and size. Figure 7 shows an
example of a thermal network camera.
Fig. 7 Example of an uncooled thermal camera, AXIS
Q1921.
The data transmission typically takes place via USB,
Ethernet, FireWire, or RS-232. The images are repre-
sented as greyscale images with a depth from 8 to 16 bit
per pixel. They are, however, often visualised in pseudo
colours for better visibility for humans. Images can be
compressed with standard JPEG and video can be com-
pressed with H264 or MPEG [8]. Analogue devices use
the NTSC or PAL standards [51]. Some handheld cam-
eras are battery-driven, while most of the larger cam-
eras need an external power supply or Power over Eth-
ernet.
The thermal sensitivity is down to 40 mK for un-
cooled cameras and 20 mK for cooled devices. The spa-
tial resolution of commercial products varies from 160
× 120 pixels to 1280 × 1024 pixels, and the field of view
varies from 1◦ to 58◦ [73,52,7,50].
4 Application Areas
The ability to ‘see’ the temperature in a scene can be
a great advantage in many applications. The temper-
ature can be important to detect specific objects, or
it can provide information about, e.g., type, health, or
material of the object. This section will survey the ap-
plications of thermal imaging systems with three dif-
ferent categories of subjects: animals and agriculture,
inanimate objects, and humans.
4.1 Animals and Agriculture
4.1.1 Animals
Warm-blooded animals, such as humans, try to main-
tain a constant body temperature, while cold-blooded
animals adapt their temperature to their surroundings.
This property of warm-blooded animals makes them
stand out from their surroundings in thermal images.
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Warm-blooded animals can warm their body by con-
verting food to energy. To cool down, they can sweat
or pant to lose heat by water evaporation. The radia-
tion of heat from animals depends on their insulation,
such as hair, fur, or feathers, for example. The temper-
ature distribution over the body surface can be uneven,
depending on blood-circulation and respiration. In the
studies of wild animals thermal imaging can be useful
for diagnosis of diseases and thermoregulation, control
of reproductive processes, analysis of behaviour, as well
as detection and estimation of population size [31].
Diseases will often affect the general body tempera-
ture, while injuries will be visible at specific spots, e.g.,
caused by inflammations. Thermal imaging has thereby
been proven to work as a diagnosis tool for some dis-
eases of animals. In [71] it was observed that the tem-
perature in the gluteal region of dairy cattle increases
when the animal becomes ill and this could be detected
in thermal images prior to clinical detection of the dis-
ease. If the observed animals are wild, the method of
examining for a disease should be without contact with
the animals. In [5] thermal cameras are used for detect-
ing sarcoptic mange in Spanish ibex. Although conven-
tional binoculars have higher sensitivity over a greater
distance, thermal cameras can give indication of the
prevalence of the disease in a herd. Thermal imaging
could also be used to detect diseases among other wild
animals, in [40] it is found that rabies can be detected
in raccoons by observing the temperature of the nose.
The stress level of animals before slaughtering is im-
portant to the meat quality. The stress level is corre-
lated with the blood and body temperature of the ani-
mal. It is therefore important to monitor and react to a
rising temperature, e.g., during transport. The work of
[185] measures the temperature of pigs’ ears and finds
that it is positively correlated with the concentration
of cortisol and the activity of creatine kinase.
Thermal imaging can be beneficial when diagnosing
lameness in horses. [194] suggests using thermal imag-
ing for detecting inflammations and other irregularities,
especially in the legs and hoofs of horses. Figure 8 shows
an example of inflammation in the leg.
Analysis of the thermodynamic characteristics in ec-
totherm animals, such as frogs, has been carried out in
[39]. They measure the temperature of different body
parts of frogs during heating from 8◦C (artificial hiber-
nation) to 23◦C (artificial arousal). In such experiments
it is a great advantage that the measurements are taken
without harming or touching the animal.
Large animals can pose a risk for traffic if they run
onto the road. They can often be hard to spot with the
eye, specially in the dark or haze, also if they are cam-
ouflaged beside the road. Deer are some of the animals
Fig. 8 The thermal image reveals inflammation in the leg of
a horse. The inflamed area is marked with a black box.
that can be a threat to safety on the roads. In [201],
they propose a system for detecting and tracking deer
from a vehicle, in order to avoid collisions. Some car
brands have implemented thermal cameras and screens
in their cars for manual detection of unexpected hot
objects [47].
Wild animals have a high risk of being injured or
killed during farming routines with modern high-efficiency
farming equipment. Therefore [172] proposes automatic
analysis of thermal images for detection of animals hid-
den in the vegetation. They use a pre-processing step
by filtering the image with the Laplacian of Gaussian,
before using adaptive thresholding for detecting the an-
imal.
4.1.2 Agriculture and Food
Thermal imaging systems have various applications in
the agriculture and food industry. They are suitable
in the food industry due to their portability, realtime
imaging, and non-invasive and non-contact tempera-
ture measurement capability [59]. In food quality mea-
surement, it is important to use a non-destructive method
to avoid waste.
The two papers [179] and [59] review the use of
thermal imaging in the agriculture and food industry,
including both passive thermography (measuring the
temperature of the scene) and active thermography (ad-
ding thermal energy to an object, and then measur-
ing the temperature). Passive thermography is mostly
used for temperature control in food manufacturing and
for monitoring heat processes. Active thermography of
food objects can give information about the quality,
such as damage and bruises in fruits and vegetables.
Bruises can be detected using active thermal imaging,
due to the different thermodynamic properties in sound
and bruised tissue. Thermal imaging has been applied
in [27] to detect fungal infections in stored wheat. It
could discriminate between healthy and infected wheat,
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but not between different fungal species. In [93], they
classify healthy and fungal infected pistachio kernels.
4.2 Inanimate Objects
Inanimate objects do not maintain a constant tempera-
ture. Their temperature depends on both the surround-
ing temperature, and the amount of added energy that
generates heat. Thermal images of inanimate objects
depict the surface temperature of the scene. But even
in a scene in equilibrium, differences in the image can
be observed due to different emissivities of the observed
surfaces. Thus thermal imaging can be used for analysing
both temperature and material.
4.2.1 Building Inspection
Thermal cameras have been used for years for inspect-
ing heat loss from buildings, and special hand-held imag-
ing devices have been developed with this application
in mind. Figure 9 shows an example of a thermal image
of a building.
Fig. 9 Thermal image of a building, showing a higher
amount of heat loss around windows and doors [149].
Normally the inspection of buildings requires man-
ual operation of the camera and interpretation of the
images to detect heat loss, e.g., as described in [3]. More
automatic methods are also being investigated. In [119],
an Unmanned Aerial Vehicle (UAV) is used for inspec-
tion of buildings, and the system automatically detects
the heat loss from windows. Another system has been
proposed, which automatically maps the images to a
3D model, eliminates windows and doors, and detects
regions with high heat loss on the facade [69,77,162].
A thermal system has also been proposed for detecting
roof leakage [4].
Besides the detection of heat loss, thermal imaging
has also been used to detect other problems behind the
surface: [113] proves that thermal imaging can be used
to detect debonded ceramic tiles on a building finish.
Termites can also be found by inspection with a ther-
mal camera, as they produce unusual heat behind the
surface in buildings [79].
For some ancient buildings, it is of interest to mon-
itor the wall’s hidden structure, the surface status, and
moisture content, which can be done with a thermal
camera [60]. The documentation of a building’s status
can also be done by combining visual and thermal im-
ages [106].
Another interesting application related to buildings
is the one presented in the book Mobile Robot Naviga-
tion with Intelligent Infrared Image [44]. They present
an outdoor robot system equipped with a thermal cam-
era and an ultrasound sensor. In order to move around
safely, the robot should be able to classify typical out-
door objects, such as trees, poles, fences, and walls, and
make decisions about how to go around them. The clas-
sification of these non heat-generating objects is based
on their physical properties, such as emissivity, that in-
fluence their thermal profile.
4.2.2 Gas Detection
Gasses are selective emitters, which have specific ab-
sorption and emission bands in the infrared spectrum,
depending on their molecular composition. By using in-
struments able to measure selectable narrow infrared
bands, it is possible to measure the radiation in the
absorption band of a specific gas. As the radiation is
absorbed by the gas, the observed area would appear
as a cool cloud (usually dark) if the gas is present.
Using optical bandpass filters is applied for measur-
ing carbon monoxide in [123]. Using a thermal spec-
trometer, a number of bands can be measured concur-
rently to analyse the gas content in the scene. In [134],
they use 12 spectral bands distributed from 8.13µm to
11.56µm to detect an anomalous gas and track it in the
image to locate the source of the gas leak. [107] tests a
method for detecting gas leakage in landfills based on
the temperature measurements of a thermal camera (8–
13 µm). They conclude that it is possible, but depends
on the weather conditions and climate. [157] detects gas
leaks of ammonia, ethylene, and methane by measuring
the spectral region 7–13 µm. Volcanic ash particles can
also be detected by measuring five spectral bands be-
tween 7–14 µm [147].
4.2.3 Industrial Applications
In most electrical systems, a stable temperature over
time is important in order to avoid system break-downs.
Sudden hot spots can indicate faulty areas and con-
nections, e.g., in electric circuits and heating systems.
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It would obviously be of great value if devices that
are starting to over-heat could be detected before they
break down. One of the reasons for using thermal imag-
ing for temperature measurement is that it is not in con-
tact with the target. Thermal imaging can be applied
as a diagnosis tool for electrical joints in power trans-
mission systems [154], and for automatic detection of
the thermal conditions of other electrical installations
[78]. It can also be used to evaluate specific proper-
ties in different materials. In [125], the erosion resis-
tance of silicon rubber composites is evaluated using a
thermal camera. In metal sheet stamping processes, the
mechanical energy is converted into thermal energy. An
unexpected thermal distribution can be an indication of
malfunctions in the object. Therefore [130] proposes a
system that compares the thermal images to a simu-
lated thermal pattern in order to find a diagnosis for
the object. For more complicated objects, a 3D model
is generated. [70] uses thermal imaging for measuring
the molten steel level in continuous casting tundish.
For race cars, tire management is extremely impor-
tant, and one of the main parameters of a tire is its
temperature. [35] proposes the use of a thermal cam-
era for dynamic analysis of the temperature of the tires
during a race.
4.2.4 Fire Detection and Military
Automatic systems for detecting objects or situations
that could pose a risk can be of great value in many
applications. A fire detection system can be used for
mobile robots. [72] proposes a system using a pan-tilt
camera that can operate in two modes, either narrow
field of view or wide field of view using a conic mir-
ror. Fires are detected as hot spots, and the location
is detected in order to move the robot to the source
of fire. [6] proposes a hybrid system for forest fire de-
tection composed of both thermal and visual cameras,
and meteorological and geographical information, while
[140] proposes a handheld thermal imaging system for
airborne fire analysis.
[148] presents a gunfire detection and localisation
system for military applications. Gunfire is detected
in mid-wave infrared images and validated by acous-
tic events. The detected gunfire is mapped to a real-
world location. [161] proposes using thermal imaging
for mine detection. Depending on circumstances such as
the ambient air temperature and soil moisture, mines
can be detected using the assumption that the soil di-
rectly above the mine heats or cools at a slightly differ-
ent rate than the surrounding soil. [186] uses the same
idea in their system. They spray cold water over the
surrounding soil, and capture the temperature distri-
bution of the cooling soil with a thermal camera. [91]
presents the idea of using thermal imaging for detecting
snipers. The muzzle flash, the bullet in flight, and the
sniper body can be detected.
4.3 Humans
In computer vision research, humans are often the sub-
jects observed. Its application areas are very wide, from
surveillance through entertainment to medical diagnos-
tics. While the previously mentioned application areas
often use simple image processing algorithms, such as
thresholding, or even manual inspection of the images,
for human systems there has been more emphasis on
robust systems with automatic detection and tracking
algorithms. Therefore, this part will also contain infor-
mation about the specific methods.
Just as described for warm-blooded animals, hu-
mans try to maintain a constant body temperature, in-
dependent of the temperature of the surroundings. This
implies that, when capturing a thermal image, the per-
sons stand out from the background in most environ-
ments. Taking advantage of that feature could improve
the detection step in many vision systems. If a per-
son is observed from a close distance, information can
be extracted about the skin temperature distribution.
That can be useful for, e.g., face recognition or medical
investigations.
4.3.1 Detection and Tracking of Humans
Detection of humans is the first step in many surveil-
lance applications. General purpose systems should be
robust and independent of the environment. The ther-
mal cameras are here often a better choice than a nor-
mal visual camera. [203] proposes a system for human
detection, based on the extraction of the head region
and [37] proposes a detection system that uses back-
ground subtraction, gradient information, watershed al-
gorithm and A* search in order to robustly extract
the silhouettes. Similar approaches are presented in [36,
114], using Contour Saliency Maps and adaptive filters,
while [184] presents a detection method based on the
Shape Context Descriptor and Adaboost cascade classi-
fier. A common detection problem is that the surround-
ings during summer are hotter than or equal to the
human temperature. [82] tries to overcome this prob-
lem by using Mahalanobis distance between pixel values
and edge orientation histograms. [53,54] use automatic
thresholding and a sorting and splitting of blobs in or-
der to detect and count people in sports arenas, see
Figure 10.
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Fig. 10 Example of humans playing handball. Top image:
Original thermal image. Bottom image: Binarised image with
all persons marked with a red dot. [53]
Thermal cameras are very useful for the surveillance
and detection of intruders, because of their ability to
‘see’ during the night. For trespasser detection, classifi-
cation is often based on temperature and simple shape
cues. Wong et al. propose two trespasser detection sys-
tems, one in which they adjust the camera to detect
objects in the temperature range of humans, and then
classify the objects based on the shape [191]. The other
work aims to identify humans using pattern recognition
to detect the human head [189]. [46] uses thresholding,
and then a validation of each blob, to determine if it
contains one or more persons. If it contains more than
one, it will be split into two blobs. [11] proposes a real
time detection and tracking system with a classification
step based on a cascade of boosted classifiers.
Thermal sensors can be used in systems for the de-
tection of fall accidents or unusual inactivity, which is
an important safety tool for the independent living of
especially elderly people. [164] proposes a system that
uses a low resolution thermal sensor. The system gives
an alarm in case of a fall detected, or in the case of
inactivity over a long time period. [190] also proposes
a fall detection system for private homes by analysing
the shape of the detected object. In [94] a fall detection
system for bathrooms are proposed, using a thermal
sensor mounted above the toilet.
Analysis of more general human activity has also
been performed. [63] presents a system that distinguishes
between walk and run using spatio-temporal informa-
tion, while [18] estimates the gait parameters by fitting
a 3D kinematic model to the 2D silhouette extracted
from the thermal images. In [55] different sports types
are classified by the detected location of people over
time. [143] proposes a system for analysing the pos-
ture of people in crowds, in order to detect people ly-
ing down. This could be useful to detect gas attacks or
other threats at public places. [76] proposes a system
for estimating the human body posture by finding the
orientation of the upper body, and locating the major
joints of the body.
Rescue robots are used during natural disasters or
terrorist attacks, and are often equipped with a ther-
mal camera in order to be able to look for victims in
the dark. [118] presents a rescue robot equipped with
several sensors, including thermal camera, visual cam-
era and laser range scanner. This robot is able to detect
victims in a scene and drive autonomously to the desti-
nation. [9] proposes a robot rescue system using thermal
and visual camera to identify victims in a scene. For use
on Unmanned Aerial Vehicles [155] proposes a human
detection system that use a thermal camera to detect
warm objects. The shape of the object is analysed in or-
der to reject false detections, before the corresponding
region in the colour image is processed with a cascade
of boosted classifiers.
Thermal cameras are very popular in the research
of pedestrian detection, due to the cameras’ indepen-
dence of lighting changes, which means that it will also
work during the night, when most accidents between
cars and pedestrians happen. One of the car-based de-
tection systems is proposed in [21], where they present
a tracking system for pedestrians. It works well with
both still and moving vehicles, but some problems still
remain when a pedestrian enters the scene running.
[42] proposes a shape-independent pedestrian detection
method. Using a thermal sensor with low spatial resolu-
tion, [116] builds a robust pedestrian detector by com-
bining three different methods. [89] also proposes a low
resolution system for pedestrian detection from vehi-
cles. [136] proposes a pedestrian detection system, that
detects people based on their temperature and dimen-
sions and track them using a Kalman filter. In [135]
they propose a detection system based on histogram
of oriented phase congruency and a SVM classifier for
classification of pedestrians. [16] proposes a pedestrian
detection system with detection based on symmetric
edges, histogram analysis and size of the object. The
subsequent work [13] adds a validation step, where the
detected objects are matched with a pedestrian model.
[193] proposes a system that uses SVM for detection
and a combination of Kalman filter prediction and mean
shift for tracking.
Wide purpose pedestrian detection includes shape-
and appearance-based approaches and local feature-based
approaches. [33] uses a shape-based detection and an
appearance-based localisation of humans. In [34] the
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foreground is separated from the background, after that
shape cues are used to eliminate non-pedestrian objects,
and appearance cues help to locate the exact position of
pedestrians. A tracking algorithm is also implemented.
[199] uses combinations of local features and classifiers.
HOG features and Edgelets are used for detection, and
Adaboost and SVM cascade are used as classifiers. [173]
and [112] do also use HOG detectors and SVM classifier
for pedestrian detection. [182] implements an embedded
pedestrian detection system on FPGA. In [17,12] a car-
based stereo-vision system has been tested, detecting
warm areas and classify if they are humans, based on
distance estimation, size, aspect ratio, and head shape
localization. [15,128] use probabilistic template models
for pedestrian classification, while [120] uses a statisti-
cal approach for head detection.
For tracking pedestrians, [138,137] use both spatial
and temporal data association, the Wigner distribution,
and a motion-based particle filter. [165] uses a multiple-
model particle filter, and prior information about the
walkways to enhance the performance. [178] does also
use a particle filter, combined with two shape- and
feature-based measurement models, to track humans in
real time from a mobile robot. Other robot-based sys-
tems for detection and tracking are proposed in [45,25].
For the static case, when the robot is still, image dif-
ferencing and thresholding are applied for human de-
tection. When it moves, the system uses optical flow
for filtering the moving foreground objects from mov-
ing scene background. [104] proposes a human track-
ing algorithm for mobile robots that combines a curve
matching framework with Kalman filter tracking. [87,
88] propose a local feature (SURF) based method for
detection of body parts and tracking of humans. The
tracking part uses Kalman-based prediction of object
positions to overcome the lack of colour features for dis-
tinguishing people. For scenes captured with a moving
camera, the Kalman prediction is replaced by a calcu-
lation of shift vectors between frames.
4.3.2 Facial Analysis
Face detection is the first step in many applications,
including face recognition, head pose analysis, or even
some full person detection systems. Since the face is
normally not covered by clothes, a thermal camera can
capture the direct skin temperature of the face. [98]
and [121] propose head detection systems based on a
combination of temperature and shape.
Face recognition using thermal cameras eliminates
the effects of illumination changes and eases the seg-
mentation step, but it can also introduce some chal-
lenges due to the different heat patterns of a subject,
caused by different activity levels or emotions such as
anxiety. One of the very early approaches is neural net-
works [196]. [168,188] compare the use of thermal im-
ages in face recognition to visual images using appear-
ance based methods. The thermal images yield better
results than visual images here. However, it has not yet
been tested how different activity levels of the subjects,
and extreme ambient temperature, will affect the recog-
nition rate. In [20] a thermal face recognition algorithm
has been developed using the techniques of polar trans-
formation, eigenspace projection, and classification us-
ing a multilayer perceptron. [56] tests the use of differ-
ent parts of the face for facial recognition, and conclude
that using the upper part of the face gives a better
recognition rate than using the whole face. [22,23] pro-
pose a face recognition system using characteristic and
time-invariant physiological information as features.
The recognition of common facial expressions is an-
other task of great interest. Neural networks have also
been used as an early approach here [197]. Using a
sparse dataset of 120 images, showing four different ex-
pressions from one person, the system showed good re-
sults. [80] proposes a system to recognise facial expres-
sions by analysing the geometry and local characteris-
tics.
Also facial orientation are of interest in many vi-
sion systems. A few papers have proposed systems to
estimate the head pose. [192] calculates the roll angle
of frontal face images while [198] proposes a system to
estimate the yaw angle of the head. [92] proposes a sys-
tem for detecting the driver’s posture in a car. First the
face area is detected, and then the posture is classified
as leftward, frontward or rightward.
Measuring the heat distribution in the face can give
information about the anxiety level [141], the emotion
of car drivers [95], or it can be used for automatic
blush detection [66]. For such systems to work auto-
matically, it is important that the system is able to fol-
low the tissue of interest over time. [202] proposes such
a tracking system, using a particle filter tracker. For
biometric identification, [2] proposes the use of thermal
‘faceprints’. These faceprints capture facial physiologi-
cal features, representing the network of blood vessels
under the skin1. [61,62] do also propose the use of ther-
mal face images for biometric identification. They ex-
tract the superficial blood vessels from MWIR images
with skeletonization. Figure 11 shows an example of
thermal face and hand images. The veins are visible at
the dorsum of the hand.
1 Thermal images are also used in other biometrics such as
hand veins, neck veins and arm veins [58], and palm-dorsa
vein patterns [115,41,183]
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Fig. 11 Thermal images of the face or hand can be used for
biometric identification.
4.3.3 Medical Analysis
Thermal imaging provides information about physio-
logical processes through examining skin temperature
distributions, which can be related to blood perfusion.
In the medical area, cameras with high thermal res-
olution in the human temperature range are used in
order to observe fine temperature differences. Thermal
imaging complements the standard anatomical inves-
tigations based on X-ray and 3D scanning techniques
such as CT and MR [84]. [102] and [153] review the
medical applications of infrared thermography, includ-
ing breast cancer detection, diabetes neuropathy, fever
screening, dental diagnosis, brain imaging, etc.
Thermal imaging has been shown to reveal tumours
in an early state, especially with breast cancer, as de-
scribed in the survey [150]. Various other medical issues
can be studied from thermal images, such as the be-
haviour of the ciliary muscle of the human eye [64], the
pulse from the superficial temporal artery [26] or facial
vasculature [57], the volumetric flow rate in superficial
veins [117], or the periodic fluctuation in skin tempera-
ture [96]. Thermal imaging of the human foot has also
proven to be useful in the detection of ulceration risks
for diabetic patients [142].
In rehabilitation, thermal imaging can be employed
to monitor and interpret communications from people
with motor impairments, such as mouth opening and
closing [122].
5 Image fusion
As discussed in Section 1, visual cameras and thermal
cameras have both advantages and disadvantages in
computer vision applications. Since the limitations of
the different technologies are independent, and often do
not occur simultaneously, it can be beneficial to com-
bine these different types of images. Occlusion is a well-
known problem across all modalities. Separating partly
occluded persons or objects of the same temperature
can be very difficult in thermal images, as they have
the same pixel intensity. Including depth information
or colour edges can help disambiguate in this situation.
The most common combination of cameras is ther-
mal and visual. This is due to the low price and well-
known characteristics of visual cameras and the ensuing
advantages of augmenting colour with temperature.
The main challenges are how to align and fuse the
different image modalities. There is not necessarily any
relation between brightness level in the different spec-
tra, thus many mutual information alignment methods
are not appropriate [133]. Often, corresponding points
are manually selected to calculate a planar homography,
and then warp one of the images. Automatic alignment
techniques that rely on the correlation between edge
orientations are presented in [74,75], and a method that
calculates the homography from automatically detected
keypoints is presented in [169].
The standard chessboard method for geometric cal-
ibration, correction of lens distortion, and alignment of
the cameras relies on colour difference, and can not be
used for thermal cameras without some changes. [30,
146] report that when heating the board with a flood
lamp, the difference in emissivity of the colours will
result in an intensity difference in the thermal image.
However, a more crisp chessboard pattern can be ob-
tained by constructing a chessboard of two different
materials, with large difference in thermal emissivity
and/or temperature [180]. This approach is also applied
in [68] using a copper plate with milled checker patterns
in front of a different base material, and in [195] with
a metal wire in front of a plastic board. When these
special chessboards are heated by a heat gun, hairdryer
or similar, a clear chessboard pattern will be visible in
the thermal image, due to the different emissivity of
the materials. At the same time, it is also visible in the
visual image, due to colour difference. Figure 12 shows
thermal and RGB pictures from a calibration test. The
chessboard consists of two cardboard sheets, where the
white base sheet has been heated right before assem-
bling the board.
Fig. 12 Thermal and visible image of a calibration chess-
board consisting of two cardboard sheets, where only the
white layer has been heated before assembling.
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Fusion can take place at different levels of the pro-
cessing, often described as pixel level, feature level, or
decision level [204]. In pixel level fusion, the images
need to be spatially registered, as discussed above, so
that the same pixel positions of all images correspond
to the same location in the real world. The images are
then combined pixel-by-pixel using a fusion algorithm.
With feature level fusion, the features are found in all
images individually and then fused into a joint feature
set. Decision level fusion follows the individual process-
ing until the evaluation of the observed scene is done.
At the end-stage, the decisions, or classifications, are
combined into one result. The choice of fusion level will
depend on the application.
Methods for fusing visible and infrared videos are
discussed in [152] and [163], where the two images are
aligned and combined using an overlay image with the
heat information. In [133] two fusion methods are com-
pared, one named a general fusion model (pixel level)
and the other method named a combination module
(feature level). The combination module has the best
performance tested over six sequences. [160] proposes
a combination of curvelet and wavelet transforms, as
well as a discrete wavelet packet transform approach
for fusing visual and thermal images. In [28] a statisti-
cal approach based on expectation maximization is pro-
posed. [103] uses an adaptive weighting method, which
enhances unnatural objects in each modality before fu-
sion. An alternative approach is to keep both colour
and thermal information as separate channels in a new
‘Red-Green-Blue-Thermal’ video format [171].
The spatial resolution of thermal cameras is still
low, and the price for the best resolution available is
high. Using cheap thermal sensors with a low spatial
resolution can still improve surveillance when combined
with the use of a visual camera. [86] uses a thermal sen-
sor with 16 × 16 pixels to give an indication of where
to search in the visual image. They concentrate on cal-
ibrating the two cameras and find the correspondence
between the images. By fusing the visual and thermal
videos, super-resolution of the thermal images can be
constructed [85]. A prototype using three cameras to
combine both the visual, NIR, and LWIR bands is pro-
posed in [175]. Sensors other than visual cameras can
also be combined with thermal cameras in fusion sys-
tems. [43] fuses the data from a thermal camera and a
laser scanner to obtain robust pedestrian detection for
tracking. [158] fuses near-infrared sensors and low reso-
lution far-infrared sensors in order to obtain a low-cost
night vision system.
Fused image systems find application in a variety
of areas, which we now summarize. In surveillance sys-
tems it is popular to use fused image modalities, due
to the necessity of a robust system that can work both
night and day, indoors and outdoors [101,132]. In both
surveillance and night vision systems for cars, the de-
tection of pedestrians can be improved by fusing the
image modalities [177,131,108,110,111,151,156]. Gen-
eral purpose human detection systems are proposed in
[81,36,38,174]. [109] presents a surveillance system that
also estimates the attention field of the detected hu-
mans and [83] fuses the visual and thermal images for
a robust foreground detection in tele-immersive spaces.
[32] proposes a combined human detection and recog-
nition system for a robot in domestic environment. Hu-
man tracking systems using fused images are proposed
in [176,200,1]. [105] uses visual stereo cameras and a
thermal camera, while [99,100,14] test different combi-
nations of stereo and single cameras of both colour and
thermal types.
Face detection and face recognition have been thor-
oughly investigated and standard methods exist using
visual cameras. However, illumination changes still have
a negative impact on the performance of these sys-
tems [205]. Research has been conducted on whether
these problems could be overcome by extending the
systems with a thermal sensor. [166] shows a signifi-
cant improvement by fusing the visible and thermal im-
ages in a time-lapse experiment. Work has been done
on face recognition using both pixel-level fusion [127,
97,19], feature-level fusion [167], and decision-level fu-
sion [145,129,29]. [67] proposes fusion on both pixel-
and decision-level, while [10] tests two different fusion
schemes. They all report an improved performance when
fusing the different image modalities.
6 Discussion
Although the price of thermal cameras is still signifi-
cantly higher than the price of comparable visual cam-
eras, the hardware cost is continuously falling and the
diversity of cameras is becoming wider. Simple sensors,
such as the cheap pyroelectric infrared (PIR) sensor,
have for many years been applied as motion detectors
for light switch control, burglar alarm, etc. Although
no image can be provided by this type of sensor, it can
be sufficient for detecting a moving human or large an-
imal. Moving towards thermal cameras, infrared array
sensors can read temperature values in a coarse image.
These sensors make it possible to analyse the move-
ment, e.g. direction and speed, and can be used for
instance in entrance counting systems. The price for
these sensors are less than 50$ for 8×8 pixel arrays with
±2.5◦C temperature accuracy [139]. The price increases
with the resolution, framerate, and accuracy, through
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uncooled cameras to high-end, specialised cooled cam-
eras, with specifications up to 1280×1024 pixels and 130
fps. Some cameras come with even higher framerate, or
optical zoom. The price of these high-end cameras can
exceed 100,000$.
As seen in this survey, the wide range of cameras
opens up for a great diversity of applications of thermal
cameras. Each research field has specific needs for, e.g.,
resolution, field of view, thermal sensitivity, price, or
size of the camera. It is therefore expected that the
diversity of cameras available will become even larger
within the next few years, not only focusing on high-end
cameras.
Thermal imaging has found use in two different types
of problems: the analysis of known subjects and the
detection of unknown subjects. In the first problem,
both the subjects and their location in the image are
known, and the properties of the subjects can be anal-
ysed. The results could be the type of material, condi-
tion, or health. The methods used here are often simply
the registration of the temperature or even a manual
inspection of the images. If computer vision methods
are used, often they are just simple algorithms, such as
thresholding and blob detection. For the second prob-
lem, either the type of objects or their location in the
image are unknown. The most important step in this
type of problem is normally the detection and classifi-
cation of objects. The goal here is more often to design
an automatic system, e.g., for the detection or track-
ing of specific objects. More advanced computer vision
algorithms can be applied here in order to design a ro-
bust and automatic system. In applications where the
subject has a different temperature than the surround-
ings, thermal cameras can significantly ease the detec-
tion step compared to visual cameras.
Methods for both analysis of known subjects and
detection of unknown subjects are rapidly expanding
due to the lower prices and greater availability of ther-
mal cameras. In the case with known subjects, ther-
mal cameras could be viewed as an alternative to a
non-contact thermometer. In the last case, the thermal
camera is seen more as an alternative to a visual cam-
era, and therefore currently of greater interest from a
computer vision point of view. However, the general
trend in modern society is the implementation of au-
tomation. With this in mind, it is expected that manual
and semi-automatic image analysis will gradually be re-
placed with automatic vision systems, as these become
more robust.
The usual disadvantages of changing illumination
and the need for active lighting in dark conditions are
eliminated with the thermal sensor. Moreover, in the
case of surveillance, the use of thermal imaging does
not raise as many privacy concerns as the use of vi-
sual imaging does. However, new challenges often ap-
pear with a new type of sensor. For thermal imaging
the lack of texture information can be a disadvantage
in some systems, and reflections of the thermal radia-
tion can be a problem in surfaces with high reflectance.
For the thermal cameras to stand alone in surveillance
purposes, reasonable priced cameras with higher resolu-
tion, effective optical zoom, or wide angle lenses are still
desired. In order to overcome some of these challenges
it can be advantageous to combine thermal images with
other image modalities in many applications. However,
there is still a lack of an easy and standardised way
to calibrate thermal cameras with other sensors. This
must be solved in order to make these types of systems
practical. A few pre-calibrated thermal-visual camera
set-ups exist today [50,7], and it is expected to see more
of these combined systems in the future.
With more and more sensors becoming available,
such as 3D, near-infrared, and thermal, the usual choice
of a visual camera is harder to justify. This survey has
shown that thermal sensors have advantages in a diver-
sity of applications, and the fusion of different sensors
improves the results in some applications. For the fu-
ture development of vision systems, a careful choice of
sensor can open up both new applications as well as
alternative features for improving the performance of
current applications.
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