The determination of the poles of the mapping function and their use in numerical conformal mapping  by Papamichael, N. et al.
Journal of Computational and Applied Mathematics 9 (1983) 155-166 
North-Holland 
155 
The determination of the poles of the mapping 
function and their use in numerical conformal 
mapping 
N. PAPAMICHAEL and M.K. WARBY 
Depar~~nr o/ Mathematrcs, Brunei University, U.&ridge, Mid- 
dlesex, UK 
D.M. HOUGH 
Dmision of Mothemotics, Polytechnic of rhe South Bank, London, 
UK 
Received 24 September 1982 
Revised 17 December 1982 
Absrracr: Let / be the function which maps conformally a 
simply-connected domain D onto the unit disc, This paper is 
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1. Introduction 
Let 52 be a bounded simply-connected domain 
with boundary a6? in the complex z-plane and 
assume. without loss of generality, that the origin 0 
lies in 52. Also, let 
1%’ =f (2) (1.1) 
be the function which maps conformally &? onto 
the unit disc 
D = {IV: JM.] < l}, 
so that f (0) = 0 and f’(0) > 0. 
( 1.2) 
The dominant poles of f can be determined 
easily by means of the Schwarz reflection principle 
in the case where the boundary aQ consists of 
straight line segments and circular arcs. If this is 
so, then f has simple poles at the finite inverse 
(symmetric) points of the origin with respect to the 
straight line segments and the circular arcs; see 
e.g. [7. p. 184; 5, p. 3891. If X? is more general 
than a curve consisting of straight lines and cir- 
cular arcs, then the situation regarding the loca- 
tion and nature of the poles of f is much more 
involved. However, in many cases, it is possible to 
determine the dominant poles of f by using a 
method based on a generalization of the reflection 
principle. This generalization concerns the con- 
tinuation of the mapping function across analytic 
arcs, and is often referred to as the symmetry 
principle of analytic arcs; see e.g. [5, p. 391; 10, p. 
1021. 
This paper is concerned with the problem of The details of the presentation are as follows. 
determining the dominant poles of the mapping In Section 2 we explain how the generalized sym- 
function f in compl(52 U ati), i.e., the poles of the metry principle can be used to determine the poles 
analytic extension of f which lie close to the off corresponding to an analytic arc r. In Section 
boundary ati. Our motivation for considering this 3 we present three specific applications, by consid- 
problem emerges from the study of certain expan- ering in detail the three cases where r is respec- 
sion methods for numerical conformal mapping. tively an arc of an ellipse, a parabola and a 
These methods lead to approximations to f of the 
form 
f,,(z) = 2 a,+>, (1.3) 
/=I 
and the significance of knowing the poles of f 
concerns the choice of the set of basis functions 
{u,(z)>. More specifically, the significance of the 
work of the present paper emerges from the ob- 
servation that the computational efficiency of the 
numerical mapping techniques improves consider- 
ably when the basis set includes terms that reflect 
the singular behaviour of the dominant poles off, 
see [6,8,2]. 
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hyperbola. Finally, in Section 4 we present several 
examples illustrating the significance of the work 
of the present paper, in connection with numerical 
conformal mapping techniques. In each of these 
examples the approximation to f is computed by 
using an expansion method based on the theory of 
the Bergman kernel function of a. This method 
has been studied recently in [6,8]. 
2. The poles of the mapping function with respect 
to an analytic arc 
With the notation of Section 1, let r be an 
analytic arc of ati with parametric equation 
z =p(.r), s, <s < s2 
i.e. 
r={z:z=p(s),s, <.J<.s,>. (2.1) 
Also, let G* be a simply-connected domain in the 
complex S-plane, [ = s + it, such that the following 
two conditions hold. 
C2.1. The function 
2 =p(S) 
is one-one analytic in G*. 
(2.2) 
C2.2. The domain G* has a symmetric partition 
with respect to the straight line segment 
contained within 9, i.e. a, C fi. 
the symmetric 
function (2.2) maps conformally 
straight line L and the domains G,, 
j = 1, 2, are mapped, respectively, onto the arc r 
and the domains 52,,j = 1, 2. Thus the function 
h(S) =f(PU)). (2.8) 
where f is the mapping function (1.1). is one-one 
analytic in G, U L and 
M’=h({) (2.9) 
maps the straight line L onto an arc of the unit 
circle. Therefore. by the reflection principle, the 
function 
(2.10) 
is meromorphic in G, and defines the analytic 
continuation of h. across L. into Gz. 
Let q be the inverse function of p. i.e. 
q =p-‘9 (2.11) 
and let 
Q(Z) =P(m). (2.12) 
Then, in view of (2.8) and (2.10). the function 
F(z) = H(q(i)) 
(fb). ZEfl,Ul- 
= \ l;fm, zES2, 
(2.13) 
is analytic in 9,, meromorphic in QR, and defines 
the analytic continuation of the mapping function 
f across r into 52,. This analytic extension off is a 
particular case of the symmetry principle of ana- 
lytic arcs, and the points z and U(Z) are called 
symmetric points with respect to the arc r. As it is 
shown in [lo. p. 1031 symmetric points are inde- 
pendent of the parametrization of I. 
The above analysis leads to the following results 
regarding the location and nature of poles of the 
function F. 
R2.1. If 0 E 9,. then the equation 
P(S) = 0 
has exactly one root &, in G,. 
(2.14) 
Hence, it follows easily from (2.8), (2.10) and 
(2.13), that the function F has a simple pole at the 
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point .zO E 0, where 
20 =p(&) = a(O) (2.15) 
is the inverse point of the origin with respect to r. 
R2.2. If 0 E aQ,/T, then (2.14) has at least one 
root lo E aG,/L, and the function p is not neces- 
sarily one-one in the neighbourhood of the points 
Co and S,. 
In this case, in order to determine the behaviour 
of F at the point z,, = p(fO) E Clti,/T, we assume 
that p is analytic at lo and c,. Then, for some 
integers m 2 1 and n 2 1, 
P(l) = (5 - So)“XU (2.16) 
and 
P(S) -PCS01 = Cl - s,>“P,(O (2.17) 
where the functions p, and pz are analytic and 
non-zero at the points {a and cO, respectively. (We 
point out that our assumption concerning the ana- 
lyticity of p at lo and c0 is not particularly restric- 
tive. For example, in each of the conformal map- 
ping problems considered in this paper p is an 
entire function.) 
The mapping function f is of the form 
f(Z) = zf,(z> (2.18) 
where f,(O) * 0. Therefore, from (2.13) when z E 
Sz,, the function 
G(z)= l/F(z) (2.19) 
has the form 
G(z) =a(L)G,(z) (2.20) 
where G, is analytic at z0 and G,( z,,) * 0. Also, 
from (2.12) and (2.16) 
m= (4(z) -&l))“Xz> 
and, from (2.17). 
(2.21) 
4(z) - 4(z,) = (z - “J”“%(Z) (2.22) 
where a, and q, are analytic and non-zero at zO. 
Hence, by combining (2.21) and (2.22) 
m= (z -+J”‘“(4,(#%z) (2.23) 
and therefore, from (2.20) 
G(z)=(z-~~)~‘~G~(z), (2.24) 
where G, is analytic and non-zero at z,,. Thus, the 
nature of the singularity of F at I,, depends on the 
values of the integers m and n in (2.16) and (2.17). 
The following three cases occur frequently in ap- 
plications. 
(a) m = n = 1. In this case F has a simple pole 
at zO. 
(b) m = 2, n = 1. In this case F has a double 
pole at zO. 
(c) m = 1, n = 2. In this case F has a singularity 
of the form (z - I,,-“~. 
R2.3. If 0 4 52, U (X2,/r), then F has no poles in 
3, u (a&/0. 
Naturally, if r is a straight line or a circular arc 
then the above procedure for determining the poles 
of F leads to the well-known results predicted by 
the reflection principle. That is, if 0 E 9, u 
@a/r), then F has a simple pole at the point 
p(cO) E 9, U (dtin,/r) where the symmetric point 
p(lO) coincides with the mirror image of 0 with 
respect to the straight line or with the geometric 
inverse of 0 with respect to the circular arc. 
In what follows we refer to a singularity of F, of 
the type described in R2.1 and R2.2, as ‘a pole of 
the mapping function f with respect to the arc r’. 
3. Particular cases 
In this section we illustrate the application of 
the technique of Section 2 by considering the three 
cases where r is, respectively, an arc of an ellipse, 
a parabola and a hyperbola. Naturally, in each of 
these cases, the poles off can also be determined 
by arguments based on the use of the known exact 
conformal maps of an ellipse, a parabola and a 
hyperbola. The reason for preferring the use of the 
technique of Section 2 is that its application is not 
restricted to arcs of curves whose exact conformal 
maps are known. 
3.1. Elliptical arc r 
Let r be an arc of the ellipse 
E: (x-x,)‘/a’+(y-_~,)~/b*= 1, a>b, 
and let the parametric equation of r be 
z =p(s) = z, + ae cos(s - iv), 
s, <s<s* (3.1) 
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where z, = x, + iy,, e = (1 - h2/a2)‘/2, cash 17 = 
l/e and s2 - s, < 257. Then the function 
z=p({). {=s+it (3.2) 
is one-one analytic in the strip 
{{: { = s + if, s, < s < s2, - m < t < n} 
and, with the notation of Section 2, we may take 
as domain G* a symmetric subdomain of the 
rectangle 
{{: [=s+ir,s, <s<s2, -_?7<t <7j}. (3.3) 
Here we consider in detail the case where the 
condition C2.2 holds when G* is the whole rectan- 
gle (3.3). Then the domain 9* = 0, U TU f12, can 
be deduced easily by determining the images un- 
der the transformation (3.2) of the four sides of 
the rectangle (3.3). To illustrate this we assume 
that the orientation of r with respect to 52 is such 
that G, and G, are given by (2.5) and in Figs. l-4 
we present four typical domains 52*. These do- 
mains correspond to the four cases where s, = 0 
, 
I- - 
/ I-’ 
Y LA Q r I’ I’ 8’ .e - I- .- 
: k‘2 R C 
\ F$ IP’ 
\ 
-. 
. . .,’ -___-- I 
\ / 
\ / 
\ / 
\ / \ / 
--_-’ 
Fig. 2 
and the parameter s2 is such that 
0 -=E s2 54.7. ;?r < s2 571, 
n < s2 I $7t, &r < s2 < 27, 
respectively. 
In each diagram r = arc P2 and the parametric 
equations of r’ = arc Pv and y = arc @? are, 
respectively, 
z=p(s-iv), O<s<sz (3.4) 
and 
z=p(s,+it), --q<t<q. (3.5) 
That is r’ and y are, respectively, arcs of an ellipse 
E’ and a hyperbola H, where E’ and H have 
common foci with the ellipse E. Naturally, the 
hyperbola H cuts the ellipses E and E’ orthogo- 
nally. We observe that y is an arc of the right-hand 
branch of H if cos s2 > 0. and of the left-hand 
branch if cos s2 < 0. We also observe that if s2 = $7, 
71 or :T, then the hyperbola H degenerates into a 
Fig. 3. Fig. 4 
IV. Papamrchael et al. / Determination of the poles of the mapprng function 159 
straight line. More precisely, if s2 = in or HIT, then 
the point R coincides with the centre C of E and y 
becomes a segment of the minor axis of E’. Simi- 
larly, if sz = 71. then the point R coincides with the 
focus FI = (x, - ae. _yC) and y becomes a segment 
of the major axis of E’. 
In each diagram ti, is the shaded region, and s2, 
is the region bounded by the arcs r and r’ and the 
subarc FQ of y. It is important to observe that if 
s2 > 7, then the domain fi, involves a cut along the 
straight line joining the focus F, to the point R. 
This is due to the fact that under the mapping 
(3.2) the points (T f s) + iv, s > 0, have the com- 
mon image z, - ae cos s. 
The nature of the domain L?* corresponding to 
any arc r with 0 IS, < s2 < 2~ can be deduced 
easily from the domains illustrated in Figs. l-4. 
For example, the domain corresponding to an arc 
r with 0 < s, 5 in and 71~ s? < TV, is obtained by 
deleting the domain of Fig. 1 from that of Fig. 3. 
The domain 52* corresponding to an arc r which 
includes the two vertices z, + a of E can also be 
deduced from the domains of Figs. 1-4. For exam- 
ple, if - in <s, < 0 and 7r < sz < $r, then s2* is 
given by the union of the domain of Fig. 3 with 
that obtained by reflecting the domain of Fig. 1 
about the major axis. 
Corresponding to the genera1 results R2.1 -R2.3 
of Section 2, the situation regarding the nature of 
poles of the mapping functionfwith respect to an 
elliptical arc r, orientated so that G, and G, are 
given by (2.5). is as follows. 
R3.1.1. If 0 E L?,, then the equation 
P(r)=0 (3.6) 
has exactly one root in G, given by 
lo = iv + cos-‘( -z,/ue). (3.7) 
This means that f has a simple pole at the point 
z0 E 52, where 
20 =pUo) 
ZC 
( a2 + b2)2, - 2iab( a2 - b2 - ?z)“2 
a’-b2 
(3.8) 
(In (3.8), the branch of the square root is chosen so 
that 0 < arg( .)‘I2 < a.) 
R3.1.2. If 0 E afi,/r, then the situation regarding 
the poles off may be different from that described 
in R3.1.1 only if 0 lies on the major axis of E 
between the foci F, and Fz. More precisely, if 
- ue I X, I ae and y, = 0, then the following three 
cases arise. 
(a) The region SL, involves a cut and 0 lies on the 
cut but does not coincide with u focus of E. In this 
case there are two distinct values of cos- ‘( -x,/de) 
in the interval (s,, s2) and, corresponding to these, 
(3.6) has two distinct roots on the side t = 17 of G , . 
For this reason, f has two simple poles at the two 
points of r’ given by 
-2b2x, + 2iab( a2 - b2 - xz)“’ 
z() = 
aI _ b” (3.9) 
(b) 0 does not lie on a cut of 9, and does not 
coincide with a focus of E. In this case there is 
exactly one value of cos- ‘( -x,/se) in the interval 
(s,, s2) and, because of this, (3.6) has one root on 
the side t = 77 of G,. For this reason, f has a simple 
pole at the point z0 given by (3.9) where the sign 
in the numerator is chosen so that z0 lies on r’. 
(c) 0 coincides with one of the foci, i.e. x, = f ae, 
y, = 0. This case corresponds to the situation de- 
scribed in R2.2(b) of Section 2. That is, (3.6) has a 
double root at 5, = iv or lo = T+ iq, depending on 
whether 0 coincides with F, or F,. For this reason, 
f has a double pole at one of the vertices of the 
ellipse E’, i.e. at one of the points 
z0 = f2b2(a2 - b2)-“2 (3.10) 
where the k signs correspond, respectively, to the 
cases where 0 is at F, and 0 is at F2. 
R3.1.3. If 0 @ a, u (%2/r), then f has no poles in 
0, u r’. 
If the orientation of the arc r with respect to 52 
is such that G, and G, are given by (2.6) then, in 
Figs. 1-4, the roles of a, and fi2 are reversed, i.e., 
in each figure the shaded region denotes the do- 
main s2,. The conclusions contained in R3.1.1 and 
R3.1.3 remain unaltered but, in this case, R3.1.2 
must be replaced by the following. 
R3.1.2’. If 0 E X?,/r, then f has a simple pole at 
the point z,, given by (3.8) except when 0 coin- 
cides with one of the vertices of the ellipse E’. i.e. 
when 
x,= +(~~~+b~)(a~-b*)-“~ and y,=O. 
(3.11) 
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The values (3.11) give rise to the situation de- 
scribed in R2.2(c) and, because of this, f has a 
singularity of the form 
(z - z0)-“2, (3.12) 
at one of the foci of E, i.e. at one of the points 
20 = +2!+2* - b*)-“*. (3.13) 
The results corresponding to the other two cases 
where r is, respectively, an arc of a parabola and a 
hyperbola, can be derived in a similar manner. 
These results are stated in Sections 3.2 and 3.3 
below. 
3.2. Parabolic arc r 
Let I’ be part of the parabola 
n: (y-yJ2=4a(x-x,), a>o, 
and let the parametric equation of r be 
z =p(s) = z, + a{(, + i)” + l}, 
s, <s<s2, (3.14) 
where z, = x, + iy,. Then the conditions C2.1 and 
C2.2 can always be satisfied by taking as G* an 
appropriate symmetric subdomain of the rectangle 
{{: l= s + it, s, <s < s2, - 1 < t < l}. (3.15) 
As before we denote by 9* = fi, U r U 9, the 
image domain of G*, under the transformation 
z =p({). Then, if 0 E 9, u (852,/r), the results 
regarding the nature of the poles of f are as 
follows. 
R3.2.1. If z, does not lie on the half line 
f=((x,y):x< -a,y=O} (3.16) 
and does not coincide with the points (-a, 0) and 
(3a, 0), then f has a simple pole at the point 
z,=2iyV-4a{l -i(-z,/a- 1)“2} (3.17) 
where, as before, 0 < arg( .)I/’ < +x1. 
R3.2.2. (a) If z, E 1, thenf has a simple pole at one 
or both of the points defined by 
zo = -4a{l + (-x,/a - 1)“2}. (3.18) 
Whether f has one or two poles depends on the 
values of s, and s2 in (3.14). 
(b) If 0 coincides with the focus of II, i.e., if 
z, = -a, then f has a double pole at the point 
zg= -4a. 
(c) If z, = 3a, then f has a singularity of the 
form 
(z -z0)-1’2, (3.19) 
at the focus z0 = 4a of IZ. 
3.3. Hyperbolic arc r 
Let r be an arc of the right-hand branch of the 
hyperbola 
H: (~-x,)~/a~-(y-y,)~,‘b~= 1, (3.20) 
and let the parametric equation of r be 
z =p(s) = z, + ae cosh(s + in), 
s, <s<s2 (3.21) 
where z, = x, + i y,, e = (1 + b2/u2)‘/’ and cos TJ 
= l/e. Then, as in the case of the elliptical arc, the 
conditions C2.1 and C2.2 can always be satisfied 
by taking as G* a symmetric subdomain 
rectangle 
(5: {=s+it, 
s, <s < s2, -7j < t < T)}. 
In this case, the results corresponding to 
and R3.2.2 are as follows. 
R3.3.1. If z, does not lie on the half line 
I=((x,y):x< -ae,y=O} 
of the 
(3.22) 
R3.2.1 
(3.23) 
and does not coincide with the points (- ae, 0) 
and ((b’ - a2)/(a2 + b2)‘j2, 0), then f has a sim- 
ple pole at the point 
zo=zv-{(a2-b2)t, 
+2iab(t~-a2-b2)“2}/(a2+b2) (3.24) 
where 0 < arg( .)‘I2 < 7~. 
R3.3.2. (a) If z, E I, then f has a simple pole at one 
or both of the points defined by 
z,={2b2x,~2iab(x~-a’- b2)“2}/(oZ + b’). 
(3.25) 
As before, whether f has one or two poles depends 
on the values of s, and s2. 
(b) If 0 coincides with the focus of H, i.e., if 
N. Papamrchael et al. / Determination of the poles of the mapping junction 161 
7 z.z -use, then f has a 
;; = _ 2@@ + 62) i/2. 
double pole at the point 
(c) If z,, = (h2 - ~~)/(a’ + h2)‘j2, then f has a 
singularity of the form 
(z-zp2 (3.26) 
at the focus z0 = 2b2(a2 + b2)-‘12 of H. 
4. Numerical examples 
In this section we present several examples il- 
lustrating the practical significance of the results 
of Sections 2 and 3, in connection with numerical 
conformal mapping techniques. Each example 
concerns the numerical conformal mapping of a 
simply-connected domain D, where the approxi- 
mation to the mapping function f is computed by 
using the so-called Bergman kernel method (BKM). 
This is an expansion method based on the theory 
of the Bergman kernel function K(z, 0) of D. 
Let L,( ti) be the Hilbert space of all square 
integrable analytic function in s2. Then the kernel 
K( z, 0) has the reproducing property 
h(0) =l.+(z)mdxdy. Vh E L,(O) 
D 
(4.1) 
and is related to the mapping function f by means 
of 
f’(z) = { *y2K(z, 01, (4.2) 
see e.g. [1,3,4,7]. 
In the BKM the approximation to f is obtained 
from (4.2) after first approximating the kernel 
K(z, 0) by a finite Fourier series sum. More 
specifically, if (r~,( z)} is a complete set of L2( ST), 
then the details of the BKM are as follows. 
The set (71,(z)),“= , is orthonormalized, by means 
of the Gram-Schmidt process, to give the set of 
orthonormal functions { $( z)}J’= , . Then, because 
of (4.1). 
K,(z, 0) = i II,*$(z> (4.3) 
J=l 
is the n th partial Fourier sum of the kernel func- 
tion, and hence, from (4.2), 
L(z)= (,~~~,,))‘/‘~‘K.(r~O)d~. (4.4) 
is the nth BKM approximation to the mapping 
function f. 
The significance of the results of Sections 2 and 
3 concerns the choice of the basis functions (n,(z)}. 
A computationally convenient basis is the set of 
monomials 
Z ‘-I, j= 1,2,3 ) . . . (4.5) 
However, the convergence of the resulting poly- 
nomial approximations is often extremely slow 
and, for the reasons explained in [6, Section 21 and 
[8, Section 41, the successful application of the 
BKM requires that the basis set contains terms 
that reflect the main singular behaviour of f in 
compl(9). This can be achieved by using an ‘aug- 
mented basis’, formed by introducing appropriate 
singular functions into the set (4.5). In particular 
the augmented basis must contain terms that re- 
flect the singular behaviour of the dominant poles 
of f. The purpose of the examples considered 
below is to illustrate the importance of introducing 
such terms into the basis set. 
If Q involves sharp corners then the augmented 
basis must also contain terms that reflect the sin- 
gular behaviour off in each of these corners. The 
problem of choosing appropriate singular func- 
tions for dealing with corner singularities is dis- 
cussed fully in [6,8], and is not considered further 
in the present paper. For this reason, in each of 
the examples considered below, the domain is 
constructed so that any two consecutive analytic 
arcs of its boundary intersect at right angles. In 
this way the resulting corner singularities are not 
serious and can be ignored, see [6, Section 2.21 and 
[8, Section 4.21. 
The computational details of the BKM proce- 
dure used in the examples are exactly as described 
in [6, Section 31 and [8, Section 51. In particular, 
the estimate En of the maximum error in If,(z)1 is 
obtained, as in [6,8], by computing 
e,(z) = 1 - IL(z)l (4.6) 
at a number of ‘boundary test points’ z, E a&?, and 
then determining 
E, = max(e,(z,)(. (4.7) 
J 
Also, in each example, the numerical results pre- 
sented correspond to the approximationf, , where 
n = %rc is the ‘optimum number’ of ba% func- 
tions which gives maximum accuracy in the sense 
described in [6, p. 1771 and [S, p. 2951. That is, this 
162 N. Papamichuel et al. / Determinrrtion of the poles of the mappmg funcfron 
number is determined by computing a sequence of 
approximations {f,(z)> where at each stage the 
number n of basis functions is increased by one. If 
at the (n + 1)th stage the inequality 
E ,I + I < 4, (4.8) 
is satisfied then the approximation fn+z is com- 
puted. When for a certain value of n, due to 
numerical instability, (4.8) no longer holds then we 
terminate the process and take n = N,,,. 
In presenting the results we adopt the notation 
used in [6,8], and denote the BKM with monomial 
basis (4.5) by BKM/MB and the BKM with aug- 
mented basis by BKM/AB. 
Example 4.1. Let Q2, be the domain bounded by 
the elliptical arc 
Dm={z:z=5(-fe+coss)+ibsins, 
and the straight line 
BCD= (z: z = x + i y, 
x= -;e , -b<y<b} 
where 
e = +(25 - b2)‘/* 
is the eccentricity of the ellipse, see Fig. 5. 
Since the origin 0 lies halfway between the 
centre C and the focus F of the ellipse, the situa- 
tion regarding the p&s of the mapping functionf 
with respect to arc DAB is as described in R3.1.2(a). 
That is, f has simple poles at the points z,, z2 
where, from (3.9), 
z, = { b2 + i5fib)/(25 - b2)“2 and z2 = 2,. 
The function f also has a simple pole with respect 
to the straight line BCD at the point 
z3 = - (25 - b2)“2, 
Fig. 5 
Table 1 
h BKM/MB BKM/AB 
3 43 1.5x lomx II 4.8X lo-” 
2 30 2.9x lo-* 15 1.3x lo-“’ 
1 24 7.9x 1om4 16 4.8x IO-’ 
I 2 22 3.6x IO-2 20 2.5 x IO-’ 
I 1 20 I.1 x lo-’ 19 3.4x 1om5 
I 4 21 1.7x lo-’ 19 2.2x 1om4 
I 5 19 2.3x IO-’ 21 5.0x 1om4 
the mirror image of 0 in BCD. Thus the aug- 
mented basis set, used in the BKM/AB for ap- 
proximating the kernel 
is 
q,(z)={+, j= 1,2,3, 
/ 
1,+3 = z’-‘, j= 1, 2, 3 , . . . 
The numerical results obtained for various val- 
ues of b are listed in Table 1. 
Example 4.2. The purpose of this example is to 
illustrate the critical effect that the position of the 
origin has on the quality of the approximation. In 
order to do this we consider the domain fib of 
Example 4.1 translated by an amount fe in the 
negative x-direction so that 
D=={z:z=5(-e+coss)+ibsins, 
and 
-+rr<s< +lT} 
BCD=(z:z=x+iy, 
x= -5e, -b <y < 6). 
In this way the origin 0 coincides with the focus F 
and, from R3.1.2(c), the mappin function f has a 
double pole with respect to arc $_ AB at the point 
z, = 2b2(25 - b’)-I”. 
As in Example 4.1, f also has a simple pole at the 
mirror image of 0 with respect to BCD, i.e. at the 
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Table 2 
b BKM/MB BKM/AB 
3 14 2.8 x 10m4 15 2.3 x lo-’ 
2 13 2.2x lo-* 14 8.3x 10m5 
I 11 2.7x 10-l 13 3.3x IO_’ 
point 
z2 = - 2(25 - P)‘? 
Thus, in this case, the augmented basis used in the 
BKM/AB is 
v,+~(z)=z’-‘, j= 1,2,3, . . . 
The numerical results obtained, for the three 
cases where b = 3, 2, 1, are listed in Table 2. These 
results, like those of Table 1, illustrate the im- 
provement in accuracy achieved by introducing 
into the basis set functions that reflect the singular 
behaviour of the dominant poles of f. However, 
both the BKM/MB and BKM/AB approxima- 
tions to the present f are considerably less accurate 
than the corresponding approximations to the 
mapping function of Example 4.1. The reason for 
this is that in the present example the origin 0 lies 
close to the boundary of D,. The difficulty is due 
entirely to the position of 0, and can be overcome 
quite simply by observing that f is connected to 
the mapping function f, of Example 4.1 by means 
of 
f(z) = :( il($,r, , 01 =r,(tae). 
1 
(4.9) 
If the BKM/AB approximations tof, are used in 
(4.9). then the resulting approximations to f are of 
comparable accuracy to the BKM/AB approxima- 
tions of Example 4.1. 
Example 4.3. Let s2 be the domain bounded by the 
elliptical arc Lm, the straight lines NP and LR 
and the circular arc Pm, illustrated in Fig. 6. The 
details of Fig. 6 are as follows. 
Lm={z:z=(-~+5coss)+3isins, 
-+Tr<s< f71>, 
Fig. 6. 
K is the point where the normals to the ellipse at L 
and N cut the x-axis, NP and LR are segments of 
these normals and Pm is an arc of the circle with 
centre at the point K and radius KQ where Q = 
(I, 0). 
The co-ordinates x, = - 9, y, = 0 of the centre 
of the ellipse satisfy (3.1 l), i.e., the origin 0 and 
the focus F = (- p, 0) are inverse points with 
respect to arc LMN. Therefore, from R3.1.2’, the 
mapping function f has a singularity of the form 
(z + ;)y2 
at F. The function f also has simple poles at the - - 
mirror images z,, z2 of 0 with respect to NP and LR, 
and at the geometric inverse z3 of 0 with respect to 
- 
arc PQR. Thus, the augmented basis used in the 
BKM/AB is 
~,+~(z) =z’-‘, j= 1,2,3, . . . 
where in q_, the branch cut of the square root is 
taken along the line x -C - 4, y = 0. 
The numerical results obtained are as follows. 
BKM/MB: N,,, = 35, E,, = 1.8 x 10-2, 
BKM/AB: Nor, = 23, E,, = 4.4 x 10P5. 
Example 4.4. Let 52, be the domain bounded by 
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Fig. 7. 
the two parabolic arcs 
A~={z:~=(-O.4-0.6~~+~~)-2i.s, 
-cy<S<(Y}, cu>l 
and 
C? = {z: z = (0.6 + 0.4a2 - s’) + 2icus, 
-1 <SC 1}, 
which intersect orthogonally at the points A and 
C; see Fig. 7. 
Because of the position of the origin, the poles 
of the mapping function f with respect to the arcs 
A= and m are as described in R3.2.2(a) and 
R3.2.1, respectively. That is, f has two simple poles 
with respect to arc A= at the points 
z, = - 4 + 4i(0.6az - 0.6)“2 and z2 = 2,) 
and a simple pole with respect to arc Cm at the 
point 
zj = 401{ (Y - (0.6a2 - 0.6)“‘). 
Thus the augmented basis used in the BKM/AB is 
q,(z)=(&)‘, j=1,2,3, 
I 
q,+.i(z)=z’-‘, j= 1,2,3, . . . 
Table 3 
a BKM,‘MB BKM/AB 
2 32 5.8X 1o-9 13 1.8x lo-” 
5 36 1.6x lo-’ 16 2.4x IO-” 
10 24 2.2x 10-j 18 1.5 x 1o-8 
The numerical results obtained for the three 
cases where (Y = 2, 5, 10 are listed in Table 3. 
Example 4.5. Let s2 be the domain bounded by the 
two hyperbolic arcs 
Ax={z:z=(-x,+2coshs)+i(-_y,+sinhs). 
and 
GZ={z:z=(xO- 2coshs)+i(y,,-sinhs), 
s, <s<s,> 
where 
x0 = cash s, + cash s2, 
y. = i (sinh s, + sinh s2) 
are the co-ordinates of the centre of arc Cz We 
take s2 = 1 and chooses, so that 
4 tanh s, . tanh s2 + 1 = 0. 
In this way the two arcs intersect orthogonally at 
A and C, see Fig. 8. 
Because of the position of the origin the poles 
of the mapping function f with respect to both arc 
Ax and arc Cm are as described in R3.3.1. 
That is, from (3.24), f has simple poles at the 
points 
z, =zo-4 {3z,+4i(zjj-5)“2}, 
z* = -z, 
where z0 = x0 + iy,. The symmetry of the domain 
implies that the polynomial representation of the 
kernel function involves only even powers of z, 
: (x0-2, Y,) 
x 
Fig. 8 
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and that the augmented basis may be taken to be 
q,+,(z)=z2(‘-“, j= 1,2,3, . . . 
The numerical results obtained are as follows. 
BKM/MB: Nopt = 13, E,, = 1.5 x lo-*, 
BKM/AB: Nor, = 12, E,, = 3.1 x 1o-8. 
Example 4.6. Let s2 be the domain bounded by the 
straight lines 
AB={z:z=x+iy, -2<x<2,y= -f), 
BC={z:z=x+iy,x=2, -icy< l}, 
EA={z;z=x+iy,x= -2, -f<y<+) 
and the arc 
E&?=(z:z=c(s), -2<s<2} 
where 
c(s) = s + i{$ + a.r - fs3}, 
see Fig. 9. In Fig. 9, the point D has x-coordinate 
xg= -0.156 
and is- so that the line OD is nearly normal 
to arc EDC. 
A BKM approximation to the mapping func- 
tion f is given in [9, Example 2.21. This approxima- 
tion is computed by using an augmented basis 
obtained by introducing into the monomial set 
(4.5) the functions 
Z 
i i 
- ’ j=1,2,3 
z-z, ) 
(4.10) 
and 
- ) (4.11) 
where 
z =-2i 
I 3 5 z2 = 4, z3= -4 
-- 
are the mirror images of 0 with respect to AB, BC 
and EA, and 
I, = 2z* = -0.312 + i1.25549151733. 
Thus, the basis set used in [9] contains the three 
singular functions (4.10) which correspond to the 
simple poles that f has with respect to the straight -- 
lines AB, BC and EA. However, the choice of the 
singular function (4.11) is based entirely on intui- 
tive arguments, which suggest that f might have a 
simple pole with respect to arc ET at some point 
near the point 2,. The prec& nature of the poles 
off with respect to arc EDC can be determined, 
by means of the technique of Section 2, as follows. 
By using the Newton-Raphson method we find 
that the equation c(T) = 0 has a root at the point 
{,, = -0.15977527190 - iO.62293282027 
and that 
z,=c(&> 
= -0.31955054381 + i1.24586564054. 
Also, it can be shown easily that 
c(z,)-c(S2)=(~1-~2)R(5,,52) 
where 
R(2,, S,) = (1 + ti) - Si(S: + 25,12 + Sf). 
Since 
for all points {,, l2 in the rectangle 
G={l: {=s+it, 
-2<s<2, -l<f<l}, 
it follows that the function c(l) is one-one in G. 
Thus, there exists a region G* satisfying the condi- 
tions C2.1 and C2.2 and containing the points lc, 
and &. Therefore, w2.1, .f has a simple pole 
with respect to arc EDC at zO. For this reason, we 
construct the augmented basis for the BKM/AB 
by introducing into the monomial set the three 
functions (4.11) and the function 
Z 
- t 
i i z-z0 . 
(4.12) 
Our BKM/AB results are listed below and are 
compared with the results of the BKM/MB and 
also the results BKM/a, obtained in [9] by using Fig. 9. 
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the singular function (4.1 l), instead of (4.12). The 
numerical results justify completely the choice of 
the singular function (4.12). 
BKM,‘MB: N,,, = 23, E,, = 5.3 x 10-2, 
BKM,‘AB, [8]: N,,, = 22, E,, = 4.9 x 10P5, 
BKM/AB: Nor,, = 20, E,, = 5.5 x lo-‘. 
We end this section by pointing out a difficulty 
which occurs when the regions 0, corresponding 
to two separate analytic arcs of 8ti overlap. Let r, 
and r, be two such arcs and denote by 52:” and 
Qi2) the corresponding 52, regions. Then, in gen- 
eral, the mapping function f will have two differ- 
ent continuations in G2, (‘)n sZ$‘) and, for this rea- 
son, it might not be possible to reach any conclu- 
sions regarding the poles of f with respect to r, 
and rz. This situation arises frequently when r, 
and r, are the arms of a corner, where f has a 
branch point singularity which, in general, is much 
more serious than any poles with respect to rr and 
r, that our method might predict. Fortunately, the 
appropriate singular basis functions needed for 
dealing with branch point singularities can be de- 
termined, as in [6] and [8], by considering the 
asymptotic expansion of f in a neighbourhood of a 
corner. 
5. Discussion 
The numerical examples of Section 4 illustrate 
how the results of Sections 2 and 3, concerning the 
nature of the ‘poles’ of the mapping function f. 
can be used to improve the BKM approximations 
to f. Naturally, the accuracy of other expansion 
methods for numerical conformal mapping can be 
improved in exactly the same way, by ensuring 
that the basis set used for approximating f con- 
tains functions that reflect the singular behaviour 
of the dominant poles off. 
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