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Abstract
This thesis treats the development of bandwidth-efficient serially concatenated coded
(SCC) continuous phase modulation (CPM) techniques for aeronautical telemetry. The
concatenated code consists of an inner and an outer code, separated by an interleaver in
most configurations, and is decoded using relatively simple near-optimum iterative de-
coding algorithms. CPM waveforms such as shaped-offset quadrature phase shift key-
ing (SOQPSK) and pulse code modulation/frequency modulation (PCM/FM), which
are currently used in military satellite and aeronautical telemetry standards, can be
viewed as inner codes due to their recursive nature. For the outer codes, this thesis
applies serially concatenated convolutional codes (SCCC), turbo-product codes (TPC)
and repeat-accumulate codes (RAC) because of their large coding gains, high code
rates, and because their decoding algorithms are readily implemented. High-rate codes
are of special interest in aeronautical telemetry applications due to recent reductions in
available spectrum and ever-increasing demands on data rates. This thesis evaluates the
proposed coding schemes with a large set of numerical simulation results and makes a
number of recommendations based on these results.
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Chapter 1
Introduction
The primary objective of any digital communication system is to effectively trans-
mit information over a channel, while efficiently utilizing power, bandwidth and com-
plexity. For this to be done, the selected modulation scheme must match the channel
characteristics. Moreover, efficiency of data transmission is increased with well-chosen
combinations of channel coding and modulation techniques. The introduction of turbo
codes in 1993 [1] led to a flurry of research effort in parallel concatenated convolutional
codes (PCCC) separated by a random interleaver and decoded iteratively. Turbo codes
yield bit error rates (BER) around 10−5 [1] for even code rates well beyond the channel
cutoff rate.
Another equally powerful code configuration with comparable performance to turbo
codes is serially concatenated convolutional codes (SCCC) separated by a random in-
terleaver and decoded iteratively [2]. Although the use of channel codes provides pro-
tection against errors introduced by the channel and increases the power efficiency of
data transmission, their use also reduces the bandwidth efficiency of the overall com-
munication system.
In recent years, bandwidth efficiency has become a major concern in aeronautical
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telemetry. PCM/FM (pulse code modulation/frequency modulation), which is a rather
spectrally inefficient modulation, has been the dominant carrier for aeronautical teleme-
try since the 1970s. Spectrum reallocations of frequency bands in 1997 prompted a
migration away from PCM/FM and gave rise to the Advanced Range Telemetry Mod-
ulation (ARTM)-CPM program [3]. Size, weight, and power supply constraints forced
the use of fully saturated, nonlinear RF power amplifiers. As a consequence, the search
for more bandwidth efficient waveforms was limited to constant envelope waveforms,
in particular, continuous phase modulations (CPMs). By 2004, a pair of interoperable
waveforms were adopted in the IRIG 106 standard as “ARTM Tier I” modulations [4].
The first is a version of Feher-patented QPSK (FQPSK) [5], which is a licensed technol-
ogy. The second is a version of shaped offset quadrature phase shift keying, known as
“SOQPSK-TG” [6], which is an unlicensed technology that has also been used in mil-
itary satellite communication standards [7]. This waveform uses a custom frequency
pulse shape, developed by the telemetry group (TG), and hence the name ”SOQPSK-
TG”. These waveforms achieve twice the spectral efficiency of PCM/FM even when
nonlinear amplifiers are used [8].
This thesis treats the development of bandwidth-efficient serially concatenated coded
(SCC) techniques for PCM/FM and SOQPSK-TG. Forward error correction (FEC)
schemes for aeronautical telemetry have received only preliminary attention to date.
The only published results on this subject are found in [9], which discussed a combina-
tion of turbo-product codes (TPCs) with PCM/FM and SOQPSK-TG using a non-CPM
based ad hoc approach.
This thesis develops SCC schemes for aeronautical telemetry that take full advan-
tage of the fact that PCM/FM and SOQPSK-TG are recursive modulations and can
be treated as inner codes in SCC schemes [10–14]. In particular, it develops high-rate
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SCCC schemes and TPC schemes. The performance of repeat-accumulate codes (RAC)
with SOQPSK-TG and PCM/FM is also studied in this thesis. This thesis also devel-
ops coherent and noncoherent soft-input soft-output (SISO) demodulators for use with
these codes in an iterative demodulation and decoding architecture. Finally, a large set
of numerical simulation results is presented which compares the resulting SCC schemes
based on several important factors such as, 1) SOQPSK-TG vs. PCM/FM, 2) coher-
ent demodulation vs. noncoherent demodulation, 3) SCCC vs. TPC and so on. These
numerical results indicate that SOQPSK-TG is an excellent choice due to its spectrum
efficiency advantage over PCM/FM and due to its large coding gains. These results also
show that SCCCs yield larger coding gains than TPCs and RACs. Additonally these
results show that noncoherent demodulation offers attractive performance in light of its
simplified synchronization requirements.
This thesis is organized as follows. Chapter 2 explains the FEC schemes consid-
ered in this thesis. This chapter also presents an overview of the algorithms used to
encode and decode the FEC schemes considered in this thesis. Chapter 2 also provides
the BER performance of these FEC schemes over the additive white gaussian noise
(AWGN) channel. Chapter 3 explains SCC systems in general and provides a brief
discussion on SOQPSK-TG and PCM/FM. In addition to these general discussions,
Chapter 3 explains in detail the various serially concatenated coded CPM (SCC-CPM)
systems developed in thesis. Chapter 4 provides the BER performance results of the
various SCC-CPMs considered in this thesis. In addition to the performance results pre-
sented here, Chapter 4 lists several important comparisons and gives recommendations
based upon these comparisons. Finally, Chapter 5 gives a few important concluding
remarks and gives direction for the future work that is to be carried out based on the
results provided in this thesis. This is followed by an appendix where additional BER
3
performance results of SCC-CPMs under noncoherent demodulation are presented.
4
Chapter 2
Error Control Coding
In the context of digital communication, the history of error control coding dates
back to the middle of the twentieth century. However, in recent years there has been
a tremendous improvement in performance, with channel codes closely approximating
channel capacity. Error Correction Coding is instrumental in correcting errors intro-
duced into the transmitted signal whereas Error Detection Coding only detects errors
based on the received signal. Both of these coding formats have differing advantages in
different applications and they are collectively termed as Error Control Coding. Cod-
ing schemes are omnipresent in the modern information-based era with CD-ROM’s,
hard-disk, phone calls made over a digital cellular phone, packets transmitted over the
Internet, etc. All of these examples employ some form of error control coding to protect
data.
In 1948, Shannon [15] demonstrated that the errors introduced by the noisy chan-
nel can be avoided by proper encoding of information without sacrificing the rate of
transmission. Since then, much work has been carried out to improve encoding and
decoding efficiencies and to improve the reliability of modern digital communication
systems. A typical digital transmission system can be represented by a block diagram
5
Figure 2.1. Block Diagram of a Typical Digital Transmission System.
such as the one shown in Figure 2.1. The information source can either produce a con-
tinuous waveform or a sequence of discrete symbols, which are converted into binary
digits by a source encoder. Source encoding by itself is an important concept and is dis-
cussed in great depth in [16, 17]. Next, the channel encoder converts the source coded
sequence u into a discrete encoded sequence v, which is called a codeword. The dis-
crete sequence might not be suitable for transmission over a noisy channel and hence
is suitably modulated and transmitted over a channel, which introduces noise into the
transmitted signal.
The demodulator demodulates each received waveform and produces a discrete se-
quence r that corresponds to the encoded sequence v. An appropriate channel decoder
then converts the received sequence r into an estimated information sequence ud. The
type of the channel decoder mainly depends upon the type of the channel encoder and
the noisy characteristics of the channel. A suitable source decoder transforms ud into
an output sequence which is delivered at the destination.
A basic communications problem that is addressed via channel coding is to effi-
ciently transmit information over a noisy environment. This chapter gives a descriptive
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overview of certain important channel coding techniques like convolutional codes (CC),
turbo-product codes (TPC) and repeat-accumulate codes (RAC), which this thesis uti-
lizes in developing a SCC system.
2.1 Convolutional Codes
Convolutional codes (CC) were first introduced by Elias [18] in 1955 as an alter-
native to block codes. Shortly thereafter extensive research was carried out involving
CCs. However, it was in 1967 that Viterbi proposed a maximum likelihood (ML) de-
coding algorithm that was a relatively simple soft-decision decoding algorithm for CCs.
With the introduction of this decoding algorithm, CCs found widespread applications
in deep-space and satellite communication systems. The idea of concatenating CCs
began when Gottfried Ungerboeck, in his classic 1982 [19] paper, showed that efficient
performance can be obtained by combining modulation and coding. With the intro-
duction of turbo codes in 1993 [1], research interest was kindled towards concatenated
coding schemes separated by an interleaver and decoded using a near-optimum iterative
decoding algorithm.
A rate R = u/n CC with a memory m takes in u information bits as its input and
produces n coded bits at the output. An important difference between CCs and block
codes is that the former introduces memory into the encoder unit. CCs also differ from
block codes in that they achieve large minimum distances and low error probabilities
by increasing the memory m associated with the codes, rather than by increasing u and
n. This chapter describes the encoding procedure for CCs and overviews two different
decoding algorithms.
7
Figure 2.2. A Simple (5,7) Convolutional Encoder.
2.1.1 Encoding
A convolutional encoder may be viewed as nothing more than a set of digital filters
whose overall output is an interleaved sequence of the internal filter outputs. In gen-
eral, a code sequence is generated by passing an information sequence through a linear
finite-state shift register. These shift registers have m stages that indicate the memory
associated with the code and are usually termed as the constraint length k of the CC.
Similar to block codes, a CC can be described by its generator matrix but an alternative
representation uses vectors to describe a CC. With n output codeword bits correspond-
ing to u input bits, we specify n vectors where each vector represents a modulo-2 adder.
A 1 in the ith position of a vector indicates that the corresponding memory element is
connected to a modulo-2 adder, whereas a 0 indicates no connection between the adder
and ith memory element. These vectors describe CCs effectively and they are termed
as generator polynomials. These generator polynomials with binary 1’s and 0’s can also
be conveniently represented by a simple octal notation [20–22].
To better understand the functionality of convolutional codes let us consider a sim-
ple binary convolutional encoder shown in Figure 2.2. For every bit u input into the
encoder it produces two output bits, v5 and v7, and hence the rate of this encoder is
R = u/n = 1/2. Since there are two memory elements D, the constraint length of
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this encoder is given by k = 2. Hence every input bit is retained for two bit times and
influences next two output bits. While the 2 bit time memory associated with the en-
coder contributes to the performance of this code, any increase in the constraint length
(or bit time memory), increases the associated performance. As seen in Figure 2.2,
there are n = 2 modulo-2 adders corresponding to v5 and v7 output bits. A modulo-2
adder which represents v5 output takes as its input, a new bit and a bit from the sec-
ond memory element. Hence a generator polynomial which represents this adder has
a corresponding 1 in first and third position, whereas it has a 0 in the second position
which corresponds to first memory element which is not connected to the adder. This
generator polynomial in binary format can be given as
g1 = [101].
Similarly the other generator polynomial which represents modulo-2 adder con-
nected to v7 output bit is represented by g2 and it has a 1 in all places since both the
memory elements and the new input bit is connected to this adder. Binary representa-
tion of g2 is given as
g2 = [111].
These generator polynomials can also be represented conveniently in a simple octal
notation corresponding to the binary representation of a polynomial. Hence (g1, g2)
convolutional encoder can simply be written as (5,7) convolutional encoder.
In addition to the basic (5,7) convolutional encoder, this thesis also uses a encoder
which is similar to the (5,7) encoder in the sense that it takes u = 1 bit input and
produces a n = 2 bit output. Hence the rate of this other encoder is also R = u/n =
1/2. The constraint length of this other encoder is k = 4, which means it has 4 memory
elements and so the current input bit influences the next 4 output bits. As specified
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Figure 2.3. A (27,31) Convolutional Encoder.
Figure 2.4. Trellis Representation of the (5,7) Convolutional Code.
earlier, due to increased memory this code shows increased performance. The generator
polynomials of this encoder are given below with corresponding octal representation
being (27,31). Figure 2.3 shows the (27,31) convolutional encoder, which illustrates
the modulo-2 adder connections given by the generator polynomials g1 and g2,
g1 = [10111]
g2 = [11001].
A CC can be described by three alternative methods, namely: a tree diagram, a
state diagram, and a trellis diagram [21]. Of these various methods, the trellis diagram
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is widely used to describe CCs since it aids in structuring decoding algorithms for these
codes. The trellis representation of the (5,7) CC is shown in Figure 2.4. It can be seen
that the (5,7) CC has four states and two branches entering and exiting each state at
a given time instant. In general, each trellis diagram has 2m states with 2u branches
entering each state and 2u branches exiting each state of the trellis. In drawing a trellis
diagram we use the convention that each branch is labeled with the input bit followed
by the output codeword. In this case, after the initial transient, the trellis contains four
nodes corresponding to four states of this code. From Figure 2.4, for instance, assume
that we are at state 01, with an input bit 0 then we go to state 00 producing an output
codeword 11. On the other hand, if the input bit was 1 then we would go to state 10 with
00 as the output codeword. A similar trellis description for the (27,31) CC is shown in
Figure 2.5.
2.1.2 Optimum Decoding of Convolutional Codes
Several algorithms have been developed for decoding CCs. One of the most com-
monly used algorithms is the Viterbi algorithm, which is a maximum likelihood se-
quence estimator. Another commonly used variation of Viterbi algorithm which works
with reliabilities of the decoded symbols is known as soft-output Viterbi algorithm
(SOVA). The maximum a posteriori (MAP) decoding algorithm, like the Bahl, Cocke,
Jelinek, Raviv (BCJR) algorithm, provides performance comparable to the Viterbi al-
gorithm with only a little increase in complexity. This MAP decoding procedure works
with probability measures of decoded symbols and hence it is suitable for an iterative
turbo decoder. It is to be noted that both Viterbi and BCJR algorithms have a number of
fundamental similarities. A variation the of BCJR algorithm, known as the soft-input
soft-output (SISO) decoding algorithm, is explained in [23] and is used in this thesis to
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Figure 2.5. Trellis Representation of the (27,31) Convolutional Code.
decode CCs concatenated with CPM. A overview of the SISO algorithm is provided in
Section 2.1.4 whereas the Viterbi algorithm is explained below.
The Viterbi algorithm computes the maximum likelihood code sequence given the
received data [20]. A coded sequence {c0, c1, ...} at the output of the convolutional
encoder follows a path through the encoder trellis, while the corresponding received
sequence r corrupted by channel noise may not follow the same path through the trel-
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lis. Hence the Viterbi decoder tries to find the maximum likelihood path through the
trellis, which is closest to the path followed by the coded sequence. With the AWGN
channel, the maximum likelihood path corresponds to the path through the trellis which
is closest in Euclidean distance to r. While in a binary symmetric channel (BSC), the
maximum likelihood path corresponds to the path through the trellis which is closest in
Hamming distance to r. Two important styles of Viterbi decoding of CCs are hard and
soft decision decoding. The crux of the algorithm can be explained as follows,
1) For each state s at time t + 1, find the path metric of each path to state s by adding
the path metric of each survivor path at a time t with the branch metric computed at
t+ 1
λt+1(Es) = λt(Ss) + Zs,t (2.1)
where λt(·) is the cumulative metric for a given state at index t, Zs,t is the incrementing
branch metric computed at time index t, Ss denotes the starting state, and Es denotes
the ending state.
2) Among the paths to state s, the survivor path is selected to be the path with the
smallest path metric.
3) Save the path and its metric at each state.
4) Go to the next time instant and repeat steps 1–3 until the end of the code sequence.
In the event that the path metrics of the merging paths are equal, a random choice
among the paths is made with no negative impact on the likelihood performance.
The basic (5,7) CC with a block length of 1024 bits is simulated over 100000 blocks.
The BER performance of this CC with binary phase shift keying (BPSK) modulation
under hard and soft decision Viterbi decoding is shown in Figure 2.6. By way of refer-
ence, uncoded BPSK crosses BER = 10−5 at Eb/N0 = 9.6 dB. From the figure it can
be seen that soft decision decoding of this CC yields a coding gain of 3.6 dB, which is
13
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Figure 2.6. BER Performance of the (5,7) Convolutional Code under
Viterbi decoding.
2.0 dB more than the gain produced by hard decision decoding.
2.1.3 Punctured Convolutional Codes
In some practical applications, including SCC-CPM developed in this thesis, there
is a need to use high-rate CCs. However, the decoder implementation for a high-rate
code is very complex [20]. Hence, to reduce the associated complexity we develop
high-rate CCs from their low-rate counterparts by deleting a few coded bits before they
are transmitted over the AWGN channel. This deletion of coded bits at the output of
convolutional encoder is called puncturing. Thus high-rate CCs are developed from
their low-rate counterparts with the encoder/decoder maintaining the complexity of a
low-rate code.
The puncturing process involves periodically deleting selected bits at the output of
the encoder which creates a periodically varying trellis code. Deletion of selected bits
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Table 2.1. Map of Deleting Bits for High Rate Punctured Convolutional
Codes Derived from Basic Rate 1/2 Codes with Constraint Lengths 2 and 4.
Coding Rate Constraint Length = 2 Constraint Length = 4 N S
1/2 1(5) 1(27) 2048 32
1(7) 1(31)
2/3 10 11 1536 27
11 10
3/4 101 101 1364 26
110 110
4/5 1011 1010 1280 25
1100 1101
5/6 10111 10111 1230 24
11000 11000
6/7 101111 101010 1197 24
110000 110101
7/8 1011111 1010011 1168 24
1100000 1101100
8/9 10111111 10100011 1152 24
11000000 11011100
9/10 101111111 111110011 1140 23
110000000 100001100
at the output of convolutional encoder depends upon a puncturing table which indicates
the specific bits at the output to be deleted. Puncturing tables for the (5,7) CC and
the (27,31) CC are given in Table 2.1. With a specific rate code, a 1 at the output
indicates the specific bit is transmitted over the channel, whereas a 0 at the output
signifies a deletion of the corresponding bit. In Table 2.1, the parameters N and S
stand for the length of the codeword bits transmitted over the channel after puncturing
and the spacing between any two bits in an interleaved sequence, respectively. More
information on the parameters N and S is given in Chapter 3. A detailed description
on puncturing CCs can be found in [24].
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2.1.4 Soft-Input Soft-Output Decoding of Convolutional Codes
Though the Viterbi algorithm is an optimum decoding algorithm (in the sense of
maximum likelihood sequence decoding) for CCs, the computational burden and stor-
age requirements associated with the Viterbi algorithm make it impractical for CCs with
large constraint length. Also, in a concatenated coding application, unlike the Viterbi
algorithm, the decoder must be able to accept and output soft values. For the SCC sys-
tems developed in this thesis, it is of prime importance to utilize a decoder that takes
soft values as its input and produces soft decisions at the output. Such a decoder is built
here using the SISO decoding algorithm explained by Benedetto et al in [23]. The crux
of this SISO algorithm is explained in this section.
In any turbo coding scheme with iterative decoding, the core of the decoder is a
SISO a posteriori probability module. The SISO module described in [23] is a four
port device with two inputs and two outputs. It takes as its input a priori probability
distributions of the information word P (u; I) and the code word P (c; I) and forms as
output an update of the probability distributions based on the code constraints. The
updated a posteriori probability distributions for the information and code words are
represented as P (u;O) and P (c;O), respectively. This algorithm is based on the trel-
lis representation of CCs. With a detailed description of SISO given in [23], a brief
description is given in the following two steps.
1) Similar to the branch metrics in the Viterbi algorithm, the SISO module cal-
culates forward and backward recursion metrics represented by Ak and Bk, where k
indexes time
Ak(s) =
∑
e:sE(e)=s
Ak−1[sS(e)]Pk[u(e); I]Pk[c(e); I] (2.2)
Bk(s) =
∑
e:sS(e)=s
Bk+1[s
E(e)]Pk+1[u(e); I]Pk+1[c(e); I] (2.3)
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Figure 2.7. BER Performance of the (5,7) Convolutional Code under SISO
decoding.
where S and E indicates starting and ending states. The initial values are A0(s) = 1 if
s = s0 and A0(s) = 0 otherwise; Bn(s) = 1 if s = sn and Bn(s) = 0, otherwise. The
notation e : sE(e) = s indicates that the summation is performed over all edges such
that the ending state of the edge is S. It is important to note that, an edge is an alterna-
tive name for a branch which connects any two states in the trellis representation.
2) Output probability distributions (P (u;O) and P (c;O)) are calculated based upon
forward and backward recursive branch metrics and input a priori probability distribu-
tions
H˜jc =
∑
e:cjk(e)=c
j
Ak−1[sS(e)]Pk[u(e); I]Pk[c(e); I]Bk[sE(e)] (2.4)
H˜ju =
∑
e:ujk(e)=u
j
Ak−1[sS(e)]Pk[u(e); I]Pk[c(e); I]Bk[sE(e)] (2.5)
where H˜jc and H˜ju represents a posteriori probabilities P (c;O) and P (u;O) respec-
tively.
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These output probability distributions are the soft-outputs representing the reliabil-
ity of the decoded sequence. These reliabilities can be hard decoded after a pre-defined
number of iterations to produce a decoded sequence. The performance of the (5,7) CC
with the SISO decoding algorithm is shown in Figure 2.7. In a modified “max-log” ver-
sion of the SISO decoding algorithm, known as log-likelihood ratio SISO (LLR-SISO),
we replace the “sum” term, in Equations 2.2 and 2.3, with a “max” term and then take
the log of the resulting equation. CCs with constraint lengths k = 2, 3, 4 were simulated
with a block length of 1024 bits over 100000 blocks. The performance of these CCs
with BPSK modulation under LLR-SISO decoding is shown in Figure 2.8. From Fig-
ures. 2.6, 2.7 and 2.8 it can be seen that the performance of both SISO and LLR-SISO
is exactly the same as the performance shown by soft decision Viterbi decoding. The
coding gain produced by each of these decoding algorithm is 3.6 dB, but as mentioned
earlier LLR-SISO is widely used in turbo decoders because of its computational sim-
plicity (i.e., because of the log operation, the multipications in Equations 2.2 and 2.3
become additions).
2.2 Turbo-Product Codes
A key problem in the field of channel coding is the inherent decoding complexity
associated with most powerful codes. An approach to solve this problem would be to
use simplifications that reduce the decoding complexity associated with these codes.
Another important approach is to construct good codes that also have practical decod-
ing complexity. A solution to this problem is concatenated coding. The idea behind
decoding concatenated codes is to decode each constituent code individually so that
the overall decoding complexity remains reasonable. An excellent example for con-
catenated coding is a coding scheme based on CCs concatenated with Reed-Solomon
18
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Figure 2.8. BER Performance of Convolutional Codes under LLR-SISO
decoding Algorithm.
code. This code achieves a code rate close to or even better than the channel cutoff rate,
which was considered to be practical channel capacity until very recently [2].
With the introduction of turbo codes much attention was given to convolutional
turbo-codes (CTC) with little attention on block turbo codes (BTC). Even though con-
catenated coding was first introduced for block codes, the first algorithms introduced
to decode these codes produced poor results owing to their hard-input hard-output de-
coding capabilities. Pyndiah et al in 1994 [25] proposed new soft-input soft-output
decoders for linear block codes and showed their performance to be comparable to
CTCs using near-optimal algorithms. These new BTCs, also known as turbo-product
codes (TPCs) provide a good compromise between performance and complexity and
are highly suited for practical implementation.
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2.2.1 Encoding
Product codes, introduced by Elias [26] in 1954, are relatively simple and efficient
BTCs built from two or more shorter block codes. Let us consider two systematic
linear block codes C1 and C2 with parameters (n1, k1, δ1) and (n2, k2, δ2), where ni,
ki, and δi are the codeword length, information block length, and minimum Hamming
distance, respectively. Now product code P , as depicted in Figure 2.9, is obtained
by arranging information bits along k1 rows and k2 columns and then coding the k1
rows using code C2 and the n2 columns using code C1. The resulting product code
P has dimensions n = n1 × n2, k = k1 × k2, δ = δ1 × δ2 with code rate R given
by R = R1 × R2, where R1 and R2 are code rates of individual systematic linear
block codes. Given this procedure to form TPCs, all rows of matrix P are codewords
of C1 and all columns of matrix P are codewords of C2. Thus long TPCs with large
minimum Hamming distance can be produced by simply multiplying short systematic
block codes with small minimum Hamming distance. Once encoded, n coded bits are
modulated and sent over the AWGN channel.
2.2.2 Near-Optimum Chase Decoding Algorithm
TPCs can be decoded sequentially by alternatively decoding rows and columns of
P . However, optimum performance can be realized when soft decoding of the compo-
nent codes is done. Thus SISO decoders provide optimum decoding performance and
allow iterating the sequential decoding of P , which reduces the BER after each itera-
tion. In 1972, Chase proposed a near-optimum algorithm for soft decoding TPCs [27].
The main idea behind this algorithm is to reduce the number of reviewed codewords
and use a set of the most probable codewords. The algorithm can be briefly described
as follows,
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Figure 2.9. A Simple Turbo-Product Code Example.
step 1: Determine the position of p = δ/2 least reliable binary elements of Y using
R. The reliability of yj is given by |rj|.
step 2: Form 2p binary n-tuple test patterns T at p least reliable positions.
step 3: Decode test sequences Zq = y ⊕ tq using an algebraic decoder and the resulting
codeword Cq to the subset ω. Here ⊕ denotes modulo-2 addition.
For each codeword found in the above step we compute the Euclidean distance from
R and then select a optimum codeword D based upon minimum Euclidean distance.
Then we find a competing codeword C which is at a minimum Euclidean distance from
R such that cj = dj. With the codewords C and D known we the calculate normalized
reliability of decision dj as
rˆj ≈ rj + wj (2.6)
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Figure 2.10. Block Diagram of the Turbo-Product Code Decoder.
where the extrinsic information wj is
wj =
( |R− C|2 − |R−D|2
4
)
dj − rj. (2.7)
If the competing codeword could not be found due to limited reliable bits p, the extrin-
sic information used for next decoding step is
wj = β × dj with β ≥ 0. (2.8)
The block diagram for decoding TPCs is shown in Figure 2.10. With the extrinsic in-
formation W calculated, the soft-input for the next decoding step is
[R(m)] = [R] + α(m)[W (m)] with R(0) = R. (2.9)
Different TPCs with m = 5 ((32, 26) × (32, 26) TPC), m = 6 ((64, 57) × (64, 57)
TPC), m = 7 ((128, 120) × (128, 120) TPC) were simulated with varying information
block lengths. The performance of these TPCs with BPSK modulation over the AWGN
channel under near-optimal iterative Chase decoding is shown in Figure 2.11. From
Figure 2.11 it is seen that a rate 0.7932 TPC yields a coding gain of 5.9 dB over uncoded
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Figure 2.11. BER Performance of the Turbo-Product Codes under a Near-
Optimum Chase decoding Algorithm.
BPSK.
2.3 Repeat-Accumulate Codes
Repeat-accumulate codes (RAC) [28] are a simple class of rate 1/q serially con-
catenated codes where the outer code is a rate 1/q repetition code and the inner code is
a rate 1 CC with a transfer function 1/(1 + D). The iterative decoding performance of
these RACs is seen to be exceptional in spite of the code being simple and the decoding
algorithm being only near-optimal. On the AWGN channel, as the code rate tends to
zero, these RACs achieve the ultimate Shannon limit, −1.6 dB [28].
2.3.1 Encoding
A simple encoder structure for a rate 1/q RAC is shown in Figure 2.12. A N-bit
input block is repeated q times and scrambled by a qN×qN interleaver P which repre-
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Figure 2.12. Encoder for the (qN,N) Repeat-Accumulate Code.
sents an arbitrary (random) permutation of a qN-bit block. The output of the interleaver
is encoded by a rate 1 accumulator which is nothing more than a recursive convolutional
encoder with a transfer function 1/(1 + D). A simple way to understand this repeat-
accumulate code is to think of it as a block code whose input block [x1, x2, ..., xn] and
output block [y1, y2, ..., yn] are related by the formula
y1 = x1
y2 = x1 + x2
.
.
.
yn = x1 + x2 + x3 + ... + xn (2.10)
where the addition performed is modulo-2.
2.3.2 Sum-Product Decoding Algorithm
It has been proved in [28] that RACs perform well with maximum likelihood de-
coding but the associated complexity is prohibitively large. Hence for RACs a simple
message passing decoding algorithm which closely approximates the performance of
maximum likelihood decoding is used. To better understand message passing decoding
of RACs, we represent these codes in the form of a Tanner graph [28]. A Tanner graph
is bipartite graph whose vertices are partitioned into variable nodes Vm and check nodes
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Figure 2.13. Tanner Graph for a Repetition 3, Length 2 Repeat-
Accumulate Code.
Vc with edges E ⊆ Vm × Vc. The check nodes represent certain constraints on variable
nodes and edges indicates the presence of a variable node in any check constraints.
The Tanner graph realization of a repetition 3 length 2 RAC is shown in Figure 2.13.
This graph includes information bits ui, code bits ci, parity bits yi and received code
bits yr. It is to be noted that yr are not a part of Tanner graph, they are included along
with the regular Tanner graph because they provide evidence for decoding the received
bits. In the Tanner graph shown in this example, regardless of the block length, each
information node ui is connected to q check nodes and hence every u ∈ U has degree
q. Also, every vertex c ∈ C has degree 3 except the first vertex c1 and y ∈ Y has degree
2 except the last vertex.
The message passing algorithm also known as the belief propagation algorithm, is a
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Figure 2.14. BER Performance of the Repeat-Accumulate Codes under
Sum-Product decoding Algorithm.
specific instance of the generalized distributive law (GDL) algorithm [29] with specific
scheduling. The messages passed over edges in this algorithm are posterior densities
of bits associated with variable nodes. There are four types of messages passed over
the edges in this belief propagation algorithm for decoding RACs. These messages
are of two distinct classes 1) messages sent and received between vertices u ∈ U and
c ∈ C (m[u, c], [c, u]), and 2) messages exchanged between vertices y ∈ Y and c ∈ C
(m[y, c], [c, y]). All these messages passed over the edges of the Tanner graph are shown
in Figure 2.13 and have conditional probabilities. The code node y has belief provided
by yr and it is denoted as B(y). A brief description of belief propagation algorithm for
decoding RACs, explained in [28], is as follows,
Initialization: Initialize all message m[u, c], m[c, u], m[c, y], m[y, c] to zero and update
them in each iteration. Select the maximum number of iterations to be K. Each iteration
has three steps, which are executed in the order given below
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step 1: Update m[y, c]
step 2: Update m[u, c]
step 3: Update m[c, y] and m[c, u]
The update procedure associated with steps 1–3 are explained in [28]. After K
iterations we calculate s(u) =
∑
c m[u, c], where the summation is over all c such that
[u, c] ∈ E. Now the calculated s(u) is hard decoded to produce the decoded sequence,
if s(u) > 0 the bit is decoded to be a 1 else the bit is decoded to be a 0.
RACs with q = 2 (rate 1/2), q = 3 (rate 1/3), and q = 4 (rate 1/4) were simulated for
100000 blocks with each information block’s length being 4096 bits. The performance
of RA codes with BPSK is shown in Figure 2.14. As seen from this figure, a rate 1/4
RAC yields a coding gain of 8.7 dB compared to a gain of 7.7 dB produced by a rate
1/3 RAC under BPSK modulation.
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Chapter 3
Serially Concatenated Codes
Chapter 2 presented a basic overview of FEC schemes that can be combined along
with CPM to build a SCC-CPM system. This chapter deals with serial concatenation
of interleaved codes. To start with, an overview of SCC is presented which provides a
detailed description of a concatenated coded communication system. Section 3.2 de-
scribes such a system and defines certain design guidelines which are to be followed
while building a SCC system with iterative decoding. Ideally, any SCC would have an
inner and outer encoder separated by an interleaver and decoded via a near-optimum
iterative decoder. This decoder iterates a posteriori probabilities of decoded symbols
between the inner and outer decoder. Section 3.3 provides a brief description on coded
modulations like SOQPSK-TG and PCM/FM, which are treated as inner codes of the
SCC-CPM systems developed here. With the inner codes fixed, Section 3.4 discusses
the different SCC-CPM systems built in this thesis. Additionally this section lists the
parameters associated with these SCC-CPM systems and describes the system func-
tionality.
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3.1 Overview
Shannon’s channel coding theorem suggests strong coding behavior for random-
like codes as the code block length increases. However, any increase in block length
would imply an exponential increase in the decoding complexity. To overcome this
issue a new coding scheme was introduced in 1993 which allowed for a very long con-
catenated code word with only moderate decoding complexity. This coding technique
with concatenated code words was called parallel concatenated codes (PCC) or turbo
codes. Since the decoding complexity was relatively small for the dimension of this
code, very long codes were possible and hence the bounds of the channel coding the-
orem were practically achievable. Alternative solutions to parallel concatenation have
also been studied such as trellis-coded modulation (TCM) or serial concatenation of
convolutional codes.
In any classic concatenated coding scheme, the main ingredients that form the ba-
sis are constituent codes and an interleaver. The novelty of these concatenated codes
lies in the way we use the interleaver, which is embedded into the code structure to
form an overall concatenated code with very large block length. Concatenated codes,
either SCCs or PCCs, can be coupled with CPM. However we prefer SCCs because,
with PCCs, the location of the interleaver would destroy the continuous phase of the
modulation. Moreover, based on the results provided in [2], it is believed that SCCs
can be considered valid and in some cases, superior alternative to PCCs. Hence this
thesis considers serial concatenation of interleaved codes or SCCs. These SCCs can
either be serially concatenated block codes (SCBCs) or serially concatenated convolu-
tional codes (SCCCs) based on the nature of their constituent codes. The next section
in this chapter describes in detail a typical SCC while the following sections justifies
the choice of constituent codes and explains different SCCs built in this thesis.
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3.2 General System Description
Initially motivated only by theoretical research interests, concatenated codes have
since evolved as a standard for applications where coding gains are needed. Such a
typical SCC communication system is shown in Figure 3.1. Just like any other serially
concatenated system, the system shown in Figure 3.1 has an inner encoder separated
from an outer encoder by an interleaver. In most conventional realizations, the codes
used are recursive systematic CCs [2]; however, other codes can also be used. Such a
system uses separate decoders connected via a deinterleaver to decode received sym-
bols. The information sequence at the input is encoded, interleaved, and modulated be-
fore being transmitted over the AWGN channel. As a matter of fact, it is assumed that
several blocks of information sequences are continuously transmitted over the chan-
nel with encoder states not being reset to zero with each new block of information bits.
This continuous time signal, given by s(t), is transmitted over the AWGN channel. This
transmitted siganl is corrupted by the AWGN signal n(t) which is a complex baseband
representation of noise in the channel with a double-sided power spectral density N0/2.
Hence the continuous time received signal is given by r(t) = s(t) + n(t). At the re-
ceiver, a demodulator initially demodulates the received signal which is deinterleaved
and decoded eventually.
A key feature of concatenated codes is the iterative decoding algorithm. In this
algorithm, the decoder of each constituent codes takes a turn in operating on the re-
ceived data. Each decoder produces an estimate of the probabilities of the transmitted
symbols and hence these are soft decoders. The probabilities of the symbols passed
between decoders are known as extrinsic probabilities and the decoders uses these as
prior probabilities to update the estimates of the transmitted symbols. After a prede-
fined number of iterations, the soft output of the decoder is hard limited and presented
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Figure 3.1. A Typical Serially Concatenated Coded Digital Communica-
tion System.
as an output.
In a serially concatenated system, like the systems explained here, an interleaver
aims at increasing the Hamming weight of a code word between outer and inner en-
coder, i.e., the interleaver permutes the information word from the input of the outer
encoder to that of the inner encoder, thereby associating a low weight outer code word
with a large weight inner code word. This helps to improve the maximum likelihood
performance, which depends upon the code word weight spectrum [2]. At the receiver,
a deinterleaver helps to provide loosely correlated input to the outer decoder from the
inner decoder which improves the decoding performance. We prefer a random inter-
leaver instead of a block interleaver, since the latter is not effective with SCC systems.
Also, immunity to fading, achieved with block interleavers, is realized to some extent
with random interleavers.
It is to be noted that the coding gain of SCC systems increases along with an expo-
nential increase in the complexity of ML decoding, because the size of the interleaver
increases. However, when iterative decoding of constituent codes is used, which is not
ML and is slightly suboptimal, decoding complexity is independent of the size of the
interleaver. The difference in the performance of a SCC system with the variation in
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the size of the interleaver will be illustrated with BER performance results in Chap-
ter 4. It is of prime importance to realize a good tradeoff between the performance
of a SCC system and the size of an interleaver used to build such a system, because a
large interleaver is not preferred in aeronautical telemetry as it increases latency in the
transmitter.
We use a S-random interleaver which separates the constituent codes and provides
good interleaver gain, the order of which is determined by dfree. The performance of
this interleaver, adopted from [30], depends upon the time separation introduced be-
tween any two bits in an information sequence. This time separation, denoted by a
parameter S, allows different bits to fade differently, thereby preventing any burst of
errors. The parameter S is bounded by S <
√
N/2, where N is the length of the block
of coded bits. The value of S with different coding rates is given in Table 2.1. An
important advantage of using a S-random interleaver in a SCC system is to provide
some form of time diversity to guard against localized corruptions and burst of errors.
Other important advantages includes 1) increasing the Hamming weight of the code-
word thereby increasing code strength, 2) reducing correlation in information between
inner and outer decoder which improves iterative decoding of concatenated codes.
Serially concatenated systems designed to realize high coding gains can either be
SCCC or SCBC. For practical applications, SCCC’s are to be preferred to SCBC’s.
One reason is that a posteriori probability algorithms are less complex for convolu-
tional codes than for block codes [23] and another is that the interleaver gain can be
greater for convolutional codes [20]. The performance of a concatenated code with
an interleaver depends on the constituent codes and on the interleaver in a strictly in-
dependent manner. Hence to build a serially concatenated code, a decoupled design
procedure is adopted in which we first design the constituent code and then tailor an
32
interleaver based on the code’s characteristics. Benedetto et al [2] state a few important
design considerations which this thesis utilizes to build SCC-CPM:
1) the inner encoder must be a recursive encoder since it yields an interleaver gain,
unlike block codes and nonrecursive codes.
2) the effective free distance (dfree) of the inner encoder must be maximized.
3) for values of Eb/N0 where the performance of the concatenated system is dominated
by its dfree, increasing interleaver length yields a gain in performance. Also to increase
the interleaver gain, an outer code with large and, possibly, odd value of dfree should
be selected.
4) the outer encoder should be a nonrecursive encoder which has less input errors asso-
ciated with error events at the dfree.
3.3 Inner Codes
The term continuous phase modulation (CPM) [21] refers to a large class of constant-
envelope waveforms that are characterized by three parameters: the data alphabet size
M (e.g. binary, quaternary), the modulation index h, and the shape and duration of the
frequency pulse. These three parameters are usually selected to satisfy constraints on
the limited resources of power, bandwidth, and complexity. CPMs are a natural choice
for the inner codes in a SCC system. This is because they can be viewed as recursive
codes, which are necessary to yield large interleaving gains in such systems [2]. In
this thesis, we consider coding schemes using two of the CPMs used in aeronautical
telemetry [4]: PCM/FM and SOQPSK-TG.
PCM/FM is a binary CPM with parameters M = 2, h = 7/10, and a raised cosine
frequency pulse shape with duration L = 2 symbol times (2RC) [32]. Among the two
modulations considered here, PCM/FM has the highest detection efficiency, the lowest
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spectrum efficiency, and it requires moderate decoding complexity.
The other modulation technique considered here is SOQPSK-TG. SOQPSK-TG
is often considered a derivative of offset quadrature phase shift keying (OQPSK) and
minimum shift keying (MSK). Although OQPSK has an improved power spectrum
compared to quadrature phase shift keying (QPSK) when using nonlinear amplifiers,
it still has waveform envelope fluctuations due to instantaneous transitions between
adjacent phase states. SOQPSK-TG is a constant envelope generalization of OQPSK.
It is more spectrally efficient than OQPSK and MSK, in exchange for slightly lower
detection efficiency. The SOQPSK transmitter consists of a special binary-to-ternary
precoder—which converts the binary information symbols to ternary channel symbols
that are constrained to follow OQPSK data transitions—followed by a standard CPM
modulator. In the case of SOQPSK-TG, the CPM modulator is configured with h =
1/2 and uses the custom frequency pulse shape specified in [4]. SOQPSK-TG can be
described with a 4 state trellis [31], which requires low decoding complexity. Compared
to PCM/FM, SOQPSK-TG has twice the spectral efficiency and has lower detection
efficiency.
As mentioned above, we use PCM/FM and SOQPSK-TG as inner codes of a SCC
system over an AWGN channel. The inner demodulator/decoders for these codes are
based on the soft-input soft-output (SISO) algorithm [11, 23] and were designed and
implemented in [32]. We now develop SCC systems that combine a number of different
outer codes with these inner modulations/codes.
We use the coherent and noncoherent demodulators from [32]. The following sec-
tions describes the system set-up of serially concatenated convolutionally coded CPM
(SCCC-CPM), turbo-product coded CPM (TPC-CPM) and repeat-accumulate coded
CPM (RAC-CPM).
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3.4 Serially Concatenated Coded CPM
In this section we describe the set up of a SCCC-CPM. Based on the results given
in [9], TPCs prove to be an attractive candidate to develop a concatenated TPC-CPM.
In this section we also summarize the set up for a RAC-CPM.
3.4.1 Serially Concatenated Convolutionally Coded CPM
The first SCC scheme we consider is serially concatenated convolutionally coded
CPM (SCCC-CPM), a block diagram of which is shown in Figure 3.2. This scheme
consists of an outer convolutional encoder and an inner CPM modulator, which are
separated by an S-random interleaver [30]. We select two rate 1/2 convolutional codes
as candidates for the outer code:
• CC1: constraint length k = 2 and generators (5, 7); and
• CC2: constraint length k = 4 and generators (27, 31).
The encoders for CC1 and CC2 are explained in [20] and are non-recursive with a
dfree of 5 and 7, respectively. These codes completely satisfy the design criteria for
outer codes stated in Section 3.2 [2]. A S-random interleaver, explained in Section 3.2,
separates the two constituent codes.
In Figure 3.2, the received signal is demodulated using the PCM/FM and SOQPSK-
TG SISO algorithms explained in [32]. The two SISO modules are “max-log” versions
of the ones in [11, 23] and the soft probabilities are in the form of log-likelihood ratios
(LLRs). The demodulator SISO takes as its inputs 1) the received signal r(t) and 2) a
soft input on the probability of the coded symbols. The demodulator SISO outputs an
updated soft probability of the coded symbols. This output is deinterleaved and used as
a soft input to the convolutional SISO decoder. The lower soft input to the convolutional
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Figure 3.2. Serially Concatenated Convolutionally Coded CPM with Iter-
ative Turbo Decoding.
SISO decoder in Figure 3.2 has a numerical value of zero, which corresponds to the
assumption that the information bits (ones and zeros) are equally likely to occur. The
outer SISO decoder produces updated versions of its inputs, one of which is interleaved
and fed back as an input to the CPM SISO demodulator.
Probabilities are exchanged between the inner demodulator and the outer decoder
in this manner for a predefined number of iterations. These probabilities are scaled
by constants K1 and K2 to improve the overall BER performance [33]. In the case
of SOQPSK-TG we select K1 = 0.75 and K2 = 0.75. In the case of PCM/FM
we select K1 = 0.65 and K2 = 0.65; these values were determined by simulation.
At the end of predefined number of iterations (in this case five iterations), the lower
soft output of the convolutional SISO decoder is hard limited and constitutes the final
output of the decoder. The performance of this system under coherent and noncoherent
demodulation is presented in Section 4.
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Figure 3.3. Turbo Product Coded CPM with Iterative Chase Decoding.
3.4.2 Turbo-Product Coded CPM
The second SCC scheme we consider here is TPC serially concatenated with CPM
(TPC-CPM), a block diagram of which is shown in Figure 3.3. An initial study of
TPC scheme for aeronautical telemetry was conducted in [9]. The primary difference
between our approach and the one in [9] is that we use a SISO module to generate
the soft output of the demodulator that is CPM-based and has general applicability, as
opposed to the ad hoc soft output schemes developed in [9] that are applicable to the
telemetry modulations only.
In Figure 3.3, the information bits are turbo product encoded using the methods
explained in [20, 27]. We select the (64, 57) × (64, 57) TPC, the (32, 26) × (32, 26)
TPC, and the (128, 120)× (128, 120) TPC as candidates for the outer code. An inter-
leaver between the TPC and the modulator is not considered here because there is no
noticeable difference in the performance of TPC-CPM with or without an interleaver.
The received signal is CPM demodulated using a SISO demodulator, which is iden-
tical to the SISO demodulator used in the SCCC-CPM scheme. The soft output of the
demodulator is fed to an iterative Chase decoder [27]. Before proceeding to the sim-
ulation results, we shall now give the parameters used in the simulation of the Chase
decoder which are exactly the same as the parameters specified in [27].
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• The number of test patterns is 16 and are generated by the four least reliable bits;
•Weighting Factor α = [0.0, 0.2, 0.3, 0.5, 0.7, 0.9, 1.0, 1.0];
• Reliability Factor β = [0.2, 0.4, 0.6, 0.8, 1.0, 1.0, 1.0, 1.0];
• The maximum iteration number is 4, which is equivalent to eight decoding steps.
Because TPCs are effectively concatenated block codes, the Chase decoder itera-
tively decodes its own constituent codes without involving the demodulator SISO in
the iteration loop. At the end of predefined number of iterations (in this case four it-
erations), the output from the Chase decoder is hard limited and constitutes the final
output of the TPC-CPM system.
The performance of this system under coherent and noncoherent demodulation is
presented in Section 4. In particular, the performance results show that our approach is
0.8 dB better than the approach in [9] due to our use of the SISO algorithm for CPM
demodulation.
Figure 3.4 shows the various styles of decoding TPC-CPM. As seen from the figure
the best coding gain performance is realized when the received signal is subjected to 2
receiver iterations. Each receiver iteration consists of a single demodulation with 5 de-
coding iterations. At the end of the first receiver iteration the soft-output from the chase
decoder is fed back to the CPM SISO demodulator in a way similar to the exchange of
soft information done in SCCC-CPM. However the complexity due to 2 receiver iter-
ations is double the complexity of a single receiver iteration. Moreover with a single
receiver iteration the coding gain realized is just 0.2 dB less than the gain realized with
an additional receiver iteration. Hence as a trade off between complexity and BER per-
formance, the TPC-CPM developed here employs a single receiver iteration. It is noted
that of all the styles of decoding TPC-CPM, a single receiver iteration delivers the best
trade off between complexity and performance.
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Figure 3.4. Different Styles for Decoding Turbo Product Coded CPM:
“dm” means demodulation, “de” means decode.
3.4.3 Repeat-Accumulate Coded CPM
The final SCC scheme considered here is RAC serially concatenated with CPM
(RAC-CPM). As shown in the Figure 3.5 information bits are repeat-accumulate en-
coded using the procedure explained in 2.3. We select a length 2 RAC with its rep-
etition factor q varying between q = 3 and q = 4. Based on simulation results, an
interleaver between the RAC and the modulator is not considered here because there
is no noticeable difference in the BER performance of RAC-CPM with or without an
interleaver.
The received signal is CPM demodulated using a SISO demodulator, which is iden-
tical to the SISO demodulator used in the SCCC-CPM scheme. The soft output of the
demodulator is fed to an iterative sum-product decoder [28]. Because RACs are effec-
tively serially concatenated codes, the sum-product decoder iteratively decodes its own
constituent codes without involving the demodulator SISO in the iteration loop. At the
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Figure 3.5. Repeat-Accumulate Coded CPM with Iterative Sum-Product
Decoding.
end of predefined number of iterations (in this case 100 iterations), the output from the
sum-product decoder is hard limited and constitutes the final output of the RAC-CPM
system.
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Chapter 4
Simulation Results
In this chapter, we present the BER performance of SCC-CPM over the AWGN
channel. In order to compare and contrast the performance differences between the
systems built here, we do the following:
• compare the performance variations of SCC-CPM due to SOQPSK-TG and PCM/FM.
• study the effects of coherent and noncoherent demodulation of SCC-CPM.
• compare the performances of (5, 7) convolutional code (CC1) and (27, 31) convolu-
tional code (CC2) with CPM.
• describe BER performances due to CC, TPC, and RAC with CPM.
• compare our TPC-CPM against a similar system developed in [9].
• describe the performance of RAC-CPM.
• document the variations in performance due to the variations in system parameters
like the input block size, and the number of decoding iterations.
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Figure 4.1. BER Performance of Convolutional Code 1 with Coherent
SOQPSK-TG.
4.1 SOQPSK-TG vs. PCM/FM
The BER performance of coded SOQPSK-TG and PCM/FM with CC1 and vari-
ous coding rates is shown in Figures 4.1 and 4.2, respectively. We measure the coding
gains of these two schemes at the BER = 10−5 crossing point. By way of reference, un-
coded SOQPSK-TG crosses BER = 10−5 at Eb/N0 = 10.56 dB and uncoded PCM/FM
crosses BER = 10−5 at Eb/N0 = 8.44 dB [32] (Eb/N0 denotes the bit energy to noise
power spectral density ratio). From Figure 4.1, we can see that a rate 1/2 CC1 with
SOQPSK-TG attains a BER = 10−5 at Eb/N0 = 2.6 dB. In comparison, a rate 1/2
CC1 with PCM/FM reaches a similar BER at a Eb/N0 = 1.8 dB. Similarly at a higher
rate 7/8, CC1 with SOQPSK-TG and PCM/FM attains a BER = 10−5 at Eb/N0 = 6.0
dB and Eb/N0 = 3.8 dB, respectively. So, based upon BER performances, it would
be justified to say that coded PCM/FM is a power efficient coded modulation com-
pared to coded SOQPSK-TG. However, there is more to system design than just BER
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Figure 4.2. BER Performance of Convolutional Code 1 with Coherent
PCM/FM.
performance. So, a better design criteria would be to realize a trade-off between BER
performance and spectral efficiency. Among the two modulation techniques considered
here, SOQPSK-TG is 2 times more bandwidth efficient1 than PCM/FM. Hence at a rate
1/2, coded SOQPSK-TG, with its inherent bandwidth efficiency, and because, its BER
performance at a BER = 10−5 is only 0.8 dB worse than that of coded PCM/FM, is a
good coded modulation technique for aeronautical telemetry.
Extensive simulations confirm similar performances shown by SOQPSK-TG and
PCM/FM when they were coupled with CC2 and TPC. The performance of coded
SOQPSK-TG and PCM/FM with CC2 is shown in Figures 4.3 and 4.4, respectively.
As seen from these figures, a rate 1/2 SCCC-SOQPSK-TG attains a BER = 10−5 at
Eb/N0 = 2.7 dB. Likewise, a rate 1/2 SCCC-PCM/FM reaches a BER = 10−5 at a
Eb/N0 = 2.1 dB. Similar to CC1 with CPM, CC2s with SOQPSK-TG and PCM/FM,
1Bandwidth efficiency is measured at 60 dB down from an unmodulated carrier, as is the custom in
aeronautical telemetry.
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Figure 4.3. BER Performance of Convolutional Code 2 with Coherent
SOQPSK-TG.
at a higher rate 7/8 attains a BER = 10−5 at a Eb/N0 = 5.4 dB and Eb/N0 = 3.8 dB,
respectively. Similarly, at a rate 0.7932, TPCs with SOQPSK-TG and PCM/FM attain
a BER = 10−5 at a Eb/N0 = 6.1 dB and Eb/N0 = 4.4 dB, respectively.
From these BER performance results, it becomes clear that coded PCM/FM is a
better power efficient scheme compared to coded SOQPSK-TG. However, because of
its bandwidth efficiency, and because its BER performance is close to the BER per-
formance of coded PCM/FM, coded SOQPSK-TG gains significance in the field of
aeronautical telemetry.
From the coding gains listed in Table 4.1, we see that coded PCM/FM has more
power efficiency, while coded SOQPSK-TG, with its bandwidth efficiency and BER
performance, offers a good compromise between power and spectral efficiency.
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Figure 4.4. BER Performance of Convolutional Code 2 with Coherent
PCM/FM.
Table 4.1. BER Performances of coded CPM.
Modulation Coding Code Rate BER = 10−5 Gain in dB Reference
SOQPSK-TG CC1 1/2 2.6 8.0 dB Figure 4.1
SOQPSK-TG CC1 7/8 6.0 4.6 dB Figure 4.1
PCM/FM CC1 1/2 1.8 6.6 dB Figure 4.2
PCM/FM CC1 7/8 3.8 4.6 dB Figure 4.2
SOQPSK-TG CC2 1/2 2.7 7.9 dB Figure 4.3
SOQPSK-TG CC2 7/8 5.4 5.2 dB Figure 4.3
PCM/FM CC2 1/2 2.1 6.3 dB Figure 4.4
PCM/FM CC2 7/8 3.8 4.6 dB Figure 4.4
SOQPSK-TG TPC 0.7932 6.1 4.5 dB Figure 4.5
PCM/FM TPC 0.7932 4.4 4.0 dB Figure 4.6
4.2 Coherent Demodulation vs. Noncoherent Demodulation
The BER performances of coherent and noncoherent demodulation of SCCC-SOQPSK-
TG with CC1 are shown in Figures 4.1 and 4.7, respectively. The forgetting factor
parameter of the noncoherent demodulator is selected as 0.875 and the standard devi-
ation of phase noise was set at 2◦ [32]. From these figures, we see that noncoherent
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Figure 4.5. BER Performance of Turbo-Product Code with Coherent
SOQPSK-TG.
demodulation of SCCC-SOQPSK-TG is about 1 dB worse than coherent demodulation
of SCCC-SOQPSK-TG at BER = 10−5. For instance, rate 1/2 SCCC-SOQPSK-TG
with coherent demodulation yields a coding gain of 8.0 dB, which is 1.0 dB more than
the gain produced by a similar system with noncoherent demodulation. Similar dif-
ferences in performance are also evident at higher code rates. This is a good tradeoff
between complexity and performance since noncoherent demodulation reduces the syn-
chronization complexity of the receiver. The performance of SCC-CPM systems under
noncoherent demodulation with varing forgetting factors is shown in the appendix.
Similar to the BER performance shown by SCCC-SOQPSK-TG under noncoherent
demodulation, the performance of other SCC-CPM systems under noncoherent demod-
ulation is listed in Table 4.2. For comparison, the performance of these systems under
coherent demodulation is tabulated. From this table, it can be seen that the performance
difference between coherent and non-coherent demodulation for any SCC-CPM system
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Figure 4.6. BER Performance of Turbo-Product Code with Coherent
PCM/FM.
Table 4.2. BER Performances of coded CPMs under Coherent and Non-
Coherent Demodulation.
Modulation Coding Gain in CD Reference Gain in NCD Reference Overall Gain
SOQPSK-TG CC1 8.0 dB Figure 4.1 7.0 dB Figure 4.7 1.0 dB
PCM/FM CC1 6.6 dB Figure 4.2 5.9 dB Figure 4.8 0.7 dB
SOQPSK-TG CC2 7.9 dB Figure 4.3 6.7 dB Figure 4.9 1.2 dB
PCM/FM CC2 6.3 dB Figure 4.4 5.7 dB Figure 4.10 0.5 dB
SOQPSK-TG TPC 4.5 dB Figure 4.5 3.2 dB Figure 4.11 1.3 dB
PCM/FM TPC 4.0 dB Figure 4.6 3.2 dB Figure 4.12 0.8 dB
is around 1.0 dB. This difference in performance shown by noncoherent demodulators
can be tolerated considering the receiver complexity reductions provided by them.
4.3 CC1 vs. CC2
Figures 4.1 and 4.3 show the BER performances of SOQPSK-TG with CC1 and
CC2, respectively. At a rate 1/2, the performances shown by CC1 and CC2 with
SOQPSK-TG are approximately the same, as they produce a coding gain of 8.0 dB
and 7.9 dB, respectively. But at a higher code rate, the gains produced by CC2 with
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Figure 4.7. BER Performance of Convolutional Code 1 with Non-
Coherent SOQPSK-TG.
CPM are more than the gains provided by CC1 with CPM. For instance, a rate 4/5 CC2
with SOQPSK-TG yields a gain of 6.6 dB, this is 0.9 dB better than the gain produced
by CC1 with SOQPSK-TG.
Similarly, the BER performances of PCM/FM with CC1 and CC2 are shown in
Figures 4.2 and 4.4, respectively. From these figures, we can see that, at lower code
rates CC1 with PCM/FM performs better than CC2 with PCM/FM. A rate 1/2 CC1
with PCM/FM yields a gain of 6.6 dB, this is 0.3 dB better than the gain produced by
CC2 with PCM/FM. However, at a higher code rate, the performances of CC1 and CC2
with PCM/FM are approximately same. For easier reference, the coding gains provided
by CC1 and CC2 with CPM at a rate 1/2 are listed in Table 4.1.
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Figure 4.8. BER Performance of Convolutional Code 1 with Non-
Coherent PCM/FM.
4.4 Performance of TPC-CPM
The performances of TPC with SOQPSK-TG and PCM/FM are shown in Fig-
ures 4.5 and 4.6, respectively. As we can see from these figures, TPC-PCM/FM is
a power efficient scheme than TPC-SOQPSK-TG. However, TPC-SOQPSK-TG gains
importance because of SOQPSK-TG’s inherent bandwidth efficiency and also because
its BER performance is only a little worse (at a higher rate 0.7932) than the BER perfor-
mance of TPC-PCM/FM. A rate 0.7932 TPC-SOQPSK-TG yields a coding gain of 4.5
dB, this is 0.5 dB better than the gain provided by a similar code rate TPC-PCM/FM.
This fact was earlier stated in Section 4.1. The performances of TPC-CPM under non-
coherent demodulation are shown in Figures 4.11 and 4.12, respectively. This perfor-
mance closely approximates the performance shown by these systems under coherent
demodulation. This was earlier illustrated in Table 4.2.
As mentioned in Chapter 1, similar TPC-CPM systems using a non-CPM based
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Figure 4.9. BER Performance of Convolutional Code 2 with Non-
Coherent SOQPSK-TG.
Table 4.3. BER Performances of Similar TPC-CPM Systems.
Modulation Coding TPC-CPM built here Reference TPC-CPM built in [9]
SOQPSK-TG TPC 4.5 dB Figure 4.5 3.7 dB
PCM/FM TPC 4.0 dB Figure 4.6 3.4 dB
ad hoc approach were built earlier in [9]. Comparing the BER performance results of
TPC-CPM systems developed in this thesis with the performance results shown in [9],
we can see that the TPC-CPM systems developed here show better coding gain perfor-
mances. For instance, at a rate 0.7932, the TPC-SOQPSK-TG system built here shows
an improvement of 0.8 dB at BER = 10−5 over a similar system developed in [9]. In
the case of TPC-PCM/FM, the performance improvement of the system built here over
the system built in [9] is 0.6 dB. This performance improvement shown by the TPC-
CPMs developed here is attributed to the use of a near-optimal SISO algorithm for CPM
demodulation instead of the ad hoc soft demodulation techniques used in [9]. The re-
spective gains realized by the similar TPC-CPM systems at a rate 0.7932 is shown in
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Figure 4.10. BER Performance of Convolutional Code 2 with Non-
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Table 4.3.
4.5 Performance of RAC-CPM
In addition to coupling CCs and TPCs with CPM, this thesis also combines RACs
with CPM. The performance of RAC-SOQPSK-TG and RAC-PCM/FM is shown in
Figures 4.13 and 4.14, respectively. From these figures, we see that a repetition q =
3 RAC-SOQPSK-TG yields a coding gain of 5.5 dB and a repetition q = 4 RAC-
SOQPSK-TG provides a coding gain of 5.9 dB. Similarly with PCM/FM, a repetition
q = 3 RAC yields a gain of 3.2 dB and a repetition q = 4 RAC provides a gain of 3.4 dB.
Unlike CCs and TPCs with CPM, the BER performance of RAC-CPMs show that, at a
rate 1/3, coded SOQPSK-TG is slightly more power efficient than coded PCM/FM, also
coded SOQPSK-TG is better suited to the design criteria set for aeronautical telemetry.
The code rate of RAC-CPMs with q = 3 is 1/3 and with q = 4 is 1/4. It is because
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Table 4.4. BER Performances of RAC-CPMs with SCCC-CPMs and TPC-
CPMs.
Modulation RAC Reference TPC Reference SCCC Reference
SOQPSK-TG 5.5 dB Figure 4.13 4.5 dB Figure 4.5 5.8 dB Figure 4.1
PCM/FM 3.2 dB Figure 4.14 4.0 dB Figure 4.6 5.9 dB Figure 4.2
of these lower code rates, RAC-CPMs lose their significance compared to TPC-CPMs
and SCCC-CPMs. The coding gain realized by a rate 1/3 RAC-SOQPSK-TG is higher
than the gain reported by a rate 0.7932 TPC-SOQPSK-TG. However, due to their lower
code rate their transmission bandwidth efficiency is reduced and hence they become
less significant in aeronautical telemetry. Whereas with PCM/FMs, the gain produced
by a rate 0.7932 TPC is 0.8 dB better than the gain produced by a lower code rate RAC.
The BER performance of a rate 1/3 RAC-CPM, rate 4/5 SCCC-CPM and rate 0.7932
TPC-CPM is shown in Table 4.4.
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Figure 4.12. BER Performance of Turbo-Product Codes with Non-
Coherent PCM/FM.
4.6 CCs vs. TPCs & RACs
In general, the performances of CC1 and CC2 with CPM are better than the perfor-
mance of TPC with CPMs. As shown in Figures 4.1 and 4.3, a rate 4/5 CC1 and CC2
with SOQPSK-TG provide coding gains of 5.7 dB and 6.6 dB, respectively. In contrast,
a rate 0.7932 TPC with SOQPSK-TG provides a coding gain of only 4.5 dB, as shown
in Figure 4.5. From this we can see that, CCs with SOQPSK-TG performs better than
TPCs with SOQPSK-TG.
Similarly, the performances of CC1 and CC2 with PCM/FM are shown in Fig-
ures 4.2 and 4.4, respectively. A rate 4/5 CC1 and CC2 with PCM/FM provide a coding
gain of 5.9 dB and 5.7 dB, respectively. This is a better performance than a rate 0.7932
TPC-PCM/FM which yields a gain of only 4.0 dB. This is shown in Figure 4.6. Based
on the coding gains reported above, we can say that CCs with CPM are a better choice
for aeronautical telemetry than TPCs with CPM. For quick reference, this is shown in
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Figure 4.13. BER Performance of Repeat-Accumulate Codes with Coher-
ent SOQPSK-TG.
Table 4.1. Similarly, Table 4.4 shows the coding gain superiority of SCCC-CPMs over
RAC-CPMs.
4.7 BER Performance due to Increased Input Block Size
The BER performance of SCCC-CPM systems for a input (I/P) block of 1024 bits
was described earlier in Section 4.1. This section describes the performance of these
systems for a I/P block of 4096 bits. Figures 4.15 and 4.16, show the BER performances
of CC1 with SOQPSK-TG and PCM/FM, respectively. As seen from these figures, a
rate 1/2 SCCC-SOQPSK-TG yields a coding gain of 8.3 dB, this is 0.3 dB better than
the gain realized by a similar system with an I/P block of 1024 bits. Likewise, a rate
1/2 SCCC-PCM/FM, shown in Figure 4.16, yields a coding gain of 6.9 dB, this again
is 0.3 dB better than the gain realized by a similar system with a 1024 bit I/P block.
Similar performances are seen with higher code rate SCC-CPMs when the I/P block
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Figure 4.14. BER Performance of Repeat-Accumulate Codes with Non-
Coherent PCM/FM.
Table 4.5. BER Performances of SCC-CPMs under Varying Input Block
Size.
Modulation Coding 1024 bit I/P Reference 4096 bit I/P Reference Additional Gain
SOQPSK-TG CC1 8.0 dB Figure 4.1 8.3 dB Figure 4.15 0.3 dB
PCM/FM CC1 6.6 dB Figure 4.2 6.9 dB Figure 4.16 0.3 dB
SOQPSK-TG CC2 7.9 dB Figure 4.3 8.3 dB Figure 4.17 0.4 dB
PCM/FM CC2 6.3 dB Figure 4.4 6.8 dB Figure 4.18 0.5 dB
size is varied between 1024 bits and 4096 bits.
This increase in performance shown by SCCC-CPM systems, with an increase in
block size, is justified as Benedetto in his 1998 paper [2] clearly stated that the I/P
block size of an outer code in a SCC system should be large. Similar performances
were seen when a rate 1/2 CC2 was combined with SOQPSK-TG and PCM/FM. As
seen in Figure 4.17, the gain produced by this SCCC-SOQPSK-TG system is 8.3 dB,
this is 0.4 dB more than the gain reported by a similar system described in Section 4.1.
Also, a SCCC-PCM/FM shown in Figure 4.18 produces a gain of 6.8 dB. This again is
0.5 dB better than the gain reported by a similar system with a 1024 bit I/P block. For
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Figure 4.15. BER Performance of Convolutional Code 1 with Coherent
SOQPSK-TG for a Input Block of 4096 Bits.
convenience, the coding gains reported by a rate 1/2 SCCC-CPM system with a 1024
bit I/P block and a 4096 bit I/P block is shown in Table 4.5.
4.8 BER Performance due to Increased Number of Decoding
Iterations
This section describes the BER performance of SCCC-CPM systems under 10 de-
coding iterations. This means that the posteriori probabilities between the CPM SISO
demodulator and the convolutional SISO decoder are exchanged 10 times before the
decoded output is hard limited and given as a final decoded information. Figures 4.19
and 4.20, show the performance of CC1 with SOQPSK-TG and PCM/FM, respectively.
As shown in these figures, a rate 1/2 SCCC-SOQPSK-TG provides a gain of 8.7 dB,
this is 0.4 dB better than the gain produced by a similar system with 5 decoding iter-
ations. Likewise, a rate 1/2 SCCC-PCM/FM produces a gain of 7.2 dB, this is 0.3 dB
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Figure 4.16. BER Performance of Convolutional Code 1 with Coherent
PCM/FM for a Input Block of 4096 Bits.
Table 4.6. BER Performances of SCC-CPMs under Varying Decode Iter-
ations.
Modulation Coding 10 Decode Reference 5 Decode Reference Additional Gain
SOQPSK-TG CC1 8.7 dB Figure 4.19 8.3 dB Figure 4.15 0.4 dB
PCM/FM CC1 7.2 dB Figure 4.20 6.9 dB Figure 4.16 0.3 dB
SOQPSK-TG CC2 8.4 dB Figure 4.21 8.3 dB Figure 4.17 0.1 dB
PCM/FM CC2 7.0 dB Figure 4.22 6.8 dB Figure 4.18 0.2 dB
better than the gain produced by a similar SCCC-PCM/FM with 5 decoding iterations.
Similar performances can also be seen at higher code rate SCC-CPMs.
A similar performance improvement was realized when CC2 was coupled with
CPM. The performance of this SCCC-SOQPSK-TG and SCCC-PCM/FM under 10
decoding iterations is shown in Figures 4.21 and 4.22, respectively. As seen from the
figures, a rate 1/2 CC2 with SOQPSK-TG and PCM/FM produces a gain of 8.4 dB and
7.0 dB respectively. This is 0.1 dB and 0.2 dB better performance than their corre-
sponding systems under 5 decoding iterations. Also similar performance raise can be
realized at higher code rates. This is shown in the figures considered above.
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Figure 4.17. BER Performance of Convolutional Code 2 with Coherent
SOQPSK-TG for a Input Block of 4096 Bits.
4.9 Theoretical vs. Practical Performance of coded CPM
From Figure 4.23, we see theoretical coding gain limits for any channel code with
variable code rates over an AWGN channel. The maximum capacity (code rate) of this
channel under hard and soft decision decoding, derived in [21], is given in Equations 4.1
and 4.2, respectively.
C = 1 + plog2p+ (1− p)log2(1− p) (4.1)
C ≈ γbRc
ln2
(4.2)
From this figure, it is easily seen that, as the code rate tends to zero the coding gain
difference between soft and hard decision decoding increases. In limit, as the code rate
approaches 0, this difference attains a maximum of 2 dB [21]. In this thesis, as we are
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Figure 4.18. BER Performance of Convolutional Code 2 with Coherent
PCM/FM for a Input Block of 4096 Bits.
concerned only about soft-input soft-output decoders, we compare the coding gains re-
alized by these decoders at variable code rates with the theoretical coding gains reported
for soft decision decoding in Figure 4.23. This comparison for coded SOQPSK-TG and
coded PCM/FM is shown in Figures 4.24 and 4.25.
Figure 4.24 shows the coding gains realized by variable code rate CCs and TPCs
with SOQPSK-TG. This figure compares the coding gains realized by these coded
SOQPSK-TGs against the theoretical coding gains under soft decision decoding. As
seen from this figure, at lower code rates (like rate 1/2 and 2/3) both CC1 and CC2
provide equal coding gains. As the code rate increases, the gains produced by CC2
significantly increase, thereby taking us closer to the limit. This improved performance
has been reported earlier in Sec 4.3. This performance improvement achieved by CC2
over CC1 is primarily because of the increase in constraint length of the code. Also it
is seen from this figure that both CC1 and CC2 outscore the performance of TPCs with
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Figure 4.19. BER Performance of Convolutional Code 1 with Coherent
SOQPSK-TG for a Input Block of 4096 Bits and 10 Decoding Iterations.
SOQPSK-TG.
Similarly the coding gains realized by CC1, CC2, and TPCs with PCM/FM are
shown in Figure 4.25. As seen from this figure, at lower code rates, CC1 outperforms
CC2 in terms of coding gains realized. However at higher rates (like rate 7/8, 8/9, 9/10),
CC2 performs slightly better than CC1. This is evident from the figure considered
here. Also it is easily seen that both CCs outscore TPCs with PCM/FM. Thus it can be
concluded that, except at very high code rates, CC1 with PCM/FM takes us closer to
the theoretical coding gain limit.
4.10 Key Observations and Recommendations
Based upon the simulation results presented in this chapter, we can infer that
• Coded PCM/FM is a power efficient modulation technique (at the cost of spectral
efficiency), whereas coded SOQPSK-TG offers a good trade-off between power and
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Figure 4.20. BER Performance of Convolutional Code 1 with Coherent
PCM/FM for a Input Block of 4096 Bits and 10 Decoding Iterations.
spectral efficiencies. (Table 4.1).
• noncoherent demodulation of SCC-CPM performs within 1 dB of coherent demodu-
lation (Table 4.2).
• With SOQPSK-TG, CC2 outperforms CC1 at higher code rates; with PCM/FM, CC1
outperforms CC2 at lower code rates. (Table 4.1).
• CCs with CPM, in general outperform TPCs and RACs with CPM (Table 4.1 and
Table 4.4).
• TPC-CPM developed in this thesis outperforms the system developed in [9] (Ta-
ble 4.3).
• with the increase in the input block size and with the increase in the number of de-
coding iterations, the performance of SCC-CPMs increase (Table 4.5 and Table 4.6).
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Figure 4.21. BER Performance of Convolutional Code 2 with Coherent
SOQPSK-TG for a Input Block of 4096 Bits and 10 Decoding Iterations.
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Figure 4.22. BER Performance of Convolutional Code 2 with Coherent
PCM/FM for a Input Block of 4096 Bits and 10 Decoding Iterations.
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64
Chapter 5
Conclusion and Future Work
This thesis considered SCC-CPM systems with iterative demodulation and decod-
ing, where the inner modulation was SOQPSK-TG or PCM/FM. These systems consist
of SISO algorithms each for the inner modulation and the outer code, which pass soft
probabilities to each other in an iterative manner.
Based on the simulation results given in Section 4.1, it is concluded that SOQPSK-
TG yields larger coding gains than PCM/FM. This advantage comes in addition to the
fact that SOQPSK-TG has twice the spectrum efficiency of PCM/FM. The simulation
results shown in Section 4.2 also demonstrated that noncoherent demodulation results
in a small loss on the order of 1 dB, which is an attractive trade for simplified synchro-
nization requirements at the receiver. The relative performance of the two SCCCs was
compared with each other and also with a turbo-product code and a repeat-accumulate
code. It was also found that the convolutional codes resulted in larger coding gains than
the turbo-product code and the repeat-accumulate code. Further it was also found that
the relative ranking between the convolutional codes was a function of code rate. In this
thesis, based on the numerical results shown in Section 4.7 and 4.8, it is shown that the
performance of the SCCC-CPM system improves with an increase in the size of the in-
65
put information block and also with an increase in the number of decoding iterations. In
general, this thesis establishes the fact that SCC-CPM using the modulations currently
used in aeronautical telemetry resulted in large coding gains and could be implemented
with practical levels of complexity.
Future work will include an exhaustive search among a huge number of SCC sys-
tems to come up with an optimal combination of coding and CPM for a given bandwidth
efficiency and decoder complexity. Similar to the SCC-CPM systems developed in this
thesis, which combines CCs, TPCs, and RACs with SOQPSK-TG and PCM/FM, low-
density parity-check (LDPC) codes can be optimally combined with CPM to develop a
serially concatenated LDPC-CPM system. Also as mentioned in Chapter 1, spectrum
reallocations of frequency bands prompted a migration away from PCM/FM and gave
rise to the ARTM-CPM program [3]. Hence SCC-CPM systems, similar to the sys-
tems built here, can be built with ARTM-CPM as an inner code thereby developing a
SCC-ARTM-CPM system.
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Appendix A
Non-Coherent Demodulation
A.1 Convolutional Codes with CPM
This appendix describes the performance of CCs and TPCs with CPM under non-
coherent demodulation. In this section, the performance of CCs with CPM is explained
followed by a section on the performance of TPCs with CPM. Figures A.1 and A.2
show the BER performance of CC1 with SOQPSK-TG and PCM/FM, respectively.
The forgetting factor parameter is set at 0.9375. It is to be noted that the forgetting fac-
tor parameter for coherent demodulation is 1. Phase noise with a standard deviation of
2◦ is introduced into the system. A rate 1/2 SCCC-SOQPSK-TG, shown in Figure A.1,
yields a coding gain of 7.2 dB, this is 0.8 dB less than the gain realized by a similar
coded SOQPSK system under coherent demodulation. Likewise, a coded PCM/FM
under noncoherent demodulation produces a gain of 6.2 dB, this is 0.4 dB less than
the gain produced by a similar coherent SCCC-PCM/FM. This amount of performance
degradation is also seen at higher code rates. Even when CC2 is coupled with CPM
similar performance degradation is realized. The coding gains realized by a rate 1/2
CC with CPM is tabulated in Table A.1. The performance of CC2 with CPM at higher
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Figure A.1. BER Performance of Convolutional Code 1 with Non-
Coherent SOQPSK-TG with a Forgetting Factor of 0.9375 and a 2◦ Standard
Deviation of Phase Noise.
Table A.1. BER Performance of SCCC-CPM under Non-Coherent De-
modulation with a Forgetting Factor of 0.9375 and a 2◦ Standard Deviation
of Phase Noise.
Modulation Coding Coding Gain Reference
SOQPSK-TG CC1 7.2 dB Figure A.1
PCM/FM CC1 6.2 dB Figure A.2
SOQPSK-TG CC2 6.9 dB Figure A.3
PCM/FM CC2 5.9 dB Figure A.4
code rates can be seen in Figures A.3 and A.4.
Again the performance of SCCC-CPM under noncoherent demodulation is consid-
ered and the performance of a rate 1/2 SCCC-CPM is tabulated in Table A.2. This time
the forgetting factor is set at 0.875 and phase noise with a higher standard deviation of
5◦ is introduced into the system. Naturally, with the forgetting factor parameter going
down from its ideal coherent value and with an increased phase noise, the performance
of the system is bound to detoriate. This is evident from Figures A.5 and A.6 which
show the BER performance of CC1 with CPM under noncoherent demodulation. A rate
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Figure A.2. BER Performance of Convolutional Code 1 with Non-
Coherent PCM/FM with a Forgetting Factor of 0.9375 and a 2◦ Standard
Deviation of Phase Noise.
1/2 SCCC-SOQPSK-TG yields a coding gain of 7 dB, this is only 1.0 dB less than the
performance gain realized by a similar system under coherent demodulation. However
at a higher rate, like rate 7/8, no coding gain is realized which is mainly due to the
increased phase noise present in the system. The performance of SCCC-PCM/FM is
less affected by the increase in phase noise. This can be seen from Figure A.6, which
shows a coding gain of 4.0 dB for a rate 1/2 system and a gain of 2.4 dB for a higher
rate 7/8 system.
Also the performance of CC2 with CPM is shown in Figures A.7 and A.8. Similar
to the performance shown by CC1 with CPM, a rate 1/2 CC2 with SOQPSK-TG yields
a gain of 5.6 dB, this is 2.3 dB less than the gain produced by a similar coherent system.
Also at a higher rate 7/8, as seen with CC1, SCCC-SOQPSK-TG yields no coding gain
which again is mainly due to the increased phase noise and reduced forgetting factor.
However, SCCC-PCM/FM systems are less affected due to this increased phase noise.
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Figure A.3. BER Performance of Convolutional Code 2 with Non-
Coherent SOQPSK-TG with a Forgetting Factor of 0.9375 and a 2◦ Standard
Deviation of Phase Noise.
Table A.2. BER Performance of SCCC-CPM under Non-Coherent De-
modulation with a Forgetting Factor of 0.875 and a 5◦ Standard Deviation of
Phase Noise.
Modulation Coding Coding Gain Reference
SOQPSK-TG CC1 7.0 dB Figure A.5
PCM/FM CC1 4.0 dB Figure A.6
SOQPSK-TG CC2 5.6 dB Figure A.7
PCM/FM CC2 4.6 dB Figure A.8
This is seen in Figure A.8, where a rate 1/2 system yields a gain of 4.6 dB, this is 1.7
dB less than the corresponding coherent system. Likewise, a rate 7/8 system yields a
gain of 2.2 dB, this again is 2.4 dB less than its coherent counterpart.
A.2 Turbo-Product Codes with CPM
Figures A.9 and A.10 show the BER performance of TPCs with SOQPSK-TG and
PCM/FM under non-coherent demodulation with a forgetting factor of 0.9375 and a 2◦
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Figure A.4. BER Performance of Convolutional Code 2 with Non-
Coherent PCM/FM with a Forgetting Factor of 0.9375 and a 2◦ Standard
Deviation of Phase Noise.
standard deviation of phase noise. The coding gains realized with this system is tabu-
lated in Table A.3. For instance, consider a rate 0.7932 TPC-SOQPSK-TG shown in
Figure A.9, this system yields a coding gain of 3.2 dB, this is 1.3 dB less compared to
the coding gain produced by the same system under coherent demodulation. Similarly,
a rate 0.7932 TPC-PCM/FM system produces a gain of 3.2 dB, this is 0.8 dB less than
the gain produced under coherent demodulation. As shown in the figures, similar per-
formance difference between coherent and non-coherent demodulation is evident with
other code rate TPC-CPMs. For reference, the coding gains realized here is tabulated
in Table A.3
Now we consider the performance of TPCs with SOQPSK-TG and PCM/FM under
non-coherent demodulation with a forgetting factor of 0.875 and a 5◦ standard devia-
tion of phase noise. This is shown in Figures A.11 and A.12, respectively. Table A.4
tabulates the coding gains produced by this TPC-CPM. As shown in Figure A.12, a
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Figure A.5. BER Performance of Convolutional Code 1 with Non-
Coherent SOQPSK-TG with a Forgetting Factor of 0.875 and a 5◦ Standard
Deviation of Phase Noise.
Table A.3. BER Performance of TPC-CPM under Non-Coherent Demod-
ulation with a Forgetting Factor of 0.9375 and a 2◦ Standard Deviation of
Phase Noise.
Modulation TPC Coding Rate Coding Gain
SOQPSK-TG (32, 26)× (32, 26) 0.6602 3.5 dB
SOQPSK-TG (64, 57)× (64, 57) 0.7932 3.2 dB
SOQPSK-TG (128, 120)× (128, 120) 0.8789 2.8 dB
PCM/FM (32, 26)× (32, 26) 0.6602 3.4 dB
PCM/FM (64, 57)× (64, 57) 0.7932 3.2 dB
PCM/FM (128, 120)× (128, 120) 0.8789 3.2 dB
rate 0.7932 TPC-PCM/FM yields a coding gain of 2.8 dB, this is 1.2 dB less than the
gain produced a similar rate system under coherent demodulation. From Figure A.11,
we can see the performance of TPC-SOQPSK-TG at a 5◦ standard deviation of phase
noise. As seen from this figure, the performance of TPC-SOQPSK-TG is rather very
poor. This shows the impact of increased phase noise on TPC-CPM systems. How-
ever, as seen in Figures 4.11 and A.9, TPC-SOQPSK-TG performs close to coherent
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Figure A.6. BER Performance of Convolutional Code 1 with Non-
Coherent PCM/FM with a Forgetting Factor of 0.875 and a 5◦ Standard
Deviation of Phase Noise.
Table A.4. BER Performance of TPC-CPM under Non-Coherent Demod-
ulation with a Forgetting Factor of 0.875 and a 5◦ Standard Deviation of
Phase Noise.
Modulation TPC Coding Rate Coding Gain
SOQPSK-TG (32, 26)× (32, 26) 0.6602 −
SOQPSK-TG (64, 57)× (64, 57) 0.7932 −
SOQPSK-TG (128, 120)× (128, 120) 0.8789 −
PCM/FM (32, 26)× (32, 26) 0.6602 2.9 dB
PCM/FM (64, 57)× (64, 57) 0.7932 2.8 dB
PCM/FM (128, 120)× (128, 120) 0.8789 2.7 dB
demodulation at a moderate 2◦ standard deviation of phase noise. From Figures 4.11
and A.11, we can also see that, given a 2◦ standard deviation of phase noise, the per-
formance of TPC-CPM systems does not vary much due to varying forgetting factors
(0.875 and 0.9375). This is evident from almost equal coding gains reported by these
systems under consideration.
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Figure A.7. BER Performance of Convolutional Code 2 with Non-
Coherent SOQPSK-TG with a Forgetting Factor of 0.875 and a 5◦ Standard
Deviation of Phase Noise.
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Figure A.8. BER Performance of Convolutional Code 2 with Non-
Coherent PCM/FM with a Forgetting Factor of 0.875 and a 5◦ Standard
Deviation of Phase Noise.
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Figure A.9. BER Performance of Turbo-Product Code with Non-Coherent
SOQPSK-TG with a Forgetting Factor of 0.9375 and a 2◦ Standard Devia-
tion of Phase Noise.
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Figure A.10. BER Performance of Turbo-Product Code with Non-
Coherent PCM/FM with a Forgetting Factor of 0.9375 and a 2◦ Standard
Deviation of Phase Noise.
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Figure A.11. BER Performance of Turbo-Product Code with Non-
Coherent SOQPSK-TG with a Forgetting Factor of 0.875 and a 5◦ Standard
Deviation of Phase Noise.
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Figure A.12. BER Performance of Turbo-Product Code with Non-
Coherent PCM/FM with a Forgetting Factor of 0.875 and a 5◦ Standard
Deviation of Phase Noise.
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