We suggest the MlGloo input process as a viable model for network traffic due to its versatility and tractability. We characterize the process as short or long-range dependent by means of a simple test. To gauge its performance, we study the large buffer asymptotics of a multiplexer driven by an MlGloo input process. The decay rate of the tail probabilities for the buffer content (in steady-state) is investigated using large deviations techniques suggested by Duffield and O'Connell. We show that the selection of the appropriate large deviations scaling is related to the forward recurrence time of the service time distribution, and a closed-form expression is derived for the corresponding generalized limiting log-moment generating function associated with the input process. We apply our results to cases where the service time distribution in the MlGloo input model is (i) Rayleigh (ii) Gamma (iii) Geometric (iv) Weibull (v) Log-normal and (vi) Pareto -cases (v) and (vi) have recently been found adequate for modeling packet traffic streams in certain networking applications. Finally, we comment on the insufficiency of the short-vs. long-range dependence characterization of an input process as a means to accurately describe the corresponding buffer dynamics.
Introduction
Several recent measurement studies have concluded that classical Poisson-like tra& models are illequipped to account for time dependencies observed at multiple time scales in a wide range of networking applications, including Ethernet LANs (8, son modeling" has generated an increased interest in a number of alternative traffic models which capture observed (long-range) dependencies. Proposed models include the fractional Brownian motion input model [15] and the fractional Gaussian noise input process [I] ; already both have exposed clearly the limitations of traditional traffic models in predicting storage requirements and devising congestion controls.
In this paper we focus instead on the class of MlGloo input processes as potential traffic models. An MlGloo input process is understood as the busy server process of a discrete-time infinite server system fed by a discrete-time Poisson process of rate X (customers/slot) and with generic service time distributed according to G. We argue that MlGloo input processes constitute a viable alternative to existing traffic models; reasons which range from flexibility to tractability, are briefly presented below.
Firstly, the MlGloo input model has been succesfully investigated as a model for some wide area applications, e.g., Paxson and Floyd report a good fit to TELNET and FTP data using a log-normal service time [21] . However, the relevance of the MlGlm input model to network traffic modelling is perhaps best explained through its connection to an attractive model for aggregate packet streams proposed by Likhanov, Tsybakov and Georganas [13], They combine traffic generated by several on-off sources with a Pareto distributed activity period, and show that increasing the number of sources yields a limiting behaviour identical to the MlGloo input stream with a Pareto distributed 6. As should be clear from their analysis, the limiting result holds for arbitrary activity period distributions, 4b.l.1 0-8186-7780-5/97 $10.00 0 1997 IEEEthereby providing a rationale for the view that MlGlco input processes could provide a natural alternative to existing traffic models, at least for certain multiplexed applications. This limiting argument is similar to that of using the Palm-Khintchin Theorem to justify the Poisson model for interactive data traffic.
Secondly, the class of MlGlm input processes has the desirable property of being stable under multiplexing, i.e., the superposition of several MlGlm processes can be represented by an MlGlm input process.
Thirdly, the MlGlm model displays great flexibility in capturing positive dependencies over a wide range of time scales; this is achieved very simply through the tail behaviour of a [Prop. 3.11. Limits such as (1.1) provide a fair idea of the tail of the queue-length distribution, and suggest approximations of the form
Of course, the use of the right handside of (1.2) to es- 
Hence, in many cases, including Weibull, log-normal and Pareto service times, qao and 2 (thus a) belong to the same distributional class as characterized by tail behavior.
Sometimes, in lieu of (1.1), these large deviations techniques yield only the weaker asymptotic bounds to the multiplexer was modeled as a fractional Gaussian noise process exhibiting long-range dependence (in fact, self-similarity), and the buffer asymptotics displayed Weibull-like characteristics. On the other hand, by the results described above, an MlGlm input process with a Weibull service time also yields Weibull-like buffer asymptotics although the input process is now short-range dependent. Hence, the same asymptotic buffer behavior can be induced by two vastly different input streams, one long-range dependent and the other short-range dependent! To make matters worse, if the pmf G were selected to be Pareto instead of Weibull, the input process would be long-range dependent, in fact asymptotically selfsimilar [17] , but the buffer distribution would now exhibit Pareto-like asymptotics. To reiterate the main conclusion of [17] , the value of the Hurst parameter as the sole indicator of long-range dependence (via asymptotic self-similarity) does not suffice for characterizing buffer asymptotics. firthermore, buffer sizing cannot be determined adequately by appealing solely to the short versus long-range dependence characterization of the input model used, be it of the MlGloo type or otherwise. Of course, long-range dependence (and its close cousin, self-similarity) are determined by second-order properties of the input process, while asymptotics of the form (1.1) invoke much finer probabilistic properties which are embedded in the sequence {I $, t = 1 , 2 , . . .}. The finiteness of E [a2] (needed to ensure the finiteness of the IDC) is obviously a poor marker for predicting the behavior of this sequence. To close, the diverse queueing behavior, demonstrated here and tied to the tail behavior of U , not only confirms the versatility of MlGloo inputs as network traffic models, but also points to the need for a very careful and cautious approach in modeling network traffic when time dependencies are either observed or suspected.
The paper is organized as follows: We introduce both the class of MlGIloo inputs as well as the multiplexer model in Section 2 along with various preliminaries. We discuss the correlation structure of the MlGIloo input process in Section 3. Section 4 develops general results on buffer asymptotics which are applied to our specific model in Section 5. Finally, Section 6 illustrates the asymptotic results for various selections of distribution function G .
A multiplexer with MIGllw inputs
We model the multiplexer as a discrete-time single server queue with infinite buffer capacity which operates at a constant rate and in a first-come first-served manner: Let qt denote the number of cells remaining in the buffer by the end of slot for some initial condition q.
Here, we account for time dependencies in the cell input stream by modelling the arrival process {bt, t = 0,1,. . .} as the busy server process of a discrete-time The rv bia) can also be interpreted as the number of busy servers in the system at the beginning of slot [t,t + 1) given that the system was initially empty (i.e., b = 0). In the next proposition we state conditions for the queueing system (2.1) to admit a steady-state regime when driven by the busy server process { b t , t = 0 , 1 , . . .}. Weak convergence is denoted by a. 
Correlation properties
We write v , *~-l n P [ $ > t t ] , t = 1 , 2 ,... 
General Buffer Asymptotics
Several authors 
5
The key step in applying the results of the previous section consists in finding a scaling sequence {ut, t = 0, I , . . .} such that for each 0 in R, the limit (4.7) exists (possibly as an extended real number). In [18], we show that the selection of this scaling is governed by the behavior of (3.1). This is done under the assumption that the limit Y >O
Evaluation of y*, y* and h(b)
exists (possibly infinite); this is a very mild assumption which holds in all known situations. The choice of the appropriate scaling ut turns out to depend on whether R = 00 (Case I), 0 < R < 00 (Case 11) and R = 0 (Case 111).
To state the results more conveniently, we set with E [eeu] finite (resp. infinite) if 6 < R (resp. R <
6).
As we now turn to Case 111, we find it convenient to say that the sequence {wF/t, t = 1,2,. . .} is monotone decreasing in the limit if there exists a finite integer T such that the tail {w;/t, t = T + l , T + 2,. . .} is monotone decreasing.
T h e o r e m 5.2 Assume R = 0 with {w:/t, t = 
., (ii)
limt+m wty = 00 and (iii) limt+, %$$ = 0.
The assumptions of Theorem 5.2 are satisfied in all cases known to the authors, and are easy to check for broad classes of distributions. The boundary case 0 = 1 in (5.8) appears to depend crucially on the pmf G. However, it can be shown [16] that limt+oo Aa,t(l) does exist for the examples discussed here. In fact, a little thought indicates that the existence of this limit suffices for our purpose, in that its specific value is not of any consequence in evaluating +y* given by (4.9). Indeed, in that case, under the assumptions of Theorem As became apparent when considering the examples presented in Section 6, the term ut often takes on a form which is computationally inconvenient to check the various technical conditions. Fortunately, only the asymptotic behavior of wt matters when applying the results of Sections 4 and 5: Indeed, with another scaling sequence {wt, t = 1,2,. . .}, it is easy to see that the appropriate conditions can all be checked by replacing wt by wt provided these two scaling sequences are asymptotically equivalent in the sense that For a number of distributions, as will be seen in Section 6, it is natural to select h(b) = v i l , in which case the asymptotics (1.2) take the form
Hence, for a number of distributions the tail behaviours of the service time U and of the queue length qoo are of the same type.
Examples
We illustrate these asymptotic results for various Hence, were we to apply Proposition 4.1 blindly (without further justification), we could then replace (6.7) and (6.9) by their appropriate version of the stronger limiting equality (1.1). Therefore, equality (6.11) raises one's hopes that the lower bound Here, the condition ( a -1) (c -Tin) > 1 is required for otherwise the bound (6.13) is trivial. It is easy to see that E [a] < 00 while E [m2] = CO, and the process {bt;, t = 0 , 1 , . . .} is long-range dependent. Moreover, we have y; < 7*,p with +y*,p = (a -l)(c -Tin). Although this inequality is not sufficient by itself to reach any negative conclusion concerning the existence of the lower bound (4.2) for {t-'(St -ct), t = 1,2,. . .} in the Pareto case, it already implies at the very least that the asymptotic bounds (1.4) and (1.5) are certainly not tight in that case. This strongly suggests that in the long-range dependent case, the investigation of the buffer asymptotics will require that we look beyond large deviations techniques. Going back to the heuristics given in [ll], we attribute this to the fact that now buffer exceedances cannot be explained entirely by large deviations excursions in the arrival stream, as there is a need to take into consideration the effect of a single customer with a large workload -the tail of the distribution has become too heavy to neglect such a customer! Hence, any argument based 4b.l.7 on large deviations techniques alone is bound to fall short. However, we conjecture that (1.1) still holds with scaling h(b) = lnb as specified through (4.4) but of course with a different value for y. These issues are currently being investigated.
