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ABSTRACT
Using redshift space distortion data, we perform model-independent reconstructions
of the growth history of matter inhomogeneity in the expanding Universe using two
methods: crossing statistics and Gaussian processes. We then reconstruct the corre-
sponding history of the Universe background expansion and fit it to type Ia supernovae
data, putting constraints on (Ωm,0, σ8,0). The results obtained are consistent with the
concordance flat-ΛCDM model and General Relativity as the gravity theory given the
current quality of the inhomogeneity growth data.
Key words: cosmological parameters – large-scale structure of Universe – cosmology:
observations – cosmology: theory – gravitation
1 INTRODUCTION
The discovery at the end of last century of the late-time ac-
celerated expansion rate of the Universe raised the question
of its physical cause. There are two great avenues towards
solving this problem: either that it is due to an unknown
new physical component dubbed (physical) dark energy, or
its origin lies in a modification of the laws of gravity (e.g.,
Sahni & Starobinsky 2000; Yoo & Watanabe 2012; Clifton
et al. 2012). However, they represent particular cases of a
more general situation like in scalar-tensor gravity, when
both a new physical field is introduced for dark energy de-
scription and gravity is modified, too (see e.g. Boisseau et al.
(2000); Copeland et al. (2006); Sahni & Starobinsky (2006)).
In the concordance model the role of dark energy is
played by a cosmological constant Λ while gravity is de-
scribed by Einstein’s theory of General Relativity (GR).
While GR has been remarkably successful to explain obser-
vations in the Solar system (see e.g. Gannouji et al. (2006)),
its successful extrapolation to much larger cosmic scales re-
mains unclear. Modified gravity models with modifications
of gravity on cosmic scales are not excluded and could well be
the solution to the recent acceleration of the Universe. The
nature of dark energy and therefore also the correct model
of gravity are burning issues of cosmology and theoretical
physics in general.
The large-scale structures of the Universe are an ideal
laboratory to test gravity, and to distinguish between phys-
ical dark energy and modified gravity (which may be also
called geometrical dark energy as in Sahni & Starobinsky
(2006)). In particular, redshift-space distortion (RSD) due
to galaxy peculiar velocities can be used to estimate the
growth factor f , which is a key to understanding gravity.
However, as a first step, we restrict ourselves to GR. For a
flat-FLRW Universe with dark energy as a perfect fluid with
equation of state w(z), the expansion history h(z) = H(z)/H0
is described by
h2(z) = Ωm,0(1 + z)3 + (1 −Ωm,0) exp
(
3
∫ z
0
1 + w(u)
1 + u
du
)
. (1)
In GR, the evolution of the matter overdensity δ(x, z) =
(ρ(x, z) − ρ¯(z))/ρ¯(z) are governed in the Newtonian approxi-
mation by
Üδ + 2H Ûδ = 3
2
H2Ωmδ, (2)
where dot stands for a derivative with respect to cosmic time
t, and Ωm(z) = Ωm,0(1 + z)3/h2(z) is the matter density nor-
malized by the critical density. From eqs. (1) and (2), it is
clear that changing the expansion will also affect the growth
evolution. In fact, Starobinsky (1998) showed that the Uni-
verse expansion history H(z) can be also reconstructed from
δ(z) unambiguously in this case (the situation becomes more
complicated in scalar-tensor gravity (Boisseau et al. 2000)).
In this paper, we aim first to reconstruct the growth
history from data, and then to use it in order to deduce the
expansion history (assuming GR) and to compare it with
the supernovae data. We should note here that there are
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two different reconstructions involved here: a statistical re-
construction of the growth factor f (z) from observational
data on one hand, and on the other hand, the theoretical
reconstruction of the background expansion H(z) from f (z).
Lee (2014) applied the Starobinsky (1998) formalism by in-
tegrating from z to a maximum redshift zmax and henceforth
obtain Ωm,0, and studied the effect of zmax on the error
budget, showing it dominates over the data uncertainties.
However, this approach differs from ours in that we inte-
grate from 0 to z and use Ωm,0 as a free parameter. A more
similar approach to ours was recently applied in Yin & Wei
(2018). The theoretical reconstruction is described in § 2,
and the statistical reconstructions together with the results
are presented in § 3, and our conclusions are drawn in § 4.
We validate the method on mock data in § A.
2 METHOD
2.1 Theoretical Framework
From eq. (2), using that for any function x(t),
Ûx = H dx
dln a
= −H dx
dln(1 + z), (3)
one obtains
d2δ
dln a2
+
(
2 +
1
h(z)
dh
dln a
)
dδ
dln a
=
3
2
Ωm(z)δ. (4)
It is convenient to introduce the growth factor
f =
dln δ
dln a
= Ω
γ
m(a), (5)
where the last equality defines the growth index γ. In gen-
eral, f = f (k, z) and therefore γ = γ(k, z) (e.g., Gannouji
et al. 2009). However, in GR and for dust-like matter, γ
is k -independent and has weak dependence on z, so that
γ(z) ' 0.55, with a slight dependence on the equation of state
of dark energy w and the matter density parameter Ωm,0.
Note, however, that γ may not be exactly z-independent
for quintessence (a scalar field with a potential minimally
coupled to gravity) models of dark energy as was shown in
Polarski et al. (2016).
Observational data on RSD provide us with the product
fσ8, where
fσ8 =
dσ8
dln a
(6)
where
σ2R(z) =
1
2pi2
∫ ∞
0
P(k, z)W2R(k)k2dk ∝ δ2(z) (7)
is the rms of the density fluctuations smoothed over a radius
R, usually taken to be 8 h−1Mpc.
In Shafieloo et al. (2018) (see also L’Huillier et al. 2018),
we used Pantheon and a compilation of growth data to put
model-independent constraints on (Ωm,0, σ8,0, γ), where sub-
script 0 stands for the current value. However, in that pa-
per, we treated γ as a constant, effectively performing a
consistency test of GR. In fact, one can solve the prob-
lem without assuming γ = constant. Assuming δ and δ′ are
known, the expansion history h can be uniquely determined
via (Starobinsky 1998)
h2(z) =
(
1 + z
δ′(z)
)2 (
δ′20 − 3Ωm,0
∫ z
0
δ(u) δ′(u) du
1 + u
)
, (8)
where ′ denotes a derivative with respect to z (not ln a).
Thus, one can obtain from RSD measurements
δ′(z)
δ0
= −(1 + z) fσ8(z)
σ8,0
, and (9)
δ(z) = δ0
(
1 − 1
σ8,0
∫ z
0
fσ8(u) du1 + u
)
. (10)
Therefore, for a given reconstruction f̂σ8(z) together
with a given (Ωm,0, σ8,0), the expansion history hˆ(z) is
uniquely determined by
hˆ2(z | f̂σ8,Ωm,0, σ8,0) = (1 + z)
4
f̂σ8
2(z)
(
f̂σ8
2
0
−3Ωm,0
∫ z
0
(
σ8,0 −
∫ u
0
f̂σ8(v) dv1 + v
)
f̂σ8(u) du(1 + u)2
)
.
(11)
Therefore, reconstructing f̂σ8(z), and exploring the
(Ωm,0, σ8,0) parameter space, we can reconstruct h(z) and
the luminosity distance. In the following, we assume a flat-
FLRW universe, which is consistent with current model-
dependent (Farooq & Ratra 2013; Planck Collaboration
et al. 2018) and model-independent(Ra¨sa¨nen 2014; Ra¨sa¨nen
et al. 2015; L’Huillier & Shafieloo 2017; Denissenya et al.
2018; Shafieloo et al. 2018) constraints. The luminosity dis-
tance is thus
dL(z) = cH0
(1 + z)
∫ z
0
dx
h(x), (12)
and the corresponding distance modulus
µ(z) = 5 log10(dL/1 Mpc) + 25, (13)
we can then fit the reconstructed µ to SNIa data, ob-
tain a χ2, and hence put model-independent constraints on
(Ωm,0, σ8,0).
2.2 Fit to the data
After obtaining fσ8 from GP, we then obtain the expan-
sion history h via eq. (8), for a given choice of (Ωm,0, σ8,0).
We note that, a priori, for a given ( fσ8,Ωm,0, σ8,0), there is
no guarantee for h2(z) to be larger than the matter term
Ωm,0(1 + z)3. At low redshifts, local measurements yield
Ωm,0 < 1, and thus, in the absence of spatial curvature, the
energy density of dark energy is positive. However, the en-
ergy density of dark energy could be negative in the matter-
dominated era. An effective negative ρde was considered in
e.g. Boisseau et al. (2015). Following these considerations,
hereafter, we impose the positive dark energy condition that
Ωde(z) = 1 −Ωm(z) ≥ 0 ∀z < zmax (14)
In addition, even when Ωde < 0, we impose the conservative
choice Ωde > −0.05. If we assume tracking dark energy dur-
ing the matter era, CMB constraints which fix the pertur-
bations amplitude at z ≈ 1100 give a slightly stronger lower
MNRAS 000, 1–8 (2019)
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bound Ωde > −0.025 if we restrict the relative additional
growth to no more than 10%. Indeed, we get for constant
|Ωde |  1 during the matter dominated stage
δ(z) ∝ (1 + z) 14
[
1−√25−24Ωde
]
≈ (1 + z)−1+ 35Ωde . (15)
This anomalous growth is reminiscent of the growth in
the presence of massive neutrinos (where there is a weaker
growth with expansion) with the essential difference that
here the growth is boosted due to a negative Ωde.
In order to study the effect of zmax, we choose three
values for zmax = 0.7, 1, and 2. We note that w will then di-
verge when Ωde crosses zero (except for the degenerate case
where the DE pressure also vanishes at the same moment).
Finally, calculate the χ2 for all the data:
χ2tot = χ
2
fσ8
+ χ2SNIa. (16)
3 RESULTS
We used the same data sets as in Shafieloo et al. (2018): the
Pantheon compilation (Scolnic et al. 2018), and the com-
pilation of RSD data including: 2dFGRS (Song & Percival
2009), WiggleZ (Blake et al. 2011), 6dFGRS (Beutler et al.
2012), VIPERS (de la Torre & Peacock 2013), the SDSS
Main galaxy sample (Howlett et al. 2015), 2MTF (Howlett
et al. 2017), BOSS DR12 (Gil-Mar´ın et al. 2017), FastSound
(Okumura et al. 2016), and eBOSS DR14Q (Zhao et al.
2019).
3.1 Crossing statistics
In this section, we study the effects of distorting the mean
function on the final fit. In practice, this is equivalent to
applying the Bayesian interpretation of the crossing statis-
tics formalism to the reconstructed growth history (Shafieloo
et al. 2011; Shafieloo 2012a,b). In this formalism, the predic-
tion from the theory to be tested, ΛCDM+GR in the present
case, is multiplied by some hyperfunction TN (x |C0, . . . ,CN ):
f̂σ8(x) = ( fσ8)ΛCDM(x) × TN (x |C0, . . . ,CN ), (17)
where
TN (x |C0, . . . ,CN ) =
N∑
i
CiPi(x), (18)
x = 2
(
z
zmax
− 1
2
)
, (19)
Pi(x) is the ith order Chebyshev polynomial of the first kind,
and Ci are free parameters. The Chebyshev polynomials con-
stitute an orthogonal basis for x ∈ [−1, 1], and as such, can
represent any function. The zeroth order controls the ab-
solute scaling, the first order the tilt, and higher order in-
troduce a curvature and inflexion points. In the Bayesian
interpretation of the crossing statistics, we are interested in
the confidence intervals around the hyperparameters Ci . If
the Ci are consistent with C0 = 1,Ci = 0(i ≥ 1), the data
have no preference for any departure from the mean func-
tion, meaning the model is consistent with the data. In case
of significant deviation from C0 = 1,Ci = 0(i ≥ 1), the data
suggest a preferred deformation of the mean function.
Distorting the starting fσ8, we obtain µˆ and fit both
µˆ and f̂σ8 to the data. As noted by Hazra & Shafieloo
(2014), going towards too high orders, one might miss the
effects of the lower orders. Therefore, we start by limit-
ing to the first order, i.e., tilting the mean function. We
used the emcee Monte-Carlo Markov Chain (MCMC) pack-
age (Foreman-Mackey et al. 2013) to explore the parameter
space (Ωm,0, σ8,0,C0,C1), and show the posteriors in Fig. 1.
They are consistent with C0 = 1,C1 = 0, i.e., the data sug-
gest no modifications, and are perfectly consistent with the
best-fit ΛCDM+GR model. It is interesting to notice that
the preferred Ωm,0 is rather high with respect to the Planck
value, while the preferred σ8,0 is low. We checked that when
going to higher orders in the crossing functions, i.e., includ-
ing C2 and C3, the contours and do not suggest further mod-
ifications (i.e., is still consistent with C0 = 1,Ci>0 = 0).
Fig. 2 shows a random selection of 16 crossing functions
and their effects on the reconstructed µ and on (Ωm,0, σ8,0).
Their corresponding crossing parameters Ci are shown as
coloured points in Fig. 1. This gives the reader some intu-
ition on how distorting the growth affects the reconstructed
expansion. Small distortions from the best-fit ΛCDM+GR
case can lead to significantly different µˆ.
3.2 Gaussian Process regression
We used Gaussian Process regression (GP, Rasmussen &
Williams 2006) to reconstruct fσ8(z) from the RSD mea-
surements. GP have been increasingly used in cosmology
(Holsclaw et al. 2010a,b, 2011; Shafieloo et al. 2012, 2013;
Joudaki et al. 2018; L’Huillier et al. 2019) and other fields
of astronomy (e.g. Iyer et al. 2019). A Gaussian process is
effectively a random sampling on a function space, gener-
alizing random numbers. GP can be used to reconstruct a
smooth function f ∗ at the test points x ∗ given a discrete set
of observations (xi, yi) and a data covariance matrix C. For
a given kernel, the covariance between pairs of random vari-
ables u and v is thus given by K(f(u),f(v)) = k(u ,v), where
k(u ,v) is the covariance kernel. The joint-distribution of the
training (observed) outputs y and the test (reconstructed)
output f ∗ is a Gaussian joint distribution given by[
y
f ∗
]
∼ N
(
0,
[
K(X, X) + C K(X, X∗)
K(X∗, X) K(X∗, X∗)
] )
(20)
where C is the covariance of the data.
We use the squared exponential kernel defined as
kσf ,`(x, y ) = σ2f exp
(
− |x − y |
2
2`2
)
, (21)
where (σf , `) are two hyperparameters controlling the ampli-
tude and the correlation scale, and thus the deviation from
the mean function. For a given (σ2
f
, `), we can thus generate
a number of samples of fσ8 at any redshift z.
In practice, we start from the best-fit ΛCDM as a mean
function, use GP as a sampling of possible growth histories,
and then apply the formalism from § 2.
In order to prevent fitting the noise, we impose a hard
prior on ` ∈ [0.2, 1].
A notable difference with the work of Yin & Wei (2018)
is in the GP regression itself. While they obtain the mean
and one-sigma contours, we follow each individual random
MNRAS 000, 1–8 (2019)
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Figure 1. 68% and 95% confidence area of the posterior of the cosmological parameters (Ωm,0, σ8,0) and the Chebyshev coefficients. The
dashed lines show the C0 = 1 and C1 = 0, i.e., no deviation from the best-fit
sampling of the function space, therefore obtaining a set
of plausible (and self-consistent) couples of expansion and
growth histories. These two approaches are mathematically
equivalent. However, in this case, since most of the constrain-
ing power comes from the SNIa, we do not train the GP on
the fσ8 data. This approach allow more flexibility in fσ8,
which in turn allow more flexibility in the distance moduli.
The left-hand panel of Fig. 3 shows the reconstructed
f̂σ8 as well as the best fit in dashed lines. The shadowed area
shows the envelope of the reconstructed f̂σ8. A vast majority
of these reconstructions do not fit the data (χ2 > χ2
ref
),
therefore, we show in solid lines those reconstructions of f̂σ8
that, together with some appropriate (Ωm,0, σ8,0), yields a
χ2tot < χ
2
ref
. In order to study the effect of zmax on the
positive DE condition (14), we then separate the samples
into three disjoint sets, according to the three values of zmax:
MNRAS 000, 1–8 (2019)
Defying the laws of Gravity I 5
0.0 0.5 1.0 1.5 2.0
z
0.2
0.3
0.4
0.5
0.6
f
σ
8
0.0 0.5 1.0 1.5 2.0
z
−0.5
0.0
0.5
µ
−
µ
b
e
st
−
fi
t
Figure 2. Data, best-fit (dashed lines), and 16 random choices of the (Ωm,0, σ8,0,C0,C1)MCMC sampling (solid lines) and their associated
f̂σ8(left) and µˆ (right).
Figure 3. Left: fσ8, middle: reconstructed h(z), Right: µ − µΛCDM. The grey shadow shows the envelope of all reconstructions, and the
solid lines show the reconstructions (with χ2 < χ2ref) for cases A, B, and C. Dashed-lines: best-fit ΛCDM (reference model).
Case A: ∀z ∈ [0, 2] Ωde(z) > 0, (22a)
Case B:
{
∀z ∈ [0, 1] Ωde(z) > 0
∃z ∈ [1, 2] Ωde(z) < 0
(22b)
Case C:
{
∀z ∈ [0, 0.7] Ωde(z) > 0
∃z ∈ [0.7, 1] Ωde(z) < 0
(22c)
and show these in different colours. The middle and right-
hand panels show the reconstructed h(z) and µ − µref, with
the same convention.
Due to the oscillations in the reconstructed f̂σ8 from
GP, the reconstructed shapes of h and µ have more flexi-
bility than ΛCDM, yielding possible better fit to the data,
therefore representing a non-exhaustive set of plausible ex-
pansion and growth histories. It is worth mentioning here
that, since the process of reconstructing h2 from f̂σ8 via
eq. (8) involves two integrals, it is very sensitive to varia-
tions in the growth history and in the choice of (Ωm,0, σ8,0).
In practice, most reconstructed f̂σ8 cannot yield any hˆ that
fits the SNIa data. This can be seen by the large grey enve-
lope in the three panels of Fig. 3 compared to the thinner
band of allowed reconstructions. Therefore, it is important
to explore the (σ2
f
, `) parameter space and generate a large
number of random realizations.
Fig. 4 shows the area of the (Ωm,0, σ8,0) parameter space
in cases A, B, and C that, for at least one reconstructed f̂σ8,
yields χ2 < χ2ref , i.e., which is within the 1σ region of the
best-fit ΛCDM model. In case A, the extent is maximal: for
a large range of the parameters (Ωm,0, σ8,0), one may find
reconstructions with χ2 < χ2
ref
(and Ωde > 0). As we start
allowing Ωde to become negative, the contours shrink. It is
apparent in case C, where Ωde crosses 0 between z = 0.7
and 1, which is only possible for large values of Ωm,0 (for a
fixed h(z), increasing Ωm,0 allows Ωde to cross 0). It is worth
MNRAS 000, 1–8 (2019)
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Figure 4. Model-independent constraints on (Ωm,0, σ8,0), that is, allowed contours in the (σ8,0, Ωm,0) plane for which we can find at
least one f̂σ8 and its corresponding hˆ that fit the growth and SNIa better than ΛCDM. The left-hand, middle, and right-hand panels
respectively show the contours for the reconstructions belonging to cases A, B, and C.
noting that in cases B and C, Ωde crosses 0 at least once,
but can become positive again.
In Appendix A, we demonstrate the validity of the al-
gorithm on a simulated data set, successfully recovering the
input cosmology.
It is worth noting that, since we need to assume a value
for Ωm,0 in order to reconstruct h, we can then obtain the
(uniquely defined) equation of state w(z) and growth rate
γ(z), as
w(z) =
2
3 (1 + z)h
′
h −Ωm(z)
1 −Ωm(z) − 1, and (23)
γ(z) = ln f (z)
lnΩm(z) . (24)
We note that, since two consecutive integrations are needed
to obtain h, then in theory only one is needed to obtain h′,
making this method potentially less sensitive to numerical
noise, provided that the quality of the fσ8 data improve sub-
stantially. In addition, since the positive dark energy condi-
tion (14) ensures that 1−Ωm(z) ≥ 0 only up to zmax, w might
diverge. For these reasons, instead of w, we reconstruct Ωde,
which does not involve derivatives of h. Fig. 5 shows our
obtained reconstructions of Ωde and γ. All these reconstruc-
tions have χ2 < χ2
ΛCDM
and obey the positive dark energy
condition for z < zmax for zmax = 0.7, 1, 2 as showed in differ-
ent colours. The quality of current data does not constrain
these functions beyond z & 0.1. However, it is interesting
that our reconstruction permits the DE energy density ρde
to become negative (thus, Ωm > 1) for z & 0.7. This is not
impossible and, in principle, may be realized by DE being a
scalar field with a negative potential tracking dust-like mat-
ter for energy densities much exceeding the present critical
one. On the other hand, it is clearly seen from Fig. 5 that
the change of ρde from the positive present value to a neg-
ative one, if it occurs at all, can happen at sufficiently low
redshifts z < 2 only (the cases B and C).
It is interesting to compare these obtained model-
independent constraints on (Ωm,0, σ8,0) (Fig. 4 with those
obtained in Shafieloo et al. (2018), where the approach was
Figure 5. Reconstructions of Ωde (left) and γ (right). The solid
lines shows the reconstructions (with χ2 < χ2
ΛCDM) for cases A,
B, and C.
different. In that paper, the authors reconstructed h(z) from
the Pantheon SNIa compilation via iterative smoothing, and
then obtained f̂σ8(z) by assuming a constant γ = 0.55 (or
varying it as a free, but constant, parameter), and obtain
f = Ωγm(z).
4 SUMMARY & CONCLUSION
Using the latest compilation of RSD measurements, we re-
construct the growth history using two model-independent
approaches, namely, crossing statistics and Gaussian pro-
cesses, only assuming a flat-FLRW Universe and general
relativity. We then used the method introduced by Starobin-
sky (1998) to reconstruct the expansion history, and fit the
corresponding distance moduli to the Pantheon SNIa compi-
lation, and finally obtained model-independent constraints
on (Ωm,0, σ8,0). In addition, it is possible to reconstruct the
dark energy equation of state w(z) and the growth rate γ(z).
Applying the crossing statistics formalism, i.e., multiplying
the best-fit ΛCDM+GR growth by some hyperfunction, and
obtained constraints on Ωm,0, σ8,0,Ci , where the Ci are hy-
perparameters of the crossing hyperfunctions, we find con-
MNRAS 000, 1–8 (2019)
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sistency with C0 = 1,Ci = 0, i ≥ 1, i.e., the data do not
call for any modification to the best-fit. However, the pre-
ferred values for Ωm,0 = 0.381+0.049−0.113 and σ8,0 = 0.68
+0.15
−0.12 are
respectively higher and lower than the Planck best-fit, al-
though consistent with them. Using Gaussian processes gives
similar results. Both approaches suggest no statistically sig-
nificant departure from ΛCDM+GR. On the other hand, it
is interesting that they do not prohibit DE energy density
from reaching zero at some recent redshift 0.7 . z < 2 and
becoming negative for larger z.
Future surveys such as the Dark Energy Spectroscopic
Instrument are expected to provide more accurate measure-
ments of the growth, and thus, to further constrain the grav-
ity model and its parameters. This approach can be thought
of as the reciprocal approach of Shafieloo et al. (2018), which
uses direct reconstructions of h from the supernovae data
to fit the RSD data. Both approaches can be thought of
as a mutual consistency test of the data and theory: in
the former paper, the reconstructed expansion histories are
tested against the growth data, while here, the reconstructed
growth is compared to the SNIa data.
Our analyses point towards the consistency of the re-
constructed ΛCDM background evolution (via the mean
function) with the growth history inside GR. While in GR,
γ = 0.55 is a very good approximation as long as Ωm,0 is not
too small (Polarski et al. (2016)), it is not valid anymore be-
yond GR. On the contrary, the present approach, can be ap-
plied to non-GR models provided that Geff is known, or can
even be used to reconstruct the effective Newton constant
Geff (L’Huillier et al. in prep), and therefore to constraining
modified gravity.
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Figure A1. Reconstructions of fσ8 (left), h
2 (middle), and µ−µref (right) for the simulated data. The shadowed area show the envelope
of the reconstructions, and the solid lines are those reconstructions with yield a χ2 better than χ2ref . The best-fit ΛCDM is shown in thick
dashed lines, and the true cosmology in dotted lines.
Figure A2. Allowed parameter space of (Ωm,0, σ8,0). All the
points have a better χ2 than the best-fit ΛCDM model.
APPENDIX A: VALIDATION ON MOCK DATA
In order to validate the method, we applied it to a con-
trolled simulated realization of the data, where the input
cosmology is known. We generated mock data, following
the redshift distribution and errors following the data in
Shafieloo et al. (2018), assuming a known cosmology of
(Ωm,0, σ8,0) = (0.3, 0.8). We fit a flat-ΛCDM universe to the
total (RSD+SNIa) data, and use this best-fit ΛCDM model
as a mean function for the GP, and use its χ2 as a reference.
Hereafter, we use subscript ref to denote the best-fit model.
We applied our pipeline, reconstruct fσ8 and h, and cal-
culate the χ2 to the data (mock growth and Pantheon-like
SNIa). Fig. A1 is the same as Fig. 3 but with our simu-
lated data, and without separating cases A, B, and C. In
addition to the best-fit in dashed lines, the true cosmology
is shown in dotted lines. Fig. A2 shows the allowed con-
tours for (Ωm,0, σ8,0), and the true cosmology, denoted by
the green point, is inside the contours, showing the validity
of the method.
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