Purpose: Dead detectors due to manufacturing defects or radiation damage in the electronic portal imaging devices ͑EPIDs͒ used for cone-beam computed tomography ͑CBCT͒ can lead to image degradation and ring artifacts. In this work three dead detector correction methods were assessed using megavoltage CBCT ͑MVCBCT͒ as a test system, with the goals of assessing the relative effectiveness of the three methods and establishing the conditions for which they fail. Methods: MVCBCT projections acquired with four linacs at 8 and 60 MU ͑monitor units͒ were degraded with varying percentages ͑2%-95%͒ of randomly distributed dead single detectors ͑RDSs͒, randomly distributed dead detector clusters ͑RDCs͒ of 2 mm diameter, and nonrandomly distributed dead detector disks ͑NRDDs͒ of varying diameter ͑4-16 mm͒. Correction algorithms were bidirectional linear interpolation ͑BLI͒, quad-directional linear interpolation ͑QLI͒, and a Laplacian solution ͑LS͒ method. Correction method failure was defined to occur if ring artifacts were present in the reconstructed phantom images from any linac or if the modulation transfer function ͑MTF͒ for any linac dropped below baseline with a p value, calculated with the two sample t test, of less than 0.01. Results: All correction methods failed at the same or lower RDC/RDS percentages and NRDD diameters for the 60 MU as for the 8 MU cases. The LS method tended to outperform or match the BLI and QLI methods. If ring artifacts anywhere in the images were considered unacceptable, the LS method failed for 60 MU at Ͼ33% RDS, Ͼ2% RDC, and Ͼ4 mm NRDD. If ring artifacts within 4 mm longitudinally of the phantom section interfaces were considered acceptable, the LS method failed for 60 MU at Ͼ90% RDS, Ͼ80% RDC, and Ͼ4 mm NRDD. LS failed due to MTF drop for 60 MU at Ͼ50% RDS, Ͼ25% RDC, and Ͼ4 mm NRDD.
I. INTRODUCTION
The presence of uncorrected dead ͑nonfunctional͒ detectors in the electronic portal image devices ͑EPIDs͒ used in conebeam CT ͑CBCT͒ can lead to image degradation and ring artifacts, 1 which can reduce the clinical utility of the reconstructed images. Dead detectors can occur as a result of manufacturing defects, mechanical damage, or radiation damage over time.
While several methods exist for the correction of dead detectors for transmission [1] [2] [3] and emission-based tomography, 4 the authors are unaware of any studies that have quantitatively assessed the effectiveness of the correction methods for CBCT in the limit of a large percentage of dead detectors. At least one study, by Padgett and Kotre, 5 exists for digital radiography, but the methods have not yet been extended to CBCT.
In this study, three dead detector correction methods were applied to CBCT with two imaging doses and varying percentages of randomly distributed dead detectors on the EPID and varying sizes of nonrandomly distributed dead detector disks ͑NRDDs͒. Megavoltage cone-beam CT ͑MVCBCT͒ ͑Ref. 6͒ was used as a test system to assess the algorithms.
The study had two major goals. The first goal was to assess the relative effectiveness of the three correction methods. The second goal was to establish the conditions for which the dead detector correction methods begin to fail, which can be used as benchmark conditions to assess other dead detector correction strategies. Also, knowledge of the extremes at which dead detector correction methods break down can provide an estimate for the conditions under which EPID replacement or repair becomes necessary.
II. MATERIALS AND METHODS

II.A. Test system: Megavoltage cone-beam CT
Although the dead detector correction algorithms assessed in this work apply to CBCT in general, the test system used for this study was MVCBCT as implemented on Siemens ͑Concord, CA͒ ONCOR linear accelerators ͑linacs͒ with the MVision™ system. With the MVision™ system, raw projection data are acquired using the same flattened 6 MV photon beam that is used for radiotherapy treatments. 6, 7 A total of 200 raw projection data sets are acquired over a 270°-110°a cquisition in 1°increments. A varying number of monitor units ͑MU͒ can be used for the acquisition, typically ranging between 2 and 60 MU for clinical purposes, although 15 MU is the highest value used clinically at the authors' institution. The raw projection data are acquired with an amorphous silicon ͑a-Si͒ EPID with a 1024ϫ 1024 array with a detector spacing of 0.4 mm in each direction. The x-ray source to EPID surface distance is 145 cm.
During the acquisition process, the raw projection data are corrected for the spatial variation in EPID detector sensitivity, and the resulting data will hereafter be referred to as "projections." Identification of dead detectors is performed during periodic EPID calibration to create a dead detector map. The projections are converted to transmission data for reconstruction by expressing them relative to the projections for an air scan, and a logarithm operation is applied to obtain raysums, which are line integrals through the imaged object. The 3D images are reconstructed from the raysums using the Feldkamp-Davis-Kress algorithm. 
II.B. Phantom projections
Baseline projection data sets were acquired of a Siemens image quality phantom ͑EMMA͒, described previously in detail by Gayou and Miften. 9 The phantom consists of a 20 cm diameter cylindrical acrylic shell containing a 4 cm thick uniform solid water region ͑uniform region͒, a 3 cm thick solid water region with high-contrast inserts ͑high-contrast region͒, and a 3 cm thick acrylic region with milled bar patterns ͑spatial resolution region͒. As summarized in Table   I , the high-contrast region contains cylindrical inserts with four different electron densities relative to the solid water background ͑rEDs͒, and the spatial resolution evaluation region contains 11 groups of five bar patterns of varying frequency. Six of the 11 bar pattern groups were used for image spatial resolution analysis, as explained in the Appendix.
The baseline projection sets contained a negligible fraction ͑Ͻ0.5%͒ of dead detectors, which are automatically corrected by the vendor software. Two acquisition MU values were used: A typical clinical value of 8 MU and an extreme value of 60 MU, which would seldom be used clinically. Baseline projections were acquired with four different linacs. The image acquisition parameters are summarized in Table I .
II.C. Dead detector simulation
Three different dead detector configurations were considered: ͑1͒ Randomly distributed dead singular detectors ͑RDSs͒, ͑2͒ randomly distributed dead detector clusters ͑RDCs͒ of 2 mm diameter, and ͑3͒ nonrandomly distributed dead detector disks ͑NRDDs͒. The dead detector maps were simulated with MATLAB ͑The Mathworks, Natick, MA͒. A baseline projection image with no dead detectors is shown in Fig. 1͑a͒ and a projection image covered with 80% RDS is shown in Fig. 1͑b͒ . The RDC cases were considered in order to assess the influence of nonindependent detector loss on the overall percentage of randomly distributed detectors that can be effectively corrected. The cluster diameter of 2 mm was chosen because it was sufficiently large to cover a single 1 ϫ 1 ϫ 1 mm 3 voxel at the isocenter in the reconstructed image. Eleven RDS and RDC percentages were considered, ranging from 2% to 95%, and are listed in Table I .
NRDDs were simulated at four diameters between 4 and 16 mm, which are listed in Table I . For each projection, disks of the same size were placed in four independent positions on the EPID, as shown in Fig. 1͑c͒ . The four disks were all located along the same axis oriented in the in-plane ͑parallel to axis of gantry rotation͒ direction midway between the longitudinal phantom axis and the radius from the axis along the in-plane direction at which the high-contrast inserts are located. Along this axis the four locations chosen were the phantom's edge, the uniform water density region, the spatial resolution region, and the high-contrast region. Since the projection filtration operation in the reconstruction algorithm 8 is applied only in the cross-plane ͑perpendicular to the axis of gantry rotation and parallel to the EPID surface͒ direction, a given reconstructed longitudinal slice is affected by a maximum of one corrected dead detector disk.
II.D. Dead detector correction methods
Three dead detector correction methods were tested: bidirectional linear interpolation ͑BLI͒, quad-directional linear interpolation ͑QLI͒, and a Laplacian solution ͑LS͒ method. Each correction method was implemented with MATLAB and applied directly to the projection data following application of the dead detector maps. Diagrams of the central concepts behind the correction methods are shown in Fig. 2 .
The BLI method corrects a dead detector by linearly interpolating between the two nearest live detectors in both the in-plane and cross-plane directions and averaging the results. The QLI method corrects a dead detector by weighted superposition of the results of the BLI method applied both along the in-plane and cross-plane directions with BLI results from along orthogonal axes rotated at 45°relative to the in-plane and cross-plane axes. As implemented by Padgett and Kotre, 5 the diagonal contribution is given 1 / ͱ 2 the weight of the in-plane/cross-plane contribution in the superposition to account for the greater distance between the corrected detector and the nearest detector on the diagonal. The LS method assigns dead detectors values that satisfy Laplace's equation, with the projection values of the live detectors treated as boundary conditions. LS method corrections are calculated by iteratively replacing each dead detector by the average of its four nearest neighbors until convergence is reached.
Projections degraded by the presence of dead detectors and then corrected will be referred to as "test projections." Example test projections after correction with the LS method are shown for 80% RDS and 16 mm diameter NRDD in Figs. 1͑d͒ and 1͑e͒, respectively.
II.E. Image reconstructions
Images were reconstructed with the MVision™ offline reconstruction tool at the control station of the same linac that was used to acquire the corresponding raw projections. The baseline and test projections were reconstructed at 1 ϫ 1 ϫ 1 mm 3 resolution to generate baseline and test images, respectively. The "smoothing head-neck" ͑Gaussian͒ projection filter was applied for all reconstructions. 
II.F. Qualitative definition of correction algorithm failure
Qualitatively, correction algorithm failure was defined to occur when a ring artifact was visually observed in a test image. The presence of a single ring artifact on a test image from any linac constituted a correction algorithm failure. For each acquisition MU and correction method, the dead detector percentage range ͑RDS and RDC cases͒ and the disk size range ͑NRDD case͒ between which the failures occurred were recorded. Since ring artifacts are more likely to appear in reconstructed phantom slices that are close to interfaces between phantom sections, the ring artifact inspection was done from two standpoints. For the first standpoint, all reconstructed slices between the longitudinal phantom edges were considered. For the second standpoint, only axial phantom slices that were more than 4 mm longitudinally from a phantom section interface were considered.
II.G. Quantitative definition of correction algorithm failure
Image quality was quantitatively assessed with the modulation transfer function ͑MTF͒ ͑Ref. 11͒ using the implementation described in the Appendix. The MTF was calculated at the six frequencies listed in Table I over five axial slices in the spatial resolution region of the phantom, yielding mean and standard deviation MTF values that were used for statistical analysis. A batch-processing routine was written in MAT-LAB to automate the calculations for the 624 reconstructed images defined in Table I : 264 RDS images, 264 RDC images, and 96 NRDD images.
Correction algorithm failure due to MTF drop was defined based on numerical criteria. Define the p value as the probability of mistakenly concluding that the mean MTF at a given frequency was lower for the test than the baseline image, when the true means were actually equal. The p values were calculated for each MU, linac, correction method, RDS and RDC percentages, and NRDD disk size using the onetailed, two sample t test. 12 For the RDS and RDC cases, all bar patterns in the spatial resolution slices and all contrast inserts in the high resolution slices were affected by the dead detector correction algorithms. For these cases, failure due to MTF drop was defined to occur at the dead detector percentage at which the MTF at all measured frequencies in the test image group were lower than those in the baseline image group with a p value of less than 0.01 for any of the four linacs.
For the NRDD case, not all of the MTF bar patterns are affected by the correction. In order to link the NRDD case with the RDS and RDC cases, the p value below which NRDD failure occurred due to MTF drop at a given frequency, MU value, and linac was defined as the highest p value ͑still less than 0.01͒ at the same frequency, MU value, and linac at which any correction algorithm failed for either the RDS or RDC case. With this method all NRDD failures due to MTF drop at a given frequency were guaranteed to be due to MTF drops that were no less severe than those that resulted in RDS or RDC failures. Figure 3 shows representative 8 and 60 MU RDC test images that caused correction method failures due to ring artifacts and MTF drop, along with the corresponding baseline and difference ͑baseline minus test͒ images. It is clear from Fig. 3 that all of the test images that failed are difficult to distinguish from the baseline images, suggesting that the failure criteria from Secs. II F and II G are conservative. The conservative nature of the failure criteria are further illustrated in Fig. 4 , which shows failing NRDD images along with the corresponding baseline and difference ͑baseline minus test͒ images.
III. RESULTS
III.A. Correction algorithm failures due to ring artifacts
For the RDS and RDC ring artifact failures, Tables II and  III give the dead detector percentage ranges in which the failures occur when all slices are considered and when just the slices over 4 mm from the phantom section interfaces are considered, respectively. Failures due to NRDD ring artifacts always occurred at diameters between 8 and 12 mm for the 8 MU images and between 4 and 8 mm for the 60 MU images, except for the BLI method at 60 MU, which failed between 8 and 12 mm.
The 60 MU images always failed due to ring artifact dead detector percentage ranges ͑RDS and RDC cases͒ and dead disk diameter ranges ͑NRDD case͒ that were the same as or lower than those that caused failure in the 8 MU images. The RDC cases always failed due to ring artifacts at lower dead detector percentages than the RDS cases. The BLI and QLI methods always failed due to ring artifact presence at lower RDS and RDC percentage ranges and at lower than or equal to NRDD diameter ranges of the LS method. This is demonstrated in Fig. 5 which shows for the 95% RDC case that, for the same linac and MU, the LS-corrected images contain less severe artifacts than the BLI and QLI methods. When ring artifacts were considered on all image slices, conservative estimates of failure thresholds for the LS method are 33% RDS, 2% RDC, and 4 mm NRDD. When ring artifacts on slices within 4 mm from phantom interfaces are considered acceptable, conservative estimates of failure thresholds for the LS method are 90% RDS, 80% RDC, and 4 mm NRDD.
III.B. Correction algorithm failures due to MTF drop
Correction algorithm failure due to MTF drop occurred for the RDS and percentage ranges listed in Table IV For the NRDD case, correction algorithm failure due to MTF decrease occurred at disk diameters between 4 and 8 mm for all cases except for BLI at 8 MU, which failed between 8 and 12 mm. The BLI and QLI methods always failed due to MTF drop within RDS and RDC percentage ranges that were the same as or lower than those for the LS method. Figure 6 shows the MTFs for the baseline 8 MU images for a single linac, along with MTFs for the test images for all three correction methods for 60%-95% RDS and 16 mm NRDD. It is evident from Fig. 6 that the correction algorithm failure criteria for MTF drop are conservative, as, besides the baseline MTFs, only MTFs that caused correction failures are shown. All other MTFs were not significantly different from baseline, as defined by the criteria in Sec. II G. The left column of Fig. 6 also demonstrates the numerical effect of the correction methods on the image MTFs as the dead detector percentages increase to 95%. Clearly the LS method has minimal MTF reduction relative to BLI and QLI as RDS percentage approaches 95%. For the LS method, conservative estimates of the maximum percentages of failure thresholds for the LS method are 50% RDS, 25% RDC, and 4 mm NRDD. Table I caption for abbreviation definitions.
IV. DISCUSSION
Since ring artifacts in test images are most likely to arise near phantom interfaces that occur along the in-plane direction, the dominating failure mode for the RDS and RDC cases depended on where in the phantom the ring artifacts were considered unacceptable: Everywhere ͑standpoint 1͒ or greater than 4 mm from in-plane phantom interfaces ͑stand-point 2͒. From standpoint 1, the maximum correctable RDS and RDC percentages were dominated by the presence of ring artifacts. From standpoint 2, the maximum correctable RDS and RDC percentages were dominated instead by MTF drop. This difference occurred because the highest magnitude gradients in the projections occur near the in-plane phantom interfaces, and the correction methods are most likely to allow ring artifacts in high-gradient regions. The LS method is superior at correcting for dead detectors near relatively high gradients in projection images, as indicated by the reduced amount of LS ring artifacts relative to BLI and QLI in the 95% RDC case shown in Fig. 5 . The most conservative estimates are given by standpoint 1, as it cannot always be assumed realistic objects imaged will have low gradients in the in-plane direction. However, for certain applications where only selected slices are needed standpoint 2 may be sufficient.
The reported maximum correctable RDS and RDC percentages and NRDD diameters correspond to test images that are nearly indistinguishable from the baseline images in both visible ring artifact increase and calculated spatial resolution decrease. For example, the failure-causing drops in MTF relative to baseline for the 60% RDS ͑for BLI and QLI͒ and 75% RDS ͑for LS͒ cases shown in Figs. 6͑b͒, 6͑d͒, and 6͑f͒ correspond to drops in the mean MTF of only about 5% of the maximum MTF at all frequencies. As shown in the second and fourth columns of Fig. 3 , the baseline and test images in the spatial resolution region are nearly indistinguishable by a human observer. As another example, consider the right-hand column of Fig. 4 , which shows that the largest considered NRDD of 16 mm diameter affected only two bar patterns in the spatial resolution region, and therefore only two MTF frequencies: 0.67 and 2.5 cm −1 . Figures 6͑b͒, 6͑d͒ , and 6͑f͒ demonstrate that the decrease in the mean MTF value for this case was less than 5% at these two frequencies, which was still a sufficient drop to satisfy the MTF drop failure criterion for all three correction algorithms.
The RDC cases had ring artifact and MTF drop failures at lower percentages than the RDS cases. This is because, for a given dead detector, more neighboring detector data tend to be missing for the RDC than the RDS cases. As a result the sampling distance to the nearest live detector tends to be greater for RDC than RDS corrections, decreasing the accuracy of the correction. Thus one would expect the correction algorithms to fail at lower RDC percentages as the cluster diameter increases.
The 60 MU images failed due to ring artifact presence and MTF drop at lower RDS and RDC percentages and at lower than or equal to NRDD diameters of the 8 MU images due to the reduced noise in the 60 MU projection images. This lack of projection image noise allowed the ring artifacts to be visible earlier and reduced the uncertainty in the MTF measurements, making the t tests more sensitive to small changes in MTF.
The QLI method always failed due to MTF decrease at lower RDS and RDC percentages than the BLI method ͑Table IV͒ and had greater decreases in MTF relative to baseline at RDS and RDC percentages above 75% than the BLI method ͑Fig. 6, left column͒. This is because the QLI corrections involve linear interpolation along twice the number of directions as the BLI method, and each direction is independent of the others. Thus the cross-plane direction, which is the most important direction for the algorithm to correct along to maintain the spatial resolution of axial slices, contributes less to the overall QLI correction than it does to the BLI correction. This results in a reduction in detail in the projections along the cross-plane direction, decreasing ring artifacts ͑Tables II and III͒ but reducing the spatial resolution of the test images. An interpolation-based correction algorithm that preferentially weights the crossplane components of the correction would likely reduce this loss in spatial resolution. Use of the LS method is likely the most effective approach; however, as even for the 95% RDC case, LS-corrected images have minimal ring artifacts ͑Fig. 5͒ and a much-reduced MTF drop ͑Fig. 6͒ relative to the BLI and QLI methods.
In the simulation study conducted, the dead detector maps were assumed to include all dead and transient-dead 7 detectors on the EPID. This is an idealization, as dead detector detection algorithms will not necessarily be able to locate all dead and transient-dead detectors, and an investigation of the uncertainty of such algorithms was out of the scope of this study. Thus the failure thresholds reported should be interpreted as slight overestimates. Since the correction algorithms studied were not optimized for efficiency and algorithm speed is implementation dependent, only the order of the computation times is reported here. BLI and QLI computation times are linearly proportional to the dead detector percentage, as the number of live detectors used to correct each dead detector, and therefore the number of floating point operations per corrected detector, is independent of the total number of dead detectors. For the dead detector percentages considered in this work, the calculation time for the LS method was proportional to the exponential of the dead detector percentage. This is a drawback of the LS method as its outperformance of the other methods was observed mostly at higher percentages of dead detectors.
While the use of interpolation algorithms adds processing time to the reconstruction, the continued increase in computer processing speed at low costs may justify the use of these interpolation algorithms instead of replacement of expensive EPIDs or the clinical use of EPIDs that would have been rejected by the manufacturer under the assumption that the resulting images would be of poor quality.
V. CONCLUSIONS
The LS method is superior to the BLI and QLI methods, and correction algorithm effectiveness decreases as imaging dose increases. All correction methods failed first due to ring artifacts and second due to MTF drop. If ring artifacts in axial slices within a 4 mm longitudinal distance from phantom section interfaces are acceptable, statistically significant loss in spatial resolution does not occur until over 25% of the EPID is covered in randomly distributed dead detectors, or nonrandomly distributed dead detector disks of 4 mm diameter are present.
