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ABSTRACT 
We obtain new criterias for almost sure convergence of random sequences. We apply them to the 
study of almost sure convergence of orthogonal series and related sums. We also indicate how they 
apply to quasi-orthogonal systems and to ergodic averages. 
I. INTRODUCTION 
In [LW2], we obtained a theorem on almost sure convergence of random se- 
quences, and we showed how to deduce from it the classical theorem of Rade- 
macher-Menshov ([A], Theorem 2.3.2, p. 80) on orthogonal series and the fa- 
mous spectral criterion for the strong law of large numbers due to V.F. 
Gaposhkin [G]. More precisely, we proved the following statement 
Theorem A ([LW2], Theorem 17, see also Theorem 14). Let (X, C, v) be a com- 
plete probability space. Let .I : [0, c~o)--+[O, CXJ) b e a strictly increasing map such 
that J(N) C N. Let B = {Bj, j E J(N)}, b e a sequence of functions from L2(v) 
satisfying for all integers m 2 n, 
for a Bore1 measure X on [0, l] such that 
s (logJ-‘(l/U))2x(du) < 00. 
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Then, the sequence B converges v-almost surely on X. 
In particular, if J( 1) < J(2) < . . . is a lacunary sequence: there exists a real 
M > 1 such that n2 > n1 > 1 + J(nz) 2 MJ(ni); and 
c 1og’n.X ( 1 1 J(n + 1) ‘J(n) 1 < oc n 
then, conclusion holds true. 
In the above statement and in the whole paper, we put log u = log, u if u > e 
andlogu=lifO<uIe. 
In [LW2] we also indicated how to prove Theorem A by using a theorem of F. 
Moricz ([Ml, theorem 3) or Pisier’s entropy estimate ([PI, Theorem 2.1). Rade- 
macher-Menshov’s theorem has been for years the object of improvements due 
to the considerable work of K. Tandori in the theory of orthogonal series. We 
refer to the book of B.S. Kashin and A.A. Saakyan [KS] for an exposition of his 
contribution. A significant improvement of Rademacher-Menshov’s theorem is 
contained in the following statement 
Theorem B ([Tan2], Theorem). Let (a,) be sequence ofpositive reals such that 
c ;2 
af log-logn < co. 
II ,1 
Then, 
(*) for each orthonormal sequence ($I,,) of L2 = L2( [0, I]), the series C, a,,$, 
converges almost surely (a.s.). 
Tandori’s proof is based on an intrinsic scheme of decomposition of partial 
sums, as well as a clever use of Cauchy-Schwarz’s inequality. The scheme in- 
troduced by K. Tandori, depends on the sequence (a:) acting like weights on 
integers, instead of the usual binary scheme used in Rademacher-Menshov’s 
proof. The proof relies on combinatorial technics, which require a certain care 
to display rigourously (see [W3] for a detailed exposition). The combinatorial 
argument used in Tandori’s proof has by the way its own interest. Reading that 
statement in view of Theorem A, it is tempting to figure out if Theorem B is 
possible to attain, and even improvable by methods arising from stochastic 
processes theory (see e.g. [Ko], [PI, [ MT], [Tall], [Wl]). We will indeed prove 
the following theorems on almost sure convergence. 
Theorem 1. Let (a,,) be a sequence ofpositive reals. Let 9 : [0, ok)-+[l, CG) be an 
increasing map such that x-+x(p2 (x) is convex and 
(a) ‘-..AL 
J 0 &$9(&-q < Oc, 
(b) there exists cy > 1, such that J K (p(P) -dx < 00. I xn 
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We assume that 
Ca&‘(a;‘) < cc 
Then, 
(**) any random sequence (Xn),> , that satisfies the increment condition _ 
is almost surely convergent. Moreover, 
E sup IX, -&,I < CQ. 
,r.m 2 I 
Corollary 2. Let (Us) be a sequence ofpositive reals such that 
for some 6 > 0. Then property (A+) holds true. 
We will also establish 
Theorem 3. Let ?i,, cp : Rf-[ 1, cm) be two increasing maps such that 
(4 vy > 0, 
1 ’ de 
sup I J ----_?<ca. O<r<lQ(x-?)I "&'p(E-q
Let also (a,) be a sequence of positive reals such that 
(bl) xai4a;2)yi(n) < 03. 
0%) 3; > 0 such that xai(logn)“< co. 
n 
Then property (*A) holds true. 
As an application, we have the following corollary 
Corollary 4. Let 0 < h < 1 and (a,,) be a sequence ofpositive reals such that 
Then property (**) holds true. 
We give applications of these results to: 
l a.s. convergence of orthogonal series (Section 3) 
l a.s. convergence of generalized Riemann sums (Section 4) 
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We also state the link between our theorems on almost sure convergence and 
l quasi-orthogonal systems (Section 5) and we give an application in prob- 
ability theory and in ergodic theory 
l ergodic averages (Section 6). 
2. PROOFS 
We first give the 
2.1 Proof of Theorem 1. Step I: (Reduction and Regukarization). There is no loss 
of generality to assume Cr=, ai = 1. We regularize the sequence (ak) by in- 
troducing 
(1) b; = at + 7, c; = c 
= 2+-ilbk, 
k=l 
We collect below the essential properties of this regularization 
(1’) b; < c;, 
1 ci+l 
j<-y: C = 2 c; 5 3 2 b;. 
i=l i=l 
Thus, 
for every s < t. 
For any increasing convex map 4 : Rf+Rt, we have 
Step 2: (Majorization). To prove that the sequence (xk) converges a.s., by 
Theorems 2.9 and 4.6 of [Tall], it is enough that there exists a probability mea- 
sure p on N such that 
J 
dlam(N,d) 
(3) 
de 
sup 1 ‘c 00, 
$21 0 PL(Wf, &))I 
where we put &(s, E) = {t E N 1 d(s, t) 5 E}. Then, for any 0 < X 5 1, 
II s;p lx, - x,~ /(, < f sup J,i,,!N~di dE .\>I 0 P(Kd~, 4P 
We define the measure I_L as follows: 
p(r) = Dc,w($)‘, where D-’ = ~c~P(-!-)~. 
r=l 
By assumption and by applying (2) with 4(t) = t(p2(+), we have CF=, c,(P($)~ 
< co. Observe that diam(N, d) < fi. We choose X = i, and we will thus esti- 
mate 
dE 
c1(&f(s, 4);. 
Let o < E 5 e/2; introduce 
s; = inf 
i 
s’ 1 s’ < s , C c; < E’ 
I 
, 
.x’<i<.s 
s; = sup S” 1 s” > s , 
i 
c c, 5 E2 ) 
F < ; < s” _ 1 
L(s) = [s;‘s;]. 
Then, B,,(s. E) = Z,(s). Besides, 
/+I& 5)) = D c c;p2(;) 2 D$(c-~). c ci 
i E I, (.X) i E I, (s) 
l If c,V > e2, then p(&(s, E)) > D~*(Ec*)E*. 
0 If C.$ I E2, then L,,(s) cl < CM(s) < 3~~ < C. Thus IF(s) g N, and 
therefore 
c c; > e2, 
itl:(s) 
for I:(S) either equal to [.s; - l,s:] or [s;,s: + 11. By (1’) 
c Cl13 c Cl. 
I E I:(s) I E I,(s) 
Thus, c, E I, (s) c/ 2 5, cl, and in both cases 
Hence, 
by assumption. This achieves the proof. 0 
2.2 Proof of Theorem 3. Step 1: (Regularization). We may assume c:L L ai = 1. 
We regularize the sequence (ak) as follows: 
(5) 
cc 
b; = a: + iP’(logi)-h, (6 > 1) c; = bfbk 
Here again 
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(5’) b; < c;. 
1 ci+l 
$,;<2, C = 2 c; 5 3 2 b;, 
i=l ,=I 
and of course 
vs < t, IpL, - &II2 5 ( ) 2 c, $= d(s, t). i=s+ I 
Step 2: (Building a majorazing measure). Let S > A > 1 be fixed. We put 
(6) p(r) = D’ crp($)+(r) + r-‘(logr)pA . 1 
where 
D’-’ = 2 c,.p($)$(r) + r-’ (log r)-A. 
r=l 
By our assumptions, p is a probability measure on N. We use the same material 
s:, SF, IE (s) as in the proof of Theorem 1. 
Step 3: (Applying Talagrand’s theorem). We will take into account the follow- 
ing quantity 
-i 
17 if C,,,<k ck < C2<k<,,, ck for all mi _ - 
m= 
s”p(m / Cn,<kck<&k<mCk) otherwise. 
Once again, by Theorems 2.9 and 4.6 of [Tall], it suffices to establish that 
J xX dE sup , < mx), $21 o p(B&,&))I 
for a suitable choice of X ~]0,1]. 
We will study the family of integrals $\/T‘Ar differently, depending on 
s>EorsI:iE. A&(=))~ 
We first show 
(7) J 
fit de 
sup , < ccl. 
$2 1 0 p(B&,&))T 
Indeed, if t E Bd(.s, E) and t # s; then &2 > c,+ 1 or E’ > c,. Thus, if e2 < c,+ I A c,; 
then Bd(s, E) = {s}. This is for instance the case if &2 < ic,(< c,+ I). Then, we 
have 
p{Bi(s, E)} L D’.c.d)+(s) 2 D’c.u 
sincecpA$L 1. 
Consequently, 
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s m de , 5 (D’)p2 s m de 0 P(&(F &IF 0 -& = (2D’)p 
And also, 
s J;;7s de , 5 (D’)-“2. 0 p(&(s, &))I 
It remains to show (D = diam(N, d)) 
(8) sup 
.s> I s 
D ds 
, < 03. 
6 p(B&, &))I 
Case 1: (s 5 m). Thus xi=, ck < c&+, ck. In this case d*b, t) 5 ckx= r+ I 
ck = D,. Thus, 
But, E < m implies s: < CCL Hence, 
(D’)-‘p{&(s,~)j 2 ~(e-~) c c&(r) > ;~b’)&‘i(s!~ 
I E [.Y.ST] 
according to the regularity properties of (c,). Thus, 
J m de , I (;m)‘J$& &z p(Bd(S,E))2 
But, c,~ > S-’ (logs)-“. Thus, 
= C($, (p, S)(D’)-“* < co. 
We have established 
D 
(9) 5 
dE <ce 
.S>YL & P(&(S, E))i . 
Case 2: (s > Zi). Thus ci = 2 Ck L ~~zs+l ck and sup,+ d2(s, t) = D.$ = 
c;_2 ck. Put, 
(10) 8, = -p Cl for t=2;..,S. 
/=t 
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We can write 
where p is such that 0 < pAP’ < I. Examine the second sum. Let 01 < E’ < 19_1; 
then s; = I- 1. Hence 
(D’)-‘/@/(&E)) 2 c p(y) 2 ;&(&+U - 1). 
rt[/- I.s] 
And, by virtue of the assumptions made, 
(11) .Fi’ + 
5 (D’)-“2W, P, P, 6) < m. 
Finally, examine the other sum. Let 0, 5 &2 < O,_ 1, then [I - 1, S] c &(s, E). 
Thus, 
,u(&(s,E)) 2 D’ c r-‘(logr)-“. 
I-l<r<r 
PutA’=A- l,S’=& l.Thus,A’A@>O,and 
And, 
SJb, - C(p, A’) g (log(l - 1))““2. 
But, 01 2 C(p, S)(logl)“‘. Hence, 
6 d& 
fi 
, 5 C(p, 6, A)c,(logl)y, 
P(&(S, &))I 
which implies 
provided that 0 < v < q, which we do assume. It follows that 
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s D (12) SUP dE <cc .?>I. $>%-I & /L(B&, E))’ . 
The proof is achieved. 0 
3. ALMOST SURE CONVERGENCE OF ORTHOGONAL SERIES 
The following theorems are now straightforward applications of the theorems 
stated in Section 1. 
Theorem 5. Let (a,) be a sequence ofpositive reals. Let cp : R+-t[l, CO) be an in- 
creasing map such that x +x(p’(x) is convex increasing and 
(b) 31, a > 1 such that 
lXz 4x”) 
I 
-dx < CQ. 
We assume that 
~f+2(a;2) < co. 
n 
Then, property (A) holds true. 
Corollary 6. Let (a,,) be a sequence ofpositive reals such that 
~O;(log-+)2 (loglog~)2 (logloglog~)2+~< CO, 
for some S > 0. Then property (*) holds true. 
Similarly 
Theorem 7. Let I,!I, ‘p : R+-[ 1, cm) be two increasing maps such that 
(4 V’y>O, 
1 
s 
’ de 
~ -----_r< 00. 
0 29 I +(X-T)1 x &c++2)’ 
Let also (a,) be a sequence ofpositive reals such that 
Then property (*) holds true. 
As an application, we have the following corollary 
Corollary 8. Let 0 < h < 1 and (a,,) be a sequence ofpositive reals such that 
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~a~(log~)‘+‘~(logn)~-“< cc. 
Then property (*) holds true 
It is also possible to improve earlier results related to almost sure convergence 
of subsequences and Cesaro summability of orthogonal series. Let M = 
{m,, n > 1) be an increasing sequence of integers and a sequence (u,) of posi- 
tive reals. Define, 
Then, 
Theorem 9. Assume that 
CC,‘(log~)“*(logn)‘~h< cc, for some 0 5 h < 1, 
or, 
~C~(log&)l(loglog+J(logloglog~)2+b< 00, for some 6 > 0. 
Then for each orthonormal sequence (g,,) of L2 = L2( [0, l]), the sequence 
(C , 5m,, a/$,) converges almost surely. 
Proof. Apply Corollaries 6 and 8 to the orthogonal system 
c m,, </<??I,,+, ai??%? . > 17 
Applying now Theorem 9 to lacunary sequences and using Theorem 2.7.3. p. 
120 of [A] - that theorem states the link between almost sure convergence of 
subsequences and Cbaro summability of orthogonal series - then leads to 
Theorem 10. Let rn = C 2R <, < 2,t+1 a:, and assume that 
forsome 0 < h -C 1; 
or 
~r$(log~)2(loglog~)2(l*gloglogjl;)2+i 00: 
for some 6 > 0. 
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Then for each orthonormal sequence ($I,,) of L’ = L’([O, l]), the sequence OY- 
thogonal series (C, a&) is (C, cy > O)-summable almost surely. 
4. GENERALIZED RIEMANN SUMS 
We apply in this part our results on almost sure convergence to a famous 
problem introduced by B. Jessen [J]. It can be described as follows. 
Let f be a measurable function on T = [0, 1 [= R/Z. For n = 1,2,. define 
as follows the Riemann sums operators 
(13) &(f)(x) =; c .f(x+$ 
O<j<n 
(Vx, x E T). 
Let m denote the Lebesgue measure on T. Forf E L’ (m), it is a well-known fact 
that {K(f),n > 1) converges to J,,f dm in the mean. It was shown by W. Ru- 
din [Ru] that almost sure convergence may fail, even for bounded functions. 
Rudin’s result complements a theorem of B. Jessen [J] asserting that 
{&,(f),n > l> IS a most surely convergent for f E L’(m) whenever S = 1 
{nk, k > l} is an increasing sequence of positive integers satisfying 
nk divides nk+ 1 (Vk 2 1). 
We refer to [MS] for results of spectral type relative to this problem and to [B], 
[BW], [RW] for recent developments. 
That problem has a natural analog in L2-spaces. Put e,(x) = exp(2irnx), 
n E Z and letf E L2(m),f sz C,alel, (a,) E 12. Observe that, 
h(f) = ~a~/. 
nil 
Assume now that n runs through a fixed set of indices JV and that (a,) E 12 is 
fixed. Let (&) be an orthonormal sequence of L2 = L2([0, 11) and define the 
generalized Riemann sums as follows 
R,, = R;) = c a&. 
nl/ 
The investigation of the problem of knowing whether the a.s. convergence of 
the sums R, when n runs along the index N holds for all orthonormal systems, 
extends both previous studies, but is quite a hard task. Nevertheless, by using 
the results obtained in Section 3, we were able to prove extension’s of Jessen’s 
theorem to generalized Riemann sums as follows. Let N = {nk, k > 1) be a 
chain, that is an increasing sequence of positive integers satisfying 
nk divides nk+ 1 (Vk 2 1). 
Let (ak) E 12. We set 
Ek = {?I : nkln} Fk = Ek\&+ 1 6; = c uf 
n E 4 
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Theorem 11. Assume that 
(a) ~~~(log~)2(loglog~)2(logloglog~)2+L < 00, for some 6 > 0 
n>l n n n 
or, 
(b) C~~(l~g~)"~(l~gn)'-" < cc for some 0 < h < 1. 
tl>l II 
Then the sequence (R,, n E N) converges almost surely. 
In particular, [f 
(a’) ~~~(log~)2(loglog~)2(logloglog-$)2+” < 00, for some S > 0 
??>I 
or, 
cb’) ~~~(lOg~)l’h(lOgn)l-” < m, for some 0 < h < 1 
n>l 
then the sequence (R,, n E N) converges almost surely. 
Remark. These sufficient conditions are of the same type as those obtained in 
[MS]. The fact that Theorem 11 does not contain Jessen’s theorem might be 
deceiving, but is not surprising at all, since its proof is based on a periodicity 
argument, which is repeatedly used, and is of course absent in our context. 
Proof. It is enough to observe that for any integers k < I 
l-1 I-I 
IIRk - RI2 = c ai = C C af = C Sl, 
“E&\E/ h = k n E F,, h=k 
and to apply Corollaries 2 and 4 of Section 1. 0 
5. QUASI-ORTHOGONAL SYSTEMS 
Here we indicate how our results on almost sure convergence can be extended 
to sligthly more general systems than orthogonal systems. Let (X,d,p) be a 
probability space and consider a sequence (fn) of elements of L2(X, p). Let 
aj,k = jA(x) fk(x)dp(x). A system ( fn) such that the quadratic form c aj,kx,xk 
is bounded, is called quasi-orthogonal. We refer to [KSZ], paragraph 2, p. 236 
concerning the properties of quasi-orthogonal systems that we are recalling. 
A necessary and sufficient condition for the sequence ( fn) to be quasi-ortho- 
gonal is the mean L2 convergence of the series C cnfn for every square sum- 
mable sequence (c,) of real numbers. As cleverly observed in [KSZ], ‘every 
theorem on orthogonal systems whose proof depends only on Bessel’s inequal- 
ity, holds for quasi-orthogonal systems. In particular Rademacher-Menchov’s 
theorem, asserting the almost everywhere convergence of 1 c, fn(x) provided 
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that C cf log2 n < 00.’ Thus for instance, Tandori’s theorem C improving Ra- 
demacher-Menchov’s theorem also holds for quasi-orthogonal systems. We can 
also see that our theorems on almost sure convergence extend to quasi-ortho- 
gonal systems. Indeed, quasi-orthogonality implies the existence of a constant 
L depending on the system only, such that for any reals (-Xi);< ,~ and integers n _ 
( ) 
l/2 
Ilpll2 5 L Cx’ 
_ ;<?I 
Hence, if S,? = Ci<,, aif; _ 
holds for integers FZ, m with n < m. So that Theorems 5 and 7 apply to quasi- 
orthogonal systems. In the example below, we show how this concept is par- 
ticularly well adapted to the study of the so-called almost sure central limit 
theorem (asclt). 
An example in probability theory: 
These remarks are indeed particularly relevant in the study of the asclt. Let Sk 
be the k-th partial sum of i.i.d. real-valued random variables Xi with mean 0, 
variance 1. Let the r.v.‘s be defined on a probability space (G, f3, P). Introduce 
the process on [O,l] obtained by linearly interpolating the partial sums Sk 
&(f,W) = C Ww)l\/t; if t = i/n, i r; 0,l .. ,n, linear in between 
Let BL = BL(C[O, 11, (1 . II,,) be the class of functionsf : C[O, I] --+ R such 
that Ilf IL = Ilf IL + Ilf IL < m with 
If(x) -f(Y)1 llfllL= sup{ IIX_rll : .%YEC([OI11), XfY 
1 
And consider for f E BL, the system ($,,) defined by 
4k =fM(.)) - E&4(.)). 
Arguing as in the proof of the lemma on p. 203 in [LPI, one can show that there 
is a constant C > 0 depending only on I] f ]lBL such that for any j < k 
(14) (E @& I C(j/k)“2. 
Put 
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z, = 2,,<:2._, k--‘4k _ 
Then, 
Theorem 12. The system (Z,,) is quasi-orthogonal. 
Thus, for instance C c,,Z, converges almost surely whenever C ci log2 IZ < 
Take c,, = n-‘/2(logn)-h with b > 3/2. Then, 
c n-‘i2(logn)-h ( c 
II 2” < k < 2” - I 
k-‘&i ~ 
converges almost surely. Applying now Kronecker’s lemma gives 
lim 
1 
2” 
c n-Cx (log2”)“2(loglog2”)h~=, 
k-‘& = 0, 
almost surely. And this is enough to imply 
lim 
1 
5 ‘-(XI(logl)“2(loglogl)hk=, 
k&& = 0, 
almost surely, since for 2” 5 1 < 2”+ ’ 
1 2” 
c /I 
I 
(log1)“2(loglogI)hk=’ 
k-‘&t 5 
1 
c (log2n)“2(loglog2”)h,=’ 
k-‘4, 
+K 
1 
(log2”)“2(loglog2”)h 
Ilflltw 
co. 
By specifying that result for a certain countable I/. 1 Ix-dense subset of BL, as in 
[LPI p. 202, we find that a weaker form of Theorem 12 is thus 
Corollary 13 ([LPI, Theorem 2). 
almost surely, where 6, is the mass point at point z. 
Proof of Theorem 12. The proof relies upon the following elementary criterion 
concerning quasi-orthogonal systems. 
Lemma 14. In order that the system of random variables (fn) with correlation’s 
sequence aj,k = <h, fk > is quasi-orthogonal, it is enough that the following con- 
dition is satisfied 
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Proof of Lemma 14. For any reals (xi), we have 
Specifying now this for our purpose (fn = Z,) and applying inequality (14) first 
gives for k -c I 
= K c (l/I); c (l/J); 
2”51<2”+’ 2’<3<2’+ _ 
But, 
and similarly 
2’_<5<2’+’ 
Thus, for k < I 
Since, 
c 24-W = c 2-V ~ k)/2 + c 2-C” - I)/2 5 K, 
k:k#l I <k<l k>/ 
where K is independent of I, we conclude by applying Lemma 14. •i 
An example in ergodic theory: 
Let us consider on the torus X = [0, l[ the Baker’s transformation TX = 
2x mod(l). M. Kac ([Ka], Theorem 1) proved that iff(t) = cr=, akcos2Tkt 
satisfies the following condition: 
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u-9 I&( I hlk-.j, 0;. n= 1,2;.. 
and if 
then a central limit theorem holds forf, namely 
when n tends to infinity. 
From ([Ka], Lemma l), assumption (B) implies 
II df(til(2ir) di( 5 MC(P) 9 > 
where C(p) is a constant depending on p only. From these datas, it is easy to see 
that the system (f(2kt))k is quasi-orthogonal. 
Related to this property, notice the following general result proved in [W4]: ij” 
(A’, d, II, T) is u weakly mixing dynamical system and F = (fr), a sequence in 
L2b) n 1,k there exists a sequence of positive integers N = (nk)k such that the 
systems 31 = (fi o Tnl)k I= 1,2, . . are all quasi-orthogonal. 
One may think that property (*) might be strictly weaker than the following: 
(*irk) for each quasi-orthonormal sequence ($,,) of any L2(X, ,u), the series 
C, a,Qn converges almost surely. 
It is however not the case: they are equivalent. This follows from a theorem 
due to Schur (see [0], Theorem in Chapter 2, p. 56). If (&) is a quasi-orthogo- 
nal system, then by enlarging (X, CL) to another measure space (Y, v) with 
u( Y\X) > 0, (A) can be extended to an orthonormal system ($,J in L2( Y, U) 
such that $J,, = $,, on X. Thus, if property (*) holds true, the series C, an& 
converges v-a.s. Hence the series C,, a,,$, converges p-a.s. too, which implies 
(**). 
6. ALMOST SURE CONVERGENCE OF ERGODIC AVERAGES 
The object of this short section is basically to show that the study of almost sure 
convergence of ergodic averages provides another domain of application of our 
results. We only give the way to apply them. Let (X,d, CL) be a probability 
space, H = L2(p) and U : H -+ H be an arbitrary contraction on H. Put for 
any f E Handn > 1, 
AZ(f) = in2 U(f), A(f) = {Uf),n 2 11. 
J=o 
For U arbitrary, almost sure convergence of averages An(f) holds not nec- 
essarily true. It was V.F. Gaposhkin [G], who found sufficient conditions of 
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spectral type ensuring the almost sure convergence of the averages An(f). Fix 
some f E H. If v denotes the spectral measure of U at point f, Gaposhkin’s 
famous criterion states that 
J 
7r 
--?i 
log log’; V(dU) < 00, 
is enough to imply almost sure convergence. At the basis of this result, lies the 
fact that oscillations of averages on dyadic blocs tend to zero almost surely: 
;i&2n<T,a;n+,IAk(f) - A2"(f)i =o. _ 
That property of oscillations can even take a considerable stronger form as 
discovered by R.L. Jones, R. Kaufman, J. Rosenblatt, M. Wierdl ([JKRW]) (see 
also [LW2] where a new spectral regularization technic is proposed for these 
questions). For instance, 
Theorem C ([LW2], Corollary 10). Assume that U is the unitary operator gen- 
erated by a measure preserving transformation of (X, A, p). Let (5) be an in- 
creasing sequence of positive integers. Then, 
SUP IAm(f 1 - Anp( 
n,<m<n,+1 
If U is an arbitrary contraction of H, then the above result holds true under sup- 
plementary assumption sup nP+ 1 /nP < CO. The relevant constant K depends on 
this ratio supremum. 
Thus, the problem reduces to the study of almost convergence of averages 
An(f) along lacunary indexes. But, by Theorem 1 of [LW2], we found that for 
any two positive integers m 2 n 
(15) lI&(f) - 4U)ll: 5 47r fi 
where the measure fi is a regularization of p by means of an appropriate kernel 
Q. The corresponding Lebesgue density is defined by 
g (x> = ST Q(Q, xk(d@ = I,,,<,., Ixl-382v(dO) 
--K 
Let p < q be two positive integers and simply observe that 
II&(f) - Adf)ll; 5 2 +j&,&]. 
k=p+l 
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We can thus in that setting too, apply Corollaries 2 and 4 to get better spectral 
criterions for almost sure convergence of these averages. 
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