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The experimentally established phase diagram of the half-filled Hubbard model features the ex-
istence of three distinct finite-temperature regimes, separated by extended crossover regions. A
number of crossover lines can be defined to span those regions, which we explore in quantitative de-
tail within the framework of dynamical mean-field theory. Most significantly, the high temperature
crossover between the bad metal and Mott-insulator regimes displays a number of phenomena mark-
ing the gradual development of the Mott insulating state. We discuss the quantum critical scaling
behavior found in this regime, and propose methods to facilitate its possible experimental observa-
tion. We also introduce the concept of quantum Widom lines and present a detailed discussion that
highlights its physical meaning when used in the context of quantum phase transitions.
PACS numbers: 71.30.+h,71.27.+a
I. INTRODUCTION
Strongly correlated materials exhibit a variety of
phases whose properties often lack a complete micro-
scopic understanding.1 The most interesting new aspect
of this class of materials is a possibility to tune the system
through two or more different ground states separated by
quantum critical points (QCPs).2 Such QCPs are often
difficult to directly approach and investigate, not only
because they reside at T = 0, but also because various
additional instabilities and orders emerge in their imme-
diate vicinity. Nevertheless, understanding them is of
chief importance, because they often control rather ex-
tended finite temperature quantum critical regions dis-
playing universal properties and featuring scaling behav-
ior of all quantities.
Quantum critical points have been experimen-
tally identified and studied in several classes of
physical systems, ranging from heavy fermion
metals3,4 to conventional5 and even high tempera-
ture superconductors.6 In most of these, however, the
QCP is obtained when quantum fluctuations become
sufficiently strong to suppress an appropriate ordering
temperature - for magnetic, structural, or supercon-
ducting order - down to T = 0. When this happens,
then concepts familiar from the very successful theory
of classical critical phenomena can be utilized and
naturally extended to a quantum regime.2 Indeed,
most conventional theoretical approaches follow the
Landau theory paradigm7 and examine the impact of
thermal and quantum fluctuations of appropriate order
parameters, as describing the corresponding patterns of
spontaneous symmetry breaking.
Should most exotic phenomena, then, be regarded as
manifestations of some form of (static or fluctuating)
order, as Slater speculated even in 1930s,8 or should
fundamentally different classes of quantum phase tran-
sitions exist? The first viewpoint was at the origin
of the Hertz (weak coupling) approach9,10 to quantum
criticality, which despite its formal elegance resulted in
only modest successes. The latter, however, was at the
core of pioneering ideas of Mott11 and Anderson,12 who
provided a complementary perspective. According to
their views, strong electronic correlations are able de-
stroy the metallic state even in absence of any ordering,
leading to the formation of the Mott insulating state.
The existence of broad classes of Mott insulators is,
of course, beyond the doubt at this time. And while
most order anti-ferromagnetically at low temperature,
they indeed remain robustly insulating (gaps often in the
electron-Volt range) even well above the corresponding
Neel temperature.13–15
The nature of the phase transition between the metal-
lic and the insulating phase - the Mott transition - has,
in contrast, remained highly controversial and subject to
much debate. Because the two phases share the same
symmetries, the clear distinction between them is ap-
parent only at T = 0. Should a direct and continuous
transition between a paramagnetic metal and a param-
agnetic Mott insulator exist at T = 0, it would represent
the most obvious example of a QCP outside the Landau
paradigm - unrelated to any mechanism of spontaneous
symmetry breaking. Unfortunately, in most familiar situ-
ations, the Mott metal-insulator transition is also accom-
panied by simultaneous magnetic, charge, structural, or
orbital ordering, considerably complicating the situation
and fogging the issues, both from the theoretical and the
experimental perspective.
Still, it is a well established experimental fact that
in all known cases, the characteristic temperature scale
Tc, below which many of such ”intervening” phases are
found, is quite small - as compared to both basic com-
peting energy scales: the Fermi energy EF measuring the
quantum fluctuations, and the Coulomb repulsion U that
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2opposes the electron motion. As a result, a very sharp
crossover between metallic and insulating behavior is ob-
served even at T  Tc, for all physical quantities. The
key issue thus remains: what is the main physical mech-
anism controlling this finite temperature metal-insulator
crossover? Should it be viewed as a quantum critical
regime dominated by appropriate order-parameter fluc-
tuations, or is it - as postulated by Mott and Anderson
- a dynamical phenomenon not directly related to any
ordering tendency.
To clearly and precisely address this question, one
must: (1) Suppress all ordering tendencies, at least in
the relevant temperature range, and (2) Understand and
describe the remaining physical processes controlling the
resulting finite temperature crossovers, and the corre-
sponding quantum critical region, if one exists. From the
theoretical point of view, this ambitious goal is generally
very difficult to achieve, at least for realistic model sys-
tems. The task is hard, because standard perturbative
approaches, which are so well-suited to describe Fermi
surface instabilities and the associated competing orders,
are quite incapable in describing the Mott physics. The
situation, however, improved with the development of
dynamical mean-field theory (DMFT) method,16 which
capitalizes on performing a local approximation for ap-
propriate self-energies and vertex functions, yet which
provides a completely non-perturbative description of
strong correlation effects. Its physical content is most
clearly revealed by focussing at the ”maximally frus-
trated Hubbard model” (MFHM)16,17 with long range
and frustrating inter-site hopping (see below), where the
DMFT approximation becomes exact.
The MFHM - because it is maximally frustrated - dis-
plays no magnetic or any other kind of long range order
across its phase diagram. It does display, however, a
precisely defined Mott metal-insulator transition at low
temperature, precisely in the fashion anticipated by early
ideas of Mott and Anderson. It has been studied by many
authors, ever since the beginning of the DMFT era some
twenty years ago18; yet surprisingly, some of its basic fea-
tures have remained ill-understood and even confusing.
Most studies focused on characterizing the low temper-
ature behavior, where a strongly correlated Fermi liquid
(FL) forms on the metallic side of the Mott transition.18
At low temperatures, this FL phase is separated from the
Mott insulator by an intervening phase coexistence region
(see Fig. 1), and the associated first-order transition line
(FOTL) terminating at the critical end-point (CEP) at
T = Tc.
19 The behavior in the immediate vicinity of the
CEP has attracted much recent attention20,21 but unsur-
prisingly (as any other finite-temperature CEP), it dis-
play scaling behavior of the standard classical liquid-gas
(Ising) universality class.19 Indeed, several experiment
reporting transport in this regime have successfully been
interpreted22 using these classical models.
But what about the supercritical (T  Tc) behav-
ior? Its rough features have been investigated by many
authors,16 who identified several regimes and compli-
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FIG. 1: Phase diagram of the half-filled maximally frustrated
Hubbard model. The background is an actual color map of
the resistivity obtained using the IPT impurity solver (see the
text): blue - small resistivity, red color - large resistivity.
cated crossovers connected them, but no simple and plau-
sible physical picture has emerged. Most importantly,
almost no one has attempted to interpret the features
of this high temperature regime in terms of ideas or
concepts of quantum criticality.2 The complication, of
course, comes from the presence of the coexistence dome
at T < Tc, which confuses the issues, and - at least at
first glance - makes the situation seem incompatible with
the standard paradigm of quantum criticality.
Our very recent work,17 however, provided a new
perspective. It made two key observations: (1) The
characteristic temperature scale of the coexistence dome
Tc  EF , U . The physics associated with it should,
at T  Tc, be little affected by its presence, and thus
behave just as if Tc ≈ 0, and an actual QCP would
exist separating the two phases; (2) To reveal the pos-
sible quantum critical scaling associated with the pro-
posed ”hidden” QCP, one must follow a judiciously cho-
sen trajectory (sometimes called the ”Widom line”23,24),
as in almost any standard critical phenomenon. This
work also demonstrated17 remarkable scaling of the re-
sistivity curves, displaying all features expected of quan-
tum criticality. The resistivity around this line exhibits
a characteristic “fan-shaped” form, surprisingly similar
to experimental findings in several systems,1,20,21,25–27,
reflecting gradual crossover from metallic to insulating
transport. The scaling behavior in this high-temperature
crossover regime was thus argued to encapsulate the uni-
versal features of finite temperature transport near the
metal-insulator transition.
The work of Ref. 17 focused on behavior close to the
”instability line” and the associated quantum critical
scaling regime around it. It should be noted, however,
that several other finite-temperature crossover lines have
been discussed by other authors16,24,28–30 to character-
ize the metal-insulator region. The exact relationship
between these different ideas and approaches - for the
3same model - thus remained an open and rather con-
fusing issue, that needs to be carefully investigated and
understood. This important task is the chief subject of
this paper, where we present a detailed and very precise
characterization of all the crossover regimes across the en-
tire phase diagram for the maximally frustrated Hubbard
model at half-filling, within the paramagnetic solution
of dynamical mean field theory. We carefully character-
ize the relevant crossover lines employing all the various
proposed criteria used for their definitions. Two fun-
damentally distinct crossover regions are identified: one
referring to the thermal destruction of long-lived quasi-
particles and the other to the gradual opening of the Mott
gap. The instability line, as previously determined from
a thermodynamic analysis,17 belongs to the latter region,
and is found to lie very near to the line of inflection points
in the resistivity curves log ρ(U). The scaling of resistiv-
ity curves found around both of these lines is analyzed
and discussed from the perspective of hidden quantum
criticality and its experimental observation. In the end,
we outline the generalized concept of the Widom lines,
and argue that they gain a new fundamental meaning in
the context of quantum phase transitions, which opens
an avenue to put our results into more general theoretical
framework.
II. PHASE DIAGRAM
We consider a single band Hubbard model at half-
filling
H = −t
∑
<i,j>σ
(
c†iσcjσ + h.c.
)
+ U
∑
i
ni↑ni↓, (1)
where c†iσ and ciσ are the electron creation and annihi-
lation operators, niσ = c
†
iσciσ, t is the nearest-neighbor
hopping amplitude, and U is the repulsion between two
electrons on the same site. We use a semicircular density
of states, and the corresponding half-bandwidth D = 2t
is set to be our energy unit. We focus on the paramag-
netic DMFT solution, which is formally exact in the limit
of large coordination number, including the maximally-
frustrated Hubbard model.16,17 The DMFT provides a
unique theoretical framework, as it works well in the
entire range of model parameters, thus treating all the
relevant phases and regimes on an equal footing. It is,
however, most reliable at high temperatures,31–34 when
the correlations are more local, and this is precisely the
regime of primary interest of this paper. To solve the
DMFT equations we utilize both the iterated perturba-
tion theory16 (IPT) and the numerically exact continuous
time quantum Monte Carlo (CTQMC).35,36 The results
obtained with these two methods are found to be in very
good agreement. In this section we concentrate on IPT
results, which cover the entire phase diagram and do not
suffer from numerical noise. Figures in the rest of the
paper are the QMC results.
The phase diagram in the U − T plane is shown
in Fig. 1. The DMFT solution reproduces the three
regimes found close to the metal-insulator transition
(MIT): Fermi liquid, bad metal and Mott insulator, in
qualitative agreement with experiments on various Mott
systems.16 We begin their characterization by first ana-
lyzing the behavior of the resistivity in the relevant range
of parameters.
The DMFT expression for the calculation of DC resis-
tivity, ρ = 1/σ(ω → 0), is given by16
σ = piσ0
∫ +∞
−∞
dεv2(ε)D0(ε)
∫ +∞
−∞
(− df
dω
A2(ε, ω)), (2)
where A(ε, w) = − 1pi ImG(ε, w), v(ε) =
√
(4t2 − ε2)/3.
D0(ε) = 12pit2
√
4t2 − ε2 is the noninteracting DOS, and
f is the Fermi function. The calculation of resistivity
from the IPT results is straightforward as this method is
defined on the real axis. To calculate the resistivity from
the QMC results, one first needs to perform the analytical
continuation, which we carry out using the maximum
entropy method.37
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FIG. 2: Resistivity (in units of ρMott) calculated in the en-
tire U − T plane. The white stripes follow the lines of equal
resistivity and separate the orders of magnitude in the resis-
tivity. Spinodals are denoted with thick black lines, and the
first order phase transition line is dashed.
Our quantitative IPT results are replotted in Fig. 2,
where the value of resistivity is color-coded, with white
stripes separating the consecutive orders of magnitude
between 10−3 and 1013. In this plot, as well as in the
rest of the paper, the resistivity is given in the units of
ρ
Mott
, the maximal metallic resistivity in the semiclas-
sical Boltzmann theory, defined as the resistivity of the
system when the scattering length is equal to one lattice
spacing.38,39 At zero temperature, the metallic resistivity
vanishes, while the Mott insulator has an infinite resistiv-
ity. With increasing temperature, the difference between
the two states becomes less and less pronounced. [Be-
tween the spinodals, both metallic and insulating solu-
tions are possible, but in this plot only the metallic resis-
tivity is shown.] In the intermediate correlation, U < Uc,
high temperature, T > Tc regime, the resistivity is com-
4parable or even larger then ρ
Mott
, but it still (weakly) in-
creases with temperature, which is characteristic for the
”bad metal” regime observed in several Mott systems.38
It is remarkable how this way of presenting the data
immediately creates the familiar ”fan-shape” structure,
generally expected for quantum criticality.2 At high tem-
peratures all the white constant-resistivity stripes seem
to converge almost to the same point U ∼ Uc. The per-
fect convergence, however, is interrupted by the emer-
gence of the coexistence done at T < Tc, but such be-
havior is exactly what one expects for ”avoided quantum
criticality”,30 consistent with the physical picture pro-
posed in Ref. 17.
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FIG. 3: The effective resistivity exponent (β = d log ρ/d log T )
calculated in the entire U − T plane illustrates the different
transport regimes (see the text).
Different regions of the phase diagram are also distin-
guished by the qualitatively different form for the tem-
perature dependence of the resistivity. To make this be-
havior even more apparent, we follow a commonly-used
procedure to displaying the data around QCPs, compute
the logarithmic derivative of resistivity with respect to
the temperature, i.e. the ”effective exponent”40,41
β(T,U) = d log ρ(U, T )/d log T, (3)
which is presented in color-coded form in Fig. 3.
On the metallic side, at the lowest temperatures, one
finds a typical metallic dependence of the form ρ ∼ T 2
and here we have β = 2 (white). Far from the transition,
this regime survives up to relatively high temperatures,
but eventually the temperature dependence of the resis-
tivity starts gradually slowing down, displaying behavior
sometimes described as ”marginal Fermi-liquid” trans-
port (green, β ∼ 1). Closer to the transition, this is
preceded by an increase in the effective exponent (red),
which is a reflection of the existence of the critical end-
point in which β diverges (yellow). Very close to the
transition, a maximum of the resistivity is reached at
some temperature (pink) and the trend of the resistivity
increase is then reversed. On the other side of the phase
diagram, deep in the Mott insulator, one finds typical ac-
tivation curves which exhibit the exponential drop in the
resistivity with increasing temperature, due to the gap
in the excitation spectrum (black and purple). However,
just above the coexistence dome, one finds an interme-
diate regime, where the behavior is generally insulating
because the resistivity decreases with temperature, but
the gap is not yet fully open, and the temperature de-
pendence deviates from exponential (blue). This region
is sometimes referred to as the ”bad insulator.”
III. CROSSOVER LINES
In the previous section we have characterized the dif-
ferent regimes in the vicinity of the Mott MIT: Fermi
liquid, bad metal and Mott insulator. However, apart
from the coexistence region, the properties of the system
change continuously in the entire phase diagram. The
lines separating the different regimes are thus a matter
of convention and many definitions can be found in liter-
ature proposing the criteria for their distinction.
In Fig. 4 we present the lines corresponding to various
definitions of a crossover line between the Fermi liquid
and the bad metal regimes. The definition of each line is
illustrated on a smaller panel on the right, where the cor-
responding feature in the resistivity and other relevant
quantities is marked with the dots of the same color.
The dark blue line (a) is defined by ρ = 0.1ρ
Mott
and
it roughly corresponds to the Fermi coherence tempera-
ture TFL (the temperature above which the temperature-
dependence of resistivity is no longer quadratic). The
corresponding small panel (a) shows the resistivity as a
function of temperature, plotted for three different val-
ues of U. The dotted horizontal line marks ρ = 0.1ρ
Mott
.
The arrow denotes the direction of increase of U . The
light blue line (b) corresponds to the inflection point
of the resistivity, d2ρ(ω = 0)/dT 2 = 0, and the green
line (c) is determined as the inflection point of the spec-
tral density at the Fermi level with respect to the tem-
perature, d2A(ω = 0)/dT 2 = 0. These are illustrated
on smaller panels (b) and (c) where the DC resistiv-
ity and A(ω = 0) are plotted versus the temperature,
for three different values of U. The inflection points are
marked with the dots of color corresponding to the (b)
and (c) lines on the main panel. The additional two dot-
ted lines are: (d) the quasi-particle weight at zero tem-
perature defined by Z =
[
1− dImΣ(iωn)/dωn|ωn→0
]−1
and (e) the zero temperature local spin susceptibility χ.
Both quantities are divided by 10 to fit in the temper-
ature range of the plot and to be more easily compared
to the crossover lines. It is evident that the coherence
temperature is roughly proportional to the quasi-particle
weight at zero temperature, but with the prefactor 0.1,
TFL(U) ∼ 0.1 Z(U). As compared with the doped Hub-
bard model,42,43 TFL is higher, but still distinct from the
temperature corresponding to ρ
Mott
, in agreement with
the experiments on organic materials.39,44,45 The quasi-
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FIG. 4: Various definitions for the crossover lines between
the Fermi liquid and the bad metal. The meaning of each
definition is illustrated on a smaller panel to the right. The
results are obtained with the QMC.
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FIG. 5: Various definitions for the crossover lines between
the bad metal and the Mott insulator. The meaning of each
definition is illustrated on a smaller panel to the right. The
results are obtained with the QMC.
particle weight Z is weakly temperature dependent and
the Drude peak in the opticalal conductivity is still pro-
nounced for ρ . ρ
Mott
.46
In contrast with these lines, one can also define the
lines separating the bad metal from the (bad) Mott in-
sulator. In Fig. 5, we present several criteria for their
definition. In analogy to the line (a) of Fig. 4, one
can use the resistivity to distinguish between the two
regimes. The dark blue line (a) plotted here, connects
the points where the resistivity is equal to the one found
precisely at the critical end-point, which we estimate to
be roughly 10ρ
Mott
. The light-blue line (b) marks the in-
flection point of logarithmic resistivity as a function of U
(∂2 log ρ(U, T )/∂U2 = 0). It is well pronounced feature
up to high temperatures, and it is a direct consequence
of the discontinuity across the FOTL at T < Tc. These
two are illustrated on the small panel to the right, where
log ρ(U) is plotted at three different temperatures. The
dark blue dots are the intersections of these lines with the
dotted, 10ρ
Mott
line. The inflection points are marked
with the light blue dots, and are found at slightly lower
values of U. Another natural definition for the crossover
is the β = 0 line (c), as it marks the place where the
trend of resistivity growth is reversed. At its right-hand
side, the resistivity decreases with temperature, which is
a sign of insulating behavior. This is illustrated on the
corresponding small panel, where log ρ(T ) is plotted for
3 different values of U and the maxima are marked with
the green dots. The double occupancy nd has an obvi-
ous change in trend on crossing the line (d). Here, the
second derivative ∂2nd/∂U
2 has a sharp maximum, and
separates the two distinct regimes of nd(U), both almost
linear but with different slopes. This is apparent on the
small panel (d) where double occupancy is plotted as a
function of U at various temperatures.
It is striking that these lines almost coincide, in sharp
contrast to what is seen in Fig. 4. Altough the opening
of the gap is very gradual, it is possible to pin-point the
boundary between the two regimes and actually divide
the supercritical part of the phase diagram into metal-
lic and insulating-like regions. In the following section
we overview the instability line, another definition for a
metal-insulator crossover line, and explain how it helps
reveal a very peculiar property of the Hubbard model,
very suggestive when it comes to interpreting the Mott
MIT in terms of quantum phase transitions.
IV. INSTABILITY LINE AND QUANTUM
CRITICAL SCALING
It is a well established phenomenon that in the vicinity
of quantum critical points, at finite temperatures, phys-
ical observables display a characteristic quantum critical
scaling.2 A very good example of this is the transport in
high mobility two-dimensional electron gases, in particu-
lar in metal-oxide-semiconductor field-effects transistors
(MOSFETs).1 There are overwhelming evidence that
they exhibit a zero temperature metal-insulator transi-
tion at a critical concentration of charge carriers.25 It is
experimentally observed in these systems that the value
of resistivity at finite temperatures above the quantum
critical point (nc, T = 0) is a function of only δn = n−nc
and T , which is considered a hallmark of quantum crit-
icality. As shown in Fig. 6(a),47 the resistivity curves
collapse onto two branches: the resistivity is first divided
by the “separatrix” ρc(T ) = ρ(nc, T ) which weakly de-
pends on the temperature, and then the temperature is
scaled by To(δn) = |δn|νz, yielding
ρ(δn, T ) = ρc(T )f(δnT
−1/νz). (4)
The mechanism behind the physical picture of MOSFETs
is still elusive,27 but similar is seen is various spin sys-
tems, where the physics is well understood.2 When there
is a well defined order parameter, the separatrix corre-
sponds to the line of zero symmetry-breaking field, which
6is trivially a straight vertical line emanating from the
quantum critical point.
Although our model does feature a FOTL, the criti-
cal temperature is actually very low (Tc ≈ 0.03), which
makes it reasonable to pursue a description of its super-
critical region from the perspective of quantum critical-
ity. This is the approach that we have taken in a recent
work17 where we have shown that in the Hubbard model,
a quantum critical scaling of the resistivity curves does
indeed hold (Fig. 6(b)). There is an obvious analogy
between the interaction U in our model and the carrier
density n in MOSFETs, but it was not immediately clear
what line Uc(T ) should correspond to the separatrix in
our model. The phase transition in the Hubbard model
does not break any symmetries and the first-order transi-
tion line is curved, which indicated that Uc has possibly
a non-trivial temperature dependence.
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FIG. 6: (a) Experimental results: conductivity scaling in
high-mobility Si-MOSFETs presents a textbook example of
the quantum critical scaling (taken from Ref. 47). (b) DMFT-
QMC results: resistivity scaling strongly reminiscent of what
is seen in MOSFETs. After dividing ρ(U, T ) with the value
of resistivity on the instability line ρc(T ) (see the text) and
then rescaling the temperature with an appropriately chosen
parameter T0(δU), the resistivity curves collapse onto two
branches.
A. The instability line
Starting from the thermodynamic arguments,19,48 we
have defined the instability line U∗(T ) as the line which
corresponds to the minimum curvature of the free energy
functional F [G(iωn)] with respect to U .49 Above Tc the
system has a unique ground state which corresponds to
the minimum of F [G(iωn)]. In this minimum, the curva-
ture of F [G(iωn)] is determined by the lowest eigenvalue
λ of the fluctuation matrix
Mmn =
1
2Tt2
∂2F [G]
∂G(iωm)∂G(iωn)
∣∣∣∣
G=GDMFT
, (5)
where δG(iωn) ≡ G(iωn)−GDMFT (iωn), and GDMFT is
the self-consistent solution of the DMFT equations. As
explained in detail in Supplementary notes of Ref. 17, λ
can be obtained by monitoring the rate of convergence
in the DMFT iteration loop. Close to the self-consistent
solution, the difference between the consecutive solutions
drops exponentially, with an exponent proportional to λ.
We have
G(n+1) −G(n) = δG(n) = e−nλGλ(iωn), (6)
where Gλ is the eigenvector of Mˆ corresponding to its
lowest eigenvalue λ.
The curvature λ is actually a very general quantity that
describes the response of the system to an infinitesimal
external perturbation, which may be a time-dependent
field of an arbitrary form. As such, λ is very important
in describing a thermodynamical state close to the Mott
MIT, since it has a fundamentally dynamic nature. In-
deed, λ vanishes precisely at the critical end-point, as
the free-energy functional becomes flat around GDMFT .
This is directly connected to the critical slowing down
of dynamics, which manifests as the vanishing of a char-
acteristic frequency scale. Above Tc, λ is related to the
local stability of a given thermodynamic state and has
a minimum precisely where the system is the least sta-
ble, or where its proximity to either competing phase is
equal. Therefore, the instability line which connects the
minima of lambda vs. U is the closest analogy to the
lines of zero symmetry-breaking field in systems with an
order parameter.
The instability line is presented in Fig. 1 and indeed
it represents a boundary between a metallic and insu-
lating transport. It lies among the other crossover lines
from Fig. 5, (see also Section V). Its physical meaning is
illustrated in Fig. 7 The middle column shows the DOS
along the instability line for three different temperatures.
While the DOS at the Fermi level is strongly suppressed,
the gap is not yet fully open. Left column shows the den-
sity of states in the metallic phase following a trajectory
parallel to the instability line: there is a clear quasiparti-
cle peak at low temperatures, which gradually disappears
as the bad metal region is reached by increasing the tem-
perature. At larger U (right column) the system is in
the insulating phase with fully open Mott gap, featuring
activated transport.
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FIG. 7: Density of states (QMC results) along the instability
line U∗(T ) (middle column), and along the parallel trajectory
for smaller (left column) and larger U (right column).
B. Free energy calculation
To further illustrate the physical meaning of the insta-
bility line, we explore the free energy landscape in the
Hilbert space of Green’s functions. For this we closely
follow the procedure described in Ref. 49. The iterative
self-consistency procedure used to solve the DMFT equa-
tions converges towards a local minimum of the corre-
sponding Ginsburg-Landau free energy functional F [G],
which in the Hilbert space of the Matsubara Greens func-
tions G(iωn) takes the form
F [G] = Fimp[G] + Fbath[G], (7)
= Fimp[G]− t2T
∑
n
G2(iωn),
where the first term is the free energy of the impurity
site in the presence of the Weiss field ∆ = t2G, while
the second term is is the energy cost of forming the Weiss
field around a given site.
The DMFT self-consistency condition, typically
reached via iterative procedure, is then regarded as a
saddle-point equation derived from the extremum con-
dition of such Ginsburg-Landau functional. The physi-
cal DMFT solution corresponds to the local stationary
point of F [G], where a gradient vector g = ∂F [G]/∂G
becomes zero. However, in the coexistence region below
Tc, two such local minima are found. They correspond to
physical solutions (metallic GM and insulating GI), and
are separated by an unstable solution (a local maximum
or a saddle point).
We can visualize the shape of the infinitely dimensional
free energy surface by calculating F [G] along a single di-
rection going through the self-consistent GDMFT . Below
Tc, we do this along the direction connecting the two solu-
tions, which can be parameterized as G(l) = (1−l)GM−
lGI . Above Tc, where there is only one solution, we fol-
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FIG. 8: Free energy landscape (IPT results): (a) Along the
“zero field” line (δU = 0). At T > Tc, the curvature of
the free energy increases with temperature, and it is zero at
T = Tc. Below Tc, at the first order transition line metallic
and insulating solutions have the same free energy. (b) Along
the “finite field” line (δU = −0.05). At T > Tc, the curvature
of the free energy is greater than in the “zero field” case. In
the coexistence region one of the minima is energetically fa-
vored. Note that the spacing between ∆F curves for different
temperatures is arbitrary.
low the eigenvector Gλ with G(l) = GDMFT + lGλ.
The relative change of the free energy is calculated49
as an integral ∆F(l) = F(G(l)) − F(GM/DMFT ) =
t2T
∫ l
0
dl′el · g(G(l′)), where el is the unit vector of the
followed direction (el = (GM−GI)/|GM−GI | below Tc
and el = Gλ/|Gλ| above Tc). The gradient vector takes
the form g = Gimp(G)−G, with Gimp(G) is the output
of the impurity solver used in the DMFT procedure, and
G is the input - effective medium (hybridization bath)
Greens function.
Panel (a) shows the free energy landscape around
GDMFT , precisely at the instability line. The curvature
of the global minimum vanishes as one approaches Tc,
which is consistent with eigenvalue λ being zero at this
point. Below Tc there are two minima and the instability
line is no longer well defined, but it is logically continued
to the line of the first order phase transition, where two
possible solutions are of the same energy. On panel (b),
we move along a parallel trajectory, defined by δU 6= 0.
It is immediately obvious that λ never reaches zero and
that in the coexistence region one of the solutions is en-
ergetically favoured. This physical picture is common
to various models. For example, it is seen in the Ising
model in an external field, where the analogy is between
the strength of the magnetic field and δU in our case.
C. Quantum critical scaling
While the instability line is determined from the free
energy analysis, a novel physical perspective is obtained
by looking at the transport properties in its vicinity. We
8have demonstrated17 that around this line, all resistiv-
ity curves can be collapsed onto two branches: we first
divide each resistivity curve by the resistivity along the
instability line (the “separatrix”) ρc(T ) = ρ(T, δU = 0),
and then rescale the temperature for each curve with an
appropriately chosen parameter T0(δU) to collapse the
data onto two branches (Fig. 6(b)). The family of re-
sistivity curves displays characteristic quantum critical
scaling of the form
ρ(T, δU) = ρc(T )f(T/To(δU)), (8)
with To(δU) ∼ |δU |zν . The scaling parameter To dis-
plays power law scaling with the same exponents for both
scaling branches and falls sharply as U → U∗, which is
consistent with quantum critical scenario. The resistivity
scaling holds in the temperature range roughly between
2 and 4 Tc, as depicted in Fig. 1. We estimate the ex-
ponent zν to be around 0.6 when IPT is used to solve
the DMFT equations. The scaling procedure with the
data obtained with the CTQMC impurity solver gives
slightly larger critical exponent with an error bar due
to numerical noise of the data and due to the analytical
continuation.
We emphasize the difference of the proposed quan-
tum critical scaling and classical scaling in the imme-
diate vicinity of the critical end-point (classical critical
region in Fig. 1). It has been already carefully studied
theoretically,19,50 and even observed in experiments,20 re-
vealing the classical Ising scaling in this regime. In con-
trast, the scaling parameter in our formula is T rather
than |T − Tc| and the value of the exponent does not fit
any of the known universality classes. The scaling region
in our analysis is significantly broader and the collapse of
the resistivity curves is observed in a large temperature
region above the critical end-point.
A stringent test of the proposed quantum critical trans-
port scenario would be on the systems with reduced crit-
ical temperature Tc. Fig. 9 presents a schematic phase
diagram with an additional parameter driving Tc to zero
at some critical value Xc and merging Uc1, Uc2 and Uc
into a single, quantum critical point. If this were the case,
the quantum critical region would extend down to zero
temperature. For a simple half-filled Hubbard model,
the critical temperature can be reduced, e.g. by the
disorder51 or particle-hole asymmetry, but still remains
finite. Therefore, other models should be considered, also
away from half-filling,52,53 which have significantly re-
duced coexistence region and where the proposed scaling
may give a more direct evidence of the quantum criti-
cality. In some of these models the coexistence region
was not even detected, and then the eigenvalue analysis
can also be used as an ultimate test for its existence. It
would be also very interesting to explore a possible quan-
tum critical scaling in the external electric field within the
nonlinear I−V regime,5 similar as in the experiments on
Si MOSFETs.54 This seems especially important in the
light of the recent discovery of devices displaying novel
resistive switching in narrow gap Mott insulators.55 Fi-
Coexistence
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Uc2
(Uc,T )c
Quantum 
Critical Point
Quantum 
Critical RegionT
U
X=?
Xc
FIG. 9: Possible phase diagram of a generalized Hubbard
model. The observed scaling (valid in the green region) may
be due to a quantum critical point unreachable by the simple
2-parameter half-filled Hubbard model. An additional, third
parameter (here marked with X) could drive Tc to zero at
some critical value, and extend the region of validity of the
scaling formula in the U − T plane.
nally, the concept of the instability line above the quan-
tum critical point, which is based on the thermodynamic
analysis, is very general and can be applied to other phys-
ical systems (e.g. interacting spins in an external field)
and the scaling analysis can be tested on physical quan-
tities other than the resistivity.
V. SCALING AROUND THE INFLECTION
POINTS LINE
As stated in the previous section, the curvature λ must
be directly related to an appropriate relaxation rate of a
system perturbed away from the equilibrium, a quantity
that in principle should be possible to measure on any
system. However, it is currently very hard to make such
measurements on the Mott systems and precisely deter-
mine the instability line. Our calculations, however, show
that it lies just among the crossover lines that separate
the bad metal and the Mott insulator, so it might not be
necessary to know its exact position to observe quantum
criticality. In the following, we present a scaling analysis
that can be performed around the resistivity inflection
points line (or any of the other crossover lines) to test
the scaling hypothesis. As it turns out, the scaling is a
9robust feature, not particularly sensitive to the choice of
Uc(T ) as already tested in experiments on various organic
Mott systems.56
We first observe that the resistivity curves display al-
most a perfect mirror symmetry when plotted on the
log-scale (Fig. 6(b)). This puts a strong constraint on
the functional form of the scaling function f (as we show
below) and also indicates that the resistivity curve along
the inflection points line, ∂ log ρ(U)/∂U = 0, could also
serve as the separatrix. The mirror symmetry requires
that
f(y) = 1/f(−y). (9)
For the above to be satisfied, the function f must be of
the form
f(y) = eh(y), (10)
where h is an antisymmetric function of y. It is clear that
f(0) = 1 and therefore h(0) = 0. h must also be smooth,
so it can be represented as a Taylor series with only odd
terms
h(y) = ay + by3 + ... (11)
In our calculations, it turns out that only the linear term
is significant, and here we show how this can be tested.
First we make a substitution of variables T/δUzν →
δUT−1/zν and then take the logarithm of both sides of
the scaling formula to obtain
log
(
ρ(Uc(T ) + δU, T )
ρ(Uc(T ), T )
)
= log(f(δUT−1/zν)). (12)
If the mirror symmetry is satisfied, than
log
(
ρ(Uc(T ) + δU, T )
ρ(Uc(T ), T )
)
= h(δUT−1/zν), (13)
which means that the precise form of h(y) can be de-
duced by plotting the left-hand side of the above equa-
tion as a function of y = δUT−1/zν and than making a
fit of a polynomial curve to the data. This is possible be-
cause in the region where the scaling formula is valid, all
the data points should collapse onto a single curve. To
test whether h(y) is truly antisymmetric, it is convenient
to first split it into symmetric and antisymmetric parts,
h(y) = hs(y) + ha(y), where hs(y) =
1
2 (h(y) + h(−y))
and ha(y) =
1
2 (h(y)− h(−y)). If the resistivity is mirror
symmetric, hs should be 0 and ha should be equal to h.
In Fig. 10 we plot these functions around the inflection
point line and find hs to be negligible. Also, it is easily
seen that h(y) is purely linear in the region where the
data points perfectly collapse on a single curve.
Now it is clear that there are two conditions that Uc(T )
has to satisfy for the scaling with mirror symmetry to be
possible. First, if we take the partial derivative over U
at both sides of the equation, we get
∂ log ρ(U, T )
∂U
= aT−
1
zν + bδU2T−
3
zν + .... (14)
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FIG. 10: The symmetric and asymmetric part of scaling
function, hs and ha at various temperatures. The small value
of hs(y) shows that the mirror symmetry of resistivity curves
is present. The ha(y) curves collapse around the inflection-
point line which shows that the exponent, zν = 0.953, is well
evaluated. Fitting a third order polynomial to ha(y) in the
range where these curves collapse can reveal the exact form of
the scaling formula. In our calculations only the linear term
is significant.
If h(y) is a linear function, then only the first term in the
above equation remains, which means that the logarithm
of resistivity is a linear function of U in the entire region
in which the scaling formula holds. Even if there are
higher terms in h(y), the above has to be true at least
close to Uc (small δU), where the linear term is dominant
in any case. This imposes a constraint on Uc(T ), such
that it has to be in a region where the second derivative
of logarithmic resistivity is zero, or at least small,
∂2 log ρ(U, T )
∂U2
≈ 0. (15)
This derivative is color-coded in the (U, T ) plane in
Fig. 11 so that yellow color corresponds to a small abso-
lute value. As it is readily verified, the above condition
is not fulfilled anywhere exactly (except precisely at the
log ρ(U) inflection point line by its definition), but all
of the crossover lines lie in the region where this con-
dition is approximately satisfied. There is an additional
requirement for Uc(T ) which is not in any way implied by
definition of any of the crossover lines. Namely, the first
derivative of the logarithmic resistivity has to be decreas-
ing along Uc(T ) as a power law of temperature. This can
be shown by taking the limit δU → 0 in Eq. (14),
∂ log ρ(U, T )
∂U
∣∣∣∣
Uc
∝ T− 1zν . (16)
The above holds regardless of the value of the cubic (or
any higher) term coefficient. One can even use this to
give a good assessment of the exponent zν, by fitting
such experimental (or theoretical) curve to a power law
as shown in Fig. 12. As it is seen here, the derivative
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FIG. 12: The derivative of resistivity with respect to U
(∂ρ(U, T )/∂U |Uinfl) along the inflection-point line. Above
roughly 2Tc, it fits well to a power law curve of exponent
−0.95. This can be used to evaluate the value of scaling for-
mula exponent. At lower temperatures the decrease in resis-
tivity is faster and the behavior deviates from the power-law
and the scaling formula fails at temperatures below 2Tc.
Eq. 16 calculated along the inflection point line fits well
to a power law curve of exponent −0.95, but only above
roughly 2Tc. The same analysis of the IPT results yields
a slightly lower value zν = 0.63.
Finally, an estimate of how well the scaling works can
be made by comparing the value of resistivity obtained
by the scaling formula and the one measured in experi-
ment or, as it is in our case, calculated from the DMFT
solution. In Fig. 13 it is shown how the scaling formula
works within the 5% error bar in a large region, for the
inflection point line. This result is qualitatively the same
for the other crossover lines. It is important to note that
in the case of instability line (and all the other crossover
lines other than the inflection point line), one is able to
improve the quality of scaling by using different expo-
nents zν depending on sign(δU), and that way compen-
sate for the lack of exact mirror symmetry. Also, when
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FIG. 13: Relative error of the scaling formula color-coded in
the U − T plane. The dotted lines are the boundary of the
scaling region. Two green filaments below 2Tc are where the
scaling formula intersects with the actual DMFT result.
only the linear term in h(y) is used, slightly lowering the
value of zν obtained from the power-law fitting procedure
typically broadens the region of validity of such scaling
formula.
In conclusion, the log ρ(U) inflection points line is eas-
ily observable in experiment and our calculations show
that it lies very close to the instability line. The analysis
presented here, indicates that the quantum critical scal-
ing previously found to hold around the instability line,
should also be observable around the inflection point line.
We show that the scaling formula valid around this line
displays almost a perfect mirror symmetry of resistivity
curves. In general, mirror symmetry, or “duality”, should
not be considered a necessary ingredient for a quantum
critical scaling. In fact, we find that the scaling is of
better quality around the instability line, altough it is
slightly less symmetric.
It is also very important to examine how the resistiv-
ity changes along the separatrix and our results are pre-
sented in Fig. 14. In this crossover region, the resistivity
far exceeds the Mott limit and is only weakly dependent
on temperature. We find that along the instability line,
the resistivity is roughly a linear, increasing function of
T . Along the inflection points line and ρ(T ) = max lines,
the resistivity is slowly decreasing. We note that these
results, however, must be model specific. Above the crit-
ical end-point, the resistivity is strongly dependent on
U , and a small change in the shape or position of these
lines can cause a significant change in the temperature
dependences of resistivity presented in Fig. 14.
VI. WIDOM LINES
The notion of a crossover line is very general and dif-
ferent physical motivations can be used for its precise
definition. The concept of the Widom crossover line is,
however, more strict and relies on one fundamental prin-
ciple.
The Widom line was originally defined in the context of
liquid-gas phase transition,57 and as the line connecting
11
 0
 2
 4
 6
 8
 10
 12
 0.06  0.07  0.08  0.09  0.1  0.11
R
e
s
is
ti
v
it
y
 ρ
(U
c
(T
),
T
)
T
ρ(T)=max line
lnρ(U) Inflection point line
Instability line
FIG. 14: Resistivity (in units of ρMott) along the crossover
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than the Mott limit.
the maxima of the isobaric specific heat as a function of
pressure (∂Cp/∂p = 0), above Tc. It was conceived as
a logical continuation of the first order phase transition
line to supercritical temperatures. Cp is divergent along
the first order transition line, which directly causes the
maxima in Cp present above the critical temperature.
This concept is easily generalized to include all the lines
that mark features directly caused by non-analyticities
due to a phase transition.58 As such, a Widom line can be
defined for any quantity that exhibits either a divergence
or a discontinuity because of a phase transition, and thus
a maximum or an inflection point above Tc.
Very recently,23 in the super-critical region of argon
liquid-gas phase diagram, an unexpected non-analyticity
has been found in sound velocity dispersion curves, pre-
cisely at the Widom line. The authors give a new depth
and physical meaning to the concept, by observing that
there is no single super-critical fluid phase, and that the
Widom line actually separates two regimes of fluid-like
and gas-like dynamical behavior. This finding makes it
clear that the Widom lines should not be exclusively con-
nected with thermodynamics of the system. The changes
in transport that follow certain features in thermody-
namic quantities can also be used for making meaning-
ful and possibly even equivalent definition of the Widom
line. The significance of this concept was recognized once
more24,59 in the context of hole-doped high-Tc supercon-
ductors, where the characteristic temperature T ∗ of the
pseudogap phase is shown to correspond to the Widom
line arising above a first-order transition at critical dop-
ing.
In the above sense, we emphasize that the quantum
critical scaling observed in our model can also be eas-
ily connected with the concept of Widom lines, giving
them new physical importance in the context of quan-
tum phase transitions. One can immediately recognize
that the log ρ(U) inflection-point line and the instability
line both qualify as generalized Widom lines - they em-
anate from the the critical end-point, separate regions of
metallic and insulating behavior and mark features that
are directly caused by non-analyticities due to the phase
transition. The quality of the scaling and the close prox-
imity of these two lines may even indicate a profound
connection between them. As the proposed physical con-
cept may well surpass the scope of the Hubbard model
and Mott physics, a definition of the instability line can
be very useful. Contrary to the inflection-point line, it
is based on a purely thermodynamical quantity, i.e. the
free energy, and can be defined for an arbitrary model.
It does not require the presence of the finite-temperature
critical point (which makes a conceptual difference with
the work24,59 on hole-doped cuprates) and can be used
to introduce the Widom line concept to exclusively zero
temperature quantum-phase transitions.
VII. CONCLUSIONS
In this paper we carefully investigated the finite tem-
perature crossover behavior around the Mott transition,
with the goal to provide both theoretical insight and ex-
perimental guidance for the search of quantum criticality
in this regime. To obtain quantitative and reliable re-
sults that allow direct comparison with experiments, we
performed these studies within the framework of single-
site dynamical mean-field theory. From the conceptual
point of view, this approach offers an immediate advan-
tage - it is physically very clear what kinds of mecha-
nisms and processes are captured by such a theory, and
which are not. Most importantly, such an approach ex-
plicitly excludes all mechanisms directly or indirectly as-
sociated with any ordering tendencies, in agreement with
the physical pictures for the Mott transition introduced
by early pioneering ideas of Mott and Anderson.
More specifically, we focused on a single band half-
filled Hubbard model, which within DMFT maps to solv-
ing a Kondo-Anderson magnetic impurity model in a
self-consistently determined bath. The formation of the
heavy Fermi liquid on the metallic side of the Mott tran-
sition is described as a formation of a Kondo-like sin-
glet in the ground state, similarly as in the early work
of Brinkmann and Rice.60 In contrast to the Brinkmann-
Rice theory, the DMFT approach is able to quantitatively
and accurately describe the thermal destruction of such
a correlated Fermi liquid, and the resulting coherence-
incoherence crossover. The possibility to systematically
and quantitatively describe this incoherent regime is es-
pecially important to properly characterize the high tem-
perature crossover behavior above the coexistence dome,
where we obtained clear and precise signatures of quan-
tum critical behavior. Our results show remarkable
agreement with several experimental systems,56 but fu-
ture experiments should provide even more precise tests
for our predictions. We expect that close enough to the
quantum critical point all quantities should display ap-
propriate scaling behaviors. Our work has, so far, focused
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mostly on the transport properties, and sufficiently de-
tailed results for thermodynamic and other quantities are
not available at this time, to permit a scaling analysis.
The investigation of these interesting questions is beyond
the scope of the present work, and is left for future stud-
ies.
We should mention that ideas closely related to ours
have also been discussed in a series of papers by Senthil
and collaborators,61–63 who also seek a description of
Mott quantum criticality unrelated to any ordering phe-
nomena. This approach, however, focuses on capturing
the possible effects of gapless ”spinon” excitations, which
may exist on the insulating side of the Mott transition,
but only in presence of sufficient and specific magnetic
frustration, preventing the familiar antiferromagnetic or-
der. Because of their gapless nature, they should remain
long-lived (e.g. well defined) only at the lowest tempera-
tures, inducing long-range spatial correlations in the pro-
posed spin liquid. The corresponding theory, therefore,
focuses on long-distance spatial fluctuations, which as
in ordinary critical phenomena, are tackled by appro-
priate renormalization-group methods. In contrast to
our DMFT approach, this theory implicitly disregards
the strongly incoherent Kondo-like processes, which may
play the dominant role at sufficiently high temperatures.
The key physical question thus remains: What is the
crossover temperature Tnonlocal below which the nonlo-
cal effects ignored by DMFT become significant? This
important question can, in principle, be investigated by
computing systematic nonlocal corrections to single-site
DMFT, a research direction already investigated by sev-
eral authors.31–33,64 The recent work already provides
some evidence that for a Hubbard model on a square lat-
tice the nonlocal corrections are very small well above the
coexistence dome (at T  Tc)64 and esentially negligible
for frustrated triangular lattice.33 On the experimental
side, the possible role of nonlocal effects such as spinons
can be investigated by systematic studies of a series of
materials with varying degrees of magnetic frustration.
Such studies are accessible in organic Mott systems,14,15
where Tc ∼ 10 − 20K, while the magnetic frustration
may be varied using different crystal lattices. In some
cases the magnetic ordering is completely suppressed on
the insulating side,65 while in other it remains.66 If ro-
bust signatures of quantum criticality in transport are
observed at T  Tc in all of these materials, this find-
ing would provide strong support for the ”local quantum
criticality” scenario we proposed based on the DMFT
approach.
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