In this paper we establish a multiscale approximation for random fields on the sphere using spherical needlets -a class of spherical wavelets. We prove that the semidiscrete needlet decomposition converges in mean and pointwise senses for weakly isotropic random fields on S d , d ≥ 2. For numerical implementation, we construct a fully discrete needlet approximation of a smooth 2-weakly isotropic random field on S d and prove that the approximation error for fully discrete needlets has the same convergence order as that for semidiscrete needlets. Numerical examples are carried out for fully discrete needlet approximations of Gaussian random fields and compared to a discrete version of the truncated Fourier expansion.
Introduction
Isotropic random fields on the sphere have application in environmental models and astrophysics, see [9, 12, 18, 30, 35, 36] . It is well-known that a 2-weakly isotropic random field on the unit sphere S d in R d+1 , d ≥ 2, has a Karhunen-Loève (K-L) expansion in terms of spherical harmonics, see e.g. [19, 22] . In this paper we establish a multiscale approximation for spherical random fields using spherical needlets [26, 27] . We prove that the semidiscrete needlet approximation converges in both mean and pointwise senses for a weakly isotropic random field on S d . We establish a fully discrete needlet approximation by discretising the needlet coefficient integrals by means of suitable quadrature (numerical integration) rules on S d . We prove that when the field is sufficiently smooth and the quadrature rule has sufficiently high polynomial degree of precision the error of the approximation by fully discrete needlets has the same convergence order as that for semidiscrete needlets. An algorithm for fully discrete needlet approximations is given, and numerical examples using Gaussian random fields are provided.
Let (Ω, F, P) be a probability measure space. For 1 ≤ p ≤ ∞, let L p (Ω, P) be the L p -space on Ω with respect to the probability measure P, endowed with the norm · Lp(Ω) . Let E [X] denote the expected value of a random variable X on (Ω, F, P).
Random fields. A real-valued random field on the sphere S d is a function T : Ω × S d → R. We write T (ω, x) by T (x) or T (ω) for brevity if no confusion arises. We say T is 2-weakly isotropic if its expected value and covariance are rotationally invariant.
Spherical needlets [26, 27] ψ jk are localised polynomials on the sphere associated with a quadrature rule and a filter ; see (2.10)-(2.12) below. The level-j needlet ψ jk , k = 1, . . . , N j , is a spherical where the constants c in (1.4) and (1.5) depend only on d, s, h and κ.
These results show that the discretisation of the needlet decomposition does not affect the convergence order of the approximation error for a sufficiently smooth random field. This is also supported by numerical examples in Section 6.
In Theorem 4.12, we prove that when p is a positive integer the fully discrete needlet approximation is bounded on the set of p-weakly isotropic random fields in the L p Ω × S d sense, in a similar way to semidiscrete needlets.
The paper is organised as follows. Section 2 makes necessary preparations. Section 3 shows the convergence of the needlet decomposition for ⌈p⌉-weakly, 1 ≤ p ≤ ∞, isotropic random fields on S d , and proves for p ∈ N the boundedness of the semidiscrete needlet approximation on the set of p-weakly isotropic random fields in L p Ω × S d . In Section 4, we establish a fully discrete needlet approximation for isotropic random fields on the sphere and then prove convergence rates for mean and pointwise approximation errors of semidiscrete and fully discrete needlet approximations for smooth isotropic random fields on S d . In Section 4.4, we prove for p ∈ N the boundedness of the fully discrete needlet approximation on the set of p-weakly isotropic random fields in L p Ω × S d . In Section 5, we prove convergence rates of variances for both semidiscrete and fully discrete needlet approximations of 2-weakly isotropic random fields. In Section 6, we give an algorithm for discrete needlet approximations and present numerical examples for Gaussian random fields on S 2 . We also compare numerically the discrete needlet approximation with a discrete version of the truncated Fourier series approximation of Gaussian random fields.
Preliminaries
For d ≥ 2, let R d+1 be the real (d + 1)-dimensional Euclidean space with inner product x · y for x, y ∈ R d+1 and Euclidean norm |x| := √ x · x. Let S d := {x ∈ R d+1 : |x| = 1} denote the unit sphere of R d+1 . The sphere S d forms a compact metric space, with the metric being the geodesic distance dist(x, y) := arccos(x · y) for x, y ∈ S d . For 1 For p = 2, L 2 (S d ) forms a Hilbert space with inner product (f, g)
be the real L p -space on the product space of Ω and S d where P ⊗σ d is the corresponding product measure. Let ϕ be a real convex function on R and let X be a random variable on Ω. We will use Jensen's inequality 
Isotropic random fields
Let B(S d ) denote the Borel algebra on S d and let SO(d + 1) be the rotation group on R d+1 . An F ⊗ B(S d )-measurable function T : Ω × S d → R is said to be a real-valued random field on the sphere S d . We write T (ω, x) as T (x) or T (ω) for brevity if no confusion arises. We say T is strongly isotropic if for any k ∈ N and for all sets of k points x 1 , · · · , x k ∈ S d and for any rotation ρ ∈ SO(d + 1), T (x 1 ), . . . , T (x k ) and T (ρx 1 ), . . . , T (ρx k ) have the same law. For an integer n ≥ 1, we say T is nweakly isotropic if for all x ∈ S d the nth moment of T (x) is finite, i.e. E [|T (x)| n ] < ∞ and if for k = 1, . . . , n, for all sets of k points x 1 , . . . , x k ∈ S d and for any rotation ρ ∈ SO(d + 1),
see e.g. [1, 19, 22] . We define T to be an ∞-weakly isotropic random field if T is n-weakly isotropic for each positive integer n and if E T L∞(Ω) < ∞ and if T (ω) is P-a. s. continuous on S d .
We can also define isotropy for a set of random fields. We say a collection of random fields {T j : j ∈ N 0 } is an n-weakly isotropic set of random fields if E [|T j (x)| n ] < ∞ for every j ∈ N 0 and for each x ∈ S d , and if for 1 ≤ k ≤ n, any k different integers j 1 , . . . , j k at most n, any k points x 1 , . . . , x k ∈ S d and any rotation ρ ∈ SO(d + 1),
We say T is a Gaussian random field on S d if the vector (T (x 1 ), . . . , T (x k )) has, for each k ∈ N and x 1 , . . . , x k ∈ S d , a multivariate Gaussian distribution, see e.g. [1, 19, 22] .
We have the following properties of isotropic random fields, see e.g. [22, Proposition 5.10(2)(3), p. 122].
Proposition 2.1. (i) Let T be an ∞-weakly isotropic random field on S d . Let the distribution of T (x 1 ), . . . , T (x k ), for each k ∈ N and x 1 , . . . , x k , be determined by the moments of T (x 1 ), . . . , T (x k ). Then T is strongly isotropic.
(ii) Let T be a Gaussian random field on S d . Then T is strongly isotropic if and only if T is 2-weakly isotropic.
In this paper, for p = ∞ (only), we assume the condition of (i) of Proposition 2.1 (that the distribution of T (x 1 ), . . . , T (x k ), for each k ∈ N and x 1 , . . . , x k , is determined by the moments of T (x 1 ), . . . , T (x k )), and hence that T is strongly isotropic.
Spherical harmonics
A spherical harmonic of degree ℓ on S d is the restriction to S d of a homogeneous and harmonic polynomial of total degree ℓ defined on R d+1 . Let H ℓ (S d ) denote the set of all spherical harmonics of exact degree ℓ on S d . The dimension of the linear space
where Γ(·) denotes the gamma function, and a ℓ ≍ b ℓ means cb ℓ ≤ a ℓ ≤ c ′ b ℓ for some positive constants c, c ′ , and the asymptotic estimate uses [11, Eq. 5.11.12]. The linear span of
is an eigenfunction of the negative Laplace-Beltrami operator −∆ * on the sphere S d with eigenvalue
Zonal functions
Let P (α,β) ℓ (t), −1 ≤ t ≤ 1, be the Jacobi polynomial of degree ℓ for α, β > −1. The Jacobi polynomials form an orthogonal polynomial system with respect to the Jacobi weight w α,β (t) : 1] with respect to the measure w α,β (t) dt. The space L 2 (w α,β ) forms a Hilbert space with inner product
(w α,β ). We denote the normalised Legendre or Gegenbauer polynomial by
A zonal function is a function K : S d ×S d → R that depends only on the inner product of the arguments, i.e. K(x, y) = K(x · y), x, y ∈ S d , for some function
where λ ℓ is given by (2.3). The Fourier coefficients for f in L 1 (S d ) are
The Sobolev norm of f in (2.7) has the equivalent representation
We have the following two embedding lemmas for W s p (S d ), see [4, Section 2.7] and [17] . Let C (S d ) be the space of continuous functions on S d .
Lemma 2.2 (Continuous embedding into
C (S d )). Let d ≥ 2. The Sobolev space W s p (S d ) is continu- ously embedded into C (S d ) if s > d/p. Lemma 2.3. Let d ≥ 2, s, s ′ > 0, 1 ≤ p, p ′ ≤ ∞. If s ′ − d/p ′ < s − d/p, W s ′ p ′ (S d ) is continuously embedded into W s p (S d ).
Needlets and filtered operators
We state some known results for needlets and needlet approximations in this section, which we will use later in the paper. All results can be found in [26, 27, 40] .
As mentioned, spherical needlets are localised polynomials on S d associated with a quadrature rule and a filter. A filtered kernel on S d with filter g is, for R ∈ R + ,
Given N ≥ 1, for k = 1, . . . , N , let x k be N nodes on S d and let w k > 0 be the corresponding weights. The set {(w k , x k ) : k = 1, . . . , N } is a positive quadrature (numerical integration) rule exact for polynomials of degree up to L for some L ≥ 0 if
Let the needlet filter h be a filter with specified smoothness κ ≥ 1 satisfying
For j = 0, 1, . . . , we define the (spherical) needlet quadrature
. . , N j of order j with needlet filter h and needlet quadrature (2.11) is then defined by
From (2.10a) we see that ψ jk is a polynomial of degree 2 j − 1. It is a band-limited polynomial, so that ψ jk is L 2 -orthogonal to all polynomials of degree
, the original (spherical) needlet approximation with filter h and needlet quadrature (2.11) is defined (see [26] ) by
is a spherical polynomial of degree at most 2 J − 1. As in [40] , we introduce the filter H related to the needlet filter h: 14) and use the property 15) which is an easy consequence of (2.10). We note that (2.
The following theorem shows that an appropriate sum of products of needlets is exactly a filtered kernel. It is proved in [40, Theorem 3.9] and is already implicit in [26] .
Theorem 2.4 (Needlets and filtered kernel). Let d ≥ 2 and let h be a needlet filter, see (2.10), and let H be given by (2.14). For j ≥ 0 and 1 ≤ k ≤ N j , let ψ jk be needlets with filter h and needlet quadrature (2.11). Then,
We may define a filtered approximation
(2.17)
Note that for R < 1 this is just the integral of f . Theorem 2.4 with (2.17) leads to the following equivalence of the filtered approximation with filter H and the needlet approximation in (2.13).
When the filter is sufficiently smooth, the filtered kernel is strongly localised. This is shown in the following theorem proved by Narcowich et al. [27, Theorem 3.5, p. 584].
Theorem 2.6 ([27]). Let d ≥ 2 and let g be a filter in
where cos θ = x · y for some x, y ∈ S d and the constant c depends only on d, g and κ.
When the filter is sufficiently smooth, the L 1 -norm of the filtered kernel and the operator norm of the filtered approximation V R,g on L p (S d ) are both bounded, see [40] .
The error of best approximation for functions in a Sobolev space has the following upper bound, see [17] and also [24, p. 1662] .
where the constant c depends only on d, p and s.
, be the semidiscrete needlet approximation with needlets ψ jk , see (2.12), for filter smoothness κ ≥
where the constant c depends only on d, the filter h and κ.
Theorem 2.10 and Lemma 2.9 imply a rate of convergence of the approximation error of V need J (f ) for f in a Sobolev space, as follows.
Theorem 2.11 ( [40] ). Under the assumptions of Theorem 2.10, we have for
where the constant c depends only on d, p, s, h and κ.
Needlet decomposition for random fields
Let T be a 2-weakly isotropic random field on S d and let
and in the L 2 (S d ) sense, P-a. s.,
The finiteness of (3.1) may be generalised to the L p case. The expansion (3.2) however does not hold for all T in L p when p = 2. This follows from the fact that, for each p = 2, there exists an L p -function on S d such that the spherical harmonic expansion does not converge in the L p sense, see [6, Theorem 5.1, .
In contrast, the needlet decomposition converges for all L p (S d )-functions (see Narcowich et al. [27] ). In this section we prove the convergence of the needlet approximation for weakly isotropic random fields on S d . Let 1 ≤ p ≤ ∞ and ⌈∞⌉ := ∞. Lemmas 3.1 and 3.2 below show that a ⌈p⌉-weakly isotropic random field T lies in L p Ω × S d and admits an expansion in terms of needlets in either L p or pointwise senses. This result is a generalisation from 2-weakly isotropic random fields on S 2 (see [22, Theorem 5.13, p . 123]) to n-weakly isotropic random fields on spheres of arbitrary dimension.
For completeness we give a proof.
Proof. For n ≥ 1, by the Fubini theorem and by the fact that T is n-weakly isotropic,
where e d := (0, . . . , 0, 1) ∈ R d+1 is the north pole of S d .
We may generalise from the integer n in Lemma 3.1 to any extended real number p ∈ [1, ∞], as follows.
Remark. When T is a Gaussian random field on S d , the conditions of Lemmas 3.1 and 3.2 for 2 ≤ p ≤ ∞ can be replaced by the condition that T is 2-weakly isotropic, as a consequence of (ii) in Proposition 2.1.
thus completing the proof.
Given d ≥ 2 let T be a random field on S d and let ψ jk be needlets given by (2.12) with needlet filter h ∈ C κ (R + ), κ ≥ 1. For J ∈ N 0 the semidiscrete needlet approximation of order J for T is, by (2.13),
Following [40, Eq. 21], for j ≥ 0, we can also define the contribution of order j to the needlet approximations in (3.3) as
. This with (2.16) gives the convolution representation for U j (T ) as
The isotropy of a random field T implies a bound on the L p (Ω)-norm of T , which will be used in our proofs.
In particular, if p is a positive integer,
where the last equality uses the ⌈p⌉-weak isotropy of T . This gives
When p = ∞, by Proposition 2.1, T (x) and T (e d ) have the same law. Thus
The following theorem shows that the needlet approximation for isotropic random fields on
Let T be a ⌈p⌉-weakly isotropic random field on S d . Let h be a needlet filter given by (2.10) satisfying h ∈ C κ (R + ) with κ ≥ d+3 2 . Then, T admits the following needlet decomposition:
with the convergence in (3.6) holding in the following sense:
(ii) for p = ∞, lim
Remark. By the Fubini theorem, (3.7) implies that the needlet approximation converges in the L p Ω × S dnorm: let 1 ≤ p < ∞ and let T be ⌈p⌉-weakly isotropic, then
.
Taking expected values on both sides with the Fubini theorem and Theorem 3.3 gives
This with (3.8) and Lebesgue's dominated convergence theorem (with respect to the probability measure P) proves (3.7). For p = ∞, Theorem 2.10 with (2.18) gives, for ω ∈ Ω,
since T (ω) is P-a. s. continuous. Also, by Lemma 2.9 with s = 0,
Using Lebesgue's dominated convergence theorem again with (3.9) and (3.10) gives
Pointwise convergence
The following theorem shows the pointwise convergence of the needlet decomposition for weakly isotropic random fields of even order. For 1 ≤ p < ∞, let ⌈p⌉ 2 be the smallest even integer larger than or equal to p,
Before we can prove Theorem 3.5, we first need the results of Lemma 3.6 and Theorem 3.7 below. We first show that the weak isotropy of T extends to V need J (T ). By Theorem 2.5, the needlet approximation V need J (T ) has the convolution representation
where v 2 J −1 ,H (x · y) is the filtered kernel with the filter H, see (2.14). For any rotation ρ ∈ SO(d + 1),
Let T be an n-weakly isotropic random field on S d . Let V need J (T ) be the semidiscrete needlet approximation of order J for T , see (2.13). Then {T, V need
For n ≥ 1, by (3.13) and Minkowski's inequality for integrals, see e.g. [34, Appendix A],
Since T is n-weakly isotropic, the second part of Theorem 3.3 then gives 16) where e d is the north pole of S d . Also, by Theorem 2.7,
This together with (3.15) and (3.16) gives
thus proving (3.14).
We can now prove the weak isotropy of the set {T, V need
. . , J k be k positive integers and ρ be a rotation on S d . We need to show the following two identities: for
For (3.17a), by Lemma 3.6 and (3.13),
where the third and last equalities use the Fubini theorem and the fourth equality uses the n-weak isotropy of T . The proof of (3.17b) follows by a similar argument.
Using a similar argument to the proof for Theorem 3.7 with the integral representation in (3.5) for the order-j contribution U j (T ), we can prove the weakly isotropic property for the set {T, U j (T ) : j = 1, 2, . . . }, as stated in the following theorem.
Theorem 3.8. Let d ≥ 2, n ∈ N. Let T be an n-weakly isotropic random field on S d . Let U j (T ) be the order-j contribution in (3.4) for V need J (T ). Then {T, U j (T ) : j ∈ N 0 } is n-weakly isotropic.
Proof of Theorem 3.5. To prove (3.12), we let f J (x) := |T (x) − V need J (T ; x)| p . The fact that ⌈p⌉ 2 is even, see (3.11), together with Theorem 3.7 gives, for each point x ∈ S d and each rotation ρ ∈ SO(d+1),
Then for x ∈ S d , using Jensen's inequality (2.1) and p ≤ ⌈p⌉ 2 , 19) where the third equality uses (3.18) and the fact that σ d is normalised, and the last equality uses the Fubini theorem. By Theorem 3.4, the last formula of (3.19) converges to zero. This then gives
completing the proof.
Boundedness of needlet approximation
In this subsection we prove that the
is bounded by the L ⌈p⌉ Ω × S d -norm of the random field T when T is ⌈p⌉-weakly isotropic and the filter h is sufficiently smooth. We state the result in the following theorem. Theorem 3.9 (Boundedness of semidiscrete needlet approximation). Let d ≥ 2, 1 ≤ p < ∞. Let T be a ⌈p⌉-weakly isotropic random field on S d . Let h be a needlet filter in (2.10) satisfying h ∈ C κ (R + ) and κ ≥ d+3 20) where the constant c depends only on d, h and κ.
We need the following lemma to prove Theorem 3.9.
Lemma 3.10. Let d ≥ 2, n ∈ N. Let T be an n-weakly isotropic random field on S d . Then
Proof. The n-weak isotropy of T and the Fubini theorem give
Proof of Theorem 3.9. For 1 ≤ p < ∞, by the Fubini theorem and (3.13),
where the inequality uses the Minkowski's inequality for integrals, see e.g. [34, Appendix A]. By Theorem 3.3,
where e d is the north pole of S d . This with Lemma 2.7 then gives
This with Lemma 3.10 gives (3.20).
Approximation errors for smooth random fields
This section studies approximation errors for needlet approximations. We prove that for a 2-weakly isotropic random field T on S d , the order of convergence of the approximation error depends upon the rate of decay of the tail of the angular power spectrum.
Angular power spectrum
Let T be a 2-weakly isotropic random field on S d . The centered random field corresponding to T is
Because T is 2-weakly isotropic, the expected value E [T (x)] is independent of x. The covariance E [T c (x)T c (y)], by virtue of its rotational invariance, is a zonal kernel on S d
This zonal function G(·) is said to be the covariance function for T . Given d ≥ 2, let α :
where the convergence is in the L 2 (w α,α ) sense. The set of Fourier coefficients
is said to be the angular power spectrum for the random field T . Using the property of zonal functions,
By the addition theorem (2.4) we can write
We define Fourier coefficients for a random field T by, cf. (2.6),
The formula in (4.4) implies the following "orthogonality" of Fourier coefficients T c ℓm for T c . It is a trivial generalisation of [22, p. 125 ] from S 2 to higher dimensional spheres. 
where T c is given by (4.1) and δ ℓℓ ′ is the Kronecker delta.
Proof. By (4.5) and (4.4) and the L 2 -orthogonality of the Y ℓ,m ,
where the second equality uses the Fubini theorem, thus proving (4.6).
Remark. Lemma 4.1 implies that the A ℓ are non-negative.
The angular power spectrum contains the full information of the covariance of a random field. It plays an important role in depicting cosmic microwave background (CMB) and environmental data in astrophysics and geoscience, see e.g. [8, 20, 22, 15, 16] .
Let ℓ 2 (N) be the collection of all real sequences (x j : j = 1, 2, . . . ) satisfying Let T c be given by (4.1). Then T c ∈ W s 2 (S d ) P-a. s., and 
This and Theorem 4.2 with s = 0 show that the covariance function
This with (4.7) gives
where the fact that the expectation and series are exchangeable is a consequence of Lebesgue's monotone convergence theorem, and the first inequality uses (2.2) and (2.5). Thus
where the last equality uses (4.9). This completes the proof.
Under the condition of Theorem 4.3, since the spherical function
is a constant function of x ∈ S d for a 2-weakly isotropic random field T , then T ∈ W s 2 (S d ) P-a. s., as stated in the following corollary. 
Approximation errors by semidiscrete needlets
In this section we show how the needlet approximation error for a smooth isotropic random field decays.
where T c is given by (4.1) and the constant c depends only on d, p, s, the filter h and κ.
Remark. Theorem 4.5 with the Fubini theorem and (4.8) and (2.8) implies that, for 1 ≤ p < ∞,
Since T c ∈ W s p (S d ) P-a. s., with Theorem 2.11, this gives
where the constant c depends only on d, p, s, h and κ, thus completing the proof.
The following theorem shows that the semidiscrete needlet approximation error of a 2-weakly isotropic random field is determined by the rate of decay of the tail of the angular power spectrum. 
where T c is given by (4.1) and the constant c depends only on d, s, the filter h and κ.
Proof. Theorem 4.3 with
< ∞. This with Theorem 2.11 and (4.10) gives
, where the constant c depends only on d, s, h and κ, thus completing the proof.
Corollary 4.4 with Theorem 2.11 and (4.10) implies the following pointwise approximation error bound for needlet approximations of a 2-weakly isotropic random field on S d . Theorem 4.7 (Pointwise error for semidiscrete needlets). Let d ≥ 2, s > 0. Let T be a 2-weakly isotropic random field on S d with angular power spectrum A ℓ satisfying ∞ ℓ=1 A ℓ ℓ 2s+d−1 < ∞. Let h be a needlet filter given by (2.10) and satisfying h ∈ C κ (R + ) with κ ≥ d+3 2 . Then, for J ∈ N 0 , P-a. s.,
Fully discrete needlet approximation
For implementation, we follow [40] in using a quadrature rule (which will usually be different from the needlet quadrature) to discretise the needlet coefficients of the semidiscrete needlet approximation in (3.3). Let ψ jk be needlets satisfying (2.12), and let
be a discretisation quadrature rule that is exact for polynomials of degree up to some ℓ, yet to be fixed. Applying the quadrature rule Q N to the needlet coefficient
, we obtain the discrete needlet coefficient
This turns the semidiscrete needlet approximation (3.3) into the (fully) discrete needlet approximation
In [40, Theorem 4.3], we gave the following convergence result for the discrete needlet approximation of f ∈ W s p (S d ).
N be the fully discrete needlet approximation with needlet filter h ∈ C κ (R + ) and κ ≥ and with discretisation quadrature Q N exact for degree 3
Theorem 4.8 implies the following error bound for the discrete needlet approximation of a smooth ⌈p⌉-weakly isotropic random field, cf. Theorem 4.5.
. Let Q N be a discretisation quadrature exact for degree 3 · 2 J−1 − 1 and let h be a needlet filter given by (2.10) and satisfying
Remark. Theorem 4.9 with the Fubini theorem and (4.8) and (2.8) implies that
Theorem 4.9 implies the following error bound for the discrete needlet approximation of a smooth 2-weakly isotropic random field, where the condition is stated in terms of angular power spectrum. Theorem 4.10 (Mean L 2 -error for discrete needlets). Let d ≥ 2, s > d/2, J ∈ N 0 . Let T be a 2-weakly isotropic random field on S d with angular power spectrum A ℓ satisfying ∞ ℓ=1 A ℓ ℓ 2s+d−1 < ∞. Let Q N be a discretisation quadrature exact for degree 3 · 2 J−1 − 1 and let h be a needlet filter given by (2.10) and satisfying h ∈ C κ (R + ) with κ ≥ d+3 2 . Then,
where T c is given by (4.1) and the constant c depends only on d, s, filter h and κ.
This with Theorem 4.9 and (4.13) gives
Remark. When T is 2-weakly isotropic and the angular power spectrum satisfies
by Corollary 4.4), the Sobolev embedding theorem (see Lemma 2.3) shows that
The remark following Theorem 4.9 then implies
where the constant c depends only on d, p, s, α, h and κ. Let Q N be exact for degree 3·2 J−1 − 1 given J ∈ N 0 and let h be a needlet filter in (2.10) and satisfying h ∈ C κ (R + ) with κ ≥ d+3 2 . Then, P-a. s.,
where T c is given by (4.1) and the constant c depends only on d, s, h and κ.
As shown by [40] , the discrete needlet approximation (4.12) is equivalent to filtered hyperinterpolation, which we now introduce. The filtered hyperinterpolation approximation [21, 33] with a filtered kernel v L,g in (2.9) and discretisation quadrature Q N in (4.11) is
In [40, Theorem 4.1] it is shown that this is identical to V need J,N (T ; x) if L = 2 J−1 and g = H, where H is given by (2.14) . That is, for a random field T on S d and J ∈ N 0 ,
(4.14)
Boundedness of discrete needlet approximation
Similarly to the semidiscrete needlet approximation, the
is bounded by the L ⌈p⌉ Ω × S d -norm of the random field T when T is ⌈p⌉-weakly isotropic and the filter h is sufficiently smooth, as proved in the following theorem, cf. Theorem 3.9.
Theorem 4.12 (Boundedness of discrete needlet approximation). Let d ≥ 2, 1 ≤ p < ∞, J ∈ N 0 , c 0 > 0. Let T be a ⌈p⌉-weakly isotropic random field on S d . Let Q N be a discretisation quadrature exact for degree at least c 0 2 J and let h be needlet filter in (2.10) satisfying h ∈ C κ (R + ) and κ ≥ d+3
where the constant c depends only on d, c 0 , h and κ.
Proof. For 1 ≤ p < ∞, by the Fubini theorem and (4.14),
where the inequality uses the triangle inequality for L p (Ω)-norms. By Theorem 3.3,
where e d is the north pole of S d . This then gives 
This together with Theorem 2.7, Lemma 3.10 and (4.15) gives
Convergence of variance
In this section, we prove that variances of errors of needlet approximations V need J and V need J,N decay at the rate 2 −Js for a 2-weakly isotropic random field on S d with angular power spectrum A ℓ satisfying ∞ ℓ=1 A ℓ ℓ 2s+d−1 < ∞. 
Generating Gaussian random fields
We use Gaussian random fields on S 2 as numerical examples. Let a ℓ,m , ℓ ∈ N 0 , m = 1, . . . , 2ℓ + 1, be independent random variables on R following a normal distribution N (µ ℓ , σ 2 ℓ ) with mean µ ℓ := 0 for ℓ ≥ 1 and variance
The scaling factor δ > 0 is used to delay the decay of the angular power spectrum A ℓ in (6.1), increasing the importance of high frequency components as δ decreases. Small values of δ correspond to a short correlation length (in the sense of geodesic distance) making the random field "rougher" and more difficult to approximate, but δ does not change the Sobolev index of the random field. Let
so that in the notation of Section 4 we have a ℓm = ( T δ,M ) ℓm . By [22, Theorem 6.12, Remark 6.13], given δ > 0 and M ∈ N 0 , the T δ,M in (6.2) is a Gaussian random field on S 2 with expectation
where we used the linearity of expectation and E [a ℓm ] = 0 for ℓ ≥ 1.
Errors of discrete needlet approximation
We consider centered Gaussian random fields of (6.2), i.e. µ 0 = 0 and a ℓm has variance A ℓ , with A ℓ as in (6.1). Figure 1a shows one realisation T δ,M ( ω) with δ = 1/5, s = 1.5 and M = 300, while Figure 1b shows the fully discrete needlet approximation V need J,N (T δ,M ; ω) with J = 7 (which is a polynomial of degree 127). Figure 1c shows the pointwise error V need J,N (T δ,M ; ω) − T δ,M ( ω) as a function on S 2 . Figure 1 demonstrates that using a discrete needlet approximation up to order 7 can faithfully reconstruct a realisation of a Gaussian random field with low smoothness, short correlation length and high frequency components, losing only some fine details. The approximation errors in Figure 1c come from the high frequency components in the Gaussian random field and are as good as can be expected, with positive and negative oscillations of roughly equal magnitudes. These missing details can be retrieved by adding higher levels in the needlet approximation.
Computationally we need to both estimate the expected value and approximate the integral over the sphere for the L 2 (S 2 ) norm. The first is done using the sample mean of L 2 (S 2 )-errors of V need J,N (T ; ω n ) for n = 1, . . . , N . The second is done using another quadrature rule ( w i , x i ) : i = 1, . . . , N as follows. To illustrate the convergence order in Theorem 4.10 we use the root mean square error Figure 2 shows mean L 2 -errors (6.4) of the discrete needlet approximation V need J,N with order J = 0, . . . , 7 for T δ,M with µ 0 = 0, δ = 1, 1/5, M = 300 and s = 1.5 and 2.5, using the formula (6.3) with N = 100 and using a symmetric 301-design [42] with N = 45, 454 to estimate the L 2 error. The graphs show convincingly that mean L 2 -errors decay at a rate close to 2 −Js for both s = 1.5 and 2.5, supporting the assertion of Theorem 4.10. When the scaling factor δ is smaller, i.e. when the random field is "rougher", higher levels are required before the asymptotic rate becomes apparent. The graphs also show that in both cases the sample variances converge to zero as J increases, which supports Theorem 5.2.
Comparison of needlet and Fourier approximations
In this section we compare the needlet and truncated Fourier approximations. In practice we compare the discrete versions of the two approximation schemes: the discrete needlet approximation on the one hand, and on the other the so-called "hyperinterpolation" approximation [31, 32, 14] . The hyperinterpolation approximation of degree L, denoted by V L (T ; ω, x), truncates the Fourier expansion in (3.2) at ℓ = L and replaces the integral in the inner product (T, Y ℓ,m ) L 2 (S d ) by a quadrature rule Q N := {(W i , y i )|i = 1, . . . , N } on S 2 exact for degree 2L.
In making this comparison it is not immediately clear what is a fair experiment. The level J needlet approximation is a polynomial of degree 2 J − 1, so for J = 7 (as in all the experiments in this section) the needlet is a polynomial of degree 127. On the other hand, by design it reproduces spherical harmonics of degree up to degree only 2 J−1 , or 64 in this case. In the following experiments we choose to take the degree of the hyperinterpolation approximation to be 128. In this way a clear advantage is given to the Fourier projection (as represented by its surrogate, hyperinterpolation), since it is well known that the Fourier projection is the optimal L 2 approximation.
On the other hand, needlets have a clear advantage when the aim is not a global approximation of uniform quality, but rather a high quality approximation over a limited region of the sphere.
In the following experiment the function to be approximated is defined by is the C 0 cosine cap function supported on a spherical cap of radius r about x 0 (see [2] ). The function (6.5) can be interpreted as a random field in which the mean field is not constant over the sphere, but instead has a cosine cap in a neighbourhood of x 0 , which we take to be the north pole. The function f ccap is in C (S 2 ) but not in any Sobolev space W s 2 (S 2 ) for s > 1. The boundary of the support where dist(x, x 0 ) = r is the most difficult part to approximate. Figure 3a shows one realisation of this random field T (1) δ,M in (6.5) with δ = 1, M = 130 and s = 1.5. We take the point of view that there is a particular interest in approximating the random field in the polar region, where the cosine cap occurs. For that reason we take a relatively low order needlet approximation globally, with J = 4, but in the region where arccos(x · x 0 ) ≤ π/3 we increase the order to J = 7. The localised needlet approximation in Figure 3b is excellent in the polar cap where needlets of all levels up to J = 7 are used. It still achieves a good approximation over the remainder of the sphere where only needlets up to level 4 are used, as illustrated in the error plot in Figure 3c . We refer to the Riemann localisation of the filtered approximation [41] for an explanation of the behaviour of local approximation by needlets. With symmetric spherical designs, the localised (in a cap of radius π/3) needlet approximation in Figure 3b uses a total of 11, 341 needlets. This is around 26% of the 43, 448 needlets used in fully discrete needlet approximation for all levels up to J = 7 over the whole sphere, see Table 1 . Thus needlets efficiently allow the local concentration of points in regions of most interest.
Finally, Figure 3d shows the error in the hyperinterpolation approximation of degree 128. Of course in the Fourier case there is no capacity for localising the approximation.
