back configuration (1) and (2) is asymptotically hyperstable for any nonlinear device satisfying the constraint in (2). The associate transfer function possesses a strictly stable zero/pole cancellation at s = 0 which has not been taken into account in the above calculations. This is reasonable when the transfer function numerator and denominator are not factored explicitly from the state-space description especially for high order systems. If such a cancellation is known and removed for a minimum state-space realization of (1) resulting in A = 0a, A 1 = 0a, b = k, c = 1 then 0 = ((ada)=(ja 1 j(da + 2k(a + 1)a)) from Lemma 1 with P = 1=k, q = 0. In this simple example, the calculations may also be performed from the real part of the transfer function once the cancellation, if known, is removed. In this case, this leads to d > 0, 0 = (a)=(ja1j) which is the weakest found constraint.
I. INTRODUCTION
Robust pole assignment is an effective design method for linear control systems subject to parameter perturbation. Given a linear system and the desired closed-loop poles, the robust pole assignment problem is to find the feedback gains such that the robustness (conditioning in this specific case) of the eigensystem is optimized [1] . In a pioneering work, Kautsky et al. formulated the robust pole assignment problem by means of minimizing the condition number of the system eigenvector matrix. In [2] and [3] , it was shown that the condition number could be replaced by an additive objective function: the norm of the eigenvector matrix, plus the norm of the inverse of the eigenvector matrix. Numerical methods such as the Newton's method and the conjugate gradient method were used in [2] . A gradient-flow approach [3] was proposed for solving the robust pole assignment problem by minimizing the additive objective function. The approach mentioned above requires the real-time inversion of eigenvector matrix. Such a requirement entails a powerful computing facility, which is not feasible for many real-time control applications, especially mobile ones (e.g., mobile robot control and vehicle engine control). To overcome the shortcoming, augmented gradient flows were developed in [4] where the matrix inversion is embedded in gradient flows. A neural network approach was given in [5] for approximate robust pole assignment based on the penalty function method. This approach is not suitable for time-varying control systems since QR factorization of a system matrix is needed.
Since the mid 1980s, neural networks for modeling, monitoring, and controlling dynamical systems have been investigated extensively; e.g., see, [7] - [13] for paradigms on neural networks in control applications. Because of the parallel distributed nature of neural computation, neural networks can be viable tools for synthesizing control systems in real time. For example, a four-layer recurrent neural network, based on the deterministic annealing neural network [11] , was developed for online synthesis of linear state feedback controllers with desired closed-loop poles and the minimum Frobenius norm of feedback gain matrix or closed-loop system matrix [10] . The four-layer recurrent neural network can initialize, tune and optimize a state feedback controller in real time.
This brief presents a neural network approach to robust pole assignment by minimizing the eigenstructure of control systems. Two multilayer recurrent neural networks, called the state-independent annealing neural network and the state-dependent annealing neural network, are developed based on a new problem formulation. The neural networks are shown to be capable of synthesizing linear robust control systems in real time. The state-dependent annealing neural network is shown to be capable of determining an optimal solution to the robust pole assignment problem in real time with an exponential convergence rate. In addition, the online computed controller gain can guarantee that the perturbed closed-loop control system is globally exponentially stable and it is applicable to slowly time-varying linear control systems.
II. PROBLEM FORMULATION
Consider a linear dynamical system _x(t) = Ax(t) + Bu(t); x(0) = x 0
(1) where x 2 R n is the state vector, u 2 R m is the control vector, and A 2 R n2n and B 2 R n2m are known coefficient matrices. As usual, it is assumed that B is of full column rank.
If the linear system described in (1) is completely controllable, the linear state feedback control law u(t) = r(t) + Kx(t) can be applied to control the state of the system. The closed-loop system is
where r 2 R m is a reference input vector, and K 2 R m2n is a state feedback gain matrix. In general, K is not unique for a multivariable system and may be chosen by using different design strategies, such as optimal control method or pole assignment method. In this brief, we will focus on the robust pole assignment approach to obtain the feedback gain matrix.
Let 3 2 R n2n have the desired eigenvalues as the closed-loop system matrix A + BK. The feedback gain matrix K can be determined by solving the following matrix equations [12] and [13] :
for almost any G 2 R m2n . To obtain K by using (3), Z must be nonsingular. Hence, a sufficient condition is given in [12] : if 3 is cyclic, A and 3 have no common eigenvalue, and (3;G) is observable, then, the unique solution Z of (3) is almost surely nonsingular with respect to G.
In order to optimize the performance of the feedback control system, the minimization of an objective function is desirable. In this brief, our design objective is concerned with the maximum unstructured time-invariant disturbance 1 in A such that stability of the perturbed closed-loop system is retained. To determine the maximum disturbance, the following result is given in [1] . F . This is in line with the spirit taken in many recent works in [2] , [3] , [5] , [14] , and related references therein. It is shown in [3] 
Once G and Y are obtained, the feedback gain matrix can be obtained through K = GY . In view of the quadratic constraint in (7), the minimization problem is nonconvex.
III. NEURAL NETWORKS

A. Network Architecture
In recent years, neural networks have been proposed for solving a wide variety of optimization and algebraic equation problems. Various optimization neural networks have been developed (e.g., [11] , [15] ). Nonlinear and linear recurrent neural networks have been proposed for matrix inversion [16] . Recurrent neural networks have also been proposed for solving linear algebraic equations [17] , [18] . The results of these investigations have laid the basis for robust pole assignment using neural networks.
Based on the problem formulation discussed in the preceding section, an energy function can be defined as follows:
where Z(t) and Y (t) are n 2n activation state matrices of the neurons corresponding to Z and Y respectively, G(t) is an m 2 n activation state matrix of the neurons corresponding to G. T (t) is a scalar temperature parameter corresponding to T . The first term of the energy function corresponds to the objective function in (6) . The second and third terms are associated with the constraints in (7). The role of T (t) is discussed at full length in [11] . That is, T (t) satisfies the following property: T (t) 0 and T (t) = 0 if and only if Z(t), Y (t) and G(t)
constitute a feasible solution to the robust pole assignment problem described in (6) and (7). By viewing T as a parameter and letting the time derivatives of the variables be directly proportional to the negative gradients of the defined energy function with respect to the matrix variables Z, Y , and G, we have the following dynamic equations of a recurrent neural network:
where is a positive scaling constant. The recurrent neural network for robust pole assignment is composed of three interrelated layers repre-senting G, Y , and Z, respectively, where G and Y are the outputs of the neural networks.
B. Temperature Parameter
We first choose T (t) as defined in [11] T (t) = exp(0t) (12) where > 0 and > 0 are two design parameters. The neural network described in (9)- (11) and T (t) in (12), is called the state-independent annealing neural network hereafter. According to [11] , we can see that this neural network can converge to an optimal solution of the robust pole assignment problem described in (6) and (7) with appropriate design parameters. This property is verified by simulation results in the later part of this brief. (12) is independent of the states and can not be used for robust pole assignment in time-varying systems. Let a state-dependent temperature parameter be defined as
T (t) in
where > 0 is a design parameter. The neural network represented by (9)- (11) and T (t) in (13) is called the state-dependent annealing neural network hereafter.
C. Global Convergence
The convergence property of the state-independent annealing network is well studied in [11] . In this subsection we focus on the state-dependent annealing network.
Let be the equilibrium set of the state-dependent annealing neural network. Let the set of feasible solutions to (7) be 3 = f(Z; Y; G)jZ; Y 2 R n2n ; G 2 R m2n , and (Z; Y; G) satisfies and (7)}. If (Z; Y; G) 2 3 , then, the right sides of (9)-(11) are equal to zero by noting T (t) in (13) . Hence 3 .
We have the following results for the state-dependent annealing network. The proof of Theorem 1 is in the Appendix.
D. Feasibility and Optimality
For the state-dependent annealing network, the temperature parameter T (t) in (13) is a time-varying weighting factor of the energy function (8) . Its initial value depends on and (Z0;Y0;G0). Theorem 2: Given the initial state (Z0;Y0;G0) = 2 , there exists a time instant t 1 0 such that T (t) in (13) is strictly monotonically and exponentially decreasing for t t 1 along the positive half trajectory of (9)- (11) F , subject to (7)}.
E. Stability of the Closed-Loop System Lemma 1 [24, p. 115]:
Consider a linear time-varying system of the form _x(t) = (A1+A2(t))x(t)where A1 is constant and Hurwitz (i.e., has all its eigenvalues strictly in the left-half plane), and A 2 (t) is such that A 2 (t) ! 0 as t ! +1 and +1 0 kA 2 (t)k F dt < +1. Then the system _x(t) = (A1 + A2(t))x(t) is globally exponentially stable.
Theorem 3:
The perturbed closed-loop control system _x(t) = (A + 1 + BK(t)) x(t); x(0) = x 0 (14) is globally exponentially stable as the state-dependent annealing net- 
On the other hand, we rewrite (14) as
From (16) A comparison with the other published results is shown in Table I . From Table I , we can see that precision of pole assignment by using the state-independent annealing network is better than the other published results although the resulting condition number is slightly larger than the results by using Byers and Nash's method and Ho, et al.'s method. The results by using the state-dependent annealing network are superior to the results by using the other published methods in terms of precision of pole assignment and the value of the condition number. Using the state-dependent annealing network with parameters = 4 2 10 6 and = 1, we obtain Table II shows the comparison of the present neural networks with an existing one. From Table II, we can see that the resulting condition numbers by using the present methods are smaller than the condition number by using Byers and Nash's method. Moreover, the assigned poles from the proposed approaches are rather accurate.
V. CONCLUDING REMARKS
In this brief, multilayer recurrent neural networks are presented for synthesizing linear control systems in real time via robust pole assignment. Since the traditional pole assignment methods can not be applied in online synthesis of control systems, the proposed neural network approach is advantageous and can be used for many real-time control applications because of online synthesis and auto-tuning. The recurrent neural networks for robust pole assignment are proven to be convergent. The effectiveness, superiority, and the operating characteristics of the proposed neural networks are also illustrated by using simulation results of benchmark problems with high robustness and precision in pole assignment. (19) (a) We first show that the state-dependent annealing network has a unique state (Z(t);Y (t);G(t)) defined on [0; 1). Note T as in (13), it is easy to see that the right sides of (9)- (11) has the property that f(Z(tn);Y (tn);G(tn))g is a Cauchy sequence. Therefore, there exists a finite (Z 0 ; Y 0 ; G 0 ) such that limt!t (Z(t);Y (t); G(t)) = (Z 0 ; Y 0 ; G 0 ), which is contradictory to the assumption that t 3 is a finite escape time. Thus, the state-dependent annealing network has a unique state solution (Z(t);Y (t);G(t)) defined on [0; 1). (20) implies that the energy function E(Z; Y; G) as in (19) Then, from (9), (10) , and (11) 
