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Abstract 
In this paper, we show how online management of both quality of service (QoS) 
and provider revenue can be performed in CDMA cellular networks by adaptive 
control of system parameters to changing traffic conditions. The key contribution 
is the introduction of a novel call admission control and bandwidth degradation 
scheme for real-time traffic as well as the development of a Markov model for the 
admission controller. This Markov model incorporates important features of 3G 
cellular networks, such as CDMA intra- and inter-cell interference, different call 
priorities and soft handover. From the results of the Markov model the threshold 
for maximal call degradation is periodically adjusted according to the currently 
measured traffic in the radio access network. As a consequence, QoS and revenue 
measures can be optimized with respect to a predefined goal. To illustrate the 
effectiveness of the proposed QoS/revenue management approach, we present 
quantitative results for the Markov model and a comprehensive simulation study 
considering a half-day window of a daily usage pattern. 
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1 Introduction 
The current evolution in mobile networks is primarily characterized by a transition from 
circuit-switched voice-oriented networks to integrated multi-service all IP networks. 
However, the support of multimedia services over wireless channels presents a number of 
technical challenges. One of the major challenges is to effectively utilize the scarce bandwidth 
in the radio access network. In CDMA cellular networks bandwidth is varying over time due 
to intra- and inter-cell interference, path-loss, fast fading, and shadowing [17]. Furthermore, 
user mobility can trigger rapid degradation in delivered quality of service (QoS) during a 
handover. These system characteristics result in time-varying QoS for mobile applications 
and, thus, the provision of different QoS classes and call priorities is desirable, e.g., as defined 
by the 3rd Generation Partnership Project (3GPP) [1]. 
For most multimedia applications, e.g., voice over IP or video conferencing, service can be 
degraded temporarily in case of congestion as long as it is still within the pre-defined range 
[4]. Thus, the system could free some radio capacity for new or handover calls by decreasing 
the QoS level of ongoing calls. Chou and Shin proposed an analytical model for a combined 
degradation and traffic restriction mechanisms [6]. Call degradation is for admission of more 
new and handover calls in the cell, and, hence, reduces the new call blocking and handover 
failure probability. However, the number of degraded calls is restricted by a fixed value that is 
not adjusted according to changing traffic load. In [16], Lataoui, Rachidi, Samuel, Gruhl, and 
Yan defined the components of a QoS management structure for packet switched 3rd 
generation mobile systems. They introduced the Seamless Service Descriptor as QoS 
parameter and specified an admission controller that utilizes this QoS parameter to allow 
degraded services at multiple levels according to a user specific profile. Das, Jayaram, 
Kakani, and Sen proposed a framework for QoS provisioning of multimedia services in 3G 
wireless access networks [7]. To support a differentiated treatment of real-time and non real-
time traffic flows and to guarantee QoS demands, they developed a call admission controller 
that utilizes different schemes, i.e., channel reservation, bandwidth degradation, and 
bandwidth compaction. Service degradation with respect to revenue optimization was studied 
by Chlamtac, Das, and Záruba [4]. They proposed an admission control framework for 
optimal call mix selection to maximize the revenue earned by the service provider. 
Several recent studies [5], [18], [19], [27] have been conducted concerning the forced-
termination of calls due to handover failure. The dropping of a handover call is generally 
considered more serious than blocking of a new call. Therefore, a certain amount of 
bandwidth (also called guard channels) is exclusively reserved for handovers. This amount of 
bandwidth can be either fixed or adaptively controlled with respect to the current traffic load. 
In [20], we introduced an approach that determines the amount of bandwidth to be reserved 
for handover calls according to a look-up table, which was determined by extensive offline 
simulations. In [21], we extended this approach to general utility functions depending on 
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online monitored performance measures such as call blocking probability and handover 
failure probability. Furthermore, the improvement of both quality of service and provider 
revenue is considered for non real-time traffic. In order to improvement the dropping 
probability of soft handover calls, Ma, Han, and Trivedi considered a stochastic model for an 
admission controller in CDMA cellular networks that prioritizes soft handover calls using soft 
guard channels [22]. None of these previous papers investigates the prioritization of soft 
handover calls by applying a graceful degradation scheme that adapts to changing traffic load. 
In this paper, we show how online management of both quality of service and provider 
revenue can be performed in CDMA cellular networks by adaptive control of system 
parameters to changing traffic conditions. As a main result, the approach is based on a novel 
call admission control and bandwidth degradation scheme for real-time traffic. We consider 
real-time calls with two priority levels: calls of high priority have a guaranteed bitrate 
whereas calls of low priority can be temporarily degraded to a lower bitrate in order to reduce 
forced termination of calls due to a handover failure. Opposed to previous work [6], [21], 
[22], we consider a graceful degradation of bandwidth in several steps. Furthermore, calls of 
low priority are degraded equally rather than picking out one call randomly for degradation. 
Clearly due to fairness reasons this approach should be preferred over a random choice of 
calls applied in [6]. A second contribution of this paper constitutes the development of a 
Markov model for the admission controller that incorporates important features of 3G cellular 
networks, such as CDMA intra- and inter-cell interference [17] and soft handover [12]. From 
the online quantitative analysis of the Markov model the threshold for maximal call 
degradation is periodically adjusted according to the currently measured traffic in the radio 
access network and a predefined optimization goal. We consider three different goals for the 
optimization of QoS and provider revenue: (i) minimizing call degradation subject to a hard 
constraint on handover failure probability, (ii) maximizing a QoS function, and (iii) 
maximizing a QoS/revenue function. 
We present curves for measures of interest derived from the numerical steady state analysis 
of the Markov model. Besides the evaluation of the optimization goals, we compare the 
proposed degradation scheme with existing admission control policies based on adaptive 
guard channels [5], [27]. We show that overall utilization of cell capacity is higher with the 
degradation scheme, which can be considered as an "on demand" reservation of cell capacity 
whereas the guard channel scheme implements an "a-priori" reservation. Thus, the 
degradation scheme is the method of choice in future mobile networks, which support service 
degradation, since it can guarantee a certain handover failure probability and also high 
capacity utilization. The effectiveness of the proposed approach is illustrated by a 
comprehensive simulation study considering a half-day window of a daily usage pattern. 
The paper is organized as follows. Section 2 presents the framework for QoS/revenue 
management and introduces the admission control and bandwidth degradation scheme. In 
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Section 3, we develop the Markov model of the admission controller and introduce three 
different goals for optimization. Results from quantitative analysis of the Markov model are 
presented in Section 4. Section 5 discusses implementation issues of the QoS/revenue 
management approach and presents a comprehensive simulation study. Finally, concluding 
remarks are given. 
 
2 Framework for QoS/Revenue Management 
2.1 General Description 
This section introduces the framework for the integrated management of both QoS and 
revenue in CDMA cellular networks. As illustrated in Figure 1, the framework is part of a 
base station controller (BSC) which is the primary controlling unit for a cluster of cells. The 
framework is subdivided into (1) the admission controller which decides whether to accept or 
reject a call request, (2) the online traffic measurement unit, and (3) the integrated 
QoS/revenue management unit which aims to determine the optimal setting of the admission 
controller in control periods of fixed duration. Thus, the proposed framework closes the loop 
between network operation and network control. In this paper, we focus on the optimization 
of just one adjustable parameter, i.e., the threshold for maximal bandwidth degradation, which 
is part of the admission controller introduced in the next section. 
The optimization is based on the current traffic characteristics, called traffic pattern, 
determined by the online traffic measurement unit, a Markov model of the admission 
controller, and a predefined goal for QoS/revenue optimization. This Markov model 
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Figure 1. Illustration of online QoS/revenue management 
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characterizes dependencies between the adjustable parameter of the admission controller and 
the traffic pattern. For different settings of the adjustable parameter, the evaluation of the 
Markov model yields a set of QoS and revenue measures crucial for optimization. Based on 
these QoS and revenue measures, the predefined goal for QoS/revenue optimization is 
evaluated. The parameter setting, which maximizes this goal is optimal for the current state of 
the radio access network, i.e., optimal for the current traffic pattern. 
 
2.2 Admission Control Based on Bandwidth Degradation 
This section describes the proposed admission control and bandwidth degradation scheme that 
is subject to be optimized according to the framework introduced in the previous section. 
Before a mobile user can start a new call, an admission controller decides to accept or reject 
the user's request. In general, this decision is based on the bandwidth requirements of the new 
call and the current network state, e.g., given by currently available bandwidth. Since the 
capacity of CDMA cellular systems is interference limited [17], the decision of the admission 
controller must be based on the interference in the considered cell (intra-cell interference) and 
the surrounding cells (other-cell interference). As introduced in the next section, a feasibility 
function determines whether a given system configuration is feasible in terms of CDMA cell 
capacity (see Eq. (8)). Intuitively, in a feasible system configuration the demands of all users 
in the system are satisfied. The admission controller performs a tradeoff between accepting a 
call request that may result in a QoS degradation of already admitted calls and rejecting a call 
request in order to guarantee ongoing calls a certain QoS. Furthermore, the admission 
controller prioritizes handover call requests over new call requests, since the dropping of a 
handover call is generally considered more serious than blocking of a new call. 
Because of the scarcity of wireless cell capacity and the potentially large population of 
mobile users, it is desirable to offer preferential treatment to those who are willing to pay 
more for their service. This implies that the network will need to provide multiple service 
classes. Therefore, the proposed admission controller distinguishes two different call 
priorities, i.e., class-one calls correspond to calls of high priority and class-two calls are of 
lower priority. We abbreviate class-one calls with C1 calls and class-two calls with C2 calls, 
respectively. In order to prioritize handover call requests over new call requests as well as C1 
calls over C2 calls, we consider an algorithm that temporally degrades the bandwidth reserved 
for C2 calls. Once the total required bandwidth exceeds the cell capacity, the system reduces 
the bandwidth currently assigned to C2 calls in order to admit more new C1 calls or handover 
calls, and hence reduces blocking probability of new C1 calls as well as the probability of 
handover failures. Suppose that without bandwidth degradation calls of class C1 and C2 
require a bitrate of R kbps, respectively. The bandwidth degradation is performed stepwise in 
so called degradation steps of size δ. We assume that each C2 call could receive degraded 
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Figure 2. Bandwidth degradation scheme 
service as long as this degraded service is within a tolerable range, i.e., a certain minimum 
bandwidth must be reserved for a C2. Therefore, the maximal number of degradation steps, 
denoted by mmax, is bounded by a degradation threshold θ, i.e., θ = mmax·δ (see Figure 2). 
The admission controller considers the soft handover capability of CDMA cellular 
systems. Generally, CDMA systems enable handovers within a common radio access network 
(RAN), i.e., an intra-system handover, as well as handovers between two different RAN, i.e., 
inter-system handover. Throughout this paper, we consider a homogenous CDMA cellular 
network where neighboring cells use the same frequency band (intra-frequency) and do not 
take into consideration inter-system handover calls. Thus, the frequency has not to be changed 
at the time of a handover. Within an intra-system, intra-frequency CDMA system hard 
handovers can only occur if the handover is performed between two neighboring base stations 
with distinct BSC that are not connected due to radio network planning strategy or 
transmission reasons. Under these circumstances, intra-frequency hard handover is the only 
handover to support the seamless radio access. 
According to [12], the vast majority of handovers are intra-system, intra-frequency soft 
handovers. Thus, we restrict our investigations to this kind of handovers. In fact, a mobile 
terminal near the cell boundary can maintain connectivity to an active set of more than one 
base station simultaneously. So when a mobile terminal with an ongoing call moves from one 
cell to another, the handover process happens in multiple steps. First the mobile notices the 
new cell, and the call will be carried on both cells. As the mobile continues to move, 
eventually the strength of the signal stemming from the cell the mobile is moving away from 
will drop to a point where it isn't useful any longer. Again, the mobile informs the cell system 
of this fact, and the system will drop the original cell. Because of this "make before break" 
transition this handover mechanism is called soft handover. In contrast, cellular systems based 
on FDMA and/or TDMA, such as GSM, employ the more traditional hard handover ("break 
before make"), where the mobile maintains connectivity to at most one base station at all 
times. 
Figure 3 presents an activity diagram in Unified Modeling Language (UML) notation for 
decisions of the admission controller upon arrival of a new or soft handover call request. If the 
call request can be accommodated in the cell without exceeding the cell capacity the request is 
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Figure 3. Activity diagram for admission controller: arrival of call request 
granted. In case of insufficient bandwidth availability with respect to the feasibility function 
the admission controller distinguishes between C1 and C2 new calls and soft handover calls. 
New low priority call requests, i.e., new C2 calls, are rejected. In order to prioritize new C1 
calls over C2 calls, the admission controller degrades C2 calls as long as the available 
bandwidth gets sufficient or a maximum of η·mmax degradation steps is reached. The 
parameter η, 0 ≤ η ≤ 1, specifies the extent of prioritizing C1 calls over C2 calls, i.e., η = 0 
corresponds to no prioritization and η = 1 corresponds to maximal prioritization, respectively. 
If the available bandwidth is still insufficient, the new C1 call request must be rejected. Note 
that to accommodate a new C2 call the current number of degradation steps must not exceed 
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η·mmax steps. This is an important restriction to avoid prioritization of C2 calls in times of 
heavy degradation. 
For soft handover calls the decisions are somewhat different. Independent of their priority, 
soft handover calls, can degrade other C2 calls to the maximum of mmax degradation steps. If 
the cell is still saturated, even with maximal degradation of C2 calls, the soft handover request 
may be queued in a handover queue with limited capacity K. Queued soft handover calls can 
(i) be accepted if sufficient bandwidth gets available, (ii) leave the cell, i.e., the mobile 
terminal moves to an adjacent cell or the call is completed, and (iii) be terminated due to 
timeout. Note that queued soft handover calls are still ongoing calls and thus, contribute to the 
intra-cell interference. In fact, queued soft handover calls lead to a cell overload with respect 
to the feasibility function. Therefore, we consider a timer for each queued soft handover call 
in order to bound this overload effect. Furthermore, the capacity of the handover queue should 
be reasonably small. In the case of a full handover queue, an arriving soft handover call 
request must be terminated to protect ongoing calls in the cell from further cell overload. 
Figure 4 presents an UML activity diagram for the actions of the admission controller if 
the mobile terminal moves to an adjacent cell or a user completes the call. In terms of cell 
capacity a handover to an adjacent cell is similar to a call termination since no more resources 
are occupied in the cell (the call only contributes to the interference received from other 
cells). The admission controller checks whether the new available bandwidth is sufficient to 
accommodate a queued soft handover call. Recall that a queued soft handover call is only 
tolerated in the cell until a timer assigned to this call expires. In contrast, a regular accepted 
call is not restricted in his call duration. Therefore, it is desirable to admit a queued soft 
handover call in the cell if possible. If no more queued soft handover calls exist and 
bandwidth is still available, ongoing C2 calls are upgraded to a minimal number of required 
degradation steps with respect to the feasibility function. 
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Figure 4. Activity diagram of admission controller: call leaving the considered cell 
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2.3 Derivation of the Feasibility Function 
This section derives the feasibility function, which is required by the admission controller in 
order to determine whether sufficient bandwidth is available to accommodate a new or 
handover call in the cell. The derivation of the feasibility function is based on CDMA cell 
capacity considerations. Note that we do not aim to derive CDMA cell capacity in general as 
had been done in many previous studies (see e.g. [11], [9], and [13]). In fact, we only take 
into account CDMA cell capacity considerations in order to determine the specific feasibility 
function resulting from the two user classes with different bandwidth requirements. 
We consider a cell with bandwidth W Hz, comprising of a single base station with omni-
directional antenna to which n1 users of class C1 and n2 users of class C2 are connected. For 
capacity calculations we consider the uplink (reverse link) as it is generally accepted to be the 
limiting factor for the number of users that can be served by a single cell [8], [28]. It is 
assumed that perfect power control is applied so that all reverse link signals are received at 
the minimum required power level at the base station. Recall that without bandwidth 
degradation users of class C1 and C2 require a bitrate of R kbps, respectively. Considering a 
degradation of m steps, the assigned bitrate for a user of class C2 reduces to R−m·δ kbps. For 
adequate call performance in terms of bit error rate (BER), we assume that each user requires 
a minimum bit energy to interference density ratio denoted by emin := (Eb/I0)min. After 
despreading and filtering the incoming signal, the currently received Eb/I0 for each user is 
obtained as 
b
0
E Cs
I I
= ⋅  (1) 
where s denotes the spreading factor and C/I the carrier to interference ratio. For calls of class 
C1 and C2 with data rates R and R−m·δ the spreading factors are given by W/R and 
W/(R−m·δ), respectively. Let Pi , i = 1,2, denote the power of a call of class Ci received at the 
base station, and τ the power of the interference from other cells. Background noise is 
assumed to be negligible. In order to meet the minimum required bit energy to interference 
density ratio, emin, for each user, there must exist nonnegative received power levels P1 and P2 
such that each of the following equations holds: 
( ) 1min 1 1 2 2
PWe
R n 1 P n P
≤ ⋅ − ⋅ + ⋅ + τ  (2) 
( )2min 1 1 2 2
PWe
R m n P n 1 P
≤ ⋅− ⋅δ ⋅ + − ⋅ + τ  (3) 
A configuration of a cell consists of the number of ongoing C1 and C2 calls, i.e., n1 and n2, 
and the current number of degradation steps m. According to [8], a particular cell 
configuration (n1, n2, m) for which nonnegative received power levels P1 and P2 exist such 
that Eqs. (2) and (3) hold is called feasible. Thus, in a feasible cell configuration the users 
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demands in terms of emin can be satisfied by choosing appropriate power levels P1 and P2. We 
assume that the relation of the received power levels P1 and P2 for C1 and C2 calls is directly 
proportional to the relation of the required bitrates, i.e., 
1
2
P R
P R m
= − ⋅δ . (4) 
This is a fairly natural constraint that implies that increasing/decreasing the bitrate of C2 calls 
increases/decreases the received power at the base station in the same way. According to [8], 
we encapsulate the requirements of calls of class Ci, i=1,2, in the minimum signal to 
interference density ratio (SIDR) values, denoted by Γi: 
1 minv R eΓ = ⋅ ⋅  (5) 
( )2 minv R m eΓ = ⋅ − ⋅δ ⋅ , (6) 
where v represents the activity factor of the call, e.g. v ≈ 0.4 for voice activity monitoring. In 
order to check whether a particular configuration is feasible, we need to determine τ, the 
received interference power from other cells. According to [26], [28], the received 
interference power from other cells can be computed by considering a relative other cell 
interference factor β. Let 1n  and 2n  be the average number of C1 and C2 calls per cell in a 
tier of cells surrounding the considered cell, respectively. Furthermore, let m  be the average 
number of degradation steps in the surrounding cells. Applying Eq. (4), the interference 
power from other cells can be determined by: 
( )R m1 1 2 1Rn P n P− ⋅δτ = β⋅ ⋅ + ⋅ ⋅  (7) 
Inserting (4), (5), (6), and (7) into (2) and (3), defining ( )2 minv R m eΓ = ⋅ − ⋅δ ⋅  as the 
average requirements of C2 calls in the surrounding cells, and using some algebra, results in 
the following feasibility function: 
( ) ( ) ( )1 1 2 2 1 1 2 21 2 feasible ,if n n 1 n n WF n ,n ,m
unfeasible ,else
 Γ + Γ − + β⋅ Γ + Γ ≤= 
 (8) 
 
3 Optimization of the Admission Controller 
3.1 Markov Chain Analysis of the Admission Controller 
The optimization of the admission control and bandwidth degradation scheme introduced in 
Section 2.2 is performed by means of a continuous time Markov chain (CTMC). In particular, 
the Markov chain is utilized to determine an optimal value for the degradation threshold θ 
(see Figure 2 for a definition of θ) with respect to a given traffic pattern and a predefined goal 
for optimization. This section shows how to efficiently analyze the Markov chain and to 
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derive QoS and revenue measures, which constitute the building blocks for the optimization 
goals, further specified in Section 3.2. 
The Markov model considers the admission controller for one target cell. We assume that 
new call requests of class C1 and C2 arrive according to a spatially uniform Poisson process 
with arrival rate λn,1 and λn,2, respectively. Furthermore, soft handover requests from ongoing 
C1 and C2 calls arrive according to a Poisson process with rate λh,1 and λh,2, respectively. The 
amount of time that a mobile station with an ongoing call remains within the cell is called 
dwell time. With respect to the feasibility function (8), the dwell time is the time the call 
contributes to the intra-cell interference. Indeed, a soft handover to an adjacent cell can occur 
during the dwell time. Then the target cell and the corresponding adjacent cell serve the call 
simultaneously. If the call is still active after the dwell time, it leaves the cell to a neighboring 
cell without being in soft handover with the target cell anymore. The call duration is defined 
as the amount of time that the call will be active, assuming it completes without being forced 
to terminate due to handover failure. We assume the dwell time and the call duration to be 
exponentially distributed random variables with mean 1/µh and 1/µd, respectively. The overall 
rate of calls leaving the considered cell is denoted by µ = µd + µh. The reciprocal 1/µ is called 
cell residence time of a call. Recall that a queued soft handover call may be terminated by a 
timeout event. We assume the timeout event to be an exponentially distributed random 
variable with mean 1/µt. It should by noted that the assumption of exponentially distributed 
dwell times may be relaxed by including phase-type distributions in order to incorporate a 
slightly more realistic mobility process, while still allowing Markov chain analysis; however, 
the impact on the anticipated results and trends presented in this paper is expected to be 
insignificant, while obtaining the equilibrium distribution of the ensuing higher-dimensional 
Markov chain would be computationally more expensive. 
A state of the model representing the target cell is determined by the number of active C1 
and C2 calls, denoted by n1 and n2, respectively, the current number of degradation steps, 
denoted by m (0 ≤ m ≤ mmax), and the number of C1 and C2 calls waiting in the soft handover 
queue, denoted by k1 and k2 (k1+k2 ≤ K), respectively. Thus, the state of the queueing model 
can be expressed by a vector s = (n1, n2, m, k1, k2). The model dynamics are determined by the 
underlying continuous-time Markov chain that causes state transitions at random instants. 
State transitions correspond to different kinds of events that must be processed in the cell. The 
following kinds of events may occur: 
(i) incoming new call request, 
(ii) incoming soft handover call request, 
(iii) call leaving the cell, 
(iv) queued soft handover call leaving the cell. 
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Event type Condition Successor state Rate 
New C1 call request 
k1+k2 = 0 ∧ ∃ m': m ≤ m' ≤ 
max(η·mmax, m) ∧ B(n1+1, n2, m', 0) (n1+1, n2, m', k1, k2) λn,1 
New C2 call request k1+k2 = 0 ∧ m ≤ η·mmax ∧ F(n1, n2+1, m) (n1, n2+1, m, k1, k2) λn,2 
C1 call leaving cell 
n1 > 0 ∧ ∃ m', k1', k2': 0 ≤ m' ≤ mmax 
∧ 0 ≤ k1' ≤ k1 ∧ 0 ≤ k2' ≤ k2 
∧ Q(n1-1, n2, mmax, k1', k1, k2', k2) 
∧ B(n1-1+k1', n2+k2', m', k1-k1'+k2-k2') 
(n1-1+k1', n2+k2', m', 
 k1-k1', k2-k2') 
n1·µ 
C2 call leaving cell 
n2 > 0 ∧ ∃ m', k1', k2': 0 ≤ m' ≤ mmax 
∧ 0 ≤ k1' ≤ k1 ∧ 0 ≤ k2' ≤ k2 
∧ Q(n1, n2- 1, mmax, k1', k1, k2', k2) 
∧ B(n1+k1', n2-1+k2', m', k1-k1'+k2-k2') 
(n1+k1', n2-1+k2', m', 
 k1-k1', k2-k2') 
n2·µ 
∃ m': m ≤ m' ≤ mmax 
∧ B(n1+1, n2, m', k1+k2) (n1+1, n2, m', k1, k2) λh,1 Soft handover C1 
call request k1+k2 < K ∧ ∀ m ≤ m' ≤ mmax: 
  ¬B(n1+1, n2, m', k1+k2) (n1, n2, mmax, k1+1, k2) λh,1 
∃ m': m ≤ m' ≤ mmax 
∧ B(n1, n2+1, m', k1+k2) (n1, n2+1, m', k1, k2) λh,2 Soft handover C2 
call request k1+k2 < K ∧ ∀ m ≤ m' ≤ mmax: 
  ¬B(n1, n2+1, m', k1+k2) (n1, n2, mmax, k1, k2+1) λh,2 
Soft handover C1 call 
leaving queue 
k1 > 0 ∧ ∃ m': 0 ≤ m' ≤ mmax 
∧ B(n1, n2, m', k1-1+k2) (n1, n2, m, k1-1, k2) k1·(µ+µt) 
Soft handover C2 call 
leaving queue 
k2 > 0 ∧ ∃ m': 0 ≤ m' ≤ mmax 
∧ B(n1, n2, m', k1+k2-1) (n1, n2, m, k1, k2-1) k2·(µ+µt) 
Table 1. Transitions from a state (n1, n2, m, k1, k2) in the Markov chain 
One can easily show that the continuous-time Markov chain underlying the queueing 
model is homogeneous and irreducible for any fixed degradation threshold θ (0 ≤ θ < R). 
Thus, the steady state distribution πθ can be computed by the matrix equation πθ·Qθ = 0 
together with the normalization condition |πθ| = 1. Here, Qθ denotes the infinitesimal 
generator matrix for threshold θ. The transition rates, i.e. the entries of matrix Qθ, are 
obtained from the analysis of the system events (i) to (iv). For each event, it is possible to 
determine what state transitions can happen, i.e., what are possible successor states of a 
generic state s = (n1, n2, m, k1, k2). This is what we discuss next, referring to Table 1, which 
shows for each type of event the conditions on the model state for a transition to be possible, 
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the rate associated with the transition, and the successor state. Note that different event types, 
e.g., a new call request and a soft handover request, can result in the same successor state. As 
a consequence, the overall rate for a transition to the considered successor state constitutes the 
sum of the individual rates, which must be stored in the generator matrix Qθ. 
The actions of the admission controller introduced in Figures 3 and 4 are encapsulated in 
the enabling conditions presented in Table 1. For a proper representation, we define two 
Boolean functions B(n1,n2,m,k) and Q(n1,n2,m,k1',k1,k2',k2), where the former is responsible for 
bandwidth upgrade and bandwidth degradation of C2 calls and the latter accomplishes the 
admission of queued soft handover calls upon termination of a call in the target cell. Boolean 
function B(n1,n2,m,k) is 1 (i.e., true) if m is the minimum number of degradation steps 
required such that the cell configuration (n1,n2,m) is feasible with k queued soft handover 
calls. Boolean function Q(n1,n2,m,k1',k1,k2',k2) is 1 if k1' and k2' are the maximum number of 
queued C1 and C2 calls that can be regularly admitted such that the cell configuration 
(n1,n2,m) is feasible with k1 and k2 queued soft handover calls of class C1 and C2, respectively. 
Utilizing the feasibility function (8), B(·) and Q(·) are defined in Eqs. (9) and (10), 
respectively. 
( )
( )( )
( ) ( )( )
( )( )
1 2
1 2 1 2
1 2
max 1 2
1 , if k 0 m 0 F n , n , m
k 0 m 0 F n , n , m 1 F n , n , m
B n , n , m, k
k 0 m m F n , n , m
0 , else
 = ∧ = ∧ ∨ = ∧ > ∧ ¬ − ∧=  ∨ > ∧ = ∧
 (9) 
( )
( ) ( )
( )( )
( )( )
1 1 2 1 1 2 2
1 1 2 1 1
1 2 1 1 2 2
1 1 2 2 2 2
1 , if F n k ,n ,m F n k ,n k ,m
F n k 1,n ,m k k
Q n ,n ,m,k ,k ,k ,k
F n k ,n k 1,m k k
0 , else
′ ′ ′ + ∧ + + ′ ′∧ ¬ + + ∨ =′ ′ =  ′ ′ ′∧ ¬ + + + ∨ =
 (10) 
As mentioned above, Table 1 shows for each type of event the conditions for state 
transitions. These conditions are formed by means of Boolean predicates, i.e., the Boolean 
functions B(·) and Q(·) and existential/universal quantifiers. The conjunction of Boolean 
functions and quantifiers guarantee that the successor state is unique and optimal with respect 
to the set of possible successor states. To illustrate this, consider a soft handover C1 call 
request and the condition: ∃ m': m ≤ m' ≤ mmax ∧ B(n1+1, n2, m', k1+k2) (see Table 1). The 
Boolean function B(·) is evaluated for each m' in the range from m up to mmax and guarantees 
by its definition that B(·) is true only if m' is the minimum number of degradation steps 
required such that the cell configuration (n1,n2,m') is feasible. The existential quantifier itself 
guarantees that the corresponding state transition is only performed if such an m' exists. 
From the steady state solution of the Markov model, performance measures of interest can 
be determined by summing up appropriate state probabilities. Let S be the state space of the 
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Markov model and let πs := πθ,s be the probability of being in state s ∈ S in steady state. The 
new call blocking probability (CBP) is the probability of rejecting a new call request by the 
admission controller. It is the weighted sum of the probabilities CBP1 and CBP2 of blocking a 
newly arriving C1 and C2 call, respectively. 
( ) ({
( ) ( ))}
CBP,1
1 s CBP,1 1 2 1 2 1 2 1 2
s S
max 1 2
CBP , S n ,n ,m,k ,k k k 0 k k 0
m m max m ,m : B n 1,n ,m ,0
∈
= π = + > ∨ + = ∧
′ ′∀ ≤ ≤ η⋅ ¬ +
∑
 (11) 
( ) ({
( )( ))}CBP,2
2 s CBP,2 1 2 1 2 1 2 1 2
s S
1 2 max
CBP , S n , n , m, k , k k k 0 k k 0
F n , n 1, m m m
∈
= π = + > ∨ + = ∧
¬ + ∨ > η⋅
∑
 (12) 
n,1 n,2
1 2
n,1 n,2 n,1 n,2
CBP CBP CBP
λ λ= ⋅ + ⋅λ + λ λ + λ  (13) 
The handover failure probability (HFP) is the probability of terminating a soft handover 
request. We distinguish handover failures due to timeout and queue overflow, abbreviated 
with HFPt and HFPq, respectively. The overall HFP is simply the sum of HFPt and HFPq. The 
average call degradation (ACD) is the average steady state number of degradation steps for 
C2 calls. 
( ) ( ){ }
( ) ( ){ }
HFP ,1 HFP ,2q q
q
q
h,1 h,2
q s s
s S s Sh,1 h,2 h,1 h,2
HFP ,1 1 2 1 2 1 2 1 2 max
HFP ,2 1 2 1 2 1 2 1 2 max
HFP ,
S n ,n ,m,k ,k k k K F n 1,n ,m ,
S n ,n ,m,k ,k k k K F n ,n 1,m
∈ ∈
λ λ= ⋅ π + ⋅ πλ + λ λ + λ
= + = ∧ ¬ +
= + = ∧ ¬ +
∑ ∑
 (14) 
( )tt 1 2 s
s Sh,1 h,2
HFP k (s) k (s)
∈
µ= ⋅ + ⋅ πλ + λ ∑  (15) 
[ ] s
s S
ACD E m m(s)
∈
= = ⋅ π∑  (16) 
For a stand-alone evaluation of the Markov model the interaction of the considered cell 
with its neighbors is determined by an iterative fixed-point procedure. This is a common 
method for decoupling a cellular system, which comprises of several cells [2], [22]. In fact, 
the average number of C1 and C2 calls in the neighboring cells, 1n  and 2n , the average 
number of degradation steps in a neighboring cell, m , and the arrival rates of soft handover 
C1 and C2 calls, λh,1 and λh,2, have to be determined. The fixed-point iteration relates the 
incoming soft handover rate for the target cell to the soft handover departure rate, i.e., the 
flow of ongoing calls that results in an incoming soft handover in a neighboring cell. 
Therefore, we consider a cell cluster comprising of seven circular cells with the target cell 
located in the center of the cluster. With respect to Figure 5 we consider the core zone (CZ) 
and the soft handover zone (SHZ) of the target cell separately. We assume a portion α of the 
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target cell area to be covered by the core zone and the remaining portion (1-α) to be covered 
by the soft handover zone. Thus, the radius of the core zone is α  times the radius of the 
target cell as can be shown by a simple calculation. Recall that new terminals originate 
according to a spatially uniform Poisson process. Under the assumption that terminals move 
in a straight line at a random angle, the dwell time of terminals in the core zone is hα µ . 
The soft handover departure rate of Ci calls, i = 1,2, in step j of the fixed-point iteration can 
be approximated by the average number of Ci calls in the core zone in step j, i.e., ( j)iE[n ]α ⋅ , 
divided by the dwell time in the core zone, i.e., hα µ , plus the rate of newly accepted Ci 
calls in the target cell starting in the soft handover zone: 
( ) [ ]( j)( j 1) ( j)n ,i h ih ,i i(1 ) 1 CBP E n+λ = − α ⋅λ ⋅ − + α ⋅µ ⋅  ,for i = 1,2, (17) 
where E[ni](j) is the average steady state number of Ci calls in the cell in step j and CBPi(j) is 
the steady state probability of rejecting a new Ci call request in step j. For the experiments in 
Section 4, we consider a cell overlapping of approximately 10%, which corresponds to 
α = 0.4. Indeed, the area of the core zone is slightly smaller than the area of the soft handover 
zone. With this assumption the average number of calls and the average number of 
degradation steps in the neighboring cells can be balanced as follows: 
[ ]( j)( j 1) 9i i10n E n+ = ⋅  ,for i = 1,2 (18) 
[ ]( j)( j 1)m E m+ =  (19) 
The iteration (17), (18), and (19) is performed until a predefined accuracy for the fixed 
point is achieved. According to [23], a fixed point exists if the iteration function is a weighted 
sum of state probabilities and the weights are constant. Furthermore, the CTMC must be 
irreducible with more than one state. It is easy to verify that the Markov model and the 
iteration functions (17), (18), and (19) satisfy these conditions. 
 
  
 
Figure 5. Core zone and soft handover zone for a target cell in a cluster of cells 
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3.2 Optimization of the Degradation Threshold 
As outlined in Section 2.1, the optimization of degradation threshold θ is performed at the end 
of each control period with respect to the Markov model and a predefined goal. Recall that θ 
specifies the maximal bitrate a C2 call is allowed to be degraded by the admission controller 
(see also Figure 2). In this paper, we consider three different optimization goals for the 
degradation threshold θ: 
(i) Minimize the average number of degradation steps subject to a hard constraint on the 
handover failure probability, 
(ii) Maximize a QoS function depending on the handover failure probability and the 
average number of degradation steps, 
(iii) Maximize a QoS/revenue function depending on the average number of C1 and C2 
calls and the average number of degradation steps. 
Determining θopt with respect to a hard constraint on the handover failure probability is 
accomplished by evaluating the Markov model for θ = 0, δ, 2δ, 3δ,..., subsequently. After 
each evaluation, the handover failure probability is checked against the predefined constraint. 
If the handover failure probability is above the constraint for θ = (m-1)δ and below the 
constraint for θ = mδ than θopt = mδ. To determine θopt with respect to optimization goal (ii), 
we consider a utility function [3] for each of the QoS measures HFP and ACD, which 
describes how sensitive users are to changes in these measures. The utility function can be 
interpreted as a mapping of the QoS measure onto a "measure of satisfaction". Furthermore, a 
utility function makes the QoS measures comparable since HFP operates on a scale from 0 to 
1 and ACD on a scale from 0 to mmax. We denote the utility functions for HFP and ACD by u1 
and u2, respectively. Without loss of generality, we assume ui(σi) ∈ [0,1], for i = 1, 2, where 
ui(σi) = 1 indicates that users are completely satisfied and ui(σi) = 0 indicates that users are 
completely unsatisfied. Furthermore, we assume that σi, for i = 1, 2, is the current value of 
HFP and ACD, respectively. The weighted sum of the utility functions defines the QoS 
function G that is subject to be maximized: 
( ) ( ) ( )1 2 1 1 2 2G , u (1 ) uσ σ = ω⋅ σ + − ω ⋅ σ  (20) 
with weight ω ∈ [0,1] characterizing the influence of u1(σ1) on the QoS function. Note that 
this definition of a QoS function is similar to the linear objective function defined in [25]. 
There, the authors determined the optimal number of guard channels with respect to this 
function. For each utility function ui, we define a lower bound Li and an upper bound Ri and 
assume complete satisfaction, i.e., ui(σi) = 1, if σi ≤ Li. If σi ≥ Ri, the user is completely 
unsatisfied, i.e., ui(σi) = 0. Between these bounds, i.e., Li < σi < Ri, we consider a linear 
decreasing function that is shaped with an exponent γ ≥ 0. The utility functions are given by: 
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( ) ( )i i
i i
i i
R
i i i i iR L
i i
1 ,if L
u ,if L R
0 ,if R
γ−σ
−
σ ≤σ = < σ < ≤ σ
          ,for i = 1, 2 (21) 
The choice of Li and Ri depends on the QoS measure σi and is essential for a meaningful 
specification of a utility function. For scaling purposes, the lower and upper bounds are 
repeatedly determined in each control period according to the best/worst achievable QoS for 
the current configuration of the Markov model, i.e., the current traffic pattern. The best/worst 
achievable QoS with respect to the considered measures can be determined by considering 
border values of θ, i.e., θ = 0 and θ = R-δ. The upper bound for HFP, i.e., R1, and the lower 
bound for ACD, i.e., L2, is derived from the evaluation of the Markov model for θ = 0 and the 
lower bound for HFP, i.e., L1, and the upper bound for ACD, i.e., R2, is derived from the 
evaluation of the Markov model for θ = R-δ. To determine θopt, the Markov model is solved, 
σ1 and σ2 are determined and the QoS function is evaluated for θ = 0, δ, 2δ, 3δ,..., mmaxδ. The 
value of θ that maximizes the QoS function determines θopt. 
For revenue maximization, i.e., achieving optimization goal (iii), we consider a 
QoS/revenue function determined similar to (20). Replacing the QoS measure HFP by the 
revenue measure Φ , again two measures with contrary influence are considered. The revenue 
measure describes the revenue generated due to the carried traffic from ongoing calls. The 
revenue earned is proportional to the average number of C1 and C2 calls in the cell. Since C1 
calls have higher priority, we assume that C1 calls have to pay more per provided kbit than C2 
calls. Without loss of generality we assume that C1 calls must pay 4/3 cost units for one 
provided kbit per hour and C2 calls must pay one cost unit for a provided kbit per hour. With 
the previous definitions the revenue measure is determined from the steady state solution of 
the Markov model as follows: 
( )( )4 1 2 s3
s S
R n (s) R m(s) n (s)
∈
Φ = ⋅ ⋅ + − ⋅ ⋅π∑  (22) 
where R is the (timeless) amount of kbit provided for calls without degradation. The utility 
function corresponding to the revenue measure is defined similarly to (21) with a linear 
increasing shape. 
 
4 Quantitative Results for the QoS/Revenue Management Framework 
4.1 Numerical Analysis of the Markov Model 
This section illustrates the benefit of the proposed approach for optimization of the admission 
control and bandwidth degradation scheme. In particular, we show the improvement of QoS 
and revenue measures defined in Section 3.2 under separate consideration of the optimization 
-18- 
goals (i), (ii), and (iii). For demonstrating purpose the steady state results of the Markov 
model are derived for a particular setting of the parameters. 
We assume an overall bandwidth spectrum of W = 3.84 MHz as defined for WCDMA, 
which will be applied in UMTS networks [12]. Moreover, we assume constant bit rate (CBR) 
data services, e.g., CBR video streams, for C1 and C2 calls with required bit rate of R = 32 
kbps without degradation. According to [10] and [24], for this kind of data services the 
activity factor should be set to v = 1.0. For sufficient quality each user should achieve a 
minimum bit energy to interference density ratio emin = 3.16 (= 5dB). For the interference 
from neighboring cells we consider a relative other cell interference factor β = 0.486 
corresponding to log-normal shadowing with zero mean and standard deviation σ = 4 [28]. 
For C1 and C2 calls, we assume a mean call duration of 1/µd = 180 seconds and a mean call 
dwell time of 1/µh = 90 seconds, respectively. The parameters λh,1, λh,2, 1n , 2n , and m  are 
determined by the fixed point procedure as described in Section 3.1. In almost all figures, the 
arrival rate of new call requests is varied to study the behavior of the admission controller 
under increasing traffic load. Since high priority calls are more expensive, we assume 80% of 
the arriving requests are of low priority, i.e. C2 calls, and 20% are of high priority, i.e. C1 
calls. The admission controller prioritizes C1 calls with η = 0.5 (see Section 2.2 for the 
definition of η). 
The choice of δ is essential for the performance of the analytical and simulation results. If 
the admission controller decides to degrade existing C2 calls because an additional amount of 
bandwidth, denoted by D, is required, each C2 call is degraded by m'-m steps, where m is the 
current number of degradation steps and m' is the minimum number of degradation steps to 
get the required amount of bandwidth. Generally, the additional amount of bandwidth 
allocated after degradation exceeds the required bandwidth D. Thus, a bandwidth of 
(m'-m)·δ·n2 - D is available after degradation but not utilized by any call. A small δ would 
minimize this negative effect of unused bandwidth. On the other hand, a small δ also 
increases the number of degradation steps to allocate the required bandwidth and this in turn 
leads to a large state space of the underlying Markov model making it impracticable for online 
QoS/revenue optimization. Considering this tradeoff and taking into account the particular 
setting of parameters presented above, experiments show that a degradation step size of δ = 1 
kbps is appropriate and leads to a small amount of unused bandwidth and reasonable small 
state spaces. 
In the experiments the optimal value for the degradation threshold θ is determined in a 
range from 0 to 31, i.e. a minimum of one kbps is guaranteed for each C2 call. In fact, 
degrading a call to one kbps is very unsatisfying. This must be considered in the QoS and 
revenue function. Nevertheless, in the experiments we observed that average call degradation 
is almost always below 12 degradation steps for the entire spectrum of new call arrival rates. 
With the parameters defined above the Markov model consists of a sufficient small state 
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space of at most 14227 states, making the model applicable for online evaluation. Note that 
the size of the state space, i.e., the dimension of generator matrix Qθ, becomes maximal if 
θ = 31. Due to the sparse nature of the generator matrix, a representation of Qθ in a sparse 
format is suitable and enables a fast solution with iterative solvers for a system of linear 
equations like GMRES. The number of fixed-point iterations to achieve an accuracy of 10-3 
varies from 7 to 11 and the solution time for one iteration is only about 0.5 seconds. 
 
4.2 Calibrating the Soft Handover Queue 
In a first experiment we determine a suitable size of the soft handover queue as well as the 
amount of time soft handover calls are allowed to be queued. Figure 6 (left) presents a three-
dimensional plot of the handover failure probability for different call arrival rates and 
different capacities of the soft handover queue. Calls are allowed to be queued for 1/µt = 15 
seconds. The degradation threshold θ is set to 16 kbps and not adjusted adaptively. As 
expected, we observe an increase in handover failure probability for increasing new call 
arrival rate. This is, because an increase in new call arrival rate results in an increase in the 
handover call arrival rate due to the iterative balancing (17). Furthermore, for high arrival 
rates, fewer calls can be accommodated in the cell since the cell gets more and more saturated 
and thus, the failure probability increases. 
Comparing the handover failure probability for queue capacities K = 0 to K = 3, we 
observe a significant improvement. In fact, for call arrival rates from 0.4 to 1.2 calls per 
second the handover failure probability can be reduced about one order of magnitude. 
Increasing the queue capacity from K = 4 to K = 10 results in no further improvement in HFP. 
This means, that for K ≥ 4 the probability of a handover failure due to queue overflow, HFPq, 
is insignificant. Thus, the termination of most handover calls is due to the timeout of 15 
seconds for each queued call. Obviously, increasing the timer duration results in a further 
improvement in HFP (see right side of Figure 6), but, as discussed in Section 2.2, the cell 
overload would be increased. For K = 3 and 1/µt = 15 seconds, the cell overload is below 
0.1% for the entire spectrum of new call arrival rates. Therefore, we consider these values in 
the subsequent experiments. 
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Figure 6. Effect of soft handover queue on handover failure probability 
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4.3 Evaluation of Optimization Goals 
In a next set of experiments, we evaluate optimization goal (i), i.e., determining θopt subject to 
a hard constraint ε on the handover failure probability. Figure 7 shows the handover failure 
probability and Figure 8 shows the average call degradation and the maximal possible call 
degradation, i.e., θopt, for increasing new call arrival rate. In Figure 8, average values are 
plotted with unfilled symbols and corresponding maximal values are plotted with filled 
symbols. 
For ε = 10-1 and ε = 10-2, the degradation threshold is adjusted such that the handover 
failure probability keeps below the bounds for all arrival rates. In fact, to keep the handover 
failure probability below ε = 10-2 a maximal number of 23 degradation steps must be allowed 
and on average C2 calls are only degraded to 8 degradation steps. For ε = 10-1 almost no 
degradation is needed. The maximal number and average number of degradation steps is 3 
and 1.2, respectively. Since θopt is adjusted according to discrete degradation steps, the 
handover failure probability may be lowered for subsequent call arrival rates as plotted in 
Figure 7. For example, consider the curves for ε = 10-1. If the new call arrival rate increases 
from 0.3 to 0.35, θopt is increased form 0 to 1 resulting in a decrease in handover failure 
probability from 0.09 to 0.06. Considering Figure 7 for ε = 10-3 and ε = 10-4, we observe that 
the handover failure probability can be kept below the constraint only for arrival rates less 
than 0.7 and 0.5, respectively. The only reason for this is that a further degradation of C2 calls 
is not possible anymore since the maximal possible number of degradation steps is reached. 
Note that on average C2 calls are only degraded to 10.8 steps. 
Figure 9 present handover failure probability and average call degradation considering the 
QoS function G as defined in Eq. (20). The utility function corresponding to HFP is shaped 
with exponent γ = 1.0 (see Eq. (21)). For ACD we decided to chose the exponent γ = 0.4. 
Thus, only heavy degradation results in a significant loss in utility for the user. In other words, 
a small number of degradation steps is still acceptable. The figure shows results for fixed 
values of θ, i.e., θ = 0, θ = 16, and θ = 31. Furthermore, results for an optimal adjustment of θ 
 
1e-5
1e-4
1e-3
1e-2
1e-1
1e+0
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2
New call arrival rate [1/sec]
H
an
do
ve
r 
fa
ilu
re
 p
ro
ba
bi
lit
y
e = 1e-1
e = 1e-2
e = 1e-3
e = 1e-4
ε  -
ε  -
ε  -
ε  -
     
0
5
10
15
20
25
30
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2
New call arrival rate [1/sec]
M
ax
im
al
 a
nd
 a
ve
ra
ge
 c
al
l d
eg
ra
da
tio
n e = 1e-1
e = 1e-2
e = 1e-3
e = 1e-4
ε  e-
ε  
ε
ε
 
  Figure 7. Optimization with respect to  Figure 8. Optimal value for θ and 
hard constraint on HFP  average call degradation 
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Figure 9. Optimization with respect to QoS function 
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Figure 10. Prioritizing partial goals under the QoS function 
with respect to the QoS function for different weights ω are plotted. With weight ω the 
optimization goal can be prioritized, i.e., ω = 0.1 prioritizes the average call degradation, ω = 
0.5 equally weights both QoS measures, whereas ω = 0.9 prioritizes the handover failure 
probability. Recall, that θ = 0 corresponds to no degradation of C2 calls. Therefore, Figure 9 
(right side) does not contain this curve. The figure clearly indicates the effect of the QoS 
function and the weights on HFP and ACD. Figure 10 plots the QoS function for a fixed call 
arrival rate of 0.6 calls per second and varying degradation threshold θ. This figure illustrates 
how the QoS measures HFP and ACD can be prioritized by choosing appropriate weights. 
The figure exactly plots the functions on which the maximum must be found by subsequent 
evaluation of the Markov model. For weights ω = 0.1, ω = 0.5, and ω = 0.9 the QoS function 
is maximal for θ = 1, θ = 9, and θ = 19, respectively. 
Figure 11 presents results for the QoS/revenue function for different weights ω. With 
weight ω = 0.1 the average call degradation, i.e., the part representing QoS, is prioritized and 
with weight ω = 0.9 the revenue measure is prioritized. Results for fixed values of θ, i.e., 
θ = 5 and θ = 10, are also shown. Figure 12 shows a three-dimensional plot of the revenue 
measure Φ (see Eq. (22)). In the figure both, call arrival rate and the degradation threshold θ 
are varied. An increase in revenue can be either observed for increasing new call arrival rate 
and for increasing C2 call degradation. Under increasing degradation threshold θ, the number 
of C1 calls also increases since C1 calls are allowed to degrade C2 calls to a number of η·mmax  
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 Figure 11. Optimization with respect to Figure 12. Shape of the revenue 
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Figure 13. Average number of C1 and C2 users under QoS/revenue optimization 
degradation steps. This fact is indicated in Figure 13, which shows the average number of C1 
and C2 users in one cell for different settings of the QoS/revenue function. Note, that an 
optimization that considers only provider interests, i.e., optimization only with respect to 
revenue, results in unacceptable performance for C2 users, since first the number of rejected 
users increases and second the few admitted users are heavily degraded. A service provider, 
which follows such a one-sided strategy will surely annoy his customers and therefore 
decreases his revenue in the long term. Thus, the QoS/revenue function must include ACD as 
counterpart for an optimization, which considers both QoS and provider revenue. 
 
4.4 Comparison of Degradation Scheme and Guard Channel Scheme 
In the last experiment, we investigate the proposed degradation scheme in comparison with a 
guard channel scheme. To implement the guard channel scheme the Markov model must be 
slightly modified. In fact, we consider the Markov model without degradation, i.e., θ = 0. 
Furthermore, the feasibility function (8) must be modified for new call requests. That is, after 
the admission of a new call the cell configuration must be feasible with respect to an overall 
bandwidth W−g, where g denotes the amount of guard bandwidth reserved for handover calls. 
Figure 14 presents the utilization of cell capacity for the guard channel and degradation 
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  Figure 14. Utilization of cell capacity:   Figure 15. New call blocking 
guard channel vs. degradation scheme  probability for guard channel scheme 
scheme for increasing new call arrival rate. For every new call arrival rate, the degradation 
threshold θ as well as the amount of guard bandwidth g is optimized according to a hard 
constraint ε on the handover failure probability. For a fair comparison of both schemes we 
consider η = 0 in the degradation scheme, i.e., new C1 calls cannot degrade ongoing C2 calls. 
Furthermore, in the guard channel scheme the (constant) bitrate requirement of C2 calls is 
determined according to the average bitrate that C2 calls receive in the degradation scheme in 
a corresponding experiment. Note that these restrictions are only applied to make the arrival 
process and required bitrate of new calls in both schemes comparable and thus a fair 
comparison between both schemes can be performed. The results of this comparison are not 
affected even without these restrictions. 
Note that Figure 14 shows only one curve for the degradation scheme since the utilization 
of cell capacity is the same for each value of ε. Comparing the curves for the guard channel 
scheme we conclude that a huge amount of bandwidth is wasted in order to achieve the 
constraint on handover failure probability. In other words, the more stringent the constraint 
the more bandwidth must be reserved for handover calls and the higher the probability that 
this bandwidth is unused. This effect can be observed from Figure 15, which shows the 
probability of rejecting a new call request although sufficient cell capacity to accommodate 
the call is available. In fact, if the cell gets saturated most new calls are rejected since capacity 
is reserved for handover calls but currently unused. As a conclusion we argue that for future 
mobile networks that support service degradation, the degradation scheme is the method of 
choice since it can guarantee a certain handover failure probability and also high capacity 
utilization. 
 
5 QoS/Revenue Management Framework in Practice 
5.1 Implementation Issues 
In this section, we discuss implementation issues for the proposed QoS/revenue management 
framework. As outlined in Section 2, the QoS/revenue management framework comprises two 
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new components introduced in this paper: (1) the admission controller and (2) the 
QoS/revenue management unit for optimization of the threshold for maximal bandwidth 
degradation. The computations performed by the admission controller to decide whether 
admitting or rejecting a call introduces no additional overhead compared to traditional 
admission control schemes since only simple decisions have to be made. When the admission 
controller decides to degrade/upgrade current C2 calls to a specified bandwidth, additional 
signaling is required in order to notify the corresponding mobile terminals. 
The overhead that is induced by the QoS/revenue management unit is twofold. First, in 
order to find the optimal setting for the degradation threshold θ, the Markov model has to be 
evaluated several times at the end of each control period. As stated in the Section 4, this 
evaluation requires just a few seconds of CPU time due to the small state space of the Markov 
model. Moreover, results of previously computed parameterizations of the Markov model can 
easily be cached avoiding the repetition of identical evaluations of the Markov model in 
subsequent control periods. Second, the Markov model requires monitored traffic 
characteristics gathered by the online traffic measurement unit. Precisely, arrivals of C1 and 
C2 new call requests and handovers as well as the cell residence times are monitored online in 
each control period. An exponential-weighted moving average technique from time series 
analysis is adopted to compute the expected arrival rates λn,1, λn,2, λh,1, λh,2, and the expected 
residence time 1/µ at the end of each control period from the values monitored during the 
current control period and the estimated values from the last control period. Let (m)nϕ  be the 
average rate corresponding to the monitored values during control period n and let (e)n 1−ϕ  be the 
estimated arrival rate at the end of control period n-1. Then, the new estimate for control 
period n is computed by 
(e)(e) (m)
n nn 1 (1 )−ϕ = ρ⋅ϕ + − ρ ⋅ϕ . (23) 
The coefficient ρ ∈ [0,1] has to be properly selected to smooth the estimated values. In 
general, a small value ρ can keep track of the changes more accurately, but is perhaps too 
heavily influenced by temporary fluctuations. On the other hand, a large value of ρ results in a 
more stable estimation, i.e., more history is considered, but could be too slow in adapting to 
real traffic changes. Recently, more sophisticated techniques are proposed for estimating 
future traffic load in mobile networks based on heuristics to improve the exponential-
weighted moving average technique [14]. 
Besides the estimation of arrival rates and residence time, monitored values for the average 
number of users in neighboring cells as well as the average number of degradation steps in 
neighboring cells are communicated to the target cell. Note that in general the target cell and 
the neighboring cells are controlled by the same base station controller and thus no expensive 
signaling messages are required. Figure 16 summarizes the actions performed at the end of 
each control period in order to determine the optimal value of the degradation threshold θ. 
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(1) Determine current traffic pattern by online traffic monitoring according to Eq. (23) 
(2) Initialize θ = 0 and gmax = 0 
(3) Solve the global balance equations πθ·Qθ = 0 together with the normalization condition 
|πθ| = 1, for the given traffic pattern and degradation threshold θ. 
(4) Determine the QoS and revenue measures from the steady state solution of the Markov 
model according to Eqs. (11) to (16) and Eq. (22). 
(5) Evaluate the QoS/revenue function (20) with utility function (21) depending on the 
predefined optimization goal. Let g be the outcome of the QoS/revenue function (20). 
(6) IF g > gmax THEN DO 
(7) gmax = g 
(8) θopt = θ 
(9) OD 
(10) θ = θ + δ 
(11) IF θ < R THEN restart calculation with step (3) 
Figure 16. Algorithm for determining θopt at the end of each control period 
Finally we discuss how management of user profiles as well as call charging can be 
accomplished. Each user profile has to comprise the user's QoS class, i.e., high or low priority 
class which is stored in the customer database of the provider, e.g., the home location register 
in UMTS [12]. For charging C2 calls the current bitrate granted by the admission controller, 
i.e., R−m·δ kbps, has to be taken into account during call duration. This is unnecessary for C1 
calls which have a constant bitrate R. In UMTS networks, this call charging can be processed 
by the subscription management component of the operation subsystem using a user's profile. 
Utilizing these existing charging mechanisms, no additional signaling overhead arises for 
charging real-time services. 
 
5.2 Simulation Results for the QoS/Revenue Management Framework 
Using simulation experiments, we illustrate the benefit of the proposed integrated framework 
for adaptive online optimization of the admission controller. The simulator considers a cluster 
of seven cells with the target cell in the center as presented in Figure 5. Furthermore, the 
simulator contains the implementation of the algorithmic procedure presented in Figure 16 in 
order to determine the optimal value θopt for the degradation threshold in control periods of 
fixed duration ∆t. Subsequently, the degradation threshold of the simulator is updated 
according to the optimal value θopt determined from the Markov model. In [15], 
measurements have been taken over several weeks in order to derive a typical daily usage 
pattern, i.e., a traffic model for mean arrival rates of new calls with respect to the time of day. 
Table 2 presents the first part (half day window) of this daily usage pattern, i.e., the mean 
arrival rates of new calls for 0 a.m. up to 12 a.m. These arrival rates are utilized in the 
following experiments in order to evaluate the effectiveness of the proposed adaptive call 
admission control scheme within a transient scenario. 
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1 2 3 4 5 6 7 8 9 10 11 12
New call 
arrival rate 0.49 0.57 0.60 0.48 0.62 0.55 0.68 0.87 0.96 1.20 1.15 1.06
Hour
 
Table 2. Half day window of a daily usage pattern 
Figure 17 depicts the average call degradation in every control period for the transient 
scenario. In both figures the average call degradation with knowledge of the current new call 
arrival rate and the average call degradation with respect to the online monitored traffic 
pattern is shown. The figures differ in the length of the control periods, i.e., in Figure 17 (left 
side) a control period has duration ∆t = 2 minutes and in Figure 17 (right side) a control 
period is of duration ∆t = 5 minutes, respectively. The value ρ corresponding to the 
exponential-weighted moving average is assumed to be 0.7 in order to consider more history 
in the traffic estimation process. In both experiments the optimization is performed according 
to optimization goal (ii). The QoS function G as defined in Eq. (20) is considered with ω = 
0.9, i.e., handover calls are prioritized. 
The purpose of these experiments is to study how fast the online QoS/revenue management 
can adapt the degradation threshold to changing traffic conditions over several control 
periods. Comparing both figures, we find larger fluctuations in the average call degradation 
but also faster adaptation to the optimal value in Figure 17 (left side), as expected. Due to the 
shorter control periods, less call arrivals are counted during a control period leading to higher 
fluctuations in the monitored arrival rate. Considering Figure 17 (right side), we find a more 
stable but also slower adaptation of the threshold. For example consider the end of the second 
hour of the experiments in Figure 17. The left side of Figure 17 shows a quite fast reduction in 
average call degradation from about 4 to 3 calls due to a fast adaptation of the degradation 
threshold whereas the adaptation requires much more time with longer control periods (see 
right side of Figure 17). 
2
3
4
5
6
7
8
9
0 1 2 3 4 5 6 7 8 9 10 11 12
Time [hour]
A
ve
ra
ge
 c
al
l d
eg
ra
da
tio
n
controlled
optimal
     
2
3
4
5
6
7
8
9
0 1 2 3 4 5 6 7 8 9 10 11 12
Time [hour]
A
ve
ra
ge
 C
al
l D
eg
ra
da
tio
n
controlled
optimal
 
Figure 17. Adjustment of degradation threshold for control periods of ∆t = 2 minutes 
(left side) and ∆t = 5 minutes (right side) 
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Conclusions 
We presented a novel call admission control and bandwidth degradation scheme for real-time 
traffic. For online optimization of the admission controller we developed an efficiently 
analyzable Markov model that incorporates important features of 3G cellular networks, such 
as CDMA intra- and inter-cell interference, different call priorities and soft handover. Using 
parameter estimation techniques, the Markov model is periodically customized with 
parameters corresponding to currently measured traffic in the radio access network. Thus, the 
presented approach allows the effective online management of both quality of service (QoS) 
for mobile users and provider revenue in CDMA cellular networks. In fact, the proposed 
QoS/revenue management not only closes the loop between network operation and network 
control, but also quickly reacts to changing traffic load. 
We presented curves for measures of interest derived from the numerical steady state 
analysis of the Markov model. In particular, we compare the effectiveness of the proposed 
adaptive bandwidth degradation scheme with existing approaches based on adaptive guard 
channels. We conclude that for 3G networks with different QoS classes and call priorities, the 
graceful degradation of bandwidth should be the method of choice for prioritization of 
handover calls. This is because in the guard channel scheme is a high probability that a new 
call request will be rejected, although bandwidth is still available, i.e., the guard channels are 
unused. 
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