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Let g be the derivation Lie algebra of a rational quantum torus
Cq where q = (qij)d×d and all qij are roots of unity. In Lin
and Tan (2004) [LT], a class of uniformly bounded irreducible
weight modules over g were constructed, which generalized the
construction given by Shen (1986) [Sh], Larsson (1992) [L], and
Eswara Rao (1996) [E]. These modules look mysterious because of
their very unclear weight sets. In this note, we use very simple
methods with a very short proof to re-establish all (even stronger)
results in Lin and Tan (2004) [LT] and make these mysterious
modules crystal clear. A necessary and suﬃcient condition for two
such modules to be isomorphic is also given.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Rational quantum tori Cq (see [N]) are very similar to Laurent polynomial algebras C[t±11 , t±12 , . . . ,
t±1d ], which are used to characterize extended aﬃne Lie algebras [AABGP]. Their derivation Lie algebras
g themselves are also important Lie algebras. When q = 1, g is the usual Witt algebra Wd . Their
representations have attracted a lot of attention from many mathematicians [E,LT,MZ,Z].
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generalized the construction given by Shen [Sh], Larsson [L], and Eswara Rao [E]. These modules
depend on two parameters: a gld-module and a group homomorphism from Z
d to C∗ .
In this note, we show that the second parameter is redundant up to isomorphism of modules.
This allows us to restrict the study to a very special class of “easy” group homomorphisms, which
results in a very transparent description of modules and their properties (irreducibility criterion and
isomorphism criterion). Precisely speaking, we show that each of these modules is naturally the di-
rect sum of its two obvious submodules. The irreducibility and submodules of the ﬁrst submodules
were thoroughly studied in [E]. For the second submodules Gα(V ), we do not assume that V is ﬁnite
dimensional, which is different from other papers. It is proved in Theorem 4.1 that Gα(V ) are irre-
ducible unless they are zero modules. In Theorem 4.2 we show that Gα(V )  Gβ(W ) if and only if
V  W and α − β ∈ rad( f ).
2. Notation and preliminaries
2.1. Witt algebras Wd
We denote by Z, C and C∗ the sets of all integers, complex numbers, and nonzero complex num-
bers respectively.
We ﬁx a positive integer d > 1 and denote by Wd the derivation Lie algebra of the Laurent poly-
nomial algebra C[t±11 , t±12 , . . . , t±1d ]. For i ∈ {1,2, . . . ,d}, set ∂i = ti ∂∂ti . For any a ∈ Zd (considered as
column vectors), set ta = ta11 ta22 · · · tadd .
We ﬁx the vector space Cd of d × 1 matrices. Denote the standard basis by {e1, e2, . . . , ed}. Let
(·,·) be the standard symmetric bilinear form such that (u, v) = uT v ∈ C, where uT is the matrix
transpose. For u ∈ Cd and r ∈ Zd , we denote D(u, r) = tr∑di=1 ui∂i . Then we have
[
D(u, r), D(v, s)
]= D(w, r + s), u, v ∈ Cd, r, s ∈ Zd,
where w = (u, s)v − (v, r)u. Note that for any u, v, x, y ∈ Cd , both uvT and xyT are d × d matrices,
and (uvT )(xyT ) = (v, x)uyT .
2.2. The derivation algebra of a rational quantum torus
Let q = (qij)di, j=1 be a d × d matrix over C satisfying qii = 1, qij = q−1ji , qij are roots of unity,
1 i, j  d. The rational q-rational quantum torus Cq (see [N]) is the unital associative algebra over C
generated by t±11 , t
±1
2 , . . . , t
±1
d and subject to the deﬁning relations tit j = qijt jti , tit−1i = t−1i ti = 1 for
all 1 i, j  d.
For any n,m ∈ Zd , we deﬁne the functions σ(n,m) and f (n,m) by
tntm = σ(n,m)tn+m, tntm = f (n,m)tmtn.
It is well known [BGK] that
σ(n,m) =
∏
1i< jd
q
n jmi
ji , f (n,m) =
d∏
i, j=1
q
n jmi
ji ,
and f (n,m) = σ(n,m)σ (m,n)−1. We also deﬁne
rad( f ) = {n ∈ Zd ∣∣ f (n,Zd)= 1}.
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lemma is well known.
Lemma 2.1. (See [BGK, Lemma 2.48].) We have the following Zd-gradation
g =
⊕
n∈Zd
gn, gn =
{
Cad tn, if n /∈ rad( f ),⊕d
i=1 Ctn∂i, if n ∈ rad( f ),
where ∂i(tn) = nitn for any n ∈ Zd.
For n ∈ rad( f ), u ∈ Cd , we still denote D(u,n) = tn∑di=1 ui∂i . Lie brackets of g are given by:
(1) [ad ts,ad ts′ ] = σ(s, s′)(1− f (s′, s))ad ts+s′ , ∀s, s′ /∈ rad( f );
(2) [D(u, r),ad ts] = (u, s)σ (r, s)ad tr+s , ∀s /∈ rad( f ), r ∈ rad( f ), u ∈ Cd;
(3) [D(u, r), D(u′, r′)] = D(w, r + r), ∀r, r′ ∈ rad( f ), u,u′ ∈ Cd , where w = σ(r, r′)((u, r′)u′ − (u′, r)u).
We can see that g0 = {D(u,0) | u ∈ Cd} is a maximal abelian subalgebra of g. Let us denote also by
Wd the subalgebra span{D(u, r) | r ∈ rad( f ), u ∈ Cd} which is indeed isomorphic to the corresponding
Witt algebra described in 2.1, and by C′q the subalgebra span{ad ts | s /∈ rad( f )} which is isomorphic
to [Cq,Cq]. The following lemma is well known, but we cannot ﬁnd a reference for part (b).
Lemma 2.2.
(a) C′q is an ideal of g;
(b) If C′q = 0, then it is a Zd-graded-simple Lie algebra.
Proof. (a) is obvious.
(b) Suppose that I is a nonzero proper Zd-graded ideal of C′q . Let supp(I) = {n ∈ Zd | tn ∈ I}. Since
I is a proper ideal of C′q , the set S = Zd \ (rad( f ) ∪ supp(I)) is nonempty.
We claim that f (s,n) = 1 for all s ∈ S , n ∈ supp(I). Otherwise, if f (s,n) = 1, then [[tn, ts], t−n] = 0,
yielding that s ∈ supp(I) which is impossible.
For n ∈ supp(I), s ∈ S , there exist n′ ∈ supp(I) and s′ ∈ S such that f (n′,n) = 1 and f (s′, s) = 1.
Then [[tn′ , tn+s], t−n′ ] = 0 which belongs to I , so n + s ∈ supp(I). Then f (n + s, s′) = 1 which is im-
possible, since f (s′, s) = 1 and f (n, s′) = 1. Then (b) is proved. 
3. Weight g-modules Fαg (V )
For a weight g-module M , we have the decomposition M =⊕λ∈g∗0 Mλ , where g∗0 is the dual space
of g0, Mλ = {x ∈ M | ∂x = λ(∂)x, for all ∂ ∈ g0}. The support Supp(M) of the weight module M is
deﬁned as the set of all λ ∈ g∗0 for which Mλ = 0. We will recall the modules deﬁned in [LT] in
this paragraph. Let gld be the Lie algebra of all d × d complex matrices. For α ∈ Cd and a function
g : Zd → C∗ satisfying g(m)g(n) = g(m+n) and g(s) = 1 for m,n ∈ Zd , s ∈ rad( f ), we deﬁne a functor
Fαg : gld-modules→ Der(Cq)-modules,
V 
→ Fαg (V ) = V ⊗ Cq =
⊕
n∈Zd
V (n),
Homgld (V ,W ) → HomDer(Cq)
(
Fαg (V ), F
α
g (W )
)
,
ξ 
→ Fα(ξ) : v(n) 
→ ξ(v)(n),g
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(1) ad ts v(n) = σ(s,n)(g(s) − f (n, s))v(s + n);
(2) D(u, r)v(n) = σ(r,n)((u,n + α)v(r + n) + (ruT )v(r + n)),
where v(n) := v ⊗ tn ∈ V (n), s ∈ Zd \ rad( f ), r ∈ rad( f ), u ∈ Cd .
We will see in the next theorem that the parameter g in the above deﬁnition is redundant. Actually
this g gave a lot of troubles to Lin and Tan in [LT], which made the proofs in [LT] very lengthy, hard
to understand, and the results in [LT] unclear. In this section we would like to prove the following:
Theorem 3.1. Let g : Zd → C∗ be a function satisfying g(m)g(n) = g(m+n) and g(r) = 1 for any m,n ∈ Zd,
r ∈ rad( f ), let V be a gld-module. Then there exists β ∈ Cd such that Fαg (V ) ∼= F βι (V ), where ι denotes the
constant function which maps all the elements in Zd to 1.
3.1. Auxiliary lemmas
To complete the proof of Theorem 3.1, we need some preparations in the following three lemmas.
Lemma 3.2. (See [N, Theorem III.2].) For an antisymmetric matrix A ∈ Md(Z/(k)), k ∈ Z, there exists a matrix
S ∈ GLd(Z) such that S AST is of the form
(
0 h1
−h1 0
)
⊕ · · · ⊕
(
0 hl−1
−hl−1 0
)
⊕
(
0 hl
−hl 0
)
⊕ 0n−2l (1)
with l ∈ Z, 0< 2l d, 0 = hi ∈ Z/(k) satisfying h1|h2 · · · |hl as integers.
Lemma 3.3.
(1) There exist k-th primitive root q ∈ C∗ of unity and an antisymmetric matrix A = (aij) ∈ Md(Z/(k)) such
that f (n, s) = qnT As , ∀n, s ∈ Zd;
(2) If A is as in (3.1), then rad( f ) =⊕li=1(kiZe2i−1⊕kiZe2i)⊕⊕dj=2l+1 Ze j , ki is the order of qhi , 1 i  l.
Consequently ki+1|ki |k, 1 i  l − 1.
Proof. (1) Since qij are roots of unity, the multiplicative group G generated by qij is a ﬁnite subgroup
of C∗ , hence G is cyclic. There exists a k-th primitive root q ∈ C∗ of unity such that G = 〈q〉. So
qij = qaij for some aij ∈ Z/(k). Then (1) follows.
Part (2) is obvious. 
Lemma 3.4. Let g : Zd → C∗ be a function satisfying g(m)g(n) = g(m + n) and g(r) = 1 for any m,n ∈ Zd,
r ∈ rad( f ). Then there exists γ ∈ Zd such that g(s) = f (γ , s) for all s ∈ Zd.
Proof. From Lemmas 3.2 and 3.3, we may assume f (n, s) = qnT As , where A is as in (3.1), i.e.,
f (n, s) = q
∑l
i=1 hi(n2i−1s2i−n2i s2i−1) ∀n, s ∈ Zd.
Let g(ei) = pi ∈ C. Then g(s) = ∏di=1 psii . From Lemma 3.3(2), we know that 1 = g(kie2i) = pki2i =
g(kie2i−1) = pki2i−1 for 1 i  l, and p j = 1 for 2l < j  d. Since qhi are roots of unity of order ki , we
may assume p2i−1 = qz2i−1hi , p2i = qz2ihi with z2i−1, z2i ∈ Z. In this case, g(s) = q
∑l
i=1 hi(z2i s2i+z2i−1s2i−1) .
Choosing γ =∑li=1 z2ie2i−1 − z2i−1e2i , then g(s) = f (γ , s) for any s ∈ Zd . 
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From Lemma 3.4, there exists γ ∈ Zd such that g(s) = f (γ , s) for any s ∈ Zd . Deﬁne the linear
map
ϕ : Fαg (V ) → Fα+γι (V ),
v(n) 
→ σ(γ ,n − γ )−1v(n− γ ),
for all n ∈ Zd and v ∈ V (ψ,b). It is not hard to verify that
ϕ
(
ad tsv(n)
)= ad tsϕ(v(n)), for each s /∈ rad( f ),
ϕ
(
D(u, r)v(n)
)= D(u, r)ϕ(v(n)), for each u ∈ Cd, r ∈ rad,
i.e., ϕ is an isomorphism. Consequently, Fαg (V ) ∼= Fα+γι (V ). This completes the proof. 
Theorem 3.1 reduces the study of Fαg (V ) to that of F
α
ι (V ). One will see the simpliﬁcation is dra-
matic. The study on Fαg (V ) in [LT] takes 20 pages (pp. 254–273), which will be done within less than
a half page (Theorem 4.1) in Section 4 with even stronger result. Also, unlike in [LT], we do not need
to assume that gld-module V is ﬁnite dimensional.
4. Description of Gα(V )
4.1. Irreducible modules
We continue to use the previous notation. It is easy to see that the following are two submodules
of Fαι (V ):
Fα(V ) = V ⊗ Z , Gα(V ) = V ⊗ C′q, (2)
where Z = span{tn | n ∈ rad( f )} is the center of Cq .
The modules Fα(V ) with V being ﬁnite dimensional irreducible modules over gld are thoroughly
studied in [E]. We will study Gα(V ) for arbitrary gld-module V in the following.
Theorem 4.1. Suppose C′q = 0 and V is an irreducible gld-module. Then Gα(V ) is an irreducible g-module.
Proof. For a nonzero submodule W of Gα(V ), there exist a family of subspaces Vn of V such that
W (n) = Vn ⊗ tn for all n ∈ Zd \ rad( f ). By Lemma 2.2 and the action of C′q on Gα(V ), for any nonzero
vector v ∈ Vn , v ⊗ C′q is an irreducible Zd-graded C′q-submodule of W . Then Vn is independent of n.
Let Vn = V ′ ⊂ V . From D(u, r)v(n) ∈ W , v ∈ V ′ , we know that V ′ is a nonzero gld-submodule of V .
Since V is an irreducible module over gld , V
′ = V , i.e., W = Gα(V ). Hence, Gα(V ) is an irreducible
g-module. 
Theorem 4.2. Suppose V and W are irreducible gld-modules. Then G
α(V )  Gβ(W ) iff α − β ∈ rad( f ) and
V ∼= W .
Proof. (⇐) Assume that V = W . It is easy to verify that the linear map ϕ : Gα(V ) → Gβ(W ), v(n) 
→
σ(n,α − β)v(n + α − β) is a g-module isomorphism.
(⇒) Suppose ϕ : Gα(V ) → Gβ(W ) is an isomorphism of modules. Since Supp(Gα(V )) =
Supp(Gβ(W )), we know that α − β ∈ rad( f ). We may assume α = β . Then there exist a family of
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s such that f (n, s) = 1. From ϕ(ad tr+s v(n)) = ad tr+sϕ(v(n)), i.e.,
σ(r + s,n)(1− f (n, r + s))ϕr+s+n(v)(n + r + s)
= σ(r + s,n)(1− f (n, r + s))ϕn(v)(n + r + s),
and ϕ(ad ts v(n + r)) = ad tsϕ(v(n + r)), i.e.,
σ(s,n + r)(1− f (n+ r, s))ϕr+s+n(v)(n + s + r)
= σ(s,n + r)(1− f (n+ r, s))ϕn+r(v)(n + s + r),
we know ϕn+r(v) = ϕn(v) for any r ∈ rad( f ). Combining this with ϕ(D(u, r)v(n)) = D(u, r)ϕ(v(n)),
i.e.,
σ(r,n)
(
(u,n + α)ϕn+r(v)(n + r) + ϕn+r
((
ruT
)
v
)
(n+ r))
= σ(r,n)((u,n + α)ϕn(v)(n + r) + (ruT )ϕn(v)(n + r)),
we obtain that ϕn((ruT )v) = (ruT )ϕn(v). Hence ϕn is a gld-module isomorphism from V to W . 
The following result and its proof have been improved very much by the referee.
Corollary 4.3. Suppose C′q = 0 and V is an irreducible gld-module. Then Endg(Gα(V )) = C.
Proof. Let ϕ ∈ Endg(Gα(V )). For any n ∈ Zd \rad( f ), there exists a linear transformation ϕn on V such
that ϕ(v(n)) = ϕn(v)(n). Similar to the second part of the proof of Theorem 4.2, ϕn is independent
of n and it is a gld-module endomorphism of V . From Proposition 2.6.5 in [D], we know that ϕn is a
scalar. We may assume that ϕn = λ ∈ C, thus ϕ = λ, i.e., Endg(Gα(V )) = C. 
Note that, since g is inﬁnite dimensional, we cannot use Proposition 2.6.5 in [D] to deduce that
Endg(Gα(V )) = C.
4.2. Remarks
Let us see how the redundant function g makes results in [LT] very unclear. All notations are as
in [LT]. For all g-modules Fα(ψ,b), Lin and Tan gave the two submodules:
⊕
r∈Γ¯ V (r) and
⊕
r∈Γ˜ V (r).
But they did not determine the two sets Γ¯ and Γ˜ in [LT]. Actually it is very hard to compute these
two sets with the appearance of g . According to our result (taking g = ι), Γ¯ = rad( f ) and Γ˜ =
Z
d \ rad( f ), i.e., the two submodules are exactly as in (4.1). Then all results in [LT] easily follow from
Theorem 4.1 and results in [E].
Anyway, it is a very interesting problem to determine all Harish–Chandra modules over the Lie
algebra g = Der(Cq) with arbitrary matrix q.
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