ABSTRACT This paper investigates the energy efficiency (EE) optimization for massive multiple-input multiple-output (MIMO) systems powered by wireless power transfer (WPT) with hardware impairments at sensor nodes (SNs). In the considered system, the SNs are first powered by the WPT from power beacon (PB). Then, the SNs use the harvested energy to transmit data to the base station (BS) with large scale of multiple antennas. Finally, the BS employs maximal-ratio combining (MRC) to detect the data symbols transmitted by the SNs. As the EE optimization problem is a non-convex problem which is difficult to solve directly. A lower bound approximation and variable substitution method are used to transform the EE maximization problem into a concave-linear fractional programming. Then, an energy efficient resource allocation algorithm that combines time and power allocation is proposed by fractional programming to maximize the EE of the system. Finally, simulation results are presented to show the effectiveness of the proposed algorithm and the impact of the hardware impairments on the system performance.
I. INTRODUCTION
Wireless devices such as wireless sensor networks are powered by battery which needs manual charging in wired mode or battery replacement. However, wired charging and battery replacement can be costly or even impractical in some scenarios, for example, in hazardous areas or in medical devices implanted in the body [1] . Meanwhile, wireless power transfer (WPT) has drawn the attention in wireless research because it can prolong the service life of energylimited networks [2] . WPT can be divided into near-field and far-field WPT based on distance. Near-field WPT is unsuitable for mobile and remote devices. The far-field WPT, also known as radio frequency (RF) WPT can serve both remote
The associate editor coordinating the review of this article and approving it for publication was Qiang Ni. and mobile devices by capturing RF radiation and converting it to direct current (DC) [3] . Therefore, it can be used in many scenarios, such as thermometers, energy-constrained smart phones, as well as implantable electronic medical devices, radio frequency identification tags, etc. [4] - [7] .
Massive multiple-input multiple-output (MIMO) can be used to improve the power transfer efficiency of WPT because it can beam energy towards desired spatial regions [8] . In [9] , the authors studied a wireless-energytransfer (WET)-enable massive MIMO system and proposed a joint time and energy resource allocation algorithm to maximize throughput. In [10] , the authors show the range of WET can be increased for a given target outage probability by using massive antenna arrays. A massive MIMO system with frequency-division duplex was studied in [11] , which optimized the round-trip energy efficiency (EE) by the transmit VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ power allocation of the base station (BS) under the delay outage requirements of different users. In [12] , the authors studied a WPT large-scale MIMO system with superimposed pilot (SP)-aided channel estimation. Numerical results show the superiority of the proposed SP-aided scheme compared with the conventional pilot-only-based schemes. Chen et al. disclosed the challenges and opportunities for wireless information and energy transmission in [13] and show that the use of large-scale MIMO technology can improve the efficiency of power transmission while ensuring the security of wireless information transmission. In [14] , the overall power transfer efficiency (PTE) and the EE for a wireless powered massive MIMO system were investigated under a piecewise linear energy harvesting model. In [15] , an energy-efficient resource allocation scheme was proposed for a WPT enabled multi-user massive MIMO system with imperfect channel estimation.
With the increase of the number of users and antennas in massive MIMO systems, the deployment cost and energy consumption of the circuit will greatly increase. Therefore, we need to employ low-cost hardware components to have a cost effective system while meeting the requirement of the system. However, cheap components are prone to have hardware impairments such as phase noise, nonlinear power amplifiers, in-phase/quadraturephase imbalance (IQI), nonlinear low noise amplifiers and analog-to-digital conversion (ADC) impairments [16] , which will affect the performance of the system [17] - [20] . The effect of IQI on the achievable sum rate for a massive MIMO system was studied in [17] . The impact of residual transmission radio frequency damage on the spectrum and EE of a massive MIMO system was studied in [18] , which show that hardware impairments have a greater impact on EE at high signal-to-noise (SNR). In [19] , a large-scale MIMO fullduplex relay system was studied with the consideration of hardware impairment. A low-complexity hardware impairments aware transceiver scheme was proposed to mitigate the distortion noises. In [20] , a robust resource allocation algorithm was proposed for a wireless-powered communication network (WPCN) with residual hardware impairments (HWIs) at the transceivers to minimize the total power consumption in the network while guaranteeing the secrecy rate at the information receivers.
As the EE is a key performance indicator of future mobile communication system [21] , we consider the EE maximization problem for WPT-enabled massive MIMO systems under hardware impairments in this paper. In [22] , we have considered to optimize the EE of wireless powered massive MIMO systems. However, the hardware impairments are not considered. In [23] , we proposed an energy-efficient resource allocation algorithm for massive MIMO systems powered by WPT with hardware impairments at SNs. However, the feasible of quality of service (QoS) of each SN are not discussed. Moreover, the optimal energy transfer power of the power beacon (PB) is not given. In this paper, we consider the EE optimization for wireless power transfer enabled massive MIMO systems with hardware impairments under the maximum transmit power at the PB and the minimum QoS of each SN. First, we give the feasible condition of the SNs that can meet the QoS. Then, we prove that the optimal energy transfer power of the PB should use the maximal transmit power to maximize the EE of the system. Next, a joint power and time allocation algorithm were proposed to optimize the system EE by fractional programming. Finally, simulation results are presented to show the effectiveness of the proposed algorithm.
The remainder of this paper is organized as follows: In Section II, we introduce the system model and problem formation. In Section III, an energy efficient algorithm is proposed to maximize the EE of the system. Simulation results are presented to verify the effectiveness of the proposed algorithm in Section IV. Section V concludes the paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. SYSTEM MODEL In this paper, we consider the WPT powered massive MIMO systems as illustrated in Fig. 1 . The system consists of a PB with N antennas, K single-antenna SNs and a BS with an M antennas. Both the PB and BS are equipped with large scale of multiple antennas such that min{M , N } K is satisfied. The BS is completely aware of the channel state information (CSI) and adopts maximal ratio combining (MRC) reception. The system uses the harvest-then-transmit protocol [24] . Without loss of generality, the harvesting time and data transmission time is normalized by one unit. As shown in Fig. 1 , the PB sends power to SNs through energy beamforming in the first WPT phase of time slot τ . In the second information transmission phase of time slot 1 − τ , the SN sends information to the BS with all the harvested energy obtained in the first time slot τ . We assumed that each SN equipped with a battery as [25] , [26] to store energy harvesting from the WPT phase. Then, each SN transmits the data to the BS in the second time slot 1 − τ with energy harvesting in the first time slot τ . In the first time slot for WPT, the BS uses energy beamforming to maximize the harvested energy of each. As the antennas in the PB trends to be infinity, the optimal energy beamformer is given by w( [9] , where ξ k is the weight factor that PB distributes power to the k-th SN such that 113132 VOLUME 7, 2019
channel matrix between the PB and the SNs such that g k is channel gain between the PB and the k-th SN, i.e., [G] nk = g nk is the channel gain between the n-th antenna of the PB and the k-th SN. g nk is models as g nk = h nk √ β k , where h nk ∼ CN (0, 1) is the independent Rayleigh fading between the n-th antenna of the PB and the k-th sensor, and β k is the path loss of the channel between the PB and sensor k. The channel gain between the k-th sensor and the m-th antenna of the BS is denoted byg km = √ d khkm , whereh km ∼ CN (0, 1) is the independent fast fading coefficient from the k-th to the m-th antenna of the BS and d k is the path loss between the sensor k and the BS [27] .
In the power transfer phase τ , the transmission signal of the PB is given by √ Pw(G), where P is the transmit power at the PB for power transfer. Therefore, the asymptotic harvested energy at user k can be expressed as [9] :
From (1), we can see that the energy transmission efficiency from the PB to the sensor k is given by η k = ξ k β k N , which depends on the weight factor ξ k , the path loss β k and the number of antennas N at the PB. Let p k = Pξ k be the power of the PB assigned to SN k, we have P = K i=1 p i . Then, the asymptotic harvested energy at user k can be rewritten as
In the second time slot 1 − τ , the SN k transmits the data to the BS with the energy harvested in the first time slot τ . The transmit powerp k of the SN k in the data transmission time 1 − τ is given bŷ
Then, the transmitted signal of user k due to the hardware impairments can be written as follows [16] .
where s k ∈ C is the useful signal such that
, ε is equivalent to the error vector magnitude (EVM). Therefore, the achievable rate of SN k is given by
where SINR k is the deterministic equivalent of signal to interference plus noise ratio (SINR) of SN k as follows [28] 
where d k is the large-scale path loss from k-th SN to the BS in data transmission phase, σ 2 is the noise power at the BS. The total energy consumption of the system can be expressed as:
where P c is the entire system circuit power consumption [29] . The circuit power consumption includes the power consumption of all the circuit blocks on the signal transmission path such as A/D conversion, D/A conversion, frequency synthesizer, power amplification.
B. PROBLEM FORMULATION
Substitute (3) into (6), the SINR k of SN k can be rewritten as
where
Then, the sum rate of the SNs can be expressed as follows.
Therefore, the EE of the proposed wireless power transfer enabled massive MIMO systems with hardware impairments can be expressed as follows
To gain the insight of the impact of the hardware impairments on the EE, we use the deflation method to derive the upper bound of EE.
The first inequality in (11) is held because τ P ≥ 0 is held. The seconde inequality in (11) is held because 1 − τ ≤ 1 is held. The third inequality in (11) is held because 1−τ τ σ 2 is negative. The fourth inequality in (11) is held because log 2 (1 + x) ≤ x ln(2) is valid for x ≥ 0. The last inequality in (11) is held because
From the above derivation for (11), we can see that the hardware impairments have great influence on the EE. The upper bound of the EE decreases as the value of the EVM increases. The EE of the system will be zero when the hardware impairments ε is 1.
The EE maximization problem is formulated as follows:
Constraint C1 is the minimum SINR requirement for each SN to guarantee each user's QoS. C2 indicates that the total allocated power for each SN by the PB is less than the maximum transmits power P max . C3 is the time constraint for the system such that the power transfer time cannot be larger than the total time of the system. C4 is the non-negative power constraints. The optimization problem (12) is a non-convex optimization problem because the objective function in (12) is non-concave. Thus, it is difficult to give the optimal solution to (12) . Moreover, there is a feasible condition for the optimization problem because of the minimum SINR constraints. In the following subsection, we will first give the feasible condition of (12) . Then, we use a variable substitution and fractional programming to design an energy efficient resource allocation algorithm for (12) .
III. ENERGY-EFFICIENT RESOURCE ALLOCATION ALGORITHM
First, we give the feasible condition for (12) by the following lemma. Let F ∈ C K ×K be a matrix whose (k, i)-th element is defined as [30] [F]
and s be the vector in R K + whose k-th element is given by
Because the EE of the system is zero when τ equals zero or one, we only need to consider the feasible of (12) such that 0 < τ < 1 is held.
Lemma 1: For a given 0 < τ < 1, the problem (12) is feasible if and only if ρ F < 1 and τ
is held.
Proof:
The constraints in C1 is equivalent to the following
( 14) can be rewritten as the following equivalent form.
(15) is equivalent to the following constraint.
Using the definition of F and s, we rewrite the constraints in (16) for users as the following form.
Using the Lemma 1.1 in [31] , we know that (17) has nonnegative solution p if and only if ρ F < 1 is held. When the constraint C1 is feasible, we can obtain the minimum sum power of SNs that satisfy the C1 by the following optimization problem.
min sum(p)
τ − 1 when all the constraints in (18) meet equality. This is because the objective function is an increasing function for each power. Moreover, we need to make the constraints C2 is feasible. Using the definition of M and the optimal solution to (18), the feasibility of C2 is equivalent to
From (19), we have τ 
+1
. Thus, Lemma 1 is proved.
From Lemma 1, we know that the minimum energy harvesting time to meet the QoS of each SN is given by τ min = 
.
Next, we show that that the optimal transmit power for the PB should use the maximum transmit power.
Lemma 2: Let (p * 1 , · · · , p * K , P * , τ * ) be the optimal solution to (12), then
Proof: Lemma 2 can be proved by contradiction.
It is easy to show that P * > 0 and 0 < τ * < 1 must be held because the EE of the system will be zero if P * = 0 or τ * = 1 or τ * = 0. The corresponding EE under the resource allocation of (p * 1 , · · · , p * K , P * , τ * ) can be rewritten as follows.
We have
We construct another feasible solution (
. Because 0 < τ * < 1 and P > P * , we can obtain 0 < τ < 1 is held. Moreover, from τ = , we can derive the following equation
Because of the assumption P * < P = P max , we have τ < τ * from (22) . Using the same derivation as (21), the corresponding EE under the resource allocation of ( p 1 , · · · , p K , P, τ ) can be rewritten as follows.
From equation (21) to (23), we can see that η * < η because of τ < τ * . Moreover, the SINR for each SN is same under two resource allocation schemes. Therefore, this contradicts the assumption that (p * 1 , · · · , p * K , P * , τ * ) is optimal solution to problem (12) . Thus, Lemma 2 is proved.
Using Lemma 2, the EE maximization problem (12) is equivalent to the following problem.
Although we have obtained the optimal transmit power for PB, the power allocation for each SN and the time allocation still need to be solved by (24) . Because the objective function in (24) is a non-concave function, it is difficult to design efficient algorithm to find the optimal solution to (24) . Next, we first give a lower bound for problem (24) . Then, a joint time allocation and power allocation algorithm is proposed to the lower bound based on fractional programming and variable substitution. We make use of the following lower bound [32] log 2 (1 + z) alog 2 (z) + b (25) that is tight at z = z 0 when the constants are given by
Then, the lower bound of EE can be expressed as
Let p k = 2 q k and using the lower bound in (28),we have a lower bound EE problem as follows (29) , as shown at the top of the next page.
For a given time allocation, (29) is concave-linear fractional problem, which can be solved by Dinkelbach's algorithm by fractional programming. Let
g(τ ) = P c + τ P max (31)
and
Then, then the optimal solution of (29) can be found by the
solution F(λ) = 0. The value of F(λ) is obtained by block coordinate descent (BCD) method [33] . The BCD method will successively maximizes along coordinate directions (q 1 , · · · , q K ) and τ to find the maximum of function ϕ (τ, q 1 , · · · , q K , λ) for the given λ.
Step 1:
For a given λ and τ , max
The objection function in (33) is concave with respect to q k (k = 1, · · · , K ) because log-sum-exp function is convex function [34] . Moreover, constraint C1 is a convex constraint because it can be rewritten as the equivalent form by taking the logarithm function to both sides of C1 as follows.
The constraint obtained by (34) is convex because log-sum-exp function is convex function [34] . C2 is convex constraint because the lefe hand size of C2 is convex function. Therefore, (33) is a concave maximization problem. The optimal power allocation q k * under a given λ and τ can be solved by the interior-point method in convex optimization [34] .
Step 2: optimize τ For a given λ and q k (k = 1, · · · , K ) from step 1, we have (36) where A k = a k q k + b k + a k log 2 (α k ) and W = K i =k ω i 2 q i , let ϕ (τ opt ) = 0, because ϕ (0 + ) > 0 and ϕ (τ ) ≤ 0 when 0 ≤ τ ≤ 1, then the optimal time allocation can be obtained by the following expression.
Step 3: Update λ Update the energy efficiency λ based on Dinkelbach method as follows.
where τ * and q k * are the optimal values of τ and q k to the problem (32) solved by BCD method in step 1 and 2.
Based on the above discussion, we propose an energy efficient resource allocation algorithm for the WPT enabled massive MIMO systems by Algorithm 1.
Algorithm 1 Energy-Efficient Algorithm (EEA)
Test feasibility by Lemma 1 if Feasible then Set i = 0 and τ = τ min , (32) , (26) and (27) . convergence =true (38) . end while else K = K − 1, remove user K from the algorithm.
end if
Finally, we do the complexity analysis of the proposed algorithm. Obviously, the outer layer of Algorithm 1 is Dinkelbach algorithm, and the inner layer is BCD algorithm. Dinkelbach method converges typically faster than bisection [35] , so the outer complexity is I = min{I D , out max } where I D is iteration time of λ such that I D ≤ log 2 (
) is the complexity of the bisection, where out max is the maximum iteration number of outer loop [37] . The complexity of the interior point method is O(K 3 2 log 1 ε ) [36] , where ε is the tolerance value for interior point method. The complexity of the BCD algorithm in the inner loop is O( n 2 ε 2 ) [33] , where n 2 = 2 is the number of blocks. Therefore, the computational complexity of Algorithm 1 is given by O(I K 
IV. SIMULATION RESULT
In this section, we compare the proposed algorithm with the performance of throughput maximization algorithm (TPA) [9] and demonstrate the impact of hardware impairments on the system performance such as energy efficiency, number of admitted users.
The system parameters are shown in Table 1 
k , where l k is the distance from the BS to the SN k and m k is the distance from SN k to the PB. Figure 2 shows the EE of the two algorithms versus the maximum transmit power at the PB under perfect hardware and ε = 0.1, ε = 0.2. The EE for both algorithms decreases as ε increases. We can see that the hardware impairments has a slight impact on the system EE when maximum transmit power at the PB is low for the proposed algorithm. While at high transmit power, the hardware impairments have a significant impact on the system EE. The EE obtained by the proposed algorithm always outperforms the TPA algorithm. Figure 3 shows the EE obtained by the proposed algorithm versus the number of base station antennas under different hardware impairments conditions. The EE of the system increases as the number of antennas of the BS increases. This is because of multi-antenna diversity. When the number of base station antennas is between 10 and 30, the system EE difference between the system with perfect hardware quality EE and ε = 0.1 is very small. The system EE with ε = 0.2 is significantly less than ε = 0 and ε = 0.1. As the number of the BS's antennas increase, the gap between system EE with different hardware impairments gradually increases.
The number of admitted users is given in Figure 4 . We can see that the number of admitted user increases as the number antennas of the BS increases. This is because the minimum SINR requirement of each SN can be more likely to be satisfied due to multi-antenna diversity. When the number of antennas is less than 40, the admitted number of the users under hardware impairments ε = 0 and ε = 0.1 is larger than ε = 0.2. When the number of antennas at the BS is larger than 40, all the users can be admitted. However, the gap between system EE in the three cases increases as the number of antennas increases which can be seen from Figure 3 . When the number of BS antennas is 30, the system EE of perfect hardware quality is 1.024 and 1.069 times than that of ε = 0.1 and ε = 0.2, respectively. When the number of BS antennas is 100, the system EE with perfect hardware quality has increased by 4.35% and 17% compared to ε = 0.1 and ε = 0.2, respectively. Figure 5 shows the system EE versus different minimum QoS requirements. As the minimum QoS increase, the EE of the system decreases. We can see that the EE for γ min k at 16 dB and 18 dB are equal under hardware impairments ε = 0.1. This is because that the number of admitted user is one and the optimal resource allocation is the same when γ min k equals 16 dB and 18 dB. Moreover, the obtained optimal SINR is lager than 18 dB such that the minimum SINR constraint is inactive when γ min k equals 16 dB and 18 dB. Figure 6 shows the admitted number of users versus different minimum QoS requirements. When the minimum SINR requirement is less than 8 dB, the minimum SINR requirement under the three hardware impairment conditions can meet. As the minimum SINR requirement increases, the number of admitted users decreases. When the minimum SINR requirement is 14dB, none of user's QoS can be meet under hardware impairment ε = 0.2.
V. CONCLUSION
In this paper, we consider EE maximization problem in a WPT-enabled massive MIMO systems under hardware impairments. First, we prove that the PB should transmit the maximum power. Then, the EE of the system is approximated by lower bound and the lower bound EE problem is solved by fractional programming. Finally, we propose a joint time and power allocation algorithm to maximize the EE of the system. Simulation results are presented to show the impact of hardware impairments on the system performance such as the EE and the number of admitted users. We have assumed that BS is completely aware of the prefect CSI in this paper by channel estimation. However, it is hard to obtain the perfect CSI due to pilot contamination and channel estimation error in wireless networks. Our future work is to consider extending the system model to the imperfect CSI case.
