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A b s t r a c t 
In stereology, the classical corpuscle problem has been studied at considerable 
length since the first solution by Wicksell(1925). Stereologists usually perform 
their inference under the assumption that the observed profiles are independently 
distributed. However, in practice, it is more likely that the objects will exert the 
attraction or repulsion on the others. Our interest puts emphasis on the depen-
dence among the objects. For the ease of the computation and the comparison 
wi th the traditional method, we assume that the objects are constant radius 
spheres. We then use the algorithm proposed by Ripley (1977) to simulate the 
spatial distribution of the spheres. Moreover, we make use of the result from 
Gibbs Sampler to help us to find the Bayesian estimator of R, which is shown 
to be superior to the traditional method of moment estimator in terms of mean 
square error�Then, we further study the cases when (i) the number of the spheres 
in the specimen, N, is known, (ii) N is unknown or (iii) the boundary effect exists. 
Finally, we extent our consideration to spheres with varied radius. 
Keywords : Stereology, Gibbs Sampler, Pairwise interaction process 
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Stereology is a body of mathematical methods relating three-dimensional pa-
rameters defining the structure to two-dimensional measurements obtainable on 
sections of the structure. It was initially developed in biology and material sci-
ence as a quick way of analyzing three-dimensional solid materials, such as rock, 
living tissue, and metals, from information visible on a two-dimensional plane 
section through the material. 
Nowadays, stereology has found many applications in areas including anatomy, 
cell biology, pathology, material science, mineralogy, metallurgy, ecology, geology 
and petrology, image processing, and computer graphics. It is not the aim of 
stereology to reconstruct an entire three-dimensional object. Typically, only a 
section or sample is taken, and their spatial position is not recorded. Stereology 
uses non-parametric techniques to estimate the geometrical parameters such as 
volume density, Vy. 
The classical corpuscle problem in stereology has been studied at considerable 
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length since the first solution by Wicksell(1925). The problem is to express the 
distribution of the radius of the corpuscles in terms of the distribution of the 
radius of the circular contours found in the section plane. They assume that 
there are a large number of spherical corpuscles of different sizes in the opaque 
specimen. Then many different methods are proposed to estimate the size dis-
tribution of the substance from that of the profile. For example Keiding, Jensen 
and Ranek(1972) use the maximum likelihood method to estimate the size distri-
bution of liver cell nuclei from the observed distribution in a plane section. Later, 
the other version of the classical corpuscle problem, the Swiss cheese problem oc-
curs. The size distribution of randomly distributed spherical holes in an opaque 
medium is to be inferred from the size distribution of the circular holes observed 
in sections. Also, Keiding and Anderson(1992) show that the x-distribution of 
Keiding, Jensen and Ranek(1972) may be used as the basis for a parametric 
maximum solution for the Swiss cheese problem. 
Stereologists usually perform their inferences under the assumption that the 
observed profiles are independently distributed. However, in practice, it is more 
likely that the objects will exert the attraction or repulsion on the others. It is 
natural to take this effect into consideration. Our interest lays emphasis on the 
dependence among the objects. We suppose that the specimen is rectangular and 
the objects, which lie inside it, are spherical. Such a shape assumption is a severe 
restriction since objects are in practice often of complex and unknown shape, at 
least in biology, and may be even non-convex. Stereologists have developed some 
techniques to solve the arbitrarily shaped objects problem, such as Jensen (1987). 
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In our case, the reasons of the spherical assumption are as follows. First, many 
traditional analyses based on the assumption of sphere. In order to compare with 
those results, we adapt this. Second, it is easier for us to model the distribution 
of spheres. 
The main purpose of this thesis is to consider the effect of the dependence 
among the objects. Firstly, we concentrate on the constant radius case. Then 
we will extend our method to the varied radius case, which will be the focus of 
future study. Throughout the discussion, the main interesting parameter that we 
want to estimate is the constant radius R. 
In Chapter 2, we describe the traditional assumption, that is the independence 
assumption. We introduce an unbiased estimator of R, which is shown to be 
superior to the traditional method of moment estimator in terms of the mean 
square error MSE, Finally, we construct the confidence interval of R and the 
estimated variance for this unbiased estimator. 
In Chapter 3, we concentrate on the effect of the dependence assumption on 
the estimator. Firstly, we consider the situation when N is known. We model 
the distribution of the spheres using Ripley's (1977) idea. We use Gibbs Sampler 
to estimate the posterior distribution of R without directly calculating it. Then, 
we illustrate our simulation procedure and demonstrate how to get the simulated 
parameters and the density. Finally, we relax our assumption and consider the 
situation when the number of spheres is unknown. Also, we consider the problem 
of the boundary effect. 
In Chapter 4, we perform a simulation study to compare the results between 
3 
the independence and dependence case. We divide the simulation study into three 
parts: (i) N is known, (ii) N is unknown and (iii) the boundary problem. For 
each part, we also want to study the effect of the intensity level which is measured 
by the volumn density. Thus we further divide each part into three sections from 
the low intensity to the high intensity to investigate the intensity effect. 
In Chapter 5, we make a conclusion and discuss a possible extension of our 
present setting. The study of the case of the dependence with constant radius is 
considered as a first step for the analysis of the case with varied radius. Hence, 
we simulate an artificial example to study the case of varied radius. Then we will 
A 




Independently distr ibuted 
spheres w i th constant radius 
Let us consider a rectangular specimen wi th some spherical bodies inside it. We 
assume that the bodies are independently distributed and have constant radius, 
R, This specimen is cut by a section plane and we get the profiles on the plane 
(profile means the circle which is seen on the section plane). Suppose we observe 
n{n > 1) profiles with radius Xi, X 2 , x ^ . Our objective is to estimate the 
constant radius R. The estimator used in stereology, which is for the general 
varied radius case, is in fact the method of moment estimator. 
In Sections 2.1, and 2.2, we introduce the method of moment estimator and 
maximum likelihood estimator of R. In Section 2.3, we introduce an unbiased 
estimator of R, which is shown to be superior to the traditional method of moment 
estimator, and in the last section we calculate the confidence interval and the 
estimated variance for this unbiased estimator of R. 
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2.1 The method of moment estimator of R 
Let Xi^)X2”..,Xn, where Xi is the section radius of sphere z, be the random 
sample of size n from the specimen cut by a section plane. Due to the assumption 
of independence, we only consider the marginal distribution of Xi. Suppose 
we place the sphere into a (x,？/,z)— coordinate system with the sphere centre 
locating at the origin. Without loss of generality, we can assume the section plane 
to be parallel to the (x,?/) plane. The section plane cuts the sphere randomly, 
i.e. Z �U �— R , R)^ where Z is the distance of the random section plane from the 
origin. Then, the profile radius X forms a right-angled triangle with the sphere 
radius R and the distance Z, and satisfies the equation X: -f = R'^. We can 
obtain the density and distribution function of X by the transformation of the 
random variable Z, Denote them as f x { ^ ) and F x { x ) respectively. 
她 = （ 2 . 1 ) 
Fx{x) = ~ , R > x > 0 . (2.2) 
The expected value of X is 
E � 二 fR = ^ 
�) 一 九 R^m — x^ — 
The method of moment estimator of R is 
为 M M E = , 
TT 
where X is the sample mean of Xi,s. 
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2.2 Maximum likelihood estimator of R 
Under the same condition as that in the previous section, we have a random 
sample of size n with the section radius, Xi^  ...^Xn- Then the likelihood function, 
L{R I . • is 
n 
丄 I = Y { f x { X i I R) 
i=l 
= ( 2 . 3 ) 
where Ia{x) is the indicator function of the set A, and X � is the maximum of 
the n observed section radius. Thus the maximum likelihood estimator of R is 
A 
-^ MLE = 
2.3 Mean squared errors of the estimators of 
R 
At first, let us consider 




It is easy to show that E{RMME)=几 Thus RMME is an unbiased estimator of 
R, and its variance is 
. 16 
Var{RMME) = ~~:rVar{X). 
mr ‘ 
Since E(X2) = and E{X) 二 宇，we have 
. 32 R2 
Var{RMME) = (t-T 一 1)— 
OTT^ n 
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Next we consider RMLE = Before evaluating the mean and variance of 
this estimator, we find the density function of X(n). 
/ x � � 二 工)广1 
nx 广 IB? — x2\ _ A ,…� 
=s^^^H丁） … （ ） 
五 ( 〜 ) ） = L w F r ^ r v - ^ j -
=nR r sin''0(1- cos Oy-^de 
Jo 
=2几+�R " ( s i n 2 小Y — (sin2 (^广+！却 
Jo 
= = H R , (2.5) 
where H = fo' (sin^- (j) - sin^+i) 
Clearly, 
In order to calculate the MSB of we need to calculate and H. 
Consider 
T  
= nR2 j j s i n � � l _ cos 0)“d0 
= n R ^ "(COS2 6>(1 -cos6>r - i — (1-cos6>)“)^^cas6> 
Jo 
= ( n + l ) ( n + 2). ( � . … 
Then we need to calculate the value H. Recall that 
T  
H = 2时2几 / 4 [sin' " (j) - sin2(几+1)小]体 (2.7) 
Jo 
8 
From the Mathematics Handbook (1979, p.265), we have 
. 2n 1 打f (2n)!(H)2(永产+1 本 ( 2 n ) ! x 
Jo ( • _ = S 2 - - - ( 2 r + l)!(n!)2 + (之’呂） 
Substituting (2.8) into (2.7) and after tedious simplification, we get 
n f (2n-l)ll TT r! \ 
where (2n — 1)!!三 1 • 3 • 5 . . • (2n — 1). Due to the complexity of H, we want to 
get an approximate value. 
Propos i t i on 2.1 ： 
令 + 5) < 丑 < 令 + 3) .2 10) 
(n + 2)(2n + l ) “ 一（n + l ) (2n + 1)• ) 
Proof: 
Firstly, we prove the following claim: 
(2n + 3)n! < 二 ^ < 2(n!) 
(n + 2)(2n + l)!! " 2 ；^�（2r + 1)!! _ (2n + 1)!! • � . ) 
As n tends to infinity, the value of H tends to 1. So I]二o (27•；!i)! = f • Thus 
T  一 Y^n-1 r! _ Y^ oo r! 
2 —乙r=0 (2r + l)!! — ^r=n (2r+l)!!. 
It suffices to prove that 
(2n + 3)n! < ^ r! 2(n!) 
(n + 2)(2n + l)!! - r i (2r + l)!! - (2n + l)!!， 
which is equivalent to prove 
(n + l)n! < ~ r! < n! 
(n + 2 ) (2n + l ) ! ! - 丄 工 ( 2 r + 1)!! _ .(2n + l ) ! ! . 
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Consider 
^ r! = (n + 1)! (n + 2)! (n + 3)! 
J j ^ i (2r + l) ! ! — (2n + 3)!!十（2n + 5)!!十（2n + 7 ) ! !十… 
— n!(n + 1 ) n!(n + l ) (n + 2) 
= ( 2 n + 3)(2n + 1)!! + (2n + 5)(2n + 3)(2n + 1)!! + …• 
= n! r (^ + 1) I + + . .2 19^ 
— ( 2 n + l ) ! ! l ( 2 n + 3)十（2n + 5)(2n + 3) 丄 . � . … 
Define 
= ( n + 1) (n + l ) (n + 2) 
“ — ( 2 n + 3) (2n + 5)(2n + 3) 
三 ai + + H 
where ai = = = As a^ < a2 < a y < it implies 
that ^ < Kr, < 1. That is, 
1 一 a ! — 一 1 
n Z 
Hence, 
(2n + 3)n! �� r! < 2(n!) 
It complete the proof of (2.11). Substitute (2.11) into (2.9), the result follows. 
We use the following method to get a more accurate result. Let 
n ( ( 2 n - l ) ! ! , f i r! \ n{2n + a + e J 
丑二 m � 1 + _ W T m ^ J = (n + l ) (2n + l ) (2.13) 
where a is a constant and tn tends to zero as n tends to infinity. Define 
n - l r! 
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Rewrite (2.13) as 
rl = TT n\ 2n + a + en . s 
.=0 (2r + l) ! ! ~ 2 " ( 2 n - l ) ! ! ^ 2n + 1 > 卜 ） 
Observe that 
丑 州 = 丑 ( 2 . 1 5 ) 
Substituting (2.14) into (2.15), we get 
TT (n + 1)! 2n + 2 + g -f €(n+i) _ tt n! 2n + a + £n . . ri\ 
2 " ( 2 n + l)!!^ 2^7+3 ) 二厂 ( 2 n —1 ) ! ! ( 2n + 1 ) (2n + l ) ! ! . 
It follows that 
(n + l ) ( a + e ( + i ) - l ) 
(2n + 3) 
As n tends to infinity, e^  and e(州）tend to 0. We have a 二 3. 
Similarly, we can get more accurate result by replacing a + e几 by 3 + | + � 
where nSn tends to zero as n tends to infinity. Repeat the above procedure, and 
solve the value b which is equal to -1. 
Repeatedly, for more accurate results, we try 3 — ^ + + Ai where 臣n 
tends to 0 as n tends to infinity. Then we get c = 3. Certainly, we want our 
approximation as simple as possible. However, it should be accurate up to certain 
extent. Thus, in order to avoid using the square term of n, we consider 
n + a n n/ n/ 
where d is a constant which need to be determined. After simplification, we get 
d = 3. Hence, we decide to use the following approximation 
n(2n + 3 — 士） ff 〜 ^ 
�（2 n + l)(n + l ) -
11 
Empirical checking shows that this approximation is correct up to the fourth 
decimal place. 
Clearly 义⑷ is a biased estimator as it always underestimates the true value 
R. Before comparing their MSE, we find another estimator, which is a multiple 
of Consider R = 7义(n), where 7 is a constant. The corresponding MSE is, 
MSE = (F(A) - Rf + Var[R) 
= ( 7 丑 一 + f ⑷）. (2.16) 
The choice of 7 , say 7 * that minimizes the MSE is 
H 
< = r p , 〜 ) (2.17) 
d 十 B? 
= ( n + l ) (n + 2)J^ 
n{n + 3) ， 
because T / a r ( X ⑷ ） = " 印 、 
Another choice of 7 is to make it unbiased, that is 7 = Now, we have three 
estimators. They are X � � and the unbiased estimator X � / 丑 . W e notice 
that for the value of n larger than 9, their difference are within one percentage. 
For ease of the comparison with the traditional estimator, we simply consider 
A 
the unbiased estimator,义(打)/丑.We denote it as RadjMLE- Then, we compare 
A A 
RadjMLE wi th the traditional estimator of R, i.e. RMME- A S they are both 
unbiased, we just need to compare their variances. The following proposition 
/V A 
shows that the variance of RADJMLE is smaller than that of RMME- Besides, it 
shows that Var{RMME) = 0 � and Var(RadjMLE) = O ( ^ ) . When n is small, 
we wri te a program to evaluate the value of H and get the estimates and variances 
A A 
of RMME and RadjMLE- We list all these values in Table 2.1. 
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Propos i t i on 2 . 2 ： Forn > l,Var(JladjMLE�< Var{RMME)' The equal-
i ty holds only when n = 1. 
Proof: Recall 
32 B? 
Var[RMME) = - 1 ) — • 
Var{R.,,MLE)=((几几++3)2)双2—1)丑 2 
(n + 2)(2n + l)2(n + 3) , 
- I n(n + l ) (2n + 5)2 ^ 
_ 2{n + 
= n ( n + l ) (2n + 5)2 
Then to prove the proposition is equivalent to prove 
2(2rz + 3) 〉o 
3冗2 (n + l ) (2n + 5)2 - • 
After simplification, the left hand side is equal to 
4an^ + 24an^ + (45a — 4)n + 25a - 6 
(n + l ) (2n + 5)2 , 
where a = 暴 — 1 . Let 
f[n) = 4an^ + 24an^ + (45a - 4)n + 25a - 6, 
and for n > 2, 
^ ^ = 12a(n + 2 ) 2 - 3 a - 4 > 0 . 
an 
Also, / ( 2 ) = 5.624. Hence, the result follows. 
For n = 1, B ( X ( n ) ) =字. I t implies that 丑二 f . Then it is easy to show that 
the two variances are equal. 
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2.4 Confidence interval of R 
Suppose we have a data set a；!, where Xi corresponds to the section radius 
of sphere i. It is found that RadjMLE is better than RMME, in terms of MSE. In 
practice, after we have obtained the data, we only have to find out the maximum 
section radius and multiply it by the factor j j which will then become the desired 
estimate. For n = I, ...,20, we have tabulated the value of this factor, j j in Table 
2.1. For n{> 20) is large, we adapt the following approximation 
� （ 2 n + l ) (n + l ) � 
A 
The estimated variance of RadjMLE is 
- - ( n{n + 3) \ -2 
We can construct a confidence interval of R. Consider 
PX^N)} = 1 - a， 
where 1) is a constant. Recall that the distribution function of X � is 
( Jm -x^V 
i V ) � = 1 - V “ ’ 
\ ^ / 
Then � 
P { R > > = 1 一 a . 
—Fx�沟 + � � � R ) = 1 - a . 
l — i ^ ) ( 尝 ） 二 1 一仏 
( l - ^ y = . . (2.18) 
14 
Therefore, the 100(1 - a ) percentage confidence interval for the R is (^(n),/^-^(n)) 
where 
\ Q" (2 — ) 




n jj app.；^ Var(R^jMLE) Var(flMMB) “ 二 q.I a 二 0.05 a = 0.025 
1 1.27324 1.26316 0.81d-01 0.81d-01 2.2942 3.2026 4.5004 
2 1.10604 1.10294 0.19d-01 0.40d-01 1.3704 1.5867 1.8530 
3 1.05793 1.05660 0.73d-02 0.270d-01 1.1844 1.2898 1.4152 
4 1.03686 1.03618 0.34d-02 0.20d-01 1.1122 1.1768 1.2528 
5 1.02562 1.02524 0.18d-02 0.16d-01 1.0759 1.1202 1.1723 
6 1.01889 1.01866 O.lld-02 0.13d-01 1.0550 1.0875 1.1257 
7 1.01452 1.01437 0.66d-03 0.12d-01 1.0418 1.0667 1.0962 
8 1.01152 1.01142 0.43d-03 O.lOd-01 1.0328 1.0527 1.0761 
9 1.00937 1.00930 0.30d-03 0.90d-02 1.0265 1.0427 1.0618 
10 1.00777 1.00772 0.21d-03 0.81d-02 1.0218 1.0353 1.0513 
11 1.00655 1.00651 0.15d-03 0.73d-02 1.0183 1.0297 1.0432 
12 1.00560 1.00557 0.12d-03 0.67d-02 1.0156 1.0253 1.0370 
13 1.00484 1.00482 0.88d-04 0.62d-02 1.0134 1.0219 1.0320 
14 1.00423 1.00421 0.68d-04 0.58d-02 1.0117 1.0191 1.0280 
15 1.00372 1.00371 0.54d-04 0.54d-02 1.0103 1.0168 1.0246 
16 1.00331 1.00329 0.43d-04 0.50d-02 1.0091 1.0149 1.0219 
17 1.00295 1.00295 0.35d-04 0.48d-02 1.0081 1.0133 1.0196 
18 1.00266 1.00265 0.29d-04 0.45d-02 1.0073 1.0120 1.0176 
19 1.00240 1.00240 0.24d-04 0.43d-02 1.0066 1.0108 1.0159 
20 1.00218 1.00218 0.21d-04 0.40d-02 1.0060 1.0098 1.0145 




Dependently distr ibuted spheres 
w i th the constant radius 
In Chapter 2，we have discussed the method of estimating R under independence 
assumption. In this chapter, we change this assumption to the dependence one. 
In the independent case, we assume that the spherical bodies are indepen-
dently distributed among the specimen. This specimen is cut by a section plane 
to produce the profiles. It is equivalent to hold a sphere and cut it randomly. But 
now, due to the existence of the interaction among the spheres, we need to model 
the spatial distribution of spheres. In general, it is difficult to model a three-
dimensional structure explicitly. Instead, stereologist uses the non-parametric 
techniques to estimate geometrical parameters such as volumn density. However, 
if we can assume a constant radius R and the spherical shape of the opaque ob-
jects, then we can model the distribution of spheres by the idea of Ripley(1977). 
Hence, we can utilize the results from the Gibbs Sampler to help us to estimate 
17 
R and the other parameters, such as K -
Throughout the following discussion, we define some notations. Seen spheres 
mean the n spheres which are cut by the section plane, while unseen spheres 
are not. We use U, which is an n x 1 random vector (ui , • • •, to denote 
the location of the centre of the seen spheres relative to the section plane. For 
i = 1,…，n, if Ui — 1, it means that the centre of the i th sphere lies above 
the section plane; if Ui 二 一1, it indicates that the centre of the i th sphere lies 
below the section plane. We use C, to denote the centres of unseen spheres, 
which is an (TV — n) X 3 random matrix (c(n+i),...，cn)', where Cj = (xj, y“ Zj)' 
for j 二 n + 1 , . . . , A^ to denote the radius of the sphere, and Xohs to denote 
the observed profiles. Finally, we use SCOM to represent {XOHS, U, C). 
In the coining sections, Section 3.1 introduces the results from the Gibbs 
Sampler which are relevant to our problem; Section 3.2 introduces the spatial 
distribution of the sphere; Sections 3.3 and 3.4 discuss the simulation algorithm 
and the explanation of the algorithm; Section 3.5 mentions the estimation of the 
posterior distribution of R\ and the last two Sections, Sections 3.6 and 3.7 discuss 
the problem of unknown number of spheres in the specimen and the boundary 
problem. 
3.1 Gibbs Sampler 
Gibbs sampler is a technique for generating random variables from a (marginal) 
distribution indirectly, without having to calculate the density. Let us first explore 
18 
it in three variables, C, R, U case. Starting from these three variables, Gibbs 
sampler generates a sample of C, R, U from their conditional densities / ( c 
r ,u ) , / ( r I c, u), f{u I c，r) instead of from their joint density. This is done by 
generating a 'Gibbs Sequence' of random variables, say 
Rq = ro, Uo = uo, Ci = ChRi = r\,Ui = ui,... ,Cp = c尸，Rp = rp, Up = up. 
The initial values Rq = Tq and Uq = Uq are specified. The rest is obtained 
iteratively by alternatively generating value from 
Cj+i � f [ c \ R = r”U = 
R j + i � / ( r I =。州，厂=巧） 
U仔1 � = = (3.1) 
for j = 1 , 2 , . . - . The distribution of Rp converges in distribution to / ( r ) , the 
true marginal distribution of R, as P tends to infinity. Thus when P is large 
enough, the final observation, namely Rp = rp is effectively a sample point from 
the marginal density of R. 
Gibbs Sampling can also be used to estimate f{r) by averaging the final 
conditional densities from each Gibbs sequence. Suppose we generate n 'Gibbs 
Sequences' of random variables, say 
^10 = rio.Uio = uio, . . . , C\p = 二 rip,Uip = UiP 
R20 二 ^20, Iho = U20, . • . , C2P = C 2 P , R2P = r2P, U2P = U2P 
RnO = RNO, UNO = ^nO, . . . ’ C^p = RnP = RnP, UnP =立nP (3.2) 
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Then, the marginal density function of R is estimated by 
f ( r � = L t j { r \ i U p , c u ^ � . (3.3) 
The theory behind is that the expected value of the conditional density is 
E{f{r \U,C��= J j f{r | u,c)f(u,c)dudc = f(r). 
In the consequent discussion, we will concentrate on the iterative procedure men-
tioned in (3.1) and the estimation of the density in (3.3). 
3.2 Model based on simulating spatial patterns 
First ly we list all the assumptions as follows. 
.1] The specimen is a rectangular shape wi th length, /，width, w and height h. 
2] There are N spherical opaque objects whose centres lie inside the specimen. 
.3] The specimen does not contain any part of sphere with centre lying outside 
the specimen. 
'4] The section plane is parallel to the {x,y) plane wi th height fixed at /i/2 
measured from the bottom of the specimen. 
In the modelling of the spatial structure, we apply the idea of Ripley(1977). 
Model 
The number of spheres in the specimen N is assumed to be known. Later, we 
will relax this assumption. Let the (x,y,z)-coordinate of the centre of the sphere 
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i be S“i = The joint density / ( < s i , … , | R) is taken to be a member 
of pairwise interaction process, i.e. 
(3.4) 
where Sj) is the distance between the centres of the i th and j th sphere. 
For the choice of we can roughly divide it into three classes. The first class 
is 
0 ioiO<d<2R 
h(d) 二 （3.5) 
1 for d> 2R 
\ 
This class imposes a minimum distance 2R between the events. The second class 
is 
0 ioT0<d<2R 
hid) 二 ^ for 2R<d<di (3.6) 
1 for d > di 
This class additionally discourages pairs of events less than di apart and thereby 
produces a more regular pattern events than the first one. The third class is 
‘ 
0 for 0 < (f < 
二 而 一 for 2R<d<d, (3.7) 
1 for d > di. 
It involves an element of attraction between events a distance 2R to di apart, 
giving a visual impression of aggregation. 
For the simplicity of the simulation, we only consider ki{d) as our choice of 
k{d) throughout the paper. Clearly 




For the initial step, the spheres are arbitrarily placed in the specimen. Then 
repeating the following steps: one point is chosen at random and then replaced 
by a point drawn from the conditional density of the remaining N — 1 points. 
However, in our case, we have no idea of where the spheres are. We only have 
the observed profiles, i.e. Xobs- Therefore, in order to have a starting pattern, we 
need to simulate the positions of the spheres given Xobs- That means condition 
on the Xobs, we need to simulate the relative position of the centres of the seen 
spheres, U and the centres of the unseen spheres, C. Then we follow the above 
algorithm by replacing each sphere in turn rather than chosen at random. It 
does not affect the result of simulating the spatial distribution. Moreover, the 
theory shows that the process converges to the true distribution no matter what 
the starting distribution is. This algorithm is the same as that resulted from the 
Gibbs sampler. 
Relation between R and {U,C) 
In our problem, the unknown parameters are R, U, and C. Suppose we do 
not have any information about R, and it is intuitive that the smaller the value 
of R, the smaller chance the spheres overlap. We believe that conditional on the 
position of the centres of the spheres, R should be uniformly distributed, provided 
that the spheres do not overlap. For the distribution of the centres, U and C, we 
believe that conditional on R, the centres are uniformly distributed as far as they 
do not overlap. It is because after imposing the dependence among the specimen, 
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the spheres are attracted or repulsed by the others. Thus it is not reasonable that 
the spheres are uniformly distributed among the specimen. In short, we believe 
that the distribution of R | {U, C) is uniform on the condition that the spheres do 
not overlap. The distribution of (U, C) j R is uniform on the condition that the 
spheres do not overlap. It can be shown that the choices of the above conditional 
densities are consistent. 
3.3 Algorithm 
We give the main steps of the algorithm. More detail will be explained in the 
next section. 
1] Conditional on the observed profiles, say X — , we find the lower and upper 
bound of R, say Ri and Ru respectively. We use the maximum profiles 
radius, R{1) as our initial value of R, 
2] Initialize the variable U• 
'3] Deterministically locate the unseen sphere C. 
4] Repeat [5] - [7] P times to get one sequence of P values of R, 
'5] Given R and U, simulate C. 
6] Given C and U, simulate R. 
'7] Given R and C, simulate U. 
8] Calculate the posterior distribution of R | say f j { R | 
23 
9] Repeat [l]-[8] Q times to obtain Q different posterior distributions of R 
S隱 and take average of them to estimate the true posterior distribution 
of R I Xobs, i.e. f { R fXo{；s) = average of { f j [ R | Scom)}%i-
Let us elaborate each step in more detail. 
3.4 Explanation of the algorithm 
S T E P 1 (Find the lower and upper bounds of R) 
Suppose we are given a data set (a,-, 6,), :r,，i 二 1, . . . , n, where n is the number 
of the observed profiles, Xi is the profile radius of sphere z, and (a“ bi) is the (x, y) 
coordinate of the centre of profile i. Since all the centres of the spheres lie within 
the specimen, feasible value of R must be bounded. A simple choice of Ri, say 
则 , i s 
R(l) = max (x,). 
We use it as the starting value of R. For the choice of Ru, we consider 
‘ • 
Jmax{Z,h - Zy ^ R{iy if TV = n 
Ru = (3.8) 
max{Z,h-Z) if TV > n 
\ 
where Z is the distance of the section plane from the bottom of the specimen. 
S T E P 2 (Locate the centres of seen spheres) 
Assume that ^ i , S n have a density function 
/ (5 l , . . . ,5 iV I R) OC Y[ kl{d{Si,Sj)}, 
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where the first n spheres respresent the seen spheres and the rest are unseen. 
Given R, the centres of seen spheres are completely determined by U. From the 
density of f , the spheres are uniformly distributed among the specimen. As a 
consequence, the centres of seen spheres are equally likely to lie above or below 
the section plane as far as the spheres do not overlap each other. We t ry all 
possible arrangements for these seen spheres to place them into the specimen. 
S T E P 3 (Set the unseen spheres deterministically.) 
For simplicity, we set the initial locations of the unseen spheres deterministi-
cally. We arrange the unseen spheres regularly and far away from the seen spheres 
to avoid overlapping. 
S T E P 4 (Given R and [/, simulate C.) 
Consider 
(3.9) 
j = n + 1 , . . . , TV, where the notation of s_j means that {<Si’ •.. ’ <S7v}\{<Sj}. We 
pick an unseen sphere, s ” one by one from j = n + 1 to j = TV, and replace it by 
the new Sj which is simulated from (3.9). In order to enhance the efficiency, we 
may improve our algorithm by using the following proposition. 
P r o p o s i t i o n 3.1: 
Set Sjo be the current location of sphere j . 
Suppose {Sjo I S V . . , S j - i，〜 i,--.，W follows the uniform distribution, 
C/(D), where D is the feasible region of Sj given S一j. For i > 1, K", is a 3 x 1 
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random vector (i;‘i, 站 ) ' w i t h distribution symmetric at zero, and is indepen-
dent of S^j，(i一 1). Set 
Sji = (5,,(i_i),i + {mod + {rnod w), 
A ( - i ) ’ 3 + ”i3 {mod h)). (3.10) 
We simulate S j i , Sj2 and so on, until it falls in D. Then the resulting Sji is 
uniform on D. 
From the above proposition, Sjo and Sji represent the original and the new 
centre respectively. The idea of the proposition is that if the new simulated centre 
lies outside the specimen, we replace it back to the specimen by the transformation 
(3.10). If the newly simulated sphere overlaps with the others, we repeat the above 
process until we get the one which does not overlap with the others. After we 
have imposed this condition, the conditional distribution of the new centre is still 
uniform. For the proof of the proposition, we just point out the idea. Suppose 
the original centre is Sjo. Then we simulate the new one, say S j i , and so on, 
until K times. As | = /(^；^卜 i )丨知 ) ’�=2, •.., A � t h e probability 
of the occurrence of the path Sjo S j i ^ ••• SjK is the same as that of 
SjK Sj(^K-I) ••• Sji ^ Sjo： Thus, the invariant property of the above 
process is preserved. 
S T E P 5 (Given C and U, simulate R.) 
Given the position of the spheres, and Xobs, i.e. we simulate R from 
its conditional distribution which is uniform. Let R�be the old R value. The 
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procedure is as follows. 
1. Set a = Ri and p = Ru. 
2. Simulate T � " ( a , /?). Check whether we can accept this or not (acceptance 
means substituting this T as a true value of R does not cause the overlapping 
of the spheres). 
3. If the simulated T is accepted, the candidate of R is T, and exit. 
4. If the simulated value is rejected, then basing on this information, we restrict 
our next value of T to a narrower interval instead of the original one. In 
the process, the rule for updating the interval of T is as follows. Suppose 
the simulated T is rejected. If T is greater than R�, then we replace /3 by 
T. Otherwise we replace a by T. Go to (2). 
S T E P 6 (Given R and C, simulate U.) 
The conditional distribution of U is uniform, as 
f{sj I s 一” R) oc l [ h { d { s i , s j ) } j = 1, •. . ,” . 
、丰!i 
The coordinate of the j th seen sphere is known to be [aj, bj). Thus, given 
R, only the z coordinate of Sj is unknown and it is completely determined by Uj. 
The procedure of simulating U is as follows. For j = 1 , . . . ’n, it is equally 
likely for the centre of the seen sphere to lie above or below the section plane 
provided that the spheres do not overlap. Consequently, there is 0.5 chance to 
change the value of Uj. 
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1] Generate a t / (0 ,1) random number, say v. 
2] If V < 0.5, keep the old Uj value and exit. 
3] if V > 0.5, keep the old Uj value if and only if changing the Uj value will 
lead to the overlapping of the new sphere with the existing spheres. 
We iterate P{= 10) times to get the simulated C,R and U values and we 
denote R{P) to be the last simulated value of R. For the choice of P , we perform 
a simulation study in Chapter 4 to investigate the effect of P to the algorithm. 
3.5 Posterior distribution of R 
The posterior distribution of R is uniformly distributed in an interval. Hence, we 
need to determine the lower and upper limits of the interval. Two methods will 
be introduced to overcome this problem. 
I. A n a l y t i c a l M e t h o d 
Due to the non-overlapping of the spheres, the distance between any two 
centres in the specimen must be greater than or equal to 2R. That is 
distance[s“sj�> 2R for all i + j. 
We only need to solve the inequalities by substituting the values of Si. The 
above inequalities may be difficult to be solved because for the seen sphere, Si, 
i = 1,…，n is a function of R. Thus we propose the second method as below. 
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II. B i sec t ion M e t h o d 
We first illustrate how to find the upper limit of R. Since Ri < R < Rui 
and R{P) is the last simulated value of R, the upper limit of R should be within 
{R{P),Ru). 
The procedure to find the upper limit includes four steps. 
1] Set a = R{P) and (3 = Ru. 
2] Set R = RU and check whether the spheres overlap or not. If they are not 
overlapping (i.e. we accept this value of R), the upper limit of the posterior 
distribution of R is Ru; otherwise go to [3 . 
.3] Let Rbis 二（a + /?)/2. Then we check whether we can accept or reject this 
value, R = Rb“. If we accept it, replace a by Rbis., otherwise, replace /3 by 
Rbis� 
.4] If the difference between a and (3 is smaller than a preassigned value, stop 
and set the upper limit to be {a + 卢)/2; otherwise go to [3 . 
Similarly, we can apply this method to find the lower limit of R. In that case, we 
need to set 0 = R{P) and a 二 Ri. Then go through the similar steps. Suppose we 
have got the desired results. In order to estimate the true posterior distribution 
of R I Xobs, we iterate the above algorithm Q{= 20) times and get Q number of 
the posterior distributions, Ilj{R \ Scom)^ j = Consequently, the true 
one is estimated by 
m I X � � = 
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Then we can use the estimated posterior mean, say j fe—, to estimate the con-
stant radius R. The posterior mean can be obtained using either of the following 
two methods. 
I] We calculate the estimated posterior distribution, and then find its mean. 
II] For each simulated data set, the conditional posterior distribution of R is 
丑〜 [ / (a , 6), say. Then E{R) 二（a + 6)/2 and Var{R) 二 ( 6 - a ) V l 2 . Thus, 
the desired posterior mean and variance can be found by making use of the 
conditional expectation equation. 
E{R I Xo,,) = E�E�R\X�bs,U,C)) 
Var{R I Xobs) = Var{E{R\Xobs. U, C)) + E{yar{R\Xo,s. U, C)) 
Finally, for other interesting parameters, such as K , we can estimate it directly 
as we have the approximated posterior of R. 
3.6 The number of spheres is unknown 
In practice, it is more likely that N is unknown. Then our algorithm discussed 
before will not work. To overcome this, we have to modify our algorithm to cope 
wi th this problem. We have the following suggestion. 
Suppose the specimen is cut randomly by a section plane. We can count the 
number of the profiles, say n, and find the maximum profile radius. For the 
centres of the seen spheres, they must lie within R distance above or below the 
section plane. Imagine that the section plane enlarges equally on each side to 
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become a slice of section with thickness 2R. It will cover all the centres of the 
seen spheres. Based on it, N can be estimated in proportion through the following 
equation. 
N = ^ V (3.11) 
2RAs 
where As is the section area; V is the volume of the specimen. To use this 
estimator of TV, we should decide the estimator of R. If we just use the current 
simulated value of R, then N will change in every iteration. Therefore, we decide 
to use R = RadjMLE- Indeed, this choice of estimator of N is reasonable and 
simple. We just use the idea of proportion to find this estimator. We will discuss 
other choices of the estimator of N in the last chapter. At present, we will use 
the estimator in (3.11) throughout all the simulation when N is unknown. 
3.7 Boundary Effect 
In our discussion, we ignore the effect of the other spheres whose centres are 
outside the specimen. Since the outside spheres also attract or repulse the inside 
one, we should take them into consideration. Obviously, the effect will diminish 
as the outside spheres lie far away from the section plane. We need to know 
how far will this effect be insignificant. Therefore, we will conduct a simulation 





In Chapter 2, we have discussed the case of independently distributed spheres 
and derived an estimate of R, say RadjMLE, which is shown to be superior to the 
method of moment estimator. In Chapter 3, we relax this independence assump-
tion to the condition of dependence. Also, we have derived the estimate of R, say 
f t — under different conditions, such as unknown N. In this chapter, Section 4.1 
determines the convergence of the Gibbs Sequence which is mentioned in (3.1). 
In the rest of the sections, we compare the results of the adjusted maximum like-
lihood estimator, RadjMLE and the Bayesian estimator under different conditions. 
They are (i) N is known, (ii) N is unknown and (iii) the boundary problem. Also, 
in order to study the effect of varied intensity, we further divide the simulation 
into three parts, from low to high intensity. 
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4.1 Determination of the convergence of the 
Gibbssequence 
Recall that in Section 3.1，if P is large enough, the final observation of Rp = rp 
is effectively a sample point from the marginal density of R, / ( r ) . We need to 
determine P such that the estimated posterior mean of R will close to the true 
one. The procedure is as follows. 
We simulate iV = 10 spheres with constant radius 二 0.12 in a unit cubic 
specimen by using the algorithm stated in Section 3.2. We fix the section plane 
in the middle of the specimen. That is, if we place the specimen into the origin of 
the (x, y, z)- coordinate system, the height of the section plane is 1/2. Then, we 
get the Xobs, We assume that N is known to be 10 throughout this simulation. In 
order to investigate the effect of the value of P only, we keep the number of times 
of simulation, Q, to 20. Then we vary P from 10 to 100. Since the simulated 
radius, R, is affected by the data, in order to eliminate this nuisance factor, we 
perform a randomized complete block design. The setting is as follows. 
Model : 二 /i + a,. + + Cij ‘ = 1 , … ’ 10 ; j 二 1，…，5 
where ai = J2 f^j = denotes the estimated posterior mean for the ith 
data set wi th j th P value; ai denotes the data set effect; fij denotes the P effect; 
and Cij, i = 1 , . . . , 10; j. = 1, • • •, 5 are independent error term having normal 
distribution with mean 0 and variance 
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Our hypotheses are 
Ho ： ft. = 0 for all j (4.1) 
Hi : /3j + 0 for some j 
The data set is as follows. 
No of iterations P 
Data set 10 20 30 50 100 
1 .13660 .13843 .13855 .13723 .13295 
2 .09013 .08949 .08967 .08883 .08994 
3 .08796 .09021 .08942 .08927 .08890 
4 .12364 .12467 .12528 .12395 .12465 
5 .11747 .11720 .11727 .11756 .11734 
6 �11574 .10634 .10826 .11237 .10846 
7 .11259 .11383 .11323 .11265 .11328 
8 .09413 .09416 .09409 .09471 .09404 
9 .09184 .09122 .09115 .09071 .09070 
10 .12175 .12149 .12168 .12130 .12164 
Table 4.1: Estimated posterior means of simulated data 
The results of the ANOVA is 
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Source Sum of Square df MS F - ratio 
Treatment SSTrt = .00000527 4 MST = 0.00000132 F = 0.58986044 
Block SSB = .01281011 9 MSB = 0.00142335 
Error SSE =.00008042 36 MSE = 0.00000223 
Total SST =.01289581 
Table 4.2: The ANOVA Table 
We find that the p-value is 0.6722. Thus we cannot reject the null hypothesis 
at level of significance 0.05. That means the treatments have approximately the 
same effect. In our case, to lower the burden of the simulation, we choose P 二 10. 
A 八 
4.2 Comparison between R— and RadjMLE 
A 
In this section, we compare the Bayesian estimator, R — with the independent 
one, RadjMLE in terms of square error. The simulation study will be divided 
into three parts. They are (i) N is known, (ii) N is unknown and (iii) boundary 
problem. In all cases the initial setting for creating the observed profiles are the 
same. 
The procedure is as follows. We adapt the assumption used in Chapter 3. 
The value of the unknown parameters N, and R will be fixed in simulating the 
observed profiles. Hence, we can simulate all these N spheres in the specimen by 
using the algorithm as described in Section 3.2. 
After we have simulated all the spheres, we need to create the data set. We 
do it by fixing the section plane in the middle of the specimen. Next, we use 
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the algorithm in Section 3.3 to find the Bayesian estimator, Rbay, and then to 
study the improvement on the estimator of R after imposing the dependence 
assumption. 
In order to ensure that the adjusted maximum likelihood method of R can be 
used, we require that the number of the observed profiles is greater than or equal 
to one. However, for the case with dependent condition, even we cannot observe 
anything from the section plane, we can still use our algorithm to simulate R 
provided that N is known. In that case, the maximum radius of the observed 
profiles can no longer be used as our starting value of R. 
Moreover, we want to study the effect of the intensity to our estimate. We 
roughly divide the intensity level into three classes. Recall that , through our 
discussion, we adapt K as a measure of the intensity. Thus we can change the 
intensity by varying the number of spheres. 
In the simulation, we assume that the section plane is fixed in the middle 
of the specimen. This assumption is reasonable if we look at it from the view 
of boundary problem. Imagine that there is a substance with a huge volumn, 
and the specimen is cut from it. Obviously, the spheres inside the specimen will 
be affected by the outside ones. In order to consider this effect, we enlarge the 
specimen to a certain extent. Hence, we can enlarge the specimen such that the 
position of the section plane is in the middle. Therefore, it is not important where 
the position of the section plane is. On the contrary, we have benefit from this 
choice because more profiles can be obtained if the section plane is in the middle 
than that in the margin. 
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In the next three subsections, we will investigate the effect of the known or 
unknown number of spheres in the specimen and the boundary effect. 
4.2.1 The number of spheres is k n o w n 
In this subsection, we investigate the effect of the known number of spheres on 
the estimator of R. In order to study the effect of varied intensity, we divide 
the simulation into three parts, from low to high intensity. The meaning of low 
intensity and high intensity is just roughly differentiated. The highest intensity 
means the maximum number of the spheres that can be placed in the specimen 
without overlapping times the proportion of the sphere's volumn in the specimen 
and then divided by the volumn of the specimen. That is, high intensity = 
EM ^TrR^wj . . - , 
3 _ , where V is the volumn of the specimen;!^,- is the proportion o士 the 
sphere i lying in the specimen, for example, if whole sphere is in the specimen, 
then Wi = 1] Ris the true radius; and M is the maximum number of the spheres 
that can be placed in the specimen. An intuitive way to find M is to arrange the 
spheres in the specimen like the lattice. That is, M - L去 + IJ + IJI•嘉 + I J , 
where is the greatest integer which is smaller than or equal to x. However, 
it is not the most closely packed form. This form can be achieved if the centres 
of the adjacent spheres are arranged to form an equilateral triangle. In our case, 
we just need to have an idea of how many spheres in the specimen representing 
the low, medium and high intensity, so we can use the former, the simpler one. 
For the low, medium and high intensity, we simulate N = 10,15,18 spheres 
respectively with R = 0.2 in the unit cubic specimen by using the algorithm in 
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Section 3.2. Then we follow the algorithm in Section 3.3 and get the posterior 
mean of R, k— as an estimate of the constant R. We do it for 150 different sets 
of data. For the comparison, we calculate the square error for each data set i 
and denotes them as and SE2“ i = 1,. •., 150, for the independence and 
dependence case respectively. That is, for i 二 1 , . . . , 150, 
SEli = {RadjMLE, — Kf (4.2) 
SE2i = {Rbay,i —丑 
where Rbay,r and RadjMLE,i are the Bayesian estimator, independent estimator for 
data set i respectively, and R is the true radius. 
Afterward, we compute log^o{ratiOi) 二 log^o{SElilSE2,) to see which one is 
A 
better. The value of logioiratioi), which is greater than zero represents that Rbay’i 
is better than kadjMLE,i, in terms of square error. The results are in the following 
figures from the low intensity to the high intensity. Besides, we calculate the 
proportion of k — that is better than RadjMLE in Table 4.3. 
Intensity Level Low Medium High 
A A 
Percentage that Rbay is better than RadjMLE 66 76 81 
Table 4.3: Percentage that f t — is better than RadjMLE (Known N) 
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Figure 4.3 The logio{ratio) with the high intensity 
From the above figures, we find that when the intensity level increases, the 
improvement of Rbay increases too. It seems reasonable because when the in-
tensity level increases, the number of spheres cut by the section plane increases. 
Thus the Bayesian estimator Rbay will become more accurate. On the other 
hand, the larger the sample size, the more accurate the independent estimator 
too. Therefore, the overall proportion will not be so high. 
\ 
Furthermore, we list the MSE of the above two estimators in Table 4.4. From 
the below figures, we notice that the original independent estimator is already 
quite good in terms of MSE, while the Bayesian estimator also contributes some 
improvements in the amount of MSE. As the computation time is not. expen-
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sive nowadays, if you want estimator with high precision, you should use the 
Bayesian estimator instead of the independent one. Otherwise, you can just use 
the independent estimator. 
Intensity Level Low Medium High 
MSE of Rbay 1.18E-04 3.46E-05 7.19E-06 
MSB of RadjMLE 2.74E-03 5.12E-05 1.56E-05 
A A 
Table 4.4: MSE between Rbay and RadjMLE 
4.2.2 The number of sphere is u n k n o w n 
We change to the condition that N is unknown. The estimator in (3.11) is used 
to estimate N. The setting of the simulation is the same as the Section 4.2.1. 
We also divide the simulation into three parts from the low intensity to the high 
intensity. The results are summarized in the following figures and tables. 
Intensity Level Low Medium High 
Percentage that Rbay is better than RadjMLE 52 72 83 
Table 4.5: Percentage that Rbay is better than RadjMLE (Unknown N) 
From Table 4.5, we see the trend of the improvement of k — as the intensity 
level increases. However, the amount of improvement is smaller than that when N 
is known, especially in the low intensity. An obvious reason is that the information 
of N plays an important role in the estimation of R. 
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Figure 4.5 The logx^ivaiio) with the medium intensity 
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Figure 4.6 The logio{ratio) with the high intensity 
Intensity Level Low Medium High 
MSE of Rkay 4.38E-04 3.59E-05 L31E-05 
USE of RadjMLE 2.99E-04 3.81E-05 1.75E-05 
A A 
Table 4.6: MSE between Rbay and RadjMLE 
From Table 4.6, we observe that MSE of Rhay in the case of unknown N is 
greater than that of known N. The difference may be due to the estimator of N 
we used. Also, we notice that the MSE of A — is smaller in the high intensity 
case. It is consistent with the case of N is known. For the independent estimator, 
RadjMLE, the MSEs are quite similar to the case of known N. 
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Also，we use the histogram to plot the posterior distributions of R from the 
low intensity to the high intensity as follows. 
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Figure 4.7 The posterior distribution of R with intensity from low to high 
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From Figure 4.7, series 1, 2, 3 represent the posterior distributions from the 
low to high intensity respectively. We notice that the shape of the distributions 
are quite different in the three cases. The dispersion of R in the high intensity 
case is smaller than that in the medium case, which in term is smaller than the 
low one. It means that the higher the intensity, the more accurate our estimator 
is. 
4.2.3 B o u n d a r y ef fect 
Apart from the effect of N, we are also interested in the boundary effect. The 
setting is different from the sections 4.2.1 and 4.2.2. The raw data is simulated 
from a larger region instead of the origin one such that it can take into consid-
eration of the influence from the outside spheres to the inside one. We do it by 
enlarging the unit cubic specimen to a larger one with the length Ext = 2 times 
the original one. We also fix the section plane in the middle of the specimen. 
To create the data set, we concentrate on the unit cubic specimen instead of the 
A 
enlarged one. Next, we enlarge the unit cubic specimen by 2 x Ami x RadjMLE 
on each side so that we can also consider the influence of the outside spheres. We 
process the same procedure as before and use the posterior mean to estimate R. 
The initial setting is slightly different from the previous sections. We simulate 
N 二 80,160 and, 240 spheres with R 二 0.12 in the specimen to represent the 
case from the low intensity to the high intensity. We do it for 50 different sets of 
data. The results are listed in the following figures and tables. 
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Figure 4.13 The logio{ratio) in the medium intensity with AMT = 3 
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Figure 4.16 The logio{ratio) in the high intensity wi th AMT 二 3 
Recall tha t the x axis of the histogram represents the logarithm ratio of the 
two square errors. From the above figures, we focus on the mean value on each 
figure for each intensity level. We find that as AMT increases, the mean value 
increases too. On the other hand, conditional on the same amount of extension, 
we notice tha t the mean value increases as intensity increases. The result seems 
to be consistent wi th the previous one. That is，the higher the intensity，the 
greater the improvement. However, from Table 4.7, we find that there is not any 
trend as before. The percentages seem to be more or less the same. It means 
that the amount of extension of boundary from Amt 二 1 to 3 does not improve 
the proportion on our estimate very much. Nevertheless, it enhances the amount 
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of the ratio of the two square errors. 
Intensity Level 
Amount of unit cube enlarged(AMT) Low Medium High 
1.0 70 70 72 
1.5 74 72 72 
2.0 74 70 70 
2.5 74 70 70 
3.0 70 70 68 
Table 4.7: Percentage that Rbay is better than RadjMLE (Boundary) 
Besides, we list the MSEs of the two estimators with the different levels of 
AMT in Table 4.8, and 4.9� 
Intensity Level 
Amount of unit cube enlarged(AMT) Low Medium High 
1.0 3.36E-04 1.05E-04 4.19E-05 
1.5 3.46E-04 9.58E-05 4.29E-05 
2.0 3.15E-04 l.OlE-04 4.98E-05 
2.5 2.90E-04 9.65E-05 4.97E-05 
3.0 2.84E-04 9.82E-05 5.33E-05 




Amount of unit cube enlarged(AMT) Low Medium High 
1.0 4.34E-04 1.17E-04 4.59E-05 
1.5 4.34E-04 1.17E-04 4.59E-05 
2.0 4.34E-04 L17E-04 4.59E-05 
2.5 4.34E-04 1.17E-04 4.59E-05 
3.0 4.34E-04 1.17E-04 4.59E-05 
Table 4.9: MSE of RadjMLE with different level of AMT value 
From Table 4.8, if we focus on each column, i.e. conditional on the same 
intensity, the values of MSEs of hay are quite similar no matter what values of 
AMT are. If we look at the value on each row, i.e. conditional on the value of 
AMT, the MSEs seem to be same as before. That is, the smaller MSE in the 
high intensity case. 
From Table 4.9, the MSEs of RadjMLE are quite consistent with the previous 
two cases, N is known and N is unknown. In summary, the extension of the 




Extension and Conclusion 
As mentioned in the introduction, the motivation of this thesis is due to the 
dependence among the spheres. However, it does not imply that the situation 
discussed in Chapter 2 is not possible to occur. For example, if the spheres are 
represented by the gas bubbles, they will be independently distributed among the 
specimen. The problem of influence on each other will not happen in this case 
because they can cross through each other arbitrarily. Therefore, it is still worth 
to study the case of independence. 
5.1 Extension on the simulation algorithm 
Although we have discussed the simulation algorithm in detail in the previous 
chapters, there are still some minor problems which have to be solved for the 
extension to the general case. We will illustrate as follows. 
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Relation between R and U, C 
In Chapter 3, we assume that the distribution of R | {U,C) is uniform. If 
the conditional distribution of R is not uniform, it is more difficult to achieve the 
posterior distribution of R. Instead of finding I[{R | Scom) directly by using the 
two methods in Section 3.6, we approximate Il{R | Xobs) by the following steps. 
1. After we iterate P{= 10) steps to get R, we stop and based on the final 
observations of up and c尸，we further simulate T(= 30) more Rs and 
then plot the histogram for these R values. This histogram can be used to 
approximate the posterior distribution of R with complete s“ Ii{R | Scom), 
because the results from Gibbs Sampler shows that these R's are effectively 
the points from the marginal density of R when P is large. 
2. We iterate Q{= 20) more times and get Q number of the posterior distri-
butions, then averaging these posterior distributions and we can obtain the 
true posterior distribution, Il{R | Xobs) as before. 
The unknown number of N 
In Section 3.6，we propose a reasonable and simple estimator of N. Apart 
from this estimator, we suggest another estimator of N. The idea of this method 
comes from stereology. Before presenting the method, we define some terms and 
extract some useful results from stereology. Define A, as the expected areal 
density of profiles on the section, that is the ratio of the sum of profiles areas to 
the sum of section areas, and K as the volume density which is the total volumn 
of spheres divided by the volumn of specimen. 
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The Pr inc ip le of Delesse 
Suppose we place a unit cubic specimen into the (x,?/, z)— coor-
dinate system and the section plane, which is parallel to the x,y 
plane, cut the specimen randomly. That is, the distance of the sec-
tion plane from the origin follows C/(0, h), where h is the height of 
the specimen. Then, it can be shown that Aa = K - It gives us 
an estimator of K and it can be proved that Aa, is an unbiased 
estimator of Vy under the above condition. 
To estimate N, we first calculate Aa. Then, we can estimate K by Aa, and 
hence N can be estimated from the following equation, 
y - '巡 (5.1) 
where V is the volume of the specimen. However, we also face the same problem 
A 
as before. What is our estimate of R1 One of the possible choice is RadjMLE. 
Besides, we have a suggestion to combine the above method and the one discussed 
in Section 3.6 to estimate the two unknown parameters N and R. We can divide 
the simulation into two stages. In the first stage, we solve the above two equations 
and get the values of N and R. The result is as follows. 
f j 二 (5.2) � v V 6VU3 
p — . / ^ Z K (5.3) 
K - \lm7r 、 ， 
Clearly, the estimated value of N may not be an integer. We need to round-off it 
using randomizing technique. For example, if we get N 二 10.3’ we can decide the 
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randomized technique such that the probability of getting TV 二 11 is equal to 0.3, 
while having 0.7 probability N equals to 10, and the mean value is equal to 10.3 
which is the calculated value. The second stage is that , based on the calculated 
value of iV, we use the same algorithm as before to estimate the R. The starting 
value of R can be the estimate of R in (5.3). That is, the initial value of R is 
max{R{l),R), where R{1) is the maximum profiles radius. Moreover, we can use 
this simulated value of R to estimate K again. 
The behaviour of this estimator depends on the estimator of A^. To make 
sure that it is unbiased, the section plane should be random instead of being fixed 
to the middle. 
5.2 Extension to the case of varied radius 
From the previous chapters, we notice that under different assumptions, such as 
(i) N is known, (ii) N is unknown and (iii) the boundary problem. Our proposed 
A 
algorithm will give us a better estimator, k — than the independent one RadjMLE, 
in terms of square error. However, we impose some conditions that are different 
from the stereologist's interest, such as we assume that the spheres have equal 
radius. As mentioned before, the condition of constant radius is adopted because 
of the simplicity in modelling the spatial distribution of the spheres. Now, we 
want to extend to the case of varied radius. 
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5.2.1 Modi f i ed A l g o r i t h m 
The main procedure of the algorithm is quite similar to the one discussed in 
Section 3.3, and also we use the same notations, but now is an iV X 1 random 
vector (i^i, •. •, Rn)', where Rk is the true radius for the sphere k, k 二 1,... ,N. 
In this case, we assume that N is known. 
.1] Conditional on the observed profiles, denoted as Xobs, we find the feasible 
regions of for i = 1,...,见 
For the seen sphere, Ri �工 “ Ru,i), 二 1’ •. •’几. 
For the unseen sphere, Ri � U ( 0 , R u , i ) , i = n + l,...,N. 
where Xi is the profile radius of the i th seen sphere, z = 1, • • •, n and 
R^ j is the upper bound of the radius of the j th sphere, j 二 1，…，见 
The starting value of R for the seen and unseen sphere are Xi and 0 respec-
tively. The upper bound of R“ i.e. Ru’i is difficult to be evaluated because 
it depends on the other Ru,j, J + i. However, it is not necessary for us to 
determine it explicitly. Thus we let 
and the determination of Ru is just discussed in section 3.4. Then, we use 
this Ru for the upper bound of all Rk in [6.. 
2] Initialize the variable U. 
3] Deterministically locate the unseen sphere C. 
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'4] Repeat [4] - [7] P times to get one sequence of P values of R. 
•5] Given R and U, simulate C. 
6] Given U and C, simulate R. 
7] Given C and R, simulate U. 
8] Basing on the final observations oi C = cp and U = 观 further simulate 
T more values and treat them as the true samples from the distribution. 
9] Calculate the posterior distribution of R by drawing the R values which 
simulated from [8 . 
10] Repeat [l]-[9] Q times and then draw a histogram of the above simulated 
R values to approximate the true posterior distribution of R | Xobs-
5.2.2 A n a r t i f i c i a l example 
We use an artificial example to demonstrate the above algorithm. We simulate 
TV 二 10 spheres with varied radius in a unit cubic specimen. The radii are 0.06, 
0.09, 0.1, 0.1, 0.1, 0.11, 0.12, 0.12, 0.18, and 0.19. Their mean, say Rt and 
standard deviation are 0.117 and 0.03974 respectively. We fix the section plane 
in the middle to create the data set as before. Throughout the simulation, 
we assume that N is known to be 10 and P，Q,T are 10, 20, 50 respectively. 
Then, we apply the above algorithm to estimate the posterior distribution of R. 
The result is listed in the Figure 5.1. 
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Figure 5丄 The posterior distribution of R with varied radius 
In order to estimate the true mean of R, i.e. Ru we use the mean of the 
above approximated posterior distribution of R, i.e. Akay. It is equal to 0.12743 
wi th square error {SE^), 1.08784E-04. For the independent case, the estimator 
k 蘭 E , is equal to 0.14898 .with square error { S E , ) , 1.02243E-03. We find that 
为feay is better than RMME in terms of square error with the ratio {SE1ISE2) 二 
9.3986. 
From the above artifical example, we find that we can extent to the case 
of varied radius. Besides, it seems to be possible for us to have some further 
extensions, such as varied radius with N is unknown and the boundary problem. 
No matter what extensions are, it is more likely to base on the result from the 
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case of constant radius, and it is the reason why we want to study the effect of 
constant radius first. 
In summary, we notice that imposing the dependence assumption to the tradi-
tional stereology problem can improve our estimate of the interesting parameters, 
such as R or mean of R in the varied radius case. Therefore, it is worth to use 
the Bayesian estimator instead of the traditional one. 
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