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1. Introduction
In the present article we study nonlinear difference equations of the form
Lu = f (u) (1.1)
on Z, where L is a second order difference operator deﬁned by
(Lu)n = anun+1 + an−1un−1 + bnun, n ∈ Z, (1.2)
where the coeﬃcients an and bn are real valued N-periodic sequences, and the nonlinear operator f deﬁned by(
f (u)
)
n = fn(un), n ∈ Z, (1.3)
is saturable, i.e., asymptotically linear at inﬁnity, and fn depends N-periodically on n (N always stands for the minimal
positive period).
We are motivated by the standing wave problem for the discrete nonlinear Schrödinger equation (DNLS)
iψ˙n = −(ψ)n + Vnψn − fn(ψn), n ∈ Z, (1.4)
where
(ψ)n = (ψn+1 + ψn−1 − 2ψn)
is the discrete Laplacian in one spatial dimension and the given sequence V = (Vn) of real numbers (the potential) and the
sequence fn(·) of functions from C into C, fn(0) = 0, are assumed to be N-periodic in n, i.e., Vn+N = Vn and fn+N = fn .
Primarily, we are interested in spatially localized, or solitary, standing waves. Such waves are often called breathers or gap
solitons. The origin of the last name is that typically such solutions do exist for frequencies in gaps of linear spectrum.
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them to construct solitary waves passing to the large period limit. Considering Eq. (1.4), we suppose that the nonlinearity is
gauge invariant, i.e.,
fn
(
eiθ r
)= eiθ fn(r), θ ∈ R,
and, in addition, fn(r) 0 for r  0.
DNLS models many phenomena in various areas of applications (see [4,6,7] and references therein). For instance, in
nonlinear optics DNLS appears as a model of inﬁnite wave guide arrays. In this context localized standing waves represent
guided modes. In physics literature, the most popular nonlinearity is the so-called Kerr, or cubic, nonlinearity which is a
representative of the wide class of superlinear at inﬁnity nonlinearities. However, in recent years one can see a growing in-
terest to saturable, i.e., asymptotically linear at inﬁnity, nonlinearities (see [1–3,5,8–11,17]). Such nonlinearities serve certain
models of photorefractive media. As consequence, modeling wave guide arrays made of photorefractive materials, we arrive
at a saturable DNLS.
Typical representatives of saturable nonlinearities are
fn(r) = ln |r|
p
1+ |r|p r, ln = 0, p  2 (1.5)
and
fn(r) = ln
(
1− exp(−θn|r|2))r, ln = 0, θn > 0. (1.6)
In physics literature the favorite saturable nonlinearity is that given by (1.5) with p = 2. In [5,10,17] the corresponding
translation invariant DNLS is studied numerically, while in [8] exact standing waves has been found, still in translation
invariant case.
As for rigorous mathematical results, we point out that gap solitons for periodic DNLS with superlinear nonlinearity are
well studied (see, e.g., [12,13,15]). On the other side, in [14] one can ﬁnd almost optimal results on the existence of standing
waves in the translation invariant DNLS. The results of the present paper can be considered as an extension of those results
to the case of periodic saturable DNLS.
Now let us perform the standard reduction of the standing wave problem for (1.4) to a stationary problem. Making use
of the standing wave Ansatz
ψn = un exp(−iωt),
where un is a real valued sequence and ω ∈ R, we arrive at the equation
−(u)n + Vnun − ωun = fn(un). (1.7)
This is an equation of the form (1.1). Looking for solitary waves, we impose the following boundary condition at inﬁnity:
lim
n→±∞un = 0, (1.8)
while in the case of spatially periodic waves the boundary condition is
un+kN = un, n ∈ Z, (1.9)
where k is a ﬁxed natural number, i.e., we consider kN-periodic waves. In both cases we are looking for nontrivial solutions,
i.e., solutions that are not equal to 0 identically.
In the case of solitary waves for Eq. (1.4) with the nonlinearity (1.5), our main result, Theorem 1, applies straightfor-
wardly. Let (γ , θ), with −∞ γ < θ < ∞, be a spectral gap of the operator − + V . Suppose that ω ∈ (γ , θ) and
min
n∈Z ln > ω + θ (1.10)
(see assumption (vi)). Then Eq. (1.4) possesses a nontrivial standing wave with exponentially decaying proﬁle un .
The case of spatially periodic waves is more delicate. (We still assume that ω ∈ (γ , θ) and ln satisfy (1.10).) Nonlin-
earity (1.5), with p = 2, satisﬁes assumption (2.1) of Theorem 2. Hence, we obtain immediately the existence of spatially
kN-periodic standing waves for all integers k. In contrast, to obtain a spatially kN-periodic wave for nonlinearity (1.5), with
p > 2, or for nonlinearity (1.6), we need an extra non-resonance condition (see (2.2)): ω is not a kN-periodic eigenvalue of
the operator − + V − l. Given k, the number of such eigenvalues is ﬁnite.
The organization of the paper is the following. Section 2 contains our main results. In Section 3 we give variational
formulations of the problems considered. Section 4 is devoted to the proof of the existence of nontrivial periodic solutions
with arbitrarily large periods. The core of the paper is Section 5, in which we give the proof of the existence of nontrivial
exponentially localized solutions. In Section 5 we provide few simple additional results and discuss an open question.
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We consider more general equation (1.1). Throughout the paper L is supposed to be a second order difference operator
of the form (1.2). We assume that:
(i) The coeﬃcients an and bn are N-periodic sequences (N > 0), i.e., an+N = an and bn+N = bn.
The operator L is a bounded and self-adjoint operator in l2. Its spectrum σ(L) has a band structure, i.e., σ(L) is a union of
a ﬁnite number of closed intervals (see, e.g., [18]). The complement R \ σ(L) consists of a ﬁnite number of open intervals
called spectral gaps. Two of them are semi-inﬁnite. In addition to (i), we assume that:
(ii) Zero does not belong to the spectrum of L.
This means that there is a (ﬁnite or semi-inﬁnite) gap containing 0. Under assumption (ii), we denote by θ the bottom of
the positive part of σ(L), or, equivalently, the upper end-point of the spectral gap around zero.
Furthermore, now fn is just a real valued function on R. We do not assume that fn is even as would be so if it came
from a gauge invariant nonlinearity in (1.4). We make the following assumptions:
(iii) The function fn :R → R is continuous, fn+N = fn, fn(0) = 0 and
fn(r) = o(r) as r → 0
for all n ∈ Z.
(iv) The limit limr→±∞ fn(r)/r = ln exists and is ﬁnite, and the function
gn(r) = fn(r) − lnr
is bounded.
In particular, assumption (iii) implies that the operator f acts as a bounded continuous operator in the space l2.
We denote by Fn and Gn the primitive functions of fn and gn , respectively, i.e.,
Fn(r) =
r∫
0
fn(s)ds, Gn(r) =
r∫
0
gn(s)ds.
Also we denote by l the multiplication operator
(lu)n = lnun, n ∈ Z.
We need one more assumption on the nonlinearity:
(v) For every r0 > 0 there exists δ0 = δ0(r0) > 0 such that
1
2
r fn(r) − Fn(r) δ0
for |r| r0 , and Fn(r) 0 for all r ∈ R.
Remark 1. Assumption (v) implies easily that Gn(r) < 0 for all r = 0. As consequence, ln > 0 for all n ∈ Z.
Our main result concerns the existence of a nontrivial solution that satisﬁes condition (1.8). We treat problem (1.1), (1.8)
as a nonlinear equation in the Hilbert space E = l2 of two-sided inﬁnite sequences. The norm and inner product in l2 are
denoted by ‖ · ‖ and (·,·), respectively. Note that every element of E automatically satisﬁes (1.8).
To formulate the result, we need an assumption about the interplay between the nonlinearity and the spectrum σ(L).
Denote by E+ and E− the spectral subspaces of L in E that correspond to positive and negative parts of the spectrum,
respectively. The assumption is the following:
(vi) λ =minn∈Z ln > θ .
Roughly speaking, this means that the nonlinearity crosses the bottom of positive spectrum.
We have
Theorem 1. Under assumptions (i)–(vi), there exists a nonzero solution u ∈ l2 of Eq. (1.1). Moreover, the solution u decays at inﬁnity
exponentially fast, i.e.,
|un| C exp
(−a|n|), n ∈ Z,
for some positive constants a and C.
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Obviously, Ek is a ﬁnite dimensional, hence, Hilbert space, and L acts as a self-adjoint operator in Ek . The standard norm
and inner product in Ek are denoted by ‖ · ‖k and (·,·)k , respectively. The spectrum of this operator, σk(L), is ﬁnite and
σk(L) ⊂ σ(L) for all k ∈ N. Furthermore, ⋃k σk(L) is a dense subset of σ(L). By E+k and E−k we denote the positive and
negative spectral subspaces of L in Ek , respectively.
Considering periodic solutions, we modify assumptions (ii) and (vi) as follows.
(ii)k Zero does not belong to σk(L).
We denote by θk the lowest positive point in σk(L). Note that, according to the spectral theory of periodic difference
operators, end-points of spectral gaps are either N-periodic, or N-antiperiodic, eigenvalues of L. Since θ is one of such the
end-points, we see that either θk = θ for all integer k 1, or θ2k = θ for all integer k 1.
(vi)k λ > θk .
Notice that (ii) implies (ii)k for all integer k 1.
Theorem 2. Let k be a positive integer. Assume that (i), (ii)k, (iii)–(v) and (vi)k are satisﬁed. Suppose that either
lim
r→±∞Gn(r) = −∞ for all n ∈ Z (2.1)
or
0 /∈ σk(L − l). (2.2)
Then Eq. (1.1) has a nontrivial kN-periodic solution.
3. Variational setting
In both spaces E and Ek , Eq. (1.1) is variational.
On the Hilbert space E = l2, we consider the functional
J (u) = 1
2
(Lu,u) −
+∞∑
n=−∞
Fn(un). (3.1)
Recall that the inner product in E = l2 is deﬁned by
(u, v) =
∑
n∈Z
unvn, u, v ∈ E,
and
‖u‖ = (u,u)1/2, u ∈ E.
Occasionally, we use the space lp , 1 p ∞, with the norm
‖u‖lp =
{
(
∑
n∈Z |un|p)1/p if 1 p < ∞,
supn∈Z |un| if p = ∞.
Note that if p > 2, then E ⊂ lp and ‖u‖lp  ‖u‖ for all u ∈ E .
Standard arguments show that the functional J is a well-deﬁned C1 functional on E and Eq. (1.1) is easily recognized
as the corresponding Euler–Lagrange equation for J . Thus, to ﬁnd nontrivial solutions of that equation we are looking for
nonzero critical points of J .
For any integer k > 0, let
Qk =
{
n ∈ Z: −
[
kN
2
]
 n kN −
[
kN
2
]
− 1
}
,
where [x] stands for the integer part of x. The inner product in the space Ek is given by
(u, v)k =
∑
n∈Qk
unvn, u, v ∈ Ek. (3.2)
The standard norm on Ek is equivalent to the l
p
k -norm
‖u‖lpk =
{
(
∑
n∈Qk |un|p)1/p if 1 p < ∞,
supn∈Qk |un| = ‖u‖l∞ if p = ∞.
The equivalence of these norms is not uniform with respect to k.
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Jk(u) = 12 (Lu,u)k −
∑
n∈Qk
Fn(un). (3.3)
This is a C1 functional (on a ﬁnite dimensional space) and its critical points are exactly kN-periodic solutions of Eq. (1.1).
For derivatives of J and Jk we have the following formulas:
(
J ′(u), v
)= (Lu, v) −
+∞∑
n=−∞
fn(un)vn, ∀v ∈ E, (3.4)
and (
J ′k(u), v
)
k = (Lu, v)k −
∑
n∈Qk
fn(un)vn, ∀v ∈ E. (3.5)
Now we recall the so-called linking theorem (see [16,19]). Let X = Y ⊕ Z be a Banach space decomposed into the direct
sum of two closed subspaces Y and Z , with dim Y < ∞. Let 
 > r > 0 and let z ∈ Z be a ﬁxed vector, ‖z‖ = 1. Deﬁne
M = {u = y + λz: y ∈ Y , ‖u‖ 
, λ 0}
and
N = {u ∈ Z : ‖u‖ = r}.
Denote by M0 = ∂M the boundary of M , i.e.,
M0 =
{
u = y + λz: y ∈ Y , ‖u‖ = 
 and λ 0, or ‖u‖ 
 and λ = 0}.
Consider a C1 functional ϕ on E . If
β = inf
u∈N ϕ(u) > α = supu∈M0
ϕ(u), (3.6)
we say that ϕ possesses the so-called linking geometry.
Theorem 3. Let ϕ be a C1 functional on X possessing the linking geometry. Suppose that ϕ satisﬁes the Palais–Smale condition:
(PS) any sequence u( j) ∈ E such that ϕ(u( j)) is bounded and ϕ′(u( j)) → 0 contains a convergent subsequence.
If
Γ = {γ ∈ C(M; E): γ = id on M0},
then
c = inf
γ∈Γ supu∈M
ϕ
(
γ (u)
)
is a critical value of ϕ and
β  c  sup
u∈M
ϕ(u). (3.7)
Solutions obtained by means of Theorem 3 are often called linking solutions.
4. Periodic solutions
The proof of Theorem 2 is based on a direct application of Theorem 3. The key point is the following
Lemma 1. Under the assumptions of Theorem 2, the functional Jk satisﬁes the Palais–Smale condition.
Proof. Let u( j) ∈ Ek be a sequence such that Jk(u( j)) is bounded and J ′k(u( j)) → 0. Since Ek is ﬁnite dimensional, it is
enough to show that the sequence u( j) is bounded.
We represent the functional Jk and its derivative in the forms
Jk(u) = 12
(
(L − l)u,u)k −
∑
Gn(un), u ∈ Ek, (4.1)n∈Qk
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J ′k(u), v
)
k =
(
(L − l)u, v)k −
∑
n∈Qk
gn(un)vn, u, v ∈ Ek. (4.2)
Denote by u( j)+ , u( j)− and u( j)0 the orthogonal projections of u( j) onto the positive spectral subspace, the negative
spectral subspace and the kernel of the operator L − l, respectively. Since J ′k(u( j)) → 0 and, hence, is bounded, Eq. (4.2),
with u = u( j) and v = u( j)+ , implies that(
(L − l)u( j)+,u( j)+)k = ((L − l)u( j),u( j)+)k  C
∥∥u( j)+∥∥k +
∑
n∈Qk
∣∣gn(u( j)n )∣∣∣∣u( j)+n ∣∣.
Since the operator L − l is positive deﬁnite on its positive spectral subspace, by the Cauchy–Schwartz inequality and as-
sumption (iv), we obtain that∥∥u( j)+∥∥2k  C
∥∥u( j)+∥∥k.
Hence, the sequence u( j)+ is bounded. Similarly, we obtain that the sequence u( j)− is bounded.
In case, when (2.2) is satisﬁed, u( j)0 = 0, and u( j) = u( j)+ + u( j)− is bounded.
Now suppose that assumption (2.1) is satisﬁed. Since u( j)+ + u( j)− is bounded, we need to show that the component
u( j)0 is bounded. Assume the contrary. Passing to a subsequence, we may, actually, assume that there exists n0 ∈ Qk such
that |u( j)0n0 | → ∞. By Eq. (4.1) and Remark 1, we have that
Jk
(
u( j)
)
 1
2
[(
(L − l)u( j)+,u( j)+)k + ((L − l)u( j)−,u( j)−)k]− Gn0(u( j)+n0 + u( j)−n0 + u( j)0n0 ).
By (2.1), the last term on the right-hand side tends to +∞, and the proof is complete. 
Now we are ready to prove Theorem 2.
Proof of Theorem 2. By Lemma 1, the functional Jk satisﬁes the Palais–Smale condition. To apply Theorem 3, we need only
to verify that the functional possesses the linking geometry. We show that this is so with Z = E+k , Y = E−k and zk ∈ E+k
being a unit eigenvector of L with the eigenvalue θk .
By assumption (iii), for any ε > 0 there exists r > 0 such that
0 Fn(u)
ε
2
u2
whenever |u| r. Since ‖ · ‖l∞  ‖ · ‖k ,∑
n∈Qk
Fn(un)
ε
2
‖u‖2k
for all u ∈ Ek , with ‖u‖k  r. Since on the subspace E+k the operator L is positive deﬁnite, there exists δ > 0 independent of
u ∈ E+k such that
Jk(u)
δ
2
‖u‖2k −
ε
2
‖u‖2k
for all u ∈ E+k with ‖u‖k  r. Choosing ε < δ and corresponding r > 0, we obtain that Jk(u) β on the sphere N ⊂ E+k of
radius r, with some β > 0.
Now we prove that on the set M0 ⊂ Ek the functional Jk is negative provided ρ > 0 is large enough. Let u = tzk + y,
where t ∈ R and y ∈ E−k . Since ln  λ, n ∈ Z, we have
Jk(u) = 12
[
(Lu,u)k − (lu,u)k
]− ∑
n∈Qk
Gn(un)
 1
2
[
(Lu,u)k − λ‖u‖2k
]− ∑
n∈Qk
Gn(un)
= 1
2
[
t2
(
Lzk, zk
)
k + (Ly, y)k − λt2 − λ‖y‖2k
]− ∑
n∈Qk
Gn(un)
= 1
2
[
θkt
2 − λt2 + (Ly, y)k − λ‖y‖2k
]− ∑ Gn(un).n∈Qk
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(Ly, y)k −δ‖y‖2k
for all y ∈ E−k . Furthermore, by assumption (iv), |Gn(u)| has at most linear growth and Qn is a ﬁnite set. Therefore,
Jk(u)
1
2
[
(θk − λ)t2 − δ‖y‖2k
]+ C‖u‖k.
By assumption (vi)k , λ > θk . Hence, the right-hand side of the last inequality tends to −∞ as ‖u‖k → ∞, and we obtain
that Jk  0 on M0 provided ρ is large enough.
Thus, all the assumptions of Theorem 3 are veriﬁed, and the proof is complete. 
Remark 2. The proof of Theorem 2 shows that any unit vector zk ∈ E+k such that (Lzk, zk)k < λ produces a linking geometry
and, hence, a linking solution in Ek .
5. Localized solutions
In this section we prove Theorem 1. The idea is to pass to the limit in an appropriate sequence of kN-periodic linking
solutions as k → ∞.
Throughout this section we assume that assumptions (i)–(vi) are fulﬁlled. We start with the following simple
Lemma 2. Suppose α > 0 is such that [−α,α] ∩ σ(L) = ∅. For all nonzero solutions u ∈ E and uk ∈ Ek of Eq. (1.1)
‖u‖ c0, ‖uk‖k  c0, (5.1)
where c0 > 0 depends on α and the nonlinearity fn, n ∈ Z.
Proof. We prove the ﬁrst inequality (5.1), the second being similar.
Let p > 1. From assumptions (iii) and (iv) it follows easily that for any ε > 0 there exists Cε > 0 such that∣∣ fn(r)∣∣ ε|r| + Cε|r|p, r ∈ R.
Making use of the Cauchy–Schwartz inequality and the continuity of the embedding E ⊂ l2p , we obtain∥∥ f (u)∥∥ ε‖u‖ + Cε‖u‖pl2p  ε‖u‖ + Cε‖u‖p .
It follows from the standard resolvent estimate for self-adjoint operators that ‖L−1‖ α−1. Rewriting Eq. (1.1) in the form
u = L−1 f (u),
we obtain that
‖u‖ ε
α
‖u‖ + Cε
α
‖u‖p .
Choosing ε = α/2, we have
1
2
‖u‖ C‖u‖p,
with C = Cα/2/α. Since u = 0 and p > 1, we obtain the required. 
Now we construct (approximate) solutions uk ∈ Ek . Choose a sequence εk → 0 of positive numbers such that 0 /∈ σk(L +
εk − l). In addition, we can suppose that εk is suﬃciently small for every integer k 1. By Theorem 2, the equation
Lu + εku = f (u) (5.2)
has a nontrivial solution in Ek . But, since we are going to pass to the limit as k → ∞, we need to select such solutions
more carefully.
A linking solution in Ek of Eq. (5.2) is obtained by applying the linking theorem to the functional
J˜k(u) = 12 (L˜ku,u)k −
∑
n∈Qk
Fn(un),
where
L˜k = L + εk.
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because the perturbation introduced above does not change positive and negative spectral subspaces. Next, we need to
make a speciﬁc choice of the vector zk ∈ E+k (see Remark 2). With this aim we introduce some linear operators acting on
sequences (see [12, Appendix A]).
First, for any natural k we deﬁne the operator Sk as follows. For every sequence v , Skv is a unique kN-periodic sequence
such that (Skv)n = vn whenever n ∈ Qk . It is easy to see that
lim
k→∞
(Skv, Skw)k = (v,w), v,w ∈ E,
and
‖Skv‖k  ‖v‖, v ∈ E.
Next we denote by P the Riesz projector that corresponds to the positive part of σ(L). It is well known (see, e.g., [18])
that P acts as a bounded operator in lp , 1  p ∞. In particular, this is the orthogonal projector in E onto E+ . Also, by
assumption (i), P acts as the orthogonal projector in Ek onto E
+
k . Remark that the projector P and the operators LP and lP
are of the form
(Bv)n =
∑
m∈Z
Bn,mvm,
where
|Bn,m| C exp
(−δ|m − n|)
for some C > 0 and δ > 0. According to [12, Lemma A.1], for such operators we have that (BSkv)n → (Bv)n as k → ∞ for
all n ∈ Z, and
lim
k→∞
(BSkv, Skw)k = (Bv,w), v,w ∈ E. (5.3)
Operators of such form possess the following local continuity property. If v j ∈ l∞ is a bounded sequence such that v j → v
point-wise, then Bv j → Bv point-wise. Actually, it is not diﬃcult to prove that ‖BSkv − Bv‖k → 0 for all v ∈ E as k → ∞,
but we do not use this.
Pick any μ ∈ (θ, λ). The spectral subspace of L in E corresponding to the interval [θ,μ] is nonzero. Let z be any unit
vector in that subspace. Automatically, z ∈ E+ . Set
zk = P Skz‖P Skz‖k ∈ E
+
k .
It follows from Eq. (5.3) that ‖P Skz‖k → ‖z‖ = 1 and
(LP Skz, P Skz)k = (P LP Skz, Skz)k = (LP Skz, Skz)k → (Lz, z)μ.
Since εk → 0, we conclude that zk , E+k and E−k generate linking geometry for the functional J˜k for all k large enough. With
this choice of zk , we denote by uk ∈ Ek the corresponding linking solution of Eq. (5.2). Eq. (5.2) is invariant with respect
to the group NZ acting by translations and, hence, its solution set is NZ-invariant. Therefore, we can assume that the
solution uk is such that its maximum is attained on the set Q N .
To derive uniform estimates for the solutions uk , we show ﬁrst that the linking geometry is, in a sense, uniform with
respect to k. From the proof of Theorem 2 it follows that the number r > 0 can be chosen independently of k. The following
lemma shows that the same holds for the number ρ > r.
Lemma 3. There exists ρ > r independent of k such that
J˜k
(
tzk + y) 0
for all t  0 and y ∈ E−k , with ‖tzk + y‖k = ρ , provided k is large enough.
Proof. Suppose the contrary. Then there exists a sequence vk = tkzk + yk , with tk  0 and yk ∈ E−k , such that ‖vk‖k → ∞
and J˜k(vk) 0. Now we have
J˜k(vk)
‖vk‖2k
= 1
2
β2k
(
Lkz
k, zk
)
k +
1
2
(
Lkw
k,wk
)
k −
1
‖vk‖2k
∑
n∈Qk
Fn
(
vkn
)
 0, (5.4)
where βk = tk/‖vk‖k and wk = yk/‖vk‖k . Since all the functions Fn , n ∈ Z, are nonnegative, (5.4) implies that
β2
(
Lkz
k, zk
)
−(Lkwk,wk) .k k k
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constants C and α such that
Cβ2k  α
∥∥wk∥∥2k .
On the other hand,
β2k +
∥∥wk∥∥2k = 1.
Together with the previous inequality, this implies that
β2k 
α
C + α > 0.
The sequences βk and ‖wk‖k are bounded. Hence, passing to a subsequence, we may suppose that βk → β > 0 and wk → w
point-wise. Furthermore, w ∈ E+ . Indeed, Pwk = 0 and wk → w point-wise. Hence, Pw = 0.
Let M be a natural number. Since wk ∈ E−k and the functions Fn , n ∈ Z, are nonnegative, (5.4) implies that
β2k
(
Lkz
k, zk
)
k −
2
‖vk‖2k
∑
n∈QM
Fn
(
vkn
)
 β2k
(
Lkz
k, zk
)
k +
(
Lkw
k,wk
)
k −
2
‖vk‖2k
∑
n∈Qk
Fn
(
vkn
)
 0,
provided k M . Since ln  λ, we obtain that
β2k
(
Lkz
k, zk
)
k − λ
∑
n∈QM
∣∣(βkzkn + wkn)∣∣2 − 2‖vk‖2k
∑
n∈QM
Gn
(
vkn
)
 0.
Since gn is bounded and, hence, |Gn(s)|  C |s| for all n ∈ Z, the third term in the left-hand side tends to 0 as k → ∞.
Passing to the limit as k → ∞, we obtain that
β2(Lz, z) − λ
∑
n∈QM
∣∣(βzn + wn)∣∣2  0.
Letting M → ∞ and making use of the orthogonality of z and w , we see that
β2(Lz, z) − λ‖βz + w‖2 = β2((Lz, z) − λ)− ‖w‖2  0.
By the choice of z, (Lz, z)μ and, hence, μ λ, a contradiction. 
The following lemma provides the key estimate for the solutions uk .
Lemma 4. The sequence ‖uk‖k is bounded.
Proof. First, it follows from Lemma 3 that the sequence of (positive) critical values J˜k(uk) is bounded because
J˜k
(
uk
)
 sup
k
sup
{
J˜k(v): ‖v‖k  ρ
}
.
Now suppose that the sequence of solutions uk is unbounded. Hence, passing to a subsequence, we can assume that
‖uk‖k → ∞. Let wk = uk/‖uk‖k . After a further passage to a subsequence, wkn → wn as k → ∞ for all n ∈ Z. Obviously,
w ∈ E and ‖w‖ 1. We distinguish two cases.
Case w = 0. Dividing Eq. (5.2) by ‖uk‖k , we obtain that
(
Lwk
)
n + εkwkn − lnwkn −
gn(ukn)
‖uk‖k , n ∈ Z.
Since gn is uniformly bounded and ‖uk‖k → ∞ as k → ∞, we obtain, passing to the limit, that (L − l)w = 0. Hence,
0 = w ∈ E is an eigenvector of L−l in l2, with eigenvalue zero. However, being a periodic second order self-adjoint difference
operator, L − l has absolutely continuous spectrum in l2 (see, e.g., [18]) and, hence, does not possesses eigenvalues. Thus,
w = 0, and we arrive at a contradiction.
Case w = 0. For any v ∈ Ek we denote by v+ ∈ E+k and v− ∈ E−k the orthogonal components of v in the subspaces E+k
and E−k , respectively. Hence, v = v+ + v− .
Since the maxima of uk and wk are attained on QN , we see that actually wk → 0 in the space l∞ . As consequence,
wk,± = uk,±/∥∥uk∥∥k → 0
in l∞ . Let p > 2. Making use of the following simple inequality
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lpk
 ‖v‖2k‖v‖p−2l∞k ,
we obtain that
lim
k→∞
∥∥wk∥∥lpk = limk→∞
∥∥wk,±∥∥lpk = 0. (5.5)
Now we note that there exists a constant α > 0 such that for any v ∈ E±k
±(Lkv, v)k  2α‖v‖2k .
Since uk ∈ Ek is a critical point of J˜k and (Lkwk,−,wk,+)k = 0,
0 = ( J˜
′
k(u
k),uk,+)
‖uk‖2k
= (Lkwk,+,wk,+)k −
∑
n∈Qk
fn(ukn)
ukn
wknw
k,+
n .
Hence,
2α
∥∥wk,+∥∥2k 
∑
n∈Qk
fn(ukn)
ukn
wknw
k,+
n .
Similarly,
2α
∥∥wk,−∥∥2k −
∑
n∈Qk
fn(ukn)
ukn
wknw
k,−
n .
From these two inequalities it follows that
2α 
∑
n∈Qk
fn(ukn)
ukn
wkn
(
wk,+n − wk,−n
)
. (5.6)
By assumptions (i) and (iv), there exists a constant C > 0 such that 0  fn(r)/r  C for all r ∈ R. On the other hand,
assumptions (i) and (iii) imply the existence of r0 > 0 such that 0 fn(r)/r  α, whenever |r| r0. Let
Ak =
{
n ∈ Qk:
∣∣ukn∣∣ r0}
and B = Qk \ Ak . Now from (5.6) we obtain
2α  α
∑
n∈Ak
∣∣wkn(wk,+n − wk,−n )∣∣+ C
∑
n∈Bk
∣∣wkn(wk,+n − wk,−n )∣∣.
Making use of the Cauchy–Schwartz inequality and the orthogonality of wk,+ and wk,− , we see the ﬁrst term in the right-
hand side does not exceed
α
∥∥wk∥∥k
∥∥wk,+ − wk,−∥∥k = α
∥∥wk∥∥k
∥∥wk,+ + wk,−∥∥k = α
∥∥wk∥∥2k = α.
Hence, making use of the Hölder inequality, we obtain that
α  C
(∑
n∈Bk
∣∣wkn∣∣2
)1/2[(∑
n∈Bk
∣∣wk,+n ∣∣2
)1/2
+
(∑
n∈Bk
∣∣wk,−n ∣∣2
)1/2]
 C |Bk|
p−2
p
∥∥wk∥∥1/p
lpk
[∥∥wk,+n ∥∥1/plpk +
∥∥wk,−n ∥∥1/plpk
]
,
where |Bk| stands for the number of elements in the set Bk . This and Eq. (5.5) show that |Bk| → ∞ as k → ∞.
By assumption (v),
J˜k
(
uk
)= J˜k(uk)− 12
(
J˜ ′k
(
uk
)
,uk
)
k
=
∑
n∈Qk
[
1
2
fn
(
ukn
)− Fn(ukn)
]

∑
n∈Bk
[
1
2
fn
(
ukn
)− Fn(ukn)
]
 δ0|Bk| → ∞
as k → ∞. This is a contradiction because, by Lemma 3, J˜k(uk) is bounded.
The proof is complete. 
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converges point-wise to u ∈ E . Obviously, u is a solution of Eq. (1.1).
Let us show that u = 0. Assume the contrary. Since the maximum of uk is attained on QN , we see that actually uk → 0
in the space l∞ as k → ∞. Hence, as in (5.5), ‖uk‖lpk → 0 for any p > 2. Assumptions (i), (ii) and (iv) imply that for any
p > 2
fn(r) α|r| + C |r|p−1,
with α as in the proof of Lemma 4 and some C > 0. Making use of this inequality and arguing as in the proof of (5.6), we
obtain that
2α
∥∥uk∥∥2k  α
∥∥uk∥∥2k + C
∥∥uk∥∥p
lpk
.
As consequence, ‖uk‖k → 0 as k → 0. By Lemma 2, this is a contradiction. Hence, u = 0.
By Proposition 1, Section 6, the solution obtained decays exponentially fast, and the proof is complete. 
6. Additional results
In this section we provide few simple observations complementing our main results. We start with a general result on
exponential decay of solutions.
Proposition 1. Assume that the coeﬃcients of the operator L are real and bounded sequences, and the nonlinearity fn is continuous
and satisﬁes the following assumptions:
(a) for every R > 0 there exists a constant K = K (R) > 0 such that | fn(r)| K for all n ∈ Z whenever |r| R;
(b) fn(0) = 0 and
lim
r→0
fn(r)
r
= 0
uniformly with respect to n ∈ Z.
If zero is not a point of the essential spectrum of L, then every solution u ∈ E of Eq. (1.1) decays at inﬁnity exponentially fast, e.g.,
there exist a > 0 and C > 0, depending on u, such that
|un| C exp
(−a|n|), n ∈ Z.
Proof. Rewrite Eq. (1.1) in the form
(Lu)n + εnun = 0, (6.1)
where εn = − fn(un)/un . By assumptions, εn → 0 as |n| → ∞, and standard results on self-adjoint difference operators (see,
e.g., [18]) show that the operator L˜ on the left-hand side of (6.1) is a compact perturbation of the operator L. Hence,
the essential spectra of these operators coincide: σess(L˜) = σess(L). Eq. (6.1) means that u ∈ E is an eigenvector of L˜, with
eigenvalue 0 /∈ σess(L˜). Due to standard results of spectral theory [18], this implies the required. 
Remark 3. The rate a of exponential decay depends on the distance between 0 and σess(L).
Now we discuss what happens if we drop the assumption 0 /∈ σ(L).
Proposition 2. Suppose that the coeﬃcients of L are real N-periodic sequences, and the nonlinearity satisﬁes | fn(r)| c|r|p+1 for all
n ∈ Z, with p > 0 and some c > 0. Assume that 0 ∈ σ(L). Then Eq. (1.1) has no nontrivial solution u ∈ E such that |n||un|p ∈ l1 .
Proof. With the same notation as in the proof of Proposition 1, u satisﬁes Eq. (6.1). In our case the perturbation term is
such that |n|εn ∈ l1. By [18, Theorem 7.11], σess(L˜) = σess(L) is absolutely continuous and, hence, does not contain embedded
eigenvalues. This implies that u = 0, and the proof is complete. 
Proposition 2 shows that the assumption (ii) (0 /∈ σ(L)) in Theorem 1 is, in a sense, optimal. It is interesting to ask
whether assumption (vi) is optimal, or not. As we have already mentioned, the meaning of (vi) is that the nonlinearity
crosses, in a sense, the upper end-point of the spectral gap around 0. We expect that a kind of such “crossing” is actually
needed for the existence of nontrivial solutions vanishing at inﬁnity. In simplest cases this is conﬁrmed by the following
statement.
A. Pankov / J. Math. Anal. Appl. 371 (2010) 254–265 265Proposition 3. In addition to (i)–(v), assume one of the following: either
(a) the spectrum σ(L) of L is negative (equivalently, L is negative deﬁnite),
or
(b) the spectrum of L − l is nonnegative and g(r)r  0 for all r ∈ R,
or
(c) zero belongs to a ﬁnite spectral gap, g(r)r  0, and maxn∈Z < dist(0, σ (L)).
Then Eq. (1.1) does not have nonzero solutions in E.
Remark 4. A similar statement holds true in the space Ek .
The proof of Proposition 3 is almost trivial, and we omit it (cf. [12, Proposition 2.1] and [14, Proposition 2.5]). This result
is not satisfactory. For instance, we expect that in case (c) the distance dist(0, σ (L)) can be replaced by θ = dist(0, σ (L) ∩
(0,∞)). Moreover, there is a gap between the assumptions of Proposition 3 and assumption (vi). Therefore, it is completely
unclear what happens if
λ =min
n∈Z ln  θ maxn∈Z ln,
i.e., in the gap between Proposition 3 and Theorem 1.
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