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A high order ADI scheme for the two-dimensional
time fractional diffusion-wave equation
Zhibo Wang∗ Seakweng Vong†
Abstract
In this paper, a compact alternating direction implicit (ADI) finite difference scheme for
the two-dimensional time fractional diffusion-wave equation is developed, with temporal and
spatial accuracy order equal to two and four respectively. The second order accuracy in the
time direction has not been achieved in previous studies.
Keywords: Fractional diffusion-wave equation; Finite difference scheme; Weighted and shifted
Gru¨nwald difference operator; Compact ADI scheme; Convergence
1 Introduction
In this paper, we concentrate on high order compact ADI finite difference methods for the
following two-dimensional fractional diffusion-wave (2DFDW) equation:
C
0 D
γ
t u = ∆u+ g(x, y, t), (x, y) ∈ Ω, 0 < t ≤ T, 1 < γ < 2, (1)
u(x, y, 0) = ψ(x, y),
∂u(x, y, 0)
∂t
= φ(x, y), (x, y) ∈ Ω¯ = Ω ∪ ∂Ω, (2)
u(x, y, t) = ϕ(x, y, t), (x, y) ∈ ∂Ω, 0 < t ≤ T,
where C0 D
γ
t u is the Caputo fractional derivative of u with respect to the time variable t defined
as
C
0 D
γ
t u(x, y, t) =
1
Γ(2− γ)
∫ t
0
∂2u(x, y, s)
∂s2
(t− s)1−γds,
with Γ(·) being the gamma function, ∆ is the two-dimensional Laplacian, Ω = (0, L1)× (0, L2)
and ∂Ω is the boundary of Ω. For detailed applications of this problem, we refer readers to
[1, 2].
Progress on the study of high order scheme for time fractional differential equations is rapid
in recent years. We refer the readers to [3, 4, 5, 6] and the references therein for details on
the development of one-dimensional problems. The ADI method is efficient for solving high
dimensional problems. This method has been successfully applied to time fractional differential
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equations [7, 8, 9] in the past years. To our knowledge, the most recent result on ADI scheme
for the 2DFDW equation with Dirichlet boundary condition is given by [8], where a compact
scheme of order (τ3−γ + h41 + h
4
2) was established. Here, τ is the temporal grid size and h1, h2
are the spatial grid sizes in different directions.
In this paper, we introduce an ADI scheme for the 2DFDW equation. The scheme is shown
to converge with order (τ2 + h41 + h
4
2). This scheme is based on our recent result [6] on one-
dimensional time fractional differential equations. The idea, inspired by [10, 11] on the study of
space fractional differential equations, is to carry out discretization using the shifted Gru¨nwald
difference operator. The details are given in the next two sections which are justified by numerical
examples in Section 4.
2 The proposed compact ADI scheme
We assume that ψ ≡ 0 in (2) without loss of generality since we can solve the equation for
v(x, y, t) = u(x, y, t)− ψ(x, y) in general.
In previous studies, discretization is directly based on (1). However, we find that the accuracy
of the discrete approximations can be improved if we consider an equivalent form of (1). For
details of this equivalent form, we refer readers to [12]. We just outline the key elements here
for the completeness of our presentation. We first note that
C
0 D
γ
t u(x, y, t) =
1
Γ(1− (γ − 1))
∫ t
0
(t− s)−(γ−1)
∂
∂s
∂u(x, y, s)
∂s
ds
= C0 D
γ−1
t
∂u(x, y, t)
∂t
= C0 D
α
t
∂u(x, y, t)
∂t
,
where 0 < α = γ − 1 < 1. Taking the Riemann-Liouville fractional integral 0I
α
t of order α on
both sides of (1), we obtain
∂u(x, y, t)
∂t
= φ(x, y)+
1
Γ(α)
∫ t
0
(t−s)α−1∆u(x, y, s)ds+f(x, y, t), (x, y) ∈ Ω, 0 < t ≤ T, (3)
where f(x, y, t) = 0I
α
t g(x, y, t) and the Riemann-Louville frational integral of a function h(t) is
defined by
0I
α
t h(t) =
1
Γ(α)
∫ t
0
(t− s)α−1h(s)ds.
We develop our scheme based on (3) by the weighted and shifted Gru¨nwald difference formula
for the Riemann-Liouville fractional integral. To this end, we let h1 =
L1
M1
, h2 =
L2
M2
and τ = T
N
be the spatial and temporal step sizes respectively, whereM1, M2 andN are some given integers.
For i = 0, 1, . . . ,M1, j = 0, 1, . . . ,M2 and k = 0, 1, . . . , N , denote xi = ih1, yj = jh2, tk = kτ .
In this paper, we consider the problem under the Dirchlet boundary conditions and we need
to determine the approximated values of the solution on the (M1 − 1) × (M2 − 1) interior grid
points. For any grid function u = {ukij |0 ≤ i ≤M1, 0 ≤ j ≤M2, 0 ≤ k ≤ N}, we introduce the
following notations:
u
k− 1
2
ij =
1
2(u
k
ij + u
k−1
ij ), δxu
k
i− 1
2
,j
= 1
h1
(ukij − u
k
i−1,j), δ
2
xu
k
ij =
1
h1
(δxu
k
i+ 1
2
,j
− δxu
k
i− 1
2
,j
),
Hxuij =


(
1 +
h21
12 δ
2
x
)
uij =
1
12(ui−1,j + 10uij + ui+1,j), 1 ≤ i ≤M1 − 1, 0 ≤ j ≤M2,
uij , i = 0 or M1, 0 ≤ j ≤M2.
2
Corresponding notations in the y direction are defined similarly. We further denote
δyδxu
k
i− 1
2
,j− 1
2
= 1
h2
(δxu
k
i− 1
2
,j
− δxu
k
i− 1
2
,j−1
), δyδ
2
xu
k
i,j− 1
2
= 1
h2
(δ2xu
k
ij − δ
2
xu
k
i,j−1),
Huij = HxHyuij, Λuij = (Hyδ
2
x +Hxδ
2
y)uij , 〈u, v〉 = h1h2
M1−1∑
i=1
M2−1∑
j=1
uijvij,
〈δxu, δxv〉 = h1h2
M1∑
i=1
M2−1∑
j=1
δxui− 1
2
,jδxvi− 1
2
,j, 〈δxδyu, δxδyv〉 = h1h2
M1∑
i=1
M2∑
j=1
δxδyui− 1
2
,j− 1
2
δxδyvi− 1
2
,j− 1
2
,
‖u‖2 = 〈u, u〉, ‖δxu‖
2 = 〈δxu, δxv〉, ‖δxδyu‖
2 = 〈δxδyu, δxδyu〉.
The high order accuracy of our proposed scheme is based on the second order approximation
of the Riemann-Liouville fractional integral. This approximation is established by the shifted
operator for the Riemann-Liouville fractional integral defined as:
Aατ,rf(t) = τ
α
∞∑
k=0
ωkf(t− (k − r)τ),
where ωk = (−1)
k
(
−α
k
)
. By using Fourier transform and ideas in [11], we obtained the following
estimate in [6].
Lemma 2.1 Assume that f(t), −∞I
α
t f(t) and (iω)
2−αF [f ](ω) belong to L1(R). Define the
weighted and shifted difference operator by
Iατ,p,qf(t) =
2q + α
2(q − p)
Aατ,pf(t) +
2p+ α
2(p− q)
Aατ,qf(t).
Then we have
Iατ,p,qf(t) = −∞I
α
t f(t) +O(τ
2)
for t ∈ R, where p and q are integers and p 6= q.
Proof. The proof can be found in [6]. However, since this lemma plays a crucial role for our
main result, we restate a simplified version here for the completeness of our presentation.
Referring to the definition of Aατ,r, we let
Iατ,p,qf(t) = τ
α
[
µ1
∞∑
k=0
ω
(α)
k f(t− (k − p)τ) + µ2
∞∑
k=0
ω
(α)
k f(t− (k − q)τ)
]
. (4)
The basic idea of obtaining high order accuracy is to apply Fourier transform to (4), which yields
F [Iατ,p,qf ](ω) = (iω)
−α[µ1Wp(iωτ) + µ2Wq(iωτ)]F [f ](ω), (5)
where
Wr(z) = z
α(1− e−z)−αerz = 1 +
(
r +
α
2
)
z +O(z2), r = p, q. (6)
Notice that [13]
F [−∞I
α
t f(t)] = (iω)
−α
F [f ](ω).
From (5) and (6), one can see that, by taking µ1 =
2q+α
2(q−p) and µ2 =
2p+α
2(p−q) , the constant and
linear term in F [Iατ,p,qf − −∞I
α
t f ] can be eliminated. We can therefore conclude that
|Iατ,p,qf − −∞I
α
t f | ≤
1
2pi
∫
R
|F [Iατ,p,qf − −∞I
α
t f ]|dω ≤ C‖(iω)
2−α
F [f ](ω)‖L1τ
2 = O(τ2). 
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Since the solution u(x, y, t) can be continuously extended to be zero for t < 0, by choosing
(p, q) = (0,−1), which yields 2q+α2(q−p) = 1−
α
2 ,
2p+α
2(p−q) =
α
2 , one can obtain
0I
α
t ∆u(xi, yj, tn+1) = τ
α
[(
1−
α
2
) n+1∑
k=0
ωk(δ
2
x + δ
2
y)u
n+1−k
ij +
α
2
n∑
k=0
ωk(δ
2
x + δ
2
y)u
n−k
ij
]
+ (R1)
n+1
ij
= τα
n+1∑
k=0
λk(δ
2
x + δ
2
y)u
n+1−k
ij + (R1)
n+1
ij ,
(7)
where (R1)
n+1
ij = O(τ
2 + h21 + h
2
2) and
λ0 = (1−
α
2
)ω0, λk = (1−
α
2
)ωk +
α
2
ωk−1, k ≥ 1. (8)
To raise the accuracy in spatial directions, we need
Lemma 2.2 ([3]) If f(x) ∈ C6[xi−1, xi+1], 1 ≤ i ≤M1 − 1, then it holds that
1
12
[f ′′(xi−1) + 10f
′′(xi) + f
′′(xi+1)] =
1
h21
[f(xi−1)− 2f(xi) + f(xi+1)] +O(h
4
1).
Denoting µ = τ
α+1
2 , Lemma 2.2 and (7) yield the following weighted compact Crank-Nicolson
scheme:
H(un+1ij −u
n
ij) = τHφij+µ
( n+1∑
k=0
λkΛu
n+1−k
ij +
n∑
k=0
λkΛu
n−k
ij
)
+
τ
2
H(fnij+f
n+1
ij )+τ(R2)
n+1
ij , (9)
where (R2)
n+1
ij = O(τ
2 + h41 + h
4
2).
Adding a small term µ2λ20δ
2
xδ
2
y(u
n+1
ij − u
n
ij) = O(τ
3+2α) on both sides of (9), we have
H(un+1ij − u
n
ij) + µ
2λ20δ
2
xδ
2
y(u
n+1
ij − u
n
ij)
= τHφij + µ
( n+1∑
k=0
λkΛu
n+1−k
ij +
n∑
k=0
λkΛu
n−k
ij
)
+
τ
2
H(fnij + f
n+1
ij ) + τR
n+1
ij
(10)
with Rk+1ij = O(τ
2+h41+h
4
2). Omitting the truncation error in (10), we reach the following ADI
scheme
(Hx − µλ0δ
2
x)(Hy − µλ0δ
2
y)u
n+1
ij
= (Hx + µλ0δ
2
x)(Hy + µλ0δ
2
y)u
n
ij + µ
( n+1∑
k=1
λkΛu
n+1−k
ij +
n∑
k=1
λkΛu
n−k
ij
)
+ τHφij +
τ
2
H(fnij + f
n+1
ij ),
(xi, yj) ∈ Ω, 1 ≤ n ≤ N − 1,
u0ij = 0, (xi, yj) ∈ Ω¯,
unij = ϕ(xi, yj , tn), 1 ≤ n ≤ N, (xi, yj) ∈ ∂Ω.
We note that, in ADI methods (see [8] for example), the solution {un+1ij } is determined by
solving two independent one-dimensional problems. Namely, the intermediate variables
u∗ij = (Hy − µλ0δ
2
y)u
n+1
ij , 1 ≤ i ≤M1 − 1, 1 ≤ j ≤M2 − 1,
4
are first solved from the following system with fixed j ∈ {1, 2, . . . ,M2 − 1}:

(Hx − µλ0δ
2
x)u
∗
ij = (Hx + µλ0δ
2
x)(Hy + µλ0δ
2
y)u
n
ij + µ
( n+1∑
k=1
λkΛu
n+1−k
ij +
n∑
k=1
λkΛu
n−k
ij
)
+ τHφij +
τ
2
H(fnij + f
n+1
ij ), 1 ≤ i ≤M1 − 1,
u∗0j = (Hy − µλ0δ
2
y)u
n+1
0j = (Hy − µλ0δ
2
y)[ϕ(x0, yj , tn+1)],
u∗M1j = (Hy − µλ0δ
2
y)u
n+1
M1j
= (Hy − µλ0δ
2
y)[ϕ(xM1 , yj, tn+1)].
Once {u∗ij} is available, we then solve {u
n+1
ij } from the following system for fixed i ∈ {1, 2, . . . ,M1−
1}: 

(Hy − µλ0δ
2
y)u
n+1
ij = u
∗
ij , 1 ≤ j ≤M2 − 1,
un+1i0 = ϕ(xi, y0, tn+1), u
n+1
iM2
= ϕ(xi, yM2 , tn+1).
In the next section, the convergence result will be proved.
3 Convergence analysis of the compact ADI scheme
We first introduce two useful lemmas.
Lemma 3.1 ([6]) Let {λn}
∞
n=0 be defined as (8), then for any positive integer k and (v1, v2, . . . , vk)
T ∈
R
k, it holds that
k−1∑
n=0
( n∑
p=0
λpvn+1−p
)
vn+1 ≥ 0.
Lemma 3.2 (Grownall’s inequality [14]) Assume that {kn} and {pn} are nonnegative sequences,
and the sequence {φn} satisfies
φ0 ≤ g0, φn ≤ g0 +
n−1∑
l=0
pl +
n−1∑
l=0
klφl, n ≥ 1,
where g0 ≥ 0. Then the sequence {φn} satisfies
φn ≤
(
g0 +
n−1∑
l=0
pl
)
exp
( n−1∑
l=0
kl
)
, n ≥ 1.
With the above lemmas, we now proceed to prove the convergence of our compact ADI
scheme (10).
Theorem 3.1 Assume that u(x, y, t) ∈ C6,6,2x,y,t (Ω× [0, T ]) is the solution of (3) and {u
k
ij |0 ≤ i ≤
M1, 0 ≤ j ≤ M2, 0 ≤ k ≤ N} is a solution of the finite difference scheme (10), respectively.
Denote
ekij = u(xi, yj, tk)− u
k
ij, (xi, yj) ∈ Ω¯, 0 ≤ k ≤ N.
Then there exists a positive constant c˜ such that
‖ek‖ ≤ c˜(τ2 + h41 + h
4
2), 0 ≤ k ≤ N.
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Proof. We can easily get the following error equation
H(ek+1ij − e
k
ij) + µ
2λ20δ
2
xδ
2
y(e
k+1
ij − e
k
ij) = µ
k∑
l=0
λlΛ(e
k+1−l
ij + e
k−l
ij ) + τR
k+1
ij , (11)
1 ≤ i ≤M1 − 1, 1 ≤ j ≤M2 − 1, 0 ≤ k ≤ N − 1,
e0ij = 0, (xi, yj) ∈ Ω¯,
ekij = 0, 1 ≤ k ≤ N, (xi, yj) ∈ ∂Ω.
Multiplying (11) by h1h2(e
k+1
ij + e
k
ij) and summing in i, j, we obtain
〈
H(ek+1 − ek), (ek+1 + ek)
〉
+ µ2λ20
〈
δ2xδ
2
y(e
k+1 − ek), (ek+1 + ek)
〉
= 4µ
k∑
l=0
λl
〈
Λek+
1
2
−l, ek+
1
2
〉
+ τ
〈
Rk+1, (ek+1 + ek)
〉
,
1 ≤ i ≤M1 − 1, 1 ≤ j ≤M2 − 1, 0 ≤ k ≤ N − 1.
(12)
Note that the term
〈
H(ek+1 − ek), (ek+1 + ek)
〉
on the left can be written as
〈
Hek+1, ek+1
〉
−〈
Hek, ek
〉
.
Notice that, if v, w satisfy v0,j = vM1,j = 0 for all j and wi,0 = wi,M2 = 0 for all i, we have
〈δ2xu, v〉 = −〈δxu, δxv〉 and 〈δ
2
yu,w〉 = −〈δyu, δyw〉. The second term in the left hand side can
therefore be written as
µ2λ20
〈
δ2xδ
2
y(e
k+1 − ek), (ek+1 + ek)
〉
= µ2λ20
(〈
δ2xδ
2
ye
k+1, ek+1
〉
−
〈
δ2xδ
2
ye
k, ek
〉)
.
Now we turn to the first term in the right hand side. Since Hx and Hy are positive definite and
self-adjoint, we can consider their square roots denoted as Qx and Qy respectively. We thus
have
〈
Λek+
1
2
−l, ek+
1
2
〉
=
〈
Hyδ
2
xe
k+ 1
2
−l, ek+
1
2
〉
+
〈
Hxδ
2
ye
k+ 1
2
−l, ek+
1
2
〉
= −
〈
Hyδxe
k+ 1
2
−l, δxe
k+ 1
2
〉
−
〈
Hxδye
k+ 1
2
−l, δye
k+ 1
2
〉
= −
〈
Qyδxe
k+ 1
2
−l,Qyδxe
k+ 1
2
〉
−
〈
Qxδye
k+ 1
2
−l,Qxδye
k+ 1
2
〉
.
Summing up (12) for 0 ≤ k ≤ n− 1, we have
〈Hen, en〉+ µ2λ20
〈
δ2xδ
2
ye
n, en
〉
≤ −4µ
n−1∑
k=0
k∑
l=0
λl
(〈
Qyδxe
k+ 1
2
−l,Qyδxe
k+ 1
2
〉
+
〈
Qxδye
k+ 1
2
−l,Qxδye
k+ 1
2
〉)
+ τ
n−1∑
k=0
〈Rk+1, (ek+1 + ek)〉.
Notice
〈
δ2xδ
2
ye
n, en
〉
= ‖δxδye
n‖2 ≥ 0 and, by ‖δxu‖
2 ≤ 4
h2
1
‖u‖2, we deduce
〈Hen, en〉 = 〈en, en〉+
h21
12
〈δ2xe
n, en〉+
h22
12
〈δ2ye
n, en〉+
h21h
2
2
144
〈δ2xδ
2
ye
n, en〉
= 〈en, en〉 −
h21
12
〈δxe
n, δxe
n〉 −
h22
12
〈δye
n, δye
n〉+
h21h
2
2
144
〈δxδye
n, δxδye
n〉
≥
1
3
‖en‖2.
6
It then follows from Lemma 3.1 that
1
3
‖en‖2 ≤ τ
n−1∑
k=0
〈Rk+1, (ek+1 + ek)〉
≤
1
4
‖en‖2 + τ2‖Rn‖2 +
τ
4
‖en−1‖2 + τ‖Rn‖2 +
τ
4
n−1∑
k=1
‖ek‖2 +
τ
4
n−2∑
k=1
‖ek‖2 + 2τ
n−2∑
k=0
‖Rk+1‖2
≤
1
4
‖en‖2 + τ2‖Rn‖2 +
τ
2
n−1∑
k=1
‖ek‖2 + 2τ
n−1∑
k=0
‖Rk+1‖2,
which gives
‖en‖2 ≤ 12τ2‖Rn‖2 + 6τ
n−1∑
k=1
‖ek‖2 + 24τ
n−1∑
k=0
‖Rk+1‖2 ≤ 6τ
n−1∑
k=1
‖ek‖2 + c(τ2 + h41 + h
4
2)
2, (13)
the desired result then follows by Lemma 3.2. 
Remark 3.1 Following the idea of the proof for Theorem 3.1, one can show that the proposed
compact ADI scheme (10) is unconditionally stable. In fact, assume that ukij = 0 for (xi, yj) ∈ ∂Ω
and {uni,j} is the solution of the scheme
H(un+1ij − u
n
ij) + µ
2λ20δ
2
xδ
2
y(u
n+1
ij − u
n
ij) = µ
( n+1∑
k=0
λkΛu
n+1−k
ij +
n∑
k=0
λkΛu
n−k
ij
)
+ τHqij + τg
n+ 1
2
ij ,
where (∂u
∂t
)0ij = qij, 1 ≤ i ≤ M1 − 1, 1 ≤ j ≤ M2 − 1, k ≥ 0. Then, by arguments similar to
those for getting (13), we can obtain
‖un‖2 ≤ 12‖u0‖2 + 6τ
n−1∑
k=0
‖uk‖2 + 25τ
n−1∑
k=0
‖Λu0 +Hq + gk+
1
2‖2
≤ e6T
(
12‖u0‖2 + 25τ
n−1∑
k=0
‖Λu0 +Hq + gk+
1
2‖2
)
.
4 Numerical experiments
In this section, we carry out numerical experiments for our compact finite difference scheme.
Example 4.1 The following problem is considered in [8]:
C
0 D
γ
t u = ∆u+ sin(x) sin(y)
[Γ(γ+3)
2 t
2 + 2tγ+2
]
, (x, y) ∈ Ω = (0, pi) × (0, pi), 0 < t ≤ 1,
u(x, y, 0) = ∂u(x,y,0)
∂t
= 0, (x, y) ∈ Ω¯,
u(x, y, t) = 0, (x, y) ∈ ∂Ω, 0 < t ≤ 1.
Note that the equation can be equivalently written as
∂u(x,y,t)
∂t
= 0I
α
t (∆u) + sin(x) sin(y)
[
(α+ 3)tα+2 + 2Γ(α+4)Γ(2α+4) t
2α+3
]
,
where α = γ − 1. The exact solution for this problem is u(x, t) = sin(x) sin(y)tα+3.
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Table 1: Numerical convergence orders in temporal direction with h = pi16 for Example 4.1.
α τ Proposed scheme (10) Compact scheme in [8]
E∞(h, τ) Rate1 E∞(h, τ) Rate1
0.25 1/5 6.9507e-3 ∗ 2.7048e-2 ∗
1/10 1.7717e-3 1.9720 8.4482e-3 1.6788
1/20 4.4606e-4 1.9898 2.5877e-3 1.7070
1/40 1.1292e-4 1.9819 7.8500e-4 1.7209
1/80 2.8847e-5 1.9688 2.3742e-4 1.7253
0.5 1/5 1.0421e-2 ∗ 8.2035e-2 ∗
1/10 2.6014e-3 2.0021 2.9942e-2 1.4541
1/20 6.5195e-4 1.9965 1.0749e-2 1.4780
1/40 1.6294e-4 2.0004 3.8291e-3 1.4891
1/80 4.1060e-5 1.9886 1.3594e-3 1.4941
0.75 1/5 1.7341e-2 ∗ 1.9340e-1 ∗
1/10 4.3653e-3 1.9901 8.1577e-2 1.2454
1/20 1.0899e-3 2.0019 3.4379e-2 1.2466
1/40 2.7235e-4 2.0007 1.4484e-2 1.2471
1/80 6.8480e-5 1.9917 6.0986e-3 1.2479
Table 2: Numerical convergence orders in spatial direction with τ = 110000 when α = 0.1 for
Example 4.1.
h Proposed scheme (10) Compact scheme in [8]
E∞(h, τ) Rate2 E∞(h, τ) Rate2
pi/4 5.0651e-4 ∗ 5.0632e-4 ∗
pi/8 3.1111e-5 4.0251 3.1104e-5 4.0249
pi/16 1.9371e-6 4.0054 1.9421e-6 4.0014
pi/32 1.2245e-7 3.9837 1.2814e-7 3.9218
Our tests were done in MATLAB. At each time level, we need to solve a tridiagonal system
with strictly diagonally dominant matrix. The structure of this matrix is same as that in [8]
and both schemes have similar computational cost.
We now let h1 = h2 = h, the maximum norm errors between the exact and the numerical
solutions
E∞(h, τ) = max
0≤k≤N
max
(xi,yj)∈Ω
|u(xi, yj , tk)− u
k
ij |
are shown in Table 1 and Table 2. Furthermore, the temporal convergence order and spatial
convergence order, denoted by
Rate1 = log2
(
E∞(h, 2τ)
E∞(h, τ)
)
and Rate2 = log2
(
E∞(2h, τ)
E∞(h, τ)
)
,
respectively, are reported. Table 1 shows that the proposed scheme (10) is more effective than
the compact scheme in [8]. These tables confirm the theoretical analysis. Meanwhile, Figure
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Figure 1: The exact solution (left) and numerical solution (right) for Example 4.1, when α =
0.5, h = τ = 150 .
1 shows the exact solution (left) and numerical solution (right) for Example 4.1, when α =
0.5, h = τ = 150 .
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