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Abstract
A technique based on the evaluation of the zeros of a polynomial is proposed to estimate the spectral errors
and set up a correcting procedure in Sturm–Liouville problems. The method suggested shows its effectiveness
both in the regular and nonregular case and can be successfully applied also to those problems containing the
eigenvalue parameter rationally. Some numerical experiments clearly conﬁrm the theoretical results. In the case of
an eigenvalue embedded in the essential spectrum the correcting procedure seems to be particularly helpful because
the inner singularity gives rise to possible decay of the performance of some classical methods for the numerical
integration.
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1. Introduction and preliminaries
In this paper we consider two kinds of Sturm–Liouville problem (SLP). The ﬁrst is given by the
differential equation
−(p(x)y′(x))′ + q(x)y(x)= w(x)y(x), (1)
on the interval [a, b], equipped with the boundary conditions
a1y(a)− a2p(a)y′(a)= 0,
b1y(b)− b2p(b)y′(b)= 0. (2)
Here p(x), q(x) andw(x) are real functions on [a, b]which are always supposed to satisfy the conditions
q,w ∈ C0[a, b], p ∈ C1[a, b], p,w> 0 for x ∈ [a, b].
The real constants a1, a2 are such that |a1| + |a2| 
= 0 and similarly for b1 and b2.
If a and b are ﬁnite, the SLP is regular [12,14].
Besides the scalar formwewill consider the equivalentmatrix representation of the differential equation
(1), namely
z′ =H(x, )z, a < x <b, (3)
where
z(x)=
(
y(x)
y′(x)
)
, H(x, )=
( 0 1
q − w
p
−p
′
p
)
. (4)
The boundary conditions (2) can be written as
TJ z(a)= 0, TJ z(b)= 0, (5)
where
J =
(
0 −1
1 0
)
, =
(
a2p(a)
a1
)
, =
(
b2p(b)
b1
)
. (6)
We compute an approximation to an eigenvalue  using the shooting procedure.We shoot from two ends to
a matching point c ∈ [a, b]. For this purpose we split the problem (3)–(5) into two initial value problems
(IVPs)
z′ =H(x, )z, z(a)= , (7)
z′ =H(x, )z, z(b)= , (8)
and we integrate (7) left to right and (8) right to left using a numerical method with a constant stepsize
h. Let xn = a + nh, n= 0, 1, . . . , na with na = c−ah when we integrate on the left side and xn = b− nh,
n = 0, 1, . . . , nb with nb = b−ch when we integrate on the right side. For simplicity we assume c and h
such that na and nb are integers.
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Let zn be an approximation to z(xn) obtained with the discretization method and let  be an approxi-
mation to the exact eigenvalue . We assume that zn depends on  and on some discretization parameter
t, that is zn = zn(, t), where t is assumed to be a function of h, t = t (h), such that
t (h) 
= 0 if h 
= 0, lim
h→0 t (h)= 0.
Analogouslywe consider =(t). Furthermorewe suppose that limt→0 zn(, t)=z(xn) and limt→0 (t)=
 [6, Section 4]. For a classical method of order p we have t (h)= hp + O(hq) with q >p.
Nextwe deﬁne themiss-distance functionF(, t) describing the extent towhich thematching condition
fails to be satisﬁed at x= c. As natural choice for F(, t) we assume theWronskian determinant, namely
F(, t)= det(znb(, t), zna (, t))= zna (, t)TJ znb(, t). (9)
For a ﬁxed t,  is an approximation to  if  is a zero of the miss-distance (9).
The second kind of SLP which will be considered here is given by the differential equation
−y′′(x)=
(
+ q(x)
u(x)− 
)
y(x) (10)
on the interval [a, b], equipped with the boundary conditions
a1y(a)− a2y′(a)= 0,
b1y(b)− b2y′(b)= 0, (11)
with a1, a2, b1, b2 as in (2).We suppose  ∈ R, with q(x) strictly positive.We also require u′(x)> 0. The
essential spectrum of the problem is the interval [u(a), u(b)]. Finding eigenvalues outside the essential
spectrum is straightforward, so we assume that  ∈ [u(a), u(b)]. Thus there is a unique point x ∈ [a, b]
such that u(x) =  and the function u(x) −  has a simple zero at x = x. Spectral problems of this
type arise as Hain–Lüst equations in some questions of magnetohydrodynamics [9,10] and are called -
rational SLPs. In this case  is called an eigenvalue embedded in the essential spectrum.The corresponding
eigenfunction is a regular function y(x) which satisﬁes the differential equation (10) for all x 
= x, the
boundary conditions (11) and for which
lim
x→x
q(x)
u(x)− y(x) exists.
In [1, Theorem 4.1] it has been proved that for  ∈ [u(a), u(b)] there exists a unique regular solution
y(x) of the differential equation (10) satisfying the conditions
y(x)= 0, y′(x)= 1. (12)
Hence we see that the eigenfunction corresponding to an eigenvalue embedded in the essential spectrum
must satisfy not only the boundary condition (11), but also the condition (12). By analogy with the
previous case, beside the scalar form (10)–(11), we consider the equivalent matrix representation
z′ =K(x, )z, a < x <b, (13)
where
z(x)=
(
y(x)
y′(x)
)
, K(x)=
(
0 1
−− q(x)
u(x)−  0
)
. (14)
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The boundary conditions (11) can be written as
˜
TJ z(a)= 0, ˜TJ z(b)= 0, (15)
where
˜=
(
a2
a1
)
, ˜=
(
b2
b1
)
(16)
and J as in (6).
In this case the shooting for the eigenvalue is performed starting from the singular point.More precisely
if  is an initial guess of , we compute x solution of equation u(x)− = 0. We consider Eq. (13) as an
IVP with  instead of  and the initial condition given by
z(x0)=
(
0
1
)
,
having assumed x0= x. We now set xn= x0− nh, n= 0, 1, . . . , na , with na = x0−ah , when we integrate
right to left and xn= x0+ nh, n= 0, 1, . . . , nb, with nb= b−x0h , when we integrate left to right. As in the
previous case we denote by zn(, t) the approximation to z(xn) obtained being t = t (h) the discretization
parameter deﬁned as above. Now two miss-distances are given:
Fa(, t)= ˜TJ zna (, t), Fb(, t)= ˜TJ znb(, t). (17)
For a ﬁxed t the value  = (t) will be an approximation to  if  is solution of the Fa(, t) = 0 and
Fb(, t)= 0.
The problem of approximating the eigenvalues of general differential systems and SLPs, and the
estimation of the error in the approximations, has been widely treated (see, e.g., [3,11,13] and references
therein). The papers [5–8] deal with this subject both in regular and nonregular cases basing the discussion
on the direct use of the discretization parameter t (h). In this paper we suggest an alternative procedure for
a straight estimate of the eigenvalue error, to be used as a correcting term, both for regular and nonregular
SLPs.The next section deals with the case of a regular SLP.We describe there how the error =−  can
be computed as a zero of a particular polynomial whose coefﬁcients are set up bymeans of amiss-distance
and its derivatives with respect to .
In Section 3 we highlight that in the case of a -rational SLP the presence of an artiﬁcial layer (in order
to avoid the inner singularity) is responsible for a notable decay of the classical order of convergence
of a boundary value method (BVM) [4]. In this case a correction procedure for eigenvalues seems to be
particularly helpful. Even if different numerical methods can be used in order to integrate the SLPs (see,
e.g., [7, Section 2] and [8, Eq. (5.11)]) we have used classical BVMs for two reasons. The ﬁrst one is their
compactness in the formal representation of the approximate solution without stability order barriers.
The second reason lies in the fact that BVMs having symmetric schemes, as the ones used in the present
paper, yield numerical approximations analytic to some discretization parameter, simplifying the proofs
of many of the theorems.
In Section 4 a correcting procedure for a -rational SLP is given.
Numerical experiments at the end of Sections 2 and 4 underline the effectiveness of the approach
suggested.
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2. Correcting eigenvalues in regular SLPs
Henceforth we specify the discretization parameter t (h) in the form
t (h)= t1(h)+ dt2(h), 0<hh0< 1, (18)
where
lim
h→0 t1(h)= limh→0 t2(h)= limh→0
t2(h)
t1(h)
= 0, (19)
with the constant d depending on the numerical method used. Furthermore we assume that
0< |t (h)|< 1, t1(h) 
= 0, t2(h) 
= 0, 0<hh0< 1. (20)
The following theorem provides a correcting procedure for the eigenvalues.
Theorem 2.1. Let  be an approximation to  and t (h) as in (18)–(20). Let hi , i = 1, 2, . . . , r + 1, be
distinct values of the stepsize h with
0<h1, . . . , hr+1h0< 1,
and suppose that
t (hi) 
= t (hj ), 1i 
= jr + 1. (21)
Deﬁne the vectors (k) = ((k)1 , . . . , (k)r+1)T, k = 0, . . . , m, whose components are
(k)i = F (k)(, t (hi))= (k/k)F (, t (hi)), i = 1, . . . , r + 1. (22)
Let T be the square matrix whose elements are given by
(T )ij = tj−1(hi), 1i, jr + 1. (23)
Then
= + ˜ (24)
˜ being the solution of the equation
˜()+ m+1()= 0, (25)
where
˜()=
m∑
k=0
k
k (26)
and
lim
→0
m+1()
m
= 0. (27)
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In the polynomial form (26) the coefﬁcients are given by
k =
1
k! e
(1)TT −1((k) − (k)), (28)
where e(1) is the ﬁrst column of the identity matrix of order r + 1 and
(k) = (k(t (h1)), . . . , k(t (hr+1)))T (29)
has the property
lim
t (hj )→0
k(t (hj ))
tr (hj )
= 0, j = 1, . . . , r + 1.
Proof. Let F(, t) be the miss-distance as in (9). Setting = +  we can write
F(, 0)=
m∑
k=0
1
k!F
(k)(, 0)k + m+1() (30)
with m+1() as in (27) and F (k)(, 0)= (k/k)F (, 0). On the other hand, for h ∈ (0, h0],
F (k)(, t (h))= F (k)(, 0)+
r∑
i=1
1
i!
[
i
t i
F (k)(, t)
]
t=0
t i(h)+ k(t (h)), (31)
where
lim
t (h)→0
k(t (h))
tr (h)
= 0.
Deﬁne
w
(k)
1 = F (k)(, 0), w(k)i+1 =
1
i!
[
i
t i
F (k)(, t)
]
t=0
, i = 1, . . . , r .
Then from (31) we obtain
(k)j =
r∑
i=0
w
(k)
i+1t
i(hj )+ k(t (hj )), j = 1, . . . , r + 1. (32)
Introducing the vector w(k) = (w(k)1 , . . . , w(k)r+1)T, from (23), (29) and (32) we get
Tw(k) = (k) − (k). (33)
On account of (21), T is a nonsingular Vandermonde matrix. Hence, noticing that F (k)(, 0)= e(1)Tw(k),
we can write
F (k)(, 0)= e(1)TT −1((k) − (k)), k = 0, . . . , m. (34)
Substituting (34) in (30) Eq. (25) is obtained because, by deﬁnition,
F(, 0)= 0. 
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In practice, for h0 sufﬁciently small, in (28) the term (k) is negligible compared to (k). Disregarding
the higher order term m+1() in (25), Eq. (24) can be written as
  (c) = + ∗, (35)
∗ being a zero of the polynomial
∗()=
m∑
k=0
k
k
, (36)
where now
k =
1
k!e
(1)TT −1(k).
Remark 2.1. With a view to computing the vectors (k), k=1, . . . , m (the case k=0 is obvious), consider
the IVPs (7) and (8) replacing  with . Namely consider the differential equation z′ =H(x, )z, whose
solution we denote by z(x, ), with z(a, ) =  for the left side initial condition and with z(b, ) = 
for the right side. Denote by z(k)(x, ) and H(k)(x, ) the partial k-derivatives of z(x, ) and H(x, )
with respect to . By differentiation, using the linearity of H(x, ) as a function of  and using the
Schwarz theorem, we get the IVPs (z(k))′ = H(x, )z(k) + kH(1)(x, )z(k−1), k1, equipped with the
initial condition z(k)(a, ) = 0 or z(k)(b, ) = 0. Numerical integration gives rise to the approximate
solutions z(k)na (, t) and z
(k)
nb (, t). Consequently the kth-derivative of F(, t) turns out to have the form
F (k)(, t (h))=
k∑
i=0
(
k
i
)
z(i)na (, t)
TJ z(k−i)nb (, t),
where the Newton–Leibniz binomial expansion has been used. Hence it follows that the component (k)j
as in (22) is deﬁned using h= hj .
As an application we consider the simple but effective correction procedure obtained with m = 2. In
order to estimate the constant d in (18), we expandF (k)(, t (h)) up to the ﬁrst order term andwe introduce
the auxiliary component w(k)3 = dw(k)2 . Eq. (32) takes the form
(k)j = w(k)1 + w(k)2 t1(hj )+ w(k)3 t2(hj )+ k(t (hj )), j = 1, 2, 3, k = 0, 1, 2.
Setting tij = ti(hj ), i = 1, 2, j = 1, 2, 3, we have to solve three linear systems (33) where now
T =
(1 t11 t21
1 t12 t22
1 t13 t23
)
. (37)
Denoting the inverse of T by
T −1 =

T1T2
T3

 ,
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the constant d can be computed using k = 0, that is
d = w
(0)
3
w
(0)
2
= 
T
3 (
(0) − (0))
T2 (
(0) − (0)) 
T3 
(0)
T2 
(0) .
Polynomial (36) is
∗()= w(0)1 + w(1)1 + 12w(2)1 2.
The correction is performed using in (35) ∗=
−w(1)1 +
w
(1)
1
|w(1)1 |
√
(w
(1)
1 )
2−2w(0)1 w(2)1
w
(2)
1
because, by deﬁnition,w(0)1 =
F(, 0)→ 0 when  → , so that ∗ → 0 as necessary.
Example 1. Consider the SLP [2]
−y′′ + exy = y, 0<x < 	,
with the boundary conditions
y(0)− y′(0)= 0,
y(	)+ y′(	)= 0.
The fourth order ETR2 method [4, Section 7.3.2]
1
24
(−17z0 + 9z1 + 9z2 − z3)= h4 (H(x0, )z0 + 3H(x1, )z1),
1
12
(−zj−2 − 9zj−1 + 9zj + zj+1)= h2 (H(xj−1, )zj−1 +H(xj , )zj ), j = 2, . . . , N − 1,
1
24
(zN−3 − 9zN−2 − 9zN−1 + 17zN)= h4 (3H(xN−1, )zN−1 +H(xN, )zN), (38)
has been employed in integrating problems (7), (8) choosing t (h)= h4 + dh5 and selecting the stepsize
h= 	500 . In Table 1 we have used the following notation:
• k is the kth exact eigenvalue computed with the SLEIGN code [12, Appendix C],
• (s)k is the approximation to k obtained with the shooting technique,
• (c)k is the corrected value of (s)k obtained with the correction of the form (35)
(c)k = (s)k + ∗.
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Table 1
Example 1
k k |k − (s)k | |k − (c)k |
|(c)k −(s)k |
|k−(s)k |
1 3.3346 1.62 · 10−8 2.99 · 10−11 1.0018
3 13.264 2.01 · 10−8 6.11 · 10−11 0.9969
5 25.568 1.88 · 10−7 8.93 · 10−11 0.9995
10 89.500 1.44 · 10−5 2.27 · 10−11 1.0000
20 369.36 1.21 · 10−3 1.77 · 10−9 1.0000
30 849.34 1.53 · 10−2 4.12 · 10−8 1.0000
50 2409.3 3.57 · 10−1 1.50 · 10−5 0.9999
3. The artiﬁcial layer and the BVM convergence decay in -rational SLPs
From now on we shall consider the -rational SLP (13)–(14) equipped with the boundary conditions
(15)–(16) and whose eigenfunction y(x) satisﬁes condition (12).
As a numerical method we consider the following general pth order BVM equipped with (k1, k2)
boundary conditions:
s1∑
i=0

izi = h
s1∑
i=0
ifi , = 1, . . . , k1 − 1,
k∑
i=0

iz+i−k1 = h
k∑
i=0
if+i−k1, = k1, . . . , N − k2,
s2∑
i=0

izN+i−s2 = h
s2∑
i=0
ifN+i−s2, =N − k2 + 1, . . . , N , (39)
in which s1, s2k = k1 + k2 and N = na or N = nb depending on the selected endpoint. We have used
the notation fj =K(xj , )zj where
zj =
(
yj
y′j
)
, j = 0, . . . , N , (40)
are the numerical approximations obtained for the vectors
z(xj )=
(
y(xj )
y′(xj )
)
, j = 0, . . . , N . (41)
If the BVMneeds to compute f0 with x0=x then a NaN situation will arise, becauseK(x, ) is undeﬁned
for x = x. To avoid this we introduce an artiﬁcial layer , 0< >h. Consequently we shoot on the left
starting from x0 = x −  and on the right starting from x0 = x +  and then we assume xn = x0 − nh or
xn= x0+ nh, n= 1, . . . , N depending on the direction of integration. In this case, as stated in Section 1,
the BVMs experience a decay in their performance. The reason for this is given by the following theorem,
whose proof we give for the left case: the proof is similar if we shoot on the right.
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Theorem 3.1. Suppose we use the pth order BVM (39) in order to approximate the solution of the IVP
z′ =K(x, )z, a < x <b
z(x0)= (0, 1)T. (42)
Assume that q(x) and u(x) are as smooth as required. Let the BVM formula contain the term f0 =
K(x0, )z0 with x0 = x − , in which the artiﬁcial layer  is such that >hh0.
Then for the ﬁrst component y(xj )−yj of the vector z(xj )− zj , j =1, . . . , N , theO(hp) convergence
is no longer guaranteed.
Proof. In [1, Theorem 4.2] it has been shown that a solution of Eq. (10) is
(x)=−1+ c(x − x) log |x − x| + "(x), x 
= x, x → x,
where c = q(x)u′(x) and "(x) = O(x − x) inherits such regularity as may be required from the functions
q(x) and u(x). Consequently in [a, x0] a general solution of differential equation
−v′′ =
(
+ q(x)
u(x)− 
)
v
with initial condition v(x0)= 0, v′(x0)= 1 is (see also [1, Section 6])
v(x)= Ay(x)+ C(x),
where A, C depend on  and
y(x)= x − x −
∫ x
x
(x − )
(
+ q()
u()− 
)
y() d
is the solution of (10) in the interval [a, b] satisfying condition (12). Hence the solution of the problem
(42) in the interval [a, x0] is
z(x)=
(
v(x)
v′(x)
)
. (43)
Because q(x), u(x), "(x) are regular in [a, x0] we assume y(x) and (x) differentiable as often as
required. Thus, for some integer i2, we can write
v(i)(x)= Ay(i)(x)+ C[(i − 2)!(−1)ic(x − x)−(i−1) + "(i)(x)]. (44)
By deﬁnition the local truncation errors associated with the linear multistep formulas in (39) are given by
(x0 + s1h)= c()p+1z(p+1)(x0)hp+1 + O(hp+2), = 1, . . . , k1 − 1,
(x0 + (+ k2)h)= cp+1z(p+1)(x0 + (− k1)h)hp+1 + O(hp+2), = k1, . . . , N − k2,
(x0 +Nh)= c()p+1z(p+1)(x0 + (N − s2)h)hp+1 + O(hp+2), =N − k2 + 1, . . . , N , (45)
respectively and c()p+1, cp+1 are the corresponding error constants.
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Consider BVM (39) written in the matrix equivalent form
G(h)z= b(0), (46)
where z = (zT1 , . . . , zTN)T and the 2N -vector b(0) contains the initial values and the nonhomogeneous
terms. G(h) is a 2N × 2N matrix given by
G(h)=G
 ⊗ I − h(G ⊗ I )D, (47)
where⊗ denotes the right Kronecker product, I is the second order identitymatrix andD=diag(K(x1, ),
. . . , K(xN, )). The N ×N matrix G
 is given by
G
 =



11 · · · 
s1,1· · · · · · · · ·

1,k1−1 · · · 
s1,k1−1

1 · · · · · · 
k

0 
1 · · · · · · 
k· · · · · · · · · · · · · · ·

0 
1 · · · · · · 
k

0,N−k2+1 · · · · · · 
s2,N−k2+1

0N · · · · · · 
s2,N


and the matrix G is similar to G
 but set up with the coefﬁcients of fj , j = 0, . . . , N . From the BVM
convergence theory (see [4, Chapter 4]) we are allowed to assume that G(h) is invertible for each h ∈
(0, h0] with h0 suitably chosen.
From (45) the 2N -vector of the local truncation errors = (T1 , . . . , TN)T, where
 =
{
(x0 + s1h), = 1, . . . , k1 − 1,
(x0 + (+ k2)h), = k1, . . . N − k2,
(x0 +Nh), =N − k2 + 1, . . . , N,
can be written as
= Cp+1z(p+1)∗hp+1 + O(hp+2). (48)
In this expression we have set Cp+1 = ⊗ I , with I the second order identity matrix and
= diag(c(1)p+1, . . . , c(k1−1)p+1 ,
N−k+1 times︷ ︸︸ ︷
cp+1, . . . , cp+1, c(N−k2+1)p+1 , . . . , c
(N)
p+1), (49)
z(p+1)∗ = (
k1 times︷ ︸︸ ︷
z(p+1)T(x0), . . . , z(p+1)
T
(x0), z
(p+1)T(x1), . . . , z(p+1)
T
(xN−k),
z(p+1)T(xN−s2), . . . , z(p+1)
T
(xN−s2)︸ ︷︷ ︸
k2 times
)T. (50)
Thus, if
z∗ = (zT(x1), . . . , zT(xN))T,
then, by deﬁnition, it follows that
G(h)z∗ = b(0) + . (51)
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By subtracting (46) from (51) we have
G(h)e = , (52)
where
e = (eT(x1), . . . , eT(xN))T
with e(xj )= z(xj )− zj , j = 1, . . . , N .
We observe now that (47) can be written as
G(h)=G
 ⊗ I + O(h),
so that, by the Banach perturbation lemma, we have
G−1(h)=G−1
 ⊗ I + O(h)
too. Consequently we get the solution of the linear system (52) in the form
e = (G−1
 ⊗ I )+ O(h). (53)
On the other hand, from (43) and (44), we have
z(p+1)(x)=
(
(p − 1)!Cc(−1)p+1(x − x)−p +m(p+1)(x)
p!Cc(−1)p+2(x − x)−(p+1) +m(p+2)(x)
)
,
with m(x)= Ay(x)+ C"(x) being regular in [a, x0].
Thus, recalling that x0=x− and xn=x−nh, n=1, . . . , N , from (48)–(50) with simple calculations,
we recognize that
 = c()p+1


(
h

)p
h
p
(
h

)p+1

+ O(hp+1), = 1, . . . , k1 − 1, (54)
k1 = cp+1


(
h

)p
h
p
(
h

)p+1

+ O(hp+1), (55)
 = cp+1


(
1
− k1
)p
h
p
(
1
− k1
)p+1

+ O(hp+1), = k1 + 1, . . . , N − k2, (56)
 = c()p+1


(
1
N − s2
)p
h
p
(
1
N − s2
)p+1

+ O(hp+1), =N − k2 + 1, . . . , N , (57)
in which we have used the notation =−(p − 1)!Cc and assumed that m(p+1)(x)hp+1 + O(hp+2)=
O(hp+1) for each x ∈ [a, x0], owing to the regularity of m(x) there.
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Finally, from (40), (41) and (53) we get
y(xj )− yj = (((G−1
 ⊗ I ))j )1 + O(h)(j )1, j = 1, . . . , N ,
where the index 1 of outermost right bracket denotes the ﬁrst component of the jth block of the second
order of the vector e.
From (54)–(57) the proof is complete observing that >h and that G
 does not depend on h. 
In [8, Section 5] it has been shown that for a class of BVMs, in the presence of the artiﬁcial layer, the
best accuracy is h2 logh for a method whose classical order is 2 and h2 for a method whose classical
order is greater than 2.
Nevertheless the result of the preceding theorem suggests that for a general BVM applied to the given
problem an effective spectral correction may be a worthwhile procedure.
4. Correcting eigenvalues in -rational SLPs
The correction procedure given in Section 2 for regular SLP cannot be extended in a straightforward
way to the case of -rational SLPs. The reasons are the nonlinearity of K(x, ) as a function of  and
the fact that the singular point x, solution of the equation u(x)− = 0, also depends on , making the
initial condition difﬁcult to compute.
Limiting ourselves to a second order polynomial approach, the following theorem suggests an effective
and computationally cheap correction procedure.
Theorem 4.1. Let F(, t) be the left or the right miss-distance deﬁned as in (17).
Let 2, 3 be approximations to  obtained during the same iterative rootﬁnding process. Deﬁne
1 =
2 + 3
2
, = 3 − 1 = 1 − 2 =
3 − 2
2
.
Let h1, h2, h3 be distinct values of the stepsize h with
0<h1, h2, h3h0< 1
and let t (h) as in (18)–(20) be such that
t (hi) 
= t (hj ), 1i 
= j3.
Let T be the matrix in (37). Denote by G the matrix whose elements are given by
gij = F(i , t (hj )), 1i, j3.
Deﬁne the matrix
S =
(1 0 −2/2
0 −1/2 1/2
0 1/2 1/2
)
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and the matrix
=
(
(0)(t (h1)) (1)(t (h1)) (2)(t (h1))
(0)(t (h2)) (1)(t (h2)) (2)(t (h2))
(0)(t (h3)) (1)(t (h3)) (2)(t (h3))
)
with the property
lim
t (hj )→0
(k)(t (hj ))
t (hj )
= 0, k = 0, 1, 2.
Then
= + ˆ, (58)
ˆ being the solution of the equation
ˆ()+ 3()= 0 (59)
where
ˆ()=
2∑
k=0
1
k! w
(k)
1 
k (60)
and
lim
→0
3()
2
= 0.
In polynomial (60) the coefﬁcients are given by
(w
(0)
1 , w
(1)
1 , w
(2)
1 )= e(1)
T
T −1[GTS + + O(2)]. (61)
Proof. With the same formalism as in (30), but with m= 2, we write
F(, 0)=
2∑
k=0
1
k!F
(k)(, 0)k + 3(). (62)
We still have, for h ∈ (0, h0],
F (k)(, t (h))= w(k)1 + w(k)2 t1(h)+ w(k)3 t2(h)+ (k)(t (h)), (63)
where w(k)1 = F (k)(, 0), w(k)2 = [(/t)F (k)(, t)]t=0, w(k)3 = w(k)2 d and
lim
t (h)→0
(k)(t (h))
t (h)
= 0, k = 0, 1, 2.
In order to compute w(k)1 , k = 0, 1, 2, we write for each value of k the corresponding equations obtained
from (63) with  = 1 and assuming h = h1, h2, h3. In these equations the term F (k)(1, t (hj )) can be
computed, for k = 1, 2, using classical formulae for approximate differentiation, namely
F (1)(1, t (hj ))=
g3j − g2j
2
+ O(2), j = 1, 2, 3,
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F (2)(1, t (hj ))=
g3j − 2g1j + g2j
2
+ O(2), j = 1, 2, 3.
Consequently, for each k, we have to solve a system of three equations forw(k)1 ,w
(k)
2 ,w
(k)
3 . For k=0, 1, 2,
the systems can be arranged in the compact form
Q+ O(2)= TW + , (64)
where
Q=


g11
g31 − g21
2
g31 − 2g11 + g21
2
g12
g32 − g22
2
g32 − 2g12 + g22
2
g13
g33 − g23
2
g33 − 2g13 + g23
2


andW is the third order matrix with elements given by
(W)ij = w(i−1)j , 1i, j3.
Eq. (61) is obtained from Eq. (64) because we see at once that Q=GTS; e(1) is, as previously deﬁned,
the ﬁrst column of the identity matrix.
The proof is complete since in (62) F(, 0)= 0 by deﬁnition. 
We remark that from a practical standpoint the terms and O(2) in (61) can be neglected as can 3()
in (59) since
lim
h0→0
= 0
and limh→0 3()2 = 0. Consequently (58) can be written as
  (c) = + ∗∗, (65)
in which = 1 and
∗∗ = −v
(1)
1 +
√
(v
(1)
1 )
2 − 2v(0)1 v(2)1
v
(2)
1
(66)
is a zero of the polynomial
∗∗()=
2∑
k=0
1
k! v
(k)
1 
k
,
where now
(v
(0)
1 , v
(1)
1 , v
(2)
1 )= e(1)
T
T −1GTS.
Finally we emphasize that in (66) we have selected the positive square root because v(0)1 → 0 and  → 
as h0 → 0 so that ∗∗ → 0 as necessary.
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Table 2
Example 2
h t (h)= h2 + dh3 t (h)= h4 + dh5
|− (c)| |(c)−||−| |− (c)| |
(c)−|
|−|
Interval [−2, x]
0.01 7.96 · 10−9 0.9984 3.48 · 10−7 0.9317
0.005 1.96 · 10−10 0.9998 6.93 · 10−8 0.9455
0.002 3.07 · 10−11 0.9998 1.34 · 10−8 0.9338
0.001 2.55 · 10−12 0.9999 3.39 · 10−9 0.9333
0.0005 2.26 · 10−13 0.9999 8.48 · 10−10 0.9333
Interval [x,−1]
0.01 2.42 · 10−6 0.8928 3.89 · 10−6 0.8279
0.005 1.24 · 10−8 0.9979 4.08 · 10−7 0.9314
0.002 1.11 · 10−10 1.0001 5.10 · 10−8 0.9480
0.001 9.61 · 10−10 0.9961 2.26 · 10−8 0.9087
0.0005 1.97 · 10−12 0.9999 4.16 · 10−9 0.9332
Example 2. Consider the SLP
−y′′ =
(
− m(m+ 1)x
m−1
xm+1 − xm+1∗ − (m+ 1)
)
y, −∞<a<x <b< 0,
with the boundary conditions
amy(a)− 1
m+ 1(a
m+1 − xm+1∗ )y′(a)= 0,
bmy(b)− 1
m+ 1(b
m+1 − xm+1∗ )y′(b)= 0
and m an even integer number. This problem has an embedded eigenvalue  = 0 corresponding to the
solution y(x)= 1
m+1(x
m+1 − xm+1∗ ) in the interval [a, b].
We have selected m= 2, a =−2, b =−1, x∗ = −1.2 and as artiﬁcial layer = 10−15. In Table 2 are
quoted the error |−(c)| and the ratio |(c)−||−| obtained usingmethod (38) withK(x, ) instead ofH(x, )
and for some values of the stepsize h. In the table it is shown how the spectral correction (65)–(66) runs
better if we choose t (h)= h2 + dh3 instead of t (h)= h4 + dh5.
Example 3. Consider the SLP
−y′′ =
(
− e
−x
e−x∗ − e−x − 
)
y, a <x <b,
with the boundary conditions
e−ay(a)− (e−x∗ − e−a)y′(a)= 0,
e−by(b)− (e−x∗ − e−b)y′(b)= 0.
376 P. Ghelardoni et al. / Journal of Computational and Applied Mathematics 185 (2006) 360–376
Table 3
Example 3
h Interval [−5, x] Interval [x, 5]
|− (c)| |(c)−1||−1| |− (c)|
|(c)−1||−1|
0.1 1.89 · 10−9 1.0317 3.50 · 10−5 1.1743
0.05 1.31 · 10−11 1.0008 1.45 · 10−6 1.0286
0.02 4.78 · 10−13 1.0002 3.42 · 10−8 1.0042
0.01 3.31 · 10−14 1.0001 3.31 · 10−9 1.0016
0.005 1.81 · 10−15 1.0000 1.37 · 10−10 1.0003
There is the embedded eigenvalue = 0 corresponding to the solution y(x)= e−x∗ − e−x in the interval
[a, b].
Table 3 exhibits the effectiveness of the spectral correction (65)–(66) when the ETR2 method is applied
with t (h)= h2 + dh3 and choosing a =−5, b = 5, x∗ = 0.
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