A controversial issue in artificial intelligence is human emotion recognition. This paper presents a fuzzy parallel cascades (FPC) model for predicting the continuous subjective appraisal of the emotional content of music by time-varying spectral content of EEG signals. The EEG, along with an emotional appraisal of 15 subjects, was recorded during listening to seven musical excerpts. The emotional appraisement was recorded along the valence and arousal emotional axes as a continuous signal. The FPC model was composed of parallel cascades with each cascade containing a fuzzy logic-based system. The FPC model performance was evaluated by comparing with linear regression (LR), support vector regression (SVR) and Long-Short-Term-Memory recurrent neural network (LSTM-RNN) models. The RMSE of the FPC was lower than other models for estimation of both valence and arousal of all musical excerpts. The lowest RMSE was 0.089 which was obtained in estimation of valence of MS4 by FPC model. The analysis of MI of frontal EEG with the valence confirms the role of frontal channels in theta frequency band in emotion recognition. Considering the dynamic variations of musical features during songs, employing modeling approach to predict dynamic variations of the emotional appraisal can be a plausible substitute for classification of musical excerpts into predefined labels.
INTRODUCTION
motions play a fundamental role in human life. If the machine can recognize human emotions, they can work more efficiently because they will be more intelligent in dealing with human beings. Considering the importance of emotion recognition, this issue has drawn the attention of many researchers. To create machines that can recognize emotions, a great body of research has been dedicated to investigating the neural correlates of emotions. In these efforts, emotions have been elicited by different pictorial [1] , musical [2] [3] [4] and video [5] [6] [7] stimuli. Music listening comprises a variety of psychological processes, e.g. perception and multimodal integration, attention, syntactic processing and processing of meaning information, emotion, and social cognition [8] . Music can create powerful emotions [9] . Emotional processing involves different structures of human brain and induces changes in their activity [8] . It also causes some other physiological responses which are secondary effect of brain activity, e.g. change in heart rate [10] , skin conductance [11] , and body temperature [11] . Different modalities including PET [12] , fMRI [13] , NIRS [14] and EEG [15] have been used by researchers to study neural correlates of emotions. High temporal resolution, portability, and relatively low cost of data recording has made EEG a suitable candidate for investigating the neural correlates of various cognitive functions, including emotion. During the past two decades EEG power spectra in different frequency bands namely theta (4-8 Hz), alpha (8) (9) (10) (11) (12) (13) , beta (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) and gamma (30) (31) (32) (33) (34) (35) (36) (37) (38) (39) (40) (41) (42) (43) (44) (45) (46) (47) (48) (49) have been investigated in many studies to identify changes due to emotional processing [10] . Balconi et al. used EEG frequency bands along with hemodynamic measurements, to investigate affective responses in the brain [16] . Sammler et al. demonstrated that listening to pleasant music results in an increase in the theta power of EEG signals in the frontal midline region [10] . Higher frontal midline theta band energy for liked music was also observed by Balasubramanian et al. They have analyzed EEG component energy obtained by wavelet packet decomposition while listening to liked and disliked music [4] . Zheng used EEG spectral power as a feature for EEG channel selection and emotion recognition through sparse canonical correlation analysis [17] . Ozel et al. applied multivariate synchrosqueezing transform to extract EEG features for classifying emotional states. They reported 93% classification accuracy for one of the emotional states [18] . Hasanzadeh et al. used nonlinear autoregressive exogenous model and genetic algorithm to predict emotional state during listening to music by EEG power spectrum [19] . Some studies applied EEG band power alongside with facial expressions to compare their ability in emotion recognition [7, 20] . However Koelstra et al. reported more accurate emotion recognition by combination of EEG and face modalities [20] but Soleymani et al. founded superior results by only facial expressions [7] . In addition to the spectral power of EEG signals, connectivity indices extracted from EEG networks during an emotional assessment of musical stimuli have been studied. Hasanzadeh et al. investigated connectivity of brain networks during listening to joyful, neutral and melancholic music using partial directed coherence. The results demonstrated that listening to joyful music increases intra-region effective connectivity in the frontal lobe [21] . Directed transfer function was another connectivity measure that was employed to study the effect of listening to emotional music on EEG networks [22] . Li et al. have analyzed EEG networks constructed by phaselocking value while watching music videos. They have investigated power spectral features, features based on network topology and their combination for emotion classification [23] .
In most of the studies on emotion recognition, emotions have been described by a discrete emotion model including some specific adjectives or descriptors for basic emotions [1] [2] [3] . In these studies, emotion recognition was reduced to a classification problem. K-nearest neighbor [1, 2, 18] , Support vector machine(SVM) [2, 3, 18, 23] , classifier based on quadratic discriminant analysis(QDA) [1] , and neural networks (NN) [2, 3, 24] are some of the classification techniques applied to date for the specific purpose of emotion classification. Choosing a limited set of emotion labels is not plausible for describing the emotional content of music since the intended adjective may not exist in the emotion descriptor set defined by the examiner [9] . The dimensional emotion model was employed to solve this problem. This model consists of emotional dimensions that encompass various emotions [9] . Russel proposed a two dimensions model for emotionbased on pleasure and activation which is referred to as valence and arousal [25] . A different dimensional model with two separate arousal dimensions namely energetic and tension arousal has been proposed by Thayer [26] . The dimensional model is not necessarily limited to two dimensions [9] . Some of the studies which applied dimensional model discretized the continuous space of emotion [4, 20] , however it is reported that music can induce more than one emotion and using a discrete label may not reflect the emotional richness of music [9] . Therefore, a time-varying measure can be beneficiary for a more realistic quantification of emotional appraisal. Only a few studies applied continuous affect recognition which is done by using regression or neural network models. The models that are mostly used are linear regression (LR) [5, 7, 27] , support vector regression (SVR) [7, 28] , Long-Short-Term-Memory recurrent neural network (LSTM-RNN) [7, 28, 29] . Regression models are parametric models which have some pitfalls such as requiring prior knowledge of the system and low robustness to noise [30] . Neural networks have some defects, including massive computation, lack of interpretability for amending a specific behavior and difficulty in learning parameter setting [31] . In the other hand fuzzy systems are capable of describing system behaviors with simple conditional IF-THEN rules and are more interpretable systems [31] . Considering the advantages of fuzzy systems, it is applied in various applications such as image processing [32] , blind source separation [33] , descriptive educational evaluation [34] , modeling of smart material behviour [35] . In the current study, we have proposed a model based on fuzzy systems for continuous emotions recognition. We are aimed to predict the time-varying emotions experienced by individuals during listening to music by EEG features. To investigate the dynamic nature of emotions a time-varying two-dimensional emotional rating paradigm was employed. Wavelet analysis was used to extract the time-varying power spectrum of EEG signals in theta, alpha, and beta frequency bands. To choose EEG features that are highly related to emotion, mutual information (MI) was applied. Our proposed model which is fuzzybased exploits the extracted EEG features to predict the time course of the emotions expressed by individuals. This model enables us to go beyond the predefined labels and provides predictions of the time-varying emotional appraisal based on the neural correlates of the stimuli. In addition to the proposed model, LR, SVR and LSTM-RNN models are employed for continuous emotion recognition. The main contributions of this work are as follows. First, we have proposed a novel model for emotion recognition for the first time. The superior performance of the proposed model is confirmed by comparing the model error with other models, including LR, SVR, and LSTM-RNN. Second, we have applied emotion in our analysis as a continuous signal, not fixed labels. Third as far as we know this the first study that investigated the MI of EEG features with emotion dimensions.
MATERIALS AND METHODS

Subjects
We recruited fifteen volunteers for this study. Participants were non-musicians (age: 21±3 yrs, 3 males) with a similar educational background (undergraduate or MSc students). All subjects were right-handed, had normal hearing, and no history of any neurological and psychological disorders. They also reported that they had normal nocturnal sleep (7 to 9 hours starting 10-12pm) one week before the experiment. The participants reported no use of caffeine, nicotine, and energy drinks 24 hours before the experiment, and had not excessive physical activity 24 hours before the recording session. The study protocol was approved by the Ethics Committee at the Ferdowsi University of Mashhad.
Stimuli
Stimuli were selected according to a previous study [36] to cover both positive and negative musical emotions. They comprised the first 60 seconds of the seven compositions shown in Table 1 . Altogether, these seven pieces were used to induce emotions with different levels of valence and arousal. 
Experimental protocol
To ensure that all participants were equally familiar with the musical stimuli, two to four days before the experiment the subjects were presented with the stimuli and were instructed to listen to each piece in a calm environment only once. Participants sat in a comfortable chair in dim light. The stimuli were presented via suitable headphones at a comfortable volume which was the same across all subjects. During EEG recordings, the stimuli were played for the participants, and they were instructed to pay attention to the compositions. Right after EEG recordings the musical excerpts were once again played for the participants and while listening to each excerpt, they expressed their continuous emotional appraisals by moving the cursor on a 2-dimensional arousal-valence (A-V) plane. FEELTRACE [37] was used for recording the time-varying participants' ratings of A-V. For further processing, the sampling rate of the recorded A-V data was reduced to 128 Hz. EEG recording of the scalp was carried out using Emotiv EPOC 14-channel EEG wireless recording headset (Emotiv Systems, Inc., San Francisco, CA). This device obtains EEG data with an internal sampling frequency of 2048. The output data was later downsampled to 128 Hz. Electrode placement was according to the 10-20 system (Electro Cap International Inc., Eaton, USA), including positions AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6,F4, F8, and AF4 as illustrated in Figure 1 .a. During the preparation steps we were cautious about the correct placement of the headset on each subject's head. Common mode reference was used.
The portability and easy-to-wear characteristics of the recording device makes it a good candidate for BCI applications [38] . During each recording session participants completed six consecutive trials, with each trial consisting of two 5 s silence intervals, two 5 s white noise intervals and one 60 s stimulus. One trial sequence is depicted in Figure 1 .b.
EEG processing
After data acquisition, EEG signals were band-pass filtered with a lower cut off frequency of 2 Hz and upper cut off frequency of 42 Hz to reduce EMG and power line artifacts. Next, independent component analysis (ICA) was performed on the EEG signals. To reject the ICA components a multiple artifact rejection algorithm (MA-RA) was employed using EEGLAB plug-in MARA [39] . The EEG signals were later transferred to a common average montage. EEG signals were visually inspected to remove the remaining artifacts. EEGLAB toolbox [40] was used for EEG data preprocessing. Since the emotional appraisal signals, which were considered as behavioral responses, did not contain highfrequency components [41] and also to remove noises corresponding to handshakes during cursor navigations, a moving average window was used to smooth the appraisal data. Figure 2 shows valence and arousal signals corresponding to musical selection (MS) no. 2 (Table 1) , evaluated by one of the subjects, along with their smoothed versions. To estimate emotions from EEG signals, the proposed model was used to find the relation between inputs (timevarying power spectra of EEG signals) and outputs (individual emotion appraisal signals) of the system. To calculate time-varying EEG power spectra Morlet wavelet transform was used. The applied real-valued Morlet wavelet is defined as [42] :
The continuous wavelet transform of a signal () xt , ( , )
will be obtained by convolution of the signal with shifted and scaled versions of the mentioned real Morlet wavelet:
where t and s indicate the shift and scale parameter, respectively. The continuous wavelet transform was computed for all frequency bands. The scale parameter was calculated based on the frequency range of theta (4-8 Hz), alpha (8-13Hz) and beta (13-31Hz) frequency bands to obtain timevarying power spectra of each band. Then the power spectra in every band were averaged over the frequency range in corresponding band to obtain one time-varying signal for every frequency bands. This procedure was repeated for every channel; thus for all channels we produced 42 input candidates (4 frequency bands×14 channels).
Fuzzy Parallel Cascades
One of the commonly used paradigms in nonlinear system identification is the parallel cascade structure [43] . In the current study, we used this structure and combined its concept with a fuzzy inference system to introduce a novel approach, called Fuzzy Parallel Cascades (FPC). Figure 3 shows the structure of the proposed model. Fuzzy logic success is due to its capability in describing system dynamics by simple conditional IF-THEN rules. In most applications, this capability provides a simple solution which requires relatively short computation time. Also, all information and engineering knowledge related to the structure of the system, as well as its optimization, can be employed directly [31, 44] . In this study, we applied a look-up table scheme [45] for rule extraction, which will be described in the next section. Overall, the universal approximation capability [45] , interpretability of fuzzy inference systems, the rule extraction ability of look-up table schemes [45] and structure of the parallel cascades paradigm make our proposed method a feasible and transparent identification method for estimating the emotional appraisal response. 
where
is the residue of the previous cascade. Roughly speaking, this means that by adding a new cascade to the model we intended to estimate the nonlinear dynamics of the system which could not be determined using the already developed cascades. This procedure is repeated for c n cascades. Finally, the estimated output of model, ˆ() yn , is obtained by
To avoid overfitting, we imposed a residue criterion ( cr r ) to limit the number of cascades. 
We have 11 ( ) , ,
and ( ) ,
where U and V are the universal sets of inputs and output, respectively.
( 1, 2, , ) 
Due to the large number of input-output ( 1 r n  )-tuples, it is possible to have some antithetical rules with similar "if" and different "then" parts. To solve this problem, a weight is assigned to every produced rule using the following equation:
The strongest rule among antithetical rules is chosen, and the remaining rules are removed [45] .By imposing the above fuzzy rules we create c n fuzzy systems for the realization of the FPC model. Each of these fuzzy systems uses the Mamdani product inference engine. This inference engine is equipped with algebraic product T-norm, max s-norm, and Mamdani product implications. Supposing that the rule extraction process produced M consistent rules, by using the generalized Modus Ponens rule the membership function of the inference output of the i-th fuzzy system for s-th sample is [45] : During the identification phase, we employed the MI for selection of the appropriate input to each cascade from the pool of inputs. To do so, input candidates were sorted based on their MI with the corresponding output signal. MI shows the amount of information shared between the two variables [46] . For two random variables , xy , MI is zero. Once an input was chosen it was removed from the pool of input candidates and hence not considered in the successive steps. As mentioned earlier, adding cascades was continued until cr r was less than one.
RESULTS
Behavioral Result
We recorded the valence and arousal values reported by participants on the FEELTRACE screen while listening to 60 s of each musical excerpt (Table 1) . A part of the mean of continuous reported valence and arousal of all musical excerpts are illustrated in Figure 6 . where the shadowed range indicates standard deviation. The average value of reported valence and arousal for every musical excerpt are also demonstrated in Table 2 . According to the average values of reported valence, we categorized MS1, and MS2 as "melancholic", MS3, MS4, and MS5 as "joyful" and MS6 and MS7 as "neutral". Only the valence is considered for music categorization because we have chosen MSs based on the positivity and negativity of emotion which implies valence. Fig. 4 . Three Gaussian membership functions for partitioning the input space of ( − ). i and k are the number of cascades and delays, respectively. Γ is the membership function of the input in the j-th fuzzy set Γ . To investigate whether emotional ratings among these categories are different, a statistical test on the average ratings between the categories was performed. Since the distribution of data wasn't normal, the Kruskal-Wallis test was applied. The results of the statistical test are demonstrated in Table 3 . As can be seen from Table 3 valence and arousal for all categories of melancholic, joyful, and neutral are significantly different (p<0.05).
Mutual Information of Emotion and EEG Features
During the identification process, MI of EEG signals and emotion appraisal was used to select model inputs. In this way, the EEG signals which have higher MI with emotion applied as inputs to estimate emotion. It means that EEG electrodes with higher MI were those who played a more critical role in producing the emotional appraisal signal. Since MI shows the information shared between two signals [46] , to find out which EEG electrodes shared more information with emotion signals, mean MI between power spectra of different channels in each frequency band (i.e. theta, alpha, and beta) with A-V signals for different MSs are shown in Figure 6 .a and 6.b for valence and arousal respectively. From Figure 6 it seems that MI values of channels located in the frontal region with both valence and arousal are higher than other channels, especially in theta and alpha frequency band. This observation confirmed reports of previous researches in the role of this region in the processing of emotional stimuli [3] . Based on Davidson's frontal brain asymmetry hypothesis, left frontal activation are related to experiencing emotions with positive valence while right frontal activation is associated with negative emotions [47] . Considering the contribution of the frontal region in emotion processing [3] , we are going to investigate whether MI of frontal channels with emotional appraisal signal in melancholic, joyful and neutral MSs are different or not. Moreover, to inquire Davidson's hypothesis, the MI of EEG electrodes located in left and right frontal with emotion is compared in musical excerpts categories (melancholic, joyful and neutral). It is notable that since frontal brain asymmetry hypothesis is stated for valence of emotion, we only performed the analysis on valence signal. In this way as some data did not have a normal distribution, we have used a Friedman followed by multiple comparisons to compare MI of frontal channels with valence signal among melancholic, joyful and neutral MSs in every frequency band. Two factors that affect every MI value are three categories (melancholic, joyful and neutral) and EEG electrodes although our focus is on categories differences. Frontal channels include AF3, F7, F3, FC5, FC6, F4, F8, and AF4 while AF3, F7, F3, FC5 are located in right frontal and the remains are in left frontal region. Figure 7 displays the mean and standard deviation of MI between right, left, and all frontal EEG and valence of melancholic, joyful and neutral music in theta, alpha and beta bands. The result of the statistical test is also depicted in this figure. The asterisks indicate significant differences (p<0.05 and p<0.001). As Figure 7 shows in all frequency bands, MI between positive valence (joyful musical excerpts) and EEG of right, left and all frontal channels are significantly higher than MI between negative emotion (melancholic musical excerpts) and EEG. Furthermore, for melancholic and neutral categories, valence of neutral MSs has higher MI with EEG than melancholic MSs while in most of the analysis there aren't any significant differences in MI of studied EEG and valence between joyful and neutral categories. Moreover for every category of MSs, the highest average MI of right, left and all frontal channels with valence are for theta frequency band, and the lowest is for beta frequency band.
Model validation
Performance of the proposed FPC model is assessed by comparing the RMSE of this model with LR, SVR and LSTM-RNN models. LSTM-RNN parameters are selected based on [7] and it has two hidden layers, including an LSTM layer. The learning rate was selected 0.001 with the momentum of 0.9.
In the modeling process of all models, for all musical excerpts and all subjects we divided the corresponding inputs (EEG spectra of different channels) and output (valence or arousal) data vectors into two parts for identification and validation phases. Therefore for every musical excerpt and subject, the model was identified using the data corresponding to the half of each MS and validated by the other part of each MS. The procedure mentioned above was investigated for both valence and arousal dimensions. RMSE was used to evaluate the models' performance. Mean of RMSE of LR, SVR, LSTM-RNN, and FPC, calculated over all subjects for both valence and arousal dimension, are presented in Table  4 . It can be seen that FPC obtains the lowest model error for estimation of both valence and arousal in all musical excerpts; however the SVR model leads to highest RMSE in most of the analysis. Moreover in estimation of valence of joyful category and arousal of melancholic categories LR outperformed the LSTM-RNN. The lowest obtained RMSE value is 0.089 which belongs to valence estimation of MS4 by FPC model.
DISCUSSION
In this study we proposed a fuzzy parallel cascades model to predict the continuous emotional content of musical excerpts with different emotional contents by the time-varying spectral content of EEG. Time-varying spectral of EEG is computed by wavelet transform, and the emotional rating was recorded continuously in two dimensions of valence and arousal. Figure 6 illustrates that the perceived emotion is changing during the time while many previous researchers omit this temporal information by considering the labels for describing emotion [1] [2] [3] .
The musical excerpts used in the current study to induce emotions are categorized to melancholic, joyful and neutral based on their reported valence. The results of statistical testing reported in Table 3 indicate that valence and also arousal of each category are different which confirms proper categories selection. The FPC model is constructed by parallel cascades which enables the model to improve the output estimation through the cascades. The input of each cascade is electrode in theta, alpha or beta frequency bands and delayed versions of it. The MI of time-varying power spectra of EEG with the model output (valence/arousal) has been used to specify the order of applying inputs to cascades. Inquiring the obtained MI values between EEG of right, left and all frontal channels with valence in three categories of melancholic, joyful and neutral MSs indicates higher MI of EEG with positive valence (joyful MSs) compared to negative valence (melancholic MSs). This observation disaffirms the frontal brain asymmetry hypothesis. Some of the previous studies also reported lack of this asymmetry [21, 48] . Inspecting the difference of obtained MI among studied frequency bands demonstrates that frontal EEG in theta frequency band has more relation with valence than alpha or beta bands. This result is consistent with previous researches which reported the involvement of frontal region in theta frequency band during emotion processing [10] . The performance of the FPC model is compared with LR, SVR, and LSTM-RNN model which were utilized for continuous affect recognition in previous studies [7, 28, 29] . The lower RMSE of the FPC model demonstrates superiority of this model in emotion prediction in comparison to other studied models. This higher performance of FPC model can be related to two main characteristics of it. Firstly the parallel cascade structure which is appropriate for identification of systems with high-order nonlinearities [43] such as EEG. Secondly the applied fuzzy-based system which enables us to describe system dynamics by simple rules and apply expert knowledge to optimize the performance of the system [31, 44] . It is notable that our analysis is based on continuous appraisal and the identification and validation of all applied models are by two different parts of the data of an individual during listening to one musical excerpt. Therefore if emotional content of these two parts of MS were different, the estimation error will be increased. There are some points in the current study that can be considered in future researches. Evaluation of continuous affect recognition is an open research problem [49] . The most commonly used measures for evaluation of continuous emotion recognition are RMSE and the Pearson correlation coefficient [49] . However by considering the subjective nature of emotional responses, applying common error based criteria for evaluating the estimated time-varying emotional signal is not plausible. Therefore a new criterion can be developed based on this assumption that if the estimated emotion signal was close to measured emotion, the estimator has acceptable performance and there is no need for the estimated and measured emotion signals to be precisely the same. This definition can be implemented by simple fuzzy rules to have a fuzzy measure for evaluating continuous emotion recognition in future studies. Moreover, we have identified and validated the models based on different parts of the data of the same participant.
This method of model developing may not satisfied generalization thoroughly, as it is one of the important characteristics required for the models to be applicable in a real-life scenario. Therefore one of the other points that can be studied for further analysis is that for the sake of both generality and considering time variable emotional appraisal of music, the model can be identified by one individual and test with others in future works. In this situation, it should be considered that the emotional response of different participants can be affected by their personal parameters such as mood, fatigue, etc [7] .
CONCLUSION
Using proposed fuzzy parallel cascades approach, continuous emotional appraisal in two valence and arousal dimensions was estimated using time-varying EEG power in three frequency bands, namely theta, alpha, and beta. Comparing the RMSE of proposed model with LR, SVR and LSTM-RNN models reveals supremacy of FPC model. The higher MI of time-varying power spectra of frontal EEG in theta band with the valence confirmed the significant role of frontal channels in theta frequency band in emotion recognition reported in former researches. The analysis of MI of right and left frontal EEG electrodes with valence of melancholic and joyful musical excerpts did not indicate laterality in frontal brain in emotion processing. As the proposed model is subjective to generalize it and develop a practical tool, the model would be established on a large database, which perhaps includes subjects with different musical preferences and expertise.
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