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Resumen
Resulta evidente la importancia que tiene para las decisiones de política económica poder separar
aquellos movimientos seculares en las variables económicas de sus componentes estacionales, tanto
para interpretar los datos de la coyuntura como para evaluar el efecto de las políticas mediante
modelos econométricos. Pese a su importancia, usualmente se considera que la estacionalidad no es
más que un ruido molesto que debe ser retirado de las series antes de proceder a su análisis.
Remover la estacionalidad, sin embargo, no resulta trivial. Este trabajo demuestra que los actuales
métodos de ajuste estacional no pueden ser considerados una simplificación inocente de los datos
sin pérdida de información. Técnicas modernas de análisis de estacionalidad sugieren, además, que
ellos podrían distorsionar de manera importante nuestra visión sobre la evolución de la economía y
el impacto que tienen los instrumentos de políticas. En particular, los resultados de este estudio
sugieren que muchas variables macroeconómicas presentan estructuras dinámicas muy diferentes de
las usualmente supuestas, caracterizadas por la presencia de raices unitarias en frecuencias bi-
anuales y trimestrales. Ello sugiere que el análisis y la simulación de la coyuntura y las políticas
económicas que usualmente se hace con series desestacionalizadas sea cuidadosamente
complementado con un análisis equivalente para las variables originales.
Abstract
The importance of separating secular from seasonal movements in macroeconomic data cannot be
understated. For policy purposes, filtering the data is of paramount importance both to analyse
macroeconomic fluctuations and to model and quantify the responses of the economy to policy
shocks. Despite its importance, seasonality is usually considered at best a nuisance that must be
removed from the data before its use. Removing seasonal components is, however, not a trivial task.
This paper presents evidence that popular methods to remove seasonality are not harmless
procedures and that important information is lost in the filtering of the series. Modern techniques
suggest, moreover, that these methods alter our understanding of the relationship among
macroeconomic variables and in response to policy shocks.  In particular, econometric results
suggest that most variables present unit roots not only in their long-run component but also at semi-
annual and seasonal frequencies. Consequently, the analysis and simulation of policy models
undertaken with seasonally adjusted data should be carefully complemented with the analysis of
non-filtered data.
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1. Introducción
Es común encontrar en variables económicas el fenómeno de estacionalidad, es decir, el
movimiento intra-anual sistemático –aunque no necesariamente regular– de la serie de tiempo que
representa una variable económica (Maddala, 1977; Hylleberg, 1992). Existe un largo, y aún
inconcluso, debate sobre la conveniencia de modelar la economía usando variables originales o
desestacionalizadas. Hansen y Sargent (1993) defienden la idea que agentes racionales toman
decisiones en base a datos sin desestacionalizar y que remover la estacionalidad implica, en el mejor
de los casos, eliminar información que podría ser útil para estimar los parámetros de un modelo.
Sims (1993), por el contrario, apoya la idea opuesta; resulta preferible usar datos desestacionalizados
por cuanto en el proceso de ajustar un modelo a los datos originales, se corre el riesgo de darle
demasiada importancia a capturar efectos estacionales –que en sí son secundarios– en desmedro de
una mejor parametrización de las características principales del modelo.
A pesar de lo importante que resulta este debate, la mayor parte de los investigadores prefiere
usar datos desestacionalizados. La justificación sería que, si bien estos movimientos son
anticipables, típicamente éstos no están directamente relacionados al objetivo del estudio y, por lo
tanto, no resulta necesario modelarlos explícitamente en el análisis. Por ejemplo, al estudiar los
determinantes de la producción agrícola se incluyen variables que representen las condiciones
climáticas pero no se hace un modelo que explique la variabilidad del clima.
Para enfrentar el problema de estacionalidad, tradicionalmente los investigadores han
ocupado series corregidas por algún organismo o han debido realizar su propio ajuste por
estacionalidad. Entre los métodos más comunes están el uso de variables mudas estacionales y el
método de promedios móviles, que incluye desde la variación en x-periodos hasta el ARIMA X-11.
Esta última es la metodología más popular tanto porque su nivel de desarrollo analítico es superior,
como porque viene implementada como una opción sencilla de usar en muchos programas
econométricos.1 Es común la confusión, por homofonía, de los conceptos de estacionalidad con estacionariedad. En la
sección 3 se discuten las profundas diferencias entre ellos.
2
Pese a su popularidad, las metodologías tradicionales tienen grandes limitaciones.
Implícitamente, ellas suponen que la o las variables que se desea analizar cumplen determinadas
propiedades estadísticas, las que usualmente no son verificadas previamente con los datos. Algunas
técnicas suponen que los factores estacionales son determinísticos en tanto que otras asumen que
éstos son estocásticos y estacionarios. En general, estas metodologías requieren que las series
originales son estacionarias para estimar adecuadamente los componentes estacionales.
1
Inadvertidamente, algunos métodos imponen estructuras dinámicas que las series no necesariamente
poseen (p.e., la variación en x-periodos). Cuando dichas propiedades no se verifican, las
metodologías de remoción del componente estacional entregan series filtradas que presentan fuertes
distorsiones y que pueden llevar a mala especificación en modelos o a conclusiones equivocadas
cuando éstas se usan para hacer tests de hipótesis.
Más allá de las limitaciones técnicas de los distintos métodos de desestacionalización, existe
una razón más profunda para investigar el comportamiento estacional de las principales variables
macroeconómicas que se relaciona con nuestro conocimiento de las fuentes y efectos de las
fluctuaciones de la economía. Beaulieu y Miron (1995) señalan que, en ocasiones, el estudio de los
componentes estacionales puede convertirse en una importante herramienta para comprender la
estructura de los ciclos económicos. La razón fundamental para ello es que el estudio de ciclos
requiere imponer condiciones de identificación sobre los shocks (transitorios, permanentes) que
afectan a la variable de interés, de la misma manera que se hace para distinguir en un mercado
cualquiera los shocks de oferta y demanda. Según estos autores, resulta más creíble imponer dichas
restricciones sobre los componentes estacionales que sobre los componentes fundamentales. 
Este trabajo presenta una revisión crítica de las prácticas comunes de desestacionalización
a la luz de la literatura moderna sobre ajustes estacionales. El objetivo es presentar el problema de
la remoción de componentes estacionales a un nivel relativamente simple, identificando las ventajas
y desventajas de los distintos métodos de ajuste estacional, e introducir las nuevas tecnologías de
modelación y filtrado de componentes estacionales. La literatura moderna de series de tiempo3
estacionales provee importantes elementos de juicio para comprender las implicancias que tiene la
presencia de componentes estacionales y para entender y modelar la evolución de las variables
macroeconómicas. 
Existen pocos trabajos realizados para estudiar el fenómeno de estacionalidad en variables
macroeconómicas en Chile. A principios de los años 1990, el INE realizó algunos estudios sobre la
aplicación del ARIMA X-11 al IPC (ver Guardia y Pérez, 1991 y 1992; Marshall y Pérez, 1991).
Recientemente, el estudio de Marshall (2000) presenta y aplica la metodología del ARIMA X-12
a las once principales variables macroeconómicas chilenas. 
En este trabajo se ilustra los problemas del análisis de estacionalidad para 15 de las
principales series macroeconómicas en el período 1983-1999 en frecuencia trimestral. El estudio no
pretende ser un examen exhaustivo del tema sino proveer una descripción de los problemas de la
remoción de estacionalidad y sugerir nuevas evidencias al respecto que podrían ser de utilidad para
la modelación de las variables económicas. En este sentido, es importante realizar un análisis
complementario a este estudio con datos mensuales para contar con una perspectiva detallada de la
manera como la estacionalidad afecta o potencia el análisis económico.
Entre las principales conclusiones se encuentra que, en general, no existe evidencia que
sustente la remoción de estacionalidad por el método de variación en x periodos. Además de la
presencia de raíces unitarias anuales, se encuentra que en muchas variables existe evidencia de una
raíz unitaria semestral o trimestral. Este es un resultado inédito con implicancias potencialmente
complejas para la modelación pues señala la presencia de ciclos en las frecuencias semestrales y
trimestrales que la mayoría de los modelos no considera en forma alguna.
El trabajo está organizado de la siguiente manera. La sección 2 de este trabajo describe los
métodos más comunes (y a la vez limitados) para modelar los componentes estacionales de una
variable económica y para removerlos con el fin de obtener series desestacionalizadas: el método
de regresión para estacionalidad determinística y la metodología X-11 de promedios móviles. La
sección 3 presenta  las metodologías de análisis de estacionalidad estocástica que se concentra en
métodos uniecuacionales. La sección 4 recoge las conclusiones.2 La metodología de la variación en x-periodos implícitamente supone que la serie es no estacionaria –al
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2.  Metodologías de Remoción de Estacionalidad para Variables Estacionarias
En esta sección consideramos las dos principales metodologías de remoción de la
estacionalidad que parten de la base que las series son estacionarias: el método de las variables
mudas (dummies) y la metodología X-11
2. Estas son las metodologías más antiguas y, pese a ser aún
populares, son limitadas e imponen fuertes restricciones a la naturaleza estocástica de las series y
de la estacionalidad.
2.1  Método de Regresión
Esta es, probablemente, la manera más simple de remover componentes estacionales. No
obstante es la que impone mayores restricciones sobre las características que debe cumplir el
fenómeno de estacionalidad. En el método de regresión se utiliza una serie de variables mudas para
capturar los efectos estacionales:
donde cada variable Di toma valores 1 en el periodo que ésta representa (p.e., enero de cada año) y
cero en cualquier otro periodo. El modelo (1) puede ser extendido para incluir otras variables
explicativas o un proceso más complejo –aunque estacionario– para el error (p.e., un ARMA).
En la medida que los coeficientes i sean estadísticamente significativos, habrán
componentes estacionales. Consecuentemente, la serie desestacionalizada y*t se calcula como:
donde  son los parámetros estimados para cada componente estacional que resulten significativos. ˆ i5
Como resulta evidente, al modelar la estacionalidad de esta manera se asume (y de hecho se
fuerza) a que el efecto estacional sea determinístico, es decir que en cada año el cambio en la
variable por razones estacionales sea exactamente el mismo. Ello no es un supuesto adecuado para
muchas de las variables económicas debido a que el comportamiento estacional se determina por
numerosas y muy heterogéneas fuentes, lo que sugiere que éste sea modelado como una variable
aleatoria. 
El uso de dummies para modelar estacionalidad en un análisis de regresión presenta el
problema de inducir correlaciones espúreas entre las variables (Abeysinghe, 1994a), en tanto que
su uso para predecir variables en modelos de series de tiempo (p.e., ARIMA, VAR) produce
predicciones fuera de muestra que son de peor calidad que las que se obtienen de otros métodos (X-
11 o la variación en x-periodos), en especial en modelos multivariados (Abeysinghe, 1994b).
No obstante, este método satisface algunas características que son deseables en cualquier
método de remoción de estacionalidad: que se preserve el promedio de la serie original, que los
componentes estacionales sean ortogonales entre si, y que al aplicar el método a la serie
desestacionalizada no se obtengan nuevos factores estacionales (idempotencia).
Los resultados de la aplicación de este método a las 15 variables seleccionadas se presenta
en el Cuadro 1. El análisis se ha hecho en base a la ecuación 1, la que fue complementada con una
tendencia determinística y un proceso AR(1) para controlar la autocorrelación de residuos cuando
resultó necesario. Se reportan los resultados solamente de aquellos coeficientes que resultaron
significativos al 95%.6
Cuadro 1
Estimación de Componentes Estacionales con el Método de Variables Mudas
1983.1-1999.3
Variable Trimestre I Trimestre II Trimestre III Constante Tendencia AR1 R²
PIB real 0.045 0.020 -0.025 12.980 0.018 0.780 0.990
Consumo real -0.039 -0.039 -0.021 12.570 0.018 0.868 0.996
Inflación -0.019 -0.012 -0.012 0.091 -0.001 0.270 0.604
M1A  nominal 0.085 0.055 1.008 0.998
M1A  real 0.093 0.064 2.705 0.022 0.743 0.988
M2 nominal 0.026 3.903 0.075 1.038 0.999
M2 real 0.032 0.015 3.460 0.031 0.712 0.998
Tasa Captación nom -0.348 -0.171 1.287 -0.014 0.432 0.556
Tasa Captación real -0.343 -0.170 1.245 -0.013 0.433 0.560
Tasa Colocación nom -0.234 -0.126 1.535 -0.013 0.477 0.660
Tasa Colocación real -0.230 -0.124 1.505 -0.013 0.478 0.660
Tasa Desempleo 0.115 0.085 0.081 0.975 0.928
Términos Intercambio 4.780 0.947 0.995
Tipo de Cambio Nom. -0.021 5.577 0.947 0.995
Nota: todas las variables están en logaritmos, excepto las variables en tasas.
Como se puede ver, la mayoría de las variable presenta evidencia de componentes
estacionales, en particular en el trimestre I y posiblemente en el IV (representado por la constante).
Es notable que el tipo de cambio no presente evidencia de estacionalidad y que las variables
monetarias presenten el mismo patrón estacional en términos nominales y reales. Sin embargo, como
se discute en la sección 3, estas regresiones están sujetas a problemas de correlación espúrea y mala
especificación (como puede verse claramente en aquellos casos en los cuales el parámetro del AR1
es cercano a 1), cosa que sucede en varias de las series.7
2.2  Método de los Promedios Móviles
El más conocido de los métodos de promedios móviles es el X-11 (y su versión más
moderna, el ARIMA X-12) desarrollado por el US Bureau of the Census. El punto de partida de la
metodología es el teorema de Wold que demuestra que cualquier serie de tiempo estacionaria puede
ser descompuesta en tres componentes básicos: una tendencia determinística, un componente
estacional, y un conjunto de innovaciones (Hamilton, 1994).
En líneas genéricas, la metodología se compone de dos partes que funcionan de manera
independiente. El objetivo de la primera etapa es eliminar de la serie aquellas observaciones
"extremas" que, de no ser eliminadas, podrían distorsionar la medición de los componentes
estacionales. Para ello, se estima un modelo ARIMA que incluye regresores (dummies) para capturar
efectos de eventos especiales (feriados, años bisiestos, etc.), observaciones atípicas (outliers),
cambios de niveles de las series (quiebres), tendencia y un conjunto de dummies que operan como
estimadores preliminares de la estacionalidad. El modelo ARIMA se escoge de modo tal que
satisfagan varios requisitos, entre ellos un bajo error de predicción fuera de muestra, ausencia de
correlación y estacionariedad de residuos. Una vez estimado el modelo ARIMA se realizan dos
transformaciones a la serie original: (1) se reemplazan los valores extremos por valores filtrados
eliminándose la posible distorsión, y (2) se predice un cierto número de periodos (típicamente 2
años) fuera de cada extremo de la muestra y se añaden los valores predichos a la serie original. El
objetivo de esto último se describe a continuación.
En la segunda etapa se estiman los componentes estacionales por medio de promedios
móviles. En una primera parte, se estima el componente de tendencia de la serie transformada en la
etapa anterior utilizando los llamados promedios móviles de Henderson. El promedio móvil de
Henderson es un promedio ponderado de manera decreciente de 3, 5, 7, ... observaciones centrado
en la observación de interés, por lo que considera valores pasados y futuros. El número de
observaciones es seleccionado automáticamente por el programa. En la segunda etapa, se estiman
los componentes estacionales de la serie ajustada en la primera etapa a la cual se le han eliminado
adicionalmente los componentes de tendencia. El papel que cumplen estas observaciones añadidas3 La descripción supone que la estacionalidad es multiplicativa. El método X-11 permite estacionalidad
aditiva, cuyo tratamiento es muy similar, solo que la remoción de la estacionalidad es y*t = yt -si . Una
descripción detallada se encuentra en Ladiray y Quenneville (1999).
8
es mejorar el cálculo de los componentes estacionales usando promedios móviles en los extremos
de la muestra donde la información está truncada.
El procedimiento para datos trimestrales es el siguiente (para datos mensuales el
procedimiento es análogo
3):
• Se transforman los datos usando la técnica de Box y Cox (1964).








• Se calculan los índices estacionales, i, como el promedio de los valores de r estimados para
cada trimestre (por ejemplo, para el primer trimestre se usan r1, r5, r9, ...).
• Se normalizan los índices estacionales para preservar la media de la serie original de la








adecuada haciendo tests de especificación y de estacionalidad residual.
Aunque el método ARIMA X-11 es muy popular no está exento de limitaciones. En términos
analíticos es fácil identificar algunas de sus debilidades. En primer lugar, el método produce en la
mayor parte de las aplicaciones prácticas un filtro no lineal, porque en los subfiltros se utilizan9
promedios de Henderson con distinto número de rezagos determinados de manera endógena en
función de la presencia de valores extremos en los datos (Ghysels y Perron, 1993). Ello, distorsiona
las propiedades dinámicas de las series. Segundo, el filtro induce correlación en datos distantes
producto del uso de promedios móviles de Henderson que no no necesariamente existe en las series
originales. Tercero, para varias clases de modelos el uso de un ARIMA para la predicción en las
puntas de la muestra utilizando variables expresadas en logarítmos produce un sesgo sistemático
hacia abajo en las series ajustadas por estacionalidad (Franses, 1997). La magnitud y sentido del
sesgo dependen, desafortunadamente, de la estructura particular de cada modelo. Cuarto, el
tratamiento de los componentes irregulares (por ejemplo, Semana Santa que cae en distintos días
del mes de abril de cada año) no es necesariamente óptimo en esta metodología, favoreciéndose su
remoción por métodos indirectos previos al filtrado de los datos con X-11 (Lee, 1998).
En el Cuadro 2 se presentan los resultados de aplicar la versión de ARIMA x-11 que contiene
el programa econométrico E-Views 3.0 a las 15 series seleccionadas en este trabajo. En todos los
casos, el procedimiento encuentra efectos estacionales estadísticamente significativos. Como se
puede observar, el método selecciona componentes que son marcadamente diferente de los
encontrados en el Cuadro 1. Nótese, por ejemplo, que la magnitud del efecto estacional en el caso
de las variables monetarias es sustancialmente diferente al estimado por el método de dummies. Otro
tanto se verifica en el caso de las tasas de interés –que ahora tienen un componente estacional que
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Cuadro 2
Estimación de Componentes Estacionales Promedio con el Método ARIMA X-11
1983.1-1999.3
Variable Trimestre I Trimestre II Trimestre III Trimestre IV
PIB real 0.033 0.001 -0.036 0.002
Consumo real -0.015 -0.023 0.019 0.019
Inflación 0.007 -0.002 0.000 -0.005
M1A  nominal 0.042 0.011 -0.034 -0.019
M1A  real 0.043 0.013 -0.033 -0.023
M2 nominal 0.007 0.000 -0.005 -0.002
M2 real 0.006 0.001 -0.002 -0.006
Tasa Captación nominal -0.110 -0.030 0.018 0.134
Tasa Captación real -0.107 -0.030 0.019 0.130
Tasa Colocación nominal -0.056 -0.029 -0.014 0.107
Tasa Colocación real -0.053 -0.026 -0.018 0.104
Tasa Desempleo -0.001 0.012 0.021 -0.031
Términos Intercambio -0.009 0.000 0.008 0.000
Tipo de Cambio nominal 0.012 -0.006 -0.004 -0.003
2.3  La variación en x-periodos
Desestacionalizar tomando la diferencia logarítmica en x-periodos (12 meses, 4 trimestres)
supone implícitamente que el shock estacional es exactamente equivalente entre periodos:
donde f es el componente fundamental de la serie y s es el efecto estacioal.
Como se puede ver en la ecuación (3), la tasa de crecimiento en x-periodos
desestacionalizada estará bien medida sólo si ûlog s es cero (es decir, st = st - 1). De no ser así,  x
d
t
está distorsionado. Nótese, además, que al tomar diferencia de orden s, se introduce una raíz unitaria
de orden s que no existía en la serie original.11
3.  Eficiencia Relativa de los Métodos de Desestacionalización
Resulta evidente la importancia que tiene para la toma de decisiones de política económica
poder separar aquellos movimientos seculares de las variables económicas de sus componentes
estacionales, tanto para interpretar los datos como para evaluar el efecto de las políticas. Ello sugiere
la necesidad de comparar la eficiencia y calidad de los métodos de desestacionalización. No
obstante, un problema evidente de la evaluación empírica comparada de métodos de
desestacionalización es que, como no es posible observar la estacionalidad directamente, dicha
comparación debe hacerse de manera indirecta usando técnicas de simulación de Monte Carlo. En
ésta, se preespecifica una cierta forma de estacionalidad, se crea artificialmente las series incluyendo
dichos patrones estacionales, y después se filtran las series con distintas técnicas comparando los
resultados. Así, la evaluación está limitada por la especificación estocástica de las series, por el
tamaño de muestra y por las diferentes características del método de simulación empleado.
Sims (1974) y Wallis (1976) demuestran que si la remoción de componentes estacionales en
un modelo econométrico ocupa un proceso de filtrado común para todas las series se mantienen las
condiciones de consistencia del modelo expresado en términos de las variables sin ajuste estacional
siempre y cuando no hayan variables endógenas rezagadas. Esta propiedad de invarianza es
importante pues se asegura, por ejemplo, que si la especificación del modelo o las reglas de decisión
de los agentes eran óptimas con las series originales, el proceso de desestacionalización no las
distorsiona. No obstante, si los métodos de filtrado no son equivalentes entre variables la
consistencia no está garantizada. 
Ghysels y Perron (1993), por otro lado, demuestran que la conclusión anterior no puede ser
extendida a modelos dinámicos en los cuales se incluyen variables endógenas rezagadas. Esta
conclusión es de importancia, como veremos en la sección 3, para el análisis de series de tiempo con
raíces unitarias y, en general, para todos los modelos macroeconómicos de interés.
Ermini (1998) realiza una evaluación de la calidad del método ARIMA X-11 en presencia
de quiebres estructurales. El autor compara qué sucede cuando se analiza la presencia de quiebres12
en una serie usando tanto datos desestacionalizados con el método ARIMA X-11 como datos sin
desestacionalizar. El principal resultado del estudio es que este método de desestacionalización
puede inducir al investigador a encontrar evidencia de quiebres estructurales inexistentes.
Naturalmente, Ermini es capaz de descubrir este fenómeno porque dispone de ambas series. No
obstante, la implicancia que obtiene el autor del trabajo es que es preferible no desestacionalizar los
datos cuando se dispone de la serie original.
Ghysels et al. (1997) estudian el efecto de los filtros sobre la volatilidad de las series
macroeconómicas, en particular sobre modelos de varianza estocástica tipo GARCH. Los autores
encuentran que los métodos X-11, aplicados para remover componentes estacionales en la media
de las series, son capaces de inducir un patrón estacional artificial en la varianza de las series cuando
ésta no existe y subestiman el tamaño y persistencia del componente ARCH cuando éste existe.
Una manera simple de evaluar los métodos de desestacionalización consiste en (a) testear
si las series desestacionalizadas efectivamente están libres de componentes estacionales y (b) si otras
características de las variables (p.e., la tendencia) no han sido afectadas por el procedimiento.
Franses (1997) sugiere realizar los siguientes tests:











Test 2: ¿Se mantuvo la tendencia?   t  yt	y

t  I(0)
La lógica del primer test es directa: si la estacionalidad ha sido adecuadamente removida no
debiesen haber correlaciones estacionales en la serie desestacionalizada. Un test t sobre los
coeficientes es adecuado. El segundo test investiga si las tendencias –posiblemente estocásticas– de
ambas series se separan en el tiempo; si ello ocurre significa que el residuo no es estacionario
(varianza finita). Si el proceso de remoción de estacionalidad es “neutro con respecto a la tendencia”
el vector de cointegración debiera ser (1,-1). Planteado de esta manera, sobre la base de la literatura
de cointegración (ver sección 3), cualquier test de raices unitarias para  = y-y* es adecuado. En la
aplicación de este último test se testeó dos versiones: en la primera se excluyó la constante del13
vector de cointegración (1,0,-1) y en la segunda se dejó la constante como un coeficiente libre (1,µ,-1).
Cuadro 3




¿Hay trazas de estacionalidad?
Test 2
¿Se afectó la tendencia?
Trimestres Significativos ADF (1,0,-1) ADF (1,µ,-1)
PIB real - -1.84 -3.08
Consumo real - -3.62* -
Inflación 4 -1.62 -3.47*
M1A  nominal - -0.79 -1.76
M1A  real - -2.79* -
M2 nominal 4,12 4.11* -0.37
M2 real 8,12 -4.56* -
Tasa Captación nominal 4 -3.66* -
Tasa Captación real 4,8 -3.21* -
Tasa Colocación nominal 4 –2.82* -
Tasa Colocación real 4 -1.92 -2.00
Tasa Desempleo 4,8 -3.17* -
Términos Intercambio - -1.36 -1.82
Tipo de Cambio nominal - -2.26* -
Nota: (*) rechaza la hipótesis nula de raíz unitaria al 95%.
En el Cuadro 3 se presentan los resultados de la estimación para las 15 variables de interés.
Como se puede ver en la columna 1, hay trazas de efectos estacionales en 9 de las 15 variables, lo
que implica que el procedimiento de desestacionalización estándar de ARIMA X-11 fue inadecuado.
En la columna 2 se presenta el resultado de aplicar el test de Dickey-Fuller (12 rezagos) a las
variables. Se desprende que en 7 de las 15 variables las variables no cointegran y, por lo tanto, una
vez aplicado el método de desestacionalización se distorsionó la tendencia de la serie original. El14
resultado no se afecta si en el vector de cointegración se permite que la constante sea un parámetro
libre.
4.  Análisis de Estacionalidad bajo No Estacionariedad
Durante los últimos 15 años la econometría de series de tiempo ha sufrido una
transformación mayor como resultado del estudio de procesos no estacionarios uni y multivariados.
El interés en este tipo de proceso –que es el encontrado más comúnmente en series
macroeconómicas– es que un alto riesgo que una regresión que contenga una o más variables no
estacionarias produzca resultados espúreos, es decir, parámetros significativos y modelos con buen
ajuste cuando no existe relación alguna entre los datos (Granger and Newbold, 1974).
Adicionalmente, la distribución de los parámetros de una regresión de mínimos cuadrados que
incluye variables no estacionarias no es asintóticamente normal, por lo que los tests de hipótesis
estándares no son válidos (Hamilton, 1994). Por ello, determinar la presencia de raíces unitarias es
tan importante en la modelación moderna de series de tiempo.
Para el análisis del fenómeno de estacionalidad esta revolución significa que resulta
necesario estudiar tres problemas:
& ¿Cuál es el efecto de las técnicas estándares de remoción de estacionalidad sobre los tests
de raíces unitarias?
& ¿Es posible encontrar raíces unitarias en el componente estacional? 
& ¿Cómo se modela un proceso no estacionario en el componente estacional?15
4.1  Efecto de los filtros de estacionalidad sobre los tests de raíces unitarias
Si la estacionalidad es determinística, los filtros de remoción no tienen efecto sobre los tests
de raíces unitarias. Dickey et al. (1984) demuestran que en el test de Dickey y Fuller la distribución
del parámetro ! –que testea la presencia de una raíz unitaria– no depende de la remoción de
componentes estacionales determinísticos y por lo tanto el test continua siendo válido.
No obstante, cuando la estacionalidad no es determinística los tests de raíces unitarias son
fuertemente afectados. Ghysels (1990) demuestra que si se usan datos ajustados por estacionalidad
con promedios móviles (X-11 o variación en x periodos), se sobreestima la persistencia de los
shocks y, por consiguiente, el poder de los tests de raíces unitarias se reduce. Olekalns (1994)
extienden este resultado para los casos en que se usan dummies o filtros band-pass para modelar la
estacionalidad. 
Por ello, no resulta sorprendente que al aplicar tests de raíces unitarias a datos originales y
desestacionalizados de una misma serie se pueda llegar a conclusiones contradictorias. Ghysels
(1990) demuestra que es posible que la noción que el PIB de Estados Unidos tiene una raíz unitaria
(sea no-estacionario) se deba al modo como éste es desestacionalizado. Lee y Siklos (1991) estudian
las 19 principales variables macroeconómicas de Canada encontrando que los tests de raíces
unitarias entregan conclusiones contrapuestas en 14 de ellas.
El Cuadro 4 revela que en Chile este problema también se verifica. En 6 de las 9 variables
que los test de DF hechos sobre variables originales señalan son estacionarias, el mismo test hecho
con variables desestacionalizadas no rechaza la hipótesis nula de una raíz unitaria. El test PP es más
robusto a este problema. El método de variables mudas distorsiona menos los tests de raíces
unitarias para estas variables. Esto último es razonable que suceda cuando existen tanto
componentes estacionales determinísticos como estocásticos en las series; en tal caso, este método
captura adecuadamente la estacionalidad determinística pero ello no elimina el problema de la
estacionalidad estocástica remanente. 16
Cuadro 4
Efecto de la Desestacionalización en Tests de Raíces Unitarias
1983.1-1999.3




Variable DF PP DF PP DF PP
PIB real -3.70* -4.41* -3.55* -2.51 -2.73 -1.28
IPC -0.19 0.97 0.17 1.32 0.29 1.40
Inflación -3.50* -7.76* -3.58 -7.79 -3.31 -5.36*
M1A  nominal -0.82 -0.67 -0.44 0.24 -0.01 0.57
M1A  real -4.05* -4.47* -3.65* -3.41 -3.40 -3.30
M2 nominal 0.42 0.75 0.78 1.20 1.11 1.57
M2 real -2.89 -6.85* -2.96 -6.97* -3.20 -7.22*
Tasa Captación nom -3.82* -5.98* -3.68* -5.18* -3.48 -4.46*
Tasa Captación real -3.84* -5.96* -3.70* -5.17* -3.50* -4.45*
Tasa Colocación nom -3.54* -5.46* -3.45 -4.96* -3.18 -4.27*
Tasa Colocación real -3.56* -5.43* -3.46 -4.95* -3.19 -4.26*
Tasa Desempleo -0.58 -1.18 -0.26 -0.53 -0.34 -0.44
Términos Intercambio -2.41 -1.23 -2.41 -1.23 -2.13 -1.10
Tipo de Cambio Nom. -3.61* -2.44 -3.67* -2.51 -3.79 -2.61
Nota: (*) rechaza la hipótesis nula de no-estacionariedad al 95%. Valor crítico del test es -3.48.
4.2  Tests de raíces unitarias en el componente estacional
Al igual que en el caso que existan raíces unitarias en el componente secular de una variable,
la presencia de raíces unitarias en el componente estacional es capaz de producir correlación espúrea
en regresiones que utilizan dichas variables. Abeysinghe (1991) realiza un análisis de Monte Carlo
estudiando el efecto en regresiones de mínimos cuadrados que incluyen variables que por
construcción están no correlacionadas pero cuyos componentes estacionales son no estacionarios.4 Aroca y Ribeiro (1998) presentan un survey de los principales métodos paramétricos uniecuacionales. El
número de enero-febrero de 1993 del Journal of Econometrics es un volúmen especial dedicado al problema
de estacionalidad en modelos econométricos.
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Utilizando 500 replicaciones encuentra que se rechazó la hipótesis nula de no-correlación entre las
variables en más del 50% de los casos pese a que se controló el test con dummies estacionales.
Por otro lado, es interesante notar que la metodología de Box-Jenkins de tomar variaciones
en x-periodos asume, implícitamente, que la estacionalidad es no-estacionaria. En efecto, es de uso
frecuente utilizar datos en variaciones en x-periodos que tienen la siguiente forma genérica:
donde s=4 en el caso trimestral y s=12 en el caso mensual. Al tomar la diferencia de orden s en la
ecuación (4) se remueva una raíz unitaria en dicha frecuencia. Como se señaló en la sección 2.3, esta
diferenciación no es testeada en los datos, sino que es impuesta ex-ante por el usuario. Naturalmente,
si esta restricción no es parte del verdadero proceso que gobierna yt, aquellas regresiones que usen
datos desestacionalizados de esta manera pueden producir correlaciones espúreas.
Este tipo de observaciones son las que han llevado, desde mediados de los años 1980, al
desarrollo de un gran número de tests de raíces unitarias en el componente estacional. Tests
paramétricos incluyen los de Dickey, Hasza y Fuller (1984), Osborn et al. (1988), Hylleberg, Engle,
Granger y Yoo (1990), Beaulieu y Miron (1993) y Johansen y Schaumburg (1999). Geweke y
Porter-Hudak (1983) propone tests no-paramétricos, mientras que Canova (1993) prefiere un
enfoque Bayesiano.
4 Franses et al. (2000) proponen una metodología Bayesiana para testear por
raíces unitarias estacionales simultáneamente con cambio de medias estacionales, lo que incrementa
el poder de los tests basados en la hipótesis nula de no estacionariedad. En esta sección describimos
en detalle los principales tests y, en particular, las implicancias que éstos tienen para los modelos





(A) Test de Hylleberg, Engle, Granger y Yoo
El test de Hylleberg, Engle, Granger y Yoo (1990) se ha convertido en el método más
popular de verificar la presencia de raíces unitarias estacionales. El tratamiento propuesto resulta
en gran medida revolucionario pues los autores proponen que en vez de tratar la estacionalidad
tomando diferencias entre periodos equivalentes como es habitual, es decir (1-L
4 )yt en el caso
trimestral, se descomponga el problema de la siguiente manera:
5
La ventaja de descomponer de esta manera el problema es que el test se vuelve muy general
y se pueden testear simultáneamente varias hipótesis de interés. Consideremos las posibles
soluciones de una generalización de la equación (5): 
donde .1 = .2 = .3 = .4 = 1 es equivalente a tener una raíz unitaria en la estacionalidad. Pero, además,
esta descomposición es flexible pues considera las siguientes alternativas de estructura estocástica
en una serie: 
(1) si  .1 = 1 la variable tiene una raíz unitaria no estacional. 
(2) si  .2 = 1, entonces la variable tiene una raíz unitaria en frecuencia semi-anual.
(3) si  .3 = 1 o .4 = 1, entonces la variable tiene una raíz unitaria en frecuencia trimestral.19
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Es posible demostrar que la ecuación (6) es equivalente a la siguiente expresión en la
vecindad de .1 = .2 = .3 = .4 = 1:
Definiendo i  =  .i -1 y aplicando (7) a  yt se obtiene la siguiente igualdad que forma la base
del test de HEGY:
donde 5 = (3 - 4)i y 6 = (3 + 4).
Para implementar el test, se procede a definir las siguientes variables auxiliares:
Finalmente se estima la siguiente regresión por mínimos cuadrados ordinarios:
donde las siguientes preguntas de interés pueden ser testeadas directamente: (1) si no se puede
rechazar la hipótesis nula que 1 = 0, entonces hay una raíz unitaria no estacional en yt; (2) si no se
puede rechazar la hipótesis nula que 2 = 0, entonces hay una raíz unitaria en frecuencia semestral
(bi-anual) en yt; (3) si no se puede rechazar la hipótesis nula que 5 = 6 = 0, entonces hay una raíz






Este modelo puede ser extendido para acomodar una hipótesis alternativa más rica que la que
hemos considerado implícitamente hasta el momento (es decir, que yt es ruido blanco). De manera
equivalente a como se extiende el test de Dickey-Fuller se pueden incluir un intercepto, tendencia
determinística, y estacionalidad determinística de la siguiente manera:
La ecuación 11 puede ser estimada con mínimos cuadrados ordinarios, pero los tests de
hipótesis no tienen la distribución estándar normal, sino una distribución particular tabulada por
Hylleberg et al. (1990) que depende de la presencia de regresores de intercepto, tendencia
determinística, o estacionalidad determinística.
(B)  Test de Canova y Hansen
A diferencia del test HEGY, el test propuesto por Canova y Hansen (1995) parte de la
hipótesis nula que la estacionalidad es estacionaria y puede ser visto como una extensión del test de
raíces unitarias de Kwiatkowski et al. (1995). La principal ventaja de este enfoque es que evita, en
gran medida, el problema de potencia de los tests de raíces unitarias que tienen como hipótesis nula
la no estacionariedad (DF, HEGY), sobre todo si los residuos presentan una estructura de media
móvil. La base del test es la observación que si la variable de interés, sus determinantes y la
estacionalidad fuesen procesos estacionarios, los residuos deben ser  estacionarios. Así, si se asegura
que variable y determinantes son estacionarios pero los residuos son integrados necesariamente se
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donde (1-L
i)yt es la variable de interés diferenciada adecuadamente para asegurar que ésta es
estacionaria, G es un vector de dummies estacionales, Xt un conjunto de regresores estacionarios,
y 0t un shock aleatorio que se modela de manera particular:
donde µ N(0, 1²I), % N(0, I), C es una matriz de TxT de escalares (T es el número de
observaciones) que contiene la parametrización de un proceso de estacionalidad con raíces unitarias,
y 2 es un escalar. Si 2=0, entonces el error de la ecuación (13) es el estándar y se puede hacer una
regresión de mínimos cuadrados ordinarios. Si 2g0, entonces el error en la ecuación (13) se
distribuye como N(0, 1²I+2²CC`), la variable tiene estacionalidad no estacionaria y la regresión
debe estimarse por mínimos cuadrados generalizados. El test, entonces, tiene como hipótesis nula
Ho: 2=0 y se construye como:
donde  son los residuos de estimar (13) por OLS y S() es la t-ésima fila de C`  . El estadístico ˆ 0t ˆ 0t
propuesto por Canova y Hansen (1995) es  .  L
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Un problema adicional con el estadístico es obtener un estimador de 1², para lo cual Canova
y Hensen recomiendan utilizar:
donde k(.) es un kernel, en particular el Kernel cuadrático espectral. La distribución del test es no-
estándar  pero depende sólo del número de raíces unitarias que se testee (los autores proveen tablas
basadas en la distribución von Mises).
La matriz C  se elige de la siguiente manera:22















& Para el test conjunto de raíz unitaria no estacional y trimestral se suman los estadísticos L
de los dos primeros tests.
(C)  Diferencias entre los Tests de Raíces Unitarias en el Componente Estacional
Hylleberg (1995) estudia las diferencias entre estos dos principales tests de raíces unitarias
en el componente estacional de frecuencia trimestral. Encuentra que mientras el test HEGY procede
de general a particular y testea como hipótesis nula la existencia de una raíz unitaria, el método CH
procede en sentido inverso de particular a general y testea la hipótesis nula de un proceso
estacionario con estacionalidad determinística. 
Debido a su distinta naturaleza, los tests presentan distinto potencia y son sensibles a la
verdadera –pero desconocida– naturaleza del proceso estocástico de las series. En particular, los
resultados del test CH son sensibles al hecho que la variable de interés no sea estacionaria. Además,
el poder del test HEGY resulta incrementado si se le añade un rezago de la variable endógena, en
tanto el test CH rechaza la presencia de raíces unitarias excesivamente si tal rezago es añadido. Por
ello, se utilizará de preferencia el test HEGY para caracterizar las principales variables de la
economía chilena.
Algunos autores han señalado la debilidad de los tests paramétricos tipo HEGY en presencia
de residuos con estructuras MA (Aroca y Urga, 1998) lo que nos obliga a ser cautelosos en la
interpretación de los resultados. No obstante, Hylleberg (1995) demuestra que el test HEGY no es
muy sensible a la presencia de componentes MA para discernir la presencia de raíces unitarias en
la frecuencia cero. Para el caso de las raíces unitarias en frecuencias semi anuales, el test pierde23
poder si se usan pocos rezagos en la estimación. No obstante si se usa al menos cinco rezagos, el test
pierde poder sólo marginalmente.
4.3 Análisis de Raíces Unitarias Estacionales de las Principales Series Macroeconómicas
Chilenas
Se aplicó el test HEGY a las 15 principales variables macroeconómicas chilenas. Los
resultados, que son poco sensibles a la especificación de la hipótesis alternativa (con o sin tendencia,
con o sin dummies estacionales, siempre y cuando se controle adecuadamenter por autocorrelación
de residuos), se presentan en el Cuadro 5 y se resumen de manera sintética en las siguientes
conclusiones:
(1) En general, no existe evidencia que sustente la remoción de estacionalidad por el método de
variación en x periodos.
(2) En la mayor parte de las variables no se puede rechazar la hipótesis nula que exista una raíz
unitaria en el componente no estacional. Este resultado es el estándar que se encuentra en
la mayoría de los  trabajos que utilizan tests de raíces unitarias tipo Dickey-Fuller.
(3) En muchas variables existe evidencia de una raíz unitaria semestral. Este es un resultado
inédito con implicancias potencialmente complejas para la modelación pues señala la
presencia de ciclos semestrales –diferentes de aquellos estacionales– que la mayoría de los
modelos no considera en forma alguna.
(4) En más de la mitad de las variables existe evidencia que la estacionalidad no es estacionaria.
Este es un resultado interesante porque sugiere que la remoción de componentes estacionales
con métodos tipo ARIMA X-11 puede haber inducido los problemas de especificación y
distorsión de la dinámica discutidos más arriba. En consecuencia, sería importante evaluar
en qué medida controlar adecuadamente la estacionalidad en los modelos econométricos
afecta la percepción sobre la efectividad y dinámica temporal de las políticas económicas.24
(5) Para aquellas variables que no tienen estacionalidad integrada, resalta el hecho que el tipo
de cambio no tenga estacionalidad determinística.
Cuadro 5
Test HEGY para las Principales Variables Macroeconómicas
1983.1-1999.3




PIB real si si si -
IPC si no no si
Inflación si si si -
Consumo real si si no si
M1A nominal si no si -
M1A real si no si -
M2 nominal si no no no
M2 real no no no si
Tasa Captación nom si si si -
Tasa Captación real si no no si
Tasa Colocación nom si si si -
Tasa Colocación real si no no si
Tasa Desempleo si si si -
Términos Intercambio si si si -
Tipo de Cambio Nom. si no no no
Tipo de Cambio Real si no no no25
xt  CI& con vector de cointegración .
4.4  Modelos de cointegración y corrección de errores con raíces unitarias en el componente
estacional
La presencia de raíces unitarias estacionales sugiere, inmediatamente, la posibilidad que
existan vectores de cointegración estacional entre algunas variables. La presencia de vectores de
cointegración estacional tiene algunas importantes implicancias:
(1) Si hay raíces unitarias estacionales en un modelo de cointegración estándar –a la Engle y
Granger– los parámetros estimados son inconsistentes (HEGY, 1990).
(2) La omisión de vectores de cointegración estacionales puede, potencialmente, producir
problemas de especificación en modelos estimados que se manifiestan en inestabilidad de
parámetros, comportamiento errático de las predicciones y altos errores medios de
predicción.
Hylleberg et al. (1993) extienden el marco analítico de Engle y Granger (1987) para
considerar el caso que haya cointegración en distintas frecuencias. Retomando la descomposición
de una variable presentada anteriormente en términos que ésta pueda poseer una raíz unitaria no
estacional, bi-anual, o trimestral, se puede extender el concepto de cointegración de manera natural
de la siguiente manera: “Un par de series integradas en la frecuencia w (trimestral, semestral, anual)
estarán co-integradas en esa frecuencia si una combinación lineal de ellas es estacionaria en dicha
frecuencia (Hylleberg et al., 1993).” Si la combinación lineal es . entonces:
Nótese que esta definición de cointegración se refiere a cointegración en aquella frecuencia
&. Así, un set de variables podría cointegrar en frecuencia estacional pero no hacerlo en otras













Las implicancias de la definición anterior para el modelamiento de variables
macroeconómicas es la siguiente:
• Cuando la cointegración ocurre solamente en el componente no-estacional, entonces el
modelo reproduce el clásico modelo de corrección de errores de Engle y Granger (1987),
pero estimado sobre las variables de largo plazo (y1 , x1) definidas de acuerdo a la ecuación
(9):
Al igual que es un modelo estándar de cointegración,  es el vector de cointegración de largo
plazo.
• Cuando la cointegración ocurre solamente en el componente semestral, entonces el modelo
de corrección de errores corresponde a:
El vector de coeficientes 2  tiene la misma interpretación que el del modelo de
cointegración, es decir como una tendencia estocástica común o un movimiento “paralelo”
de ambas series, solo que se refiere al componente semestral.
• Cuando la cointegración ocurre solamente en el componente trimestral entonces el modelo
puede ser expresado como:
La ecuación de corrección de errores para el modelo completo puede ser expresada en




















Notese que la ecuación (22) es muy similar a los modelos de corrección de errores simples
solo que en este caso es posible más de un vector de cointegración debido a la presencia de
restricciones en la dinámica que una variable como resultado del componente estacional. Son
precisamente estos componentes adicionales los que, por un lado, mejoran nuestro entendimiento
de la evoluciuón de las variables frente a shocks y, por otro, mejoran la estabilidad de las
estimaciones.
Usando esta metodología, podemos realizar un ejercicio ilustrativo. La teoría de ingreso
permanente señala que, en ausencia de restricciones significativas de liquidez, el consumo se
determina como una fracción del ingreso permanente. En tal caso, el ahorro actua como un
estabilizador intertemporal del consumo, por lo que debiese cumplirse que el consumo y el ingreso
cointegren, es decir:
En particular, la hipótesis más pura del ingreso permanente sugiere verificar que el vector
de cointegración sea (1,-1) para todas las frecuencias. Como se desprende del cuadro 5, el consumo
no tiene raices unitarias en frecuencias trimestrales (± ¼), por lo que nos concentramos en las
frecuencias de largo plazo (1) y semestral (-1). Como referente estimamos el modelo de
cointegración simple y permitimos una constante para asegurar residuos centrados en cero.. 
El cuadro 6 resume los principales resultados. Como se puede ver, el vector de cointegración
estandar arroja un parámetro bastante cercano a 1 para el ingreso y un ajuste relativamente alto
(0.991). No obstante, hay dos problemas con la regresión: la constante es significativamente distinta
de cero (usando la desigualdad de Chebyshev como referente es significativa al 95%) y, más grave
aún, los residuos no son estacionarios de acuerdo al test de Engle y Yoo (1991) al 95%.28
Cuadro 6
Modelos de Cointegración Simple y Cointegración Estacional
1983:1 - 1999:4






















- SI 0.507 2.93 -16.86
Cuando se investiga la presencia de vectores de cointegración estacional se observa, en
primer lugar, que ambas ecuaciones pasan con facilidad el test de cointegración al 95%. En segundo
lugar, es posible rechazar la hipótesis de ingreso permanente más estricta en el largo plazo, pues el
parámetro estimado es bastante menor, y significativamente distinto, de uno. Otro tanto sucede en
el vector estacional semestral. Posiblemente, el vector de cointegración simple captura el efecto
combinado de ambos vectores de cointegración, tanto de largo plazo como semestral. En tercer
lugar, además de estacionalidad estocástica, la estimación del vector de cointegración semestral
sugiere la existencia de factores estacionales determinísticos.
Estos resultados son solo ilustrativos. Entre otras limitaciones, se utilizó la serie de consumo
total en vez de su componente no-durable como sugiere la teoría (que no está disponible). De igual
modo, se utilizó PGB trimestral en vez de ingreso de hogares que es la variable teóricamente
adecuada. No obstante, ellos ejemplifican cuán fuertes pueden ser los sesgos en la estimación de
modelos con datos trimestrales o mensuales sin verificar exhaustivamente la presencia de factores
estacionales.29
5. Conclusiones
El tema de la estacionalidad de las variables económicas no había sido estudiado en
profundidad por los economistas sino hasta recientemente. Analíticamente, existen pocos modelos
capaces de justificar la presencia de estacionalidad en series de tiempo. Empíricamente, es frecuente
considerar que la estacionalidad no es más que un ruido molesto que debe ser retirado de las series
antes de proceder a su análisis.
Este trabajo presenta una revisión crítica de las prácticas comunes de desestacionalización
a la luz de la literatura moderna sobre ajustes estacionales (ARIMA X-11, método de dummies y
diferencias con respecto al mismo periodo en el año anterior). Tanto desde un punto de vista
analítico como empírico para el caso chileno, se demuestra que dichos métodos de ajuste estacional
no pueden ser considerado una simplificación inocente de los datos sin pérdida de información ni
para la interpretación de los datos económicos ni para los modelos de regresión. De hecho, ellos
pueden distorsionar de manera importante nuestra visión sobre la evolución dinámica de la
economía.
El estudio ilustra los problemas del análisis de estacionalidad usando quince de las
principales series macroeconómicas chilenas en el período 1983-1999 en frecuencia trimestral.
Utilizando herramientas de la literatura moderna de estacionalidad y no-estacionariedad se obtienen
importantes resultados empíricos; entre otros, se obtuvo que, en general, no existe evidencia que
sustente la remoción de estacionalidad por el método de variación en x periodos. De hecho, en
muchas variables existe evidencia de que existe una raíz unitaria semestral o trimestral. Este es un
resultado inédito con implicancias potencialmente complejas para la modelación pues señala la
presencia de ciclos semestrales y estacionales que la mayoría de los modelos actualmente en uso no
considera en forma alguna. La existencia de raíces unitarias puede causar tanto inestabilidad en los
parámetros de dichos modelos como correlaciones espúreas; de hecho, si hay raíces unitarias
estacionales en un modelo de cointegración estándar –a la Engle y Granger– los parámetros
estimados son inconsistentes. Adicionalmente, la existencia de raíces unitarias estacionales sugiere30
que la remoción de componentes estacionales con métodos tipo ARIMA X-11 es inadecuada y puede
haber inducido correlación en datos distantes que no necesariamente existe en las series originales.
Finalmente, la presencia de raíces unitarias estacionales sugiere la importancia de estudiar
la existencia de vectores de cointegración estacional. Entre otros efectos, la omisión de vectores de
cointegración estacionales puede, potencialmente, producir problemas de especificación en modelos
estimados que se manifiestan en inestabilidad de parámetros, comportamiento errático de las
predicciones y altos errores medios de predicción. A su vez, ello puede llevar a sobre dimensionar
la estructura dinámica de los modelos, a fin de lograr una parametrización más parsimoniosa,
induciendo mayor lentitud y longitud en las respuestas de las variables a los shocks.31
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