The Ginzburg-Landau equations in a half-plane are considered in the large limit. We look at the reduced set of equations obtained in that limit. It is proved that the one-dimensional solution presented by Pan ͓Commun. Math. Phys. 228, 327 ͑2002͔͒ undergoes a bifurcation for an infinite number of applied magnetic field values which are lower than H C 2 . We also prove that each bifurcating mode is energetically preferable to the one-dimensional surface superconductivity solution, and thus, prove that the surface superconductivity becomes unstable for applied fields which are lower than H C 2
I. INTRODUCTION
Consider a planar superconducting body which is placed at a sufficiently low temperature ͑below the critical one͒ under the action of an applied magnetic field. Its energy is given by the Ginzburg-Landau energy functional which can be represented in the following dimensionless form:
͑1.1͒
in which ⌿ is the ͑complex͒ superconducting order parameter, such that ͉⌿͉ varies from ͉⌿͉ϭ0 ͑when the material is at a normal state͒ to ͉⌿͉ϭ1 ͑for the purely superconducting state͒. The magnetic vector potential is denoted by A ͑the magnetic field is, then, given by hϭٌϫA), h ex is the constant applied magnetic field, and is the Ginzburg-Landau parameter which is a material property. Superconductors for which Ͻ1/& are called type I superconductors, and those for which Ͼ1/& are called type II. ⍀ is a connected domain of superconductor, whose Gibbs free energy is given by E. Note that E is invariant to the gauge transformation
where is any smooth function.
For sufficiently large magnetic fields it is well known, both from experimental observations 2 and both from theoretical predictions, 3 that superconductivity is destroyed and the material must be in the normal state. If the applied magnetic field is then decreased there is a critical field where the material enters the superconducting phase once again. This field is called ''the onset field'' and is denoted by H C 3 .
It is well-known that at the bifurcation from the normal state, superconductivity remains concentrated near the boundary. Alternatively we can say that ⌿ decays exponentially fast away from the boundaries as either or the size of ⍀ tend to infinity, which is the reason why the phenomenon has been termed surface superconductivity. This result has first been obtained for a half-plane, 4 then also for disks, 5 and for general smooth domains in R 2 . [6] [7] [8] [9] It was extended later to weakly nonlinear cases in the large limit.
In the absence of boundaries the critical field at which superconductivity nucleates is denoted by H C 2 and is smaller than H C 3 (H C 3 Ϸ1.7 whereas H C 2 ϭ). Furthermore, the bifurcating modes are periodic lattices, named after Abrikosov [11] [12] [13] which have been observed experimentally.
14 It has been conjectured, therefore, by Rubinstein 15 that superconductivity remains concentrated near the boundary for H C 2 Ͻh ex ϽH C 3 . When h ex ϷH C 2 ͑either for large or for large domains͒ a bifurcation of Abrikosov's lattices far away from the wall was conjectured. 15 Recently, it has been proved both in the large limit, 16, 17 and in the large domain limit 18 that as long as H C 2 Ͻh ex ϽH C 3 superconductivity remains concentrated near the boundaries. From a different direction, Sandier and Serfaty 19 showed for the global minimizer of ͑1.1͒ that as h ex →H C 2 from below and →ϱ, superconductivity vanishes in the domain's interior, away from the boundaries.
Despite the above-mentioned progress the transition from the surface superconductivity solution to the mixed state, where Abrikosov's lattices appear in the bulk of the material, has not been clarified yet. In particular, if the applied magnetic field is decreased below H C 2 it has not been proved yet that:
͑1͒ The surface superconductivity solution becomes unstable, i.e., it is not a local minimizer of E for h ex ϽH C 2 . ͑2͒ The bifurcating mode is indeed the global minimizer and has to be periodic.
In the present contribution we prove, in the large limit, for a domain wall, that the surface superconductivity solution in a half-plane is not a local minimizer of E for h ex ϽH C 2 , and hence cannot be stable. To this end we assume, just like Pan 16 did, that the global minimizer is essentially one-dimensional in the boundary layer. In addition to the instability proof, we find the bifurcating modes and show, by an heuristic argument, that when properly superposed, Abrikosov's lattices can be formed. However, since linear superposition of modes is impossible, in view of the equation's nonlinearity, further research is necessary in that direction.
The Euler-Lagrange equations associated with ͑1.1͒, known as the steady state GinzburgLandau equations, are given in the form
and the natural boundary conditions by
hϭh ex .
͑1.4b͒
In Refs. 16 and 17 it is proved that as →ϱ, h ex Ϫӷ1/ we have, near the boundary
and must satisfy
where ϭ h ex .
Let
where z is a real number, and let
͑1.7͒
The dependence of ␤ on z has been studied in Refs. 20 
where 0 is a real number and f (x 1 ,) satisfies in
͑1.9͒
In Ref. 16 
as x→ϱ.
͑1.10͒
The discussion in Ref. 16 was limited to the case р1, since this is the regime where the surface superconductivity solution is expected to be the global minimizer of E. Nevertheless, it is not difficult to show that the above existence result and ͑1.10͒ still hold when Ͼ1 for any 0 у0. We bring the proof in Appendix A. Weaker conjectures can be made instead of assuming that ͑1.8͒ is the unique class of bounded solutions of ͑1.5a͒. Consider the energy functional
where î 2 is a unit vector in the x 2 direction, and let
͑1.12͒
It is well known 16 that when Ͼ␤ 0 we have
E͑ ͒ϭϪϱ.
We therefore modify the definition of H mag 1 so it would guarantee the existence of a global minimizer to E in the modified space. We thus apply the transformation
͑1.13͒
and define the space
We can now conjecture, just like Pan 16 did, that
is the global minimizer of E in P L 0 , for every LϾ0 and 0 у0.
We note that Pan 16 studied the same problem for Ͼ1 and found that the global minimizer of ͑1.11͒ in P L 0 decays exponentially fast away from the wall. Moreover, it is proved in Ref. 16 that the global minimizer of ͑1.1͒ in a smooth bounded domain must tend, as →ϱ, to a periodic solution whose period is of O(). Periodic solutions have already been studied in the absence of boundaries. [11] [12] [13] Periodicity was imposed in those works in both the x 1 and the x 2 directions. In this work we add the effect of a planar wall: We impose periodicity only in the direction which is parallel to the wall, whereas away from the wall we expect the solution to decay. This problem, which is still much simpler than the determination of the global minimizer of ͑1.1͒, is much closer to real situations than the problem in R 2 .
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The present contribution can be summarized by the following theorem. 
͑1.15͒
where C 1 and C 2 are positive and independent of n.
in some right semi-neighborhood of n for every nуn 0 .
In the next section we discuss the linearized equation and prove ͑1.15͒. Statements 1 and 3 are proved in Sec. III. Finally, in Sec. IV we briefly summarized the results obtained in Secs. II and III and list some related open problems.
II. LINEAR ANALYSIS
Consider the problem
.1a͒
wherein f satisfies ͑1.9͒. Denote by X the space
with the C 2 norm. Let F:R ϩ ϫX→C͕͓Ϫ 0 ,ϱ)ϫR͖ be the operator
Clearly, if uX satisfies F(u,)ϭ0 for some Ͼ␤ 0 , then ϭuϩ f is a solution of ͑2.1͒. Furthermore, since F(,0)ϵ0 for all Ͼ␤ 0 we can consider the linear bifurcation of nontrivial solutions of F(u,)ϭ0 from uϵ0. Let F u denote the Fréchet derivative of F. Then, the linearized form of F(u,)ϭ0 near uϵ0 is
Our first result proves the existence of nontrivial solutions in X for ͑2.4͒ and gives the corresponding critical values of .
Theorem 2.1:
There exists n 0 ( 0 ,)N and a sequence ͕ n ͖ nϭn 0 ϱ , such that when ϭ n non trivial solutions of (2.4) exist. Furthermore, for all nуn 0 n satisfies (1.15) . Proof: Since we look for periodic solutions we multiply ͑2.4͒ by e Ϫinx 2 where nN and integrate with respect to x 2 over ͓Ϫ/,/͔ to obtain
where
To prove the lower bound in ͑1.15͒ we need the following perturbation lemma.
Lemma 2.2:
Let H͑͒ be defined by (1.6) , and let 
͑2.8͒
Let ͕ j ͖ jϭ0 ϱ denote the eigenvalues and ͕u j ͖ jϭ0 ϱ the corresponding eigenmodes, whose L 2 norm is unity, of the following problem:
It is well known, 22 that j ↑ϱ and that ͕u j ͖ jϭ0 ϱ are square integrable and orthogonal. Let
Substituting ͑2.9͒ in ͑2.8͒ we obtain ͑note that 0 ϭ␣)
͑2.10͒
To estimate the first term on the right-hand side of ͑2.10͒ we make use of the following inequality:
͑2.11͒
Since the distance of from the spectrum of P in H‫گ‬Span(u 0 ) is ͉ 1 Ϫ͉ we have
It is not difficult to show, using standard arguments from semi-classical analysis ͑cf. for instance theorem 3.
͑2.13͒
Hence, for sufficiently large ,
Substituting ͑2.10͒ in the above inequality yields
͑2.14͒
By ͑2.12͒ and ͑2.13͒ we have
from which ͑2.7͒ can be easily obtained. ᮀ We now continue the proof of Theorem 2.1. Let
Since, by ͑1.10͒
we have, by ͑2.7͒,
͑2.16͒
We now define the functional
Let ( n , Ϫn )HϫH satisfy ͑2.5a͒ and ͑2.5b͒ and
Multiplying ͑2.5a͒ by n and the complex conjugate of ͑2.5b͒ by Ϫn and integrating their sum over ͓Ϫ 0 ,ϱ) we obtain
However, from the definition of ␣ n it follows that
Furthermore, for sufficiently large n, we have (xϩn) 2 Ͼ(xϪn) 2 for every x͓Ϫ 0 ,ϱ), and hence
Consequently, the value of for which the minimal value of J vanishes, must be greater than ␣ n . Therefore, by ͑2.16͒ the lower bound in ͑1.15͒ is proved.
To prove the upper bound we need, once again, to prove an auxiliary result:
J͑ n , Ϫn ͒. 
Hence, there exists CϾ0 such that when
we have J(w n ,0)Ͻ0, and therefore, ␥ n ()Ͻ0. Since, in view of ͑2.18͒, for sufficiently large n, ␥ n ()Ͼ0 whenever Ͻ␣ n , and since ␥ n () must be continuous, there exists n satisfying ͑1.15͒ and ␥ n ( n )ϭ0. By lemma 2.3 there exists a minimizer which must satisfy ͑2.5͒, which completes the proof of the theorem. ᮀ We note that the above theorem proves, only for sufficiently large n, that bifurcating modes can exist and that n Ͼ1. Nevertheless, it seems plausible to conjecture that the bifurcation may take place only for Ͼ1. Furthermore, it appears reasonable to believe that n is monotone decreasing, from which the previous conjecture readily follows.
It still remains necessary to find the dimension of the space of solutions of ͑2.4͒ for ϭ n . Consider then, ͑2.5͒, once again. Let n r ϭR n , and n i ϭI n . Then, the real part satisfies
whereas the imaginary part satisfies
Consequently Consequently, the additional mode stands for translations in the x 2 direction and is, therefore, of very limited interest. Furthermore, since n must be of even multiplicity in X, it is not possible to apply the Crandall-Rabinowitz theorem. 24 Thus, it is desirable to confine the discussion to an appropriate real subspace of X. We thus define X*ϭ͕uX͉ū ͑ x 1 ,x 2 ͒ϭu͑ x 1 ,LϪx 2 ͖͒.
In this space, we have n ϭ n r for all n, and hence we need only to show that the solution space of ͑2.19͒ is one-dimensional.
Lemma 2.4: n is a simple eigenvalue of (2.19) . Proof: Let ( n , Ϫn ) and ( n , Ϫn ) be two different solutions of ͑2.19͒. We show that they must be linearly dependent. To this end we first multiply ͑2.19a͒ by n to obtain
Hence,
Consequently,
vanishes at xϭx 0 . Since ( n , Ϫn ) is a solution of ͑2.19͒ we must have J( n , Ϫn )ϭ0. Let then,
Clearly, J( n , Ϫn )ϭ0, and hence, ( n , Ϫn ) is a minimizer, which must have a continuous derivative at x 0 . Consequently, n Ј(x 0 )ϭ Ϫn Ј (x 0 )ϭ0 from which we conclude that n ϵ Ϫn ϵ0. ᮀ
III. WEAKLY NONLINEAR ANALYSIS
In the previous section, we showed that the linearized equation ͑2.4͒ has nontrivial solutions for a sequence of eigenvalues satisfying ͑1.15͒. However, our goal is to prove that each of these eigenvalues is a bifurcation point for the nonlinear equation
where F is defined in ͑2.3͒. In this section we prove the existence of a bifurcating branch at (0, n ), for sufficiently large n. Furthermore, we prove that the bifurcation is supercritical and prove that the bifurcating branch is energetically lower than uϵ0, representing the one-dimensional solution ͑1.8͒. 
A. Existence of the bifurcation
where spans the solution space of ͑2.4͒ in X * at ϭ n . Alternatively, we can write
͑3.2͒
The above condition may be applied also by applying to ͑3.1͒ the Taylor expansion
In the above (0) ϭ n satisfies ͑1.15͒, and
This Taylor expansion, in powers of ⑀, would be useful while investigating whether the bifurcation is subcritical or supercritical and while estimating the energy of the bifurcating branch near the bifurcation point.
The O(⑀ 2 ) equation is given by
which is exactly equation 1.20 in Ref. 24 applied to our particular case. Multiplying ͑3.5a͒ by ū
we obtain after some manipulation that (1) 
͑3.6a͒
.
͑3.6b͒
Condition ͑3.2͒ is a solvability condition of ͑3.5͒. By ͑3.6͒ it can be expressed in the form I 0.
In the previous section we showed that when (0) ϭ n we have
where ( n , Ϫn ) is a solution of ͑3.6͒. Hence,
In the following, we prove that I Ͼ0. To this end we need first the following lemma.
͑3.9͒
Then, lim ␤ n ϭ1.
Proof: We first prove that
Clearly, there exists x 0 such that
Suppose now, for a contradiction, that at some x 1 Ͼx 0 , for some ϭ 0 we have f (x 1 , 0 )Ͼ1
and f Ј(x 1 , 0 )Ͼ0. Then, since for xϾx 0 f cannot have a maximum greater than 1 we must have f (x, 0 )Ͼ1 for all xϾx 1 . Since both f and f Ј are continuous in there must be a neighborhood ( 0 Ϫ⑀, 0 ϩ⑀) where f (x 1 ,)Ͼ1 and f Ј(x 1 ,)Ͼ0. Consequently,
and hence,
for all xуx 1 , contradicting ͑1.10͒. Thus, for xϾx 0 we have
from which we can conclude that, for xϾx 0 ,
where C is independent of x. In a similar manner we can obtain a lower bound for f , and hence,
͑3.10͒
The lemma now follows from ͑2.7͒ with gϭϪ2 n 2 f ‫ץ‬ f ‫ץ/‬ and ϭϪnϪ 0 . ᮀ We now return to the proof of Theorem 3.1. From ͑3.8͒ it easily follows that I у 4 ␤ n , and hence, for sufficiently large n, I must be positive, which proves our theorem.
B. Nature of the bifurcation
In the following we show that in some neighborhood of (0, n ) in X*ϫR we must have Ͼ n along the bifurcating branch. Alternatively, we can state that the bifurcation is supercritical. From a physical point of view we can say that if we decrease the applied magnetic field ͑and consequently increase ͒ below the critical field which corresponds to n then the bifurcating branch continues to develop, i.e., ʈuʈ increases.
Consider then, once again, ͑3.6͒. Using ͑3.7͒ it is not difficult to show that (1) ϭ0, which is a natural result in as much as we do not expect the sign of Ϫ (0) to depend on the sign of ⑀. Hence,
The next order equation is given by
The above equation no longer follows directly from Theorem 1.18 in Ref. 24 . Nevertheless, it can be easily obtained, using the implicit function Theorem, in the same way it is used in the proof of equation 1.20 in Ref. 24 . Multiplying ͑3.12͒ by u (0) and integrating by parts we obtain (2) 
͑3.13͒
We now multiply ͑3.11͒ by u (1) to obtain
Hence, (2) 
͑3.15͒
By ͑2.17͒ and ͑3.7͒ we obtain, that if we substitute u (0) instead of u (1) in the second integral on the right hand side of ͑3.15͒ it must vanish identically. Furthermore, except for a finite number of n values, ͑3.7͒ must span the solution space of ͑2.4͒ in X* when (0) ϭ n . Hence, u (0) must serve as the nontrivial global minimizer of the second integral on the right hand side of ͑3.15͒. Consequently,
Using ͑3.14͒ we obtain
and by ͑3.16͒ we have
which proves our assertion, and hence completes the proof of theorem 1.1.
IV. CONCLUDING REMARKS
In Sec. II we proved the existence of a set of critical values ͕ n ͖ nϭn 0 ϱ for which nontrivial solutions of ͑2.4͒ exist. We also show that n ↓1 exponentially fast according to ͑1.15͒. However, there might exist, finitely many, additional values of for which nontrivial solutions of ͑2.4͒ can exist. It would be reasonable to conjecture that ͕ n ͖ nϭ1 ϱ is monotone decreasing, yet, this hypothesis is proved only for large n. In fact, it is not proved yet that n Ͼ1 for all n.
One can formulate the above conjecture in the following alternative manner: Let ϭ1 and ␥͑,␣͒ϭ inf
where J is defined in ͑2.17͒. We look for values of and ␣ for which ␥ϭ0. For sufficiently large ␣ it is proved in Sec. II that there exists ␣ 0 Ͼ0 and a function (␣):͓␣ 0 ,ϱ)→R such that ␥((␣),␣)ϭ0, and such that (␣)↓1 as ␣→ϱ. If one can show that ͑␣͒ can be continued into R ϩ such that ͑␣͒ is monotone decreasing, the the above conjecture is proved. In Sec. III we proved:
͑1͒ Existence of the bifurcation points; ͑2͒ super-criticality of the bifurcation; ͑3͒ that the bifurcating solution is energetically preferable to the one-dimensional surface superconductivity solution.
Statements 1 and 2 were proved only for sufficiently large n. For n which is not large, the existence of nontrivial solutions of ͑2.4͒ does not guarantee I Ͼ0, and hence the bifurcation points do not necessarily exist. In fact, even if the bifurcation from ( n ,0) exists, it is not clear that it must be supercritical ͑if I Ͻ0 then a subcritical bifurcation exists͒.
In contrast, statement 3 is correct whenever a bifurcating solution exists. It is correct even for n which is not necessarily large, and even in the unlikely situation that the bifurcation takes place at Ͻ1. The surface superconductivity one-dimensional solution becomes therefore locally unstable at each bifurcation point.
Finally, we note that if it was possible to linearly superpose the bifurcating modes then the resulting combination would have the form 
͑4.1͒
for Pӷ1 and xϳO( P). The above formula thus approximates far away from the wall at x 1 ϭ0. If ᭚N: C nϩN ϭC n ᭙n.
Then the right-hand-side of ͑4.1͒ is periodic, or an Abrikosov lattice.
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Clearly, it is impossible to linearly superpose modes since the equations are nonlinear and since the bifurcations take place at different values of . Nevertheless, if 0ϽϪ1Ӷ1 then 0 ϽϪ n ϽϪ1 for almost every n. Hence, one might expect that the effect of nonlinearity tends to 0 as →1, and thus, that the solution far away from the wall can be approximated by an Abrikosov lattice.
