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Abstract
We investigate the problem of testing whether d possibly multivariate random variables,
which may or may not be continuous, are jointly (or mutually) independent. Our method
builds on ideas of the two variable Hilbert-Schmidt independence criterion (HSIC) but allows
for an arbitrary number of variables. We embed the joint distribution and the product of the
marginals into a reproducing kernel Hilbert space and define the d-variable Hilbert-Schmidt
independence criterion (dHSIC) as the squared distance between the embeddings. In the pop-
ulation case, the value of dHSIC is zero if and only if the d variables are jointly independent, as
long as the kernel is characteristic. Based on an empirical estimate of dHSIC, we investigate
three different non-parametric hypothesis tests: a permutation test, a bootstrap analogue
and a procedure based on a Gamma approximation. We apply nonparametric independence
testing to a problem in causal discovery and illustrate the new methods on simulated and a
real dataset.
1 Introduction
We consider the problem of nonparametric testing for joint or mutual independence of d random
variables. This is a very different and more ambitious task than testing pairwise independence of
a collection of random variables. Consistent pairwise nonparametric independence tests date back
to Feuerverger (1993) and Romano (1986) and have more recently received considerable attention
using kernel-based methods (Gretton et al., 2005, 2007), and other related approaches for estimat-
ing or testing pairwise (in-)dependence including distance correlations (Székely and Rizzo, 2009,
2014), rank-based correlations (Bergsma and Dassios, 2014; Leung and Drton, 2016; Nandy et al.,
2016) or also non- and semiparametric copula-based correlations (Liu et al., 2012; Xue and Zou,
2012; Wegkamp and Zhao, 2016; Gaißer et al., 2010).
One of our motivations to develop methods for nonparametric testing of joint independence
originates from the area of causal inference, and we discuss this in Section 5.2: there, inferring
pairwise independence is not sufficient as those models assume the existence of jointly independent
noise variables. Our test can therefore be used as a goodness-of-fit test and for model selection,
see Section 5.2. A further interesting application of joint independence tests is independent com-
ponent analysis. While many algorithms use a step wise approach to construct the collection of
independent features, a more direct option is to explicitly minimize a measure of mutual depen-
dence (such as our dHSIC), for more details see Chen and Bickel (2006) or Matteson and Tsay
(2016).1
For testing joint independence, consider the distribution P(X
1,...,Xd) of the random vector
X = (X1, . . . , Xd).2 By definition, (X1, . . . , Xd) are jointly or mutually independent if and only
1We thank an anonymous referee for pointing out this interesting application.
2Throughout the paper, a superscript of X always denotes an index rather than an exponent.
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if P(X
1,...,Xd) = PX
1 ⊗ · · · ⊗ PXd . For a given positive definite kernel, we map both distributions
into the reproducing kernel Hilbert space (see Section 2.1 for details) and consider their squared
distance. Such a mapping can in fact be seen as a generalization of the L2 distance between
“traditional” kernel density estimators, see the discussion on page 732 in (Gretton et al., 2012).
For characteristic kernels (e.g., the popular Gaussian kernel), the embedding of Borel probability
measures is injective and the squared distance is zero if and only if the variables are jointly
independent. For the finite sample case, we compute a suitable estimator that can be used as
a test statistic. We then construct three statistical tests: two tests are based on permutation
and bootstrap procedures, respectively, and a third test approximates the distribution of the
test statistic under independence with a Gamma distribution. Our statistic extends the Hilbert-
Schmidt Independence Criterion (HSIC) (Gretton et al., 2005) and contains it as a special case. We
therefore call the corresponding test procedure d-variable Hilbert-Schmidt Independence Criterion
(dHSIC). We prove that the permutation based approach has correct level and that the bootstrap
approach has pointwise asymptotic level and is consistent in the sense of (3.5).
In the literature, other mutual independence tests have been proposed. One of them is a char-
acteristic function based nonparametric mutual independence test due to Kankainen (1995), see
Section 2.4 for details. The dependence measure is a weighted integral over the difference between
the characteristic functions of the joint and the product distribution. Different weight functions
result in different quantities, all of them are special cases of dHSIC for an appropriate choice of
kernel. We show that our results carry over to the characteristic function framework, whereas the
opposite direction only works for a restrictive class of kernels. Moreover, while Kankainen (1995)
does prove similar results about the asymptotic distribution of the test statistic as given in Theo-
rem 3.1, her proof cannot be directly extended to our more general framework. This is one of the
reasons, why we developed some of our general results about V-statistics. The test in Kankainen
(1995) is shown to be consistent, but the word consistency there refers to the property that the
asymptotic distribution of the test statistic under the alternative hypothesis diverges; instead, we
employ the commonly used definition that a test is consistent if the testing procedure itself (in
our case the bootstrap) is consistent in the sense of (3.5). Our consistency results immediately
carry over to the characteristic function framework, as it is contained as a special case of dHSIC.
Bakirov et al. (2006) use an independence coefficient as measure of dependence, which is
strongly related to the characteristic function approach of Kankainen (1995). They approximate
the asymptotic test statistic, which is also a sum of chi-squared distributed random variables,
using tail bounds. This results in a test that has (conservative) asymptotic level in the sense of
(3.4). Due to the conservative bounds, however, the test is, in general, not consistent in the sense
of (3.5).
One test for which a consistency result (3.5) has been shown, is an older method based on
work by Beran and Millar (1987) and Romano (1986, p.27); it does not seem to be used in practice
very often. As a test statistic, it takes the maximal difference between the empirical distribution
and the product of its marginals over a class of sets. One then chooses a distribution over sets
and approximates this infinite class by C < ∞ randomly chosen sets, see Section 5.1 for details.
This makes the construction impractical with a rather ad-hoc computational implementation. In
our experiments, we found that this test has less power than dHSIC and is computationally more
demanding, even for moderate values of C.
Both, this test and the characteristic function based tests mentioned above are restricted to
the Euclidean space, dHSIC allows for more general kernels such as kernels on graphs or strings
(see Gretton et al., 2007).
Finally, it is possible to use the following alternative procedure that constructs a joint inde-
pendence test from a bivariate test: joint independence holds if and only if for all k ∈ {2, . . . , d}
we have that Xk is independent of (X1, . . . , Xk−1). In order to construct a mutual independence
test, we can therefore perform d − 1 statistical tests and combine the results using a Bonferroni
correction. However, such a procedure is asymmetric in the d random variables and depends on
the order of the random variables. Furthermore, it is known that the Bonferroni correction is often
conservative and due to performing d−1 tests, such a test is of order d times more computationally
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expensive than the direct dHSIC approach, see Section 5.3.3.
1.1 Contribution
This work extends the two variable HSIC (Gretton et al., 2005, 2007; Smola et al., 2007) to testing
joint independence for an arbitrary number of variables. The resulting test, moreover, extends the
work of Kankainen (1995) to the more flexible framework of kernel methods (see Section 2.4) and
establishes consistency, as mentioned also in the previous section. While the dHSIC test statistic
has been briefly mentioned by Sejdinovic et al. (2013), the derivation of the general results about
asymptotic distributions (Theorem 3.1 and Theorem 3.3) as well as the mathematical rigorous
treatment of the permutation test and the bootstrap test are novel: this concerns results for
both types of tests about their level (type I error) in Proposition 3.5 and Theorem 3.8, and the
consistency (asymptotic power) of the bootstrap in Theorem 3.9. In fact, the consistency result is
quite remarkable, establishing asymptotic consistency for any fixed alternative. It is the first such
result for kernel based methods and maybe the first result for a practically feasible test for joint
independence having asymptotic error control and asymptotic power equal to one. We also prove
that under the null hypothesis it holds that ξ2(h) > 0, which has been implicitly assumed in for
example Gretton et al. (2007, Theorem 2). For the Gamma approximation based test, we compute
general formulas both for the mean and for the variance in Proposition 3.10 and Proposition 3.11,
respectively. In order to make our tests accessible we have created an R-package (R Core Team,
2014) called dHSIC, which is available on CRAN. Moreover, we have applied our dHSIC to real
data in causality, showing its usefulness also in applied settings, both in terms of model selection
and goodness-of-fit test.
To establish these properties, we derive new results for V-statistics which we collect in Ap-
pendix C and which are of independent interest. In particular, Lemma C.3 (asymptotic differ-
ence between U- and V-statistics), Theorem C.5 (asymptotic variance of a V-statistic), Theo-
rem C.6 (asymptotic bias of a V-statistic), Theorem C.9 (asymptotic distribution of a degenerate
V-statistic) and Theorem C.13 (asymptotic distribution of a degenerate resampled V-statistic).
2 Hilbert-Schmidt independence criterion for d variables
2.1 Reproducing kernel Hilbert spaces
We present here a brief introduction to reproducing kernel Hilbert spaces and the theory of mean
embeddings. Given a set X we call a function k : X × X → R a positive semi-definite kernel
if for any set of points (x1, . . . , xn) ∈ Xn the corresponding Gram matrix (k(xi, xj))1≤i,j≤n is
symmetric and positive semi-definite. Moreover, denote by F(X ) the space of functions from X
to R. Reproducing kernel Hilbert spaces on X are well-behaved sub-classes of F(X ) defined as
follows.
Definition 2.1 (Reproducing kernel Hilbert space)
Let X be a set, let H ⊆ F(X ) be a Hilbert space. Then H is called a reproducing kernel Hilbert
space (RKHS) if there exists a kernel k on X satisfying
(i) ∀x ∈ X : k(x, ·) ∈ H;
(ii) ∀f ∈ H, ∀x ∈ X : 〈f, k(x, ·)〉
H
= f(x).
Moreover, we call k a reproducing kernel of H.
It can be shown that for any positive semi-definite kernel k there exists an RKHS with reproducing
kernel k. Given any positive semi-definite kernel, we can therefore construct and use the corre-
sponding RKHS. A commonly used positive semi-definite kernel on Rm is the Gaussian kernel,
defined for all x, y ∈ Rm by
k(x, y) = exp
(
−‖x− y‖
2
R
m
2σ2
)
. (2.1)
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One of the strengths of RKHS is that they can be used for embedding complicated objects
in order to use the Hilbert space structure to analyze them. Being able to express inner prod-
ucts as function evaluations via the reproducing property additionally simplifies computation
within an RKHS. In this paper, we use such an embedding technique to analyze probability dis-
tributions. To this end, we use the Bochner integral to define an embedding of M(X ) := {µ |
µ is a finite Borel measure on X} into an RKHS.
Definition 2.2 (mean embedding function)
Let X be a separable metric space, let k be a continuous bounded positive semi-definite kernel and
let H be the RKHS with reproducing kernel k. Then, the function Π : M(X ) → H satisfying for
all µ ∈M(X ) that
Π(µ) =
∫
X
k(x, ·)µ(dx).
is called the mean embedding (associated to k).
In order to infer that two distributions are equal given that their embeddings coincide, it is
necessary that the mean embedding is injective. A kernel is called characteristic if the mean
embedding Π is injective (see Fukumizu et al., 2007). The Gaussian kernel (2.1) on Rm, for
example, is characteristic (e.g. Sriperumbudur et al., 2008, Theorem 7).
2.2 Definition of dHSIC and independence property
Our goal is to develop a non-parametric hypothesis test to determine whether the components
of a random vector X = (X1, . . . , Xd) are mutually independent, based on n iid observations
X1, . . . ,Xn of the vector X. The variables X
1, . . . , Xd are mutually independent if and only if
PX
1 ⊗ · · · ⊗ PXd = P(X1,...,Xd).
The central idea is to embed both PX
1 ⊗· · ·⊗PXd and P(X1,...,Xd) into an appropriate RKHS and
then check whether the embedded elements are equal. To keep an overview of all our assumptions,
we summarize the setting used throughout the rest of this work.
Setting 1 (dHSIC)
For all j ∈ {1, . . . , d}, let X j be a separable metric space and denote by X = X 1 × · · · × X d the
product space. Let (Ω,F ,P) be a probability space and for every j ∈ {1, . . . , d}, let Xj : Ω → X j
be a random variable with law PX
j
. Let (Xi)i∈N be a sequence of iid copies of X = (X1, . . . , Xd).
For j ∈ {1, . . . , d}, let kj : X j × X j → R be a continuous, bounded, positive semi-definite kernel
on X j and denote by Hj the corresponding RKHS. Moreover, assume that the tensor product of
the kernels kj denoted by k = k1 ⊗ · · · ⊗ kd is characteristic3 and let H = H1 ⊗ · · · ⊗ Hd be
the (projective) tensor product of the RKHSs Hj. Let Π : M(X ) → H be the mean embedding
function associated to k.
It is straightforward to show that this setting ensures that H is an RKHS with reproducing
kernel k, that k is continuous and bounded, that H is separable and only contains continuous
functions, and that Π is injective. Using this setting we can extend the Hilbert-Schmidt indepen-
dence criterion (HSIC) from two variables as described by Gretton et al. (2007) to the case of d
variables. The extension is based on the HSIC characterization via the mean embedding described
by Smola et al. (2007).
Definition 2.3 (dHSIC)
Assume Setting 1. Then, define the statistical functional
dHSIC
(
P(X
1,...,Xd)
)
:=
∥∥∥Π(PX1 ⊗ · · · ⊗ PXd) −Π(P(X1,...,Xd))∥∥∥2
H
and call it the d-variable Hilbert-Schmidt independence criterion (dHSIC).
3Gretton (2015) claims that this can be weakened to simply assuming that the individual kernels are character-
istic.
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Therefore, dHSIC is the distance between the joint measure and the product measure after embed-
ding them into an RKHS. Since the mean embedding Π is injective we get the following relation
between dHSIC and joint independence.
Proposition 2.4 (independence property of dHSIC)
Assume Setting 1. Then it holds that
dHSIC(P(X
1,...,Xd)) = 0 ⇐⇒ PX1 ⊗ · · · ⊗ PXd = P(X1,...,Xd).
Proof This statement follows from the definiteness of the norm and the fact that Π is injective.
This proposition implies that we can use dHSIC as a measure of joint dependence between vari-
ables. In order to make dHSIC accessible for calculations, we express it in terms of the individual
kernels k1, . . . , kd. This expansion will be the basis of the estimator defined in Section 2.3.
Proposition 2.5 (expansion of dHSIC)
Assume Setting 1. Then it holds that
dHSIC = E
 d∏
j=1
kj
(
Xj1 , X
j
2
)+ E
 d∏
j=1
kj
(
Xj2j−1, X
j
2j
)− 2E
 d∏
j=1
kj
(
Xj1 , X
j
j+1
)
A proof is given in Appendix D.6.
2.3 Estimating dHSIC
Our estimator will be constructed using several V-statistics. We therefore start by summarizing a
few well-known definitions and the most important results from the theory of V-statistics. Readers
familiar with these topics may skip directly to Definition 2.6.
Let n ∈ N, q ∈ {1, . . . , n}, let X be a metric space, (Ω,F ,P) a probability space, X : Ω→ X a
random variable with law PX and let (Xi)i∈N be a sequence of iid copies of X , i.e., (Xi)i∈N
iid∼ PX .
Furthermore, define Mq(n) := {1, . . . , n}q as the q-fold Cartesian product of the set {1, . . . , n}.
Moreover, consider a measurable and symmetric (i.e., invariant under any permutation of its input
arguments) function g : X q → R, which we denote as core function. The V-statistic
Vn(g) :=
1
nq
∑
Mq(n)
g(Xi1 , . . . , Xiq ) (2.2)
estimates the statistical functional
θg := θg
(
PX
)
:= E (g(X1, . . . , Xq)) .
As opposed to U-statistics, defined in (C.1) in Appendix C, V-statistics are usually biased. In
this work, we nevertheless consider a V-statistic because it can be computed much faster than
the corresponding U-statistic; this is in particular the case if q > 2. While U-statistics have been
extensively studied (e.g. Serfling, 1980), results for V-statistics are often restricted to q = 2. Since
for dHSIC we use V-statistics with q = 2d (see Lemma 2.7), we need more general results that are
derived in Appendix C.
The following notation appears throughout the paper in the context of V-statistics and is also
common in the theory of U-statistics, see Serfling (1980, Section 5.1.5). Given the core function
g : X q → R we define for every c ∈ {1, . . . , q − 1} the function gc : X c → R by
gc(x1, . . . , xc) := E (g(x1, . . . , xc, Xc+1, . . . , Xq))
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and gq ≡ g. Then, gc is again a symmetric core function such that for every c ∈ {1, . . . , q− 1}, we
have
E (gc(X1, . . . , Xc)) = E (g(X1, . . . , Xq)) = θg.
Further define g˜ ≡ g − θg and for all c ∈ {1, . . . , q} define g˜c ≡ gc − θg to be the centered versions
of the core functions. Moreover, define for every c ∈ {1, . . . , q},
ξc := Var (gc(X1, . . . , Xc)) = E
(
g˜c(X1, . . . , Xc)
2
)
. (2.3)
We sometimes write ξc(g) to make clear which core function we are talking about.
We define an estimator for dHSIC by estimating each of the expectation terms in Proposi-
tion 2.5 by a V-statistic.
Definition 2.6 ( ̂dHSIC)
Assume Setting 1. For all (x1, . . . ,xn) ∈ Xn define the estimator d̂HSIC = (d̂HSICn)n∈N as
d̂HSICn(x1, . . . ,xn) :=
1
n2
∑
M2(n)
d∏
j=1
kj
(
xji1 , x
j
i2
)
+
1
n2d
∑
M2d(n)
d∏
j=1
kj
(
xji2j−1 , x
j
i2j
)
− 2
nd+1
∑
Md+1(n)
d∏
j=1
kj
(
xji1 , x
j
ij+1
)
.
if n ∈ {2d, 2d+ 1, . . . } and as d̂HSICn(x1, . . . ,xn) := 0 if n ∈ {1, . . . , 2d− 1}.
Whenever it is clear from the context, we drop the functional arguments and just write d̂HSICn
instead of d̂HSICn(X1, . . . ,Xn). In order to make this estimator more accessible for analysis we
can express it as a V-estimator with a single core function. To this end, define h : X 2d → R to be
the function satisfying for all z1, . . . , z2d ∈ X that
h(z1, . . . , z2d) =
1
(2d)!
∑
π∈S2d
[
d∏
j=1
kj
(
zjπ(1), z
j
π(2)
)
+
d∏
j=1
kj
(
zjπ(2j−1), z
j
π(2j)
)
− 2
d∏
j=1
kj
(
zjπ(1), z
j
π(j+1)
)]
,
(2.4)
where S2d is the set of permutations on {1, . . . , 2d}. The following proposition shows that d̂HSIC
is a V-statistic with core function h.
Lemma 2.7 (properties of the core function h)
Assume Setting 1. It holds that the function h defined in (2.4) is symmetric, continuous, and
there exists C > 0 such that for all z1, . . . , z2d ∈ X we have |h(z1, . . . , z2d)| < C. Moreover,
Vn(h) = d̂HSICn, see (2.2), and θh = E (h(X1, . . . ,X2d)) = dHSIC.
A proof is given in Appendix D.7.
2.4 Characteristic function framework
Kankainen (1995) considers a characteristic function based mutual independence test. She consid-
ers a weighted integral over the difference between the characteristic functions of the joint and the
product distribution. For a weight function g, the resulting empirical test statistic (Kankainen,
1995, p.25) is given by
Tn(x1, . . . ,xn) := n ·
[
1
n2
∑
i1,i2
d∏
j=1
∫
R
eit
j(xj
i1
−xj
i2
)gj(t
j)dtj +
1
n2d
d∏
j=1
∑
i1,i2
∫
R
eit
j(xj
i1
−xj
i2
)gj(t
j)dtj
− 2
nd+1
∑
i1
d∏
j=1
∑
i2
∫
R
eit
j(xj
i1
−xj
i2
)gj(t
j)dtj
]
.
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The characteristic function framework is a contained in the dHSIC framework as a special case.
We recover our dHSIC test statistic by choosing
k(x,y) =
d∏
j=1
∫
R
eit
j(xj−yj)gj(tj)dtj . (2.5)
The choice of this kernel is justified by Bochner’s theorem (e.g. Unser and Tafti, 2014, Theorem
B.1).
Bochner’s Theorem Let f be a bounded continuous function on Rd. Then, f is positive semi-
definite if and only if it is the (conjugate) Fourier transform of a nonnegative and finite Borel
measure µ, i.e.
f(x) =
∫
Rd
ei〈x,t〉 µ(dt).
Given the characteristic function framework with a weight function g satisfying the properties
1. to 5. in Kankainen (1995, p. 25) it holds that the measure µg(B) :=
∫
B
∏d
j=1 gj(t
j)dtj
is a nonnegative finite Borel measure on Rd and hence k defined as in (2.5) is a positive semi-
definite kernel. The setting given in Kankainen (1995) is thus entirely contained within our dHSIC
framework.
Furthermore, the dHSIC framework is strictly more general. To see this, let k be a continuous
bounded stationary positive semi-definite kernel on Rd. Then, by stationarity there exists a
continuous bounded function f on Rd such that k(x,y) = f(x − y) and hence by Bochner’s
theorem there exists a measure µ ∈ M(Rd) such that
k(x,y) =
∫
Rd
ei〈x−y,t〉 µ(dt).
This is, however, still more general than the setting in Kankainen (1995) as there it is additionally
assumed that the measure µ is absolutely continuous with a density g satisfying properties 1. to
5. which in particular requires that g is a simple product, i.e. g(t) =
∏d
j=1 gj(t
j) and that the
components gj are even. Both of these conditions are essential to the proofs given in Kankainen
(1995). Therefore the results from the characteristic function framework in Kankainen (1995)
cannot be transferred to our more general dHSIC setting. Also note that the characteristic function
framework is restricted to real-valued domains, while kernels are more flexible, e.g. kernels on
graphs or strings (see Gretton et al., 2007).
3 Statistical tests for joint independence
Assume Setting 1 and denote by P(X ) the space of Borel probability measures. In this section
we derive three statistical hypothesis tests for the null hypothesis
H0 :=
{
µ ∈ P(X )
∣∣∣X ∼ µ = PX, PX = PX1 ⊗ · · · ⊗ PXd} (3.1)
against the alternative
HA :=
{
µ ∈ P(X )
∣∣∣X ∼ µ = PX, PX 6= PX1 ⊗ · · · ⊗ PXd}. (3.2)
Based on the asymptotic behavior given in Theorem 3.1, we consider n·d̂HSICn as test statistic
and define a decision rule ϕ = (ϕn)n∈N encoding rejection of H0 if ϕn = 1 and no rejection of H0
if ϕn = 0. For all n ∈ {1, . . . , 2d− 1} we define ϕn := 0 and for all n ∈ {2d, 2d+1, . . . } and for all
(x1, . . . ,xn) ∈ Xn we set
ϕn(x1, . . . ,xn) := 1{n·d̂HSICn(x1,...,xn)>cn(x1,...,xn)} (3.3)
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where the threshold c = (cn)n∈N remains to be chosen. Ideally, for fixed α ∈ (0, 1) the hypothesis
test should have (valid) level α, i.e. for every µ = PX ∈ H0 and all n, P (ϕn(X1, . . . ,Xn) = 1) ≤ α,
where X1,X2, . . .
iid∼ PX ∈ H0. A weaker condition states that the test respects the level in the
large sample limit, i.e. for every µ = PX ∈ H0,
lim sup
n→∞
P (ϕn(X1, . . . ,Xn) = 1) ≤ α, (3.4)
where X1,X2, . . .
iid∼ PX ∈ H0. Such a test is said to have pointwise asymptotic level. Additionally,
the test is called pointwise consistent if for all fixed PX ∈ HA it holds that
lim
n→∞
P (ϕn(X1, . . . ,Xn) = 1) = 1, (3.5)
where X1,X2, . . .
iid∼ (fixed) PX ∈ HA. The following table summarizes the properties that our
three tests satisfy.
Hypothesis test consistency level speed
Permutation1
unknown valid
slow
(Rem. 3.6) (Prop. 3.5)
Bootstrap1
pointwise pointwise asymptotic
slow
(Thm. 3.9) (Thm. 3.8)
Gamma approximation no guarantee no guarantee fast
In Section 3.1 we consider some of the asymptotic properties of the test statistic n · d̂HSICn. In
particular, we show the existence of an asymptotic distribution under H0. We then construct
three hypothesis tests of the form (3.3). The first two are a permutation test and a bootstrap test
which are discussed in Section 3.2. Both tests are based on resampling and hence do not rely on
an explicit knowledge of the asymptotic distribution under H0. In Section 3.3 we consider a third
test which is based on an approximation of the asymptotic distribution under H0 using a Gamma
distribution.
3.1 Asymptotic behavior of the test statistic
We first determine the asymptotic distribution of n · d̂HSICn under H0, extending Gretton et al.
(2007, Theorem 2) from HSIC to dHSIC.
Theorem 3.1 (asymptotic distribution of n · ̂dHSICn under H0)
Assume Setting 1. Let (Zi)i∈N be a sequence of independent standard normal random variables
on R, let4 Th2 ∈ L(L2(P(X
1,...,Xd), |·|
R
)) be such that for all f ∈ L2(P(X1,...,Xd), |·|
R
) and for all
x ∈ X it holds that
(Th2(f)) (x) =
∫
X
h2(x,y)f(y)P
(X1 ,...,Xd)(dy).
Denote by (λi)i∈N the eigenvalues of Th2. Then under H0 it holds that
ξ2(h) > 0 and n · d̂HSICn d−→
(
2d
2
) ∞∑
i=1
λiZ
2
i as n→∞.
1For implementation purposes one can use the Monte-Carlo approximation. This leads to a reasonably fast
implementation, while conserving the (asymptotic) level and consistency results. Further details are given in
Section 4.2
4Given a measure space (Ω,F , µ) the space Lr(µ, |·|
R
) consists of all measurable functions f : Ω→ R such that∫
Ω
|f(ω)|r µ(dω) < ∞. The corresponding space of equivalence classes of such functions is denoted by Lr(µ, |·|
R
).
Moreover, we denote the space of all linear bounded operators from a Banach space B onto itself by L(B).
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The proof of this result relies on the asymptotic distribution of degenerate V-statistics (see The-
orem C.9). In order to show that the degenerate setting applies we need to prove that under
H0 it holds that ξ1(h) = 0 and ξ2(h) > 0. The latter statement is of interest in itself and has
been for example implicitly assumed in Gretton et al. (2007, Theorem 2). But while ξ1(h) = 0
follows more or less directly from the independence assumption under H0 (see Lemma D.9), the
condition ξ2(h) > 0 is difficult to verify directly due to the complicated form of the core function
h. We therefore circumvent direct verification by using empirical process theory to prove that the
asymptotic distribution of n · dHSICn has certain continuity properties (see Theorem D.3) that
are not satisfied by the asymptotic distribution resulting from the theory of V-statistics if both
ξ1(h) and ξ2(h) were zero. A full proof is given in Appendix D.2.
Remark 3.2 (estimation of eigenvalues) It is possible to construct a test that estimates the
eigenvalues of the integral operator in Theorem 3.1 by first estimating the eigenvalues of the Gram
matrix corresponding to h2 and then computing the asymptotic distribution using a bootstrap pro-
cedure, see Gretton et al. (2009). Given knowledge of the exact form of h2 and under the as-
sumption that h2 is positive definite (can be shown for d = 2, unknown for d > 2) one can prove
consistency, see Pfister (2016). However, since h2 is a complicated function (see Lemma D.8) de-
pending on the unknown distribution PX (as opposed to Gretton et al. (2009)) one has to estimate
h2, which means one would have to additionally account for that approximation. In simulations,
the eigenvalue estimation generally performed worse than the Gamma approximation in almost all
our experiments. We have therefore decided not to include this approach in the paper. There is,
however, an implementation in the dHSIC R-package.
The following theorem is an important result required to establish consistency (of the bootstrap
test), stating that n · d̂HSICn diverges under HA.
Theorem 3.3 (asymptotic distribution of n · ̂dHSICn under HA)
Assume Setting 1. Then under HA it holds for all t ∈ R that
lim
n→∞
P
(
n · d̂HSICn ≤ t
)
= 0.
A proof is given in Appendix D.2.
3.2 Resampling tests
We first introduce the notation of a general resampling scheme which encompasses a permutation
and bootstrap method which we will use later. For every function ψ = (ψ1, . . . , ψd) such that for
all i ∈ {1, . . . , d} it holds that ψi : {1, . . . , n} → {1, . . . , n}, define the function gn,ψ : Xn → Xn
gn,ψ(x1, . . . ,xn) :=
(
x
ψ
n,1, . . . ,x
ψ
n,n
)
, (x1, . . . ,xn) ∈ Xn, (3.6)
where xψn,i :=
(
x1ψ1(i), . . . , x
d
ψd(i)
)
. The diagram (3.7) illustrates the mapping gn,ψ.
x1 x
1
1 · · · xd1 xψn,1 x1ψ1(1) · · · xdψd(1)
...
...
...
gn,ψ−→ ... ... ...
xn x
1
n · · · xdn xψn,n x1ψ1(n) · · · xdψd(n)
(3.7)
Define
Bn :=
{
ψ : {1, . . . , n} → {1, . . . , n} | ψ is a function}, (3.8)
then for a subset An ⊆ Bdn we call the family of functions
g := (gn,ψ)ψ∈An (3.9)
a resampling method. In the following two sections we formulate the bootstrap and permutation
tests in terms of this resampling method.
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3.2.1 Permutation test
The permutation test is based on the resampling (3.9) with An = (Sn)
d, where Sn is the set of
permutations on {1, . . . , n}. More precisely, we have the following definition.
Definition 3.4 (permutation test for dHSIC)
Assume Setting 1 and α ∈ (0, 1). For all ψ ∈ (Sn)d, let gn,ψ be defined as in (3.6). Moreover, for
n ∈ {2d, 2d+ 1, . . . }, let R̂n : Xn ×R→ [0, 1] be the resampling distribution functions defined for
all t ∈ R by
R̂n(x1, . . . ,xn)(t) :=
1
(n!)d
∑
ψ∈(Sn)d
1{n·d̂HSICn(gn,ψ(x1,...,xn))≤t}. (3.10)
Then the α-permutation test for dHSIC is defined by ϕn := 0 for n ∈ {1, . . . , 2d − 1}, and for
n ∈ {2d, 2d+ 1, . . . } by
ϕn(x1, . . . ,xn) := 1{n·d̂HSICn(x1,...,xn)>(R̂n(x1,...,xn))−1(1−α)
}.
Given that the resampling method has a group structure and additionally satisfies for all X with
PX ∈ H0 that
gn,ψ(X1, . . . ,Xn) is equal in distribution to (X1, . . . ,Xn),
where X1,X2, . . .
iid∼ PX, it can be shown that tests of this form have valid level. For the permu-
tation test for dHSIC both these properties are satisfied, hence it has valid level.
Proposition 3.5 (permutation test for dHSIC has valid level)
Assume Setting 1 and let H0 and HA be defined as in (3.1) and (3.2). Then for all α ∈ (0, 1) the
α-permutation test for dHSIC has valid level α when testing H0 against HA.
A proof is given in Appendix D.3. It is important to note that the level property from Proposition
3.5 is for the finite sample setting and does not depend on the asymptotic behavior of the test
statistics.
The size of the set (Sn)
d is given by (n!)d, therefore computing (3.10) quickly becomes infea-
sible. For implementation purposes we generally use a Monte-Carlo approximated version, and
the details are given in Section 4.2. Surprisingly, it can be shown that whenever the probability
distribution PX is continuous, the Monte-Carlo approximated permutation test also has valid level,
see Proposition B.4 and the comments thereafter.
Remark 3.6 (pointwise consistency of the permutation test) Given the similarity between
bootstrap and permutation tests, it seems likely that the permutation test for dHSIC is consistent,
too. The proof of Theorem 3.9, however, cannot be easily extended. A more promising approach
would be to proceed similarly to Romano (1989), as the test statistics considered there are closely
related to dHSIC, see (5.1) and (D.2). The essential idea there is to use the theory of empirical
processes (see Appendix D.1) to prove the assumptions of Lehmann and Romano (2005, Theorem
15.2.3). Unfortunately, we were not able to extend the results in Romano (1989) from VC-classes
of sets to the required classes of functions. While many results extend more or less directly (see
Appendix D.1), the difficulties lie in proving a similar representation for Sn as the one given in
the display of Romano (1989, proof of Proposition 3.1), as well as a result similar to Romano
(1989, Lemma 5.1). As a side remark, extending the empirical process approach given in Romano
(1988) to give an alternative proof of Theorem 3.9 would require a uniform Donsker-property for
the unit ball of the RKHS.
3.2.2 Bootstrap test
The bootstrap test is based on the resampling (3.9) with An = B
d
n.
10
Definition 3.7 (bootstrap test for dHSIC)
Assume Setting 1 and α ∈ (0, 1). For all ψ ∈ Bdn let the function gn,ψ be defined as in (3.6).
Moreover, for n ∈ {2d, 2d+1, . . .}, let R̂n : Xn×R→ [0, 1] be the resampling distribution functions
defined for all t ∈ R by
R̂n(x1, . . . ,xn)(t) :=
1
nnd
∑
ψ∈Bdn
1{n·d̂HSICn(gn,ψ(x1,...,xn))≤t}.
Then the α-bootstrap test for dHSIC is defined by ϕn := 0 for all n ∈ {1, . . . , 2d − 1}, and for
n ∈ {2d, 2d+ 1, . . . } by
ϕn(x1, . . . ,xn) := 1{n·d̂HSICn(x1,...,xn)>(R̂n(x1,...,xn))−1(1−α)
}.
Unlike for the permutation test, the bootstrap resampling method no longer exhibits a group.
We can therefore not expect the bootstrap test to have valid level. However, it is possible to show
that it has pointwise asymptotic level and even pointwise consistency. The reason this can be
done is that the resampling method in the bootstrap test is connected to the empirical product
distribution P̂X
1
n ⊗· · ·⊗ P̂X
d
n . The following theorem proves that the bootstrap test for dHSIC has
pointwise asymptotic level.
Theorem 3.8 (bootstrap test for dHSIC has pointwise asymptotic level)
Assume Setting 1 and let H0 and HA be defined as in (3.1) and (3.2). Then for all α ∈ (0, 1) the
α-bootstrap test for dHSIC has pointwise asymptotic level α when testing H0 against HA.
A proof is given in Appendix D.4. We now establish that the bootstrap test for dHSIC is consistent.
Theorem 3.9 (consistency of the bootstrap test for dHSIC)
Assume Setting 1 and let H0 and HA be defined as in (3.1) and (3.2). Then for all α ∈ (0, 1) the
α-bootstrap test is pointwise consistent when testing H0 against HA.
A proof is given in Appendix D.4. Similarly as for the permutation test, the size of the set (Bn)
d is
nnd which grows quickly. Again, we may use a Monte-Carlo approximated version, see Section 4.2.
In Chwialkowski et al. (2014) a similar consistency analysis has been performed for a wild
bootstrap approach on time series.
3.3 Gamma approximation
We showed in Theorem 3.1 that the asymptotic distribution of n · d̂HSICn equals(
2d
2
) ∞∑
i=1
λiZ
2
i . (3.11)
The essential idea behind the Gamma approximation (see also Kankainen, 1995; Gretton et al.,
2005) is that a distribution of the form
∑∞
i=1 λiZ
2
i can be approximated fairly well by a Gamma
distribution with matched first and second moments (see Satterthwaite, 1946, for basic empirical
evidence). The intuition is that the Gamma distribution would be correct if the sequence of
eigenvalues λi from the integral operator contains only a finite number of non-zero values, which
implies that it is a good approximation as long as the sequence of λi decays fast enough. This has,
however, only been shown empirically and no guarantees in the large sample limit are available. In
fact, it is rather unlikely such guarantees even exist as it is not hard to find choices of λi for which
(3.11) is not a Gamma distribution. It is not as simple, however, to show that such values of λi
can actually occur as solutions of the defining integral equation. Nevertheless, the approximation
seems to work well for small d, see Section 5, and the test can be computed much faster than the
other approaches.
The Gamma distribution with parameters α and β is denoted by Gamma(α, β) and corresponds
to the distribution with density f(x) = xα−1ex/β/(βαΓ(α)), where Γ(t) =
∫∞
0
xt−1e−xdx is the
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Gamma function. The first two moments of the Gamma(α, β)-distributed random variable Y are
given by E(Y ) = αβ and Var(Y ) = αβ2. In order to match the first two moments we define for
X1,X2, . . .
iid∼ PX ∈ H0 the two parameters
αn(P
X) :=
(
E
(
d̂HSICn
))2
Var
(
d̂HSICn
) and βn(PX) := nVar
(
d̂HSICn
)
E
(
d̂HSICn
) .
Then we use the approximation
n · d̂HSICn(X1, . . . ,Xn) ∼ Gamma
(
αn(P
X), βn(P
X)
)
. (3.12)
The following two propositions give expansions of the involved moments in terms of the kernel.
Proposition 3.10 (mean of ̂dHSIC)
Assume Setting 1. Then under H0 it holds that, as n→∞,
E
(
d̂HSICn
)
=
1
n
− 1
n
d∑
r=1
∏
j 6=r
E
(
kj(Xj1 , X
j
2)
)
+
d− 1
n
d∏
j=1
E
(
kj(Xj1 , X
j
2)
)
+O (n−2) .
A proof is given in Appendix D.5.
Proposition 3.11 (variance of ̂dHSIC)
Assume Setting 1. Then under H0 it holds that,
Var
(
d̂HSICn
)
= 2
(n− 2d)!
n!
(n− 2d)!
(n− 4d+ 2)!
[
d∏
j=1
e1(j) + (d− 1)2
d∏
j=1
e0(j)
2 + 2(d− 1)
d∏
j=1
e2(j)
+
d∑
j=1
e1(j)
∏
r 6=j
e0(r)
2 − 2
d∑
j=1
e1(j)
∏
r 6=j
e2(r) − 2(d− 1)
d∑
j=1
e2(j)
∏
r 6=j
e0(r)
2
+
∑
j 6=l
e2(j)e2(l)
∏
r 6=j,l
e0(r)
2
]
+O
(
n−
5
2
)
as n→∞ and where for all j ∈ {1, . . . , d},
e0(j) = E
(
kj(Xj1 , X
j
2)
)
, e1(j) = E
(
kj(Xj1 , X
j
2)
2
)
, e2(j) = EXj1
(
EXj2
(
kj(Xj1 , X
j
2)
)2)
.
A proof is given in Appendix D.5. Based on these two propositions we only need a method to
estimate the terms e0(j), e1(j) and e2(j) for all j ∈ {1, . . . , d}. One could use a U-statistic (C.1)
for each expectation term as this would not add any bias. It turns out, however, that a compu-
tationally more efficient V-statistic also does not add any asymptotic bias in this particular case.
This is due to Theorem C.6 describing that the bias of a V-statistic is of order O (n−1) and hence
is consumed by the error terms in Proposition 3.10 and Proposition 3.11. The V-statistics for
these terms are given for all (x1, . . . ,xn) ∈ Xn by
ê0(j)(x1, . . . ,xn) :=
1
n2
∑n
i1,i2=1
kj(xji1 , x
j
i2
),
ê1(j)(x1, . . . ,xn) :=
1
n2
∑n
i1,i2=1
kj(xji1 , x
j
i2
)2,
ê2(j)(x1, . . . ,xn) :=
1
n3
∑n
i2=1
(∑n
i1=1
kj(xji1 , x
j
i2
)
)2
.
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Based on these terms we define the estimators Ên and V̂arn for the mean and variance of d̂HSICn,
respectively by replacing all appearances of e0(j), e1(j) and e2(j) in Propositions 3.10 and 3.11
by ê0(j), ê1(j) and ê2(j). We use the plug-in estimators
α̂n(x1, . . . ,xn) :=
Ên(x1, . . . ,xn)
2
V̂arn(x1, . . . ,xn)
, β̂n(x1, . . . ,xn) :=
nV̂arn(x1, . . . ,xn)
Ên(x1, . . . ,xn)
, (3.13)
and then define the following hypothesis test.
Definition 3.12 (Gamma approximation based test for dHSIC)
Assume Setting 1 and α ∈ (0, 1). Let Fn(x1, . . . ,xn) be the distribution function associated
to the Gamma(α̂n(x1, . . . ,xn), β̂n(x1, . . . ,xn))-distribution, where α̂n and β̂n are defined as in
(3.13). Then the α-Gamma approximation based test for dHSIC is defined by ϕn := 0 for all
n ∈ {1, . . . , 2d− 1}, and for n ∈ {2d, 2d+ 1, . . . } by
ϕn(x1, . . . ,xn) := 1{n·d̂HSICn(x1,...,xn)>Fn(x1,...,xn)−1(1−α)
}.
4 Implementation
We now discuss an efficient implementation of the proposed tests and briefly comment on the choice
of kernel. All methods are available for the R-language (R Core Team, 2014) as package dHSIC.
4.1 dHSIC estimator
The dHSIC estimator (d̂HSIC) can be computed in quadratic time. One such efficient implemen-
tation is given in Algorithm 1, where 1k×ℓ denotes a k × ℓ matrix of ones, the functions Sum and
ColumnSum take the sums of all elements in a matrix and its columns, respectively, and ∗ denotes
the element-wise multiplication operator. The variables term1, term2 and term3 are related to the
three components of the sum in Definition 2.6, after changing the order of products and sums.
Algorithm 1 computing the dHSIC V-estimator
1: procedure dHSIC(x1, . . . ,xn)
2: for j = 1 : d do
3: Kj ← Gram matrix of kernel kj given x1, . . . ,xn
4: term1 ← 1n×n; term2 ← 1; term3 ← 2n · 11×n
5: for j = 1 : d do
6: term1 ← term1 ∗Kj
7: term2 ← 1
n2
· term2 · Sum(Kj)
8: term3 ← 1
n
· term3 ∗ ColumnSum(Kj)
9: dHSIC ← 1
n2
· Sum(term1) + term2 − Sum(term3)
10: return dHSIC
4.2 Resampling Tests
From the definition of R̂n we see that the permutation and bootstrap test involve (n!)
d or nnd
evaluations of d̂HSIC, respectively. Instead of computing R̂n explicitly one can use the Monte-
Carlo approximation defined in Definition B.1. This involves calculating the p-value given by
p̂n(x1, . . . ,xn) :=
1 +
∣∣{i ∈ {1, . . . , B} : d̂HSIC(gn,ψi(x1, . . . ,xn)) ≥ d̂HSIC(x1, . . . ,xn)}∣∣
1 +B
,
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where (ψi)i∈N is a sequence drawn from the uniform distribution on An (i.e. on (Sn)
d for the
permutation test and on Bdn for the bootstrap test). The test then rejects the null hypothesis
whenever p̂n(x1, . . . ,xn) ≤ α. Further details including critical values are provided in Section B.
Davison and Hinkley (1997) suggest to use B between 99 and 999.
We now give some additional details specific to the permutation and the bootstrap test.
4.2.1 Permutation test
As shown in the proof of Proposition 3.5 the resampling method g for the permutation test is a
resampling group which satisfies the invariance conditions (B.1) and (B.2). This allows us to apply
Proposition B.4 to see that the Monte-Carlo approximated permutation test has valid level for any
finite B, given that we have continuous random variables as input. Algorithm 2 in Appendix B
shows how to implement the p-value and the critical value for the Monte-Carlo approximated
permutation test.
4.2.2 Bootstrap test
It can be shown using a standard concentration inequality argument (see e.g. Lehmann and Romano,
2005, Theorem 11.2.18 and Example 11.2.13) that the Monte-Carlo approximated version of the
bootstrap test for dHSIC still has pointwise asymptotic level and is pointwise consistent, as both
n and B go to infinity. Algorithm 2 in Appendix B shows how to implement the p-value and the
critical value for the Monte-Carlo approximated bootstrap test.
4.3 Gamma approximation test
Implementing the α-Gamma approximation based test for dHSIC consists of four steps (see Sec-
tion 3.3 for notation):
1. for all j ∈ {1, . . . , d} implement the estimators ê0(j), . . . , ê2(j),
2. compute the estimates Ên(x1, . . . ,xn) and V̂arn(x1, . . . ,xn),
3. using (3.13) compute the estimates α̂n(x1, . . . ,xn) and β̂n(x1, . . . ,xn) and
4. compute the (1− α)-quantile of the Gamma(α̂n(x1, . . . ,xn), β̂n(x1, . . . ,xn))-distribution.
The hypothesis test rejects H0 if n · d̂HSICn(x1, . . . ,xn) is larger than the 1 − α quantile of the
Gamma(α̂n(x1, . . . ,xn), β̂n(x1, . . . ,xn))-distribution calculated in the last step.
4.4 Choice of kernel
The choice of the kernel determines how well certain types of dependence can be detected and
therefore influences the practical performance of dHSIC (see Simulation 6). For continuous data
a common choice is a Gaussian kernel as defined in (2.1). It is characteristic, which ensures
that all the above results hold. In particular, any type of dependence can be detected in the
large sample limit. We use the median heuristic for choosing the bandwidth σ by requiring
that median
{
‖xi − xj‖2Rm : i < j
}
= 2σ2. This heuristic performs quite well in many practical
applications. It may be possible, however, to extend alternative approaches from two-sample
testing to independence testing (e.g. Gretton et al., 2012). For discrete data, we choose a trivial
kernel defined by k(x, y) := 1{x=y}.
In practice, it is, moreover, possible and potentially beneficial to also consider other (potentially
non-characteristic) kernels that are chosen in such a way that they are particularly powerful in
detecting certain types of dependencies.
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5 Experiments
5.1 Competing methods
For comparison purposes we consider an approach, which has been suggested by Beran and Millar
(1987) and Romano (1986, p.27). For testing the joint independence of d real valued random
variables X1, . . . , Xd, they consider the test statistic
B̂MRn := sup
a∈Rd
∣∣P̂n(Aa)− P̂⊗n (Aa)∣∣, (5.1)
where Aa := (−∞, a1]×(−∞, a2]× . . .×(−∞, ad] is a subset of Rd, P̂n := 1n
∑n
i=1 δXi is the empir-
ical joint measure and P̂⊗n :=
∏d
j=1(
1
n
∑n
i=1 δXj
i
) is the empirical product measure. Usually, (5.1)
cannot be computed exactly and has to be approximated. One may choose a distribution µ
with full support on Rd, for example, and compute the supremum over C < ∞ randomly chosen
a1, . . . , aC
iid∼ µ. In our experiments, we mainly choose C = n since, for consistency, C has to grow
with n and since then the computational complexity is O (dn2), which equals the computational
complexity of dHSIC, see Section 4.1. As the authors do not provide any other suggestion, we
choose µ to be the d-dimensional Gaussian distribution with parameters estimated by maximum
likelihood. The test itself is then based on a bootstrap procedure, described in Section 3.2.2. In
the remainder of this section, we refer to this test as BMR-C.
Furthermore, we consider a multiple pairwise version of the two variable HSIC test. In order
to test for joint independence we use the following testing sequence:
1. use HSIC to test whether Xd is independent of [X1, . . . , Xd−1],
2. use HSIC to test whether Xd−1 is independent of [X1, . . . , Xd−2],
...
d− 1. use HSIC to test whether X2 is independent of X1.
Finally, we account for the increased family-wise error rate using the Bonferroni correction,
i.e. we perform all tests at level α/(d− 1) and reject the null hypothesis if any of the individual
tests rejects the null hypothesis. In the following we simply denote this method as HSIC. We
have mentioned in Section 1 that the Bonferroni correction is often conservative: this becomes
particularly evident if this procedure is combined with a permutation test based HSIC. In that
case it can be shown that the smallest possible p-value after the Bonferroni correction is given by
(d− 1)/(B + 1) and hence for B = 100 the test will not be able to reject the null hypothesis at a
level of 5% if d > 6.
5.2 Causal inference
In causal discovery, one estimates the causal structure from an observed joint distribution. Here, we
consider additive noise models (Peters et al., 2014) with additive nonlinear functions and Gaussian
noise (Bühlmann et al., 2014); these are special cases of structural equation models (Pearl, 2009).
Assume that the distribution PX = P(X
1,...,Xd) is induced by d structural equations
Xj :=
∑
k∈PAj
f j,k(Xk) +N j , j ∈ {1, . . . , d}, (5.2)
with PAj being the parents of j in the associated DAG G0. The noise variables N1, . . . , Nd
are normally distributed and are assumed to be jointly independent. An important question in
causality is whether the causal structure, in this case G0, can be inferred from the observational
distribution PX. While this is impossible for general structural equation models (e.g. Peters et al.,
2014, Proposition 9), the additive noise structure renders the graph identifiable. That is, if f j,k
are assumed to be nonlinear, any other additive noise model (5.2) with a structure different from
G0 cannot induce the distribution PX (see Peters et al., 2014, Corollary 31, for the full result). In
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other words, using conditional means as functions in the SEM, the corresponding residual variables
will not be jointly independent.
We therefore propose the following method for structure learning using generalized additive
model regression (GAM) (Wood and Augustin, 2002).
DAG verification method
Given: observations X1, . . . ,Xn and a candidate DAG G
1) Use generalized additive model regression (GAM) (Wood and Augustin, 2002) to regress
each node Xj on all its parents PAj and denote the resulting vector of residuals by resj .
2) Perform a d-variable joint independence test (e.g. dHSIC) to test whether
(res1, . . . , resd) is jointly independent.
3) If (res1, . . . , resd) is jointly independent, then the DAG G is not rejected.
We can furthermore estimate the correct DAG by performing the verification method for all
possible DAGs with the correct number of nodes. In practice, we expect this method to accept
also supergraphs of the correct graph G0, which can be overcome by a variable selection method.
Since this work concentrates on the dependence structure among the residuals, we instead consider
only fully connected DAGs in the experiments (Section 5.3.4). In practice, we do not want to iterate
over all possible graphs. A more efficient method, which is based on a similar idea, is the RESIT
(regression with subsequent independence test) algorithm described in Peters et al. (2014, Section
4.1). Also the computationally efficient method CAM (Bühlmann et al., 2014) could be equipped
with a joint independence test as a model check.
One issue deserves further attention.5 In the regression step 1), we only obtain an approxima-
tion of the correct function, which results in estimated and thus dependent residuals rather than
the true noise values. We show that this does not affect the asymptotic ordering of d̂HSIC, see
Theorem E.2 in Appendix E. If we are interested in asymptotically valid p-values, we can perform
sample splitting, see Proposition E.3 in Appendix E.
The DAG verification method described above can also be used to construct a statistical test
for a more general causal hypothesis. For example, the causal hypothesis “X is a causal ancestor
of Y” can in principle be tested by applying the DAG verification method to all DAGs satisfying
this ancestor relationship. One then reports the largest of the p-values appearing in step 2) of
the DAG verification method. This test has, asymptotically, the correct size if there is indeed
an underlying additive noise model that generated the data (again, using sample splitting, for
example). Under a (minor) model misspecifcation, that is, if the additive noise assumption does
not hold, we might still find p-values that are much larger for the correct causal statement than
for the reversed statement, e.g. “Y is a causal ancestor of X” (see Peters et al., 2011).
5.3 Results
We structure the experimental results into five parts: level analysis, power analysis, runtime
analysis and causal inference on simulated and a real data set.
5.3.1 Level analysis
We consider two examples of fixed elements PX ∈ H0 (Simulation 1 and Simulation 2). In both
examples we simulate m = 1000 independent realizations of X1, . . . ,Xn
iid∼ PX for different sample
sizes n and check how often each of the three hypothesis tests reject the null hypothesis.
5We thank one of the anonymous referees for pointing this out.
16
Simulation 1 (testing level - three continuous variables)
Consider X1, X2, X3
iid∼ N (0, 1), then for X = (X1, X2, X3) it holds that
PX = PX
1 ⊗ PX2 ⊗ PX3 ∈ H0,
where H0 is the null hypothesis defined in (3.1). Set α = 0.05, B = 25, and
n ∈ {100, 200, . . . , 1000}. The rejection rates for the corresponding three hypothesis tests
(permutation, bootstrap and Gamma approximation) based on m = 1000 repetitions are
plotted in Figure 1.
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Figure 1: Simulation 1 (testing level - three continuous variables): Rejection rates, based on
m = 1000 repetitions, for each of the three hypothesis tests based on dHSIC. The test has valid
level if the rejection rate does not lie far above the dotted red line at 0.05.
Simulation 2 (testing level - continuous and discrete variables)
Consider X1 ∼ N (0, 1) and X2 ∼ Bin(20, 0.2) with X1 and X2 independent. Then for
X = (X1, X2) it holds that
PX = PX
1 ⊗ PX2 ∈ H0,
where H0 is the null hypothesis defined in (3.1). Set α = 0.05, B = 100, and
n ∈ {100, 200, . . . , 1000}. The rejection rates for the corresponding three hypothesis tests
(permutation, bootstrap and Gamma approximation) based on m = 1000 repetitions are
plotted in Figure 2.
In both simulations we get similar results. We collect the most important observations.
(i) The permutation test achieves level α. This corresponds to what has been proved in the
previous section. As mentioned above, this result is rather surprising as it does not depend
on the choice of B, which in Simulation 1 is very small (B = 25).
(ii) The bootstrap test achieves level α in most cases, even though we only proved that it has
pointwise asymptotic level. This is due to the conservative choice of the p-value in the
Monte-Carlo approximation of the bootstrap test.
(iii) The Gamma approximation based test, at least in these two examples, has level close to α
but often slightly exceeds the required level. For larger values of d the Gamma approximation
seems to break down. For instance, if we perform Simulation 1 with 10 variables instead of
three the rejection rate for a sample size of n = 100 is 0.40 and even for n = 200 it is still
0.21. The bootstrap test on the other hand is not affected in this way (in the same setting
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Figure 2: Simulation 2 (testing level - continuous and discrete variables): Rejection rates, based
on m = 1000 repetitions, for each of the three hypothesis tests based on dHSIC. The test has valid
level if the rejection rate does not lie far above the dotted red line at 0.05.
we get 0.03 for n = 100 and 0.04 for n = 200).
5.3.2 Power analysis
Assessing the power of a test requires to chose an alternative. Here, we show two examples, one
favoring dHSIC (Simulation 4), another one favoring the multiple testing approach using HSIC
d− 1 times (Simulation 3). In both simulations we use the BMR-C test with C = n as reference.
Using a BMR-C test with C = 1000 (not shown here) only brings marginal improvements which
are not sufficient to beat HSIC in either simulation.
Simulation 3 (comparing power - single edge)
For an additive noise model over random variables X1, . . . , Xd,
Xj :=
∑
k∈PAj
f j,k(Xk) +N j , j ∈ {1, . . . , d},
with corresponding DAG G, we sample data in the following way. The noise variables are
Gaussian with a standard deviation sampled uniformly between
√
2 and 2. Nodes without
parents follow a Gaussian distribution with standard deviation sampled uniformly between
5
√
2 and 5 · 2. The functions f j,k are sampled from a Gaussian process with Gaussian kernel
and bandwidth one. In this Simulation 3 we choose d = 4, let G to be the graph that contains
1→ 2 as a single edge and use m = 1000 repetitions to compute rejection rates, see Figure 3.
We expect this setting to favor the multiple testing approach: due to the order of the variables,
it tests X1 against X2.
Simulation 4 (comparing power - full DAG)
We simulate the data as described in Simulation 3 but this time using a (randomly chosen)
full DAG G over d = 4 variables, i.e. every pair of two nodes is connected, see Figure 4.
We expect that this setting favors dHSIC. Additionally, we fixed n = 100, varied d and used
m = 1000 repetitions, see Figure 8.
Next, we compare the empirical power properties of dHSIC for sparse and dense alternatives
(Simulation 5). In order to correct for the dependence strength, we use the total variation distance.
Figure 5 shows that given a sufficient amount of dependence the empirical dHSIC appears to have
more power against sparse alternatives.
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Figure 3: Simulation 3 (comparing power - single edge): Rejection rates, based on m = 1000
repetitions, for each of the three different hypothesis tests. The example (in particular the chosen
order of variables) is constructed to favor the pairwise testing approach (HSIC). Nevertheless, it
performs only slightly better than dHSIC.
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Figure 4: Simulation 4 (comparing power - full DAG): Rejection rates, based on m = 1000
repetitions, for each of the three different hypothesis tests. As expected, dHSIC outperforms the
competing method HSIC that is based on pairwise independence tests.
Simulation 5 (comparing power - dense and sparse alternatives)
We simulate data according to two SEMs given by
Sdense,c :

X1 = H2 + c · ε1
X2 = H2 + c · ε2
X3 = H2 + c · ε3
...
Xd = H2 + c · εd
Ssparse,c :

X1 = H2 + c · ε1
X2 = H2 + c · ε2
X3 = ε3
...
Xd = εd,
where H, ε1, . . . , εd
iid∼ N (0, 1). Then, for different values of c we compute both the total
variation distance supR|PX(R) − PX
1 ⊗ · · · ⊗ PXd(R)| and the rejection rate for n = 100 of
the dHSIC permutation test (B = 100) based on m = 10000 repetitions. The total variation
is computed using numerical integration for the distribution functions and a Monte-Carlo
approximation (with C = 10000) to evaluate the supremum. The resulting plots for the cases
d = 5 and d = 10 are given in Figure 5.
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Figure 5: Simulation 5 (comparing power - dense and sparse alternatives): Rejection rates, based
on m = 10000 repetitions, of the permutation test (B = 100) for data from a dense SEM (Sdense,c)
and a sparse SEM (Ssparse,c), where c is tuned such that both settings have similar total variation
distances.
Finally, we analyze the influence of the choice of kernel on the empirical power (Simulation 6).
In this paper, we have mainly used the Gaussian kernel with a bandwidth chosen by the median
heuristic. As mentioned in Section 4.4 this choice is not necessarily optimal. Using the Taylor
expansion of the Gaussian kernel we get for all x,y ∈ Rd that
k(x,y) = 1− 1
2σ2
d∑
j=1
(
xj − yj)2 + 1
4σ4
d∑
j,k=1
(
xj − yj)2(xk − yk)2 +O (σ−6) ,
as σ →∞. Therefore, it can be shown using either the representation in Definition 2.3 or the one
in Proposition 2.5 that for large σ dHSIC using the Gaussian kernel is approximately given by
dHSIC using the following kernel
k˜(x,y) :=
1
4σ4
d∑
j,k=1
(
xj − yj)2(xk − yk)2.
Such a kernel can, however, only detect pairwise dependence structures, and since the importance
of this term becomes more prominent as the size of the bandwidth increases we expect the power
of our dHSIC test to decrease when analyzing dependencies that have an additional dependence
structure beyond a pairwise dependence. The following simulation illustrates this empirically
based on three dependencies: a pairwise dependence, a more complex dependence due to a random
nonlinear Gaussian SEM and a dependence on three variables which is pairwise independent, see
Figure 6.
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Simulation 6 (comparing power - bandwidth)
We consider three dependencies and analyze the behavior of the empirical power of the dHSIC
permutation test (B = 100) based on different bandwidths for the Gaussian kernel. The first
is generated by the linear Gaussian SEM
X1 = H + ε1
...
X4 = H + ε4
where H, ε1, . . . , ε4
iid∼ N (0, 4),
and hence the only dependence is due to the confounder H . For the second dependence we use
the same as in Simulation 4, which has a more evolved dependence structure due to potential
chains of ancestors. The third dependence is given by the following probability density
f(x1, x2, x3) =
{
2ϕ(x1)ϕ(x2)ϕ(x3) if x1, x2, x3 ≥ 0, or ∃! j ∈ {1, 2, 3} : xj ≥ 0,
0 otherwise,
where ϕ is the standard normal density. The resulting distribution is, in particular, pairwise
independent. For all examples we use a sample size of n = 100 and m = 1000 repetitions.
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Figure 6: Simulation 6 (comparing power - bandwidth): Rejection rates with n = 100 for different
bandwidths σ in the Gaussian kernel, based on m = 1000 repetitions, of the permutation test
(B = 100) for data containing only a pairwise dependence, for data from a random nonlinear
Gaussian SEM and for data which is dependent but pairwise independent. The red lines are 95%-
confidence intervals for the bandwidth selected using the median heuristic. The rejection rates
resulting when using the median heuristic are 0.30, 0.82 and 1 respectively.
5.3.3 Runtime analysis
The computational complexity for the dHSIC test statistic is O (dn2) as can be seen from the
considerations in Section 4.1. The multiple testing approach for HSIC computes HSIC d−1 times,
which appears to result in the same computational complexity. But since the dimension of the
input variables for the HSIC tests generally depends on d, as well (at least in common settings
such as for the Gaussian kernel), the overall complexity is O (d2n2). We numerically test these
computational complexities by two simulations. In the first simulation we fix n and vary d; in the
second simulation we fix d and vary n. The results are presented in Figure 7.
21
0 20 40 60 80 100
0
.0
0
.2
0
.4
0
.6
number of variables d
se
co
n
d
s
0
.0
0
.2
0
.4
0
.6 dHSIC
HSIC
500 1000 1500 2000
0
2
4
6
8
1
0
sample size n
se
co
n
d
s
0
2
4
6
8
1
0
dHSIC
HSIC
4 5 6 7 8 9 10
0
.0
0
.2
0
.4
0
.6
0
.8
1
.0
number of variables d
re
je
ct
io
n
ra
te
dHSIC
HSIC
BMR-n
BMR-1000
Figure 7: runtime analysis: (left) varying number of
variables and fixed sample size (n = 100) and (right)
varying sample size and fixed number of variables (d =
10).
Figure 8: Simulation 4 (comparing
power - full DAG): Rejection rates,
based on bootstrap (B = 100, n =
100). BMR-C suffers from the curse of
dimensionality and the pairwise HSIC
approach is not able to reject H0 for
d > 6.
5.3.4 Causal inference (simulated data)
We now apply both tests to the DAG verification method described in Section 5.2. As in Simula-
tion 3, we simulate data from an additive noise model. Here, we randomly choose a fully connected
DAG G over d = 4 nodes and choose Gaussian distributed noise variables with standard deviation
sampled uniformly between 1/5 and
√
2/5 instead of
√
2 and 2. We then report how often (out of
m = 1000), the largest p-value leads to the correct DAG. Because of its computational advantage,
we use the tests based on the Gamma approximation for dHSIC and the pairwise HSIC, which
work reasonably well for four nodes (strictly speaking, we only use the relative size of the p-values).
Most of the time was spent computing the results for BMR-n as we were forced to use a bootstrap
test (B = 100) since no approximation is available for this test. The proposed dHSIC recovers the
correct DAG in more cases than the pairwise approach and in even more cases than BMR-n, see
Figure 9.
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Figure 9: Causal inference example (m = 1000 repetitions): (left) shows how often each method
estimated the correct DAG, (right) shows the average structural intervention distance (SID, small
is good) between the correct and estimated DAG (Peters and Bühlmann, 2015).
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5.3.5 Causal inference (real data example)
We now apply the DAG verification method (see Section 5.2) to real world data. Given 349
measurements of the variables Altitude, Temperature and Sunshine6, we try to determine the
correct causal structure out of 25 possible DAGs. We use permutation based versions (with
B = 1000) of the dHSIC test, the multiple testing approach for HSIC and the BMR-1000 test and
apply them to every possible DAG and compare the resulting p-values. The result is shown in
Figure 10 (left).
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Figure 10: Real world data example: The left plot shows the p-values (on log-scale), for each DAG
over three nodes, from the DAG verification method. Even for small p-value thresholds, dHISC
is able to reject all incorrect models, while the competing HSIC method cannot. The graphical
representation of DAG 25 is shown on the right.
Figure 10 (right) shows DAG 25 that obtained the largest p-value. Based on physical back-
ground knowledge, we expect altitude to effect both sunshine and temperature. The effect of
temperature on sunshine could be explained by intermediate latent variables such as clouds or fog.
The plot illustrates that the dHSIC based test is able to reject all incorrect models, even for
very low p-value thresholds. The competing HSIC and BMR-1000 methods on the other hand
are not able to reject all incorrect DAGs, for example DAG 12 has a p-value of about 0.01 but
contains an edge from Sunshine to Altitude, which is clearly the wrong causal direction.
6 Summary
We introduce a measure of joint dependence between d variables, called the d-variable Hilbert-
Schmidt independence criterion (dHSIC). We propose an estimator of dHSIC based on a computa-
tionally efficient V-statistic and derive its asymptotic distribution. This allows to construct three
different hypothesis tests: a permutation test (Definition 3.4), a bootstrap test (Definition 3.7)
and a test based on a Gamma approximation (Definition 3.12).
We prove several properties for these tests. First and foremost we establish that the bootstrap
test achieves pointwise asymptotic level (Theorem 3.8) and that it is consistent for detecting any
fixed alternative with asymptotic power equal to one (Theorem 3.9). For the permutation test, we
show that it achieves valid level (Proposition 3.5) and in particular, this property carries over to the
Monte-Carlo approximated version of the permutation test. Regarding the Gamma approximation
based test, we derive asymptotic expansions of the mean and variance of the dHSIC estimator
(Proposition 3.10 and Proposition 3.11) which serve as main basis in the construction of the
approximation. Although this test has no guarantees on level and consistency, it is computationally
very fast and was found to perform well in numerical experiments.
6The dataset is taken from Mooij et al. (2016, pair0001.txt and pair0004.txt).
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Various simulations illustrate the advantages of dHSIC over a pairwise approach with HSIC
and a traditional test that we call BMR-C. Notably, dHSIC is computationally less expensive than
HSIC and also BMR-C if C grows larger than n. Moreover, when the dimension d is large the
pairwise HSIC approach with Monte-Carlo approximation (for fixed B) is not able to reject the
null hypothesis and BMR-C seems to suffer substantially from the curse of dimensionality. We also
outline applications for model selection in causal inference which are based on joint independence
testing of error terms in structural equation models. In our numerical experiments on real and
simulated data, dHSIC outperforms both other methods.
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A Resampling tests
In this section we want to rigorously introduce resampling tests. Most of this section is based on
Lehmann and Romano (2005), we however adjust a lot of the notation to fit our situation.
Let α ∈ (0, 1), let X be a measurable space, let T = (Tn)n∈N be a test statistic on X , let X
be a random variable with values in X and let (Xi)i∈N be a sequence of iid copies. The main idea
behind resampling tests is to construct data sets based on the original observations (X1, . . . , Xn).
These types of constructions are formalized by resampling methods.
Definition A.1 (resampling method)
Let X be a measurable space and let (Mn)n∈N ⊆ N be a sequence. If
g =
(
(gn,k)k∈{1,...,Mn}
)
n∈N
is a family of functions satisfying for all n ∈ N and for all k ∈ {1, . . . ,Mn} that
gn,k : Xn → Xn,
then we call g a resampling method.
Based on a resampling method g we can construct new observations for all n ∈ N and for all
k ∈ {1, . . . ,Mn} by defining
Zn,k := gn,k(X1, . . . , Xn).
The new ’resampled’ data (Zn,k)k∈{1,...,Mn} ⊆ Xn, n ∈ N is called resampling scheme and for
each n ∈ N the sequence Zn,1, . . . , Zn,Mn should be seen as Mn resampled data sets constructed
from the original observations (X1, . . . , Xn). A resampling method is therefore a formalization
of the concept of resampling Mn times from the original observations (X1, . . . , Xn). Based on a
resampling method we can introduce the resampling distribution function.
Definition A.2 (resampling distribution function)
Let X be a measurable space, let T = (Tn)n∈N be a test statistic on X , let g be a resampling
method. For all n ∈ N, the functions R̂Tn : Xn × R→ [0, 1] defined for all (x1, . . . , xn) ∈ Xn and
for all t ∈ R by
R̂Tn(x1, . . . , xn)(t) :=
1
Mn
Mn∑
k=1
1{Tn(gn,k(x1,...,xn))≤t}
are called the resampling distribution functions (corresponding to test statistic T and resampling
method g).
Fixing n ∈ N and (x1, . . . , xn) ∈ Xn it holds that
R̂Tn(x1, . . . , xn) : R→ [0, 1]
is non-decreasing, right-continuous and satisfies
lim
t→-∞ R̂Tn(x1, . . . , xn)(t) = 0 and limt→∞ R̂Tn(x1, . . . , xn)(t) = 1.
This implies that R̂Tn(x1, . . . , xn) is a distribution function and thus we can define the generalized
inverse (
R̂Tn(x1, . . . , xn)
)−1
: (0, 1)→ R
satisfying for all α ∈ (0, 1) that(
R̂Tn(x1, . . . , xn)
)−1
(α) := inf{t ∈ R | R̂Tn(x1, . . . , xn)(t) ≥ α}.
Based on the resampling distribution functions we can define a resampling test as follows.
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Definition A.3 (resampling test)
Let α ∈ (0, 1), let X be a separable metric space, let T = (Tn)n∈N be a test statistic on X , let
g be a resampling method and let R̂Tn be the corresponding resampling distribution functions. A
hypothesis test ϕ = (ϕn)n∈N defined for all n ∈ N and for all (x1, . . . , xn) ∈ Xn by
ϕn(x1, . . . , xn) := 1{Tn(x1,...,xn)>(R̂Tn(x1,...,xn))−1(1−α)}
is called α-resampling test (corresponding to g).
The advantage of resampling tests is that they can be constructed for any test statistic. We now
define an important subclass of resampling methods.
Definition A.4 (resampling group)
Let X be a measurable space, let (Mn)n∈N ⊆ N be a sequence and let g be a resampling method. If
g satisfies that
G := {gn,1, . . . , gn,Mn}
together with concatenation is a group of transformations on Xn, then we call g a resampling
group.
Resampling groups have the important property that for all test statistics T = (Tn)n∈N the
corresponding resampling distribution functions satisfy for all n ∈ N, for all k ∈ {1, . . . ,Mn} and
for all (x1, . . . , xn) ∈ Xn that
R̂Tn(x1, . . . , xn) = R̂Tn(gn,k(x1, . . . , xn)). (A.1)
This follows immediately from the group property of g. It allows us to prove, given an appropriate
invariance of the resampling group under the null hypothesis, that the corresponding resampling
test achieves level α. The following theorem is a reformulation of Lehmann and Romano (2005,
Theorem 15.2.1).
Theorem A.5 (level of resampling tests)
Let α ∈ (0, 1), let X be a separable metric space, let H0, HA ⊆ P(X ) be a null and alternative
hypothesis respectively, let g be a resampling group satisfying under H0 that for all n ∈ N and for
all k ∈ {1, . . . ,Mn} it holds that
gn,k(X1, . . . , Xn) is equal in distribution to (X1, . . . , Xn).
Then, the α-resampling test ϕ corresponding to g is a test at level α, when testing H0 against HA.
Proof Fix n ∈ N and let K be a uniformly distributed random variable on {1, . . . ,Mn} inde-
pendent of (X1, . . . , Xn). Let (x1, . . . , xn) ∈ Im((X1, . . . , Xn)) and for all k ∈ {1, . . . ,Mn} define
zn,k := gn,k(x1, . . . , xn) then it holds that Tn(zn,K) has the distribution function R̂Tn(x1, . . . , xn).
Hence, using (A.1) and the the properties of the generalized inverse it holds that
1
Mn
Mn∑
k=1
1{Tn(zn,k)>(R̂Tn(zn,k))−1(1−α)}
=
1
Mn
Mn∑
k=1
1{Tn(zn,k)>(R̂Tn(x1,...,xn))−1(1−α)}
= E
(
1{Tn(zn,K)>(R̂Tn (x1,...,xn))−1(1−α)}
)
≤ α,
which together with the monotonicity of the integral and the convention
Zn,k = gn,k(X1, . . . , Xn)
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implies that
E
(
1
Mn
Mn∑
k=1
1{Tn(Zn,k)>(R̂Tn(Zn,k))−1(1−α)}
)
≤ α. (A.2)
Moreover, under H0, i.e. X1, X2, . . .
iid∼ PX ∈ H0, it holds by assumption for all k ∈ {1, . . . ,Mn}
that (X1, . . . , Xn) is equal in distribution to Zn,k. This in particular implies that under H0 it
holds for all k ∈ {1, . . . ,Mn} that
E (ϕn(Zn,k)) = E (ϕn(X1, . . . , Xn)) . (A.3)
Combining (A.2) and (A.3) results in
P (ϕn(X1, . . . , Xn) = 1) = E (ϕn(X1, . . . , Xn))
=
1
Mn
Mn∑
k=1
E (ϕn(Zn,k))
= E
(
1
Mn
Mn∑
k=1
1{Tn(Zn,k)>(R̂Tn (Zn,k))−1(1−α)}
)
≤ α,
which completes the proof of Theorem A.5. 
The invariance assumption of the resampling group in the previous theorem is the same as
the randomization hypothesis given by Lehmann and Romano (2005, Definition 15.2.1). Unfor-
tunately, there are no similar guarantees that an arbitrary resampling test controls the type II
error in any way. Results of this type need to be checked on a case by case basis by analyzing the
resampling distribution function for the specific test statistic.
B Monte-Carlo approximated resampling tests
Finally, we want to discuss a computational difficulty that often arises in the context of resampling
tests. The problem is that in practical applications the parameter Mn from the definition of a
resampling method grows very fast in n and makes computations impossible for large n. One
method of dealing with this is to approximate the resampling distribution R̂n using a Monte-
Carlo approximated version.
Definition B.1 (Monte-Carlo approximated resampling distribution)
Let X be a measurable space, let T = (Tn)n∈N be a test statistic on X , let g be a resampling
method and let (Ki)i∈N be a sequence of independent uniformly distributed random variables on
{1, . . . ,Mn}. For all B ∈ N let R̂BTn : Xn×R→ [0, 1] be the functions defined for all (x1, . . . , xn) ∈Xn and for all t ∈ R by
R̂BTn(x1, . . . , xn)(t) :=
1
B
B∑
i=1
1{Tn(gn,Ki (x1,...,xn))≤t}
are called the Monte-Carlo approximated resampling distribution functions (corresponding to test
statistic T and resampling method g).
The following proposition shows that R̂BTn approximates R̂Tn in an appropriate way.
Proposition B.2 (Monte-Carlo approximation of resampling distribution)
Let X be a measurable space, let T = (Tn)n∈N be a test statistic on X , let g be a resampling method,
let R̂Tn be the resampling distribution functions and for all B ∈ N let R̂BTn be the Monte-Carlo
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approximated resampling distribution functions. Then for all (x1, . . . , xn) ∈ Xn and for all t ∈ R
it holds P-a.s. that
lim
B→∞
R̂BTn(x1, . . . , xn)(t) = R̂Tn(x1, . . . , xn)(t).
Proof Let (Ki)i∈N be the sequence of uniformly distributed random variables on {1, . . . ,Mn}
from the definition of R̂BTn , then introduce for all k ∈ {1, . . . ,Mn} and for all i ∈ N the random
variables
Y ki := 1{Ki=k}.
Y ki has a Bernoulli distribution with parameter
1
Mn
. Furthermore, we can write
R̂BTn(x1, . . . , xn)(t) =
1
B
B∑
i=1
1{Tn(gn,Ki (x1,...,xn))≤t}
=
Mn∑
k=1
∑B
i=1 Y
k
i
B
1{Tn(gn,k(x1,...,xn))≤t}.
By the strong law of large numbers this implies that P-a.s. it holds that
lim
B→∞
R̂BTn(x1, . . . , xn)(t) =
1
Mn
Mn∑
k=1
1{Tn(gn,k(x1,...,xn))≤t} = R̂Tn(x1, . . . , xn)(t),
which completes the proof of Proposition B.2. 
We are now ready to define Monte-Carlo approximated resampling test. Instead of using
the (1 − α)-quantile of the Monte-Carlo approximated resampling distribution we use a slightly
larger critical value. Surprisingly, for resampling groups satisfying the invariance condition in
Theorem A.5, this allows us to achieve level α for any value of B. The trick is that the slightly
larger critical value accounts for the uncertainty due to the Monte-Carlo approximation.
We define the test using the p-value as this leads to easier calculations. The corresponding crit-
ical value can then be calculated via the standard correspondence between p-value and hypothesis
test.
Definition B.3 (Monte-Carlo approximated resampling test)
Let α ∈ (0, 1), let X be a separable metric space, let T = (Tn)n∈N be a test statistic on X , let g
be a resampling method, let B ∈ N, let (Ki)i∈N be a sequence of independent uniformly distributed
random variables on {1, . . . ,Mn} and let (k1, . . . , kB) be a realization of (K1, . . . ,KB). For all
n ∈ N define the function p̂n : Xn → [ 1B+1 , 1] satisfying
p̂n(x1, . . . , xn) :=
1 +
∣∣{i ∈ {1, . . . , B} : Tn(gn,ki(x1, . . . , xn)) ≥ Tn(x1, . . . , xn)}∣∣
1 +B
.
Then the hypothesis test ϕ = (ϕn)n∈N defined for all n ∈ N and for all (x1, . . . , xn) ∈ Xn by
ϕn(x1, . . . , xn) := 1{p̂n(x1,...,xn)≤α},
is called α-Monte-Carlo approximated resampling test.
The function p̂n is called p-value of the test ϕn. The following proposition shows that the
Monte-Carlo approximated resampling test achieves level α given the appropriate invariance as-
sumptions on g.
Proposition B.4 (Monte-Carlo approximated resampling test has valid level)
Let α ∈ (0, 1), let X be a separable metric space, let H0, HA ⊆ P(X ) be a null and alternative
hypothesis respectively, let T = (Tn)n∈N be a test statistic on X , let B ∈ N and let g be a resampling
group satisfying under H0 that for all n ∈ N and for all k ∈ {1, . . . ,Mn} it holds that
gn,k(X1, . . . , Xn) is equal in distribution to (X1, . . . , Xn), (B.1)
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and for all k 6= l ∈ {1, . . . ,Mn} it holds that
P (Tn(gn,k(X1, . . . , Xn)) = Tn(gn,l(X1, . . . , Xn))) = 0. (B.2)
Then, the corresponding α-Monte-Carlo approximated resampling test ϕ = (ϕn)n∈N has valid level
α.
Proof Begin by defining the function f : {1, . . . ,Mn}B × Xn → {0, . . . , B} satisfying for all
(k1, . . . , kB) ∈ {1, . . . ,Mn}B and for all (x1, . . . , xn) ∈ Xn that
f(k1, . . . , kB)(x1, . . . , xn) :=
∣∣{i ∈ {1, . . . , B} : Tn(gn,ki(x1, . . . , xn)) ≥ Tn(x1, . . . , xn)}∣∣,
and the function ftot : Xn → {1, . . . ,Mn} satisfying for all (x1, . . . , xn) ∈ Xn that
ftot(x1, . . . , xn) :=
∣∣{i ∈ {1, . . . ,Mn} : Tn(gn,i(x1, . . . , xn)) ≥ Tn(x1, . . . , xn)}∣∣.
Then, by the invariance assumption (B.1) it holds under H0 for all k, l ∈ {1, . . . ,Mn} that
P (ftot(X1, . . . , Xn) = l) = P (ftot(gn,k(X1, . . . , Xn)) = l) . (B.3)
Moreover, since g is a group it holds P-a.s. that
ftot(gn,k(X1, . . . , Xn)) =
Mn∑
i=1
1{Tn(gn,i(gn,k(X1,...,Xn)))≥Tn(gn,k(X1,...,Xn))}
=
Mn∑
i=1
1{Tn(gn,i(X1,...,Xn))≥Tn(gn,k(X1,...,Xn))},
which implies together with (B.2) it holds P-a.s. that
Mn∑
k=1
1{ftot(gn,k(X1,...,Xn))=l} = 1. (B.4)
Combining (B.3) and (B.4) it holds under H0 that
P (ftot(X1, . . . , Xn) = l) =
1
Mn
Mn∑
k=1
P (ftot(gn,k(X1, . . . , Xn)) = l)
=
1
Mn
Mn∑
k=1
E
(
1{ftot(gn,k(X1,...,Xn))=l}
)
=
1
Mn
E
(
Mn∑
k=1
1{ftot(gn,k(X1,...,Xn))=l}
)
=
1
Mn
,
which proves that under H0 it holds that ftot(X1, . . . , Xn) is uniformly distributed on {1, . . . ,Mn}.
Furthermore, conditioned on ftot(X1, . . . , Xn) = l it holds for all i ∈ {1, . . . , B} that
1{Tn(gn,Ki (X1,...,Xn))≥Tn(X1,...,Xn)}
is Bernoulli lMn distributed which again conditioned on ftot(X1, . . . , Xn) = l implies that
f(K1, . . . ,KB)(X1, . . . , Xn) =
B∑
i=1
1{Tn(gn,Ki (X1,...,Xn))≥Tn(X1,...,Xn)}
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has binomial distribution with parameters B and lMn . It therefore holds under H0 that
P (p̂n(X1, . . . , Xn) ≤ α)
= P (f(K1, . . . ,KB)(X1, . . . , Xn) ≤ (B + 1)α− 1)
=
Mn∑
l=1
P (f(K1, . . . ,KB)(X1, . . . , Xn) ≤ (B + 1)α− 1 | ftot(X1, . . . , Xn) = l)
· P (ftot(X1, . . . , Xn) = l)
=
1
Mn
Mn∑
l=1
⌊(B+1)α−1⌋∑
i=0
(
B
i
)(
l
Mn
)i (
1− l
Mn
)B−i
≤
∫ 1
0
⌊(B+1)α−1⌋∑
i=0
(
B
i
)
(x)
i
(1− x)B−i λ(dx)
=
⌊(B + 1)α− 1⌋+ 1
B + 1
≤ α,
where we approximated the sum by an integral and solved the integral using integration by parts.
This completes the proof of Proposition B.4. 
The p-value is overestimated by the choice we made. In fact, as described in Phipson and Smyth
(2010), the level of the test would be preserved even if we chose the p-value slightly smaller. This
allows to construct a permutation test which is not only valid in level but actually achieves exact
level. The next proposition specifies the critical value that leads to the Monte-Carlo approximated
resampling test.
Proposition B.5 (critical value of Monte-Carlo approximated resampling test)
Let α ∈ (0, 1), let X be a measurable space, let T = (Tn)n∈N be a test statistic on X , let g be a
resampling method, let B ∈ N, let (Ki)i∈N be a sequence of uniformly distributed random variables
on {1, . . . ,Mn} and let (k1, . . . , kB) be a realization of (K1, . . . ,KB). For all n ∈ N define the
function cn : Xn → R satisfying that cn(x1, . . . , xn) is the
⌈(B + 1)(1− α)⌉+
B∑
i=1
1{Tn(gn,ki (x1,...,xn))=Tn(x1,...,xn)}-th largest value
in the vector (Tn(gn,k1(x1, . . . , xn)), . . . , Tn(gn,kB (x1, . . . , xn))) if
⌈(B + 1)(1− α)⌉+
B∑
i=1
1{Tn(gn,ki (x1,...,xn))=Tn(x1,...,xn)} ≤ B
and ∞ otherwise. Then the hypothesis test ϕ = (ϕn)n∈N defined for all n ∈ N and for all
(x1, . . . , xn) ∈ Xn by
ϕ(x1, . . . , xn) := 1{Tn(x1,...,xn)≥cn(x1,...,xn)},
is equal to the α-Monte-Carlo approximated resampling test.
Proof The following calculation is straight forward:
1{p̂n(x1,...,xn)≤α}
= 1{ 1
B
∑
B
i=1 1{Tn(gn,ki
(x1,...,xn))≥Tn(x1,...,xn)}
≤B+1
B
α− 1
B
}
= 1{B+1
B
(1−α)≤ 1
B
∑
B
i=1 1{Tn(gn,ki
(x1,...,xn))<Tn(x1,...,xn)}
}
= 1{Tn(x1,...,xn)≥cn(x1,...,xn)}
= ϕn(x1, . . . , xn).
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This completes the prove of Proposition B.5. 
The Monte-Carlo approximated resampling test is closely related to the Monte-Carlo resam-
pling distribution function. To see this observe that for large B it holds for all (x1, . . . , xn) ∈ Xn
that
cn(x1, . . . , xn) ≈ (R̂BTn(x1, . . . , xn))−1(1− α).
As mentioned above cn approximates the (1 − α)-quantile of the Monte-Carlo resampling distri-
bution from above and gets closer as B increases.
An example of how to implement this (conservative) Monte-Carlo approximation procedure
for the dHSIC permutation and bootstrap test is given in the following algorithm.
Algorithm 2 computing p-value and critical value for the permutation/bootstrap test
1: procedure MonteCarlo-pvalue(x1, . . .xn, B)
2: initialize empty B-dimensional vector T
3: for k = 1 : B do
4: initialize d-dimensional vectors x˜1, . . . , x˜n
5: for j = 1 : d do
6: ψ ← random element from Sn (permutation) or {1, . . . , n}n (bootstrap)
7: for i = 1 : n do
8: x˜i[j]← xψ(i)[j]
9: T[k]← dHSIC(x˜1, . . . , x˜n)
10: tmp← # {k ∈ {1, . . . , B} |T[k] ≥ dHSIC(x1, . . .xn)}
11: pval← (tmp+1)/(B + 1)
12: return pval
13: procedure MonteCarlo-critval(x1, . . .xn, B, α)
14: Perform lines 2. – 9. from function MonteCarlo-pvalue
15: tmp← # {k ∈ {1, . . . , B} |T[k] = dHSIC(x1, . . .xn)}
16: ind← ⌈(B + 1) · (1− α)⌉+ tmp
17: if ind ≤ B then
18: S← sort(T) (in ascending order)
19: critval← S[ind]
20: else
21: critval←∞
22: return critval
C Further results on V-statistics
In this section we extend some of the commonly known results about U-statistics to V-statistics.
An overview of the theory of U-statistics can be found in Serfling (1980). Most similar generaliza-
tions in literature only apply to V-statistics of degree 2; we now extend the results to V-statistics
of arbitrary order. For our convenience and in order to not be repetitive we introduce the following
setting, which we will only use within Appendix C.
Setting 2 (U- and V-statistics)
Let n ∈ N, q ∈ {1, . . . , n}, X a metric space, (Ω,F ,P) a probability space, X : Ω → X a random
variable with law PX and (Xi)i∈N a sequence of iid copies of X, i.e., (Xi)i∈N
iid∼ PX .
The sequence (Xi)i∈N should be seen as the generating process of observations.
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For completeness, we now introduce the U-statistic. Define the set of all combinations of q
elements on {1, . . . , n} by
Cq(n) := {(i1, . . . , iq) ∈ {1, . . . , n} : i1 < · · · < iq} .
The U-statistic
Un(g) :=
(
n
q
)−1 ∑
Cq(n)
g(Xi1 , . . . , Xiq ), (C.1)
estimates the statistical functional
θg := θg
(
PX
)
:= E (g(X1, . . . , Xq)) ,
see (2.2) for the corresponding V-statistic. An alternative representation which also appears in
literature is given by setting
U∗n(g) :=
1
(n)q
∑
Pq(n)
g(Xi1 , . . . , Xiq ),
with Pq(n) := {(i1, . . . , iq) ∈ {1, . . . , n} : i1, . . . , iq distinct} and (n)q := n!(n−q)! = |Pq(n)|. It is
straightforward to see that U∗n(g) = Un(g).
C.1 Connection between U-statistics and V-statistics
To derive the asymptotic distribution of V-statistics we show that V-statistics are in an appro-
priate sense good approximations of U-statistics. In order to show results of this type we require
some kind of boundedness condition on the core function. The next definition introduces such a
condition.
Definition C.1 (total boundedness condition)
Let r ∈ N, assume Setting 2 and let g ∈ Lr((PX)⊗q, |·|
R
) be a core function. Then we say that g
satisfies the total boundedness condition of order r if for all (i1, . . . , iq) ∈Mq(q) it holds that
E
[|g(Xi1 , . . . , Xiq )|r] <∞.
In particular, this condition is fulfilled if the core function g is a bounded function.
The following result is due to Serfling (1980, Lemma, Section 5.7.3).
Lemma C.2 (connection between U- and V-statistics)
Let r ∈ N, assume Setting 2 and let g ∈ Lr((PX)⊗q, |·|
R
) be a core function satisfying the total
boundedness condition of order r. Then it holds that
E [|Un(g)− Vn(g)|r] = O
(
n−r
)
as n→∞.
In order to prove some of the asymptotic statements of V-statistics we require a stronger way
of comparing V-statistics with U-statistics than that given in Lemma C.2. For example, when
computing the asymptotic variance of a V-statistic up to an order of n−2 by comparison with the
variance of a U-statistic, we need to estimate the second moment of the difference to an order of
n−(2+ε). Hence, the result in Lemma C.2 is not sufficient. The following technical lemma gives a
decomposition of a V-statistic into the corresponding U-statistic and some remainder terms. We
are not aware of a similar result in literature.
Lemma C.3 (decomposition of a V-statistic)
Assume Setting 2 and let g ∈ L1((PX)⊗q, |·|
R
) be a core function. For all k ∈ {1, . . . , q − 1},
l ∈ {k + 1, . . . , q} let πkl : {1, . . . , q} → {1, . . . , q − 1} be the unique surjective functions with the
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property that πkl(k) = πkl(l) = 1 and for all i, j ∈ {1, . . . , q} \ {k, l} with i < j it holds that
πkl(i) < πkl(j). Define for all x1, . . . , xq−1 ∈ X the function
w(x1, . . . , xq−1) :=
q−1∑
k=1
q∑
l=k+1
g(xπkl(1), . . . , xπkl(q)).
and set B := {(i1, . . . , iq) ∈Mq(n) | at most q − 2 distinct values}. Then it holds that
nVn(g) =
(
1 +O (n−1))Un(w)
+
(
1 +O (n−1)) (n− q + 1)!
n!
∑
(i1,...,iq)∈B
g(Xi1 , . . . , Xiq )
−
((
q
2
)
+O (n−1))Un(g)
+ nUn(g)
and |B| = O (nq−2) as n→∞.
Proof We begin by introducing
Sn =
1
(n)q−1
 ∑
Mq(n)
g(Xi1 , . . . , Xiq )−
∑
Pq(n)
g(Xi1 , . . . , Xiq )

and
A = {(i1, . . . , iq) ∈Mq(n) | at most q − 1 distinct values}.
Then, observe that A =Mq(n) \Pq(n) and
A \B = {(i1, . . . , iq) ∈Mq(n) | exactly q − 1 distinct values}
=
{(
iπkl(1), . . . , iπkl(q)
) ∣∣∣ (i1, . . . , iq−1) ∈ Pq−1(n),
k ∈ {1, . . . , q − 1}, l ∈ {k + 1, . . . , q}
}
.
Therefore, it holds that |A| = nq − (n)q and |A \B| = q(q−1)2 (n)q−1. Using this we get
|B| = |A| − |A \B|
= nq − (n)q − q(q − 1)
2
(n)q−1
= nq − n(n− 1) · · · (n− (q − 1))− q(q − 1)
2
n(n− 1) · · · (n− (q − 2))
= nq − nq + q(q − 1)
2
nq−1 +O (nq−2)− q(q − 1)
2
nq−1 +O (nq−2)
= O (nq−2)
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as n→∞. We can now make the following calculation
Sn =
1
(n)q−1
 ∑
Mq(n)
g(Xi1 , . . . , Xiq )−
∑
Pq(n)
g(Xi1 , . . . , Xiq )

=
1
(n)q−1
∑
A
g(Xi1 , . . . , Xiq )
=
1
(n)q−1
∑
Pq−1(n)
w(Xi1 , . . . , Xiq−1) +
1
(n)q−1
∑
B
g(Xi1 , . . . , Xiq )
= U∗n(w) +
1
(n)q−1
∑
B
g(Xi1 , . . . , Xiq ). (C.2)
Finally, we can decompose nVn(g) as follows
nVn(g) =
1
nq−1
∑
Mq(n)
g(Xi1 , . . . , Xiq )−
1
nq−1
∑
Pq(n)
g(Xi1 , . . . , Xiq )
+
1
nq−1
∑
Pq(n)
g(Xi1 , . . . , Xiq )
=
(n)q−1
nq−1
Sn +
(n)q
nq−1
U∗n(g)
=
(
1 +O (n−1))Sn + (n− q(q − 1)
2
+O (n−1))Un(g)
=
(
1 +O (n−1))Sn − ((q
2
)
+O (n−1))Un(g) + nUn(g). (C.3)
Combining (C.2) and (C.3) completes the proof of Lemma C.3. 
C.2 Consistency of V-statistics
The following theorem is the counterpart of Serfling (1980, Theorem A, Section 5.4) for V-statistics.
The proof is a direct application of Lemma C.2 and Serfling (1980, Theorem A, Section 5.4).
Theorem C.4 (consistency of a V-statistic)
Assume Setting 2 and let g ∈ L1((PX)⊗q, |·|
R
) be a symmetric core function satisfying the total
boundedness condition of order 1. Then
Vn(g)
P−→ θg
as n→∞.
Proof By Serfling (1980, Theorem A, Section 5.4) it holds that
Un(g)
P−→ θg
as n→∞. Furthermore, by Lemma C.2 we have that
E|Un(g)− Vn(g)| = O
(
n−1
)
as n→∞. Since convergence in L1 implies convergence in probability we obtain
Vn(g)
P−→ θg
as n→∞, which completes the proof of Theorem C.4. 
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C.3 Variance of V-statistics
In the degenerate setting ξ1 = 0, Lemma C.3 allows us to show that the variance of a V-statistic
is equal to that of a U-statistic up to a certain order of n. Its proof relies on Lemma C.3.
Theorem C.5 (asymptotic variance of a V-statistic)
Assume Setting 2 and let g ∈ L2((PX)⊗q, |·|
R
) be a bounded core function satisfying ξ1 = 0. Then
it holds that
Var (Vn(g)) =
(
n
q
)−1(
q
2
)(
n− q
q − 2
)
ξ2 +O
(
n−
5
2
)
as n→∞.
Proof It holds that
Var (Vn(g)) = Var (Vn(g˜)) ,
which implies that without loss of generality we can assume that θg = 0. By Lemma C.3 we get
that
nVn(g) =
(
1 +O (n−1))Sn
−
((
q
2
)
+O (n−1)− n)Un(g) (C.4)
as n → ∞, where Sn = Un(w) + 1(n)q−1
∑
B g(Xi1 , . . . , Xiq ). Applying Serfling (1980, Lemma A,
Section 5.2.1) results in
Var (Un(g)) =
(
n
q
)−1(
q
2
)(
n− q
q − 2
)
ξ2 +O
(
n−3
)
(C.5)
and
Var (Un(w)) = O
(
n−1
)
. (C.6)
Moreover, using that g is bounded it holds that
Var
(
1
(n)q−1
∑
B
g(Xi1 , . . . , Xiq )
)
≤ 1
(n)2q−1
E
(∣∣∣∑
B
g(Xi1 , . . . , Xiq )
∣∣∣2)
≤ 1
(n)2q−1
∑
(i1,...,iq)∈B
∑
(j1,...,jq)∈B
E
(∣∣∣g(Xi1 , . . . , Xjq )g(Xi1 , . . . , Xjq )∣∣∣)
≤ C|B|
2
(n)2q−1
= O (n−2) . (C.7)
So combining (C.6) and (C.7) shows that
Var (Sn) = O
(
n−1
)
(C.8)
and
Cov (Un(g), Sn) ≤ (Var (Un(g))Var (Sn))
1
2 = O
(
n−
3
2
)
. (C.9)
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Finally, use (C.4), (C.5), (C.8) and (C.9) to get
Var (nVn(g)) =
(
1 +O (n−1))2 Var (Sn)
+
((
q
2
)
+O (n−1)− n)2Var (Un(g))
− 2 (1 +O (n−1)) (n+ (q2)+O (n−1))Cov (Un(g), Sn)
= O (1)Var (Sn) +
(
n2 +O (n))Var (Un(g)) +O (n)Cov (Un(g), Sn)
= n2
(
n
q
)−1(
q
2
)(
n− q
q − 2
)
ξ2 +O
(
n−
1
2
)
.
Dividing by n2 completes the proof of Theorem C.5. 
It is possible to get a similar result in the non-degenerate case ξ1 > 0. In that case similar
reasoning as in the proof above can be used to get a formula for the variance of the V-statistic.
C.4 Bias of V-statistics
As a further consequence of Lemma C.3 the bias of a V-statistic can be explicitly expressed up to
order n−2.
Theorem C.6 (bias of a V-statistic)
Assume Setting 2 and let g ∈ L2((PX)⊗q, |·|
R
) be a core function satisfying the total boundedness
condition of order 2. Then it holds that
E (Vn(g)− θg) = 1
n
(
q
2
)
E (g˜2(X1, X1)) +O
(
n−2
)
as n→∞.
Proof We use Lemma C.3 to get that
nVn(g˜) =
(
1 +O (n−1))Un(w)
+
(
1 +O (n−1)) 1(n)q−1 ∑
B
g˜(Xi1 , . . . , Xiq )
−
((
q
2
)
− n+O (n−1))Un(g˜).
(C.10)
Moreover, using the total boundedness condition of g we can get a constant C > 0 such that
E
∣∣∣ 1
(n)q−1
∑
B
g˜(Xi1 , . . . , Xiq )
∣∣∣ ≤ 1
(n)q−1
∑
B
E
∣∣g˜(Xi1 , . . . , Xiq )∣∣
≤ C |B|
(n)q−1
= O (n−1) (C.11)
as n→∞. Hence, using (C.10),(C.11) and the unbiasedness of U-statistics results in
E (n (Vn(g)− θg)) = E (nVn(g˜)) = θw +O
(
n−1
)
. (C.12)
We can compute θw by using the symmetry of g˜ to get
θw = E (w(X1, . . . , Xq−1)) =
(
q
2
)
E (g˜2(X1, X1)) . (C.13)
Finally, combining (C.12) and (C.13) and dividing by m concludes the proof of Theorem C.6. 
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C.5 Asymptotic distribution of V-statistics
A V-statistic is called degenerate if ξ1 = Var(g1(X1)) = 0 and non-degenerate if ξ1 > 0. In this
section we analyze the asymptotic distribution of
• √nVn(g) for the non-degenerate case (ξ1 > 0) and
• nVn(g) for a special degenerate case (ξ1 = 0, ξ2 > 0).
In this section we derive the asymptotic distributions for V-statistics based on the corresponding
results for U-statistics.
C.5.1 Non-degenerate case
The following theorem is the counterpart of Serfling (1980, Theorem A, Section 5.5.1) for V-
statistics. The proof is a straightforward application of both Lemma C.2 and Serfling (1980,
Theorem A, Section 5.5.1).
Theorem C.7 (asymptotic distribution of a V-statistic (non-degenerate))
Assume Setting 2, let g ∈ L2((PX)⊗q, |·|
R
) be a core function satisfying the total boundedness
condition of order 2 and assume ξ1 > 0. Then it holds that
√
n (Vn(g)− θg) d−→ N
(
0, q2ξ1
)
as n→∞.
Proof Since convergence in L2 implies convergence in probability Lemma C.2 in particular shows
that √
n (Vn(g)− Un(g)) P−→ 0
as n→∞. Combining this with Serfling (1980, Theorem A, Section 5.5.1) and Slutsky’s theorem
we get √
n (Vn(g)− θg) =
√
n (Un(g)− θg) +
√
n (Vn(g)− Un(g)) d−→ N
(
0, q2ξ1
)
as n→∞ which completes the proof of Theorem C.7. 
C.5.2 Degenerate case
In the degenerate case the asymptotic distribution depends on the eigenvalues of a particular
integral operator. For our convenience and in order to not be repetitive we introduce the following
additional setting, which we will only use within Appendix C.
Setting 3 (degenerate asymptotic)
Let g ∈ L2((PX)⊗q, |·|
R
) be a core function, let (Zj)j∈N be a sequence of independent standard
normal random variables on R, let Tg˜2 ∈ L
(
L2(PX , |·|
R
)
)
with the property that for every f ∈
L2(PX , |·|
R
) and for every x ∈ X it holds that
(Tg˜2(f)) (x) =
∫
X
g˜2(x, y)f(y)P
X (dy)
and let (λj)j∈N be the eigenvalues of Tg˜2 .
Theorem C.9 is the counterpart of Serfling (1980, Theorem, Section 5.5.2) for V-statistics. Similar
statements appear in literature (e.g. Gretton et al., 2007, Theorem 2). However, we are not aware
of a complete proof of the statement. The proof requires the following intermediate result.
39
Lemma C.8 (eigenvalue representation of the bias)
Assume Setting 2 and Setting 3, let g ∈ L2((PX)⊗q, |·|
R
) be a core function satisfying the total
boundedness condition of order 2, assume 0 = ξ1 < ξ2 and assume g˜2 is positive definite and
continuous. Then it holds that
E (g2(X1, X1)) =
∞∑
i=1
λi + θg
Proof Observe that g˜2 is a continuous positive definite kernel. We can therefore apply Mercer’s
theorem (see Ferreira and Menegatto, 2009, Theorem 1.1) to get that for all x, y ∈ supp(PX ) it
holds that
g˜2(x, y) =
∞∑
i=1
λiϕi(x)ϕi(y)
converges uniformly. If we now take expectation and use that we can exchange the sum and
expectation due the uniform convergence we get
E (g˜2(X1, X1)) = E
( ∞∑
i=1
λiϕi(X1)ϕi(X1)
)
=
∞∑
i=1
λiE
(
|ϕi(X1)|2
)
=
∞∑
i=1
λi,
where in the last step we used that (ϕi)i∈N forms an orthonormal basis of L2(PX , |·|R). The result
follows by noting that g2 ≡ g˜2 + θg, which completes the proof of Lemma C.8. 
We are now ready to state and prove the final result of this section.
Theorem C.9 (Asymptotic distribution of a V-statistic (degenerate))
Assume Setting 2 and Setting 3, let g ∈ L2((PX)⊗q, |·|
R
) be a core function satisfying the total
boundedness condition of order 2, assume 0 = ξ1 < ξ2 and assume g˜2 is positive definite and
continuous. Then it holds that
n (Vn(g)− θg) d−→
(
q
2
) ∞∑
i=1
λiZ
2
i
as n→∞.
Proof The idea of the proof is to use Lemma C.3 to get the decomposition
nVn(g˜) =
(
1 +O (n−1))Sn
−
((
q
2
)
+O (n−1))Un(g˜)
+ nUn(g˜)
(C.14)
as n→∞, where Sn = Un(w)+ 1(n)q−1
∑
B g˜(Xi1 , . . . , Xiq ) and w is defined as in Lemma C.3. We
then calculate the asymptotic behavior of Sn and use Serfling (1980, Theorem, Section 5.5.2) to
conclude.
Begin by analyzing the asymptotic behavior of Sn. To this end, note that by symmetry of the
core function g it holds that
θw = E(w(X1, . . . , Xq−1)) =
(
q
2
)
E(g˜2(X1, X1)).
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and together with Lemma C.8 it holds that
θw = E(w(X1, . . . , Xq−1)) =
(
q
2
) ∞∑
i=1
λi.
Combining this with Serfling (1980, Theorem A, Section 5.4) it follows that
Un(w)
P−→ θw =
(
q
2
) ∞∑
i=1
λi (C.15)
as n→∞. Next, we use the total boundedness condition of g to get a constant C > 0 such that
E
∣∣∣ 1
(n)q−1
∑
B
g˜(Xi1 , . . . , Xiq )
∣∣∣ ≤ 1
(n)q−1
∑
B
E
∣∣g˜(Xi1 , . . . , Xiq )∣∣
≤ C |B|
(n)q−1
= O (n−1)
as n→∞. Using that L1 convergence implies convergence in probability we get that
1
(n)q−1
∑
A2
g˜(Xi1 , . . . , Xiq )
P−→ 0 (C.16)
as n→∞. Finally, combining (C.15) and (C.16) this results in
Sn
P−→
(
q
2
) ∞∑
i=1
λi (C.17)
as n → ∞. Now, by the properties of convergence in probability, (C.17) and Serfling (1980,
Theorem A, Section 5.4) we have(
1 +O (n−1))Sn P−→ (q
2
) ∞∑
i=1
λi (C.18)
and ((
q
2
)
+O (n−1))Un(g˜) P−→ 0 (C.19)
as n→∞. Hence, (C.14), (C.18) and (C.19) together with Slutsky’s theorem and Serfling (1980,
Theorem, Section 5.5.2) shows that
n (Vn(g)− θg) = nVn(g˜) d−→
(
q
2
) ∞∑
i=1
λiZ
2
i
as n→∞, which completes the proof of Theorem C.9. 
C.6 Resampling results for U-statistics and V-statistics
In this section we want to consider what happens to the asymptotic behavior of nUn(g) and nVn(g)
if instead of the original data sequence (Xi)i∈N we consider a sequence of resampled data. The
differences are quite subtle, therefore one needs to be very precise about what resampling means.
Throughout this section we use the following setting.
Setting 4 (resampling)
Let X be a separable metric space, let (Ω,F ,P) be a probability space, let X : Ω→ X be a random
variable and let (Xi)i∈N be a sequence of iid copies of X. For all n ∈ N, let (Ωn,Fn,Pn) be
probability spaces, let X∗n : Ωn → X be random variables satisfying that X∗n d→ X as n → ∞
(i.e. limn→∞ En(f(X∗n)) = E(f(X)) for all bounded and continuous functions f : X → R) and let
(X∗n,i)i∈{1,...,n} be iid copies of X
∗
n.
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The data X∗n,1, . . . , X
∗
n,n should be interpreted as a new sample drawn from a distribution which
converges to PX as n goes to infinity. Resampled data of this type often show up in different
types of bootstrapping or permutation techniques. We are interested in finding properties of the
resampled U-statistc
U˜n(g) :=
(
n
q
)−1 ∑
Cq(n)
g
(
X∗n,i1 , . . . , X
∗
n,iq
)
and the resampled V-statistic
V˜n(g) :=
1
mq
∑
Mq(n)
g
(
X∗n,i1 , . . . , X
∗
n,iq
)
.
The difference compared to the normal U-and V-statistic is that the distribution of the sample
X∗n,1, . . . , X
∗
n,n depends on m. Therefore, the results of the previous sections only carry over to
the resampled U-and V-statistics if they are results for which m is kept fixed. Results about the
asymptotic behavior of the resampled U-and V-statistics need to be proved separately. A further
more technical difficulty is that for differentm the random variables U˜n(g) and V˜n(g) are no longer
defined on the same probability space. The following theorem gives us a way of dealing with this
issue and is a slightly modified version of Skorohod’s theorem (see Billingsley, 2008, Theorem 6.7).
Theorem C.10 (Skorohod’s theorem)
Assume Setting 4. Then there exists a common probability space (Ω˜, F˜ , P˜) and random variables
(X˜∗n,i)i∈{1,...,n}, n ∈ N and (X˜i)i∈N on this probability space satisfying
(i) for all n ∈ N, for all i ∈ {1, . . . , n}: X˜∗n,i ∼ PX
∗
n ,
(ii) for all i ∈ N: X˜i ∼ PX and,
(iii) X˜∗n,i
P˜-a.s.−→ X˜i as n→∞.
In order to avoid ambiguity between the resampled and the original sample we introduce the
following notation
(i) for all n ∈ N and all c ∈ {1, . . . , n} define
gnc (x1, . . . , xc) := E(g(x1, . . . , xc, X
∗
n,c+1, . . . , X
∗
n,q)),
(ii) for all n ∈ N define
θng := E(g(X
∗
n,1, . . . , X
∗
n,q)),
(iii) for all n ∈ N and all c ∈ {1, . . . , n} define
ξnc (g) := E((g
n
c (X
∗
n,1, . . . , X
∗
n,c)− θng )2).
The following theorem shows that U˜n(g) is also consistent with θg in the appropriate sense.
Lemma C.11 (consistency of a resampling U-statistic)
Assume Setting 4 and let g ∈ L1((PX)⊗q, |·|
R
) be a continuous, bounded core function. Then it
holds that
U˜n(g)
d−→ θg
as n→∞.
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Proof Applying Theorem C.10 results in a probability space (Ω˜, F˜ , P˜) and random variables
(X˜∗n,i)i∈{1,...,n}, n ∈ N and (X˜i)i∈N with properties specified in Theorem C.10. Next, introduce
the resampled U-statistic
U˜n(g) :=
(
n
q
)−1 ∑
Cq(n)
g(X˜∗n,i1 , . . . , X˜
∗
n,iq ),
which has the same distribution under P˜ as U˜n(g) under Pn and the U-statistic
Un(g) :=
(
n
q
)−1 ∑
Cq(n)
g(X˜i1 , . . . , X˜iq ),
which has the same distribution under P˜ as Un(g) under P. It holds that
U˜n(g)− Un(g) =
(
n
q
)−1 ∑
Cq(n)
(
g(X˜∗n,i1 , . . . , X˜
∗
n,iq )− g(X˜i1 , . . . , X˜iq )
)
=
(
n
q
)−1 ∑
Cq(n)
w((X˜i1 , X˜
∗
n,i1), . . . , (X˜iq , X˜
∗
n,iq )), (C.20)
where w(x1, . . . ,xq) := g(x
2
1, . . . , x
2
q)− g(x11, . . . , x1q) is a symmetric core function. If we define for
all c ∈ {1, . . . , q} the functions
wnc (x1, . . . ,xc) := E
(
g(x21, . . . , x
2
c , X˜
∗
n,c+1, . . . , X˜
∗
n,q)− g(x11, . . . , x1c , X˜c+1, . . . , X˜q)
)
it holds by the boundedness of g that there exists a constant C ∈ R such that
sup
n∈N
ξnc (w) < C. (C.21)
By (C.20), it holds that for fixed n we can apply Serfling (1980, Lemma A, Section 5.2.1) and
together with (C.21) to get
Var
(
U˜n(g)− Un(g)
)
=
(
n
q
)−1 n∑
c=1
(
q
c
)(
n− q
q − c
)
ξnc (w) = O
(
n−1
)
. (C.22)
For (i1, . . . , iq) ∈ Cq(n) it holds by continuity of g that
g(X˜∗n,i1 , . . . , X˜
∗
n,iq )
P˜-a.s.−→ g(X˜i1 , . . . , X˜iq )
as n → ∞ and since g is also bounded the dominated convergence theorem in particular implies
that
lim
n→∞
E
(
g(X˜∗n,i1 , . . . , X˜
∗
n,iq )− g(X˜i1 , . . . , X˜iq )
)
= 0. (C.23)
Combining (C.22) and (C.23) hence proves that
lim
n→∞
E
((
U˜n(g)− Un(g)
)2)
= lim
n→∞
E
(
U˜n(g)− Un(g)
)2
= lim
n→∞
E
(
g(X˜∗n,i1 , . . . , X˜
∗
n,iq )− g(X˜i1 , . . . , X˜iq )
)2
= 0.
Using that convergence in second moment implies convergence in probability we have therefore
shown that
U˜n(g)− Un(g) P−→ 0
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as n→∞. Together with consistency of U-statistics (see Serfling, 1980, Theorem A, Section 5.4)
it follows that
U˜n(g)− θg = (U˜n(g)− Un(g))− (θg − Un(g)) P−→ 0
as n→∞. This concludes the proof of Lemma C.11. 
The following two theorems are extensions of results due to Leucht and Neumann (2009) that
show that U-and V-statistics based on resampled data keep their respective asymptotic distri-
butions. In Leucht and Neumann (2009) only U-and V-statistics of order 2 (i.e. q = 2) are
considered. We adopted the proofs to work for arbitrary order.
Theorem C.12 (asymptotic distribution of degenerate resampling U-statistic)
Assume Setting 4 and Setting 3, let g ∈ L2((PX)⊗q, |·|
R
) be a continuous, bounded core function.
Moreover, assume
(i) for all n ∈ N that gn1 ≡ 0,
(ii) g1 ≡ 0 (which implies ξ1(g) = 0) and
(iii) θg = 0.
Then if ξ2(g) > 0 it holds that
nU˜n(g)
d−→
(
q
2
) ∞∑
i=1
λi(Z
2
i − 1)
as n→∞ and if ξ2(g) = 0 it holds that
nU˜n(g)
d−→ 0
as n→∞.
Proof Applying Theorem C.10 results in a probability space (Ω˜, F˜ , P˜) and random variables
(X˜∗n,i)i∈{1,...,n}, n ∈ N and (X˜i)i∈N with properties specified in Theorem C.10. For (i1, . . . , iq) ∈
Cq(n) it holds by continuity of g that
g(X˜∗n,i1 , . . . , X˜
∗
n,iq )
P˜-a.s.−→ g(X˜i1 , . . . , X˜iq )
as n→∞ and since g is also bounded the dominated convergence theorem in particular implies
lim
n→∞
E
((
g(X˜∗n,i1 , . . . , X˜
∗
n,iq )− g(X˜i1 , . . . , X˜iq )
)2)
= 0. (C.24)
Next, introduce the resampling U-statistic
U˜n(g) :=
(
n
q
)−1 ∑
Cq(n)
g(X˜∗n,i1 , . . . , X˜
∗
n,iq ),
which has the same distribution under P˜ as U˜n(g) under Pn and the U-statistic
Un(g) :=
(
n
q
)−1 ∑
Cq(n)
g(X˜i1 , . . . , X˜iq ),
which has the same distribution under P˜ as Un(g) under P. It holds that
U˜n(g)− Un(g) =
(
n
q
)−1 ∑
Cq(n)
(
g(X˜∗n,i1 , . . . , X˜
∗
n,iq )− g(X˜i1 , . . . , X˜iq )
)
=
(
n
q
)−1 ∑
Cq(n)
w((X˜i1 , X˜
∗
n,i1), . . . , (X˜iq , X˜
∗
n,iq )), (C.25)
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where w(x1, . . . ,xq) := g(x
2
1, . . . , x
2
q) − g(x11, . . . , x1q) is a symmetric core function. Define for all
c ∈ {1, . . . , q} the functions
wnc (x1, . . . ,xc) := E
(
g(x21, . . . , x
2
c , X˜
∗
n,c+1, . . . , X˜
∗
n,q)− g(x11, . . . , x1c , X˜c+1, . . . , X˜q)
)
and the functions
ξnc (w) := E
(
wnc ((X˜1, X˜
∗
n,1), . . . , (X˜c, X˜
∗
n,c))
2
)
.
Then, it holds by the boundedness of g that there exists a constant C ∈ R such that
sup
n∈N
ξnc (w) < C. (C.26)
Moreover, it holds by assumption (i) and (ii) that
wn1 (x1) = E
(
g(x21, X˜
∗
n,2, . . . , X˜
∗
n,q)− g(x11, X˜2, . . . , X˜q)
)
= gn1 (x
2
1)− g1(x11)
= 0,
which immediately implies that
ξn1 (w) = E
(
wn1 ((X˜1, X˜
∗
n,1))
2
)
= 0. (C.27)
Furthermore, by Jensen’s inequality it holds that
ξn2 (w) = E
(
wn2 ((X˜1, X˜
∗
n,1), (X˜2, X˜
∗
n,2))
2
)
≤ E
(
w((X˜1, X˜
∗
n,1), . . . , (X˜q, X˜
∗
n,q))
2
)
= E
((
g(X˜∗n,1, . . . , X˜
∗
n,q)− g(X˜1, . . . , X˜q)
)2)
. (C.28)
By (C.25), it holds for fixed n that we can apply the variance formula for a U-statistic (see Serfling,
1980, Lemma A, Section 5.2.1) and together with (C.26) and (C.27) we get
Var
(
U˜n(g)− Un(g)
)
=
(
n
q
)−1 n∑
c=1
(
q
c
)(
n− q
q − c
)
ξnc (w) = O
(
n−2
)
ξn2 (w) +O
(
n−3
)
. (C.29)
Hence, together with (C.28) and (C.24) it holds that
lim
n→∞
Var
(
n
(
Un(g)− U˜n(g)
))
= 0
and consequently also that
n
(
Un(g)− U˜n(g)
)
P˜−→ 0 (C.30)
as n→∞. Therefore, if ξ2(g) > 0, we can apply Slutsky’s theorem together with the result about
the asymptotic distribution of degenerate U-statistics given in Serfling (1980, Theorem, Section
5.5.2) to get that
nU˜n(g) = nUn(g) + n
(
U˜n(g)− Un(g)
)
d−→
(
q
2
) ∞∑
i=1
λi(Z
2
i − 1)
as n→∞. If ξ2(g) = 0, we apply the variance formula of U-statistics (see Serfling, 1980, Lemma
A, Section 5.2.1) to get that
lim
n→∞
Var(nUn(g)) = 0.
45
Hence, applying Slutsky’s theorem together with (C.30) proves that
nU˜n(g) = nUn(g) + n
(
U˜n(g)− Un(g)
)
d−→ 0
as n→∞, which completes the proof of Theorem C.12. 
The same result also holds for V-statistics. The proof uses the same technique as the proof of
Theorem C.9 and reduces the V-statistic back to the U-statistic.
Theorem C.13 (asymptotic distribution of degenerate resampling V-statistic)
Assume Setting 4 and Setting 3, let g ∈ L2((PX)⊗q, |·|
R
) be a continuous, bounded core function.
Moreover, assume
(i) for all n ∈ N that gn1 ≡ 0,
(ii) g1 ≡ 0 (which implies ξ1(g) = 0) and
(iii) θg = 0.
Then if ξ2(g) > 0 it holds that
nV˜n(g)
d−→
(
q
2
) ∞∑
i=1
λiZ
2
i
as n→∞ and if ξ2(g) = 0 it holds that
nV˜n(g)
d−→
(
q
2
) ∞∑
i=1
λi
as n→∞.
Proof Applying Theorem C.10 results in a probability space (Ω˜, F˜ , P˜) and random variables
(X˜∗n,i)i∈{1,...,n}, n ∈ N and (X˜i)i∈N with properties specified in Theorem C.10. Next, introduce
the resampling U-statistic
U˜n(g) :=
(
n
q
)−1 ∑
Cq(n)
g(X˜∗n,i1 , . . . , X˜
∗
n,iq ),
which has the same distribution under P˜ as U˜n(g) under Pn and the resampling V-statistic
V˜n(g) := 1
nq
∑
Mq(n)
g(X˜∗n,i1 , . . . , X˜
∗
n,iq ),
which has the same distribution under P˜ as V˜n(g) under Pn. For fixed n ∈ N we can view V˜n(g)
as a V-statistic and apply an adjusted version of Lemma C.3 to get
nV˜n(g˜) =
(
1 +O (n−1))Sn + (n− (q
2
)
+O (n−1)) U˜n(g˜) (C.31)
as n → ∞, where Sn = U˜n(w) + 1(n)q−1
∑
B g˜(X˜
∗
n,i1 , . . . , X˜
∗
n,iq ). By the symmetry of the core
function g and the definition of w given in Lemma C.3 it holds that
θw = E (w(X1, . . . , Xq−1)) =
(
q
2
)
E (g˜2(X1, X1)) .
The consistency of resampled U-statistics given in Lemma C.11 together with Lemma C.8 imply
that
U˜n(w) d−→ θw =
(
q
2
) ∞∑
i=1
λi (C.32)
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as n→∞. The boundedness of g combined with the size of the set B given in Lemma C.3 shows
that
1
(n)q−1
∑
B
g˜(X˜∗n,i1 , . . . , X˜
∗
n,iq ) ≤
C|B|
(n)q−1
= O (n−1) . (C.33)
Moreover, also by Lemma C.11 it holds that
U˜n(g˜) d−→ 0 (C.34)
as n→∞. By Theorem C.12 it holds if ξ2(g) > 0 that
nU˜n(g˜) d−→
∞∑
i=1
λi
(
Z2i − 1
)
(C.35)
as n→∞ and if ξ2(g) = 0 that
nU˜n(g˜) d−→ 0 (C.36)
as n → ∞. Finally, we can combine (C.31), (C.32), (C.33), (C.34), (C.35), (C.36) and use that
convergence in distribution to a constant implies convergence in probability together with Slutsky’s
theorem to get that if ξ2(g) > 0 it holds that
nV˜n(g˜) d−→
∞∑
i=1
λiZ
2
i
as n→∞ and if ξ2(g) = 0 it holds that
nV˜n(g˜) d−→
(
q
2
) ∞∑
i=1
λi
as n→∞. This concludes the proof of Theorem C.13. 
D Additional proofs and details
In this section we collect all missing proofs from the main part of the paper. To make this section
more readable we have grouped the proofs by topic.
D.1 Properties of the asymptotic distribution of n · dHSICn under H0
This section strongly relies on the theory of empirical processes. We therefore shortly recall some
notation related to this theory, which mainly builds on van der Vaart (1998).
Let X be a measurable space, let P ∈ P(X ) be a probability measure on this space and let G
be a function class consisting of measurable functions h : X → R. Moreover let X1, X2, . . . iid∼ P,
which due to issues related to the outer integral defined below (see also van der Vaart, 1998,
Remark above Section 2.1.1) are assumed to be canonically defined as coordinate projections.
The empirical measure P̂n(X1, . . . , Xn) :=
1
n
∑n
i=1 δXi induces a linear map from G to R given by
h 7→ P̂n(X1, . . . , Xn)h,
where we use the convention that Qh :=
∫
X h(x)Q(dx) for any measurable function h and any
signed measure Q on X . A natural space to consider in this context is the space of bounded
functions from G to R, which we denote by l∞(G). For all T ∈ l∞(G) define the norm ‖T ‖G :=
suph∈G |Th|, then the space l∞(G) together with ‖·‖G forms a Banach space which is separable if
and only if G is a finite set. Assuming that for all x ∈ X it holds that suph∈G |h(x) − Ph| < ∞
allows us to view the (normalized) empirical process
√
n
(
P̂n(X1, . . . , Xn)− P
)
, (D.1)
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as an element of l∞(G). In modern empirical process theory one views this process as a random
variable on l∞(G) and is interested in the asymptotic properties as n → ∞. It, however, turns
out that the space l∞(G) is in general too large to ensure that the empirical process is a Borel
measurable function. Therefore it is common to introduce a specific outer integral, defined for
all functions T from a probability space (Ω,F ,P) to the extended real line R (not necessarily
measurable) by
E∗(T ) := inf
{
E(U) : U ≥ T, U : Ω→ R measurable and E(U) exists} .
Based on this definition one can extend the notions of convergence in distribution, probability
and almost surely (van der Vaart, 1998, Chapter 1). For example, assume (Xn)n∈N is a sequence
of possibly non-measurable functions from underlying probability spaces (Ωn,An,Pn) to a metric
space X and let X be a Borel measurable map on X . Then we say (Xn)n∈N converges weakly in
X to X , and write Xn  X X , if for all f ∈ Cb(X ) it holds that
lim
n→∞
E∗(f(Xn)) = E(f(X)).
An important aspect of empirical process theory is to classify the sets G in which the empirical
process defined in (D.1) converges weakly in l∞(G). To this end, we need to introduce a particular
Gaussian process. For a probability distribution P ∈ P(X ) and for a class of functions G ⊂
L2(P, |·|
R
) denote by GP the centered Gaussian process indexed by G with covariance function
given for all f, g ∈ G by
Cov (GPf,GPg) = EP(f(X)g(X))− EP(f(X))EP(g(X)).
The process GP is sometimes called (generalized) Brownian bridge process.
It should be clear that convergence of the empirical process is related to the size of the function
class G. We call a class of functions G a P-Donsker class if for X1, X2, . . . iid∼ P it holds that
√
n
(
P̂n(X1, . . . , Xn)− P
)
 l∞(G) GP
as n→∞ and GP is a tight Borel measurable element in l∞(G).
We now turn back to dHSIC. Denote by P̂⊗n (x1, . . . ,xn) :=
∏d
j=1
(
1
n
∑n
i=1 δxj
i
)
the empirical
product distribution and define the estimator Tn : X
n → R for all (x1, . . . ,xn) ∈ Xn by
Tn(x1, . . . ,xn) :=
√
n sup
f∈H:‖f‖
H
≤1
∣∣P̂n(x1, . . . ,xn)f − P̂⊗n (x1, . . . ,xn)f ∣∣, (D.2)
then it is straightforward to prove that n · d̂HSICn = (Tn)2. Next, define for all j ∈ {1, . . . , d} the
sets F j := {f ∈ Hj : ‖f‖Hj ≤ 1} and using the tensor product for functions define the set
F :=
{
f =
m∑
l=1
λlf
1
l ⊗ · · · ⊗ fdl
∣∣∣ m∑
l=1
λl ≤ 1, λl ≥ 0 and f jl ∈ F j
}
. (D.3)
By Ryan (2002, Proposition 2.2) it holds that F = {f ∈ H : ‖f‖
H
≤ 1}, which in particular,
implies that the estimator Tn can be expressed as
Tn(x1, . . . ,xn) :=
√
n sup
f∈F
∣∣P̂n(x1, . . . ,xn)f − P̂⊗n (x1, . . . ,xn)f ∣∣.
Introduce the estimator Sn : X
n → l∞(F) defined for all (x1, . . . ,xn) ∈ Xn by
Sn(x1, . . . ,xn) :=
√
n
(
P̂n(x1, . . . ,xn)− P̂⊗n (x1, . . . ,xn)
)
.
The idea is to use the empirical process theory to find a weak limit for Sn. By the continuous
mapping theorem this will give us a weak limit of Tn = ‖Sn‖F . In order to apply the empirical
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process theory, we show that Sn can be approximated by the estimator Zn : X
n → l∞(F) which
is defined for all (x1, . . . ,xn) ∈ Xn by
Zn(x1, . . . ,xn) :=
√
n
(
P̂n(x1, . . . ,xn)− PX
)
−
d∑
j=1
(∏
l 6=j
PX
l
)√
n
(
P̂jn(x1, . . . ,xn)− PX
j
)
.
This trick, of approximating Sn by a linear combination of normalized empirical processes, is due
to Romano (1988). We will then be able to show that Zn converges to a Gaussian process by
making use of Sriperumbudur (2016, Theorem 4.3), which states that for all j ∈ {1, . . . , d} the
function class F j is a PXj -Donsker class and also that the function class F , and hence also F , is
a PX-Donsker class.
We begin by showing that Zn and Sn have the same asymptotic properties on l
∞(F). The
proof of this Lemma extends the ideas in Romano (1988) to account for classes of functions instead
of sets. Moreover, for the convergence we make use of the empirical process theory.
Lemma D.1 (decomposition of Sn)
Assume Setting 1. Then for all X1,X2, . . .
iid∼ PX ∈ H0 it holds that
‖Sn(X1, . . . ,Xn)− Zn(X1, . . . ,Xn)‖F P−→ 0,
as n→∞.
Proof Fix X1,X2, . . .
iid∼ PX ∈ H0 and denote by P̂jn(x1, . . . ,xn) := 1n
∑n
i=1 δxji
the empirical
measure on the j-th coordinate. Then for all j ∈ {1, . . . , d} it holds by Sriperumbudur (2016,
Theorem 4.3) that F j is a PXj -Donsker class and hence in particular that∥∥P̂jn − PXj∥∥Fj := sup
h∈Fj
∣∣P̂jn(X1, . . . ,Xn)h− PXjh∣∣ = OP (n− 12) ,
as n→∞. Next, let f = f1 ⊗ · · · ⊗ fd ∈ F then it holds that
P̂⊗n (X1, . . . ,Xn)f =
d∏
j=1
P̂jn(X1, . . . ,Xn)f
j
=
d∏
j=1
[
PX
j
f j +
(
P̂jn(X1, . . . ,Xn)f
j − PXjf j
)]
= PXf +
d∑
j=1
∏
k 6=j
PX
k
fk
(P̂jn(X1, . . . ,Xn)f j − PXjf j)+R (P̂⊗n ,PX, f) ,
(D.4)
where R
(
P̂⊗n ,P
X, f
)
is the remainder term resulting from multiplying out the product. In order
to quantify the contribution of this remainder term to the sum, observe that for all j ∈ {1, . . . , d}
it holds that∣∣P̂jn(X1, . . . ,Xn)f j − PXjf j∣∣ ≤ ∥∥P̂jn(X1, . . . ,Xn)− PXj∥∥Fj = OP (n− 12) (D.5)
as n → ∞. Moreover, using that F j consists of uniformly bounded functions (clearly true since
F j is the unit ball of the RKHS Hj) it holds that∣∣PXjf j∣∣ ≤ ∥∥PXj∥∥Fj <∞. (D.6)
Now, sinceR
(
P̂⊗n ,P
X, f
)
only contains terms with at least two factors of the form
(
P̂knf
k
l − PX
k
fkl
)
it holds by (D.5) and (D.6) that ∣∣∣R (P̂⊗n ,PX, f)∣∣∣ = OP (n−1) . (D.7)
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as n→∞. Finally, using (D.4) and (D.7) we get for all f =∑ml=1 λlf1l ⊗ · · · ⊗ fdl ∈ F that
|Sn(X1, . . . ,Xn)f − Zn(X1, . . . ,Xn)f |
=
∣∣∣∣ m∑
l=1
λl
√
n
[
PXfl − P̂⊗n (X1, . . . ,Xn)fl +
d∑
j=1
(∏
k 6=j
PX
k
fkl
)(
P̂jn(X1, . . . ,Xn)f
j
l − PX
j
f jl
)]∣∣∣∣
=
∣∣∣∣ m∑
l=1
λl
√
nR
(
P̂⊗n ,P
X, fl
)∣∣∣∣
= OP
(
n−
1
2
)
,
as n→∞. Since the bound is independent of f we immediately get
‖Sn(X1, . . . ,Xn)− Zn(X1, . . . ,Xn)‖F P−→ 0,
as n→∞, which completes the proof of Lemma D.1. 
Lemma D.2 (asymptotic properties of Zn)
Assume Setting 1. Let X1,X2 . . .
iid∼ PX ∈ H0. Then it holds that
Zn(X1, . . . ,Xn)
converges in distribution on l∞(F) to a centered Gaussian process Z indexed by F such that Z is
a tight Borel measurable element on l∞(F) and such that P (‖Z‖F = 0) = 0.
Proof Recall that Zn (first introduced by Romano (1988)) is a linear combination of empirical
processes
Zn(X1, . . . ,Xn) =
√
n
(
P̂n(X1, . . . ,Xn)− PX
)
−
d∑
j=1
(∏
l 6=j
PX
l
)√
n
(
P̂jn(X1, . . . ,Xn)− PX
j
)
.
(D.8)
Therefore, since by Sriperumbudur (2016, Theorem 4.3) for all j ∈ {1, . . . , d} the sets F j are
PX
j
-Donsker classes and F is a PX-Donsker class it holds that
Zn(X1, . . . ,Xn) l∞(F) GPX −
d∑
j=1
(∏
l 6=j
PX
l
)
G
PX
j =: Z,
as n→∞. Using that the sum of tight Borel measurable Gaussian processes is again a tight Borel
measurable Gaussian process, it follows that Z is a tight Borel measurable centered Gaussian
process on l∞(F).
It remains to show that P (‖Z‖F = 0) = 0. By monotonicity of the integral it is enough to show
that there exists f0 ∈ F such that P (|Zf0| = 0) = 0. To this end, define for all f = f1⊗· · ·⊗fd ∈ F
and for all i ∈ N the random variables
Yi(f) := f(Xi)− E (f(Xi))−
d∑
j=1
∏
l 6=j
E
(
f l(X li)
)(f j(Xji )− E(f j(Xji )) .
Clearly, it holds that (Yi(f))i∈N is an iid sequence of centered real-valued random variables and
by (D.8) it holds that Znf =
1√
n
∑n
i=1 Yi(f). Hence, if we are able to show that there exists
f0 = f
1
0 ⊗ · · · ⊗ fd0 ∈ F such that Var (Yi(f0)) > 0 the classical central limit theorem proves that
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P (|Zf0| = 0) = 0. Using that PX ∈ H0 we can perform the following calculation.
Var (Yi(f)) = E
([
f(Xi)−
d∑
j=1
(∏
l 6=j
E
(
f l(X li)
) )
f j(Xji )
]2)
− (d− 1)2E (f(Xi))2
= E
(
f(Xi)
2
)− d∑
j=1
(∏
l 6=j
E
(
f l(X li)
) )
E
(
f(Xi)f
j(Xji )
)
+
d∑
j1=1
d∑
j2=1
( ∏
l1 6=j1
E
(
f l1(X l1i )
))( ∏
l2 6=j2
E
(
f l2(X l2i )
))
E
(
f j1(Xj1i )f
j2(Xj2i )
)
− (d− 1)2E (f(Xi))2
= E
(
f(Xi)
2
)− d∑
j=1
(∏
l 6=j
E
(
f l(X li)
) )2
E
(
f j(Xji )
2
)
+
d∑
j=1
(∏
l 6=j
E
(
f l(X li)
) )2
E
(
f j(Xji )
2
)
+ d(d− 1)E (f(Xi))2 − (d− 1)2E (f(Xi))2
= Var (f(Xi)) + d · E (f(Xi))2 . (D.9)
Assume for the sake of contradiction that E (f(Xi)) = 0 for all f = f
1 ⊗ · · · ⊗ fd ∈ F , then
by linearity it in particular holds that E (f(Xi)) = 0 for all f ∈ F . Using the properties of the
Bochner integral and the definition of the mean embedding function this implies that for all f ∈ F
it holds that
E (f(Xi)) = E
(〈
k(Xi, ·), f
〉
H
)
=
〈
Π
(
PX
)
, f
〉
H
= 0.
Since F is the unit ball in H it holds that Π (PX) = 0. By Setting 1, we have that Π is
injective (since k is characteristic) and hence PX ≡ 0, which contradicts that PX is a probability
distribution. Therefore, there exists f0 = f
1
0 ⊗ · · · ⊗ fd0 ∈ F such that E (f0(Xi))2 > 0. By (D.9)
this implies that Var (f0(Xi)) > 0, which completes the proof of Lemma D.2. 
Theorem D.3 (continuous asymptotic distribution)
Assume Setting 1. Then for X1,X2, . . .
iid∼ PX ∈ H0 it holds that
n · d̂HSIC (X1, . . . ,Xn)
converges in distribution to a random variable which has no atom at 0 and a continuous distribution
function on (0,∞).
Proof It is sufficient to prove the result for Tn, because n · d̂HSICn = (Tn)2. Furthermore,
by Slutsky’s theorem together with Lemma D.1 and Lemma D.2 it holds that Sn(X1, . . . ,Xn)
converges in distribution on l∞(F) to a mean zero Gaussian process Z indexed by F such that Z
is a tight Borel measurable element in l∞(F). Next, by van der Vaart (1996, Lemma 1.5.9) there
exists a semi-metric ρ on F for which the paths of Z are P-a.s. uniformly continuous and F is
totally bounded.
Denote by Cu(F , ρ) the space of bounded uniformly continuous functions from F to R. It
can be shown that this space seen as a subspace of l∞(F) with the ‖·‖F norm is a complete and
separable space if F is totally bounded with respect to ρ (e.g. van der Vaart, 1998, Example 18.7).
The previous considerations therefore imply that it holds P-a.s. that Z takes values in a separable
Banach space. Therefore we can apply Giné and Nickl (2015, Exercise 2.4.4) with B = Cu(F , ρ),
which proves that distribution function of ‖Z‖F is continuous on (0,∞). Moreover, the continuous
mapping theorem (for an extention to outer measures see van der Vaart, 1996, Theorem 1.11.1)
together with the continuity of the norm implies that Tn converges in distribution to ‖Z‖F . Since
by Lemma D.2 it also holds that ‖Z‖F has no atom at zero, the proof of Theorem D.3 is complete.
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D.2 Asymptotic distribution of n · dHSICn
A key step in the following proof is to show by means of contradiction that ξ2(h) > 0. This relies
on Theorem D.3, which is proved using empirical process theory in Appendix D.1.
Proof (Theorem 3.1) Use Lemma 2.7 to observe that d̂HSICn is simply the V-statistic Vn(h)
with θh = dHSIC. By Lemma D.9 it holds that ξ1(h) = 0 under H0 and moreover, again by
Lemma 2.7 it holds that h is bounded and continuous. If ξ2(h) > 0, we can apply Theorem C.9
to see that,
n · d̂HSICn d−→
(
2d
2
) ∞∑
i=1
λiZ
2
i
as n→∞.
Next, assume ξ2(h) = 0, we can apply Theorem C.5 to see that limn→∞ Var(n · d̂HSICn) = 0.
Combining this with Theorem C.6 and Lemma C.8 hence leads to
n · d̂HSICn d−→
(
2d
2
) ∞∑
i=1
λi.
as n → ∞. However, Theorem D.3 states that the limiting distribution of n · d̂HSICn has a
distribution function which is continuous on (0,∞) and has no atom at 0. This is a contradiction
and hence it holds that ξ2(h) > 0, which completes the proof of Theorem 3.1. 
Proof (Theorem 3.3) Let t ∈ R and X1,X2, . . . iid∼ PX ∈ HA fixed, then
P
(
n · d̂HSICn(X1, . . . ,Xn) ≤ t
)
= P
(√
n(d̂HSICn(X1, . . . ,Xn)− dHSIC) ≤ t√
n
−√ndHSIC
)
.
(D.10)
Moreover, by Lemma 2.7 it holds that d̂HSIC is simply the V-statistic Vn(h) with θh = dHSIC.
Additionally, again by Lemma 2.7 it holds that h is bounded and continuous. If ξ1(h) > 0 then
we can apply Theorem C.7 to see that,
√
n
(
d̂HSICn− dHSIC
)
d−→ N (0, (2d)2ξ1(h)) (D.11)
as n→∞. Next assume ξ1(h) = 0, then by Theorem C.5 it holds that
E
(
n
(
d̂HSICn− dHSIC
)2)
= nVar
(
d̂HSIC
)
= O (n−1)
as n→∞ and since convergence in second moment implies convergence in distribution this implies
√
n
(
d̂HSICn− dHSIC
)
d−→ 0 (D.12)
as n → ∞. Using the corollary of Slutsky’s theorem given in Lehmann and Romano (2005,
Corollary 11.2.3) and combining (D.10) with (D.11) if ξ1(h) > 0 and (D.10) with (D.12) if ξ1(h) = 0
completes the proof of Corollary 3.3. 
D.3 Properties of the permutation test
Proof (Proposition 3.5) Fix n ∈ N, under H0, i.e. X1,X2, . . . iid∼ PX ∈ H0, it holds that the
individual coordinates of Xi are independent. Hence, for all ψ ∈ (Sn)d it holds that (X1, . . . ,Xn)
is equal in distribution to (Xψ1 , . . . ,X
ψ
n ), so in particular, we have that
gn,ψ(X1, . . . ,Xn) is equal in distribution to (X1, . . . ,Xn). (D.13)
Moreover since (Sn)
d has a group structure we can apply Theorem A.5 to get that ϕ has level α,
which completes the proof of Proposition 3.5. 
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D.4 Properties of the bootstrap test
In this section we prove that the bootstrap test has pointwise asymptotic level (Theorem 3.8)
and is consistent (Theorem 3.9). The proofs rely on showing that under both H0 and HA the
resampled test statistic n · d̂HSICn(gn,Ψn(X1, . . . ,Xn)) converges in distribution to an infinite
sum of chi-squared distributed random variables. This is shown in Lemma D.6. We can use
standard arguments to conclude the proofs, by comparing this distribution with the results about
the asymptotic distribution of the test statistic n · d̂HSIC(X1, . . . ,Xn) given in Theorem 3.1 and
Theorem 3.3.
We begin by formally introducing the empirical product distribution function.
Definition D.4 (empirical product distribution function)
Assume Setting 1, then the function F̂n : X
n × Rd → [0, 1] satisfying for all (x1, . . . ,xn) ∈ Xn
and for all t ∈ Rd that
F̂n(x1, . . . ,xn)(t) :=
d∏
j=1
(
1
n
n∑
i=1
1{xji≤tj}
)
is called the empirical product distribution function.
The following lemma is basic but essential for the proof of Lemma D.6. It shows that random draws
from the resampling distribution correspond to independent draws from the empirical product
distribution P̂X
1
n ⊗ · · · ⊗ P̂X
d
n .
Lemma D.5 (bootstrapping property)
Assume Setting 1, let n ∈ N, and for all ψ ∈ Bdn (see (3.8)) let gn,ψ be defined as in (3.6), let Ψ be
a random variable with uniform distribution on Bdn and let F̂n be the empirical product distribution
function. Then it holds for all (x1, . . . ,xn) ∈ Xn that
gn,Ψ(x1, . . . ,xn) =
(
xΨn,1, . . . ,x
Ψ
n,n
)
are n iid random variables with distribution function F̂n(x1, . . . ,xn).
Proof Let (Ω˜, F˜ , P˜) be the probability space such that Ψ = (Ψ1, . . . ,Ψd) : Ω˜→ Bdn. Then, by the
properties of the uniform distribution it holds that Ψ1, . . . ,Ψd are iid with uniform distribution
on Bn and moreover Ψ
1(1), . . . ,Ψ1(n), . . . ,Ψd(1), . . . ,Ψd(n) are iid with uniform distribution on
{1, . . . , n}. This implies that for all (x1, . . . ,xn) ∈ Xn it holds that
gn,Ψ(x1, . . . ,xn) =
(
xΨn,1, . . . ,x
Ψ
n,n
)
is a vector of n independent random variables. Furthermore, we have that for all (x1, . . . ,xn) ∈
Xn, for all i ∈ {1, . . . , n} and for all t ∈ Rd it holds that
P˜
(
xΨn,i ≤ t
)
=
d∏
j=1
P˜
(
xjn,Ψj(i) ≤ tj
)
=
d∏
j=1
 1
|Bn|
∑
ψ∈B
1{xj
n,ψ(i)
≤tj}

=
d∏
j=1
(
1
n
n∑
l=1
1{xj
n,i
≤tj}
)
.
Hence, it holds for all i ∈ {1, . . . , n} that xΨn,i has distribution function F̂n(x1, . . . ,xn), which
completes the proof of Lemma D.5. 
We are now ready to show that the resampled test statistic asymptotically behaves like the
test statistic based on the product law.
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Lemma D.6 (asymptotic distribution of the resampled test statistic)
Assume Setting 1. Let X1,X2, . . .
iid∼ PX ∈ H0 ∪ HA and for all n ∈ N let Ψn be a uniformly
distributed random variable on Bdn independent of (Xi)i∈N. Moreover, let (Zi)i∈N be a sequence of
independent standard normal random variables on R, let Th2 ∈ L(L2(PX
1 ⊗ · · · ⊗ PXd , |·|
R
)) with
the property that for every f ∈ L2(PX1 ⊗ · · · ⊗ PXd , |·|
R
) and for every x ∈ X it holds that
(Th2(f)) (x) =
∫
X
h2(x,y)f(y)P
X1 ⊗ · · · ⊗ PXd(dy) (D.14)
and let (λi)i∈N be the eigenvalues of Th2 . Then there exists a measurable set A0 ⊂ Ω with P(A0) = 1
satisfying that, for all ω ∈ A0 that
n · d̂HSICn (gn,Ψn(X1(ω), . . . ,Xn(ω))) d−→
(
2d
2
) ∞∑
i=1
λiZ
2
i
as n→∞.
Proof Let F̂n be the empirical product distribution function and define for all t ∈ Rd the popu-
lation product distribution function by
F (t) := PX
1 ⊗ · · · ⊗ PXd((−∞, t1]× · · · × (−∞, td]) = d∏
j=1
P
(
Xj ≤ tj) .
Applying the Glivenko-Cantelli theorem (e.g. van der Vaart, 1998, Theorem 19.1), which ex-
tends the strong law of large numbers for empirical distributions to uniform convergence, shows
that there exists a subset A0 ⊆ Ω such that P(A0) = 1 and such that for all ω ∈ A0 it holds for
all t ∈ Rd that
lim
n→∞
F̂n(X1(ω), . . . ,Xn(ω))(t) = F (t). (D.15)
The Glivenko-Cantelli theorem is necessary to get the almost sure convergence uniform in t.
By Lemma D.5 it holds for all n ∈ N and for all (x1, . . . ,xn) ∈ Xn that
gn,Ψn(x1, . . . ,xn) =
(
xΨnn,1 , . . . ,x
Ψn
n,n
)
are iid random variables with distribution function F̂n(x1, . . . ,xn).
Fix ω ∈ A0, let (X∗i )i∈N be iid sequence of random variables with distribution PX
1 ⊗ · · ·⊗PXd
and for all i ∈ N define xi := Xi(ω). Then, by (D.15) it holds that
xΨnn,i
d−→ X∗i
as n→∞. Hence, we are in the same setting as described in Setting 4.
Since both PX
1 ⊗ · · · ⊗ PXd ∈ H0 and P̂X1n ⊗ · · · ⊗ P̂X
d
n ∈ H0 it holds by Lemma D.9 for all
z ∈ X that
h1(z) = E (h(z,X
∗
2, . . . ,X
∗
2d)) = 0
and for all n ∈ {2d, 2d+ 1, . . . } and for all z ∈ X that
hn1 (z) = E
(
h(z,xΨnn,2 , . . . ,x
Ψn
n,2d)
)
= 0,
where h is defined as in (2.4). Moreover, it holds by Proposition 2.4 that
θh = E (h(X
∗
1, . . . ,X
∗
2d)) = dHSIC
(
PX
1 ⊗ · · · ⊗ PXd
)
= 0.
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Moreover, since PX
1 ⊗ · · · ⊗ PXd clearly satisfies the null hypothesis, Theorem 3.1 implies that
ξ2(h) > 0. We therefore satisfy all requirements of Theorem C.13 and get that
n · d̂HSICn(xΨnn,1 , . . . ,xΨnn,n) = nV˜n(h) d−→
(
2d
2
) ∞∑
i=1
λiZ
2
i (D.16)
as n→∞. This completes the proof of Lemma D.6. 
Intuitively, it should be clear that Lemma D.6 together with Theorem 3.1 is sufficient to show
pointwise asymptotic level. The details are given in the proof below.
Proof (Theorem 3.8, asymptotic level) Let X1,X2, . . .
iid∼ PX ∈ H0 be fixed and use the
notation defined in Lemma D.6. Then it holds by Theorem 3.1 that
n · d̂HSICn(X1, . . . ,Xn) d−→
(
2d
2
) ∞∑
i=1
λiZ
2
i (D.17)
as n→∞. Let G : R→ (0, 1) be the distribution function of (2d2 )∑∞i=1 λiZ2i , then by Lemma D.6
it holds for all t ∈ R and for all ω ∈ A0 that
lim
n→∞
R̂n(X1(ω), . . . ,Xn(ω))(t) = lim
n→∞
1
nnd
∑
ψ∈Bdn
1{n·d̂HSICn(gn,ψ(X1(ω),...,Xn(ω)))≤t}
= lim
n→∞
E
(
1{n·d̂HSICn(gn,Ψn (X1(ω),...,Xn(ω)))≤t}
)
= lim
n→∞
P
(
n · d̂HSICn(gn,Ψn(X1(ω), . . . ,Xn(ω))) ≤ t
)
= G(t).
Since G is continuous it holds for all t ∈ (0, 1) and for all ω ∈ A0 that
lim
n→∞
(
R̂n(X1(ω), . . . ,Xn(ω))
)−1
(t) = G−1(t)
(e.g. Lehmann and Romano, 2005, Lemma 11.2.1). Recall that P(A0) = 1 which implies that it
holds P-a.s. that
lim
n→∞
(
R̂n(X1, . . . ,Xn)
)−1
(1− α) = G−1(1 − α). (D.18)
Finally, we can perform the following calculation
lim sup
n→∞
P (ϕn(X1, . . . ,Xn) = 1)
= lim sup
n→∞
P
(
n · d̂HSICn(X1, . . . ,Xn) >
(
R̂n(X1, . . . ,Xn)
)−1
(1− α)
)
= 1− lim inf
n→∞
P
(
n · d̂HSICn(X1, . . . ,Xn) ≤
(
R̂n(X1, . . . ,Xn)
)−1
(1− α)
)
= 1−G(G−1(1 − α)) = α,
where in the last step we use the corollary of Slutsky’s theorem given in Lehmann and Romano
(2005, Corollary 11.2.3) together with (D.17) and (D.18). This completes the proof of Theo-
rem 3.8. 
The proof of Theorem 3.9 uses similar reasoning as the proof of Theorem 3.8.
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Proof (Theorem 3.9, consistency) Let X1,X2, . . .
iid∼ PX ∈ HA be fixed and use the notation
defined in Lemma D.6. Let G : R→ (0, 1) be the distribution function of (2d2 )∑∞i=1 λiZ2i , then by
Lemma D.6 it holds for all t ∈ R and for all ω ∈ A0 that
lim
n→∞
R̂n(X1(ω), . . . ,Xn(ω))(t) = lim
n→∞
1
nnd
∑
ψ∈Bdn
1{n·d̂HSICn(gn,ψ(X1(ω),...,Xn(ω)))≤t}
= lim
n→∞
E
(
1{n·d̂HSICn(gn,Ψn (X1(ω),...,Xn(ω)))≤t}
)
= lim
n→∞
P
(
n · d̂HSICn(gn,Ψn(X1(ω), . . . ,Xn(ω))) ≤ t
)
= G(t).
Since G is continuous it holds for all t ∈ (0, 1) and for all ω ∈ A0 that
lim
n→∞
(
R̂n(X1(ω), . . . ,xn(ω))
)−1
(t) = G−1(t)
(e.g. Lehmann and Romano, 2005, Lemma 11.2.1). So in particular for all ω ∈ A0 it holds that
lim
n→∞
(
R̂n(X1(ω), . . . ,Xn(ω))
)−1
(1 − α) = G−1(1 − α). (D.19)
Introduce the set
A1 :=
{
ω ∈ Ω ∣∣∀t ∈ R : lim
n→∞
1{n·d̂HSICn(X1(ω),...,Xn(ω))≤t} = 0
}
. (D.20)
By Theorem 3.3 it holds that P(A1) = 1, which implies that P(A0 ∩ A1) = 1. Let ω ∈ A0 ∩ A1,
then by (D.19) and (D.20) there exists a constant t∗ ∈ R such that for all n ∈ N it holds that(
R̂n(X1(ω), . . . ,Xn(ω))
)−1
(1− α) ≤ t∗
and hence
lim
n→∞
1{
n·d̂HSICn(X1(ω),...,Xn(ω))≤(R̂n(X1(ω),...,Xn(ω)))−1(1−α)
}
≤ lim
n→∞
1{n·d̂HSICn(X1(ω),...,Xn(ω))≤t∗} = 0.
This proves that P-a.s. it holds that
lim
n→∞
1{
n·d̂HSICn(X1,...,Xn)≤(R̂n(X1,...,Xn))−1(1−α)
} = 0
and applying the dominated convergence theorem we also get
lim
n→∞
P (ϕn(X1, . . . ,Xn) = 0)
= lim
n→∞
E
(
1{
n·d̂HSICn(X1,...,Xn)≤(R̂n(X1,...,Xn))−1(1−α)
}
)
= 0,
which completes the proof of Theorem 3.9. 
D.5 Moments of d̂HSICn
In this section we show how the first two asymptotic moments of d̂HSICn can be calculated.
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Proof (Proposition 3.10) Due to Lemma 2.7 we know that d̂HSIC is a V-statistic with core
function h. Under H0 it holds that θh = 0 and thus applying Lemma C.6 results in
E
(
d̂HSICn
)
=
1
n
(
2d
2
)
E (h2(X1,X1)) +O
(
n−2
)
.
We can use Lemma D.8 to explicitly calculate
(
2p
2
)
E(h2(X1,X1)), which together with the inde-
pendence assumption under H0 simplifies to the desired expression. This concludes the proof of
Proposition 3.10. 
Proof (Proposition 3.11) Due to Lemma 2.7 we know that d̂HSIC is a V-statistic with core
function h. Applying Lemma C.5 thus results in
Var
(
d̂HSICn
)
=
(
n
2d
)−1(
2d
2
)(
n− 2d
2d− 2
)
ξ2 +O
(
n−
5
2
)
.
Under H0 we can use Lemma D.8 to get that
ξ2 = E
(
h2(X1,X2)
2
)
=
(
2d
2
)−2
E
( 10∑
i=1
ai
)2
=
(
2d
2
)−2 10∑
i,j=1
E (aiaj) .
Each term E(aiaj) can be explicitly calculated and simplified using the independence properties
under H0 (very tedious). This concludes the proof of Proposition 3.11. 
D.6 Kernel representation of dHSIC
Proof (Proposition 2.5) Using the definition of the mean embedding we get
dHSIC =
∥∥∥Π(PX1 ⊗ · · · ⊗ PXd)−Π(P(X1,...,Xd))∥∥∥2
H
=
∥∥∥∥ d∏
j=1
E
(
kj
(
Xj1 , ·
))
− E (k (X1, ·))
∥∥∥∥2
H
=
∥∥∥∥ d∏
j=1
E
(
kj
(
Xj1 , ·
))∥∥∥∥2
H
+
∥∥∥∥E (k (X1, ·))∥∥∥∥2
H
− 2
〈
d∏
j=1
E
(
kj
(
Xj1 , ·
))
,E (k (X1, ·))
〉
H
(D.21)
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Next we simplify each term individually using the properties of the Bochner integral and the
properties of tensor Hilbert spaces.∥∥∥∥ d∏
j=1
E
(
kj
(
Xj1 , ·
))∥∥∥∥2
H
=
d∏
j=1
∥∥∥∥E(kj (Xj1 , ·))∥∥∥∥2
Hj
=
d∏
j=1
〈
E
(
kj
(
Xj1 , ·
))
,E
(
kj
(
Xj1 , ·
))〉
Hj
=
d∏
j=1
E
(〈
kj
(
Xj1 , ·
)
, kj
(
Xj2 , ·
)〉
Hj
)
=
d∏
j=1
E
(
kj
(
Xj1 , X
j
2
))
= E
 d∏
j=1
kj
(
Xj2j−1, X
j
2j
) (D.22)
∥∥∥∥E (k (X1, ·))∥∥∥∥2
H
=
〈
E (k (X1, ·)) ,E (k (X1, ·))
〉
H
= E
(〈
k (X1, ·) ,k (X2, ·)
〉
H
)
= E (k (X1,X2))
= E
 d∏
j=1
kj
(
Xj1 , X
j
2
) (D.23)
〈
d∏
j=1
E
(
kj
(
Xj1 , ·
))
,E (k (X1, ·))
〉
H
= E
〈E
 d∏
j=1
kj
(
Xjj+1, ·
) , d∏
i=1
kj
(
Xj1 , ·
)〉
H

= E
〈 d∏
j=1
kj
(
Xjj+1, ·
)
,
d∏
j=1
kj
(
Xj1 , ·
)〉
H

= E
 d∏
j=1
〈
kj
(
Xjj+1, ·
)
, kj
(
Xj1 , ·
)〉
Hj

= E
 d∏
j=1
kj
(
Xj1 , X
j
j+1
) (D.24)
Combining (D.21), (D.22), (D.23) and (D.24) completes the proof of Proposition 2.5. 
D.7 Properties of h
Proof (Lemma 2.7) We prove the 5 properties separately.
• h is symmetric:
This is immediate by construction.
• h is continuous:
This follows from the continuity of the kernels kj , which is assumed in Setting 1.
• h is bounded:
Under Setting 1 we assume that all kj’s are bounded. Hence for all j ∈ {1, . . . , d} let Cj > 0 such
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that for all z1, z2 ∈ X it holds that |kj(z1, z2)| < Cj . Thus it is clear that for all z1, . . . , z2d ∈ X
it holds that
|h(z1, . . . , z2d)| < 4
d∏
j=1
Cj =: C.
• d̂HSIC is a V-statistic with core function h:
Compute directly,
Vn(h) =
1
n2d
∑
M2d(n)
h (X1, . . . ,X2p)
=
1
(2d)!
∑
π∈S2d
1
n2d
∑
M2d(n)
[
d∏
j=1
kj
(
Xjπ(i1), X
j
π(i2)
)
+
d∏
j=1
kj
(
Xjπ(2j−1), X
j
π(i2j)
)
− 2
d∏
j=1
kj
(
Xjπ(i1), X
j
π(ij+1)
)]
=
1
(2d)!
∑
π∈S2d
[
1
n2
∑
M2(n)
d∏
j=1
kj
(
Xjπ(i1), X
j
π(i2)
)
+
1
n2d
∑
M2d(n)
d∏
j=1
kj
(
Xjπ(2j−1), X
j
π(i2j)
)
− 2
nd+1
∑
Md+1(n)
d∏
j=1
kj
(
Xjπ(i1), X
j
π(ij+1)
)]
= d̂HSICn .
• θh = dHSIC:
Again computing directly,
E (h(X1, . . . ,X2d)) =
1
(2d)!
∑
π∈S2d
[
E
 d∏
j=1
kj
(
Xjπ(1), X
j
π(2)
)
+ E
 d∏
j=1
kj
(
zjπ(2j−1), z
j
π(2j)
)
− 2E
 d∏
j=1
kj
(
zjπ(1), z
j
π(j+1)
)]
=
1
(2d)!
∑
π∈S2d
[
E
 d∏
j=1
kj
(
Xj1 , X
j
2
)+ E
 d∏
j=1
kj
(
zj2j−1, z
j
2j
)
− 2E
 d∏
j=1
kj
(
zj1, z
j
j+1
)]
= dHSIC .
This completes the proof of Lemma 2.7 
D.8 Further technical results related to h
In order to make the calculations in this section more readable we use the following conventions.
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• For all j ∈ {1, . . . , d} and for all i1, i2 ∈ {1, . . . , n} we set
kji1,i2 := k
j(Xji1 , X
j
i2
).
• For all q, n ∈ N, for all functions g : Xn → R and for all i1, . . . , iq, j1, . . . , jn ∈ {1, . . . , n} we
set
Ei1,...,iq (g(Xj1 , . . . ,Xjn)) =
∫
X
· · ·
∫
X
g(Xj1 , . . . ,Xjn)P
X(dXi1 ) · · · PX(dXiq ).
Lemma D.7 (expansion of h1)
Assume Setting 1. Then it holds for all z ∈ X that,
h1(z) =
1
d
E
 d∏
j=1
kj(zj , Xj1)
− E
 d∏
j=1
kj(zj, Xjj )

+
d− 1
d
E
 d∏
j=1
kj(Xj1 , X
j
2)
− E
 d∏
j=1
kj(Xj1 , X
j
j+1)

+
1
d
 d∑
r=1
E
 d∏
j 6=r
kj(Xj2j−1, X
j
2j)
 kr(zr, Xr2r)

−
d∑
r=1
E
 d∏
j 6=r
kj(Xj1 , X
j
j+1)
 kr(zr, Xrr+1)

Proof Recall that
h1(z) = E (h(z,X1, . . . ,X2d−1)) .
Next we separate h into 3 terms as follows.
h(z1, . . . , z2d) =
1
(2d)!
∑
π∈S2d
 d∏
j=1
kj
(
zjπ(1), z
j
π(2)
) (=: b1)
+
1
(2d)!
∑
π∈S2d
 d∏
j=1
kj
(
zjπ(2j−1), z
j
π(2j)
) (=: b2)
− 2
(2d)!
∑
π∈S2d
 d∏
j=1
kj
(
zjπ(1), z
j
π(j+1)
) (=: b3).
Now we calculate E2,...,2d (h(X1, . . . ,X2d)) by considering these three terms separately.
b1: Begin by letting π ∈ S2d, then
E2,...,2d
 d∏
j=1
kjπ(1),π(2)
 =
E2,3
(∏d
j=1 k
j
2,3
)
if π(1) 6= 1 ∧ π(2) 6= 1
E2
(∏d
j=1 k
j
1,2
)
if π(1) = 1 ∨ π(2) = 1.
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Counting how often each of these cases can occur for π ∈ S2d leads to
1
(2d)!
∑
π∈S2d
E2,...,2d
 d∏
j=1
kjπ(1),π(2)

=
(2d− 2)(2d− 1)!
(2d)!
E2,3
 d∏
j=1
kj2,3
+ 2(2d− 1)!
(2d)!
E2
 d∏
j=1
kj1,2

=
d− 1
p
E2,3
 d∏
j=1
kj2,3
+ 1
p
E2
 d∏
j=1
kj1,2
 (D.25)
b2: Begin by letting π ∈ S2d, r ∈ {1, . . . , p} such that π(2r − 1) = 1 or π(2r) = 1 then
E2,...,2d
 d∏
j=1
kjπ(2j−1),π(2j)
 = E2,...,2d+1
 d∏
j 6=r
kj2j,2j+1
 kr1,2r

Counting how many combinations are possible for each r and adding all different combinations up
gives us
1
(2d)!
∑
π∈S2d
E2,...,2d
 d∏
j=1
kjπ(2j−1),π(2j)

=
2(2d− 1)!
(2d)!
d∑
r=1
E2,...,2d+1
 d∏
j 6=r
kj2j,2j+1
 kr1,2r

=
1
d
d∑
r=1
E2,...,2d+1
 d∏
j 6=r
kj2j,2j+1
 kr1,2r
 (D.26)
b3: Begin by letting π ∈ S2d, then
E2,...,2d
 d∏
j=1
kjπ(1),π(j+1)
 =

E2,...,d+2
(∏d
j=1 k
j
2,j+2
)
if π(1) 6= 1 ∧ · · · ∧ π(d+ 1) 6= 1
E2,...,d+1
(∏d
j=1 k
j
1,j+1
)
if π(1) = 1
E2,...,d+2
(∏d
j 6=r k
j
2,j+2k
r
1,2
)
if π(r + 1) = 1 for r ∈ {1, . . . , d}
Counting how often each of these cases can occur for different π ∈ S2d and adding all cases up
results in
1
(2d)!
∑
π∈S2d
E2,...,2d
 d∏
j=1
kjπ(1),π(j+1)

=
d− 1
2d
E2,...,p+2
 d∏
j=1
kj2,j+2
+ 1
2d
E2,...,p+1
 d∏
j=1
kj1,j+1

+
1
2d
d∑
r=1
E2,...,p+2
 d∏
j 6=r
kj2,j+2k
r
1,2
 (D.27)
Finally combining (D.25), (D.25) and (D.25) completes the proof of Lemma D.7. 
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Lemma D.8 (expansion of h2 under H0)
Assume Setting 1. Then under H0 it holds for all z1, z2 ∈ X that,(
2d
2
)
h2(z1, z2) =
d∏
r=1
kr(zr1 , z
r
2) (=: a1)
+ (d− 1)2
d∏
r=1
E (kr(Xr1 , X
r
2 )) (=: a2)
+ (d− 1)
d∏
r=1
E (kr(zr1 , X
r
1 )) (=: a3)
+ (d− 1)
d∏
r=1
E (kr(zr2 , X
r
1 )) (=: a4)
+
d∑
r=1
kr(zr1 , z
r
2)
∏
l 6=r
E
(
kl(X l1, X
l
2)
)
(=: a5)
−
d∑
r=1
kr(zr1 , z
r
2)
∏
l 6=r
E
(
kl(zl1, X
l
1)
)
(=: a6)
−
d∑
r=1
kr(zr1 , z
r
2)
∏
l 6=r
E
(
kl(zr2 , X
r
1 )
)
(=: a7)
+
∑
r 6=s
E (kr(zr1 , X
r
1 ))E (k
s(zs2, X
s
1))
∏
l 6=r,s
E
(
kl(X l1, X
l
2)
)
(=: a8)
− (d− 1)
d∑
r=1
E (kr(zr1 , X
r
1 ))
∏
l 6=r
E
(
kl(X l1, X
l
2)
)
(=: a9)
− (d− 1)
d∑
r=1
E (kr(zr2 , X
r
1 ))
∏
l 6=r
E
(
kl(X l1, X
l
2)
)
(=: a10).
Proof Begin by setting,
A :=
∑
π∈S2d
E3,...,2d
 d∏
j=1
kjπ(1),π(2)

B :=
∑
π∈S2d
E3,...,2d
 d∏
j=1
kjπ(2j−1),π(2j)

C :=
∑
π∈S2d
E3,...,2d
 d∏
j=1
kjπ(1),π(j+1)
 .
Then it holds that,
h2(X1,X2) = E3,...,2d (h(X1, . . . ,X2d)) =
1
(2d)!
(A+B − 2C) . (D.28)
Under the null hypothesis H0 the terms A,B and C can be simplified using combinatorial argu-
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ments (similar to the ones used in the proof of Lemma D.7).
A = 2(2d− 2)!
d∏
r=1
kr1,2
+ (2d− 2)(2d− 3)(2d− 2)!
d∏
r=1
E3,4
(
kr3,4
)
+ 2(2d− 2)(2d− 2)!
d∏
r=1
E3
(
kr1,3
)
+ 2(2d− 2)(2d− 2)!
d∏
r=1
E3
(
kr2,3
)
B = 2(2d− 2)!
d∑
r=1
kr1,2
∏
l 6=r
E3,4
(
kl3,4
)
+ 4(2d− 2)!
∑
r 6=s
E3
(
kr1,3
)
E3
(
ks2,3
) ∏
l 6=r,s
E3,4
(
kl3,4
)
C = 2(2d− 2)!
d∑
r=1
kr1,2
∏
l 6=r
E3
(
kl1,3
)
+ (d− 1)(2d− 2)!
d∏
r=1
E3
(
kr1,3
)
+ (d− 1)(2d− 2)!
d∏
r=1
E3
(
kr2,3
)
+ (d− 1)(d− 2)(2d− 2)!
d∏
r=1
E3,4
(
kr3,4
)
+ (2d− 2)!
∑
r 6=s
E3
(
kr1,3
)
E3
(
ks2,3
) ∏
l 6=r,s
E3,4
(
kl3,4
)
+ (d− 1)(2d− 2)!
d∑
r=1
E3
(
kr1,3
)∏
l 6=r
E3,4
(
kl3,4
)
+ (d− 1)(2d− 2)!
d∑
r=1
E3
(
kr2,3
)∏
l 6=r
E3,4
(
kl3,4
)
Plugging these expressions for A, B and C into (D.28) completes the proof of Lemma D.8. 
Lemma D.9 (degeneracy under H0)
Assume Setting 1. Then under H0 it holds for all z ∈ X that
h1(z) = 0,
and therefore in particular that ξ1(h) = 0.
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Proof Observe that under H0 it holds for all z ∈ X that
• E
 d∏
j=1
kj(zj , Xj1)
 = E
 d∏
j=1
kj(zj, Xjj )
 (D.29)
• E
 d∏
j=1
kj(Xj1 , X
j
2)
 = E
 d∏
j=1
kj(Xj1 , X
j
j+1)
 (D.30)
• E
 d∏
j 6=r
kj(Xj2j−1, X
j
2j)
 kr(zr, Xr2r)

= E
 d∏
j 6=r
kj(Xj1 , X
j
j+1)
 kr(zr, Xrr+1)
 . (D.31)
Plugging (D.29), (D.30) and (D.31) into the explicit form of h1 given in Lemma D.7 yields
h1(z) = 0.
This completes the proof of Lemma D.9. 
E Dealing with estimated residuals
There are two ways of dealing with the fact that the residuals resulting from the regression in
the DAG verification method in Section 5.2 are estimated and inherently dependent. Firstly, it
can be shown that even though the estimated residuals are dependent the asymptotic ordering
corresponds to the ordering resulting from the exact residuals, see Section E.1. While this allows
us to use the DAG verification method as a model selection procedure, we need to be more careful
if we want to use it as a goodness of fit test. To ensure that such a test has asymptotic level
(or equivalently that the p-values are asymptotically correct) we can employ a sample splitting
procedure, see Section E.2.
We first introduce the non-parametric regression setting used in the DAG verification method
in a more formal manner. Let (Xi,Ri)i∈{1,...,n} ∈ Rd × Rd be iid random variables satisfyingX
1
i
...
Xdi
 =
f1(PA
1
i )
...
fd(PA
d
i )
+
R
1
i
...
Rdi
 with PAji ⊥⊥ Rji (E.1)
for some functions fj : R
|PAj | → R. The functions fj are called regression functions and can be
expressed for all x ∈ R|PAj | as
fj(x) = E
(
Xj | PAj = x) .
Given a data set Zn based on n iid random variables, a regression method provides an estimate
of the regression function, which we denote by f̂j,Zn . The corresponding estimated residuals R̂i,n
are defined for all j ∈ {1, . . . , d} by
R̂ji,n := X
j
i − f̂j,Zn(PAji ).
Similar as in Mooij et al. (2016, Definition 18) we call a regression method suitable if
lim
n→∞
E
(
1
n
n∑
i=1
‖R̂i,n −Ri‖2Rd
)
=
d∑
j=1
lim
n→∞
E
(
1
n
n∑
i=1
|R̂ji,n −Rji |2
)
= 0.
Such non-parametric regression methods exists (see e.g. Kpotufe et al., 2014, Lemma 5).
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E.1 dHSIC preserves rank
In order to prove that the ordering is preserved, we use a Lipschitz property of d̂HSIC that holds
whenever the kernel function is Lipschitz (see also Mooij et al., 2016, Lemma 16).
Lemma E.1 (Lipschitz-property of ̂dHSIC)
Let x1, . . . ,xn,y1 . . . ,yn ∈ Rd and for all j ∈ {1, . . . , d} let kj be a positive semi-definite kernel
on R satisfying that there exists a constant Lj > 0 such that for all x, x′, y ∈ X j it holds that
|kj(x, y)− kj(x′, y)| ≤ Lj |x− x′|. Then it holds that
∣∣d̂HSICn(x1, . . . ,xn)− d̂HSICn(y1, . . . ,yn)∣∣2 ≤ K
n
n∑
i=1
‖xi − yi‖2Rd .
Proof For all i ∈ {1, . . . , n}, j ∈ {2, . . . , d} define zi,j := (y1i , . . . , y(j−1)i , xji , . . . , xdi ), moreover for
all i ∈ {1, . . . , n} define zi,1 := xi and zi,d+1 := yi. Fix a coordinate j ∈ {1, . . . , d}, we want to
show that there exists a constant Kj > 0 such that
∣∣d̂HSICn(zi,j , . . . , zn,j)− d̂HSICn(zi,j+1, . . . , zn,j+1)∣∣2 ≤ Kj
n
n∑
i=1
|xji − yji |2.
To this end, use d̂HSICn = Vn(h) where h is given in (2.4), to get that,∣∣d̂HSICn(zi,j , . . . , zn,j)− d̂HSICn(zi,j+1, . . . , zn,j+1)∣∣2
=
(
1
n2d
1
(2d)!
∑
M2d(n)
∑
S2d
[∏
l 6=j
kl(zlipi(1),j, z
l
ipi(2),j
)
(
kj(xjipi(1) , x
j
ipi(2)
)− kj(yjipi(1) , y
j
ipi(2)
)
)
+
∏
l 6=j
kl(zlipi(2j−1),j , z
l
ipi(2j),j
)
(
kj(xjipi(2j−1) , x
j
ipi(2j)
)− kj(yjipi(2j−1) , y
j
ipi(2j)
)
)
− 2
∏
l 6=j
kl(zlipi(1),j, z
l
ipi(j+1),j
)
(
kj(xjipi(1) , x
j
ipi(j+1)
)− kj(yjipi(1) , y
j
ipi(j+1)
)
)])2
.
Hence, using (a+ b+ c)2 ≤ 4a2 + 4b2 + 4c2 we get that∣∣d̂HSICn(zi,j , . . . , zn,j)− d̂HSICn(zi,j+1, . . . , zn,j+1)∣∣2
≤
(
1
n2d
1
(2d)!
)2(
4
∑
M2d(n)
∑
S2d
[∏
l 6=j
kl(zlipi(1),j , z
l
ipi(2),j
)
(
kj(xjipi(1) , x
j
ipi(2)
)− kj(yjipi(1) , y
j
ipi(2)
)
) ]2
+ 4
∑
M2d(n)
∑
S2d
[∏
l 6=j
kl(zlipi(2j−1) ,j , z
l
ipi(2j),j
)
(
kj(xjipi(2j−1) , x
j
ipi(2j)
)− kj(yjipi(2j−1) , y
j
ipi(2j)
)
) ]2
+ 8
∑
M2d(n)
∑
S2d
[∏
l 6=j
kl(zlipi(1),j, z
l
ipi(j+1),j
)
(
kj(xjipi(1) , x
j
ipi(j+1)
)− kj(yjipi(1) , y
j
ipi(j+1)
)
) ]2)
.
We analyze each of the three parts of the sum separately. The Cauchy-Schwartz inequality together
with the Lipschitz property of the kernel kj , the boundedness of the kernels and the inequality
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(a+ b)2 ≤ 2a2 + 2b2 lead to
∑
M2d(n)
∑
S2d
[∏
l 6=j
kl(zlipi(1),j , z
l
ipi(2),j
)
(
kj(xjipi(1) , x
j
ipi(2)
)− kj(yjipi(1) , y
j
ipi(2)
)
) ]2
≤
∑
M2d(n)
∑
S2d
[∏
l 6=j
kl(zlipi(1),j , z
l
ipi(2),j
)
]2 ∑
M2d(n)
∑
S2d
[ (
kj(xjipi(1) , x
j
ipi(2)
)− kj(yjipi(1) , y
j
ipi(2)
)
)]2
≤ n2d(2d)!C2(d−1)L2j
∑
M2d(n)
∑
S2d
[
|xjipi(1) − y
j
ipi(1)
|+ |xjipi(2) − y
j
ipi(2)
|
]2
≤ 2n2d(2d)!C2(d−1)L2j
[ ∑
M2d(n)
∑
S2d
|xjipi(1) − y
j
ipi(1)
|2 +
∑
M2d(n)
∑
S2d
|xjipi(2) − y
j
ipi(2)
|2
]
= 2n2d(2d)!C2(d−1)L2j
[
n2d−1(2d)!
n∑
i=1
|xji − yji |2 + n2d−1(2d)!
n∑
i=1
|xji − yji |2
]
= 4n4d−1(2d)!2C2(d−1)L2j
n∑
i=1
|xji − yji |2.
The same argument can be applied to the two remaining terms, which finally results in∣∣d̂HSICn(zi,j , . . . , zn,j)− d̂HSICn(zi,j+1, . . . , zn,j+1)∣∣2
≤ 16n
4d−1(2d)!2C2(d−1)L2j
n4d(2d)!2
n∑
i=1
|xji − yji |2
≤ 16C
2(d−1)L2j
n
n∑
i=1
|xji − yji |2. (E.2)
Using (E.2) and applying the inequality (
∑d
j=1 aj)
2 ≤ 2d−1∑dj=1 a2j yields∣∣d̂HSICn(x1, . . . ,xn)− d̂HSICn(y1, . . . ,yn)∣∣2
=
∣∣∣∣ d∑
j=1
d̂HSICn(zi,j , . . . , zn,j)− d̂HSICn(zi,j+1, . . . , zn,j+1)
∣∣∣∣2
≤
d∑
j=1
∣∣d̂HSICn(zi,j , . . . , zn,j)− d̂HSICn(zi,j+1, . . . , zn,j+1)∣∣2
≤
d∑
j=1
16C2(d−1)L2j
n
n∑
i=1
|xji − yji |2
≤ K
n
n∑
i=1
‖xi − yi‖2Rd ,
where K := 16C2(d−1)(maxj∈{1,...,d} Lj)2. This completes the proof of Lemma E.1. 
Using the Lipschitz property given in Lemma E.1 we can now prove that the difference between
d̂HSIC based on the estimated residuals and d̂HSIC based on the exact residuals converges to 0
in probability, see Theorem E.2 below. This shows that (asymptotically) both quantities yield the
same order of causal models.
Theorem E.2 (consistency of ̂dHSIC for estimated residuals)
Let (Xi,Ri)i∈{1,...,n} ∈ Rd × Rd be iid random variables satisfying (E.1). Moreover, assume k
satisfies the Lipschitz condition of Lemma E.1. Then, given a suitable regression method for this
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problem it holds that∣∣d̂HSICn(R̂1,n, . . . , R̂n,n)− d̂HSICn(R1, . . . ,Rn)∣∣ P−→ 0, as n→∞.
Proof By Lemma E.1 it holds that
∣∣d̂HSICn(R̂1,n, . . . , R̂n,n)− d̂HSICn(R1, . . . ,Rn)∣∣2 ≤ K
n
n∑
i=1
‖R̂ji,n −Rji‖2Rd ,
from which the result immediately follows, since L2-convergence implies convergence in probability.
This completes the proof of Theorem E.2. 
E.2 Sample splitting
In order to justify the DAG verification method as a goodness of fit test we need to ensure that
it achieves asymptotic level. This can be achieved by splitting the sample and using one part to
perform the regression and the other part to perform the independence test. While this guarantees
that the residuals are independent, we still need to show that the asymptotic distribution of the
estimated residuals converges to the same distribution as the exact residuals. In order to do so,
we use our results on resampling V-statistics derived in Section C.6.
Proposition E.3 (asymptotic distribution of test statistic for estimated residual)
Let (Xi,Ri)i∈{1,...,n} ∈ Rd ×Rd be iid random variables satisfying (E.1). Let Z1n := (X1, . . . ,Xn)
and Z2n := (Xn+1, . . . ,X2n) be two sub-samples, assume f̂j,Z2n are the estimates of the regression
functions due to a suitable regression method based on the sample Z2n and define for all i ∈
{1, . . . , n} and for all j ∈ {1, . . . , d} the residuals
R̂ji,n := X
j
i − f̂j,Z2n(PAji ).
Moreover, let (Zi)i∈N be a sequence of independent standard normal random variables on R, let
Th2 ∈ L(L2(PR
1 ⊗ · · · ⊗ PRd , |·|
R
)) with the property that for every f ∈ L2(PR1 ⊗ · · · ⊗ PRd , |·|
R
)
and for every x ∈ X it holds that
(Th2(f)) (x) =
∫
X
h2(x,y)f(y)P
R1 ⊗ · · · ⊗ PRd(dy) (E.3)
and let (λi)i∈N be the eigenvalues of Th2 . Then it holds that
n · d̂HSICn(R̂1,n, . . . , R̂n,n)
n · d̂HSICn (R1, . . . ,Rn)
}
d−→
(
2d
2
) ∞∑
i=1
λiZ
2
i as n→∞.
Proof The convergence of n · d̂HSICn (R1, . . . ,Rn) follows immediately from Theorem 3.1. Due
to the sample splitting it follows that R̂1,n, . . . , R̂n,n are iid random variables and given that the
regression method is suitable and since L2-convergence implies convergence in distribution it in
particular holds that R̂i,n
d→ Ri as n→∞. Hence, (R̂i,n)i∈{1,...,n} satisfies the same properties as
(X∗n,i)i∈{1,...,n} in Setting 4. The convergence of n · d̂HSICn(R̂1,n, . . . , R̂n,n) thus follows directly
from Theorem C.13. 
Using a similar argument as in Theorem 3.8 we can hence show that the goodness of fit test
based on the DAG verification method with sample splitting has asymptotic level.
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