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We predict the existence and study the basic properties of strongly asymmetric matter 
wave solitons that form at the interface produced by regions with different inter-atomic 
interaction strengths in pancake Bose-Einstein condensates. We address several types of 
surface solitons featuring topologically complex structures, including vortex and dipole-
mode solitons. We found that the soliton become significantly asymmetric for high 
number of particles in the condensate. Yet, we reveal that under suitable conditions, 
that we elucidate, even such strongly asymmetric dipole and vortex solitons can be 
dynamically stable over wide regions of their existence domains. 
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The exploration of the rich nonlinear properties of Bose-Einstein condensates 
(BECs) is of paramount importance to understand the complex physics behind collective 
inter-atomic interactions. Nonlinearity affords the formation of different types of self-
sustained structures [1] and manifest itself in such phenomena as four-wave mixing [2], 
wave amplification [3], superradiant Rayleigh scattering [4], or formation of Faraday 
patterns [5], to mention just a few examples. Solitons are of primary interest in this 
context. Both, dark [6] and bright [7] solitons have been observed in effectively one-
dimensional condensates, while in two-dimensional geometries vortex solitons were 
created with phase imprinting technique [8], by rotating the BEC cloud [9], and via 
decay of solitons of other types [10]. On the other hand, a variety of vortex structures 
have been addressed in condensates with repulsive inter-atomic interactions, even in the 
regime of weak, quasi-vanishing interactions. This includes vortex dipoles [11], globally 
linked vortex clusters [12], vortex necklaces [13] and vortex lattices [14]. Vortex solitons 
in two-component condensates were considered in [15]. It was shown that vortex solitons 
in condensates with attractive inter-atomic interactions might be stable in the presence 
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of harmonic traps, when the number of particles does not exceed a threshold level [16]. 
Finally, BECs loaded in optical lattices might also form stable vortex soliton states [17]. 
Typically, matter wave solitons featuring topologically nontrivial structures are 
studied in geometries with either attractive or repulsive inter-atomic interactions. 
Nevertheless, as it is well-established today, the magnitude and the sign of the 
interactions, characterized by the atomic scattering length a , can be tuned via 
Feshbach resonances by an external magnetic [18] or optical [19] fields. Feshbach 
resonances make it possible to change the scattering length a  not only in time (thus, 
e.g., inducing a temporal periodic variation of the nonlinearity strength), but also in 
space. The latter is central to the concept we put forward in this paper, and can be 
realized by applying of inhomogeneous field across the condensate. Feshbach resonance 
management in time results in existence of solitons of new types and may be potentially 
employed to suppress collapse of two-dimensional condensates that unavoidably develops 
for attractive interactions in the absence of trapping potentials [20, 21]. Spatial 
modulation of the scattering length results in new soliton dynamics [22]. Also, it can be 
used to create spatial domains featuring different strengths of inter-atomic interactions. 
Such domains are able to support new types of solitons, commonly termed surface 




The starting point of our analysis is the time-dependent Gross-Pitaevskii equation for 
the complex wave-function Ψ  that describes the evolution of a BEC atom cloud 
in the frame of the mean-field approximation [1]: 
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where  is the three-dimensional Laplacian, =  is the Plank constant, m  is the atomic 
mass, and g a  is the nonlinear coefficient with a  being the s-wave 
scattering length. We assume a cylindrically symmetric harmonic trapping potential 
with radial ω  and axial  frequencies. A “pancake” BEC configuration may be 
achieved when the axial frequency ω  substantially exceeds the radial frequency ω  
. Combinations of radial magnetic and tight optical traps can be also used 










condensates with different dimensionalities). Here we address condensates evolving in the 
weakly nonlinear regime and assume that they are always in the ground state of the 
harmonic potential in the axial direction. Denoting the ground state as u , which in 
the weakly nonlinear regime can be described by a Gaussian function, one can factorize 
the 3D wave-function as Ψ . Substitution of this ansatz into Eq. 
(1) and averaging in the z  direction leads to a normalized two-dimensional Gross-
Pitaevskii equation (see, e.g., [5, 16, 21], for further details): 
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Here  is normalized time,  and , where r  is 
the characteristic transverse scale, Ω ,  is the characteristic trapping 
frequency, ,  is the characteristic scattering length, 
, and r  is the width of the condensate 
cloud along the z  direction. In our calculations, the values of the frequency ω  and the 
scattering length a  for typical experimental settings. Hence, ω  was set to 200 , 
while a  as in typical sodium condensates. Letting  and σ  in Eq. (2) 
one has that real radial frequency ω  and real scattering length a . In 
sodium condensates a Feshbach resonance can be realized in the external magnetic field 
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 G∆ ) [24]. In this case, 
the value of the s-wave scattering length can be found from the empirically derived 
expression , where a  is the “off-resonance” scattering length 
[24], different from a , thus yielding different values of σ . For this set of 
parameters,  corresponds to  of actual cloud evolution, while the 
characteristic transverse scale amounts to r . 
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The actual number of atoms N  in the condensate is related to the above norm by the 
expression . In the case of axial trapping frequency ω  
and for sodium condensates with a  one gets r  and N U .  
1/2/[(8 )zN Ur π= ]as 2000 Hzz =
9≈22 nms ∼ 1 mz µ≈
We assume that the nonlinear coefficient σ η  is tuned to a sharp transition, in 
such a way that in the limit case one can set 
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This yields a sharp nonlinear interface at η . However, we verified that the main 
qualitative results of this paper hold also for smooth interfaces, as discussed below. 
Without loss of generality, we set σ , which implies repulsive inter-atomic 
interactions at η , and vary σ  so that the condition σ  holds. Creation 
of such nonlinear interfaces requires varying the Feshbach resonance across the 
condensate by means of suitable spatially inhomogeneous magnetic or optical fields. 
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We searched for soliton solutions of Eq. (1) numerically with a standard 
relaxation method. Here we are primarily interested in soliton solutions that exhibit 
topologically complex internal structures, such as so-called multi-pole solitons which 
have the general form q w , and vortex solitons which can be written as 
. Here w  and  are real functions independent of the 
normalized time τ , while −  stands for the chemical potential. The topological winding 
number (or topological charge) of the vortex solitons is obtained as the circulation of the 
phase gradient arctan(  around a phase singularity located in the vicinity of the 
vortex core. 
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 Representative examples of surface vortex solitons profiles with unit charge are 
depicted in Fig. 1. In the case shown the inter-atomic interactions are set to be repulsive 
at both sides of the interface, so that confinement of the condensate cloud along the 
transverse plane is achieved due to the external trapping potential. In the absence of the 
nonlinear interface, the vortex soliton profiles are radially symmetric with the vortex 
core (i.e., the wavefront singularity) located exactly at η ζ . A similar picture is 
encountered in the quasi-linear limit when σ  when the number of particles in 
the vortex is small and thus weak inter-atomic interactions do not lead to substantial 




large distortions of the vortex soliton profile (compare Figs. 1(a) and 1(b)). This is 
because the density of atoms in the condensate concentrates more and more in the 
regions where repulsive interactions are weaker. This generates strongly asymmetric and 
noncanonical vortex shapes supported by the interface but that only slightly penetrate 
into the region η . The asymmetry of the vortex shape is accompanied by a shift in 
the location of the vortex core, so that the wavefront singularity is shifted progressively 
in the negative direction of η -axis. This is readily visible in Fig. 1. Increasing the 
number of particles, accompanied by progressively increasing shape asymmetry, results 
also in an overall expansion of the vortex core in the transverse plane. This is due to the 
repulsive character of the inter-atomic interactions assumed in this case. For a fixed U , 








 The salient stationary properties of the surface vortex solitons are summarized in 
Fig. 2. All such solitons bifurcate from the linear radially symmetric eigenmodes of the 
parabolic trapping potential. Hence, they exist below an upper cutoff for µ . The cutoff 
 decreases monotonically with  (Fig. 2(a)). Interestingly, for a fixed chemical 
potential −  and radial confinement Ω , the surface vortex solitons can exist only when 
the strength σ  of the inter-atomic interactions at  exceeds a minimal value σ . 
At fixed radial confinement Ω , the critical value σ  rapidly decreases as µ µ  
(see Fig. 2(b)) and asymptotically approaches zero for µ . Therefore, closer to 
the cutoff vortex solitons can be found even for attractive inter-atomic interactions at 
. Such structures contain a small number of particles and evolve almost in the 
linear regime. Notice that in spite of the attractive inter-atomic interactions, collapse 
can not develop for such solitons because the number of particles that they contain is far 
below the critical value. The extent of such structures in the transverse plane is 
determined mostly by the frequency of the parabolic potential. A similar picture is 
encountered when one fixes the chemical potential and varies Ω , as illustrated in Fig. 
2(c). In this case one finds that the critical value σ  in weakly confining external 
potentials with Ω → . The number of particles U  is found to be a monotonically 













 In view of the intrinsic asymmetry exhibited by the surface vortex solitons, one 
key issue to be elucidated is the dynamical stability of strongly asymmetric states. To 
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this end, we performed detailed direct numerical integrations of Eq. (1) with input 
conditions r i0 ( )(1iwτ ρ= = + +









q w , where ρ  stands for the profile of a noisy or a regular 
small perturbation [ ( ]. Comprehensive simulations revealed that despite 
the strong shape asymmetry, the surface vortex solitons are stable in wide regions of 
their existence domain. Specifically, vortex solitons at the interface with σ  are 
found to be unstable in a narrow interval around the approximate bounds 
 and stable in the rest of their existence domain, including the interval 
 adjacent to the linear cutoff and in the strongly nonlinear regime 
. In terms of U  vortex solitons at σ  are stable in the approximate 
ranges:  and , while at σ  they are stable in the approximate 
ranges: U  and U . Using the estimate N  for total number of atoms 
derived above for sodium condensates and the fact that only condensates containing a 
large enough number of atoms, e.g., at least N , are readily accessible 
experimentally, we conclude that the strongly asymmetric vortex solitons belonging to 
the left stability domains in Fig. 2(d), with correspondingly large enough N , are the 
most relevant in practice. Vortex solitons that belong to these stable regions retain their 
initial shapes over indefinitely long time intervals even in the presence of considerable 
input random perturbations, as it is clearly visible in Figs. 3(a) and 3(c). In contrast, the 
unstable solutions quickly reshape and dynamically evolve under the action of 
perturbations. For example, because of the action of the external trapping potential, 
solutions belonging to the left edge of the instability domain may undergo quasi-periodic 
splitting into pairs of solitons that subsequently recombine back. Notice that the width 
of the instability domain is not a monotonic function of σ . In particular, it shrinks 
completely when σ σ . 
, )ζ
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It is worth pointing out that surface vortex solitons can be also found for strong 
attractive interactions σ σ . Those are well localized even in the absence of 
an additional trapping potential. Nevertheless, such soliton solutions are highly prone to 
azimuthal modulational instabilities, so that they self-break apart into several fragments 
that either decay or collapse. Thus, here we do not study further such solutions. 
left right, −∼
 We now turn to the properties of dipole surface solitons. Such solitons can be 
intuitively viewed as a nonlinear combination of two out-of-phase fundamental solitons 
that are glued together by the external trapping potential. Dipole solitons are 
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characterized by the presence of a nodal line, where the modulus of the wave-function 
vanishes completely. In the absence of the nonlinear interface the nodal line is straight 
and poles are identical. In contrast, when σ  the nodal line may become 
curved and poles acquire strong asymmetries. In principle, two different types of surface 
dipole solitons can be found: solitons whose poles reside in the regions ζ  and ζ  
with straight nodal line perpendicular to the interface, and solitons whose poles carry a 
different fraction of total soliton norm and whose nodal lines are curved. Here we 
concentrate on the latter type (see Fig. 4 for representative examples of profiles). As in 
the case of surface vortices, dipole solitons exhibit almost canonical shapes at U  but 
become strongly asymmetric with increase of U . We found that dipole surface solitons 
bifurcate from the corresponding linear eigenmodes of the trapping potential and exhibit 
a cutoff for existence in µ  identical to that for vortex surface solitons. Notice that at 
 the distance between the nodal line and the interface increases with U . An 
increase of the number of particles causes an expansion of the dipole soliton in the 
transverse plane, accompanied by the appearance of multihumped soliton structures 





 We found that domains of existence for surface dipole solitons are similar to those 
of vortex solitons. Thus, at fixed µ  and Ω  dipole solitons can exist only if σ  is above 
a minimal value σ . Such minimal value decreases rapidly (and becomes negative) as 
 approaches the cutoff  for soliton existence. The dependencies U b  for different 
nonlinearity and trapping strengths are shown in Fig. 5. The number of particles U  in 
the dipole solitons decreases monotonically with µ . Extensive numerical simulations of 
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(1=q  have revealed that asymmetric 
surface dipole solitons can be also stable in the region adjacent to the linear cutoff (see 
black curves in Figs. 5(a) and 5(b)). Importantly, while the width of stability domain in 
terms of µ  only slightly changes with σ , the maximal number of particles U  in stable 
soliton dramatically increases for small values of σ . This means that the 
interface plays a strong stabilizing action for the dipole solitons. Thus, we found that 
without the interface (  dipole solitons can be stable only for U , while, 
e.g., with σ  the stability domain extends up to U . This means that in 
currently available experimental settings, without interface dipole solitons are 
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vary in specially prepared condensates, making these low-norm dipole solitons 
experimentally relevant. In any case, our results show that, in contrast, dipole solitons 
are readily observable at interfaces with σ , where they can contain up to 4 1  
particles. Notice that in all cases increasing the asymmetry of the dipoles by increasing 
 results in their destabilization. Solitons belonging to stable domains retain their 
structure over huge time intervals, while their unstable counterparts are quickly 
destroyed under the action of perturbations (Fig. 6). In the case of dipole solitons we 
found both exponential and oscillatory instabilities, while in the case of surface vortices 





Experimentally, the transition between regions with different strengths of inter-
atomic interactions can not be made indefinitely sharp. To study the impact of the 
width of transition area on our predictions, we studied the case of smooth transitions, 
with the form σ η  for the nonlinear 
coefficient in Eq. (2). Here the parameter w  sets the width of the transition area 
between regions with different nonlinearity strengths. Thus, w  corresponds to a 
transition area of the order of a few microns, while in the limit w  one recovers the 
case of a step-like interface. Our comprehensive numerical simulations show that in the 
case of vortex solitons, increasing the width of the transition area results in a gradual 
shrinking of the instability domain (red curve in Fig. 2(d)). Also, the asymmetry of the 
vortex profile becomes less pronounced for smoother interfaces, whose width is 
comparable with the transverse extent of the vortex. In the case of dipole solitons, 
increasing the width of the transition region does not result in a substantial modification 
of stability domain. Experimental generation of the asymmetric soliton states may be 
achieved by the initial preparation of canonical (radially-symmetric) structures with 
screw phase dislocations, that were successfully demonstrated in several experiments on 
matter-wave vortices [8]. For example, topological phase dislocation may be imprinted in 
such radially-symmetric BECs by adiabatical inversion of the magnetic bias field in an 
Ioffe-Pritchard magnetic trap, or by phase imprinting. Feshbach resonance spatial 
management should then result in the asymmetrization of the vortex soliton shapes 
predicted in this paper. 
right left left( , ) ( )/ )tanh( / )/2wζ σ σ σ η= +
1∼
→ 0
 Summarizing, we studied asymmetric matter wave solitons existing at novel type 
of condensate interfaces created by regions with different strengths of inter-atomic 
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interactions. We studied in detail sharp interfaces, but we verified that the main 
qualitative results reported hold also for smooth interfaces. Such interfaces may be 
produced by properly tuning the Feshbach resonance with external magnetic or optical 
fields. The interfaces support various types of solitons with topologically complex and 
noncanonical internal structures, including vortex and dipole solitons. In spite of such 
strong asymmetries, we found that such solitons can be completely stable in wide regions 
of their existence domains, a property that facilitates their experimental observation. 
 This work was partially supported by the Generalitat de Catalunya, and by the 





1. L. Pitaevskii and S. Stringari, Bose-Einstein Condensation (Oxford University 
Press, Cambridge, 2003). 
2. L. Deng et al., Nature 398, 218 (1999). 
3. M. Kozuma et al., Science 286, 2309 (1999); S. Inouye et al., Nature 402, 641 
(1999). 
4. S. Inouye et al., Science 285, 571 (1999). 
5. K. Staliunas, S. Longhi, and G. J. de Valcárcel, Phys. Rev. Lett. 89, 210406 
(2002). 
6. S. Burger et al., Phys. Rev. Lett. 83, 5198 (1999); J. Denschlag et al., Science 287, 
97 (2000). 
7. L. Khaykovich et al., Science 296, 1290 (2002); K. E. Strecker et al., Nature 417, 
153 (2002). 
8. M. R. Matthews et al., Phys. Rev. Lett. 83, 2498 (1999); B. P. Anderson et al., 
Phys. Rev. Lett. 85, 2857 (2000); A .E. Leanhardt et al., Phys. Rev. Lett. 89, 
190403 (2002).  
9. K. W. Madison et al., Phys. Rev. Lett. 84, 806 (2000); J. R. Abo-Shaeer et al., 
Science 292, 476 (2001); P. C. Haljan et al., Phys. Rev. Lett. 87, 210403 (2001); E. 
Hodby et al., Phys. Rev. Lett. 88, 010405 (2002). 
10. Z. Dutton et al., Science 293, 663 (2001); B. P. Anderson et al., Phys. Rev. Lett. 
86, 2926 (2001). 
11. L.-C. Crasovan et al., Phys. Rev. A 68, 063609 (2003); Q. Zhou and H. Zhai, 
Phys. Rev. A 70, 043619 (2004); M. Möttönen et al., Phys. Rev. A 71, 033626 
(2005). 
12. L.-C. Crasovan et al., Phys. Rev. E 66, 036612 (2002). 
13. G. Theocharis et al., Phys. Rev. Lett. 90, 120403 (2003). 
14. J. J. Garcia-Ripoll and V. M. Perez-Garcia, Phys. Rev. A 64, 053611 (2001); M. 
Tsubota, K. Kasamatsu, and M. Ueda, Phys. Rev. A 65, 023603 (2002); C. Lobo 
and Y. Castin, Phys. Rev. A 72, 043606 (2005). 
15. J. J .Garcia-Ripoll and V. M. Perez-Garcia, Phys. Rev. Lett. 84, 4264 (2000); V. 
M. Perez-Garcia and J. J. Garcia-Ripoll, Phys. Rev. A 62, 033601 (2000). 
 10
16. D. Mihalache et al., Phys. Rev. A 73, 043615 (2006). 
17. P. G. Kevrekidis et al., J. Phys. B 36, 3467 (2003); E. A. Ostrovskaya and Yu. S. 
Kivshar, Phys. Rev. Lett. 93, 160405 (2004). 
18. J. L. Roberts et al., Phys. Rev. Lett. 81, 5109 (1998); S. L. Cornish et al., Phys. 
Rev. Lett. 85, 1795 (2000); E. A. Donley et al., Nature 412, 295 (2001). 
19. P. O. Fedichev et al., Phys. Rev. Lett. 77, 2913 (1996); F. K. Fatemi et al., Phys. 
Rev. Lett. 85, 4462 (2000); M. Theis et al., Phys. Rev. Lett. 93, 123001 (2004). 
20. F. Kh. Abdullaev et al., Phys. Rev. A 67, 013605 (2003); P. G. Kevrekidis et al., 
Phys. Rev. Lett. 90, 230401 (2003); Z. X. Liang et al., Phys. Rev. Lett. 94, 
050402 (2005). 
21. H. Saito and M. Ueda, Phys. Rev. Lett. 90, 040403 (2003). 
22. H. Sakaguchi and B. A. Malomed, Phys. Rev. E 72, 046610 (2005); F. Kh. 
Abdullaev and J. Garnier, Phys. Rev. A 72, 061605(R) (2005); M. I. Rodas-Verde, 
H. Michinel, and V. M. Perez-Garcia, Phys. Rev. Lett. 95, 153903 (2005); H. 
Sakaguchi and B. A. Malomed, Phys. Rev. E 73, 026601 (2006). 
23. A. Görlitz et al., Phys. Rev. Lett. 87, 130402 (2001). 




Figure 1 (color online). Modulus of wave-function (left) and its phase (right) for 
surface vortex solitons at µ  (a) and  (b). 
In both cases Ω , , and σ . Vertical 
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Figure 2 (color online). (a) Cutoff for existence of vortex solitons vs Ω . (b) Minimal 
nonlinearity strength vs µ  at . (c) Minimal 
nonlinearity strength vs Ω  at . (d) Number of 
particles vs µ  at . Stable branches are shown in 





Figure 3 (color online). Dynamical evolution of perturbed surface vortex solitons at 
 (a),  (b), and  (c). Modulus of wave-
function is shown for different moments of time. In all cases 
, , and σ . Vertical dashed lines 








Figure 4 (color online). Modulus of the wave-function for surface dipole solitons at 
 (a) and  (b). In both cases Ω , 









Figure 5 (color online). Number of particles vs  at Ω  (a) and  (b). 
Stable branches are shown in black, unstable branches are 
shown in red. 
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Figure 6 (color online). Evolution of perturbed surface dipole solitons at  (a) 
and −  (b). Modulus of wave-function is shown for different 
moments of time. In all cases Ω , , and 
. Vertical dashed lines show the interface position. 
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