We define a notion of model for the λΠ-calculus modulo theory and prove a soundness theorem. We then define a notion of super-consistency and prove that proof reduction terminates in the λΠ-calculus modulo any super-consistent theory. We prove this way the termination of proof reduction in several theories including Simple type theory and the Calculus of constructions. * Inria andÉcole normale supérieure de Paris-Saclay, gilles.dowek@ens-paris-saclay.fr For the termination of proof reduction, the congruence matters, but the axioms do not. Thus, the pre-order relation ≤ does not matter in the algebra of reducibility candidates and it is possible to define it as the trivial pre-order relation such that C ≤ C , for all C and C . Such a pre-Heyting algebra is said to be trivial. As the pre-order is trivial, all the conditions defining pre-Heyting algebras, such as a∧ b ≤ a, a∧ b ≤ b... are always satisfied in a trivial pre-Heyting algebra, and a trivial pre-Heyting algebra is just a set equipped with arbitrary operations∧,⇒... Thus, in order to prove that proof reduction terminates in Deduction modulo a theory defined by a set of axioms T and a congruence ≡, it is sufficient to prove that for all trivial pre-Heyting algebras B, the theory has a model valued in B.
Introduction

Models and termination
In Predicate logic, a model is defined by a domain M, a set B of truth values, and an interpretation function, parametrized by a valuation φ, mapping each term t to an element t φ of M, and each proposition A to an element A φ of B.
Predicate logic can be extended to Deduction modulo theory [11, 12] , where a congruence on propositions defining a computational equality, also known as definitional equality in Constructive type theory [17] , is added. Proofs of a proposition A are then considered to also be proofs of any proposition congruent to A. In Deduction modulo theory, like in Predicate logic, a model is defined by a domain M, a set B of truth values, and an interpretation function.
Usually, the set B is the two-element set {0, 1}, but the notion of model can be extended to a notion of many-valued model, where B is an arbitrary Boolean algebra, a Heyting algebra, a pre-Boolean algebra [5] , or a pre-Heyting algebra [9] . Boolean algebras permit to introduce intermediate truth values for propositions that are neither provable nor disprovable, Heyting algebras to construct models of constructive logic, and pre-Boolean and pre-Heyting algebras, where the order relation ≤ is replaced by a pre-order relation, to distinguish a notion of weak equivalence: A φ ≤ B φ and B φ ≤ A φ , for all φ, from a notion of strong equivalence: A φ = B φ , for all φ. In Deduction modulo theory, the first corresponds to the provability of A ⇔ B and the second to the congruence.
In a model valued in a Boolean algebra, a Heyting algebra, a pre-Boolean algebra, or a pre-Heyting algebra, a proposition A is said to be valid when it is weakly equivalent to the proposition , that is when, for all φ, A φ ≥˜ , and this condition can be rephrased as A φ =˜ in Boolean and Heyting algebras. A congruence ≡ defined on propositions is said to be valid when, for all A and B such that A ≡ B, A and B are strongly equivalent, that is, for all φ, A φ = B φ . Note that the relation ≤ is used in the definition of the validity of a proposition, but not in the definition of the validity of a congruence.
Proof reduction terminates in Deduction modulo a theory defined by a set of axioms T and a congruence ≡, when this theory has a model valued in the pre-Heyting algebra of reducibility candidates [12] . As a consequence, proof reduction terminates if the theory is super-consistent, that is if, for all pre-Heyting algebras B, it has a model valued in B [9] . This theorem permits to completely separate the semantic and the syntactic aspects that are often mixed in the usual proofs of termination of proof reduction. The semantic aspect is in the proof of super-consistency of the considered theory and the syntactic in the universal proof that super-consistency implies termination of proof reduction.
In Predicate logic and in Deduction modulo theory, terms may be typed with sorts, but the sorts themselves have no type. In the λΠ-calculus modulo theory, in contrast, terms have types that have types... This explains that, in some cases, constructing the function M itself requires to define first another function N , that is used as a tool helping to define this function. This can be iterated to a several layer model, where the function . is defined with the help of a function M, that is defined with the help of a function N , that is defined with the help... The number of layers depends on the model. Such a layered model has been defined for the Calculus of constructions [23] , where three interpretation functions are used. Layered constructions are also common in proofs of termination of proof reduction [14, 18, 4] , for instance for Pure Type Systems where sorts are stacked: T ype 0 : T ype 1 : T ype 2 : T ype 3 .
Note that, in this definition of the notion of model, when a term t has type A, we do not require t φ to be an element of A φ , but of M A . This is consistent with the notion of model of many-sorted predicate logic, where we require t φ to be an element of M s and where s φ is often not even defined.
Valuations must be handled with care in such layered models. In a three layer model, for instance, the definition of N t is absolute, the definition of M t is relative to a valuation ψ, mapping each variable of type A to an element of N A , and the definition of t is relative to a valuation ψ and to a valuation φ mapping each variable of type A to an element of M A,ψ .
Super-consistency and proof reduction
The third goal of this paper is to use this notion of Π-algebra to define a notion of super-consistency.
We prove that proof reduction, that is β-reduction, terminates in the λΠ-calculus modulo any super-consistent theory.
Examples
As examples, we build models to prove the super-consistency of several theories theories expressed in the λΠ-calculus modulo theory including Simple type theory [11] and the Calculus of constructions [8] . Together with subject reduction and confluence, this termination of proof reduction is a property required to define these theories in the system Dedukti [1] .
In Section 2, we recall the definition of the λΠ-calculus modulo theory and give three examples of theories expressed in this framework. In Section 3, we introduce the notion of Π-algebra and that of model for the λΠ-calculus modulo theory and we prove a soundness theorem. In Section 4, we define the notion of super-consistency and prove that the three theories introduced in Section 2 are super-consistent. In Section 5, we prove that proof reduction terminates in the λΠ-calculus modulo any super-consistent theory.
2 The λΠ-calculus modulo theory
The λΠ-calculus
The syntax of the λΠ-calculus is
and the typing rules are given in Figure 1 .
As usual, we write A → B for Πx : A B when x does not occur in B. The α-equivalence relation is defined as usual and terms are identified modulo α-equivalence. The relation β-one step β-reduction at the root-is defined as usual. If r is a relation on terms, we write −→ 1 r for the congruence closure of r, −→ + r for the transitive closure of −→ 1 r , −→ * r for its reflexive-transitive closure, and ≡ r for its reflexive-symmetric-transitive closure.
If Σ, Γ, and ∆ are contexts, a substitution θ, binding the variables of Γ, is said to have type Γ ; ∆ in Σ if for all x : A in Γ, we have Σ, ∆ θx : θA. In this case, if Σ, Γ t : B, then Σ, ∆ θt : θB. Types are preserved by β-reduction. The β-reduction relation is confluent and strongly terminating. And each term has a unique type modulo β-equivalence [16] .
A term t, well-typed in some context Γ, is a kind if its type in this context is Kind. For instance, T ype and nat → T ype are kinds. It is a type family if its type is a kind. In particular, it is a type if its type is T ype. For instance, nat, array, and (array 0) are type families, among which nat and (array 0) are types. It is an object if its type is a type. For instance, 0 and [0] are objects.
The λΠ-calculus modulo theory
A rewrite rule is a triple l −→ Γ r where Γ is a context and l and r are β-irreducible terms. If l −→ Γ r is a rewrite rule θ is a substitution binding the variables of Γ, then we say that the term θl reduces to the term θr.
If R is a rewrite system, that is a set of rewrite rules, then the congruence generated by R, ≡ R , is the smallest congruence such that if t reduces to u, then t ≡ R u and the congruence generated by β and R, ≡ βR , is the smallest congruence such that if t β-reduces to u or t reduces to u then t ≡ R u.
A rewrite system is said to be well-typed, if the reduction relation it defines verifies the subject reduction property, that is if for all contexts ∆ and for all terms t, u and A, if ∆ t : A and t reduces to u, then ∆ u : A.
Definition 2.1 (Theory)
A theory is a pair formed with a context Σ, well-formed in the λΠcalculus, and a set of rewrite rules R, well-typed in Σ in the λΠ-calculus.
The variables declared in Σ are called constants. They replace the sorts, the function symbols, the predicate symbols, and the axioms of a theory in Predicate logic.
Definition 2.2 (The λΠ-calculus modulo theory) The λΠ-calculus modulo Σ, R is the extension of the λΠ-calculus obtained modifying the Declaration rules to replace the condition x ∈ Γ with x ∈ Σ, Γ, the Variable rules to replace the condition x : A ∈ Γ by x : A ∈ Σ, Γ, and the Conversion rules to replace the condition
with a finite number of quantifiers ∀ A Figure 2 : Simple type theory
In this paper, we assume that the relation −→ 1 βR is confluent and has the subject reduction property. Confluence and subject reduction are indeed needed to prove that when two well-typed terms t and u are equivalent, t ≡ βR u, there exists a sequence of well-typed terms t = t 0 , ..., t n = u, such that for each i, either
The easiest way to prove the existence of such a sequence is to prove, using confluence, the existence of a term v such that t −→ * βR v ←− * βR u, and then to prove, using subject reduction, that all the terms of this sequence are well-typed. This property is then needed to build models and prove termination of proof reduction. This methodology is that proposed in [2] : first prove confluence and subject reduction, then termination.
Examples of theories
Simple type theory can be expressed in Deduction modulo theory [10] . The main idea in this presentation is to distinguish terms of type o from propositions. If t is a term of type o, the corresponding proposition is written ε(t). The term t is a propositional content or a code of the proposition ε(t). This way, it is not possible to quantify over propositions, but it is possible to quantify over codes of propositions: there is no proposition
respecting the syntax of Predicate logic, where the predicate symbol ε is applied to the variable x to form a proposition. In this presentation, each simple type is a sort and, for each simple type A, there is a quantifier ∀ A . Thus, the language contains an infinite number of sorts and an infinite number of constants.
This presentation can be adapted to the λΠ-calculus modulo theory. To avoid declaring an infinite number of constants for simple types, we can just declare two constants ι and o of type T ype and use the product of the λΠ-calculus modulo theory to represent the simple types ι → ι, ι → ι → ι, ι → o... We should declare an infinite number of quantifiers ∀ A , indexed by simple types, but this can be avoided as, in each specific proof, only a finite number of such quantifiers occur. This leads to the theory presented in Figure 2 .
Another possibility is to add the type A as an extra argument of the quantifier ∀. To do so, we need to introduce a type type for codes of simple types, two constants ι and o, of type type, and not T ype, a constant arrow of type type → type → type, and a decoding function η of type type → T ype. This way, the quantifier ∀ can be given the type Πa : type (((η a) → (η o)) → (η o)). This leads to the theory presented in Figure 3 .
The Calculus of constructions [7] can also be expressed in the λΠ-calculus modulo theory [8] as the theory presented in Figure 4 . Note that this presentation slightly differs from that of [8] : the symbol U T ype has been replaced everywhere by ε Kind (Ṫ ype) allowing to drop the rule
Then, to keep the notations similar to those of Simple type theory, we write type for U Kind , o forṪ ype, η for ε Kind , and ε for ε T ype . We also writeΠ KK forΠ Kind,Kind,Kind ,Π T T for type :
T ype ι : These three rewrite systems are confluent because they have no critical pairs [24] . And they have the subject reduction property, because, in each rule, the left-hand side and the right-hand side are well-typed and have the same type.
Algebras and Models
Π-algebras
The notion of Π-algebra is an adaptation of that of pre-Heyting algebra to the λΠ-calculus modulo theory. In this framework, the only connector is Π, so in a Π-algebra, there are no operations˜ , ⊥,∧,∨,⇒,∀, and∃, like in a pre-Heyting algebra, but a single operationΠ. As expected, its properties are a mixture of those of the implication and of the universal quantifier of pre-Heyting algebras. Actually, to express these properties, we need two other operations∧ and˜ . :
Figure 4: The Calculus of constructions
Note that is the relation ≤ is a pre-order, and not necessarily an order, greatest lower bounds are not necessarily unique, when they exist.
Note also that, from the operationΠ, we can define an operation b→ c =Π(b, {c}) that is an exponentiation: a ≤ b→ c if and only if a∧ b ≤ c. We can also define an operation˜ : for all sets S in A,˜ S =Π(˜ , S). And we have a ≤˜ S if and only if for all c in S, a∧˜ ≤ c. As a ≤ a∧˜ ≤ a, we get a ≤˜ S if and only if for all c in S, a ≤ c. Thus˜ S is a greatest lower bound of S.
We have a ≤ b→˜ S if and only if a∧ b ≤˜ S if and only if for all c in S, a∧ b ≤ c if and only if a ≤Π(b, S). ThusΠ(b, S) ≤ b→˜ S ≤Π(b, S). But, as the pre-order relation ≤ is not necessarily an order, we do not always haveΠ(b, S) = b→˜ S.
All the examples of algebras considered in this paper are full. An example of a non-full algebra would be a Lindenbaum-like syntactic algebra.
Example. The algebra {0, 1}, 1,∧, P + ({0, 1}),Π , where∧ andΠ are defined by the tables below, is a Π-algebra. Note that, dropping the middle column of the table ofΠ, we get the table of implication and, dropping the first line, that of the universal quantifier.
.., D n such that each D i maps each term t and sequence of functions φ 1 , ..., φ i−1 whose domains contain the free variables t, to some D i t,φ1,...,φi−1 .
For the last function D n , we write t φ1,...,φn−1 instead of D n t,φ1,...,φn−1 . We also often write φ for a sequence φ 1 , ..., φ n−1 and, if c = c 1 , ..., c n−1 , we write φ, x = c for the sequence (φ 1 , x = c 1 ), ..., (φ n−1 , x = c n−1 ).
Kind,φ1,...,φn−2 = D n−1 T ype,φ1,...,φn−2 = B,
• Kind φ1,...,φn−1 = T ype φ1,...,φn−1 =˜ ,
• for all φ 1 , ..., φ n−1 whose domains contain the free variables Πx : C D
note that this presupposes that both terms are defined, that is that
• (Substitution) for all i, if t is a term of type B in some context Γ, y : C and u is a term of type C in the context Γ, φ 1 is a function mapping each variable x : A of Γ to an element of
Note that the valuations φ 1 , ..., φ n only define the interpretation of the variables declared in Γ, so the constants of Σ have an absolute interpretation that depends on the model only.
In the examples presented in this paper, we use the cases n = 2 and n = 3 only. The general definition then specializes as follows.
Example. When n = 2, a model is given by two functions M and . such that
term of type B in a context Γ, x : C and u is a term of type C in the context Γ, then
and if A and B are terms well typed in some context Γ and A ≡ B, then
• . is a function mapping each term t and function φ whose domain contains the free variables t, to some t φ such that Kind φ = T ype φ =˜ ,
if t is a term of type B in a context Γ, x : C, and u a term of type C in the context Γ, and φ a function mapping each variable x : A of Γ to an element of M A , then
if A and B are well typed in some context Γ and A ≡ B, then for all φ mapping every x :
This generalizes of the usual definition of model for many-sorted predicate logic.
Remark. If f is a constant of type A → A → A, we can define the functionf mapping a and b in M A to (f x y) x=a,y=b . Using substitution, we then get
which is the usual definition of the notion of interpretation function.
Remark. Example. When n = 3, a model is given by three functions N , M, and . such that • N is a function mapping each term t to some N t , such that if t is a term of type B in some context Γ, x : C and u is a term of type C in the context Γ, then
and if A and B are well typed in some context Γ and A ≡ B, then N A = N B ,
• M is a function mapping each term t and function ψ whose domain contains the free variables t, to some M t,ψ , such that M Kind,ψ = M T ype,ψ = B, if t is a term of type B in Γ and ψ is a function mapping each variable x :
if t is a term of type B in a context Γ, x : C and u is a term of type C in the context Γ, and ψ is a function mapping each variable x : A of Γ to an element of N A , then
and if A and B are well typed in some context Γ and A ≡ B, and ψ is a function mapping each variable x : A of Γ to an element of N A , then M A,ψ = M B,ψ .
• . is a function mapping each term t and functions ψ, φ whose domains contain the free variables t, to some t ψ,φ , such that
if t is a term of type B in Γ, ψ is a function mapping each variable x : A of Γ to an element of N A , and φ is a function mapping each variable x : A of Γ to an element of M A,ψ , then t ψ,φ is in M B,ψ , x ψ,φ = φx, if t is a term of type B in some context Γ and y is not declared in Γ, ψ is a function mapping each variable x : A of Γ to an element of N A , ..., φ is a function mapping each variable x : A of Γ to an element of M A,ψ , then
if t is a term of type B in a context Γ, x : C and u is a term of type C in the context Γ ψ is a function mapping each variable x : A of Γ to an element of N A , and φ is a function mapping each variable x : A of Γ to an element of M A,ψ , then
if A and B are well typed in some context Γ and A ≡ B, and ψ is a function mapping each variable x : A of Γ to an element of N A , and φ is a function mapping each variable x : Then, for all judgments x 1 : A 1 , ..., x p : A p t : B derivable in Σ, R, and for all φ = φ 1 , .., φ n−1 , where φ 1 is a function mapping each variable x : A of Γ to an element of D 1 A , ..., φ n−1 is a function mapping each variable x : A of Γ to an element of D n−1 A,φ1,...,φn−2 , we have
where, as always, the conjunction of an empty familly is˜ .
Proof. By induction on the structure of the derivation of x 1 : A 1 , ..., x p : A p t : B.
• If the last rule is Sort or Product, then B = T ype or B = Kind, B φ =˜ and
• If the last rule is Variable, with a constant of Σ, then B φ ≥˜ and
• If the last rule is Variable, with a variable of Γ, then B = A i and
• If the last rule is Abstraction, then B = Πx : C D and by induction hypothesis, for all c in
• If the last rule is Application, then we have B = (u/x)D and by, induction hypothesis
In particular, for c = D 2 u,φ1 , D 3 u,φ1,φ2 , ..., D n u,φ1,...,φn−1 , we get
• If the last rule is Conversion, then we use the fact that the conversion is valid in the model. 4 Super-consistency
Super-consistency
We now want to define a notion of notion of super-consistency: a theory is super-consistent if for every Π-algebra, there exists a model of this theory valued in this algebra. Unfortunately, this constraint is sometimes too strong, as it does not allow to define interpretations as fixed points, for instance if we have a rule
we want to define the interpretation of P as the fixed point of the function mapping b to (b⇒ a)⇒ a, where a is the interpretation of Q, but this function does not have a fixed point in all Π-algebras. Thus, we weaken this constraint, requiring the existence of model for complete Π-algebras only. Defining this notion of completeness requires to introduce an order relation , that need not be related to the pre-order ≤. In the remainder of this section, we prove that the three theories presented in Section 2.3 are super-consistent. In these examples, we do not need to use the fixed point theorem, so we shall simply prove that these theories have a model valued in any Π-algebra.
Simple type theory
Let B = B,˜ ,∧, P + (B),Π be a full Π-algebra. We construct a model of Simple type theory, valued in B, in two steps. The first is the construction of the interpretation function M and the proof of the validity of the congruence for this function. The second is the construction of the interpretation function . and the proof of the validity of the congruence for this function. The key idea in this construction is to take M o = B, to interpret ε as the identity over B, and ⇒ like → in order to validate the rewrite rule 
We first prove the two following lemmas. Proof. By induction on the structure of the term t. The term t is neither Kind, T ype, nor o. It is not a product. If it has the form λx : C t , then t is an object. If it has the form (t t ), then t is an object. Proof. By induction on the structure of the term t. If t = x then, by Lemma 4.1
If t is Kind, T ype, a constant, or a variable different from x, then x does not occur in t. If it is a product, an abstraction, or an application, we use the induction hypothesis. and
We prove, by induction on t, that if t −→ 1 βR u then M t = M u and we conclude with a simple induction on the structure of a reduction of t and u to a common term, using confluence and subject reduction.
The interpretation function .
The second step of the proof is the construction of the interpretation function . and the proof of the validity of the congruence for this function. 
• ⇒ φ is the function mapping a and b in B toΠ(a, {b}),
• λx : C t φ is the function mapping c in M C to t φ,x=c , except if for all c in M C , t φ,x=c = e in which case λx : C t φ = e,
Note that in the last case the function t φ might be undefined at u φ , in which case the interpretation of (t u) would be undefined. The next lemma shows this never happens, when the term (t u) is well-typed. 
Proof. If t = ((λx : C t ) u ), then if for all c in M C , we have t φ,x=c = e, then
We prove, by induction on t, that if t −→ 1 βR u then
and we conclude with a simple induction on the structure of a reduction of t and u to a common term, using confluence and subject reduction.
We thus get the following theorem. 
Simple type theory with a parametric quantifier
In a model of Simple type theory with a parametric quantifier, like in the previous section, we want to take M o = B. But, unlike in the previous section, we do not have o : T ype, but o : type : T ype.
So o is now an object. In the previous section, we took M t = {e} for all objects. This permitted to define M (t u) and M λx:C t as M t and validate β-reduction trivially. But this is not possible anymore in Simple type theory with a parametric quantifier, where M o is B and M arrow(o,o) is F(B, B) . So, we cannot define M λx:type x to be M x , but we need to define it as a function. To help to construct this function, we need to construct first another interpretation function (N t ) t and parametrize the definition of M t itself by a function ψ mapping variables of type A to elements of N A . Thus the model is a three layer model.
Like in the previous section, we want to define M Πx:C D,ψ , as the set of functions from M C,ψ to M D,ψ . But to define this set M D,ψ , we need to extend the function ψ, mapping x to an element of N C . To have such an element of N C , we need to define M Πx:C D,ψ as the set of functions mapping c , c in N C × M C,ψ to an element of M D,(ψ,x=c ) . As a consequence, if φ is a function mapping x of type A to some element of M A , we need to define (t u) φ not as t φ u φ but as t φ M u,ψ , u φ . As a consequence . must be parametrized by both ψ and φ. Let B = B,˜ ,∧, P + (B),Π be a full Π-algebra.
The interpretation function N
The first step of the proof is the definition of the interpretation function N and the proof of the validity of the congruence for this function.
Let {e} be an arbitrary one-element set. Let U be a set containing B and {e}, and closed by function space and Cartesian product, that is such that if S and T are in U then so are S × T and F(S, T ). Such a set can be constructed, with the replacement scheme, as follows
Then, let V be the smallest set containing {e}, B, and U, and closed by Cartesian product and dependent function space, that is, if S is in V and T is a family of elements of V indexed by S, then the set of functions mapping an element s of S to an element of T s is an element of V. As noted in [19] , the construction of the set V, unlike that of U, requires an inaccessible cardinal. Note that U is both an element and a subset of V.
Definition 4.6
The interpretation function N is defined as follows
• N (t u) = N t .
We first prove the two following lemmas. Proof. By induction on the structure of the term t. The term t is neither Kind, T ype, nor type. It is not a product. If it has the form λx : C t , then t is an object. If it has the form (t t ), then t is an object. Lemma 4.9 Let t be a term, well-typed in a context Γ, x : A and u be a term of type A in the context Γ. If u is an object, then
Proof. By induction on the structure of the term t. If t = x then, by Lemma 4.8
If t is Kind, T ype, a constant, or a variable different from x, then x does not occur in t. If it is a product, an abstraction, or an application, we use the induction hypothesis. We prove, by induction on t, that if t −→ 1 βR u then N t = N u and we conclude with a simple induction on the structure of a reduction of t and u to a common term, using confluence and subject reduction.
The interpretation function M
The second step of the proof is the definition of the interpretation function M and the proof of the validity of the congruence for this function. Note that in the last case the function M t,ψ might be undefined at M u,ψ , in which case the interpretation of (t u) would be undefined. Lemma shows this never happens, when the term (t u) is well-typed. The last step of the proof is the definition of the interpretation function . and the proof of the validity of the congruence for this function.
Definition 4.8 The interpretation function . is defined as follows
• type ψ,φ =˜ , • η ψ,φ is the function from U × B to B, mapping S, a to a,
• ε ψ,φ is the function from {e} × B to B, mapping e, a to a,
• λx : C t ψ,φ is the function mapping c , c in N C × M C,ψ to t (ψ,x=c ),(φ,x=c) , except if for all c , c in N C × M C,ψ , t (ψ,x=c ),(φ,x=c) = e, in which case λx : C t ψ,φ = e,
Note that in the last case the function t ψ,φ might be undefined at u ψ,φ , in which case the interpretation of (t u) would be undefined. The next lemma shows this never happens, when the term (t u) is well-typed. Proof. We check each case of the definition of . .
Let us check, for instance, that if t = (t 1 t 2 ), t 1 has type Πx : C D and t 2 has type C, hence (t 1 t 2 ) has type (t 2 /x)D, then (t 1 t 2 ) ψ,φ is in M (t2/x)D,ψ . We have M t2,ψ is in N C and, by induction hypothesis, t 1 ψ,φ is in M Πx:C D,ψ , and t 2 ψ,φ is in M C,ψ . We have (t 1 t 2 ) ψ,φ = t 1 ψ,φ M t2,ψ , t 2 ψ,φ and, by definition of M Πx:C D,ψ , this term is in M D,(ψ,x=M t 2 ,ψ ) , that is Proof. By induction on the structure of the term t. 
Proof. As seen in Lemma 4.6,˜ ≤Π(a, {˜ }). The result then follows from T ype φ = type φ = (η o) φ =˜ . 
We have
We prove, by induction on t, that if t −→ 1 βR u then t ψ,φ = u ψ,φ and we conclude with a simple induction on the structure of a reduction of t and u to a common term, using confluence and subject reduction.
We thus get the following theorem. Remark. The set V, thus an inaccessible cardinal, are not really needed to prove the superconsistency of Simple type theory with a parametric quantifier if we can adapt the notion of model in such a way that the family N is defined for type families only. Then, Lemma 4.12 is proved for objects only. This is sufficient to define M λx:type x,ψ as the identity on U and, more generally, the function M. In this case, the class of sets M t,ψ would not be a set, which is common in models of many sorted Predicate logic with an infinite number of sorts.
The systematic development of this notion of partial interpretation is left for future work.
The Calculus of constructions
A very similar proof can be made for the Calculus of constructions.
In the construction of the interpretation functions N , M, and . , we drop the clauses associated to the symbols ι, ⇒, ∀ and arrow and we add the clauses. 
The set M (η (Π T K C D)),ψ is the set The proof of Lemma 4.15 must be adapted to check the case of the symbolsΠ KK ,Π T T ,Π KT , andΠ T K .
The proof of Lemma 4.16 is similar. The proof of Lemma 4.18 is similar, except for the case of rewrite rules.
Termination of proof reduction
We finally prove that proof reduction terminates in the λΠ-calculus modulo any super-consistent theory such as Simple type theory without or with a parametric quantifier or the Calculus of constructions.
In Deduction modulo theory, we can define a congruence with non terminating rewrite rules, without affecting the termination of proof reduction. For instance, the rewrite rule c −→ c does not terminate, but the congruence it defines is the identity and proofs modulo this congruence are just proofs in pure Predicate logic. Thus, proof reduction in Deduction modulo this congruence terminates. So, in the λΠ-calculus modulo this congruence, the β-reduction terminates, but the βR-reduction does not, as the R-reduction alone does not terminate. Here, we restrict to prove the termination of β-reduction, not βR-reduction. In some cases, like for the three theories presented above, the termination of the βR-reduction is a simple corollary of the termination of the βreduction. In some others, such as the theory defined by the rule c −→ c it is not.
The main notion used in this proof is that of reducibility candidate introduced by Girard [15] . Our inductive definition, however, follows that of Parigot [22] .
The candidates
Definition 5.1 (Operations on set of terms) The set˜ is defined as the set of strongly terminating terms.
Let C be a set of terms and S be a set of sets of terms. The setΠ(C, S) is defined as the set of strongly terminating terms t such that if t −→ * β λx : A t then for all t in C, and for all D in S, (t /x)t ∈ D. • the set˜ of all strongly terminating terms is a candidate,
• if C is a candidate and S is a set of candidates, thenΠ(C, S) is a candidate,
• if S is a non empty set of candidates, then S is a candidate.
We write C for the set of candidates.
The algebra C, ≤,˜ ,∧, P + (C),Π , where ≤ is the trivial relation such that C ≤ C always, and ∧ is any function from C × C to C, for instance the constant function equal to˜ , is a full Π-algebra.
It is ordered by the subset relation and complete for this order.
Lemma 5.1 (Termination) If C is a candidate, then all the elements of C strongly terminate.
Proof. By induction on the construction of C.
Lemma 5.2 (Constants and variables)
If C is a candidate and x is a contant or a variable, then x ∈ C.
Lemma 5.3 (Closure by reduction) If C is a candidate, t ∈ C, and t −→ * β t , then t ∈ C.
If C =˜ , then as t is an element of C, it strongly terminates, thus t strongly terminates, and t ∈ C.
If C =Π(D, S), then as t is an element of C, it strongly terminates, thus t strongly terminates. If moreover t −→ * β λx : A t 1 , then t −→ * β λx : A t 1 , and for all u in D, and for all U in S, (u/x)t 1 ∈ U. Thus, t ∈ C.
If C = i C i , then for all i, t ∈ C i and by induction hypothesis t ∈ C i . Thus, t ∈ C.
Lemma 5.4 Let C be a candidate and S be a set of candidates, t 1 , t 2 , and u be terms such that t 1 ∈Π(C, S), t 2 ∈ C, and (t 1 t 2 ) −→ 1 β u. Then, for all D in S, u ∈ D.
Proof. By induction on n 1 + n 2 where n 1 is the maximum length of a reduction sequence issued from t 1 , and n 2 is the maximum length of a reduction sequence issued from t 2 .
If the reduction is at the root of the term, then t 1 has the form λx : A t and u = (t 2 /x)t . By the definition ofΠ(C, S), u ∈ D. Otherwise, the reduction takes place in t 1 or in t 2 , as the candidates as closed by reduction, we apply the induction hypothesis.
Lemma 5.5 (Applications) Let C be a candidate and S be a set of candidates, t 1 and t 2 such that t 1 ∈Π(C, S) and t 2 ∈ C, and D be an element of S. Then (t 1 t 2 ) ∈ D.
Proof. By Lemma 5.4, all the one step reducts of (t 1 t 2 ) are in D. To conclude that (t 1 t 2 ) itself is in D, we prove, by induction on the construction of D, that if D is a candidate and all the one-step reducts of the term (t 1 t 2 ) are in D, then (t 1 t 2 ) is in D.
• If D =˜ , then as all the one-step reducts of the term (t 1 t 2 ) strongly terminate, the term (t 1 t 2 ) strongly terminates, and (t 1 t 2 ) ∈ D.
• If D =Π(C, S), then as all the one-step reducts of the term (t 1 t 2 ) strongly terminate, the term (t 1 t 2 ) strongly terminates. If moreover (t 1 t 2 ) −→ * β λx : A v, then let (t 1 t 2 ) = u 1 , u 2 , . . . , u n = λx : A v be a reduction sequence from (t 1 t 2 ) to λx : A v. As (t 1 t 2 ) is an application and λx : A v is not, n ≥ 2. Thus, (
• If D = i D i , then for all i, all the one step reducts of (t 1 t 2 ) are in D i , and, by induction hypothesis (t 1 t 2 ) ∈ D i . Thus, (t 1 t 2 ) ∈ D.
Termination
Consider a super-consistent theory Σ, R. We want to prove that β-reduction terminates in the λΠ-calculus modulo this theory.
As usual, we want to associate a candidate A to each term A in such a way that if t is a term of type A, then t ∈ A . In the λΠ-calculus modulo theory, the main difficulty is to assign a candidates to terms in such a way that if A ≡ B then A = B . For instance, if we have the rule P −→ P ⇒ P that permits to type all lambda-terms, including non terminating ones, we should associate, to the term P , a candidate C such that C = C⇒ C, but there is no such candidate. For superconsistent theories, in contrast, such an assignment exists, as the theory has a model M valued in the Π-algebra C, ≤,˜ ,∧, P + (C),Π .
Consider this model. If a term t has type B in some context Γ, then B has type T ype in Γ, B has type Kind in Γ, or B = Kind. Thus, B φ is an element of M T ype = C, B φ is an element of M Kind = C, or B φ =˜ . In all these cases B φ is a candidate.
Lemma 5.6 Let Γ be a context, φ = φ 1 , ..., φ n−1 be a sequence of functions such that φ i maps x : A of Γ to an element of D i A,φ1,...,φi−1 , σ be a substitution mapping every x : A of Γ to an element of A φ and t a term of type B in Γ. Then σt ∈ B φ .
Proof. By induction on the structure of the term t.
• If t = T ype, then B = Kind, B φ =˜ and σt = T ype ∈ B φ .
• If t = c is a constant of ∆, then σt = c ∈ B φ , by Lemma 5.2.
• If t = x is a variable of Γ, then by definition of σ, σt ∈ B φ .
• If t = Πx : C D, then B = T ype or B = Kind, and B φ =˜ , Γ C : T ype and Γ, x : C D : T ype or Γ, x : C D : Kind, by induction hypothesis σC ∈ T ype φ =˜ , that is σC strongly terminates and σD ∈ T ype φ =˜ or σD ∈ Kind φ =˜ , that is σD strongly terminates. Thus, σ(Πx : C D) = Πx : σC σD strongly terminates also and it is an element of˜ = B φ .
• If t = λx : C u where u has type D. Then B = Πx : C D and B φ = Πx : C D φ = Π( C φ , { D φ,x=c | c ∈ D 1 C × ... × D n C,φ1,...,φn−1 }) is the set of terms s such that s strongly terminates and if s reduces to λx : E s 1 then for all s in C φ and all c in D 1 C × ... × D n C,φ1,...,φn−1 , (s /x)s 1 is an element of D φ,x=c . We have σt = λx : σC σu, consider a reduction sequence issued from this term. This sequence can only reduce the terms σC and σu. By induction hypothesis, the term σC is an element of T ype φ =˜ and the term σu is an element of D φ , thus the reduction sequence is finite.
Furthermore, every reduct of σt has the form λx : C v where C is a reduct of σC and v is a reduct of σu. Let w be any term of C φ , and c be any element of D 1 C × ... × D n C,φ1,...,φn−1 , the term (w/x)v can be obtained by reduction from ((w/x) • σ)u. By induction hypothesis, the term ((w/x) • σ)u is an element of D φ,x=c . Hence, by Lemma 5.3 the term (w/x)v is an element of D φ,x=c . Therefore, the term σλx u is an element of B φ .
• If the term t has the form (u 1 u 2 ) then u 1 is a term of type Πx : C D, u 2 a term of type C and B = (u 2 /x)D. We have σt = (σu 1 σu 2 ), and by induction hypothesis σu 1 ∈ Πx : Proof. Let B be the type of t in Γ, let φ = φ 1 , ..., φ n is be a sequence of functions such that φ i maps x : A of Γ to an element of D i A,φ1,...,φi−1 , σ be the substitution mapping every x : A of Γ to itself. Note that, by Lemma 5.2, this variable is an element of A φ . Then t = σt ∈ B φ . Hence it strongly terminates.
Weak termination of the βR-reduction
We finally prove the termination of the βR-reduction for Simple type theory without or with a parametric quantifier and for the Calculus of constructions. The rules R of Simple type theory are ε (⇒ x y) −→ (ε x) → (ε y) ε (∀ A x) −→ Πz : A (ε (x z)) Then, R-reduction can create β-redices, but only β-redices of the form ((λx : A t) z) where z is a variable. Thus, any term can be weakly βR-reduced by β-reducing it first, then reducing the R-redices and the trivial created β-redices. The termination of this second step can be proved by observing that the number of symbols ⇒, ∀ A and λ reduces at each step.
A similar argument applies to Simple type theory with a parametric quantifier and to the Calculus of constructions.
