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GENERALIZING THE ESTIMATING SEQUENCES YIELDS A
SUPERFAST GRADIENT METHOD∗
ENDRIT DOSTI, SERGIY A. VOROBYOV AND THEMISTOKLIS CHARALAMBOUS †
Abstract. We present a new accelerated gradient-based method for solving smooth uncon-
strained optimization problems, which we name SuperFast Gradient Method (SFGM). Our goal is to
understand how the heavy-ball momentum can be embedded into the Fast Gradient Method (FGM).
For this purpose, we construct a generalization of Nesterov’s estimating sequences, which allows for
encoding any form of information about the cost function that can aid in further accelerating the
minimization process. In the black box framework, the proposed generalized estimating sequences
suggest minimizing a regularized version of the objective function. We show that the regularizers can
be obtained by exploiting the history of the previously constructed estimating functions. From the
viewpoint of efficiency estimates, we prove that the lower bound on the number of iterations for the
proposed SFGM is O
(√
κ
2
)
. Our theoretical results are further corroborated by extensive numerical
experiments on various types of optimization problems. Both synthetic and real-world datasets are
utilized to demonstrate the effciency of SFGM in decreasing the distance to the optimal solution and
in decreasing the norm of the gradient.
Key words. black-box model, convex optimization, accelerated optimization algorithms, esti-
mating sequences, optimal first-order methods
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1. Introduction. A large number of problems arising in different scientific dis-
ciplines, such as, signal and image processing, data analysis and machine learning, can
be cast as the minimization of a real-valued smooth and convex objective function:
(1.1) minimize
x∈Rn
f(x),
where f : Rn → R is a µ-strongly convex function with L-Lipschitz continuous gradi-
ent defined by a black-box oracle. As the size of these problems increases, it becomes
necessary to resort to iterative methods for finding the optimal solution. In large-scale
optimization, a central role is played by first-order algorithms [5]. Within this class
of methods, one of the most important breakthroughs is the Fast (or Accelerated)
Gradient Method (FGM) [33]. Under the assumption of known parameters µ and L,
the method converges at an optimal rate of O (√κ), where κ = Lµ is the condition
number. Moreover, in view of classic complexity theory for convex optimization by
Nemirovski and Yudin [32], the method is also optimal in the sense that it minimizes
the number of calls of a first order oracle.
Despite its remarkable properties, interest in FGM surged after Nesterov wrote
his seminal article on smoothing techniques [34]. Therein, he constructs a smooth
approximation of a non-smooth objective function, and then uses FGM to efficiently
find the optimal solution. Following up on the work, several extensions were proposed
in the literature. For instance, in [3], the authors have proposed a class of interior gra-
dient algorithms which exhibit an O ( 1k2 ) global convergence rate. In [6, 37], FGM has
been extended to solve convex composite objectives. An accelerating strategy with ap-
plication to conic programming for Nesterov’s smoothing scheme has been introduced
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in [25]. The proposed method can be interpreted as a restarting procedure of FGM.
Another interesting aspect of FGM-type methods, which is their robustness with re-
spect to incorrect computation of the gradient of the objective function, has also been
widely investigated. It has been shown that FGM suffers from error accumulation,
and to preserve the improved convergence rate significantly less noise can be tolerated
[12, 13, 42]. More recently, motivated by the need to construct even faster algorithms
to solve large-scale problems with smooth objective functions, several articles have
proposed new perspectives of FGM, or different reasons behind acceleration, thus
leading to new algorithms that achieve the optimal rate [2, 8, 14, 15, 26, 43, 46]. In
particular, in [15, 43, 46] the continuous-time limit of FGM is modelled as a second-
order ordinary differential equation. Another perspective of FGM appears in [2].
Therein, the authors have shown that FGM can be obtained by exploiting the linear
coupling between a gradient and mirror descent steps. In [8], the authors have de-
veloped an alternative accelerated gradient method, which is inspired by the ellipsoid
method. Links between the method introduced in [8] and FGM have been established
in [14]. Lastly, in [26] the authors have managed to derive the convergence rates for
FGM using theory from robust control.
The acceleration idea, which was first introduced in FGM, has also been ex-
tended to other optimization settings, such as stochastic optimization [21, 23, 24],
non-Euclidean optimization [1, 48], higher-order methods [4, 35, 39] and non-convex
optimization [10, 18, 27]. Moreover, there has been a vast number of applications,
which have further extended the reach of the idea [22, 30, 45, 47]. Besides enjoy-
ing an accelerated convergence rate, an optimal method has to also comply with the
lower complexity bounds. In [38], it is argued that the key behind constructing opti-
mal methods is the accumulation of global information of the function that is being
minimized. For this purpose, the estimating sequences are introduced. They consist
of the pair {φk(x)}∞k=1, {λk}∞k=1 and allow for parsing information around carefully
selected points at each iteration, while also measuring the rate of convergence of the
iterates. This intuition is provably correct; however, the construction of the estimat-
ing sequences is not unique, and to the best of our knowledge, finding the optimal
construction still remains an open question. Evidently, picking the right functions to
construct the estimating sequences, can lead to much faster algorithms. For instance,
FGM and its extension to convex composite objectives, the Accelerated Multistep
Gradient Scheme (AMGS) [37] have been constructed using different variants of esti-
mating sequences and are both optimal methods. The link between the two estimating
sequences, as well as its implications, has been investigated in [16, 17].
Despite the variant of estimating sequences used, both FGM and AMGS share
in common the fact that the update of iterates at step k + 1 is done by utilizing the
information available at step k (see Algorithm 2.1 below). From the theory of the
heavy ball method [41], it is known that parsing information from iterates at step k−1
can accelerate the minimization process. Naturally, the following question arises: “Is it
possible to explicitly embed information from earlier iterates into FGM?”. We answer
this question affirmatively, and propose a way to generalize the design of estimating
sequences. This leads to a more powerful class of algorithms which we name SuperFast
Gradient Methods (SFGM). More specifically, the main contributions of the paper are
as follows:
• From the theoretical perspective, we show that the original construction of
the estimating functions can be generalized by incorporating extra terms that
depend on the previous iterates.
• From the algorithmic perspective, we provide a new method and show that (in
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black-box framework) it allows for embedding a heavy-ball type of momentum
into FGM. Moreover, we show that FGM can be obtained as a special case
when the memory terms are not considered.
• In terms of convergence guarantees, we show that the original results ob-
tained for FGM can be improved. We also show that the proposed method
always outperforms FGM. Furthermore, we prove that our method is also an
optimal method, and show that the lower bound on the number of iterations
is O (√κ2 ).• From applications perspective, we show through extensive simulations the ef-
ficiency of utilizing our method to solve various problems using both synthetic
and real-world datasets.
2. Preliminaries and intuition. Intuitively, being optimal implies that one
is making use of the available information in the best way possible. Bearing this in
mind, we can start exploiting the information we have at iteration k = 0. In the
convex setting, since f : Rn → R, then for any non-trivial point x1 ∈ dom(f), that
constitutes for the next iterate three things can happen:
1. f(x∗) ≤ f(x1) < f(x0), which would be desirable as the next iterate is closer
to the solution of our problem x∗;
2. f(x1) = f(x0), which implies x1 = x0;
3. f(x1) > f(x0) ≥ f(x∗), which at first glance would not be desirable as it is
producing points that are away from x∗.
Methods that produce sequences that always satisfy condition 1 are called relax-
ation methods [38]. The typical approach consists of parsing gradient information,
which is the direction of steepest descent of the function, from a first order oracle.
Then, stepping in the opposite direction, where the function value must decrease,
yields the next iterate. Evidently, for convex functions those kind of methods will
eventually converge to the optimal solution x∗. This greedy approach is widely used
for solving optimization problems of the same type as (1.1). The most famous member
of this family of methods is the Gradient Method, and it is not too difficult to show
that it produces a sequence of points xk, k = 1, 2, . . . that converges to x
∗ at a linear
rate [7].
However, the greedy approach of solving a convex optimization problem is not
optimal. This is made more precise in [38], wherein it is argued that relaxation itself
is too microscopic to guarantee convergence in an optimal fashion. Instead, it is
suggested that optimal methods must make use of global topological properties of
the function. Indeed, rather than looking only at the direction of steepest descent,
consider “looking around” in the locality of x0 without “discriminating” any direction.
This suggests utilizing an isotropic scanning function φ0 : Rn → R. All that is known
about this function is the following:
(2.1) ∇2φ0(x) = γ0I,
where x ∈ dom(φ0) and γ0 is the scanning radius. Then, integrating twice over x, the
following construction is obtained:
(2.2) φ0(x) = φ
∗
0 +
γ0
2
||x− x0||2,
where φ∗0 is an integration constant and ||·|| denotes the l2 norm. As we will see in
the sequel, these simple functions are integral components in the construction of the
estimating sequences.
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Next, we can exploit the information coming from the fact that the cost function
is L-smooth and µ-strongly convex. This comes in the form of upper and lower bound
on the function. More specifically, ∀x, y ∈ dom(f), we have:
f(x) ≤ f(y) +∇f(y)T (x− y) + L
2
||y − x||2,(2.3)
f(x) ≥ f(y) +∇f(y)T (x− y) + µ
2
||y − x||2.(2.4)
The above bounds suggest the need of utilizing gradient and function evaluation
oracles. Throughout the paper, we assume that the computational cost of computing
the gradient is comparable to the cost of computing the function values.
2.1. Fast Gradient Method. FGM was introduced by Y. Nesterov in 1983
[33]. Under the assumption of known L and µ, it is the method that has the fastest
provable convergence rate among all first order methods, while at the same time com-
plying with the lower complexity bounds derived in [32] for the black-box optimization
framework. Despite having been known for a long time, the complete intuition be-
hind the algorithm is difficult to grasp and, to the best of our knowledge, still remains
unknown. Herein, we revisit the key points of the FGM and provide a more intuitive
derivation of the method, hoping that it will pave path to a better understanding of
it, as well as of our contributions.
We start our analysis by pointing out that the scanning function introduced in
(2.2) shares the exact same structure as the simple quadratic estimate sequence func-
tion introduced in [38, Lemma 2.2.3]. Its minimum value is attained at its centre, i.e.,
x∗ = x0. Therefore, by setting φ∗0 = f(x0), a global overestimator of the function at
x0 is obtained, i.e., φ0(x) ≥ f(x0),∀x ∈ dom(f). Evidently, this is a very desirable
property, as it yields a simple upper bound of the cost function. Moreover, we can
always build such bounding functions for all the points that the method generates,
thus yielding a way of constructing systematic upper bounds on the function values
at all future iterates xk, k = 1, 2, . . ..
Another desirable property is the recursive computation of the scanning function.
It allows the incorporation of memory in the method, which in this case comes in
the form of accounting for coupling accross the iterates. Therefore, it facilitates
more powerful algorithmic schemes. This form of constructing the scanning function,
has been investigated in [38], where together with a sequence of convex combination
parameters λk, they are referred to as estimating sequences and are the key behind
constructing FGM. In the sequel, we summarize some of the main results of Lemmas
2.2.1- 2.2.3 which are proved in [38]. By definition, the pair of sequences {φk(x)}∞k=0
and {λk}∞k=0, λ ≥ 0, are called estimating sequences of the function f(·) if the sequence
of convex combination coefficients λk
k→∞−−−→ 0 and
(2.5) φk(x) ≤ (1− λk)f(x) + λkφ0(x), ∀x ∈ Rn, k = 0, 1, . . . .
The pair of sequences defined recursively by:
λk+1 = (1− αk)λk,(2.6)
φk+1(x) ≤ (1− αk)φk(x) + αkf(x),(2.7)
where αk ∈ (0, 1) are such that
∑∞
k=0 αk =∞, are estimating sequences.
By construction, we can write f(xk) ≤ φk(x). Furthermore, the rate of conver-
gence from f(xk)→ f(x∗) is the same as the rate at which λk → 0 [38, Lemma 2.2.1].
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Lastly, we point out that the choice of computing the scanning function recursively,
implies that it is not possible to guarantee that future scanning functions φk+1(x) will
be centred exactly at future iterates xk+1. However, their parabolic structure does
not need to change [38, Lemma 2.2.3]. To see this, consider computing the double
integral of both sides in (2.1) at some different point vk which is produced by the
algorithm. This yields the following construction:
φk(x) = φ
∗
k +
γk
2
||x− vk||2, ∀k = 1, 2, . . . ,(2.8)
which corresponds to the estimating function used by Nesterov in obtaining FGM.
At this point, it is clear how to parse information around any point xk using the
scanning function construction. To gain more insight about xk+1, assume that a point
yk around xk is known, such that the following holds:
f(xk) ∈
[
f(yk) +∇f(yk)T (xk − yk) + µ
2
||yk − xk||2,
f(yk) +∇f(yk)T (xk − yk) + L
2
||yk − xk||2
]
, ∀k = 1, 2, . . . .
(2.9)
From (2.9), we observe that several choices can be made to approximate the
sequence {xk} in terms of the sequence {yk}. Bearing in mind that the goal is to
progress towards x∗ as quickly as possible, and assuming that xk and yk are close
enough to each other, such that (2.9) holds, we let f(xk) ≈ f(yk) + ∇f(yk)T (xk −
yk) +
µ
2 ||yk − xk||2. Substituting this result and (2.8) into (2.7), and allowing the
scanning function at iteration k+1 to meet the upper bound with equality, we obtain:
φ∗k+1 +
γk+1
2
||xk − vk+1||2 = (1− αk)
(
φ∗k +
γk
2
||xk − vk||2
)
+ αk
(
f(yk) +∇f(yk)T (xk − yk) + µ
2
||yk − xk||2
)
.
(2.10)
From (2.10) we observe that with respect to iteration k+ 1 we have three unknowns:
a) The parameter γk+1, that controls the scanning radius.
b) The center of the scanning function vk+1 at iterate k + 1, which can be set
to be the minimizer of the scanning function, arg minx φk+1(x).
c) The smallest value of the scanning function φ∗k+1.
In [38], Nesterov shows that all the unkowns can be computed in closed-form. His
findings can be summarized in Algotithm 2.1.
Algorithm 2.1 Fast Gradient Method
1: Choose x0 ∈ Rn, some γ0 ∈ [µ, 3L+ µ] and set v0 = x0.
2: while stopping criterion is not met do
3: Compute αk ∈ [0, 1] as αk = (−γk+µ)+
√
(−γk+µ)2+4Lγk
2L
4: Set γk+1 = (1− αk)γk + αkµ
5: Choose yk =
γk+1xk+αkγkvk
γk+1+αkγk
6: Set xk+1 = yk − 1L∇f(yk)
7: Set vk+1 =
1
γk+1
(
(1− αk)γkvk + µαk
(
yk − 1µ∇f(yk)
))
8: end while
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In the iterate updates of Algorithm 2.1, we can observe that the selection of the
terms in the sequence {γk} is of paramount importance. From the initial bounds on γ0
and line 4 of Algorithm 2.1 we can conclude that γk ≥ µ, ∀k = 0, 1, . . .. Numerically,
we can observe that the smaller the value of γ0, the faster the convergence of xk → x∗.
Moreover, from our computational experiments, we have noticed that the algorithm
converges even faster if we let 0 ≤ γ0 < µ. However, this interval is not supported
by the original convergence analysis of FGM [38, Lemma 2.2.4], which hints that the
existing results can be improved.
3. SuperFast Gradient Method. In this section, we introduce our method,
SFGM. First, we start by generalizing the original construction of estimating se-
quences and show how they can be computed recursively. Then, based on the new
construction of estimating sequences, we devise SFGM. We conclude the section by
presenting the convergence results and proof of optimality of SFGM.
Definition 3.1. The sequences {Φk}∞k=0, and {λk}∞k=0, λk ≥ 0, are called gen-
eralized estimating sequences of the function f(·), if ∃ψk : Rn → R+, λk → 0, and
∀x ∈ Rn, ∀k ≥ 0 we have:
(3.1) Φk(x) ≤ λkΦ0(x) + (1− λk) (f(x)− ψk(x)) .
In words, the addition of ψk(x) allows for encoding of any form of information about
the objective function that will be useful in improving the speed at which xk → x∗.
One can also think of it as a control sequence that, at each iteration, modifies the
function that is to be optimized. This modification can be done in several ways, e.g., in
white box implementations ψk(x) can be some prior information about the structure
of f(x), that would make the resulting function f(x)−ψk(x) easier to optimize over.
In the black-box framework, which is central to our paper, such prior information
is not available. Nevertheless, as we will show later, other choices are also possible.
For now, we note that by setting ψk(x) = 0,∀k we recover the estimating sequence
structure proposed by Nesterov. In this sense, Definition 3.1 is a generalization of
Nesterov’s estimating sequences.
Now, we show that the generalized estimating sequences also allow for measuring
the convergence rate to optimality. Moreover, we show how to form these generalized
estimating sequences.
Lemma 3.2. If for some sequence of points {xk}∞k=0 we have f(xk) ≤ Φ∗k ,
min
x∈Rn
Φk(x), then f(xk)− f∗ ≤ λk [Φ0(x∗)− f(x∗)]− (1− λk)ψk(x∗).
Proof. By assumption, we have:
f(xk) ≤ Φ∗k = min
x∈Rn
Φk(x)
(3.1)
≤ min
x∈Rn
[λkΦ0(x
∗) + (1− λk) (f(x)− ψk(x))](3.2)
≤ [λkΦ0(x∗) + (1− λk) (f(x∗)− ψk(x∗))] .
Rearranging the terms yields the desired result.
Lemma 3.3. Assume that there exists a sequence {αk}∞k=0, where αk ∈ (0, 1) ∀k,∑∞
k=0 αk = ∞ and a sequence {yk}∞k=0 such that yk is close to xk. Let Φk(x) =
φk(x) − ψk(x), ∀k = 0, 1, . . ., ψ0(x) = 0, and λ0 = 1. Then, the sequences {φk}∞k=0
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and {λk}∞k=0 that can be computed recursively as
λk+1 = (1− αk)λk,
(3.3)
φk+1(x) = (1− αk) (φk(x)− ψk(x)) + αk
(
f(yk) +∇f(yk)T (x− yk) + µ
2
||x− yk||2
)
,
(3.4)
are generalized estimating sequences.
Proof. We prove this lemma by induction. At iteration k = 0, since ψ0(x) = 0,
we have Φ0(x) = φ0(x). Moreover, utilizing the fact that λ0 = 1, we can write:
Φ0(x) = φ0(x) = λ0φ0(x) + (1− λ0)
[
f(y0) +∇f(y0)T (x− y0) + µ
2
||x− y0||2
](3.5)
(2.4)
≤ λ0φ0(x) + (1− λ0)f(x) = φ0(x) ≡ Φ0(x).
Now, we assume that at some iteration k (3.1) holds true. Combining this as-
sumption with the fact that λk ∈ [0, 1], yields:
φk(x)− ψk(x)− (1− λk) f(x) ≤ λkφ0(x)(3.6)
Utilizing (2.4) and (3.4), at iteration k + 1 we can write:
φk+1(x) ≤ (1− αk) (φk(x)− ψk(x)) + αkf(x).(3.7)
Then, adding and subtracting the same term to the right hand side (RHS) of (3.7),
we have:
φk+1(x) ≤ (1− αk) (φk(x)− ψk(x)) + αkf(x) + (1− αk)(1− λk)f(x)
(3.8)
− (1− αk)(1− λk)f(x)
= (1− αk) [φk(x)− ψk(x)− (1− λk)f(x)] + (αk + (1− λk)(1− αk)) f(x).(3.9)
Utilizing (3.6) in (3.9), we obtain:
φk+1(x) ≤ (1− αk)λkφ0(x) + (1− λk + αkλk)f(x).(3.10)
Then, from the recursive relation (3.3), and by relaxing the RHS of (3.10), we reach:
φk+1(x) ≤ λk+1φ0(x) + (1− λk+1)f(x) + λk+1ψk+1(x).(3.11)
Finally, subtracting the same term from both sides of (3.11), yields:
φk+1(x)− ψk+1(x) ≤ λk+1φ0(x) + (1− λk+1) (f(x)− ψk+1(x)) .(3.12)
Recalling that Φk+1 = φk+1(x)− ψk+1(x) and ψ0(x) = 0 concludes the proof.
In contrast to the earlier results reported by Nesterov, Lemma 3.2 has the following
benefits. First, since λk ≥ 0, ∀k, it clarifies why the construction of the regularizing
term should be such that ψk(x) ≥ 0, ∀k = 0, 1, . . .. Secondly, it shows that the
convergence rate to optimality now depends on both the sequences {λk} and {ψk(x)}.
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Furthermore, the result of Lemma 3.3 suggests the necessary rules for updating the
generalized estimating sequences.
Utilizing (2.2) and the result of Lemma 3.3, the generalized version of (2.10) can
now be re-writen as follows:
φ∗k+1 +
γk+1
2
||x− vk+1||2 = (1− αk)
(
φ∗k +
γk
2
||x− vk||2−ψk(x)
)
(3.13)
+ αk
(
f(yk) +∇f(yk)T (x− yk) + µ
2
||yk − x||2
)
.
Then, subtracting ψk(x) to the left hand side (LHS) of (3.13), we obtain:
φ∗k+1 +
γk+1
2
||x− vk+1||2−ψk(x) ≤ (1− αk)
(
φ∗k +
γk
2
||x− vk||2−ψk(x)
)
+
(3.14)
αk
(
f(yk) +∇f(yk)T (x− yk) + µ
2
||yk − x||2
)
.
We already discussed that the function ψk(x) can be selected in many ways.
Since our goal here is to construct a generalized version of FGM which operates in a
black-box setup, the simplest and quite generic approach to design ψk(x) would be
to update it based on the history of the previously constructed scanning functions.
Therefore, we can write:
ψk(x) ,
k−1∑
i=0
βi,k
γi
2
||x− vi||2, ∀k = 0, 1, . . . .(3.15)
where βi,k ∈ R,∀i = 0, . . . , k − 1 are weights assigned to each of the previously
constructed scanning functions. Note that we allow the coefficients βi,k to change
dynamically across the iterations. The intuition behind this choice follows from the
fact that in black-box optimization no prior information on the function is available.
Thus, the simplest thing to do is to let the sequence {φk} “self-regulate”. Indeed, as
the algorithm iterates towards optimality, several scanning functions are constructed.
From a global perspective, (3.14) suggests that previously constructed scanning func-
tions should also be incorporated in computing the coefficients in iteration k+1. The
accumulation of such information about the function is then captured by our model
defined in (3.15). This also allows for the interpretation of ψ(x) as a momentum term
(or a “heavy ball”) that is not directly applied to the iterates, but to the scanning
function. As we will see later, this allows for better control of the location of the kth
scanning function and its radius. From this perspective, the new scanning function
can now be re-defined as:
Φk(x) , φ∗k +
γk
2
||x− vk||2−
k−1∑
i=0
βi,k
γi
2
||x− vi||2, ∀k = 1, 2, . . . ,(3.16)
At iteration k = 0, (3.16) is the same as the construction proposed by Nesterov.
Afterwards, the memory term will begin to affect all the coefficients. From this
perspective, a natural question to ask is: “How large can the term
∑k−1
i=0 βi,k
γi
2 ||x −
vi||2 become?” To answer this question, we note that the simplest way to guarantee
that the necessary condition for Lemma 3.2 to hold, is to restrict Φk(x) to be convex
∀k = 0, 1, . . .. Therefore, utilizing the second order condition of convexity we must
have ∇2Φk(x) ≥ 0. This implies that:
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k−1∑
i=0
βi,kγi ≤ γk.(3.17)
Furthermore, following a similar reasoning, from (3.1), we obtain that
∑k−1
i=0 βi,kγi ≤
µ. Combining this result with (3.17), we reach:
k−1∑
i=0
βi,kγi ≤ min (γk, µ) .(3.18)
Now, we note that the coefficients φ∗k, γk and vk are unknown and need to be
calculated. Our findings are summarized in the following Lemma.
Lemma 3.4. Assume that the coefficients βi,k are selected such that (3.18) holds
true, and let Φ0(x) = φ
∗
0 +
γ0
2 ||x − v0||2. Then, the process defined in Lemma 3.3
preserves the canonical form presented in (3.16), where the sequences {γk}, {vk} and
{φ∗k} can be computed as follows:
γk+1 = (1− αk)γk + αk
(
µ+
k−1∑
i=0
βi,kγi
)
,(3.19)
vk+1 =
1
γk+1
(
(1− αk)γkvk + µαk
(
yk − 1
µ
∇f(yk) +
k−1∑
i=0
βi,kγi
µ
vi
))
,(3.20)
φ∗k+1 = αkf(yk) + (1− αk)φ∗k +
αkγk(1− αk)(µ+
∑k−1
i=1 βi,kγi)
2γk+1
||y − vk||2(3.21)
− α
2
k||∇f(yk)||2
2γk+1
+
α3k
γk+1
k−1∑
i=0
βi,kγi||vi − yk||||∇f(yk)||
+
αk(1− αk)γk
γk+1
(
(vk − y)T ∇f(yk) +
k−1∑
i=0
βi,kγi||yk − vi||||y − vk||
)
+ αk
k−1∑
i=0
βi,kγi
2
||yk − vl||2+(1− αk)α
2
k
γk+1
k−1∑
i=0
βi,kγi(vi − yk)T∇f(yk)
.
Proof. First, let us show that the scanning function preserves its parabolic struc-
ture. As discussed earlier, we would like to construct our method to be able to
scan the neighborhood around each point {vk}∞k=0. This suggests that ∇2Φk(x) =
γkI −
∑k−1
i=0 βi,kγiI. Integrating twice over this function, while assuming that (3.18)
holds true at each iteration, yields a parabola.
Next, we can start our process of finding the parameters for the new scanning
function by pointing out that both sides of inequality (3.14) can be writen as convex
functions in x, and minimizing them over all possible values of x yields two uncon-
strained optimization problems. Therefore, the solution needs to satisfy the optimality
condition for unconstrained problems, which is that the gradient of the objective func-
tion with respect to the optimization parameter has to equate to 0. Taking gradients
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with respect to x, we have:
γk+1(x− vk+1)−
k−1∑
i=0
βi,kγi(x− vi) = (1− αk)
(
γk(x− vk)−
k−1∑
i=0
βi,kγi(x− vi)
)(3.22)
+ αk (µ(yk − x) +∇f(yk)) .
For now, assume that the points yk are known and the points x are unknown. With
this assumption in mind, we see that in (3.22), the sequence that controls the scanning
radius {γk} can be computed as follows:
γk+1 = (1− αk)γk + αk
(
µ+
k−1∑
i=0
βi,kγi
)
.(3.23)
In words, (3.19) suggests that we should always select the radius of the next scanning
function to be a number between the value of the radius of the scanning function at
the kth iteration, and the smallest possible radius there can be, i.e., µ, plus a term
that captures the impact of the previously used radii.
By making the aforementioned selection of γk+1, the only term that remains
unknown in (3.22) is vk+1. Therefore, we can now obtain the recursive closed form
expression to compute the centre of the new scanning function as
vk+1 =
1
γk+1
(
(1− αk)γkvk + µαk
(
yk − 1
µ
∇f(yk) +
k−1∑
i=0
βi,kγi
µ
vi
))
.(3.24)
Notice that the sequence {vk} depends on the sequence {yk}, which is assumed
to be known up to this point. We will show later how this value can be computed
recursively. For now, let us focus on finding the smallest value of the scanning function,
φ∗k+1. On a conceptual level, perhaps the simplest way to compute φ
∗
k+1, is to think
that there is another scanning function θk(y) for the sequence {yk}, which has the
same parameters as the sequence {φk(x)} (one can also think of it as being the same
scanning function for both sequences, but evaluated at different points). So, we have
(3.25) θk(y) = θ
∗
k +
γk
2
||yk − vk||2, ∀k = 1, 2, . . . .
Then, utilizing the result of Lemma 3.3 applied at the points x = yk, we have:
θk+1(x) = (1− αk) (θk(x)− ψk(x)) + αkf(yk),(3.26)
Substituting (3.25) into (3.26), letting θ∗k = φ
∗
k and relaxing the LHS, we obtain:
θ∗k+1 +
γk+1
2
||yk − vk+1||2−ψk(x)≤(1− αk)
(
θ∗k +
γk
2
||yk − vk||2−ψk(x)
)
+αkf(yk).
(3.27)
Next, similar to our earlier analysis for the sequence {xk}, we utilize the recursion
derived in (3.27). Evidently, the only difference with the earlier analysis is that (3.27)
is now evaluated at the points x = yk. We argue that both sides of (3.27) can be
writen as convex functions, and minimizing them over all possible values of yk has the
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nullity of gradient as optimality condition. After computing the gradients, we obtain:
γk+1(vk+1 − yk)−
k−1∑
i=0
βi,kγi(yk − vi) = (1− αk)
(
γk(yk − vk)−
k−1∑
i=0
βi,kγi(yk − vi)
)(3.28)
− αk∇f(yk),
where (3.28) is the equivalent of (3.22) evaluated at points x = yk. Making some
manipulations in (3.28) and then taking ||·||2 of both sides we obtain
(3.29)
||yk − vk+1||2= ||((1− αk)γk(vk − yk))+αk
∑k−1
i=0 βi,kγi(vi − yk)− αk∇f(yk)||2
γ2k+1
.
Then, multiplying both sides of (3.29) by γk+12 and expanding the RHS, we obtain:
γk+1
2
||yk − vk+1||2 = (1− αk)
2γ2k
2γk+1
||vk − yk||2+ α
2
k
2γk+1
||
k−1∑
i=0
βi,kγi(yk − vi)||2
+
α2k
2γk+1
||∇f(yk)||2−2αk(1− αk)γk
2γk+1
(vk − yk)T∇f(yk)
+
(1− αk)αkγk
γk+1
k−1∑
i=0
βi,kγi(yk − vi)T (vk − yk)
− α
2
k
γk+1
k−1∑
i=0
βi,kγi(yk − vi)T∇f(yk),
(3.30)
Making the appropriate manipulations in (3.27), we have
θ∗k+1 +
γk+1
2
||yk − vk+1||2 ≤ αkf(yk) + αk
k−1∑
i=0
βi,k
γi
2
||yk − vi||2
+ (1− αk)
(
θ∗k +
γk
2
||yk − vk||2
)
.
(3.31)
Then, substituting (3.30) into (3.31) and doing the respective factorings, we ob-
tain:
θ∗k+1 ≤ αkf(yk) + (1− αk)θ∗k +
(1− αk)γk
2
[
1
γk+1
− (1− αk)γk
γk+1
]
||yk − vk||2
+ αk
k−1∑
i=0
βi,kγi
2
||yk − vl||2− α
2
k
2γk+1
||
k−1∑
i=0
βi,kγi
2
(yk − vl)||2
− α
2
k
2γk+1
||∇f(yk)||2+ α
2
k
γk+1
k−1∑
i=0
βi,kγi(vi − yk)T∇f(yk)
+
αk(1− αk)γk
γk+1
(
(vk − yk)T∇f(yk)−
k−1∑
i=0
βi,kγi(yk − vi)T (yk − vk)
)
.
(3.32)
Making some further manipulations and relaxing the upper bound on θ∗ in (3.32)
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yields:
θ∗k+1 ≤ αkf(yk) + (1− αk)θ∗k +
αkγk(1− αk)(µ+
∑k−1
i=1 βi,kγi)
2γk+1
||yk − vk||2
+ αk
k−1∑
i=0
βi,kγi
2
||yk − vl||2− α
2
k
2γk+1
||∇f(yk)||2
+
(1− αk)α2k
γk+1
k−1∑
i=0
βi,kγi(vi − yk)T∇f(yk) + α
3
k
γk+1
k−1∑
i=0
βi,kγi(vi − yk)T∇f(yk)
+
αk(1− αk)γk
γk+1
(
(vk − yk)T∇f(yk)−
k−1∑
i=0
βi,kγi(yk − vi)T (yk − vk)
)
.
(3.33)
Utilizing the Cauchy-Schwartz inequality in (3.33), we obtain:
θ∗k+1
(c)
≤ αkf(yk) + (1− αk)θ∗k +
αkγk(1− αk)(µ+
∑k−1
i=1 βi,kγi)
2γk+1
||yk − vk||2
+ αk
k−1∑
i=0
βi,kγi
2
||yk − vl||2− α
2
k
2γk+1
||∇f(yk)||2
+
(1− αk)α2k
γk+1
k−1∑
i=0
βi,kγi(vi − yk)T∇f(yk) + α
3
k
γk+1
k−1∑
i=0
βi,kγi||vi − yk|| ||∇f(yk)||
+
αk(1− αk)γk
γk+1
(
(vk − yk)T ∇f(yk) +
k−1∑
i=0
βi,kγi||yk − vi|| ||yk − vk||
)
.
Lastly, since we would like the scanning function to be as close as possible to the func-
tion itself, we let θk+1 equal to the tightest upper bound we can obtain analytically.
As already discussed above, we allow φ∗k = θ
∗
k, ∀k = 0, 1, . . .. This way we obtain
(3.21).
At this point, we can utilize an inductive argument to construct the algorithm.
Assume that at iteration k, we have φ∗k ≥ f(xk). Then, from Lemma 3.4, at iteration
k + 1 we will have:
φ∗k+1 ≥ αkf(yk) + (1− αk)f(xk) +
αkγk(1− αk)(µ+
∑k−1
i=1 βi,kγi)
2γk+1
||yk − vk||2
+ αk
k−1∑
i=0
βi,kγi
2
||yk − vl||2− α
2
k
2γk+1
||∇f(yk)||2
+
(1− αk)α2k
γk+1
k−1∑
i=0
βi,kγi(vi − yk)T∇f(yk) + α
3
k
γk+1
k−1∑
i=0
βi,kγi||vi − yk|| ||∇f(yk)||
+
αk(1− αk)γk
γk+1
(
(vk − yk)T∇f(yk) +
k−1∑
i=0
βi,kγi||yk − vi|| ||yk − vk||
)
.
(3.34)
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In (3.34), utilizing the lower bound (2.4) on f(xk) yields:
φ∗k+1 ≥ αkf(yk) + (1− αk)
(
f(yk) +∇f(yk)T (x− yk) + µ
2
||yk − x||2
)
+ αk
k−1∑
i=0
βi,kγi
2
||yk − vl||2+(1− αk)γk
2γk+1
||yk − vk||2− α
2
k
2γk+1
||∇f(yk)||2
+
α3k
γk+1
k−1∑
i=0
βi,kγi||vi − yk|| ||∇f(yk)||+(1− αk)α
2
k
γk+1
k−1∑
i=0
βi,kγi(vi − yk)T∇f(yk)
+
αk(1− αk)γk
γk+1
(
(vk − yk)T∇f(yk) +
k−1∑
i=0
βi,kγi||yk − vi|| ||yk − vk||
)
.
(3.35)
From (3.35), we discard all the positive terms and relax the lower bound. This results
in
φ∗k+1 ≥ f(yk) + (1− αk)∇f(yk)T (x− yk) +
αk(1− αk)γk
γk+1
(vk − y)T∇f(yk)
− α
2
k
2γk+1
||∇f(yk)||2+ (1− αk) α
2
k
γk+1
k−1∑
i=0
βi,kγi(vi − yk)T∇f(yk).
(3.36)
For Lemma 3.2 to be valid, we must guarantee that φ∗k+1 ≥ f(xk+1). This can be
ensured in several ways. Here, we choose to relax the lower bound even further and
write it in the following form
f(yk)− 1
2L
||∇f(yk)||2≥ f(xk+1),(3.37)
which can be guaranteed by a simple gradient descent step on yk [38, Theorem 2.1.5].
Therefore, we can compute αk as the solution of
αk =
√
γk+1
L
.(3.38)
Then, utilizing the recursive relation for γk+1 (3.19), its value can be computed in
closed form by solving the quadratic equation as
αk =
(
µ+
∑k−1
i=1 βi,kγi − γk
)
+
√(
µ+
∑k−1
i=1 βi,kγi − γk
)2
+ 4Lγk
2L
.(3.39)
Making the above-mentioned selection for αk, we can now re-write (3.36) as
φ∗k+1≥fk+1+(1− αk)∇f(yk)T
(
x− yk + αkγk
γk+1
(vk − yk) + α
2
k
γk+1
k−1∑
i=0
βi,kγi(vi − yk)
)
.
(3.40)
From (3.40), we can observe one of the most remarkable result of FGM-type
methods. It is the fact that the sequence of points {yk} “comes for free”, in the sense
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that they can be computed exactly without the need to query a first order oracle at
point xk. To obtain the update rule for the sequence {yk} it suffices to let
x− yk + αkγk
γk+1
(vk − yk) + α
2
k
γk+1
k−1∑
i=0
βi,kγi(vi − yk) = 0,
which yields:
yk =
γk+1xk + αkγkvk + α
2
k
∑k−1
i=0 βi,kγivi
γk+1 + αkγk + α2k
∑k−1
i=0 βi,kγi
.(3.41)
The closed-form expression for the points yk obtained in (3.41) again highlights the
benefits of utilizing the generalized estimating sequence construction. Notice that the
result of FGM is preserved, and the other terms come up as coefficients of the term
α2. If we set βi,k = 0, ∀i = 0, 1, . . . , k − 1, i.e., ψ = 0, then FGM is recovered.
Assuming that the coefficients βi,k are selected to comply with (3.18), we reach
the following Algorithm 3.1:
Algorithm 3.1 SuperFast Gradient Method
Choose x0 ∈ Rn, set γ0 = 0 and v0 = x0.
while stopping criterion is not met do
Compute αk ∈ [0, 1] as αk = (µ+
∑k−1
i=1 βi,kγi−γk)+
√
(µ+
∑k−1
i=1 βi,kγi−γk)
2
+4Lγk
2L .
Set γk+1 = (1− αk)γk + αk
(
µ+
∑k−1
i=0 βi,kγi
)
.
Choose yk =
γk+1xk+αkγkvk+α
2
k
∑k−1
i=0 βi,kγivi
γk+1+αkγk+α2k
∑k−1
i=0 βi,kγi
.
Set xk+1 = yk − 1L∇f(yk)
Set vk+1 =
1
γk+1
(
(1− αk)γkvk + µαk
(
yk − 1µ∇f(yk) +
∑k−1
i=0
βi,kγi
µ vi
))
.
end while
Comparing Algorithms 2.1 and 3.1, we first note that the selection of the next
iterate is done exactly in the same way in both algorithms. The reason for this
update stems from the fact that both methods use (3.37) to compute xk+1. A similar
type of update rule is also applied for the terms αk and γk. Evidently, in this case
both methods reflect the different types of estimating sequences that were used in
constructing them. The computation of the points yk shares the same structure
in both algorithms. In SFGM, the extra terms contributed from the generalized
estimating sequence come up as coefficients of α2k. The extra terms also appear in
the update rule for vk+1. Lastly, we emphasize that if we set the term ψk(x) = 0,
∀k = 0, 1, . . ., then SFGM reduces to the regular FGM. This is consistent with the
fact that the estimating sequences utilized in constructing FGM are a special case of
the generalized estimating sequences that we used in constructing SFGM.
4. Convergence analysis. We are finally ready to analyse the convergence rate
of the proposed SFGM. As can be anticipated from Lemma 3.2, it will depend on both
the {λk} and {ψk} sequences. The following theorem makes this statement precise
and allows us to characterize the convergence rate of SFGM.
Theorem 4.1. If we let λ0 = 1 and λk =
∏k−1
i=0 (1− αi), Algorithm 3 generates
a sequence of points {xk}∞k=0 such that:
f(xk)− f∗ ≤ λk
[
f(x0)− f(x∗) + γ0
2
||x0 − x∗||2
]
− (1− λk)ψk(x∗).(4.1)
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Proof. Let φ∗0 = f(x0). Then, by construction of the scanning function at iter-
ation k = 0, we have Φ0(x) = f(x0) +
γ0
2 ||x − x0||2. Moreover, from (2.7), we have
that f(xk) ≤ φ∗k ≤ φ∗0 = f(x0). This satisfies the necessary conditions for the results
proved in Lemma 3.2 to be applied.
Comparing the result presented in Theorem 4.1 to [38, Theorem 2.2.1], we observe
that as long as ψk > 0, we should expect SFGM to yield a faster convergence to
optimality than the one exhibited by FGM.
Now, we can analyse the rate of convergence. We start by computing the rate at
which the sequence {λk} decreases.
Lemma 4.2. For all k ≥ 0, Algorithm 3 guarantees that
λk ≤ 4µ
1.92L
(
e
k+1
2
√
µ+
∑k−1
i=1
βi,kγi
L − e− k+12
√
µ+
∑k−1
i=1
βi,kγi
L
)2 ≤ 2
[1.9(k + 1)]
2 .(4.2)
Proof. From (3.19), we can write:
γk+1 −
(
µ+
k−1∑
i=1
βi,kγi
)
= (1− αk)γk + αk
(
µ+
k−1∑
i=1
βi,kγi
)
−
(
µ+
k−1∑
i=1
βi,kγi
)
= (1− αk)λ0
[
γk −
(
µ+
k−1∑
i=1
βi,kγi
)]
.(4.3)
Then, utilizing the recursivity of (3.19) in (4.3), we obtain
γk+1 −
(
µ+
k−1∑
i=1
βi,kγi
)
= λk+1
[
γ0 −
(
µ+
k−1∑
i=1
βi,kγi
)]
.(4.4)
Letting λk+1 = (1− αk)λk and considering (3.38), we have
αk = 1− λk+1
λk
=
√
γk+1
L
=
√√√√µ+∑k−1i=1 βi,kγi
L
+
γk+1 −
(
µ+
∑k−1
i=1 βi,kγi
)
L
(4.4)
=
√√√√µ+∑k−1i=1 βi,kγi
L
+ λk+1
γ0 −
(
µ+
∑k−1
i=1 βi,kγi
)
L
.
Moreover,
λk − λk+1
λk
=
√
λk+1
√√√√µ+∑k−1i=1 βi,kγi
λk+1L
+
γ0 −
(
µ+
∑k−1
i=1 βi,kγi
)
L
,
λk − λk+1
λkλk+1
=
1√
λk+1
√√√√µ+∑k−1i=1 βi,kγi
λk+1L
+
γ0 −
(
µ+
∑k−1
i=1 βi,kγi
)
L
,
1
λk+1
− 1
λk
=
1√
λk+1
√√√√µ+∑k−1i=1 βi,kγi
λk+1L
+
γ0 −
(
µ+
∑k−1
i=1 βi,kγi
)
L
.
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Then, by a difference of squares argument, we obtain:
(
1√
λk+1
− 1√
λk
)(
1√
λk+1
+
1√
λk
)
=
1√
λk+1
√√√√µ+∑k−1i=1 βi,kγi
λk+1L
+
γ0−
(
µ+
∑k−1
i=1 βi,kγi
)
L
.
(4.5)
In (4.5), we can lower bound the left hand-side by replacing 1√
λk
with the larger
number 1√
λk+1
. This yields:
2√
λk+1
(
1√
λk+1
− 1√
λk
)
≥ 1√
λk+1
√√√√µ+∑k−1i=1 βi,kγi
λk+1L
+
γ0 −
(
µ+
∑k−1
i=1 βi,kγi
)
L
.
(4.6)
Now, letting:
ξk ,
√√√√ L[(
µ+
∑k−1
i=1 βi,kγi
)
− γ0
]
λk
,(4.7)
we can rewrite (4.6) as:
2√
λk+1
− 2√
λk
≥
√√√√√
(
µ+
∑k−1
i=1 βi,kγi
)
− γ0
L
(
µ+
∑k−1
i=1 βi,kγi
) √√√√ µL
Lλk+1
(
µ+
∑k−1
i=1 βi,kγi − γ0
) − 1.
(4.8)
Then, multiplying both sides of (4.8) by
√
L
µ+
∑k−1
i=1 βi,kγi−γ0
, we obtain:
ξk+1 − ξk ≥ 1
2
√√√√
1 +
(
µ+
∑k−1
i=1 βi,kγi
)
ξ2k+1
L
.(4.9)
At this point, we make use of induction to prove the following bound on ξk:
ξk ≥ 1.9
4δ
√
L
µ
[
e(k+1)δ − e(k+1)δ
]
,(4.10)
where δ , 12
√
µ+
∑k−1
i=1 βi,kγi
L . At step k = 0 we have:
ξ0
(4.7)
=
√
L
(µ+ γ−1 − γ0)λ0 =
√
L
µ− γ0 ≥
1
2
√
L
µ
[
e1/2 − e−1/2
]
≥ 1.9
4δ
√
L
µ
[
eδ − e−δ] ,
(4.11)
where the second equality is obtained from the assumptions made in Lemma 3.3, i.e.,
λ0 = 1 and γk = 0, ∀k < 0. From (2.1), we must have γ0 ≥ 0. Thus, to guarantee
that the first inequality in (4.11) always holds, it suffices to let γ0 = 0. The last
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inequality in (4.11) follows because RHS is increasing in δ, which by construction is
always δ < 0.5.
Next, we assume that (4.10) holds at iteration k and prove the same result for
step k+ 1 via contradiction. Letting ω(t) = 14δ
[
e(t+1)δ − e−(t+1)δ], which is a convex
function [38, Lemma 2.2.4], we have:
ω(t) ≤ ξk
(4.9)
≤ ξk+1 − 1
2
√√√√(µ+∑k−1i=1 βi,kγi) ξ2k+1
L
− 1.(4.12)
Now, suppose ξk+1 < ω(t + 1). Substituting the definitions for δ and ξk into (4.12)
and after doing some manipulations, we obtain:
ω(t)
(4.12)
< ω(t+ 1)− 1
2
√√√√(µ+∑k−1i=1 βi,kγi) ξ2k+1
L
− 1.(4.13)
Then, applying (4.10) and the definition of δ, yields:
ω(t) ≤ ω(t+ 1)− 1
2
√√√√
4δ2
[
1.9
4δ
√
L
µ
(
e(t+2)δ − e−(t+2)δ)]2 − 1(4.14)
= ω(t+ 1)− 1.9
4
√
L
µ
[
e(t+2)δ + e−(t+2)δ
]
= ω(t+ 1) + ω(t+ 1)′ (t− (t+ 1)) ≤ ω(t),
where the last inequality follows from the supporting hyperplane theorem of convex
functions. Evidently, this leads to a contradiction with our earlier assumption, which
implies that ξk+1 < ω(k+1),∀k. Therefore, (4.10) must hold true.
Setting γ0 = 0 in (4.7), we have:
λk =
L(
µ+
∑k−1
i=1 βi,kγi
)
ξ2k+1
(4.15)
(4.10)
≤ µ(4δ)
2
1.92L
(
µ+
∑k−1
i=1 βi,kγi
) [
e(k+1)δ − e(k+1)δ]2 ,(4.16)
Lastly, applying the definition of δ in (4.16), we obtain the first inequality in (4.2).
Now, we focus on obtaining the second inequality in (4.2). We start by abbrevi-
ating A = µ+
∑k−1
i=1 βi,kγi
L , and consider the following:(
e
k+1
2
√A − e− k+12
√A
)2
= e(k+1)
√A − e−(k+1)
√A − 2(4.17)
= 2 ∗ cosh
(√
A (k + 1)− 2
)
.
Utilizing the Taylor expansion of the hyperbolic cosine function, we obtain:(
e
k+1
2
√A − e− k+12
√A
)2
= −2 + 2 + 2A (k + 1)
2
2
+ 2
A2 (k + 1)4
4!
+ . . . .(4.18)
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Substituting the abbreviation that we made earlier for A and truncating the RHS of
(4.18), we obtain:(
e
k+1
2
√
µ+
∑k−1
i=1
βi,kγi
L − e− k+12
√
µ+
∑k−1
i=1
βi,kγi
L
)2
≥ µ+
∑k−1
i=1 βi,kγi
L
(k + 1)
2
,(4.19)
Substituting the lower bound (4.19) into the denominator of the first inequality of
(4.2) we obtain the desired result.
We are now ready to show that SFGM is also an optimal method. The following
theorem is in order.
Theorem 4.3. In Algorithm 3.1, let γ0 = 0 and µ > 0. Then, the scheme gener-
ates a sequence of points such that:
f(xk)− f(x∗) ≤ 2L||xk − x
∗||2[
e
k+1
2
√
µ+
∑k−1
i=1
βi,kγi
L − e− k+12
√
µ+
∑k−1
i=1
βi,kγi
L
]2 − (1− λk)ψk(x∗).
(4.20)
This means that the method is optimal when the accuracy  is small enough:
 ≤ µ
2
||x0 − x∗||2.(4.21)
Proof. Combining the result of Theorem 4.1 and the inequality f(x0) − f∗ ≤
L
2 ||x0 − x∗||2, we have:
f(xk)− f(x∗) ≤ λkL
2
||x0 − x∗||2−(1− λk)ψk(x∗)
(4.22)
≤ 2µ||xk − x
∗||2
1.92
[
e
k+1
2
√
µ+
∑k−1
i=1
βi,kγi
L − e− k+12
√
µ+
∑k−1
i=1
βi,kγi
L
]2−(1− λk)ψk(x∗).(4.23)
Then, relaxing the upper bound in (4.23), yields:
f(xk)− f(x∗) ≤ 2µ||x0 − x
∗||2
1.92e(k+1)
√
µ+
∑k−1
i=1
βi,kγi
L − 1
.(4.24)
Therefore, our problem will be solved for kSFGM >
√
L
µ+
∑k−1
i=1 βi,kγi
ln
(
1 +
2µR20
1.92
)
,
where R0 = ||x0 − x∗||. Moreover, we have:
ln
(
1 +
2µR20
1.92
) (4.21)
≤ ln
(
µR2
2
+
2µR20
1.92
)
= ln
(
2.108µR20
2
)
.(4.25)
Finally, the lower bound on the number of iterations for Algorithm 3.1 is:
kSFGM ≥
√
L
µ+
∑k−1
i=1 βi,kγi
(
ln
(
µR20
2
)
+ ln(2.108)
)
(4.26)
≥
√
L
2µ
(
ln
(
µR20
2
)
+ ln(2.108)
)
.(4.27)
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We will later present a scheme that asymptotically converges to the lower bound
(4.27).
From the lower complexity bounds for the class of smooth and strongly convex
functions, we have that:
kbound ≥
√
L/µ− 1
4
ln
(
µR20
2
)
.(4.28)
Clearly, the bound obtained in (4.26) is proportional to (4.28). Therefore, we can
conclude that our proposed method is optimal.
Finally, we can directly compare our proposed method to FGM. Let us start
with the case when µ = 0. Note that under this setup, SFGM reduces to FGM.
Nevertheless, because we managed to prove a tighter bound on the sequence {λk} in
Lemma 4.2, we also obtain an improvement in the rate of convergence, which becomes:
f(xk)− f(x∗) ≤ LR
2
[1.9 (k + 1)]
2 .(4.29)
This also translates into a lower number of iterations needed to be carried through
until convergence. At this point, we remark that for the class of smooth and non-
strongly convex functions, it is also possible to establish linear convergence rate of
the methods, provided that certain relaxations of the strong convexity condition hold
true [31].
Next, we consider the case when µ > 0, for which FGM requires the following
number of iterations:
kFGM ≥
√
L
µ
(
ln
(
µR20
2
)
+ ln(23/3)
)
.(4.30)
Comparing the bound in (4.30) to the bound obtained from our proposed method
in (4.27), we can observe that SFGM always outperforms FGM despite the selection
of the coefficients βi,k. Under the selection βi,k = 0,∀i = 1, . . . k − 1, which reduces
SFGM to FGM, we observe that we still have an improvement of a constant number
of iterations. This stems from the fact that our result obtained in Lemma 4.2 yields
a tighter bound on the λ-sequence. Moreover, it also supports the smallest possible
starting value for initializing the γ-sequence, which is γ0 = 0.
Allowing for nonzero values of βi,k, yields also a better scaling factor than FGM.
Moreover, note that the bound obtained in (4.26) is dynamic, and if
∑k−1
i=1 βi,kγi → µ,
then we obtain the tightest provable bound on the performance of SFGM. Here, we
remark that (4.26) is still an upper bound on the true performance of SFGM. The
reason for that is that it is based on the bound obtained in (4.24), which does not
account for the extra terms coming from the ψ-sequence. The rationale behind this
approach stems from the difficulty of estimating the size of the ψ-term.
Note that so far, no explicit construction about the terms βi,k has been given.
Evidently, they act as weights that allow us to parse function information. From the
result of Lemma 4.2, we observe that it is beneficial to allow the term
∑k−1
i=1 βi,kγi
to be as large as possible. The bound for this term has already been obtained in
(3.18). There are several ways to select the coefficients βi,k and at the same time
satisfy the bound. For instance, the terms βi,k can be selected to account for certain
samples of the previously constructed scanning functions, or a window of the previous
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scanning functions, or it can act as a forgetting factor that spans the entire range
of the scanning functions with some weight. For this paper, we pose the optimal
selection of these coefficients as an open problem, and focus on the simplest choice
for the coefficients:
βi,k =
{
min
(
1, µγk−1
)
, if i = k − 1
0, otherwise
(4.31)
With this selection of βi,k, the lower bound on the number of iterations becomes:
kSFGM ≥
√
L
µ+ min (γk−1, µ)
(
ln
(
µR20
2
)
+ ln(2.108)
)
(4.32)
(3.18),(3.19)−−−−−−−−→
k→∞
√
L
2µ
(
ln
(
µR20
2
)
+ ln(2.108)
)
.(4.33)
Let us now analyze the relative behavior of terms αk and γk. From the update rule
of the α-sequence, obtained in (3.38), we can observe that αk ∝ γk+1. Therefore,
if the value of γk+1 increases, the value of αk also increases. From the relationship
for computing γk+1 obtained in (3.19), we can see that also γk+1 increases with αk.
Therefore, we can conclude that these two terms will recursively increase the value of
one-another. In Lemma 3.2, we established that γ0 = 0. Then, from the update rule of
the γ-sequence, we can see that γ1 > γ0. This results in a value of α0 > 0, which then
causes the values of the γ-sequence to increase. Therefore, as the algorithm progresses
and the values of γk−1 increase, the bound in (4.32) will converge to (4.33). Lastly,
we emphasize that the left-hand side in (4.32) converges to (4.33) very quickly due to
the exponential growth of the terms in the sequence {γk}. Analytically, this can be
seen by writing αk =
√
γk+1/L = 1 − λk+1/λk and observing from Lemma 4.2 that
the terms of the sequence {λk} decrease exponentially. Numerically, this is shown in
Section 5.1.
5. Numerical study. In this section, we test the efficiency of several instances of
the proposed method both in decreasing the distance to optimality and in decreasing
the norm of the gradient. Motivated by different types of applications in statistics,
machine learning, inverse problems, etc., we focus on minimizing the quadratic and the
logistic loss functions. Both synthetic and real data are utilized to analyze different
aspects of the algorithms. The synthetic data, which are randomly generated, are
used to have a better insight on how the performance of the methods scales with the
condition number of the problem. On the other hand, the real-world datasets are
drawn from the Library for Support Vector Machines (LIBSVM) [11]. The datasets
that we used are selected according to the specific problem instances, and will be
introduced later. To find the optimal solutions, we utilize CVX [20].
We benchmark against two instances of FGM Constant Step Scheme I (CSS1).
More specifically, we consider the starting values for γ0 = L, which we refer to as FGM
CSS1 in the simulations, and γ0 = µ which yields the best performance for FGM. The
latter also corresponds to Constant Step Scheme III (CSS3) [38, Chapter 2.2]. To
simulate SFGM, we consider the simplest instances of the algorithm, respectively
selecting β0 = 1 and βi,k = 0,∀i = 1, . . . k. This instance of the algorithm is referred
to as memoryless SFGM. We note that when γ0 = 0, this algorithm corresponds to
FGM. However, the original analysis of FGM does not guarantee convergence of the
method with this selection of γ0. On the other hand, with this selection of γ0, SFGM
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guarantees convergence to optimality, and achives it for a smaller number of iterations.
The other instance of the algorithm that is considered, is the one introduced in (4.31).
This instance is referred to as SFGM with memory term γk−1. Relative to the CSS1
of FGM, this instance of SFGM requires the storage of an extra vector and scalar.
Regarding the computations, it performs four more scalar additions and one more
vector addition. Nevertheless, despite this slight increase in computational burden,
we have already proved that SFGM with memory term γk−1 is an optimal method.
Lastly, we point out that the starting point x0 is randomly selected and all algorithms
are initiated in it.
5.1. Decreasing the distance to optimality. We start by minimizing prob-
lems of the form:
(5.1) minimize
x∈Rn
1
2m
m∑
i=1
(aTi x− yi)2 +
τ
2
||x||2.
The main goal of this section is to show that the theoretical convergence guarantees
obtained in Section 4 yield a realistic description of the practical performance of the
methods. Moreover, we analyze how the performance of the methods scales with the
condition number of the problem. We also show the fast convergence of the terms in
the sequence {γk}.
Let us begin by considering the simplest case, τ = 0. To generate the data, we
consider a symmetric positive definite diagonal matrix A ∈ Rmxm, whose elements
aii are drawn from the discrete set {100, 10−1, 10−2, . . . 10−ξ} uniformly at random.
This ensures control over the condition number of the matrix A, which will be 10ξ.
Moreover, this choice of constructing A yields the values for L = 1 and µ = 10−ξ.
The entries of the vector b ∈ Rm are uniformly drawn from the box [0, 1]n. In our
computational experiments, we setm = 1000 and ξ ∈ {3, 4}. Our findings are reported
in Figure 1.
From Figure 1, we can observe the performance gains of SFGM. The quality of the
obtained solution, as measured by the distance to the optimal solution x∗, is similar
to that obtained by FGM, however the number of iterations required by SFGM is
lower. In the case of the memoryless version of SFGM, we can observe that it exhibits
the same behavior as FGM, however it converges faster. This is coherent with the
theoretical bounds established in Section 4. A similar observation can also be made
for the case of SFGM with memory term γk−1. From Figures 1 (a) and 1 (b), we can
see that the method yields an improvement of approximately 30% over FGM CSS3.
This result is also coherent with the theoretical asymptotic bound obtained in (4.33),
that also suggests an improvement of 30% over FGM. A similar observation can also
be made from Figures 1 (c) and (d), in which we report the decrease in the norm of
the gradient. Moreover, from Figures 1 (e) and (f), we can observe the exponential
convergence of the term γk−1 to µ. Lastly, we point out the fact that as the condition
number of the problem increases, all methods require a larger number of iterations
to converge to a solution. For instance, from Figure 1 (a), we can see that when
κ = 103 the performance difference between algorithms is of the order of hundreds of
iterations. Then, when κ = 104, from Figure 1 (b), we can see that the differences
between algorithms increases. In the sequel, we will see that as we try to solve more
ill conditioned problems, the differences between algorithms become even larger.
Next, we proceed by considering the more general case, τ 6= 0. We let A ∈ Rmxn
and b ∈ Rm and start with the case when m < n. Both synthetic and real data
are utilized. To diversify the type of synthetic data used, here we do not impose
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(a) Decreasing the distance to x∗, κ = 103.
0 500 1000 1500 2000 2500
k
10-4
10-2
100
102
104
106
||x k
-
 
x*
||
FGM CSS1
FGM CSS3
Memoryless SFGM
SFGM, memory term k-1
(b) Decreasing the distance to x∗, κ = 104.
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(c) Decreasing the norm of the gradient, κ = 103.
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(d) Decreasing the norm of the gradient, κ =
104.
(e) Convergence of the sequence {γk}, κ = 103. (f) Convergence of the sequence {γk}, κ = 104.
Fig. 1. Comparison between various features of interest of the algorithms. The goal is to
minimize the quadratic loss function, for which A ∈ R1000x and its entries are randomly generated.
any particular structure on A. We simply draw the elements for both A and b from
a standard normal distribution and set m = 800 and n = 1000. Regarding real
data, we utilize the ”colon-cancer” dataset, for which m = 62 and n = 2000. The
data that is used also dictates the values of L and µ. In practice, estimating the
strong convexity parameter µ is challenging and computationally expensive. For this
reason, the common approach that is followed is to assume that the strong convexity
parameter of the data is 0. In all the numerical experiments that will be presented in
the sequel, we also follow this approach, and set µ = τm . On the other hand, similar
to the previous computational experiments (and to be coherent with the theoretical
analysis) we estimate the Lipschitz constant directly from the data. Nevertheless, we
note that several efficient backtracking strategies for estimating L already exist in
the literature [37, 44]. For the datasets that we are utilizing, the respective Lipschitz
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constants are Lrandom = 3567.1 and Lcolon−cancer = 1927.4. Moreover, for both data
types, we let the regularizer term τ ∈ {10−5, 10−6}. Evidently, this selection of the
regularizer term ensures that the condition number of the problems that are being
solved is quite high. The numerical results are presented in Figure 2, from which we
can observe that SFGM with memory term γk−1 again outperforms FGM CSS3 by
approximately 35%− 40%.
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(a) Random data, τ = 10−5.
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(b) Random data, τ = 10−6.
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(c) The dataset is colon-cancer, τ = 10−5.
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(d) The dataset is colon-cancer, τ = 10−6.
Fig. 2. Comparison between the efficiency of different algorithms in minimizing the regularized
quadratic loss function in the case where m < n, i.e., A is a fat matrix.
Finally, we analyze the remaining case, in which A is a tall matrix. For this, we
only consider real data. The datasets that we selected were triazine and a1a. For
the former dataset, we have m = 186 and n = 60. For the latter, we have m =
1605 and n = 123. The corresponding Lipschitz constants are Ltriazines = 632.2804
and La1a = 10061. The regularizer term is set τ ∈ {10−7, 10−8}. The results are
reported in Figure 3. Despite the fact that the problems being solved are extremely
ill-conditioned, we can see that the fastest version SFGM retains its theoretical gains
of approximately 30%−35% accros all datasets, when compared to the fastest version
of FGM, which is CSS3.
5.2. Decreasing the norm of the gradient. In many practical problems, it
is of high interest to find points with small norm of the gradient:
(5.2) ||∇f(x)||≤ .
In [36, 38], Nesterov shows that FGM is not optimal in this sense. Instead, he suggests
minimizing a regularized version of the objective function, which results in a reduction
of the iteration complexity to O
√
LR
 ln
(
LR

)
. From this perspective, utilizing the
construction of ψk(x) proposed in (3.15) in Definition 3.1, we can see that SFGM
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(a) The dataset is triazines and τ = 10−7.
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(b) The dataset is triazines and τ = 10−8.
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(c) The dataset is a1a and τ = 10−7.
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(d) The dataset is a1a and τ = 10−8.
Fig. 3. Comparison between the efficiency of different algorithms in minimizing the regularized
quadratic loss function in the case where m > n, i.e., A is a tall matrix.
is minimizing a regularized version of the objective function. Moreover, when the
generalized estimating sequences framework is used, it also provides the regularizer
term, which consists of linear combinations of the previously constructed scanning
functions weighted such that (3.18) is satisfied. Devising a version of SFGM that is
optimal in terms of decreasing the norm of the gradient falls outside of the scope of
this paper. Instead, in the sequel we show that the simplest versions of SFGM are
more efficient than FGM in decreasing the norm of the gradient.
An example of the efficiency of SFGM in decreasing the norm of the gradient
for minimizing the quadratic loss function has already been shown in Figures 1 (c)
and (d). To diversify the nature of the problems solved, for these computational
experiments, we consider minimizing the regularized logistic loss function:
(5.3) minimize
x∈Rn
1
m
m∑
i=1
log
(
1 + e−bixai
)
+
τ
2
||x||2.
For this problem type, we reuse the datasets colon-cancer and a1a, which were in-
troduced in Section 5.1. We set τ ∈ {10−5, 10−7} for the colon-cancer dataset, and
τ ∈ {10−6, 10−8} for the a1a dataset. The results are reported in Figure 4. From it,
we can observe that SFGM outperforms FGM for both datasets. For both datasets,
we can see that SFGM with memory term γk−1 is approximately 35% − 40% faster
at decreasing the norm of the gradient than FGM CSS3.
6. Discussion. We conclude this work by introducing several open problems
that arise from our proposed framework. Several interesting questions that arise are
related to the design of the sequence {ψk(x)}. Considering the construction of ψk(x),
which was proposed in (3.15), we believe that the most interesting issue is finding the
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Fig. 4. Comparison between the efficiency of different algorithms in minimizing the regularized
logistic loss function for various datasets.
optimal design of the coefficients βi,k. This would produce the optimal regularizers
for the objective function, which would result in faster algorithms. Moreover, as was
earlier discussed in Section 5.2, these optimal regularizers can be utilized to construct
methods that are optimal in the sense of decreasing the norm of the gradient. The
latter topic has gathered significant attention in the recent years, particularly with the
advances in nonconvex optimization [18, 9, 28], wherein the goal is to find stationary
points of the function that satisfy (5.2).
Another topic of interest is related to devising alternative candidate structures for
the term ψk(x), which can ideally encompass both black and white box information
about the objective function. This idea is inspired by the work in [29], wherein the au-
thors develop the notions of relative smoothness and strong convexity. They provide
examples of differentiable convex functions, which do not satisfy the uniform smooth-
ness condition, i.e. Lipschitz constant with finite value, which can be smooth and
strongly convex relative to a simpler function h(x). For twice differentiable functions,
the relative smoothness and strong convexity parameters depend on the weighted dif-
ference of the Hessians of the cost function and h(x) [29, Proposition 1.1]. Apparently,
a similar approach was also followed by us in establishing (3.18), with the main differ-
ence being that in our case ψk(x) is dynamically changing over iterations. From the
perspective of the framework introduced in [29], the result obtained in (3.18) suggests
that the relative strong convexity parameter between f(x) and ψk(x) is not a unique
number. Instead, it is contained in an interval which shrinks over iterations, and as
k →∞, it is contained in [0, 1]. From this perspective, it would be of interest to study
how the two frameworks can be coupled.
Another strategy that is known to improve the performance of FGM is restarting
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the method. Several restarting conditions have been introduced, see for example
[40, 19]. These conditions can also be applied to SFGM and improve its performance
as well. In this work, we purposely avoided relying on heuristics to further improve the
performance of SFGM. Nevertheless, it is of interest to investigate if further restarting
conditions applicable to SFGM can be established. Lastly, we note that it would be
of interest to investigate extensions of the current framework to solve nonsmooth
optimization problems. To solve such problems, several variations of FGM already
exist [37, 6, 44].
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