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DESCRIPTION AND CLASSIFICATION OF 2-SOLITARY WAVES
FOR NONLINEAR DAMPED KLEIN-GORDON EQUATIONS
RAPHAE¨L COˆTE, YVAN MARTEL, XU YUAN, AND LIFENG ZHAO
Abstract. We describe completely 2-solitary waves related to the ground
state of the nonlinear damped Klein-Gordon equation
∂ttu+ 2α∂tu−∆u+ u− |u|
p−1u = 0
on RN , for 1 ≤ N ≤ 5 and energy subcritical exponents p > 2. The description
is twofold.
First, we prove that 2-solitary waves with same sign do not exist. Second,
we construct and classify the full family of 2-solitary waves in the case of op-
posite signs. Close to the sum of two remote solitary waves, it turns out that
only the components of the initial data in the unstable direction of each ground
state are relevant in the large time asymptotic behavior of the solution. In par-
ticular, we show that 2-solitary waves have a universal behavior: the distance
between the solitary waves is asymptotic to log t as t → ∞. This behavior is
due to damping of the initial data combined with strong interactions between
the solitary waves.
1. Introduction
1.1. Setting of the problem. We consider the nonlinear focusing damped Klein-
Gordon equation
∂ttu+ 2α∂tu−∆u+ u− f(u) = 0 (t, x) ∈ R× RN , (1.1)
where f(u) = |u|p−1u, α > 0, 1 ≤ N ≤ 5, and the exponent p corresponds to the
energy sub-critical case, i.e.
2 < p <∞ for N = 1, 2 and 2 < p < N + 2
N − 2 for N = 3, 4, 5. (1.2)
The restriction p > 2 is discussed in Remark 1.6.
This equation also rewrites as a first order system for ~u = (u, ∂tu) = (u, v){
∂tu = v
∂tv = ∆u− u+ f(u)− 2αv.
It follows from [3, Theorem 2.3] that the Cauchy problem for (1.1) is locally well-
posed in the energy space: for any initial data (u0, v0) ∈ H1(RN ) × L2(RN ),
there exists a unique (in some class) maximal solution u ∈ C([0, Tmax), H1(RN )) ∩
C1([0, Tmax), L
2(RN )) of (1.1). Moreover, if the maximal time of existence Tmax is
finite, then limt↑Tmax ‖~u(t)‖H1×L2 =∞.
Setting F (u) = 1p+1 |u|p+1 and
E(~u) =
1
2
∫
RN
{|∇u|2 + u2 + (∂tu)2 − 2F (u)}dx,
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for any H1 × L2 solution ~u of (1.1), it holds
E(~u(t2))− E(~u(t1)) = −2α
∫ t2
t1
‖∂tu(t)‖2L2 dt. (1.3)
In this paper, we are interested in the dynamics of 2-solitary waves related to the
ground state Q, which is the unique positive, radial H1 solution of
−∆Q+Q− f(Q) = 0, x ∈ RN . (1.4)
(See [2, 17].) The ground state generates the stationary solution ~Q =
(
Q
0
)
of (1.1).
The function − ~Q as well as any translate ~Q(· − z0) are also solutions of (1.1).
The question of the existence of multi-solitary waves for (1.1) was first addressed
by Feireisl in [11, Theorem 1.1], under suitable conditions on N and p, for an
even number of solitary waves with specific geometric and sign configurations. His
construction is based on variational and symmetry arguments to treat the instability
direction of the solitary waves. The goal of the present paper is to fully understand
2-solitary waves by proving non-existence, existence and classification results using
dynamical arguments.
1.2. Main results. First let us introduce a few basic notation. Let {e1, . . . , eN}
denote the canonical basis of RN . We denote by BRN (ρ) (respectively, SRN (ρ))
the open ball (respectively, the sphere) of RN of center the origin and of radius
ρ > 0, for the usual norm |ξ| = (∑Nj=1 ξ2j )1/2. We denote by BH1×L2(ρ) the ball
of H1 × L2 of center the origin and of radius ρ > 0 for the norm ‖( εη )‖H1×L2 =(‖ε‖2H1 +‖η‖2L2)1/2. We denote 〈·, ·〉 the L2 scalar product for real valued functions
ui or vector-valued functions ~ui = (ui, vi) (i = 1, 2):
〈u1, u2〉 :=
∫
u1(x)u2(x) dx, 〈~u1, ~u2〉 :=
∫
u1(x)u2(x) dx+
∫
v1(x)v2(x) dx.
It is well-known that the operator
L = −∆+ 1− pQp−1
appearing after linearization of equation (1.1) around ~Q, has a unique negative
eigenvalue −ν20 (ν0 > 0). We denote by Y the corresponding normalized eigen-
function (see Lemma 1.7 for details and references). In particular, it follows from
explicit computations that setting
ν± = −α±
√
α2 + ν20 and
~Y ± =
(
Y
ν±Y
)
,
the function ~ε±(t, x) = exp(ν±t)~Y ±(x) is solution of the linearized problem{
∂tε = η
∂tη = −Lε− 2αη. (1.5)
Since ν+ > 0, the solution ~ε+ illustrates the exponential instability of the solitary
wave in positive time. In particular, we see that the presence of the damping α > 0
in the equation does not remove the exponential instability of the Klein-Gordon
solitary wave. An equivalent formulation of instability is obtained by setting
ζ± = α±
√
α2 + ν20 and
~Z± =
(
ζ±Y
Y
)
and observing that for any solution ~ε of (1.5),
a± = 〈~ε , ~Z±〉 satisfies da
±
dt
= ν±a±.
We start with the definition of 2-solitary waves.
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Definition 1.1. A solution ~u ∈ C([T,∞), H1 × L2) of (1.1), for some T ∈ R,
is called a 2-solitary wave if there exist σ1, σ2 = ±1, a sequence tn → ∞ and a
sequence (ξ1,n, ξ2,n) ∈ R2N such that
lim
n→∞
{∥∥∥u(tn)− ∑
k=1,2
σkQ(· − ξk,n)
∥∥∥
H1
+ ‖∂tu(tn)‖L2
}
= 0
and limn→∞ |ξ1,n − ξ2,n| → ∞.
Remark 1.2. We observe that if u is a global solution of (1.1) satisfying
lim
t→∞
∥∥∥u(t)− ∑
k=1,2
σkQ(· − ξk(t))
∥∥∥
H1
= 0 (1.6)
where limt→∞ |ξ1(t) − ξ2(t)| → ∞, then u is a 2-solitary wave. Indeed, it follows
from (1.3) and (1.6) that t 7→ E(~u(t)) is lower bounded. Thus, from (1.3), it holds∫∞
0 ‖∂tu(t)‖2L2 dt <∞ and so limn→∞ ‖∂tu(tn)‖L2 = 0 for some sequence tn →∞.
Our first result concerns the non-existence of 2-solitary waves with same signs.
Theorem 1.3. There exists no 2-solitary wave of (1.1) with σ1 = σ2.
In the next result, we show that 2-solitary waves with opposite sign satisfy a uni-
versal asymptotic behavior.
Theorem 1.4 (Description of 2-solitary waves). For any 2-solitary wave u of (1.1),
there exist σ1 = ±1, σ2 = −σ1, T > 0 and t ∈ [T,∞) 7→ (z1(t), z2(t)) such that for
all t ∈ [T,∞), ∥∥∥u(t)− ∑
k=1,2
σkQ(· − zk(t))
∥∥∥
H1
+ ‖∂tu(t)‖L2 . t−1, (1.7)
and for some constant c0 = c0(N),
lim
t→∞
{
|z1(t)− z2(t)| −
(
log t− 1
2
(N − 1) log log t+ c0
)}
= 0. (1.8)
Moreover, there exists ω∞ ∈ SRN (1) such that
lim
t→∞
z1(t)− z2(t)
log t
= 2 lim
t→∞
z1(t)
log t
= −2 lim
t→∞
z2(t)
log t
= ω∞. (1.9)
Finally, we describe the full family of 2-solitary waves for initial data close to the
sum of two remote solitary waves.
Theorem 1.5 (Classification of 2-solitary waves). There exist C, δ > 0 and a
Lipschitz map
H : (RN \ B¯RN (10| log δ|))× BH1×L2(δ)→ R2, (L, ~φ ) 7→ H(L, ~φ )
such that
|H(L, ~φ )| < C
(
e−
L
2 + ‖~φ ‖H1×L2
)
,
with the following property. Given any L, ~φ , h1, h2 such that
|L| > 10| log δ|, ‖~φ ‖H1×L2 < δ, |h1|+ |h2| < δ,
the solution ~u of (1.1) with initial data
~u(0) =
(
~Q+ h1 ~Y
+
)(
· − L
2
)
−
(
~Q+ h2 ~Y
+
)(
·+ L
2
)
+ ~φ
is a 2-solitary wave if and only if (h1, h2) = H(L, ~φ ).
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This result essentially means that locally around the sum of two sufficiently sep-
arated solitons with opposite signs, the initial data of 2-solitary waves form a
codimension-2 Lipschitz manifold (the unstable directions being directed by ~Y +
translated around each soliton).
We refer to §2.4 for a formal discussion on the dynamics of 2-solitary waves of (1.1)
justifying the main results of Theorems 1.3, 1.4 and 1.5.
Remark 1.6. We discuss the condition on p in (1.2). The energy sub-criticality
condition is necessary for the existence of solitary waves and allows to work in the
framework of finite energy solutions. The condition p > 2 could be waived for some
of the above results, but it would complicate the analysis and weaken the results.
Keeping in mind that the most relevant case is p = 3, we will not pursue further
here the question of lowering p.
1.3. Previous results. The question of the long time asymptotic behavior of so-
lutions of the damped Klein-Gordon equation in relation with the bound states
was addressed in several articles; see e.g. [3, 10, 11, 12, 20]. Notably, under some
conditions on N and p, results in [11, 20] state that for any sequence of time, any
global bounded solution of (1.1) converges to a sum of decoupled bound states af-
ter extraction of a subsequence of times. (Note that such result would allow us to
weaken the definition of 2-solitary wave given in Definition 1.1; however, we have
preferred a stronger definition valid in any case.) In [3], for radial solutions in di-
mension N ≥ 2, the convergence of any global solution to one equilibrium is proved
to hold for the whole sequence of time. As discussed in [3], such results are closely
related to the general soliton resolution conjecture for global bounded solutions of
dispersive problems; see [8, 9] for details and results related to this conjecture for
the undamped energy critical wave equation.
The existence and properties of multi-solitary waves is a classical question for in-
tegrable models (see for instance [24] for the Korteweg-de Vries equation and [28]
for the 1D cubic Schro¨dinger equation). As mentioned above, [11] gave the first
construction of such solutions for (1.1). Since then the same question has been
addressed for various non-integrable and undamped nonlinear dispersive and wave
equations. We refer to [4, 6, 7, 21] for the generalized Korteweg-de Vries equation,
the nonlinear Schro¨dinger equation, the Klein-Gordon equation and the wave equa-
tion, in situations where unstable ground states are involved. See also references
therein for previous works related to stable ground states. In those works, the
distance between two traveling waves is asymptotic to Ct for C > 0, as t → ∞.
The more delicate case of multi-solitary waves with logarithmic distance is treated
in [16, 23, 26, 27] for Korteweg-de Vries and Schro¨dinger type equations and sys-
tems, both in stable and unstable cases. Note that the logarithmic distance in
the latter works is non-generic while it is the universal behavior for the damped
equation (1.1). See also [13, 14, 15] for works on the non-existence, existence and
classification of radial two-bubble solutions for the energy critical wave equation in
large dimensions.
The construction of (center-) stable manifolds in the neighborhood of unstable
ground state was addressed in several situations, see e.g. [1, 18, 19, 22, 25].
While the initial motivation and several technical tools originate from some of the
above mentioned papers, we point out that the present article is self-contained
except for the local Cauchy theory for (1.1) (see [3]) and elliptic theory for (1.4)
and its linearization (we refer to [2, 7, 17]).
This paper is organized as follows. Section 2 introduces all the technical tools
involved in a dynamical approach to the 2-solitary wave problem for (1.1): com-
putation of the nonlinear interaction, modulation, parameter estimates and energy
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estimates. Theorems 1.3 and 1.4 are proved in Section 3. Finally, Theorem 1.5 is
proved in Section 4.
1.4. Recollection on the ground state. The ground state Q rewrites Q(x) =
q (|x|) where q > 0 satisfies
q′′ +
N − 1
r
q′ − q + qp = 0, q′(0) = 0, lim
r→∞
q(r) = 0. (1.10)
It is well-known and easily checked that for a constant κ > 0, for all r > 1,∣∣∣q(r)− κr−N−12 e−r∣∣∣+ ∣∣∣q′(r) + κr−N−12 e−r∣∣∣ . r−N+12 e−r. (1.11)
Due to the radial symmetry, there hold the following cancellation (which we will
use repetitively):
∀i 6= j,
∫
∂xiQ(x)∂xjQ(x) dx = 0. (1.12)
Let
L = −∆+ 1− pQp−1, 〈Lε, ε〉 =
∫ {|∇ε|2 + ε2 − pQp−1ε2}dx.
We recall standard properties of the operator L (see e.g. [7, Lemma 1]).
Lemma 1.7. (i) Spectral properties. The unbounded operator L on L2 with
domain H2 is self-adjoint, its continuous spectrum is [1,∞), its kernel is
span{∂xjQ : j = 1, . . . , N} and it has a unique negative eigenvalue −ν20 ,
with corresponding smooth normalized radial eigenfunction Y (‖Y ‖L2 = 1)
Moreover, on RN ,∣∣∂βxY (x)∣∣ . e−√1+ν20 |x| for any β = (β1, . . . , βN ) ∈ NN .
(ii) Coercivity property. There exists c > 0 such that, for all ε ∈ H1,
〈Lε, ε〉 ≥ c‖ε‖2H1 − c−1
(
〈ε, Y 〉2 +
N∑
j=1
〈ε, ∂xjQ〉2
)
.
2. Dynamics of two solitary waves
We prove in this section a general decomposition result close to the sum of two
decoupled solitary waves. Let any σ1 = ±1, σ2 = ±1 and denote σ = σ1σ2.
Consider time dependent C1 parameters (z1, z2, ℓ1, ℓ2) ∈ R4N with |ℓ1| ≪ 1, |ℓ2| ≪ 1
and |z| ≫ 1 where
z = z1 − z2 and ℓ = ℓ1 − ℓ2.
Define the modulated ground state solitary waves, for k = 1, 2,
Qk = σkQ(· − zk) and ~Qk =
(
Qk
−(ℓk · ∇)Qk
)
. (2.1)
Set
R = Q1 +Q2, ~R = ~Q1 + ~Q2,
and the nonlinear interaction term
G = f(Q1 +Q2)− f(Q1)− f(Q2). (2.2)
The following functions are related to the exponential instabilities around each
solitary wave:
Yk = σkY (· − zk), ~Y ±k = σk~Y ±(· − zk), ~Z±k = σk ~Z±(· − zk).
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2.1. Nonlinear interactions. A key of the understanding of the dynamics of 2-
solitary waves is the computation of the first order of the projections of the nonlinear
interaction term G on the directions ∇Q1 and ∇Q2 (see e.g. [27, Lemma 7]).
Lemma 2.1. The following estimates hold for |z| ≫ 1.
(i) Bounds. For any 0 < m′ < m,∫
|Q1Q2|m . e−m′|z|, (2.3)∫
|F (R)− F (Q1)− F (Q2)− f(Q1)Q2 − f(Q2)Q1| . e− 54 |z|. (2.4)
(ii) Sharp bounds. For any m > 0,∫
|Q1||Q2|1+m . q(|z|), (2.5)
‖G‖L2 . ‖Qp−11 Q2‖L2 + ‖Q1Qp−12 ‖L2 . q(|z|). (2.6)
(iii) Asymptotics. It holds
|〈f(Q2), Q1〉 − σc1g0q(|z|)| ≤ |z|−1q(|z|) (2.7)
where
g0 =
1
c1
∫
Qp(x)e−x1 dx > 0, c1 = ‖∂x1Q‖2L2. (2.8)
(iv) Sharp asymptotics. There exists a smooth function g : [0,∞) → R such
that, for any 0 < θ < min(p− 1, 2) and r > 1
|g(r) − g0q(r)| . r−1q(r) (2.9)
and ∣∣∣∣〈G,∇Q1〉 − σc1 z|z|g(|z|)
∣∣∣∣ . e−θ|z|, (2.10)∣∣∣∣〈G,∇Q2〉+ σc1 z|z|g(|z|)
∣∣∣∣ . e−θ|z|. (2.11)
Proof. (i) By (1.11), |Q(y)| . e−|y|, and thus∫
|Q1Q2|m dy .
∫
e−m|y|e−m
′|y+z| dy . e−m
′|z|
∫
e−(m−m
′)|y| dy . e−m
′|z|.
Then, we observe that using p ≥ 2, by Taylor expansion:
|F (Q1 +Q2)− F (Q1)− F (Q2)− f(Q1)Q2 − f(Q2)Q1| . |Q1Q2| 32 ,
which reduces the proof of (2.4) to applying (2.3) with m = 32 and m
′ = 54 .
(ii) We estimate∫
|Q1||Q2|1+m dx =
∫
Q(y − z)Q1+m(y) dy
. q(|z|)
∫
|y|< 3
4
|z|
e|y|Q1+m(y) dy + e−|z|
∫
|y|> 3
4
|z|
e|y|Q1+m(y) dy . q(|z|).
Next, using
|G| . |Q1|p−1|Q2|+ |Q1||Q2|p−1,
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and (using p > 2)∫
Q21|Q2|2(p−1) dx =
∫
Q2(y − z)Q2(p−1)(y) dy
. [q(|z|)]2
∫
|y|< 3
4
|z|
e2|y|Q2(p−1)(y) dy + e−2|z|
∫
|y|> 3
4
|z|
e2|y|Q2(p−1)(y) dy
. [q(|z|)]2.
(iii) We claim the following estimate∣∣∣∣
∫
Qp(y)Q(y + z) dy − c1g0κ|z|−N−12 e−|z|
∣∣∣∣ . |z|−1q(|z|). (2.12)
Observe that (2.7) follows directly from (2.12) and (1.11).
Proof of (2.12). First, for |y| < 34 |z| (and so |y+ z| ≥ |z|− |y| ≥ 14 |z| ≫ 1), we have
using (1.11),∣∣∣Q(y + z)− κ|y + z|−N−12 e−|y+z|∣∣∣ . |y + z|−N+12 e−|y+z| . |z|−N+12 e−|z|e|y|.
In particular,∣∣∣∣
∫
|y|< 3
4
|z|
Qp(y)
[
Q(y + z)− κ|y + z|−N−12 e−|y+z|
]
dy
∣∣∣∣ . |z|−N+12 e−|z|. (2.13)
Moreover, for |y| < 34 |z|, we have the expansions∣∣∣|y + z|−N−12 − |z|−N−12 ∣∣∣ . |z|−N+12 |y|,∣∣∣∣|y + z| − |z| − y · z|z|
∣∣∣∣ . |z|−1|y|2,
and so ∣∣∣|y + z|−N−12 e−|y+z| − |z|−N−12 e−|z|− y·z|z| ∣∣∣ . |z|−N+12 e−|z|(1 + |y|2)e|y|.
Inserted into (2.13), this yields∣∣∣∣∣
∫
|y|< 3
4
|z|
Qp(y)
[
Q(y + z)− κ|z|−N−12 e−|z|− y·z|z|
]
dy
∣∣∣∣∣ . |z|−N+12 e−|z|.
Next, using (1.11), we observe∫
|y|> 3
4
|z|
Qp(y)Q(y + z) dy . e−
3
4
p|z|,
and ∫
|y|> 3
4
|z|
Qp(y)e−|z|−
y·z
|z| dy . e−|z|
∫
|y|> 3
4
|z|
Qp(y)e|y| dy . e−
3
4
p|z|.
Gathering these estimates, we have proved∣∣∣∣
∫
Qp(y)Q(y + z) dy − κ|z|−N−12 e−|z|
∫
Qp(y)e−
y·z
|z| dy
∣∣∣∣ . |z|−N+12 e−|z|.
Last, the identity
∫
Qp(y)e−
y·z
|z| dy =
∫
Qp(y)e−y1 dy (recall that Q is radially sym-
metric) and the definition of g0 imply (2.12).
(iv) First, using the Taylor formula, it holds
|G− p|Q1|p−1Q2| . |Q1|p−2Q22 + |Q2|p−1|Q1|.
Thus, using (2.3), we obtain for any 1 < θ < min(p− 1, 2),
|〈G,∇Q1〉 − σ1σ2H(z)| .
∫
Q2(y)Qp−1(y + z) dy . e−θ|z| (2.14)
8 R. COˆTE, Y. MARTEL, X. YUAN, AND L. ZHAO
where we set H(z) =
∫ ∇(Qp)(y)Q(y + z) dy. Second, we claim that there exists a
function g : [0,∞)→ R such that H(z) = c1 z|z|g(|z|). Indeed, remark by using the
change of variable y = 2x1e1 − x that
H(re1) = p
∫
y
|y|q
′(|y|)qp−1(|y|)q(|y + re1|) dy
= p
∫
y1e1
|y| q
′(|y|)qp−1(|y|)q(|y + re1|) dy.
Thus, we set
g(r) =
e1 ·H(re1)
c1
so that H(re1) = c1e1g(r).
Let ω ∈ SRN (1) be such that z = |z|ω and let U be an orthogonal matrix of size N
such that Ue1 = ω. Then, using the change of variable y = Ux,
H(z) = p
∫
y
|y|q
′(|y|)qp−1(|y|)q(|y + z|) dy
= p
∫
Ux
|x| q
′(|x|)qp−1(|x|)q(|x + |z|e1|) dx = UH(|z|e1) = c1 z|z|g(z).
Together with (2.14), this proves (2.10). The proof of (2.11) is the same but it is
important to notice the change of sign due to H(−z) = −H(z).
Last, we observe that proceeding as in the proof of (2.12), it holds∣∣∣∣e1 ·H(re1)− κr−N−12 e−r
∫
∂x1(Q
p)(y)e−y1 dy
∣∣∣∣ . r−N+12 e−r.
Moreover, by integration by parts,
∫
∂x1(Q
p)(y)e−y1 dy =
∫
Qp(y)e−y1 dy, which
proves (2.9). 
2.2. Decomposition around the sum of two solitary waves. The following
quantity measures the proximity of a function ~u = (u, v) to the sum of two distant
solitary waves, for γ > 0,
d(~u ; γ) = inf
|ξ1−ξ2|>| log γ|
∥∥∥u− ∑
k=1,2
σkQ(· − ξk)
∥∥∥
H1
+ ‖v‖L2.
We state a decomposition result for solutions of (1.1).
Lemma 2.2. There exists γ0 > 0 such that for any 0 < γ < γ0, T1 ≤ T2, and any
solution ~u = (u, ∂tu) of (1.1) on [T1, T2] satisfying
sup
t∈[T1,T2]
d(~u(t); γ) < γ, (2.15)
there exist unique C1 functions
t ∈ [T1, T2] 7→ (z1, z2, ℓ1, ℓ2)(t) ∈ R4N ,
such that the solution ~u decomposes on [T1, T2] as
~u =
(
u
∂tu
)
= ~Q1 + ~Q2 + ~ε , ~ε =
(
ε
η
)
(2.16)
with the following properties on [T1, T2].
(i) Orthogonality and smallness. For any k = 1, 2, j = 1, . . . , N ,
〈ε, ∂xjQk〉 = 〈η, ∂xjQk〉 = 0 (2.17)
and
‖~ε ‖H1×L2 +
∑
k=1,2
|ℓk|+ e−2|z| . γ. (2.18)
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(ii) Equation of ~ε .{
∂tε = η +Modε
∂tη = ∆ε− ε+ f(R+ ε)− f(R)− 2αη +Modη +G (2.19)
where
Modε =
∑
k=1,2
(z˙k − ℓk) · ∇Qk,
Modη =
∑
k=1,2
(
ℓ˙k + 2αℓk
) · ∇Qk − ∑
k=1,2
(ℓk · ∇)(z˙k · ∇)Qk.
(iii) Equations of the geometric parameters. For k = 1, 2,
|z˙k − ℓk| . ‖~ε ‖2H1×L2 +
∑
k=1,2
|ℓk|2, (2.20)
|ℓ˙k + 2αℓk| . ‖~ε ‖2H1×L2 +
∑
k=1,2
|ℓk|2 + q(|z|). (2.21)
(iv) Refined equation for ℓk. For any 1 < θ < min(p− 1, 2), k = 1, 2,∣∣∣ℓ˙k + 2αℓk − (−1)kσ z|z|g(|z|)
∣∣∣ . ‖~ε ‖2H1×L2 + ∑
k=1,2
|ℓk|2 + e−θ|z|. (2.22)
(v) Equations of the exponential directions. Let
a±k = 〈~ε , ~Z±k 〉. (2.23)
Then, ∣∣∣∣ ddta±k − ν±a±k
∣∣∣∣ . ‖~ε ‖2H1×L2 + ∑
k=1,2
|ℓk|2 + q(|z|). (2.24)
Remark 2.3. We see on estimate (2.21) the damping of the Lorentz parameters ℓk.
The more precise estimate (2.22) involves the nonlinear interactions which becomes
preponderant for large time.
Proof. Proof of (i). The existence and uniqueness of the geometric parameters is
proved for fixed time. Let 0 < γ ≪ 1. First, for any u ∈ H1 such that
inf
|ξ1−ξ2|>| log γ|
∥∥∥u− ∑
k=1,2
σkQ(· − ξk)
∥∥∥
H1
≤ γ, (2.25)
we consider z1(u) and z2(u) achieving the infimum∥∥∥u− ∑
k=1,2
σkQ(· − zk(u))
∥∥∥
L2
= inf
|ξ1−ξ2|>
3
4
| log γ|
∥∥∥u− ∑
k=1,2
σkQ(· − ξk)
∥∥∥
L2
.
Let
ε(x) = u(x)− σ1Q(x− z1(u))− σ2Q(x− z2(u)), ‖ε‖L2 ≤ γ.
By standard arguments since |z1(u)− z2(u)| > 34 | log γ|, it holds
〈ε, ∂xjQ(· − z1(u))〉 = 〈ε, ∂xjQ(· − z2(u))〉 = 0. (2.26)
For u and u˜ as in (2.25), we compare the corresponding zk, z˜k and ε, ε˜. First, for
ζ, ζ˜ ∈ RN , setting ζˇ = ζ − ζ˜, we observe the following estimates
Q(· − ζ)−Q(· − ζ˜) = −(ζˇ · ∇)Q(· − ζ) +OH1(|ζˇ|2), (2.27)
∇Q(· − ζ)−∇Q(· − ζ˜) = −(ζˇ · ∇2)Q(· − ζ) +OH1 (|ζˇ|2). (2.28)
Thus, denoting uˇ = u− u˜, zˇk = zk − z˜k, εˇ = ε− ε˜, we obtain
uˇ =
∑
k=1,2
σk(zˇk · ∇)Q(· − zk) + εˇ+OH1(|zˇ1|2 + |zˇ2|2).
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(In the OH1 , there is no dependence in uˇ or εˇ). Projecting on each ∇Q(· − zk),
using (2.26) and the above estimates, we obtain
|zˇ1|+ |zˇ2| . ‖uˇ‖L2 + (|zˇ1|+ |zˇ2|)(e− 12 |z| + ‖ε˜‖L2 + |zˇ1|+ |zˇ2|)
and thus, for γ, zˇ1 and zˇ2 small,
‖εˇ‖H1 . ‖uˇ‖H1 , |zˇ1|+ |zˇ2| . ‖uˇ‖L2 . (2.29)
Therefore, for γ small enough, this proves uniqueness and Lipschitz continuity of
z1 and z2 with respect to u in L
2.
Now, let v ∈ L2 and z1, z2 be such that ‖v‖L2 < γ and |z1 − z2| > 34 | log γ|. Set
η(x) = v(x) + σ1(ℓ1 · ∇)Q(x − z1) + σ2(ℓ2 · ∇)Q(x− z2).
Then, it is easy to check that the 2N conditions
〈η, ∂xjQ(· − zk)〉 = 0 (2.30)
for j = 1, . . . , N , k = 1, 2, are equivalent to a linear system in the components of
ℓ1 and ℓ2 whose matrix a perturbation of the identity (for γ small) up to a multi-
plicative constant. In particular, it is invertible and the existence and uniqueness of
parameters ℓ1(v, z1, z2), ℓ2(v, z1, z2) ∈ RN satisfying (2.30) and |ℓ1| + |ℓ2| . ‖v‖L2
is clear. Moroever, with similar notation as before, it holds
‖ηˇ‖L2 + |ℓˇ1|+ |ℓˇ2| . ‖vˇ‖L2 + |zˇ1|+ |zˇ2|. (2.31)
Estimate (2.18) is now proved. In the rest of this proof, we formally derive the
equations of ~ε and the geometric parameters from the equation of u. This derivation
can be justified rigorously and used to prove by the Cauchy-Lipschitz theorem that
the parameters are C1 functions of time (see for instance [5, Proof of Lemma 2.7]).
Proof of (ii). First, by the definition of ε and η,
∂tε = ∂tu−
∑
k=1,2
∂tQk = η +
∑
k=1,2
(z˙k − ℓk) · ∇Qk.
Second,
∂tη = ∂ttu+
∑
k=1,2
∂t (ℓk · ∇Qk)
= ∆u− u+ f(u)− 2α∂tu+
∑
k=1,2
ℓ˙k · ∇Qk −
∑
k=1,2
(ℓk · ∇) (z˙k · ∇)Qk.
By (2.16), ∆Qk −Qk + f(Qk) = 0 (from (1.4)) and the definition of G,
∆u− u+ f(u)− 2α∂tu = ∆ε− ε+ f(R+ ε)− f(R)− 2αη
+ 2α
∑
k=1,2
ℓk · ∇Qk +G.
Therefore,
∂tη = ∆ε− ε+ f(R+ ε)− f(R)− 2αη
+
∑
k=1,2
(
ℓ˙k + 2αℓk
) · ∇Qk − ∑
k=1,2
(ℓk · ∇)(z˙k · ∇)Qk +G.
Proof of (iii)-(iv). We derive (2.20) from (2.17). For any j = 1, . . . , N , we have
0 =
d
dt
〈ε, ∂xjQ1〉 = 〈∂tε, ∂xjQ1〉+ 〈ε, ∂t(∂xjQ1)〉.
Thus (2.19) gives
〈η, ∂xjQ1〉+ 〈Modε, ∂xjQ1〉 − 〈ε, z˙1 · ∇∂xjQ1〉 = 0.
2-SOLITARY WAVES OF NONLINEAR DAMPED KLEIN-GORDON EQUATIONS 11
The first term is zero due to the orthogonality (2.17). Hence,
|z˙1,j − ℓ1,j|‖∂xjQ‖2L2 . |z˙2 − ℓ2|
∫
|∇Q2(x)||∇Q1(x)| dx + |z˙1| ‖ε‖L2.
Thus, also using (2.3) with m = 1 and m′ = 12 , we obtain
|z˙1 − ℓ1| . |z˙2 − ℓ2|e− 12 |z| + |z˙1 − ℓ1| ‖~ε ‖H1×L2 + |ℓ1| ‖~ε ‖H1×L2 .
Since ‖~ε ‖H1×L2 . γ, this yields
|z˙1 − ℓ1| . |z˙2 − ℓ2|e− 12 |z| + |ℓ1| ‖~ε ‖H1×L2 .
Similarly, it holds
|z˙2 − ℓ2| . |z˙1 − ℓ1|e− 12 |z| + |ℓ2| ‖~ε ‖H1×L2 ,
and thus, for large |z|,∑
k=1,2
|z˙k − ℓk| . (|ℓ1|+ |ℓ2|) ‖~ε ‖H1×L2 ,
which implies (2.20).
Next, we derive (2.21)-(2.22). From (2.17), it holds
0 =
d
dt
〈η, ∂xjQ1〉 = 〈∂tη, ∂xjQ1〉+ 〈η, ∂t(∂xjQ1)〉.
Thus, by (2.17) and (2.19), we have
0 = 〈∆ε− ε+ f ′(Q1)ε, ∂xjQ1〉+ 〈f(R+ ε)− f(R)− f ′(R)ε, ∂xjQ1〉
+ 〈(f ′(R)− f ′(Q1))ε, ∂xjQ1〉
+ 〈Modη, ∂xjQ1〉+ 〈G, ∂xjQ1〉 − 〈η, (z˙1 · ∇)∂xjQ1〉.
Since ∂xjQ1 satisfies ∆∂xjQ1 − ∂xjQ1 + f ′(Q1)∂xjQ1 = 0, the first term is zero.
Next, by Taylor expansion (as f is C2), we have
f(R+ ε)− f(R)− f ′(R)ε = ε2
∫ 1
0
(1− θ)f ′′(R + θε) dθ,
and by the H1 sub-criticality of the exponent p > 2, we infer∣∣〈f(R+ ε)− f(R)− f ′(R)ε, ∂xjQ1〉∣∣ . ‖ε‖2H1 . (2.32)
Then, again by Taylor expansion and p > 2,
|f ′(R)− f ′(Q1)||∂xjQ1| . |Q2||Q1|p−1 + |Q1||Q2|p−1.
Thus, using also the Cauchy-Schwarz inequality and (2.6),
|〈(f ′(R)− f ′(Q1))ε, ∂xjQ1〉| . ‖ε‖2L2 + [q(|z|)]2. (2.33)
Direct computations show that
〈Modη, ∂xjQ1〉 =
(
ℓ˙1,j + 2αℓ1,j
)‖∂xjQ1‖2L2 + 〈(ℓ˙2 + 2αℓ2) · ∇Q2, ∂xjQ1〉
−
∑
k=1,2
〈(ℓk · ∇)(z˙k · ∇)Qk, ∂xjQ1〉.
Thus, using Lemma 2.1 and (1.12), for any m ∈ (0, 1),
〈Modη, ∂xjQ1〉 =
(
ℓ˙1,j + 2αℓ1,j
)‖∂xjQ1‖2L2
+O
(∣∣ℓ˙2 + 2αℓ2∣∣e−m|z|)+O (|ℓ2||z˙2|e−m|z|) .
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Using also (2.20), it follows that
〈Modη, ∂xjQ1〉 =
(
ℓ˙1,j + 2αℓ1,j
)
‖∂xjQ1‖2L2
+O
(∣∣ℓ˙2 + 2αℓ2∣∣e−m|z|)+O
( ∑
k=1,2
|ℓk|2
)
+O
(‖~ε ‖2H1×L2).
By (2.10) and the definition of c1 in (2.8), we have, for any 1 < θ < min(p− 1, 2),∣∣∣∣〈G, ∂xjQ1〉‖∂x1Q‖2L2 − σ
zj
|z|g(|z|)
∣∣∣∣ . e−θ|z|.
Finally, by (2.20) again, we have
|〈η, (z˙1 · ∇)∂xjQ1〉| . (|z˙1 − ℓ1|+ |ℓ1|)‖~ε ‖H1×L2 . ‖~ε ‖2H1×L2 +
∑
k=1,2
|ℓk|2.
Combining the above estimates, we have obtained∣∣∣(ℓ˙1 + 2αℓ1)+ σ z|z|g(|z|)
∣∣∣ . ∣∣ℓ˙2 + 2αℓ2∣∣e−m|z| + ∑
k=1,2
|ℓk|2 + ‖~ε ‖2H1×L2 + e−θ|z|.
Similarly, from (η, ∂xjQ2) = 0, we check∣∣∣(ℓ˙2 + 2αℓ2)− σ z|z|g(|z|)
∣∣∣ . ∣∣ℓ˙1 + 2αℓ1∣∣e−m|z| + ∑
k=1,2
|ℓk|2 + ‖~ε ‖2H1×L2 + e−θ|z|.
These estimates imply (2.22); (2.21) follows readily using (2.9).
Proof of (v). By (2.19), we have
d
dt
a±1 = 〈∂t~ε , ~Z±1 〉+ 〈~ε , ∂t ~Z±1 〉
= (ζ± − 2α)〈η, Y1〉+ 〈∆ε− ε+ f ′(Q1)ε, Y1〉
+ 〈f(R + ε)− f(R)− f ′(R)ε, Y1〉+ 〈(f ′(R)− f ′(Q1))ε, Y1〉
+ 〈G, Y1〉+ ζ±〈Modε, Y1〉+ 〈Modη, Y1〉 − 〈~ε , z˙1 · ∇~Z±1 〉.
Using ζ± − 2α = ν± and (2.23), LY = −ν20Y and ν20 = ν±ζ±, we observe that
(ζ± − 2α)〈η, Y1〉+ 〈∆ε− ε+ f ′(Q1)ε, Y1〉 = ν±a±1 .
Using the decay properties of Y in Lemma 1.7 and proceeding as before for (2.32)
and (2.33),
|〈f(R + ε)− f(R)− f ′(R)ε, Y1〉|+ |〈(f ′(R)− f ′(Q1))ε, Y1〉| . ‖ε‖2L2 + e−
3
2
|z|.
Next, by (2.6), |〈G, Y1〉| . q(|z|). Last, by (2.20) and (2.21),
|〈Modε, Y1〉|+ |〈Modη, Y1〉|+ |〈~ε , z˙1 · ∇~Z±1 〉| . ‖~ε ‖2H1×L2 +
∑
k=1,2
|ℓk|2 + q(|z|).
Gathering these estimates, and proceeding similarly for a±2 , (2.24) is proved. 
2.3. Energy estimates. For µ > 0 small to be chosen, we denote ρ = 2α − µ.
Consider the nonlinear energy functional
E =
∫ {|∇ε|2 + (1− ρµ)ε2 + (η + µε)2 − 2[F (R+ ε)− F (R)− f(R)ε]}. (2.34)
Lemma 2.4. There exists µ > 0 such that in the context of Lemma 2.2, the
following hold.
(i) Coercivity and bound.
µ‖~ε ‖2H1×L2 −
1
2µ
∑
k=1,2
(
(a+k )
2 + (a−k )
2
) ≤ E ≤ 1
µ
‖~ε ‖2H1×L2 . (2.35)
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(ii) Time variation.
d
dt
E ≤ −2µE + 1
µ
‖~ε ‖H1×L2
[
‖~ε ‖2H1×L2 +
∑
k=1,2
|ℓk|2 + q(|z|)
]
. (2.36)
Remark 2.5. The above lemma is valid for any small enough µ > 0. For future
needs, we assume further
µ ≤ min (1, α, |ν−|) . (2.37)
One checks that a usual linearized energy, corresponding to µ = 0 in the definition
of E , would only gives damping for the component η. This is the reason why we
introduce the modified energy E . For the simplicity of notation, the same small
constant µ > 0 is used in (2.35) and (2.36) though in the former estimate the small
constant is related to the coercivity constant c of Lemma 1.7, while in the latter it
is related to the damping α.
Proof. Proof of (i). The upper bound on E in (2.35) easily follows from the energy
subcriticality of p. The coercivity is proved for fixed time and so we omit the time
dependency. By translation invariance, we assume without loss of generality that
z1 = −z2 = z2 . Let χ : R → R be a smooth function satisfying the following
properties
χ = 1 on [0, 1] , χ = 0 on [2,+∞), χ′ ≤ 0 on R.
For λ = |z|4 ≫ 1, let
χ1(x) = χ
( |x− z1|
λ
)
, χ2(x) = (1 − χ21(x))
1
2 .
We define εk = ε(·+ zk)χk(·+ zk) for k = 1, 2, so that∫
|∇εk|2 =
∫
|∇ε|2χ2k −
∫
ε2(∆χk)χk,
and thus ∫
|∇ε|2 =
∫
|∇ε1|2 + |∇ε2|2 +O(λ−2‖ε‖2L2). (2.38)
Next, using (2.17),
〈εk, ∂xjQ〉 = σk〈εχk, ∂xjQk〉 = σk〈ε, (χk − 1)∂xjQk〉 = O(e−
|z|
4 ‖ε‖L2),
and
〈εk, Y 〉 = σk〈εχk, Yk〉 = σk〈ε, Yk〉+O(e−
|z|
4 ‖ε‖L2).
Thus, applying (ii) of Lemma 1.7 to εk, one obtains
〈Lεk, εk〉 ≥ c‖εk‖2H1 − C〈ε, Yk〉2 − C(e−
|z|
4 + λ−2)‖ε‖2L2.
Using (2.38), we obtain for z large
〈Lε, ε〉 ≥ c
2
‖ε‖2H1 − C
∑
k=1,2
〈ε, Yk〉2.
The estimate∫ {|∇ε|2 + ε2 + η2 − f ′(R)ε2} ≥ µ‖~ε ‖2H1×L2 − C(a+k )2 − C(a−k )2
then follows from
〈ε, Yk〉 = 〈~ε ,
~Z+k − ~Z−k 〉
ζ+ − ζ− =
a+k − a−k
ζ+ − ζ− .
Using
|F (R + ε)− F (R)− f(R)ε− f ′(R)ε| . |ε|3 + |ε|p+1,
and
∫ |ε|3+ |ε|p+1 . ‖ε‖3H1 +‖ε‖p+1H1 by energy subcriticality of p, for γ and µ small,
we have proved (2.35).
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Proof of (ii). From direct computations and integration by parts, we have
1
2
d
dt
E =
∫
∂tε [−∆ε+ (1− ρµ)ε− f(R+ ε) + f(R)] + (∂tη + µ∂tε)(η + µε)
+
∫ ∑
k=1,2
(z˙k · ∇Qk) [f(R+ ε)− f(R)− f ′(R)ε] = g1 + g2.
Using (2.19), integration by parts and 2α = ρ+ µ, we compute
g1 = −µ
∫ {|∇ε|2 + (1− ρµ)ε2 − ε[f(R+ ε)− f(R)]}− ρ ∫ (η + µε)2
+
∫
Modε
{−∆ε+ (1− ρµ)ε− [f(R+ ε)− f(R)]}
+
∫
(η + µε)[Modη + µModε] +
∫
(η + µε)G
= g1,1 + g1,2 + g1,3 + g1,4.
Note that by 0 < µ < α, one has ρ− µ = 2(α− µ) > 0 and so
g1,1 = −µE − 2µ
∫ [
F (R+ ε)− F (R)− f(R)ε− 12f ′(R)ε2
]
+ µ
∫
ε[f(R+ ε)− f(R)− f ′(R)ε]− (ρ− µ)
∫
(η + µε)2 ≤ −µE + C‖ε‖3H1 ,
where we have estimated, using p > 2, Ho¨lder inequality, the sub-criticality of p
and Sobolev embedding,∫ ∣∣F (R+ ε)− F (R)− f(R)ε− 12f ′(R)ε2∣∣
+
∫
|ε[f(R+ ε)− f(R)− f ′(R)ε]| .
∫
|ε|3|R|p−2 + |ε|p+1 . ‖ε‖3H1 .
Using the Cauchy-Schwarz inequality and (2.20)-(2.21), we also derive the following
estimates
|g1,2| . (|z˙1 − ℓ1|+ |z˙2 − ℓ2|) ‖ε‖H1 . ‖~ε ‖H1×L2
[
‖~ε ‖2H1×L2 +
∑
k=1,2
|ℓk|2
]
,
and (also using the orthogonality conditions (2.17))
|g1,3| =
∣∣∣∣
∫
(η + µε)
( ∑
k=1,2
(ℓk · ∇)(z˙k · ∇)Qk
)∣∣∣∣
. (|ℓ1|+ |ℓ2|)(|z˙1 − ℓ1|+ |z˙2 − ℓ2|+ |ℓ1|+ |ℓ2|)(‖ε‖L2 + ‖η‖L2)
. ‖~ε ‖H1×L2
[
‖~ε ‖2H1×L2 +
∑
k=1,2
|ℓk|2
]
.
Next, from (2.6) and the Cauchy-Schwarz inequality,
|g1,4| . ‖G‖L2(‖ε‖L2 + ‖η‖L2) . q(|z|)‖~ε ‖H1×L2 .
Last, by (2.20), proceeding as before, we see that
|g2| . (|z˙1|+ |z˙2|)‖ε‖2H1 . (|z˙1 − ℓ1|+ |z˙2 − ℓ2|+ |ℓ1|+ |ℓ2|)‖~ε ‖2H1×L2
. ‖~ε ‖2H1×L2
[
‖~ε ‖2H1×L2 +
∑
k=1,2
|ℓk|
]
.
Gathering the above estimates, (2.36) is proved, taking µ small enough. 
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2.4. Trichotomy of evolution. Estimates (2.20), (2.21), (2.22), (2.24) and (2.36)
give basic information on the evolution of the various components of a solution in
the framework of the decomposition introduced in Lemma 2.2.
We introduce notation related to modified parameters that allow us to justify the
following trichotomy in the evolution of the solution.
ODE behavior for |z|: The distance z = z1 − z2 formally satisfies
d
dt
[
1
q(|z|)
]
= −σg0
α
.
Note that for σ = −1, log t is an approximate solution of this ODE. This
justifies the rigidity results in Theorem 1.4. In contrast, when σ = 1, there
are no solution such that |z| → ∞, which explains the non-existence result
in Theorem 1.3.
Exponential growth: The parameters a+k are related to the forward exponential
instability of the solitary wave. They will require a specific approach, in-
volving backward in time arguments. The existence of exactly one direction
of instability for each solitary wave justifies Theorem 1.5.
Damped evolution: The parameters ℓk, a
−
k and the remainder ~ε (without its un-
stable components a+k ) enjoy exponential damping; they will be easily esti-
mated provided that the other parameters are locked, see Proposition 3.1.
First, we set
y = z +
ℓ
2α
, r = |y|. (2.39)
Second, we define
b =
∑
k=1,2
(a+k )
2. (2.40)
Third, we introduce notation for the damped components:
F = E + G, G =
∑
k=1,2
|ℓk|2 + 1
2µ
∑
k=1,2
(a−k )
2, (2.41)
and for all the components of the solution
N =
[
‖~ε ‖2H1×L2 +
∑
k=1,2
|ℓk|2
] 1
2
. (2.42)
Last, we define
M = 1
µ2
(
F − b
2ν+
)
. (2.43)
In the following lemma, we rewrite the estimates of Lemmas 2.2 and 2.4 in terms
of these new parameters.
Lemma 2.6. In the context of Lemma 2.2, the following hold.
(i) Comparison with original variables.∣∣r − |z|∣∣ ≤ |y − z| . N , |g(|z|)− g0q(r)| . q(r)(N + r−1), (2.44)
µN 2 ≤ µ‖~ε ‖2H1×L2 +
∑
k=1,2
|ℓk|2 ≤ F + b
2µ
. N 2. (2.45)
(ii) ODE behavior for the distance. For some K > 0,∣∣∣∣ ddt
[
1
q(r)
]
+
σg0
α
∣∣∣∣ ≤ Kq(r) (N 2 + r−1q(r)) . (2.46)
(iii) Exponential instability.
|b˙− 2ν+b| . N 3 + q(r)N . (2.47)
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(iv) Damped components.
d
dt
F + 2µF . N 3 + q(r)N , d
dt
G + 2µG . N 3 + q(r)N . (2.48)
(v) Liapunov type functional.
d
dt
M≤ −N 2 + C[q(r)]2. (2.49)
(vi) Refined estimates for the distance. Setting
R+ =
1
q(r)
exp (KM) and R− = 1
q(r)
exp (−KM) ,
(K is given in (2.46)), it holds
d
dt
R+ ≤
(
−σg0
α
+ 2Kr−1
)
exp (KM) , (2.50)
d
dt
R− ≥
(
−σg0
α
− 2Kr−1
)
exp (−KM) . (2.51)
Proof. Proof of (2.44). It follows from the triangle inequality that∣∣r − |z|∣∣ ≤ |y − z| ≤ |ℓ|
2α
. N .
The second part of (2.44) then follows from (2.9).
Proof of (2.45). It follows readily from (2.35).
Proof of (2.46). First, from (2.20), (2.22) and (2.44), we note (θ is as in (2.22))
y˙ = z˙ +
ℓ˙
2α
= −σ
α
z
|z|g(|z|) +O(N
2 + e−θ|z|)
= −σg0
α
y
r
q(r) +O(N 2 + r−1q(r)).
(2.52)
Hence,
r˙ =
y˙ · y
r
= −σg0
α
q(r) + O(N 2 + r−1q(r)).
Using also |q′(r) + q(r)| . r−1q(r) (from (1.11)), we find
d
dt
[
1
q(r)
]
= − r˙q
′(r)
[q(r)]2
= −σg0
α
+
1
q(r)
O(N 2 + r−1q(r)).
Proof of (2.47). It follows from (2.24) and |a+k | . ‖~ε ‖H1×L2 ≤ N .
Proof of (2.48). From the expression of F and then (2.36), (2.21) and (2.24)
d
dt
F = d
dt
E + 2
∑
k=1,2
ℓ˙k · ℓk + 1
µ
∑
k=1,2
a˙−k a
−
k
≤ −2µE − 4α
∑
k=1,2
|ℓk|2 + ν
−
µ
∑
k=1,2
(a−k )
2 +O(N 3 + q(r)N ).
Since 0 < µ < α and 0 < µ < |ν−| (see (2.37)) we obtain (2.48) for F . The proof
for G is the same.
Proof of (2.49). First, it follows from combining (2.47) and (2.48) that
µ2
d
dt
M≤ −2µ
(
F + b
2µ
)
+O(N 3 + q(r)N ),
Thus, from (2.45), we observe that
N 2 ≤ 1
µ
(
F + b
2µ
)
≤ −1
2
d
dt
M+O(N 3 + q(r)N ).
and (2.49) follows for N small enough.
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Proof of (2.50)-(2.51). It follows from direct computation and (2.46) and (2.49)
that (for r large enough)
exp (−KM) d
dt
R+ =
d
dt
[
1
q(r)
]
+
K
q(r)
d
dt
M≤ −σg0
α
+ 2Kr−1.
The computation for ddtR
− is similar. 
2.5. Energy of a 2-solitary wave. We observe from the definition and the energy
property (1.3) that a 2-solitary wave u of (1.1) satisfies
lim
t→∞
E(~u(t)) =
∫
|∇Q|2 +Q2 − 2F (Q) = 2E(Q, 0). (2.53)
More precisely, we expand the energy for a solution close to a 2-solitary wave.
Lemma 2.7. In the context of Lemma 2.2, the following holds
E(~u) = 2E(Q, 0)− σc1g0q(r) +O(r−1q(r)) +O(q(r)N ) +O(N 2). (2.54)
Proof. Expanding E(u, ∂tu) using the decomposition (2.16), integration by parts,
the equation −∆Qk +Qk − f(Qk) = 0 and the definition of G in (2.2), we find
2E(u, ∂tu) =
∫
|∂tu|2 + 2E (R, 0)− 2
∫
Gε
+
∫ (|∇ε|2 + ε2 − 2F (R+ ε) + 2F (R) + 2f(R)ε) .
Thus, using (2.6), the subcriticality of p and Sobolev embedding, there hold
2E(u, ∂tu) =
∫
|∂tu|2 + 2E (R, 0) +O
(
q(r)‖~ε ‖H1×L2 + ‖~ε ‖2H1×L2
)
.
Note that ∂tu = η −
∑
k=1,2(ℓk · ∇)Qk implies ‖∂tu‖L2 . N . Next, by direct
computation, −∆Q1 +Q1 − f(Q1) = 0 and then (2.7), (2.9) and (2.4)
E(Q1 +Q2, 0) = 2E(Q, 0) +
∫
(∇Q1 · ∇Q2 +Q1Q2 − f(Q1)Q2 − f(Q2)Q1)
−
∫
(F (R)− F (Q1)− F (Q2)− f(Q1)Q2 − f(Q2)Q1)
= 2E(Q, 0)−
∫
f(Q2)Q1 +O(e
− 5
4
|z|)
= 2E(Q, 0)− σc1g(|z|) +O(|z|−1g(|z|)).
Using (2.44), g(|z|) = g0q(r)+O(r−1q(r))+O(q(r)N ) and the proof is complete. 
As a consequence of (1.3), (2.53) and (2.54), we obtain the following estimate.
Corollary 2.8. Let ~u be a 2-solitary wave solution of (1.1) satisfying the decom-
position of Lemma 2.2 on [t,∞), for some t ∈ R. Then,∫ +∞
t
‖∂tu(s)‖2L2 ds . q(r(t)) +N 2(t). (2.55)
3. Proofs of Theorems 1.3 and 1.4
3.1. General estimates.
Proposition 3.1. There exists C > 0 and δ1 > 0 such that the following hold. For
any 0 < δ < δ1 and any 2-solitary wave ~u of (1.1), there exists Tδ ∈ R such that
~u(t) admits a decomposition as in Lemma 2.2 in a neighborhood of Tδ with
N (Tδ) ≤ δ and q(r(Tδ)) ≤ δ2. (3.1)
Moreover, for any such Tδ, it holds:
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Same sign case: if σ = 1 then there exists T∗ > Tδ such that ~u admits a decom-
position as in Lemma 2.2 on [Tδ, T∗] with
∀t ∈ [Tδ, T∗], N (t) ≤ Cδ and q(r(T∗)) = δ 32 . (3.2)
Opposite sign case: if σ = −1 then ~u admits a decomposition as in Lemma 2.2
for all t ≥ Tδ and satisfies
∀t ∈ [Tδ,∞), N (t) ≤ Cδ and
∣∣∣∣ 1q(r(t)) − g0α t
∣∣∣∣ . t| log δ| + C˜ (3.3)
for some C˜ > 0.
Proof. Let ~u be a 2-solitary wave of (1.1). For δ to be taken small enough, the
existence of Tδ satisfying (3.1) is a consequence of Definition 1.1 and Lemma 2.2.
For a constant C > 1 to be taken large enough, we introduce the following bootstrap
estimate
N ≤ Cδ, q(r) ≤ δ 32 , b ≤ Cδ2. (3.4)
Set
T∗ = sup
{
t ∈ [Tδ,∞) such that (3.4) holds on [Tδ, t]
}
> Tδ.
In the remainder of the proof, the implied constants in . or O do not depend on the
constant C appearing in the bootstrap assumption (3.4). We start by improving
the bootstrap assumption on N and b.
Estimate on N . We now improve the bootstrap assumption (3.4) on N .
From (2.48) and (3.4), it holds on [Tδ, T∗),
d
dt
[
e2µtF] . C3δ3e2µt + Cδ 52 e2µt . δ2e2µt,
for δ > 0 small enough. From (2.45) and (3.1), we have F(Tδ) . δ2. Thus,
integrating the above estimate on [Tδ, t], for any t ∈ [Tδ, T∗), it holds F . δ2. In
particular, by (2.45), we obtain
‖~ε ‖2H1×L2 . F + b . Cδ2. (3.5)
Arguing similarly for the quantity G, we have∑
k=1,2
|ℓk|2 +
∑
k=1,2
(a−k )
2 . G . δ2. (3.6)
Hence we obtain
∀t ∈ [Tδ, T∗), N (t) .
√
Cδ.
For C large enough, this strictly improves the estimate (3.4) of N on [Tδ, T∗).
Estimate on b. We now prove that for C large enough, it holds
∀t ∈ [Tδ, T∗), b(t) ≤ C
2
δ2.
From (2.55) in Corollary 2.8 , we have∫ +∞
Tδ
‖∂tu(s)‖2L2 ds . q(r(Tδ)) +N 2(Tδ) . δ2. (3.7)
By (3.1), we have b(Tδ) . δ
2.
For the sake of contradiction, take C large and assume that there exists t2 ∈ [Tδ, T∗)
such that
b(t2) =
C
2
δ2, b(t) <
C
2
δ2 on [Tδ, t2).
On the one hand, by continuity of b, there exists t1 ∈ [Tδ, t2) such that
b(t1) =
C
4
δ2 and b(t) >
C
4
δ2 on (t1, t2].
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Using (2.47) and (3.4), we have
d
dt
b = 2ν+b+O(C3δ3 + Cδ
5
2 )
which implies (for δ small enough with respect to 1/C)
t2 − t1 = log 2
2ν+
+O(δ
1
2 ), (3.8)
and thus ∫ t2
t1
b & Cδ2. (3.9)
On the other hand, by (2.1), (2.16), ∂tu = η−
∑
k=1,2(ℓk · ∇)Qk and (3.6) we have
‖η‖2L2 . ‖∂tu‖2L2 + δ2 on [Tδ, T∗]. Thus, using (3.7) and (3.8),∫ t2
t1
‖η(t)‖2L2 dt . δ2. (3.10)
By the definition of a±k , one has
a+k = ζ
+〈ε, Yk〉+ 〈η, Yk〉, a−k = ζ−〈ε, Yk〉+ 〈η, Yk〉
and thus
a+k =
ζ+
ζ−
a−k +
ζ− − ζ+
ζ−
〈η, Yk〉.
Combining (3.6), (3.8) and (3.10), we find
∫ t2
t1
b . δ2, a contradiction with (3.9)
for C large enough.
We can now prove the two statements of Proposition 3.1 themselves. First observe
that (3.5) and (3.6) gives on [Tδ, T∗)
exp(±KM) = 1 +O(Cδ2).
Same sign case. We use the quantity R+ defined in Lemma 2.6. From (2.50), for r
large,
d
dt
R+ ≤
(
−g0
α
+ 2Kr−1
)
exp (KM) ≤ − g0
2α
.
Therefore, for all t ∈ [Tδ, T∗], it holds
R+(t) ≤ R+(Tδ)− g0
2α
(t− Tδ).
Assuming T∗ = ∞, R+(t) becomes negative for some time, which is absurd. Since
all the estimates in (3.4) have been strictly improved on [Tδ, T∗] except the one
for q(r), it follows by a continuity argument that q(r(T∗)) = δ
3
2 .
Opposite sign case. Here we use both R+ and R−. First notice that on [Tδ, T∗],
R−(1 +O(Cδ2)) ≤ 1
q(r)
≤ R+(1 +O(Cδ2)). (3.11)
From (2.50),
d
dt
R+ ≤ g0
α
(
1 +
O(K)
| log δ|
)
(1 +O(Cδ2)) ≤ g0
α
(
1 +
O(K)
| log δ|
)
,
for δ > 0 small enough with respect to C. Thus, for any t ∈ [Tδ, T∗), it holds by
integration on [Tδ, t]
R+(t) ≤ R+(Tδ) + g0
α
(
1 +
O(K)
| log δ|
)
(t− Tδ).
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Similarly, we check that
R−(t) ≥ R−(Tδ) + g0
α
(
1− O(K)| log δ|
)
(t− Tδ). (3.13)
Note that (3.1), (3.11) and (3.13) imply that
∀t ∈ [Tδ, T∗), 1
q(r(t))
≥ 1
2
(
δ−2 +
g0
α
(t− Tδ)
)
.
In particular, the estimate on q(r) in (3.4) is strictly improved for δ small enough,
As a consequence T∗ =∞.
Last, we observe that (3.11), (3.12) and (3.13) imply (3.3) where C˜ can be written
in terms of R±(Tδ), Tδ and δ. 
3.2. Proof of Theorem 1.3. Let ~u be a 2-solitary wave of (1.1) with σ1 = σ2.
Let δ > 0 to be fixed later, and let Tδ and T∗ be as Proposition 3.1. Using (2.54)
at t = T∗ and (3.2), we have
E(u(T∗), ∂tu(T∗)) = 2E(Q, 0)− c1g0δ 32 +O(| log δ|−1δ 32 ).
This allows to fix a δ > 0 small enough so that
E(u(T∗), ∂tu(T∗)) < 2E(Q, 0).
This contradicts the fact that the energy is decreasing and converges to 2E(Q, 0)
as t→∞.
3.3. Proof of Theorem 1.4. Let ~u be a 2-solitary wave of (1.1) with σ1 = −σ2.
Proposition 3.2. There exists T > 0 such that the decomposition of ~u satisfies
∀t ≥ T, q(r(t)) . t−1, N (t) . t−1. (3.14)
Proof. Let 0 < δ < δ1 in the framework of Proposition 3.1. From (3.3), there exists
T > 0 large enough such that
∀t ≥ T/2, N (t) ≤ Cδ, q(r(t)) ≤ 2g0
αt
.
In particular, from (2.47) and (2.48)∣∣∣∣ dbdt − 2ν+b
∣∣∣∣ . N 3 + t−1N , ddtF + 2µF . N 3 + t−1N . (3.15)
Our goal is to obtain the decay rate of N . The above bounds are not quite enough
for this, due to the cubic term in N for which we have no decay yet, only smallness.
In order to get around this, we will work on a modification b˜ of b. Recall (2.45):
0 ≤ N 2 . F + b
2µ
.
For 0 < ǫ≪ 1 to be fixed, we observe that
N 3 + t−1N . ǫ2N 2 + ǫ−2t−2 . ǫ2
(
F + b
2µ
)
+ ǫ−2t−2. (3.16)
(Here and below the implied constants do not depend on ε). Set b˜ = b − ǫF and
observe that
b˜ = b− ǫF =
(
1 +
ǫ
2µ
)
b− ǫ
(
F + 1
2µ
b
)
≤
(
1 +
ǫ
2µ
)
b.
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Therefore, using (3.15),
db˜
dt
≥ 2ν+b+ 2ǫµF − Cǫ2
(
F + b
2µ
)
− Cǫ−2t−2
≥ (2ν+ − ǫ)b+ (2ǫµ− Cǫ2)(F + b
2µ
)
− Cǫ−2t−2
≥ ν+b˜− Cǫ−2t−2,
where ǫ > 0 is taken small enough so that
(2ν+ − ǫ)
(
1 +
ǫ
2µ
)−1
≥ ν+, 2ǫµ− Cǫ2 > 0.
This bound is suitable for our purpose. Integrating on [t, τ ] ⊂ [T/2,+∞), we obtain
b˜(t)− e−ν+(τ−t)b˜(τ) . ǫ−2
∫ τ
t
e−ν
+(s−t)s−2 ds . ǫ−2t−2.
Passing to the limit as τ →∞, one obtains for all t ≥ T/2,
b˜(t) . ǫ−2t−2, b(t) ≤ Cǫ−2t−2 + ǫF(t).
Inserting this information into the equations (3.15) of F and b and using (3.16), it
holds
d
dt
(
F + b
2µ
)
≤ −2µF + ν
+
µ
b+ Cǫ2
(
F + b
2µ
)
+ Cǫ−2t−2
≤ −(2µ− Cǫ2)
(
F + b
2µ
)
+
(
1 +
ν+
µ
)
b + Cǫ−2t−2
≤ −µ
(
F + b
2µ
)
+ Cǫ−2t−2,
by possibly choosing a smaller ǫ > 0. Integrating on [T/2, t], we obtain(
F + b
2µ
)
(t)− e−µ(t−T2 )
(
F + b
2µ
)
(T/2) .
∫ t
T
2
e−µ(t−s)s−2 ds
and so
N 2(t) .
(
F + b
2µ
)
(t) . t−2 + δ2eµT/2e−µt
For t ≥ T > 0, the last term is bounded by e−µt/2 . t−2, and this proves (3.14). 
We complete the proof of Theorem 1.4. By (2.16) and (3.14), estimate (1.7) is
proved. Since (3.3) holds for any δ > 0, it means that
lim
t→∞
1
tq(r(t))
=
g0
α
,
and, using the expansion (1.11) of q, this is equivalent to
lim
t→∞
1
t
r(t)
N−1
2 er(t) =
κg0
α
.
This implies
lim
t→∞
{
r(t) −
(
log t− 1
2
(N − 1) log log t+ c0
)}
= 0,
for c0 = log
κg0
α . As N (t) → 0 (due to (3.14)) and in view of (2.44), we obtain
(1.8).
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Finally, we prove (1.9). Let 1 < θ < min(p − 1, 2). We observe from (2.52),
|y − z| . N and (3.14) that
y˙ =
1
α
z
|z|g(|z|) +O(N
2 + e−θ|z|) =
1
α
y
|z|g(|z|) +O(t
−θ).
Set y = rω, where ω ∈ SRN (1). We have y˙ = r˙ω + rω˙, and using ω˙ · ω = 0,
we find the estimate r|ω˙| = O(t−θ). Thus, there exists ω∞ ∈ SRN (1) such that
limt→∞ ω = ω
∞. Since
z
log t
=
y
log t
+O(N ), we have proved lim
t→∞
z(t)
log t
= ω∞.
From (2.20), (2.22) and (3.14), we also observe that
|2z˙1 − z˙|+ |2z˙2 + z˙| . t−θ,
which is sufficient to complete the proof of (1.9).
4. Proof of Theorem 1.5
4.1. Preliminary result. We use the notation from the beginning of Section 2.
We also use the constant
β :=
1
2
√
α2 + ν20
= 〈~Y +, ~Z+〉−1 > 0. (4.1)
Lemma 4.1. For any (z1, z2, ℓ1, ℓ2) ∈ R4N with |z| large enough, there exist linear
maps
B : R2 → R2, Vj : R2 → R2 for j = 1, . . . , N,
smooth in (z1, z2, ℓ1, ℓ2), satisfying
‖B − β Id ‖ . e− 12 |z|, ‖Vj‖ . e− 12 |z|,
and such that the function W (a1, a2) : R
N → R defined by
W (a1, a2) :=
∑
k=1,2
{
Bk(a1, a2)Yk +
N∑
j=1
Vk,j(a1, a2)∂xjQk
}
,
satisfies, for all k = 1, 2, j = 1, . . . , N ,
〈W (a1, a2), ∂xjQk〉 = 0, 〈W (a1, a2), Yk〉 = βak.
In particular, setting
~W (a1, a2) =
(
W (a1, a2)
ν+W (a1, a2)
)
it holds 〈 ~W (a1, a2), ~Z+k 〉 = ak.
Proof. Define
W (a1, a2) =
∑
k=1,2
{
bkYk +
N∑
j=1
vk,j∂xjQk
}
,
our goal is to solve for bk, vk,j in function of a1, a2. Using the relations 〈Y1, ∂xjQ1〉 =
0, 〈∂xj′Q1, ∂xjQ1〉 = 0 for j 6= j′, and the estimate 〈∂xj′Q2, ∂xjQ1〉 = O(e−
1
2
|z|)
for any j, j′ (see (2.3)), we observe that the condition 〈W (a1, a2), ∂xjQ1〉 = 0 is
equivalent to a linear relation between the coefficients in the definition ofW (a1, a2)
of the form
‖∂xjQ‖2L2v1,j = O(e−
1
2
|z|)b2 +
N∑
j′=1
O(e−
1
2
|z|)v2,j′ .
Similarly, the condition 〈W (a1, a2), ∂xjQ2〉 = 0 is equivalent to
‖∂xjQ‖2L2v2,j = O(e−
1
2
|z|)b1 +
N∑
j′=1
O(e−
1
2
|z|)v1,j′ .
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Moreover, since 〈Y, Y 〉 = 1 (see Lemma 1.7) and 〈Y1, Y2〉 = O(e− 12 |z|), the condi-
tions 〈W (a1, a2), Yk〉 = βak write
b1 = βa1 +O
{(
|b2|+
N∑
j′=1
|v2,j′ |
)
e−
1
2
|z|
}
,
b2 = βa2 +O
{(
|b1|+
N∑
j′=1
|v1,j′ |
)
e−
1
2
|z|
}
.
The existence and desired properties of bk and vk,j for k = 1, 2 and j = 1, . . . , N
thus follow from inverting a linear system for |z| large enough. 
4.2. Construction of a family of 2-solitary waves.
Proposition 4.2. Assume σ = −1. For δ > 0 small enough, for any

(z1(0), z2(0)) ∈ R2N with |z1(0)− z2(0)| > 5| log δ|,
(ℓ1(0), ℓ2(0)) ∈ BR2N (δ),
~ε⊥(0) ∈ BH1×L2(δ) with (2.17) and 〈~ε⊥(0), ~Z+k (0)〉 = 0 for k = 1, 2,
(4.2)
there exists (a+1 (0), a
+
2 (0)) ∈ B¯R2(δ
5
4 ) such that the solution ~u of (1.1) with the
initial data
~u(0) = ~Q1(0) + ~Q2(0) + ~W (a
+
1 (0), a
+
2 (0)) + ~ε⊥(0)
is a 2-solitary wave.
Proof. Decomposition. For any t ≥ 0 such that the solution ~u(t) satisfies (2.15), we
decompose it according to Lemma 2.2. Note that by the properties of the function
W in Lemma 4.1 and the orthogonality properties (2.17) of ~ε⊥(0) assumed in (4.2),
the initial data ~u(0) is modulated, in the sense that (z1(0), z2(0), ℓ1(0), ℓ2(0)) and
~ε (0) = ~W (a+1 (0), a
+
2 (0)) + ~ε⊥(0),
are the parameters of the decomposition of ~u(0). In particular, it holds from (4.2)
N (0) . δ, q(r(0)) . δ2. (4.3)
Moreover, by Lemma 4.1, for k = 1, 2,
〈~ε (0), ~Z+k (0)〉 = 〈 ~W (a+1 (0), a+2 (0)), Z+k 〉 = a+k (0),
which is consistent with the definition of a+k in (v) of Lemma 2.2.
Bootstrap estimates. We introduce the following bootstrap estimates
N ≤ δ 34 , q(r) ≤ δ 32 , b ≤ δ 52 . (4.4)
We set
T∗ = sup {t ∈ [0,∞) such that (4.4) holds on [0, t]} ≥ 0.
Estimates on the damped components. The estimate on N is strictly improved on
[0, T∗] as in the proof of Proposition 3.1. In particular, N . δ on [0, T∗].
Estimate on the distance. Note that r(t) & log δ and thus, from (2.50),
dR−
dt
≥ g0
α
(
1− C| log δ|
)
(1 − Cδ2) ≥ g0
2α
.
Thus, by integration on [0, t], for any t ∈ [0, T∗], it holds R−(t) ≥ R−(0) + g0t2α .
Using (3.11) and next (4.3), we obtain
1
q(r(t))
≥
(
1− Cδ2
q(r(0))
+
g0t
2α
)(
1− Cδ2) & δ−2.
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This strictly improves the estimate of q(r) in (3.4).
Transversality condition. From (2.47) and N . δ, we observe that for any time
t ∈ [0, T∗] where it holds b(t) = δ 52 , we have
d
dt
b(t) ≥ 2ν+b(t)− Cδ3 ≥ 2ν+δ 52 − Cδ3 ≥ ν+δ 52 > 0,
for δ > 0 small enough. This transversality condition is enough to justify the
existence of at least a couple (a+1 (0), a
+
2 (0)) ∈ B¯R2(δ
5
4 ) such that T∗ =∞.
Indeed, for the sake of contradiction assume that for all (a+1 (0), a
+
2 (0)) ∈ B¯R2(δ
5
4 ),
it holds T∗ <∞. Then, a contradiction follows from the following observations (see
for instance more details in [6] or in [7, Section 3.1]).
Continuity of T∗: the above transversality condition proves that the map
(a+1 (0), a
+
2 (0)) ∈ B¯R2(δ
5
4 ) 7→ T∗ ∈ [0,+∞)
is continuous and that T∗ = 0 when (a
+
1 (0), a
+
2 (0)) ∈ SR2(δ
5
4 ).
Construction of a retraction: As a consequence, the map
(a+1 (0), a
+
2 (0)) ∈ B¯R2(δ
5
4 ) 7→ (a+1 (T∗), a+2 (T∗)) ∈ SR2(δ
5
4 )
is continuous and its restriction to the sphere SR2(δ 54 ) is the identity.
This is a contradiction with the no retraction theorem for continuous maps from
the ball to the sphere. 
Remark 4.3. The use of initial data similar to the ones in Proposition 4.2 allows
to correct a flaw in the articles [6, 7, 21] dealing with the construction of multi-
solitons in several contexts. For example, in [7], the initial data U0 chosen page 18 is
not exactly modulated, and this is why Lemma 6 provides the modulation keeping
track of the free parameters necessary for the topological argument. However, this
modulation involves a translation parameter denoted by y˜ in [7] (similar to (z1, z2)
in the present paper) on which the topological argument finally depends. To close
the choice of the free parameters for initial data as chosen in [7], an extra argument
would be needed (like a fixed point result). It is simpler though to define an initial
data already modulated as in Proposition 4.2, or in [14, Lemma 3.1].
4.3. Lipschitz estimate and uniqueness. The heart of Theorem 1.5 is the fol-
lowing proposition.
Proposition 4.4. For δ > 0 small enough, let (z1(0), z2(0), ℓ1(0), ℓ2(0), ~ε⊥(0))
and (z˜1(0), z˜2(0), ℓ˜1(0), ℓ˜2(0), ~˜ε⊥(0)) be as in (4.2), and let (a
+
1 (0), a
+
2 (0)) ∈ BR2(δ),
(a˜+1 (0), a˜
+
2 (0)) ∈ BR2(δ) be such that the solutions ~u(t) and ~˜u(t) of (1.1) with initial
data
~u(0) = ~Q1(0) + ~Q2(0) + ~W (a
+
1 (0), a
+
2 (0)) + ~ε⊥(0),
~˜u(0) = ~˜Q1(0) +
~˜Q2(0) + ~W (a˜
+
1 (0), a˜
+
2 (0)) + ~˜ε⊥(0),
are 2-solitary waves. Then it holds∑
k=1,2
|a+k (0)− a˜+k (0)|
. δ
1
4
(
‖~ε⊥(0)− ~˜ε⊥(0)‖H1×L2 +
∑
k=1,2
{
|zk(0)− z˜k(0)|+ |ℓk(0)− ℓ˜k(0)|
})
.
Proof. We will split the proof in several steps. For δ > 0 small enough, from
Proposition 3.1 and the assumption on their initial data ~u(0), ~˜u(0), the 2-solitary
waves ~u and ~˜u decompose for any t ≥ 0 as in Lemma 2.2 ~u = ~Q1 + ~Q2 + ~ε ,
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~˜u = ~˜Q1 +
~˜Q2 + ~˜ε and the parameters of their decompositions (zk, ℓk,N )k=1,2 and
(z˜k, ℓ˜k, N˜ )k=1,2 respectively satisfy (3.3) for all t ≥ 0. Denote
zˇk = zk − z˜k, ℓˇk = ℓk − ℓ˜k, Qˇk = Qk − Q˜k, εˇ = ε− ε˜, ηˇ = η − η˜, (4.5)
Nˇ =
[
‖~ˇε‖2H1×L2 +
∑
k=1,2
|zˇk|2 +
∑
k=1,2
|ℓˇk|2
] 1
2
. (4.6)
(Notice the extra term in Nˇ ).
If
∑
k=1,2 |zˇk(0)| > δ
3
4 , since (a+1 (0), a
+
2 (0)), (a˜
+
1 (0), a˜
+
2 (0)) ∈ B¯R2(δ), the desired
estimate is satisfied. Thus, we assume now
∑
k=1,2 |zˇk(0)| ≤ δ
3
4 , and we work only
for time t such that
∑
k=1,2 |zˇk(t)| is small (see (4.20)).
Equation of ~ˇε. By direct computation from (2.19) for ~ε and ~˜ε, we have{
∂tεˇ = ηˇ +Modεˇ,1 +Modεˇ,2
∂tηˇ = ∆εˇ− εˇ+ f ′(R)εˇ− 2αηˇ +Modηˇ,1 +Modηˇ,2 + Gˇ
(4.7)
where
Modεˇ,1 =
∑
k=1,2
(
˙ˇzk − ℓˇk
) · ∇Qk, Modεˇ,2 = ∑
k=1,2
(
˙˜zk − ℓ˜k
)
· ∇Qˇk,
Modηˇ,1 =
∑
k=1,2
(
˙ˇℓk + 2αℓˇk
)
· ∇Qk
−
∑
k=1,2
(ℓˇk · ∇)(z˙k · ∇)Qk −
∑
k=1,2
(ℓ˜k · ∇)( ˙ˇzk · ∇)Qk,
Modηˇ,2 =
∑
k=1,2
(
˙˜
ℓk + 2αℓ˜k
)
· ∇Qˇk −
∑
k=1,2
(ℓ˜k · ∇)( ˙˜zk · ∇)Qˇk
and
Gˇ =
[
f(R+ ε)− f(R)− f ′(R)ε]− [f(R˜+ ε˜)− f(R˜)− f ′(R)ε˜]+G− G˜.
Step 1. We claim the following estimate on the nonlinear term Gˇ.
Lemma 4.5.
‖Gˇ‖L2 . Nˇ (N + N˜ + e− 12 |z|). (4.8)
Proof. We will in fact derive pointwise bounds. We decompose Gˇ =
∑5
j=1 Gˇj where
Gˇ1 = [f
′(R)− f ′(R˜)]ε˜,
Gˇ2 = [f(R+ ε)− f(R)− f ′(R)ε]− [f(R+ ε˜)− f(R)− f ′(R)ε˜],
Gˇ3 = [f(R+ ε˜)− f(R)− f ′(R)ε˜]− [f(R˜+ ε˜)− f(R˜)− f ′(R˜)ε˜],
Gˇ4 = [f(Q1 +Q2)− f(Q2)]− [f(Q1 + Q˜2)− f(Q˜2)],
Gˇ5 = [f(Q1 + Q˜2)− f(Q1)]− [f(Q˜1 + Q˜2)− f(Q˜1)].
For Gˇ1, using |f ′(R)− f ′(R˜)| .
(|Q1|p−1 + |Q2|p−1)∑k=1,2 |zˇk|, we have
|Gˇ1| . |ε˜|
(|Q1|p−1 + |Q2|p−1) ∑
k=1,2
|zˇk|.
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For Gˇ2, by Taylor formular, we have
Gˇ2 = f(R+ ε˜+ εˇ)− f(R+ ε˜)− f ′(R)εˇ
= εˇ
∫ 1
0
f ′(R+ ε˜+ θεˇ)− f ′(R) dθ = εˇ
∫ 1
0
(ε˜+ θεˇ)
∫ 1
0
f ′′(R+ ρ(ε˜+ θεˇ)) dρ dθ
= εˇ
∫ 1
0
∫ 1
0
(θε+ (1− θ)ε˜)f ′′(R+ ρ(ε˜+ θεˇ)) dρ dθ.
As |f ′′(x+ y)| = p(p− 1)|x+ y|p−2 . |x|p−2 + |y|p−2, we get
|Gˇ2| . |εˇ|(|ε|+ |ε˜|)
(|R|p−2 + |ε˜|p−2 + |ε|p−2) .
For Gˇ3: by Taylor formula,∣∣[f(R+ ε˜)− f(R)]− [f(R˜+ ε˜)− f(R˜)]∣∣ = ∣∣∣ε˜ ∫ 1
0
[f ′(R+ θε˜)− f ′(R˜+ θε˜)] dθ
∣∣∣
. (|zˇ1|+ |zˇ2|)|ε˜|
(|R|p−2 + |R˜|p−2 + |ε˜|p−2),
and ∣∣[f ′(R)− f ′(R˜)]ε˜∣∣ . (|zˇ1|+ |zˇ2|)|ε˜|(|R|p−2 + |R˜|p−2).
It follows that
|Gˇ3| . (|zˇ1|+ |zˇ2|)|ε˜|
(|R|p−2 + |R˜|p−2 + |ε˜|p−2).
For Gˇ4: Taylor formula gives similarly
|Gˇ4| =
∣∣∣∣Q1
∫ 1
0
[
f ′(Q2 + θQ1)− f ′(Q˜2 + θQ1)
]
dθ
∣∣∣∣
. |Q1||Q2 − Q˜2|
(|Q1|p−2 + |Q2|p−2) . |zˇ2| (|Q1|p−1|Q2|+ |Q1||Q2|p−1) .
For Gˇ5, a similar argument yields
|Gˇ5| . |zˇ1|(|Q1|p−1|Q2|+ |Q1||Q2|p−1).
Estimate (4.8) then follows from (2.6) and Sobolev embeddings. 
Step 2. Equations for the parameters.
Lemma 4.6.
(i) Equations of the geometric parameters. For k = 1, 2,
| ˙ˇzk − ℓˇk| . Nˇ (N + N˜ ), (4.9)
| ˙ˇℓk + 2αℓˇk| . Nˇ (N + N˜ + e− 12 |z|). (4.10)
(ii) Equations of the exponential directions. Let aˇ±k = 〈~ˇε, ~Z±k 〉. Then,∣∣∣∣ ddt aˇ±k − ν±aˇ±k
∣∣∣∣ . Nˇ (N + N˜ + e− 12 |z|). (4.11)
Proof. (i) From the orthogonality conditions in (2.17), we derive the following re-
lations: for all k = 1, 2 and j = 1, . . . , N ,
〈εˇ, ∂xjQk〉+ 〈ε˜, ∂xj Qˇk〉 = 〈ηˇ, ∂xjQk〉+ 〈η˜, ∂xjQˇk〉 = 0. (4.12)
We derive the equations of zˇk and ℓˇk from these relations.
First, from (4.12) for εˇ with k = 1 and j = 1, . . . , N ,
0 =
d
dt
(〈εˇ, ∂xjQ1〉+ 〈ε˜, ∂xj Qˇ1〉)
= 〈∂tεˇ, ∂xjQ1〉+ 〈εˇ, ∂t∂xjQ1〉+ 〈∂tε˜, ∂xj Qˇ1〉+ 〈ε˜, ∂t∂xjQˇ1〉.
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Thus, using (4.7) for ∂tεˇ and (2.19) for ∂tε˜,
0 = 〈ηˇ, ∂xjQ1〉+ ( ˙ˇz1,j − ℓˇ1,j)‖∂xjQ1‖2L2 + 〈( ˙ˇz2 − ℓˇ2) · ∇Q2, ∂xjQ1〉
+
∑
k=1,2
〈( ˙˜zk − ℓ˜k) · ∇Qˇk, ∂xjQ1〉 − 〈εˇ, (z˙1 · ∇) ∂xjQ1〉
+ 〈η˜, ∂xj Qˇ1〉+
∑
k=1,2
〈( ˙˜zk − ℓ˜k) · ∇Q˜k, ∂xj Qˇ1〉
− 〈ε˜, ( ˙ˇz1 · ∇)∂xjQ1〉 − 〈ε˜, ( ˙˜z1 · ∇)∂xj Qˇ1〉.
Using (2.3), (2.20), (4.12) and the estimates
|〈∂xj′ Qˇ1, ∂xjQ1〉|+ |〈∂xj′ Qˇ2, ∂xjQ1〉|+ |〈∂xj′Q2, ∂xjQˇ1〉| . |zˇ1|+ |zˇ2|,
it follows that
| ˙ˇz1,j − ℓˇ1,j| . e− 12 |z|| ˙ˇz2 − ℓˇ2|+ (|zˇ1|+ |zˇ2|)N˜ 2 + (|ℓ1|+N 2)Nˇ
+ N˜ (|ℓˇ1|+ | ˙ˇz1 − ℓˇ1|) + N˜ |zˇ1|(N 2 + |ℓ1|).
By symmetry, an analogous estimate holds for | ˙ˇz2,j − ℓˇ2,j|. Summing up both gives
(4.9).
Second, using (4.12) for ηˇ with k = 1 and j = 1, . . . , N , we have
0 =
d
dt
(〈ηˇ, ∂xjQ1〉+ 〈η˜, ∂xj Qˇ1〉)
= 〈∂tηˇ, ∂xjQ1〉+ 〈ηˇ, ∂t∂xjQ1〉+ 〈∂tη˜, ∂xj Qˇ1〉+ 〈η˜, ∂t∂xjQˇ1〉.
Using (4.7), one has
〈∂tηˇ, ∂xjQ1〉
= 〈∆εˇ− εˇ+ f ′(Q1)εˇ, ∂xjQ1〉 − 2α〈ηˇ, ∂xjQ1〉
+ 〈[f ′(R)− f ′(Q1)]εˇ, ∂xjQ1〉+ 〈Gˇ, ∂xjQ1〉
+ ( ˙ˇℓ1,j + 2αℓˇ1,j)‖∂xjQ1‖2L2 + 〈( ˙ˇℓ2 + 2αℓˇ2) · ∇Q2, ∂xjQ1〉
−
∑
k=1,2
〈(ℓˇk · ∇)(z˙k · ∇)Qk, ∂xjQ1〉 −
∑
k=1,2
〈(ℓ˜k · ∇)( ˙ˇzk · ∇)Qk, ∂xjQ1〉
+
∑
k=1,2
〈( ˙˜ℓk + 2αℓ˜k) · ∇Qˇk, ∂xjQ1〉 −
∑
k=1,2
〈(ℓ˜k · ∇)( ˙˜zk · ∇)Qˇk, ∂xjQ1〉.
Next,
〈ηˇ, ∂t∂xjQ1〉 = −〈ηˇ, (z˙1 · ∇)∂xjQ1〉
= −〈ηˇ, ((z˙1 − ℓ1) · ∇)∂xjQ1〉 − 〈ηˇ, (ℓ1 · ∇)∂xjQ1〉 = O(NˇN ).
Then, using (2.19),
〈∂tη˜, ∂xj Qˇ1〉 = 〈∆ε˜− ε˜+ f ′(Q˜1)ε˜, ∂xjQˇ1〉 − 2α〈η˜, ∂xjQˇ1〉
+ 〈f(R˜+ ε˜)− f(R˜)− f ′(Q˜1)ε˜, ∂xj Qˇ1〉
+
∑
k=1,2
〈( ˙˜ℓk + 2αℓ˜k) · ∇Q˜k, ∂xj Qˇ1〉
−
∑
k=1,2
〈(ℓ˜k · ∇)( ˙˜zk · ∇)Q˜k, ∂xj Qˇ1〉+ 〈G˜, ∂xj Qˇ1〉.
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Last,
〈η˜, ∂t∂xj Qˇ1〉 = −〈η˜, ( ˙ˇz1 · ∇)∂xjQ1〉 − 〈η˜, ( ˙˜z1 · ∇)∂xj Qˇ1〉
= −〈η˜, ( ˙ˇz1 − ℓˇ1) · ∇)∂xjQ1〉 − 〈η˜, ℓˇ1 · ∇)∂xjQ1〉
− 〈η˜, (( ˙˜z1 − ℓ˜1) · ∇)∂xj Qˇ1〉 − 〈ηˇ, ℓ˜1 · ∇)∂xjQ1〉
= O(N˜ | ˙ˇz1 − ℓˇ1|) +O(Nˇ N˜ ).
By (4.8), we have |〈Gˇ,∇Qk〉| . Nˇ
(N + N˜ + e− 12 |z|).
Combining these estimates with ∆∂xjQ1 − ∂xjQ1 + f ′(Q1)∂xjQ1 = 0, (4.12) for ηˇ,
we obtain
| ˙ˇℓ1,j + 2αℓˇ1,j| .
(
Nˇ +
∑
k=1,2
{
| ˙ˇzk − ℓˇk|+ | ˙ˇℓk + 2αℓˇk|
})(N˜ +N + e− 12 |z|).
We argue similarly to obtain the same bound on | ˙ˇℓ2,j + 2αℓˇ2,j|. Summing up and
using (4.9), we obtain (4.10).
(ii) The proof of (4.11) is similar. See also the proof of (v) in Lemma 2.2. 
Step 3. Energy estimates. For µ > 0 small to be chosen, denote ρ = 2α− µ, and
consider the following energy functional
Eˇ =
∫ {|∇εˇ|2 + (1− ρµ)εˇ2 + (ηˇ + µεˇ)2 − f ′(R)εˇ2}. (4.13)
Lemma 4.7. There exists µ > 0 such that the following hold.
(i) Coercivity and bound.
2µ‖~ˇε ‖2H1×L2 −
1
2µ
[
N˜ 2Nˇ 2 +
∑
k=1,2
(
(aˇ+k )
2 + (aˇ−k )
2
) ] ≤ Eˇ ≤ 1
µ
‖~ˇε ‖2H1×L2 . (4.14)
(ii) Time variation.
d
dt
Eˇ ≤ −2µEˇ + 1
µ
Nˇ 2(N + N˜ + e− 12 |z|).
Proof. (i) The upper bound in (4.14) is clear. Next, adapting the proof of (i) of
Lemma 2.4, one checks
Eˇ ≥ 2µ‖~ˇε‖2H1×L2 −
1
2µ
[∑
k,j
|〈εˇ, ∂xjQk〉|2 +
∑
k=1,2
(
(aˇ+k )
2 + (aˇ−k )
2
) ]
.
The estimate |〈εˇ, ∂xjQk〉| = |〈ε˜, ∂xj Qˇk〉| . N˜ Nˇ from (4.12) then implies the lower
bound in (4.14).
(ii) We follow the computation of the proof of (ii) of Lemma 2.4. First,
1
2
d
dt
Eˇ =
∫
∂tεˇ [−∆εˇ+ (1− ρµ)εˇ− f ′(R)εˇ] + (∂tηˇ + µ∂tεˇ) (ηˇ + µεˇ)
+
∫ ∑
k=1,2
(z˙k · ∇Qk)f ′′(R)εˇ2 = g1 + g2.
Second, using (4.7) and integration by parts,
g1 = −µ
∫ [|∇εˇ|2 + (1− ρµ)εˇ2 − f ′(R)εˇ2]− ρ ∫ (ηˇ + µεˇ)2
+
∑
k=1,2
∫
εˇ [−∆Modεˇ,k + (1− ρµ)Modεˇ,k − f ′(R)Modεˇ,k]
+
∑
k=1,2
∫
(ηˇ + µεˇ) [Modηˇ,k + µModεˇ,k] +
∫
(ηˇ + µεˇ)Gˇ.
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The first line in the expression of g1 above is less than −µEˇ (taking µ ≤ ρ). Next,
using (2.20), (2.21), (4.8), (4.9) and (4.10), we check that the remaining terms in
g1 and g2 are estimated by Nˇ 2(N + N˜ + e− 12 |z|). 
Define
yˇk = zˇk +
ℓˇk
2α
, Fˇ = Eˇ +
∑
k=1,2
|ℓˇk|2 + 1
2µ
∑
k=1,2
(aˇ−k )
2, bˇ =
∑
k=1,2
(aˇ+k )
2. (4.15)
Lemma 4.8. For µ > 0 defined in Lemma 4.7, it holds.
(i) Comparison.
µNˇ 2 ≤ µ‖~ˇε ‖H1×L2 +
∑
k=1,2
|ℓˇk|2 +
∑
k=1,2
|zˇk|2 ≤ Fˇ + bˇ
2µ
+
∑
k=1,2
|zˇk|2 . Nˇ 2. (4.16)
(ii) Positions. ∣∣∣∣ ddt yˇk
∣∣∣∣ . Nˇ (N + N˜ + e− 12 |z|) . δNˇ . (4.17)
(iii) Damped components.
d
dt
Fˇ + 2µFˇ . Nˇ 2(N + N˜ + e− 12 |z|) . δNˇ 2. (4.18)
Proof. (i) follows from (4.14) (see also the proof of (2.45) in Lemma 2.6, (i)).
(ii) Estimate (4.17) follows from (4.9) and (4.10).
(iii) is a consequence of Lemmas 4.6 and 4.7 (see also Lemma 2.6), (iv)). 
Step 4. For the sake of contradiction, assume
δ
1
2 Nˇ 2(0) < bˇ(0). (4.19)
We introduce the following bootstrap estimate
δ
3
4 Nˇ 2 < bˇ (4.20)
and we define
T∗ = sup {t > 0 such that (4.20) holds on [0, t]} > 0.
By (4.11) and then (4.20), there holds on [0, T∗]
d
dt
bˇ ≥ 2ν+bˇ− CδNˇ
√
b ≥ ν+bˇ. (4.21)
In particular, bˇ is positive, increasing on [0, T∗) and
∀t ∈ [0, T∗), b(t) ≥ eν+tbˇ(0). (4.22)
By (4.18) and next (4.20),
d
dt
[e2µtFˇ ] . e2µtδNˇ 2 . e2µtδ 14 bˇ.
Integrating on [0, t], for any t ∈ [0, T∗) and using that bˇ is increasing, we obtain
Fˇ(t) . e−2µtFˇ(0) + δ 14 bˇ(t),
and thus using (4.19),
δ
3
4 Fˇ(t) . δ 34 Fˇ(0) + δbˇ(t) . δ 14 (bˇ(0) + bˇ(t)) . δ 14 bˇ(t).
Using similar argument, we check that
δ
3
4
∣∣ℓk(t)∣∣2 . δ 14 bˇ(t) for k = 1, 2. (4.23)
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From (4.17), next (4.20) and then (4.21),∣∣∣∣ ddt |yˇk|2
∣∣∣∣ . δNˇ 2 . δ 14 bˇ . δ 14 ddt bˇ.
Integrating on [0, t], for any t ∈ [0, T∗),
|yˇk(t)|2 . |yˇk(0)|2 + δ 14 bˇ(t).
Thus, using (4.19) and (4.23),
δ
3
4 |zˇk(t)|2 . δ 34 |yˇk(t)|2 + δ 34 |ℓˇk(t)|2 . δ 14 bˇ(t).
Using (4.16), we obtain
δ3/4Nˇ 2 . δ1/4bˇ
on [0, T∗), and so we have strictly improved estimate (4.20) for δ small enough.
By a continuity argument it follows that T∗ = +∞. This is contradictory since the
exponential growth (4.22) would lead to unbounded bˇ.
In conclusion, we have just proved that bˇ(0) ≤ δ 12 Nˇ 2(0). Observing
|a+k (0)− a˜+k (0)| . |aˇ+k (0)|+ |〈~˜ε(0), (~Z+k (0)− ~˜Z+k (0)〉| . δ
1
4 Nˇ (0),
the proof of Proposition 4.4 is complete. 
4.4. Modulation at initial time. We introduce some notation related to initial
data as written in the statement of Theorem 1.5
Ω = (L, ~φ ), ‖Ω‖ = |L|+ ‖~φ ‖H1×L2 , h = (h1, h2),
and as written in Propositions 4.2 and 4.4
Γ = (z1, z2, ℓ1, ℓ2, ~ε⊥), ‖Γ‖ = |(z1, z2)|+ |(ℓ1, ℓ2)|+ ‖~ε⊥‖H1×L2 , a+ = (a+1 , a+2 ).
For δ > 0, we denote by V⊥δ the set of Ω = (L, ~φ ) satisfying{
L ∈ RN with |L| > 10| log δ|,
~φ ∈ BH1×L2(δ) with 〈~φ , ~Z+(· ± L2 )〉 = 0,
and by W⊥δ the set of Γ = (z1, z2, ℓ1, ℓ2, ~ε⊥) satisfying

(z1, z2) ∈ R2N with |z1 − z2| > 5| log δ|,
(ℓ1, ℓ2) ∈ BR2N (δ),
~ε⊥ ∈ BH1×L2(δ) with (2.17) and 〈~ε⊥, ~Z+k 〉 = 0 for k = 1, 2.
In the statement of Theorem 1.5, we do not require the orthogonality conditions
〈~φ , ~Z+(·± L2 )〉 = 0 as in the definition of the set V⊥δ . Those conditions are obtained
by adjusting (h1, h2) in a second step, see the proof of Theorem 1.5. We start with
constructing the “manifold” for data in V⊥δ , which somehow corresponds to the
tangent space and where the discrepancy is superlinear in δ.
Lemma 4.9. Assume σ1 = 1 and σ2 = −1. There exists C > 0 such that for
all δ > 0 small enough, and for any (Ω, h) ∈ V⊥δ × BR2(δ), there exist unique
Γ[Ω, h] ∈ W⊥Cδ and a+[Ω, h] ∈ BR2(Cδ) such that
( ~Q+ h1~Y
+)(· − L2 )− ( ~Q + h2~Y +)(·+ L2 ) + ~φ = ~Q1 + ~Q2 + ~W (a+) + ~ε⊥, (4.24)
|βa+ − h| . δ2. (4.25)
Moreover, for any (Ω, h), (Ω˜, h˜) ∈ V⊥δ × BR2(δ), with |L− L˜| < δ, it holds
‖Γ[Ω, h]− Γ[Ω˜, h˜]‖ . ‖Ω− Ω˜‖+ |h− h˜|, (4.26)
|(βa+[Ω, h]− h)− (βa+[Ω˜, h˜]− h˜)| . δ(‖Ω− Ω˜‖+ |h− h˜|). (4.27)
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Proof. First, (i) of Lemma 2.2 implies the existence of z1, z2, ℓ1, ℓ2, ~ε such that
( ~Q+ h1~Y
+)(· − L2 )− ( ~Q+ h2~Y +)(·+ L2 ) + ~φ = ~Q1 + ~Q2 + ~ε (4.28)
where
‖~ε ‖H1×L2 +
∑
k=1,2
|ℓk|+ e−2|z1−z2| . δ
and ~ε satisfies the orthogonality relations (2.17). Using (2.27) and projecting (4.28)
on ∂xjQk for k = 1, 2, we find
|z1 − L2 |+ |z2 + L2 | . δ.
Hence |z| ≥ L− 2δ 12 ≥ 5| log δ| for δ > 0 small enough.
Moreover, (2.29) and (2.31) provide the Lipschitz estimates∑
k=1,2
{|zk − z˜k|+ |ℓk − ℓ˜k|}+ ‖~ε − ~˜ε ‖H1×L2 . ‖Ω− Ω˜‖+ |h− h˜|. (4.29)
Second, define
a+k = 〈~ε , ~Z+k 〉 and ~ε⊥ = ~ε − ~W (a+1 , a+2 ) = ~ε − ~W (a+),
so that ~ε⊥ satisfies 〈~ε⊥, ~Z+k 〉 = 0 for k = 1, 2. Using the definition of ~ε⊥ and (4.29),
we obtain∑
k=1,2
{|zk − z˜k|+ |ℓk − ℓ˜k|}+ ‖~ε⊥ − ~˜ε⊥ ‖H1×L2
.
∑
k=1,2
{|zk − z˜k|+ |ℓk − ℓ˜k|}+ ‖~ε − ~˜ε ‖H1×L2 . ‖Ω− Ω˜‖+ |h− h˜|,
which is (4.26). Let us now project (4.28) on ~Z+1 . Using the expansion
Q(· − L2 )−Q1 = (z1 − L2 ) · ∇Q(· − L2 ) +OL2(δ2),
the fact that 〈∂xjQ, Y 〉 = 0 for all j = 1, . . . , N , we get
|〈 ~Q(· − L2 )− ~Q1, ~Z+1 〉| . δ2.
Similarly,
|〈 ~Q(·+ L2 )− ~Q2, ~Z+1 〉| = 〈(z2+ L2 ) ·∇Q(·+ L2 ), ~Z+1 〉+O(δ2) . δe−
1
2
|z|+O(δ2) . δ2.
Using the assumption 〈~φ , ~Z+(· ± L2 )〉 = 0, we infer∣∣∣a+1 − h1〈~Y +, ~Z+〉∣∣∣ . δ2.
One can argue in the same way upon projecting (4.28) on ~Z+2 , and so derive (4.25).
It remains to prove (4.27). From (4.26), we have∑
k=1,2
|a+k − a˜+k |+ ‖~ε⊥ − ~˜ε⊥ ‖H1×L2 . ‖Ω− Ω˜‖+ |h− h˜|.
Using (2.27)-(2.28), observe as above that the following relation holds:[− Lˇ2 · (∇ ~Q+ h1∇~Y +) + hˇ1~Y +](· − L˜2 ) + [ Lˇ2 · (∇ ~Q+ h2∇~Y +)− hˇ2~Y +](·+ L˜2 )
=
(
zˇ1·∇
−(zˇ1·∇)(ℓ1·∇)+(ℓˇ1·∇)
)
Q(x− z1)−
(
zˇ2·∇
−(zˇ2·∇)(ℓ2·∇)+(ℓˇ2·∇)
)
Q(x− z2)
+ ~W (aˇ+)− ~ˇW (a˜+) + ~ˇε⊥ − ~ˇφ+OL2(|Lˇ|2 + |hˇ|2 + |(zˇ1, zˇ2)|2).
Note that we use the notation from (4.5) and
Wˇ (a) :=
∑
k=1,2
{
Bk(a)Yˇk +
N∑
j=1
Vk,j(a)∂xj Qˇk
}
, ~ˇW (a) :=
(
Wˇ (a)
νWˇ (a)
)
.
32 R. COˆTE, Y. MARTEL, X. YUAN, AND L. ZHAO
Projecting this relation on ~Z+k , using the orthogonality relations on ~ε⊥,
~˜ε⊥, ~φ,
~˜
φ
and the same argument as in the proof of (4.25), we find
|β(a+k − a˜+k )− (hk − h˜k)| . δ
(
‖Ω− Ω˜‖+ |h− h˜|
)
for k = 1, 2,
which completes the proof of the lemma. 
4.5. End of the proof of Theorem 1.5. We first classify 2-solitary wave whose
initial data is chosen so that Ω = (L, ~φ ) ∈ V⊥δ .
Proposition 4.10. For all δ > 0 small enough, there exists a map H : V⊥δ →
B¯R2(δ) such that, given Ω = (L, ~φ ) ∈ V⊥δ and h = (h1, h2) ∈ BR2(δ), the solution ~u
with initial data
~u(0) = ( ~Q + h1~Y
+)(· − L2 )− ( ~Q+ h2~Y +)(·+ L2 ) + ~φ
is a 2-solitary wave if and only if h = H(Ω). Moreover, for any Ω, Ω˜ ∈ V⊥δ such
that ‖Ω− Ω˜‖ < δ,
|H(Ω)−H(Ω˜)| . δ 14 ‖Ω− Ω˜‖. (4.30)
Proof. First observe that from Propositions 4.2 and 4.4, for any Γ(0) ∈ W⊥δ , there
exists a unique A+(Γ(0)) ∈ BR2(Cδ 54 ) such that the solution ~v of (1.1) with initial
data
~v(0) = ~Q1(0) + ~Q2(0) + ~W (a
+
1 (0), a
+
2 (0)) + ~ε⊥(0)
with (a+1 (0), a
+
2 (0)) ∈ BR2(δ) is a 2-solitary wave if and only if (a+1 (0), a+2 (0)) =
A+(Γ(0)). Moreover, the following estimate holds
|A+(Γ(0))−A+(Γ˜(0))| . δ 14 ‖Γ(0)− Γ˜(0)‖.
Using the notation of Lemma 4.9, this means that
~u is a 2-solitary wave if and only if a+[Ω, h] = A+(Γ[Ω, h]).
Let us show that this condition can be written h = H(Ω) for some function H .
For Ω ∈ V⊥δ fixed, and h ∈ B¯R2(δ), define
FΩ(h) = h− β
{
a+[Ω, h]−A+(Γ[Ω, h])} .
First, we observe that FΩ : B¯R2(δ)→ B¯R2(δ) is a contraction for δ > 0 small enough.
Indeed, by Lemma 4.9 and Proposition 4.2,
|FΩ(h)| ≤ |h− βa+[Ω, h]|+ |A+(Γ[Ω, h])| . δ 54 ,
and
|FΩ(h)− FΩ(h˜)| ≤ |(h− h˜)− β(a+[Ω, h]− a+[Ω, h˜])|+ β|A+(Γ[Ω, h])−A+(Γ[Ω, h˜])|
. δ|h− h˜|+ δ 14 ‖Γ[Ω, h]− Γ[Ω, h˜]‖ . δ 14 |h− h˜|.
Therefore, by the fixed point theorem, there exists a unique H = H(Ω) in B¯R2(δ)
such that FΩ(H) = H , which is equivalent to a
+[Ω, H ] = A+(Γ[Ω, H ]).
Second, for any Ω, Ω˜ ∈ V⊥δ ,
|H(Ω)−H(Ω˜)| = |FΩ(H(Ω))− FΩ˜(H(Ω˜))|
≤ |FΩ(H(Ω))− FΩ(H(Ω˜))|+ |FΩ(H(Ω˜))− FΩ˜(H(Ω˜))|
≤ 1
2
|H(Ω)−H(Ω˜)|+ |FΩ(H(Ω˜))− FΩ˜(H(Ω˜))|
and so
|H(Ω)−H(Ω˜)| ≤ 2|FΩ(H(Ω˜))− FΩ˜(H(Ω˜))|.
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By definition of FΩ(h), Lemma 4.9 and Proposition 4.2, one has
|FΩ(h)− FΩ˜(h)| ≤ β
(
|a+[Ω, h]− a+[Ω˜, h]|+ |A+(Γ[Ω, h])−A+(Γ[Ω˜, h])|
)
. δ‖Ω− Ω˜‖+ δ 14 ‖Γ[Ω, h]− Γ[Ω˜, h]‖ . δ 14 ‖Ω− Ω˜‖,
which yields |H(Ω)−H(Ω˜)| . δ 14 ‖Ω− Ω˜‖. 
Proof of Theorem 1.5. The map H was constructed in Proposition 4.10 (locally) on
a subspace. Our goal is now to extend it to the full open set given in the statement
of the Theorem. Let δ > 0 to be fixed later. Given (L, ~φ) such that |L| ≥ 10| log δ|
and ‖~φ‖H1×L2 < δ, we decompose
~φ = −h1,‖~Y +(· − L2 ) + h2,‖~Y +(·+ L2 ) + ~φ⊥, 〈~φ⊥, ~Z+(· ± L2 )〉 = 0.
These conditions are a linear system on hk,‖ = hk,‖(L, ~φ) of the form{
h1,‖ = −β〈~φ, ~Z+(· − L2 )〉+O(e−L/2h2,‖)
h2,‖ = β〈~φ, ~Z+(·+ L2 )〉+O(e−L/2h1,‖)
which can be inverted for δ > 0 small enough, and furthermore, for any such δ, one
has
|h1,‖|+ |h2,‖|+ ‖~φ⊥‖H1×L2 ≤ C‖~φ‖H1×L2 , (4.31)
and the Lipschitz estimates∑
k=1,2
|hk,‖ − h˜k,‖|+ ‖~φ⊥ − ~˜φ⊥‖H1×L2 ≤ C
(∣∣L− L˜∣∣+ ‖~φ− ~˜φ‖H1×L2) , (4.32)
for some constant C independent of small δ > 0. In particular, ~φ⊥ ∈ V⊥Cδ and up
to lowering δ, we can assume that Proposition 4.10 applies on that set. Observe
that our initial data can be written
~u(0) =
(
~Q+ (h1 − h1,‖)~Y +
) (· − L2 )− (~Q+ (h2 − h2,‖)~Y +) (·+ L2 )+ ~φ⊥.
Proposition 4.10 asserts that ~u is a 2-solitary wave if and only if H(L, ~φ⊥) =
(h1 − h1,‖, h2 − h2,‖) or equivalently that (h1,‖, h2,‖) +H(L, ~φ⊥) = (h1, h2).
We are therefore led to define the extension of H as
H(L, ~φ) := (h1,‖, h2,‖) +H(L, ~φ⊥).
(where H(L, ~φ⊥) is given in Proposition 4.10). Due to (4.30), (4.31) and (4.32),
H(L, ~φ) is a Lipschitz map. In conclusion, H meets the requirements of Theorem
1.5. 
References
[1] P.W. Bates and C.K.R.T. Jones, Invariant manifolds for semilinear partial differential equa-
tions. Dynamics reported, Vol. 2, 1–38, Dynam. Report. Ser. Dynam. Systems Appl., 2,
Wiley, Chichester, 1989.
[2] H. Berestycki and P.-L. Lions, Nonlinear scalar field equations. I. Existence of a ground state.
Arch. Rational Mech. Anal. 82, (1983) 313–345.
[3] N. Burq, G. Raugel and W. Schlag, Long time dynamics for damped Klein-Gordon equations.
Ann. Sci. E´c. Norm. Supe´r. (4) 50 (2017), no. 6, 1447–1498.
[4] V. Combet, Multi-soliton solutions for the supercritical gKdV equations. Comm. Partial
Differential Equations 36 (2011), no. 3, 380–419.
[5] V. Combet and Y. Martel, Construction of multi-bubble solutions for the critical gKdV
equation. SIAM J. Math. Anal., 50(4) (2018), 3715–3790.
[6] R. Coˆte, Y. Martel and F. Merle, Construction of multi-soliton solutions for the L2-
supercritical gKdV and NLS equations. Rev. Mat. Iberoamericana 27 (2011), 273–302.
[7] R. Coˆte and C. Mun˜oz, Multi-solitons for nonlinear Klein-Gordon equations. Forum of Math-
ematics, Sigma. 2 (2014).
34 R. COˆTE, Y. MARTEL, X. YUAN, AND L. ZHAO
[8] T. Duyckaerts, C. E. Kenig and F. Merle, Classification of radial solutions of the focusing,
energy-critical wave equation. Cambridge J. Math., 1 (2013), 75–144.
[9] T. Duyckaerts, H. Jia, C. E. Kenig and F. Merle, Soliton resolution along a sequence of times
for the focusing energy critical wave equation. Geom. Funct. Anal., 27 (2017), no. 4, 798–862.
[10] E. Feireisl, Convergence to an equilibrium of semilinear wave equations on unbounded inter-
vals. Dynam.Systems Appl. 3 (1994), 423–434.
[11] E. Feireisl, Finite energy travelling waves for nonlinear damped wave equations. Quart. Appl.
Math. 56 (1998), no. 1, 55–70.
[12] M. A. Jendoubi, A remark on the convergence of global and bounded solutions for a semilinear
wave equation on RN . J. Dynam. Differential Equations 14 (2002), no. 3, 589–596.
[13] J. Jendrej, Nonexistence of radial two-bubbles with opposite signs for the energy-critical wave
equation Ann. Sc. Norm. Super. Pisa Cl. Sci. (5) Vol. XVIII (2018), 1–44.
[14] J. Jendrej, Construction of two-bubble solutions for energy-critical wave equations. Amer. J.
Math. 141 (2019), no. 1, 55–118.
[15] J. Jendrej and A. Lawrie, Two-bubble dynamics for threshold solutions to the wave maps
equation. Invent. Math. 213 (2018), no. 3, 1249–1325.
[16] J. Jendrej, Dynamics of strongly interacting unstable two-solitons for generalized Korteweg-de
Vries equations. Preprint arXiv:1802.06294
[17] M. K. Kwong, Uniqueness of positive solutions of ∆u − u + up = 0 in Rn. Arch. Rational
Mech. Anal. 105 (1989), no. 3, 243–266.
[18] J. Krieger and W. Schlag, Stable manifolds for all monic supercritical focusing nonlinear
Schro¨dinger equations in one dimension. J. Amer. Math. Soc. 19 (2006), 815–920.
[19] J. Krieger, K. Nakanishi and W. Schlag, Global dynamics above the ground state energy for
the one-dimensional NLKG equation. Math. Z. 272 (2012), no. 1-2, 297–316.
[20] Z. Li and L. Zhao, Asymptotic decomposition for nonlinear damped Klein-Gordon equations,
Preprint arXiv:1511.00437.
[21] Y. Martel and F. Merle, Construction of multi-solitons for the energy-critical wave equation
in dimension 5. Arch. Ration. Mech. Anal. 222 (2016), no. 3, 1113–1160.
[22] Y. Martel, F. Merle, K. Nakanishi and P. Raphae¨l, Codimension one threshold manifold for
the critical gKdV equation, Comm. Math. Phys., 342 (2016), 1075–1106.
[23] Y. Martel and T. V. Nguyen, Construction of 2-solitons with logarithmic distance for the
one-dimensional cubic Schro¨dinger system. Preprint arXiv:1903.07175
[24] R. M. Miura, The Korteweg-de Vries equation, a survey of results. SIAM Review 18 (1976),
412–459.
[25] K. Nakanishi and W. Schlag, Invariant manifolds and dispersive Hamiltonian evolution equa-
tions. Zu¨rich Lectures in Advanced Mathematics. European Mathematical Society (EMS),
Zu¨rich, 2011.
[26] T. V. Nguyen, Strongly interacting multi-solitons with logarithmic relative distance for the
gKdV equation. Nonlinearity, 30(12):4614, 2017.
[27] T. V. Nguyen, Existence of multi-solitary waves with logarithmic relative distances for the
NLS equation. C. R. Math. Acad. Sci. Paris 357 (2019), no. 1, 13–58.
[28] T. Zakharov and A.B. Shabat. Exact theory of two-dimensional self-focusing and one-
dimensional self-modulation of waves in nonlinear media. Sov. Phys. JETP 34 (1972), 62–69.
IRMA UMR 7501, Universite´ de Strasbourg, CNRS, F-67000 Strasbourg, France
E-mail address: cote@math.unistra.fr
CMLS, E´cole polytechnique, CNRS, Institut Polytechnique de Paris, F-91128 Palaiseau
Cedex, France
E-mail address: yvan.martel@polytechnique.edu
CMLS, E´cole polytechnique, CNRS, Institut Polytechnique de Paris, F-91128 Palaiseau
Cedex, France
E-mail address: xu.yuan@polytechnique.edu
School of Mathematical Sciences, University of Science and Technology of China,
Hefei 230026, Anhui, China
E-mail address: zhaolf@ustc.edu.cn
