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Abstract
We perform an Hamiltonian reduction on a classical W(G, H) algebra, and prove that we
get anotherW(G, H′) algebra, with H ⊂ H′. In the case G = Sℓ(n), the existence of a suitable
gauge, called Generalized Horizontal Gauge, allows to relate in this way two W-algebras as
soon as their corresponding H-algebras are related by inclusion.
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1 Introduction
One knows today how to associate a W-algebra to each couple formed by a simple Lie
(super)algebra G and one of its Sℓ(2) embeddings [1, 2, 3, 4]. Each algebra obtained in this way
appears as the symmetry algebra of a Toda theory [5], which itself can be seen, in a Lagrangian
formalism, as a gauged Wess-Zumino-Witten (WZW) model [1, 6]. The supersymmetric
generalization of this framework, leading to a classification of W-superalgebras associated to
couples {simple Lie superalgebras − OSp(1|2)embeddings}, is also known [7, 3]. First studied
in the classical case, the method has also been extended to the quantum case [8, 9, 10].
Considering the large class ofW-algebras and superalgebras so obtained, there is no doubt
that several properties of simple Lie (super)algebras could be used to relate among them
different W-(super)algebras. Simplifying their classification, this will shed some light on their
structure and motivate applications. For example, the technics of folding, allowing to relate,
via symmetry of their Dynkin diagrams, simply laced algebras with non simply laced ones,
has been adapted to the case of W-(super)algebras [11]. Therefore, it is possible, at least
at the classical level, to deduce the W families associated to the orthogonal or symplectic
(orthosymplectic in the supersymmetric case) series from those relative to the unitary ones.
In this paper, connections among W-algebras relative to the same G but different Sℓ(2)
embeddings will also be established. At this point, let us recall that any Sℓ(2) embedding
of a simple Lie algebra G can be seen, up to some exceptions in the Dn and En cases, as
the principal Sℓ(2) of at least one regular subalgebra H of G. We use W(G, H) to denote
the corresponding W-algebra. As we will see in the following, at least for G = Sℓ(n), the
algebra W(G, H′)=W ′ can be constructed from W(G, H)=W, with H ⊂ H′, by imposing a
set of constraints C(W → W ′) on the W generators and performing gauge transformations
associated to these constraints. Thus we perform an Hamiltonian reduction in the same
way that the W-algebra itself is obtained by constraining some G Kac-Moody currents and
determining quantities which are invariant under the gauge group (G-subgroup) relative to the
corresponding set of constraints C(G → W). It can appear natural to call secondary reduction
such a procedure which allows to build the algebra W ′ from the algebra W by gauging a part
of this last one.
We start this letter by a rapid summary on Dirac constraints theory applied to the
determination of W-algebras (section 2). Then, we show in section 3 that the reduction
G → W(G,H′) ≡ W ′ can be decomposed into two steps: G → W(G,H) ≡ W followed by
W(G,H) → W(G,H′) with H ⊂ H′, as soon as the set of all constraints C(G → W) is in-
cluded into the set C(G → W ′). For G=Sl(n), we introduce the Generalized Horizontal Gauge
(section 4) which insures that W(G, H) can be related to W(G, H′) as soon as H ⊂ H′. We
illustrate our results in the Sℓ(4) case (section 5) before concluding.
1
2 Constraints and W algebras: a reminder
The construction ofW-algebras via Hamiltonian reduction has been extensively discussed
in several papers [1, 6]; therefore, we will limit ourselves introducing the main tools necessary
for our purpose.
We start with the Lie algebra G of the non compact group G. Let ta, a = 1, . . . , dimG,
be a matrix realization of a G-basis; we denote by J = Ja t
a the matrix current we want
to constrain. The Ja can be seen either as the right J+(x+) or as the left J−(x−) conserved
currents, i.e. ∂±(J∓) = 0 of the WZW action S(g) with g ∈ G.
LetM0,M± be the generators of the Sℓ(2) subalgebra of G chosen for the reduction. There
exists at least one regular G subalgebra (we disgard the exceptions arising in the Dn and En
cases) H for which this Sℓ(2) is principal. The gradation on G induced by M0 leads to the
decomposition:
G = ⊕kGk = G− ⊕ G0 ⊕ G+ (2.1)
with obviously M± ∈ G±1.
Now we demand the G− part of J to satisfy the following conditions:
J |G
−
=M− (2.2)
which in particular implies for the J-components associated to elements of G<−1, if they exist,
to be zero.
The conditions (2.2) are first class constraints2 C
(1)
A = 0 with A = 1, . . . , dimG−, and
generate through the Poisson Brackets (PB) a gauge group with Lie algebra G+.
The PB algebra of the current components is given by:
{Ja(z), Jb(w)}PB = fab
c Jc(w) δ(z − w) + k δab δ
′(z − w) (2.3)
where fab
c are the structure constants for a given basis of G. Moreover, the gauge transfor-
mations associated to the first class constraints C
(1)
A act on Ja as
Ja(w) → Ja(w) +
∫
dz ǫA(z){C
(1)
A (z), Ja(w)}PB +
+
1
2!
∫
dy
∫
dz ǫA(z)ǫB(y){C
(1)
B (y), {C
(1)
A (z), Ja(w)}}+ . . . (2.4)
where ǫA(x) is the parameter associated to C
(1)
A (x). As usual in Dirac constraints theory [12],
the condition C
(1)
A (x) = 0 has to be imposed after working out a PB, that is why the name
weak equation is often used.
The bracket of two W elements can be computed a` la Dirac. From this point of view, we
have to take into account the second class constraints determined by the gauge fixing. Let us
denote {Ca(z)} the set of all (first and second class) constraints: its dimension is even and
equal to 2p, where p is also the dimension of the subgroup of G which has been gauged. We
also introduce:
CAB(x, y) = {CA(x), CB(y)}PB (2.5)
2In the case of half-integral grading, some of the constraints we impose may be second class, but this will
not change the reasoning and conclusion hereafter.
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and its inverse CAB(x, y) such that:∫
dy CAB(x, y)C
BD(y, t) = δDA δ(x− t) (2.6)
The (Dirac) brackets for the W(G, H) algebra read:
{Ji(z), Jj(w)}D = {Ji(z), Jj(w)}PB −
∫
dx dy {Ji(z), CA(x)}PBC
AB(x, y){CB(y), Jj(w)}PB
(2.7)
In the following we will drop the z dependence, and forget the index PB (while keeping the
D one). Thus, we will write
CABC
BD = δDA (2.8)
{Ji, Jj}D = {Ji, Jj} − {Ji, CA}C
AB{CB, Jj} (2.9)
instead of (2.6) and (2.7).
3 Secondary reduction
The following property will be specially usefull for our purpose:
Property 1 LetW(G, H′) obtained from G by imposing the set {CA} of first and second class
constraints. Let W(G, H) a second W-algebra with H ⊂ H′ and such that the corresponding
set of constraints {Cα} is a subset of {CA}. Then, by imposing on W(G, H) the constraints
{Cα} such that {CA} = {Cα} ∪ {Cα¯}, we recover the algebra W(G, H
′).
This property can be sumarized in the diagram:
G → → → {CA} → → → W(G,H
′)
ց ր
{Cα} {Cα¯}
ց ր
W(G,H)
with {CA} = {Cα} ∪ {Cα¯}
(3.1)
This property is a general feature of the Dirac Brackets (see e.g. [13]). We will show
hereafter that it can be applied to the case of W-algebras.
Let us remark that the number of free fields in W(G, H′) and in the algebra obtained by
reducing W(G, H) via {Cα¯}-constraints is the same, since the number of constraints imposed
in both paths is identical. Let us denote by {·, ·}D the Dirac bracket associated to the reduction
G → W(G,H′); {·, ·}D1 those associated to G → W(G,H) and {·, ·}D2 those constructed from
W(G, H) by imposing the constraints {Cα¯}.
To carry on the proof, let us add the following notations: in W(G, H) the free fields will
be {Wi,Wα} ≡ {Wa}, and Dirac brackets will read:
{Wa,Wb}D1 = {Wa,Wb} − {Wa, Cα}Γ
αβ{Cβ,Wb} (3.2)
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where we have defined
Γαβ = {Cα, Cβ} = Cαβ (3.3)
and
Γαβ such that ΓαβΓ
βγ = δγα (3.4)
Now we want to constrain the W(G, H) elements which correspond to the fields Wα. This
means that we introduce new brackets on W(G, H):
{Wi,Wj}D2 = {Wi,Wj}D1 − {Wi, Cα}D1∆
αβ{Cβ,Wj}D1 (3.5)
with
∆αβ = {Wα,Wβ}D1 ; Wα ≡ Cα and ∆αβ∆
βγ = δγα (3.6)
The property 1 will be proved if one shows that {Wi,Wj}D = {Wi,Wj}D2 for any couple
of elements (Wi,Wj) in W(G, H
′) −or in the {Cα¯}-constrained W(G, H) algebra.
Let us develop (3.5) using (3.5)
{Wi,Wj}D2 = {Wi,Wj} − {Wi, Cα}Γ
αβ{Cβ,Wj}+
−
(
{Wi, Cα} − {Wi, Cα}Γ
αβ{Cβ, Cα}
)
∆αβ
(
{Cβ,Wj} − {Cβ, Cγ}Γ
γσ{Cσ,Wj}
)
= {Wi,Wj} − {Wi, Cα}
(
Γαβ − ΓαγCγα∆
αβCβσΓ
σβ
)
{Cβ,Wj}+
+{Wi, Cα}∆
αβCββC
βα{Cα,Wj}+ {Wi, Cα}Γ
αβCββ∆
βα{Cβ,Wj}+
−{Wi, Cα}∆
αβ{Cβ,Wj}
This last expression can, hopefully, be simplified owing to the following identities:
Cαβ = Γαβ − ΓαγCγγC
γβ (3.7)
Cαα = −ΓαγCγγC
γα (3.8)
Cαα = −CαγCγγΓ
γα (3.9)
which are obtained by multiplying by Γαβ both sides (2.8) with the couple (A,D) being formed
with one or two non bared greek indices. We will also need the relations
∆αβ = Cαβ − CααΓ
αβCββ (3.10)
and
∆αβ = Cαβ (3.11)
Then,
{Wi,Wj}D2 = {Wi,Wj} − {Wi, Cα}C
αβ{Cβ,Wj} − {Wi, Cα}C
αβ{Cβ,Wj}+
−{Wi, Cα}C
αβ{Cβ,Wj} − {Wi, Cα}C
αβ{Cβ,Wj}
= {Wi,Wj} − {Wi, CA}C
AB{CB,Wj}
= {Wi,Wj}D
The simplest example of such a secondary reduction is the gauging of the algebra W
(2)
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also called Bershadsky-Polyakov algebra in order to obtain the W3 or Zamolodchikov algebra.
This case has been studied in [14]. We consider other examples based on Sℓ(4) in section 5.
Before that, let us discuss the general case of W[Sℓ(n− 1), H] algebras.
4
4 A generalized horizontal gauge for W [Sℓ(n− 1), H] al-
gebras
As developed in section 3, a sufficient condition for obtaining the W(G, H′) algebra from
the W(G, H) one is the inclusion of the constraints relative to W(G, H) in those relative to
W(G, H′). For G = Sℓ(n), we introduce a general gauge which guarantees the gauge passing
W(G,H)→W(G,H′) as soon as H ⊂ H′.
One knows that in Sℓ(n) , any Sℓ(2)-subalgebra is principal in a regular subalgebra which
itself is of the form
H = ⊕ki=1 Sℓ(ni) with
(
k∑
i=1
ni
)
≤ n (4.1)
Note that one may have ni = nj while i 6= j.
Considering a n × n matrix representing the general element of the algebra, let us start
by fixing a block diagonal part made with each Sℓ(ni) algebra of H. We complete it by an
Gℓ(p) subalgebra, where p = n −
∑k
i=1 ni, and by (k − 1) U(1) generators, commuting with
each Sℓ(ni) and Gℓ(p) part. On each Sℓ(ni) block, there will be 1 on each entry of the minor
diagonal below the main one and 0 everywhere else, except on the first row where will stand
ni different W fields. In the last p × p matrix will stand (p
2 − 1) different W fields, as well
as on the diagonal p-times the same W -field. This last field depends on the others k fields
on the main diagonal, since the trace of an Sℓ(n) matrix is zero. Note that the fields relative
to the commutant of H, constituted by Gℓ(p) and the (k− 1) U(1), generate the Kac-Moody
part (spin-one fields) of the W(G, H) algebra.
Now, let us decompose the rest of the Sℓ(n) matrix into ni × nj (i 6= j), ni × p and
p× ni submatrices. In each matrix of this type, above the block diagonal part, the W fields
will show up only on the first row, the rest of the matrix entries being 0. There will be p
different fields for a matrix ni × p or p × ni. For a ni × nj matrix, the number of different
fields will be min(ni, nj); when nj ≤ ni the first row will then be filled by these nj fields,
but when nj > ni, the first row will be made with nj − ni zeros followed by the W -fields
in position nj − ni + 1, nj − ni + 2, . . . , nj . Below the diagonal part, one uses the same
submatrix decomposition. The number of different W fields in each case will be the same as
above, except that now they will occupy the last column with again p fields for the matrix
p × ni or ni × p and for the ni × nj matrix, min(nj , ni) fields put in the first, second, up to
min(nj , ni)-th row.
In the case H=G, the (n−1) different W fields of the AbelianW(G, G) algebra will occupy
the second, third, up to n-th entries of the first row3, the rest of the matrix being made of 0
and 1: then we recognize the so-called horizontal gauge. By extension, we will call the gauge
described above the Generalized Horizontal Gauge (G.H.G.).
We also define the Ordered Generalized Horizontal Gauge (O.G.H.G.) by disposing in the
Sℓ(n) matrix the different Sℓ(ni) of H in dicreasing order, i.e. Sℓ(ni) will show up before
3In this special case, there is a priori one field on the diagonal (on the first row) but it is set to zero by the
traceless condition.
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Sℓ(nj) if ni > nj. This gauge is such that the first row (or column) of each submatrix is
completely filled with W fields (no zero: see for instance the matrix 4.2).
Let us illustrate this construction in a particular case: G = Sℓ(11) and H = Sℓ(3) ⊕
Sℓ(2)⊕Sℓ(2). Then Sℓ(p) = Sℓ(4). One can compute that the corresponding W-algebra will
be generated by 58 fields, the Kac-Moody part being made by Sℓ(4) and three U(1) (We recall
that the total Sℓ(11) matrix is traceless). In the matrix just below, we have explicitly written
the entries that correspond to a 1 or a W field: the rest of the matrix is filled by zeros. The
positions of the W -fields is specified by a star (∗).

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
1
1
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ 1
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ 1
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗

(4.2)
In the matrix (4.2), the horizontal and vertical lines are drawn to make apparent the
submatrices ni × p, p× ni and ni × nj described above. Note that this matrix corresponds to
an O.G.H.G.: as a consequence, the lines of ”stars” are ”full”.
Now it is rather obvious that the constraints associated to the O.G.H.G. of the couple (G,
H) will be included into the constraints associated to the G.H.G. of (G, H′) when H ⊂ H′.
Thus, with the help of property 1, we conclude that we can gauge W(G,H) to get W(G,H′).
Note that although we have started from an ordered G.H.G, after reduction, the new gauge
may be not ordered anymore.
Let us take the opportunity of matrix (4.2) to treat explicitly an example. We choose, for
example, to reduce the given algebraW(G, H) with G = Sℓ(11) andH = Sℓ(3)⊕Sℓ(2)⊕Sℓ(2)
up toW(G, H′) with H′ = Sℓ(3)⊕Sℓ(4). Then the W -fields in position (1,4), (6,5), (6,6), . . .,
(6,11) will disappear as well as those in position (7,3), (7,5) and also those in position (8,5),
(9,5), (10,5), (11,5). With the same conventions as in (4.2), the gauged matrix becomes:
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
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
1
1
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ 1
∗ 1
1
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗

(4.3)
As announced, the new gauge is a non-ordered G.H.G., and some lines of ”stars” are ”half-
empty”. The inclusion of the constraints appears naturally, and one can check independently
that we have the right number of W(G, H′) fields, i.e. 44.
5 An example: reduction of W(Sℓ(4),H)-algebras.
As an illustrative example of the developed method, let us consider the Lie algebra Sℓ(4),
which leads to four different W-algebras by Hamiltonian reduction, namely W[Sℓ(4), Sℓ(2)],
W [Sℓ(4), 2Sℓ(2)], W [Sℓ(4), Sℓ(3)] (non Abelian cases) and W[Sℓ(4)] (Abelian case). Among
them, the model corresponding to W [Sℓ(4), Sℓ(2)] is the less constrained one. Thus, let us
start with this algebra. Using classical arguments, we directly deduce that a basis of W fields
is given by one spin 2, four spin 1 and four spin 3/2 primary fields. Following section 4, one
chooses the generalized horizontal gauge:
J =

2W1 W2 W
+−
3/2 W
++
3/2
1 0 0 0
0 W−+3/2 −W1 +W
0
1 W
+
1
0 W−−3/2 W
−
1 −W1 −W
0
1
 (5.1)
Notice that in this gauge the fields are not primary. The KM part of the W[Sℓ(4), Sℓ(2)]
algebra is generated by the four spin one fields which form the algebra Sℓ(2)(1) ⊕ U(1)(1).
From the property 1 and the choice of the gauge, we deduce that one can go from the
W [Sℓ(4), Sℓ(2)] algebra to the three others by a suitable set of constraints. More precisely,
setting as (first class) constraint the condition W−1 = 1, the associated gauge transformation
W (x) −→ Ŵ (x) =W (x) +
∫
dz {α(z)W−1 (z),W (x)}+ ... (5.2)
leads to the following transformed fields:
Ŵ1 = W1 Ŵ
0
1 = W
0
1 + α
Ŵ+1 = W
+
1 − 2αW
0
1 + ∂α − α
2 Ŵ2 =W2
Ŵ+−3/2 = W
+−
3/2 Ŵ
++
3/2 =W
++
3/2 − αW
+−
3/2
Ŵ−−3/2 = W
−−
3/2 Ŵ
−+
3/2 =W
−+
3/2 + αW
−−
3/2
(5.3)
The gauge fixing is determined by imposing Ŵ 01 = −W1 i.e. α = −W
0
1 −W1. The gauge fixed
fields will read
Ŵ1 = W1 Ŵ
+
1 = W
+
1 +W
0
1 .W
0
1 −W1.W1 − ∂W
0
1 − ∂W1
Ŵ+−3/2 = W
+−
3/2 Ŵ
++
3/2 = W
++
3/2 +W
0
1 .W
+−
3/2 +W1.W
+−
3/2
Ŵ−−3/2 = W
−−
3/2 Ŵ
−+
3/2 = W
−+
3/2 −W
0
1W
−−
3/2 −W1.W
−−
3/2
Ŵ2 = W2
(5.4)
The corresponding current matrix Ĵ is then
Ĵ =

2Ŵ1 Ŵ2 Ŵ
+−
3/2 Ŵ
++
3/2
1 0 0 0
0 Ŵ−+3/2 −2Ŵ1 Ŵ
+
1
0 Ŵ−−3/2 1 0
 (5.5)
The commutation relations among the Ŵ fields can be computed explicitly using the
relations (5.4) and the commutation relations of W [Sℓ(4), Sℓ(2)]. One finds (and this can
be checked also with the form of the Ĵ current) that the Ŵ fields generate the algebra
W [Sℓ(4), 2Sℓ(2)], with four spin 2 and three spin 1 fields. The primary fields are given
by
stress-energy tensor Ŵ2 + Ŵ
+
1 + 4Ŵ1.Ŵ1
spin 1 fields Ŵ1, Ŵ
+−
3/2 , Ŵ
−−
3/2
spin 2 fields Ŵ+1 − Ŵ2 + 2∂Ŵ1, Ŵ
++
3/2 −
1
2
∂Ŵ+−3/2 , Ŵ
−+
3/2 +
1
2
∂Ŵ−−3/2 (5.6)
Now, one can perform a secondary reduction on the algebra W [Sℓ(4), 2Sℓ(2)] with the
choice of (first class) constraints Ŵ−+3/2 = 1 and Ŵ
−−
3/2 = 0, with the associated gauge transfor-
mation
Ŵ (x) −→ W˜ (x) = Ŵ (x) +
∫
dz{(αŴ−+3/2 + βŴ
−−
3/2 )(z), Ŵ (x)} + ... (5.7)
The transformed fields are:
W˜1 = Ŵ1 + α/2
W˜+1 = Ŵ
+
1 − β
W˜2 = Ŵ2 − 4αŴ1 + 2∂α + β − α
2 (5.8)
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and more complicated expressions for W˜+−3/2 and W˜
++
3/2 . The gauge fixing is obtained by impos-
ing W˜1 = 0 and W˜
+
1 = 0 that is α = −2Ŵ1 and β = Ŵ
+
1 . The corresponding current matrix
J˜ takes the form
J˜ =

0 W˜2 W˜
+−
3/2 W˜
++
3/2
1 0 0 0
0 1 0 0
0 0 1 0
 (5.9)
The obtained gauged W-algebra is in this case the algebra W [Sℓ(4)].
Finally, we could have done the reduction from W [Sℓ(4), Sℓ(2)] to W [Sℓ(4)] directly by
taking the constraints W−1 = 1, W
−+
3/2 = 1 and W
−−
3/2 = 0 which generate the gauge transfor-
mation
W (x) −→ W˜ (x) = W (x) +
∫
dz {(αW−+3/2 + βW
−−
3/2 + γW
−
1 )(z),W (x)}+ ... (5.10)
The transformed fields are now
W˜1 = W1 + α/2
W˜ 01 =W
0
1 − α/2 + γ
W˜+1 = W
+
1 − β − 2γW
0
1 + ∂γ − γ
2 + αγ/2
W˜2 = W2 + 2∂α + αW
0
1 − 3αW1 + β + αγ/2− α
2
(5.11)
(the expressions for W˜+−3/2 and W˜
++
3/2 are rather heavy). We choose as gauge fixing the conditions
W˜1 = W˜
0
1 = W˜
+
1 = 0 which lead to α = −2W1, β = W
+
1 +W1.W
0
1 +W
0
1 .W
0
1 −∂W1−∂W
0
1 , γ =
−W1−W
0
1 , and the gauge fixed fields W˜2, W˜
+−
3/2 and W˜
++
3/2 generate the algebraW [Sℓ(4)] with
the current matrix (5.9).
The other cases can be treated similarly. We summarize in the table 1 the complete
secondary reduction scheme in the case of the W-algebras associated to Sℓ(4).
The table 1 is actually completely general. The algebraW[Sℓ(n), Sℓ(2)] corresponds always
to the less constrained model (i.e. those which contains the most number of fields), while the
AbelianW [Sℓ(n)] algebra corresponds to the most constrained model (which contains exactly
n− 1 fields). From the W [Sℓ(n), Sℓ(2)] algebra, one can obtain all the other algebras.
6 Conclusion
We have shown that W -currents can be constrained to provide a new W-algebra in the same
way that conditions on Kac-Moody currents lead to a W-algebra.
TwoW-algebras can be connected by this mechanism as soon as the set of first and second
class constraints of the first algebra is included in the set of constraints of the second one.
For W[Sℓ(n),H] algebras the existence of a suitable gauge, denoted Generalized Horizontal
Gauge, insures that W(G, H) can be “gauged” to W(G, H′) as soon as H ⊂ H′. Chains
of W-algebras can then be constructed in relation with the chains of regular, semi-simple
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
2W1 W2 W
+−
3/2 W
++
3/2
1 0 0 0
0 W−+3/2 −W1 +W
0
1 W
+
1
0 W−−3/2 W
−
1 −W1 −W
0
1

W[Sℓ(4),Sℓ(2)]
W−1 = 1 ւ ց W
−+
3/2 = 1,W
−−
3/2 = 0

2Ŵ1 Ŵ2 Ŵ
−+
3/2 Ŵ
−−
3/2
1 0 0 0
0 Ŵ−+3/2 −2Ŵ1 Ŵ
+
1
0 Ŵ−−3/2 1 0

|
|
W−+3/2 = 1,W
−−
3/2 = 0,W
−
1 = 1
|
↓

Ŵ1 Ŵ2 Ŵ
+−
3/2 Ŵ
++
3/2
1 0 0 0
0 1 0 0
0 0 Ŵ−1 −Ŵ1

W [Sℓ(4), 2Sℓ(2)] W [Sℓ(4),Sℓ(3)]
Ŵ+−3/2 = 1, Ŵ
++
3/2 = 0 ց ւ Ŵ
−
1 = 1
0 W˜2 W˜
+−
3/2 W˜
++
3/2
1 0 0 0
0 1 0 0
0 0 1 0

W [Sℓ(4)]
Table 1: Secondary reductions for W [Sℓ(4),H] algebras
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subalgebras in Sℓ(n). Although different, there exists similarity between these chains of
subalgebras embeddings and the classification of orbits in the adjoint representation of G:
could remarkable geometrical properties known for the G-orbits [15] be of some relevance for
our problem? We have not yet been able to give a pertinent answer to this question.
Let us stress that the above study has been done only for classical W-algebras. The
quantum case needs to be considered. It would also be of some interest to generalize the
above results to all series of simple algebras and superalgebras.
Finally, it looks to us specially worthwhile to develop theW-gauge aspects of this approach.
In this respect, the Lagrangian formalism for such a W-gauge theory is under study and will
soon be presented.
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