Abstract. In [21] , Doi proved that the L 2 t H 1 2
x local smoothing effect for Schrödinger equation on a Riemannian manifold does not hold if the geodesic flow has one trapped trajectory. We show in contrast that Strichartz estimates and L 1 → L ∞ dispersive estimates still hold without loss for e it∆ in various situations where the trapped set is hyperbolic and of sufficiently small fractal dimension.
The influence of the geometry on the behaviour of solutions of linear or non linear partial differential equations has been widely studied recently, and especially in the context of wave or Schrödinger equations. In particular, the understanding of the smoothing effect for the Schrödinger flow and Strichartz type estimates has been related to the global behaviour of the geodesic flow on the manifold (see for example the works by Doi [21] and Burq [11] ). Let us recall that for the Laplacian ∆ on a d-dimensional non-compact Riemannian manifold (M, g), the local smoothing effect for bounded time t ∈ [0, T ] and Schrödinger waves u = e it∆ u 0 : M × R → C is the estimate
where C T > 0 is a constant depending a priori on T and χ is a compactly supported smooth function (the asumption on χ can of course be weakened in many cases, e.g for M = R d ) [19] . In other words, although the solution is only L 2 in space uniformly in time, it is actually half a derivative better (locally) in an L 2 -in-time sense. For its description in geometric setting, the picture now is fairly complete: the so called "nontrapping condition" stating roughly that every geodesic maximally extended goes to infinity, is known to be essentially necessary and sufficient (modulo reasonable conditions near infinity) [11] .
Another tool for analyzing non-linear Schrödinger equations is the family of so-called Strichartz estimates introduced by [39] : for Schrödinger waves on Euclidean space R d with initial data u 0 ,
If sup T ∈(0,∞) C T < ∞, we will say that a global-in-time Strichartz estimate holds. Such globalin-time estimate has been proved by Strichartz for the flat Laplacian on R d while the localin-time estimate is known in several geometric situations where the manifold is non-trapping (asymptotically Euclidean, conic or hyperbolic); see [9, 8, 25, 38] . On the other hand it is clear that such global-in-time estimate can not hold on compact manifolds, for it suffices to consider the function u 0 = 1. The situation is similar for the non-compact case in the presence of elliptic (stable) non-degenerate periodic orbits of the geodesic flow: as remarked by M. Zworski, the quasi-modes constructed by Babič [4] and Pyškina [36] (see also the work by Ralston [37] ) show that for Schrödinger solutions, some loss must occur as far as Strichartz (or smoothing) estimates are concerned; and moreover, that no Strichartz estimates can be true globally in time in the presence of such orbits. On the other hand Burq-Gérard-Tzvetkov [12] proved that (0.1) holds on compact manifolds for finite time if one replaces ||u 0 || L 2 (M) by ||u 0 || H 1/p (M) , meaning that Strichartz estimate is satisfied if one accepts some loss of derivatives. It is however certainly not optimal in general since Bourgain [10] proved that for the flat torus (R/2πZ) 2 , the Strichartz estimate for p = q = 4 holds with ǫ loss of derivatives for any ǫ > 0. Another striking example has been given by Takaoka and Tzvetkov [41] by adapting the ideas of Bourgain, namely the case of the two dimensional infinite flat cylinder S 1 × R where (0.1) holds (with no loss of derivatives) if p = q = 4; note that this manifold is trapping. An example with a repulsive potential V (x 1 , x 2 ) = x 2 1 − x 2 2 has also been studied by Carles [16] , who proved that global-intime Strichartz estimates with no loss hold in this case. To summarize, it is not really understood when (i.e. under what geometric conditions) a loss in Strichartz estimates must occur, and if it does, how large that loss must be.
The purpose of this article is precisely to give some examples of Riemannian manifolds where trapping does occur (and consequently loss is unavoidable for the smoothing effect), but nevertheless, since the dynamics are hyperbolic near the trapped set, we are able to prove (local-in-time) Strichartz estimates without loss for Schrödinger solutions.
The first example, which we treat in Section 1, is the case of a convex co-compact hyperbolic manifold of dimension d = n + 1, with a limit set of Hausdorff dimension δ < n/2. The simplest example of such manifold is the two dimensional infinite hyperbolic cylinder with one single trapped geodesic. In this case, the calculations are quite explicit, representing the Schrödinger kernel as an average over the group of the Schrödinger kernel on the hyperbolic space H n+1 , and we are able to prove that not only Strichartz estimates, but the stronger L 1 → L ∞ dispersive estimates hold for the Schrödinger group.
Theorem 0.1. Let X be an (n + 1)-dimensional convex co-compact hyperbolic manifold such that its limit set has Hausdorff dimension δ < n/2. Then the following dispersive and Strichartz estimates without loss hold:
for all (p, q) such that (1/p, 1/q) ∈ T n where (0.2)
These manifolds are non-compact, infinite volume, with finitely many ends of funnel type, they have constant curvature −1 and possess infinitely many closed geodesics; it is remarkable that despite this last fact, a sharp dispersive estimate holds for all time. We also remark that Strichartz estimates for the same range of (p, q) have been recently shown by Anker-Pierfelice [3] for the model non-trapping case H n+1 (see also [5, 27] for the estimate (0.1) in that setting). The triangle of admissibility for the Strichartz exponent (p, q) is a consequence of the exponential decay of the integral kernel of the Schrödinger operator at infinity. Notice that in the asymptotically hyperbolic setting, J-M. Bouclet [8] proved Strichartz estimates without loss of derivatives for bounded times and with admissibility exponents satisfying (0.1) for non-trapping such manifolds (in this case the sectional curvature is not assumed constant, but rather tending to −1 at infinity).
The second example is on the manifold Z given by the connected sum of two copies of Euclidean R 2 . This we provide with a Riemannian metric g by gluing two copies of the Euclidean metric on R 2 with the metric on the 2-dimensional hyperbolic cylinder. Essentially because Z is formed from pieces all of which satisfy Strichartz estimates without loss, the same is true for (Z, g). Actually we need to use local smoothing estimates to control error terms in the transition region, but since this region is disjoint from the single trapped orbit, there are no losses in such local smoothing estimates. This example is given in Section 2; the main result is Theorem 2.1.
Our last family of examples, in Section 3, is a generalization of that in Section 2 to higher dimensions and more complicated trapped sets. It is similar to the class of manifolds studied recently by Nonnenmacher and Zworski [32] : we consider asymptotically Euclidean (or more generally asymptotically conic) manifolds, the curvature of which is assumed to be negative in a geodesically convex compact part that includes the (projection of) the trapped set, and such that the trapped set is small enough in the sense that the topological pressure P (1/2) of the trapped set evaluated at 1/2 is negative (see the definition in Section 3.1). This is a dynamical condition which generalizes the condition δ < n/2 above to this more general setting and roughly speaking means that the trapped set is filamentary with small fractal dimension. For instance, for surfaces (dimension d = 2) this means that the trapped set (as a subset of the cosphere bundle S * M ) has Hausdorff dimension less than 2. More precisely our result (which includes the example in Section 2 as a special case) is Theorem 0.2. Let (X, g) satisfy assumptions (A1) -(A4) defined in (3.4) . Then Strichartz estimates without loss hold for X: there exists C > 0 such that
for all u 0 ∈ L 2 (M ) and (p, q) satisfying (0.1) and p > 2.
Note that Christianson [18] and Datchev [20] showed that Strichartz estimate hold with an ǫ loss of derivatives for all ǫ > 0 in that setting. Our method is based on the use of the local smoothing effect with log loss, which follows from the resolvent estimate of [32] (see also [20] )
together with a sharp dispersive estimate on the logarithmically extended time interval t ∈ (0, h log(h)) for the frequency localized operator e it∆ ϕ(h 2 ∆) where ϕ ∈ C ∞ 0 ((0, ∞)) and h ∈ (0, h 0 ) is small. Roughly speaking this logarithmic extension of the time interval of validity of the dispersive estimate allows one to recover the log loss in the local smoothing estimate. This dispersive estimate is inspired by the works of Anantharaman [1] , Anantharaman-Nonnenmacher [2] and Nonnenmacher-Zworski [32] . In particular, the technique for proving the dispersive estimate for logarithmically extended time originates in [1, Theorem 1.3.3] , while the idea of combining the exponential decay provided by this theorem with the topological pressure assumption (see (A4) in Section 3) is due to [32] .
Hyperbolic manifolds
A convex co-compact subgroup Γ ⊂ SO(n + 1, 1) is a discrete group of orientation preserving isometries of hyperbolic space H n+1 , consisting of hyperbolic elements and such that the quotient X := Γ\H n+1 has finite geometry and infinite volume. If one considers the ball model B
n+1
of H n+1 , a hyperbolic element is an isometry of H n+1 which fixes exactly two points on B n , and these points are on the boundary S n = ∂H n+1 . The manifold X := Γ\H n+1 is said to be convex co-compact hyperbolic; it is a smooth complete hyperbolic manifold which admits a natural conformal compactificationX and the hyperbolic metric g on X is of the form g =ḡ/x 2 where x is a smooth boundary defining function ofX andḡ a smooth metric onX. The set of closed geodesics is in correspondence with the classes of conjugacy of the group Γ. The limit set of Γ is the set of accumulation points on the sphere S n = ∂H n+1 of the orbit Γ.m where m ∈ H n+1 is any point. It has a Hausdorff dimension given by δ ∈ [0, n), and the trapped set of the geodesic flow on the unit tangent bundle SX has Hausdorff dimension 2δ + 1; see [40, 43] .
The simplest example is Γ = Z acting by powers of a fixed dilation D on the upper half space model of H n+1 . Then the limit set consists of two points {0, ∞}, δ = 0, and H n+1 /Γ is the (n + 1)-dimensional hyperbolic cylinder.
We prove the following. Theorem 1.1. Let X be an (n + 1)-dimensional convex co-compact hyperbolic manifold such that its limit set has Hausdorff dimension δ < n/2. Then e it∆X has a smooth Schwartz kernel for t = 0, and there is a constant C such that the following dispersive estimate holds for all t = 0:
Moreover the following global-in-time Strichartz estimates hold:
for all (p, q) such that (1/p, 1/q) ∈ T n where T n is given by (0.2).
Proof. The integral kernel of the Schrödinger operator e it∆ H n+1 on hyperbolic space has been computed by V. Banica [5] . It is a function of the hyperbolic distance
In both cases we remark, like for the heat kernel, that the kernel K(t; ., .) is smooth on H n+1 × H n+1 for t = 0; this is clear when n + 1 is odd, and need a bit more analysis when n + 1 is even. From this expression we obtain an upper bound for |K(t; z, 
for some constants C, C ′ > 0. Using the inequality (ρ/ sinh ρ) ≤ (1 + ρ)e −ρ , and since
one can deduce that for t = 0 bounded
and in particular K(t, z, z ′ ) is smooth in z, z ′ . To proceed we use the celebrated result of Patterson and Sullivan [34, 40] that the dimension of the limit set δ is the exponent of convergence of the Poincaré series
be a fundamental domain of the convex co-compact group Γ and let x be a boundary defining function of the compactificationX of X = Γ\H d+1 , which we also view as a function on F. For each γ ∈ Γ, define r γ := ρ(e, γe) where e is the center of H n+1 . Then there exists R > 0 such that for all ǫ > 0, there is C ǫ > 0 such that for s > δ + ǫ and all z, z ′ ∈ F,
Proof. In [23] , it is shown that there exist constants C 1 , C 2 , C 3 > 0 such that for all γ ∈ Γ such that r γ > C 3 C 1 e ρ(e,γe)
ρ(e,γe)
Now it suffices to sum after raising at the power −s and use the fact that P s (e, e) < C ǫ for some
Combining (1.6) and (1.4), we deduce that for z, z ′ ∈ F, the series
converges uniformly and fixing ǫ ∈ (0, n/2 − δ), there exists C > 0 such that for all z, z
where R is the constant in (1.6). This leads directly to the dispersive estimate
for some constants C ′ . Moreover, using (1.5), the same argument shows that the series
and satisfies u(t, γz) = u(t, z) for any γ ∈ Γ, thus u(t) is smooth on X. Moreover it solves the Schrödinger equation on X with initial data u(0) = u 0 , so u(t) = e it∆X u 0 . This implies that K X is the Schwartz kernel of e it∆X on X.
We next prove the global-in-time Strichartz estimates (1.2) (notice that these estimates for a finite time interval follow immediately from the small-time dispersive estimate (1.1) and from Keel-Tao [28] ), following the method of Anker-Pierfelice [3] ). Let γ ∈ Γ be such that r γ ≤ R where R is the constant in (1.6), then define K 1 γ (t) to be the operator acting on F with
Since γ is an isometry of H n+1 , this operator can also be written as f → 1l F e it∆ H n+1 γ * (1l F f ). Then from Theorem 3.4 of Anker-Pierfelice [3] and the fact that push-forward γ * is an isometry on any L r ′ (H n+1 ), we get the estimate
if |t| > 1 for all 2 < q, r ≤ ∞ and 1/r ′ +1/r = 1, so the same estimate holds for
. From (1.6) and (1.4), this kernel is bounded by
Since the hyperbolic metric on F induces a measure of the form x −n−1 µ for some bounded measure µ on F we see that the function x n 2 is in L α (F, dv H n+1 ) for all α > 2, and hence deduce directly that K 2 (t) satisfies
for all q, r ∈ [2, ∞] and r ′ the conjugate exponent of r, so the same estimate holds for K X (t) when combining with (1.9). Then it suffices to conclude using the standard T T [30] about the structure of the resolvent) that ψ δ ∈ L p (X) for all p > n/δ, thus in particular for all p ≥ 2. This implies that for q ≥ 2, 2 < p < ∞ and all χ ∈ L ∞ (X)
, so global-in-time Strichartz estimates cannot hold when δ > n/2, even with a space cut-off.
Connected sum of two copies of R 2
In this section, we give an example of a Riemannian manifold (Z, g) which is topologically the connected sum of two copies of R 2 , and is geometrically Euclidean near infinity, and hyperbolic near the 'waist' (and hence with a single trapped ray), for which Strichartz estimates without loss are valid. The idea is simple; since Strichartz estimates without loss are valid on flat R 2 , and on the hyperbolic cylinder (thanks to Theorem 1.1), then they should also be valid on a space obtained by gluing pieces of these manifolds together, provided that no additional trapping is created by the gluing procedure.
Let us consider an asymptotically Euclidean manifold (Z, g) which is the connected sum of two copies of R 2 , joined by a neck which has a neighbourhood U isometric to a neighbourhood U ′ of the short closed geodesic, or 'waist', on the hyperbolic two-cylinder C 2 . We denote this short closed geodesic by γ, whether on Z or on C 2 . We can write down an explicit metric g for such a manifold, on R × S 1 , in the form
where dθ 2 is the metric on S 1 of length 2π, and where f (r) = cosh r for small r, say r ≤ 3η for some small η > 0, and is equal to |r| + a for large |r|, say |r| ≥ R (where a is a constant). We also choose f so that f ′ (r) has the same sign as r; it is easy to see that this is compatible with the condition that f (r) = cosh r for small |r| and |r| + a for large |r|. The equations of motion for geodesic flow then giver = 2f ′ (r)f (r)θ 2 , which has the same sign as r, and it is straightforward to deduce from this that there can be no trapped geodesic other than the waist γ at r = 0. For any such manifold (Z, g) we have 
Before giving the proof we introduce some further notation and definitions. We will compare Z to the hyperbolic cylinder C 2 and to the auxiliary Riemannian manifold (Z = R 2 ,g), given in standard polar coordinates (r, θ) on
is strictly increasing, and is equal to r for small r. Reasoning as above, we see that the metric g is nontrapping. We will take a Schrödinger wave u on Z and decompose it so that one piece lives on C 2 and the other lives onZ, and we will deduce Strichartz without loss on Z from the fact that Strichartz without loss holds for both C 2 andZ.
Proof. Let U ⊂ Z be a neighbourhood of {r = 0}, say {|r| < 2η}, thus containing the projection of the trapped set of Z. By construction, the metric is exactly hyperbolic in a neighbourhood of U. We decompose u = u i + u e , where u i = χu is supported in U and u e = (1 − χ)u is supported where the metric g is identical tog. (Thus ∇χ is supported where η ≤ |r| ≤ 2η.) We prove the estimate (2.1) separately for u i and u e . As stated above, the idea is to regard u e as solving a PDE onZ and to regard u i as solving a PDE on C 2 . We first prove a local smoothing result for Z,Z and C 2 . This is essentially standard, but we give the details for the reader's convenience (and in keeping with the expository character of this section). For applications in the following section, we give a result in any dimension. 
(ii) Suppose that v solves the Schrödinger equation on (C 2 , g hyp ) with initial condition v 0 , and
Proof. This result can be deduced from the resolvent estimate of Cardoso-Vodev [15] , but for completeness we give a proof via a positive commutator argument. We construct a zeroth order pseudodifferential operator A on X such that i[∆, A] has a nonnegative principal symbol which is elliptic on the support of φ. Then we use the identity
valid for any Schrödinger wave u. Since i[∆, A] is order one and elliptic on the support of φ, the right hand side is equal to c φu
plus terms which are essentially positive, while the left hand side is bounded by C u 0 2 L 2 , giving the estimate. Let us set A = A 1 + A 2 , where A 1 is supported in the region where X is Euclidean and A 2 is properly supported. We take R > 0 large enough so that each end of X has a neighbourhood isometric to R d \B(0, R) and use Euclidean coordinates x = (x 1 , x 2 , . . . x d ) on this neighbourhood with dual cotangent coordinates ξ. We write r = |x| and take A 1 to have principal symbol
Here ζ(t) is chosen to be 0 for t < R and 1 for t ≥ 2R and to be nondecreasing, where R is sufficiently large that 1 − R −ǫ > 1 2 , say. We understand this to mean that a 1 is defined as above on each end of X. Explicitly, we could take
where here ∆ denotes the flat Laplacian on R d , which gives a well-defined kernel (1 + ∆) 1/2 after pre-and post-multiplying by ζ(r).
Then the derivative a 1 along the Hamilton vector field of σ(∆ X ), namely the geodesic flow
We see that this is nonnegative everywhere, and bounded below by C ξ r −1−ǫ for r ≥ 2R. Now we define a symbol a 2 which will be supported in the region r ≤ 4R. First we introduce some notation: forR ≥ R, let ER denote the union of ends R d \ B(0,R), and let UR ⊂ T * X denote π −1 (X \ ER). We choose conic neighbourhoods U < and U of K such that U < ⊂ U and π(U ) is disjoint from supp φ. For any p ∈ π −1 (supp φ) we let β = β(p) denote the maximally extended geodesic through p, and we denote by β + , resp. β − , the forward, resp. backward geodesic ray starting at p. Standard topological arguments show that one can choose U < so that for every p ∈ π −1 (supp φ), at least one of β + or β − does not meet U < , which we will now assume.
Now choose an arbitrary p ∈ π −1 (supp φ) and consider the geodesic β(p). Because of the way we chose U < , either β − or β + does not intersect U < . Suppose, for the sake of definiteness that β + does not meet U < (the argument for β − ∩U < = ∅ is similar). Let V be a conic neighbourhood of β + . We may construct a symbol of order 0 that is
• supported on V ,
• non-decreasing with respect to geodesic flow on U 2R , • strictly increasing with respect to geodesic flow on V < ∩ (U 2R \ U ) ∩ {|ξ| ≥ 1/2}, where V < is a conic neighbourhood of β + such that V < ⊂ V , and
To do this, we let t be an arc-length parameter along β with β(0) = p and β + = {β(t) | t ≥ 0}, and let t 1 = sup{t | β(t) ∈ U < }, which is negative by assumption. Also let t 2 = sup{t | β(t) ∈ U 2R }, and t 4 = sup{t | β(t) ∈ U 4R }, both of which are positive by assumption. We choose a function along β that is 0 for t ≤ t 1 , strictly increasing for t 1 < t < t 2 and zero for t ≥ t 4 . This can be extended to a symbol of order 0 supported in V .
Using compactness, we can select a finite number of conic neighbourhoods V < as above, covering π −1 supp φ\{0}. Summing the corresponding symbols defined above, we obtain a symbol a 2 supported in U 4R such that the Hamilton vector field of ∆ X applied to a 2 is positive and elliptic on π −1 supp φ. Let A 2 be a properly supported pseudodifferential operator with symbol a 2 . Let A be the sum of A 2 and a sufficiently large multiple of A 1 . Then i[∆, A] has nonnegative symbol, and (if the symbol a 2 is specified appropriately, i.e. so that {σ(∆), a 2 } is a sum of squares of symbols, which is always possible) may be expressed in the form i B * 
which is valid for sufficiently large C, we deduce that
The proof of (ii) is very similar in spirit. Again we construct a pseudodifferential operator A with the property that i[∆, A] has a nonnegative principal symbol which is elliptic on the support of φ. We construct A as A 1 + A 2 , where A 2 is constructed exactly as above, but A 1 is modified to reflect the hyperbolic rather than Euclidean structure at infinity. We can take A 1 to be a zeroth order pseudodifferential operator in the 0-calculus of Mazzeo-Melrose [30] 
, where (ρ, ω) are the dual coordinates to (r, θ). In these coordinates, the symbol of ∆ C 2 is
and the Hamilton vector field is
Applying this to the symbol of A 1 gives the positive term
which is nonnegative everywhere and bounded below by a multiple of σ(∆ C 2 ) 1/2 on the support of φ. The rest of the proof is the same as in part (i), using the fact that zeroth order operators in the 0-calculus are bounded on L 2 (C 2 ). 
We return to the proof of Theorem 2.1. Consider the function u e = (1 − χ)u. We can regard it as a function onZ, and as such it satisfies on the time interval [0, T ] We want to show that this is in L p t L q x for Strichartz pairs (p, q). Since we are dimension d = 2, we have p > 2, and hence we can apply the Christ-Kiselev Lemma [17] , which tells us that it is sufficient to show boundedness of the operator
. But, defining TZ as above, this is e it∆Z T * Z w (for anyφ equal to 1 on the support of ∇χ). By Lemma 2.2 and duality,
while by [38] ,
x . This shows that (2.1) holds for the function u e . It remains to consider u i = χu. We regard u i as a function on the hyperbolic cylinder C 2 since it is supported in the region where the metric is hyperbolic, and as such it satisfies on the time interval [0, T ]
As we have seen, We want to show that this is in L p t L q x for Strichartz pairs (p, q). We use the Christ-Kiselev trick again and show that the operator
x . But, defining T C 2 as above, this is e it∆ C 2 T * C 2 w (for anyφ equal to 1 on the support of ∇χ). By (ii) of Lemma 2.2, T * C 2 by duality maps
x . This shows that (2.1) holds for the function u i , and completes the proof of Theorem 2.1.
Asymptotically Euclidean (or conic) manifolds with filamentary hyperbolic trapped set
In the previous section, we used the dispersive estimate from section 1 for constant negative curvature manifolds to prove Strichartz estimates without loss. It is natural to ask if this result can be generalized to a variable negative curvature setting. In this section, we shall show that a more general class of manifolds with hyperbolic trapped set has this 'Strichartz without loss' property. The class of manifolds we will consider are asymptotically Euclidean (and more generally asymptotically conic) but the projection of their trapped set is contained in an open set where the metric has (variable) negative curvature, so that the flow is hyperbolic there, and we will assume, as in [32] , that the topological pressure P (s) of the unstable Jacobian on the trapped set satisfies P (1/2) < 0 -this last condition roughly means that the trapped set is thin enough, also called filamentary, although it may contain an infinite number of closed geodesics.
An asymptotically conic manifold (or scattering manifold in the sense of [31] ) is a complete non-compact Riemannian manifold (M, g) which is the interior of a smooth compact manifold with boundary M and such that a collar neighbourhood of the boundary is isometric to
where h(x) is a one-parameter family of metrics on ∂M depending smoothly on x ∈ [0, ǫ). Here ∂M has really to be considered as the 'points at infinity' of (M, g). The function x can be extended to a positive smooth function on M and the function r = 1/x is analogous to the radial function on Euclidean space. The geodesic flow Φ t , t ∈ R, is the flow of the Hamiltonian vector field V H associated to
Let us denote by π : T * M → M the projection on the base, and let d = dim M . The geodesic flow is said to be hyperbolic on U ⊂ S * M if for all m ∈ U , the tangent space at m splits into flow, unstable and stable subspaces such that
, ±t ≥ 0. for some uniform λ > 0; here the norm can be taken with respect to the Sasaki metric on the cotangent bundle . This is true in particular for U = S * M if M is a complete manifold with negative sectional curvatures contained in an interval [−k 1 , −k 0 ] for some k i > 0, see for instance [29, Th. 3.9 .1].
We define the unstable Jacobian J u t (m) and the weak unstable Jacobian J wu t (m) for the flow Φ t at the point m to be
where the volume form on d dimensional subspaces of T (T * M ) is induced by the Sasaki metric. It follows from (iii) of (3.2) that J u t (m), J wu t (m) ≤ e −λt for t > 0. If the geodesic flow on the trapped set K is hyperbolic, and s : K → R is a continuous function, then the topological pressure of the unstable Jacobian at s is a real number P (s), whose definition is given by (3.7). The topological pressure of the unstable Jacobian can be viewed as a real function P of s. The quantity P (0) is known as the topological entropy of the flow. For positive s, P (s) in a sense measures two competing effects of the flow: the density of K (the denser K, the longer points near K stay close by under the flow) and the instability of the flow (the more unstable, the more quickly points near K move away from K under the flow). In our analysis we encounter products of square roots of the unstable Jacobian, which in view of (3.6) and (3.7) make it natural to consider the topological pressure at s = 1/2; if P (1/2) < 0 then the instability dominates, which is crucial in our main estimate (Lemma 3.13) of this section. The first use, to our knowledge, of topological pressure in analytical estimates was by Nonnenmacher-Zworski [32] following work of Gaspard-Rice [22] in the physics literature.
Our assumptions on (X, g) and on the trapped set K in this section are
There is an open set X − ⊂ X containing π(K) which can be extended to a complete manifoldX with sectional curvatures bounded above by a negative constant (in particular, X − has sectional curvatures bounded above by a negative constant). (A3) X − is geodesically convex in X: i.e. any geodesic entering π −1 (X \ X − ) from π −1 X − remains in this region thereafter. (A4) The topological pressure P (s) of K evaluated at s = 1/2 is negative:
For examples, see Section 3.2.
Remark 3.1. With these assumptions, the geodesic flow is hyperbolic on S * X and K is the trapped set on both S * X and S * X. On S * X, the splitting satisfying (3.2) only makes sense at points of K, but we can still consider the splitting T S
Remark 3.2. It seems likely that (A2) actually follows from (A1) and (A3); that is, that if X − is negatively curved and geodesically convex, then we expect that it can always be extended to a complete manifold with negative sectional curvature. We do not pursue this question further here as it is a purely differential-geometric question.
Our main result in this section is
Theorem 3.3. Let (X, g) satisfy assumptions (A1) -(A4) above. Then local-in-time Strichartz estimates without loss hold for X:
there exists C > 0 such that
for all u 0 ∈ L 2 (M ) and (p, q) satisfying (0.1).
Remark 3.4. In dimension d = 2, the condition P (1/2) < 0 is equivalent to the Hausdorff dimension of the trapped set satisfying
Note that this is the natural generalization of the condition δ < n/2 in our hyperbolic quotients examples above, since d H (K ∩ S * M ) = 2δ + 1 in that case (recall d = n + 1).
3.1. Topological pressure. We now define the topological pressure of the flow P (s) on the trapped set, following [32] (which follows from Def. 20.2.1 of [24] ): a set E ⊂ K ∩ S * X is said (ǫ, T ) separated if given (x 1 , v 1 ) = (x 2 , v 2 ) in E, there exists t ∈ [0, T ] for which the distance between Φ t (x 1 , v 1 ) and Φ t (x 2 , v 2 ) is at least ǫ > 0. For any s ∈ R we define
where the sup is taken over all sets E which are (ǫ, T )-separated. The pressure of s is
For instance, if the metric has constant curvature, one has Lemma 3.5. Let (X, g) be a convex cocompact hyperbolic manifold of dimension n + 1 with limit set of dimension δ. Then the topological pressure at s = 1/2 is given by P (1/2) = δ − n/2.
Proof. For a constant curvature −1 manifold, J u t (m) = e −tn . It follows from (3.6) and (3.7) (and the footnote) that P (s) = P (0) − ns. But P (0), which is the topological entropy, is equal to δ by a result of Sullivan [40] .
Finally, we recall the alternate definition of topological pressure given in [32, Sec. 5.2], which turns out to be easier to use. If V = (V b ) b∈B is an open finite cover of K ∩ S * X, let V T (T ∈ N) be the refined cover made of T -fold intersections
and consider the set B
). The topological pressure is defined by
In particular, for all ǫ 0 > 0 small, there exists ǫ 1 > 0, such that for all ǫ < ǫ 1 and all covers V of K ∩ S * X as above with diameter smaller than ǫ, there is a T 0 ∈ N, a set B T0 ⊂ B ′ T0 such that {V β , β ∈ B T0 } is an open cover of K ∩ S * X and (3.9)
Moreover V β are all included in π −1 (X − ) since they are ǫ close to K. Since by the chain rule one has
and since the unstable foliation is γ-Hölder, we deduce that 2 for any V β with β ∈ B T0
for some constant C depending only on ǫ 0 . Therefore, renaming the family (V β ) β∈BT 0 by (W a ) a∈A1 , we get, by taking for instance Cǫ γ ≤ ǫ 0 /2
1 For later convenience we define the topological pressure using the weak unstable Jacobian rather than the unstable Jacobian which is more standard. However, making this change only changes log Z T (ǫ, s) by O(1), uniformly in ǫ, and thus leads to the same value of P (s). 2 Notice that E + m makes sense since π(V β ) is in the negative curved part X − .
Some examples. We first give examples of Riemannian manifolds satisfying assumptions (A1) -(A4)
. Consider any convex co-compact hyperbolic manifold (X, g). Near infinity, it is conformally compact. That is, it admits a compactification to a compact manifold X with a boundary defining function x, such that x 2 g is a smooth nondegenerate metric up to the boundary of X. In other words, near infinity g takes the form g = h/x 2 for some smooth metric h on X. We shall now modify the metric g near infinity to a metric that is asymptotically conic, in such a way that the trapped set is left unchanged. (We recall that both asymptotically conic and conformally compact metrics are nontrapping near infinity.) This is straightforward: we have near infinity, in suitable coordinates (x, y) where x is a boundary defining function for X and y is a local coordinate on
Here h(x) is a smooth family of metrics on Y , i.e. is smooth in all its arguments. Changing variable to the 'geometric' coordinate r = log(1/x), this reads
Assume that this is valid for r ≥ R. Then, for some R ′ ≥ R we choose a function f (r) such that f (r) = e r for r ≤ 2R ′ and f (r) = cr for r ≥ 4R ′ , and such that f ′ (r) > f (r)/2r for all r. This is possible for all R ′ ≥ R and some c depending on R ′ . Define the metric (3.11)
This is an asymptotically conic metric on X and satisfies assumption (A2). The symbol of the Laplacian with respect to this metric is ρ 2 + f (r) −2 (h −1 (e −r )) ij η i η j and along geodesics we havë
.
is bounded above by a constant times h −1 (s) uniformly for s ∈ [0, log R −1 ]. Also, using f ′ (r) > f (r)/2r, we see that f ′ (r)/f (r) 3 ≫ e −r /f (r) 2 for large r. It follows that for R ′ sufficiently large, and r ≥ R ′ , we havë r ≥ 0 and hence there is no trapped set in r ≥ R ′ for the metric g ac ; moreover, the set {r ≤ R ′ } is geodesically convex. Hence the metric satisfies condition (A3).
Finally to verify assumption (A4) it suffices to use Lemma 3.5.
3.3.
Strategy of the proof. The proof of Theorem 3.3 is much more involved than that of Theorem 2.1. We will need to localize both in frequency and in time. To explain the idea, we first show how the Strichartz estimates on an asymptotically conic nontrapping manifold X may be deduced via frequency and time localization. Here we focus on estimating the solution on a compact set contained in M . Thus, we consider χu, where χ ∈ C ∞ 0 (M ) vanishes for small x. We introduce the semiclassical parameter h, where h −1 will be (up to a constant) the frequency of our frequency-localized wave u. Let ψ ∈ C ∞ 0 (1/2, 2). Then the semiclassical dispersion estimate from [12] says that for sufficiently small c,
Let us assume that u 0 is localized near frequencies ≈ h −1 in the sense that ψ(h 2 ∆ X )u 0 = u 0 (this will then be true for all times t). This assumption is harmless as a Littlewood-Paley argument (see [12] , Section 2.3.2 using the Littlewood-Paley estimate from [6] ) shows that if Strichartz is true for frequency-localized u, then it holds for all u. It follows from (3.12) and Keel-Tao that Strichartz holds for u on a time interval of length ch:
for (p, q) satisfying (0.1). Here, c depends on the injectivity radius of M and the support of ψ; for simplicity, below we assume that c = 1.
To extend this to a fixed length time interval, we use time cutoffs and local smoothing estimates. To define the time cutoffs, let ϕ(s) ∈ C ∞ 0 [−1, 1] satisfy ϕ(0) = 1 and j∈Z ϕ(s − j) = 1. Then we can write, for any Schrödinger wave u(·, t) = e −it∆X u 0 ,
where each u j is supported on a time-interval of length 2h. We work on the time interval [0, 1] and assume that h −1 = N ∈ N; thus, we need to consider u j for j = 0, 1, . . . , N . The functions u 0 and u N are dealt with from the semiclassical Strichartz estimate (3.13). So consider u j for 1 ≤ j ≤ N − 1. These functions satisfy the equation (3.14)
Since X is nontrapping, we have from Lemma 2.2 and Remark 2.3 the local smoothing estimate
for anyχ ∈ C ∞ 0 (X). Chooseχ to be 1 on the support of χ. It follows that
We can express u j in terms of w j using Duhamel's formula:
By Christ-Kiselev lemma, if p > 2, in order to estimate the L p t norm of u j in terms of the L 2 t norm of w j it is sufficient to estimate the L p norm ofũ j defined by
Now we can use the semiclassical Strichartz estimate since the time interval is O(h).
The dual estimate to (3.15) gives
Then (3.13) applied to this L 2 function shows that
and the same estimate holds for u j by Christ-Kiselev. Squaring this inequality, summing over j and using (3.16) shows that (3.21)
Using the continuous embedding from
and this gives
with C independent of h.
Now suppose that X is trapping, but obeys assumptions (A1) -(A4) above. In that case, the local smoothing estimate definitely fails [11] , [21] , and then the argument only gives Strichartz estimate with a loss (i.e. with additional negative powers of h on the right hand side) arising from the loss in the local smoothing estimate. If the trapped set has negative topological pressure, the local smoothing loss is | log h| 1/2 as follows from work of Nonnenmacher-Zworski [32] and Datchev [20] , Theorem 3.7 below (see also [11, 14] ). In combination with the argument above, this gives Strichartz with logarithmic loss, as shown for example in the case of the exterior of several convex obstacles by Burq [11] .
However, when the topological pressure is negative then more is true: essentially from the work of Anantharaman [1] and Nonnenmacher-Zworski [32] , it follows that the semiclassical Strichartz estimate can be improved by a logarithm: it is valid not just on a time interval of length O(h), but actually on an interval of length h| log h| -see Theorem 3.8 below. Then it turns out that this logarithmic improvement exactly compensates for the logarithmic loss in the local smoothing estimate and we recover the Strichartz estimate on a fixed finite time interval without loss. This is achieved by localizing in time on intervals of length h| log h| rather than h for the part of u localized near the trapped set.
More precisely, we proceed as above but with ϕ(t/h − j) replaced with ϕ(t/h| log h| − j); that is, we localize to time intervals of length h| log h| which is the maximum for which we can apply the semiclassical Strichartz estimate. We then write w j = w ′ j + w ′′ j , where
Then w ′′ j is of size ∼ h −1 (since a derivative of u costs h −1 ). On the other hand, it is supported in the nontrapping region and may be dealt with as above, as the local smoothing estimate is valid without loss in the nontrapping region. The other term, w ′ j , is supported in the trapped region but is of size O((h| log h|) −1 ). On this term we apply the local smoothing estimate, losing | log h| 1/2 as compared to the argument above. When we apply the dual estimate at the step (3.19) we lose a further | log h| 1/2 , and then applying semiclassical Strichartz completes the argument with no overall loss. The details are given in Section 3.7.
In summary, the key ingredients of the proof will be the following three results:
Theorem 3.6 (Strichartz in the nontrapping region). Let X be an asymptotically conic manifold, and suppose that χ ∈ C ∞ (X) ∩ L ∞ (X) vanishes in a neighbourhood of π(K) where K ⊂ T * X is the trapped set. Then we have Strichartz estimates without loss for χe −it∆X u 0 :
for all (p, q) satisfying (0.1), p > 2.
Theorem 3.7 (Local smoothing with logarithmic loss). Suppose that X satisfies assumptions (A1) -(A4). Then for any
Moreover, if χ is supported outside the trapping region, then the estimate holds without the logarithmic loss in h on the right hand side.
Theorem 3.8 (Semiclassical Strichartz on a logarithmic interval). Suppose that X satisfies assumptions (A1) -(A4). Then for any χ supported in M − , we have on a time interval of length
3.4. Strichartz in the nontrapping region. In this section we sketch how to prove Theorem 3.6. The argument is quite related to similar ideas in [38] . Here, we follow fairly straightforward modifications of the argument in [25] for nontrapping metrics. Notice that none of the results about 'Local Schrödinger integral operators' in section 3 of [25] use the nontrapping property, which only enters when the local smoothing estimate is used. To adapt the results of [25] to prove (3.25), we modify the definition of the Banach space X in (4.6) of that paper to include a cutoff function χ + , supported in the nontrapping region and equal to 1 on the support of χ in (3.25) in the f H 1/2,−1/2−ρ/2 (M ) term. This cutoff function then needs to be included in Lemma 4.4 and Lemma 5.5 of [25] . The proof in section 6 then goes through provided that ψ (0) α is supported in the nontrapping region.
3.5. Local smoothing effect. Theorem 3.7 follows fairly directly from the resolvent estimate [20] (which generalizes [32, Theorem 5] to scattering manifolds):
with C independent of ǫ (and h). From this, we deduce (3.26), following [13] . Indeed, denote by T the operator
to L 2 (with same norm), which in turn is equivalent to the boundedness of T T * from L 2 ((−∞, +∞); L 2 (X)) to itself (with same norm squared). But
and it is enough to estimate for example χA 1 f . For this we can assume that f has compact support, and consider u ǫ = e −ǫt A 1 f (t) and f ǫ = e −ǫt f (notice that u ǫ is supported in the set {t ≥ C}) which satisfy
Taking Fourier transform with respect to the variable t, we get
and according to Plancherel formula (recall that the Plancherel formula is true for functions taking values in any (seperable) Hilbert space), and using (3.27) we obtain
Letting ǫ > 0 tend to 0 we obtain that the contribution of χA 1 to T T * satisfies the required estimate. The other contribution χA 2 is dealt with similarly.
The improved estimate when the support of χ does not meet the trapped set is a consequence of Lemma 2.2 and Remark 2.3.
3.6. Semiclassical Strichartz on a logarithmic interval. Using the work of NonnenmacherZworski [32] (which follows techniques of Anantharaman [1] ), we shall obtain a sharp dispersive estimate for the propagator e −it∆X for time t ∈ (0, h| log h|) and in frequency localization in windows of size h. We want to prove the following: Proposition 3.9. There exists δ > 0 and
Then Theorem 3.8 follows immediately from this by applying the main result of Keel-Tao [28] .
The proof of Proposition 3.9 decomposes in several parts. Let us first introduce the objects taken from [32] that we need to use for the proof.
Without loss of generality and to simplify notation, we assume as in [1] that the injectivity radius of X is larger than 1. For t ∈ (0, h), the result is essentially contained in [12, 9] since we are localized in a compact set of X. Now take s 0 ∈ [0, 1] and 1 ≤ L ≤ log(1/h) integer. We want to obtain a dispersive estimate for U (L + s 0 ), where
by following [1, 32] . We consider, as in Section 6.3 of [32] , a microlocal partition of unity (Π a ) a∈A of the energy layer E δ := {(m, ξ) ∈ T * X, |ξ| ∈ (1 − δ, 1 + δ)} for some δ > 0 small. [32] , the set A is decomposed in 3 parts,
The open set W 0 is defined by
(W a ) a∈A1 is chosen so that W a ⊂ X − if a ∈ A 1 and, as a ranges over A 1 , these sets covers K ∩ E δ in such a way that for any ǫ 0 > 0 fixed small, there exist δ, ǫ > 0,
where S T0 (W a ) is defined by (3.8) . This is possible as explained in Section 3.5 and using the homogeneity of the Hamiltonian on T * X to deal with E δ instead of S * X. Finally, the W a for a ∈ A 2 are defined so that there exists
where Γ ± are the forward/backward trapped sets defined in (3.1). By [32, Lem.
For notational simplicity we replace both T 0 and L 0 by max(T 0 , L 0 ); hence we have
To summarize, the energy layer E δ is decomposed into the part W 0 covering the (spatial) infinity of E δ , the part ∪ a∈A1 W a covering the trapped set K ∩ E δ , and finally the part covering the complementary, whose flowout by Φ t lies in W 0 after some large (positive or negative) time.
We write U (t) = e ith∆ and we shall prove
for T ∈ (2T 0 , | log h|). First we need a technical lemma. [42] .
(ii) Let ψ be as above, then for each fixed t, the operator ψ(h 2 ∆ X )e −ith∆X is a semiclassical Fourier Integral operator associated to the canonical relation
This follows from the argument in [26] for scattering pseudodifferential operators.
(We also remark that a similar, weaker result proved under more general assumptions about the nature of the ends of the manifold by Bouclet [6] would also suffice for our purposes.) (ii) It is shown in [32] that e 
and we can decompose
Hence we may write
where R T term is the sum over all sequences α containing at least one index α j = ∞. The first estimate one obtains corresponds to Lemma 6.5 in [32] :
Lemma 3.11. If ψ, ψ + (x, hD) are chosen as above, one has
for 1 ≤ T ≤ | log h|, with implied constants independent of T .
Proof. Since both Π ∞ and ψ + (h 2 ∆) are order zero pseudodifferential operators and they have disjoint operator wavefront set, the composition
The other factors in (3.33) are all bounded from L 2 to L 2 , and there are at most Ce CT terms in the sum. As T ≤ | log h| this contributes at most a factor of a fixed power of h. Hence 
by Sobolev embedding for m larger than half the dimension of X.
The second estimate needed is similar to Lemma 6.6 of [32] , but it is even better since we cut on the left on a compact set. Let
Proof. This is proved in the same way as the previous lemma. We only need to show that each term in (3.33) corresponding to a multi-index α ∈ A L \ A L has a factor which is O(h ∞ ) as a map from L 2 to L 2 . This follows directly from Egorov's theorem if there is a j such that Φ 1 (W αj ) ∩ W αj+1 = ∅. Indeed, referring back to Lemma 3.10 we can write
where ψ ++ ∈ C ∞ c (R) is 1 on the support of ψ + . By Egorov, we have e
for some Q with operator wavefront set given by Φ −1 (W F ′ (Π αj )). Since this is disjoint from the operator wavefront set of Π αj+1 by hypothesis, this factor is
estimate is immediate because Π 0 is microsupported in X \ X − and χ is supported in X − . If any of the other α j = 0 then the O(h ∞ ) estimate follows because of assumption (A3), which implies that either a 1 = 0 or a L = 0, or else the condition Φ 1 (W αj ) ∩ W αj+1 = ∅ has to hold for some intermediate j, showing that we are back in the situation considered above. Similarly, if α j ∈ A 2 for some T 0 ≤ j ≤ L − T 0 then (3.30) shows that we are again back in the situation considered above. This Lemma clearly implies the bound
. It remains to deal with the elements α ∈ A L . We can obtain, again essentially from the analysis of [1] (and in a comparable way to [32, Prop 6.3] ), the following bounds: Lemma 3.13. Let χ be as above and let ǫ 0 be the small parameter in (3.28) . Then for all small ǫ > 0, there exists C > 0 such that
for all h ∈ (0, h 0 ) and 4T 0 ≤ T ≤ | log h|, where
Proof : We start by proceeding as in [1, Sec. 3] . If the cover is taken thin enough, we may use coordinates (z, ξ) in each W a , a ∈ A 1 , where z ∈ π(W a ) and ξ ∈ T * z M are cotangent variables. We can write for u ∈ L 1 (M ) and z ∈ π(W α1 )
where σ(x, ξ) is the local symbol of Π α1 χ in W α1 . An upper bound for the left hand side of (3.37) is then the sum over all α ∈ A L of (3.38) sup
Thus we take Π α1 χu and evolve it through e ih∆0 then microlocally cutoff in W α2 , evolve again, microlocally cut off again, and so on. For Anosov flows, it is shown in [1, Sec. 3] that, for any J, K ∈ N fixed (independently of L), there exists a function S J (., t) ∈ C ∞ (π(W αJ )) and
} which is part of the graph of the canonical transformation Φ J+t , namely that part with first coordinate lying in the Lagrangian {(y, ξ) | 1 − ǫ < |ξ| < 1 + ǫ}. We now take J = L, t = s 0 and K large. We obviously have ||χR L,K (h, s 0 )|| L 2 ≤ C K h K so using Sobolev embedding arguments as in the proof of Lemma 3.11, we can replace the L 2 norm by the L ∞ norm, up to a loss of
Taking K large enough and summing over the α ∈ A L , the number of which is bounded by h − log |A| , we conclude that these terms do not contribute.
It thus remains to study the L ∞ norm of elements of the form
that is, the L ∞ norm of b L−1,K . We can essentially use the estimates in [1] but first we need to make some remarks on the different partitions of unity used here as compared to [1] . There, the quantum partition of unity is implemented by multiplication operators that cut off at the scale h −κ , 0 < κ < 1/2, while here we use semiclassical pseudodifferential operators with symbols smooth in h. There are two main differences: in [1] , the multiplication operators are trivially bounded on L 2 (X) with operator norm 1, while in our case, the operator norm of our microlocal cutoffs is 1 + O(h) since the principal symbols are bounded by 1. This is inessential since it contributes at most a factor (1 + Ch)
| log h| to each term, which is bounded uniformly as h → 0. Second, we need to replace the estimate on the derivatives of the microlocal cutoffs from
where D indicates differentiation and ad m indicates the mth iterated commutator (which is even better than in [1] , as we do not get any negative powers of h in our case).
With these remarks made, we can follow the analysis of Section 3.2 of [1] . Let us define J t LL+s0 (z) to be the Jacobian of the map Φ t , restricted to L L+s0 , and evaluated at z = (z, dS L (s 0 )(z)) ∈ L L+s0 . Then the construction of [1] shows that b L−1;k (z, s 0 ) is only nonzero if Φ −j (z, dS L−1 (z, 0)) ∈ π(W αL−j ) for all j = 1, . . . , L and k = 0, . . . , K, in which case
Let us write T = T 1 + N T 0 + T 0 , where The first and last Jacobian factors are uniformly bounded with respect to L; they only depend on T 0 since they can be written as a supremum of the Jacobian of the flow at some time bounded by 2T 0 on some set independent of L. Now using Remark 3.14, by assuming that T 0 is large enough, the Lagrangians L jT0 , j ≥ 1 are arbitrarily close to the weak unstable foliation. Thus we can replace the Jacobian of the flow by the weak unstable Jacobian, up to an ǫ > 0 error which can be taken as small as we like (possibly after increasing T 0 sufficiently). Thus Consequently, using (3.39), (3.40) and (3.41), we find that (3.38) is bounded uniformly by
for some subsequence (α j ′ ) j ′ ∈ A If we compose these estimates with the trivial intermediate estimate
L 2 →L 2 ≤ 1 then we obtain the estimate for 1 ≤ T ≤ 4T 0 .
For T ≥ 4T 0 we can apply Lemmas 3.11, 3.12 with the estimate of Lemma 3.13 where ǫ 0 + ǫ is chosen smaller than −P (1/2) ; we obtain the estimate
for some β > 0, and all T ∈ (0, log(1/h)). It suffices to set t = T h and we get the desired result since e −βT T n/2 ≤ C.
3.7.
Proof of Theorem 3.3. We shall be brief here since the proof was outlined already in Section 3.3. We use the notation from that section. Thus, u j = ϕ(t/h| log h| − j)χu satisfies (i∂ t − ∆ X )u j = w The dual estimate to Theorem 3.7 implies (j+1)h| log h| (j−1)h| log h|
(h| log h|) 1/2 .
using also ω ′ j = i(h| log h|) −1 ϕ ′ (t/h| log h| − j)χu. 
and the right hand side is no bigger than C u 0 2 L 2 (X) using Lemma 2.2 for w ′′ j and Theorem 3.7 for w ′ j . Using the continuous embedding from l 2 (N) to l p (N) as in Section 3.3 gives
Together with Theorem 3.6 this gives the Strichartz estimate without the space cutoff χ:
Finally using Bouclet's Littlewood-Paley estimate (equation (1.4) of [6] ) and the argument in [12] , we remove the frequency cutoff and obtain (3.5), which completes the proof. 
