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Abstract
Lattice networks with dissipative interactions can be used to describe the mechanics of
discrete meso-structures of materials such as 3D-printed structures and foams. This contri-
bution deals with the crack initiation and propagation in such materials and focuses on an
adaptive multiscale approach that captures the spatially evolving fracture. Lattice networks
naturally incorporate non-locality, large deformations, and dissipative mechanisms taking
place inside fracture zones. Because the physically relevant length scales are significantly
larger than those of individual interactions, discrete models are computationally expensive.
The Quasicontinuum (QC) method is a multiscale approach specifically constructed for dis-
crete models. This method reduces the computational cost by fully resolving the underlying
lattice only in regions of interest, while coarsening elsewhere. In this contribution, the (vari-
ational) QC is applied to damageable lattices for engineering-scale predictions. To deal with
the spatially evolving fracture zone, an adaptive scheme is proposed. Implications induced
by the adaptive procedure are discussed from the energy-consistency point of view, and the-
oretical considerations are demonstrated on two examples. The first one serves as a proof
of concept, illustrates the consistency of the adaptive schemes, and presents errors in ener-
gies. The second one demonstrates the performance of the adaptive QC scheme for a more
complex problem.
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1. Introduction
Lattice networks are frequently employed to describe the mechanical response of materials
and structures that are discrete by nature at one or more length scales, such as 3D-printed
structures, woven textiles, paper, or foams. For lattice networks representing fibrous mi-
crostructures for instance, individual fibres can be identified with one-dimensional springs
or beams. Further examples are the models of e.g. [1–4].
The reason why lattice models may be preferred over conventional continuum theories
and Finite Element (FE) approaches, is twofold. First, the meaning and significance of the
physical parameters associated with individual interactions in the lattice networks is easy to
understand, whereas the parameters in constitutive continuum models represent the small-
scale mechanics only in a phenomenological manner. An example is the Young’s modulus or
ultimate strength of a spring or beam (fibre or yarn) versus that of the network. Second, the
formulation and implementation of lattice models is generally significantly easier compared
to that of alternative continuum models. Large deformations, large yarn re-orientations, and
fracture are for instance easier to formulate and implement (cf. e.g. the continuum model
of Peng and Cao [5] that deals with large yarn re-orientations). Thanks to the simplicity
and versatility of lattice networks, they are furthermore used for the description of heteroge-
neous cohesive-frictional materials such as concrete. The reason is that discrete models can
realistically represent distributed microcracking with gradual softening, implement material
structure with inhomogeneities, capture non-locality of damage processes, and reflect deter-
ministic or stochastic size effects. Examples of the successful use of lattice models for such
materials are given in [6–9].
As lattice models are typically constructed at the meso-, micro-, or nano-scale, they
require reduced-model techniques to allow for application-scale simulations. A prominent
example is the Quasicontinuum (QC) method, which specifically aims at discrete lattice
models. The QC method was originally introduced for conservative atomistic systems by
Tadmor et al. [10] and extended in numerous aspects later on, see e.g. [11–13]. Subsequent
generalizations for lattices with dissipative interactions (e.g. plasticity and bond sliding)
were provided in [14, 15]. In principle, the QC is a numerical procedure that can deal with
local lattice-level phenomena in small regions of interest, whereas the lattice model is coarse
grained in the remainder of the domain.
The aim of this contribution is to develop a QC framework that can deal with the
initiation and subsequent propagation of damage and fracture in the underlying structural
lattice model. Because such a phenomenon tends to be a highly localized and rather unstable
process, sensitive to local mesh details, the QC framework must fully refine in critical regions
before any damage occurs in order to capture the physics properly, cf. Fig. 1. Moreover, as
the entire problem is evolutionary, the location of the fully resolved region must evolve as
well, which requires an adaptive QC framework. Several previous studies have also focused
on adaptivity in QC methodologies, but they were always dealing with atomistic lattice
models at the nano-scale, see e.g. [12, 16, 17]. Contrary to that, this contribution focuses on
structural lattice networks for materials with discreteness at the meso-scale.
The QC approach aimed for is schematically presented in Fig. 1. The macro-scale frac-
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Figure 1: Sketch of a crack propagating through a lattice model using the variational adaptive QC method.
At the crack tip and in the process zone, large fibre reorientations and deformations accompanied by dis-
sipative processes may take place, which require the full lattice resolution. Elsewhere, the displacements
of the underlying lattice can effectively be interpolated, which allows for coarse graining and numerical
homogenization.
ture emerges as individual interactions’ failures at the lattice level. Their damage leads to
strain-softening and hence, the fracture process zone remains spatially localized. Conse-
quently, only the crack tip and the process zone have to be fully resolved. The displacement
fluctuations elsewhere remain small, allowing for efficient interpolation and coarse graining.
Due to the spatial propagation of the crack front through the system of interest, available
QC formulations need to be generalized to involve dissipation induced by damage, and an
adaptive meshing scheme that includes a suitable marking strategy needs to be developed.
The theoretical framework employed in this contribution is closely related to our varia-
tional QC formulation for hardening plasticity discussed in [18]. The present work can be
viewed as an extension towards lattices with localized damage and with an adaptive refine-
ment strategy. In principle, the overall procedure is based on the variational formulation by
Mielke and Roub´ıcˇek [19], developed for rate-independent inelastic systems. This variational
formulation employs at each time instant tk an incremental potential energy Π
k, that can
be minimized with respect to the observable (kinematic) as well as the internal (history,
dissipative) variables. Hence, this formulation is different from the one employed in the
virtual-power-based QC framework of Beex et al. [14], which is based on the virtual-power
statement of the lattice model in combination with a Coleman-Noll procedure. The theoret-
ical concepts of the variational formulation and its application to damaging lattice models
are discussed in Section 2.
After the incremental energy is presented for the full lattice system, two reduction steps
can be applied to it in analogy to the standard QC framework, see e.g. [20–23]. In the first
step, interpolation constrains the displacements of all atoms1 according to the displacements
of a number of selected representative atoms, or repatoms for short. This procedure reduces
the number of degrees of freedom drastically. In the second step, only a small number
1Note that throughout this work the term ”atom” is used to refer to individual lattice nodes or particles,
consistently with the original QC terminology developed for atomistic systems.
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of atoms is sampled to approximate the exact incremental energy Πk, its gradients, and
Hessians, analogously to the numerical integration of FE technology. This step is referred to
as summation, and it entails also a significant reduction of the number of internal variables.
Together, the two steps yield a reduced state variable qred ∈ Qred and an approximate
incremental energy Π̂(qred). In Section 3, a more detailed discussion about QC techniques,
adaptive modelling, marking strategy, and mesh refinement will be provided. Consequences
of the proposed mesh refinement strategy will be discussed also from the energetic point of
view.
The minimization of Πk provides governing equations presented in Section 4, where a
suitable solution strategy is described. Incremental energy minimization procedures often
employ some version of the Alternating Minimization (AM) strategy, see e.g. [24–27]. The
approach used here, however, minimizes the so-called reduced energy, i.e. the energy poten-
tial Πk with eliminated internal variables, cf. [28] or [19]. As a result, the overall solution
process simplifies and is more efficient compared to the AM approach.
In Section 5, the proposed theoretical developments are first applied to an L-shaped
plate test. The force-displacement diagrams and crack paths predicted with the adaptive
QC approach are compared to those predicted with full lattice computations. Further, the
energy consistency during the entire evolution is assessed and the errors in energies are
discussed. The second numerical example focuses on the antisymmetric four-point bending
test, described e.g. in [29]. It demonstrates the ability of the adaptive QC scheme to
predict nontrivial, curved crack paths. Finally, this contribution closes with a summary and
conclusions in Section 6.
2. Variational Formulation of Lattice Structures with Damage
In this section, we recall the general variational theory for rate-independent systems,
discussed e.g. in [30–34], followed by the geometric setting, description of state variables,
and by the construction of energies. The entire exposition will be confined to 2D systems,
but the extension to 3D is straightforward.
2.1. General Considerations
The evolution of a system within a time horizon [0, T ] is considered to be quasistatic and
rate-independent, so the (pseudo-) time t ∈ [0, T ] can be arbitrarily rescaled without any
influence on the results. The system of interest is fully specified by the potential (Gibbs
type) energy E : [0, T ] × Q → R and by the dissipation distance D(z2, z1), D : Z ×
Z → R+ ∪ {+∞}. The dissipation distance reflects the minimum energy dissipated by the
continuous transition between two consecutive states z1 and z2. Both functionals are defined
for states q(t) = (r(t), z(t)) ∈ Q, where Q = R×Z is a suitable state-space, r(t) ∈ R is a
set of observable kinematic variables, and z(t) ∈ Z is a set of internal variables describing
the inelastic processes.
A function q : [0, T ]→ Q is called an energetic solution of the energetic rate-independent
system (E ,D, q0) if it satisfies the following stability condition (S) and energy balance (E)
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for all t ∈ [0, T ]
E(t, q(t)) ≤ E(t, q̂) +D(ẑ, z(t)), ∀q̂ ∈ Q, (S)
V(q(t)) + VarD(q; 0, t) = V(q(0)) +Wext(q; 0, t), (E)
along with the initial condition
q(0) = q0. (I)
For further details see e.g [19]. The potential energy E can be expressed as
E(t, q̂) = V(q̂)− 〈f(t), q̂〉 , (1)
where V : Q → R is the internal free (Helmholtz type) energy, f : [0, T ] → R∗ × Z ∗
represents an external loading (which satisfies some additional conditions related to the
boundedness of E not specified here, for further details see [19]), R∗ and Z ∗ are spaces
dual to R and Z , and 〈•, •〉 denotes the corresponding duality pairing. In (E), we have
introduced the work performed by the external forces
Wext(q; 0, t) = 〈f(t), q(t)〉 − 〈f(0), q(0)〉+
∫ t
0
∂
∂s
E(s, q(s)) ds, 2 (2)
and the dissipated energy
VarD(q; 0, t) = sup
{
n∑
k=1
D(z(tk), z(tk−1))
}
, (3)
where the symbol (q; 0, t) indicates the dependence on q(s) for s ∈ [0, t], and where the
supremum is taken over all n ∈ N and all partitions of the time interval [0, t].
Upon introducing a discretization of the time interval [0, T ] in the form 0 = t0 < t1 <
· · · < tnT = T , the time-discrete energetic solution can be constructed by an incremental
problem (IP) defined as
q(tk) ∈ arg min
q̂∈Q
Πk(q̂; q(tk−1)), k = 1, . . . , nT , (IP)
In (IP), each step is realized as a minimization problem of the following incremental energy :
Πk(q̂; q(tk−1)) = E(tk, q̂) +D(ẑ, z(tk−1)). (IE)
A characteristic difficulty related to time-discrete energetic solutions is that they are
constructed by a recursive global minimization, which is computationally cumbersome for
non-convex energies. Yet it is reasonable and standard to assume that solutions of (IP)
2Note that in the case of externally prescribed forces, we have ∂∂sE(s, q(s)) = −
〈
f˙(s), q(s)
〉
, where
the dot stands for the time derivative. Furthermore, assuming sufficient smoothness of all data, one ob-
tains Wext(q; 0, t) =
∫ t
0
〈f(s), q˙(s)〉 ds from integration by parts.
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are associated with local minima that satisfy the energy balance (E), cf. e.g. [35]. Such a
strategy, in combination with indirect displacement solution control, is adopted also in this
work. Local minimization entails that any additional requirements for f can be dropped,
cf. Eq. (1). For further discussion about local versus global minimization see e.g. [36]. Note
that within the energetic framework, the solution q may be a discontinuous function of time,
leading to jumps in internal variables and energy quantities.
2.2. Geometry, Kinematics, and Internal Variables
To specialize the abstract framework to lattice networks, we first introduce the geometric
setting and notation, cf. Fig. 2. The domain in a reference configuration Ω0 = Ω(0) ⊂ R2
contains nato atoms, collected in an index set Nato. The spatial position of each atom α ∈ Nato
is specified by its position vector rα0 ∈ R2. Since only regular networks with nearest neighbour
interactions are considered, the atoms’ positions can be expressed as linear combinations of
the primitive lattice vectors (in analogy to the Bravais lattices). All position vectors rα0 are
collected in a column matrix r0 = [r
1
0, . . . , r
nato
0 ]
T, r0 ∈ R2nato . Throughout this contribution,
Greek indices refer to atom numbers whereas Latin indices are reserved for spatial coordinates
and other integer parametrizations. The nearest neighbours of an atom α are furthermore
stored in a set Bα ⊂ Nato. In contrast to atomistic lattices, the nearest neighbours of each
atom do not change in time. The initial distance between two neighbouring atoms α and β
and the set of all initial distances between neighbouring atoms within the network are defined
as
rαβ0 (r0) = ||rβ0 − rα0 ||2, (4a)
{rαβ0 (r0)} = {rαβ0 |α = 1, . . . , nato, β ∈ Bα, duplicity removed}, (4b)
where || • ||2 is the Euclidean norm. Since rαβ0 = rβα0 , the set {rαβ0 } in (4b) consists of nint
components, where nint is the number of all interactions collected in an index set Nint. The
above introduced symbol αβ will be employed below in two contexts. First, in the context
of atoms, the symbol rαβ0 measures the distance in the reference configuration between two
atoms α, β ∈ Nato, as used in Eq. (4a). Second, in the context of interactions, the same
symbol rαβ0 measures the length of the p-th interaction in the reference configuration, p ≡ αβ,
p ∈ Nint, with end atoms α, β ∈ Nato. A similar convention holds also for other physical
quantities.
As the body deforms, the atoms in the reference configuration transform to a current
configuration Ω(t) ⊂ R2. The deformed locations of all atoms are specified by their position
vectors rα(t), α = 1, . . . , nato. In analogy to r0, they are collected in a column matrix r(t) =
[r1(t), . . . , rnato(t)]T, r(t) ∈ R2nato , that represents also the abstract observable variable. The
distance measure between two atoms rαβ(r(t)) and the set of all distances {rαβ(r(t))} are
introduced in the same manner as for the reference configuration, cf. Eq. (4b). Due to
kinematic boundary conditions, R(t) is a function of time and forms a manifold in R2nato .
Each interaction is endowed with one internal variable, a damage variable ωαβ(t), 0 ≤
ωαβ(t) ≤ 1. For brevity, all ωαβ(t) are collected in a column matrix z(t), that represents the
abstract dissipative variable. Recall that z ∈ Z meaning that Z is identified with Rnint .
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Figure 2: Sketch of geometric variables and two system configurations: reference configuration Ω0 and
current configuration Ω(t).
2.3. Definition of Energies for Lattice Structures
The potential energy reads, cf. also Eq. (1),
E(t, q̂) = V(r̂, ẑ)− fText(t)r̂, (5)
where the column matrix f ext(t) ∈ R2nato collects the prescribed external forces acting
on lattice atoms. Note that in agreement with the notation used in Eqs. (IP) and (IE),
the hatted variables •̂ represent arbitrary admissible values, whereas non-hatted variables
represent the minimizers of (IP). The internal free energy V in (5) reflects the recoverable
part of the energy stored in all interactions, and is expressed in terms of pair potentials
V(r̂, ẑ) = V˜({r̂αβ(r̂)}, ẑ) = 1
2
∑
α,β∈Bα
[
(1− ω̂αβ)φαβ(r̂αβ+ ) + φαβ(r̂αβ− )
]
, (6)
where the first equality holds due to the principle of interatomic potential invariance, and
where the factor 1/2 compensates for the fact that each pair of atoms appears twice in the
sum over all α and β. Assuming φαβ(rαβ0 ) = 0, the two quantities r̂
αβ
+ = max (r̂
αβ, rαβ0 )
and r̂αβ− = min (r̂
αβ, rαβ0 ) in Eq. (6) ensure that interactions undergo damage only under
tension and not in compression. For the conditions of damage growth, examined closely in
Section 4.1, this means that ωαβ can grow only if rαβ > rαβ0 . The first term in the square
brackets of Eq. (6), i.e. the pair potential φαβ weakened by (1 − ωαβ), reflects the elastic
portion of the energy stored in a single interaction stretched to a length r̂αβ > rαβ0 and
damaged to the level of ω̂αβ. Note that for ω̂αβ = 0, the interaction is completely intact
(stores the full amount of energy), whereas for ω̂αβ = 1 the interaction is fully damaged (no
energy can be stored in it). The second term in the square brackets of Eq. (6) contributes
only in compression, and the pair potential φαβ represents the elastic part of the energy
stored in a single interaction compressed to a length r̂αβ < rαβ0 , independently of the level
of damage ω̂αβ.
The energy dissipated by a single interaction, Dαβ, during the evolution between two
consecutive states ẑ1 and ẑ2, is defined as
Dαβ(ẑ2, ẑ1) =
{
Dαβ(ω̂αβ2 )−Dαβ(ω̂αβ1 ) if ω̂αβ2 ≥ ω̂αβ1
+∞ otherwise, αβ = 1, . . . , nint, (7)
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whereDαβ(•) reflects the amount of energy dissipated during a unidirectional damage process
up to a given state •. Consequently, Dαβ must be increasing with Dαβ(0) = 0 and Dαβ(1) =
gf,∞, where gf,∞ represents the energy dissipated by the complete failure process. For a
general derivation and further details see Sections 4.1, 5, and Appendix A. In definition (7),
the value +∞ restricts the internal variables ωαβ to be only non-decreasing functions of time.
The global dissipation distance then simply collects contributions of all interactions, i.e.
D(ẑ2, ẑ1) = 1
2
∑
α,β∈Bα
Dαβ(ẑ2, ẑ1), (8)
where, in analogy to Eq. (6), the factor 1/2 appears because each interaction is counted
twice in the sum.
Based on the formulations of E andD, it may be clear that the total incremental energy Πk
can be expressed in terms of the incremental energies of each interaction, pikαβ, or in terms
of the incremental site-energies of each atom, pikα,
pikαβ(q̂; q(tk−1)) = (1− ω̂αβ)φαβ(r̂αβ+ ) + φαβ(r̂αβ− ) +Dαβ(ω̂αβ, ωαβ(tk−1)), αβ = 1, . . . , nint,
(9a)
pikα(q̂; q(tk−1)) =
1
2
∑
β∈Bα
pikαβ(q̂; q(tk−1)), α = 1, . . . , nato, (9b)
in the form
Πk(q̂; q(tk−1)) =
nint∑
αβ=1
pikαβ(q̂; q(tk−1))− fText(tk)r̂ =
nato∑
α=1
pikα(q̂; q(tk−1))− fText(tk)r̂. (10)
Both expressions in Eq. (10) will be used later on for the full-lattice, and in a slightly adjusted
form also for the QC, computations. Specifically, for the minimization of the incremental
energy Πk (or its approximation Π̂k in Eq. (15)) with respect to the kinematic variables r̂,
the definition via the site-energies (9b) will be employed. For the minimization with respect
to the internal variables ẑ, the definition using the interaction energies (9a) will be used.
3. Adaptive Quasicontinuum Methodology
This section extends the previously discussed theory to an adaptive QC scheme. First,
the two standard QC steps—interpolation in Section 3.1 and summation in Section 3.2—
are applied to the incremental energy Πk at a fixed time step tk. Subsequently, a heuristic
marking strategy and a mesh refinement algorithm are presented in Sections 3.3 and 3.4.
Finally, adaptivity is discussed from an energetic point of view in Section 3.5.
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3.1. Interpolation
According to the standard QC theory, we introduce nrep repatoms stored in an index
set Natorep ⊆ Nato, that behave in analogy to FE nodes. The kinematic variables of the re-
maining atoms, Nato\Natorep , are interpolated using finite element shape functions constructed
between repatoms. This can be expressed as
r̂ = Φr̂rep, (11)
where r̂rep ∈ Rrep(t) represents the column matrix with the positions of all repatoms in
an arbitrary admissible configuration, and where the interpolation matrix Φ ∈ R2nato×2nrep
stores the basis vectors spanning Rrep(t) column-wise. Because Rrep(t) is a linear subspace
of R(t), the basis vectors are column matrices of length 2nato as elements of R(t). Substi-
tution of Eq. (11) in Eq. (IE) entails that the incremental energy becomes a function of r̂rep
and rrep(tk−1), i.e.
Πk(r̂, ẑ; r(tk−1), z(tk−1)) = Πk(Φr̂rep, ẑ; Φrrep(tk−1), z(tk−1)), (12)
which reduces the number of degrees of freedom associated with the kinematic variable, i.e.
from 2nato to 2nrep. The minimization in (IP) with respect to r̂ ∈ R(t) then becomes a
minimization over some subspace Rrep(t), which reduces the computational effort if nrep 
nato.
In order to specify Φ in more detail, one introduces the standard FE triangulation T0
(with elements K ∈ T0) of Ω0 with piecewise affine shape functions inside triangles. In the
region of interest, the triangulation fully recovers the underlying lattice, whereas it coarsens
elsewhere. The individual components of interpolation matrix Φ then read
Φ(2α−1)(2j−1) = Φ(2α)(2j) =
{
ϕβj(r
α
0 ) for α ∈ Nato, βj ∈ Natorep , j = 1, . . . , nrep
0 otherwise,
(13)
where βj denotes the j-th element of the set N
ato
rep according to its ordering, and ϕβ(r
α
0 )
represents the shape function associated with a repatom β that is evaluated in the unde-
formed position of an atom α. Note that higher-order shape functions can also be used, cf.
e.g. [37–39].
3.2. Summation
The summation step involves the selection of a limited number of site-energies to sample
the contributions of all atoms. The expression for the total incremental energy can be written
as
Πk(q̂; q(tk−1)) ≈ Π̂k(q̂; q(tk−1)) =
∑
α∈Sato
wαpi
k
α(q̂; q(tk−1))− fText(tk)r̂, (14)
where Sato ⊆ Nato denotes a set of natosam sampling atoms. These atoms are chosen carefully
in order to estimate the energy of the entire lattice, in analogy to numerical integration in
FE implementations. Sampling atom α ∈ Sato represents the contributions of wα atoms,
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including its own (wα ≥ 1). With respect to FE technology, wα is equivalent to the weight
of Gauss integration point α. Because natosam  nato, the computational effort associated
with the assembly of the energy, gradients, and Hessians is substantially reduced due to
summation. Explicit instructions on how to choose the sampling atoms and how to compute
their weights wα can be found e.g. in [40–42]. In Section 5, the so-called central summation
rule is used, cf. [41], which considers only the atoms at the element vertices and one near the
center of the triangle. The vertex atoms represent only themselves (the so-called discrete
sampling atoms with wα = 1), whereas the central one is taken to be representative of atoms
inside the element and close to element boundaries (the so-called central sampling atom
with wα ≥ 1). If no internal atom exists, all boundary atoms are considered as discrete
sampling atoms.
Similarly to Sato, we introduce a set of n
int
sam sampling interactions stored in an index
set Sint ⊆ Nint, defined as all interactions connected to all sampling atoms; in analogy to
Eq. (4b), any duplicity is removed. Consequently, the summation in Eq. (14) can be again
expressed as a sum over all sampling interactions αβ ∈ Sint, i.e. in analogy to Eq. (10), we
can write
Π̂k(q̂; q(tk−1)) =
∑
αβ∈Sint
wαβpi
k
αβ(q̂; q(tk−1))− fText(tk)r̂ =
∑
α∈Sato
wαpi
k
α(q̂; q(tk−1))− fText(tk)r̂,
(15)
where wαβ denote the weight factors corresponding to interactions rather than to atom
sites. Since all internal variables associated with interactions in Nint\Sint become irrele-
vant, a reduced dissipative internal variable (associated only with the sampling interac-
tions) zsam(t) ∈ Zsam can be introduced, where Zsam is identified with Rnintsam . This, in
combination with the interpolation step, gives rise to the reduced state variable qred(t) =
(rrep(t), zsam(t)) ∈ Qred(t) and to the reduced abstract state space Qred(t) = Rrep(t)×Zsam.
3.3. Marking Strategy
In Sections 3.1 – 3.2, a fixed triangulation T0 of the reference domain Ω0 has been assumed,
meaning that Qred(t) was a function of time only due to the evolving kinematic boundary
conditions. For the lattice of interest, however, the location of damage growth evolves during
each computation. As the aim is to let the initiation of damage occur only in fully resolved
regions, the triangulation has to evolve as well. For this purpose, the adaptive procedure
summarized in Alg. 1 changes the dimensionality of Qred at each time step tk due to mesh
refinement. Consequently, Z (tk), Natorep (tk), Φ(tk), Sato(tk), and Sint(tk) become functions of
time too.
Given a triangulation Tk at a time step tk, a marking strategy decides in stage (iii) of
Alg. 1 which triangles should be refined. This procedure consists of the evaluation of a
mesh indicator for each triangle that is not fully refined yet. As the damage phenomenon
is sensitive to local mesh details, it is convenient to fully refine the triangulation in critical
regions before any damage occurs there. To this end, each coarse element K is endowed with
a subset of sampling interactions SKint ⊂ Sint. For each of these interactions that is moreover
loaded in tension (i.e. rαβ > rαβ0 , since damage is assumed to evolve only in tension—recall
Section 2.3), the elastic energy is computed.
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Algorithm 1: An adaptive scheme for the incremental QC problem.
1: Initialize the system: apply initial condition q0 and construct initial (coarse) mesh T0
with required information, e.g. Natorep (t0), Φ(t0), Sato(t0), Sint(t0).
2: for k = 1, . . . , nT
(i): Apply the boundary conditions at time tk, Tk = Tk−1, Natorep (tk) = Natorep (tk−1),
Φ(tk) = Φ(tk−1), Sato(tk) = Sato(tk−1), Sint(tk) = Sint(tk−1), etc.
(ii): Equilibrate the unbalanced system, i.e. solve for qred(tk) ∈ Qred(tk) in (IP) using
Eq. (11) substituted into the approximate incremental energy Π̂k(q̂red; qred(tk−1))
defined in Eq. (15).
(iii): For each coarse element K ∈ Tk evaluate its indicator and decide for possible
refinement, cf. condition (17); all elements K marked for refinement are collected
in a set I ⊆ Tk.
(iv): If I 6= ∅, refine current mesh, update the system information Tk, Natorep (tk), Φ(tk),
Sato(tk), Sint(tk), etc., and return to (ii) since the refined system is unbalanced.
Else if I = ∅, the mesh has converged; proceed to (v).
(v): Store relevant output data for k-th time step: qred(tk), Tk, Natorep (tk), Φ(tk), Sato(tk),
Sint(tk), etc.
(vi): Proceed to the next time step.
3: end
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As the indicators have to be evaluated only for coarse triangles, the elastic energies
usually reduce to pair potential evaluations, i.e. to φαβ(rαβ+ ). Then, a triangle K is marked
for refinement if at least one interaction from SKint has its pair potential evaluation φ
αβ(rαβ+ )
higher than a given threshold θ φαβmax, where θ ∈ (0, 1) specifies a certain safety margin
and φαβmax denotes the stored elastic energy threshold in the bond αβ at which damage starts
to evolve. The safety margin θ serves to control the accuracy of the QC method and the
mesh refinement algorithm. Furthermore, in order to make sure that no damage occurs
prior to full refinement, the associated internal variables are verified: if ωαβ > 0 for some
interaction αβ ∈ SKint, this triangle is marked for refinement, irrespective of the energy
condition.
The above-described procedure is formalized as follows. For a coarse triangle K ∈ Tk,
the set SKint is defined as all sampling interactions that are situated at least partly inside the
element K,3 i.e. as the interactions that
• are connected to the central sampling atom of K, {α ∈ Sato |wα ≥ 1, rα0 ∈ K\∂K}, if
a central sampling atom exists,
• are connected to the discrete sampling atoms of K, {α ∈ Sato |wα = 1, rα0 ∈ ∂K}
i.e. vertex or edge atoms, and their intersections with given triangle K have strictly
positive lengths.
The energy criterion is expressed as
φαβ(rαβ+ ) ≥ θ φαβmax, αβ ∈ SKint, θ ∈ (0, 1), (16)
and the triangle indicator is evaluated as
If condition (16) or ωαβ > 0 holds at least for one bond αβ ∈ SKint
=⇒ mark K for refinement, i.e. add K to I. (17)
The proposed marking strategy is based on heuristic considerations and supposedly also
performs well for diffuse phenomena such as hardening plasticity. In Section 5 we will
show that this methodology performs well for the lattice of interest if the safety margin θ
is sufficiently small (θ ≤ 0.5). Note that in the case of quadratic energy potentials φαβ,
as introduced later in Section 5, the choices θ = 0.5 and 0.25 are equivalent to stress levels
of 70.7 % and 50.0 % of the tensile strength Eε0; cf. also Eqs. (A.1) – (A.2) and the discussion
thereof.
As an alternative to mesh indicators, one could use error estimators such as the goal-
oriented error estimator presented e.g. in [43, 44], or [17]. This approach will not be pursued
further in this work and is left as a possible future challenge.
3.4. Mesh Refinement
Elaborating on stage (iv) of Alg. 1, the current mesh Tk is refined based on the marked
triangles I. Since the underlying lattice is regular, it is convenient to employ a right-
3Note that each element K is considered as a closed set. Consequently, the interactions and atoms lying
on an element’s edges or vertices are contained in that element.
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Figure 3: Local refinement: (a) initial mesh Tk where triangle K0 is marked for refinement and its LEPP(K0),
(b) final mesh with newly added edges in dashed lines.
Algorithm 2: Backward-Longest-Edge-Bisection algorithm for a pair (K0, Tk), K0 ∈ I ⊆ Tk.
1: Choose K0 ∈ I scheduled for refinement.
2: while K0 is not bisected
(i): Find/update the LEPP(K0).
(ii): If Kn, the last triangle of the LEPP(K0), is a terminal boundary triangle (its
longest edge is a part of the physical boundary ∂Ω0), bisect Kn.
Else bisect the last pair of terminal triangles of the LEPP(K0), Kn−1 and Kn.
3: end
triangulated initial mesh T0 and a self-similar mesh refinement. This may be considered
reasonable because right-angled triangles lead to significantly smaller summation errors,
cf. [18], and because these triangles also naturally avoid artificial deformations in transition
regions that would lead to spurious mesh refinements and non-physical evolution of internal
variables.
For the refinement, the standard Rivara [45] algorithm conserving non-degeneracy, con-
formity, and smoothness, is used for each marked element (K ∈ I). This algorithm tracks the
so-called Longest-Edge Propagation Path associated with a triangleK in a backward manner,
denoted for brevity as LEPP(K). For any given conforming triangulation Tk, the LEPP(K0)
is defined as an ordered list of triangles K0, K1, . . . , Kn, such that Kj is a neighbour to Kj−1
by the longest edge of Kj−1 for each j = 1, . . . , n. The Backward-Longest-Edge-Bisection
algorithm for a pair (K0, Tk), recalled in Alg. 2, is then used for each K ∈ I; for further
details see e.g. [45], Section 3. In Fig. 3, the LEPP(K0) consists initially of four triangles,
and the bisection proceeds from K3 towards K0.
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Figure 4: A sketch of the energy evolutions during mesh refinement at time step k. For clarity, only the V(t)
and VarD(t) energy components are shown.
3.5. Energy Considerations
In this section, the implications of the adaptive scheme for the energy evolutions are
discussed. The main motivations are threefold: (i) the above presented theory is based
on energy minimization, so the mesh refinement procedure should be consistent with these
principles; (ii) the energy balance (E) must hold during the mesh refinement; (iii) energy
evolutions obtained with the adjusted mesh refinement compare much better to those com-
puted for the full lattice solutions, hence the accuracy of the adaptive variational QC method
can be assessed from the energetic viewpoint.
First, the reader is referred to Fig. 4. Starting from a relaxed configuration at a time
step t+k−1 (for a converged mesh and an equilibrated system), the next load increment is
applied (using the same triangulation of the previous time step, i.e. T −k = T +k−1). This yields
physical energy increments, which are denoted by the subscript ”P”, cf. Fig. 4. After the
system is again equilibrated at t−k (using the same triangulation), the indicator condition (17)
is violated (assuming that the damage evolves) for some elements and hence, the mesh
needs to be refined in several steps until convergence is reached at t+k . Consequently, a new
triangulation T +k is obtained (stages (ii) – (iv) in Alg. 1). During this mesh refinement
(during the transition from t−k to t
+
k ), some elastic energy is released, which is referred
to as artificial energy of constraints ; associated changes in energies are denoted by the
subscript ”A”, see Fig. 4. The elastic energy released due to mesh refinement was before
(i.e. at t−k ) used to enforce some of the geometric constraints due to interpolation. The
gradients of the released elastic energy (with respect to the kinematic variables) represent
artificial constraining forces. The projection of these and the physical forces via Φ at t−k was
zero (the system was in equilibrium). When the new triangulation T +k is constructed, the
system must be re-equilibrated because some of the geometric constraints are released. This
takes place from stage (iv) → (ii) in Alg. 1. The elastic part of the artificial energy released
during mesh refinement is denoted ∆VkA. This energy is transformed in three contributions:
(i) an additional dissipation increment DkA, (ii) a change of the work performed by the
external reactions, and (iii) work done due to the relaxation of the internal constraining
forces. The latter two contributions are jointly denoted as ∆Wkext,A.
Taking the above-described aspects into account and evaluating the internal elastic en-
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ergy V , dissipated energy VarD, and the work done by the external forces Wext at time
instants t+k provides energy evolutions that we will call reconstructed. Note that whereas the
reconstructed QC energies can be compared well with the energy evolutions obtained for the
fully-resolved system, the physical QC energies (energies evaluated at t−k ) are incomparable.
This can be verified in Section 5 (Figs. 8b and 14b).
Finally, let us emphasize that the dissipation distance requires two states ẑ1 and ẑ2 (see
definition (7)), that are inherently incompatible for t−k and t
+
k since they are associated with
different triangulations T −k and T +k . In order to compute DkA, first the internal variables
required for the new sampling interactions need to be established. In Section 5, this is
carried out such that the additional internal variables, ωαβ, αβ ∈ Sint(t+k )\Sint(t−k ), are
computed retrospectively by minimizing their incremental interaction energies, pilαβ, l < k
including t−k (the entire evolution is required because z(t) is history-dependent), with respect
to internal variables while keeping the kinematic variables fixed (r(tl) is computed from the
previous results through Eq. (11)). This operation corresponds to a mapping zsam → z (not
necessarily unique) touched upon in [18], Section 3. Nonetheless, as the mesh is fully refined
before any damage occurs (recall condition (17)), all additionally required internal variables
in all previous time steps are zero. An analogous procedure is applied also for the internal
and external forces.
4. Solution Strategy
4.1. Full-Lattice Computation
Let us return momentarily from QC techniques to the full system, whose evolution is gov-
erned by (IP) and discuss a suitable strategy for its solution. Because indirect displacement
load control is used in Section 5, it is convenient to adopt a minimization of the reduced
incremental energy
Πkred(r̂; q(tk−1)) = min
ẑ∈Z
Πk(r̂, ẑ; q(tk−1)), (18)
see e.g. [19], Section 3.1.2. In physical terms, the reduced energy Πkred is obtained from
the incremental energy Πk in which certain atom positions r̂ are imposed. Computing for
each interaction the damage that would occur at the strain that corresponds to the imposed
atom positions and substituting the result back into Πk provides Πkred. Taking into account
Eq. (18), the incremental problem (IP) transforms to
r(tk) = arg min
r̂∈R(tk)
Πkred(r̂; q(tk−1)) (IPred)
and can be solved by the standard Newton algorithm if Πkred is sufficiently smooth in terms
of r̂. The Taylor expansion of Πkred in Eq. (IPred) with respect to r̂ in the vicinity of r̂
i
provides the following stationarity condition
Ki(r̂i+1 − r̂i) + f i = 0, (19)
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where superscript i indicates the i-th iteration, and where
f i = f(r̂i) =
∂Πkred(r̂; q(tk−1))
∂r̂
∣∣∣∣
r̂=r̂i
, (20a)
Ki = K(r̂i) =
∂2Πkred(r̂; q(tk−1))
∂r̂∂r̂
∣∣∣∣
r̂=r̂i
. (20b)
Eq. (19) presents a system of linear equations for the increments r̂i+1−r̂i. Iterating Eqs. (19)
and (20) until convergence of ||f i||2 then yields r(tk). For completeness, we present explicit
expressions for the gradients and Hessians in Appendix B.
For iteration i in Eq. (19) the potential Πk(r̂i, ẑ; q(tk−1)) needs to be minimized with
respect to ẑ before the gradients and Hessians in Eq. (20) are evaluated. This strategy is
analogous to the condensation of internal variables in FE methods, because the Hessian (Ki
in Eq. (19)) effectively corresponds to the consistent tangent stiffness matrix. Problem (18)
for arbitrary fixed configuration r̂ is approached as follows: by rewriting the incremental
energy into the interaction-wise form, cf. Eq. (10), the minimization (18) is split into separate
one-dimensional problems that can be solved individually according to:
ω˚αβ = arg min
ωαβ(tk−1)≤ω̂αβ≤1
pikαβ(r̂
αβ, ω̂αβ; q(tk−1)), αβ = 1, . . . , nint. (21)
The box-constrained minimization (21) coincides with the Karush–Kuhn–Tucker comple-
mentarity conditions for a uniformly stretched bar αβ with homogeneous damage. To see
this, we take the derivative of pikαβ in (21) to obtain first-order optimality conditions:(
d
d ω̂
pikαβ(r̂
αβ, ω̂; q(tk−1))
∣∣∣∣
ω̂=ω˚αβ
)
δω ≥ 0, ∀ δω : ωαβ(tk−1) ≤ ω˚αβ + δω ≤ 1, (22)
see also [46, Section 3.1]. By recalling Eqs. (7) and (9a), three states are distinguished:
(I) ω(tk−1) = ω˚αβ < 1, i.e. elastic loading/unloading from a damaged state, implying 0 ≤
δω ≤ 1− ω˚αβ︸ ︷︷ ︸
>0
. Since δω is non-negative in this case, we obtain
φαβ(r̂αβ+ ) ≤ D′(ω˚αβ). (23)
(II) ω(tk−1) < ω˚αβ < 1, i.e. damage evolves, implying ω(tk−1)− ω˚αβ︸ ︷︷ ︸
<0
≤ δω ≤ 1− ω˚αβ︸ ︷︷ ︸
>0
.
As δω can be either positive or negative, we have
φαβ(r̂αβ+ ) = D
′(ω˚αβ). (24)
(III) ω(tk−1) < ω˚αβ = 1, i.e. fully damaged state, implying ω(tk−1)− ω˚αβ︸ ︷︷ ︸
<0
≤ δω ≤ 0. In
this case, δω can only be non-positive and hence,
φαβ(r̂αβ+ ) ≥ D′(ω˚αβ). (25)
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For brevity, we have denoted D′(ω̂) = d
d ω̂
Dαβ(ω̂).
If the interaction undergoes compression, the minimization in Eq. (21) is equivalent to
ω˚αβ = arg min
ωαβ(tk−1)≤ω̂αβ≤1
D(ω̂αβ), (26)
which provides ω˚αβ = ω(tk−1) as D is an increasing function of ω̂αβ; recall definition in
Eq. (7) and the discussion thereof. In accordance with the split of the internal energy V
into tensile and compressive parts specified in Eq. (6), interaction αβ retains its full stiffness
under compression, even for ω˚αβ > 0.
Once the constitutive law is specified, i.e. Dαβ(ωαβ) is given, internal variable ωαβ can be
determined for stretched interaction αβ based on the three possible states (I), (II), or (III).
The general derivation of Dαβ(ωαβ) is presented in Appendix A, where its specific form for
an exponential softening rule is derived as well; cf. also Section 5.
4.2. QC Computation
Following the steps presented in Section 3, instead of directly minimizing the exact incre-
mental energy Πkred, its approximation Π
k
red ≈ Π̂kred is minimized with respect to the reduced
variable q̂red. A fixed triangulation Tk is assumed, meaning that only stage (ii) of Alg. 1 is
addressed in this section; the other ingredients of the algorithm have already been discussed
and do not affect stage (ii). Using the chain rule in the Taylor expansion of Π̂kred provides
the following stationarity condition
H i(r̂i+1rep − r̂irep) +Gi = 0, (27)
where
Gi = G(r̂irep) = Φ
T(tk)
∂Π̂kred(r̂; qred(tk−1))
∂r̂
∣∣∣∣∣
r̂=Φ(tk)r̂
i
rep
, (28a)
H i = H(r̂irep) = Φ
T(tk)
∂2Π̂kred(r̂; qred(tk−1))
∂r̂∂r̂
Φ(tk)
∣∣∣∣∣
r̂=Φ(tk)r̂
i
rep
, (28b)
and where the partial derivatives read
∂Π̂kred(r̂; qred(tk−1))
∂r̂
= −f ext(tk) +
∑
α∈Sato(tk)
wα
∂pikred,α(r̂; qred(tk−1))
∂r̂
(29a)
= −f ext(tk) +
∑
α∈Sato(tk)
wαf
α
int(r̂),
∂2Π̂kred(r̂; qred(tk−1))
∂r̂∂r̂
=
∑
α∈Sato(tk)
wα
∂2pikred,α(r̂; qred(tk−1))
∂r̂∂r̂
=
∑
α∈Sato(tk)
wαK
α(r̂), (29b)
17
cf. also Eq. (14) and Appendix A. Note that in Eqs. (29), reduced site energies pikred,α are
introduced in analogy to (18). The converged solution of (27) and (28) yields rrep(tk).
In order to construct Π̂kred, the interaction-wise formulation of the incremental energy is
used, recall Eq. (15). The minimization then requires the solution of nintsam(tk) independent
problems
ω˚αβ = arg min
ωαβ(tk−1)≤ω̂αβ≤1
wαβpi
k
αβ(r̂
αβ, ω̂αβ; q(tk−1)), αβ ∈ Sint(tk). (30)
Because the solutions of (30) do not depend on the weights wαβ, each minimization problem
can be solved independently, according to Section 4.1.
4.3. Boundary Conditions and Solution Control
Section 2 made clear that the energetic solution q(t) has to satisfy the energy equality (E),
which serves as a selection criterion with respect to the numerous local minimizers of Πk.
Usually, a certain variant of the backtracking algorithm helps to select the proper solution,
see e.g. [47–50]. In order to keep our exposition brief and simple, an alternative approach is
followed.
It can be shown that as long as the solution process remains continuous in time, the
energy balance (E) holds, see e.g. [51, 52]. For this purpose, indirect load-displacement
control is used in this contribution (see e.g. [53], Section 22.2.3), employing either Crack
Mouth Opening Displacement (CMOD), Crack Mouth Sliding Dispacement (CMSD), or a
combination of both.
For the full lattice system, kinematic boundary conditions are imposed in the usual
way, whereas prescribed forces enter the system via Eq. (5), as the work performed by the
force vector f ext. The indirect displacement control is then introduced via an additional
parameter λ(tk) ∈ R that proportionally scales the prescribed displacements or forces. In
case of prescribed forces for example, we have f ext(tk) = λ(tk)f ext, where f ext is a given
reference load vector. The parameter λ(tk) is then determined from the following scalar
condition
(co + cs)
T(r̂i+1 − r(tk−1)) = ∆`, (31)
which holds for prescribed step size ∆` at each Newton iteration and time step. Due to the
substitution of f ext(tk) = λ(tk)f ext in (5), the solution increment in (19) becomes a function
of λ(tk), which can subsequently be eliminated using Eq. (31). A similar procedure is also
applied to the kinematic boundary conditions.
The column matrices co and cs in Eq. (31) (both in R2nato) specify suitable displacement
measures. The displacement difference between a pair of crack-mouth atoms in the direction
perpendicular to a crack is specified by co, i.e. CMOD = c
T
o (r̂
i+1 − r(tk−1)), whereas cs
specifies the difference along the crack direction, i.e. CMSD = cTs (r̂
i+1 − r(tk−1)). The
combination of both simply reads CMOD + CMSD = (co + cs)
T(r̂i+1 − r(tk−1)).
In the case of QC systems, the controlled quantity is rrep(tk), i.e. Eq. (31) is enforced
for rrep, and the column matrices co and cs are from R2nrep . Finally, kinematic boundary
conditions are applied only on repatoms and, in accordance with Eqs. (27), (28a), and (29a),
the QC system is loaded with ΦT(tk)f ext(tk) if external forces are present.
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1Figure 5: Exponential softening under tension: a sketch of the stress–strain diagram with corresponding
quantities ε0 and s(ε), cf. Eq. (33). The elastically stored energy, (1 − ω)φ(ε), corresponds to the area of
the dashed triangle, and the dissipated energy, D(ω), to the area of the upper triangle with the curved side.
5. Numerical Examples
The previously discussed theory is demonstrated on two benchmark problems in this
section. A regular X-braced lattice with the following quadratic pair potential is used in
both cases (the superscripts αβ are dropped for brevity)
φ(r̂) =
1
2
EA
r0
(r̂ − r0)2 , (32)
where the interaction stiffness is EA/r0 according to standard truss theory, E is the Young’s
modulus, and A the cross-sectional area. Note that this definition corresponds to the rotated
engineering deformation measure and an undamaged bond. If damage takes place, φ needs
to be multiplied by (1− ω̂), recall Eq. (6).
The mechanical behaviour is made independent of the sectional area and the initial
length of the interaction by introducing bond strain ε and stress σ (see Appendix A for
more details). In both examples below, the exponential stress-strain softening law sketched
in Fig. 5 is employed. The strain softening branch s(ε̂) takes the following form
s(ε̂) = Eε0 exp
(
− ε̂− ε0
εf
)
, ε0 ≤ ε̂, (33)
where εf is inversely proportional to its initial slope, and ε0 is the limit elastic strain. As
shown in Eqs. (A.3) – (A.7) of Appendix A, function s(ε̂) in Eq. (33) fully defines D(ω̂).
The employed physical constants for both examples are specified in Tab. 1.
5.1. L-Shaped Plate Example
The first example considers an L-shaped plate modelled by a moderate number of atoms,
serving therefore as a proof of concept. For a continuum-based analogy see e.g. [50], Sec-
tion 4.1. The reference domain Ω0 fills a 64 × 64 lattice-spacing-sized square with cut out
right-bottom quarter (see Fig. 6). It comprises 3, 201 atoms and 12, 416 interactions. The
lattice spacing is 1 unit length in both directions, and the material is homogeneous through-
out the body. The specimen is fixed at the bottom part of its boundary, Γ1, while a vertical
displacement uD is prescribed at Γ3/2, i.e.
r(Γ1) = r0(Γ1), (34a)
ry(Γ3/2) = r0,y(Γ3/2) + uD = 32 + uD, uD ≥ 0, (34b)
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Table 1: Dimensionless material and geometric parameters for both test examples.
Physical parameters Example 1 Example 2
Young’s modulus, E 1 1
Cross-sectional area, A 1 1
Lattice spacing, along x and y 1 1
Limit elastic strain, ε0 0.1 0.01
Inverse of initial slope, εf 0.25 0.025
Displacement increment, ∆` 0.025 see Fig. 12a
X-braced lattice
control
points
y
x
uD ≡ λ
Ω0
Γ6
Γ5
Γ4
Γ3
Γ2
Γ1
Figure 6: Sketch of the L-shaped plate example: geometry and boundary conditions. Variable uD denotes
the applied vertical displacement.
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where ∂Ω0 =
⋃6
i=1 Γi, r(Γ) denotes the deformed positions of all atoms lying on a line
segment Γ, and Γ/2 stands for the middle point of Γ; each component of r is a vector,
i.e. rα = [rαx , r
α
y ]
T. In order to prevent any damage evolution due to the boundary condition
being applied to a single point, local stiffening is used in the vicinity of Γ3/2, which is
indicated by a small rectangle above the support in Fig. 6 (the Young’s modulus is 1000
times larger than elsewhere and the limit elastic strain ε0 is infinite). The overall evolution
of the system is controlled by the difference between the vertical positions of the two control
points shown as black dots in Fig. 6. After the crack initiates, cf. Fig. 7a, this choice
effectively corresponds to CMOD control; recall Eq. (31) with cs = 0.
The numerical study has been performed for three systems. The first one is the fully-
resolved lattice, whereas the other two correspond to the adaptive QC with different safety
margins θ, cf. Eq. (16). The first QC system uses a moderate (θ = 0.5) and the second a
progressive (θ = 0.25) mesh refinement strategy; these systems are referred to as moderate
QC and progressive QC for brevity. Rather low values of θ are necessary because of the
steep peaks of interaction (and site) energies occurring in the vicinity of the crack tip.
The deformed configuration predicted by the full-lattice computation at uD = 14 is
depicted in Fig. 7a; note that only the atoms are shown. It can be observed that the crack
initiates at the inner corner (Γ2 ∩ Γ3), and propagates horizontally leftward. For all three
systems, the crack paths are identical (not shown). The reaction force F as a function of uD
is plotted in Fig. 7b. In the initial stages, the reaction forces increase linearly, with the
smallest stiffness corresponding to the fully-resolved system. Because both QC systems have
the same initial triangulations T0 (cf. Figs. 10a and 10e), their stiffnesses are identical. For an
increasing applied displacement uD, the progressive QC starts to refine first, followed by the
moderate one. As the refinement process entails the relaxation of the geometric interpolation
constraints and hence, a decrease of stiffness, the reaction forces approach the values of the
fully-resolved system. The peak force is nevertheless overestimated by approximately 10 %
by both QC systems. The post-peak behaviour exhibits a mild structural snap-back, and the
curves match satisfactorily with negligible error for the post-peak part of the diagram (when
the crack fully localizes). Overall, it can be concluded that the results are more accurate
for a lower safety margin θ. This entails, however, an increase in the number of repatoms
and hence, decrease in efficiency. Nevertheless, once the crack fully localizes, the differences
between the results for various values of θ decrease, though the lower value is generally more
accurate.
The energy evolution paths are shown in Fig. 8a as functions of uD. The elastic energy V
increases quadratically until the peak load and then drops gradually as the fracture process
occurs. Near the peak load, the dissipated energy VarD increases rapidly. It then continues
to grow at a more moderate rate throughout the softening part of the load-displacement
response. Notice that the energy balance (E) is satisfied along the entire loading path,
since the thin dotted lines corresponding to the work performed by external forces Wext lie
on top of the thick dashed lines representing V + VarD. The maximum relative unbalance
between V+VarD andWext is below 1 %. From the energy point of view, it can be concluded
that both QC systems approximate the results of the full lattice system well. From the
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Figure 7: L-shaped plate test: (a) deformed configuration for uD = 14 (true, unscaled displacements are
shown; note that only atoms are shown), and (b) force-displacement diagram for reaction force F acting
at r(Γ3/2) plotted against uD.
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Figure 8: Energy evolutions for the L-shaped plate test. (a) Reconstructed energy evolution paths (black –
the moderate QC approach θ = 0.5, blue – the progressive QC approach θ = 0.25, red – full-lattice solution).
(b) Energies exchanged during mesh refinement for the moderate QC approach, see Section 3.5.
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Figure 9: Relative number of repatoms nrep/nato in the L-shaped plate simulations as a function of uD.
VarD-curves we deduce that the crack starts to propagate first according to the moderate
QC approach (because of its highest stiffness), and that the cracks corresponding to the
progressive QC and to the full-lattice solution initiate almost at the same instant.
Let us recall Section 3.5 and note that the energy evolutions presented in Fig. 8a cor-
respond to reconstructed energies evaluated at time instants t+k , cf. Fig. 4. The energy
components that are exchanged (the artificial energies) during the moderate QC prediction
are presented in Fig. 8b. We see that their magnitudes are large compared to the two
physical energies (Wext,P and VarD,P). This means that the energy-reconstruction procedure
described in Section 3.5 is essential and that the artificial energies cannot be neglected.
In Fig. 9, the number of repatoms normalized by the total number of atoms (i.e. nrep(tk)/nato)
as a function of uD is shown. Because both curves are situated below 0.2, and the moderate
QC below 0.1, appreciable computational savings are achieved. In particular, computing
times were reduced by a factor of 6.3 for the moderate QC and 3.5 for the progressive QC
compared to the full system.4 In terms of sampling interactions, the relative numbers of
sampling interactions nintsam(tk)/nint are slightly higher. Namely, below 0.35 and 0.25 for the
progressive and moderate approach.
For completeness, Fig. 10 shows eight snapshots of the mesh evolution. Although both
initial meshes T0 are similar, different safety margins θ cause the fully-resolved region of the
progressive QC approach to be larger. Consequently, the obtained results are more accurate,
but at the price that also regions far from the crack path are refined (e.g. along the Γ2 part
of the boundary, cf. Fig. 10h). The mesh of the moderate approach remains more localized,
at the expense of a minor loss of accuracy.
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Figure 10: Eight triangulations for the L-shaped plate test: (a) – (d) the moderate QC approach, θ = 0.5,
(e) – (h) the progressive QC approach, θ = 0.25. For the relative number of repatoms corresponding to these
meshes please refer to Fig. 9.
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Figure 11: Sketch of the four-point bending test: geometry and boundary conditions.
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5.2. Antisymmetric Four-Point Bending Test
In the second example, a rectangular domain Ω0 is exposed to antisymmetric four-point
bending, cf. Fig. 11 and, e.g., [29]. The homogeneous body is pre-notched from the top
edge to initiate a crack, and stiffened locally where prescribed displacements and forces are
applied (again, the Young’s modulus is 1000 times larger than elsewhere and the limit elastic
strain ε0 is infinite to prevent any damage evolution). The lattice spacing is of a unit length
in both directions. The entire specimen consists of 66, 009 atoms connected by 262, 040
interactions. The (vertical) forces F1 and F2 are prescribed as, cf. Fig. 11,
F1 =
L1
L
λ, F2 =
L2
L
λ, (35)
where λ is the additional parameter used for indirect displacement solution control, cf.
Eq. (31) and the discussion on it. In contrast to the previous example, the sum of CMOD
and CMSD is used to control the simulation (recall Eq. (31) where co 6= 0 and cs 6= 0).
This combination of the two measures is required because of the following reasons. Initially,
the CMOD is close to zero or even negative whereas the CMSD drives the evolution. In the
later stages, however, the CMSD is constant while CMOD parametrizes the process. Their
sum, therefore, naturally switches between the two approaches, see also Fig. 12a. Due to
a higher brittleness compared to the previous example, cf. Tab. 1, two loading rates for
CMOD + CMSD, as specified in Fig. 12a, are used.
The numerical example is studied again for fully resolved system and the two QC ap-
proaches: the moderate QC, θ = 0.5, and the progressive QC, θ = 0.25. In order to achieve a
higher accuracy using the progressive approach, a globally fine initial mesh is used, in which
the maximum triangle edge length is restricted to 16 lattice spacings. For the moderate ap-
proach, the mesh is as coarse as possible to describe the specimen geometry by a right-angled
triangulation. The initial meshes are the top triangulations in Fig. 16 (Figs. 16a and 16b).
The deformed configuration predicted by the full-lattice solution at CMOD+CMSD = 5.5
is presented in Fig. 12b. In qualitative accordance with experimental data, see e.g. [29],
Section 4.1, the crack path initiates at the right bottom corner of the notch, subsequently
curves downwards and then approaches the bottom part of the boundary to the right side of
the force F1. The crack paths predicted by the full-lattice simulation and both adaptive QC
schemes are presented on the undeformed configuration in Fig. 13a. Here we notice that the
results are almost identical. The total applied force λ = F1 +F2, recall Eq. (35), is plotted in
Fig. 13b against CMOD + CMSD. Although the initial triangulations differ significantly (cf.
Figs. 16a and 16b), the initial slopes are practically identical. As the moderate QC refines
later and less extensively, the peak force is overestimated by the moderate QC compared
4Computing times are based on a Matlab implementation where computationally intensive parts (e.g.
assembly of the gradients and Hessians) were coded in C++ and linked to the main code through mex files.
Hence, due to this heterogeneity in the implementation, all computing times (and even their ratios) should
be interpreted with great care, as they may not be representative. The simulations were performed using a
personal computer with two cores (Intel Core 2 Duo E8400 @ 3.00GHz).
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Figure 12: Four-point bending test: (a) evolution of CMOD, CMSD, and their sum (the applied loading
program); colours: black – the moderate QC, θ = 0.5, blue – the progressive QC, θ = 0.25, red – full-lattice
solution (note that they are almost indistinguishable). (b) The deformed configuration for the full-lattice
solution, displacements are magnified by a factor of 10.
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Figure 13: Four-point bending test: (a) crack paths, and (b) force-opening diagram, i.e. λ = F1 + F2
versus CMOD + CMSD.
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Figure 14: Four-point bending test. (a) Energy evolutions (black – the moderate QC approach, θ = 0.5,
blue – the progressive QC approach, θ = 0.25, red – full-lattice solution). (b) Energies exchanged during
mesh refinement for the moderate QC approach, see Section 3.5.
to the full-lattice solution by approximately 10 %, whereas the progressive QC is overall
accurate. In the post-peak region, all curves are practically identical again.
The energy evolution paths corresponding to all approaches are presented in Fig. 14a.
From there it may be concluded that the results match well. Moreover, we see that all
solutions satisfy the energy balance (E) along the entire loading path. In Fig. 14b, substantial
energy exchanges (i.e. artificial energies) due to mesh refinement can again be observed
(similar to the first numerical example). Because the size of the fully-resolved domain is
small compared to the entire domain, both adaptive QC approaches achieve a substantial
computational gain; the corresponding computing times were reduced by factors of 27.9 (for
the moderate QC) and 11.1 (for the progressive QC) compared to the full system. This is
also supported by Fig. 15 in which the relative numbers of repatoms are presented. The ratio
remains below 0.065 and even below 0.025 for the moderate refinement strategy. In the case
of the relative numbers of sampling interactions, the ratios remain below 0.12 and 0.06 for
the progressive and moderate approaches. Note also that the number of repatoms increases
rapidly near the peak load for the progressive approach whereas it develops more gradually
for the moderate one.
Finally, in Fig. 16 several snapshots that capture the evolution of the triangulations Tk
are presented. It can again be noticed that the progressive approach refines until quite far
from the crack tip, whereas the fully-refined region in the moderate QC remains localized.
6. Summary and Conclusions
In this contribution, we have developed an energy-based dissipative QC approach for
regular lattice networks with damage and fracture. The study shows that the efficiency of
the QC methodology applies also to brittle phenomena, and that together with an adap-
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Figure 16: Eight triangulations for four-point bending test: (a), (c), (e), (g) correspond to the moderate QC
approach, θ = 0.5, and (b), (d), (f), (h) to the progressive QC approach, θ = 0.25. The relative numbers of
repatoms are shown in Fig. 15.
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tive refinement strategy it provides a powerful tool to predict crack propagation in lattice
networks. The main results can be summarized as follows:
1. The general variational formulation for rate-independent processes by Mielke and
Roub´ıcˇek [19] was rephrased for the case of lattice networks with damage.
2. The two standard QC steps, interpolation and summation, were revisited from an
adaptive point of view. For the interpolation, meshes with right-angled triangles were
used because of their
(i) ability to naturally refine to the fully-resolved underlying lattice
(ii) binary-tree structure that allows for fast and efficient data transfer
(iii) significant reduction of the summation part of the QC error.
3. To determine the location of the critical region, a heuristic marking strategy with a
variable parameter that controls the accuracy of the simulation was proposed.
4. The mesh refinement procedure was discussed from an energetic standpoint, and the
significance of the reconstruction procedure with respect to the energy consistency was
shown.
5. The numerical examples demonstrated that the introduced marking strategy is capable
of satisfactorily predicting the evolution of the crack path and the load-displacement
response, especially in the post-peak region. Solutions obtained using indirect load
displacement control satisfied the energy equality condition.
Let us note that as the crack tip propagates throughout the body, it would be convenient
to include besides the mesh refinement ahead of it also mesh coarsening in its wake. Further-
more, instead of the proposed heuristic marking strategy, techniques such as goal-oriented
error estimators may be implemented to improve further the performance of the adaptive
QC. Both aspects enjoy our current interest and will be reported separately.
Appendix A. Derivation of the Dissipation Distance
This Appendix provides the details on the dissipation function D(ω) needed in the dis-
sipation distance D of Eq. (7) for the constitutive law with exponential softening shown in
Fig. 5, cf. also Eq. (33). Because damage evolves only under tension, recall Section 2.3, we
assume in the remainder of this section that r̂ > r0 for the ease of notation. Recall that r0, in
accordance with Eq. (4a), denotes the initial length of the interaction, and r̂ its (admissible)
deformed length. In order to make the interaction behaviour independent of the sectional
area and the initial length of the bond, we introduce interaction strain, ε̂ = (r̂− r0)/r0, and
the interaction stress (the superscripts αβ are dropped for the sake of brevity)
σ =
N
A
= (1− ω̂)φ
′(r̂)
A
= (1− ω̂)Eε̂, (A.1)
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where the normal force of the interaction is denoted as N = d
d r̂
pik(r̂, ω̂; q(tk−1)) = (1 −
ω̂)φ′(r̂), and where we have used φ′(r̂) = d
d r̂
φ(r̂). Remind that E is the Young’s modu-
lus, A the cross-sectional area, and ω̂ associated (admissible) damage variable. The pair
potential φ from Eq. (32) can be rewritten as
φ(r̂) =
1
2
EAr0 (ε̂(r̂))
2 , (A.2)
where we have emphasized that the admissible strain ε̂ is a function of the admissible length r̂.
To construct a constitutive model that under monotonic damage evolution displays a specific
stress-strain response, say
σ = s(ε̂), (A.3)
where s(•) is a given target softening function (recall Eq. (33) and Fig. 5), the damage
variable is considered as a function of the current strain. Using the constitutive relation in
Eq. (A.1) while employing (A.3), one obtains
ω̂ = 1− s(ε̂)
Eε̂
=: g(ε̂), (A.4)
i.e. the damage variable as a function of the strain ε̂. In the interval of growing damage, the
function g(ε̂) is invertible, providing
ε̂ = g−1(ω̂). (A.5)
Eq. (A.5) substituted into (24) (where φ is now considered as a function of ε̂ rather than r̂
according to (A.2)) provides5
D′(ω̂) = φ(ε̂) =
1
2
EAr0
(
g−1(ω̂)
)2
. (A.6)
Integrating this relation yields
D(ω̂) =
EAr0
2
∫ ω̂
0
(
g−1(η)
)2
dη, (A.7)
that can be expressed in a closed form for some special cases such as linear softening, cf. [46],
Eq. (85). Before proceeding, let us note that from the computational point of view, the
knowledge of D is required only for the verification of the energy balance (E), and that
in accordance with Eqs. (23) – (25) the solution actually requires only D′. Hence, for the
computational purposes, the definition in Eq. (A.4) is fully sufficient,6 whereas integration
of D in (A.7) can be carried out numerically.
For the exponential softening law defined in Eq. (33), the expression (A.4) attains the
following form
5Note that although we use hatted variables that indicate arbitrary admissible configurations, the con-
stitutive law is actually ensured by the minimization with respect to ω̂; recall the first-order optimality
conditions in Eqs. (23) – (25), where the minimizer was denoted as ω˚αβ , cf. also Eqs. (21) and (22). Using
hats in Eq. (A.6) is therefore a slight abuse of notation as ω̂ is not entirely arbitrary.
6It may be also clear at this stage that solving for ω˚ in (21) reduces to function evaluation in (A.4), where
the damage is computed as a function of strain (upon accounting for irreversibility).
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Figure A.17: A sketch of the damage variable ω as a function of the strain ε corresponding to the exponential
softening law defined in Eq. (33) (cf. also Fig. 5), and corresponding dissipation function D(ω).
ω̂ = g(ε̂) = 1− ε0
ε̂
exp
(
− ε̂− ε0
εf
)
, ε0 ≤ ε̂, (A.8)
and is shown in Fig. A.17a. Rewriting Eq. (A.8) as
ε0 exp(ε0/εf )
(1− ω̂)εf =
ε̂
εf
exp
(
ε̂
εf
)
, (A.9)
we can cast its inversion in terms of the Lambert transcendental W function (recall the
defining equation W (x)eW (x) = x, cf. [54], Eq. (1.5))
ε̂ = g−1(ω̂) = εfW
(
ε0 exp(ε0/εf )
(1− ω̂)εf
)
, ω̂ ∈ [0, 1], (A.10)
which is the counterpart to Eq. (A.5). Upon substituting this inversion in Eq. (A.7), we end
up with the following integral
D(ω̂) = C1
∫ ω̂
0
[
W
(
C2
1− η
)]2
dη, (A.11)
where
C1 =
EAr0ε
2
f
2
, C2 =
ε0 exp(ε0/εf )
εf
, (A.12)
have been introduced for brevity. Let us further denote w = W (C2/(1 − η)) and write (by
the defining equation of the Lambert function)
wew =
C2
1− η , (A.13)
which can be differentiated on both sides to yield
(1 + w)ew dw =
1
C2
(
C2
1− η
)2
dη. (A.14)
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Employing Eq. (A.13) in Eq. (A.14), we obtain
dη =
(1 + w)C2
w2
e−w dw. (A.15)
Now, a change of variables in the integral (A.11) according to Eq. (A.13) can be carried out,
providing us with
D(ω̂) = C1
∫ ω̂
0
w2 dη = C1C2
∫ W( C21−ω̂ )
W (C2)
(1 +w)e−w dw = −C1C2 e−w(2 +w)
∣∣∣∣W(
C2
1−ω̂ )
W (C2)
. (A.16)
The relation on the right hand side of Eq. (A.16) can be expanded as
D(ω̂) =
=
EAr0ε
2
f
2
{
ε0
εf
(
2 +
ε0
εf
)
− (1− ω̂)W
(
ε0 exp(ε0/εf )
εf (1− ω̂)
)[
2 +W
(
ε0 exp(ε0/εf )
εf (1− ω̂)
)]}
(A.17)
see also Fig. A.17b where a sketch of D(ω̂) is shown. The energy dissipated by the complete
failure process then reads
gf,∞ = lim
ω̂→1
D(ω̂) = EAr0ε0
(ε0
2
+ εf
)
, (A.18)
which can be verified by integrating the area under the curve in Fig. 5.
Appendix B. Explicit Forms of Gradients and Hessians
The first and second derivatives, i.e. the gradients and Hessians, of the incremental
energy Πkred with respect to kinematic variable r̂ are presented in this appendix. The internal
force associated with atom α, fαint ∈ R2nato , is expressed as
fαint,γ(r̂) =
∂pikred,α(r̂; q(tk−1))
∂r̂γ
=
1
2
∑
β∈Bα
∂
[
(1− ω˚αβ)φαβ(r̂αβ+ ) + φαβ(r̂αβ− )
]
∂r̂γ
=
=

1
2
∑
β∈Bα
(1− ω˚αβ)fαβ(δβγ − δαγ) if r̂αβ ≥ rαβ0
1
2
∑
β∈Bα
fαβ(δβγ − δαγ) if r̂αβ < rαβ0 ,
γ = 1, . . . , nato, (B.1)
where pikred,α denotes the reduced incremental site energy with condensed internal variables
in analogy to Πkred defined in (18) (see also Eqs. (9b), (21) – (26), and (30)), and where the
interatomic force reads
fαβ = φ′(r̂αβ)
r̂αβ
r̂αβ
. (B.2)
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The global force is then expressed as
f(r̂) = −f ext(tk) +
nato∑
α=1
fαint(r̂). (B.3)
The stiffness matrix associated with an atom site α, Kα ∈ R2nato×2nato , reads
Kαγδ(r̂) =
∂2pikred,α(r̂; q(tk−1))
∂r̂γ∂r̂δ
=
1
2
∑
β∈Bα
∂2
[
(1− ω˚αβ)φαβ(r̂αβ+ ) + φαβ(r̂αβ− )
]
∂r̂γ∂r̂δ
=
=

1
2
∑
β∈Bα
(1− ω˚αβ)Kαβ(δβγ − δαγ)(δβδ − δαδ) if r̂αβ ≥ rαβ0
1
2
∑
β∈Bα
Kαβ(δβγ − δαγ)(δβδ − δαδ) if r̂αβ < rαβ0 ,
γ, δ = 1, . . . , nato, (B.4)
where the interaction Hessian reads
Kαβ =
[
φ′(r̂αβ)
r̂αβ
I2 +
(
φ′′(r̂αβ)
(r̂αβ)2
− φ
′(r̂αβ)
(r̂αβ)3
)
r̂αβ ⊗ r̂αβ
]
. (B.5)
The global stiffness is then expressed as
K(r̂) =
nato∑
α=1
Kα(r̂). (B.6)
Above, we have used the relation
∂r̂αβ
∂r̂γm
=
r̂αβm
r̂αβ
(δβγ − δαγ), m = 1, 2, (B.7)
and for brevity, as in Appendix A, have denoted
φ′(r̂) =
d
dr̂
φαβ(r̂), φ′′(r̂) =
d2
dr̂2
φαβ(r̂). (B.8)
The symbol I2 ∈ R2×2, (I2)mn = δmn, denotes the identity matrix, δmn denotes the Kronecker-
delta product with respect to spatial coordinates, m,n indices relate to spatial dimen-
sions, α, β relate to atoms, δαβ denotes the Kronecker-delta product with respect to atoms,
and a⊗ b = ambn is the tensor product of vectors a and b.
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