An infinite-dimensional statistical manifold modelled on Hilbert space  by Newton, Nigel J.
Available online at www.sciencedirect.comJournal of Functional Analysis 263 (2012) 1661–1681
www.elsevier.com/locate/jfa
An infinite-dimensional statistical manifold modelled
on Hilbert space
Nigel J. Newton a,b,∗
a School of Computer Science and Electronic Engineering, University of Essex, Wivenhoe Park, Colchester, CO4 3SQ,
United Kingdom
b Laboratory for Information and Decision Systems, Massachusetts Institute of Technology, Cambridge, MA 02139,
USA
Received 30 January 2012; accepted 3 June 2012
Available online 18 June 2012
Communicated by B. Driver
Abstract
We construct an infinite-dimensional Hilbert manifold of probability measures on an abstract measur-
able space. The manifold, M , retains the first- and second-order features of finite-dimensional information
geometry: the α-divergences admit first derivatives and mixed second derivatives, enabling the definition
of the Fisher metric as a pseudo-Riemannian metric. This is enough for many applications; for example,
it justifies certain projections of Markov processes onto finite-dimensional submanifolds in recursive es-
timation problems. M was constructed with the Fenchel–Legendre transform between Kullback–Leibler
divergences, and its role in Bayesian estimation, in mind. This transform retains, on M , the symmetry of
the finite-dimensional case. Many of the manifolds of finite-dimensional information geometry are shown
to be C∞-embedded submanifolds of M . In establishing this, we provide a framework in which many of
the formal results of the finite-dimensional subject can be proved with full rigour.
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Information geometry, the study of the differentiable structure of sets of probability measures
induced by statistical divergences, has a history going back to the work of Rao [13]. It derives
its importance from the fundamental role played by the Fisher information in estimation theory,
notably the Cramèr–Rao bound. In this context, the distance between “close” probability mea-
sures can be given meaning, independent of the choice of parametrisation that may be used to
distinguish them. The Fisher information defines a Riemannian metric (the Fisher metric) on
appropriate statistical manifolds.
Consider, for example, the finite set X := {x1, x2, . . . , xn}. Let M be the set of probability
measures on X that are mutually absolutely continuous with respect to the uniform probability
measure, μ, and let H := {h :X→R: Eμh = 0}, where Eμ is expectation with respect to μ. H is
an (n − 1)-dimensional Hilbert space under the inner product 〈g,h〉 := Eμgh. We can induce a
manifold structure on M through an appropriate coordinate map θ :M → H , for example the
following “mixture” and “exponential” maps, m and e:
m(P ) = p − 1 and e(P ) = logp − Eμ logp, (1)
where p is the density dP/dμ. The images m(M) and e(M) are open subsets of H , and
e ◦ m−1 :m(M) → e(M) is a diffeomorphism, so that m and e induce the same differentiable
structure on M . A differentiable curve (Pt ∈ M: t ∈ (−1,1)) passing through a point P ∈ M
at t = 0 defines a tangent vector U at that point, which can be represented in m or e form as
follows:
um := d
dt
m(Pt )|t=0 and ue := d
dt
e(Pt )|t=0. (2)
The tangent space at P is the linear space of all tangent vectors at P , and is identified with
H through the relations (2). M is trivially a Riemannian manifold under either of the (distinct)
metrics induced by m or e. More significantly for estimation theory, it is also a Riemannian
manifold under the Fisher metric, which takes the following form on the tangent space at base
point P ∈ M :
〈U,V 〉P := EP (ue − EP ue)(ve − EP ve), (3)
where ue and ve are the e-representations of U and V , respectively, and EP is expectation with
respect to P . More generally, the Fisher metric is obtained from second derivatives of statistical
divergences [1]; for example, the α-divergences:
D(α)(P |Q) :=
∫
log
dP
dQ
dP if α = −1
4
1 − α2
(
1 −
∫
dQ
dP
(1+α)/2
dP
)
if α ∈ (−1,1)
∫
log
dQ
dQ if α = 1. (4)dP
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D(α) is the Kullback–Leibler divergence, are particularly important. Taylor expansions of the α-
divergences have relevance in the theory of statistical estimation [1]. Of course, such expansions
may involve higher-order derivatives than the second, and these can be interpreted in an intrinsic,
coordinate-free sense by the introduction of covariant derivatives and higher-order structures. For
example, the intrinsic representation of the third derivatives of D(α) can be expressed in terms of
Amari’s α-covariant derivative, ∇(α), [1].
The literature on information geometry is dominated by the study of finite-dimensional (para-
metric) manifolds of probability measures, classical examples of which are the exponential
families. The reader is referred to [2,1,3,8,10], and the references therein, for further informa-
tion. A notable exception is the work of G. Pistone and his associates [4,5,11,12]. (See, also, [6].)
These papers develop an affine manifold of mutually absolutely continuous probability measures
on an abstract measurable space (X,X ). The manifold is covered by coordinate patches on which
are defined maps similar to e of (1), but with “patch-centric” probability measures playing the
role of μ. The ranges of these maps are open subsets of particular Orlicz spaces of functions
on X, and the manifold obtained is typically of infinite dimension. This construction admits ar-
bitrary derivatives of the α-divergences, and is a “tour de force” of information geometry, but is,
of necessity, technically complex.
The present paper investigates the extent to which the Hilbert nature of finite-dimensional in-
formation geometry can be carried over to infinite dimensions. The most notable existing results
in this direction concern the α-embeddings of Amari [1]. These embed finite-dimensional statis-
tical manifolds in infinite-dimensional Hilbert spaces, but do not give rise to infinite-dimensional
manifolds with appropriate topologies. (In particular, the extensions of the α-divergences to the
infinite-dimensional ambient spaces can fail to be continuous. See Section 2.)
Our work was motivated by an information-theoretic interpretation of Bayesian estimation [9],
central to which is a Fenchel–Legendre transform between convex functions, defined on dual
linear spaces. The fundamental role played by this transform in finite-dimensional information
geometry is explored in depth in [14], where connections are made with potential theory. The
adjoint variables of this transform are generalisations of m(P ) and e(P ) as defined in (1), and
the dual convex functions are generalisations of D(−1)(m−1|μ) and D(+1)(e−1|μ). In the finite-
dimensional case, the adjoint variables are bi-orthogonal coordinates of a Riemannian statistical
manifold, in the sense that the Jacobian of the transition map between them is the Riemannian
metric [14].
We define an infinite-dimensional Hilbert manifold (M,φ), that preserves the first- and
second-order features of the finite-dimensional case. The adjoint variables play equal roles in
the definition of the manifold, and the dual convex functions have identical regularity properties.
This is in contrast with the Orlicz manifold of Pistone and Sempi [12], the differentiable structure
of which is based firmly on one side of the transform. The Fenchel–Legendre transform is studied
in the context of the Orlicz manifold in [11]. The adjoint to the coordinate variable is called there
the “mean parameters”, and cannot be used as a chart. On the other hand, an infinite-dimensional
statistical manifold based on mean parameters, in which this asymmetry is reversed, is developed
in [4].
The manifold we construct comprises “finite-entropy” probability measures. This condition
is more restrictive than the mutual absolute continuity of the Orlicz manifold, but admits prior
and posterior distributions in estimation problems, where the mutual information between the
estimand and the observation is finite. (M,φ) does not have as strong a topology as the Orlicz
manifold. However, the α-divergences do admit first derivatives and mixed second derivatives,
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cations; for example, it justifies certain projections of Markov processes onto finite-dimensional
submanifolds in recursive estimation problems.
The original motivation for this work was an information geometric interpretation of nonlin-
ear filtering. The application of (M,φ) to this subject is addressed elsewhere. Apart from this
application, (M,φ) admits many of the manifolds of finite-dimensional information geometry as
C∞-embedded submanifolds. Many of the results of finite-dimensional information geometry,
which are established in a formal sense in [1], can be made rigorous by our methods.
The article is structured as follows. Section 2 introduces the manifold (M,φ), and studies the
properties of the adjoint variables of the Fenchel–Legendre transform in this context. Section 3
introduces the tangent space, and shows that it admits the Fisher metric but not, in general, the
Amari covariant derivatives. Section 4 studies the properties of the α-divergences on (M,φ), and
develops the Fenchel–Legendre transform in this setting. Finally, Section 5 investigates a number
of finite-dimensional submanifolds of (M,φ).
2. The manifold (M,φ)
Let (X,X ,μ) be a probability space. We consider the set, M , of “finite-entropy” probability
measures on X ; i.e. those P satisfying the following conditions:
(M1) P is mutually absolutely continuous with respect to μ;
(M2) Eμp2 < ∞;
(M3) Eμ log2 p < ∞.
(We denote probability measures on X by the upper-case letters P , Q, etc., and their densities
with respect to μ by the corresponding lower-case letters, p, q , etc.) The term “finite entropy” is
motivated by the following. Let D(±1) be the Kullback–Leibler divergences defined in (4). Then,
for any P,Q ∈ M ,
D(−1)(P |Q) =D(+1)(Q|P) = Eμp log(p/q)
√
Eμp2Eμ log2(p/q) < ∞. (5)
Let H be the Hilbert space of (equivalence classes of) centred, square-integrable random
variables on (X,X ,μ), and define φ :M → H by
φ(P ) = p − 1 + logp − Eμ logp. (6)
Proposition 2.1. φ is a bijection.
Proof. For y ∈ (0,∞) let θ(y) = y + logy; then infy θ(y) = −∞, supy θ(y) = +∞, and θ is
C∞ with first derivative θ ′(y) = 1 + y−1 > 0. So, according to the inverse function theorem,
θ : (0,∞) →R is a diffeomorphism. Let ψ :R→ (0,∞) be its inverse; we have
ψ(z) = θ−1(z),
ψ ′(z) = 1
θ ′ ◦ψ(z) =
ψ(z)
1 +ψ(z) ∈ (0,1),
ψ ′′(z) = ψ(z) 3 ∈ (0,4/27]. (7)(1 +ψ(z))
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Ψ :H ×R→R be defined by
Ψ (a, z) = Eμψ(a + z); (8)
then, according to Taylor’s theorem, and the bounds in (7),
Ψ (b,y)−Ψ (a, z) = Eμψ ′(a + z)(b − a + y − z)+R(b, y, a, z),
where |R(b, y, a, z)| 2Eμ(b−a+y−z)2/27. Thus Ψ is Fréchet differentiable, with derivative
DΨa,z :H ×R→R
DΨa,z(u, s) = Eμψ ′(a + z)u+ Eμψ ′(a + z)s. (9)
Since ψ is convex,
sup
z
Ψ (a, z) sup
z
ψ
(
Eμ(a + z)
)= sup
z
ψ(z) = +∞;
furthermore, the monotone convergence theorem shows that
lim
z↓−∞Ψ (a, z) = Eμ limz↓−∞ψ(a + z) = 0.
This, together with the strict positivity of the second integral in (9) and the inverse function
theorem, shows that Ψ (a, ·) :R→ (0,∞) is a C1-isomorphism. Let Z :H →R be defined by
Z(a) = Ψ (a, ·)−1(1), (10)
and let P be the probability measure with density p = ψ(a +Z(a)); then it follows from (7) and
the mean value theorem that, for any x ∈X,
∣∣p(x)−ψ(Z(a))∣∣ ∣∣a(x)∣∣ and ∣∣logp(x)− logψ(Z(a))∣∣ ∣∣a(x)∣∣,
where we have used the fact that (logψ)′ = (1 +ψ)−1 ∈ (0,1). So P ∈ M , and
φ(P ) = θ ◦ψ(a +Z(a))− 1 − Eμ logψ(a +Z(a))
= a +Z(a)− 1 − Eμ logψ
(
a +Z(a)).
Now φ(P )− a ∈ H , and so
Z(a) = 1 + Eμ logψ
(
a +Z(a))= 1 −D(+1)(P |μ), (11)
and φ(P ) = a, which completes the proof. 
The inverse map H  a → P ∈ M is given by
dφ−1(a)
(x) = ψ(a(x)+Z(a)), (12)dμ
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on M , in which μ is the zero element, and 〈P,Q〉M := 〈φ(P ),φ(Q)〉H . Of course, the associated
linear structure differs from the usual linear structure of a set of measures.
Lemma 2.1.
(i) Z is Fréchet differentiable, with derivative
DZau = −Eμψ
′(a +Z(a))u
Eμψ ′(a +Z(a)) . (13)
(ii) For any bounded set B ⊂ H ,
sup
a∈B
(∣∣Z(a)∣∣+ ‖DZa‖)< ∞. (14)
Proof. It follows from Jensen’s inequality and (7) that
− log Eμψ ′
(
a +Z(a))−Eμ logψ ′(a +Z(a))
= −Eμ logp + Eμ log(1 + p)
D(+1)(P |μ)+ log 2, (15)
where P = φ−1(a). Now
D(−1)(P |μ)+D(+1)(P |μ) = Eμ(p − 1)
(
logp +D(+1)(P |μ))
 Eμ
(
p − 1 + logp +D(+1)(P |μ))2/2
= ‖a‖2/2, (16)
and so, since they are both non-negative, D(−1)(·|μ) and D(+1)(·|μ) are bounded on bounded
sets. Together with (15) this proves that
inf
a∈B Eμψ
′(a +Z(a))> 0; (17)
in particular, the right-hand side of (13) is well defined.
Since Ψ , as defined in (8), is differentiable, and the second integral in (9) with z replaced
by Z(a) is strictly positive, the implicit mapping theorem shows that Z is differentiable. It thus
follows from the chain rule of differentiation that, for any u ∈ H ,
0 = DΨ (·,Z(·))
a
u = Eμψ ′
(
a +Z(a))u+ Eμψ ′(a +Z(a))DZau,
which establishes (13).
The Riesz representation of DZa is 1 −ψ ′(a +Z(a))/Eμψ ′(a +Z(a)). The boundedness of
DZa on bounded sets thus follows from (17) and (7). The boundedness of Z on bounded sets
follows from (11) and (16). 
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e(P ) will be the adjoint variables of the Fenchel–Legendre transform developed in Section 4.
m and e are clearly injections; in fact
p = 1 +m(P ) = exp e(P )
Eμ exp e(P )
.
They are also Lipschitz continuous since, for any P,Q ∈ M ,
〈
m(P )−m(Q), e(P ) − e(Q)〉=D(−1)(P |Q)+D(+1)(P |Q) 0, (18)
so that
∥∥m(P )−m(Q)∥∥2 + ∥∥e(P )− e(Q)∥∥2 = ∥∥φ(P )− φ(Q)∥∥2 − 2D(−1)(P |Q)− 2D(+1)(P |Q)

∥∥φ(P )− φ(Q)∥∥2. (19)
However, m and e need not have continuous inverses, as the following examples show. They
cannot, therefore, be used as charts on M .
Example 2.1. X= (0,1), μ is Lebesgue measure, and p(x) = 2x; so that m(P )(x) = 2x−1. For
any t ∈R, let at := tm(P ); then H -limt→1 at = m(P ). For any t ∈ [−1,1], let pt = at + 1; then
Pt ∈ M and m(Pt ) = at . However, if t > 1 there is no element of M with m-representation at .
So m(P ) is not an interior point of m(M), and the latter is not open.
Example 2.2. X= [0,∞), μ(dx) = exp(−x)dx, and p(x) = K(1 + x)−1 exp(x/2) (where K is
a normalizing constant). Now
e(P )(x) = x/2 − log(1 + x)−
∫ (
x˜/2 − log(1 + x˜))μ(dx˜).
For any t ∈R let at := te(P ); then H -limt→1 at = e(P ). For any t ∈ [−1,1], let pt = Kt expat ,
where Kt is a normalizing constant; then Pt ∈ M , and e(Pt ) = at . However, if t > 1 then Eμp2t =
+∞, and so there is no element of M with e-representation at . So e(P ) is not an interior point
of e(M), and the latter is not open.
Proposition 2.2. The sets m(M) and e(M) are convex.
Proof. For any distinct P0,P1 ∈ M , and any t ∈ [0,1] let Pmt := (1 − t)P0 + tP1. This is clearly
a probability measure on X that satisfies (M1). Jensen’s inequality shows that
Eμ
(
pmt
)2  (1 − t)Eμp20 + tEμp21 < ∞. (20)
Let f : (0,∞) →R be defined by
f (z) = 1(0,1)(z) log2 z + 1[1,∞)(z)(z − 1)2. (21)
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log2 z for all z, and so
Eμ log2 pmt  Eμf
(
pmt
)
 (1 − t)Eμf (p0)+ tEμf (p1) < ∞, (22)
which, together with (20), shows that Pmt ∈ M . The convexity of m(M) now follows from the
fact that m(Pmt ) = (1 − t)m(P0)+ tm(P1).
Let Γ :X× [0,1] →R be defined as follows
Γ (x, t) = exp((1 − t) logp0(x)+ t logp1(x))= p0(x)1−tp1(x)t . (23)
Jensen’s inequality shows that Γ (·, t) pmt , and so we can define
It := EμΓ (·, t) 1. (24)
Jensen’s inequality also shows that
It  exp
(
(1 − t)Eμ logp0 + tEμ logp1
)
= exp(−(1 − t)D(+1)(P0|μ)− tD(+1)(P1|μ))
> 0, (25)
and so we can define pet (x) = I−1t Γ (x, t). P et is clearly a probability measure on X that satis-
fies (M1). A further application of Jensen’s inequality shows that
Eμ
(
pet
)2 = I−2t Eμ exp((1 − t) log(p20)+ t log(p21))
 I−2t
(
(1 − t)Eμ
(
p20
)+ tEμ(p21))
< ∞.
Furthermore
Eμ log2 pet = Eμ
(− log It + (1 − t) logp0 + t logp1)2 < ∞,
and so P et ∈ M . The convexity of e(M) now follows from the fact that e(P et ) = (1 − t)e(P0) +
te(P1). 
In order to motivate our definition of (M,φ), we briefly examine some alternative ways in
which one might attempt to construct infinite-dimensional statistical manifolds modelled on
Hilbert space. In the context of appropriate finite-dimensional statistical manifolds, Amari in-
troduced the following family of “α-embeddings”:
Fα(ν) := 21 − α
(
dν
dμ
)(1−α)/2
if α ∈ [−1,1)
log
dν
if α = 1. (26)
dμ
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to the Hilbert space L2(μ). (The divergences D(α) of (4) can easily be extended to such sets of
measures [1].)
We might ask whether a set, Nα , of finite measures exists, for which (Nα,Fα) is an
infinite-dimensional Hilbert manifold with appropriate properties. At the very least, we require
D(−1)(·|ν) and D(+1)(·|ν) to be continuous at all ν in a statistical manifold. (That this is true of
(M,φ) follows from (18), (19), the Cauchy–Schwarz inequality and the non-negativity of D(−1)
and D(+1). The smoothness properties of D(α)(·|Q) on M are explored more fully in Section 4.)
It is also natural to require all measures in a statistical manifold to be mutually absolutely con-
tinuous, since otherwise they cannot be connected by continuous paths.
Let Nα be the set of finite measures on X that are mutually absolutely continuous with respect
to μ, and for which Fα(ν) ∈ L2(μ). Suppose that there exists a sequence (Bn ∈ X , n ∈ N), for
which Bn ↓ ∅ and μ(Bn) > 0 for all n. For any probability measure P ∈ Nα , and any n ∈N, let
an := exp
(−1/P (Bn)) if α ∈ [−1,1)
max
{
1,−1/μ(Bn) logP(Bn)
}
if α = 1,
bn := anμ(Bn)+ P
(
Bcn
)
,
pn := b−1n (an1Bn + p1Bcn);
then Pn is a probability measure in Nα , anμ(Bn) → 0 and bn → 1, from which it is easy to show
that Fα(Pn) → Fα(P ). However, if α ∈ [−1,1) then
D(+1)(Pn|P) = Eμ1Bnp(logp − logan + logbn)+ Eμ1Bcnp logbn
= Eμ1Bnp logp + 1 + logbn;
so that lim infnD(+1)(Pn|P) 1+miny y logy = 1−e−1, and D(+1)(·|P) is discontinuous at P .
Similarly, if α = 1 then
D(−1)(Pn|P) = Eμ1Bnpn(logan − logbn − logp)− Eμ1Bcnpn logbn
= anμ(Bn)
bn
(
log
an
bn
+ Eμ1Bn(− logp)
μ(Bn)
)
− Pn
(
Bcn
)
logbn
 anμ(Bn)
bn
(
log
an
bn
− log Eμ1Bnp
μ(Bn)
)
− Pn
(
Bcn
)
logbn
= anμ(Bn)
bn
(
log
anμ(Bn)
bn
− logP(Bn)
)
− Pn
(
Bcn
)
logbn,
where we have used Jensen’s inequality; so that lim infnD(−1)(Pn|P)  1, and D(−1)(·|P) is
discontinuous at P .
This counter-example assumes the existence of a sequence (Bn) with the stated properties.
There are, of course, special cases (such as that in which X is finite) where no such sequence
exists.
1670 N.J. Newton / Journal of Functional Analysis 263 (2012) 1661–16813. The tangent space
The Hilbert structure induced by φ can be used to define Fréchet derivatives of appropriate
maps on M . However, some of the important maps of information geometry turn out to be dif-
ferentiable only in a weaker sense, which we define below. We consider a tangent vector U at
P ∈ M to be an equivalence class of differentiable curves at P : two curves (Pt ∈ M, t ∈ (−1,1))
and (Qt ∈ M, t ∈ (−1,1)) being equivalent at P if P0 = Q0 = P and P˙0 = Q˙0. We denote the
tangent space at P by TPM , and the tangent bundle by
TM :=
⋃
P∈M
(P,TPM). (27)
The latter admits the global chart Φ : TM → H ×H where
Φ(P,U) = (a0, a˙0), (28)
at = φ(Pt ), and (Pt ) is any differentiable curve in the equivalence class U .
Definition 3.1. Let f :M → E be a map from M to some Banach space E, and suppose that for
every P ∈ M there exists a continuous linear map dfP :TPM → E such that, for any U ∈ TPM
and any (Pt ) ∈ U ,
d
dt
f (Pt )|t=0 = dfPU ; (29)
then we say that f is d-differentiable, with derivative dfP at point P . (We shall also use the
briefer notation Uf := dfPU .)
Clearly, if f is Fréchet differentiable then it is also d-differentiable, and the derivatives co-
incide. However, the converse is not always true, as Example 3.1 below shows. Nevertheless,
d-differentiability is clearly stronger than Gateaux differentiability.
Proposition 3.1.
(i) For any α ∈ [−1,1], the map Fα :M → L2(μ) defined by (26) is d-differentiable, with
derivative at P
dFαPU = ψ(a +Z(a))
(1−α)/2
1 +ψ(a +Z(a)) (1 +DZa)u, (30)
where (a,u) = Φ(P,U), and ψ and Z are as defined in (7) and (10).
(ii) For any α ∈ [−1,1] and any P ∈ M , the map dFαP is injective.
(iii) For any α ∈ [−1,1] and any bounded set B ⊂ M ,
sup
P∈B
‖dFαP ‖ < ∞. (31)
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fα(z) := 21 − αψ(z)
(1−α)/2 if α ∈ [−1,1)
logψ(z) if α = 1; (32)
then fα(aˆ) = Fα(P ) and
0 f ′α(z) =
ψ(z)(1−α)/2
1 +ψ(z)  1. (33)
For any (P,U) ∈ TM , let (Pt ) ∈ U , and let at := φ(Pt ). The mean value theorem shows that,
for some β = β(at , at+δ, x) ∈ [0,1],
Fα(Pt+δ)− Fα(Pt ) = fα(aˆt+δ)− fα(aˆt )
= f ′α
(
(1 − β)aˆt + βaˆt+δ
)(
aˆt+δ − aˆt
)
= f ′α(aˆt )(1 +DZat )a˙t δ +R1 +R2 +R3,
where
R1 =
(
f ′α
(
(1 − β)aˆt + βaˆt+δ
)− f ′α(aˆt ))(1 +DZat )a˙t δ,
R2 = f ′α
(
(1 − β)aˆt + βaˆt+δ
)
(1 +DZat )(at+δ − at − a˙t δ),
R3 = f ′α
(
(1 − β)aˆt + βaˆt+δ
)(
Z(at+δ)−Z(at )−DZat (at+δ − at )
)
.
We claim that δ−2EμR2i → 0 as δ → 0 for i = 1,2,3. For i = 2 and 3, this follows from the dif-
ferentiability of Z and at , (14), and (33); for i = 1, we use the fact that δ−1R1 → 0 in probability,
and is dominated by 2(1 + ‖DZat ‖)|a˙t | ∈ L2(μ). This proves part (i).
Suppose that UFα = VFα for some U,V ∈ TPM ; it follows from (M1) and (33) that
f ′α(aˆ) > 0 almost surely, and so (1 +DZa)(u− v) = 0, where u and v are the Φ-representations
of U and V , respectively. Since u− v ∈ H , DZa(u− v) = 0, and this shows that U = V , which
completes the proof of part (ii).
Part (iii) follows from part (i), (33) and the bound (14). 
Proposition 3.1 shows, in particular, that the maps m and e of (1) are d-differentiable, with
derivatives at P :
Um = dmPU = ψ ′
(
a +Z(a))(1 +DZa)u,
Ue = dePU = (1 +DZa)u1 +ψ(a +Z(a)) − Eμ
(1 +DZa)u
1 +ψ(a +Z(a)) , (34)
where (a,u) = Φ(P,U). It also shows that every tangent vector U ∈ TPM admits the (unique)
m- and e-representations, Um and Ue. That m and e need not be Fréchet differentiable is illus-
trated by the following example.
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an(x) = n+ 1
n(2n+ 1) exp
(
nx
2n+ 1
)
− 1
n
.
Although Pn → μ, lim infn ‖an‖−2Eμa2n1[2,∞)(an + Z(an)) > 0, and this can be used to show
that
lim inf
n
‖an‖−1
∥∥m(Pn)−m(μ)− dmμUn∥∥> 0,
where Un is the tangent vector at μ with φ-representation an. Thus m is not Fréchet differen-
tiable, and since e = m− φ the same is true of e.
Examples 2.1 and 2.2 show that m(M) and e(M) may not be open. An associated pathology
is that, although the derivative maps dmP and deP are injective, their images may not be closed.
In the set-up of Example 2.1, the sequence of elements Un ∈ TPM , with φ-representations
un(x) := n1 + n√x − 2
n− log(n+ 1)
n
, (35)
does not converge. (In fact ‖un‖H → ∞.) However, a straightforward calculation shows that
Unm converges in H .
We are now in a position to define the Fisher metric on TPM : for any U,V ∈ TPM ,
〈U , V 〉P := EPUF+1VF+1. (36)
Clearly, for any s ∈R, 〈sU,V 〉P = 〈U, sV 〉P = s〈U,V 〉P . Furthermore, 〈U,U 〉P = 0 if and only
if (1 + DZa)u = 0 (where (a,u) = Φ(P,U)), which in turn is true if and only if U = 0. Thus
(TPM, 〈·,·〉P ) is an inner product space. The Fisher norm is dominated by the natural Hilbert
norm on TPM ; in fact, for any (P,U) ∈ TM ,
‖U‖2P = Eμψ
(
a +Z(a))
(
(1 +DZa)u
1 +ψ(a +Z(a))
)2
 Eμψ ′
(
a +Z(a))(u2 + 2uDZau+ (DZau)2)
= Eμψ ′
(
a +Z(a))(u2 − (DZau)2)
 ‖u‖2H , (37)
where (a,u) = Φ(P,U). However, it is not equivalent to the natural Hilbert norm, as illus-
trated by the sequence (Un) of (35), which is Cauchy in the Fisher norm. In the general case,
(TPM, 〈·,·〉P ) is not a Hilbert space; the Fisher metric is a pseudo-Riemannian metric but not a
Riemannian metric.
It follows immediately from (34) and (36), that 〈U,V 〉P admits the bi-orthogonal representa-
tions:
〈U,V 〉P = 〈Um,V e〉H = 〈Ue,Vm〉H . (38)
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〈U,V 〉P = Eμp−1UmVm = EP (Ue − EPUe)(V e − EP V e). (39)
4. Statistical divergences and duality
We start by investigating the regularity of the α-divergences of (4).
Proposition 4.1.
(i) For any α ∈ [−1,1] and any Q ∈ M , the function D(α)(·|Q) :M →R+ is Fréchet differen-
tiable, with derivative
DD(α)(·|Q)PU = Eμ
(
F−α(P )− F−α(Q)
)
UFα, (40)
where Fα :M → L2(μ) is as defined by (26).
(ii) For any α ∈ [−1,1] and any bounded set B ⊂ M ,
sup
P,Q∈B
∥∥DD(α)(·|Q)P ∥∥< ∞. (41)
(iii) For any α ∈ [−1,1] and any P ∈ M , the map M  R → DD(α)(·|R)P ∈ L(TPM,R) is
d-differentiable, with derivative at Q (written as a continuous bilinear map)
dDD(α)(·|·)P,Q(U,V ) = −EμVF−αUFα. (42)
Proof. Let P ∈ M , and let (Pn ∈ M \ {P }, n ∈ N) be any sequence converging to P . Let a :=
φ(P ), an := φ(Pn), aˆ := a +Z(a) and aˆn := an +Z(an).
We begin by applying the mean value theorem to fα , as defined in (32):
EμF−α(Q)
(
Fα(Pn)− Fα(P )
)= EμF−α(Q)f ′α(aˆ)(aˆn − aˆ)+Rn,
where
Rn := EμF−α(Q)
(
f ′α
(
(1 − β)aˆ + βaˆn
)− f ′α(aˆ))(aˆn − aˆ)
for some β = β(α, aˆ, aˆn, x) ∈ [0,1]. The Cauchy–Schwarz inequality yields
R2n  EμF 2−α(Q)
(
f ′α
(
(1 − β)aˆ + βaˆn
)− f ′α(aˆ))2Eμ(aˆn − aˆ)2.
The first integrand here converges to zero in probability (μ) and is dominated by the inte-
grable function (2 maxz f ′α(z)F−α(Q))2. Together with the dominated convergence theorem and
Lemma 2.1, this shows that Rn = o(‖an − a‖), and that EμF−α(Q)Fα is Fréchet differentiable
at P , with derivative
D
(
EμF−α(Q)Fα
)
P
U = EμF−α(Q)f ′α(aˆ)(1 +DZa)u = EμF−α(Q)UFα. (43)
Now
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4
1 − α2 −D
(α)(P |Q) if α ∈ (−1,1)
D(+1)(μ|Q)−D(+1)(P |Q) if α = 1, (44)
which proves (40) for the case α ∈ (−1,1] since F−α(P )UFα is then equal to 2(1 + α)−1Um,
and EμUm = 0. The case α = −1 in (43) shows that D(−1)(·|Q)−D(−1)(·|μ) is Fréchet differ-
entiable, with derivative
D
(D(−1)(·|Q)−D(−1)(·|μ))
P
U = −EμF1(Q)UF−1.
In order to complete the proof of part (i) it thus remains to prove (40) in the special case that
α = −1 and Q = μ.
Taylor’s formula, applied to the function g := ψ logψ , shows that
∣∣D(−1)(Pn|μ)−D(−1)(P |μ)− Eμg′(aˆ)(aˆn − aˆ)∣∣max
z
∣∣g′′(z)∣∣Eμ(aˆn − aˆ)2
= O(‖an − a‖2),
where we have used Lemma 2.1 and the boundedness of g′′. Together with Lemma 2.1, this
shows that D(−1)(·|μ) is Fréchet differentiable, with derivative
DD(−1)(·|μ)PU = Eμg′(aˆ)(1 +DZa)u = EμF1(P )UF−1,
where we have used the fact that EμUF−1 = 0. This completes the proof of part (i).
It follows from (13) that DD(α)(φ−1|Q)a has Riesz representation
ρα(a,Q) =
(
F−α(P )− F−α(Q)
)
f ′α(aˆ)−
ψ ′(aˆ)
Eμψ ′(aˆ)
Eμ
(
F−α(P )− F−α(Q)
)
f ′α(aˆ).
Now F1 and F−1 are bounded on bounded sets because of (19), and so, according to Jensen’s
inequality, the same is true of Fα for α ∈ (−1,1). Part (ii) thus follows from (17), and the bound-
edness of ψ ′ and f ′α .
It follows from Proposition 3.1 and the boundedness of ψ ′ and f ′α that ρα(a, ·) :M → H is
d-differentiable, with derivative at Q
dρα(a, ·)QV = −VF−αf ′α(aˆ)+
ψ ′(aˆ)
Eμψ ′(aˆ)
EμVF−αf ′α(aˆ).
Thus
dDD(α)(·|·)P,Q(U,V ) =
〈
Vρα(a, ·), u
〉= −EμV F−αf ′α(aˆ)(1 +DZa)u,
and this proves part (iii). 
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Fisher metric (which might be regarded as a more fundamental definition of the latter than (36)):
UVD(α)(·|·) = −〈U,V 〉P , (45)
where U,V ∈ TPM apply to different arguments of D(α). In general, D(α) is not twice differen-
tiable with respect to the same argument, and does not admit higher-order derivatives, and so it
is not possible to define Amari’s α-covariant derivatives on M .
In the special cases that Q = μ and α = ±1, (40) becomes
UD(−1)(·|μ) = 〈e(P ),Um〉,
UD(+1)(·|μ) = 〈m(P ),Ue〉. (46)
These are two of the bi-orthogonal relations of information geometry. The derivative of
D(−1)(·|μ) at P admits the Riesz m-representation e(P ), and the derivative of D(+1)(·|μ) at
P admits the Riesz e-representation m(P ).
In general, D(−1)(m−1|μ) and D(+1)(e−1|μ) are not Fréchet differentiable. (Their domains
may not even be open sets.) However, they do admit derivatives in the weaker sense of (46).
m and e are the adjoint variables of a Fenchel–Legendre transform pair involving the functions
D(−1)(m−1|μ) and D(+1)(e−1|μ). This notion is developed in the following proposition.
Proposition 4.2.
(i) The functions D(−1)(m−1|μ) :m(M) → R+ and D(+1)(e−1|μ) : e(M) → R+ are strictly
convex.
(ii) For any a ∈ e(M),
D(+1)(e−1(a)|μ)= max
b∈m(M)
{〈a, b〉 −D(−1)(m−1(b)|μ)}, (47)
and the unique maximizer is m ◦ e−1(a).
(iii) For any a ∈ m(M),
D(−1)(m−1(a)|μ)= max
b∈e(M)
{〈a, b〉 −D(+1)(e−1(b)|μ)}, (48)
and the unique maximizer is e ◦m−1(a).
Proof. For any distinct P0,P1 ∈ M , and any t ∈ (0,1), let Pmt and P et be the mixture and expo-
nential measures defined in the proof of Proposition 2.2. It follows from the strict convexity of
the function y → y logy that
D(−1)(Pmt ∣∣μ)= Eμpmt logpmt
< Eμ
(
(1 − t)p0 logp0 + tp1 logp1
)
= (1 − t)D(−1)(P0|μ)+ tD(−1)(P1|μ).
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exp(y) ensures that the inequality in (24) is strict for all t ∈ (0,1), and so
D(+1)(P et ∣∣μ)= −Eμ logpet
= log It − (1 − t)Eμ logp0 − tEμ logp1
< (1 − t)D(+1)(P0|μ)+ tD(+1)(P1|μ).
This completes the proof of part (i).
For any P,Q ∈ M ,
〈
e(P ),m(Q)
〉−D(−1)(Q|μ) = Eμ(logp +D(+1)(P |μ))q − Eμq logq
=D(+1)(P |μ)−D(+1)(P |Q),〈
m(P ), e(Q)
〉−D(+1)(Q|μ) = Eμ(p − 1) logq + Eμ logq
=D(−1)(P |μ)−D(−1)(P |Q).
Now D(+1)(P |Q) and D(−1)(P |Q) are strictly positive for all probability measures Q on X ,
except for Q = P where they take the value zero. This proves parts (ii) and (iii). 
5. Finite-dimensional submanifolds
For some n ∈N, let N be a subset of M with an n-dimensional C∞-manifold structure deter-
mined by the atlas ((Bτ , θτ ), τ ∈ T ). I.e. for each τ ∈ T , Bτ is a subset of N and θτ is a bijection
from Bτ to an open subset of Rn; the Bτ cover N , and for any τ, σ ∈ T such that Bτ ∩ Bσ = ∅,
θτ ◦ θ−1σ : θσ (Bτ ∩Bσ ) ⇒ θτ (Bτ ∩Bσ ) is a C∞-isomorphism. This section investigates instances
of this set-up in which N is a C∞-embedded submanifold of M . This is the case if the inclusion
map i :N → M is both a topological embedding and a C∞-immersion. (See, for example, [7].) If
this is so, the tangent space at any point P ∈ N becomes a Hilbert space under the Fisher metric,
and the latter becomes a Riemannian metric on N .
5.1. Exponential and α submanifolds
Let η1, . . . , ηn be linearly independent elements of e(M), let B be an open subset of Rn, and
let γ :B → H be defined by
γ (y) = yiηi, (49)
where we have used the Einstein summation convention. We assume that the ηi and B are such
that γ (y) ∈ e(M) for all y ∈ B . This is the case, for example, if
B =
{
y ∈Rn: yi ∈ (0,1) for all i and
∑
i
yi < 1
}
(50)
since e(M) is convex. However, there are other possibilities. (See Example 5.1 below.) Let N :=
e−1 ◦ γ (B). Since the ηi are linearly independent, γ is an injection, and N is an n-dimensional
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γ−1 ◦ e.
Theorem 5.1.
(i) N is a C∞-embedded submanifold of M .
(ii) For any α ∈ [−1,1], the restriction of the map Fα to N is infinitely differentiable.
(iii) For any α ∈ [−1,1], the restriction of the α-divergence D(α) of (4) to N × N is infinitely
differentiable.
Proof. We begin by defining a local coordinate system around an arbitrary y ∈ B . Let  > 0
be such that the closed ball of centre y and radius  is contained in B . Let B(y, /2n) be the
open ball of centre y and radius /2n. For any y˜ ∈ B(y, /2n), let ζ ∈ (1/4,3/4)n be the local
coordinate system, defined by
ζ i = (1 + n−1(y˜ − y)i)/2;
then y˜ = ((1 − ζ i)(y − ei ) + ζ i(y + ei ))/n, where ei is the n-vector containing 1 in position
i and 0 elsewhere.
Differentiating expγ (y˜) with respect to y˜ on an x-by-x basis, we obtain, for each l ∈Nn0,
∂l expγ (y˜) := ∂
l1
(∂y˜1)l1
∂l2
(∂y˜2)l2
· · · ∂
ln
(∂y˜n)ln
expγ (y˜)
= expγ (y˜)ηl11 ηl22 · · ·ηlnn
= (2)−‖l‖1
n∏
i=1
(
ρ
1−ζ i
i− ρ
ζ i
i+ log
nli (ρi+/ρi−)
)1/n
, (51)
where ρi± := expγ (y ± ei ) and ‖ · ‖1 is the l1 norm. For any k ∈ N0 there exists a Kk < ∞
such that
r1−βsβ
∣∣log(r/s)∣∣k = r + s
(r/s)β + (s/r)1−β
∣∣log(r/s)∣∣k Kk(r + s) (52)
for all r, s ∈ (0,∞) and all β ∈ (1/4,3/4). Applying this inequality to each term in the product
in (51), we obtain the bound
sup
y˜∈B(y,/2n)
∣∣∂l expγ (y˜)∣∣Kl
n∏
i=1
(ρi− + ρi+)1/n, (53)
for some Kl < ∞. Hölder’s inequality shows that the right-hand side here belongs to L2(μ), and
so the same is true of all the partial derivatives, ∂l expγ (y˜).
A Taylor expansion of ∂l expγ (y˜) about y, in the direction ei , yields
∂l expγ (y + tei ) = ∂l expγ (y)+ ∂l+e expγ (y)t + ∂l+2e expγ (y + βtei )t2/2,i i
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this shows that (−/2n, /2n)  t → ∂l expγ (y + tei ) ∈ L2(μ) is differentiable at t = 0, with
derivative ∂l+ei expγ (y). An inductive argument thus establishes the infinite differentiability of
B ∈ y → expγ (y) ∈ L2(μ).
According to Jensen’s inequality, for any y ∈ B ,
Eμ expγ (y) exp Eμγ (y) = 1, (54)
and since m ◦ θ−1(y) = expγ (y)/Eμ expγ (y) − 1, m is also C∞. The infinite differentiability
of e is obvious, and so we have shown that the inclusion map i :N → M is C∞. We have also
shown that the maps F−1 and F1 are C∞. The techniques used above to prove the infinite dif-
ferentiability of expγ (y˜) can also be used to establish the same property of exp((1 − α)γ (y˜)/2)
for any α ∈ (−1,1), and this completes the proof of part (ii).
Since e :M → H is d-differentiable the push-forward i∗ :TPN → TPM is injective. Because
of this, and the Hilbert nature of TPM , i∗ splits the latter into the n-dimensional subspace
TPN and its orthogonal complement. It thus follows from Proposition 2.3 in [7] that i is
a C∞-immersion. That i is a topological embedding (i.e. a homeomorphism onto its image en-
dowed with the relative topology) follows from the domination of ‖e‖ by ‖φ‖ (19). We have thus
shown that i is a C∞-embedding, and this completes the proof of part (i).
Since e(M) is convex, the set B used in the definition of N can be replaced by its convex hull
Bh to obtain another (potentially larger) n-dimensional submanifold of M , on which the maps m,
e and φ are C∞. For any P,Q ∈ N , let yP := θ(P ) and yQ := θ(Q), and let α ∈ (−1,1); then
exp(1−α)/2 γ (yP ) exp(1+α)/2 γ (yQ) = expγ (y),
where y := (1 − α)yP /2 + (1 + α)yQ/2 ∈ Bh. So the left-hand side, regarded as a function
of (yP , yQ) ∈ B2 taking values in L2(μ), is C∞. This, together with the differentiability of m,
and (54), establishes the infinite differentiability of D(α). Turning now to the cases α = ±1,
D(+1)(Q|P) =D(−1)(P |Q)
= Eμ
(
m(P )+ 1)(logp − logq)
= Eμm(P )
(
e(P )− e(Q))+ Eμ logp − Eμ logq
= (θ(P )− θ(Q))iEμηim(P )+ Eμ(F1(P )− F1(Q)).
It follows from the infinite differentiability of m and the Cauchy–Schwarz inequality that Eμηim
is infinitely differentiable, and this completes the proof of part (iii). 
The theory of finite-dimensional exponential manifolds is developed in depth in [1]. Theo-
rem 5.1 allows a number of the formal developments therein to be proved with full rigour. For
example, it makes rigorous the method of projecting derivatives of Fα in the definition of Amari’s
covariant derivatives.
Example 5.1. Let X=Rd , and let N be the set of d-variate Gaussian probability measures with
covariance matrices, Σ , dominated by −1Id , where  > 0 and Id is the d×d identity matrix. (By
this we mean that Σ−1 − Id is positive definite.) N is known to be a d(d + 3)/2-dimensional
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the covariance matrix, Σ , and the d elements of the vector Σ−1x¯, where x¯ is the mean vector,
together form an exponential parametrisation. N satisfies the conditions of Theorem 5.1 provided
it is a subset of M , and this is so if μ is the Gaussian measure with zero mean, and covariance
matrix −1Id .
Finite-dimensional “α manifolds”, for α ∈ [−1,1) can be embedded in M in a similar way.
We choose P1, . . . ,Pn such that Fα(P1), . . . ,Fα(Pn) are linearly independent in L2(μ). Let B
and γ :B → L2(μ) be as defined in (50) and (49), but with Fα(Pi) replacing ηi . Except in the
case α = −1, γ (y) /∈ Fα(M); in fact, because of the strict convexity of the function R+  z →
z2/(1−α),
Eμ
(
1 − α
2
γ (y)
)2/(1−α)
< yiEμ
(
1 − α
2
Fα(Pi)
)2/(1−α)
= 1.
Let J (y) be the unique positive number that, when added within the bracket on the left-hand side,
yields equality here. The finite-dimensional α manifold comprises those probability measures
whose densities admit the representation
p =
(
1 − α
2
γ (y)+ J (y)
)2/(1−α)
for some y ∈ B.
This can be shown to be a C∞-embedded submanifold of M , on which the α-divergences
are C∞, by techniques similar to those used in the proof of Theorem 5.1. (If α = −1, addi-
tional steps are required to show that J :B → R+ is C∞; however, this is easily accomplished
by means of the implicit mapping theorem.)
5.2. φ submanifolds
Finite-dimensional submanifolds of M can also be based on subspaces of the range of φ. Let
η1, . . . , ηn be linearly independent elements of H for which Eμη2ki < ∞ for some k ∈ N, let
γ :Rn → H be defined as in (49), and let N := φ−1 ◦ γ (Rn). Since the ηi are linearly indepen-
dent, γ is an injection, and N is an n-dimensional manifold with an atlas comprising the single
chart (N, θ), where θ := γ−1 ◦ φ. It is trivially a C∞-embedded submanifold of M .
Theorem 5.2.
(i) For any α ∈ [−1,1], the restriction of the map Fα of (26) to N is k times differentiable.
(ii) For any α ∈ [−1,1], the restriction of the α-divergence D(α) of (4) to N × N admits the
mixed Fréchet derivatives Dk11 D
k2
2 D(α)(·|·) for all 0 k1, k2  2k − 1 with k1 + k2  2k.
Proof. Let fα be as defined in (32). Differentiating fα ◦ γ on an x-by-x basis, we obtain, for
each l ∈Nn0,
∂lfα ◦ γ (y) := ∂
l1
(∂y1)l1
∂l2
(∂y2)l2
· · · ∂
ln
(∂yn)ln
fα ◦ γ (y)
= f (‖l‖1) ◦ γ (y)ηl1ηl2 · · ·ηlnn , (55)α 1 2
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f (j)α =
Qj−1 ◦ψ
(1 +ψ)2j−1 ψ
(1−α)/2,
where Qj−1 is a polynomial of order j − 1; so all the derivatives of fα are bounded and, for any
l = 0,
sup
y∈Rn
∣∣∂lfα ◦ γ (y)∣∣Kl |η1|l1 |η2|l2 · · · |ηn|ln , (56)
where Kl < ∞. Furthermore, the mean value theorem and the boundedness of f ′α show that, for
any bounded set B ⊂Rn,
sup
y∈B
∣∣fα ◦ γ (y)∣∣K0
(
1 +
∑
i
|ηi |
)
, (57)
where K0 < ∞. According to the mean value theorem,
∂lfα ◦ γ (y + tei ) = ∂lfα ◦ γ (y)+ ∂l+ei fα ◦ γ (y)t +R(t)t,
where ei is as defined in the proof of Theorem 5.1, and
R(t) = ∂l+ei fα ◦ γ (y + βtei )− ∂l+ei fα ◦ γ (y)
for some β = β(y, t, i, x) ∈ [0,1]. Now a.s.-limt→0 R(t) = 0 and, from (56)
sup
t
∣∣R(t)∣∣ 2Kl+ei |η1|l1 · · · |ηi |li+1 · · · |ηn|ln .
If ‖l‖1 + 1  2k then Hölder’s inequality, together with the dominated convergence theorem,
shows that, for any r  1, the map fα ◦ γ :Rn → Lr(μ) is [2k/r] times differentiable, where [z]
is the integer part of z. In particular, the maps ψ ◦γ :Rn → L2(μ) and ψ ◦γ :Rn → L1(μ) are k
and 2k times differentiable, respectively. This latter degree of differentiability is inherited by the
function Ψ of (8) and also (by the implicit mapping theorem and strict positivity of the second
term on the right-hand side of (9)) by the function Z of (10). Since Fα ◦ θ−1 = fα(γ + Z(γ )),
the map Fα ◦ θ−1 :Rn → Lr(μ) is also [2k/r] times differentiable, and part (i) follows from the
case r = 2.
Let lP , lQ ∈ Nn0 be such that k1 := ‖lP ‖1 + 1 and k2 := ‖lQ‖1 satisfy the hypotheses of
part (ii); then Fα ◦ θ−1 :Rn → L2k/k1(μ) is k1 times differentiable. Let
S(t, y) := ∂lP Fα ◦ θ−1(y + tei )− ∂lP Fα ◦ θ−1(y)− ∂lP +ei Fα ◦ θ−1(y)t.
Then it follows from Hölder’s inequality, (56) and (57) that
lim sup
t→0
t−1Eμ
∣∣∂lQF−α ◦ θ−1(yQ)S(t, yP )∣∣

(
Eμ
∣∣∂lQF−α ◦ θ−1(yQ)∣∣r)1/r lim
t→0 t
−1(Eμ∣∣S(t, yP )∣∣s)1/s
= 0,
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 (yP , yQ) →
∂lQF−α ◦ θ−1(yQ)∂lP Fα ◦ θ−1(yP ) ∈ L1(μ) admits partial differentiation with respect to the
ith component of yP . It follows from this, and the equivalent with yP and yQ exchanging roles,
that the map (P,Q) → EμF−α(Q)Fα(P ) admits mixed Fréchet derivatives of orders satisfy-
ing the hypotheses of part (ii). Part (ii), in the case α ∈ (−1,1), now follows from (44). To
complete the proof for the cases α = ±1 it suffices, in view of (44), to show that the map
P →D(−1)(P |μ) =D(+1)(μ|P) = EμF−α(P )Fα(P ) is 2k− 1 times differentiable. This can be
achieved by arguments similar to those used above. 
If k  2 then N admits Amari’s covariant derivatives. The Christoffel symbols of the
α-covariant derivative in θ coordinates can be found from the Eguchi relations [1]:
Γ
(α),k
ij (P ) = −gkl(P )
∂3
∂yi∂yj ∂y˜l
D(α)(θ−1(y)∣∣θ−1(y˜))∣∣
y˜=y=θ(P ), (58)
where gkl is the (k, l)-term in the inverse of the Fisher metric in θ coordinates:
gij (P ) :=
〈
∂/∂θi, ∂/∂θj
〉
P
. (59)
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