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In this paper, one-dimensional (1D) nonlinear wave equation
utt − uxx +mu + u5 = 0
on the ﬁnite x-interval [0,π ] with Dirichlet boundary conditions
is considered. It is proved that there are many 2-dimensional
elliptic invariant tori, and thus quasi-periodic solutions for the
above equation. The proof is based on inﬁnite-dimensional KAM
theory and partial Birkhoff normal form.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and main results
1.1. Introduction
The existence of time-periodic solutions for the nonlinear wave equation
utt − uxx + V (x)u + f (u) = 0, f (u) =
∑
k3
fku
k (1.1)
has been investigated by many authors. See [2–4,6,7,9,11,21] and the references therein, for example.
A wide variety of methods have been brought to bear on the problem, ranging from bifurcation theory
(see [14] for example), to variational techniques, pioneered by Rabinowitz [24], to ideas which exploit
the hamiltonian structure of the problem. Recently, combining variational methods, Lyapunov–Schmidt
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and Procesi [13] obtained small amplitude periodic solutions for completely resonant wave equa-
tion (1.1) with V (x) ≡ 0.
Looking for quasi-periodic solutions for hamiltonian partial differential equations (PDEs) such
as (1.1), one inevitably encounters the so-called small divisor problem. The KAM (Kolmogorov–Arnold–
Moser) theory for PDEs originated by Kuksin [15–17] and Wayne [25] provides a very powerful tool
to deal with this problem. Roughly speaking, the KAM-machinery is to re-formulate the hamiltonian
PDE into a perturbation of a non-degenerate, partially integrable system, for which parameters need
to be introduced in order to adjust frequencies to overcome small divisor problem.
One way of introducing parameters into (1.1) is to considered parameterized potentials, that is,
V = V (x; ξ),
where ξ is an n-dimensional parameter. For example, Kuksin [17] showed that there are many
quasi-periodic solutions for (1.1) for “most” (in the sense of Lebesgue measure) parameters ξ ’s. See
also [8,10,25] for examples.
For nonlinear wave equation with a prescribed potential
V = V (x),
owing to the absence of exterior parameters, one needs to ﬁnd out some suitable Birkhoff normal
form, and then extract parameters by amplitude-frequency modulation. In this aspect, [18] is the
pioneer work, where nonlinear Schrödinger equation with constant potential is studied by Kuksin
and Pöschel, and Birkhoff normal form of order four is used to extract parameters. For nonlinear
wave equation, see Pöschel [22] for V (x) ≡m with m > 0, Yuan [27] for V (x) ≡m with −1 <m < 0,
Yuan [28] for the completely resonant case V (x) ≡ 0, and Yuan [29] for a prescribed non-constant
potential.
In this paper, we consider the nonlinear wave equation (1.1) subject to Dirichlet boundary condi-
tions with the prescribed potential V (x) ≡m and the nonlinearity f (u) = u5, that is,
{
utt − uxx +mu + u5 = 0, (t, x) ∈ R × [0,π ],
u(t,0) = 0 = u(t,π), (1.2)
where m is real and positive. We will show that (1.2) admits small amplitude quasi-periodic solutions
corresponding to 2-dimensional invariant tori of an associated inﬁnite-dimensional dynamical system,
using the KAM scheme. The method allows one to study more general nonlinear terms than the
quintic term u5 in (1.2). See Remark 1 for the details.
By and large, we will search for some suitable Birkhoff normal form of (1.2) so as to introduce
parameters into (1.2), while Bambusi [1] discovered special quasi-periodic solutions for the nonlinear
wave equation
{
utt − uxx +mu + u2p−1 = 0, p  2,
u(t,0) = 0= u(t,π) (1.3)
by taking m > 0 as the parameter and avoiding Birkhoff normal form reductions. More precisely, in
our paper, we will follow the procedure in [22], where the existence of quasi-periodic solutions for
the nonlinear wave equation
utt − uxx +mu + u3 +
∑
k5
fku
k = 0 (1.4)
is proved. In [22], ﬁrstly the equation is written as an inﬁnite-dimensional hamiltonian system, then
the hamiltonian is put into its partial Birkhoff normal form of order 4, ﬁnally the Cantor manifold
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the ﬁrst one is to transform the hamiltonian into its partial Birkhoff normal form, while the second
one is to ﬁnd out an appropriate KAM theorem that can be applied to the normal form.
However, the two points are different for (1.2). First of all, in order to obtain the Birkhoff normal
form in [22], the following proposition (Lemma 4 in [22]) is essentially important:
“If i, j, k, l are non-zero integers, such that i ± j ± k ± l = 0, but (i, j,k, l) ≡ (p,−p,q,−q), then
|λi + λ j + λk + λl| cm√
N2 +m3
, N =min(|i|, | j|, |k|, |l|)
with some absolute constant c, where λ j = sgn j ·
√
j2 +m, j ∈ Z \ {0}.”
While (1.2) lies outside the validity range of the above proposition, because it does not have the cubic
term u3. Moreover, observing that the nonlinearity in (1.2) is the quintic term u5, we would like
to eliminate the non-normal form terms and get the Birkhoff normal form of order 6. To this end,
similarly to Lemma 4 in [22], we have to estimate divisors of the form
|λ j1 + λ j2 + λ j3 + λ j4 + λ j5 + λ j6 |, j1, j2, j3, j4, j5, j6 ∈ Z \ {0}, (1.5)
under the condition j1 ± j2 ± j3 ± j4 ± j5 ± j6 = 0, ( j1, j2, j3, j4, j5, j6) ≡ (p,−p,q,−q, r,−r). But
unfortunately, it’s hard to give (1.5) a uniform bound from below even if at least 4 members of
{| j1|, . . . , | j6|} take values in a ﬁnite index set J ⊂ N. Therefore, we have to choose some suitable
index set J .
In [22], the index set J = { j1 < · · · < jn} ⊂ N, n 2 fulﬁlls
min
1i<n
ji+1 − ji  n − 1.
Moreover, for 1D Schrödinger equation with the nonlinearity |u|4u
iut − uxx +mu + |u|4u = 0, (1.6)
the authors also consider some admissible index set J . See Liang and You [19] for (1.6) with Dirichlet
boundary conditions and J. Geng and Y. Yi [12] for (1.6) with periodic boundary conditions. And for
1D Schrödinger equation with higher order nonlinearity |u|2pu
iut − uxx +mu + |u|2pu = 0, p  3 (1.7)
under periodic boundary conditions, Z. Liang [20] supposed that the index set J = { j1 < j2} satisﬁes
j2 >
√
p j1 > 0.
Unfortunately, due to the lack of super-linear growth of eigenvalues λ j , the methods in [19,12,20] fail
for (1.2), because their methods crucially depend on the spectral asymptotics μ j ∼ j2.
In our settings, we pick J = {n1,n2} with n1 = 1, n2  10, and thus get the estimates of some
divisors in (1.5)
|λ j1 + · · · + λ j6 |
m2
4n32
, ( j1, . . . , j6) ∈ (0 ∪ 1 ∪ 2) \N . (1.8)
This estimate is crucial in this paper. See Lemma 2.1 for the details. Thus with the help of Lemma 2.1,
we can eliminate the non-normal form terms with the index ( j1, . . . , j6) ∈ (0 ∪ 1 ∪ 2) \N , and
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lar structure of wave equation, the 6-order partial Birkhoff normal form is not enough here. In the
following we explain this in a rough manner. Seeing the partial normal form (2.54) in Theorem 2.2,
Gˆ is the remaining 6-order non-normal form part with Gˆ = O (|z|3|zˆ|3), and K is the at least 10-order
part with K = O (|z|10). Here zˆ = (z j) j∈N\{n1,n2} . Assume |z| = O (rβ), |zˆ| = O (r) with 0  β  1 to
be determined. Then after introducing coordinate transformation in (3.5), the parameters |ξ | = O (r4β)
and the hamiltonian vector ﬁelds are estimated by XGˆ = O (r3β+1), XK = O (r10β−2). For the smallness
condition (4.5) in KAM theorem being true, we need
α  O
(
rmin(3β+1,10β−2)
)
. (1.9)
On the other hand, from (4.7) in KAM theorem, the measure of the excluding set of parameters is
O (r4βα
κ
κ+1−χ/4 ), where κ = 2, 0 χ < 1. Unfortunately, by direct calculation, we know
min(3β + 1,10β − 2) κ
κ + 1−χ/4 < 4β (1.10)
for every 0 β  1. This leads to O (r4βα
κ
κ+1−χ/4 ) > O (r8β), which means that, all the parameters are
excluded and thus the KAM iteration procedure becomes invalid!
Therefore, some higher order terms must to be eliminated. Thus, we have to ﬁnd out a 10-order
partial Birkhoff normal form in order to apply the KAM theorem. However, it is very diﬃcult to cal-
culate the coeﬃcients of all terms of order 10. Fortunately, we only need to eliminate some 10-order
terms without normal components, which is just K˜ in (2.57). In Lemma 2.3, we prove the estimates
of the divisors
|λ j1 + · · · + λ j10 | 2, ( j1, . . . , j10) ∈ ′0 \N ′, j1 ± · · · ± j10 = 0.
Then by using this lemma, we obtain an appropriate partial Birkhoff normal form of order 10. See
Theorem 2.4 for the details. In the following we roughly explain why the KAM iteration procedure
is valid now. Seeing the partial normal form (2.60) in Theorem 2.4, Gˆ is the same as above, Kˆ is
the remaining 10-order non-normal form part with Kˆ = O (|z|9|zˆ|), and T is the at least 14-order
part with T = O (|z|14). Thus, the hamiltonian vector ﬁelds are estimated by XKˆ = O (r9β−1), XT =
O (r14β−2). In contrary to (1.10), we know
min(3β + 1,9β − 1,14β − 2) κ
κ + 1− χ/4 > 4β (1.11)
for (3 + χ/2)−1 < β < (3 − χ/2)−1, which means the domain of parameters is suﬃciently large to
obtain a good control of small divisors. Actually, we simply take χ = 4/5, β = 1/3 in our proof.
Now we are in a position to search for a KAM theorem applicable to our partial Birkhoff normal
form in Theorem 2.4. We will use the KAM theorem in [23] with some modiﬁcations. The difference
lies in the measure estimates of the resonant sets in the ﬁrst iteration step, which are deﬁned in
terms of the unperturbed frequencies. In [23], the author used Theorem D to obtain the measure
estimates for nonlinear wave equation. While formulating Theorem D, the author assumed that the
unperturbed frequencies are aﬃne functions of the parameters, which corresponds to the case for
the nonlinear wave equation (1.4). Considering (1.2), we ﬁnd out that the unperturbed frequencies
are polynomials of the parameters of order 2. Therefore, we cannot use the result of Theorem D
directly. Our idea to deal with this problem is to suppose that the conclusion of Theorem D, that is,
(4.6) is fulﬁlled in our KAM theorem (Theorem 4.1 in Section 4). While applying to (1.2), we will prove
that (4.6) holds true. So we are able to apply Theorem 4.1 to (1.2) and get quasi-periodic solutions
of it.
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We study (1.2) as an inﬁnite-dimensional hamiltonian system on the phase space P =H10([0,π ])×
L2([0,π ]) with coordinates u and v = ut , where H10([0,π ]), L2([0,π ]) are the usual Sobolev spaces.
The hamiltonian for (1.2) is then
H = 1
2
〈v, v〉 + 1
2
〈Au,u〉 + 1
6
π∫
0
u6 dx, (1.12)
where A = −d2/dx2 +m and 〈·,·〉 denotes the usual scalar product in L2. The hamiltonian equations
of motions are
ut = ∂H
∂v
= v, vt = −∂H
∂u
= −Au − u5. (1.13)
The quasi-periodic solutions of (1.2) to be constructed are of small amplitude. Thus, in ﬁrst approx-
imation the high order term u5 may be considered as a small perturbation of the linear equation
utt − uxx +mu = 0. The latter is of course well understood and has plenty of quasi-periodic solutions.
To be more precise, let
φ j =
√
2
π
sin jx, λ j =
√
j2 +m, j = 1,2, . . .
be the basic modes and frequencies of the linear system utt − uxx + mu = 0 with Dirichlet bound-
ary conditions. Then every solution is the superposition of their harmonic oscillations and of the
form
u(t, x) =
∑
j1
q j(t)φ j(x), q j(t) = I j cos
(
λ jt + ϕ0j
)
.
Their combined motions are periodic, quasi-periodic or almost-periodic, respectively, depending on
whether one, ﬁnitely many or inﬁnitely many modes are excited. In particular, for every choice
J = {n1 < n2} ⊂ N
of 2-modes there is an invariant 4-dimensional linear subspace E J that is completely foliated into
rotational tori with frequencies λn1 , λn2 :
E J =
{
(u, v) = (q1φn1 + q2φn2 , p1φn1 + p2φn2)
}= ⋃
I∈P2
T J (I),
where P2 = {I ∈ R2: Ib > 0, b = 1,2} is the positive quadrant in R2 and
T J (I) =
{
(u, v): q2b + λ−2nb p2b = Ib, b = 1,2
}
,
using the above representation of u and v . Upon restoring the nonlinearity u5, E J with their quasi-
periodic solutions will not persist in their entirety due to the modes and the strong perturbing effect
of u5 for large amplitudes. However, there does persist a Cantor subfamily of rotational 2-torus which
are only slightly deformed. More exactly, we have the following theorem:
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n1 = 1, n2  10.
Then, there is a setC ∗ in P2 with positive Lebesgue measure, a family of 2-tori
T J
[
C ∗
]= ⋃
I∈C ∗
T J (I) ⊂ E J
overC ∗ , a Lipschitz continuous embedding
Φ :T J
[
C ∗
]
↪→P,
which is a higher order perturbation of the inclusion map Φ0 : E J ↪→P restricted to T J [C ∗], such that the
restriction of Φ to eachT J (I) in the family is an embedding of a rotational invariant 2-torus for the nonlinear
wave equation (1.2).
Remark 1. For the nonlinear wave equation
{
utt − uxx +mu + g(u) = 0, (t, x) ∈ R × [0,π ],
u(t,0) = 0= u(t,π),
where the nonlinearity g(u) = g5u5 +∑k7 gkuk with g5 = 0 is real analytic in u, the results of the
above theorem can be proved in the same way.
2. The hamiltonian and partial Birkhoff normal form
To rewrite (1.12) as a hamiltonian in inﬁnitely many coordinates we make the ansatz
u =S q =
∑
j1
q j√
λ j
φ j, v =
∑
j1
√
λ j p jφ j.
The coordinates are taken from some Hilbert space a,p of all real valued sequences w = (w1,w2, . . .)
with ﬁnite norm
‖w‖2a,p =
∑
j1
|w j|2 j2pe2aj .
Below we will assume that a 0 and p > 12 . We then obtain the hamiltonian
H = Λ + G = 1
2
∑
j1
λ j
(
p2j + q2j
)+ 1
6
π∫
0
(S q)6 dx (2.1)
with equations of motions
q˙ j = ∂H
∂p
= λ j p j, p˙ j = − ∂H
∂q
= −λ jq j − ∂G
∂q
. (2.2)
j j j
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j dq j ∧ dp j on a,p × a,p . The same as Lemma 3 in [22], we know the gradient Gq is real analytic
as a map from some neighborhood of the origin in a,p into a,p+1, with
‖Gq‖a,p+1 = O
(‖q‖5a,p). (2.3)
Thus the associated hamiltonian vector ﬁeld
XG =
∑
j1
(
∂G
∂p j
∂
∂q j
− ∂G
∂q j
∂
∂p j
)
deﬁnes a real analytic map from some neighborhood of the origin in a,p × a,p into a,p+1 × a,p+1.
Note that
G(q) = 1
6
π∫
0
(S q)6 dx = 1
6
∑
j1,..., j6
G j1··· j6q j1 · · ·q j6 (2.4)
with
G j1··· j6 =
1√
λ j1 · · ·λ j6
π∫
0
φ j1 · · ·φ j6 dx. (2.5)
It is not diﬃcult to verify that G j1··· j6 = 0 unless j1 ± · · · ± j6 = 0 for some combination of plus and
minus signs. Thus, only a codimension one set of coeﬃcients is actually different from zero, and the
sum extends only over j1 ± · · · ± j6 = 0. In particular, we have
G jjkkll = 8
π3λ jλkλl
π∫
0
sin2 jx sin2 kx sin2 lxdx
= 1
4π2λ jλkλl
(4+ 2δ jk + 2δ jl + 2δkl − δ j+k,l − δ j+l,k − δk+l, j) (2.6)
by elementary calculation.
In the rest of this section we transform the hamiltonian (2.1) into some partial Birkhoff normal
form of order 10 so that it happens, in a suﬃciently small neighborhood of the origin, as a small
perturbation of some nonlinear integrable system.
For the rest of this paper we introduce complex coordinates
z j = 1√
2
(q j + ip j), z¯ j = 1√
2
(q j − ip j), j  1.
Inserting them into (2.1), we obtain a real analytic hamiltonian
H = Λ + G
=
∑
j1
λ j|z j|2 + 16
π∫
0
(∑
j1
z j + z¯ j√
2λ j
φ j
)6
dx
=
∑
j1
λ j|z j|2 + 148
∑
j ,..., j ∈N
G j1··· j6(z j1 + z¯ j1) · · · (z j6 + z¯ j6) (2.7)1 6
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∑
j1 dz j ∧dz¯ j . Real analytic means
that H is a function of z and z¯, real analytic in the real and imaginary part of z. Conveniently intro-
ducing z− j := z¯ j for j  1, then H in (2.7) is written as
H = Λ + G (2.8)
with
Λ =
∑
j1
λ j z j z− j, (2.9)
G = 1
48
∑
j1,..., j6∈Z∗
G j1··· j6 z j1 · · · z j6 , (2.10)
where G j1··· j6 := G | j1|···| j6| for j1, . . . , j6 ∈ Z∗ := Z \ {0}.
Deﬁne the normal form set
N = {( j1, . . . , j6) ∈ Z6∗: There exists a 6-permutation τ
such that jτ (1) = − jτ (2), jτ (3) = − jτ (4), jτ (5) = − jτ (6)
}
.
Deﬁne the following index sets
l =
{
( j1, . . . , j6) ∈ Z6∗: There are exactly l components not in {±n1,±n2}
}
for l = 0,1,2, and
3 =
{
( j1, . . . , j6) ∈ Z6∗: There are at least 3 components not in {±n1,±n2}
}
.
Split G in (2.10) into three parts:
G = G¯ + G˜ + Gˆ, (2.11)
where G¯ is the normal form part of G with ( j1, . . . , j6) ∈ (0 ∪ 1 ∪ 2) ∩N :
G¯ = 1
48
∑
( j1,..., j6)∈(0∪1∪2)∩N
G j1··· j6 z j1 · · · z j6
= 5
12
(
Gn1n1n1n1n1n1 |zn1 |6 + Gn2n2n2n2n2n2 |zn2 |6
)
+ 15
4
(
Gn1n1n1n1n2n2 |zn1 |4|zn2 |2 + Gn1n1n2n2n2n2 |zn1 |2|zn2 |4
)
+ 15
4
∑
j =n1,n2
(
Gn1n1n1n1 j j|zn1 |4|z j|2 + Gn2n2n2n2 j j|zn2 |4|z j|2
)
+ 15
∑
j =n ,n
Gn1n1n2n2 j j|zn1 |2|zn2 |2|z j|2, (2.12)1 2
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G˜ = 1
48
∑
( j1,..., j6)∈(0∪1∪2)\N
G j1··· j6 z j1 · · · z j6 , (2.13)
and Gˆ is the part of G with ( j1, . . . , j6) ∈ 3:
Gˆ = 1
48
∑
( j1,..., j6)∈3
G j1··· j6 z j1 · · · z j6 . (2.14)
We will eliminate G˜ by a symplectic coordinate transformation X1F , which is the time-1-map of the
ﬂow of a hamiltonian vector XF given by a hamiltonian
F =
∑
( j1,..., j6)∈Z6∗
F j1··· j6 z j1 · · · z j6 (2.15)
with coeﬃcients
iF j1··· j6 =
{
1
48
G j1 ··· j6
λ j1+···+λ j6 , for ( j1, . . . , j6) ∈ (0 ∪ 1 ∪ 2) \N ,
0, otherwise.
(2.16)
Here λ j := sgn j · λ| j| for j ∈ Z∗ . Then formally we have
{Λ, F } + G˜ = 0, (2.17)
where {·,·} is Poisson bracket with respect to the symplectic structure i∑ j1 dz j∧dz− j . Thus expand-
ing at t = 0 and using Taylor’s formula we formally get
H ◦ X1F = H ◦ XtF
∣∣
t=1
= Λ + {Λ, F } +
1∫
0
(1− t){{Λ, F }, F} ◦ XtF dt + G +
1∫
0
{G, F } ◦ XtF dt
= Λ + G¯ + Gˆ +
1∫
0
{G¯ + tG˜ + Gˆ, F } ◦ XtF dt. (2.18)
Now we need to show the correctness of the deﬁnition (2.16) and establish the regularity of the
vector ﬁeld XF . To this end, we prove that the divisors λ j1 + · · · + λ j6 are away from zero:
Lemma 2.1. Suppose n1 = 1, n2  10 and 0<m 14 . Then for ( j1, . . . , j6) ∈ (0 ∪1 ∪2) \N , we have
|λ j1 + · · · + λ j6 |
m2
4n32
. (2.19)
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(σ1 j1, . . . , σ6 j6) ∈ (0 ∪ 1 ∪ 2) \N , then we have
∣∣∣∣∣
6∑
l=1
σlλ jl
∣∣∣∣∣ m
2
4n32
. (2.20)
We ﬁrstly consider the case
∑6
l=1 σl jl = 0. In view of
λ j = j +
(√
j2 +m− j)= j + m√
j2 +m + j , j ∈ N (2.21)
and 0<m 14 , we have
∣∣∣∣∣
6∑
l=1
σlλ jl
∣∣∣∣∣
∣∣∣∣∣
6∑
l=1
σl jl
∣∣∣∣∣−m
6∑
l=1
1√
j2l +m+ jl
 1− 3m 1
4
, (2.22)
which is larger than m
2
4n32
. Therefore, in the following, we assume
6∑
l=1
σl jl = 0. (2.23)
Introduce the function
f (t) =
√
t2 +m − t = m√
t2 +m+ t , (2.24)
which is positive, monotone decreasing and convex for t  0. Thus, by (2.23) and (2.24), we have
6∑
l=1
σlλ jl =
6∑
l=1
σl(λ jl − jl) =
6∑
l=1
σl f ( jl). (2.25)
We secondly consider the case σk jk + σl jl = 0 for some 1  k, l  6. Without loss of generality,
assuming k = 5, l = 6, then we have ∑4l=1 σl jl = 0 and
min( j1, j2, j3, j4) n2.
Thus by using Lemma 4 in [22], we get
∣∣∣∣∣
6∑
l=1
σlλ jl
∣∣∣∣∣=
∣∣∣∣∣
4∑
l=1
σlλ jl
∣∣∣∣∣ m√
(n2 + 2)2 +m3
, (2.26)
which is larger than m
2
4n32
. Therefore, in the following, we assume
σk jk + σl jl = 0, ∀1 k, l 6. (2.27)
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obvious (0 ∪1 ∪2) \N = (0 \N )∪1 ∪ (2 \N ) and no element in 0 \N fulﬁlls (2.23).
In the remaining proof, we consider 1 and 2 \N respectively.
For (σ1 j1, . . . , σ6 j6) ∈ 1, denote the unique index different with n1, n2 in { j1, . . . , j6} as a. Then
from (2.23) and (2.27), we get
a = rn1 + (5− r)n2, 0 r  5 (2.28)
or
a = (5− r)n2 − rn1, 1 r  4. (2.29)
If (2.28) is true with 0 r  4, then we know f (n2) f (a). In this case, in view of (2.25), we get
∣∣∣∣∣
6∑
l=1
σlλ jl
∣∣∣∣∣= r f (n1) + (5− r) f (n2) − f (a)
 r f (n1) + (4− r) f (n2)
 4 f (n2). (2.30)
If (2.28) is true with r = 5, then we know f (n1) f (a). In this case, in view of (2.25), we get
∣∣∣∣∣
6∑
l=1
σlλ jl
∣∣∣∣∣= 5 f (n1) − f (a) 4 f (n1) 4 f (n2). (2.31)
If (2.29) is true, then in view of (2.25), we get, for 1 r  4,
∣∣∣∣∣
6∑
l=1
σlλ jl
∣∣∣∣∣= r f (n1) − (5− r) f (n2) + f (a)
 f (n1) − 4 f (n2)
 4 f (n2). (2.32)
From (2.30), (2.31), (2.32) and 4 f (n2)  m
2
4n32
, we know (2.20) holds true for (σ1 j1, . . . , σ6 j6) ∈ 1
with (2.23), (2.27).
For (σ1 j1, . . . , σ6 j6) ∈ 2 \N , denote a, b the two indices different with n1, n2 in { j1, . . . , j6}.
Without of generality, we assume a b. Then from (2.23) and (2.27), we get
b − a = rn1 + (4− r)n2, 0 r  4 (2.33)
or
b − a = (4− r)n2 − rn1, 1 r  3 (2.34)
or
a + b = rn1 + (4− r)n2, 0 r  4 (2.35)
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a + b = (4− r)n2 − rn1, 1 r  3. (2.36)
In the following, we will give the proof in six cases respectively.
Case 1: Suppose (2.33) is true. Then in view of (2.25), we get, for 0 r  4,
∣∣∣∣∣
6∑
l=1
σlλ jl
∣∣∣∣∣= r f (n1) + (4− r) f (n2) + f (a) − f (b)
 r f (n1) + (4− r) f (n2)
= 4 f (n2).
Case 2: Suppose (2.34) is true. Then in view of (2.25), we get, for 1 r  3,
∣∣∣∣∣
6∑
l=1
σlλ jl
∣∣∣∣∣= r f (n1) − (4− r) f (n2) − f (a) + f (b). (2.37)
Observing a = n1, we have a 2, and thus f (a) f (2). Additionally by f (b) 0, we get
f (a) − f (b) f (2). (2.38)
Calculating directly, for n1 = 1, n2  10 and 0<m 14 , we have
f (1) = m√
1+m+ 1 
m√
1+ 14 + 1
>
9
20
m,
f (2) = m√
4+m+ 2 
1
4
m,
f (n2) = m√
n2 +m+ n2 
m
2n2
 1
20
m.
Thus,
f (1) − f (2) − 4 f (n2) > 0. (2.39)
Therefore, by (2.38) and (2.39), we get
(2.37) r f (n1) − (4− r) f (n2) − f (2)
 f (n1) − 3 f (n2) − f (2)
 f (n2). (2.40)
Case 3: Suppose (2.35) is true with r = 0, i.e.
a + b = 4n2. (2.41)
We prove this case in three subcases:
1478 M. Gao, J. Liu / J. Differential Equations 252 (2012) 1466–1493Subcase 3.1: a n24 . Then in view of (2.24) and (2.25), we get∣∣∣∣∣
6∑
l=1
σlλ jl
∣∣∣∣∣= f (a) + f (b) − 4 f (n2)
 f
(
n2
4
)
+ f (4n2) − 4 f (n2)
 m
2
√
(n2/4)2 +m
+ m
2
√
(4n2)2 +m
− 2m
n2
= m
2
√
(4n2)2 +m
− 32m
2√
n22 + 16m(
√
n22 + 16m+ n2)n2
 m√
n22 + (m/16)
(
1
8
− 16m
n22
)
 m√
n22 +m
(
1
8
− 4
102
)
 m
16
√
n22 +m
. (2.42)
Subcase 3.2: n24 < a <
n2
2 . By Taylor’s formula, we have, for j  1,
λ j =
√
j2 +m = j + m
2 j
− m
2
8
√
j2 + θm3
, (2.43)
where 0< θ < 1 depends on j. Thus, we have
∣∣∣∣∣
6∑
l=1
σlλ jl
∣∣∣∣∣= |4λn2 − λa − λb|
=
∣∣∣∣m2
(
4
n2
− 1
a
− 1
b
)
− m
2
8
(
4√
n22 + θ1m
3
− 1√
a2 + θ2m3
− 1√
b2 + θ3m3
)∣∣∣∣, (2.44)
where 0< θ1, θ2, θ3 < 1. Since n2, a, b are integers and a+b = 4n2, we know |ab−n22| 1. Otherwise,
we have ab − n22 = 0, and further a = (2−
√
3 )n2, b = (2+
√
3 )n2, which is impossible. Thus,
∣∣∣∣ 4n2 −
1
a
− 1
b
∣∣∣∣= |4ab − n2(a + b)|n2ab =
4|ab − n22|
n2ab
 4
n2ab
. (2.45)
On the other hand,∣∣∣∣ 4√
n22 + θ1m
3
− 1√
a2 + θ2m3
− 1√
b2 + θ3m3
∣∣∣∣ 1a3 + 1b3 − 4√
n22 +m
3
 1
a3
− 3√
n22 +m
3
.
(2.46)
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∣∣∣∣∣
6∑
l=1
σlλ jl
∣∣∣∣∣ 2mn2ab −
m2
8
(
1
a3
− 3√
n22 +m
3
)
= 2m
a
(
1
n2b
− m
16a2
)
+ 3m
2
8
√
n22 +m
3
 2m
a
(
1
n2(4n2)
− 1/4
16(n2/4)2
)
+ 3m
2
8
√
n22 +m
3
= 3m
2
8
√
n22 +m
3
. (2.47)
Subcase 3.3: a  n22 . In view of a + b = 4n2 and our assumption a  b, we know b  2n2. Thus in
view of (2.24) and (2.25), we get
∣∣∣∣∣
6∑
l=1
σlλ jl
∣∣∣∣∣= 4 f (n2) − f (a) − f (b)
 4 f (n2) − f
(
n2
2
)
− f (2n2)
 2m√
n22 +m
− m
n2
− m
4n2
 m
2
√
n22 +m
. (2.48)
Case 4: Suppose (2.35) is true with 1 r  3. Noting f (t) is monotone decreasing and convex for
t  0, we have
f (a) + f (b) f (n1) + f (a + b − n1) f (n1) + f (n2).
Thus, in view of (2.25), we get, for 1 r  3,
∣∣∣∣∣
6∑
l=1
σlλ jl
∣∣∣∣∣= r f (n1) + (4− r) f (n2) − f (a) − f (b)
 (r − 1) f (n1) + (3− r) f (n2)
= 2 f (n2). (2.49)
Case 5: Suppose (2.35) is true with r = 4, i.e.
a + b = 4n1, (2.50)
where a = b = 2 is the only possible situation. Thus, in view of (2.25), we get
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6∑
l=1
σlλ jl
∣∣∣∣∣= 4 f (n1) − 2 f (2)
 2 f (n1). (2.51)
Case 6: Suppose (2.36) is true. Then in view of (2.25), we get, for 1 r  3,
∣∣∣∣∣
6∑
l=1
σlλ jl
∣∣∣∣∣= r f (n1) − (4− r) f (n2) + f (a) + f (b)
 f (n1) − 3 f (n2)
 f (n2). (2.52)
It is easy to check that all the right hands of (2.37), (2.40), (2.42), (2.47), (2.48), (2.49), (2.51)
and (2.52) are larger than m
2
4n32
. Hence (2.20) holds true for (σ1 j1, . . . , σ6 j6) ∈ 2 \ N with (2.23),
(2.27). This completes the proof of this lemma. 
In view of (2.5) and the above lemma, in the same way as [22], the regularity of the vector ﬁeld XF
could be easily established:
XF ∈A
(

a,p
b , 
a,p+1
b
)
, (2.53)
where A (a,pb , 
a,p+1
b ) denotes the class of all real analytic maps from some neighborhood of the ori-
gin in a,pb into 
a,p+1
b , and 
a,p
b denotes the Hilbert space of all bi-inﬁnite sequences with ﬁnite norm
‖q‖2a,p = |q0|2 +
∑
j |q j|2| j|2pe2| j|a . Therefore, in view of (2.18), we obtain the following theorem:
Theorem 2.2. Suppose n1 = 1, n2  10 and 0 < m  14 . Then by the symplectic change of coordinates
Γ1 := X1F , which is real analytic in some neighborhood of the origin in a,pb , the hamiltonian H = Λ + G
in (2.8) is taken into
H ◦ Γ1 = Λ + G¯ + Gˆ + K , (2.54)
where Λ is in (2.9), G¯ is in (2.12), Gˆ is in (2.14), and
K =
1∫
0
{G¯ + tG˜ + Gˆ, F } ◦ XtF dt. (2.55)
Moreover, XG¯ , XGˆ , XK ∈A (a,pb , a,p+1b ).
By simple calculation we have
K =
{
G¯ + Gˆ + 1
2
G˜, F
}
+
1∫
0
{{
(1− t)(G¯ + Gˆ) + 1
2
(
1− t2)G˜, F}, F} ◦ XtF dt, (2.56)
where the ﬁrst term is order 10 and the second term is at least order 14. In order to obtain a partial
Birkhoff normal form of order 10, we need another real analytic, symplectic coordinate change. To
this end, deﬁne the normal form set
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jτ (1) = − jτ (2), jτ (3) = − jτ (4), jτ (5) = − jτ (6), jτ (7) = − jτ (8), jτ (9) = − jτ (10)
}
,
and the following index sets
′0 =
{
( j1, . . . , j10) ∈ Z10∗ : All the components are in {±n1,±n2}
}
,
′1 =
{
( j1, . . . , j10) ∈ Z10∗ : There are at least 1 components not in {±n1,±n2}
}
.
Split the ﬁrst term of K in (2.56) into three parts:
{
G¯ + Gˆ + 1
2
G˜, F
}
= K¯ + K˜ + Kˆ , (2.57)
where K¯ is the normal form part with ( j1, . . . , j10) ∈ ′0 ∩N ′ , K˜ is the non-normal form part with
( j1, . . . , j10) ∈ ′0 \N ′ , and Kˆ is the part with ( j1, . . . , j10) ∈ ′1. The same procedure as eliminat-
ing G˜ , we will eliminate K˜ by another symplectic coordinate transformation. Similarly, a lemma about
the divisors λ j1 + · · · + λ j10 is needed:
Lemma 2.3. Suppose n1 = 1, n2  10 and 0<m 14 . Then for ( j1, . . . , j10) ∈ ′0 \N ′ satisfying j1 ±· · ·±
j10 = 0, we have
|λ j1 + · · · + λ j10 | 2. (2.58)
Proof. In view of j1, . . . , j10 ∈ {±n1,±n2}, n1 = 1, n2  10, thus from j1 ± · · · ± j10 = 0 we know
the number of {±n2} in { j1, . . . , j10} is even. Hence this lemma is equivalent to prove that, for non-
negative integers α, α¯, β , β¯ with α + α¯ + β + β¯ = 10, β + β¯ even, and |α − α¯| + |β − β¯| = 0, we
have
|αλn1 + α¯λ−n1 + βλn2 + β¯λ−n2 | 2. (2.59)
If β − β¯ = 0, then the left hand of (2.59) is not less than 2λ1; otherwise, the left hand of (2.59) is not
less than 2λn2 − 8λ1. Thus the inequality (2.59) follows from the fact that both 2λ1 and 2λn2 − 8λ1
are larger than 2. This completes the proof of this lemma. 
Therefore, we can further obtain the following result:
Theorem 2.4. Suppose n1 = 1, n2  10 and 0<m 14 . Then by another symplectic change of coordinates Γ2 ,
which is real analytic in some neighborhood of the origin in a,pb , the hamiltonian H ◦ Γ1 in (2.54) is taken
into
H ◦ Γ1 ◦ Γ2 = Λ + G¯ + Gˆ + K¯ + Kˆ + T , (2.60)
where K¯ is of the form
K¯ = K0|zn1 |10 + K1|zn1 |8|zn2 |2 + K2|zn1 |6|zn2 |4 + K3|zn1 |4|zn2 |6
+ K4|zn1 |2|zn2 |8 + K5|zn2 |10 (2.61)
with coeﬃcients K0, . . . , K5 real and depending only on n1 , n2 and m, and
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|T | = O (‖z‖14a,p), (2.63)
zˆ = (z j) j∈N\{n1,n2} . Moreover, X K¯ , X Kˆ , XT ∈A (a,pb , a,p+1b ).
3. Proof of Theorem 1.1
By the last section there exist two real analytic, symplectic changes of coordinates Γ1, Γ2, which
take H into H ◦ Γ1 ◦ Γ2 = Λ + G¯ + Gˆ + K¯ + Kˆ + T , where Λ is in (2.9), G¯ is in (2.12), Gˆ is in (2.14),
K¯ is in (2.61), Kˆ is in (2.62), T is in (2.63). Letting I = (|z j |2: j ∈ N), then we have
Λ =
∑
j1
λ j I j, (3.1)
G¯ = 5
24π2
(
5I31
λ31
+ 27I
2
1 In2
λ21λn2
+ 27I1 I
2
n2
λ1λ
2
n2
+ 5I
3
n2
λ3n2
)
+ 15
4
∑
j =1,n2
(
G1111 j j I
2
1 + 4G11n2n2 j j I1 In2 + Gn2n2n2n2 j j I2n2
)
I j, (3.2)
K¯ = K0 I51 + K1 I41 In2 + K2 I31 I2n2 + K3 I21 I3n2 + K4 I1 I4n2 + K5 I5n2 . (3.3)
Moreover, we know
|Gˆ| = O (‖z‖3a,p‖zˆ‖3a,p), |Kˆ | = O (‖z‖9a,p‖zˆ‖a,p), |T | = O (‖z‖14a,p). (3.4)
Step 1: New coordinates. We introduce symplectic polar and real coordinates (x, y,u, v) by setting
⎧⎪⎪⎨
⎪⎪⎩
znb =
√
ξ
1
2
b + ybe−ixb , b = 1,2,
z j = 1√
2
(u j + iv j), j = 1,n2,
(3.5)
depending on the parameter ξ = (ξ1, ξ2) ∈ R2+ . Then we have
i
∑
j1
dz j ∧ dz¯ j =
∑
b=1,2
dxb ∧ dyb +
∑
j =1,n2
du j ∧ dv j
and I1 = ξ
1
2
1 + y1, In2 = ξ
1
2
2 + y2, I j = 12 (u2j + v2j ) for j = 1,n2. Up to a constant depending only on ξ ,
the normal form Λ + G¯ + K¯ becomes
〈
ω(ξ), y
〉+ 1
2
〈
Ω(ξ),u2 + v2〉+ Q
with tangential frequencies
ω1(ξ) = λ1 + 25
8π2λ31
ξ1 + 45
4π2λ21λn2
ξ
1
2
1 ξ
1
2
2 +
45
8π2λ1λ2n2
ξ2
+ 5K0ξ21 + 4K1ξ
3
2
1 ξ
1
2
2 + 3K2ξ1ξ2 + 2K3ξ
1
2
1 ξ
3
2
2 + K4ξ22 , (3.6)
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45
8π2λ21λn2
ξ1 + 45
4π2λ1λ2n2
ξ
1
2
1 ξ
1
2
2 +
25
8π2λ3n2
ξ2
+ K1ξ21 + 2K2ξ
3
2
1 ξ
1
2
2 + 3K3ξ1ξ2 + 4K4ξ
1
2
1 ξ
3
2
2 + 5K5ξ22 , (3.7)
normal frequencies
Ω j(ξ) = λ j + 154
(
G1111 j jξ1 + 4G11n2n2 j jξ
1
2
1 ξ
1
2
2 + Gn2n2n2n2 j jξ2
)
, (3.8)
and remainder
Q = O (|y|2)+ O (|y| · ∥∥u2 + v2∥∥). (3.9)
The total hamiltonian H = N + P with
N = 〈ω(ξ), y〉+ 1
2
〈
Ω(ξ),u2 + v2〉, (3.10)
P = Q + Gˆ + Kˆ + T . (3.11)
Now let r > 0 and consider the phase space domain
D(2, r): |Im x| < 2, |y| < r2, ‖u‖a,p + ‖v‖a,p < r, (3.12)
and the parameter domain
Π =
{
ξ = (ξ1, ξ2): r 43  ξ1, ξ2  6
5
r
4
3
}
. (3.13)
Step 2: Checking assumption A of Theorem 4.1. By (3.6) we know
∂ω1
∂ξ1
= 25
8π2λ31
+ 45
8π2λ21λn2
ξ
− 12
1 ξ
1
2
2 + 10K0ξ1 + 6K1ξ
1
2
1 ξ
1
2
2 + 3K2ξ2 + K3ξ
− 12
1 ξ
3
2
2
= 25
8π2λ31
+ 45
8π2λ21λn2
ξ
− 12
1 ξ
1
2
2 + O
(
r
4
3
)
, (3.14)
∂ω1
∂ξ2
= 45
8π2λ21λn2
ξ
1
2
1 ξ
− 12
2 +
45
8π2λ1λ2n2
+ 2K1ξ
3
2
1 ξ
− 12
2 + 3K2ξ1 + 3K3ξ
1
2
1 ξ
1
2
2 + 2K4ξ2
= 45
8π2λ21λn2
ξ
1
2
1 ξ
− 12
2 +
45
8π2λ1λ2n2
+ O (r 43 ). (3.15)
In view of λn2 > 8λ1 and
5
6 
ξ1
ξ2
 65 , from (3.14), (3.15) we have, for r small enough,
25
8π2λ31
 ∂ω1
∂ξ1
 4
π2λ31
, (3.16)
5
π2λ21λn2
 ∂ω1
∂ξ2
 7
π2λ21λn2
. (3.17)
Similarly, by (3.7), we know
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∂ξ1
= 45
8π2λ21λn2
+ 45
8π2λ1λ2n2
ξ
− 12
1 ξ
1
2
2 + O
(
r
4
3
)
, (3.18)
∂ω2
∂ξ2
= 45
8π2λ1λ2n2
ξ
1
2
1 ξ
− 12
2 +
25
8π2λ3n2
+ O (r 43 ), (3.19)
and furthermore we have
45
8π2λ21λn2
 ∂ω2
∂ξ1
 13
2π2λ21λn2
, (3.20)
5
π2λ1λ
2
n2
 ∂ω2
∂ξ2
 27
4π2λ1λ2n2
. (3.21)
Thus, from (3.16), (3.17), (3.20) and (3.21), we can obtain the estimate of the Lipschitz semi-norm
|ω|LΠ 
∣∣∣∣ ∂ω∂ξ1
∣∣∣∣
Π
+
∣∣∣∣ ∂ω∂ξ2
∣∣∣∣
Π
max
{∣∣∣∣∂ω1∂ξ1
∣∣∣∣
Π
,
∣∣∣∣∂ω2∂ξ1
∣∣∣∣
Π
}
+max
{∣∣∣∣∂ω1∂ξ2
∣∣∣∣
Π
,
∣∣∣∣∂ω2∂ξ2
∣∣∣∣
Π
}
 4
π2λ31
+ 7
π2λ21λn2
 5
π2λ31
(3.22)
and the estimate of the Jacobi determinant
det
(
∂ω
∂ξ
)
= ∂ω1
∂ξ1
∂ω2
∂ξ2
− ∂ω1
∂ξ2
∂ω2
∂ξ1
 4
π2λ31
27
4π2λ1λ2n2
− 5
π2λ21λn2
45
8π2λ21λn2
= − 9
8π4λ41λ
2
n2
. (3.23)
From ( ∂ξ
∂ω ) = ( ∂ω∂ξ )−1 we know
( ∂ξ1
∂ω1
∂ξ1
∂ω2
∂ξ2
∂ω1
∂ξ2
∂ω2
)
=
( ∂ω2
∂ξ2
− ∂ω1
∂ξ2
− ∂ω2
∂ξ1
∂ω1
∂ξ1
)
/det
(
∂ω
∂ξ
)
. (3.24)
Thus, from (3.16), (3.17), (3.20), (3.21) and (3.23), we get
∣∣∣∣ ∂ξ1∂ω1
∣∣∣∣ 6π2λ31, (3.25)∣∣∣∣ ∂ξ1∂ω2
∣∣∣∣ 569 π2λ21λn2 , (3.26)∣∣∣∣ ∂ξ2∂ω1
∣∣∣∣ 529 π2λ21λn2 , (3.27)∣∣∣∣ ∂ξ2∂ω
∣∣∣∣ 329 π2λ1λ2n2 . (3.28)2
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∣∣ω−1∣∣L
ω(Π)

∣∣∣∣ ∂ξ∂ω1
∣∣∣∣
Π
+
∣∣∣∣ ∂ξ∂ω2
∣∣∣∣
Π
 52
9
π2λ21λn2 +
32
9
π2λ1λ
2
n2  5π
2λ1λ
2
n2 . (3.29)
In view of (3.22) and (3.29), we know the map ξ → ω(ξ) between Π and its image is a homeomor-
phism which is Lipschitz continuous in both directions. Finally, there obviously holds 〈l,Ω(ξ)〉 = 0 for
all integer vectors l ∈ Z∞ with 1 |l| 2.
Step 3: Checking assumption B of Theorem 4.1. By (3.8) we know Ω¯ j = λ j ,
Ωˆ j = 154
(
G1111 j jξ1 + 4G11n2n2 j jξ
1
2
1 ξ
1
2
2 + Gn2n2n2n2 j jξ2
)
, j = 1,n2. (3.30)
From (2.6) we know
G1111 j j =
⎧⎨
⎩
5
4π2λ21λ2
, j = 2,
3
2π2λ21λ j
, j = 1,2,n2,
(3.31)
G11n2n2 j j =
⎧⎨
⎩
3
4π2λ1λn2λ j
, j = n2 ± 1,
1
π2λ1λn2λ j
, j = 1,n2,n2 ± 1,
(3.32)
Gn2n2n2n2 j j =
⎧⎨
⎩
5
4π2λ2n2λ2n2
, j = 2n2,
3
2π2λ2n2λ j
, j = 1,n2,2n2.
(3.33)
We can easily see that Ωˆ is a Lipschitz map from Π to 1∞ with 
p∞ the space of all complex se-
quences with ﬁnite norm |w|p = sup j |w j | jp , and by calculation we can get
|Ωˆ|L1,Π <
10
π2λ21
. (3.34)
In view of (3.22), (3.29) and (3.34), denoting M = 5
π2λ31
+ 10
π2λ21
and L = 5π2λ1λ2n2 , the assump-
tions (4.1) in Theorem 4.1 are satisﬁed. Finally, observing that λ j =
√
j2 +m = j + m2 j + O ( j−3) and
1
λ j
= 1j + O ( j−3), we know the assumption (4.2) in Theorem 4.1 is satisﬁed with κ = 2.
Step 4: Checking assumption C and smallness condition (4.5) of Theorem 4.1. Observing (3.11) for the
perturbation P , it can be easily checked that P is real analytic in the space coordinates and Lipschitz
in the parameters, and for each ξ ∈ Π its hamiltonian vector ﬁeld XP is an analytic map from Pa,p
to Pa,p¯ with p¯ = p + 1. In the following we check the smallness condition (4.5). In view of (3.9), we
have
|Q | = O (r4). (3.35)
In view of (3.4) and |ξ | = O (r 43 ), we have
|Gˆ| = O ((r 13 )3r3)= O (r4), (3.36)
|Kˆ | = O ((r 13 )9r)= O (r4), (3.37)
|T | = O ((r 13 )14)= O (r 143 ). (3.38)
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|XP |r,D(s,r)×Π = O
(
r2
)
. (3.39)
Since XP is real analytic in ξ , we have
|XP |Lr,D(s,r)×Π = O
(
r2r−
4
3
)= O (r 23 ). (3.40)
We choose
α = r 158 γ −1, (3.41)
where γ is taken from the KAM theorem. It’s obvious that when r is small enough,
ε := |XP |r,D(s,r)×Π + α
M
|XP |Lr,D(s,r)×Π = O
(
r2
)
 γ α, (3.42)
which is just the smallness condition (4.5). Till now there only remains the assumption (4.6) of The-
orem 4.1.
Step 5: Checking assumption (4.6) of Theorem 4.1. For convenience, we introduce ζ = (ζ1, ζ2) ∈ Θ as
parameters by letting ζ1 = ξ
1
2
1 , ζ2 = ξ
1
2
2 , where
Θ =
{
ζ = (ζ1, ζ2): r 23  ζ1, ζ2 
√
6
5
r
2
3
}
. (3.43)
In view of (4.3), denoting
R˜kl(α) =
{
ζ ∈ Θ: ∣∣〈k,ω(ζ )〉+ 〈l,Ω(ζ )〉∣∣< α 〈l〉
Ak
}
, (3.44)
then to prove the assumption (4.6) is equivalent to prove
∣∣∣∣ ⋃
(k,l)∈X
R˜kl(αˆ)
∣∣∣∣ cr 23 α κ2(κ+1−χ/4) , (3.45)
where αˆ = α κ+1−χκ+1−χ/4 , 0  χ < 1 and c is a positive constant. We only need to give the proof of the
most diﬃcult case that l has two non-zero components of opposite sign. In this case, rewrite R˜kl(α)
in (3.44) as
R˜ki j(α) =
{
ζ ∈ Θ: ∣∣〈k,ω(ζ )〉+ Ωi(ζ ) − Ω j(ζ )∣∣< α |i − j|
Ak
}
, (3.46)
where k ∈ Z2 and i, j ∈ N \ {1,n2}, i = j. In view of (4.4), it is suﬃcient to prove∣∣∣∣ ⋃
0<|k|<K∗,0<i+ j<L∗
R˜ki j(αˆ)
∣∣∣∣ cr 23 α κ2(κ+1−χ/4) , (3.47)
where K∗ , L∗ are deﬁned in the KAM theorem and here they satisfy
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L∗ = 36
(|ω|Π + 1)LM/β < 9600λ3n2 . (3.49)
From (3.6)–(3.8), we have, for 0< |k| < K∗ , 0< i + j < L∗ ,
〈
k,ω(ζ )
〉+ Ωi(ζ ) − Ω j(ζ ) = k1λ1 + k2λn2 + λi − λ j
+
(
25k1
8π2λ31
+ 45k2
8π2λ21λn2
+ 15G1111ii
4
− 15G1111 j j
4
)
ζ 21
+
(
45k1
4π2λ21λn2
+ 45k2
4π2λ1λ2n2
+ 15G11n2n2ii − 15G11n2n2 j j
)
ζ1ζ2
+
(
45k1
8π2λ1λ2n2
+ 25k2
8π2λ3n2
+ 15Gn2n2n2n2ii
4
− 15Gn2n2n2n2 j j
4
)
ζ 22
+ O (r 83 ). (3.50)
Denoting C = 1
32π2λ3n2
, then if for every 0 < |k| < K∗ , 0 < i + j < L∗ at least one of the following
inequalities holds:
∣∣∣∣ 25k18π2λ31 +
45k2
8π2λ21λn2
+ 15G1111ii
4
− 15G1111 j j
4
∣∣∣∣ C, (3.51)
∣∣∣∣ 45k18π2λ1λ2n2 +
25k2
8π2λ3n2
+ 15Gn2n2n2n2 ii
4
− 15Gn2n2n2n2 j j
4
∣∣∣∣ C, (3.52)
then for r small enough, either ∂
2
∂ζ 21
(〈k,ω(ζ )〉 + Ωi(ζ ) − Ω j(ζ )) or ∂2
∂ζ 22
(〈k,ω(ζ )〉 + Ωi(ζ ) − Ω j(ζ )) is
larger than C . Thus, by using Lemma 3.1 at the end of this section and noting that |k|, i, j can be
bounded by a positive constant depending only on λn2 , we get
∣∣R˜ki j(αˆ)∣∣ 2
(
2+ 1
C
)(
αˆ
|i − j|
Ak
)1/2
diamΘ = O (αˆ1/2r2/3). (3.53)
Since the number of (k, i, j) satisfying 0 < |k| < K∗ , 0 < i + j < L∗ can be bounded by a positive
constant depending only on λn2 , we ﬁnally get
∣∣∣∣ ⋃
0<|k|<K∗,0<i+ j<L∗
R˜ki j(αˆ)
∣∣∣∣= O (αˆ1/2r2/3)= O (α κ+1−χ2(κ+1−χ/4) r 23 ), (3.54)
which is less than the right hand of (3.47) by the fact χ < 1. Therefore, till now the only remaining
task is to prove that at least one of (3.51) and (3.52) holds. Supposing this not true, then we have
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∣∣∣∣10k1λ1 +
18k2
λn2
+ 12π2λ21(G1111ii − G1111 j j)
∣∣∣∣ 16π2λ21C5 < 110λn2 ,∣∣∣∣18k1λ + 10k2λ + 12π2λ2n2(Gn2n2n2n2 ii − Gn2n2n2n2 j j)
∣∣∣∣ 16π
2λ2n2C
5
= 1
10λ
.
(3.55)1 n2 n2
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and i, j ∈ N \ {1,n2}, i = j, 0< i + j < L∗ .
Case 1: Both i and j are not in {1,2,n2,2n2}. Then (3.55) becomes⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∣∣∣∣10k1λ1 +
18k2
λn2
+ 18
λi
− 18
λ j
∣∣∣∣ 110λn2 ,∣∣∣∣18k1λ1 +
10k2
λn2
+ 18
λi
− 18
λ j
∣∣∣∣ 110λn2 .
(3.56)
Eliminating 1
λi
− 1
λ j
, we get
∣∣∣∣8k1λ1 −
8k2
λn2
∣∣∣∣ 15λn2 , (3.57)
and eliminating k2
λn2
, we get
∣∣∣∣112k1λ1 +
72
λi
− 72
λ j
∣∣∣∣ 75λn2 . (3.58)
However, if k1 = 0 then k2 = 0 and then (3.57) is impossible; otherwise, k1 = 0 and then (3.58) is
impossible by noticing | 112k1
λ1
| 112
λ1
and | 72
λi
− 72
λ j
| < 72
λ3
.
Case 2: i = 2 and j is not in {1,2,n2,2n2}. Then (3.55) becomes⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∣∣∣∣10k1λ1 +
18k2
λn2
+ 15
λ2
− 18
λ j
∣∣∣∣ 110λn2 ,∣∣∣∣18k1λ1 +
10k2
λn2
+ 18
λ2
− 18
λ j
∣∣∣∣ 110λn2 .
(3.59)
Eliminating k2
λn2
, we get
∣∣∣∣112k1λ1 +
87
λ2
− 72
λ j
∣∣∣∣ 75λn2 . (3.60)
However, if k1 = 0 then (3.60) is impossible by noticing 87λ2 − 72λ j > 15λ2 ; otherwise, k1 = 0 and then
(3.60) is impossible by noticing | 112k1
λ1
| 112
λ1
and | 87
λ2
− 72
λ j
| < 87
λ2
. In the same way, we can prove the
case: j = 2 and i is not in {1,2,n2,2n2}.
Case 3: i = 2n2 and j is not in {1,2,n2,2n2}. Then (3.55) becomes⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∣∣∣∣10k1λ1 +
18k2
λn2
+ 18
λ2n2
− 18
λ j
∣∣∣∣ 110λn2 ,∣∣∣∣18k1λ1 +
10k2
λn2
+ 15
λ2n2
− 18
λ j
∣∣∣∣ 110λn2 .
(3.61)
Eliminating 1
λ j
, we get
∣∣∣∣8k1λ − 8k2λ − 3λ
∣∣∣∣ 15λ , (3.62)1 n2 2n2 n2
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λn2
, we get
∣∣∣∣112k1λ1 +
45
λ2n2
− 72
λ j
∣∣∣∣ 75λn2 . (3.63)
However, if k1 = 0 then k2 = 0 and then (3.62) is impossible; otherwise, k1 = 0 and then (3.63) is
impossible. In the same way, we can prove the case: j = 2n2 and i is not in {1,2,n2,2n2}.
Case 4: i = 2 and j = 2n2. Then (3.55) becomes⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∣∣∣∣10k1λ1 +
18k2
λn2
+ 15
λ2
− 18
λ2n2
∣∣∣∣ 110λn2 ,∣∣∣∣18k1λ1 +
10k2
λn2
+ 18
λ2
− 15
λ2n2
∣∣∣∣ 110λn2 .
(3.64)
Eliminating k2
λn2
, we get
∣∣∣∣112k1λ1 +
87
λ2
− 45
λ2n2
∣∣∣∣ 75λn2 . (3.65)
However, if k1 = 0 then (3.65) is impossible by noticing 87λ2 − 45λ2n2 >
42
λ2
; otherwise, k1 = 0 and then
(3.65) is impossible by noticing | 112k1
λ1
| 112
λ1
and | 87
λ2
− 72
λ j
| < 87
λ2
. In the same way, we can prove the
case: j = 2 and i = 2n2.
Till now, all the assumptions in the KAM theorem have been checked. Taking χ = 4/5, in view
of (4.7), the measure of the excluding set of parameters is
O
(
r
4
3 α
κ
κ+1−χ/4
)= O (r 43 r 7556 ),
which is of higher order than |Π | = O (r 83 ). This means that, when r is small enough, the rotational
tori persist for most of ξ ∈ Π . Thus Theorem 1.1 follows from Theorem 4.1 in the next section.
Finally, we mention that, here the remaining set of parameters doesn’t have full density measure
at the origin, since even the considered total parameter domain Π in (3.13) doesn’t have full density
measure at the origin either.
Lemma 3.1. Suppose that g(x) is a 2-th differentiable function on the closure I¯ of I , where I ⊂ R is an interval.
Let Ih = {x: |g(x)| < h, x ∈ I}, h > 0. If on I , | d2g(x)dx2 | d > 0, where d is a constant, then |Ih| 2(2+d−1)h
1
2 .
Proof. This is a special case of Lemma 2.1 in [26]. 
4. A KAM theorem
In this section, we introduce a KAM theorem in [23]. We consider small perturbations of a family
of linear integrable hamiltonians
N =
∑
1 jn
ω j(ξ)y j + 12
∑
j1
Ω j(ξ)
(
u2j + v2j
)
, 1 n < ∞,
on a phase space
Pa,p = Tn × Rn × a,p × a,p  (x, y,u, v)
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∑
1 jn dx j ∧ dy j +
∑
j1 du j ∧ dv j . The frequencies ω = (ω1, . . . ,ωn) and
Ω = (Ω1,Ω2, . . .) depend on n-parameters ξ ∈ Π ⊂ Rn, with Π a closed bounded set of positive
Lebesgue measure. For each ξ there is an invariant n-torus T0 = Tn ×{0,0,0} with frequencies ω(ξ).
In its normal space described by the uv-coordinates the origin is an elliptic ﬁxed point with charac-
teristic frequencies Ω(ξ). The aim is to prove the persistence of a large portion of this family linearly
stable rotational tori under small perturbations H = N+ P of N . To this end the following assumptions
are made.
Assumption A: Nondegeneracy. The map ξ → ω(ξ) between Π and its image is a homeomorphism
which is Lipschitz continuous in both directions. Moreover,
〈
l,Ω(ξ)
〉 = 0 on Π
for all integer vectors l ∈ Z∞ with 1 |l| 2.
Assumption B: Spectral Asymptotics. There exists δ < 0 such that
Ω j(ξ) = j + · · · + O
(
jδ
)
,
where the dots stand for ﬁxed lower order terms in j, allowing also negative exponents. More
precisely, there exists a ﬁxed, parameter-independent sequence Ω¯ with Ω¯ j = j + · · · such that
Ωˆ j = Ω j − Ω¯ j give rise to a Lipschitz map
Ωˆ :Π → −δ∞ ,
with p∞ the space of all complex sequences with ﬁnite norm |w|p = sup j |w j | jp .
Assumption C: Regularity. The perturbation P is real analytic in the space coordinates and Lipschitz
in the parameters, and for each ξ ∈ Π its hamiltonian vector ﬁeld XP = (P y,−Px, Pv ,−Pu)T deﬁnes
near T0 a real analytic map
XP :P
a,p →Pa,p¯, p¯ > p.
To make this more precise we introduce complex neighborhoods
D(s, r): |Im x| < s, |y| < r2, ‖u‖a,p + ‖v‖a,p < r
of T0 and weighted norms
∣∣(x, y,u, v)∣∣r = ∣∣(x, y,u, v)∣∣p¯,r = |x| + 1r2 |y| + 1r ‖u‖a,p¯ + 1r ‖v‖a,p¯,
where | · | is the sup-norm for complex vectors. Then we assume that the hamiltonian vector
ﬁeld XP is real analytic on D(s, r) for some s and r uniformly in ξ with ﬁnite norm |XP |r,D(s,r) =
supD(s,r) |XP |r , and that the same holds for its Lipschitz semi-norm
|XP |Lr = sup
ξ =ζ
|ξζ XP |r
|ξ − ζ | ,
where ξζ XP = XP (·, ξ) − XP (·, ζ ), and where the supremum is taken over Π .
To state the KAM theorem we also assume that
|ω|LΠ + |Ωˆ|L−δ,Π  M < ∞,
∣∣ω−1∣∣L  L < ∞, (4.1)ω(Π)
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such that
Ωi − Ω j
i − j = 1+ O
(
j−κ
)
, i > j, (4.2)
uniformly on Π . Without loss of generality, we can assume that −δ  κ by increasing δ if necessary.
Moreover, we introduce
Rkl(α) =
{
ξ ∈ Π : ∣∣〈k,ω(ξ)〉+ 〈l,Ω(ξ)〉∣∣< α 〈l〉
Ak
}
, (4.3)
where 〈l〉 =max(1, |∑ jl j|), Ak = 1+ |k|τ , τ  (n + 3) δ−1δ . Finally let
X = {(k, l) ∈ Zn × Z∞: 0< |k| < K∗, 0< |l|σ < L∗}, (4.4)
where K∗ = 16LM , σ = min(1,−δ), |l|σ =∑ |l j | jσ , L∗ = 36(|ω|Π + 1)LM/β with β the largest posi-
tive constant such that |〈l,Ω〉| 272 β〈l〉 for every 1 |l| 2.
Theorem 4.1. Suppose H = N + P satisﬁes assumptions A, B, C, and
ε = |XP |r,D(s,r)×Π + α
M
|XP |Lr,D(s,r)×Π  γ α, (4.5)
where 0 < α  1 is another parameter, and γ depends on n, τ , s. Then there exists a Cantor set Πα ⊂ Π ,
a Lipschitz continuous family of torus embeddings Φ :Tn × Πα → Pa,p¯, and a Lipschitz continuous map
ω˜ :Πα → Rn, such that for each ξ ∈ Πα the map Φ restricted to Tn × {ξ} is a real analytic embedding of
a rotational torus with frequencies ω˜(ξ) for the hamiltonian H at ξ .
Each embedding is real analytic on |Im x| < s/2, and
|Φ − Φ0|r + α
M
|Φ − Φ0|Lr 
cε
α
,
|ω˜ −ω| + α
M
|ω˜ −ω|L  cε,
uniformly on that domain and Πα , where Π0 :Tn × Π →T0 is the trivial embedding, and c  γ −1 depends
on the same parameter as γ .
Moreover, denoting αˆ = α1−3w , w = χ4κ+4−χ with χ any ﬁxed number in 0  χ < min(p¯ − p,1),
then if
∣∣∣∣ ⋃
(k,l)∈X
Rkl(αˆ)
∣∣∣∣ c1ρn−1α κκ+1−χ/4 (4.6)
for all suﬃciently small α, where ρ = diamΠ , and the constant c1 depends on χ and p¯ − p, then we have
|Π \ Πα | c2ρn−1α
κ
κ+1−χ/4 , (4.7)
where the constant c2 also depends on χ and p¯ − p.
1492 M. Gao, J. Liu / J. Differential Equations 252 (2012) 1466–1493Proof. This is a combination of Theorem A and Theorem D in [23] with some modiﬁcations.
First, compared with d 1 in [23], this theorem only concerns the case d = 1 since the case d > 1
is not relevant for the application to the wave equations.
Second, the following two assumptions in [23] are removed: (1) the unperturbed frequencies sat-
isfy ∣∣{ξ : 〈k,ω(ξ)〉+ 〈l,Ω(ξ)〉= 0}∣∣= 0
for integer vectors (k, l) ∈ Zn × Z∞ with 1 |l| 2; (2) the unperturbed frequencies are aﬃne func-
tions of the parameters. These two assumptions are only used to estimate the measure for (k, l) ∈X .
Thus, instead of them, in this theorem the direct assumption (4.6) is suﬃcient. 
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