The Geometry of Spherical Random Fields by Rossi, Maurizia
ar
X
iv
:1
60
3.
07
57
5v
1 
 [m
ath
.PR
]  
24
 M
ar 
20
16
Universita` di Roma Tor Vergata
Dipartimento di Matematica
Tesi di Dottorato
The geometry of spherical random fields
Maurizia Rossi
Advisor
Prof. Paolo Baldi
Co-Advisor
Prof. Domenico Marinucci
a.a. 2014/2015
Alla mia famiglia
Milena, Lorenzo, Fabiana, Doriano
e Giada
Contents
Introduction VI
Related works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . VIII
Part 1: Gaussian fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . VIII
Part 2: High-energy Gaussian eigenfunctions . . . . . . . . . . . . . . . . . . XIII
Part 3: Spin random fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . XXII
Part 1: Gaussian fields 1
1 Background: isotropic random fields 2
1.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Fourier expansions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.1 Spherical harmonics . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Isotropic random fields . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Positive definite functions . . . . . . . . . . . . . . . . . . . . . . . . . 18
2 Representation of isotropic Gaussian fields 23
2.1 Construction of isotropic Gaussian fields . . . . . . . . . . . . . . . . . 23
2.2 Representation formula . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3 On Le´vy’s Brownian fields 35
3.1 Some elementary facts . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.1.1 Invariant distance of a compact Lie group . . . . . . . . . . . . 36
II
Contents
3.1.2 Brownian kernels on a metric space . . . . . . . . . . . . . . . . 37
3.2 SU(2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3 SO(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4 Final remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Part 2: High-energy Gaussian eigenfunctions 47
4 Background: Fourth-Moment phenomenon and Gaussian eigenfunc-
tions 48
4.1 Fourth-moment theorems . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1.1 Isonormal Gaussian fields . . . . . . . . . . . . . . . . . . . . . 48
4.1.2 Wiener chaos and contractions . . . . . . . . . . . . . . . . . . . 49
4.1.3 Some language of Malliavin calculus . . . . . . . . . . . . . . . . 51
4.1.4 Main theorems . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2 Gaussian eigenfunctions on the d-sphere . . . . . . . . . . . . . . . . . 56
4.2.1 Some more notation . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2.2 Definition and properties . . . . . . . . . . . . . . . . . . . . . . 56
4.2.3 Isonormal representation . . . . . . . . . . . . . . . . . . . . . . 58
5 Empirical measure of excursion sets 59
5.1 Main results and outline of the proofs . . . . . . . . . . . . . . . . . . . 60
5.1.1 Steps of the proofs . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 Polynomial transforms in Wiener chaoses . . . . . . . . . . . . . . . . . 67
5.3 The quantitative CLT for Hermite transforms . . . . . . . . . . . . . . 68
5.4 General polynomials . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.5 Nonlinear functionals and excursion volumes . . . . . . . . . . . . . . . 79
5.6 Technical proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.6.1 On the variance of hℓ;q,d . . . . . . . . . . . . . . . . . . . . . . 82
5.6.2 Proofs of Propositions 5.3.2 and 5.3.3 . . . . . . . . . . . . . . . 88
III
Contents
6 On the Defect distribution 94
6.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.2 The Defect variance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.3 The CLT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.3.1 Chaotic expansions . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.3.2 Proof of Theorem 6.3.1 . . . . . . . . . . . . . . . . . . . . . . . 100
6.4 Final remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
7 Random length of level curves 103
7.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.1.1 Length : mean and variance . . . . . . . . . . . . . . . . . . . . 103
7.1.2 Main result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.1.3 Wiener chaos and Berry’s cancellation . . . . . . . . . . . . . . 105
7.1.4 Plan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.2 Chaotic expansions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.2.1 Preliminary results . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.2.2 The chaotic expansion for Lℓ(z) . . . . . . . . . . . . . . . . . . 109
7.3 Asymptotic study of proj(Lℓ(z)|C2) . . . . . . . . . . . . . . . . . . . . 115
7.4 The CLT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
8 Nodal lengths for arithmetic random waves 120
8.1 Introduction and main results . . . . . . . . . . . . . . . . . . . . . . . 120
8.1.1 Arithmetic random waves . . . . . . . . . . . . . . . . . . . . . 120
8.1.2 Nodal length : mean and variance . . . . . . . . . . . . . . . . . 122
8.1.3 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
8.1.4 Chaos and the Berry cancellation phenomenon . . . . . . . . . 127
8.1.5 Plan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
8.2 Chaotic expansions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
8.2.1 Preliminary results . . . . . . . . . . . . . . . . . . . . . . . . . 131
8.2.2 Chaotic expansion of nodal length Ln . . . . . . . . . . . . . . . 132
IV
Contents
8.3 Asymptotic study of proj(Ln |C4) . . . . . . . . . . . . . . . . . . . . . 134
8.3.1 Preliminary considerations . . . . . . . . . . . . . . . . . . . . . 134
8.3.2 Non-central convergence of the fourth chaotic projection: state-
ment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
8.3.3 Some ancillary lemmas . . . . . . . . . . . . . . . . . . . . . . . 139
8.3.4 End of the proof of Proposition 8.3.3 . . . . . . . . . . . . . . . 146
8.4 End of the proof of Theorem 8.1.1 . . . . . . . . . . . . . . . . . . . . . 147
Part 3: Spin random fields 150
9 Representation of Gaussian isotropic spin random fields 151
9.1 Random sections of vector bundles . . . . . . . . . . . . . . . . . . . . 151
9.2 Random sections of the homogeneous line bundles on S2 . . . . . . . . 160
9.3 Construction of Gaussian isotropic spin random fields . . . . . . . . . . 164
9.4 The connection with classical spin theory . . . . . . . . . . . . . . . . . 169
Acknowledgments 175
Bibliography 178
V
Introduction
Siamo liberi di sceglierci ogni volta
invece che lasciare troppe cose gia` decise
a scegliere per noi. (Tiromancino)
This Ph.D. thesis The geometry of spherical random fields collects research results
obtained in these last three years. The main purpose is the study of random fields
indexed by the two-dimensional unit sphere S2 ⊂ R3.
Let us first fix some probability space (Ω,F ,P).
Definition 0.0.1. A random field T on S2 [40] is a (possibly complex-valued) measur-
able map
T : (Ω× S2,F ⊗B(S2))−→(C,B(C)) ; (ω, x) 7→ Tx(ω) ,
where B(S2) (resp. B(C)) denotes, as usual, the Borel σ-field on the sphere (resp. the
field of complex numbers).
Often in this work we will write T (·, x) instead of Tx(·). Loosely speaking, T is a
collection of r.v.’s (Tx)x∈S2 indexed by the points of the sphere or, equivalently, it can
be seen as a r.v. x 7→ Tx taking values in some space of functions on S2.
In particular, we are interested in rotationally invariant or isotropic random fields
(e.g. see [40, 9, 8, 39]): briefly we mean that the random field T and the “rotated”
T g := (Tgx)x∈S2, have the same law for every g ∈ SO(3) (for details see Definition
VI
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1.3.6). SO(3), as usual, denotes the group of all rotations of R3 about the origin,
under the operation of composition.
Spherical random fields naturally arise in a wide class of instances in geophysics,
atmospheric sciences, medical imaging and cosmology. The application domain we are
interested in concerns the latter, mainly in connection with the analysis of Cosmic
Microwave Background (CMB) radiation.
We can image that physical experiments for CMB measure, for each point x ∈ S2,
an ellipse on TxS
2 - the tangent plane to the sphere at x ([40, 38]). The “width” of
this ellipse is related to the temperature of this radiation whereas the other features
(elongation and orientation) are collected in complex polarization data.
Indeed, the modern random model for the absolute temperature of CMB is an
isotropic random field on the sphere, according to Definition 0.0.1 (see also Part 1).
Instead, to model the polarization of this radiation we need a more complex structure,
namely an invariant random field on the sphere taking values in some space of algebraic
curves (the so-called spin random fields - see Part 3).
To test some features of the CMB – such as whether it is a realization of a Gaussian
field, is a question that has attracted a lot of attention in last years: asymptotic theory
must hence be developed in the high-frequency sense (see Part 2).
Although our attention has been mostly attracted by the spherical case, in this work
we decided to treat more general situations whenever it is possible to extend our results
from the sphere to other structures. Actually the interplay between the probabilistic
aspects and the geometric ones produces sometimes fascinating insights. We shall deal
for instance with homogeneous spaces of a compact group (Part 1) as well as vector
bundles (Part 3).
This thesis can be split into three strongly correlated parts: namely Part 1: Gaussian
fields, Part 2: High-energy Gaussian eigenfunctions and Part 3: Spin random fields. It
is nice to note that this work will turn out to have a “circulant” structure, in a sense
to make clear below (see Theorem 0.0.3 and Theorem 0.0.13).
VII
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Related works
Throughout the whole thesis, we refer to the following:
• P. Baldi, M. Rossi. On Le´vy’s Brownian motion indexed by elements of compact
groups, Colloq. Math. 2013 ([7]);
• P. Baldi, M. Rossi. Representation of Gaussian isotropic spin random fields,
Stoch. Processes Appl. 2014 ([8]);
• D. Marinucci, M. Rossi. Stein-Malliavin approximations for nonlinear functionals
of random eigenfunctions on Sd, J. Funct. Anal. 2015 ([44]);
• D. Marinucci, G. Peccati, M. Rossi, I. Wigman. (2015+) Non-Universality of
nodal length distribution for arithmetic random waves, Preprint arXiv:1508.00353
([43]).
However some of the results presented here are works still in progress, and should
appear in forthcoming papers:
• M. Rossi. (2015+) The Defect of random hyperspherical harmonics, in prepara-
tion ([60]);
• M. Rossi (2015) Level curves of spherical Gaussian eigenfunctions, Preprint.
Moreover, we decided not to include some other works: for brevity [18] written with S.
Campese and D. Marinucci, and to avoid heterogeneity [4, 5], both joint works with P.
Baldi and L. Caramellino.
Part 1: Gaussian fields
Chapters 1 & 2
Our investigation starts from a “typical” example of random field on the sphere,
i.e. P. Le´vy’s spherical Brownian motion. We mean a centered Gaussian field W =
VIII
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(Wx)x∈S2 whose covariance kernel K is given by
K(x, y) :=
1
2
(d(x, o) + d(y, o)− d(x, y)) , x, y ∈ S2 , (0.0.1)
where o is some fixed point on the sphere – say the “north pole”, and d denotes the
usual geodesic distance. Note that (0.0.1) implies Wo = 0 (a.s.).
In particular, we recall P. Le´vy’s idea [37] for constructing W (see Example 2.1.2).
Consider a Gaussian white noise S on the sphere, i.e. an isometry between the space
of square integrable functions on S2 and finite-variance r.v.’s, defined on (Ω,F ,P).
P. Le´vy defines a spherical Gaussian field T as
Tx :=
√
πS(1Hx) , x ∈ S2 , (0.0.2)
where 1Hx denotes the indicator function of the half-sphere centered at x. It turns out
that T is isotropic and
E[|Tx − Ty|2] = d(x, y) , x, y ∈ S2 .
From now on, E denotes the expectation under the probability measure P.
P. Le´vy’s spherical Brownian motion is hence the Gaussian field W defined as
Wx := Tx − To , x ∈ S2 . (0.0.3)
It is worth remarking that the Brownian motion on the m-dimensional unit sphere
Sm ⊂ Rm+1 (m > 2) is analogously defined and P. Le´vy itself extended the previous
construction to the higher dimensional situation.
Our first question is the following.
• Can we extend this technique to construct isotropic Gaussian fields T on S2?
We answered this question in the first part of [8]. We note that (0.0.2) can be
rewritten as
Tx :=
√
πS(Lg1Ho) , x ∈ S2 ,
IX
Introduction
where g = gx is any rotation matrix ∈ SO(3) mapping the north pole o to the point x
and Lg1Ho is the function defined as Lg1Ho(y) := 1Ho(g
−1y), y ∈ S2. Actually,
Lg1Ho(y) = 1Ho(g
−1y) = 1gHo(y) = 1Hgo(y) = 1Hx(y) , y ∈ S2 .
L coincides with the left regular representation (1.2.4) of SO(3).
Consider now some homogeneous space X (see Definition 1.1.1) of a compact group
G (e.g. X = S2 and G = SO(3)). As for the spherical case, we have the following.
Definition 0.0.2. A random field T on X is a (possibly complex-valued) measurable
map
T : (Ω×X ,F ⊗B(X ))−→(C,B(C)) ; (ω, x) 7→ Tx(ω) ,
where B(X ) denotes, as usual, the Borel σ-field on X .
We develop P.Le´vy’s construction to obtain isotropic Gaussian fields on X . First
we consider a Gaussian white noise S on X , extended to the space L2(X ) of square
integrable complex functions f . S respects the real character of f , i.e. f is real if and
only if S(f) is real. Let us fix once forever some point x0 ∈ X and denote K the
isotropy group of x0, i.e. the closed subgroup of elements g ∈ G fixing x0. Recall that
X is isomorphic to the quotient space G/K.
To each f ∈ L2(X ) which is moreover left invariant w.r.t. the action of K, we
associate an isotropic complex-valued Gaussian field T f on X as
T fx := S(Lgf) , x ∈ X , (0.0.4)
where the function Lgf is defined as Lgf(y) := f(g
−1y), y ∈ X and g ∈ G is any
element that maps the point x0 to the point x = gx0. L coincides with the left regular
representation of G (see (1.2.4)).
The law of the field T f is completely characterized by the associated positive definite
function φf which is defined, for g ∈ G, as
φf(g) := Cov
(
T fx , T
f
x0
)
= 〈Lgf, f〉 , (0.0.5)
X
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where x is such that gx0 = x. As usual, 〈·, ·〉 denotes the inner product in L2(X ).
Moreover we need the “relation” function of T f
ζf(g) := Cov
(
T fx , T
f
x0
)
= 〈Lgf, f〉 , (0.0.6)
where T fx0 (and f) denotes complex conjugation.
• Now we ask whether every isotropic, complex-valued Gaussian random field on X
can be obtained with this construction.
The answer is no in general (see Remark 2.1.1 and (2.2.18) for some counterexample).
It is however positive if we consider isotropic real Gaussian fields T on X . Our first
result is the following (Theorem 2.2.3).
Theorem 0.0.3. Let T be a real isotropic Gaussian field on X . Then there exists a
real left-K-invariant function f ∈ L2(X ) such that T and T f have the same law
T
L
= T f ,
where T f is defined as (0.0.4).
Actually, we prove that the associated positive definite function φ on the group G
of T is of the form (0.0.5). Precisely, if φ is defined as before as φ(g) := Cov
(
T fx , T
f
x0
)
,
where x = gx0, then we show (see Proposition 2.2.2) that there exists a real function
f ∈ L2(X ) such that
φ(g) = 〈Lgf, f〉 , g ∈ G ,
i.e. T and T f have the same distribution.
Chapter 3
Assume now that X is in addition endowed with some metric d. Analogously for the
spherical case, P.Le´vy’s Brownian motion on the metric space (X , d) is defined as a
real centered Gaussian field on X which vanishes at some point x0 ∈ X and such that
E[|Xx −Xy|2] = d(x, y). By polarization, its covariance function is
K(x, y) =
1
2
(d(x, x0) + d(y, x0)− d(x, y)) . (0.0.7)
XI
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Note that it is not obvious that the Brownian motion exists on (X , d), equivalently
that the kernel (0.0.7) is positive definite on X .
Positive definiteness of K for X = Rm+1 and d the Euclidean metric had been
proved by Schoenberg [62] in 1938 and, as recalled above, P.Le´vy itself constructed
the Brownian motion on X = Sm, here d being the spherical distance. Later Gangolli
[31] gave an analytical proof of the positive definiteness of the kernel (0.0.7) for the
same metric space (Sm, d), in a paper that dealt with this question for a large class of
homogeneous spaces.
Finally Takenaka in [65] proved the positive definiteness of the kernel (0.0.7) for the
Riemannian metric spaces of constant sectional curvature equal to −1, 0 or 1, therefore
adding the hyperbolic disk to the list. To be precise in the case of the hyperbolic
space Hm = {(x0, x1, . . . , xm) ∈ Rm+1 : x21 + . . . x2m − x20 = 1}, the distance under
consideration is the unique, up to multiplicative constants, Riemannian distance that
is invariant with respect to the action of G = Lm, the Lorentz group.
• Now we ask the question of the existence of P.Le´vy’s Brownian motion on X =
SO(3), endowed with the Riemannian metric induced by the embedding SO(3) →֒ R9.
There are deep motivations for this choice, connected to the spin theory, which will
be clearer in Part 3.
We answer this question in [7] (Proposition 3.3.3).
Proposition 0.0.4. The kernel K in (0.0.7) is not positive definite on SO(3), endowed
with the Riemannian metric induced by the embedding SO(3) →֒ R9.
This is somehow surprising as, in particular, SO(3) is locally isometric to SU(2),
where positive definiteness of K is immediate since isomorphic to the unit hypersphere
S3.
Proposition 0.0.4 moreover allows to prove the non existence of P. Le´vy’s Brownian
motion on the group SO(n) of all rotations of Rn+1 for n > 3. Actually, SO(n) contains
a closed subgroup that is isomorphic to SO(3). Indeed the same argument holds also
on e.g. the group SU(n) of all n× n unitary matrices with determinant one, for n ≥ 3
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(see Corollary 3.3.4). Our method could be applied to investigate positive definitess of
the Brownian kernel on other compact Lie groups.
Part 2: High-energy Gaussian eigenfunctions
Chapters 4, 5 & 6
As already briefly stated, the investigation of spherical random fields has been strongly
motivated by cosmological applications (e.g. concerning CMB): the asymptotic analysis
in this setting must be hence developed in the high-energy sense, as follows.
First recall that the eigenvalues of the Laplace-Beltrami operator ∆S2 on S
2 are
integers of the form −ℓ(ℓ+ 1), ℓ ∈ N.
Under Gaussianity, an isotropic random field T on S2 can be decomposed in terms
of its random Fourier components Tℓ, ℓ ∈ N. The latter are independent and isotropic
centered Gaussian fields, whose covariance kernel is
E[Tℓ(x)Tℓ(y)] = Pℓ(cos d(x, y)) , x, y ∈ S2 , (0.0.8)
where Pℓ is the ℓ-th Legendre polynomial [64, 40] and d(x, y) denotes the spherical
distance between x and y.
The following spectral representation holds [40, Propositions 5.13]
Tx =
∑
ℓ∈N
cℓTℓ(x) ,
where the series converges in L2(Ω × S2) and the nonnegative sequence (cℓ)ℓ is the
power spectrum of the field [40].
Tℓ is known as the ℓ-th Gaussian spherical eigenfunction or random spherical har-
monic (see (4.2.15) for a precise definition), indeed “pathwise” satisfies
∆S2Tℓ + ℓ(ℓ+ 1)Tℓ = 0 .
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In this second part, we investigate the high-energy behavior (i.e., as ℓ → +∞) of Tℓ.
We are interested in the geometry of the z-excursion set ([1] e.g.), which is defined for
z ∈ R as
Aℓ(z) := {x ∈ S2 : Tℓ(x) > z} . (0.0.9)
For instance, one can investigate the area of Aℓ(z), the length of the boundary ∂Aℓ(z)
– that is the length of level curves T−1ℓ (z), and the Euler-Poincare´ characteristic of
these domains. For completeness, we recall that these three quantities correspond to
the so-called Lipschitz-Killing curvatures on the sphere [1].
Many authors have studied properties of excursion sets of random fields on the sphere
or other manifolds: for instance, one can investigate the behavior of the excursion
probability [23], i.e. as z → +∞
P
(
sup
x∈S2
Tx > z
)
,
where T is some random field on the sphere; (see also e.g. [1, 22, 20, 19, 21, 22, 16]).
It is worth remarking that random spherical harmonics have attracted great interest
also in other disciplines, such as Mathematical Physics. Indeed Berry’s Random Wave
Model ([10]) allows to compare - at least for “generic” chaotic Riemannian surfaces
M - a deterministic Laplace eigenfunction f on M of some large eigenvalue E to a
“typical” instance of an isotropic, monochromatic random wave with wavenumber
√
E
(see also [69]). In view of this conjecture, much effort has been devoted to 2-dimensional
manifolds such as the torus T (see e.g. [34]) and the sphere S2 (see e.g. [15], [14], [47],
[68]), as stated just above. In this setting, the nodal case corresponding to z = 0 has
received the greatest attention. Indeed nodal domains (the complement of the set where
eigenfunctions are equal to zero) appear in many problems in engineering, physics and
the natural sciences: they describe the sets that remain stationary during vibrations,
hence their importance in such areas as musical instruments industry, earthquake study
and astrophysics (for further motivating details see [69]).
• In this thesis we want to investigate the geometry of excursion sets (0.0.9) of
high-energy Gaussian eigenfunctions Tℓ on the sphere. The geometric features we are
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interested in can be written as nonlinear functionals of the random field itself (and its
spatial derivatives).
Excursion area
The area Sℓ(z) of z-excursion sets (0.0.9) can be written as
Sℓ(z) =
∫
S2
1(z,+∞)(Tℓ(x)) dx ,
where 1(z,+∞) is the indicator function of the interval (z,+∞). The expected value
is simply computed to be E[Sℓ(z)] = 4π(1 − Φ(z)), where Φ denotes the cumulative
distribution function of a standard Gaussian r.v. The variance has been studied in
[46, 47, 45]: we have, as ℓ→ +∞,
Var(Sℓ(z)) = z
2φ(z)2 · 1
ℓ
+O
(
log ℓ
ℓ2
)
, (0.0.10)
where φ is the standard Gaussian probability density function. In particular, for z 6= 0,
(0.0.10) gives the exact asymptotic form of the variance.
The nodal case corresponds to the Defect Dℓ, which is defined as
Dℓ :=
∫
S2
1(0,+∞)(Tℓ(x)) dx−
∫
S2
1(−∞,0)(Tℓ(x)) dx ,
i.e. the difference between the measure of the positive and negative regions. Note that
Dℓ = 2Sℓ(0)− 4π. We have E[Dℓ] = 0 and from [45]
Var(Dℓ) =
C
ℓ2
(1 + o(1)) , ℓ→ +∞ , (0.0.11)
for some C > 32√
27
.
It is worth remarking that the Defect variance is of smaller order than the non-nodal
case. This situation is similar to the cancellation phenomenon observed by Berry in a
different setting ([10]).
In [47] Central Limit Theorems are proved for the excursion area:
Sℓ(z)− E[Sℓ(z)]√
Var(Sℓ(z))
L−→Z , z 6= 0 ,
Dℓ√
Var(Dℓ)
L−→Z ,
XV
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Z ∼ N (0, 1) being a standard Gaussian r.v. and −→L denoting the convergence in
distribution from now on. Often we will write −→d instead of −→L.
A CLT result is “only” an asymptotic result with no information on the speed of con-
vergence to the limiting distribution. More refined results indeed aim at the investiga-
tion of the asymptotic behaviour for various probability metrics, such as Wasserstein,
Kolmogorov and total variation distances, see (4.1.11). In this respect, a major develop-
ment in the last few years has been provided by the so-called fourth-moment literature,
which is summarized in the recent monograph [53]. In short, a rapidly growing family
of results is showing how to establish bounds on probability distances between multiple
stochastic integrals and the Gaussian distribution analyzing the fourth-moments/fourth
cumulants alone ([55, 3, 54, 52, 17] e.g.).
• We establish a quantitative CLT for the excursion area of random spherical har-
monics.
In [44] we consider a more general situation, i.e. nonlinear functionals of Gaussian
eigenfunctions (Tℓ)ℓ∈N on the m-dimensional unit sphere Sm, m ≥ 2. The eigenvalues
of the Laplace-Beltrami operator ∆Sm on S
m are integers of the form −ℓ(ℓ +m − 1),
ℓ ∈ N. The ℓ-th Gaussian eigenfunction Tℓ on Sm (4.2.15)
∆SmTℓ + ℓ(ℓ+m− 1)Tℓ = 0 , a.s.
is a centered isotropic Gaussian field with covariance function
E[Tℓ(x)Tℓ(y)] = Gℓ;m(cos d(x, y)) , (0.0.12)
where Gℓ;m denotes the normalized Gegenbauer polynomial [64] and d the usual dis-
tance on the m-sphere.
Precisely, we consider sequences of r.v.’s of the form
Sℓ(M) :=
∫
Sm
M(Tℓ(x)) dx ,
where M : R → R is some measurable function such that E[M(Z)2] < +∞, Z ∼
N (0, 1). Note that if we choose M = 1(z,+∞), then Sℓ(M) = Sℓ(z) the excursion
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volume of random hyperspherical harmonics, i.e. the empirical measure of the set
where eigenfunctions lie upon the level z.
The main idea for our proof is first to develop Sℓ(M) into Wiener chaoses, i.e. as a
series in L2(P) of the type (4.1.5)
Sℓ(M) =
+∞∑
q=0
Jq(M)
q!
∫
Sm
Hq(Tℓ(x)) dx︸ ︷︷ ︸
:=hℓ,q;m
,
where Hq denotes the q-th Hermite polynomial (4.1.3) (see also [64, 53]) and Jq(M) :=
E[M(Z)Hq(Z)]. Then, we study the asymptotic behavior of each summand hℓ,q;m of the
previous series by means of a careful investigation of asymptotic variances (see Propo-
sition 5.1.2) and the Fourth Moment Theorem (4.1.14): we are hence able to prove a
quantitative CLT for hℓ,q;m (Proposition 5.1.3) in Wasserstein distance (4.1.11). To be
more precise, we can restrict ourselves to even integers ℓ (see the related discussion in
Chapter 5).
It turns out that, if the projection ofM(Z) onto the second order Wiener chaos is not
zero (J2(M) 6= 0), then this component dominates the whole series, i.e., as ℓ→ +∞
Sℓ(M)− E[Sℓ(M)]√
Var(Sℓ(M))
=
J2(M)
2
hℓ,2;m√
Var(Sℓ(M))
+ oP(1) .
We can therefore prove the following (Theorem 5.1.8).
Theorem 0.0.5. If J2(M) 6= 0, then
dW
(
Sℓ(M)− E[Sℓ(M)]√
Var(Sℓ(M))
, Z
)
= O(ℓ−1/2) ,
that gives the rate of convergence, as ℓ → +∞, to the standard Gaussian distribution
in Wasserstein distance dW .
Moreover if M = 1(z,+∞), then it easy to compute that J2(M) 6= 0 ⇐⇒ z 6= 0. The
following corollary is therefore immediate (Theorem 5.1.1).
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Corollary 0.0.6. If z 6= 0, then
dW
(
Sℓ(z)− E[Sℓ(z)]√
Var(Sℓ(z))
, Z
)
= O(ℓ−1/2) , ℓ→∞ .
We have just obtained a quantitative CLT for the excursione volume of random
hyperspherical eigenfunctions in the non-nodal case.
The nodal case which correspond to the Defect Dℓ requires harder work, since it is
no longer true that the second chaotic component dominates. In [60] we show first the
exact rate for the Defect variance (Theorem 6.2.2).
Theorem 0.0.7. For m > 2, as ℓ→ +∞
Var(Dℓ) =
Cm
ℓm
(1 + o(1)) ,
where Cm > 0 is some constant depending on the dimension m.
Remark that the case m = 2 has been solved in [45]. Moreover we prove CLT results
for the Defect, in the high-energy limit (Theorem 6.3.1).
Theorem 0.0.8. For m 6= 3, 4, 5 we have, as ℓ→ +∞,
Dℓ√
Var(Dℓ)
L→Z ,
where as before Z ∼ N (0, 1).
The remaining cases (m = 3, 4, 5) require a precise investigation of fourth-order
cumulant of r.v.’s hℓ,3;m and are still work in progress in [60], where moreover the
quantitative CLT for the Defect in the Wasserstein distance will be proved:
dW
(
Dℓ√
Var(Dℓ)
, Z
)
= O
(
ℓ−1/4
)
.
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Chapters 7 & 8
Length of level curves
The length Lℓ(z) of level curves T−1ℓ (z) can be formally written as
Lℓ(z) =
∫
S2
δz(Tℓ(x))‖∇Tℓ(x)‖ dx ,
where δz denotes the Dirac mass in z, ‖ · ‖ the norm in R2 and ∇ the gradient. The
expected value is [68, 69]
E[Lℓ(z)] = 4π · e
−z2/2
2
√
2
√
ℓ(ℓ+ 1)
and for the variance we have [69] if z 6= 0
Var (Lℓ(z)) ∼ Ce−z2z4 · ℓ , ℓ→ +∞ ,
for some C > 0. I.Wigman computed (private calculations) moreover the exact con-
stant
C =
π2
2
.
For the nodal length Lℓ := Lℓ(0) we have [68]
Var(Lℓ) ∼ 1
32
· log ℓ , ℓ→ +∞ . (0.0.13)
Here also we observe the different behavior for asymptotic variances: in the nodal case
it is of smaller order (logarithmic) rather than what should be the “natural” scaling ≈ ℓ.
This is due to some analytic cancellation in the asymptotic expansion of the length
variance which occurs only for z = 0. This phenomenon has been called “obscure”
Berry’s cancellation (see [11, 68]).
• We investigate the asymptotic distribution of the length of level curves.
We try to answer this question in [42]: here also we first compute the chaotic expan-
sion of Lℓ(z) (Proposition 7.2.2). Let us denote (∂1T˜ℓ, ∂2T˜ℓ) the normalized gradient,
i.e.
√
2
ℓ(ℓ+1)
∇Tℓ.
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Proposition 0.0.9. The chaotic expansion of Lℓ(z) is
Lℓ(z) = E[Lℓ(z)] +
√
ℓ(ℓ+ 1)
2
+∞∑
q=2
q∑
u=0
u∑
k=0
αk,u−kβq−u(z)
(k)!(u− k)!(q − u)!× (0.0.14)
×
∫
S2
Hq−u(Tℓ(x))Hk(∂1T˜ℓ(x))Hu−k(∂2T˜ℓ(x)) dx,
where the series converges in L2(P) and (βl(z))l, (αn,m)n,m are respectively the chaotic
coefficients of the Dirac mass in z and the norm in R2.
By some computations, it is possible to give an exact formula for the second chaotic
component (Proposition 7.3.1)
proj(Lℓ(z)|C2) =
√
ℓ(ℓ+ 1)
2
1
4
e−z
2/2z2
∫
S2
H2(Tℓ(x)) dx =
√
ℓ(ℓ+ 1)
2
1
4
e−z
2/2z2hℓ,2;2 .
Note that, as for the excursion area, the second component vanishes if and only if
z = 0.
Computing the exact variance of proj(Lℓ(z)|C2), it turns out that, for z 6= 0
lim
ℓ→+∞
Var(Lℓ(z))
Var(proj(Lℓ(z)|C2)) = 1 ,
so that, as ℓ→∞,
Lℓ(z)− E[Lℓ(z)]√
Var(Lℓ(z))
=
proj(Lℓ(z)|C2)√
Var(Lℓ(z))
+ oP(1) .
This implies that the total length has the same asymptotic distribution of the second
chaotic projection (Theorem 7.1.1).
Theorem 0.0.10. As ℓ→ +∞, if z 6= 0, we have
Lℓ(z)− E[Lℓ(z)]√
Var(Lℓ(z))
L→Z ,
where Z ∼ N (0, 1).
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The nodal case requires harder work, indeed it is not a simple task to derive an
explicit expression for the fourth-order chaos and is still a work in progress. We can
anticipate that the fourth-order chaotic projection dominates the whole nodal length
and limit theorems will come hopefully soon ([42]).
Furthermore we decided to investigate the nodal case on the standard 2-torus T: in
[43] we prove a Non-Central Limit Theorem for nodal lengths of arithmetic random
waves (Theorem 8.1.1). The situation is analogous to the sphere: indeed the second
chaotic component disappers and the fourth-order chaos dominates. The limit distri-
bution is unexpectly non-Gaussian, indeed it is a linear combination of H2(Z1) and
H2(Z2), where H2 is the second Hermite polynomial and Z1, Z2 are i.i.d. standard
Gaussian r.v.’s.
Euler-Poincare´ characteristic
The Euler-Poincare´ characteristic of z-excursion set χ(Aℓ(z)) for random spherical
harmonics has been investigated in [16]. In the quoted paper, a precise expression for
the asymptotic variance is proven, moreover the Gaussian Kinematic Formula [1] gives
immediately the expected value:
E[χ(Aℓ(z))] =
√
2
π
e−z
2/2z
ℓ(ℓ+ 1)
2
+ 2(1− Φ(z)) ,
and
lim
ℓ→+∞
ℓ−3Var(χ(Aℓ(z))) =
1
4
(z3 − z)2φ(z)2 .
The same phenomenon happens here: i.e. the nodal variance is of smaller order than
the case z 6= 0.
For a unified formula for asymptotic variances of excursion area, length of level curves
and Euler-Poincare´ characteristic see (1.11) in [16].
Quantitative CLTs for χ(Aℓ(z) will be treated in forthcoming papers by the same
authors V.Cammarota, D.Marinucci and I.Wigman.
Remark 0.0.11. A careful investigation of previous results on asymptotic variances,
suggests that there is a strict connection between Berry’s cancellation phenomenon
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for Lipschitz-Killing curvatures and chaotic expansions. Indeed the unique case which
shows a different scaling for the variance as well as a zero second order chaotic compo-
nent is the nodal one. Moreover, in situations analyzed above, there is always a single
dominating chaotic projection: the second one at non-zero level and the fourth one in
the nodal case.
We conjecture that this qualitative behaviour should be universal somehow: we
mean that it should hold for all Lipschitz-Killing curvatures on every “nice” compact
manifold.
Part 3: Spin random fields
Chapter 9
As briefly stated above, in cosmology and astrophysics spherical random fields are used
to model CMB data [40]. More precisely, the temperature of this radiation is seen as a
single realization of an isotropic random field on S2, whereas to model its polarization
we need to introduce random fields which do not take ordinary scalar values but have
a more complex geometrical structure, the so-called spin random fields [40, 38, 8, 28].
Roughly speaking, they can be seen as random structures that at each point of the
sphere take as a value a random “curve”.
This family of random models is indexed by integers s ∈ Z: for instance, a spin-0
random field is simply a spherical random field, whereas a spin-1 random field takes
as a value at the point x ∈ S2 a random tangent vector to the sphere at x. The
polarization of CMB is seen as a realization of a spin-2 random field.
From a mathematical point of view, spin random fields are random sections of par-
ticular complex-line bundles on the sphere S2, whose construction can be interpreted
in terms of group representation concepts. These are special cases of so-called ho-
mogeneous vector bundle, which we handle in the second part of [8]. Briefly, given
a compact topological group G and an irreducible representation τ of its closed sub-
group K, we can construct the τ -homogeneous vector bundle as follows. Let H be the
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(finite-dimensional) Hilbert space of the representation τ . Consider the action of K on
G×K defined as
k(g, h) := (gk, τ(k−1)h) ,
and denote by G ×τ H the quotient space. The τ -homogeneous vector bundle is the
triple ξτ := (G×τ H, πτ , G/K) where the bundle projection is
πτ : G×τ H → G/K; θ(g, h) 7→ gK ,
θ(g, h) denoting the orbit of the pair (g, h) and gK the lateral class of g.
Definition 0.0.12. A random field T on the τ -homogeneous vector bundle is a random
section of ξτ , i.e. a measurable map
T : Ω×G/K → G×τ H ; (ω, x) 7→ Tx(ω) ,
where for each ω ∈ Ω, the sample path is a section of ξτ , that is πτ ◦ T (ω) = idG/K .
Of course this means that for each x = gK ∈ G/K, Tx takes as a value a random
element in π−1τ (gK).
In the quoted paper, we first introduce a new approach to study random fields in
τ -homogeneous vector bundles: the “pullback” random field. The latter is a (complex-
valued) random field X on G whose paths satisfy the following invariance property
Xgk = τ(k
−1)Xg , g ∈ G, k ∈ K . (0.0.15)
There is one to one correspondence between (random) sections of ξτ and (random)
functions on G satysfying (0.0.15) (Proposition 9.1.2) and we prove that T is equivalent
to its pullback X (see Proposition 9.1.4).
Now our attention is devoted to the spherical case. Here G = SO(3), K ∼= SO(2):
the latter being abelian, its irreducible representations are all one-dimensional and
coincide with its linear characters χs, s ∈ Z. Each k ∈ SO(2) is a counterclockwise
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rotation of the complex plane C by an angle θ(k). The action of k through χs can be
seen as a clockwise rotation by the angle s · θ(k).
The χs-homogeneous vector bundle ξs := ξχs on the sphere is called spin s line bundle
and a random field in ξs is known as spin s random field.
Our aim is to extend the representation formulas for isotropic Gaussian fields on
homogeneous spaces of a compact group in Part 1 to the spin case. The pullback
approach allows to deal with isotropic Gaussian fields X on SO(3) whose sample paths
satysfy the invariance property (0.0.15), that is
Xgk = χs(k
−1)Xg , g ∈ SO(3), k ∈ SO(2) .
Indee we prove, with an analogous construction to the one developed in Chapter 2,
that for each function f ∈ L2(SO(3) bi-s-associated, i.e. such that
f(k1gk2) = χs(k1)f(g)χs(k2) , g ∈ SO(3), k1, k2 ∈ SO(2) ,
an isotropic complex Gaussian spin s random field Xf is associated (Proposition 9.3.1).
Moreover also the converse is true (Theorem 9.3.2).
Theorem 0.0.13. Let T be an isotropic complex-Gaussian section of the spin s line
bundle and X its pullback random field on SO(3). Then there exists a bi-s-associated
function f ∈ L2(SO(3)) such that X and Xf have the same law.
Finally, we prove that our approach is equivalent to the existing ones: by Malyarenko
[38] (Proposition 9.1.9) and Marinucci & Geller [32] (§9.4, especially Lemma 9.4.2 ).
The anticipated “circulant” structure can be found in Theorem 0.0.3 and Theorem
0.0.13: this connection is the starting point in the analysis of spin random fields.
Indeed open questions concern how to extend results presented in Chapters 1–8 to the
spin case. We leave it as a possible topic for future research.
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Gaussian fields
1
Chapter 1
Background: isotropic random
fields
In this first chapter we recall basic results concerning both, Fourier analysis for a
topological compact group G, and the structure of isotropic random fields indexed by
elements of G-homogeneous spaces.
The plan is as follows. In §1.1. we give main definitions and fix some notations,
whereas in §1.2 we investigate Fourier developments for square integrable functions on
G-homogeneous spaces [29]. In §1.3 we recollect some useful properties of isotropic
random fields from several works ([8, 9, 40] e.g.). Finally, the last section is devoted
to the connection between isotropy and positive definite functions on compact groups
- highlighting the main features we will deeply need in the sequel.
A great attention is devoted to the case of the 2-dimensional unit sphere S2, to whom
we particularize the results recalled in each section of this chapter.
1.1 Preliminaries
Throughout this work G denotes a topological compact group (e.g. [29]). Let us recall
the notion of homogeneous space.
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Definition 1.1.1. A topological space X is said to be a G-homogeneous space if G
acts on X with a continuous and transitive action which we shall denote
G×X −→X ; (g, x) 7→ gx .
Remark that G itself is a G-homogeneous space, indeed the left multiplication
(g, h) 7→ g−1h is a continuous and transitive action.
B(X ) and B(G) stand for the Borel σ-fields of X and G respectively and dg for
the Haar measure (see [29] e.g.) of G. The latter induces on X a G-invariant measure
which we denote dx abusing notation, given by
dx :=
∫
G
δgx dg ,
where δgx as usual stands for the Dirac mass at the singleton {gx}. For G-invariant
we mean that for each integrable function f on X we have for any g ∈ G∫
X
f(gx) dx =
∫
X
f(x) dx .
We assume that both these measures have total mass equal to 1, unless explicitly stated.
For instance, in the case X = Sd the unit d-dimensional sphere and G = SO(d + 1)
the special orthogonal group of order d+ 1, we have
∫
Sd
dx = µd where
µd :=
2π
d+1
2
Γ
(
d+1
2
) . (1.1.1)
We set L2(G) := L2(G, dg) and similarly L2(X ) := L2(X , dx); the L2-spaces are
spaces of complex-valued square integrable functions, unless otherwise stated.
Let us fix a point x0 ∈ X once forever and denote by K the isotropy group of x0
K = {g ∈ G : gx0 = x0} ,
i.e. the (closed) subgroup of the elements g ∈ G fixing x0. Then it is immediate to check
that X ∼= G/K i.e., there exists a G-invariant isomorphism φ : X −→G/K. Actually
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the morphism φ˜ : G−→X defined as φ˜(g) := gx0 is surjective and K = φ˜−1(x0). For
instance, in the case G = SO(3) the group of all rotations about the origin of three-
dimensional Euclidean space R3 (under the operation of composition), and X = S2 the
two-dimensional unit sphere, x0 will be the north pole and the subgroup K of matrices
that leave x0 fixed will be isomorphic to SO(2), the special orthogonal group of order
two.
The G-invariant isomorphism X ∼= G/K suggests that it is possible to identify
functions defined on X with particular functions on the group G.
Definition 1.1.2. The pullback on G of a function f : X → C is the function f˜
defined as
f˜(g) := f(gx0) , g ∈ G . (1.1.2)
Note that f˜ is a right-K-invariant function on G, i.e. constant on left closets of K.
Actually for g ∈ G, k ∈ K it is immediate that f˜(gk) = f(gkx0) = f(gx0) = f˜(g). We
have ∫
X
f(x) dx =
∫
G
f˜(g) dg , (1.1.3)
by the integration rule of image measures, whenever one of the above integrals has
sense.
Remark 1.1.3. In particular, from (1.1.2) and (1.1.3), the map f 7→ f˜ is an isometry
between L2(X ) and the (closed) subspace of right-K-invariant functions in L2(G).
1.2 Fourier expansions
In this section we briefly recall Fourier expansions on compact groups (for further
details see [29]).
The left regular representation L of G is given, for g ∈ G and f ∈ L2(G), by
Lgf(h) = f(g
−1h) , h ∈ G . (1.2.4)
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Let Ĝ be the dual of G, i.e., the set of the equivalence classes of irreducible unitary
representations of G. The compactness of G implies that Ĝ is at most countable.
In what follows, we use the same approach as in [9, 8, 29]). Let us choose, for every
σ ∈ Ĝ, a representative (Dσ, Hσ) where Dσ is a unitary operator acting irreducibly on
Hσ (a complex finite dimensional Hilbert space).
As usual, 〈·, ·〉 denotes the inner product of Hσ and dim σ := dimHσ its dimension.
Recall that the character of σ is the (continuous) function on G defined as
χσ(g) := trD
σ(g) , g ∈ G ,
where trDσ(g) denotes the trace of Dσ(g). Given f ∈ L2(G), for every σ ∈ Ĝ we define
the Fourier operator coefficient
f̂(σ) :=
√
dim σ
∫
G
f(g)Dσ(g−1) dg (1.2.5)
which is a linear endomorphism of Hσ. Let us denote for g ∈ G
fσ(g) :=
√
dim σ tr(f̂(σ)Dσ(g)) ; (1.2.6)
by standard arguments in Representation Theory [63], fσ is a continuous function on
G. Let us denote ∗ the convolution operator on G, defined for f1, f2 ∈ L2(G) as
f1 ∗ f2(g) :=
∫
G
f1(h)f2(h
−1g) dh ,
so that
f̂1 ∗ f2(σ) = 1√
dim σ
f̂2(σ)f̂1(σ) . (1.2.7)
Actually by a Fubini argument and the G-invariance property of Haar measure
f̂1 ∗ f2(σ) =
√
dim σ
∫
G
f1 ∗ f2(g)Dσ(g−1) dg =
=
√
dim σ
∫
G
(∫
G
f1(h)f2(h
−1g) dh
)
Dσ(g−1) dg =
=
√
dim σ
∫
G
f1(h)
(∫
G
f2(g)D
σ(g−1) dg
)
Dσ(h−1) dh =
1√
dim σ
f̂2(σ)f̂1(σ) .
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Moreover note that
fσ = dim σ · f ∗ χσ .
The Peter-Weyl Theorem and Schur’s orthogonality relations (see [40] or [63] e.g.)
imply the following, known as Plancherel’s Theorem.
Theorem 1.2.1. Let f ∈ L2(G). Then
f(g) =
∑
σ∈Ĝ
fσ(g) , (1.2.8)
the convergence of the series taking place in L2(G);
‖f‖2L2(G) =
∑
σ∈Ĝ
‖f̂(σ)‖2
H.S.
,
where ‖ · ‖H.S. denotes the Hilbert-Schmidt norm [29]. If f1, f2 ∈ L2(G), then
〈f1, f2〉L2(G) =
∑
σ∈Ĝ
trf̂1(σ)f̂2(σ)
∗ .
Recall that a function f is said to be a central (or class) function if for every g ∈ G
f(hgh−1) = f(g), h ∈ G .
Proposition 1.2.2. The set of characters {χσ : σ ∈ Ĝ} is an orthonormal basis of the
space of square integrable central functions on G.
Now fix any orthonormal basis v1, v2, . . . , vdim σ of Hσ and for i, j = 1, . . . , dim σ
denote Dσij(g) := 〈Dσ(g)vj, vi〉 the (i, j)-th coefficient of the matrix representation for
Dσ(g) with respect to this basis. The matrix representation for f̂(σ) has entries
f̂(σ)i,j = 〈f̂(σ)vj, vi〉 =
√
dim σ
∫
G
f(g)〈Dσ(g−1)vj , vi〉 dg =
=
√
dim σ
∫
G
f(g)Dσi,j(g
−1) dg =
√
dim σ
∫
G
f(g)Dσj,i(g) dg ,
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and Theorem 1.2.1 becomes
f(g) =
∑
σ∈Ĝ
√
dim σ
dim σ∑
i,j=1
f̂(σ)j,iD
σ
i,j(g) , (1.2.9)
the above series still converging in L2(G). The Peter-Weyl Theorem also states that
the set of functions {√dim σDσi,j , σ ∈ Gˆ, i, j = 1, . . . , dim σ} is a complete orthonormal
basis for L2(G). Therefore (1.2.9) is just the corresponding Fourier development and
f̂(σ)j,i is the coefficient corresponding to the element
√
dim σDσi,j(g) of this basis.
Let L2σ(G) ⊂ L2(G) be the σ-isotypical subspace, i.e. the subspace generated by the
functions Dσi,j, i, j = 1, . . . , dim σ; it is a G-module that can be decomposed into the or-
thogonal direct sum of dim σ irreducible and equivalent G-modules (L2σ,j(G))j=1,...,dimσ
where each L2σ,j(G) is spanned by the functions D
σ
i,j for i = 1, . . . , dim σ, loosely speak-
ing by the j-th column of the matrix Dσ. Note that fσ is the component (i.e. the
orthogonal projection) of f in L2σ(G).
Equivalently the Peter-Weyl Theorem can be stated as
L2(G) =
⊕
σ∈Ĝ
dim σ⊕
j=1
L2σ,j(G) , (1.2.10)
the direct sums being orthogonal.
Let us now deduce the Fourier expansion of functions f ∈ L2(X ). It can be easily
obtained from Theorem 1.2.1 and Remark 1.1.3, indeed their pullbacks f˜ belong to
L2(G) and form a G-invariant closed subspace of L2(G). We can therefore associate
to f ∈ L2(X ) the family of operators (̂˜f(σ))
σ∈Ĝ. Let Hσ,0 denote the subspace of Hσ
(possibly reduced to {0}) formed by the vectors that remain fixed under the action of
K, i.e. for every k ∈ K, v ∈ Hσ,0, Dσ(k)v = v. Right-K-invariance implies that the
image of
̂˜
f(σ) is contained in Hσ,0:̂˜
f(σ) =
√
dim σ
∫
G
f˜(g)Dσ(g−1) dg =
=
√
dim σ
∫
G
f˜(gk)Dσ(g−1) dg =
√
dim σ
∫
G
f˜(h)Dσ(kh−1) dh =
= Dσ(k)
√
dim σ
∫
G
f˜(h)Dσ(h−1) dh = Dσ(k)̂˜f(σ) .
(1.2.11)
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Let us denote by Pσ,0 the projection of Hσ onto Hσ,0, so that
̂˜
f(σ) = Pσ,0
̂˜
f(σ), and Ĝ0
the set of irreducible unitary representations of G whose restriction to K contains the
trivial representation. If σ ∈ Ĝ0 let us consider a basis of Hσ such that the elements
{vp+1, . . . , vdimσ}, for some integer p = p(σ) ≥ 0, span Hσ,0. Then the first p rows of
the representative matrix of
̂˜
f(σ) in this basis contain only zeros. Actually, by (1.2.11)
and Pσ,0 being self-adjoint, for i ≤ p
̂˜
f i,j(σ) = 〈̂˜f(σ)vj, vi〉 = 〈Pσ,0̂˜f(σ)vj, vi〉 = 〈̂˜f(σ)vj, Pσ,0vi〉 = 0 .
Identifying L2(X ) as the closed subspace of right-K-invariant functions in L2(G), the
Peter-Weyl Theorem entails that
L2(X ) =
⊕
σ∈Ĝ0
⊕dim σj=p+1L2σ,j(G) ,
the direct sums being orthogonal.
Now we consider an important class of functions we shall need in the sequel.
Definition 1.2.3. A function f : G−→C is said to be bi-K-invariant if for every
g ∈ G, k1, k2 ∈ K
f(k1gk2) = f(g) . (1.2.12)
If moreover f ∈ L2(G), the equality in (1.2.12) entails that, for every k1, k2 ∈ K,
σ ∈ Ĝ,
f̂(σ) = Dσ(k1)f̂(σ)D
σ(k2)
and therefore a function f ∈ L2(G) is bi-K-invariant if and only if for every σ ∈ Gˆ
f̂(σ) = Pσ,0f̂(σ)Pσ,0 . (1.2.13)
Note that we can identify of course bi-K-invariant functions in L2(G) with left-K-
invariant functions in L2(X ).
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1.2.1 Spherical harmonics
Now we focus on the case of X = S2 under the action of G = SO(3), first specializing
previous results and then recalling basic facts we will need in the rest of this work (see
[29], [40] e.g. for further details). The isotropy group K ∼= SO(2) of the north pole is
abelian, therefore its unitary irreducible representations are unitarily equivalent to its
linear characters which we shall denote χs, s ∈ Z, throughout the whole work.
A complete set of unitary irreducible matrix representations of SO(3) is given by the
so-called Wigner’s D matrices {Dℓ, ℓ ≥ 0}, where each Dℓ(g) has dimension (2ℓ+1)×
(2ℓ+1) and acts on a representative space that we shall denote Hℓ. The restriction to
K of each Dℓ being unitarily equivalent to the direct sum of the representations χm,
m = −ℓ, . . . , ℓ, we can suppose v−ℓ, v−ℓ+1, . . . , vℓ to be an orthonormal basis for Hℓ
such that for every m : |m| ≤ ℓ
Dℓ(k)vm = χm(k)vm , k ∈ K . (1.2.14)
Let Dℓm,n = 〈Dℓvn, vm〉 be the (m,n)-th entry of Dℓ with respect to the basis fixed
above. It follows from (1.2.14) that for every g ∈ SO(3), k1, k2 ∈ K,
Dℓm,n(k1gk2) = χm(k1)D
ℓ
m,n(g)χn(k2) . (1.2.15)
The functions Dℓm,n : SO(3)−→C, ℓ ≥ 0, m, n = −ℓ, . . . , ℓ are usually called Wigner’s
D functions.
Given f ∈ L2(SO(3)), its ℓ-th Fourier coefficient (1.2.5) is
f̂(ℓ) :=
√
2ℓ+ 1
∫
SO(3)
f(g)Dℓ(g−1) dg (1.2.16)
and its Fourier development (1.2.9) becomes
f(g) =
∑
ℓ≥0
√
2ℓ+ 1
ℓ∑
m.n=−ℓ
f̂(ℓ)n,mD
ℓ
m,n(g) . (1.2.17)
If f˜ is the pullback of f ∈ L2(S2), (1.2.14) entails that for every ℓ ≥ 0̂˜
f(ℓ)n,m 6= 0 ⇐⇒ n = 0 .
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Moreover if f is left-K-invariant, then̂˜
f(ℓ)n,m 6= 0 ⇐⇒ n,m = 0 .
In words, an orthogonal basis for the space of the square integrable right-K-invariant
functions on SO(3) is given by the central columns of the matrices Dℓ, ℓ ≥ 0. Further-
more the subspace of the bi-K-invariant functions is spanned by the central functions
Dℓ0,0(·), ℓ ≥ 0, which are real-valued.
The important role of the other columns of Wigner’s D matrices will appear further
in this work.
Definition 1.2.4. For every ℓ ≥ 0, m = −ℓ . . . , ℓ, let us define the spherical harmonic
Yℓ,m as
Yℓ,m(x) :=
√
2ℓ+ 1
4π
Dℓm,0(gx) , x ∈ S2 , (1.2.18)
where gx is any rotation mapping the north pole of the sphere to x.
Remark that this is a good definition thanks to the invariance of each Dℓm,0(·) under
the right action of K. The functions in (1.2.18) form an orthonormal basis of the space
L2(S2) considering the sphere with total mass equal to 4π.
Often, e.g. in the second part “High-energy eigenfunctions”, we work with real
spherical harmonics, i.e. the orthonormal set of functions given by
1√
2
(
Yℓ,m + Yℓ,m
)
,
1
i
√
2
(
Yℓ,m − Yℓ,m
)
(1.2.19)
which abusing notation we will again denote by Yℓ,m for ℓ ≥ 0, m = 1, . . . , 2ℓ+ 1.
Every f ∈ L2(S2) admits the Fourier development of the form
f(x) =
+∞∑
ℓ=0
ℓ∑
m=−ℓ
aℓ,mYℓ,m(x) , (1.2.20)
where the above series converges in L2(S2) and
aℓ,m =
∫
S2
f(x)Yℓ,m(x) dx .
10
Sec. 1.3 - Isotropic random fields
Moreover the Fourier expansion of a left-K-invariant function f ∈ L2(S2) is
f =
+∞∑
ℓ=0
βℓYℓ,0 , (1.2.21)
where βℓ :=
∫
S2
f(x)Yℓ,0(x) dx. The functions Yℓ,0, ℓ ≥ 0 are called central spherical
harmonics.
We stress that there exists an alternative characterization of spherical harmonics, as
eigenfunctions of the spherical Laplacian ∆S2 (see [40] e.g.). We shall deeply use this
formulation in Part 2: High-energy Gaussian eigenfunctions.
Recall that the spherical Laplacian is the Laplace-Beltrami operator on S2 with
its canonical metric of constant sectional curvature 1, moreover its (totally discrete)
spectrum is given by the set of eigenvalues {−ℓ(ℓ+ 1) =: −Eℓ, ℓ ∈ N}.
It can be proved that for ℓ ≥ 0, m = −ℓ, . . . , ℓ
∆S2Yℓ,m + EℓYℓ,m = 0 ,
and the subset of spherical harmonics {Yℓ,m, m = −ℓ, . . . , ℓ} is an orthonormal basis
for the eigenspace Hℓ corresponding to the ℓ-th eigenvalue. The Spectral Theorem for
self-adjoint compact operators then entails that Hℓ and Hℓ′ are orthogonal whenever
ℓ 6= ℓ′ and moreover
L2(S2) =
⊕
ℓ≥0
Hℓ ,
which coincides with the Peter-Weyl decomposition for the sphere.
1.3 Isotropic random fields
Let us recall main definitions and facts about isotropic random fields on homogeneous
spaces (see [40, 8, 9] e.g.). First fix some probability space (Ω,F ,P) and denote
L2(P) := L2(Ω,P) the space of finite-variance random variables.
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Definition 1.3.1. A (complex-valued) random field T = (Tx)x∈X on the G-homoge-
neous space X is a collection of (complex-valued) random variables indexed by elements
of X such that the map
T : Ω×X −→C ; (ω, x) 7→ Tx(ω)
is F ⊗B(X )-measurable.
Note that often we shall write T (x) instead of Tx.
Definition 1.3.2. We say that the random field T on the G-homogeneous space X is
second order if Tx ∈ L2(P) for every x ∈ X .
Definition 1.3.3. We say that the random field T on the G-homogeneous space X is
a.s. continuous if the functions X ∋ x 7→ Tx are a.s. continuous.
In this work the minimal regularity assumption for the paths of a random field T is
the a.s. square integrability. From now on, E shall stand for the expectation under the
probability measure P.
Definition 1.3.4. We say that the random field T on the G-homogeneous space X is
(i) a.s. square integrable if ∫
X
|Tx|2 dx < +∞ a.s. (1.3.22)
(ii) mean square integrable if
E
[∫
X
|Tx|2 dx
]
< +∞ . (1.3.23)
Note that the mean square integrability implies the a.s. square integrability.
Remark 1.3.5. If T is a.s. square integrable, it can be regarded to as a random
variable taking a.s. its values in L2(X ) i.e. T (·) = (x−→Tx(·)).
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We define now the notion of isotropy. Let T be a.s. square integrable. For every
f ∈ L2(X ), we can consider the integral
T (f) :=
∫
X
Txf(x) dx
which defines a r.v. on (Ω,F ,P). For every g ∈ G, let T g be the rotated field defined
as
T gx := Tgx, x ∈ X .
Losely speaking, T is isotropic if its law and the law of the rotated field T g coincide
for every g ∈ G. We give the following formal definition of isotropy (see [41, 8, 9])
Definition 1.3.6. An a.s. square integrable random field T on the homogeneous space
X is said to be (strict sense) G-invariant or isotropic if the joint laws of
(T (f1), . . . , T (fm)) and (T (Lgf1), . . . , T (Lgfm)) = (T
g(f1), . . . , T
g(fm)) (1.3.24)
coincide for every g ∈ G and f1, f2, . . . , fm ∈ L2(X ).
This definition is somehow different from the one usually considered in the literature,
where the requirement is the equality of the finite dimensional distributions, i.e. that
the random vectors
(Tx1 , . . . , Txm) and (Tgx1 , . . . , Tgxm) (1.3.25)
have the same law for every choice of g ∈ G and x1, . . . , xm ∈ X . Remark that (1.3.24)
implies (1.3.25) (see [41]) and that, conversely, by standard approximation arguments
(1.3.25) implies (1.3.24) if T is continuous.
We see now how the Peter-Weyl decomposition naturally applies to random fields.
It is worth remarking that every a.s. square integrable random field T on X uniquely
defines an a.s. square integrable random field on G (whose paths are the pullback
functions of the paths x 7→ Tx). Therefore w.l.o. we can investigate the case X = G.
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To every a.s. square integrable random field T on G we can associate the set of
operator-valued r.v.’s (T̂ (σ))σ∈Ĝ defined “pathwise” as
T̂ (σ) =
√
dim σ
∫
G
TgD
σ(g−1) dg . (1.3.26)
From (1.2.8) therefore
Tg =
∑
σ∈Ĝ
T σg (1.3.27)
where the convergence takes place in L2(G) a.s. Remark that
T σg :=
√
dim σtr(T̂ (σ)Dσ(g)) =
√
dim σ
dim σ∑
i,j=1
T̂ (σ)j,iD
σ
i,j(g) , (1.3.28)
is the projection of T on Hσ and T
σ is continuous.
For the proof of the following see [9].
Proposition 1.3.7. Let T be an a.s. square integrable random field on G. Then T is
isotropic if and only if, for every g ∈ G, the two families of r.v’s
(T̂ (σ))σ∈Ĝ and (T̂ (σ)D
σ(g))σ∈Ĝ
are equi-distributed.
If the random field T is second order and isotropic (so that (1.3.23) holds by a
standard Fubini argument), it is possible to say more about the convergence of the
series in (1.3.27).
Indeed we have the following result, that we reproduce here from [40].
Theorem 1.3.8. Let T be a second order and isotropic random field on the compact
group G. Then
T =
∑
σ∈Gˆ
T σ . (1.3.29)
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The convergence of the infinite series is both in the sense of L2(Ω × G,P ⊗ dg) and
L2(P) for every fixed g, that is, for any enumeration {σk : k ≥ 1} of Gˆ, we have both
lim
N→+∞
E
∫
G
∣∣∣∣∣Tg −
N∑
k=1
T σkg
∣∣∣∣∣
2
dg
 = 0 , (1.3.30)
lim
N→+∞
E
∣∣∣∣∣Tg −
N∑
k=1
T σkg
∣∣∣∣∣
2
 = 0 . (1.3.31)
The previous theorem has the following interesting consequence (for a proof see [41]).
Proposition 1.3.9. Every second order and isotropic random field T on the homoge-
neous space X of a compact group is mean square continuous, i.e.
lim
y→x
E[|Ty − Tx|2] = 0 . (1.3.32)
It is worth remarking some features of Fourier coefficients of a second order and
isotropic random field T (see [9]).
Theorem 1.3.10. If σ ∈ Ĝ is not the trivial representation, then
E[T̂ (σ)] = 0 ,
moreover for σ1, σ2 ∈ Ĝ, we have
(i) if σ1, σ2 are not equivalent, the r.v.’s T̂ (σ1)i,j and T̂ (σ2)k,l are orthogonal for
i, j = 1, . . . , dimσ1 and k, l = 1, . . . , dimσ2;
(ii) if σ1 = σ2 = σ, and Γ(σ) = E[T̂ (σ)T̂ (σ)
∗], then Cov (T̂ (σ)i,j, T̂ (σ)k,l) = δljΓ(σ)i,k.
In particular coefficients belonging to different columns are orthogonal and the
covariance between entries in different rows of a same column does not depend
on the column.
Theorem 1.3.10 states that the entries of T̂ (σ) might not be pairwise orthogonal and
this happens when the matrix Γ is not diagonal. This phenomenon is actually already
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been remarked by other authors (see [39] e.g.). Of course there are situations in which
orthogonality is still guaranteed: when the dimension of Hσ,0 is one at most (i.e. in
every irreducible G-module the dimension of the space Hσ,0 of the K-invariant vectors
in one at most) as is the case for G = SO(m + 1), the special orthogonal group of
dimension m+ 1, K = SO(m) and G/K ∼= Sm the m-dimensional unit sphere. In this
case actually the matrix T̂ (σ) has just one row that does not vanish and Γ(σ) is all
zeros, but one entry in the diagonal.
Let us now focus on Gaussian fields, which will receive the greatest attention in this
work. First it is useful to recall the following.
Definition 1.3.11. Let Z = Z1 + iZ2 be a complex random variable (we mean that
Z1, Z2 are real random variables). We say that
• Z is a complex-valued Gaussian random variable if (Z1, Z2) are jointly Gaussian;
• Z is a complex Gaussian random variable if Z1, Z2 are independent Gaussian
random variables with the same variance.
Furthermore we say that the random vector (Y1, Y2, . . . , Ym) is a complex (resp. com-
plex-valued) Gaussian vector if ∑
i
aiYi
is a complex (resp. complex-valued) Gaussian random variable for every choice of
a1, a2, . . . , am ∈ C.
From this definition it follows that if T is complex-valued Gaussian, meaning that the
r.v. T (f) is complex-valued Gaussian for every f ∈ L2(X ), then its Fourier coefficients
are complex-valued Gaussian r.v.’s. Furthermore, if each representation of G occurs at
most once in the Peter-Weyl decomposition of L2(X ) and T is Gaussian and isotropic,
we have that these Fourier coefficients are pairwise independent from Theorem 1.3.10.
This is the case for instance for G = SO(m+ 1) and X = Sm.
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In [6] a characterization of isotropic real Gaussian fields on homogeneous spaces of
compact groups is given: under some mild additional assumption also the converse is
true, namely that if a random field is isotropic and its Fourier coefficients are inde-
pendent, then it is necessarily Gaussian. For more discussions on this topic see also
[9].
Isotropic spherical random fields
Let us consider a random field T = (Tx)x∈S2 on S2 according to Definition (1.3.1). We
assume that T is a.s. square integrable. From previous sections, T admits the following
stochastic Fourier expansion
Tx =
∑
ℓ≥0
ℓ∑
m=−ℓ
aℓ,mYℓ,m(x) (1.3.33)
where aℓ,m =
∫
S2
TxYℓ,m(x) dx are the Fourier coefficients w.r.t. the basis of spherical
harmonics and the convergence is in the sense of L2(S2) a.s.
If the random field T is in addition second order and isotropic, Theorem (1.3.8) states
that the convergence of the series in (1.3.33) holds both in the sense of L2(Ω×S2,P⊗dx)
and L2(P) for every fixed x, and furthermore, Corollary 1.3.9 states that T is mean
square continuous.
Moreover from Theorem 1.3.10 we obtain easily
E(aℓ,m) = 0 for every m = −ℓ, . . . , ℓ and ℓ > 0 (1.3.34)
so that E(Tx) = E(a0,0)/
√
4π, as Y0,0 = 1/
√
4π, according to the fact that the mean
of an isotropic random field is constant. If c is any additive constant, the random
field T c := T + c has the same Fourier expansion as T , except for the term ac0,0Y0,0 =
c+ a0,0Y0,0 because for every ℓ > 1 the spherical harmonics Yℓ,m are orthogonal to the
constants. In what follows we often consider centered isotropic random fields, this is
generally done by ensuring that also the trivial coefficient a0,0 is a centered random
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variable. However we will often require that a0,0 = 0, i.e., the average of the random
field vanishes on S2: ∫
S2
Tx dx = 0 . (1.3.35)
As in the Peter-Weyl decomposition of L2(S2) two irreducible representations with
ℓ 6= ℓ′ are not equivalent, the random coefficients aℓ,m, m = −ℓ, . . . , ℓ are pairwise
orthogonal and moreover the variance of aℓ,m does not depend on m. We denote
cℓ := E[|aℓ,m|2]
the variance of aℓ,m. The (nonnegative) sequence (cℓ)ℓ is known as the angular power
spectrum of the field.
It turns out that T is Gaussian and isotropic if and only aℓ,m are Gaussian indepen-
dent random variables.
In this case, from (1.3.33), setting
Tℓ(x) :=
ℓ∑
m=−ℓ
aℓ,m√
cℓ
Yℓ,m(x)
we can write
Tx =
∑
ℓ
√
cℓ Tℓ(x) ,
where Tℓ is known as the ℓ-th Gaussian eigenfunctions on S
2 or random spherical
harmonics (see (4.2.15) for further details).
1.4 Positive definite functions
To every second order random field T one can associate the covariance kernel R :
X ×X −→C defined as
R(x, y) = Cov (Tx, Ty) .
18
Sec. 1.4 - Positive definite functions
This kernel is positive definite, as, for every choice of x1, . . . , xm ∈ X and of ξ ∈ Cm
we have
m∑
i,j=1
R(xi, xj)ξiξj =
m∑
i,j=1
Cov (Txi, Txj )ξiξj = Var
(∑
i
Txiξi
)
≥ 0 .
If in addition T is isotropic we have, for every g ∈ G,
R(gx, gy) = R(x, y)
and, in this case, R turns out to be continuous, thanks to proposition (1.3.9). Moreover
to this kernel one can associate the function on G
φ(g) := R(gx0, x0) . (1.4.36)
This function φ is
• continuous, as a consequence of the continuity of R.
• bi-K-invariant i.e. for every k1, k2 ∈ K and g ∈ G we have
φ(k1gk2) = R(k1gk2x0, x0) = R(k1gx0, x0)︸ ︷︷ ︸
k2x0=x0
= R(gx0, k
−1
1 x0)︸ ︷︷ ︸
R isG−invariant
= R(gx0, x0) = φ(g)
• positive definite, actually as R is a positive definite kernel, for every g1, . . . , gm ∈
G and ξ1, . . . , ξm ∈ C we have∑
i,j
φ(g−1i gj)ξiξj =
∑
i,j
R(g−1i gjx0, x0)ξiξj =
∑
i,j
R(gjx0, gix0)ξiξj ≥ 0 . (1.4.37)
By standard approximation arguments (1.4.37) imply that for every continuous
function f we have ∫
G
∫
G
φ(h−1g)f(h)f(g)dg dh ≥ 0 . (1.4.38)
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Moreover φ determines the covariance kernel R by observing that if gxx0 = x, gyx0 = y,
then
R(x, y) = R(gxx0, gyx0) = R(g
−1
y gxx0, x0) = φ(g
−1
y gx) .
Now it is useful to introduce the following functions and their properties.
Definition 1.4.1. Let ζ be a function defined on G. We denote by
⌣
ζ the function
⌣
ζ (g) := ζ(g−1)
Remark 1.4.2. We have just defined a map
ζ−→ ⌣ζ (1.4.39)
that is an involution of the convolution algebra L2(G) that becomes an H∗-algebra.
L2(G) is known as the group algebra of G.
Remark 1.4.3. If ζ ∈ L2(G), then for every σ ∈ Gˆ we have
⌣ˆ
ζ (σ) = ζˆ(σ)∗ .
Actually,
⌣ˆ
ζ (σ) =
∫
G
⌣
ζ (g)Dσ(g−1) dg =
∫
G
ζ(g−1)Dσ(g−1) dg .
Thus, for every v ∈ Hσ,
〈 ⌣ˆζ (σ)v, v〉 =
∫
G
ζ(g−1)〈Dσ(g−1)v, v〉 dg =
=
∫
G
ζ(g−1)〈v,Dσ(g)v〉 dg =
∫
G
ζ(g−1)〈Dσ(g)v, v〉 dg =
= 〈ζˆ(σ)v, v〉 = 〈v, ζˆ(σ)v〉 .
Remark that every positive definite function φ on G (see [63] p.123) satisfies
⌣
φ = φ .
The following proposition states some (not really unexpected) properties of continuous
positive definite functions that we shall need later.
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Proposition 1.4.4. Let φ a continuous positive function and σ ∈ Gˆ.
a) Let, φ(σ) : Hσ → Hσ the operator coefficient φ(σ) =
∫
G
φ(g)Dσ(g−1) dg. Then
φ(σ) Hermitian positive definite.
b) Let φσ : G→ C the component of φ corresponding to σ. Then φσ is also a positive
definite function.
Proof. a) Let us fix a basis v1, . . . , vdσ of Hσ, we have
〈φˆ(σ)v, v〉 =
∫
G
φ(g)〈Dσ(g−1)v, v〉 dg . (1.4.40)
By the invariance of the Haar measure∫
G
φ(g)〈Dσ(g−1)v, v〉 dg =
∫
G
∫
G
φ(h−1g)〈Dσ(g−1h)v, v〉 dg dh =
=
∫
G
∫
G
φ(h−1g)〈Dσ(h)v,Dσ(g)v〉 dg dh =
=
∫
G
∫
G
φ(h−1g)
∑
k
(Dσ(h)v)k(Dσ(g)v)k dg dh =∑
k
∫
G
∫
G
φ(h−1g)fk(h)fk(g) dg dh ≥ 0 ,
where we have set, for every k, fk(g) = (D
σ(g)v)k and (1.4.38) allows to conclude. Let
φσ be the projection of φ onto the σ-isotypical subspace L2σ(G) ⊂ L2(G).
b) The Peter-Weyl theorem states that
φ =
∑
σ∈Gˆ
φσ , (1.4.41)
the convergence of the series taking place in L2(G).
Let f ∈ L2σ(G) in 1.4.38 and replace φ with its Fourier series. Recall that f is a
continuous function. We have
0 ≤
∫
G
∫
G
∑
σ′
φσ
′
(h−1g)f(h)f(g)dg dh =
∫
G
∑
σ′
∫
G
φσ
′
(h−1g)f(h) dh︸ ︷︷ ︸
=f∗φσ′
f(g)dg .
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Now recalling that the subspaces L2σ′(G) are pairwise orthogonal under the product of
convolution, we obtain
f ∗ φσ′ 6= 0 ⇐⇒ σ′ = σ .
Therefore for every σ ∈ Gˆ∫
G
∫
G
φσ(h−1g)f(h)f(g)dg dh =
∫
G
∫
G
φ(h−1g)f(h)f(g)dg dh ≥ 0 (1.4.42)
for every f ∈ L2σ(G). Let now f ∈ L2(G) and let f =
∑
σ′ f
σ′ its Fourier series. The
same argument as above gives∫
G
∫
G
φσ(h−1g)f(h)f(g)dg dh =
∫
G
∫
G
φσ(h−1g)fσ(h)fσ(g) dg dh ≥ 0 ,
so that φσ is a positive definite function.
Another important property enjoyed by positive definite and continuous functions on
G is shown in the following classical theorem (see [31], Theorem 3.20, p.151).
Theorem 1.4.5. Let ζ be a continuous positive definite function on G. Let ζσ be the
component of ζ on the σ-isotypical subspace L2σ(G), then
ζ =
∑
σ∈Gˆ
√
dimσtr ζ̂(σ) < +∞ ,
and the Fourier series
ζ =
∑
σ∈Gˆ
ζσ
converges uniformly on G.
Remark 1.4.6. This theorem is an extension of a classical result for trigonometric
series: every continuous function on the unit circle with all nonnegative Fourier coef-
ficients has its Fourier series converging uniformly on the unit circle.
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Chapter 2
Representation of isotropic
Gaussian fields
In this chapter we recollect the first part of [8]: as stated in the Introduction, starting
from P. Le´vy’s construction of his spherical Brownian motion, we prove a representation
formula for isotropic Gaussian fields on homogeneous spaces X of a compact group G
(§2.1 and §2.2).
In particular, we show that to every square integrable bi-K-invariant function f on
G a Gaussian isotropic random field on X can be associated and also that every real
Gaussian isotropic random field on X can be obtained in this way.
This kind of result is extended to the case of random fields in the spin-line bundles
of the sphere in the second part of [8] and will be presented in the last chapter of this
thesis.
2.1 Construction of isotropic Gaussian fields
In this section we point out the method for Gaussian isotropic random fields on the
homogeneous space X of a compact group G. We start with the construction of a
white noise on X .
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Let (Xn)n be a sequence of i.i.d. standard Gaussian r.v.’s on some probability space
(Ω,F ,P) and denote by H ⊂ L2(P) the real Hilbert space generated by (Xn)n. Let
(en)n be an orthonormal basis of L
2
R(X ), the space of real square integrable functions
on X . We define an isometry S : L2R(X )→ H by
L2R(X ) ∋
∑
k
αkek ↔
∑
k
αkXk ∈ H .
It is easy to extend S to an isometry on L2(X ), indeed if f ∈ L2(X ), then f = f1+if2,
with f1, f2 ∈ L2R(X ), hence just set S(f) = S(f1) + iS(f2). Such an isometry respects
the real character of the function f ∈ L2(X ) (i.e. if f is real then S(f) is a real r.v.).
Let f be a left K-invariant function in L2(X ). We then define a random field
(T fx )x∈X associated to f as follows: set T
f
x0
= S(f) and, for every x ∈ X ,
T fx = S(Lgf) , (2.1.1)
where g ∈ G is such that gx0 = x (L still denotes the left regular action of G). This
is a good definition: in fact if also g˜ ∈ G is such that g˜x0 = x, then g˜ = gk for some
k ∈ K and therefore Lg˜f(x) = f(k−1g−1x) = f(g−1x) = Lgf(x) so that
S(Lg˜f) = S(Lgf) .
The random field T f is mean square integrable, indeed
E
[∫
X
|T fx |2 dx
]
< +∞ .
Actually, if gx is any element of G such that gxx0 = x (chosen in some measur-
able way), then, as E[|T fx |2] = E[|S(Lgxf)|]2 = ‖Lgxf‖2L2(X ) = ‖f‖2L2(X ), we have
E
∫
X
|T fx |2 dx = ‖f‖2L2(X ). T f is a centered and complex-valued Gaussian random
field. Let us now check that T f is isotropic. Recall that the law of a complex-valued
Gaussian random vector Z = (Z1, Z2) is completely characterized by its mean value
E[Z], its covariance matrix E[(Z − E[Z]) (Z − E[Z])∗] and the pseudocovariance or re-
lation matrix E[(Z − E[Z]) (Z − E[Z])′]. We have
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(i) as S is an isometry
E[T fgxT
f
gy] = E[S(Lggxf)S(Lggyf)] = 〈Lggxf, Lggyf〉L2(X ) =
= 〈Lgxf, Lgyf〉L2(X ) = E[T fx T fy ] .
(ii) Moreover, as complex conjugation commutes both with S and the left regular
representation of G,
E[T fgxT
f
gy] = E[S(Lggxf)S(Lggyf)] = 〈Lggxf, Lggyf〉L2(X ) =
= 〈Lgxf, Lgyf〉L2(X ) = E[T fx T fy ] .
Therefore T f is isotropic because it has the same covariance and relation kernels as the
rotated field (T f)g for every g ∈ G.
If Rf(x, y) = E[T fx T
f
y ] denotes its covariance kernel, then the associated positive
definite function φf(g) := R(gx0, x0) satisfies
φf(g) = E[S(Lgf)S(f)] = 〈Lgf, f〉 =
=
∫
G
f˜(g−1h)f˜(h) dh =
∫
G
f˜(g−1h)˘˜f(h−1) dh = f˜ ∗ ˘˜f(g−1) ,
(2.1.2)
where f˜ is the pullback on G of f and the convolution ∗ is in G. Moreover the relation
function of T f , that is ζf(g) := E[T fgx0T
f
x0
] satisfies
ζf(g) = E[S(Lgf)S(f)] = 〈Lgf, f〉 . (2.1.3)
One may ask whether every a.s. square integrable, isotropic, complex-valued Gaussian
centered random field on X can be obtained with this construction: the answer is no
in general. It is however positive if we consider real isotropic Gaussian random fields
(see Theorem 2.2.3 below). Before considering the case of a general homogeneous space
X , let us look first at the case of the sphere, where things are particularly simple.
Remark 2.1.1. (Representation of real Gaussian isotropic random fields on S2) If
X = S2 under the action of SO(3), every isotropic, real Gaussian and centered random
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field is of the form (2.1.1) for some left-K-invariant function f : S2 → R. Indeed let
us consider on L2(S2) the Fourier basis Yℓ,m, ℓ = 1, 2, . . . , m = −ℓ, . . . , ℓ, given by
the spherical harmonics (1.2.18). Every continuous positive definite left-K-invariant
function φ on S2 has a Fourier expansion of the form (1.2.21)
φ =
∑
ℓ≥0
αℓYℓ,0 , (2.1.4)
where (Proposition 1.4.4) αℓ ≥ 0 and∑
ℓ≥0
√
2ℓ+ 1αℓ < +∞
(Theorem 1.4.5). The Yℓ,0’s being real, the function φ in (2.1.4) is real, so that, φ(g) =
φ(g−1) (in this remark and in the next example we identify functions on S2 with their
pullbacks on SO(3) for simplicity of notations).
If φ is the positive definite left-K-invariant function associated to T , then, keeping
in mind that Yℓ,0 ∗ Yℓ′,0 = (2ℓ+ 1)−1/2Yℓ,0 δℓ,ℓ′, a “square root” f of φ is given by
f =
∑
ℓ≥0
βℓ Yℓ,0 , (2.1.5)
where βℓ is a complex number such that
|βℓ|2√
2ℓ+ 1
=
√
αℓ .
Therefore there exist infinitely many real functions f such that φ(g) = φ(g−1) = f ∗
f˘(g), corresponding to the choices βℓ = ±((2ℓ+1)αℓ)1/4. For each of these, the random
field T f has the same distribution as T , being real and having the same associated
positive definite function.
As stated in the Introduction, this method generalizes P. Le´vy’s construction of his
spherical Brownian motion. In the following example, we show the connection between
this construction and our method. Moreover, it is easy to extend the following to the
case of the hyperspherical Brownian motion.
26
Sec. 2.1 - Construction of isotropic Gaussian fields
Example 2.1.2. (P.Le´vy’s spherical Brownian field). Let us choose as a particular
instance of the previous construction f = c1H , where H is the half-sphere centered at
the north pole x0 of S
2 and c is some constant to be chosen later.
Still denoting by S a white noise on S2, from (2.1.1) we have
T fx = cS(1Hx) , (2.1.6)
where 1Hx is the half-sphere centered at x ∈ S2. Now, let x, y ∈ S2 and denote by
d(x, y) = θ their distance, then, S being an isometry,
Var(T fx − T fy ) = c2‖1Hx△Hy‖2 . (2.1.7)
The symmetric difference Hx △ Hy is formed by the union of two wedges whose total
surface is equal to θ
π
(recall that we consider the surface of S2 normalized with total
mass = 1). Therefore, choosing c =
√
π, we have
Var(T fx − T fy ) = d(x, y) (2.1.8)
and furthermore Var(T fx ) =
π
2
. Thus
Cov (T fx , T
f
y ) =
1
2
(
Var(T fx ) + Var(T
f
y )−Var(T fx − T fy )
)
= π
2
− 1
2
d(x, y) . (2.1.9)
Note that the positive definiteness of (2.1.9) implies that the distance d is a Schoenberg
restricted negative definite kernel on S2 (see (3.1.3)). The random field W
Wx := T
f
x − T fo , (2.1.10)
where o denotes the north pole of the sphere is P.Le´vy’s spherical Brownian field, as
Wo = 0 and its covariance kernel is
Cov (Wx,Wy) =
1
2
(d(x, o) + d(y, o)− d(x, y)) . (2.1.11)
In particular the kernel at the r.h.s. of (2.1.11) is positive definite (see also [31]). Let
us compute the expansion into spherical harmonics of the positive definite function
φ associated to the random field T f and to f . We have φ(x) = π
2
− 1
2
d(x, o), i.e.
φ(x) = π
2
− 1
2
ϑ in spherical coordinates, ϑ being the colatitude of x, whereas Yℓ,0(x) =
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√
2ℓ+ 1Pℓ(cos ϑ) where Pℓ is the ℓ-th Legendre polynomial. This formula for the
central spherical harmonics differs slightly from the usual one, as we consider the total
measure of S2 to be = 1. Then, recalling the normalized measure of the sphere is
1
4π
sinϑ dϑ dφ and that Yℓ,0 is orthogonal to the constants∫
S2
φ(x)Yℓ,0(x) dx = −1
4
√
2ℓ+ 1
∫ π
0
ϑPℓ(cos θ) sinϑ dϑ =
= −1
4
√
2ℓ+ 1
∫ 1
−1
arccos t Pℓ(t) dt =
1
4
√
2ℓ+ 1
∫ 1
−1
arcsin t Pℓ(t) dt =
1
4
√
2ℓ+ 1 cℓ ,
where
cℓ = π
{ 3 · 5 · · · (ℓ− 2)
2 · 4 · · · (ℓ+ 1))
}2
ℓ = 1, 3, . . .
and cℓ = 0 for ℓ even (see [67], p. 325). As for the function f =
√
π 1H , we have∫
S2
f(x)Yℓ,0(x) dx =
√
π
2
√
2ℓ+ 1
∫ π/2
0
Pℓ(cosϑ) sin ϑ dϑ =
√
π
2
√
2ℓ+ 1
∫ 1
0
Pℓ(t) dt .
The r.h.s. can be computed using Rodriguez formula for the Legendre polynomials
(see again [67], p. 297) giving that it vanishes for ℓ even and equal to
(−1)m+1
√
π
2
√
2ℓ+ 1
(2m)!
(
2m+1
m
)
22m+1(2m+ 1)!
(2.1.12)
for ℓ = 2m+1. Details of this computation are given in Remark 2.1.3. Simplifying the
factorials the previous expression becomes
(−1)m
√
π
2
√
2ℓ+ 1
(2m)!
22m+1m!(m+ 1)!
= (−1)m
√
π
2
√
2ℓ+ 1
3 · · · (2m− 1)
2 · · · (2m+ 2) =
= (−1)m 1
2
√
2ℓ+ 1
√
cℓ .
Therefore the choice f =
√
π 1H corresponds to taking alternating signs when taking
the square roots. Note that the choice f ′ =
∑
ℓ βℓYℓ,0 with βℓ =
1
2
√
2ℓ+ 1
√
cℓ would
have given a function diverging at the north pole o. Actually it is elementary to check
that the series
∑
ℓ(2ℓ+ 1)
√
cℓ diverges so that f
′ cannot be continuous by Theorem
1.4.5.
28
Sec. 2.2 - Representation formula
Remark 2.1.3. Rodriguez formula for the Legendre polynomials states that
Pℓ(x) =
1
2ℓℓ!
dℓ
dxℓ
(x2 − 1)ℓ .
Therefore ∫ 1
0
Pℓ(x) dx =
1
2ℓℓ!
dℓ−1
dxℓ−1
(x2 − 1)ℓ
∣∣∣1
0
. (2.1.13)
The primitive vanishes at 1, as the polynomial (x2 − 1)ℓ has a zero of order ℓ at x = 1
and all its derivatives up to the order ℓ− 1 vanish at x = 1. In order to compute the
primitive at 0 we make the binomial expansion of (x2 − 1)ℓ and take the result of the
(ℓ − 1)-th derivative of the term of order ℓ − 1 of the expansion. This is actually the
term of order 0 of the primitive. If ℓ is even then ℓ−1 is odd so that this term of order
ℓ−1 does not exist (in the expansion only even powers of x can appear). If ℓ = 2m+1,
then the term of order ℓ− 1 = 2m in the expansion is
(−1)m
(
2m+ 1
m
)
z2m
and the result of the integral in (2.1.13) is actually, as given in (2.1.12),
(−1)m+1 (2m)!
22m+1(2m+ 1)!
(
2m+ 1
m
)
·
2.2 Representation formula
The result of Remark 2.1.1 concerning S2 can be extended to the case of a general
homogeneous space X . We shall need the following “square root” theorem in the
proof of the representation formula of Gaussian isotropic random fields on X .
Theorem 2.2.1. Let φ be a bi-K-invariant positive definite continuous function on G.
Then there exists a bi-K-invariant function f ∈ L2(G) such that φ = f ∗ f˘ . Moreover,
if φ is real valued then f also can be chosen to be real valued.
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Proof. For every σ ∈ Ĝ, φ̂(σ) is Hermitian positive definite. Therefore there exist
matrices Λ(σ) such that Λ(σ)Λ(σ)∗ = φ̂(σ). Let
f =
∑
σ∈Ĝ
√
dim σ tr
(
Λ(σ)Dσ
)︸ ︷︷ ︸
=fσ
.
This actually defines a function f ∈ L2(G) as it is easy to see that
‖fσ‖22 =
dim σ∑
i,j=1
(Λ(σ)ij)
2 = tr(Λ(σ)Λ(σ)∗) = tr(φ̂(σ))
so that
‖f‖22 =
∑
σ∈Ĝ
‖fσ‖22 =
∑
σ∈Ĝ
tr(φ̂(σ)) < +∞
thanks to (1.4.5). By Remark 1.4.3 and (1.2.7), we have
φ = f ∗ f˘ .
Finally the matrix Λ(σ) can be chosen to be Hermitian and with this choice f is bi-K-
invariant as the relation (1.2.13) f̂(σ) = Pσ,0f̂(σ)Pσ,0 still holds. The last statement
follows from next proposition.
Proposition 2.2.2. Let φ be a real positive definite function on a compact group G,
then there exists a real function f such that φ = f ∗ f˘ .
Proof. Let
φ(g) =
∑
σ∈Ĝ
φσ(g) =
∑
σ∈Ĝ
√
dim σ tr(φ̂(σ)Dσ(g))
be the Peter-Weyl decomposition of φ into isotypical components. We know that the
Hermitian matrices φ̂(σ) are positive definite, so that there exist square roots φ̂(σ)1/2
i.e. matrices such that φ̂(σ)1/2φ̂(σ)1/2
∗
= φ̂(σ) and the functions
f(g) =
∑
σ∈Ĝ
√
dim σ tr(φ̂(σ)1/2Dσ(g))
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are such that φ = f ∗ f˘ . We need to prove that these square roots can be chosen in
such a way that f is also real. Recall that a representation of a compact group G can
be classified as being of real, complex or quaternionic type (see [66], p. 93 e.g. for
details).
a) If σ is of real type then there exists a conjugation J of Hσ ⊂ L2(G) such that
J2 = 1. A conjugation is a G-equivariant antilinear endomorphism. It is well known
that in this case one can choose a basis v1, . . . , vdσ of Hσ formed of “real” vectors, i.e.
such that Jvi = vi. It is then immediate that the representative matrix D
σ of the
action of G on Hσ is real. Actually, as J is equivariant and Jvi = vi,
Dσij(g) = 〈gvj, vi〉 = 〈Jgvj, Jvi〉 = 〈gvj, vi〉 = Dσij(g) .
With this choice of the basis, the matrix φ̂(σ) is real and also φ̂(σ)1/2 can be chosen to
be real and g 7→ √dim σ tr(φ̂(σ)1/2Dσ(g)) turns out to be real itself.
b) If σ is of complex type, then it is not isomorphic to its dual representation σ∗.
As Dσ
∗
(g) := Dσ(g−1)t = Dσ(g) and φ is real-valued, we have
φ̂(σ∗) = φ̂(σ) ,
so that we can choose φ̂(σ∗)1/2 = φ̂(σ)1/2 and, as σ and σ∗ have the same dimension,
the function
g 7→
√
dim σtr(φ̂(σ)1/2Dσ(g)) +
√
dim σ∗tr(φ̂(σ∗)1/2Dσ
∗
(g))
turns out to be real.
c) If σ is quaternionic, let J be the corresponding conjugation. It is immediate
that the vectors v and Jv are orthogonal and from this it follows that dim σ = 2k and
that there exists an orthogonal basis for Hσ of the form
v1, . . . , vk, w1 = J(v1), . . . , wk = J(vk) . (2.2.14)
In such a basis the representation matrix of any linear transformation U : Hσ → Hσ
which commutes with J has the form(
A B
−B A
)
(2.2.15)
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and in particular Dσ(g) takes the form
Dσ(g) =
(
A(g) B(g)
−B(g) A(g)
)
. (2.2.16)
By (2.2.16) we have also, φ being real valued,
φ̂(σ) =
 ∫G φ(g)A(g−1) dg ∫G φ(g)B(g−1) dg
− ∫
G
φ(g)B(g−1) dg
∫
G
φ(g)A(g−1) dg
 := ( φA φB
−φB φA
)
. (2.2.17)
More interestingly, if φ is any function such that, with respect to the basis above,
φ̂(σ) is of the form (2.2.17), then the corresponding component φσ is necessarily a real
valued function: actually
φσ(g) = tr(φ̂(σ)Dσ(g)) = tr
(
φAA(g)− φBB(g)− φBB(g) + φAA(g)
)
=
= tr
(
φAA(g) + φAA(g)
)− tr(φBB(g) + φBB(g)) .
We now prove that the Hermitian square root, U say, of φ̂(σ) is of the form (2.2.17).
Actually note that φ̂(σ) is self-adjoint, so that it can be diagonalized and all its eigen-
values are real (and positive by Proposition 1.4.4 a)). Let λ be an eigenvalue and v a
corresponding eigenvector. Then, as
φ̂(σ)Jv = Jφ̂(σ) = Jλv = λJv ,
Jv is also an eigenvector associated to λ. Therefore there exists a basis as in (2.2.14)
that is formed of eigenvectors, i.e. of the form v1, . . . , vk, w1, . . . , wk with Jvj = wj and
vj and wj associated to the same positive eigenvalue λj . In this basis φ̂(σ) is of course
diagonal with the (positive) eigenvalues on the diagonal. Its Hermitian square root U
is also diagonal, with the square roots of the eigenvalues on the diagonal. Therefore
U is also the form (2.2.17) and the corresponding function ψ(g) = tr(UD(g)) is real
valued and such that ψ ∗ ψ˘ = φσ.
Note that the decomposition of Theorem 2.2.1 is not unique, as the Hermitian square
root of the positive definite operator φ̂(σ) is not unique itself. Now we prove the main
result of this chapter.
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Theorem 2.2.3. Let X be the homogeneous space of a compact group G and let T
be an a.s. square integrable isotropic Gaussian real random field on X . Then there
exists a left-K-invariant function f ∈ L2(X ) such that T f has the same distribution
as T .
Proof. Let φ be the invariant positive definite function associated to T . Thanks to
(2.1.2) it is sufficient to prove that there exists a real K-invariant function f ∈ L2(X )
such that φ(g) = f˜ ∗ ˘˜f(g−1). Keeping in mind that φ(g) = φ(g−1), as φ is real, this
follows from Theorem 2.2.1.
As remarked above f is not unique.
Recall that a complex valued Gaussian r.v. Z = X + iY is said to be complex
Gaussian if the r.v.’s X, Y are jointly Gaussian, are independent and have the same
variance. A Cm-valued r.v. Z = (Z1, . . . , Zm) is said to be complex-Gaussian if the
r.v. α1Z1 + · · ·+ αmZm is complex-Gaussian for every choice of α1, . . . , αm ∈ C.
Remark 2.2.4. An a.s. square integrable random field T on X is complex Gaussian
if and only if the complex valued r.v.’s∫
X
Txf(x) dx
are complex Gaussian for every choice of f ∈ L2(X ).
Complex Gaussian random fields will play an important role in the last chapter of
this work. By now let us remark that, in general, it is not possible to obtain a complex
Gaussian random field by the procedure (2.1.1).
Proposition 2.2.5. Let ζ(x, y) = E[TxTy] be the relation kernel of a centered complex
Gaussian random field T . Then ζ ≡ 0.
Proof. It easy to check that a centered complex valued r.v. Z is complex Gaussian if
and only if E[Z2] = 0. As for every f ∈ L2(X )∫
X
∫
X
ζ(x, y)f(x)f(y) dxdy = E
[(∫
X
Txf(x) dx
)2]
= 0 ,
it is easy to derive that ζ ≡ 0.
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Going back to the situation of Remark 2.1.1, the relation function ζ of the random
field T f is easily found to be
ζf =
∑
ℓ≥0
β2ℓ Yℓ,0 , (2.2.18)
and cannot vanish unless f ≡ 0 and T f vanishes itself. Therefore no isotropic complex
Gaussian random field on the sphere can be obtained by the construction (2.1.1).
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On Le´vy’s Brownian fields
In 1959 P.Le´vy [37] asked the question of the existence of a random field X indexed
by the points of a metric space (X , d) and generalizing the Brownian motion, i.e. of a
real Gaussian process which would be centered, vanishing at some point x0 ∈ X and
such that E(|Xx −Xy|2) = d(x, y). By polarization, the covariance function of such a
process would be
K(x, y) =
1
2
(d(x, x0) + d(y, x0)− d(x, y)) (3.0.1)
so that this question is equivalent to the fact that the kernel K is positive definite.
As anticipated in the Introduction, X is called P.Le´vy’s Brownian field on (X , d).
Positive definiteness of K for X = Rm+1 and d the Euclidean metric had been proved
by [62] in 1938 and P.Le´vy itself constructed the Brownian field on X = Sm, the
euclidean sphere of Rm+1, d being the distance along the geodesics (Example 2.1.2).
Later Gangolli [31] gave an analytical proof of the positive definiteness of the kernel
(3.0.1) for the same metric space (Sm, d), in a paper that dealt with this question for
a large class of homogeneous spaces.
Finally Takenaka in [65] proved the positive definiteness of the kernel (3.0.1) for the
Riemannian metric spaces of constant sectional curvature equal to −1, 0 or 1, therefore
adding the hyperbolic disk to the list. To be precise in the case of the hyperbolic
space Hm = {(x0, x1, . . . , xm) ∈ Rm+1 : x21 + . . . x2m − x20 = 1}, the distance under
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consideration is the unique, up to multiplicative constants, Riemannian distance that
is invariant with respect to the action of G = Lm, the Lorentz group.
In [7] we investigate this question for the cases X = SO(n). The answer is that the
kernel (3.0.1) is not positive definite on SO(n) for n > 2. This is somehow surprising
as, in particular, SO(3) is locally isometric to SU(2), where positive definiteness of the
kernel K is immediate as shown below.
It is immediate that this imply the non existence on SU(n), n > 2.
The plan of this chapter is as follows. In §3.1 we recall some elementary facts about
invariant distances and positive definite kernels. In §3.2 we treat the case G = SU(2),
recalling well known facts about the invariant distance and Haar measure of this group.
Positive definiteness of K for SU(2) is just a simple remark, but these facts are needed
in §3.3 where we treat the case SO(3) and deduce from the case SO(n), n ≥ 3.
3.1 Some elementary facts
In this section we recall some well known facts about Lie groups (see mainly [29] and
also [30, 63]).
3.1.1 Invariant distance of a compact Lie group
In this chapter G denotes a compact Lie group. It is well known that G admits at least
a bi-invariant Riemannian metric (see [30] p.66 e.g.), that we shall denote {〈·, ·〉g}g∈G
where of course 〈·, ·〉g is the inner product defined on the tangent space TgG to the
manifold G at g and the family {〈·, ·〉g}g∈G smoothly depends on g. By the bi-invariance
property, for g ∈ G the diffeomorphisms Lg and Rg (resp. the left multiplication and
the right multiplication of the group) are isometries. Since the tangent space TgG at
any point g can be translated to the tangent space TeG at the identity element e of
the group, the metric {〈·, ·〉g}g∈G is completely characterized by 〈·, ·〉e. Moreover, TeG
being the Lie algebra g of G, the bi-invariant metric corresponds to an inner product
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〈·, ·〉 on g which is invariant under the adjoint representation Ad of G. Indeed there is
a one-to-one correspondence between bi-invariant Riemannian metrics on G and Ad-
invariant inner products on g. If in addition g is semisimple, then the negative Killing
form of G is an Ad-invariant inner product on g itself.
If there exists a unique (up to a multiplicative factor) bi-invariant metric on G
(for a sufficient condition see [30], Th. 2.43) and g is semisimple, then this metric is
necessarily proportional to the negative Killing form of g. It is well known that this is
the case for SO(n), (n 6= 4) and SU(n); furthermore, the (natural) Riemannian metric
on SO(n) induced by the embedding SO(n) →֒ Rn2 corresponds to the negative Killing
form of so(n).
Endowed with this bi-invariant Riemannian metric, G becomes a metric space, with
a distance d which is bi-invariant. Therefore the function g ∈ G → d(g, e) is a class
function as
d(g, e) = d(hg, h) = d(hgh−1, hh−1) = d(hgh−1, e), g, h ∈ G . (3.1.2)
It is well known that geodesics on G through the identity e are exactly the one pa-
rameter subgroups of G (see [49] p.113 e.g.), thus a geodesic from e is the curve on
G
γX(t) : t ∈ [0, 1]→ exp(tX)
for some X ∈ g. The length of this geodesic is
L(γX) = ‖X‖ =
√
〈X,X〉 .
Therefore
d(g, e) = inf
X∈g:expX=g
‖X‖ .
3.1.2 Brownian kernels on a metric space
Let (X , d) be a metric space.
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Lemma 3.1.1. The kernel K in (3.0.1) is positive definite on X if and only if d is
a restricted negative definite kernel, i.e., for every choice of elements x1, . . . , xn ∈ X
and of complex numbers ξ1, . . . , ξn with
∑n
i=1 ξi = 0
n∑
i,j=1
d(xi, xj)ξiξj ≤ 0 . (3.1.3)
Proof. For every x1, . . . , xn ∈ X and complex numbers ξ1, . . . , ξn∑
i,j
K(xi, xj)ξiξj =
1
2
(
a
∑
i
d(xi, x0)ξi + a
∑
j
d(xj , x0)ξj −
∑
i,j
d(xi, xj)ξiξj
)
(3.1.4)
where a :=
∑
i ξi. If a = 0 then it is immediate that in (3.1.4) the l.h.s. is ≥ 0 if and
only if the r.h.s. is ≤ 0. Otherwise set ξ0 := −a so that
∑n
i=0 ξi = 0. The following
equality
n∑
i,j=0
K(xi, xj)ξiξj =
n∑
i,j=1
K(xi, xj)ξiξj (3.1.5)
is then easy to check, keeping in mind that K(xi, x0) = K(x0, xj) = 0, which finishes
the proof.
For a more general proof see [31] p. 127 in the proof of Lemma 2.5.
If X is the homogeneous space of some topological group G, and d is a G-invariant
distance, then (3.1.3) is satisfied if and only if for every choice of elements g1, . . . , gn ∈ G
and of complex numbers ξ1, . . . , ξn with
∑n
i=1 ξi = 0
n∑
i,j=1
d(gig
−1
j x0, x0)ξiξj ≤ 0 (3.1.6)
where x0 ∈ X is a fixed point. We shall say that the function g ∈ G → d(gx0, x0) is
restricted negative definite on G if it satisfies (3.1.6).
In our case of interest X = G a compact (Lie) group and d is a bi-invariant distance
as in §3.1.
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The Peter-Weyl development for the class function d(·, e) on G (see Theorem 1.2.2)
is
d(g, e) =
∑
ℓ∈Ĝ
αℓχℓ(g) , (3.1.7)
where Ĝ denotes the family of equivalence classes of irreducible representations of G
and χℓ the character of the ℓ-th irreducible representation of G.
Remark 3.1.2. A function φ with a development as in (3.1.7) is restricted negative
definite if and only if αℓ ≤ 0 but for the trivial representation.
Actually note first that, by standard approximation arguments, φ is restricted neg-
ative definite if and only if for every continuous function f : G→ C with 0-mean (i.e.
orthogonal to the constants)∫
G
∫
G
φ(gh−1)f(g)f(h)dg dh ≤ 0 (3.1.8)
dg denoting the Haar measure of G. Choosing f = χℓ in the l.h.s. of (3.1.8) and
denoting dℓ the dimension of the corresponding representation, a straightforward com-
putation gives ∫
G
∫
G
φ(gh−1)χℓ(g)χℓ(h) dg dh =
αℓ
dℓ
(3.1.9)
so that if φ restricted negative definite, αℓ ≤ 0 necessarily.
Conversely, if αℓ ≤ 0 but for the trivial representation, then φ is restricted negative
definite, as the characters χℓ’s are positive definite and orthogonal to the constants.
3.2 SU(2)
The special unitary group SU(2) consists of the complex unitary 2×2-matrices g such
that det(g) = 1. Every g ∈ SU(2) has the form
g =
(
a b
−b a
)
, a, b ∈ C, |a|2 + |b|2 = 1 . (3.2.10)
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If a = a1 + ia2 and b = b1 + ib2, then the map
Φ(g) = (a1, a2, b1, b2) (3.2.11)
is an homeomorphism (see [29], [63] e.g.) between SU(2) and the unit sphere S3 of R4.
Moreover the right translation
Rg : h→ hg, h, g ∈ SU(2)
of SU(2) is a rotation (an element of SO(4)) of S3 (identified with SU(2)). The
homeomorphism (3.2.11) preserves the invariant measure, i.e., if dg is the normalized
Haar measure on SU(2), then Φ(dg) is the normalized Lebesgue measure on S3. As
the 3-dimensional polar coordinates on S3 are
a1 = cos θ,
a2 = sin θ cosϕ,
b1 = sin θ sinϕ cosψ,
b2 = sin θ sinϕ sinψ ,
(3.2.12)
(θ, ϕ, ψ) ∈ [0, π]×[0, π]×[0, 2π], the normalized Haar integral of SU(2) for an integrable
function f is∫
SU(2)
f(g) dg =
1
2π2
∫ π
0
sinϕdϕ
∫ π
0
sin2 θ dθ
∫ 2π
0
f(θ, ϕ, ψ) dψ (3.2.13)
The bi-invariant Riemannian metric on SU(2) is necessarily proportional to the nega-
tive Killing form of its Lie algebra su(2) (the real vector space of 2× 2 anti-hermitian
complex matrices). We consider the bi-invariant metric corresponding to the Ad-
invariant inner product on su(2)
〈X, Y 〉 = −1
2
tr(XY ), X, Y ∈ su(2) .
Therefore as an orthonormal basis of su(2) we can consider the matrices
X1 =
(
0 1
−1 0
)
, X2 =
(
0 i
i 0
)
, X3 =
(
i 0
0 −i
)
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The homeomorphism (3.2.11) is actually an isometry between SU(2) endowed with
this distance and S3. Hence the restricted negative definiteness of the kernel d on
SU(2) is an immediate consequence of this property on S3 which is known to be true
as mentioned in the introduction ([31], [37], [65]). In order to develop a comparison
with SO(3), we shall give a different proof of this fact in §3.4.
3.3 SO(n)
We first investigate the case n = 3. The group SO(3) can also be realized as a quotient
of SU(2). Actually the adjoint representation Ad of SU(2) is a surjective morphism
from SU(2) onto SO(3) with kernel {±e} (see [29] e.g.). Hence the well known result
SO(3) ∼= SU(2)/{±e} . (3.3.14)
Let us explicitly recall this morphism: if a = a1 + ia2, b = b1 + ib2 with |a|2 + |b|2 = 1
and
g˜ =
(
a b
−b a
)
then the orthogonal matrix Ad(g˜) is given by
g =

a21 − a22 − (b21 − b22) −2a1a2 − 2b1b2 −2(a1b1 − a2b2)
2a1a2 − 2b1b2 (a21 − a22) + (b21 − b22) −2(a1b2 + a2b1)
2(a1b1 + a2b2) −2(−a1b2 + a2b1) |a|2 − |b|2
 (3.3.15)
The isomorphism in (3.3.14) might suggest that the positive definiteness of the Brow-
nian kernel on SU(2) implies a similar result for SO(3). This is not true and actually
it turns out that the distance (g, h) → d(g, h) on SO(3) induced by its bi-invariant
Riemannian metric is not a restricted negative definite kernel (see Lemma 3.1.1).
As for SU(2), the bi-invariant Riemannian metric on SO(3) is proportional to the
negative Killing form of its Lie algebra so(3) (the real 3×3 antisymmetric real matrices).
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We shall consider the Ad-invariant inner product on so(3) defined as
〈A,B〉 = −1
2
tr(AB) , A, B ∈ so(3) .
An orthonormal basis for so(3) is therefore given by the matrices
A1 =

0 0 0
0 0 −1
0 1 0
 , A2 =

0 0 1
0 0 0
−1 0 0
 , A3 =

0 −1 0
1 0 0
0 0 0

Similarly to the case of SU(2), it is easy to compute the distance from g ∈ SO(3) to
the identity. Actually g is conjugated to the matrix of the form
∆(t) =

cos t sin t 0
− sin t cos t 0
0 0 1
 = exp(tA1)
where t ∈ [0, π] is the rotation angle of g. Therefore if d still denotes the distance
induced by the bi-invariant metric,
d(g, e) = d(∆(t), e) = t
i.e. the distance from g to e is the rotation angle of g.
Let us denote {χℓ}ℓ≥0 the set of characters for SO(3). It is easy to compute the Peter-
Weyl development in (3.1.7) for d(·, e) as the characters χℓ are also simple functions of
the rotation angle. More precisely, if t is the rotation angle of g (see [40] e.g.),
χℓ(g) =
sin (2ℓ+1)t
2
sin t
2
= 1 + 2
ℓ∑
m=1
cos(mt) .
We shall prove that the coefficient
αℓ =
∫
SO(3)
d(g, e)χℓ(g) dg
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is positive for some ℓ ≥ 1. As both d(·, e) and χℓ are functions of the rotation angle t,
we have
αℓ =
∫ π
0
t
(
1 + 2
ℓ∑
j=1
cos(jt)
)
pT (t) dt
where pT is the density of t = t(g), considered as a r.v. on the probability space
(SO(3), dg). The next statements are devoted to the computation of the density pT .
This is certainly well known but we were unable to find a reference in the literature.
We first compute the density of the trace of g.
Proposition 3.3.1. The distribution of the trace of a matrix in SO(3) with respect to
the normalized Haar measure is given by the density
f(y) =
1
2π
(3− y)1/2(y + 1)−1/21[−1,3](y) . (3.3.16)
Proof. The trace of the matrix (3.3.15) is equal to
tr(g) = 3a21 − a22 − b21 − b22 .
Under the normalized Haar measure of SU(2) the vector (a1, a2, b1, b2) is uniformly
distributed on the sphere S3. Recall the normalized Haar integral (3.2.13) so that,
taking the corresponding marginal, θ has density
f1(θ) =
2
π
sin2(θ) dθ . (3.3.17)
Now
3a21 − a22 − b21 − b22 = 4 cos2 θ − 1 .
Let us first compute the density of Y = cos2X , where X is distributed according to
the density (3.3.17). This is elementary as
FY (t) = P(cos
2X ≤ t) = P(arccos(√t) ≤ X ≤ arccos(−√t)) =
=
2
π
arccos(−√t)∫
arccos(
√
t)
sin2(θ) dθ .
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Taking the derivative it is easily found that the density of Y is, for 0 < t < 1,
F ′Y (t) =
2
π
(1− t)1/2t−1/2 .
By an elementary change of variable the distribution of the trace 4Y − 1 is therefore
given by (3.3.16).
Corollary 3.3.2. The distribution of the rotation angle of a matrix in SO(3) is
pT (t) =
1
π
(1− cos t) 1[0,π](t) .
Proof. It suffices to remark that if t is the rotation angle of g, then its trace is equal
to 2 cos t+1. pT is therefore the distribution of W = arccos(
Y−1
2
), Y being distributed
as (3.3.16). The elementary details are left to the reader.
Now it is easy to compute the Fourier development of the function d(·, e).
Proposition 3.3.3. The kernel d on SO(3) is not restricted negative definite.
Proof. It is enough to show that in the Fourier development
d(g, e) =
∑
ℓ≥0
αℓχℓ(g)
αℓ > 0 for some ℓ ≥ 1 (see Remark 3.1.2). We have
αℓ =
∫
SO(3)
d(g, e)χℓ(g)dg =
1
π
∫ π
0
t
(
1 + 2
ℓ∑
m=1
cos(mt)
)
(1− cos t) dt =
=
1
π
∫ π
0
t(1− cos t) dt︸ ︷︷ ︸
:=I1
+
2
π
ℓ∑
m=1
∫ π
0
t cos(mt) dt︸ ︷︷ ︸
:=I2
−2
π
ℓ∑
m=1
∫ π
0
t cos(mt) cos t dt︸ ︷︷ ︸
:=I3
.
Now integration by parts gives
I1 =
π2
2
+ 2, I2 =
(−1)m − 1
m2
,
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whereas, if m 6= 1, we have
I3 =
∫ π
0
t cos(mt) cos t dt =
m2 + 1
(m2 − 1)2 ((−1)
m + 1)
and for m = 1,
I3 =
∫ π
0
t cos2 t dt =
π2
4
.
Putting things together we find
αℓ =
2
π
(
1 +
ℓ∑
m=1
(−1)m − 1
m2
+
ℓ∑
m=2
m2 + 1
(m2 − 1)2 ((−1)
m + 1)
)
.
If ℓ = 2, for instance, we find α2 =
2
9π
> 0, but it is easy to see that αℓ > 0 for every ℓ
even.
Consider now the case n > 3. SO(n) (resp. SU(n)) contains a closed subgroup
H that is isomorphic to SO(3) and the restriction to H of any bi-invariant distance
d on SO(n) (resp. SU(n)) is a bi-invariant distance d˜ on SO(3). By Proposition
3.3.3, d˜ is not restricted negative definite, therefore there exist g1, g2, . . . , gm ∈ H ,
ξ1, ξ2, . . . , ξm ∈ R with
∑m
i=1 ξi = 0 such that∑
i,j
d(gi, gj)ξiξj =
∑
i,j
d˜(gi, gj)ξiξj > 0 . (3.3.18)
We have therefore
Corollary 3.3.4. Any bi-invariant distance d on SO(n) and SU(n), n ≥ 3 is not a
restricted negative definite kernel.
Remark that the same argument applies to other compact groups. Moreover the bi-
invariant Riemannian metric on SO(4) is not unique, meaning that it is not necessarily
proportional to the negative Killing form of so(4). In this case Corollary 3.3.4 states
that every such bi-invariant distance cannot be restricted negative definite.
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3.4 Final remarks
We were intrigued by the different behavior of the invariant distance of SU(2) and
SO(3) despite these groups are locally isometric and decided to compute also for SU(2)
the development
d(g, e) =
∑
ℓ
αℓχℓ(g) . (3.4.19)
This is not difficult as, denoting by t the distance of g from e, the characters of SU(2)
are
χℓ(g) =
sin((ℓ+ 1)t)
sin t
, t 6= kπ
and χℓ(e) = ℓ + 1 if t = 0, χℓ(−) = (−1)ℓ(ℓ + 1) if t = π. Then it is elementary to
compute, for ℓ > 0,
αℓ =
1
π
∫ π
0
t sin((ℓ+ 1)t) sin t dt =
−
8
π
m+1
m2(m+2)2
ℓ odd
0 ℓ even
thus confirming the restricted negative definiteness of d (see Remark 3.1.2). Remark
also that the coefficients corresponding to the even numbered representations, that are
also representations of SO(3), here vanish.
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High-energy Gaussian
eigenfunctions
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Chapter 4
Background: Fourth-Moment
phenomenon and Gaussian
eigenfunctions
As made clear by the title, this chapter is first devoted to the so-called Fourth Moment
phenomenon. Main results in this area are summarized in the recent monograph [53]:
a beautiful connection has been established between Malliavin calculus and Stein’s
method for normal approximations to prove Berry-Esseen bounds and quantitative
Central Limit Theorems for functionals of a Gaussian random field.
Finally we recall definitions and fix some notation for Gaussian eigenfunctions on
the d-dimensional unit sphere Sd (d ≥ 2) whose properties we will deeply investigate
in the sequel of this work.
4.1 Fourth-moment theorems
4.1.1 Isonormal Gaussian fields
Let H be a (real) separable Hilbert space with inner product 〈·, ·〉H and (Ω,F ,P) some
probability space.
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Definition 4.1.1. The isonormal Gaussian field T on H is a centered Gaussian ran-
dom field (T (h))h∈H whose covariance kernel is given by
Cov (T (h), T (h′)) = 〈h, h′〉H , h, h′ ∈ H . (4.1.1)
Consider, from now on, the case H = L2(X,X , µ) the space of square integrable
functions on the measure space (X,X , µ), where X is a Polish space, X is the σ-field
on X and µ is a positive, σ-finite and non-atomic measure on (X,X ). As usual the
inner product is given by 〈f, g〉H =
∫
X
f(x)g(x) dµ(x).
Let us recall the construction of an isonormal Gaussian field on H . Consider a (real)
Gaussian measure over (X,X ), i.e. a centered Gaussian family W
W = {W (A) : A ∈ X , µ(A) < +∞}
such that for A,B ∈ X of µ-finite measure, we have
E[W (A)W (B)] = µ(A ∩B) .
We define a random field T = (T (f))f∈H on H as follows. For each f ∈ H , let
T (f) =
∫
X
f(x) dW (x) (4.1.2)
be the Wiener-Itoˆ integral of f with respect toW . The random field T is the isonormal
Gaussian field on H : indeed it is centered Gaussian and by construction
Cov (T (f), T (g)) = 〈f, g〉H .
4.1.2 Wiener chaos and contractions
Let us recall now the notion of Wiener chaos. Define the space of constants C0 :=
R ⊆ L2(P), and for q ≥ 1, let Cq be the closure in L2(P) := L2(Ω,F ,P) of the linear
subspace generated by random variables of the form
Hq(T (f)) , f ∈ H, ‖f‖H = 1 ,
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where Hq denotes the q-th Hermite polynomial, i.e.
Hq(t) := (−1)qφ−1(t) d
q
dtq
φ(t) , t ∈ R , (4.1.3)
φ being the density function of a standard Gaussian r.v. Z ∼ N (0, 1). Cq is called the
q-th Wiener chaos.
The following, well-known property is very important: let Z1, Z2 ∼ N (0, 1) be jointly
Gaussian; then, for all q1, q2 ≥ 0
E[Hq1(Z1)Hq2(Z2)] = q1! E[Z1Z2]
q1 δq1q2 . (4.1.4)
Theorem 4.1.2. The Wiener-Itoˆ chaos expansion holds
L2(P) =
+∞⊕
q=0
Cq ,
the above sum being orthogonal from (4.1.4). Equivalently, each random variable F ∈
L2(P) admits a unique decomposition in the L2(P)-sense of the form
F =
∞∑
q=0
Jq(F ) , (4.1.5)
where Jq : L
2(P)−→Cq is the orthogonal projection operator onto the q-th Wiener
chaos. Remark that J0(F ) = E[F ].
Often we will use the symbols proj(F |Cq) or Fq instead of Jq(F ).
We denote by H⊗q and H⊙q the q-th tensor product and the q-th symmetric tensor
product ofH respectively. Therefore H⊗q = L2(Xq,X q, µq) and H⊙q = L2s(Xq,X q, µq),
where by L2s we mean the symmetric and square integrable functions w.r.t. µ
q. Note
that for (x1, x2, . . . , xq) ∈ Xq and f ∈ H , we have
f⊗q(x1, x2, . . . , xq) = f(x1)f(x2) . . . f(xq) .
Now for q ≥ 1, let us define the map Iq as
Iq(f
⊗q) := Hq(T (f)) , f ∈ H , (4.1.6)
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which can be extended to a linear isometry between H⊙q equipped with the modified
norm
√
q! ‖ ·‖H⊙q and the q-th Wiener chaos Cq. Moreover for q = 0, set I0(c) = c ∈ R.
Hence (4.1.5) becomes
F =
∞∑
q=0
Iq(fq) , (4.1.7)
where the kernels fq, q ≥ 0 are uniquely determined, f0 = E[F ] and for q ≥ 1 f ∈ H⊙q.
In our setting, it is well known that for h ∈ H⊙q, Iq(h) coincides with the multiple
Wiener-Ito integral of order q of h with respect to the Gaussian measure W , i.e.
Iq(h) =
∫
Xq
h(x1, x2, . . . xq) dW (x1)dW (x2) . . . dW (xq) (4.1.8)
and, loosely speaking, F in (4.1.7) can be seen as a series of (multiple) stochastic
integrals.
For every p, q ≥ 1, f ∈ H⊗p, g ∈ H⊗q and r = 1, 2, . . . , p∧q, the so-called contraction
of f and g of order r is the element f ⊗r g ∈ H⊗p+q−2r given by
f ⊗r g (x1, . . . , xp+q−2r) =
=
∫
Xr
f(x1, . . . , xp−r, y1, . . . ,yr)g(xp−r+1, . . . , xp+q−2r, y1, . . . , yr) dµ(y) ,
(4.1.9)
where we set dµ(y) := dµ(y1) . . . dµ(yr).
For p = q = r, we have f ⊗r g = 〈f, g〉H⊗r and for r = 0, f ⊗0 g = f ⊗ g. Note that
f⊗rg is not necessarily symmetric, let us denote by f⊗˜rg its canonical symmetrization.
The following multiplication formula is well-known: for p, q = 1, 2, . . . , f ∈ H⊙p,
g ∈ H⊙q, we have
Ip(f)Iq(g) =
p∧q∑
r=0
r!
(
p
r
)(
q
r
)
Ip+q−2r(f⊗˜rg) .
4.1.3 Some language of Malliavin calculus
Let S be the set of all cylindrical r.v.’s of the type F = f(T (h1), . . . , T (hm)), where
m ≥ 1, f : Rm → R is an infinitely differentiable function with compact support and
51
Sec. 4.1 - Fourth-moment theorems
hi ∈ H . The Malliavin derivative DF (orD1F ) of F w.r.t. T is the element ∈ L2(Ω, H)
defined as
DF =
∑
i
∂f
∂xi
(T (h1), . . . , T (hm))hi .
We can define, by iteration, the r-th derivative DrF which is an element of L2(Ω, H⊙r)
for every r ≥ 2. Recall that S is dense in Lq(P) for each q ≥ 1.
For r ≥ 1 and q ≥ 1, let us denote by Dr,q the closure of S w.r.t. the norm ‖ · ‖Dr,q
defined by the relation
‖F‖Dr,q :=
(
E[|F |q] + · · ·+ E[‖DrF‖qH⊙r ]
) 1
q .
For q, r ≥ 1, the r-th Malliavin derivative of the random variable F = Iq(f) ∈ Cq
where f ∈ H⊙q, is given by
DrF =
q!
(q − r)!Iq−r(f) , (4.1.10)
for r ≤ q, and DrF = 0 for r > q.
It is possible to show that if we consider the chaotic representation (4.1.7), then
F ∈ Dr,2 if and only if
+∞∑
q=r
qrq! ‖fq‖2H⊙q < +∞
and in this case
DrF =
+∞∑
q=r
q!
(q − r)!Iq−r(fq) .
We need to introduce also the generator of the Ornstein-Uhlenbeck semigroup, defined
as
L := −
∞∑
q=1
q Jq ,
where Jq is the orthogonal projection operator on Cq, as in (4.1.5). The domain of L
consists of F ∈ L2(P) such that
+∞∑
q=1
q2‖Jq(F )‖2L2(P) < +∞ .
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The pseudo-inverse operator of L is defined as
L−1 = −
∞∑
q=1
1
q
Jq
and satisfies for each F ∈ L2(P)
LL−1F = F − E[F ] ,
equality that justifies its name.
4.1.4 Main theorems
We will need the following definition throughout the rest of this thesis.
Definition 4.1.3. Denote by P the collection of all probability measures on R, and let
d : P ×P → R be a distance on P. We say that the d metrizes weak convergence on
P if the following double implication holds for every collection {P,Pn : n ≥ 1} ⊂ P,
as n→∞:
Pn converges weakly to P if and only if d(Pn,P)→ 0.
Given two random variables X1, X2 and a distance d on P, by an abuse of notation we
shall write d(X1, X2) to indicate the quantity d(D(X1),D(X2)), where D(Xi) indicates
the distribution of Xi, i = 1, 2. Recall that, given random variables {X,Xn : n ≥
1}, one has that D(Xn) converges weakly to D(X) if and only if Xn converges in
distribution to X . In this case, we write
Xn
d−→ X or Xn L−→ X ,
whereas X
d
= Y or X
L
= Y indicates that D(X) = D(Y ).
Outstanding examples of distances metrizing weak convergence are the Prokhorov
distance (usually denoted by ρ) and the Fortet-Mourier distance (or bounded Wasser-
stein distance, usually denoted by β). These are given by
ρ (P,Q) = inf {ǫ > 0 : P(A) ≤ ǫ+Q(Aǫ), for every Borel setA ⊂ R} ,
53
Sec. 4.1 - Fourth-moment theorems
where Aǫ := {x : |x− y| < ǫ, for some y ∈ A}, and
β (P,Q) = sup
{∣∣∣∣∫
R
f d(P−Q)
∣∣∣∣ : ‖f‖BL ≤ 1} .
where ‖ · ‖BL = ‖ · ‖L + ‖ · ‖∞, and ‖ · ‖L is the usual Lipschitz seminorm (see e.g. [27,
Section 11.3] for further details on these notions).
Let us recall moreover the usual Kolmogorov dK , total variation dTV and Wasserstein
dW distances between r.v.’s X, Y : for D ∈ {K, TV,W}
dD(X, Y ) := sup
h∈HD
|E[h(X)]− E[h(Y )]| , (4.1.11)
where HK = {1(· ≤ z), z ∈ R}, HTV = {1A(·), A ∈ B(R)} and HW is the set of
Lipschitz functions with Lipschitz constant one.
It is a standard fact (see e.g. [53, Proposition C.3.1]) that dK does not metrize, in
general, weak convergence on P.
The connection between stochastic calculus and probability metrics is summarized
in the following result (see e.g. [53], Theorem 5.1.3), which will provide the basis for
most of our results to follow.
From now on, N (µ, σ2) shall denote the Gaussian law with mean µ and variance σ2.
Proposition 4.1.4. Let F ∈ D1,2 such that E[F ] = 0, E[F 2] = σ2 < +∞. Then we
have for Z ∼ N (0, σ2)
dW (F, Z) ≤
√
2
σ2 π
E[
∣∣σ2 − 〈DF,−DL−1F 〉H∣∣] .
Also, assuming in addition that F has a density
dTV (F, Z) ≤ 2
σ2
E[
∣∣σ2 − 〈DF,−DL−1F 〉H∣∣] ,
dK(F, Z) ≤ 1
σ2
E[
∣∣σ2 − 〈DF,−DL−1F 〉H∣∣] .
Moreover if F ∈ D1,4, we have also
E[
∣∣σ2 − 〈DF,−DL−1F 〉H∣∣] ≤√Var[〈DF,−DL−1F 〉H] .
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Furthermore, in the special case where F = Iq(f) for f ∈ H⊙q, q ≥ 2 then from [53],
Theorem 5.2.6
E[
∣∣σ2 − 〈DF,−DL−1F 〉H∣∣] ≤
√
Var
(
1
q
‖DF‖2H
)
, (4.1.12)
and Lemma 5.2.4 gives
Var
(
1
q
‖DF‖2H
)
=
1
q2
q−1∑
r=1
r2r!2
(
q
r
)4
(2q − 2r)!‖f⊗˜rf‖2H⊗2q−2r . (4.1.13)
In addition it is possible to show the powerful chain of inequalities: for q ≥ 2
Var
(
1
q
‖DF‖2H
)
≤ q − 1
3q
k4(F ) ≤ (q − 1)Var
(
1
q
‖DF‖2H
)
,
where
k4(F ) := E[F
4]− 3(σ2)2
is the fourth cumulant of F .
Remark 4.1.5. Note that in (4.1.13) we can replace ‖f⊗˜rf‖2H⊗2q−2r with the norm of
the unsymmetrized contraction ‖f ⊗r f‖2H⊗2q−2r for the upper bound, since
‖f⊗˜rf‖2H⊗2q−2r ≤ ‖f ⊗r f‖2H⊗2q−2r
by the triangular inequality.
We shall make an extensive use of the following.
Corollary 4.1.6. Let Fn, n ≥ 1, be a sequence of random variables belonging to the
q-th Wiener chaos, for some fixed integer q ≥ 2. Then we have the following bound:
for D ∈ {K, TV,W}
dD
(
Fn√
Var(Fn)
, Z
)
≤ CD(q)
√
k4 (Fn)
Var(Fn)2
, (4.1.14)
where Z ∼ N (0, 1), for some constant CD(q) > 0. In particular, if the right hand side
in (4.1.14) vanishes for n→ +∞, then the following convergence in distribution holds
Fn√
Var(Fn)
L−→Z .
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4.2 Gaussian eigenfunctions on the d-sphere
4.2.1 Some more notation
For any two positive sequence an, bn, we shall write an ∼ bn if limn→∞ anbn = 1 and an ≪
bn or an = O(bn) if the sequence
an
bn
is bounded; moreover an = o(bn) if limn→∞ anbn = 0.
Also, we write as usual dx for the Lebesgue measure on the unit d-dimensional sphere
Sd ⊂ Rd+1, so that ∫
Sd
dx = µd where µd :=
2π
d+1
2
Γ( d+12 )
, as already stated in (1.1.1). Recall
that the triple (Ω,F ,P) denotes a probability space and E stands for the expectation
w.r.t P; convergence (resp. equality) in law is denoted by→L or equivalently→d (resp.
=L or =d) and finally, as usual, N (µ, σ2) stands for a Gaussian random variable with
mean µ and variance σ2.
Let ∆Sd (d ≥ 2) denote the Laplace-Beltrami operator on Sd and (Yℓ,m;d)ℓ,m the
orthonormal system of (real-valued) spherical harmonics, i.e. for ℓ ∈ N the set of
eigenfunctions
∆SdYℓ,m;d + ℓ(ℓ+ d− 1)Yℓ,m;d = 0 , m = 1, 2, . . . , nℓ;d .
For d = 2 compare with (1.2.19). As well-known, the spherical harmonics (Yℓ,m;d)
nℓ;d
m=1
represent a family of linearly independent homogeneous polynomials of degree ℓ in d+1
variables restricted to Sd of size
nℓ;d :=
2ℓ+ d− 1
ℓ
(
ℓ+ d− 2
ℓ− 1
)
∼ 2
(d− 1)!ℓ
d−1 , as ℓ→ +∞ ,
see e.g. [2] for further details.
4.2.2 Definition and properties
Definition 4.2.1. For ℓ ∈ N, the Gaussian eigenfunction Tℓ on Sd is defined as
Tℓ(x) :=
nℓ;d∑
m=1
aℓ,mYℓ,m;d(x) , x ∈ Sd , (4.2.15)
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with the random coefficients (aℓ,m)
nℓ;d
m=1 Gaussian i.i.d. random variables, satisfying the
relation
E[aℓ,maℓ,m′ ] =
µd
nℓ;d
δm
′
m ,
where δba denotes the Kronecker delta function and µd =
2π
d+1
2
Γ( d+12 )
the hypersurface volume
of Sd, as in (1.1.1).
It is then readily checked that (Tℓ)ℓ∈N represents a sequence of isotropic, zero-mean
Gaussian random fields on Sd, according to Definition (1.3.1) and moreover
E[Tℓ(x)
2] = 1 , x ∈ Sd .
Tℓ is a continuous random field (Definition 1.3.3) and its isotropy simply means that
the probability laws of the two random fields Tℓ(·) and T gℓ (·) := Tℓ(g ·) are equal (in
the sense of finite dimensional distributions) for every g ∈ SO(d+ 1) (see (1.3.25)).
As briefly states in the Introduction of this thesis, it is also well-known that every
Gaussian and isotropic random field T on Sd satisfies in the L2(Ω × Sd)-sense the
spectral representation (see [38, 1, 40] e.g.)
T (x) =
∞∑
ℓ=1
cℓTℓ(x) , x ∈ Sd ,
where for every x ∈ Sd, E [T (x)2] = ∑∞ℓ=1 c2ℓ < ∞; hence the spherical Gaussian
eigenfunctions (Tℓ)ℓ∈N can be viewed as the Fourier components (Chapter 1) of the
field T (note that w.l.o.g. we are implicitly assuming that T is centered). Equivalently
these random eigenfunctions (4.2.15) could be defined by their covariance function,
which equals
E[Tℓ(x)Tℓ(y)] = Gℓ;d(cos d(x, y)) , x, y ∈ Sd . (4.2.16)
Here and in the sequel, d(x, y) is the spherical distance between x, y ∈ Sd, and Gℓ;d :
[−1, 1]−→R is the ℓ-th normalized Gegenbauer polynomial, i.e.
Gℓ;d ≡ P
(d
2
−1, d
2
−1)
ℓ(
ℓ+ d
2
− 1
ℓ
) ,
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where P
(α,β)
ℓ are the Jacobi polynomials; throughout the whole thesis thereforeGℓ;d(1) =
1. As a special case, for d = 2, it equals Gℓ;2 ≡ Pℓ, the degree-ℓ Legendre polynomial.
Remark that the Jacobi polynomials P
(α,β)
ℓ are orthogonal on the interval [−1, 1] with
respect to the weight function w(t) = (1−t)α(1+t)β and satisfy P (α,β)ℓ (1) =
(
ℓ+ α
ℓ
)
,
see e.g. [64] for more details.
4.2.3 Isonormal representation
Let us give the isonormal representation (4.1.2) on L2(Sd) for the Gaussian random
eigenfunctions Tℓ, ℓ ≥ 1. We shall show that the following identity in law holds:
Tℓ(x)
L
=
∫
Sd
√
nℓ;d
µd
Gℓ;d(cos d(x, y)) dW (y) , x ∈ Sd ,
where W is a Gaussian white noise on Sd. To compare with (4.1.2),
Tℓ(x) = T (fx) ,
where T is the isonormal Gaussian field on L2(Sd) and
fx(·) :=
√
nℓ;d
µd
Gℓ;d(cos d(x, ·)) .
Moreover we have immediately that
E
[∫
Sd
√
nℓ;d
µd
Gℓ;d(cos d(x, y)) dW (y)
]
= 0 ,
and by the reproducing formula for Gegenbauer polynomials ([64])
E
[∫
Sd
√
nℓ;d
µd
Gℓ;d(cos d(x1, y1)) dW (y1)
∫
Sd
√
nℓ;d
µd
Gℓ;d(cos d(x2, y2)) dW (y2)
]
=
=
nℓ;d
µd
∫
Sd
Gℓ;d(cos d(x1, y))Gℓ;d(cos d(x2, y))dy = Gℓ;d(cos d(x1, x2)) .
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Chapter 5
Empirical measure of excursion sets
The asymptotic behavior (i.e. for growing eigenvalues) of Gaussian eigenfunctions
on a compact Riemannian manifold is a topic which has recently drawn considerable
attention, see e.g. [?, 34, 12].
In particular, in view of Berry’s Random Wave model [69] much effort has been
devoted to the case of the sphere S2 (see [50, 68, 45, 47]).
As anticipated in the Introduction, the aim of this chapter is the investigation of the
asymptotic distribution of the empirical measure Sℓ(z) of z-excursion sets of random
spherical harmonics. A Central Limit Theorem has already been proved [47], but it can
provide little guidance to the actual distribution of random functionals, as it is only
an asymptotic result with no information on the speed of convergence to the limiting
distribution.
In [44] therefore we exploit the results about fourth-moments phenomenon (see [53]
and Chapter 4) to establish quantitative Central Limit Theorems for the excursion
volume of Gaussian eigenfunctions on the d-dimensional unit sphere Sd, d ≥ 2 (see also
[59]).
We note that there are already results in the literature giving rates of convergence in
CLTs for value distributions of eigenfunctions of the spherical Laplacian, see in particu-
lar [48], which investigates however the complementary situation to the one considered
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here, i.e. the limit for eigenfunctions of fixed degree ℓ and increasing dimension d.
To achieve our goal, we will provide a number of intermediate results of indepen-
dent interest, namely the asymptotic analysis for the variance of moments of Gaussian
eigenfunctions, the rates of convergence for various probability metrics for so-called
Hermite subordinated processes, the analysis of arbitrary polynomials of finite order
and square integrable nonlinear transforms. All these results could be useful to attack
other problems, for instance quantitative Central Limit Theorems for Lipschitz-Killing
curvatures of arbitrary order. A more precise statement of our results and a short
outline of the proof is given in §5.1.
5.1 Main results and outline of the proofs
The excursion volume of Tℓ (4.2.15), for any fixed z ∈ R can be written as
Sℓ(z) =
∫
Sd
1(Tℓ(x) > z) dx , (5.1.1)
where 1(· > z) denotes the indicator function of the interval (z,∞); note that
E[Sℓ(z)] = µd(1−Φ(z)), where Φ(z) is the standard Gaussian cdf and µd as in (1.1.1).
The variance of this excursion volume will be shown below to have the following asymp-
totic behavior (as ℓ→ +∞)
Var(Sℓ(z)) =
z2φ(z)2
2
µ2d
nℓ,d
+ o(ℓ−d) , (5.1.2)
where φ denotes the standard Gaussian density and nℓ,d ∼ 2(d−1)!ℓd−1 is the dimension
of the eigenspace related to the eigenvalue −ℓ(ℓ + d− 1), as in Chapter 4.
Note that the variance is of order smaller than ℓ−(d−1) if and only if z = 0.
The main result of this chapter is then as follows.
Theorem 5.1.1. The excursion volume Sℓ(z) in (5.1.1) of Gaussian eigenfunctions
Tℓ on S
d, d ≥ 2, satisfies a quantitative CLT as ℓ→ +∞, with rate of convergence in
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the Wasserstein distance (4.1.11) given by, for z 6= 0 and Z ∼ N (0, 1)
dW
(
Sℓ(z)− µd(1− Φ(z))√
Var[Sℓ(z)]
, Z
)
= O
(
ℓ−1/2
)
.
An outline of the main steps and auxiliary results to prove this theorem is given in
the following subsection.
5.1.1 Steps of the proofs
The first tool to investigate quantitative CLTs for the excursion volume of Gaussian
eigenfunctions on Sd (compare for d = 2 with [47]) is to study the asymptotic behavior,
as ℓ→∞, of the random variables hℓ;q,d defined for ℓ = 1, 2, . . . and q = 0, 1, . . . as
hℓ;q,d =
∫
Sd
Hq(Tℓ(x)) dx , (5.1.3)
where Hq represent the family of Hermite polynomials (4.1.3) (see also [53]). The
rationale to investigate these sequences is the fact that the excursion volume, and
more generally any square integrable transform of Tℓ, admits the Wiener-Ito chaos
decomposition (4.1.5) (for more details e.g. [53], §2.2), i.e. a series expansion in the
L2(P)-sense of the form
Sℓ(z) =
+∞∑
q=0
Jq(z)
q!
hℓ;q,d , (5.1.4)
where J0(z) = 1 − Φ(z) and for q ≥ 1, Jq(z) = E[1(Z > z)Hq(Z)], Φ and φ denoting
again respectively the cdf and the density of Z ∼ N (0, 1).
The main idea in our argument will then be to establish first a CLT for each of the
summands in the series, and then to deduce from this a CLT for the excursion volume.
The starting point will then be the analysis of the asymptotic variances for hℓ;q,d, as
ℓ→ +∞.
To this aim, note first that, for all d
hℓ;0,d = µd , hℓ;1,d = 0
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a.s., and therefore it is enough to restrict our discussion to q ≥ 2. Moreover E[hℓ;q,d] = 0
and
Var[hℓ;q,d] = q!µdµd−1
∫ π
0
Gℓ;d(cos ϑ)
q(sinϑ)d−1 dϑ (5.1.5)
(see §5.6 for more details). Gegenbauer polynomials satisfy the symmetry relationships
[64]
Gℓ;d(t) = (−1)ℓGℓ;d(−t) ,
whence the r.h.s. integral in (5.1.5) vanishes identically when both ℓ and q are odd;
therefore in these cases hℓ;q,d = 0 a.s. For the remaining cases we have
Var[hℓ;q,d] = 2q!µdµd−1
∫ π
2
0
Gℓ;d(cos ϑ)
q(sinϑ)d−1 dϑ . (5.1.6)
We have hence the following asymptotic result for these variances, whose proof is given
in §5.6.1.
Proposition 5.1.2. As ℓ→∞, for q, d ≥ 3,∫ π
2
0
Gℓ;d(cosϑ)
q(sin ϑ)d−1 dϑ =
cq;d
ℓd
(1 + oq;d(1)) . (5.1.7)
The constants cq;d are given by the formula
cq;d =
(
2
d
2
−1
(
d
2
− 1
)
!
)q ∫ +∞
0
J d
2
−1(ψ)
qψ
−q
(
d
2
−1
)
+d−1
dψ , (5.1.8)
where J d
2
−1 is the Bessel function of order
d
2
− 1. The r.h.s. integral in (5.1.8) is
absolutely convergent for any pair (d, q) 6= (3, 3) and conditionally convergent for d =
q = 3.
It is well known that for d ≥ 2, the second moment of the Gegenbauer polynomials
is given by ∫ π
0
Gℓ;d(cos ϑ)
2(sin ϑ)d−1 dϑ =
µd
µd−1 nℓ;d
, (5.1.9)
whence
Var(hℓ;2,d) = 2
µ2d
nℓ;d
∼ 4µdµd−1 c2;d
ℓd−1
, as ℓ→ +∞ , (5.1.10)
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where c2;d :=
(d−1)!µd
4µd−1
. For d = 2 and every q, the asymptotic behavior of these integrals
was resolved in [45]. In particular, it was shown that for q = 3 or q ≥ 5
Var(hℓ;q,2) = (4π)
2q!
∫ π
2
0
Pℓ(cos ϑ)
q sinϑ dϑ = (4π)2q!
cq;2
ℓ2
(1 + oq(1)) , (5.1.11)
where
cq;2 =
∫ +∞
0
J0(ψ)
qψ dψ , (5.1.12)
J0 being the Bessel function of order 0 and the above integral being absolutely conver-
gent for q ≥ 5 and conditionally convergent for q = 3. On the other hand, for q = 4,
as ℓ→∞,
Var[hℓ;4,2] ∼ 242 logℓ
ℓ2
= (4π)24! c4;2
log ℓ
ℓ2
, (5.1.13)
where we set c4;2 :=
3
2π2
. Clearly for any d, q ≥ 2, the constants cq;d are nonnegative
and it is obvious that cq;d > 0 for all even q. Moreover, as we will recall in the next
chapter, there exists an explicit formula in the case q = 3.
We conjecture that this strict inequality holds for every (d, q), but leave this issue
as an open question for future research; also, in view of the previous discussion on
the symmetry properties of Gegenbauer polynomials, to simplify the discussion in the
sequel we restrict ourselves to even multipoles ℓ.
As argued earlier, the following step is to establish quantitative CLTs for hℓ;q,d (see
§5.3) in various probability metrics (4.1.11). Here the crucial point to stress is that the
Gaussian eigenfunctions (Tℓ)ℓ can be always expressed as stochastic integrals with re-
spect to a Gaussian white noise measure on Sd, as seen in Chapter 4. As a consequence,
the random sequences hℓ;q,d can themselves be represented as multiple Wiener-Ito in-
tegrals, and therefore fall inside the domain of quantitative CLTs by means of the
Nourdin-Peccati approach (Chapter 4). It is thus sufficient to investigate the so-called
circular components of their normalized fourth-order cumulants (Proposition 4.1.4) to
establish the following Proposition 5.1.3.
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Proposition 5.1.3. For all d, q ≥ 2 and D ∈ {K, TV,W} we have, as ℓ→ +∞,
dD
(
hℓ;q,d√
Var[hℓ;q,d]
, Z
)
= O
(
ℓ−δ(q;d)(log ℓ)−η(q;d)
)
, (5.1.14)
where for d = 2
δ(2; 2) = δ(3; 2) = 1/2 , δ(4; 2) = 0 , δ(q; 2) = 1/4 for q ≥ 5 ; (5.1.15)
η(4; 2) = 1 , η(5; 2) = η(6; 2) = −1 , δ(q; 2) = 0 for q = 2, 3 and for q ≥ 7 ;
whereas for d ≥ 3 we have
η(q; d) = 0 for q ≥ 2 ;
δ(2; d) = (d− 1)/2 , δ(3; d) = (d− 5)/2 , δ(4; d) = (d− 3)/2
δ(q; d) = (d− 1)/4 for q ≥ 5 .
Let us set R(ℓ; q, d) := ℓ−δ(q;d)(log ℓ)−η(q;d). The following corollary is immediate.
Corollary 5.1.4. For all q such that (d, q) 6= (3, 3), (3, 4), (4, 3), (5, 3) and cq;d > 0,
d ≥ 2,
h2ℓ;q,d√
V ar[h2ℓ;q,d]
L−→Z , as ℓ→ +∞ , (5.1.16)
where Z ∼ N (0, 1).
Remark 5.1.5. For d = 2, the CLT in (5.1.16) was already provided by [47]; nev-
ertheless Theorem 5.1.3 improves the existing bounds on the speed of convergence to
the asymptotic Gaussian distribution. More precisely, for d = 2, q = 2, 3, 4 the same
rate of convergence as in (5.1.15) was given in their Proposition 3.4; however for ar-
bitrary q the total variation rate was only shown to satisfy (up to logarithmic terms)
dTV = O(ℓ
−δq), where δ4 = 110 , δ5 =
1
7
, and δq =
q−6
4q−6 <
1
4
for q ≥ 7.
Remark 5.1.6. The cases not included in Corollary 5.1.4 correspond to the pairs
where q = 4 and d = 3, or q = 3 and d = 3, 4, 5; in these circumstances the bounds
we establish on fourth-order cumulants in Proposition 5.3.3 are not sufficient to ensure
that the CLT holds. We leave these computations as a topic for future research.
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As briefly anticipated earlier in this subsection, the random variables hℓ;q,d defined in
(5.1.3) are the basic building blocks for the analysis of any square integrable nonlinear
transforms of Gaussian eigenfunctions on Sd. Indeed, let us first consider generic
polynomial functionals of the form
Zℓ =
Q∑
q=0
bq
∫
Sd
Tℓ(x)
q dx , Q ∈ N, bq ∈ R, (5.1.17)
which include, for instance, the so-called polyspectra (see e.g. [40], p.148) of isotropic
random fields defined on Sd. Note
Zℓ =
Q∑
q=0
βqh2ℓ;q,d (5.1.18)
for some βq ∈ R. It is easy to establish CLTs for generic polynomials (5.1.18) from
convergence results on h2ℓ;q,d, see e.g. [57]. It is more difficult to investigate the speed
of convergence in the CLT in terms of the probability metrics we introduced earlier;
indeed, in §5.4 we establish the following.
Proposition 5.1.7. As ℓ→∞, for Z ∼ N (0, 1)
dD
(
Zℓ − E[Zℓ]√
Var[Zℓ]
, Z
)
= O(R(Zℓ; d)) ,
where dD = dTV , dW , dK and for d ≥ 2
R(Zℓ; d) =
ℓ
−( d−12 ) if β2 6= 0 ,
maxq=3,...,Q :βq,cq;d 6=0 R(ℓ; q, d) if β2 = 0 .
The previous results can be summarized as follows: for polynomials of Hermite
rank 2, i.e. such that β2 6= 0 (more details later on the notion of Hermite rank) the
asymptotic behavior of Zℓ is dominated by the single term hℓ;2,d, whose variance is
of order ℓ−(d−1) rather than ℓ−d as for the other terms. On the other hand, when
β2 = 0, the convergence rate to the asymptotic Gaussian distribution for a generic
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polynomial is the slowest among the rates for the Hermite components into which Zℓ
can be decomposed, i.e. the terms βqh2ℓ;q,d in (5.1.18).
The fact that the bound for generic polynomials is of the same order as for the
Hermite case (and not slower) is indeed rather unexpected; it can be shown to be due
to the cancelation of some cross-product terms, which are dominant in the general
Nourdin-Peccati framework, while they vanish for spherical eigenfunctions of arbitrary
dimension (see (5.4.46) and Remark 5.4.1). An inspection of our proof will reveal
that this result is a by-product of the orthogonality of eigenfunctions corresponding
to different eigenvalues; it is plausible that similar ideas may be exploited in many
related circumstances, for instance random eigenfunction on generic compact Rieman-
nian manifolds.
Proposition 5.1.7 shows that the asymptotic behavior of arbitrary polynomials of
Hermite rank 2 is of particularly simple nature. Our result below will show that this
feature holds in much greater generality, at least as far as the Wasserstein distance dW
is concerned. Indeed, we shall consider the case of functionals of the form
Sℓ(M) =
∫
Sd
M(Tℓ(x)) dx , (5.1.19)
where M : R → R is some measurable function such that E[M(Z)2] < +∞, where
Z ∼ N (0, 1). As in Chapter 4, for such transforms the following chaos expansion holds
in the L2(P)-sense (4.1.5)
M(Tℓ) =
∞∑
q=0
Jq(M)
q!
Hq(Tℓ) , Jq(M) := E[M(Tℓ)Hq(Tℓ)] . (5.1.20)
Therefore the asymptotic analysis, as ℓ → ∞, of Sℓ(M) in (5.1.19) directly follows
from the Gaussian approximation for hℓ;q,d and their polynomial transforms Zℓ. More
precisely, in §5.5 we prove the following result.
Proposition 5.1.8. Let Z ∼ N (0, 1). For functions M in (5.1.19) such that
E [M(Z)H2(Z)] = J2(M) 6= 0 ,
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we have
dW
(
S2ℓ(M)− E[S2ℓ(M)]√
V ar[S2ℓ(M)]
, Z
)
= O(ℓ−1/2) , as ℓ→∞ , (5.1.21)
in particular
S2ℓ(M)− E[S2ℓ(M)]√
Var[S2ℓ(M)]
L−→Z . (5.1.22)
Proposition 5.1.8 provides a Breuer-Major like result on nonlinear functionals, in the
high-frequency limit (compare for instance [?]). While the CLT in (5.1.22) is somewhat
expected, the square-root speed of convergence (5.1.21) to the limiting distribution may
be considered quite remarkable; it is mainly due to some specific features in the chaos
expansion of Gaussian eigenfunctions, which is dominated by a single term at q = 2.
Note that the function M need not be smooth in any meaningful sense; indeed, as
explained above, our main motivating rationale here is the analysis of the asymptotic
behavior of the excursion volume in (5.1.1) Sℓ(z) = Sℓ(M), where M(·) = Mz(·) =
1(· > z) is again the indicator function of the interval (z,+∞). An application of
Proposition 5.1.8 (compare (5.1.4) to (5.1.20)) provides a quantitative CLT for Sℓ(z),
z 6= 0, thus completing the proof of our main result.
The plan of the rest of this chapter is as follows: in §5.2 we specialize results in
Chapter 4 to the hypersphere, in §5.3 we establish the quantitative CLT for the se-
quences hℓ;q,d,, while §5.4 extends these results to generic finite-order polynomials. The
results for general nonlinear transforms and excursion volumes are given in §5.5; most
technical proofs and (hard) estimates, including in particular evaluations of asymptotic
variances, are collected in §5.6.
5.2 Polynomial transforms in Wiener chaoses
As mentioned earlier in §5.1, we shall be concerned first with random variables hℓ;q,d,
ℓ ≥ 1, q, d ≥ 2
hℓ;q,d =
∫
Sd
Hq(Tℓ(x)) dx ,
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and their (finite) linear combinations
Zℓ =
Q∑
q=2
βqhℓ;q,d , βq ∈ R, Q ∈ N . (5.2.23)
Our first objective is to represent (5.2.23) as a (finite) sum of (multiple) stochastic
integrals as in (4.1.7), in order to apply the results recalled in Chapter 4. Note that
by (4.1.6), we have
Hq(Tℓ(x)) = Iq(f
⊗q
x ) =
=
∫
(Sd)q
(
nℓ;d
µd
)q/2
Gℓ;d(cos d(x, y1)) . . .Gℓ;d(cos d(x, yq)) dW (y1)...dW (yq) ,
so that
hℓ;q,d
L
=
∫
(Sd)q
gℓ;q(y1, ..., yq) dW (y1)...dW (yq) ,
where
gℓ;q(y1, ..., yq) :=
∫
Sd
(
nℓ;d
µd
)q/2
Gℓ;d(cos d(x, y1)) . . . Gℓ;d(cos d(x, yq)) dx . (5.2.24)
Thus we just established that hℓ;q,d
L
= Iq(gℓ;q) and therefore
Zℓ
L
=
Q∑
q=2
Iq(βq gℓ;q) , (5.2.25)
as required. It should be noted that for such random variables Zℓ, the conditions of
the Proposition 4.1.4 are trivially satisfied.
5.3 The quantitative CLT for Hermite transforms
In this section we prove Proposition 5.1.3 with the help of Proposition 4.1.4 and (4.1.13)
in particular. The identifications of §5.2 lead to some very explicit expressions for the
contractions (4.1.9), as detailed in the following result.
For ℓ ≥ 1, q ≥ 2, let gℓ;q be defined as in (5.2.24).
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Lemma 5.3.1. For all q1, q2 ≥ 2, r = 1, ..., q1 ∧ q2 − 1, we have the identities
‖gℓ;q1 ⊗r gℓ;q2‖2H⊗n =
∫
(Sd)4
Grℓ;d cos d(x1, x2)G
q1∧q2−r
ℓ;d (cos d(x2, x3))G
r
ℓ;d(cos d(x3, x4))×
×Gq1∧q2−rℓ;d (cos d(x1, x4)) dx ,
where we set dx := dx1dx2dx3dx4 and n := q1 + q2 − 2r.
Proof. Assume w.l.o.g. q1 ≤ q2 and set for simplicity of notation dt := dt1 . . . dtr. The
contraction (4.1.9) here takes the form
(gℓ;q1 ⊗r gℓ;q2)(y1, ..., yn) =
=
∫
(Sd)r
gℓ;q1(y1, . . . , yq1−r, t1, . . . , tr)gℓ;q2(yq1−r+1, . . . , yn, t1, . . . , tr) dt =
=
∫
(Sd)r
∫
Sd
(
nℓ;d
µd
)q1/2
Gℓ;d(cos d(x1, y1)) . . . Gℓ;d(cos d(x1, tr)) dx1×
×
∫
Sd
(
nℓ;d
µd
)q2/2
Gℓ;d(cos d(x2, yq1−r+1)) . . . Gℓ;d(cos d(x2, tr)) dx2 dt =
=
∫
(Sd)2
(
nℓ;d
µd
)n/2
Gℓ;d(cos d(x1, y1)) . . . Gℓ;d(cos d(x1, yq1−r))×
×Gℓ;d(cos d(x2, yq1−r+1)) . . . Gℓ;d(cos d(x2, yn))Grℓ;d(cos d(x1, x2)) dx1dx2 ,
where in the last equality we have repeatedly used the reproducing property of Gegen-
bauer polynomials ([64]). Now set dy := dy1 . . . dyn. It follows at once that
‖gℓ;q1 ⊗r gℓ;q2‖2H⊗n =
∫
(Sd)n
(gℓ;q1 ⊗r gℓ;q2)2(y1, . . . , yn) dy =
=
∫
(Sd)n
∫
(Sd)2
(nℓ;d
µd
)n
Gℓ;d(cos d(x1, y1)) . . . Gℓ;d(cos d(x2, yn))G
r
ℓ;d cos d(x1, x2)dx1dx2×
×
∫
(Sd)2
Gℓ;d(cos d(x4, y1)) . . . Gℓ;d(cos d(x3, yn))G
r
ℓ;d(cos d(x3, x4)) dx3dx4 dy =
=
∫
(Sd)4
Grℓ;d(cos d(x1, x2))G
q1−r
ℓ;d (cos d(x2, x3))G
r
ℓ;d(cos d(x3, x4))G
q1−r
ℓ;d (cos d(x1, x4)) dx ,
as claimed.
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We need now to introduce some further notation, i.e. for q ≥ 2 and r = 1, . . . , q − 1
Kℓ(q; r) :=
∫
(Sd)4
Grℓ;d(cos d(x1, x2))G
q−r
ℓ;d (cos d(x2, x3))×
×Grℓ;d(cos d(x3, x4))Gq−rℓ;d (cos d(x1, x4)) dx1dx2dx3dx4,
Lemma 5.3.1 asserts that
Kℓ(q; r) = ‖gℓ;q ⊗r gℓ;q‖2H⊗2q−2r ; (5.3.26)
it is immediate to check that
Kℓ(q; r) = Kℓ(q; q − r) . (5.3.27)
In the following two propositions we bound each term of the form K(q; r) (from (5.3.27)
it is enough to consider r = 1, . . . ,
[
q
2
]
). As noted in §5.1.1, these bounds improve the
existing literature even for the case d = 2, from which we start our analysis.
For d = 2, as previously recalled, Gegenbauer polynomials become standard Legendre
polynomials Pℓ, for which it is well-known that (see (5.1.9))∫
S2
Pℓ(cos d(x1, x2))
2 dx1 = O
(
1
ℓ
)
; (5.3.28)
also, from [47], Lemma 3.2 we have that∫
S2
Pℓ(cos d(x1, x2))
4 dx1 = O
(
log ℓ
ℓ2
)
. (5.3.29)
Finally, it is trivial to show that∫
S2
|Pℓ(cos d(x1, x2))| dx1 ≤
√∫
S2
Pℓ(cos d(x1, x2))2 dx1 = O
(
1√
ℓ
)
(5.3.30)
and by Cauchy-Schwartz inequality∫
S2
|Pℓ(cos d(x2, x3))|3 dx2 = O
(√
log ℓ
ℓ3
)
. (5.3.31)
These results will be the main tools to establish the upper bounds which are collected
in the following Proposition, whose proof is deferred to the last section.
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Proposition 5.3.2. For all r = 1, 2, . . . , q − 1, we have
Kℓ(q; r) = O
(
1
ℓ5
)
for q = 3 , (5.3.32)
Kℓ(q; r) = O
(
1
ℓ4
)
for q = 4 , (5.3.33)
Kℓ(q; r) = O
(
log ℓ
ℓ9/2
)
for q = 5, 6 (5.3.34)
and
Kℓ(q; 1) = Kℓ(q; q − 1) = O
(
1
ℓ9/2
)
, Kℓ(q; r) = O
(
1
ℓ5
)
, r = 2, ..., q − 2, for q ≥ 7 .
(5.3.35)
We can now move to the higher-dimensional case, as follows. Let us start with the
bounds for all order moments of Gegenbauer polynomials. From (5.1.9)∫
Sd
Gℓ;d(cos d(x1, x2))
2dx1 = O
(
1
ℓd−1
)
; (5.3.36)
also, from Proposition 5.1.2, we have that if q = 2p, p = 2, 3, 4...,∫
Sd
Gℓ;d(cos d(x1, x2))
qdx1 = O
(
1
ℓd
)
. (5.3.37)
Finally, it is trivial to show that∫
Sd
|Gℓ;d(cos d(x2, x3))| dx2 ≤
≤
√∫
Sd
Gℓ;d(cos d(x2, x3))2dx2 = O
(
1√
ℓd−1
)
, (5.3.38)∫
Sd
|Gℓ;d(cos d(x2, x3))|3 dx2 ≤
≤
√∫
Sd
Gℓ;d(cos d(x2, x3))2dx2
√∫
Sd
Gℓ;d(cos d(x1, x2))4dx1 = O
(
1
ℓd−
1
2
)
(5.3.39)
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and for q ≥ 5 odd, ∫
Sd
|Gℓ;d(cos d(x2, x3))|q dx2 ≤
≤
√∫
Sd
Gℓ;d(cos d(x2, x3))4dx2
√∫
Sd
Gℓ;d(cos d(x1, x2))2(q−2)dx1 = O
(
1
ℓd
)
. (5.3.40)
Analogously to the 2-dimensional case, we can exploit the previous results to obtain
the following bounds, whose proof is again collected in §5.6.
Proposition 5.3.3. For all r = 1, 2, . . . , q − 1
Kℓ(q; r) = O
(
1
ℓ2d+
d−5
2
)
for q = 3 , (5.3.41)
Kℓ(q; r) = O
(
1
ℓ2d+
d−3
2
)
for q = 4 , (5.3.42)
and for r = 2, . . . , q − 2
Kℓ(q; 1) = Kℓ(q; q − 1) = O
(
1
ℓ2d+
d−1
2
)
, Kℓ(q; r) = O
(
1
ℓ3d−1
)
for q ≥ 5 . (5.3.43)
Exploiting the results in this section and the variance evaluation in Proposition 5.1.2
in §5.6, we have the proof of our first quantitative CLT.
Proof Proposition 5.1.3. By Parseval’s identity, the case q = 2 can be treated as a sum
of independent random variables and the proof follows from standard Berry-Esseen
arguments, as in Lemma 8.3 of [40] for the case d = 2. For q ≥ 3, from Proposition
4.1.4 and (4.1.13), for dD = dK , dTV , dW
dD
(
hℓ;q√
Var[hℓ;q,d]
, Z
)
= O
(
sup
r
√
Kℓ(q; r)
Var[hℓ;q,d]2
)
. (5.3.44)
The proof is thus an immediate consequence of the previous equality and the results
in Proposition 5.1.2, Proposition 5.3.2 and Proposition 5.3.3.
72
Sec. 5.4 - General polynomials
5.4 General polynomials
In this section, we show how the previous results can be extended to establish quanti-
tative CLTs, for the case of general, non Hermite polynomials. To this aim, we need
to introduce some more notation, namely (for Zℓ defined as in (5.2.23))
K(Zℓ; d) := max
q:βq 6=0
max
r=1,...,q−1
Kℓ(q; r) ,
and as in Proposition 5.1.7
R(Zℓ; d) =
ℓ−
d−1
2 , for β2 6= 0 ,
maxq=3,...,Q:βq,cq;d 6=0 R(ℓ; q, d) , for β2 = 0 .
In words, K(Zℓ; d) is the largest contraction term among those emerging from the anal-
ysis of the different Hermite components, and R(Zℓ; d) is the slowest convergence rate
of the same components. The next result is stating that these are the only quantities
to look at when considering the general case.
Proof Theorem 5.1.7. We apply Proposition 4.1.4. In our case H = L2(Sd) and
Var[〈DZℓ,−DL−1Zℓ〉H ] = Var
[
〈
Q∑
q1=2
βq1Dhℓ;q1,d,−
Q∑
q21=2
βq2DL
−1hℓ;q2,d〉H
]
=
= Var
[
Q∑
q1=2
Q∑
q1=2
βq1βq2〈Dhℓ;q1,d,−DL−1hℓ;q2,d〉H
]
.
From Chapter 4 recall that for q1 6= q2
E[〈Dhℓ;q1,d,−DL−1hℓ;q2,d〉H ] = 0 ,
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whence we write
Var
[
Q∑
q1=2
Q∑
q2=2
βq1βq2〈Dhℓ;q1,d,−DL−1hℓ;q2,d〉H
]
=
=
Q∑
q1=2
Q∑
q2=2
β2q1β
2
q2
Cov
(〈Dhℓ;q1,d,−DL−1hℓ;q1,d〉H , 〈Dhℓ;q2,d,−DL−1hℓ;q2,d〉H)+
+
Q∑
q1,q3=2
Q∑
q2 6=q1
Q∑
q4 6=q3
βq1βq2βq3βq4×
×Cov (〈Dhℓ;q1,d,−DL−1hℓ;q2,d〉H , 〈Dhℓ;q3,d,−DL−1hℓ;q4,d〉H) .
Now of course we have
Cov
(〈Dhℓ;q1,d,−DL−1hℓ;q1,d〉H , 〈Dhℓ;q2,d,−DL−1hℓ;q2,d)H) ≤
≤ (Var [〈Dhℓ;q1,d,−DL−1hℓ;q1,d〉H]Var [〈Dhℓ;q2,d,−DL−1hℓ;q2,d〉H])1/2 ,
Cov
(〈Dhℓ;q1,d,−DL−1hℓ;q2,d〉H , 〈Dhℓ;q3,d,−DL−1hℓ;q4,d〉H) ≤
≤ (Var [〈Dhℓ;q1,d,−DL−1hℓ;q2,d〉H]Var [〈Dhℓ;q3,d,−DL−1hℓ;q4,d〉H])1/2 .
Applying [53], Lemma 6.2.1 it is immediate to show that
Var
[〈Dhℓ;q1,d,−DL−1hℓ;q1,d〉H] ≤
≤ q21
q1−1∑
r=1
((r − 1)!)2
(
q1 − 1
r − 1
)4
(2q1 − 2r)! ‖gℓ;q1 ⊗r gℓ;q1‖2H⊗2q1−2r =
= q21
q1−1∑
r=1
((r − 1)!)2
(
q1 − 1
r − 1
)4
(2q1 − 2r)!Kℓ(q1; r) .
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Also, for q1 < q2
Var
[〈Dhℓ;q1,d,−DL−1hℓ;q2,d〉H] =
= q21
q1∑
r=1
((r − 1)!)2
(
q1 − 1
r − 1
)2(
q2 − 1
r − 1
)2
(q1 + q2 − 2r)!
∥∥gℓ;q1⊗˜rgℓ;q2∥∥2H⊗(q1+q2−2r) =
= q21((q1 − 1)!)2
(
q2 − 1
q1 − 1
)2
(2q1 − 2r)!
∥∥gℓ;q1⊗˜q1gℓ;q2∥∥2H⊗(q2−q1) +
+q21
q1−1∑
r=1
((r−1)!)2
(
q1 − 1
r − 1
)2(
q2 − 1
r − 1
)2
(q1+q2−2r)!
∥∥gℓ;q1⊗˜rgℓ;q2∥∥2H⊗(q1+q2−2r) =: A+B .
Let us focus on the first summand A, which includes terms that, from Lemma 5.3.1,
take the form ∥∥gℓ;q1⊗˜q1gℓ;q2∥∥2H⊗(q2−q1) ≤ ‖gℓ;q1 ⊗q1 gℓ;q2‖2H⊗(q2−q1) =
=
∫
(Sd)q2−q1
∫
(Sd)2
(
nℓ;d
µd
)q2−q1
Gℓ;d(cos d(x2, y1)) · · ·×
× · · ·Gℓ;d(cos d(x2, yq2−q1))Gℓ;d(cos d(x1, x2))q1 dx1dx2×
×
∫
(Sd)2
Gℓ;d(cos d(x3, y1))...Gℓ;d(cos d(x3, yq2−q1))Gℓ;d(cos d(x3, x4))
q1 dx3dx4 dy =: I ,
where for the sake of simplicity we have set dy := dy1...dyq2−q1. Applying q2− q1 times
the reproducing formula for Gegenbauer polynomials ([64]) we get
I =
∫
(Sd)4
Gℓ;d(cos d(x1, x2))
q1Gℓ;d(cos d(x2, x3))
q2−q1Gℓ;d(cos d(x3, x4))q1 dx . (5.4.45)
In graphical terms, these contractions correspond to the diagrams such that all q1 edges
corresponding to vertex 1 are linked to vertex 2, vertex 2 and 3 are connected by q2−q1
edges, vertex 3 and 4 by q1 edges, and no edges exist between 1 and 4, i.e. the diagram
has no proper loop. Now immediately we write
(5.4.45) =
∫
Sd
Gℓ;d(cos d(x1, x2))
q1 dx1
∫
Sd
Gℓ;d(cos d(x3, x4))
q1 dx4×
×
∫
(Sd)2
Gℓ;d(cos d(x2, x3))
q2−q1 dx2dx3 =
=
1
(q1!)2
Var[hℓ;q1,d]
2
∫
(Sd)2
Gℓ;d(cos d(x2, x3))
q2−q1 dx2dx3 .
75
Sec. 5.4 - General polynomials
Moreover we have∫
(Sd)2
Gℓ;d(cos d(x2, x3))
q2−q1 dx2dx3 = 0 , if q2 − q1 = 1 (5.4.46)
and from (5.1.9) if q2 − q1 ≥ 2∫
(Sd)2
Gℓ;d(cos d(x2, x3))
q2−q1 dx2dx3 ≤ µd
∫
Sd
Gℓ;d(cos d(x, y))
2 dx = O
(
1
ℓd−1
)
.
It follows that
‖gℓ;q1 ⊗q1 gℓ;q2‖2H⊗(q2−q1) = O
(
Var[hℓ;q1,d]
2 1
ℓd−1
)
(5.4.47)
always. For the second term, still from [53], Lemma 6.2.1 we have
B ≤ q
2
1
2
q1−1∑
r=1
((r − 1)!)2
(
q1 − 1
r − 1
)2(
q2 − 1
r − 1
)2
(q1 + q2 − 2r)!×
× (‖gℓ;q1 ⊗q1−r gℓ;q1‖2H⊗2r + ‖gℓ;q2 ⊗q2−r gℓ;q2‖2H⊗2r) =
=
q21
2
q1−1∑
r=1
((r − 1)!)2
(
q1 − 1
r − 1
)2(
q2 − 1
r − 1
)2
(q1 + q2 − 2r)! (Kℓ(q1; r) +Kℓ(q2; r)) ,
(5.4.48)
where the last step follows from Lemma 5.3.1.
Let us first investigate the case d = 2. From (5.1.10), (5.1.11) and (5.1.13) it is
immediate that
Var[Zℓ] =
Q∑
q=2
β2qVar[hℓ;q,2] =

O(ℓ−1) , for β2 6= 0
O(ℓ−2 log ℓ) , for β2 = 0 , β4 6= 0
O(ℓ−2) , otherwise.
(5.4.49)
Hence we have that for β2 6= 0 and Z ∼ N (0, 1)
dTV
(
Zℓ − EZℓ√
Var[Zℓ]
, Z
)
= O
(√Kℓ(2; r)
Var[Zℓ]
)
= O
(
ℓ−1/2
)
;
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for β2 = 0 , β4 6= 0 ,
dTV
(
Zℓ −EZℓ√
Var[Zℓ]
, Z
)
= O
(√Kℓ(4; r)
Var[Zℓ]
)
= O
(
1
log ℓ
)
and for β2 = β4 = 0, β5 6= 0 and c5 > 0
dTV
(
Zℓ − EZℓ√
Var[Zℓ]
, Z
)
= O
(√Kℓ(5; r)
Var[Zℓ]
)
= O
(
log ℓ
ℓ1/4
)
,
and analogously we deal with the remaining cases, so that we obtain the claimed result
for d = 2.
For d ≥ 3 from (5.1.9) and Proposition 5.1.2, it holds
Var[Zℓ] =
Q∑
q=2
β2qVar[hℓ;q,d] =
O(ℓ−(d−1)) , for β2 6= 0 ,O(ℓ−d) , otherwise .
Hence we have for β2 6= 0
dTV
(
Zℓ −EZℓ√
Var[Zℓ]
, Z
)
= O
(√Kℓ(2; r)
Var[Zℓ]
)
= O
(
1
ℓ
d−1
2
)
.
Likewise for β2 = 0 , β3, c3;d 6= 0,
dTV
(
Zℓ − EZℓ√
Var[Zℓ]
, Z
)
= O
(√Kℓ(3; r)
Var[Zℓ]
)
= O
(
1
ℓ
d−5
4
)
and for β2 = β3 = 0, β4 6= 0
dTV
(
Zℓ −EZℓ√
Var[Zℓ]
, Z
)
= O
(√Kℓ(4; r)
Var[Zℓ]
)
= O
(
1
ℓ
d−3
2
)
.
Finally if β2 = β3 = β4 = 0, βq, cq;d 6= 0 for some q, then
dTV
(
Zℓ − EZℓ√
Var[Zℓ]
, Z
)
= O
(√Kℓ(q; r)
Var[Zℓ]
)
= O
(√
ℓ2d
ℓ2d+
d
2
− 1
2
)
= O
(
1
ℓ
d−1
4
)
.
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Remark 5.4.1. To compare our result in these specific circumstances with the general
bound obtained by Nourdin and Peccati, we note that for (5.4.45), these authors are
exploiting the inequality
‖gℓ;q1 ⊗q1 gℓ;q2‖2H⊗(q2−q1) ≤ ‖gℓ;q1‖2H⊗q1 ‖gℓ;q2 ⊗q2−q1 gℓ;q2‖H⊗2q1 ,
see [53], Lemma 6.2.1. In the special framework we consider here (i.e., orthogonal
eigenfunctions), this provides, however, a less efficient bound than (5.4.47): indeed
from (5.4.45), repeating the same argument as in Lemma 5.3.1, one obtains
‖gℓ;q1 ⊗q1 gℓ;q2‖2H⊗(q2−q1) =
∫
(Sd)4
Gℓ;d(cos d(x1, x2))
q1Gℓ;d(cos d(x2, x3))
q2−q1×
×Gℓ;d(cos d(x3, x4))q1 dx ≤
∫
(Sd)2
Gℓ;d(cos d(x1, x2))
q1 dx1dx2×
×
( ∫
(Sd)4
Gℓ;d(cos d(x1, x2))
q1Gℓ;d(cos d(x2, x3))
q2−q1×
×Gℓ;d(cos d(x3, x4))q1Gℓ;d(cos d(x1, x4))q2−q1 dx
)1/2
=
= O
(
Var[hℓ;q1,d]
√
Kℓ(q2, q1)
)
,
yielding a bound of order
O
√Var[hℓ;q1,d]√Kℓ(q2, q1)
Var[hℓ;q1,d]
2
 = O( 4√Kℓ(q2, q1)√
Var[hℓ;q1,d]
)
(5.4.50)
rather than
O
(√
Kℓ(q2, q1)
Var[hℓ;q1,d]
2
)
; (5.4.51)
for instance, for d = 2 note that (5.4.50) is typically = O(ℓ× ℓ−9/8) = O(ℓ−1/8), while
we have established for (5.4.51) bounds of order O(ℓ−1/4).
Remark 5.4.2. Clearly the fact that ‖gℓ;q1 ⊗q1 gℓ;q2‖2H⊗(q2−q1) = 0 for q2 = q1 + 1
entails that the contraction gℓ;q1 ⊗q1 gℓ;q2 is identically null. Indeed repeating the same
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argument as in Lemma 5.3.1
gℓ;q1 ⊗q1 gℓ;q1+1 =
=
∫
(Sd)2
Gℓ;d(cos d(x1, y))Gℓ;d(cos d(x1, x2))
q1 dx1dx2 =
=
∫
Sd
Gℓ;d(cos d(x1, y))
(∫
Sd
Gℓ;d(cos d(x1, x2))
q1 dx2
)
dx1 = 0 ,
as expected, because the inner integral in the last equation does not depend on x1 by
rotational invariance.
5.5 Nonlinear functionals and excursion volumes
The techniques and results developed previously are restricted to finite-order polyno-
mials. In the special case of the Wasserstein distance, we shall show below how they
can indeed be extended to general nonlinear functionals of the form (5.1.19)
Sℓ(M) =
∫
Sd
M(Tℓ(x))dx ;
here M : R → R is a measurable function such that E[M(Z)2] < ∞, Z ∼ N (0, 1) as
in §5.1.1, and J2(M) 6= 0, where we recall that Jq(M) := E[M(Z)Hq(Z)] .
Remark 5.5.1. Without loss of generality, the first two coefficients J0(M), J1(M) can
always be taken to be zero in the present framework. Indeed, J0(M) := E[M(Z)] = 0,
assuming we work with centered variables and moreover as we noted earlier hℓ;1,d =∫
Sd
Tℓ(x) dx = 0.
Proof Proposition 5.1.8. As in [46], from (5.1.20) we write the expansion
Sℓ(M) =
∫
Sd
∞∑
q=2
Jq(M)Hq(Tℓ(x))
q!
dx .
Precisely, we write for d = 2
Sℓ(M) =
J2(M)
2
hℓ;2,2 +
J3(M)
3!
hℓ;3,2 +
J4(M)
4!
hℓ;4,2 +
∫
S2
∞∑
q=5
Jq(M)Hq(Tℓ(x))
q!
dx ,
(5.5.52)
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whereas for d ≥ 3
Sℓ(M) =
J2(M)
2
hℓ;2,d +
∫
Sd
∞∑
q=3
Jq(M)Hq(Tℓ(x))
q!
dx . (5.5.53)
Let us first investigate the case d = 2. Set for the sake of simplicity
Sℓ(M ; 1) :=
J2(M)
2
hℓ;2,2 +
J3(M)
3!
hℓ;3,2 +
J4(M)
4!
hℓ;4,2 ,
Sℓ(M ; 2) :=
∫
S2
∞∑
q=5
Jq(M)Hq(Tℓ(x))
q!
dx .
Consider Z ∼ N (0, 1) and Zℓ ∼ N
(
0, Var[Sℓ(M ;1)]
Var[Sℓ(M)]
)
. Hence from (5.5.52) and the
triangular inequality
dW
(
Sℓ(M)√
Var[Sℓ(M)]
, Z
)
≤
≤ dW
(
Sℓ(M)√
Var[Sℓ(M)]
,
Sℓ(M ; 1)√
Var[Sℓ(M)]
)
+ dW
(
Sℓ(M ; 1)√
Var[Sℓ(M)]
, Zℓ
)
+ dW (Zℓ, Z) ≤
≤ 1√
Var[Sℓ(M)]
E
(∫
S2
∞∑
q=5
Jq(M)Hq(Tℓ(x))
q!
dx
)2
1
2
+
+dW
(
Sℓ(M ; 1)√
Var[Sℓ(M)]
, Zℓ
)
+ dW (Zℓ, Z) .
Let us bound the first term of the previous summation. Of course
Var[Sℓ(M)] = Var[Sℓ(M ; 1)] + Var[Sℓ(M ; 2)] ;
now we have (see [46])
Var[Sℓ(M ; 1)] =
J22 (M)
22
Var[hℓ;2,2] +
J23 (M)
62
Var[hℓ;3,2] +
J24 (M)
(4!)2
Var[hℓ;4,2]
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and moreover
Var[Sℓ(M ; 2)] = E
(∫
S2
∞∑
q=5
Jq(M)Hq(Tℓ(x))
q!
dx
)2 = ∞∑
q=5
J2q (M)
(q!)2
Var[hℓ;q,2]≪
≪ 1
ℓ2
∞∑
q=5
J2q (M)
q!
≪ 1
ℓ2
,
where the last bounds follows from (5.1.11) and (5.1.12). Remark that
Var(Sℓ(M)) =
∞∑
q=0
J2q (M)
q!
< +∞ .
Therefore recalling also (5.1.10) and (5.1.13)
1
Var[Sℓ(M)]
E
(∫
S2
∞∑
q=5
Jq(M)Hq(Tℓ(x))
q!
dx
)2≪ 1
ℓ
.
On the other hand, from Proposition 5.1.7
dW
(
Sℓ(M ; 1)√
Var[Sℓ(M)]
, Zℓ
)
= O
(
1√
ℓ
)
and finally, using Proposition 3.6.1 in [53],
dW (Zℓ, Z) ≤
√
2
π
∣∣∣∣Var[Sℓ(M ; 1)]Var[Sℓ(M)] − 1
∣∣∣∣ = O(1ℓ
)
,
so that the proof for d = 2 is completed.
The proof in the general case d ≥ 3 is indeed analogous, just setting
Sℓ(M ; 1) :=
J2(M)
2
hℓ;2,d ,
Sℓ(M ; 2) :=
∫
S2
∞∑
q=3
Jq(M)Hq(Tℓ(x))
q!
dx
and recalling from (5.1.9) that Var[hℓ;2,d] = O(
1
ℓd−1 ) whereas for q ≥ 3, Var[hℓ;q,d] =
O( 1
ℓd
) from Proposition 5.1.2.
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We are now in the position to establish our main result, concerning the volume of
the excursion sets, which we recall for any fixed z ∈ R is given by
Sℓ(z) := Sℓ(I(· > z)) =
∫
Sd
I(Tℓ(x) > z)dx .
Again, E[Sℓ(z)] = µd(1 − Φ(z)), where Φ(z) is the cdf of the standard Gaussian law,
and in this case we haveM =Mz := I(· > z), J2(Mz) = zφ(z), φ denoting the standard
Gaussian density. The proof of Theorem 5.1.1 is then just an immediate consequence
of Proposition 5.1.8.
Remark 5.5.2. It should be noted that the rate obtained here is much sharper than
the one provided by [58] for the Euclidean case with d = 2. The asymptotic setting
we consider is rather different from his, in that we consider the case of spherical eigen-
function with diverging eigenvalues, whereas he focusses on functionals evaluated on
increasing domains [0, T ]d for T → ∞. However the contrast in the converging rates
is not due to these different settings, indeed [14] establish rates of convergence analo-
gous to those by [58] for spherical random fields with more rapidly decaying covariance
structure than the one we are considering here. The main point to notice is that the
slow decay of Gegenbauer polynomials entails some form of long range dependent be-
haviour on random spherical harmonics; in this sense, hence, our results may be closer
in spirit to the work by [25] on empirical processes for long range dependent stationary
processes on R.
5.6 Technical proofs
5.6.1 On the variance of hℓ;q,d
In this section we study the variance of hℓ;q,d defined in (5.1.3). By (4.1.4) and the
definition of Gaussian random eigenfunctions (4.2.16), it follows that (5.1.5) hold at
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once:
Var[hℓ;q,d] = E
[(∫
Sd
Hq(Tℓ(x)) dx
)2]
=
∫
(Sd)2
E[Hq(Tℓ(x1))Hq(Tℓ(x2))] dx1dx2 =
= q!
∫
(Sd)2
E[Tℓ(x1)Tℓ(x2)]
q dx1dx2 = q!
∫
(Sd)2
Gℓ;d(cos d(x1, x2))
q dx1dx2 =
= q!µdµd−1
∫ π
0
Gℓ;d(cosϑ)
q(sin ϑ)d−1 dϑ.
Now we prove Proposition 5.1.2, inspired by the proof of [45], Lemma 5.2.
Proof of Proposition 5.1.2. By the Hilb’s asymptotic formula for Jacobi polynomials
(see [64], Theorem 8.21.12), we have uniformly for ℓ ≥ 1, ϑ ∈ [0, π
2
]
(sinϑ)
d
2
−1Gℓ;d(cosϑ) =
2
d
2
−1(ℓ+ d
2
−1
ℓ
)
aℓ,d( ϑ
sin ϑ
)1
2
J d
2
−1(Lϑ) + δ(ϑ)
 ,
where L = ℓ+ d−1
2
,
aℓ,d =
Γ(ℓ+ d
2
)
(ℓ+ d−1
2
)
d
2
−1ℓ!
∼ 1 as ℓ→∞, (5.6.54)
and the remainder is
δ(ϑ)≪

√
ϑ ℓ−
3
2 ℓ−1 < ϑ < π
2
,
ϑ
(
d
2
−1
)
+2
ℓ
d
2
−1 0 < ϑ < ℓ−1 .
Therefore, in the light of (5.6.54) and ϑ→ ϑ
sinϑ
being bounded,∫ π
2
0
Gℓ;d(cos ϑ)
q(sinϑ)d−1dϑ =
=
(
2
d
2
−1(
ℓ+ d
2
−1
ℓ
)
)q
aqℓ,d
∫ π
2
0
(sinϑ)−q(
d
2
−1)
( ϑ
sin ϑ
) q
2
Jqd
2
−1(Lϑ)(sin ϑ)
d−1dϑ +
+O
(
1
ℓq(
d
2
−1)
∫ π
2
0
(sin ϑ)−q(
d
2
−1)|J d
2
−1(Lϑ)|q−1δ(ϑ)(sinϑ)d−1dϑ
)
,
(5.6.55)
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where we used (
ℓ+ d
2
− 1
ℓ
)
≪ 1
ℓ
d
2
−1
(note that we readily neglected the smaller terms, corresponding to higher powers of
δ(ϑ)). We rewrite (5.6.55) as∫ π
2
0
Gℓ;d(cosϑ)
q(sinϑ)d−1dϑ = N + E , (5.6.56)
where
N = N(d, q; ℓ) :=
(
2
d
2
−1(ℓ+ d
2
−1
ℓ
)
)q
aqℓ,d
∫ π
2
0
(sin ϑ)−q(
d
2
−1)
( ϑ
sinϑ
) q
2
J d
2
−1(Lϑ)
q(sin ϑ)d−1dϑ
(5.6.57)
and
E = E(d, q; ℓ)≪ 1
ℓq(
d
2
−1)
∫ π
2
0
(sinϑ)−q(
d
2
−1)|J d
2
−1(Lϑ)|q−1δ(ϑ)(sin ϑ)d−1dϑ . (5.6.58)
To bound the error term E we split the range of the integration in (5.6.58) and write
E ≪ 1
ℓq(
d
2
−1)
1
ℓ∫
0
(sin ϑ)−q(
d
2
−1)|J d
2
−1(Lϑ)|q−1ϑ
(
d
2
−1
)
+2
ℓ
d
2
−1(sinϑ)d−1 dϑ+
+
1
ℓq(
d
2
−1)
∫ π
2
1
ℓ
(sinϑ)−q(
d
2
−1)|J d
2
−1(Lϑ)|q−1
√
ϑ ℓ−
3
2 (sinϑ)d−1 dϑ .
(5.6.59)
For the first integral in (5.6.59) recall that J d
2
−1(z) ∼ z
d
2
−1 as z → 0, so that as ℓ→∞,
1
ℓ(q−1)(
d
2
−1)
∫ 1
ℓ
0
(
ϑ
sin ϑ
)q(d
2
−1)−d+1
|J d
2
−1(Lϑ)|q−1ϑ
−(q−1)
(
d
2
−1
)
+d+1
dϑ≪
≪
∫ 1
ℓ
0
ϑd+1 dϑ =
1
ℓd+2
, (5.6.60)
which is enough for our purposes. Furthermore, since for z big |J d
2
−1(z)| = O(z−
1
2 )
(and keeping in mind that L is of the same order of magnitude as ℓ), we may bound
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the second integral in (5.6.59) as
≪ 1
ℓq(
d
2
−1)+ 3
2
∫ π
2
1
ℓ
(
ϑ
sinϑ
)q(d
2
−1)−d+1
|J d
2
−1(Lϑ)|q−1ϑ−q(
d
2
−1)+d− 1
2 dϑ≪
≪ 1
ℓq(
d
2
−1)+ 3
2
∫ π
2
1
ℓ
(ℓϑ)−
q−1
2 ϑ−q(
d
2
−1)+d− 1
2 dϑ =
1
ℓq(
d
2
− 1
2
)+2
∫ π
2
1
ℓ
ϑ−q(
d
2
− 1
2
)+d dϑ≪
≪ 1
ℓ
(d+2)∧
(
q
(
d
2
−1
2
)
+1
) = o(ℓ−d) , (5.6.61)
where the last equality in (5.6.61) holds for q ≥ 3. From (5.6.60) (bounding the first
integral in (5.6.59)) and (5.6.61) (bounding the second integral in (5.6.59)) we finally
find that the error term in (5.6.56) is
E = o(ℓ−d) (5.6.62)
for q ≥ 3, admissible for our purposes.
Therefore, substituting (5.6.62) into (5.6.56) we have∫ π
2
0
Gℓ;d(cosϑ)
q(sin ϑ)d−1 dϑ =
=
(
2
d
2
−1(ℓ+ d
2
−1
ℓ
)
)q
aqℓ,d
∫ π
2
0
(sinϑ)−q(
d
2
−1)
( ϑ
sinϑ
) q
2
J d
2
−1(Lϑ)
q(sinϑ)d−1dϑ+ o(ℓ−d) =
=
(
2
d
2
−1(ℓ+ d
2
−1
ℓ
)
)q
aqℓ,d
1
L
∫ Lπ
2
0
(sin
ψ
L
)−q(
d
2
−1)
( ψ
L
sin ψ
L
) q
2× (5.6.63)
×J d
2
−1(ψ)
q(sin
ψ
L
)d−1 dψ + o(ℓ−d) ,
where in the last equality we transformed ψ/L = ϑ; it then remains to evaluate the
first term in (5.6.63), which we denote by
NL :=
(
2
d
2
−1(
ℓ+ d
2
−1
ℓ
)
)q
aqℓ,d
1
L
∫ Lπ
2
0
(sinψ/L)−q(
d
2
−1)
( ψ/L
sinψ/L
) q
2
J d
2
−1(ψ)
q(sinψ/L)d−1 dψ .
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Now recall that as ℓ→∞ (
ℓ+ d
2
− 1
ℓ
)
∼ ℓ
d
2
−1
(d
2
− 1)! ;
moreover (5.6.54) holds, therefore we find of course that as L→∞
NL ∼
(2
d
2
−1(d
2
− 1)!)q
Lq(
d
2
−1)+1
∫ Lπ
2
0
(sinψ/L)−q(
d
2
−1)
( ψ/L
sinψ/L
) q
2
J d
2
−1(ψ)
q(sinψ/L)d−1 dψ .
(5.6.64)
In order to finish the proof of Proposition 5.1.2, it is enough to check that, as L→∞
Ld
(2
d
2
−1(d
2
− 1)!)q
Lq(
d
2
−1)+1
∫ Lπ
2
0
(sin
ψ
L
)−q(
d
2
−1)
( ψ
L
sin ψ
L
) q
2
J d
2
−1(ψ)
q
(
sin
ψ
L
)d−1
dψ → cq;d ,
actually from (5.6.63) and (5.6.64), we have
lim
ℓ→+∞
ℓd
∫ π
2
0
Gℓ;d(cosϑ)
q(sinϑ)d−1 dϑ =
= lim
L→+∞
Ld
(2
d
2
−1(d
2
− 1)!)q
Lq(
d
2
−1)+1
∫ Lπ
2
0
(sin
ψ
L
)−q(
d
2
−1)
( ψ
L
sin ψ
L
) q
2
J d
2
−1(ψ)
q
(
sin
ψ
L
)d−1
dψ .
Now we write
ψ/L
sinψ/L
= 1 +O
(
ψ2/L2
)
,
so that
Ld
(
2
d
2
−1(d
2
− 1)!
)q
Lq(
d
2
−1)+1
∫ Lπ
2
0
(sinψ/L)−q(
d
2
−1)
( ψ/L
sinψ/L
) q
2
J d
2
−1(ψ)
q(sinψ/L)d−1 dψ =
=
(
2
d
2
−1(
d
2
− 1)!
)q ∫ Lπ
2
0
( ψ/L
sinψ/L
)q(d
2
−1
2
)−d+1
J d
2
−1(ψ)
qψ−q(
d
2
−1)+d−1 dψ =
=
(
2
d
2
−1(
d
2
− 1)!
)q ∫ Lπ
2
0
(
1 +O
(
ψ2/L2
) )q(d2−12 )−d+1
J d
2
−1(ψ)
qψ−q(
d
2
−1)+d−1 dψ =
=
(
2
d
2
−1(
d
2
− 1)!
)q ∫ Lπ
2
0
J d
2
−1(ψ)
qψ−q(
d
2
−1)+d−1 dψ+
+O
(
1
L2
∫ Lπ
2
0
J d
2
−1(ψ)
qψ−q(
d
2
−1)+d+1 dψ
)
.
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Note that as L → +∞, the first term of the previous summation converges to cq;d
defined in (5.1.8), i.e.(
2
d
2
−1(
d
2
− 1)!
)q ∫ Lπ
2
0
J d
2
−1(ψ)
qψ−q(
d
2
−1)+d−1 dψ → cq;d . (5.6.65)
It remains to bound the remainder
1
L2
∫ Lπ
2
0
|J d
2
−1(ψ)|qψ−q(
d
2
−1)+d+1 dψ = O(1) +
1
L2
∫ Lπ
2
1
|J d
2
−1(ψ)|qψ−q(
d
2
−1)+d+1 dψ .
Now for the second term on the r.h.s.∫ Lπ
2
1
|Jqd
2
−1(ψ)|ψ−q(
d
2
−1)+d+1 dψ ≪
∫ Lπ
2
1
ψ−q(
d
2
− 1
2
)+d+1 dψ =
= O(1 + L−q(
d
2
− 1
2
)+d+2) .
Therefore we obtain(
2
d
2
−1(
d
2
− 1)!
)q ∫ Lπ2
0
J d
2
−1(ψ)
qψ−q(
d
2
−1)+d−1 dψ+
+O
(
1
L2
∫ Lπ
2
0
J d
2
−1(ψ)
qψ−q(
d
2
−1)+d+1 dψ
)
=
=
(
2
d
2
−1(
d
2
− 1)!
)q ∫ Lπ
2
0
J d
2
−1(ψ)
qψ−q(
d
2
−1)+d−1 dψ +O(L−2 + L−q(
d
2
− 1
2
)+d) ,
so that we have just checked the statement of the present proposition for q > 2d
d−1 . This
is indeed enough for each q ≥ 3 when d ≥ 4 .
It remains to investigate separately just the case d = q = 3. Recall that for d = 3
we have an explicit formula for the Bessel function of order d
2
− 1 ([64]), that is
J 1
2
(z) =
√
2
πz
sin(z) ,
and hence the integral in (5.1.8) is indeed convergent for q = d = 3 by integrations by
parts.
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We have hence to study the convergence of the following integral
8
π
3
2
∫ Lπ
2
0
(
ψ/L
sinψ/L
)
sin3 ψ
ψ
dψ .
To this aim, let us consider a large parameter K ≫ 1 and divide the integration range
into [0, K] and [K, π
2
]; the main contribution comes from the first term, whence we
have to prove that the latter vanishes. Note that∫ Lπ
2
K
(
ψ/L
sinψ/L
)
sin3 ψ
ψ
dψ ≪ 1
K
, (5.6.66)
where we use integration by part with the bounded function I(T ) =
∫ T
0
sin3 z dz. On
[0, K], we write
8
π
3
2
∫ K
0
(
ψ/L
sinψ/L
)
sin3 ψ
ψ
dψ =
8
π
3
2
∫ K
0
sin3 ψ
ψ
dψ +O
(
1
L2
∫ K
0
ψ sin3 ψ dψ
)
=
=
8
π
3
2
∫ K
0
sin3 ψ
ψ
dψ +O
(
K2
L2
)
.
Consolidating the latter with (5.6.66) we find that
8
π
3
2
∫ Lπ
2
0
(
ψ/L
sinψ/L
)
sin3 ψ
ψ
dψ =
8
π
3
2
∫ K
0
sin3 ψ
ψ
dψ +O
(
1
K
+
K2
L2
)
.
Now as K → +∞,
8
π
3
2
∫ K
0
sin3 ψ
ψ
dψ → c3;3 ;
to conclude the proof, it is then enough to choose K = K(L)→∞ sufficiently slowly,
i.e. K =
√
L.
5.6.2 Proofs of Propositions 5.3.2 and 5.3.3
Proof (5.3.2). The bounds (5.3.32), (5.3.33) are known and indeed the corresponding
integrals can be evaluated explicitly in terms of Wigner’s 3j and 6j coefficients, see [40]
e.g. The bounds in (5.3.34),(5.3.35) derives from a simple improvement in the proof
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of Proposition 2.2 in [47], which can be obtained when focussing only on a subset of
the terms (the circulant ones) considered in that reference. In the proof to follow, we
exploit repeatedly (5.3.28), (5.3.29), (5.3.30) and (5.3.31).
Let us start investigating the case q = 5:
Kℓ(5; 1) =
∫
(S2)4
|Pℓ(cos d(x1, x2))|4 |Pℓ(cos d(x2, x3))| ×
× |Pℓ(cos d(x3, x4))|4 |Pℓ(cos d(x4, x1))| dx1dx2dx3dx4 ≤
≤
∫
(S2)4
|Pℓ(cos d(x1, x2))|4 |Pℓ(cos d(x2, x3))| |Pℓ(cos d(x3, x4))|4 dx1dx2dx3dx4 ≤
≤
∫
(S2)3
|Pℓ(cos d(x1, x2))|4 |Pℓ(cos d(x2, x3))|
∫
S2
|Pℓ(cos d(x3, x4))|4 dx4 dx1dx2dx3 ≤
≤O
(
log ℓ
ℓ2
)
×
∫
S2×S2
|Pℓ(cos d(x1, x2))|4
{∫
S2
|Pℓ(cos d(x2, x3))| dx3
}
dx1dx2 ≤
≤ O
(
log ℓ
ℓ2
)
×O
(
1√
ℓ
)
×
∫
S2×S2
|Pℓ(cos d(x1, x2))|4 dx1dx2 ≤
≤ O
(
log ℓ
ℓ2
)
×O
(
1√
ℓ
)
×O
(
log ℓ
ℓ2
)
= O
(
log2 ℓ
ℓ9/2
)
;
Kℓ(5; 2) =
∫
(S2)4
|Pℓ(cos d(x1, x2))|3 |Pℓ(cos d(x2, x3))|2×
× |Pℓ(cos d(x3, x4))|3 |Pℓ(cos d(x4, x1))|2 dx1dx2dx3dx4 ≤
≤
∫
(S2)4
|Pℓ(cos d(x1, x2))|3 |Pℓ(cos d(x2, x3))|2 |Pℓ(cos d(x3, x4))|3 dx1dx2dx3dx4 ≤
≤
∫
(S2)3
|Pℓ(cos d(x1, x2))|3 |Pℓ(cos d(x2, x3))|2
∫
S2
|Pℓ(cos d(x3, x4))|3 dx4 dx1dx2dx3 ≤
≤O
(√
log ℓ
ℓ3
)
×
∫
S2×S2
|Pℓ(cos d(x1, x2))|3
{∫
S2
|Pℓ(cos d(x2, x3))|2 dx3
}
dx1dx2 ≤
≤ O
(√
log ℓ
ℓ3
)
×O
(
1
ℓ
)
×
∫
S2×S2
|Pℓ(cos d(x1, x2))|3 dx1dx2 ≤
≤ O
(√
log ℓ
ℓ3
)
× O
(
1
ℓ
)
× O
(√
log ℓ
ℓ3
)
= O
(
log ℓ
ℓ4
)
.
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For q = 6 and r = 1 we simply note that Kℓ(6; 1) ≤ Kℓ(5; 1), actually
Kℓ(6; 1) =
∫
(S2)4
|Pℓ(cos d(x1, x2))|5 |Pℓ(cos d(x2, x3))| ×
× |Pℓ(cos d(x3, x4))|5 |Pℓ(cos d(x4, x1))| dx1dx2dx3dx4 ≤
≤
∫
(S2)4
|Pℓ(cos d(x1, x2))|4 |Pℓ(cos d(x2, x3))| ×
× |Pℓ(cos d(x3, x4))|4 |Pℓ(cos d(x4, x1))| dx1dx2dx3dx4 = Kℓ(5; 1) = O
(
log2 ℓ
ℓ9/2
)
.
Then we find with analogous computations as for q = 5 that
Kℓ(6; 2) =
∫
(S2)4
|Pℓ(cos d(x1, x2))|4 |Pℓ(cos d(x2, x3))|2×
× |Pℓ(cos d(x3, x4))|4 |Pℓ(cos d(x4, x1))|2 dx1dx2dx3dx4 ≤
≤
∫
(S2)4
|Pℓ(cos d(x1, x2))|4 |Pℓ(cos d(x2, x3))|2×
× |Pℓ(cos d(x3, x4))|4 |Pℓ(cos d(x4, x1))|2 dx1dx2dx3dx4 ≤
≤
∫
(S2)2
|Pℓ(cos d(x1, x2))|4 dx1
∫
S2
|Pℓ(cos d(x2, x3))|2 dx2×
×
∫
S2
|Pℓ(cos d(x3, x4))|4 dx4dx3 =
= O
(
log ℓ
ℓ2
)
×O
(
1
ℓ
)
×O
(
log ℓ
ℓ2
)
= O
(
log2 ℓ
ℓ5
)
and likewise
Kℓ(6; 3) =
∫
(S2)4
|Pℓ(cos d(x1, x2))|3 |Pℓ(cos d(x2, x3))|3×
× |Pℓ(cos d(x3, x4))|3 |Pℓ(cos d(x4, x1))|3 dx1dx2dx3dx4 ≤
≤
∫
(S2)4
|Pℓ(cos d(x1, x2))|3 |Pℓ(cos d(x2, x3))|3 |Pℓ(cos d(x3, x4))|3 dx1dx2dx3dx4 =
= O
(√
log ℓ
ℓ3/2
)
×O
(√
log ℓ
ℓ3/2
)
×O
(√
log ℓ
ℓ3/2
)
= O
(
log3/2 ℓ
ℓ9/2
)
.
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Finally for q = 7
Kℓ(7; 1) =
∫
S2×...×S2
|Pℓ(cos d(x1, x2))|6 |Pℓ(cos d(x2, x3))| ×
× |Pℓ(cos d(x3, x4))|6 |Pℓ(cos d(x4, x1))| dx1dx2dx3dx4 ≤
≤
∫
S2×S2
|Pℓ(cos d(x1, x2))|6 dx1
∫
S2
|Pℓ(cos d(x2, x3))| dx3×
×
∫
S2
|Pℓ(cos d(x3, x4))|6 dx4 dx2 = O
(
1
ℓ2
)
× O
(
1
ℓ1/2
)
× O
(
1
ℓ2
)
= O
(
1
ℓ9/2
)
and repeating the same argument we obtain
Kℓ(7; 2) = O
(
1
ℓ5
)
and Kℓ(7; 3) = O
(
log9/2 ℓ
ℓ11/2
)
.
From (5.3.27), we have indeed computed the bounds for Kℓ(q; r), q = 1, . . . , 7 and
r = 1, . . . , q − 1.
To conclude the proof we note that, for q > 7
max
r=1,...,q−1
Kℓ(q; r) = max
r=1,...,[q2 ]
Kℓ(q; r) ≤ max
r=1,...,3
Kℓ(6; r) = O
(
1
ℓ9/2
)
.
Moreover in particular
max
r=2,...,[q2 ]
Kℓ(q; r) ≤ Kℓ(7; 2) ∨ Kℓ(7; 3) = O
(
1
ℓ5
)
,
so that the dominant terms are of the form Kℓ(q; 1).
Proof (5.3.3). The proof relies on the same argument of the proof of Proposition 5.3.2,
therefore we shall omit some calculations. In what follows we exploit repeatedly the
inequalities (5.3.37), (5.3.38), (5.3.39) and (5.3.40).
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For q = 3 we immediately have
Kℓ(3; 1) =
∫
(Sd)4
|Gℓ;d(cos d(x1, x2))|2 |Gℓ;d(cos d(x2, x3))| ×
× |Gℓ;d(cos d(x3, x4))|2 |Gℓ;d(cos d(x4, x1))| dx1dx2dx3dx4 ≤
≤
∫
(Sd)4
|Gℓ;d(cos d(x1, x2))|2 |Gℓ;d(cos d(x2, x3))| |Gℓ;d(cos d(x3, x4))|2 dx1dx2dx3dx4 =
= O
(
1
ℓd−1
)
×O
(
1√
ℓd−1
)
× O
(
1
ℓd−1
)
= O
(
1
ℓ2d+
d
2
−5
2
)
.
Likewise for q = 4
Kℓ(4; 1) =
∫
(Sd)4
|Gℓ;d(cos d(x1, x2))|3 |Gℓ;d(cos d(x2, x3))| ×
× |Gℓ;d(cos d(x3, x4))|3 |Gℓ;d(cos d(x4, x1))| dx1dx2dx3dx4 ≤
≤
∫
(Sd)4
|Gℓ;d(cos d(x1, x2))|3 |Gℓ;d(cos d(x2, x3))| |Gℓ;d(cos d(x3, x4))|3 dx1dx2dx3dx4 =
= O
(
1
ℓd−
1
2
)
×O
(
1
ℓ
d
2
−1
2
)
× O
(
1
ℓd−
1
2
)
= O
(
1
ℓ2d+
d
2
−3
2
)
and moreover
Kℓ(4; 2) =
∫
(Sd)4
|Gℓ;d(cos d(x1, x2))|2×
× |Gℓ;d(cos d(x2, x3))|2 |Gℓ;d(cos d(x3, x4))|2 |Gℓ;d(cos d(x4, x1))|2 dx1dx2dx3dx4 ≤
≤
∫
(Sd)4
|Gℓ;d(cos d(x1, x2))|2 |Gℓ;d(cos d(x2, x3))|2 |Gℓ;d(cos d(x3, x4))|2 dx =
= O
(
1
ℓd−1
)
× O
(
1
ℓd−1
)
× O
(
1
ℓd−1
)
= O
(
1
ℓ3d−3
)
,
92
Sec. 5.6 - Technical proofs
where we set dx := dx1dx2dx3dx4. Similarly, for q = 5 we get the bounds
Kℓ(5; 1) =
∫
Sd×...×Sd
|Gℓ;d(cos d(x1, x2))|4×
× |Gℓ;d(cos d(x2, x3))| |Gℓ;d(cos d(x3, x4))|4 |Gℓ;d(cos d(x4, x1))| dx1dx2dx3dx4 ≤
≤
∫
Sd×...×Sd
|Gℓ;d(cos d(x1, x2))|4 |Gℓ;d(cos d(x2, x3))| |Gℓ;d(cos d(x3, x4))|4 dx =
= O
(
1
ℓd
)
×O
(
1
ℓ
d
2
−1
2
)
× O
(
1
ℓd
)
= O
(
1
ℓ2d+
d
2
−1
2
)
and
Kℓ(5; 2) = O
(
1
ℓ3d−2
)
.
It is immediate to check that
Kℓ(6; 1) = Kℓ(7; 1) = O
(
1
ℓ2d+
d
2
−1
2
)
, Kℓ(6; 2) = Kℓ(7; 2) = O
(
1
ℓ2d+d−1
)
,
whereas
Kℓ(6; 3) = O
(
1
ℓ2d+d−
3
2
)
and Kℓ(7; 3) = O
(
1
ℓ2d+d−
1
2
)
.
The remaining terms are indeed bounded thanks to (5.3.27).
In order to finish the proof, it is enough to note, as for that for q > 7
max
r=1,...,q−1
Kℓ(q; r) = max
r=1,...,[ q2 ]
Kℓ(q; r) ≤ max
r=1,...,3
Kℓ(6; r) = O
(
1
ℓ2d+
d
2
−1
2
)
. (5.6.67)
In particular we have
max
r=2,...,[q2 ]
Kℓ(q; r) ≤ Kℓ(7; 2) ∨ Kℓ(7; 3) = O
(
1
ℓ3d−1
)
, (5.6.68)
so that the dominant terms are again of the form Kℓ(q; 1).
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Chapter 6
On the Defect distribution
In this chapter we refer to [60], where the high-energy limit distribution of the Defect
of random hyperspherical harmonics is investigated. Indeed in the previous chapter
quantitative Central Limit Theorems for the empirical measure of z-excursion sets has
been shown but for the case z = 0.
We find the exact asymptotic rate for the Defect variance and a CLT for the case
of the d-sphere, d > 5. The CLT in the 2-dimensional case has been already proved in
[47] whereas the variance has been investigated in [45].
The remaining cases (d = 3, 4, 5) will be investigated in [60], where moreover quan-
titative CLTs will be proved (work still in progress).
6.1 Preliminaries
Consider the sequence of random eigenfunctions Tℓ, ℓ ∈ N (4.2.15) on Sd, d ≥ 2. As in
the previous chapter, the empirical measure of excursion sets (0.0.9) can be written,
for z ∈ R, as
Sℓ(z) :=
∫
Sd
1(Tℓ(x) > z) dx , (6.1.1)
where 1(z,+∞) is the indicator function of the interval (z,+∞). The case z 6= 0 has
been treated in [47, 44] (see also Chapter 5).
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Now consider the Defect, i.e. the difference between “cold” and “warm” regions
Dℓ :=
∫
Sd
1(Tℓ(x) > 0) dx−
∫
Sd
1(Tℓ(x) < 0) dx ; (6.1.2)
note that
Dℓ = 2Sℓ(0)− µd ,
µd denoting the hyperspherical volume (1.1.1).
Recall that the Heaviside function is defined for t ∈ R as
H(t) :=

1 t > 0
0 t = 0
−1 t < 0 ,
thus (6.1.2) can be rewritten simply as
Dℓ =
∫
Sd
H(Tℓ(x)) dx .
Note that exchanging expectation and integration on Sd we have
E[Dℓ] =
∫
Sd
E [H(Tℓ(x))] dx = 0 ,
since E [H(Tℓ(x))] = 0 for every x, by the symmetry of the Gaussian distribution.
6.2 The Defect variance
The proofs in this section are inspired by [45], where the case d = 2 has been investi-
gated.
Lemma 6.2.1. For ℓ even we have
Var(Dℓ) =
4
π
µdµd−1
∫ π
2
0
arcsin(Gℓ;d(cos θ))(sin θ)
d−1 dθ , (6.2.3)
where µd is the hyperspherical volume (1.1.1) and Gℓ;d the ℓ-th normalized Gegenbauer
polynomial (Chapter 4 or [64]).
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Proof. The proof is indeed analogous to the proof of Lemma 4.1 in [45]. First note
that
Var(Dℓ) =
∫
Sd
∫
Sd
E[H(Tℓ(x))Hℓ(Tℓ(y))] dxdy =
= µd
∫
Sd
E[H(Tℓ(x))H(Tℓ(N))] dx ,
by the isotropic property of the random field Tℓ, where N denotes some fixed point in
Sd. As explained in the proof of Lemma 4.1, we have
E[H(Tℓ(x))Hℓ(Tℓ(N))] = 2
π
arcsin(Gℓ;d(cosϑ)) ,
where ϑ is the geodesic distance between x andN . Moreover evaluating the last integral
in hyperspherical coordinates we get
Var(Dℓ) = µdµd−1
∫ π
0
2
π
arcsin(Gℓ;d(cosϑ))(sin ϑ)
d−1dϑ . (6.2.4)
For ℓ even, we can hence write
Var(Dℓ) =
4
π
µdµd−1
∫ π/2
0
arcsin(Gℓ;d(cosϑ))(sin ϑ)
d−1dϑ . (6.2.5)
Note that, by (6.2.4), if ℓ is odd, then Dℓ = 0, therefore we can restrict ourselves to
even ℓ only.
The main result of this section is the following.
Theorem 6.2.2. The defect variance is asymptotic to, as ℓ→ +∞ along even integers
Var(Dℓ) =
Cd
ℓd
(1 + o(1)) ,
where Cd is a strictly positive constant depending on d, that can be expressed by the
formula
Cd =
4
π
µdµd−1
∫ +∞
0
ψd−1
(
arcsin
(
2
d
2
−1
(
d
2
− 1
)
! J d
2
−1(ψ)ψ
−
(
d
2
−1
))
+
−2 d2−1
(
d
2
− 1
)
! J d
2
−1(ψ)ψ
−
(
d
2
−1
))
dψ .
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Proof. Here we are inspired by [45, Proposition 4.2, Theorem 1.2]. Since [64]∫ π/2
0
Gℓ;d(cosϑ)(sin ϑ)
d−1dϑ = 0 ,
from Lemma 6.2.1 we can write
Var(Dℓ) =
4
π
µdµd−1
∫ π
2
0
(arcsin(Gℓ;d(cos θ))−Gℓ;d(cos θ)) (sin θ)d−1 dθ .
Let now
arcsin(t)− t =
+∞∑
k=1
akt
2k+1
be the Taylor expansion of the arcsine, where
ak =
(2k)!
4k(k!)2(2k + 1)
∼ 1
2
√
πk3/2
, k → +∞ .
Since the Taylor series is uniformly absolutely convergent, we may write
Var(Dℓ) =
4
π
µdµd−1
+∞∑
k=1
ak
∫ π
2
0
Gℓ;d(cos θ)
2k+1(sin θ)d−1 dθ .
Now from Proposition 5.1.2 we have
lim
ℓ→+∞
ℓd
∫ π
2
0
Gℓ;d(cos θ)
2k+1(sin θ)d−1 dθ = c2k+1;d , (6.2.6)
where
c2k+1;d =
(
2
d
2
−1
(
d
2
− 1
)
!
)2k+1 ∫ +∞
0
J d
2
−1(ψ)
2k+1ψ
−(2k+1)
(
d
2
−1
)
+d−1
dψ .
Therefore we would expect that
Var(Dℓ) ∼ Cd
ℓd
, (6.2.7)
where
Cd =
4
π
µdµd−1
+∞∑
k=1
akc2k+1;d . (6.2.8)
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Before proving (6.2.7) that is the statement of this theorem, let us check that Cd > 0,
assuming (6.2.8) true. This is easy since the r.h.s. of (6.2.8) is a series of nonnegative
terms and from [2, p. 217] we have
c3;d =
(
2
d
2
−1
(
d
2
− 1
)
!
)3
3
d
2
− 3
2
23(
d
2
−1)−1√π Γ (d
2
− 1
2
) > 0 . (6.2.9)
Moreover, assuming (6.2.8) true, we get
Cd =
=
4
π
µdµd−1
+∞∑
k=1
ak
(
2
d
2
−1
(
d
2
− 1
)
!
)2k+1 ∫ +∞
0
J d
2
−1(ψ)
2k+1ψ
−(2k+1)
(
d
2
−1
)
+d−1
dψ =
=
4
π
µdµd−1
∫ +∞
0
+∞∑
k=1
ak
(
2
d
2
−1
(
d
2
− 1
)
! J d
2
−1(ψ)ψ
−
(
d
2
−1
))2k+1
ψd−1 dψ =
=
4
π
µdµd−1
∫ +∞
0
(
arcsin
(
2
d
2
−1
(
d
2
− 1
)
! J d
2
−1(ψ)ψ
−
(
d
2
−1
))
+
−2 d2−1
(
d
2
− 1
)
! J d
2
−1(ψ)ψ
−
(
d
2
−1
))
ψd−1 dψ ,
which is the second statement of this theorem. To justify the exchange of the integration
and summation order, we consider the finite summation
m∑
k=1
ak
∫ +∞
0
(
2
d
2
−1
(
d
2
− 1
)
! J d
2
−1(ψ)ψ
−
(
d
2
−1
))2k+1
ψd−1 dψ
using ak ∼ ck3/2 (c > 0) and the asymptotic behavior of Bessel functions for large
argument [64] to bound the contributions of tails, and take the limit m→ +∞.
Let us now formally prove the asymptotic result for the variance (6.2.7). Note that
+∞∑
k=m+1
ak
∫ π
2
0
|Gℓ;d(cos θ)|2k+1 (sin θ)d−1 dθ ≤
≤
+∞∑
k=m+1
ak
∫ π
2
0
|Gℓ;d(cos θ)|5 (sin θ)d−1 dθ ≪ 1
ℓd
+∞∑
k=m+1
1
k3/2
≪ 1√
mℓd
.
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Therefore we have for m = m(ℓ) to be chosen
Var(Dℓ) =
4
π
µdµd−1
m∑
k=1
ak
∫ π
2
0
Gℓ;d(cos θ)
2k+1(sin θ)d−1 dθ +O
(
1√
mℓd
)
.
From (6.2.6), we can write
Var(Dℓ) = Cd,m · 1
ℓd
+ o(ℓ−d) +
1√
mℓd
,
where
Cd,m :=
4
π
µdµd−1
m∑
k=1
akc2k+1;d .
Now since Cd,m → Cd as m→ +∞, we can conclude.
6.3 The CLT
In this section we prove a CLT for the Defect of random eigenfunctions on the d-sphere,
d 6= 3, 4, 5, whose proof is inspired by the proof of Corollary 4.2 in [47].
Theorem 6.3.1. As ℓ→ +∞ along even integers, we have
Dℓ√
Var(Dℓ)
L→Z ,
where Z ∼ N (0, 1).
Since our aim for the next future is to find a quantitative CLT, we will first compute
its chaotic expansion.
6.3.1 Chaotic expansions
Let us write the chaotic expansion (4.1.5) for the Defect in the form
Dℓ =
+∞∑
q=0
Jq(Dℓ)
q!
∫
Sd
Hq(Tℓ(x)) dx .
99
Sec. 6.3 - The CLT
Recalling that Dℓ = 2Sℓ(0)−µd, let us find the chaotic expansion for Sℓ(0). Note that
E[Sℓ(0)] =
1
2
µd. For q ≥ 1
Jq(Sℓ(0)) =
∫
R
1(z > 0)(−1)qφ−1(z) d
q
dzq
φ(z)φ(z) dz =
= (−1)q
∫ +∞
0
dq
dzq
φ(z) dz =
= −(−1)(q−1)φ(z)φ−1(z) d
(q−1)
dz(q−1)
φ(z)
∣∣∣+∞
0
=
= −φ(z)Hq−1(z)|+∞0 = φ(0)Hq−1(0) =

0 q even
(−1) q−12
√
2π2
q−1
2 ( q−12 )!
= (−1)
q−1
2√
2π(q−1)!! q odd .
Therefore the Wiener-Itoˆ chaos decomposition for the Defect is
Dℓ = 2Sℓ(0)− µd =
+∞∑
k=1
√
2
π
(−1)k
(2k + 1)!(2k)!!
∫
Sd
H2k+1(Tℓ(x)) dx ,
with
J2k(Dℓ) = 0 , J2k+1(Dℓ) =
√
2
π
(−1)k
(2k)!!
.
6.3.2 Proof of Theorem 6.3.1
Let m ∈ N, m ≥ 2 to be chosen later and set
Dℓ,m :=
m−1∑
k=1
√
2
π
(−1)k
(2k + 1)!(2k)!!
∫
Sd
H2k+1(Tℓ(x)) dx .
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Simple estimates give
E
( Dℓ√
Var(Dℓ)
− Dℓ,m√
Var(Dℓ,m)
)2 ≤
≤ 2E
( Dℓ√
Var(Dℓ)
− Dℓ,m√
Var(Dℓ)
)2+ 2E
( Dℓ,m√
Var(Dℓ)
− Dℓ,m√
Var(Dℓ,m)
)2 ≤
≤ 2E
( Dℓ√
Var(Dℓ)
− Dℓ,m√
Var(Dℓ)
)2+ 2(Var(Dℓ,m)
Var(Dℓ)
+ 1− 2
√
Var(Dℓ,m)
Var(Dℓ)
)
.
The first term to control is therefore
Dℓ√
Var[Dℓ]
− Dℓ,m√
Var[Dℓ]
.
We have, repeating the same argument as in [47]
E
( Dℓ√
Var[Dℓ]
− Dℓ,m√
Var[Dℓ]
)2 = 1
Var[Dℓ]
E
[
(Dℓ −Dℓ,m)2
]
=
=
1
Var[Dℓ]
E
(+∞∑
k=m
√
2
π
(−1)k
(2k + 1)!(2k)!!
∫
Sd
H2k+1(Tℓ(x)) dx
)2 =
=
1
Var[Dℓ]
+∞∑
k=m
2
π
1
((2k + 1)!(2k)!!)2
Var
(∫
Sd
H2k+1(Tℓ(x)) dx
)
=
=
1
Var[Dℓ]
(
1
ℓd
+∞∑
q=m
aqc2q+1;d + o(ℓ
−d)
)
≤
≤ 1
Var[Dℓ]
(
1
2
√
π
1
ℓd
+∞∑
q=m
c5;d
q
3
2
+ o(ℓ−d)
)
=
1
Var[Dℓ]
× O
(
1
ℓd
√
m
)
= O
(
1√
m
)
,
where we used Theorem 6.2.2.
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Moreover for the second term we have, from (6.2.6) and Theorem 6.2.2
Var(Dℓ,m)
Var(Dℓ)
+ 1− 2
√
Var(Dℓ,m)
Var(Dℓ)
= 2 +O
(
1√
m
)
− 2
√
1 +O
(
1√
m
)
=
= O
(
1√
m
)
.
Putting thigns together we immediately get
E
( Dℓ√
Var(Dℓ)
− Dℓ,m√
Var(Dℓ,m)
)2 = O( 1√
m
)
.
For every fixed m, Corollary 5.1.4 and §5.4 gives, if d 6= 3, 4, 5
Dℓ,m√
Var(Dℓ,m)
→ Z ,
where Z ∼ N (0, 1), so that since m can be chosen arbitrarily large we must have
Dℓ√
Var(Dℓ)
→ Z .
6.4 Final remarks
For the remaining cases d = 3, 4, 5, we need to prove a CLT for the random variables
hℓ,3;d, as ℓ→ +∞. Indeed bounds on fourth order cumulants obtained in Theorem 5.1.3
are not enough to garantee the convergence to the standard Gaussian distribution. In
[60] we will investigate the exact rate for fourth order cumulants of hℓ,3;d, which will
allow to extend Theorem 6.3.1 to dimensions d = 3, 4, 5.
Moreover, we will prove quantitative CLTs for the Defect in the high-energy limit
which should be of the form
dW
(
Dℓ√
Var(Dℓ)
, Z
)
= O
(
ℓ−1/4
)
,
where dW denotes Wasserstein distance (4.1.11).
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Random length of level curves
In this chapter, our aim is to investigate the high-energy behavior for the length of
level curves of Gaussian spherical eigenfunctions Tℓ, ℓ ∈ N (4.2.15) on S2.
7.1 Preliminaries
7.1.1 Length : mean and variance
Consider the total length of level curves of random eigenfunctions, i.e. the sequence
the random variables {Lℓ(z)}ℓ∈N given by, for z ∈ R,
Lℓ(z) := length(T−1ℓ (z)). (7.1.1)
As already anticipated in the Introduction of this thesis, the expected value of Lℓ(z)
was computed (see e.g. [69]) to be
E[Lℓ(z)] = 4π e
−z2/2
2
√
2
√
ℓ(ℓ+ 1), (7.1.2)
consistent to Yau’s conjecture [71, 70]. The asymptotic behaviour of the variance
Var(Lℓ(z)) of Lℓ(z) was resolved in [69, 68] as follows.
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For z 6= 0, we have
Var(Lℓ(z)) ∼ ℓ · Cz4e−z2 , ℓ→ +∞ , (7.1.3)
for some C > 0. Moreover, I.Wigman computed the exact constant (private computa-
tions)
C =
π2
2
.
For the nodal case (z = 0) we have
Var(Lℓ(0)) ∼ 1
32
· log ℓ , ℓ→ +∞ .
The order of magnitude of Var(Lℓ(0)) is smaller than what would be a natural guess
(i.e., ℓ as for the non-nodal case); this situation is due to some cancelation in the
asymptotic expansion of the nodal variance (“obscure Berry’s cancellation” – see [69,
68]) and is similar to the cancellation phenomenon observed by Berry in a different
setting [11].
7.1.2 Main result
Our principal aim is to study the asymptotic behaviour, as ℓ→∞, of the distribution
of the sequence of normalized random variables
L˜ℓ(z) := Lℓ(z)− E[Lℓ(z)]√
Var(Lℓ(z))
, ℓ ≥ 1. (7.1.4)
The following statement is the main result of this chapter.
Theorem 7.1.1. For z 6= 0 the sequence {L˜ℓ(z) : ℓ ≥ 1} converges in distribution to
a standard Gaussian r.v. Z. In particular
lim
ℓ→+∞
d(L˜ℓ(z), Z) = 0 , (7.1.5)
where d denotes either the Kolmogorov distance (4.1.11), or an arbitrary distance
metrizing the weak convergence on P the space of all probability measures on R (see
Chapter 4).
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7.1.3 Wiener chaos and Berry’s cancellation
The proof of our result rely on a pervasive use of Wiener-Itoˆ chaotic expansions (see
Chapter 4 e.g.) and the reader is referred to the two monographs [53, 56] for an
exhaustive discussion.
According to (4.2.15), the Gaussian spherical eigenfunctions considered in this work
are built starting from a family of i.i.d. Gaussian r.v.’s {aℓ,m : ℓ ≥ 1, m = 1, . . . , 2ℓ+1},
defined on some probability space (Ω,F ,P) and verifying the following properties:
E[aℓ,m] = 0 , E[aℓ,maℓ′,m′ ] =
4π
2ℓ+ 1
δm
′
m δ
ℓ′
ℓ .
We define A to be the closure in L2(P) of all real finite linear combinations of {aℓ,m :
ℓ ≥ 1, m = 1, . . . , 2ℓ + 1}. A is a real centered Gaussian space (that is, a linear
space of jointly Gaussian centered real-valued random variables, that is stable under
convergence in L2(P)) (compare to Chapter 4).
Definition 7.1.2. For every q = 0, 1, 2, ... the qth Wiener chaos associated with A
(compare to Chapter 4), written Cq, is the closure in L
2(P) of all real finite linear
combinations of random variables with the form
Hp1(ξ1)Hp2(ξ2) · · ·Hpk(ξk),
where the integers p1, ..., pk ≥ 0 verify p1 + · + pk = q, and (ξ1, ..., ξk) is a real cen-
tered Gaussian vector with identity covariance matrix extracted from A (note that, in
particular, C0 = R).
Cq⊥Cm (where the orthogonality holds in the sense of L2(P)) for every q 6= m, and
moreover
L2(Ω, σ(A),P) =
∞⊕
q=0
Cq, (7.1.6)
that is: each real-valued functional F of A can be (uniquely) represented in the form
F =
∞∑
q=0
proj(F |Cq), (7.1.7)
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where proj(• |Cq) stands for the projection operator onto Cq, and the series converges
in L2(P). Plainly, proj(F |C0) = E[F ].
Now recall the definition of Tℓ given in (4.2.15): the following elementary statement
shows that the Gaussian field{
Tℓ(θ),
∂
∂θ1
Tℓ(θ),
∂
∂θ2
Tℓ(θ) : θ = (θ1, θ2) ∈ S2
}
is a subset of A, for every ℓ ∈ N.
Proposition 7.1.3. Fix ℓ ∈ N, let the above notation and conventions prevail. Then,
for every j = 1, 2 one has that
∂jTℓ(θ) :=
∂
∂θj
Tℓ(θ) =
∑
m
aℓ,m
∂
∂θj
Yℓ,m(θ), (7.1.8)
and therefore Tℓ(θ), ∂1Tℓ(θ), ∂2Tℓ(θ) ∈ A, for every θ ∈ S2. Moreover, for every fixed
θ ∈ S2, one has that Tℓ(θ), ∂1Tℓ(θ), ∂2Tℓ(θ) are stochastically independent (see e.g.
[68]).
We shall often use the fact that
Var[∂jTℓ(θ)] =
ℓ(ℓ+ 1)
2
,
and, accordingly, for θ = (θ1, θ2) ∈ S2 and j = 1, 2, we will denote by ∂jT˜ℓ(θ) the
normalized derivative
∂jT˜ℓ(θ) :=
√
2
ℓ(ℓ+ 1)
∂
∂θj
Tℓ(θ) . (7.1.9)
The next statement gathers together some of the main technical achievements of the
present chapter. It shows in particular that the already evoked ‘arithmetic Berry
cancellation phenomenon’ (see [11]) – according to which the variance of the nodal
length Lℓ := Lℓ(0) (as defined in (7.1.1)) has asymptotically the same order as log ℓ
(rather than the expected order ℓ) – should be a consequence of the following:
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(i) The projection of Lℓ(z) on the second Wiener chaos C2 is exactly equal to zero
for every ℓ ∈ N if and only if z = 0 (and so holds for the projection of Lℓ(0) onto
any chaos of odd order q ≥ 3).
(ii) For z 6= 0, the variance of proj(Lℓ(z) |C2) has the order ℓ, as ℓ → +∞, and one
has moreover that
Var(Lℓ(z)) ∼ Var (proj(Lℓ(z) |C2)) .
7.1.4 Plan
The rest of the chapter is organized as follows: §7.2 contains a study of the chaotic
representation of nodal lengths, §7.3 focuses on the projection of nodal lengths on the
second Wiener chaos, whereas §7.4 contains a proof of our main result.
7.2 Chaotic expansions
The aim of this section is to derive an explicit expression for each projection of the
type proj(Lℓ(z) |Cq), q ≥ 1. In order to accomplish this task, we first focus on a family
of auxiliary random variables {Lεℓ(z) : ε > 0} that approximate Lℓ(z) in the sense of
the L2(P)-norm.
7.2.1 Preliminary results
• For each z ∈ R, Ln(z) is the ω-a.s. limit, for ε→ 0, of the ε-approximating r.v.
Lεℓ(z, ω) :=
1
2ε
∫
S2
1[z−ε,z+ε](Tℓ(θ, ω))‖∇Tℓ(θ, ω)‖ dθ , (7.2.10)
where
∇Tℓ := (∂1Tℓ, ∂2Tℓ),
‖ · ‖ is the norm in R2, and we have used the notation (7.1.8).
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We know that
• Lℓ(z) ∈ L2(P), for every z ∈ R ([69, 68]) .
Now we want to prove that Lℓ(z) is the L2(Ω)-limit, for ε → 0 of Lεℓ(z). Remark
first that analogous arguments as in [68], prove that the function z 7→ E[Lℓ(z)2] is
continuous (further details will appear in [42]).
Lemma 7.2.1. It holds that
lim
ε→0
E[(Lεℓ(z)−Lℓ(z))2] = 0 .
Proof. Since Lεℓ(z)→ε Lℓ(z) a.s., it is enough to show that
E[Lεℓ(z)2]→ E[Lℓ(z)2] ,
and then use the well-known fact that convergence a.s. plus convergence of the norms
implies convergence in mean square [13, Proposition 3.39].
By Fatou’s Lemma (for the first inequality) we have
E[Lℓ(z)2] ≤ lim inf
ε
E[Lεℓ(z)2] ≤ lim sup
ε
E[Lεℓ(z)2] ∗=
∗
= lim sup
ε
E
[(∫
R
Lℓ(u) 1
2ε
1[−ε,ε](u− z) du
)2]
,
where to establish the equality =∗ we have used the co-area formula [1, (7.14.13)],
which in our case gives
Lεℓ(z) =
1
2ε
∫
S2
1[z−ε,z+ε](Tℓ(θ))‖∇Tℓ(θ)‖ dθ =
=
∫
R
du
∫
T−1ℓ (u)
1
2ε
1[−ε,ε](u− z) dθ = 1
2ε
∫
R
Lℓ(u)1[−ε,ε](u− z) du .
Now by Jensen inequality we find that
lim sup
ε
E
[(∫
R
Lℓ(u) 1
2ε
1[−ε,ε](u− z) du
)2]
≤
≤ lim sup
ε
∫
R
E
[Lℓ(u)2] 1
2ε
1[−ε,ε](u− z) du =
= E
[Lℓ(z)2] ,
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the last step following by continuity of the map u 7→ E[Lℓ(u)2].
To conclude the section, we observe that the previous result suggests that the random
variable Lℓ(z) can be formally written as
Lℓ(z) =
∫
S2
δz(Tℓ(θ))‖∇Tℓ‖ dθ , (7.2.11)
where δz denotes the Dirac mass in z.
7.2.2 The chaotic expansion for Lℓ(z)
In view of the convention (7.1.9), throughout the section we will rewrite (7.2.10) as
Lεℓ(z) =
√
ℓ(ℓ+ 1)
2
1
2ε
∫
S2
1[z−ε,z+ε](Tℓ(θ))
√
∂1T˜ℓ(θ)2 + ∂2T˜ℓ(θ)2 dθ . (7.2.12)
We also need to introduce two collection of coefficients {αn,m : n,m ≥ 1} and {βl(z) :
l ≥ 0}, that are connected to the (formal) Hermite expansions of the norm ‖ · ‖ in R2
and the Dirac mass δz(·) respectively. These are given by
βl(z) := φ(z)Hl(z) , (7.2.13)
where φ is the standard Gaussian pdf, Hl denotes the l-th Hermite polynomial (4.1.3)
and αn,m = 0 but for the case n,m even
α2n,2m =
√
π
2
(2n)!(2m)!
n!m!
1
2n+m
pn+m
(
1
4
)
, (7.2.14)
where for N = 0, 1, 2, . . . and x ∈ R
pN(x) :=
N∑
j=0
(−1)j (−1)N
(
N
j
)
(2j + 1)!
(j!)2
xj , (7.2.15)
(2j+1)!
(j!)2
being the so-called swinging factorial restricted to odd indices.
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Proposition 7.2.2 (Chaotic expansion of Lℓ(z)). For every ℓ ∈ N and q ≥ 2,
proj(Lℓ(z) |Cq) (7.2.16)
=
√
ℓ(ℓ+ 1)
2
q∑
u=0
u∑
k=0
αk,u−kβq−u(z)
(k)!(u− k)!(q − u)!
∫
S2
Hq−u(Tℓ(θ))Hk(∂1T˜ℓ(θ))Hu−k(∂2T˜ℓ(θ)) dθ.
As a consequence, one has the representation
Lℓ(z) = ELℓ(z) +
√
ℓ(ℓ+ 1)
2
+∞∑
q=2
q∑
u=0
u∑
k=0
αk,u−kβq−u(z)
(k)!(u− k)!(q − u)!× (7.2.17)
×
∫
S2
Hq−u(Tℓ(θ))Hk(∂1T˜ℓ(θ))Hu−k(∂2T˜ℓ(θ)) dθ,
where the series converges in L2(P).
Proof of Proposition 7.2.2. The proof is divided into four steps.
Step 1: dealing with indicators. . We start by expanding the function 1
2ε
1[z−ε,z+ε](·)
into Hermite polynomials, as defined in §7.1.3:
1
2ε
1[z−ε,z+ε](·) =
+∞∑
l=0
1
l!
βεl (z)Hl(·) .
One has that βε0(z) =
1
2ε
∫ z+ε
z−ε φ(x) dx, and, for l ≥ 1
βεl (z) =
1
2ε
∫ z+ε
z−ε
φ(x)Hl(x) dx =
1
2ε
∫ z+ε
z−ε
φ(x)(−1)lφ−1(x) d
l
dxl
φ(x) dx =
= (−1)l 1
2ε
∫ z+ε
z−ε
dl
dxl
φ(x) dx .
Using the notation (7.2.13), we have that
lim
ε→0
βε0(z) = φ(z) = φ(z)H0(z) = β0(z) ,
and for all l ≥ 1,
lim
ε→0
βεl (z) = (−1)l
dl
dxl
φ(x)|x=z = φ(z)Hl(z) = βl(z). (7.2.18)
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Step 2: dealing with the Euclidean norm. Fix x ∈ S2, and recall that, according to
Proposition 7.1.3, the vector
∇T˜ℓ := (∂1T˜ℓ, ∂2T˜ℓ) ,
is composed of centered independent Gaussian random variables with variance one.
Now, since the random variable ‖∇T˜ℓ(θ)‖ is square-integrable, it can be expanded into
the following infinite series of Hermite polynomials:
‖∇T˜ℓ(θ)‖ =
+∞∑
u=0
u∑
m=0
αu,u−m
u!(u−m)!Hu(∂1T˜ℓ(θ))Hu−m(∂2T˜ℓ(θ)),
where
αn,n−m =
1
2π
∫
R2
√
y2 + z2Hn(y)Hn−m(z)e−
y2+z2
2 dydz . (7.2.19)
Our aim is to compute αn,n−m as explicitly as possible. First of all, wet observe
that, if n or n −m is odd, then the above integral vanishes (since the two mappings
z 7→
√
y2 + z2 and y 7→
√
y2 + z2 are even). It follows therefore that
‖∇T˜ℓ(θ)‖ =
+∞∑
n=0
n∑
m=0
α2n,2n−2m
(2n)!(2n− 2m)!H2n(∂1T˜ℓ(θ))H2n−2m(∂2T˜ℓ(θ)).
We are therefore left with the task of showing that the integrals
α2n,2n−2m =
1
2π
∫
R2
√
y2 + z2H2n(y)H2n−2m(z)e−
y2+z2
2 dydz, (7.2.20)
where n ≥ 0 and m = 0, . . . , n, can be evaluated according to (7.2.14). One elegant
way for dealing with this task is to use the following Hermite polynomial expansion
eλy−
λ2
2 =
+∞∑
a=0
Ha(y)
λa
a!
, λ ∈ R. (7.2.21)
We start by considering the integral
1
2π
∫
R2
√
y2 + z2eλy−
λ2
2 eµz−
µ2
2 e−
y2+z2
2 dydz =
1
2π
∫
R2
√
y2 + z2e−
(y−λ)2+(z−µ)2
2 dydz .
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This integral coincides with the expected value of the random variableW :=
√
Y 2 + Z2
where (Y, Z) is a vector of independent Gaussian random variables with variance one
and mean λ and µ, respectively. Since W 2 = Y 2+Z2 has a non central χ2 distribution
(more precisely, Y 2 +Z2 ∼ χ2(2, λ2+ µ2)) it is easily checked that the density of W is
given by
fW (t) =
+∞∑
j=0
e−(λ
2+µ2)/2 ((λ
2 + µ2)/2)j
j!
f2+2j(t
2) 2t I{t>0} , (7.2.22)
where f2+2j is the density function of a χ
2
2+2j random variable. The expected value of
W is therefore
2
+∞∑
j=0
e−(λ
2+µ2)/2 ((λ
2 + µ2)/2)j
j!
∫ +∞
0
f2+2j(t
2) t2 dt . (7.2.23)
From the definition of f2+2j we have∫ +∞
0
f2+2j(t
2) t2 dt =
1
21+jΓ(1 + j)
∫ +∞
0
t2j+2e−t
2/2 dt
=
∏1+j
i=1 (2i− 1)
√
π
2
21+jΓ(1 + j)
.
As a consequence,
1
2π
∫
R2
√
y2 + z2e−
(y−λ)2+(z−µ)2
2 dydz
= 2e−(λ
2+µ2)/2
+∞∑
j=0
((λ2 + µ2)/2)j
j!
∏1+j
i=1 (2i− 1)
√
π
2
21+jΓ(1 + j)
=: F (λ, µ) .
We can develop the function F as follows:
F (λ, µ) = 2
+∞∑
a=0
(−1)aλ2a
2aa!
+∞∑
b=0
(−1)bµ2b
2bb!
+∞∑
j=0
1
j!
j∑
l=0
(
j
l
)
λ2lµ2j−2l
∏1+j
i=1 (2i− 1)
√
π
2
21+2jΓ(1 + j)
=
=
+∞∑
a,b=0
(−1)a
2aa!
(−1)b
2bb!
+∞∑
j=0
∏1+j
i=1 (2i− 1)
√
π
2
j!22jΓ(1 + j)
j∑
l=0
(
j
l
)
λ2l+2aµ2j+2b−2l .
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On the other hand
F (λ, µ) =
1
2π
∫
R2
√
y2 + z2eλy−
λ2
2 eµz−
µ2
2 e−
y2+z2
2 dydz
=
1
2π
∫
R2
√
y2 + z2
+∞∑
a=0
Ha(y)
λa
a!
+∞∑
b=0
Hb(z)
µb
b!
e−
y2+z2
2 dydz
=
+∞∑
a,b=0
(
1
a!b!2π
∫
R2
√
y2 + z2Ha(y)Hb(z)e
− y2+z2
2 dydz
)
λaµb.
By the same reasoning as above, if a or b is odd, then the integral coefficient in the
previous expression must be zero. Setting n := l + a and m := j + b− l, we also have
that
+∞∑
a,b=0
(−1)a
2aa!
(−1)b
2bb!
+∞∑
j=0
∏1+j
i=1 (2i− 1)
√
π
2
j!22jΓ(1 + j)
j∑
l=0
(
j
l
)
λ2l+2aµ2j+2b−2l
=
∑
n,m
∑
j
∏1+j
i=1 (2i− 1)
√
π
2
j!22jΓ(1 + j)
j∑
l=0
(−1)(n−l)
2n−l(n− l)!
(−1)m+l−j
2m+l−j(m+ l − j)!
(
j
l
)
λ2nµ2m .
Thus we obtain
α2n,2m =
1
2π
∫
R2
√
y2 + z2H2n(y)H2m(z)e
− y2+z2
2 dydz
= (2n)!(2m)!
(−1)m+n
2n+m
∑
j
(−1)j
∏1+j
i=1 (2i− 1)
√
π
2
2jj!Γ(1 + j)
j∑
l=0
(
j
l
)
(n− l)!(m+ l − j)! .
113
Sec. 7.2 - Chaotic expansions
Representation (7.2.14) now follows from the computations:
α2n,2m =
1
2π
∫
R2
√
y2 + z2H2n(y)H2m(z)e
− y2+z2
2 dydz
= (2n)!(2m)!
(−1)m+n
2n+m
∑
j
(−1)j
∏1+j
i=1 (2i− 1)
√
π
2
2jj!Γ(1 + j)
j∑
l=0
(
j
l
)
(n− l)!(m+ l − j)!
= (2n)!(2m)!
(−1)m+n
2n+m
∑
j
(−1)j (2j + 1)!!
√
π
2
2j(j!)2
j∑
l=0
(
j
l
)
(n− l)!(m+ l − j)!
=
(2n)!(2m)!
n!m!
(−1)m+n
2n+m
n+m∑
j=0
(−1)j (2j + 1)!!
√
π
2
2jj!
j∑
l=0
(
n
l
)(
m
j − l
)
=
√
π
2
(2n)!(2m)!
n!m!
(−1)m+n
2n+m
n+m∑
j=0
(−1)j (2j + 1)!!
2jj!
(
n+m
j
)
=
√
π
2
(2n)!(2m)!
n!m!
(−1)m+n
2n+m
n+m∑
j=0
(−1)j (2(j + 1))!
2j+12jj!(j + 1)!
(
n+m
j
)
=
√
π
2
(2n)!(2m)!
n!m!
(−1)m+n
2n+m
n+m∑
j=0
(−1)j (2j + 1)!
22j(j!)2
(
n+m
j
)
.
Step 3: letting ε→ 0. In view of Definition 7.1.2, the computations at Step 1 and Step
2 (together with the fact that the three random variables Tℓ(θ), ∂1T˜ℓ(θ) and ∂2T˜ℓ(θ) are
stochastically independent ) show that, for fixed θ ∈ S2, the projection of the random
variable
1
2ε
1[z−ε,z+ε](Tℓ(θ))
√
∂1T˜ℓ(θ)2 + ∂2T˜ℓ(θ)2
on the chaos Cq equals
q∑
u=0
u∑
m=0
αm,u−mβεq−u(z)
(m)!(u−m)!(q − u)!Hq−u(Tℓ(θ))Hm(∂1T˜ℓ(θ))Hu−m(∂2T˜ℓ(θ)) .
Since
∫
S2
dx < ∞, standard arguments based on Jensen inequality and dominated
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convergence yield that, for every q ≥ 1,
proj(Lεℓ(z) |Cq)
=
√
ℓ(ℓ+ 1)
2
q∑
u=0
u∑
m=0
αm,u−mβεq−u(z)
(m)!(u−m)!(q − u)! ×
×
∫
S2
Hq−u(Tℓ(θ))Hm(∂1T˜ℓ(θ))Hu−m(∂2T˜ℓ(θ)) dθ.
One has that, as ε → 0, proj(Lεℓ(z) |Cq) converges necessarily to proj(Lℓ(z) |Cq) in
probability. Using (7.2.18), we deduce from this fact that representation (7.2.16) is
valid for every q ≥ 1.
Remark 7.2.3. The coefficients α2n,2m can be found also first using polar coordinates
and then the explicit expression for Hermite polynomials [64]. Briefly,
1
2π
∫
R2
√
y2 + z2H2n(y)H2m(z)e
− y2+z2
2 dydz =
=
1
2π
∫ 2π
0
∫ +∞
0
ρ2H2n(ρ cosϑ)H2m(ρ sinϑ)e
− ρ2
2 dρdϑ =
=
(2n)!(2m)!
2π
n∑
a=0
(−1)a
2aa!(2n− 2a)!
m∑
b=0
(−1)b
2bb!(2m− 2b)!×
×
∫ 2π
0
cosϑ2n−2a sin ϑ2m−2bdϑ
∫ +∞
0
ρ2+2n−2a+2m−2be−
ρ2
2 dρ .
It remains to solve the previous integrals (which are well-known).
7.3 Asymptotic study of proj(Lℓ(z)|C2)
In this section we find an explicit expression for the second order chaotic projection of
the length of level curves.
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Proposition 7.3.1. We have
proj(Lℓ(z)|C2) =
√
ℓ(ℓ+ 1)
2
√
π
8
φ(z)z2
∫
S2
H2(Tℓ(x)) dx =
=
√
ℓ(ℓ+ 1)
2
√
π
8
φ(z)z2
2ℓ+1∑
m=1
(
a2ℓ,m −
4π
2ℓ+ 1
)
.
Proof. The second chaotic projection is, omitting the factor
√
ℓ(ℓ+1)
2
,
α0,0β2(z)
2
∫
S2
H2(Tℓ(x)) dx+
α0,2β0(z)
2
∫
S2
H2(∂˜2Tℓ(x)) dx+
+
α2,0β0(z)
2
∫
S2
H2(∂˜1Tℓ(x)) dx =
1
2
(
α0,0β2(z)
∫
S2
(Tℓ(x)
2 − 1) dx+
+α0,2β0(z)
∫
S2
((∂˜2Tℓ(x))
2 − 1) dx+ α2,0β0(z)
∫
S2
((∂˜1Tℓ(x))
2 − 1) dx
)
=
=
1
2
(
α0,0β2(z)
∫
S2
Tℓ(x)
2 dx+ α0,2β0(z)
2
ℓ(ℓ+ 1)
∫
S2
(∂2Tℓ(x))
2 dx+
+α2,0β0(z)
2
ℓ(ℓ+ 1)
∫
S2
(∂1Tℓ(x))
2 dx− 4π(α0,0β2(z) + 4
ℓ(ℓ+ 1)
α0,2β0(z))
)
.
Now, by Green’s formula, we have for j = 1, 2∫
S2
(∂jTℓ(x))
2 dx = −
∫
S2
Tℓ(x)∂
2
j Tℓ(x) dx
and putting things together
1
2
(
α0,0β2(z)
∫
S2
Tℓ(x)
2 dx+ α0,2β0(z)
2
ℓ(ℓ + 1)
∫
S2
(∂2Tℓ(x))
2 dx+
+α2,0β0(z)
2
ℓ(ℓ+ 1)
∫
S2
(∂1Tℓ(x))
2 dx− 4π(α0,0β2(z) + 4
ℓ(ℓ+ 1)
α0,2β0(z))
)
=
=
1
2
(
α0,0β2(z)
∫
S2
Tℓ(x)
2 dx− α0,2β0(z) 2
ℓ(ℓ+ 1)
∫
S2
Tℓ(x)∂
2
2Tℓ(x) dx+
−α2,0β0(z) 2
ℓ(ℓ + 1)
∫
S2
Tℓ(x)∂
2
1Tℓ(x) dx− 4π(α0,0β2(z) +
4
ℓ(ℓ+ 1)
α0,2β0(z))
)
=
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=
1
2
(
α0,0β2(z)
∫
S2
Tℓ(x)
2 dx− α0,2β0(z) 2
ℓ(ℓ+ 1)
∫
S2
Tℓ(x)(∂
2
1Tℓ(x) + ∂
2
2Tℓ(x)) dx+
−4π(α0,0β2(z) + 4
ℓ(ℓ+ 1)
α0,2β0(z))
)
=
=
1
2
(
α0,0β2(z)
∫
S2
Tℓ(x)
2 dx− α0,2β0(z) 2
ℓ(ℓ + 1)
∫
S2
Tℓ(x)∆Tℓ(x) dx+
−4π(α0,0β2(z) + 4
ℓ(ℓ+ 1)
α0,2β0(z))
)
=
=
1
2
(
α0,0β2(z)
∫
S2
Tℓ(x)
2 dx+ α0,2β0(z)
2
ℓ(ℓ+ 1)
ℓ(ℓ+ 1)
∫
S2
Tℓ(x)
2 dx+
−4π(α0,0β2(z) + 4
ℓ(ℓ+ 1)
α0,2β0(z))
)
=
=
1
2
(
(α0,0β2(z) + 2α0,2β0(z))
∫
S2
Tℓ(x)
2 dx− 4π(α0,0β2(z) + 2α0,2β0(z))
)
=
=
1
2
(α0,0β2(z) + 2α0,2β0(z))
∫
S2
(Tℓ(x)
2 − 1) dx =
=
1
2
√
π
2
φ(z)z2
∫
S2
H2(Tℓ(x)) dx .
Moreover ∫
S2
H2(Tℓ(x)) dx =
∫
S2
∑
m,m′
(aℓ,maℓ,m′Yℓ,m(x)Yℓ,m′(x)− 1) dx =
=
2ℓ+1∑
m=1
(
a2ℓ,m −
4π
2ℓ+ 1
)
,
since Yℓ,m are an orthonormal family.
Now it immediately follows that
Corollary 7.3.2. The second chaotic projection of the length Lℓ(z) vanishes if and
only if z = 0.
Remark 7.3.3. Previous computations in the proof of Proposition 7.3.1 indeed holds
on every two dimensional compact Riemannian manifold, actually we can always use
Green’s formula.
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7.4 The CLT
In this section we prove the main result of this chapter, that is a CLT for the length
of z-level curve for z 6= 0. Let us first show the following.
Lemma 7.4.1. For z 6= 0, we have
proj(Lℓ(z)|C2)√
Var(proj(Lℓ(z)|C2))
L−→Z ,
where Z ∼ N (0, 1).
Proof. The variance of the second chaotic projection (Proposition 7.3.1) is
Var(proj(Lℓ(z)|C2)) = ℓ(ℓ+ 1) π
16
φ(z)2z42 · 4π · 2π
∫ π
0
Pℓ(cosϑ)
2 dϑ =
= ℓ(ℓ+ 1)
π
16
φ(z)2z42 · 4π · 2π 2
2ℓ+ 1
= ℓ(ℓ+ 1)
π
16
1
2π
e−z
2
z42 · 4π · 2π 2
2ℓ+ 1
=
= ℓ(ℓ+ 1)
2
2ℓ+ 1
· π
2
2
e−z
2
z4 ∼ ℓ · π
2
2
e−z
2
z4 , ℓ→ +∞ ,
where we used the identity (5.1.9)∫ π
0
Pℓ(cosϑ)
2 dϑ =
2
2ℓ+ 1
.
Moreover we can rewrite the second chaotic projection as
proj(Lℓ(z)|C2) =
√
ℓ(ℓ+ 1)
2
√
π
8
φ(z)z2
∑
m
(
a2ℓ,m −
4π
2ℓ+ 1
)
=
=
√
ℓ(ℓ+ 1)
2
√
π
4
φ(z)z2
4π√
2ℓ+ 1
1√
2(2ℓ+ 1)
∑
m
(√2ℓ+ 1
4π
aℓ,m
)2
− 1
 .
Now we can apply the standard CLT to the sequence of normalized sums
1√
2(2ℓ+ 1)
∑
m
(√2ℓ+ 1
4π
aℓ,m
)2
− 1
 L−→Z ,
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where Z ∼ N (0, 1). Finally this implies the CLT for the second chaotic projection
proj(Lℓ(z)|C2)√
Var(proj(Lℓ(z)|C2))
L−→Z ,
which conclude the proof.
Now we can easily prove Thereom 7.1.1.
Proof of Theorem 7.1.1. We have, for z 6= 0,
lim
ℓ
Var(proj(Lℓ(z)|C2))
Var(Lℓ(z)) = 1 . (7.4.24)
It follows from the chaotic decomposition, that as ℓ→∞
Lℓ(z)√
Var(Lℓ(z))
=
proj(Lℓ(z)|C2)√
Var(Lℓ(z))
+ oP(1) ,
therefore Lℓ(z)√
Var(Lℓ(z))
and proj(Lℓ(z)|C2)√
Var(Lℓ(z))
have the same asymptotic distribution. Previous
lemma allows to conclude the proof, recalling moreover that if the limit distribution
is absolutely continuous, than the convergence in distribution is equivalent to the con-
vergence in Kolmogorov distance.
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Chapter 8
Nodal lengths for arithmetic
random waves
8.1 Introduction and main results
In this chapter we investigate the asymptotic behavior of nodal lengths for arithmetic
random waves.
8.1.1 Arithmetic random waves
Let T := R2/Z2 be the standard 2-torus and ∆ the Laplace operator on T. We
are interested in the (totally discrete) spectrum of ∆ i.e. eigenvalues E > 0 of the
Schro¨dinger equation
∆f + Ef = 0. (8.1.1)
Let
S = {n ∈ Z : n = a2 + b2 for some a, b ∈ Z}
be the collection of all numbers expressible as a sum of two squares. Then the eigen-
values of (8.1.1) (also called “energy levels” of the torus) are all numbers of the form
En = 4π
2n with n ∈ S.
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In order to describe a Laplace eigenspace corresponding to En denote Λn to be the
set of “frequencies”:
Λn := {λ = (λ1, λ2) ∈ Z2 : λ21 + λ22 = n}
of cardinality |Λn|. (Geometrically Λn are all the standard lattice points lying on the
centered radius-
√
n circle.) For λ ∈ Λn denote the complex exponential associated to
the frequency λ
eλ(θ) = exp(2πi〈λ, θ〉)
with θ = (θ1, θ2) ∈ T. The collection
{eλ(θ)}λ∈Λn
of complex exponentials corresponding to frequencies λ ∈ Λn is an L2-orthonormal basis
of the eigenspace of ∆ corresponding to eigenvalue En. In particular, the dimension of
En equals the number of ways to express n as a sum of two squares
Nn := dimEn = |Λn|
(also denoted in the number theoretic literature r2(n) = |Λn|). The number Nn is
subject to large and erratic fluctuation; it grows [?] on average as
√
log n, but could
be as small as 8 for (an infinite sequence of) prime numbers p ≡ 1 mod 4, or as large
as a power of log n.
Following [61] and [34] we define the “arithmetic random waves” (random Gaussian
toral Laplace eigenfunctions) to be the random fields
Tn(θ) =
1√Nn
∑
λ∈Λn
aλeλ(θ), (8.1.2)
θ ∈ T, where the coefficients aλ are standard Gaussian i.i.d. save to the relations
a−λ = aλ
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(ensuring that Tn are real-valued). By the definition (8.1.2), Tn is a centered Gaussian
random field with covariance function
rn(θ, ζ) = rn(θ−ζ) := E[Tn(θ)Tn(ζ)] = 1Nn
∑
λ∈Λn
eλ(θ−ζ) = 1Nn
∑
λ∈Λn
cos (2π〈θ − ζ, λ〉) ,
θ, ζ ∈ T (by the standard abuse of notation). Note that rn(0) = 1, i.e. Tn is unit
variance.
8.1.2 Nodal length : mean and variance
Consider the total nodal length of random eigenfunctions, i.e. the sequence the random
variables {Ln}n∈S given by
Ln := length(T−1n (0)). (8.1.3)
The expected value of Ln was computed [61] to be
E[Ln] = 1
2
√
2
√
En, (8.1.4)
consistent to Yau’s conjecture [71, 26]. The more subtle question of asymptotic be-
haviour of the variance Var(Ln) of Ln was addressed [61], and fully resolved [34] as
follows.
Given n ∈ S define a probability measure µn on the unit circle S1 ⊆ R2 supported
on angles corresponding to lattice points in Λn:
µn :=
1
Nn
∑
λ∈Λn
δ λ√
n
.
It is known that for a density 1 sequence of numbers {nj} ⊆ S the angles of lattice
points in Λn tend to be equidistributed in the sense that
µnj ⇒
dθ
2π
(where ⇒ is weak-∗ convergence of probability measures). However the sequence
{µn}n∈S has other weak-∗ partial limits [24, 34] (“attainable measures”), partially
classified in [35].
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It was proved [34] that one has
Var(Ln) = cn EnN 2n
(1 + oNn→∞(1)), (8.1.5)
where
cn =
1 + µ̂n(4)
2
512
, (8.1.6)
and for a measure µ on S1,
µ̂n(k) =
∫
S1
z−k dµn(z) (8.1.7)
are the usual Fourier coefficients of µ on the unit circle. As
|µ̂n(4)| ≤ 1
by the triangle inequality, the result (8.1.5) shows that the order of magnitude of
Var(Ln) is EnN 2n , that is, of smaller order than what would be a natural guess
En
Nn ; this
situation (‘arithmetic Berry’s cancellation’ – see [34]) is similar to the cancellation
phenomenon observed by Berry in a different setting [11].
In addition, (8.1.5) shows that for Var(Ln) to exhibit an asymptotic law (equivalent
to {cn} in (8.1.6) convergent along a subsequence) we need to pass to a subsequence
{nj} ⊂ S such that the limit
lim
j→∞
|µ̂nj(4)|
exists. For example, if {nj} ⊂ S is a subsequence such that µnj ⇒ µ for some probabil-
ity measure µ on S1, then (8.1.5) reads (under the usual extra-assumption Nnj →∞)
Var(Lnj) ∼ c(µ)
Enj
N 2nj
(8.1.8)
with
c(µ) =
1 + µ̂(4)2
512
,
where, here and for the rest of the chapter, we write an ∼ bn to indicate that the two
positive sequences {an} and {bn} are such that an/bn → 1, as n → ∞. Note that the
123
Sec. 8.1 - Introduction and main results
set of the possible values for the 4th Fourier coefficient µ̂(4) covers the whole interval
[−1, 1] (see [34, 35]). This implies in particular that the possible values of the constant
c(µ) cover the whole interval [
1
512
,
1
256
]
;
the above discussion provides a complete classification of the asymptotic behaviour of
Var(Ln).
8.1.3 Main results
Let {nj : j ≥ 1} ⊂ S be a sequence within S, and assume that limj→∞Nnj =∞. As it
is customary, generic subsequences of {nj} will be denoted by {n′j}, {n′′j}, and so on.
Our principal aim in this chapter is to study the asymptotic behaviour, as j →∞, of
the distribution of the sequence of normalized random variables
L˜nj :=
Lnj − E[Lnj ]√
Var[Lnj ]
, j ≥ 1. (8.1.9)
Since, in this setting, the variance (8.1.5) diverges to infinity, it seems reasonable
to expect a central limit result, that is, that the sequence L˜nj , j ≥ 1, converges
in distribution to a standard Gaussian random variable. Our main findings not only
contradict this somewhat naive prediction, but also show the following non-trivial facts:
(i) the sequence
{L˜nj} does not necessarily converge in distribution, and
(ii) the adherent points of the sequence
{L˜nj : j ≥ 1} (in the sense of the topology
induced by the convergence in distribution of random variables) coincide with the
distributions spanned by a class of linear combinations of independent squared
Gaussian random variables; such linear combinations are moreover parameterized
by the adherent points of the numerical sequence
j 7→ ∣∣µ̂nj(4)∣∣ , j ≥ 1.
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One should note that the phenomenon described at Point (ii) is consistent with the
fact that the variance Var(Ln) explicitly depends on the constant µ̂n(4)2 (see (8.3.31)).
In order to formally state our main findings, we introduce some further notation: for
every η ∈ [0, 1], we write Mη to indicate the random variable
Mη := 1
2
√
1 + η2
(2− (1 + η)X21 − (1− η)X22 ), (8.1.10)
where X = (X1, X2) is a two-dimensional centered Gaussian vector with identity co-
variance matrix (more information on the distributions of the random variablesMη is
provided in Proposition 8.1.3). For every n ∈ S, we write
Mn :=M|µ̂n(4)|, (8.1.11)
where the quantity µ̂n(4) is defined according to formula (8.1.7).
The following statement is the main result of the chapter.
Theorem 8.1.1. Let the above notation and assumptions prevail. Then, the sequence{
D
(L˜nj) : j ≥ 1} is relatively compact with respect to the topology of weak convergence,
and a subsequence
{L˜n′j} admits a limit in distribution if and only if the corresponding
numerical subsequence
{∣∣µ̂n′j(4)∣∣ : j ≥ 1} converges to some η ∈ [0, 1], and in this case
L˜n′j
d−→Mη.
In particular, letting d denote either the Kolmogorov distance (4.1.11), or an arbitrary
distance metrizing weak convergence on P (the space of all probability mesures on R -
see Chapter 4) this implies that
lim
j→∞
d
(L˜nj ,Mnj) = 0. (8.1.12)
The next result is a direct consequence of Theorem 8.1.1, of [27, Theorem 11.7.1]
and of the fact that
{L˜nj} is a bounded sequence in L2: it shows that one can actually
couple the elements of the sequences {L˜nj} and
{Mnj} on the same probability space,
in such a way that their difference converges to zero almost surely and in Lp, for every
p < 2.
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Corollary 8.1.2. There exists a probability space (Ω∗,F∗,P∗) as well as random vari-
ables {Aj, Bj : j ≥ 1} defined on it such that, for every j ≥ 1, Aj d= L˜nj , Bj d=Mnj ,
and, as j →∞,
Aj − Bj → 0, a.s.− P∗.
Also, for every p ∈ (0, 2), E∗[|Aj − Bj|p]→ 0.
We conclude this section by stating some elementary properties of the random vari-
ables Mη, η ∈ [0, 1], whose proof (left to the reader) can be easily deduced from the
representation
Mη = a(η)H2(X1) + b(η)H2(X2), (8.1.13)
where H2(x) = x
2− 1 is the second Hermite polynomial, a(η) := −(1+ η)/√4(1 + η2)
and b(η) := −(1 − η)/√4(1 + η2), as well as from the (classical) results presented in
[53, Section 2.7.4].
In what follows, we will use the elementary fact that, if Mη is the random variable
defined in (8.1.10) and if η → η0 ∈ [0, 1], then Mη d−→Mη0.
Proposition 8.1.3 (About Mη). Let the above notation prevail.
(i) For every η ∈ [0, 1], the distribution of Mη is absolutely continuous with respect
to the Lebesgue measure, with support equal to
(−∞, (1 + η2)−1/2).
(ii) For every η ∈ [0, 1], the characteristic function of Mη is given by
ϕη(µ) := E[exp(iµMη)] = e
−iµ(a(η)+b(η))√
(1− 2iµa(η))(1− 2iµb(η)) , µ ∈ R.
(iii) For every η ∈ [0, 1], the distribution of Mη is determined by its moments (or,
equivalently, by its cumulants). Moreover, the sequence of the cumulants of Mη,
denoted by {κp(Mη) : p ≥ 1}, admits the representation: κp(Mη) = 2p−1(p −
1)!(a(η)p + b(η)p), for every p ≥ 1 (in particular, Mη has unit variance).
(iv) Let η0, η1 ∈ [0, 1] be such that η0 6= η1. Then, D(Mη0) 6= D(Mη1).
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We observe that Point 4 in the previous statement is an immediate consequence of
Point 1 and of the fact that the mapping η 7→ (1 + η2)−1/2 is injective on [0, 1]. In the
next section, we will discuss the role of chaotic expansions in the proofs of our main
findings.
8.1.4 Chaos and the Berry cancellation phenomenon
As in the previous chapter, the proofs of our results rely on a pervasive use of Wiener-Itoˆ
chaotic expansions for non-linear functionals of Gaussian fields (the reader is referred
to the two monographs [53, 56] for an exhaustive discussion).
According to (8.1.2), the arithmetic random waves considered in this work are built
starting from a family of complex-valued Gaussian random variables {aλ : λ ∈ Z2},
defined on some probability space (Ω,F ,P) and verifying the following properties: (a)
each aλ has the form xλ+iyλ, where xλ and yλ are two independent real-valued Gaussian
random variables with mean zero and variance 1/2; (b) aλ and aτ are stochastically
independent whenever λ /∈ {τ,−τ}, and (c) aλ = a−λ. We define A to be the closure
in L2(P) of all real finite linear combinations of random variables ξ having the form
ξ = z aλ+ z a−λ, where λ ∈ Z2 and z ∈ C. It is easily verified that A is a real centered
Gaussian space (that is, a linear space of jointly Gaussian centered real-valued random
variables, that is stable under convergence in L2(P)).
Definition 8.1.4. For every q = 0, 1, 2, ... the qth Wiener chaos associated with A,
written Cq, is the closure in L
2(P) of all real finite linear combinations of random
variables with the form
Hp1(ξ1)Hp2(ξ2) · · ·Hpk(ξk),
where the integers p1, ..., pk ≥ 0 verify p1 + · + pk = q, and (ξ1, ..., ξk) is a real cen-
tered Gaussian vector with identity covariance matrix extracted from A (note that, in
particular, C0 = R).
Again Cq ⊥Cm (where the orthogonality holds in the sense of L2(P)) for every q 6= m,
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and moreover
L2(Ω, σ(A),P) =
∞⊕
q=0
Cq, (8.1.14)
that is: each real-valued functional F of A can be (uniquely) represented in the form
F =
∞∑
q=0
proj(F |Cq), (8.1.15)
where proj(• |Cq) stands for the projection operator onto Cq, and the series converges
in L2(P). Plainly, proj(F |C0) = EF . Now recall the definition of Tn given in (8.1.2):
the following elementary statement shows that the Gaussian field{
Tn(θ),
∂
∂θ1
Tn(θ),
∂
∂θ2
Tn(θ) : θ = (θ1, θ2) ∈ T
}
is a subset of A, for every n ∈ S.
Proposition 8.1.5. Fix n ∈ S, let the above notation and conventions prevail. Then,
for every j = 1, 2 one has that
∂jTn(θ) :=
∂
∂θj
Tn(θ) =
2πi√Nn
∑
(λ1,λ2)∈Λn
λjaλeλ(θ), (8.1.16)
and therefore Tn(θ), ∂1Tn(θ), ∂2Tn(θ) ∈ A, for every θ ∈ T. Moreover, for every fixed
θ ∈ T, one has that Tn(θ), ∂1Tn(θ), ∂2Tn(θ) are stochastically independent.
We shall often use the fact that
Var[∂jTn(θ)] =
4π2
Nn
∑
λ∈Λn
λ2j = 4π
2n
2
,
and, accordingly, for θ = (θ1, θ2) ∈ T and j = 1, 2, we will denote by ∂jT˜n(θ) the
normalized derivative
∂jT˜n(θ) :=
1
2π
√
2
n
∂
∂θj
Tn(θ) =
√
2
n
i√Nn
∑
λ∈Λn
λj aλeλ(θ) . (8.1.17)
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The next statement gathers together some of the main technical achievements of
the present chapter. It shows in particular that the already evoked ‘arithmetic Berry
cancellation phenomenon’ (see [34], as well as [11]) – according to which the variance
of the nodal length Ln (as defined in (8.1.3)) has asymptotically the same order as EnN 2n
(rather than the expected order EnNn ) – is a consequence of the following two facts:
(i) The projection of Ln on the second Wiener chaos C2 is exactly equal to zero for
every n ∈ S (and so is the projection of Ln onto any chaos of odd order q ≥ 3).
(ii) The variance of proj(Ln |C4) has the order EnN 2n , asNn →∞, and one has moreover
that
Var(Ln) = Var (proj(Ln |C4)) + o
(
En
N 2n
)
.
Note that, in principle, if proj(Ln |C2) did not vanish, then the sequence n 7→
Var (proj(Ln |C2)) would have provided the leading term (of the order EnNn ) in the
asymptotic development of Var(Ln).
Proposition 8.1.6 (Berry cancellation phenomenon). For every fixed n ∈ S,
one has that
proj(Ln |C2) = proj(Ln |C2k+1) = 0, k = 0, 1, ..., (8.1.18)
Moreover, if {nj : j ≥ 1} ⊂ S is a sequence contained in S such that limj→∞Nnj =∞,
then (as j →∞)
Var(Lnj) ∼ c(µnj)
Enj
N 2nj
∼ Var (proj(Lnj |C4)) ,
and therefore,
∞∑
k=3
Var
(
proj
(Lnj |C2k)) = o
(
Enj
N 2nj
)
.
Remark 8.1.7. Nodal lengths of Gaussian Laplace eigenfunctions Tℓ, ℓ ∈ N, on the
two-dimensional sphere have the same qualitative behavior as their toral counterpart.
Indeed, in Proposition 7.3.1 it is shown that the second chaotic term in the Wiener-Itoˆ
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expansion of the length of level curves T−1ℓ (u), u ∈ R disappears if and only if u = 0.
These findings shed some light on the Berry’s cancellation phenomenon, indeed they
explain why the asymptotic variance of the length of level curves respects the natural
scaling – except for the nodal case [68, 69].
Conjecture 8.1.8. Consider Gaussian eigenfunctions T on some manifold M and
define as usual the u-excursion set as
Au(T,M) := {x ∈M : T (x) > u}, u ∈ R.
Toral (resp. spherical) nodal lengths can be viewed as the length of the boundary of Au
for u = 0 for M = T the 2-torus (resp. M = S2 the 2-sphere). In this sense, as stated
in the Introduction of this thesis, they represent a special case of the second Lipschitz-
Killing curvature of Au, u ∈ R (see [1] for the definition and a comprehensive treatment
of Lipschitz-Killing curvatures on Gaussian excursion sets). We conjecture that for
excursion sets Au of Gaussian eigenfunctions on compact manifolds M the projection
of each Lipschitz-Killing curvature on the second-order Wiener chaos vanishes if and
only if u = 0; clearly the proof of this conjecture would represent a major step towards a
global understanding of the Berry’s cancellation phenomenon. In the two-dimensional
case, there are three Lipschitz-Killing curvatures, which correspond to the area, half
the boundary length and the Euler-Poincare´ characteristic of the excursion sets; for
the 2-sphere, we refer to [47, 44, 16] for results supporting our conjecture in the case
of the area and the Euler-Poincare´ characteristic, and to Remark 8.1.7 and Chapter 7
for the boundary lengths.
8.1.5 Plan
The rest of the chapter is organized as follows: §8.2 contains a study of the chaotic
representation of nodal lengths, §8.3 focuses on the projection of nodal lengths on the
fourth Wiener chaos, whereas §8.4 contains a proof of our main result.
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8.2 Chaotic expansions
The aim of this section is to derive an explicit expression for each projection of the
type proj(Ln |Cq), q ≥ 1. In order to accomplish this task, as in Chapter 7, we first
focus on a sequence of auxiliary random variables {Lεn : ε > 0} that approximate Ln
in the sense of the L2(P) norm.
8.2.1 Preliminary results
Fix n ≥ 1, and let Tn be defined according to (8.1.2). Define, for ε > 0, the approxi-
mating random variables
Lεn :=
1
2ε
∫
T
1[−ε,ε](Tn(θ))‖∇Tn(θ)‖ dθ . (8.2.19)
Lemma 8.2.1. We have
lim
ε→0
E[|Lεn −Ln|2] = 0 .
Proof. We have that
lim
ε→0
Lεn = Ln , a.s.
Moreover, for every ε
|Lεn −Ln|2 ≤ 2((Lεn)2 + (Ln)2) ≤
≤ 2((12
√
4π2n)2 + (Ln)2) ,
where the last equality follows form Lemma 3.2 in [61]. We can hence apply dominated
convergence theorem to conclude.
We observe that the previous result suggests that the random variable Ln can be
formally written as
Ln =
∫
T
δ0(Tn(θ))‖∇Tn(θ)‖ dθ , (8.2.20)
where δ0 denotes the Dirac mass in 0.
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8.2.2 Chaotic expansion of nodal length Ln
In view of the convention (8.1.17), we will rewrite (8.2.19) as
Lεn =
1
2ε
√
4π2
√
n
2
∫
T
1[−ε,ε](Tn(θ))
√
∂1T˜n(θ)2 + ∂2T˜n(θ)2 dθ . (8.2.21)
Recall from Chapter 7 the two collection of coefficients {α2n,2m : n,m ≥ 1} and {β2l :
l ≥ 0}, that are connected to the (formal) Hermite expansions of the norm ‖ · ‖ in R2
and the Dirac mass δ0(·) respectively. These are given by (7.2.13) and (7.2.14)
β2l :=
1√
2π
H2l(0) ,
where H2l denotes the 2l-th Hermite polynomial and
α2n,2m =
√
π
2
(2n)!(2m)!
n!m!
1
2n+m
pn+m
(
1
4
)
,
where for N = 0, 1, 2, . . . and x ∈ R (as in (7.2.15))
pN(x) :=
N∑
j=0
(−1)j (−1)N
(
N
j
)
(2j + 1)!
(j!)2
xj ,
(2j+1)!
(j!)2
being the so-called swinging factorial restricted to odd indices. The following
result provides the key tool in order to prove Proposition 8.1.6.
Proposition 8.2.2 (Chaotic expansion of Ln). Relation (8.1.18) holds for every
n ∈ S and also, for every q ≥ 2,
proj(Ln |C2q) (8.2.22)
=
√
4π2n
2
q∑
u=0
u∑
k=0
α2k,2u−2kβ2q−2u
(2k)!(2u− 2k)!(2q − 2u)!
∫
T
H2q−2u(Tn(θ))H2k(∂1T˜n(θ))H2u−2k(∂2T˜n(θ)) dθ.
As a consequence, one has the representation
Ln = ELn +
√
4π2n
2
+∞∑
q=2
q∑
u=0
u∑
k=0
α2k,2u−2kβ2q−2u
(2k)!(2u− 2k)!(2q − 2u)! × (8.2.23)
×
∫
T
H2q−2u(Tn(θ))H2k(∂1T˜n(θ))H2u−2k(∂2T˜n(θ)) dθ,
where the series converges in L2(P).
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Proof of Proposition 8.2.2. The proof of the chaotic projection formula is based on the
same arguments as the proof of Proposition 7.2.2, therefore we can skip details.
Let us show that the proj(Ln |C2) vanishes. It equals the quantity
√
4π2
√
n
2
(α0,0β2
2
∫
T
H2(Tn(θ)) dθ +
α0,2β0
2
∫
T
H2(∂2T˜n(θ)) dθ+
+
α2,0β0
2
∫
T
H2(∂1T˜n(θ)) dθ
)
.
Using the explicit expression H2(x) = x
2 − 1, we deduce that∫
T
H2(Tn(θ)) dθ =
∫
T
(
Tn(θ)
2 − 1) dθ = ∫
T
(
1
Nn
∑
λ,λ′∈Λn
aλaλ′eλ−λ′(θ)− 1
)
dθ
=
1
Nn
∑
λ,λ′∈Λn
aλaλ′
∫
T
eλ−λ′(θ) dθ︸ ︷︷ ︸
δλ
′
λ
−1 = 1Nn
∑
λ∈Λn
(|aλ|2 − 1),
where δλ
′
λ is the Kronecker symbol (observe that E[|aλ|2] = 1, hence the expected value
of the integral
∫
T
H2(Tn(θ)) dθ is 0, as expected). Analogously, for j = 1, 2 we have
that ∫
T
H2(∂jT˜n(θ)) dθ =
∫
T
(
2
n
1
Nn
∑
λ,λ′∈Λn
λjλ
′
jaλaλ′eλ−λ′(θ)− 1
)
dθ
=
2
n
1
Nn
∑
λ∈Λn
λ2j |aλ|2 − 1 =
1
Nn
2
n
∑
λ∈Λn
λ2j(|aλ|2 − 1) ,
where the last equality follows from the elementary identity∑
λ∈Λn
λ2j =
nNn
2
.
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Since α2n,2m = α2m,2n we can rewrite proj(Ln |C2) as
√
4π2
√
n
2
α0,0β2
2
1
Nn
∑
λ∈Λn
(|aλ|2 − 1) + α0,2β0
2
1
Nn
2
n
∑
λ∈Λn
(λ21 + λ
2
2)︸ ︷︷ ︸
=n
(|aλ|2 − 1)

=
√
4π2
√
n
2
1
2Nn
(
α0,0β2
∑
λ∈Λn
(|aλ|2 − 1) + 2α0,2β0
∑
λ∈Λn
(|aλ|2 − 1)
)
=
√
4π2
√
n
2
1
2Nn (α0,0β2 + 2α0,2β0)
∑
λ∈Λn
(|aλ|2 − 1) .
Easy computations show that
α0,0 =
√
π
2
, α0,2 = α2,0 =
1
2
√
π
2
, β0 =
1√
2π
, β2 = − 1√
2π
,
and therefore
proj(Ln |C2) =
√
4π2
√
n
2
1
2Nn
(
−
√
π
2
1√
2π
+ 2
1
2
√
π
2
1√
2π
) ∑
λ∈Λn
(|aλ|2 − 1)
=
√
4π2
√
n
2
1
2Nn
(
−1
2
+
1
2
) ∑
λ∈Λn
(|aλ|2 − 1) = 0,
thus concluding the proof.
8.3 Asymptotic study of proj(Ln |C4)
8.3.1 Preliminary considerations
As anticipated in the Introduction, one of the main findings of the present chapter is
that, whenever Nnj →∞, the asymptotic behaviour of the normalized sequence {L˜nj}
in (8.1.9) is completely determined by that of the fourth order chaotic projections
proj(L˜nj |C4) =
proj(Lnj |C4)√
Var[Lnj ]
, j ≥ 1. (8.3.24)
134
Sec. 8.3 - Asymptotic study of proj(Ln |C4)
The aim of this section is to provide a detailed asymptotic study of the sequence
appearing in (8.3.24), by using in particular the explicit formula (8.2.22). For the rest
of the chapter, we use the notation
ψ(η) :=
3 + η
8
, η ∈ [−1, 1], (8.3.25)
and will exploit the following elementary relations, valid as Nnj →∞:
(i) if µ̂nj(4)→ η ∈ [−1, 1], then, for ℓ = 1, 2,
2
n2jNnj
∑
λ=(λ1,λ2)∈Λnj
λ2≥0
λ4ℓ −→ ψ(η); (8.3.26)
(ii) if µ̂nj(4)→ η ∈ [−1, 1], then
2
n2jNnj
∑
λ=(λ1,λ2)∈Λnj
λ2≥0
λ21λ
2
2 −→
1
2
− ψ(η). (8.3.27)
Note that (8.3.26)–(8.3.27) follow immediately from the fact that, for every n,
µ̂n(4) =
1
n2Nn
∑
λ∈Λn
(
λ41 + λ
4
2 − 6λ21λ22
)
,
as well as from elementary symmetry considerations. We will also use the identity:
64ψ(η)2 − 48ψ(η) + 10 = η2 + 1. (8.3.28)
One of our principal tools will be the following multivariate central limit theorem
(CLT).
Proposition 8.3.1. Assume that the subsequence {nj} ⊂ S is such that Nnj → ∞
and µ̂nj(4)→ η ∈ [−1, 1]. Define
H(nj) =

H1(nj)
H2(nj)
H3(nj)
H4(nj)
 := 1nj√Nnj/2
∑
λ=(λ1,λ2)∈Λnj
λ2≥0
(|aλ|2 − 1)

nj
λ21
λ22
λ1λ2
 .
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Then, as nj →∞, the following CLT holds:
H(nj)
d−→ Z(η) =

Z1
Z2
Z3
Z4
 , (8.3.29)
where Z(η) is a centered Gaussian vector with covariance
Σ =

1 1
2
1
2
0
1
2
ψ 1
2
− ψ 0
1
2
1
2
− ψ ψ 0
0 0 0 1
2
− ψ
 . (8.3.30)
with ψ = ψ(η), as defined in (8.3.25).
Proof. Each component of the vector H(nj) is an element of the second Wiener chaos
associated withA (see Section 8.1.4). As a consequence, according e.g. to [53, Theorem
6.2.3], in order to prove the desired result it is enough to establish the following relations
(as nj → ∞): (a) the covariance matrix of H(nj) converges to Σ, and (b) for every
k = 1, 2, 3, 4, Hk(nj) converges in distribution to a one-dimensional centered Gaussian
random variable. Point (a) follows by a direct computation based on formulae (8.3.26)–
(8.3.27), as well as on the fact that the random variables in the set{|aλ|2 − 1 : λ ∈ Λnj , λ2 ≥ 0}
are centered, independent, identically distributed and with unit variance. To prove
Point (b), write Λ+nj := {λ ∈ Λnj , λ2 ≥ 0} and observe that, for every k and every nj,
the random variable Hk(nj) has the form
Hk(nj) =
∑
λ∈Λ+nj
ck(nj , λ)× (|aλ|2 − 1)
where {ck(nj, λ)} is a collection of positive deterministic coefficients such that
max
λ∈Λ+nj
ck(nj , λ)→ 0,
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as nj → ∞. An application of the Lindeberg criterion, e.g. in the quantitative form
stated in [53, Proposition 11.1.3], consequently yields that Hk(nj) converges in distri-
bution to a Gaussian random variable, thus concluding the proof.
Remark 8.3.2. The eigenvalues of the matrix Σ are given by:
{
0, 3
2
, 1
2
− ψ, 2ψ − 1
2
}
.
Following [34], we will abundantly use the structure of the length-4 correlation set
of frequencies:
Sn(4) := {(λ, λ′, λ′′, λ′′′) ∈ (Λn)4 : λ+ · · ·+ λ′′′ = 0} .
It is easily seen that an element of Sn(4) necessarily verifies one of the following prop-
erties (A)–(C):
(A) :
{
λ = −λ′
λ′′ = −λ′′′ ,
(B) :
{
λ = −λ′′
λ′ = −λ′′′ ,
(C) :
{
λ = −λ′′′
λ′ = −λ′′ .
We also have the following identities between sets:
{(λ, λ′, λ′′, λ′′′) : (A) and (B) are verified} = {(λ, λ′, λ′′, λ′′′) : λ = −λ′ = −λ′′ = λ′′′} ,
{(λ, λ′, λ′′, λ′′′) : (A) and (C) are verified} = {(λ, λ′, λ′′, λ′′′) : λ = −λ′ = λ′′ = −λ′′′} ,
{(λ, λ′, λ′′, λ′′′) : (B) and (C) are verified} = {(λ, λ′, λ′′, λ′′′) : λ = λ′ = −λ′′ = −λ′′′} ,
whereas, for n 6= 0, there is no element of Sn(4) simultaneously verifying (A), (B) and
(C). In view of these remarks, we can apply the inclusion-exclusion principle to deduce
that, for n 6= 0,
|Sn(4)| = 3Nn(Nn − 1) .
In the next subsections, we will establish a non-central limit theorem for the sequence
defined in (8.3.24).
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8.3.2 Non-central convergence of the fourth chaotic projec-
tion: statement
One of the main achievements of the present chapter is the following statement.
Proposition 8.3.3. Let {nj} ⊂ S be such that Nnj →∞ and µ̂nj → η ∈ [−1, 1]; set
v(nj) :=
√
4π2nj
512
1
Nnj
, j ≥ 1. (8.3.31)
Then, as nj →∞,
Q(nj) :=
proj(Lnj |C4)
v(nj)
d−→ 1 + Z21 − 2Z22 − 2Z23 − 4Z24 , (8.3.32)
where the four-dimensional vector Z⊤ = Z⊤(η) = (Z1, Z2, Z3, Z4) is defined in (8.3.29).
Moreover, one has that
Var(1 + Z21 − 2Z22 − 2Z23 − 4Z24) = 1 + η2. (8.3.33)
Since the multidimensional CLT stated in (8.3.29) implies that
(H1(nj)
2, H2(nj)
2, H3(nj)
2, H4(nj)
2)
d−→ (Z21 , Z22 , Z23 , Z24),
in order to prove Proposition 8.3.3 it is sufficient to show that
Q(nj) = H1(nj)
2 − 2H2(nj)− 2H3(nj)2 − 4H4(nj)2 +R(nj), (8.3.34)
where, as nj → ∞, the sequence of random variables {Rnj} converges in probability
to some numerical constant α ∈ R. To see this, observe that, in view of (8.1.5) and
of the orthogonal chaotic decomposition (8.1.14), one has that {Q(nj)} is a centered
sequence of random variables such that supj EQ(nj)
2 < ∞. By uniform integrability,
this fact implies that, as nj →∞,
E[Z21 − 2Z22 − 2Z23 − 4Z24 ] + α = lim
nj→∞
E[Q(nj)] = lim
nj→∞
0 = 0,
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and therefore, since E[Z21 − 2Z22 − 2Z23 − 4Z24 ] = 1 − 2ψ − 2ψ − 4(2−1 − ψ) = −1,
one has necessarily that α = 1. (Note that our results yield indeed a rather explicit
representation of the term R(nj), so that the fact that α = 1 can alternatively be
verified by a careful bookkeeping of the constants appearing in the computations to
follow).
Our proof of (8.3.34) is based on a number of technical results that are gathered
together in the next subsection. These results will be combined with the following
representation of proj(Lnj |C4), that is a direct consequence of (8.2.22) in the case
q = 2:
proj(Lnj |C4) =
√
4π2
√
n
2
(α0,0β4
4!
∫
T
H4(Tn(θ)) dθ (8.3.35)
+
α0,4β0
4!
∫
T
H4(∂2T˜n(θ)) dθ +
α4,0β0
4!
∫
T
H4(∂1T˜n(θ)) dθ +
+
α0,2β2
2!2!
∫
T
H2(Tn(θ))H2(∂2T˜n(θ)) dθ
+
α2,0β2
2!2!
∫
T
H2(Tn(θ))H2(∂1T˜n(θ)) dθ +
+
α2,2β0
2!2!
∫
T
H2(∂1T˜n(θ))H2(∂2T˜n(θ)) dθ
)
,
where the coefficients α·,· and β· are defined according to equation (7.2.14) and equation
(7.2.13), respectively.
8.3.3 Some ancillary lemmas
The next four lemmas provide some useful representations for the six summands ap-
pearing on the right-hand side of (8.3.35). In what follows, n always indicates a positive
integer different from zero and, moreover, in order to simplify the discussion we some-
times use the shorthand notation:∑
λ
=
∑
λ=(λ1,λ2)∈Λn
,
∑
λ,λ′
=
∑
λ,λ′∈Λn
and
∑
λ:λ2≥0
=
∑
λ=(λ1,λ2)∈Λn
λ2≥0
,
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in such a way that the exact value of the integer n will always be clear from the context.
Also, the symbol {nj} will systematically indicate a subsequence of integers contained
in S such that Nnj → ∞ and µ̂nj (4) → η ∈ [−1, 1], as nj → ∞. As it is customary,
we write ‘
P−→’ to denote convergence in probability, and we use the symbol oP(1) to
indicate a sequence of random variables converging to zero in probability, as Nn →∞.
Lemma 8.3.4. One has the following representation:∫
T
H4(Tn(θ)) dθ =
6
Nn
(
1√Nn/2
∑
λ:λ2≥0
(|aλ|2 − 1) + oP(1)
)2
− 3N 2n
∑
λ
|aλ|4.
Also, as nj →∞,
3
Nnj
∑
λ
|aλ|4 P−→ 6.
Proof. Using the explicit expression H4(x) = x
4 − 6x2 + 3, we deduce that∫
T
H4(Tn(θ)) dθ =
∫
T
(
Tn(θ)
4 − 6Tn(θ)2 + 3
)
dθ
=
1
N 2n
∑
λ,...,λ′′′∈Λn
aλaλ′aλ′′aλ′′′
∫
T
exp(2πi〈λ− λ′ + λ′′ − λ′′′, θ〉) dθ +
− 6 1Nn
∑
λ,λ′∈Λn
aλaλ′
∫
T
exp(2πi〈λ− λ′, θ〉) dθ + 3
=
1
N 2n
∑
λ−λ′+λ′′−λ′′′=0
aλaλ′aλ′′aλ′′′ − 6 1Nn
∑
λ∈Λn
|aλ|2 + 3,
where the subscript λ − λ′ + λ′′ − λ′′′ = 0 indicates that (λ,−λ′, λ′′,−λ′′′) ∈ Sn(4).
Owing to the structure of Sn(4) discussed above, the previous expression simplifies to
3
1
N 2n
( ∑
λ,λ′∈Λn
|aλ|2|aλ′|2 −
∑
λ
|aλ|4
)
− 6 1Nn
∑
λ∈Λn
|aλ|2 + 3
= 3
1
Nn
( 1√Nn ∑λ∈Λn(|aλ|2 − 1)
)2
− 3 1N 2n
∑
λ∈Λn
|aλ|4
=
6
Nn
(
1√Nn/2
∑
λ:λ2≥0
(|aλ|2 − 1) + oP(1)
)2
− 3N 2n
∑
λ
|aλ|4,
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where oP(1) = −(2Nnj )−1/2(|a(n−1/2,0)|2 + |a(−n−1/2,0)|2 − 2), thus immediately yielding
the first part of the statement (after developing the square). The second part of the
statement follows from a standard application of the law of large numbers to the sum,
3
Nnj
∑
λ
|aλ|4 = 3Nnj/2
∑
λ:λ2≥0
|aλ|4 + oP(1),
as well as from the observation that the set {|aλ|4 : λ ∈ Λnj , λ2 ≥ 0} is composed of
i.i.d. random variables such that E|aλ|4 = 2.
Lemma 8.3.5. For ℓ = 1, 2,∫
T
H4(∂ℓT˜n(θ)) dθ =
24
Nn
[
1√Nn/2
∑
λ,λ2≥0
(
λ2ℓ
n
(|aλ|2 − 1))+ oP(1)
]2
+
−
(
2
n
)2
3
N 2n
∑
λ
λ4ℓ |aλ|4.
Moreover, as nj →∞, (
2
nj
)2
3
Nnj
∑
λ
λ4ℓ |aλ|4 P−→ 24ψ(η).
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Proof. The proof is similar to that of Lemma 8.3.4. We have that∫
T
H4(∂ℓT˜n(θ)) dθ =
∫
T
(∂ℓT˜n(θ)
4 − 6∂ℓT˜n(θ)2 + 3) dθ
=
1
N 2n
4
n2
∑
λ,...,λ′′′∈Λn
λℓλ
′
ℓλ
′′
ℓλ
′′′
ℓ aλaλ′aλ′′aλ′′′
∫
T
exp(2πi〈λ− λ′ + λ′′ − λ′′′, θ〉) dθ +
−6 1Nn
2
n
∑
λ,λ′
λℓλ
′
ℓaλaλ′
∫
T
exp(2πi〈λ− λ′, θ〉) dθ + 3
=
1
N 2n
4
n2
∑
λ−λ′+λ′′−λ′′′=0
λℓλ
′
ℓλ
′′
ℓλ
′′′
ℓ aλaλ′aλ′′aλ′′′ − 6
1
Nn
2
n
∑
λ∈Λn
λ2ℓ |aλ|2 + 3
=
3
N 2n
4
n2
(∑
λ,λ′
λ2ℓ(λ
′
ℓ)
2|aλ|2|aλ′ |2 −
∑
λ
λ4ℓ |aλ|4
)
− 6 1Nn
2
n
∑
λ∈Λn
λ2ℓ |aλ|2 + 3
=
24
Nn
[
1√Nn/2
∑
λ,λ2≥0
(
λ2ℓ
n
(|aλ|2 − 1))+ oP(1)]2 − ( 2
n
)2
3
N 2n
∑
λ
λ4ℓ |aλ|4 .
To conclude the proof, we observe that(
2
nj
)2
3
Nnj
∑
λ
λ4ℓ |aλ|4
= oP(1) +
(
2
nj
)2
3
Nnj/2
∑
λ:λ2≥0
λ4ℓ(|aλ|4 − 2) +
2× 24
n2jNnj
∑
λ:λ2≥0
λ4ℓ := K1(nj) +K2(nj),
so that the conclusion follows from (8.3.26), as well as from the fact that, since the
random variables {|aλ|4−2 : λ ∈ Λnj , λ2 ≥ 0} are i.i.d., square-integrable and centered
and λ4ℓ/n
2 ≤ 1, EK1(nj)2 = O(N−1nj )→ 0.
Lemma 8.3.6. One has that∫
T
H2(Tn(θ))
(
H2(∂1T˜n(θ)) +H2(∂2T˜n(θ))
)
dθ (8.3.36)
=
4
Nn
{
1√Nn/2
∑
λ,λ2≥0
(|aλ|2 − 1)+ oP(1)
}2
− 2N 2n
∑
λ
|aλ′|4.
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Proof. For ℓ = 1, 2,∫
T
H2(Tn(θ))H2(∂ℓT˜n(θ)) dθ =
∫
T
(Tn(θ)
2 − 1)(∂ℓT˜n(θ)2 − 1) dθ
=
∫
T
(
1
Nn
∑
λ,λ′
aλaλ′eλ(θ)e−λ′(θ)− 1
)(
2
n
1
Nn
∑
λ′′,λ′′′
λ′′ℓλ
′′′
ℓ aλ′′aλ′′′eλ′′(θ)e−λ′′′(θ)− 1
)
dθ
=
2
n
1
N 2n
∑
λ−λ′+λ′′−λ′′′=0
λ′′ℓλ
′′′
ℓ aλaλ′aλ′′aλ′′′ −
1
Nn
∑
λ
|aλ|2 − 2
n
1
Nn
∑
λ
λ2ℓ |aλ|2 + 1 .
An application of the inclusion-exclusion principle yields that the first summand in the
previous expression equals
2
n
1
N 2n
(∑
λ,λ′
λ2j |aλ|2|aλ′|2 + 2
∑
λ,λ′
λjλ
′
j|aλ|2|aλ′|2 − 2
∑
λ
λ2j |aλ|4 +
∑
λ
λ2j |aλ|4
)
Using the relation a−λ = aλ, we also infer that∑
λ,λ′
λjλ
′
j|aλ|2|aλ′ |2 =
(∑
λ
λj|aλ|2
)2
= 0 .
Summing the terms corresponding to ∂1 and ∂2 we deduce that the left-hand side of
(8.3.36) equals obtain
=
2
n
1
N 2n
{∑
λ,λ′
(
λ21 + λ
2
2
) |aλ|2|aλ′|2 −∑
λ
(
λ21 + λ
2
2
) |aλ′ |4
}
− 2Nn
∑
λ
|aλ|2 − 2
n
1
Nn
∑
λ
(
λ21 + λ
2
2
) |aλ|2 + 2 =
=
2
n
1
N 2n
{∑
λ,λ′
n|aλ|2|aλ′ |2 −
∑
λ
n|aλ′ |4
}
− 2Nn
∑
λ
|aλ|2 − 2
n
1
Nn
∑
λ
n|aλ|2 + 2
= 2
1
N 2n
{∑
λ,λ′
|aλ|2|aλ′|2 −
∑
λ
|aλ′|4
}
− 2Nn
∑
λ
|aλ|2 − 2Nn
∑
λ
|aλ|2 + 2
=
2
Nn
{ √
2√Nn/2
∑
λ,λ2≥0
(|aλ|2 − 1)+ oP(1)
}2
− 2N 2n
∑
λ
|aλ′|4,
which corresponds to the desired conclusion.
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Our last lemma allows one to deal with the most challenging term appearing in
formula (8.3.35).
Lemma 8.3.7. We have that∫
H2(∂1T˜n)H2(∂2T˜n) dθ
= −4
[
1√Nn/2 1n
∑
λ,λ2≥0
λ22(|aλ|2 − 1)
]2
− 4
[
1√Nn/2 1n
∑
λ,λ2≥0
λ21(|aλ|2 − 1) + oP(1)
]2
+4
[
1√Nn/2
∑
λ,λ2≥0
(|aλ|2 − 1) + oP(1)
]2
+16
[
1√Nn/2 1n
∑
λ,λ2≥0
λ1λ2
(|aλ|2 − 1)+ oP(1)]2 − 12
n2
1
N 2n
∑
λ
λ21λ
2
2|aλ|4 .
And the following convergence takes place as nj →∞:
12
n2j
1
N 2nj
∑
λ
λ21λ
2
2|aλ|4 P−→ 12− 24ψ(η).
Proof. One has that ∫
H2(∂1T˜n)H2(∂2T˜n)dθ
=
4
n2
1
N 2n
∑
λ−λ′+λ′′−λ′′′=0
λ1λ
′
1λ
′′
2λ
′′′
2 aλaλ′aλ′′aλ′′′ (8.3.37)
−2
n
1
Nn
∑
λ
λ21|aλ|2 −
2
n
1
Nn
∑
λ
λ22|aλ|2 + 1 . (8.3.38)
First of all, we note that
E
[
2
n
1
Nn
∑
λ
(λ21 + λ
2
2)|aλ|2
]
= E
[
2
Nn
∑
λ
|aλ|2
]
= 2 .
Let us now focus on (8.3.37). Using the structure of S4(n) recalled above, we obtain
4
n2
1
N 2n
∑
λ−λ′+λ′′−λ′′′=0
λ1λ
′
1λ
′′
2λ
′′′
2 aλaλ′aλ′′aλ′′′
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=
4
n2
1
N 2n
{∑
λ,λ′
λ21(λ
′
2)
2|aλ|2|aλ′ |2 + 2
∑
λ,λ′
λ1λ2λ
′
1λ
′
2|aλ|2|aλ′|2 − 3
∑
λ
λ21λ
2
2|aλ|4
}
.
Let us now write
4
n2
1
N 2n
∑
λ,λ′
λ21(λ
′
2)
2|aλ|2|aλ′ |2 := A ,
4
n2
1
N 2n
2
∑
λ,λ′
λ1λ2λ
′
1λ
′
2|aλ|2|aλ′ |2 := B ,
−3 4
n2
1
N 2n
∑
λ
λ21λ
2
2|aλ|4 := C ,
4
n2
1
N 2n
{
−Nnn
2
∑
λ
|aλ|2 + N
2
nn
2
4
}
:= D .
We have that A equals
4
n2
1
N 2n
∑
λ,λ′
λ21(λ
′
2)
2|aλ|2|aλ′|2
=
4
n2
1
N 2n
1
2
{∑
λ,λ′
λ21(λ
′
2)
2|aλ|2|aλ′ |2 +
∑
λ,λ′
λ21(λ
′
2)
2|aλ|2|aλ′ |2
}
=
4
n2
1
N 2n
1
2
{∑
λ,λ′
(n− λ22)(λ′2)2|aλ|2|aλ′|2 +
∑
λ,λ′
λ21(n− (λ′1)2)|aλ|2|aλ′ |2
}
,
an expression that can be rewritten as
4
n2
1
N 2n
1
2
{
−
∑
λ,λ′
λ22(λ
′
2)
2|aλ|2|aλ′ |2 −
∑
λ,λ′
λ21(λ
′
1)
2|aλ|2|aλ′ |2
}
+
4
n2
1
N 2n
1
2
{
n
∑
λ,λ′
(λ′2)
2|aλ|2|aλ′|2 + n
∑
λ,λ′
λ21|aλ|2|aλ′|2
}
=
4
n2
1
N 2n
1
2
{
−
∑
λ,λ′
λ22(λ
′
2)
2|aλ|2|aλ′|2 −
∑
λ,λ′
λ21(λ
′
1)
2|aλ|2|aλ′ |2
}
+
4
n2
1
N 2n
1
2
{
n
∑
λ,λ′
(λ′2)
2|aλ|2|aλ′|2 + n
∑
λ,λ′
λ21|aλ|2|aλ′|2
}
.
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As a consequence,
A +D = − 4
n2
1
N 2n
1
2
[∑
λ
λ22(|aλ|2 − 1)
]2
− 4
n2
1
N 2n
1
2
[∑
λ
λ21(|aλ|2 − 1)
]2
+
4
N 2n
1
2
[∑
λ
(|aλ|2 − 1)
]2
.
On the other hand,
B =
4
n2
1
N 2n
2
∑
λ,λ′
λ1λ2λ
′
1λ
′
2|aλ|2|aλ′ |2
=
4
n2
1
N 2n
2
[∑
λ
λ1λ2
(|aλ|2 − 1)
]2
.
The last assertion in the statement, which concerns the term C defined above, is a
direct consequence of (8.3.27) and of an argument similar to the one that concluded
the proof of Lemma 8.3.5.
8.3.4 End of the proof of Proposition 8.3.3
Plugging the explicit expressions appearing in Lemma 8.3.4, Lemma 8.3.5, Lemma
8.3.6 and Lemma 8.3.7 into (8.3.35) (and exploiting the fact that p2(1/4) = −1/8),
one deduces after some standard simplification that representation (8.3.34) is indeed
valid, so that the conclusion of Proposition 8.3.3 follows immediately. In order to prove
relation (8.3.33), introduce the centered Gaussian vector Z˜⊤ := (Z˜1, Z˜2, Z˜3, Z˜4), with
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covariance matrix given by
Σ˜ :=

1 1
2
√
ψ
1
2
√
ψ
0
1
2
√
ψ
1 1
2ψ
− 1 0
1
2
√
ψ
1
2ψ
− 1 1 0
0 0 0 1
 .
Then,
Var
[
Z21 − 2Z22 − 2Z23 − 4Z24
]
= Var
[
Z˜21 − 2ψZ˜22 − 2ψZ˜23 − 4(
1
2
− ψ)Z˜24
]
= Var
[
H2(Z˜1)− 2ψH2(Z˜2)− 2ψH2(Z˜3)− 4
(
1
2
− ψ
)
H2(Z˜4)
]
= 2 + 8ψ2 + 8ψ2 + 32
(
1
2
− ψ
)2
− 4ψCov
[
H2(Z˜1), H2(Z˜2)
]
−4ψCov
[
H2(Z˜1), H2(Z˜3)
]
+ 8ψ2Cov
[
H2(Z˜2), H2(Z˜3)
]
= 2 + 8ψ2 + 8ψ2 + 32(
1
2
− ψ)2
−8ψ( 1
2
√
ψ
)2 − 8ψ( 1
2
√
ψ
)2 + 16ψ2(
1
2ψ
− 1)2
= 2 + 8ψ2 + 8ψ2 + 32(
1
4
+ ψ2 − ψ)− 2− 2 + 16ψ2( 1
4ψ2
+ 1− 1
ψ
)
= 64ψ2 − 48ψ + 10,
and the conclusion follows from (8.3.28).
8.4 End of the proof of Theorem 8.1.1
A direct computation (obtained e.g. by diagonalising the covariance matrix Σ appear-
ing in (8.3.30)) reveals that, for every η ∈ [−1, 1], the random variable
1√
1 + η2
(
1 + Z21 − 2Z22 − 2Z23 − 4Z24
)
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has the same law as M|η|, as defined in (8.1.10). This implies, in particular, that
such a random variable has unit variance, and has a distribution that does not depend
on the sign of η. Now let the assumptions and notations of Theorem 8.1.1 prevail
(in particular, Nnj → ∞). Since the sequence {|µ̂nj(4)| : j ≥ 1} is nonnegative and
bounded by 1, there exists a subsequence {n′j} such that |µ̂n′j(4)| converges to some
η ∈ [0, 1]. It follows that {n′j} necessarily contains a subsequence {n′′j} ⊂ {n′j} such
that one of the following properties holds: either (i) µ̂n′′j (4) converges to η, or (ii) µ̂n′′j (4)
converges to −η. Now, if {n′′j} is of type (i), then our initial remarks together with
(8.1.5) and (8.3.32) imply that
lim
n′′j
Var[Ln′′j ]
Var[proj(Ln′′j |C4)]
= 1.
In view of the chaotic decomposition (8.1.15), this result implies that, as n′′j →∞,
L˜n′′j =
proj(Ln′′j |C4)√
Var[Ln′′j ]
+ oP(1),
and consequently that L˜n′′j converges in distribution to Mη, by virtue of Proposition
8.3.3. An analogous argument shows that, if {n′′j} is of type (ii), then necessarily L˜n′′j
converges in distribution to M|−η| = Mη. The results described above readily imply
the following three facts: (a) if the subsequence {n′j} ⊂ {nj} is such that |µ̂n′j(4)| →
η ∈ [0, 1], then L˜n′j
d−→ Mη, (b) any subsequence {n′j} ⊂ {nj} contains a further
subsequence {n′′j} ⊂ {n′j} such that |µ̂n′′j (4)| converges to some η ∈ [0, 1], and therefore
L˜n′′j
d−→ Mη, and (c) if the subsequence {n′j} is such that |µ̂n′j(4)| is not converging,
then L˜n′j is not converging in distribution, since in this case the set {D(L˜n′j)} has
necessarily two distinct adherent points (thanks to Point 4 in Proposition 8.1.3). The
first part of the statement is therefore proved. To prove (8.1.12), use fact (b) above to
deduce that, for every subsequence {n′j}, there exists a further subsequence {n′′j} such
that L˜n′′j
d−→Mη and Mn′′j d−→Mη (where we have used the notation (8.1.11)), and
consequently
d
(L˜n′′j , Mn′′j ) ≤ d(L˜n′′j , Mη)+ d(Mη , Mn′′j ) −→ 0, n′′j →∞.
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The previous asymptotic relation is obvious whenever d is a distance metrizing weak
convergence on P. To deal with the case where d = dK equals the Kolmogorov
distance, one has to use the standard fact that, sinceMη has an absolutely continuous
distribution, then Xn
d−→Mη if and only if dK(Xn,Mη) −→ 0. The proof of Theorem
8.1.1 is complete.
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Part 3
Spin random fields
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Chapter 9
Representation of Gaussian
isotropic spin random fields
This chapter is based on the second part of [8]: we investigate spin random fields on
the sphere, extending the representation formula for Gaussian isotropic random fields
on homogeneous spaces of a compact group in Chapter 2 to the spin case. Moreover we
introduce a powerful tool for studying spin random fields and more generally random
sections of homogeneous vector bundles, that is, the “pullback” random field.
9.1 Random sections of vector bundles
We now investigate the case of Gaussian isotropic spin random fields on S2, with the aim
of extending the representation result of Theorem 2.2.3. As stated in the Introduction
of this thesis, these models have received recently much attention (see [36], [38] or [40]),
being motivated by the modeling of CMB data. Actually our point of view begins from
[38].
We consider first the case of a general vector bundle. Let ξ = (E, p, B) be a finite-
dimensional complex vector bundle on the topological space B, which is called the base
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space. The surjective map
p : E−→B (9.1.1)
is the bundle projection, p−1(x), x ∈ B is the fiber above x. Let us denote B(B) the
Borel σ-field of B. A section of ξ is a map u : B → E such that p ◦ u = idB. As E is
itself a topological space, we can speak of continuous sections.
We suppose from now on that every fibre p−1(x) carries an inner product and a
measure µ is given on the base space. Hence we can consider square integrable sections,
as those such that ∫
B
〈u(x), u(x)〉p−1(x) dµ(x) < +∞
and define the corresponding L2 space accordingly.
Let (Ω,F ,P) be a probability space.
Definition 9.1.1. A random section T of the vector bundle ξ is a collection of E-
valued random variables (Tx)x∈B indexed by the elements of the base space B such that
the map Ω× B ∋ (ω, x) 7→ Tx(ω) is F ⊗B(B)-measurable and, for every ω, the path
B ∋ x→ Tx(ω) ∈ E
is a section of ξ, i.e. p ◦ T·(ω) = idB.
Continuity of a random section T is easily defined by requiring that for every ω ∈ Ω
the map x 7→ Tx is a continuous section of ξ. Similarly a.s. continuity is defined. A
random section T of ξ is a.s. square integrable if the map x 7→ ‖Tx(ω)‖2p−1(x) is a.s.
integrable, it is second order if E[‖Tx‖2p−1(x)] < +∞ for every x ∈ B and mean square
integrable if
E
[∫
B
‖Tx‖2p−1(x) dµ(x)
]
< +∞ .
As already remarked in [38], in defining the notion of mean square continuity for a
random section, the naive approach
lim
y→x
E[‖Tx − Ty‖2] = 0
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is not immediately meaningful as Tx and Ty belong to different (even if possibly isomor-
phic) spaces (i.e. the fibers). A similar difficulty arises for the definition of strict sense
invariance w.r.t. the action of a topological group on the bundle. We shall investigate
these points below.
A case of particular interest to us are the homogeneous (or twisted) vector bundles.
Let G be a compact group, K a closed subgroup and X = G/K. Given an irreducible
unitary representation τ of K on the complex (finite-dimensional) Hilbert space H , K
acts on the Cartesian product G×H by the action
k(g, z) := (gk, τ(k−1)z) .
Let G ×τ H = {θ(g, z) : (g, z) ∈ G × H} denote the quotient space of the orbits
θ(g, z) = {(gk, τ(k−1)z) : k ∈ K} under the above action. G acts on G×τ H by
hθ(g, z) := θ(hg, z) . (9.1.2)
The map G×H → X : (g, z)→ gK is constant on the orbits θ(g, z) and induces the
projection
G×τ H ∋ θ(g, z) πτ→ gK ∈ X
which is a continuous G-equivariant map. ξτ = (G×τ H, πτ ,X ) is a G-vector bundle:
it is the homogeneous vector bundle associated to the representation τ . The fiber π−1τ (x)
is isomorphic to H for every x ∈ X (see [66]). More precisely, for x ∈ X the fiber
π−1τ (x) is the set of elements of the form θ(g, z) such that gK = x. We define the scalar
product of two such elements as
〈θ(g, z), θ(g, w)〉π−1τ (x) = 〈z, w〉H (9.1.3)
for some fixed g ∈ G such that gK = x, as it is immediate that this definition does not
depend on the choice of such a g. Given a function f : G→ H satisfying
f(gk) = τ(k−1)f(g) , (9.1.4)
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then to it we can associate the section of ξτ
u(x) = u(gK) = θ(g, f(g)) (9.1.5)
as again this is a good definition, not depending of the choice of g in the coset gK.
The functions f satisfying to (9.1.4) are called right K-covariant functions of type τ
(functions of type τ from now on).
More interestingly, also the converse is true.
Proposition 9.1.2. Given a section u of ξτ , there exists a unique function f of type
τ on G such that u(x) = θ(g, f(g)) where gK = x. Moreover u is continuous if and
only if f : G→ H is continuous.
Proof. Let (gx)x∈X be a measurable selection such that gxK = x for every x ∈ X . If
u(x) = θ(gx, z), then define f(gx) := z and extend the definition to the elements of the
coset gxK by f(gxk) := τ(k
−1)z; it is easy to check that such a f is of type τ , satisfies
(9.1.5) and is the unique function of type τ with this property.
Note that the continuity of f is equivalent to the continuity of the map
F : g ∈ G→ (g, f(g)) ∈ G×H . (9.1.6)
Denote pr1 : G → X the canonical projection onto the quotient space X and pr2 :
G × H → G ×τ H the canonical projection onto the quotient space G ×τ H . It is
immediate that
pr2 ◦ F = u ◦ pr1 .
Therefore F is continuous if and only if u is continuous, the projections pr1 and pr2
being continuous open mappings.
We shall again call f the pullback of u. Remark that, given two sections u1, u2 of ξτ
and their respective pullbacks f1, f2, we have
〈u1, u2〉 :=
∫
X
〈u1(x), u2(x)〉π−1τ (x) dx =
∫
G
〈f1(g), f2(g)〉H dg (9.1.7)
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so that u ←→ f is an isometry between the space L2(ξτ ) of the square integrable
sections of ξτ and the space L
2
τ (G) of the square integrable functions of type τ .
The left regular action of G on L2τ (G) (also called the representation of G induced
by τ)
Lhf(g) := f(h
−1g)
can be equivalently realized on L2(ξτ ) by
Uhu(x) = hu(h
−1x) . (9.1.8)
We have
Uhu(gK) = hu(h
−1gK) = hθ(h−1g, f(h−1g)) = θ(g, f(h−1g)) = θ(g, Lhf(g))
so that, thanks to the uniqueness of the pullback function:
Proposition 9.1.3. If f is the pullback function of the section u then Lhf is the
pullback of the section Uhu.
Let T = (Tx)x∈X be a random section of the homogeneous vector bundle ξτ . As,
for fixed ω, x 7→ Tx(ω) is a section of ξτ , by Proposition 9.1.2 there exists a unique
function g 7→ Xg(ω) of type τ such that TgK(ω) = θ(g,Xg(ω)). We refer to the random
field X = (Xg)g∈G as the pullback random field of T . It is a random field on G of type
τ , i.e. Xgk(ω) = τ(k
−1)Xg(ω) for each ω. Conversely every random field X on G of
type τ uniquely defines a random section of ξτ whose pullback random field is X . It is
immediate that
Proposition 9.1.4. Let T be a random section of ξτ .
a) T is a.s. square integrable if and only if its pullback random field X is a.s. square
integrable.
b) T is second order if and only if its pullback random field X is second order.
c) T is a.s. continuous if and only if its pullback random field X is a.s. continuous.
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Proposition 9.1.4 introduces the fact that many properties of random sections of the
homogeneous bundle can be stated or investigated through corresponding properties of
their pullbacks, which are just ordinary random fields to whom the results of previous
sections can be applied. A first instance is the following definition.
Definition 9.1.5. The random section T of the homogeneous vector bundle ξτ is said
to be mean square continuous if its pullback random field X is mean square continuous,
i.e.,
lim
h→g
E[‖Xh −Xg‖2H ] = 0 . (9.1.9)
Recalling Definition 1.3.6, we state now the definition of strict-sense invariance. Let
T be an a.s. square integrable random section of ξτ . For every g ∈ G, the “rotated”
random section T g is defined as
T gx (·) := g−1Tgx(·) (9.1.10)
which is still an a.s. square integrable random section of ξτ . For any square integrable
section u of ξτ , let
T (u) :=
∫
X
〈Tx, u(x)〉π−1(x) dx . (9.1.11)
Definition 9.1.6. Let T be an a.s. square integrable random section of the homoge-
neous vector bundle ξτ . It is said to be (strict-sense) G-invariant or isotropic if and
only if for every choice of square integrable sections u1, u2, . . . , um of ξτ , the random
vectors(
T (u1), . . . , T (um)
)
and
(
T g(u1), . . . , T
g(um)
)
=
(
T (Ugu1), . . . , T (Ugum)
)
(9.1.12)
have the same law for every g ∈ G.
Proposition 9.1.7. Let T be an a.s. square integrable random section of ξτ and let X
be its pullback random field on G. Then X is isotropic if and only if T is an isotropic
random section.
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Proof. Let us denote X(f) :=
∫
G
〈Xg, f(g)〉H dg. Thanks to Proposition 9.1.3 the
equality in law (9.1.12) is equivalent to the requirement that for every choice of square
integrable functions f1, f2, . . . , fm of type τ (i.e. the pullbacks of corresponding sections
of ξτ ), the random vectors
(X(f1), . . . , X(fm)) and (X(Lgf1), . . . , X(Lgfm)) (9.1.13)
have the same law for every g ∈ G. As L2τ (G) is a closed subspace of L2(G) and is
invariant under the left regular representation of G, every square integrable function
f : G → H can be written as the sum f (1) + f (2) with f (1) ∈ L2τ (G), f (2) ∈ L2τ (G)⊥.
As the paths of the random field X are of type τ we have X(f (2)) = X(Lhf
(2)) = 0 for
every h ∈ G so that
X(f) = X(f (1)) and X(Lhf) = X(Lhf
(1)) . (9.1.14)
Therefore (9.1.13) implies that, for every choice f1, f2, . . . , fm of square integrable H-
valued functions on G, the random vectors
(X(Lgf1), . . . , X(Lgfm)) and (X(f1), . . . , X(fm)) (9.1.15)
have the same law for every h ∈ G so that the pullback random field X is a strict-sense
isotropic random field on G.
As a consequence of Proposition 1.3.9 we have
Corollary 9.1.8. Every a.s. square integrable, second order and isotropic random
section T of the homogeneous vector bundle ξτ is mean square continuous.
In order to make a comparison with the pullback approach developed above, we
briefly recall the approach to the theory of random fields in vector bundles introduced
by Malyarenko in [38]. The main tool is the scalar random field associated to the
random section T of ξ = (E, p, B). More precisely, it is the complex-valued random
field T sc indexed by the elements η ∈ E given by
T scη := 〈η, Tb〉p−1(b), b ∈ B, η ∈ p−1(b) . (9.1.16)
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T sc is a scalar random field on E and we can give the definition that T is mean square
continuous if and only if T sc is mean square continuous, i.e., if the map
E ∋ η 7→ T scη ∈ L2C(P) (9.1.17)
is continuous. Given a topological group G acting with a continuous action (g, x) 7→
gx, g ∈ G on the base space B, an action of G on E is called associated if its restriction
to any fiber p−1(x) is a linear isometry between p−1(x) and p−1(gx). In our case of
interest, i.e. the homogeneous vector bundles ξτ = (G ×τ H, πτ ,X ), we can consider
the action defined in (9.1.2) which is obviously associated. We can now define that
T is strict sense G-invariant w.r.t. the action of G on B if the finite-dimensional
distributions of T sc are invariant under the associated action (9.1.2). In the next
statement we prove the equivalence of the two approaches.
Proposition 9.1.9. The square integrable random section T of the homogeneous bun-
dle ξτ is mean square continuous (i.e. its pullback random field on G is mean square
continuous) if and only if the associated scalar random field T sc is mean square contin-
uous. Moreover if T is a.s. continuous then it is isotropic if and only if the associated
scalar random field T sc is G-invariant.
Proof. Let X be the pullback random field of T . Consider the scalar random field on
G×H defined as Xsc(g,z) := 〈z,Xg〉H . Let us denote pr the projection G×H → G×τ H :
keeping in mind (9.1.3) we have
T sc ◦ pr = Xsc , (9.1.18)
i.e.
T scθ(g,z)(ω) = X
sc
(g,z)(ω)
for every (g, z) ∈ G×H , ω ∈ Ω. Therefore the map G×τH ∋ θ(g, z) 7→ T scθ(g,z) ∈ L2C(P )
is continuous if and only if the map G × H ∋ (g, z) 7→ Xsc(g,z) ∈ L2C(P ) is continuous,
the projection pr being open and continuous. Let us show that the continuity of the
latter map is equivalent to the mean square continuity of the pullback random field X ,
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which will allow to conclude. The proof of this equivalence is inspired by the one of a
similar statement in [38], §2.2.
Actually consider an orthonormal basis {v1, v2, . . . , vdim τ} of H , and denote X i =
〈X, vi〉 the i-th component of X w.r.t. the above basis. Assume that the map G×H ∋
(g, z) 7→ Xsc(g,z) ∈ L2C(P ) is continuous, then the random field on G
g 7→ Xsc(g,vi) = X ig
is continuous for every i = 1, . . . , dim τ . As E[|X ig −X ih|2] = E[|X ig −X ih|2],
lim
h→g
E[‖Xg −Xh‖2H ] = lim
h→g
dim τ∑
i=1
E[|X ig −X ih|2] = 0 .
Suppose that the pullback random field X is mean square continuous. Then for each
i = 1, . . . , dim τ
0 ≤ lim sup
h→g
E[|X ig −X ih|2] ≤ lim
h→g
E[‖Xg −Xh‖2H ] = 0
so that the maps G ∋ g 7→ X ig ∈ L2C(P) are continuous. Therefore
lim
(h,w)→(g,z)
E[|Xsc(h,w) −Xsc(g,z)|2] ≤ 2
dim τ∑
i=1
lim
(h,w)→(g,z)
E[|wiX ih − ziX ig|2] = 0 ,
ai denoting the i-th component of a ∈ H .
Assume that T is a.s. continuous and let us show that it is isotropic if and only
if the associated scalar random field T sc is G-invariant. Note first that, by (9.1.18)
and (T sc)h = (Xsc)h ◦ pr for any h ∈ G, T sc is G-invariant if and only if Xsc is G-
invariant. Actually if the random fields Xsc and its rotated (Xsc)h have the same law,
then T sc=lawXsc and vice versa. Now recalling the definition of Xsc, it is obvious that
Xsc is G-invariant if and only if X is isotropic.
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9.2 Random sections of the homogeneous line bun-
dles on S2
We now concentrate on the case of the homogeneous line bundles on X = S2 with
G = SO(3) and K ∼= SO(2). For every character χs of K, s ∈ Z, let ξs be the
corresponding homogeneous vector bundle on S2, as explained in the previous section.
Given the action of K on SO(3) × C: k(g, z) = (gk, χs(k−1)z), k ∈ K, let Es :=
SO(3) ×s C be the space of the orbits Es = {θ(g, z), (g, z) ∈ G × C} where θ(g, z) =
{(gk, χs(k−1)z); k ∈ K}. If πs : Es ∋ θ(g, z) → gK ∈ S2, ξs = (Es, πs, S2) is an
homogeneous line bundle (each fiber π−1s (x) is isomorphic to C as a vector space).
The space L2(ξs) of the square integrable sections of ξs is therefore isomorphic to the
space L2s(SO(3)) of the square integrable functions of type s, i.e. such that, for every
g ∈ G and k ∈ K,
f(gk) = χs(k
−1)f(g) = χs(k)f(g) . (9.2.19)
Let us investigate the Fourier expansion of a function of type s.
Proposition 9.2.1. Every function of type s is an infinite linear combination of the
functions appearing in the (−s)-columns of Wigner’s D matrices Dℓ, ℓ ≥ |s|. In
particular functions of type s and type s′ are orthogonal if s 6= s′.
Proof. For every ℓ ≥ |s|, let f̂(ℓ) be as in (1.2.16). We have, for every k ∈ K,
f̂(ℓ) =
√
2ℓ+ 1
∫
SO(3)
f(g)Dℓ(g−1) dg =
√
2ℓ+ 1χs(k)
∫
SO(3)
f(gk)Dℓ(g−1) dg =
=
√
2ℓ+ 1χs(k)
∫
SO(3)
f(g)Dℓ(kg−1) dg =
=
√
2ℓ+ 1χs(k)D
ℓ(k)
∫
SO(3)
f(g)Dℓ(g−1) dg = χs(k)Dℓ(k)f̂(ℓ) ,
(9.2.20)
i.e. the image of f̂(ℓ) is contained in the subspace H
(−s)
ℓ ⊂ Hℓ of the vectors such that
Dℓ(k)v = χ−s(k)v for every k ∈ K. In particular f̂(ℓ) 6= 0 only if ℓ ≥ |s|, as for every ℓ
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the restriction to K of the representation Dℓ is unitarily equivalent to the direct sum
of the representations χm, m = −ℓ, . . . , ℓ as recalled at the end of §2.
Let ℓ ≥ |s| and v−ℓ, v−ℓ+1, . . . , vℓ be the orthonormal basis of Hℓ as in (1.2.14), in
other words vm spans H
m
ℓ , the one-dimensional subspace of Hℓ formed by the vec-
tors that transform under the action of K according to the representation χm. It is
immediate that
f̂(ℓ)i,j = 〈f̂(ℓ)vj, vi〉 = 0 , (9.2.21)
unless i = −s. Thus the Fourier coefficients of f vanish but those corresponding to the
column (−s) of the matrix representation Dℓ and the Peter-Weyl expansion (1.2.17)
of f becomes, in L2(SO(3)),
f =
∑
ℓ≥|s|
√
2ℓ+ 1
ℓ∑
m=−ℓ
f̂(ℓ)−s,mDℓm,−s . (9.2.22)
We introduced the spherical harmonics in (1.2.18) from the entries Dℓm,0 of the central
columns of Wigner’s D matrices. Analogously to the case of s = 0, for any s ∈ Z we
define for ℓ ≥ |s|, m = −ℓ, . . . , ℓ
−sYℓ,m(x) := θ
(
g,
√
2ℓ+ 1
4π
Dℓm,s(g)
)
, x = gK ∈ S2 . (9.2.23)
−sYℓ,m is a section of ξs whose pullback function (up to a factor) is g 7→ Dℓ−m,−s(g)
(recall the relation Dℓm,s(g) = (−1)m−sDℓ−m,−s(g), see [40] p. 55 e.g.). Therefore thanks
to Proposition 9.2.1 the sections −sYℓ,m, ℓ ≥ |s|, m = −ℓ, . . . , ℓ, form an orthonormal
basis of L2(ξs). Actually recalling (9.1.3) and (considering the total mass equal to 4π
on the sphere and to 1 on SO(3))∫
S2
−sYℓ,m −sYℓ′,m′ dx = 4π
∫
SO(3)
√
2ℓ+ 1
4π
Dℓm,s(g)
√
2ℓ′ + 1
4π
Dℓ
′
m′,s(g) dg = δ
ℓ
ℓ′δ
m
m′ .
The sections −sYℓ,m, ℓ ≥ |s|, m = −ℓ, . . . , ℓ in (9.2.23) are called spin −s spherical
harmonics. Recall that the spaces L2s(SO(3)) and L
2(ξs) are isometric through the
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identification u←→ f between a section u and its pullback f and the definition of the
scalar product on L2(ξs) in (9.1.7). Proposition (9.2.1) can be otherwise stated as
Every square integrable section u of the homogeneous line bundle ξs = (Es, πs, S2) admits
a Fourier expansion in terms of spin −s spherical harmonics of the form
u(x) =
∑
ℓ≥|s|
ℓ∑
m=−ℓ
uℓ,m −sYℓ,m(x) , (9.2.24)
where uℓ,m := 〈u, −sYℓ,m〉2, the above series converging in L2(ξs).
In particular we have the relation
uℓ,m =
∫
S2
u(x) −sYℓ,m(x) dx = 4π
∫
SO(3)
f(g)
√
2ℓ+ 1
4π
Dℓm,s(g) dg =
(−1)s−m
√
4π(2ℓ+ 1)
∫
SO(3)
f(g)Dℓ−m,−s(g) dg = (−1)s−m
√
4π f̂(ℓ)−s,−m .
Definition 9.2.2. Let s ∈ Z. A square integrable function f on SO(3) is said to be
bi-s-associated if for every g ∈ SO(3), k1, k2 ∈ K,
f(k1gk2) = χs(k1)f(g)χs(k2) . (9.2.25)
Of course for s = 0 bi-0-associated is equivalent to bi-K-invariant. We are particu-
larly interested in bi-s-associated functions as explained in the remark below.
Remark 9.2.3. Let X be an isotropic random field of type s on SO(3). Then its
associate positive definite function φ is bi-(−s)-associated. Actually, assuming for
simplicity that X is centered, as φ(g) = E[XgXe], we have, using invariance on k1 and
type s property on k2,
φ(k1gk2) = E[Xk1gk2Xe] = E[Xgk2Xk−11 ] =
= χs(k
−1
1 )E[XgXe]χs(k
−1
2 ) = χ−s(k1)φ(g)χ−s(k2) .
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Let us investigate the Fourier expansion of a bi-s-associated function f : note first
that a bi-s-associated function is also a function of type (−s), so that f̂(ℓ) 6= 0 only if
ℓ ≥ |s| as above and all its rows vanish but for the s-th. A repetition of the computation
leading to (9.2.20) gives easily that
f̂(ℓ) = χ−s(k)f̂(ℓ)Dℓ(k)
so that the only non-vanishing entry of the matrix f̂(ℓ) is the (s, s)-th.
Therefore the Fourier expansion of a bi-s-associated function φ is
f =
∑
ℓ≥|s|
√
2ℓ+ 1αℓD
ℓ
s,s , (9.2.26)
where we have set αℓ = f̂(ℓ)s,s.
Now let T be an a.s. square integrable random section of the line bundle ξs and X its
pullback random field. Recalling that X is a random function of type s and its sample
paths are a.s. square integrable, we easily obtain the stochastic Fourier expansion of
X applying (9.2.22) to the functions g 7→ Xg(ω). Actually define, for every ℓ ≥ |s|, the
random operator
X̂(ℓ) =
√
2ℓ+ 1
∫
SO(3)
XgD
ℓ(g−1) dg . (9.2.27)
The basis ofHℓ being fixed as above and recalling (9.2.22), we obtain, a.s. in L
2(SO(3)),
Xg =
∑
ℓ≥|s|
√
2ℓ+ 1
ℓ∑
m=−ℓ
X̂(ℓ)−s,mDℓm,−s(g) . (9.2.28)
If T is isotropic, then by Definition 9.1.6 its pullback random field X is also isotropic
in the sense of Definition 1.3.6. The following is a consequence of well known general
properties of the random coefficients of invariant random fields (see [9] Theorem 3.2 or
[38] Theorem 2).
Proposition 9.2.4. Let s ∈ Z and ξs = (Es, πs, S2) be the homogeneous line bundle
on S2 induced by the s-th linear character χs of SO(2). Let T be a random section
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of ξs and X its pullback random field. If T is second order and strict-sense isotropic,
then the Fourier coefficients X(ℓ)−s,m of X in its stochastic expansion (9.2.28) are
pairwise orthogonal and the variance, cℓ, of X̂(ℓ)−s,m does not depend on m. Moreover
E[X̂(ℓ)−s,m] = 0 unless ℓ = 0, s = 0.
For the random field X of Proposition 9.2.4 we have immediately
E[|Xg|2] =
∑
ℓ≥|s|
(2ℓ+ 1)cℓ < +∞ . (9.2.29)
The convergence of the series above is also a consequence of Theorem 1.4.5, as the
positive definite function φ associated to X is given by
φ(g) = E[XgXe] =
∑
ℓ≥|s|
(2ℓ+ 1)cℓ
ℓ∑
m=−ℓ
Dℓm,−s(g)D
ℓ
m,−s(e) =
=
∑
ℓ≥|s|
(2ℓ+ 1)cℓ
ℓ∑
m=−ℓ
Dℓm,−s(g)D
ℓ
−s,m(e) =
∑
ℓ≥|s|
(2ℓ+ 1)cℓD
ℓ
−s,−s(g) .
Remark 9.2.5. Let X be a type s random field on SO(3) with s 6= 0. Then the
relation Xgk = χs(k
−1)Xg implies that X cannot be real (unless it is vanishing). If in
addition it was Gaussian, then, the identity in law between Xg and Xgk = χs(k
−1)Xg
would imply that, for every g ∈ G, Xg is a complex Gaussian r.v.
9.3 Construction of Gaussian isotropic spin ran-
dom fields
We now give an extension of the construction of §2.1 and prove that every complex
Gaussian random section of a homogeneous line bundle on S2 can be obtained in this
way, a result much similar to Theorem 2.2.3. Let s ∈ Z and let ξs be the homogeneous
line bundle associated to the representation χs.
Let (Xn)n be a sequence of i.i.d. standard Gaussian r.v.’s on some probability
space (Ω,F ,P), and H ⊂ L2(Ω,F ,P) the complex Hilbert space generated by (Xn)n.
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Let (en)n be an orthonormal basis of L
2(SO(3)) and define an isometry S between
L2(SO(3)) and H by
L2(SO(3)) ∋
∑
k
αkek →
∑
k
αkXk ∈ H .
Let f ∈ L2(SO(3)), we define a random field Xf on SO(3) by
Xfg = S(Lgf) , (9.3.30)
L denoting as usual the left regular representation.
Proposition 9.3.1. If f is a square integrable bi-s-associated function on SO(3), then
Xf defined in (9.3.30) is a second order, square integrable Gaussian isotropic random
field of type s. Moreover it is complex Gaussian.
Proof. It is immediate that Xf is second order as E[|Xfg |2] = ‖Lgf‖22 = ‖f‖22. It is of
type s as for every g ∈ SO(3) and k ∈ K,
Xfgk = S(Lgkf) = χs(k
−1)S(Lgf) = χs(k−1)Xfg .
Let us prove strict-sense invariance. Actually, S being an isometry, for every h ∈ SO(3)
E[XfhgX
f
hg′] = E[S(Lhgf)S(Lhg′f)] = 〈Lhgf, Lhg′f〉2 = 〈Lgf, Lg′f〉2 = E[XfgXfg′ ] .
Therefore the random fields Xf and its rotated (Xf)h have the same covariance kernel.
Let us prove that they also have the same relation function. Actually we have, for
every g, g′ ∈ SO(3),
E[XfgX
f
g′] = E[S(Lhgf)S(Lhg′f)] = 〈Lhgf, Lhg′f〉2 = 〈Lgf, Lg′f〉2 = 0 (9.3.31)
as the function Lg′f is bi-(−s)-associated and therefore of type s and orthogonal to
Lgf which is of type −s (orthogonality of functions of type s and −s is a consequence
of Proposition 9.2.1).
In order to prove that Xf is complex Gaussian we must show that for every ψ ∈
L2(SO(3)), the r.v.
Z =
∫
SO(3)
Xfg ψ(g) dg
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is complex Gaussian. As Z is Gaussian by construction we must just prove that
E[Z2] = 0. But as, thanks to (9.3.31), E[XfgX
f
g′] = 0
E[Z2] = E
[∫
SO(3)
∫
SO(3)
XfgX
f
hψ(g)ψ(h) dgdh
]
=
=
∫
SO(3)
∫
SO(3)
E[XfgX
f
h ]ψ(g)ψ(h) dgdh = 0 .
Let us investigate the stochastic Fourier expansion of Xf . Let us consider first the
random field Xℓ associated to f = Dℓs,s. Recall first that the r.v. Z = S(D
ℓ
s,s) has
variance E[|Z|2] = ‖Dℓs,s‖22 = (2ℓ+ 1)−1 and that Dℓm,s = (−1)m−sDℓ−m,−s. Therefore
Xℓg = S(LgD
ℓ
s,s) =
ℓ∑
m=−ℓ
S(Dℓm,s)D
ℓ
s,m(g
−1) =
=
ℓ∑
m=−ℓ
S(Dℓm,s)D
ℓ
m,s(g) =
ℓ∑
m=−ℓ
S(Dℓm,s)(−1)m−sDℓ−m,−s(g) .
Therefore the r.v.’s
aℓ,m =
√
2ℓ+ 1S(Dℓm,s)(−1)m−s
are complex Gaussian, independent and with variance E[|aℓ,m|2] = 1 and we have the
expansion
Xℓg =
1√
2ℓ+ 1
ℓ∑
m=−ℓ
aℓ,mD
ℓ
m,−s(g) . (9.3.32)
Note that the coefficients aℓm are independent complex Gaussian r.v.’s. This is a
difference with respect to the case s = 0, where in the case of a real random field, the
coefficients aℓ,m and aℓ,−m were not independent. Recall that random fields of type
s 6= 0 on SO(3) cannot be real.
In general, for a square integrable bi-s-associated function f
f =
∑
ℓ≥|s|
√
2ℓ+ 1αℓD
ℓ
s,s (9.3.33)
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with
‖f‖22 =
∑
ℓ≥|s|
|αℓ|2 < +∞ ,
the Gaussian random field Xf has the expansion
Xfg =
∑
ℓ≥|s|
αℓ
ℓ∑
m=ℓ
aℓ,mD
ℓ
m,−s(g) , (9.3.34)
where (aℓ,m)ℓ,m are independent complex Gaussian r.v.’s with zero mean and unit
variance.
The associated positive definite function of Xf , φf(g) := E[XfgX
f
e ] is bi-(−s)-
associated (Remark 9.2.3) and continuous (Theorem 1.4.5) and, by (2.1.2), is related
to f by
φf = f ∗ f˘(g−1) .
This allows to derive its Fourier expansion:
φf(g) = f ∗ f˘(g−1) =
∫
SO(3)
f(h)f(gh)dh =
=
∑
ℓ,ℓ′≥|s|
√
2ℓ+ 1
√
2ℓ′ + 1αℓαℓ′
∫
SO(3)
Dℓs,s(h)D
ℓ′
s,s(gh) dh =
=
∑
ℓ,ℓ′≥|s|
√
2ℓ+ 1
√
2ℓ′ + 1αℓαℓ′
ℓ∑
j=−ℓ
(∫
SO(3)
Dℓs,s(h)D
ℓ′
j,s(h) dh
)
︸ ︷︷ ︸
= 1
2ℓ+1
δℓ,ℓ′δs,j
Dℓs,j(g) =
=
∑
ℓ≥|s|
|αℓ|2Dℓ−s,−s(g) .
Note that in accordance with Theorem 1.4.5, as |Dℓ−s,−s(g)| ≤ Dℓ−s,−s(e) = 1, the above
series converges uniformly.
Conversely, it is immediate that, given a continuous positive definite bi -(−s)- asso-
ciated function φ, whose expansion is
φf(g) =
∑
ℓ≥|s|
|αℓ|2Dℓ−s,−s(g) ,
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by choosing
f(g) =
∑
ℓ≥|s|
√
2ℓ+ 1 βℓD
ℓ
−s,−s(g)
with |βℓ| = √αℓ, there exist a square integrable bi-s-associated function f as in (9.3.33)
such that φ(g) = f ∗ f˘(g−1). Therefore, for every random field X of type s on SO(3)
there exists a square integrable bi-s-associated function f such that X and Xf coincide
in law. Such a function f is not unique.
From Xf we can define a random section T f of the homogeneous line bundle ξs by
T fx := θ(g,X
f
g ) , (9.3.35)
where x = gK ∈ S2. Now, as for the case s = 0 that was treated in §2.1, it is natural
to ask whether every Gaussian isotropic section of ξs can be obtained in this way.
Theorem 9.3.2. Let s ∈ Z \ {0}. For every square integrable, isotropic, (complex)
Gaussian random section T of the homogeneous s-spin line bundle ξs, there exists a
square integrable and bi-s-associated function f on SO(3) such that
T f
law
= T . (9.3.36)
Such a function f is not unique.
Proof. Let X be the pullback random field (of type s) of T . X is of course mean square
continuous. Let R be its covariance kernel. The function φ(g) := R(g, e) is continuous,
positive definite and bi-(−s)-associated, therefore has the expansion
φ =
∑
ℓ≥|s|
√
2ℓ+ 1βℓD
ℓ
−s,−s , (9.3.37)
where βℓ =
√
2ℓ+ 1
∫
SO(3)
φ(g)Dℓ−s,−s(g)dg ≥ 0. Furthermore, by Theorem 1.4.5, the
series in (9.3.37) converges uniformly, i.e.∑
ℓ≥|s|
√
2ℓ+ 1βℓ < +∞ .
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Now set f :=
∑
ℓ≥|s|(2ℓ + 1)
√
βℓD
ℓ
s,s. Actually, f ∈ L2s(SO(3)) as ‖f‖2L2(SO(3)) =∑
ℓ≥|s|(2ℓ+ 1)βℓ < +∞ so that it is bi-s-associated.
Note that every function f of the form f =
∑
ℓ≥|s|(2ℓ + 1)αℓD
ℓ
s,s where αℓ is such
that α2ℓ = βℓ satisfies (9.3.36) (and clearly every function f such that φ(g) = f ∗ f˘(g−1)
is of this form).
9.4 The connection with classical spin theory
There are different approaches to the theory of random sections of homogeneous line
bundles on S2 (see [32], [36], [38], [51] e.g.). In this section we compare them, taking into
account, besides the one outlined in §6, the classical Newman and Penrose spin theory
([51]) later formulated in a more mathematical framework by Geller and Marinucci
([32]).
Let us first recall some basic notions about vector bundles. From now on s ∈ Z. We
shall state them concerning the complex line bundle ξs = (Es, πs, S2) even if they can
be immediately extended to more general situations. An atlas of ξs (see [33] e.g.) can
be defined as follows. Let U ⊂ S2 be an open set and Ψ a diffeomorphism between U
and an open set of R2. A chart Φ of ξs over U is an isomorphism
Φ : π−1s (U)−→Ψ(U)× C , (9.4.38)
whose restriction to every fiber π−1s (x) is a linear isomorphism ↔ C. An atlas of ξs is
a family (Uj ,Φj)j∈J such that Φj is a chart of ξs over Uj and the family (Uj)j∈J covers
S2.
Given an atlas (Uj,Φj)j∈J , For each pair i, j ∈ J there exists a unique map (see [33]
Prop. 2.2) λi,j : Ui ∩ Uj−→C \ 0 such that for x ∈ Ui ∩ Uj , z ∈ C,
Φ−1i (Ψi(x), z) = Φ
−1
j (Ψj(x), λi,j(x)z) . (9.4.39)
The map λi,j is called the transition function from the chart (Uj ,Φj) to the chart
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(Ui,Φi). Transition functions satisfy the cocycle conditions, i.e. for every i, j, l ∈ J
λj,j = 1 on Uj ,
λj,i = λ
−1
i,j on Ui ∩ Uj ,
λl,iλi,j = λl,j on Ui ∩ Uj ∩ Ul .
Recall that we denote K ∼= SO(2) the isotropy group of the north pole as in §6, §7, so
that S2 ∼= SO(3)/K. We show now that an atlas of the line bundle ξs is given as soon
as we specify
a) an atlas (Uj ,Ψj)j∈J of the manifold S2,
b) for every j ∈ J a family (gjx)x∈Uj of representative elements gjx ∈ G with gjxK = x.
More precisely, let (gjx)x∈Uj be as in b) such that x 7→ gjx is smooth for each j ∈ J .
Let η ∈ π−1s (Uj) ⊂ Es and x := πs(η) ∈ Uj , therefore η = θ(gjx, z), for a unique z ∈ C.
Define the chart Φj of ξs over Uj as
Φj(η) = (Ψj(x), z) . (9.4.40)
Transition functions of this atlas are easily determined. If η ∈ ξs is such that x =
πs(η) ∈ Ui ∩ Uj , then Φj(η) = (Ψj(x), zj), Φi(η) = (Ψi(x), zi). As gixK = gjxK, there
exists a unique k = ki,j(x) ∈ K such that gjx = gixk, so that η = θ(gix, zi) = θ(gjx, zj) =
θ(gixk, zj) = θ(g
i
x, χs(k)zj) which implies zi = χs(k)zj . Therefore
λi,j(x) = χs(k) . (9.4.41)
The spin s concept was introduced by Newman and Penrose in [51]: a quantity u
defined on S2 has spin weight s if, whenever a tangent vector ρ at any point x on the
sphere transforms under coordinate change by ρ′ = eiψρ, then the quantity at this point
x transforms by u′ = eisψu. Recently, Geller and Marinucci in [32] have put this notion
in a more mathematical framework modeling such a u as a section of a complex line
bundle on S2 and they describe this line bundle by giving charts and fixing transition
functions to express the transformation laws under changes of coordinates.
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More precisely, they define an atlas of S2 as follows. They consider the open covering
(UR)R∈SO(3) of S2 given by
Ue := S
2 \ {x0, x1} and UR := RUe , (9.4.42)
where x0 =the north pole (as usual), x1 =the south pole. On Ue they consider the
usual spherical coordinates (ϑ, ϕ), ϑ =colatitude, ϕ =longitude and on any UR the
“rotated” coordinates (ϑR, ϕR) in such a way that x in Ue and Rx in UR have the same
coordinates.
The transition functions are defined as follows. For each x ∈ UR, let ρR(x) denote
the unit tangent vector at x, tangent to the circle ϑR = const and pointing to the
direction of increasing ϕR. If x ∈ UR1 ∩ UR2 , let ψR2,R1(x) denote the (oriented) angle
from ρR1(x) to ρR2(x). They prove that the quantity
eisψR2,R1 (x) (9.4.43)
satisfies the cocycle relations (9.4.40) so that this defines a unique (up to isomorphism)
structure of complex line bundle on S2 having (9.4.43) as transition functions at x (see
[33] Th. 3.2).
We shall prove that this spin s line bundle is the same as the homogeneous line bundle
ξ−s = (E−s, π−s, S2). To this aim we have just to check that, for a suitable choice of
the atlas (UR,ΦR)R∈SO(3) of ξ−s of the type described in a), b) above, the transition
functions (9.4.41) and (9.4.43) are the same. Essentially we have to determine the
family (gRx )R∈SO(3),x∈UR as in b).
Recall first that every rotation R ∈ SO(3) can be realized as a composition of three
rotations: (i) a rotation by an angle γR around the z axis, (ii) a rotation by an angle βR
around the y axis and (iii) a rotation by an angle αR around the z axis (the so called
z-y-z convention), (αR, βR, γR) are the Euler angles of R. Therefore the rotation R
acts on the north pole x0 of S
2 as mapping x0 to the new location on S
2 whose spherical
coordinates are (βR, αR) after rotating the tangent plane at x0 by an angle γR. In each
coset S2 ∋ x = gK let us choose the element gx ∈ SO(3) as the rotation such that
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gxx0 = x and having its third Euler angle γgx equal to 0. Of course if x 6= x0, x1, such
gx is unique.
Consider the atlas (UR,ΨR)R∈SO(3) of S2 defined as follows. Set the charts as
Ψe(x) := (βgx , αgx) , x ∈ Ue , (9.4.44)
ΨR(x) := Ψe(R
−1x) , x ∈ UR . (9.4.45)
Note that for each R, ΨR(x) coincides with the “rotated” coordinates (ϑR, ϕR) of x.
Let us choose now the family (gRx )x∈UR,R∈SO(3). For x ∈ Ue choose gex := gx and for
x ∈ UR
gRx := RgR−1x . (9.4.46)
Therefore the corresponding atlas (UR,ΦR)R∈SO(3) of ξs is given, for η ∈ π−1s (UR), by
ΦR(η) = (ΨR(x), z) , (9.4.47)
where x := πs(η) ∈ UR and z is such that η = θ(gRx , z). Moreover for R1, R2 ∈ SO(3),
x ∈ UR1 ∩ UR2 we have
kR2,R1(x) = (gR−12 x)
−1R−12 R1gR−11 x (9.4.48)
and the transition function from the chart (UR1 ,ΦR1) to the chart (UR2 ,ΦR2) at x is
given by (9.4.41)
λ
(−s)
R2,R1
(x) := χs(k) . (9.4.49)
From now on let us denote ωR2,R1(x) the rotation angle of kR2,R1(x). Note that, with
this choice of the family (gRx )x∈UR,R∈SO(3), ωR2,R1(x) is the third Euler angle of the
rotation R−12 R1gR−11 x.
Remark 9.4.1. Note that we have
R−1gx = gR−1x ,
i.e. gRx = gx, in any of the following two situations
172
Sec. 9.4 - The connection with classical spin theory
a) R is a rotation around the north-south axis (i.e. not changing the latitude of the
points of S2).
b) The rotation axis of R is orthogonal to the plane [x0, x] (i.e. changes the colatitude
of x leaving its longitude unchanged).
Note that if each of the rotations R1, R2 are of type a) or of type b), then
kR2,R1(x) = g
−1
R−12 x
R−12 R1gR−11 x = (R2gR−12 x)
−1R1gR−11 x = g
−1
x gx = the identity
and in this case the rotation angle of kR2,R1(x) coincides with the angle −ψR2,R1(x), as
neither R1 nor R2 change the orientation of the tangent plane at x.
Another situation in which the rotation k can be easily computed appears when R1
is the identity and R2 is a rotation of an angle γ around an axis passing through x.
Actually
kR2,e(x) = g
−1
x R
−1
2 gx (9.4.50)
which, by conjugation, turns out to be a rotation of the angle −γ around the north-
south axis. In this case also it is immediate that the rotation angle ωR2,R1(x) coincides
with −ψR2,R1(x).
The following relations will be useful in the sequel, setting y1 = R
−1
1 x, y2 = R
−1
2 x,
kR2,R1(x) = g
−1
R−12 x
R−12 R1gR−11 x = g
−1
R−12 R1y1
R−12 R1gy1 = kR−11 R2,e(R
−1
1 x) ,
kR2,R1(x) = g
−1
R−12 x
R−12 R1gR−11 x = g
−1
y2
R−12 R1gR−11 R2y2 = ke,R−12 R1(R
−1
2 x) . (9.4.51)
We have already shown in Remark 9.4.1 that ωR2,R1(x) = −ψR2,R1(x) in two particular
situations: rotations that move y1 = R
−1
1 x to y2 = R
−1
2 x without turning the tangent
plane and rotations that turn the tangent plane without moving the point. In the
next statement, by combining these two particular cases, we prove that actually they
coincide always.
Lemma 9.4.2. Let x ∈ UR1 ∩ UR2, then ωR2,R1(x) = −ψR2,R1(x) .
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Proof. The matrix R−12 R1 can be decomposed as R
−1
2 R1 = EW whereW is the product
of a rotation around an axis that is orthogonal to the plane [x0, y1] bringing y1 to a
point having the same colatitude as y2 and of a rotation around the north-south axis
taking this point to y2. By Remark 9.4.1 we have Wgy1 = gWy1 = gy2 . E instead is a
rotation around an axis passing by y2 itself.
We have then, thanks to (9.4.50) and (9.4.51)
kR2,R1(x) = kR−11 R2,e(R
−1
1 x) = kW−1E−1,e(y1) = g
−1
EWy1
EWgy1 = g
−1
y2
Egy2 = kE−1,e(y2) .
By the previous discussion, ωE−1,e(y2) = −ψE−1,e(y2). To finish the proof it is enough
to show that
ψR2,R1(x) = ψE−1,e(y2) . (9.4.52)
Let us denote ρ(x) = ρe(x) the tangent vector at x which is parallel to the curve
ϑ = const and pointing in the direction of increasing ϕ. Then in coordinates
ρ(x) =
1√
x21 + x
2
2
(−x2, x1, 0)
and the action of R is given by ([32],§3) ρR(x) = Rρ(R−1x). As Wρ(y1) = ρ(y2) (W
does not change the orientation of the tangent plane),
〈ρR2(x), ρR1(x)〉 = 〈R2ρ(R−12 x), R1ρ(R−11 x)〉 = 〈R−11 R2ρ(R−12 x), ρ(R−11 x)〉 =
= 〈W−1E−1ρ(EWR−11 x), ρ(W−1E−1R−12 x)〉 = 〈E−1ρ(Ey2),Wρ(W−1y2)〉 =
= 〈E−1ρ(y2)),Wρ(y1)〉 = 〈E−1ρ(y2)), ρ(y2)〉 ,
so that the oriented angle ψR2,R1(x) between ρR2(x) and ρR1(x) is actually the rotation
angle of E−1.
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