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31. Introduction
The Dixmier trace τω arose from the problem of whether the algebra B(H) of all bounded
linear operators on a Hilbert space H had a unique non-trivial trace. Dixmier resolved this
question in the negative in 1966 in a note in Comptes Rendus [41]. To construct the trace he
used an invariant mean ω on the solvable ‘ax+b’ group. His trace vanishes on the ideal of trace
class operators and hence is completely disjoint from the usual trace. It is also non-normal.
Applications of the Dixmier trace to classical geometry are facilitated by a remarkable
result [33] relating the trace to the Wodzicki [93] residue for pseudo-differential operators on
a closed manifold. The latter was introduced independently by Adler [1], Manin [76] in the
one dimensional case and developed further by Wodzicki [93] and Guillemin [62] in higher
dimensions. The intriguing and most useful property of the Wodzicki residue apart from its
computability in examples is the fact that it makes sense for pseudo-differential operators of
arbitrary order. Moreover it is the unique trace on the pseudo-differential operators which
extends the Dixmier trace on operators of order 6 minus the dimension of the underlying
manifold [33].
Both the Dixmier trace and the Wodzicki residue play important roles in noncommutative
geometry and its applications [31, 57]. In particular, the Dixmier trace τω is an appropri-
ate noncommutative analogue of integration on a compact n-dimensional Riemannian spin
manifold M, more exactly
(1) τω(f(x)|D|−n) = 1
(2π)nn
2[n/2]Ωn−1
∫
M
f(x)d vol,
where f is a smooth function on M, D is the Dirac operator on M, Ωn−1 is the volume of
n − 1-dimensional unit sphere and d vol is the Riemannian volume form. The usefulness of
the Dixmier trace is extended by the results of Connes [31] which relates it to residues of zeta
functions.
Important applications which we do not have the space to include are to the theory of
gravitation, classical field theory and particle physics. The former is well covered in the book
[57] and has its origins in the relationship of the Wodzicki residue of powers of the Dirac
operator to the Einstein-Hilbert action [33]. Equally we do not try to cover other material in
the books [31] and [57] which describe several interesting physical applications of the Dixmier
trace. We refer the reader to the survey [34] and the extensive literature on the application of
noncommutative geometry to the ‘standard model’ of particle physics where, starting with an
elegant expression for a noncommutative action principle expressed in terms of the Dixmier
trace, Connes and Lott [39] and Connes [35] show how to derive from it the Euclidean version
of the action for the standard model. Analogously, one may also give a noncommutative
formulation of the Hamiltonian version of classical field theory again using the Dixmier trace
[65]. Some background to these developments is provided by [67].
These applications to physics can be traced back to the research announcement [38] where
a series of foundational results are described (some of these were later collected in [31]). After
calculating the Dixmier trace for pseudodifferential operators Connes obtained the Yang-Mills
and Polyakov actions from an action functional involving the Dixmier trace. The theorem on
a residue formula for the Hochschild class of the Chern character, which we will describe in
Section 17, was also announced. The next step appears in [37] where Connes introduced the
4axioms of noncommutative spin geometry for a noncommutative algebra A . The very first
axiom uses the Dixmier trace to introduce a noncommutative integration theory on A which
is completely natural in view of (1). This point of view resurfaces in our discussion of Lesch’s
index theorem in Section 16 although we will not digress further to introduce the other axioms
of Connes except to mention in Section 17 the role of the Hochschild class.
While these applications to physical theory form a motivational background they are not the
focus of this article. Our aim is to give a unified and coherent account of some recent functional
analytic advances in the theory of Dixmier traces. In addition to surveying these new results
we also offer in some cases new proofs. Part of our motivation is to extend and clarify questions
raised by [31] Chapter IV. Specifically we characterise the class of measurable operators defined
in [31], explain the role of the Cesaro mean in Connes’ version of Dixmier traces (called Connes-
Dixmier traces here) and give a complete analysis of zeta function formulae for the Dixmier
trace. Most importantly, however, our whole treatment is within the framework of ’semifinite
spectral triples’ which we explain in Section 8. This notion arises when one extends the theory
in [31], which deals with subalgebras of the bounded operators on a separable Hilbert space
equipped with the standard trace, to the situation where the von Neumann algebra of bounded
operators is replaced by a general semifinite von Neumann algebra equipped with some faithful
normal semifinite trace (cf [7]). As a result of the extra effort needed to handle this level of
generality it is possible to find improvements even in the standard type I theory of [31]. A
number of authors have contributed to the development of this framework and new applications
of Dixmier and more general singular traces [2], [3], [4], [8], [10], [32] [19], [20], [21], [22], [23],
[24], [25], [47], [48], [58], [59], [68], [83], [61], [60], [91].
Our exposition is organized around three issues. The first issue dominates the early part of
the article (culminating in Section 6) and gives the characterization of measurable operators
in the sense of [31] Section IV.2. We approach the topic from the study of the general theory
of singular symmetric functionals (this and its preliminaries occupy Sections 2 to 5). Our
exposition is based on the approach articulated in [47, 25], which considers such traces as
a special class of continuous linear functionals on the corresponding operator ideals. Many
features of the theory may be well understood, even in the most trivial situation, when the
von Neumann algebras in question are commutative. In this situation, the theory of Dixmier
traces roughly corresponds to the theory of symmetric functionals on rearrangement invariant
function spaces [45, 46, 47] and allows an alternative treatment based on the methods drawn
from real analysis.
In preparation for the rest of the paper we then introduce the notions of semifinite spectral
triple, type II spectral flow and some notation for cyclic cohomology. This leads us into the
second issue, occupying Sections 10 and 12, where we describe the expression of the Dixmier
trace in terms of residues of zeta functions. The key observation, made in Section 4, that
enables us to prove a considerable generalisation of Proposition IV.2.4 of [31] and also the
measurability theorem of Section 6, is the existence of two kinds of Dixmier trace. One is
associated with the multiplicative group of the positive reals and its invariant mean and the
second, which is naturally associated with the zeta function, arises from the invariant mean of
the additive group of the reals. The relationship between the two captures the formula for the
Dixmier trace in terms of the zeta function.
5These results use the language of spectral triples and lead naturally to the third issue,
namely some applications, which begin in Section 11. We give a proof of (an extension of)
the heat semigroup formula of [31] (pp 563) for the Dixmier trace. We then give a formula
for the index of generalised Toeplitz operators (Section 13), describe a special case of the
Wodzicki residue formula of Benameur and Fack [10] for pseudodifferential operators along the
leaves of a foliation and discuss in Section 15 a similar formula for pseudodifferential operators
with almost periodic coefficients. The formula of Section 13 has, as a consequence, the index
theorem of Lesch for Toeplitz operators with noncommutative symbol and this is described in
Section 16. An extension of Theorem IV.2.8 of [31] on a residue formula for the Hochschild
class of the Chern character of Fredholm modules is given in Section 17 (see also [10]).
Finally, following [8], we show how Lidskii’s formula may be extended to Dixmier traces
in the von Neumann setting in Section 18. In a series of corollaries we explain its relevance
to the question of measurability. In [31], except for the case of pseudodifferential operators,
measurability results are proved for positive operators. The approach of [8] allows one to
address the problem of removing the positivity assumption.
We present below a short list of symbols and terminology used in this paper with the
indication of the place where these symbols and notations are introduced:
• Symmetric and rearrangement invariant (r.i.) functionals and rearrangement invariant
spaces E(J) (Section 2, Definition 2.1);
• Marcinkiewicz spaces, M(ψ), L(1,∞) , L(p,∞) (Section 2.1);
• Generalized singular value function µ(·)(x) (Section 4);
• Semifinite von Neumann algebra N , faithful normal semifinite trace on N , τ . τ -
measurable operators N˜ , the fully symmetric operator space associated to (N , τ) and
Banach function space E is denoted E(N , τ) (Section 2.3);
• Operator Marcinkiewicz spaces M(ψ)(N , τ) (Section 2.3);
• Symmetric functionals on a fully symmetric space E = E(0,∞): E∗sym (Section 3.1);
• Sets of states BL(R), D(R∗+), BL(R+) (Section 4);
• Dixmier traces τω (Definitions 5.1,5.4), traces FL, FL (Section 5.1);
• Connes-Dixmier traces τω with ω ∈ CD(R∗+) (Section 5.2);
• Measurable operators (Definitions 6.1 and 6.2);
• Spectral triples (A,H,D), grading operator Γ, I -summability (Definition 8.1);
• QCk semifinite spectral triples (Definition 8.6);
• Spectral dimension of (A,H,D) (Definition 8.7);
• Spectral flow sf({Ft}), sf(D,uDu∗) (Section 9);
• (b,B)-cochain, (b,B)-cocycle, (bT , BT )-chain, (bT , BT )-cycle (Section 9);
• Zeta functions ζ(s), ζA(s) (Section 10.2);
• Bohr compactification RnB , C∗ -algebra AP (Rn) (Section 15.1).
Acknowledgement The authors would like to thank N.A. Azamov and A.A. Sedaev, for
comments, assistance and criticism.
62. Preliminaries: spaces and functionals
Consider a Banach space (E, ‖·‖E) of real valued Lebesgue measurable functions (with identi-
fication λ a.e.) on the interval J = [0,∞) or else on J = N . Let x∗ denote the non-increasing,
right-continuous rearrangement of |x| given by
x∗(t) = inf{s > 0 |λ({|x| > s}) 6 t}, t > 0,
where λ denotes Lebesgue measure. Then E will be called rearrangement invariant if
(i). E is an ideal lattice, that is if y ∈ E , and x is any measurable function on J with
0 6 |x| 6 |y| , then x ∈ E and ‖x‖E 6 ‖y‖E ;
(ii). if y ∈ E and if x is any measurable function on J with x∗ = y∗ , then x ∈ E and
‖x‖E = ‖y‖E .
In the case J = N , it is convenient to identify x∗ with the rearrangement of the sequence
|x| = {|xn|}∞n=1 in the descending order. For basic properties of rearrangement invariant
(=r.i.) spaces we refer to the monographs [69], [71], [72]. We note that for any r.i. space
E = E(J) the following continuous embeddings hold
L1 ∩ L∞(J) ⊆ E ⊆ L1 + L∞(J).
The r.i. space E is said to be fully symmetric Banach space if it has the additional property
that if y ∈ E and L1 + L∞(J) ∋ x ≺≺ y , then x ∈ E and ‖x‖E 6 ‖y‖E . Here, x ≺≺ y
denotes submajorization in the sense of Hardy-Littlewood-Po´lya:∫ t
0
x∗(s)ds 6
∫ t
0
y∗(s)ds, ∀ t > 0.
A classical example of non-separable fully symmetric function and sequence spaces E(J) is
given by Marcinkiewicz spaces.
2.1. Marcinkiewicz function and sequence spaces. Let Ω denote the set of concave
functions ψ : [0,∞) → [0,∞) such that limt→0+ ψ(t) = 0 and limt→∞ ψ(t) = ∞ . Important
functions belonging to Ω include t , log(1+ t), tα and (log(1+ t))α for 0 < α < 1. Let ψ ∈ Ω.
Define the weighted mean function
a (x, t) =
1
ψ (t)
∫ t
0
x∗ (s) ds t > 0
and denote by M(ψ) the Marcinkiewicz space of measurable functions x on [0,∞) such that
(2) ‖x‖M(ψ) := sup
t>0
a (x, t) = ‖a (x, ·) ‖∞ <∞.
The definition of the Marcinkiewicz sequence space (m(ψ), ‖x‖m(ψ)) is similar,
m(ψ) =
{
x = {xn}∞n=1 : ‖x‖m(ψ) := sup
N>1
1
ψ(N)
N∑
n=1
x∗n <∞
}
.
7The norm closure of M(ψ)∩L1([0,∞)) (respectively, of ℓ1 = ℓ1(N)) in M(ψ) (respectively, in
m(ψ)) is denoted by M1(ψ) (respectively, m1(ψ)). For every ψ ∈ Ω, we have M1(ψ) 6=M(ψ).
The Banach spaces (M(ψ), ‖.‖M(ψ)), (m(ψ), ‖.‖m(ψ)), (M1(ψ), ‖.‖M(ψ)), (m1(ψ), ‖.‖m(ψ))
are examples of fully symmetric spaces [71], [69].
Let M+(ψ) (respectively, m+(ψ)) denote the set of positive functions of M(ψ) (respectively,
m(ψ)). For every x ∈ M(ψ), we write x = x+ − x− , where x+ := xχ{t:x(t)>0} and x− :=
x− x+ . The spaces
L(1,∞) :=M(log(1 + t)) ∩ L∞ and L(p,∞) :=M(t1−
1
p ) ∩ L∞, 1 < p <∞
play very important part in the sequel. Note that these spaces are still Marcinkiewicz spaces.
Indeed, L(1,∞) (respectively, L(p,∞) , p > 1) may be identified with the space M(ψ1) (respec-
tively M(ψp), p > 1), where
ψ1(t) =
{
t · log 2, 0 6 t 6 1
log(1 + t), 1 6 t <∞ ,
respectively,
ψp(t) =
{
t, 0 6 t 6 1
t1−
1
p , 1 6 t <∞ .
The (Marcinkiewicz) norm given by formula (2) on the space L(p,∞) is denoted by ‖ · ‖(p,∞) ,
1 6 p <∞ .
2.2. Singular symmetric functionals on Marcinkiewicz spaces.
Definition 2.1 (cf. [47], Definition 2.1). A positive functional f ∈M(ψ)∗ is said to be sym-
metric (respectively, r.i.) if f(x) 6 f(y) for all x, y ∈M+(ψ) such that x ≺≺ y (respectively,
x∗ = y∗ ). Such a functional is said to be supported at infinity (or singular) if f(|x|) = 0 for
all x ∈ M1(ψ) (equivalently, f(x∗χ[0,s]) = 0, for every x ∈ M(ψ) and the indicator function
χ[0,s] of the interval [0, s] for all s > 0).
The following theorem completely characterizes Marcinkiewicz spaces admitting non-trivial
symmetric functionals.
Theorem 2.2 ([47, 45, 46]). If ψ ∈ Ω, then
(i). a non-zero symmetric functional on M(ψ) (respectively, m(ψ)) supported at infinity
exists if and only if
(3) lim inf
t→∞
ψ(2t)
ψ(t)
= 1,
(ii). a non-zero symmetric functional on M(ψ) supported at zero exists if and only if
(4) lim inf
t↓0
ψ(2t)
ψ(t)
= 1.
8Thus, for example, (L(1,∞))∗sym,∞ 6= {0}, whereas (L(p,∞))∗sym,∞ = {0}, for all 1 < p <∞ .
The conditions (3) and (4) admit the following geometric interpretation. Let us denote by
N(ψ) the norm closure in M(ψ) of the (order) ideal
N(ψ)0 := {f ∈M(ψ) : f∗(·) 6 kψ′( ·
k
) for some k ∈ N}.
Clearly, N(ψ) is a Banach function space (a subspace of M(ψ)) and is rearrangement in-
variant. Assuming (for simplicity) that ψ is linear in a neighbourhood of 0, the space N(ψ)
is fully symmetric (and thus coincides with M(ψ)) if and only if (3) fails. In other words,
M(ψ)∗sym,∞ 6= {0} if and only if N(ψ) 6=M(ψ). For this and other geometric interpretations of
conditions (3) and (4) we refer the reader to [13],[69, II.5.7] and [86]. For various constructions
of singular symmetric functionals on M(ψ) (and more generally on fully symmetric spaces and
their non-commutative counterparts) we refer to [47], [45], [46]. Constructions relevant to our
main topic will be reviewed below, in Section 5.
Our focus on symmetric functionals supported at infinity is explained by the numerous
applications of their non-commutative counterparts in non-commutative geometry. Non-
commutative analogues of symmetric functionals supported at zero can be thought of as
“Dixmier traces associated with von Neumann algebras of type II1” and have not found
any applications to date.
2.3. Symmetric operator spaces and functionals. Here, we extend the ideas of the pre-
vious sections to the setting of (noncommutative) spaces of measurable operators. We denote
by N a semifinite von Neumann algebra on the Hilbert space H , with a fixed faithful and
normal semifinite trace τ . We shall be mainly concerned with τ(1) =∞ , where 1 is the iden-
tity in N . A linear operator x :dom(x) → H , with domain dom(x) ⊆ H , is called affiliated
with N if ux = xu for all unitary u in the commutant N ′ of N . The closed and densely
defined operator x , affiliated with N , is called τ -measurable if for every ǫ > 0 there exists
an orthogonal projection p ∈ N such the p(H) ⊆dom(x) and τ(1 − p) < ǫ . The set of all
τ -measurable operators is denoted N˜ .
We next recall the notion of generalized singular value function [53, 51]. Given a self-adjoint
operator x in H , we denote by ex(·) the spectral measure of x . Now assume that x is τ -
measurable. Then e|x|(B) ∈ N for all Borel sets B ⊆ R , and there exists s > 0 such that
τ(e|x|(s,∞)) <∞ . For t > 0, we define
µt(x) = inf{s > 0 : τ(e|x|(s,∞)) 6 t}.
The function µ(x) : [0,∞) → [0,∞] is called the generalized singular value function (or de-
creasing rearrangement) of x ; note that µt(x) < ∞ for all t > 0. For the basic properties of
this singular value function we refer the reader to [53].
If we consider N = L∞([0,∞),m), where m denotes Lebesgue measure on [0,∞),
as an abelian von Neumann algebra acting via multiplication on the Hilbert space H =
L2([0,∞),m), with the trace given by integration with respect to m , it is easy to see that
the set of all τ -measurable operators affiliated with N consists of all measurable functions on
[0,∞) which are bounded except on a set of finite measure, and that the generalized singular
value function µ(f) is precisely the decreasing rearrangement f∗ .
9If N = L(H) (respectively, ℓ∞(N)) and τ is the standard trace Tr (respectively, the
counting measure on N), then it is not difficult to see that N˜ = N . In this case, x ∈ N is
compact if and only if limt→∞ µt(x) = 0; moreover,
µn(x) = µt(x), t ∈ [n, n+ 1), n = 0, 1, 2, . . . ,
and the sequence {µn(x)}∞n=0 is just the sequence of eigenvalues of |x| in non-increasing order
and counted according to multiplicity.
Given a semifinite von Neumann algebra (N , τ) and a fully symmetric Banach function
space (E, ‖ · ‖E) on ([0,∞),m), we define the corresponding non-commutative space E(N , τ)
by setting
E(N , τ) = {x ∈ N˜ : µ(x) ∈ E}.
Equipped with the norm ‖x‖
E(N ,τ)
:= ‖µ(x)‖E , the space (E(N , τ), ‖ · ‖E(N ,τ)) is a Banach
space and is called the (non-commutative) fully symmetric operator space associated with
(N , τ) corresponding to (E, ‖ · ‖E). If N = ℓ∞(N), then the space E(N , τ) is simply the
(fully) symmetric sequence space ℓE , which may be viewed as the linear span in E of the
vectors en = χ[n−1,n) , n > 1 (see e.g. [71]). In the case (N , τ) = (L(H), T r), we denote
E(N , τ) simply by E(H). Note, that the latter space coincides with the (symmetrically-
normed) ideal of compact operators on H associated with (symmetric) sequence space ℓE (see
e.g [56]).
We shall be mostly concerned with fully symmetric operator spaces E(N , τ) and E(H)
when E = M(ψ), in particular, when E = L(p,∞) , 1 6 p < ∞ . We refer to the spaces
M(ψ)(N , τ) as to operator Marcinkiewicz spaces. Sometimes, for brevity, we shall omit the
symbols (N , τ) and H from the notations and this should not cause a confusion.
Further references to the theory of fully symmetric operator spaces can be found in [47, 17,
18].
Definition 2.3. A linear functional ϕ ∈ E(N , τ)∗ is called symmetric (respectively, r.i.) if
ϕ is positive, (that is, ϕ(x) > 0 whenever 0 6 x ∈ E(N , τ)) and ϕ(x) 6 ϕ(y) whenever
µ(x) ≺≺ µ(y) (respectively, ϕ(x) = ϕ(y) whenever x, y > 0 and µ(x) = µ(y)).
For a given x ∈ N˜ , the set Ω(x) = {y ∈ N˜ : y ≺≺ x} is called the orbit of the operator
x . If x ∈ L1(N , τ) + N , then the set Ω(x) is conveniently described in terms of absolute
contractions. Denote by Σ the set of all linear operators T : L1(N , τ) +N → L1(N , τ) +N
such that T (a) ∈ L1(N , τ) (respectively, N ) if a ∈ L1(N , τ) (respectively, N ) and such that
‖T‖L1(N ,τ)→L1(N ,τ) 6 1, ‖T‖N→N 6 1. It follows from [44] that y ≺≺ x , x ∈ L1(N , τ) +N ,
y ∈ N˜ if and only if there exists T ∈ Σ such that T (x) = y . Thus,
Ω(x) = {Tx : T ∈ Σ}.
If E(N , τ) is a fully symmetric operator space, we have Ω(x) ⊆ E(N , τ) for every x ∈ E(N , τ)
and therefore a bounded positive linear functional ϕ on E(N , τ) is symmetric if and only if
ϕ(|Tx|) 6 ϕ(x) for every T ∈ Σ and 0 6 x ∈ E(N , τ).
Now we assume that α : N → N is a ∗-automorphism which is in addition trace preserving,
that is, τ (α (a)) = τ (a) for all 0 6 a ∈ N . It is easy to see that such an automorphism
10
extends (uniquely) to a ∗-automorphism α˜ : N˜ → N˜ , which is rearrangement preserving, that
is, µ (α˜ (x)) = µ (x) for all x ∈ N˜ . Thus, we can view rearrangement invariant functionals on
E(N , τ) as positive functionals which are invariant with respect to the action of the group of all
trace preserving ∗-automorphisms of N , which is a subgroup of Σ. If N = L(H), then every
rearrangement invariant functional on E(H) is simply a trace (i.e. unitary invariant positive
functional on L(H)), which extends to a continuous linear functional on E(H). Clearly, every
symmetric functional is rearrangement invariant. However, a priori, it is not clear (see [61])
whether there exists (for example on the ideal L(1,∞)(H)) a rearrangement invariant singular
functional, which is not necessarily symmetric, or whether there exists a trace on L(1,∞)(H),
which does not coincide with a Dixmier trace (see Section 5 below). Very recently the first
example of such a trace has appeared in [68]. In fact, if
(5) lim
t→∞
ψ(2t)
ψ(t)
= 1,
then there exists a non-zero trace (or r.i. functional) on every operator Marcinkiewicz space
M(ψ)(N , τ) which vanishes on N(ψ)(N , τ). In particular, if ψ(t) = log(1 + t), then such a
functional vanishes on every operator 0 6 x ∈ L(1,∞)(N , τ) with µt(x) = 1t (or, if N = B(H)
then on every compact operator 0 6 x ∈ L(1,∞)(H), such that µn(x) = 1n , n > 1). It is not
clear yet whether r.i. functionals which are not symmetric exist on every M(ψ)(N , τ) with ψ
satisfying condition (3).
3. General facts about symmetric functionals.
Let E = E(0,∞) be a fully symmetric space. By E+ we denote the set of all nonnegative
functions from E and by E∗sym the set of all symmetric functionals of E .
A positive linear functional ϕ on E is called normal (or order continuous), if from fn ↓ 0
it follows that ϕ(fn) ↓ 0.
Proposition 3.1. [47] If a functional ϕ ∈ E∗sym is order continuous, then E ⊂ L1[0,∞), and
ϕ is proportional to the integral against the Lebesgue measure.
We define the dilation operator Ds as in [69] by Dsf(t) = f(t/s). Note that Ds is a bounded
operator on E and ‖Ds‖E→E 6 max {1, s} , moreover (Dsf)∗ = Dsf∗ for any function f ∈ E.
The following result is established in [47, Proposition 2.3] under the assumption that ϕ is
symmetric, however the proof holds also for r.i. functionals.
Proposition 3.2. If 0 6 ϕ ∈ E∗ is rearrangement invariant, then ϕ(Dsf) = sϕ(f) for all
f ∈ E and s > 0.
A positive ϕ ∈ E∗ is said to be singular, if from 0 6 ϕ′ 6 ϕ, ϕ′ ∈ E∗, ϕ′ is order-continuous,
it follows that ϕ′ = 0.
Proposition 3.3. [47] (i) Every symmetric functional on E can be uniquely decomposed into
the sum of a normal functional and a singular symmetric functional. Moreover, the normal
functional is zero unless E ⊆ L1[0,∞).
(ii) Any singular symmetric functional can be uniquely decomposed into the sum of singular
symmetric functionals, supported at zero and at infinity.
(iii) The set of symmetric functionals forms a lattice.
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The following result shows that every symmetric functional on E admits a “natu-
ral extension” up to a symmetric functional on E(N , τ) for every semifinite von Neu-
mann algebra (N , τ). By E(N , τ)+ we denote the set of all positive operators from
E(N , τ).
Theorem 3.4 ([47]). Let ϕ0 ∈ E∗sym . If ϕ(x) := ϕ0(µ(x)), for all x ∈ E(N , τ)+ , then ϕ
extends to a symmetric functional 0 6 ϕ ∈ E(N , τ)∗ .
Proof. It clearly suffices to show that ϕ is additive on E(N , τ)+ . Let x, y ∈ E(N , τ)+ .
Since µ(x+ y) ≺≺ µ(x) + µ(y) ([53, Theorem 4.4]), and since ϕ0 is symmetric, it follows that
ϕ(x+ y) = ϕ0(µ(x+ y)) 6 ϕ0(µ(x) + µ(y)) = ϕ(x) + ϕ(y).
To prove the converse inequality, we use the easily verified fact (see e.g. [58, Proposition 1.10])
that
(6)
∫ t
0
µs(x)ds +
∫ t
0
µs(y)ds 6
∫ 2t
0
µs(x+ y)ds, ∀t > 0.
Observing that (6) is equivalent to the submajorization
(7) µ(x) + µ(y) ≺≺ 2D 1
2
µ(x+ y),
it follows from Proposition 3.2 that
ϕ(x) + ϕ(y) = ϕ0(µ(x) + µ(y))
6 2ϕ0(D 1
2
µ(x+ y)) = ϕ0(µ(x+ y)) = ϕ(x+ y).
Thus ϕ is additive on E(N , τ)+ and this suffices to complete the proof of the Theorem. 
Theorem 3.5. Let (N , τ) be a semifinite von Neumann algebra without minimal projections,
and let E be a fully symmetric Banach function space on [0,∞). If 0 6 ϕ ∈ E(N , τ)∗ is
a symmetric functional, then there exists a symmetric functional 0 6 ϕ0 ∈ E∗ such that
ϕ(x) = ϕ0(µ(x)) for all 0 6 x ∈ E(N , τ).
Proof. It is sufficient to show that there exists a symmetric functional 0 6 ϕ0 ∈ E[0, τ(1))∗
satisfying ϕ(x) = ϕ0(µ(x)) for all 0 6 x ∈ E(N , τ). Let M be the commutative von Neu-
mann algebra L∞[0, τ(1)), with trace given by integration. The algebra M˜ may be identified
with the space of all measurable functions on [0, τ(1)) which are bounded except on a set of
finite measure. Since M does not contain any minimal projections, there exists a positive
rearrangement-preserving algebra homomorphism J : M˜ → N˜ ([18, Lemma 4.1], [43, Theo-
rem 3.5]). Let 0 6 ϕ ∈ E(N , τ)∗ be symmetric. For f ∈ E[0, τ(1)), define ϕ0(f) := ϕ(Jf).
It is clear that 0 6 ϕ0 ∈ E[0, τ(1))∗ is symmetric. Moreover, if 0 6 x ∈ E(N , τ), then
µ(J(µ(x))) = µ(x) and hence ϕ(x) = ϕ(J(µ(x))) = ϕ0(µ(x)). 
It is even easier to see that the correspondence between the sets E∗sym given in Theorems 3.4
and 3.5 also exists for the set of symmetric functionals (ℓE)
∗
sym and (E(H))∗sym . Furthermore,
as the following result shows there exists a simple connection also between the sets (ℓE)
∗
sym
and E∗sym .
Theorem 3.6 ([47]). Let E be a fully symmetric Banach function space on [0,∞) and let
E(H) be the corresponding ideal of compact operators on infinite-dimensional Hilbert space
H . If 0 6 ϕ ∈ E(N , τ)∗ is a symmetric functional, then there exists ϕ0 ∈ E∗sym such that
ϕ(x) = ϕ0(µ(x)) for all x ∈ E(N , τ)+ .
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Now, let us consider the following question naturally arising from Theorem 3.4 and suggested
in [61]. Suppose that E (respectively, ℓE ) is a fully symmetric function (respectively, sequence)
space and ϕ0 is a positive r.i. functional on E (respectively, ℓE ). Is the functional
ϕ(x) := ϕ0(µ(x))
additive on E(N , τ) (respectively, E(H))? Very recently this question has been answered in
the affirmative in [68], provided that N is a factor. The proof given in [68] is based on the deep
results from [48] (see also [66, 50]) concerning the structure of the commutator space [I, J ]
spanned by all commutators [T, S] , T ∈ I , S ∈ J (here, I and J are ideals of compact
operators from L(H)). Note that every r.i. functional on the ideal I vanishes on [I,L(H)].
Many important results from [48, 66, 50] admit an extension to the case of general semifinite
von Neumann algebras and their ideals [49, 52]
4. Preliminaries on dilation and translation invariant states.
A construction of Dixmier traces τω depends crucially on the choice of the “invariant mean”
ω . In this section we recall and review the most important classes of such means. We denote
by ℓ∞ = ℓ∞(N) the Banach space of all bounded sequences of complex numbers. By a state
on a unital C∗ -algebra we mean a positive linear functional with value 1 on the unit of the
algebra. We recall that a positive linear functional L ∈ ℓ∗∞ is called a Banach limit if L is
translation invariant and L (1) = 1 (here, 1 = (1, 1, 1 . . . )). A Banach limit L satisfies in
particular L (ξ) = 0 for all ξ ∈ c0 (= all sequences from ℓ∞ converging to zero). We denote
the collection of all Banach limits on ℓ∞ by BL(N). Note that ‖L‖ = 1 for all L ∈ BL(N).
We recall that sequence ξ = {ξn}∞n=1 ∈ ℓ∞ is said to be almost convergent to α ∈ R ,
denoted F - lim
n→∞
ξn = α if and only if L (ξ) = α for all L ∈ BL(N). The notion of an almost
convergent sequence is due to G.G. Lorentz [75], who showed that the sequence {ξn}∞n=1 is
almost convergent to α if and only if the equality lim
p→∞
ξn + ξn+1 + · · · + ξn+p−1
p
= α holds
uniformly for n = 1, 2, . . . . We denote by ac (respectively, ac0 ) the set of all almost convergent
(respectively, all almost convergent to 0) sequences from ℓ∞ . Clearly, ac and ac0 are closed
subspaces in ℓ∞ . We define the shift operator T : ℓ∞ → ℓ∞, the Cesa`ro operator H : ℓ∞ → ℓ∞
and dilation operators Dn : ℓ∞ → ℓ∞ for n ∈ N by formulas
T (x1, x2, x3, . . . ) = (x2, x3, x4, . . . ).
H (x1, x2, x3, . . . ) = (x1,
x1 + x2
2
,
x1 + x2 + x3
3
, . . . ),
Dn (x1, x2, x3, . . . ) = (x1, . . . , x1︸ ︷︷ ︸
n
, x2, . . . , x2︸ ︷︷ ︸
n
, . . .),
for all x = (x1, x2, x3, . . . ) ∈ ℓ∞.
Each of the above operators is positive and leaves invariant the unit element 1 of the algebra
ℓ∞ and consequently is bounded with the norm equal to 1. Moreover, {Dn}∞n=1 is an abelian
semigroup. The main tool in our construction of various classes of invariant means is the well
known Markov-Kakutani fixed point theorem.
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Theorem 4.1 (Markov-Kakutani). Let F be a locally convex Hausdorff space and let K be a
non-empty convex compact subset of F . Let T be an abelian semigroup of linear continuous
operators on F such that S(K) ⊆ K for all S ∈ T . Then there exists x ∈ K such that Sx = x
for all S ∈ T .
It is easy to see that the set of all fixed points from Theorem 4.1 forms a convex compact
subset of K.
We shall be applying the Markov-Kakutani theorem in the setting when F = (ℓ∞)
∗ ,
(L∞(R))∗ , (L∞(R∗+))
∗ equipped with the weak ∗-topology. For simplicity of exposition we
present the proofs only for the first case.
Lemma 4.2 ([46, 25]). The following is true.
(i) DnT = T
nDn ∀ n > 1;
(ii) HTx− THx ∈ c0 ∀ x ∈ ℓ∞ ;
(iii) HDnx−DnHx ∈ c0 ∀ x ∈ ℓ∞.
Proof. The proof of (i) is straightforward. For the proof of (ii) note that for all x ∈ ℓ∞
|(HTx)k − (THx)k| =
∣∣∣∣ 1k + 1 x2 + · · ·+ xk+1k − 1k + 1x1
∣∣∣∣ 6 2k + 1‖x‖∞,
which shows that HTx− THx ∈ c0.
We now indicate the proof of (iii). Let n > 1 and x ∈ ℓ∞. For 1 6 k ∈ N there exist l > 1
and 1 6 r 6 n such that k = (l − 1)n+ r . Hence
(HDnx)k =
1
k
k∑
i=1
(Dnx)i =
n
k
l−1∑
j=1
xj +
r
k
xl
and
(DnHx)k = (Hx)l =
1
l
l∑
j=1
xj.
Noting that, nl − k = n− r 6 n and rl− k 6 nl− k 6 n, it follows that
|(HDnx)k − (DnHx)k| =
∣∣∣∣∣∣nl − kkl
l−1∑
j=1
xj +
rl − k
kl
xl
∣∣∣∣∣∣ 6 nk
1
l
l−1∑
j=1
|xj |
+ n
k
|xl| 6 2n
k
‖x‖∞.
This shows that HDnx−DnHx ∈ ℓ(1,∞) ⊆ c0. 
Theorem 4.3. There exists a state ω˜ on ℓ∞ such that for all n > 1
ω˜ ◦ T = ω˜ ◦H = ω˜ ◦Dn = ω˜.
Proof. Let K = {0 6 ϕ ∈ (ℓ∞)∗ : ϕ(1) = 1, T ∗ϕ = ϕ} . Since K contains ordinary Banach
limits it is not empty. It is clear that K is convex and ∗-weakly compact. We claim that
D∗n(K) ⊆ K . Indeed, by Lemma 4.2(i) above we know that T ∗D∗n = D∗n(T ∗)n , hence for
ϕ ∈ K
T ∗(D∗nϕ) = D
∗
n(T
∗)nϕ = D∗nϕ,
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which implies that D∗nϕ ∈ K . Therefore we may apply Theorem 4.1 to the set K and the
abelian semigroup {D∗j }∞j=1. Consequently the set
K1 = {0 6 ϕ ∈ (ℓ∞)∗ : ϕ(1) = 1, T ∗ϕ = ϕ, D∗nϕ = ϕ, n > 1}
is non-empty and again it is clear that K1 is convex and ∗-weakly compact.
We now show that H∗(K1) ⊆ K1 . To this end, first observe that ϕ(z) = 0 for all z ∈ c0
and all ϕ ∈ K1 (as T ∗ϕ = ϕ). Given ϕ ∈ K1 it follows from Lemma 4.2(iii) that
(D∗nH
∗ϕ)(x) − (H∗D∗nϕ)(x) = ϕ(HDnx−DnHx) = 0
for all x ∈ ℓ∞ and so
D∗n(H
∗ϕ) = H∗(D∗nϕ) = H
∗ϕ.
Similarly it follows from Lemma 4.2(ii) that T ∗(H∗ϕ) = H∗ϕ for all ϕ ∈ K1 . Consequently,
H∗(K1) ⊆ K1 . Applying Theorem 4.1 to the set K1 and the semigroup {(H∗)n}∞n=0 , we may
conclude that there exists ω˜ ∈ K1 such that H∗(ω˜) = ω˜, by which the proof is complete. 
We define the isomorphism L : L∞(R)→ L∞(R∗+) by L(f) = f ◦ log . Firstly, we define the
Cesaro means (transforms) on L∞(R) and L∞(R∗+), respectively by:
H(f)(u) =
1
u
∫ u
0
f(v)dv for f ∈ L∞(R), u ∈ R
and,
M(g)(t) =
1
log t
∫ t
1
g(s)
ds
s
for g ∈ L∞(R∗+), t > 0.
A brief calculation yields for g ∈ L∞(R∗+),
LHL−1(g)(r) =
1
log r
∫ log r
0
g(eu)du =
1
log r
∫ r
1
g(v)
dv
v
=M(g)(r),
i.e L intertwines the two means.
We shall now consider analogues of the operators T,Dn and H acting on L∞(R) and
L∞(R∗+).
Definition 4.4. Let Tb denote translation by b ∈ R , Da denote dilation by 1a ∈ R∗+ and let
P a denote exponentiation by a ∈ R∗+ . That is,
Tb(f)(x) = f(x+ b) for f ∈ L∞(R),
Da(f)(x) = f
(x
a
)
for f ∈ L∞(R),
P a(f)(x) = f(xa) for f ∈ L∞(R∗+).
Some of the basic relations between these L∞ spaces and their self-maps are provided for
easy access by the following proposition, whose proof is similar to Lemma 4.2.
Proposition 4.5 ([25]). L∞(R) together with the self-maps, Da , Tb , and H (a > 0, b ∈ R) is
related to L∞(R∗+) together with the self-maps, P
a , Da , and M (a > 0) via the isomorphism
L : L∞(R)→ L∞(R∗+)
and the following identities:
(1) LD 1
a
L−1 = P a for a > 0,
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(2) LTbL
−1 = D(exp(b))−1 for b ∈ R ,
(3) LHL−1 =M ,
(4) DaH = HDa and P
aM =MP a for a > 0,
(5) lim
t→∞
(HTb − TbH)f(t) = 0 for f ∈ L∞(R) and b ∈ R,
(6) lim
t→∞
(MDa −DaM)f(t) = 0 for f ∈ L∞(R∗+) and a > 0.
Proposition 4.6 ([25]). If a continuous functional ω˜ on L∞(R) is invariant under the Cesaro
operator H, the shift operator Ta or the dilation operator Da then ω˜ ◦ L−1 is a continu-
ous functional on L∞(R∗+) invariant under M, the dilation operator Da or P
a respectively.
Conversely, composition with L converts an M, Da or P
a invariant continuous functional on
L∞(R∗+) into an H, Ta or Da invariant continuous functional on L∞(R).
We denote by C0(R) (respectively, C0(R∗+)) the continuous functions on R (respectively,
R∗+ ) vanishing at infinity.
The proof of the following theorem is similar to that of Theorem 4.3.
Theorem 4.7 ([25]). There exists a state ω˜ on L∞(R) satisfying the following conditions:
(1) ω˜(C0(R)) ≡ 0.
(2) If f is real-valued in L∞(R) then
ess lim inf
t→∞
f(t) 6 ω˜(f) 6 ess lim sup
t→∞
f(t).
(3) If the essential support of f is compact then ω˜(f) = 0.
(4) For all a > 0 and c ∈ R
ω˜ = ω˜ ◦ Tc = ω˜ ◦Da = ω˜ ◦H.
Combining Theorem 4.7 and Proposition 4.6, we obtain
Corollary 4.8. There exists a state ω on L∞(R∗+) satisfying the following conditions:
(1) ω(C0(R∗+)) ≡ 0.
(2) If f is real-valued in L∞(R∗+) then
ess lim inf
t→∞
f(t) 6 ω(f) 6 ess lim sup
t→∞
f(t).
(3) If the essential support of f is compact then ω(f) = 0.
(4) For all a, c > 0
ω = ω ◦Dc = ω ◦ P a = ω ◦M.
The results given in Theorem 4.7 and Corollary 4.8 allow one to exercise an alternative
approach to the theory of Dixmier [41] and Connes-Dixmier traces [31]. Whereas Dixmier’s
original approach is based on the use of dilation invariant functionals, we replace the latter
with Banach limits (= translation invariant functionals) and make use of the well-developed
theory of almost convergent sequences.
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We introduce the following notation
BL(R) = {the set of all states ω˜ on L∞(R) satisfying conditions (1)–(3) of Theorem 4.7
such that ω˜ ◦ Tc = ω˜ for every c ∈ R},
D(R∗+) = {the set of all states ω on L∞(R∗+) satisfying conditions (1)–(3) of Corollary 4.8
such that ω ◦Dc = ω for every c ∈ R∗+},
BL(R+) = {the set of all states ω˜ on L∞(R+) satisfying conditions (1)–(3) of Corollary 4.8
such that ω˜ ◦ Tc = ω˜ for every c ∈ R+}.
The following simple remark plays an important role in the sequel. If ω ∈ D(R∗+), then
L := ω ◦L belongs to BL(R). If L ∈ BL(R+), then ω˜ := L ◦L−1 belongs to D(R∗+). Finally,
note that the isomorphism L : L∞(R) → L∞(R∗+) sends the space Cb(R) of all bounded
continuous functions on R onto the space Cb(R+) of all bounded continuous functions on R+ .
Thus, one can reformulate all the results from Propositions 4.5, 4.6, Theorem 4.7 and Corollary
4.8 for the spaces of continuous bounded functions on R and R+ .
5. Concrete constructions of singular symmetric functionals.
5.1. Dixmier traces. If ω is a state on ℓ∞ (respectively, on L∞(R), L∞(R∗+)), then we shall
frequently denote its value on the element {xi}∞i=1 (respectively, f ∈ L∞(R), L∞(R∗+)) by
ω- limi→∞ xi (respectively, ω- limt→∞ f(t)). Recall that Theorems 4.3, 4.7 and Corollary 4.8
guarantee the existence of translation and/or dilation invariant states on ℓ∞ , L∞(R), L∞(R∗+).
For simplicity, we explain the construction of Dixmier traces for the ideal of compact operators
(L(1,∞)(H), ‖ · ‖(1,∞)) defined in Section 2.1.
Definition 5.1. Let ω be a D2 -invariant state on ℓ∞ . Dixmier trace of T ∈ L(1,∞)+ (H) is a
number
τω(T ) := ω- lim
N→∞
1
log(1 +N)
N∑
n=1
µn(T ).
Remark. We have deliberately chosen ω to satisfy only the dilation invariance assumption in
the proof below, even though Dixmier originally imposed on ω the assumption of dilation and
translation invariance. We shall discuss differences below.
Proposition 5.2. τω(S + T ) = τω(S) + τω(T ) ∀S, T ∈ L(1,∞)+ (H).
Proof. Set, for brevity
σN (X) :=
N∑
n=1
µn(X), X ∈ L(1,∞)(H)
and note that
σN (X) = sup{Tr(XP ) : P = P (H) is a projection and dimP (H) = N}.
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(see e.g. [56, 53]). For a given ǫ > 0, let projections P1 and P2 satisfy the conditions
dimP1(H) = dimP2(H) = N and Tr(SP1) > σN (S) − ǫ , Tr(TP2) > σN (T ) − ǫ . Setting
P := P1 ∨ P2 , we have
Tr((S + T )P ) = Tr(SP ) + Tr(TP ) > Tr(SP1) + Tr(TP2) > σN (S) + σN (T )− 2ǫ.
Since dimP (H) 6 2N and ǫ is an arbitrary positive number, we have
σ2N (S + T ) > σN (S) + σN (T ), N > 1.
Setting, for brevity,
αN =
1
log(1 +N)
σN (S), βN =
1
log(1 +N)
σN (T ), γN =
1
log(1 +N)
σN (S + T ).
we restate the above inequality as
log(2N + 1)
log(N + 1)
γ2N > αN + βN , N > 1.
Assume, for a moment, that we know
(8) ω- lim
N→∞
γ2N = ω- lim
N→∞
γN .
Noting that {γ2N}N>1 ∈ ℓ∞ and so log(1+2N)log(1+N) γ2N−γ2N → 0, we infer from the above inequality
that
τω(S + T ) = ω- lim
N→∞
γN > ω- lim
N→∞
αN + ω- lim
N→∞
βN = τω(S) + τω(T ).
Since the converse inequality τω(S + T ) 6 τω(S) + τω(T ) follows immediately from the well-
known inequality σN (S+T ) 6 σN (S)+σN (T ) (see [56, 53]), the proof is completed. It remains
to explain equality (8).
Note that D2 -invariance of ω immediately implies that
ω({γ2N}∞N=1) = ω(D2{γ2N}∞N=1) = ω({γ2, γ2, γ4, γ4, γ6, γ6, . . .})
and therefore, in order to prove (8) it is sufficient to verify that
D2{γ2N}∞N=1 − {γN}∞N=1 = {γ2, γ2, γ4, γ4, γ6, γ6, . . .} − {γ1, γ2, γ3, γ4, γ5, . . .} ∈ c0,
or equivalently, that γ2N − γ2N−1 → 0, as N →∞ . For N > 2, we have
γ2N − γ2N−1 =
(
1
log 2N
− 1
log(2N − 1)
)
σ2N−1(T + S) +
1
log 2N
· µ2N (T + S).
It is obvious that the second summand above tends to 0 as N →∞ . Noting that the condition
T + S ∈ L(1,∞)(H) guarantees σ2N−1(T + S) = O(log(2N − 1)) and that 1log 2N − 1log(2N−1) =
o
(
1
log(2N−1)
)
, we see that the first summand also tends to 0 as N →∞ . 
Remark 5.3. Consider an isometric embedding i : ℓ∞ → L∞[0,∞) given by {xj}∞j=1 i7→∑∞
j=1 xjχ[j−1,j) , where χ[j−1,j) is the characteristic function of the interval [j− 1, j). Observe
that if i({γN}N>1) = f , then i({γ2N}N>1) = f ◦D 1
2
. Therefore, the proof of (8) above would
become trivial, if ω were a D 1
2
-invariant state on L∞[0,∞).
Definition 5.4. Dixmier trace of a self-adjoint operator T ∈ L(1,∞)(H) is τω(T ) := τω(T+)−
τω(T−) and Dixmier trace of an arbitrary operator T ∈ L(1,∞)(H) is τω(T ) := τω(Re(T )) +
iτω(Im(T )).
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Proposition 5.5. Dixmier trace τω is a (singular) symmetric functional on L(1,∞)(H), such
that τω(ST ) = τω(TS) for every T ∈ L(1,∞)(H), S ∈ B(H).
Proof. The inequality |τω(x)| 6 ‖x‖(1,∞) , x ∈ L(1,∞)(H), and further that τω is a symmetric
functional follows immediately from Definition 5.1 and Corollary 4.8. Since every operator
S ∈ L(H) is a linear combination of four unitary operators [84, VI.6], it is sufficient to prove
the equality τω(UT ) = τω(TU) for a unitary U. Since every operator from L(H) is a linear
combination of positive operators, it is sufficient to prove the last equality for positive T ’s.
In this case, the latter equality follows immediately from the fact µn(UTU
∗) = µn(UT ) =
µn(TU) = µn(T ), ∀n > 1. 
Definitions 5.1 and 5.4 extend to Marcinkiewicz spaces L(1,∞)(N , τ) and further to
Marcinkiewicz spaces M(ψ)(N , τ), where ψ ∈ Ω satisfies condition (5). More precisely,
fix an arbitrary state ω on L∞(R∗+) satisfying conditions (1)–(3) of Corollary 4.8 which is
D 1
2
-invariant. Setting
(9) τω(x) := ω- lim
t→∞
a(x, t), 0 6 x ∈M(ψ)(N , τ)
and repeating a slightly modified argument (see the details in [47, p. 51]) from the proof of
Propositions 5.2 and 5.5, we obtain an additive homogeneous functional on M(ψ)(N , τ)+ ,
which extends to a symmetric functional on M(ψ)(N , τ) by linearity. In the sequel, we refer
to any functional τω defined in (9), where ω ∈ D(R∗+) as a Dixmier trace.
Finally, we note that the duality between the dilation invariant functionals on L∞(R∗+) and
translation invariant functionals on L∞(R) allows an alternative definition of Dixmier traces.
For simplicity, we consider this definition only for the space L(1,∞)(N , τ), where (N , τ) is an
arbitrary semifinite von Neumann algebra.
Let L (respectively, L) belong to BL(R+) (respectively, BL(N)). We set
FL(T ) := L- lim
t→∞
1
log(1 + et)
∫ et
0
µs(T )ds,
FL(T ) := L- lim
N→∞
1
log(1 + eN )
[eN ]∑
n=1
µn(T ),
T ∈ L(1,∞)(N , τ)
where [eN ] is the integral part of eN .
Theorem 5.6. [[25, 45, 46, 74]] For every semifinite von Neumann algebra (N , τ) and arbitrary
states L ∈ BL(R+) and L ∈ BL(N), the functionals FL and FL are symmetric functionals on
L(1,∞)(N , τ).
The following result shows that the class of Dixmier traces on L(1,∞)(N , τ) coincides with
the sets of functionals {FL : L ∈ BL(N)} and {FL : L ∈ BL(R+)}. The proof of the first
equality below follows from the remarks at the end of the preceding section.
Theorem 5.7 ([74, Theorems 2.3,6.2]). For every semifinite von Neumann algebra (N , τ), we
have
{τω | ω ∈ D(R∗+)} = {FL | L ∈ BL(R+)} = {FL | L ∈ BL(N)}.
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The detailed study of the class of concave functions ψ ∈ Ω for which analogues of Theo-
rems 5.6 and 5.7 hold for similarly defined classes of symmetric functionals on Marcinkiewicz
spaces M(ψ)(N , τ) is contained in [45, 46, 74].
5.2. Connes-Dixmier traces. We have shown in the preceding subsection that with every
state ω ∈ D(R∗+) (respectively, L ∈ BL(R+), BL(R), L ∈ BL(N)) there exists an associated
Dixmier trace τω (respectively, a symmetric functional FL , FL ). It is possible to isolate
various subsets in the sets of states D(R∗+), BL(R+), BL(R), BL(N) and relate with them
corresponding subsets of traces. For example, let us consider the sets of all H -invariant
(respectively, M -invariant) states on L∞(R) (or ℓ∞ ) (respectively, L∞(R∗+)). It is easy to see
that
(10)
{ω : ω is a H -invariant state on L∞(R) (resp. ℓ∞ )} $ {ω : ω ∈ BL(R) (resp. BL(N))}
and
(11) {ω : ω is an M -invariant state on L∞(R∗+)} $ {ω : ω ∈ D(R∗+)}.
Indeed, suppose that 0 6 ω ∈ ℓ∗∞ is such that ω(1) = 1 and ω(Hx) = ω(x), for every x ∈ ℓ∞ .
To prove ω(Tx) = ω(x), x ∈ ℓ∞ , it is sufficient to show that ω(HTx) = ω(Hx), x ∈ ℓ∞ .
However, a straightforward calculation yields
(HTx)N − (Hx)N = x2 + . . . + xN+1
N
− x1 + . . . + xN
N
=
xN+1 − x1
N
→ 0, as N →∞.
Similarly, it can be shown that for every x ∈ L∞(R) and b ∈ R we have
lim
t→∞
(HTbx)(t)− (Hx)(t) = 0
which establishes (10) and the inclusion (11) follows from (10) via Corollary 4.8. Alain Connes
in [31] suggested to work with the set of states on L∞(R∗+), which is larger then the set on
the left hand side of (11). Namely, let us consider the following class of states on L∞(R∗+)
CD(R∗+) := {ω˜ = γ ◦M : γ is an arbitrary singular state on Cb[0,∞)}.
It is still easy to verify that CD(R∗+) $ D(R
∗
+), and then infer the proper inclusion
CBL(R+) $ BL(R+), where
CBL(R+) := {L = γ ◦H : γ is an arbitrary singular state on Cb(R+)},
from Proposition 4.5. We refer to the subclass of Dixmier traces
{τω : ω ∈ CD(R∗+)}
as the class of Connes-Dixmier traces. The following theorem shows that an analogue of
Theorem 5.7 also holds for the class of Connes-Dixmier traces.
Theorem 5.8 ([74, Theorems 5.6, 6.2]). For every semi-finite von Neumann algebra (N , τ),
we have
{τω : ω ∈ CD(R∗+)} = {FL : L ∈ CBL(R+)}.
We complete this subsection with the remark that there is another natural subclass of
Dixmier traces which is associated with the subset of states on L∞(R∗+) appearing in Corol-
lary 4.8
{ω ∈ L∞(R∗+)∗ : ω is an M -invariant and P a -invariant state on L∞(R∗+), a > 0},
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or equivalently, with the set
{L ∈ L∞(R)∗ : L is an H -invariant and Da -invariant state on L∞(R), a > 0}.
The class of Dixmier traces associated with the latter set is further referred to as the class
of maximally invariant Dixmier traces. Clearly, the latter class is contained in the class of
Connes-Dixmier traces. Maximally invariant Dixmier traces are used in Sections 10 and 11.
5.3. Rearrangement invariant functionals and singular traces. The class of Dixmier
traces (and its subclasses) studied in the preceding subsections is a special subclass of
the general class of (singular) symmetric functionals on the (fully symmetric) operator
space L(1,∞)(N , τ) (or, on operator ideal L(1,∞)(H)). The latter class is, in its turn, a subclass
of the class of r.i. functionals on L(1,∞)(N , τ). In the case of the operator ideal L(1,∞)(H),
the latter class may be viewed as the set of all (singular) traces on L(H), which take fi-
nite values on the elements from L(1,∞)(H). A literature devoted to general singular traces
on L(H) is tremendous. We limit our list of papers from this area to the following articles
[58, 59, 2, 3, 4, 26, 92]. In many cases, the theory of singular traces runs in parallel with the
theory of symmetric functionals. For instance, results of [2, 92] (respectively, [58]) concerning
necessary and sufficient conditions on a positive compact operator T (respectively, positive
τ -measurable operators T ∈ L1(N , τ) +N ) for the existence of a singular trace which takes
a finite non-zero value on T are in fact very close to the result of Theorem 2.2. It should be
noted that the results [58] are stated for general τ -measurable operators and not just for the
operators from L1(N , τ) +N , however not all the results there treating this general case are
supplied with a reliable proof (e.g. [58, Proposition 3.3]).
Finally, we point out at the important connections between the theory of general singular
traces and the study of the structure of commutator spaces for operators acting on a Hilbert
space (see the comments made at the end Section 3). The latter study is related to cyclic
homology and algebraic K -theory of operator ideals and is beyond the scope of the present
survey. For details, we recommend [48, 66, 49, 50, 52].
6. Class of measurable elements.
In this section, we briefly review the notion of measurable operators introduced by
A.Connes [31].
Definition 6.1. T ∈ L(1,∞)(H) is called (Dixmier)-measurable if τω(T ) does not depend on
the choice of ω ∈ D(R∗+).
Definition 6.2 ([31]). T ∈ L(1,∞)(H) is called (Connes-Dixmier)-measurable if τω(T ) does
not depend on the choice of ω ∈ CD(R∗+).
Remark 6.3. (i). It is obvious that the sets of measurable operators defined above are
linear spaces, which are, in fact, closed subspaces of L(1,∞)(H). However, these sub-
spaces are not order ideals, in other words, the fact that a self-adjoint operator A is
measurable does not necessarily imply that A+ and A− are measurable operators.
Example. Take a positive non-measurable diagonal operator A = diag{a1, a2, a3, . . .}
from L(1,∞)(H). Define a diagonal operator B by B = diag{a1,−a1, a2,−a2, . . .}. Ev-
idently, B is measurable, moreover τω(B) = 0 for all ω. However, the positive and
negative parts of B are not measurable.
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(ii). Definitions of Dixmier and Connes-Dixmier measurable operators naturally extend [74]
to Marcinkiewicz spaces L(1,∞)(N , τ), where (N , τ) is an arbitrary semifinite von
Neumann algebra, and further, to operator Marcinkiewicz spaces M(ψ)(N , τ), for all
ψ satisfying condition (3).
It is obvious, that every Dixmier-measurable operator is also Connes-Dixmier measurable.
Our objective in the present section is to describe the classes of positive Connes-Dixmier
measurable operators and positive Dixmier-measurable operators and to show that these two
classes actually coincide. To this end, we will need two auxiliary results.
Theorem 6.4. [63, section 6.8] Let b(t) be a positive piecewise differentiable function such
that tb′(t) > −H for some H > 0 and all t > C, where C is a constant. Then
lim
t→∞
1
t
∫ t
0
b(s) ds = A for some A > 0 if and only if lim
t→∞
b(t) = A.
Imitating the Lorentz definition of almost convergent sequences, a positive function f ∈
Cb[0,∞) is said to be almost convergent if all states from BL(R+) take the same value on this
function.
Theorem 6.5. [74, Theorem 3.3] If a function f ∈ Cb[0,∞) is almost convergent to a number
A then, the following limit
lim
t→∞
1
t
∫ t
0
f(s) ds
exists and is equal to A .
Proof. Suppose the result is false. Then there exists a constant c 6= A such that (Hf)(tn)→
c for some sequence tn ↑ ∞ . Take the unit ball B of Cb([0,∞))∗ and consider the sequence
of functionals σtn(x) = x(tn), n > 1 from B . Since B is weak
∗ -compact, this sequence has
a limit point V ∈ B . It is easy to see that V > 0, V (1) = 1, V (p) = limn→∞ p(tn) = 0 for
every p ∈ C0[0,∞) and also that V (H(f)) = limn→∞H(f)(tn) = c . Define the functional L
on L∞(R+) by setting L(x) := V (H(x)). It is easy to verify that L is a state from BL(R+)
and that V (f) = c 6= A . Thus, the supposition that the result does not hold is false. 
The following theorem is the main result of this section.
Theorem 6.6. [74] A positive operator T from L(1,∞)(N , τ) is Dixmier-measurable if and
only if the limit
lim
t→∞
1
log(1 + t)
t∫
0
µs(T ) ds
exists.
Proof. The “if” part of the assertion is trivial. Now, fix an operator T ∈ L(1,∞)+ (N , τ)
such that for g(t) := 1log(1+t)
∫ t
0 µs(T )ds , we have τω(T ) = ω- limt→∞ g(t) = A > 0 for every
ω ∈ CD(R∗+). It follows from the remarks made in Section 5.2 that for all L ∈ BL(R+), we
have TrL(T ) := L- limλ→∞ g(eλ) = A , and therefore, by Theorem 6.5, we obtain
lim
u→∞
1
u
∫ u
0
(
1
log(1 + eλ)
∫ eλ
0
µs(T ) ds
)
dλ = A.
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Setting,
b(λ) :=
1
log(1 + eλ)
∫ eλ
0
µs(T ) ds, λ > 0
we have
λb′(λ) > λ
d
dλ
(
1
log(1 + eλ)
)∫ eλ
0
µs(T ) ds = − λe
λ
(1 + eλ) log2(1 + eλ)
∫ eλ
0
µs(T ) ds
> − λ
log(1 + eλ)
· 1
log(1 + eλ)
∫ eλ
0
µs(T ) ds > −||T ||(1,∞).
Applying Theorem 6.4, we now infer that limλ→∞ b(λ) = A , and therefore limt→∞ g(t) = A .

We shall now show that a similar argument as in the proof above yields a stronger result.
Theorem 6.7 ([74]). A positive operator T from L(1,∞)(N , τ) is Connes-Dixmier-measurable
if and only if the limit
lim
t→∞
1
log(1 + t)
t∫
0
µs(T ) ds
exists.
Proof. We need only to show the “only if” part. We shall use the notations g(·) and b(·)
introduced in the proof of Theorem 6.6. Suppose that T ∈ L(1,∞)+ (N , τ) satisfies the equality
A = γ ◦M(g) = γ ◦ LHL−1(g) for every state γ ∈ C∗b [0,∞) vanishing on C0(0,∞).
Note that if γ is dilation invariant state, then γ ◦ L is a translation invariant state. This
remark (and the fact that L : L∞(R)→ L∞(R∗+) is an isomorphism) show that HL−1(g) = Hb
is almost convergent. Applying Theorem 6.5 to the function Hb , we see that the limit
limt→∞HH(b)(t) exists. Assume, for a moment, that we have already verified the assump-
tion of Theorem 6.4 for the function Hb . Then, we infer from that theorem that the limit
limt→∞H(b)(t) also exists, and repeating the application of the same theorem (as in the proof
of Theorem 6.6), we conclude that there exists the limit limt→∞ b(t), and hence the limit
limλ→∞ g(λ).
It remains to verify the assumption of Theorem 6.4 for Hb . We have for all λ > 1
λ(Hb)′(λ) =
λb(λ)− ∫ λ0 b(s)ds
λ
> −‖b‖∞ > −‖T‖(1,∞).

Corollary 6.8. The set of all positive Dixmier measurable operators and the set of all positive
Connes-Dixmier measurable operators coincide.
The following questions are open:
(i). Do the spaces of Dixmier measurable and Connes-Dixmier measurable operators coin-
cide?
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(ii). What is the description of the set of all (positive) operators, which are measurable with
respect to the set of all maximally invariant Dixmier traces?
(iii). What is the description of the set of all (positive) operators measurable with respect
to the set of all symmetric functionals?
One might be tempted to pose question (iii) in greater generality and ask whether the concept
of operators measurable with respect to the set of all r.i. functionals can be sensibly formulated.
There is an example due to [68] (see the end of Section 2 above) which answers this in the
negative.
For results extending Theorems 6.6 and 6.7 to Marcinkiewicz spaces M(ψ)(N , τ), with
ψ ∈ Ω satisfying condition (4), we refer the reader to [74].
7. Norming properties of Dixmier and Connes-Dixmier functionals
A reader may have an impression that Dixmier and Connes-Dixmier traces form a very
“thin” subset of the unit sphere of the dual space. Such an impression is wrong as established
by Theorems 7.3 and 7.4 below. We shall need the following theorem of Sucheston.
Theorem 7.1 ([90]). For x ∈ ℓ∞
sup
L∈BL(N)
L(x) = lim
n→∞
sup
m
1
n
n∑
j=1
xm+j
 .
The following proposition easily follows from its “commutative” counterpart, which, in its
turn, can be obtained from [69].
Proposition 7.2. Let T ∈ L(1,∞)(N , τ). The distance from T to the subspace L(1,∞)0 (N , τ)
in the norm || · ||(1,∞) is equal to
ρ(T ) := lim sup
t→∞
1
log(1 + t)
t∫
0
µs(T ) ds.
Recall, that in the special case L(1,∞)(N , τ) = L(1,∞)(H), the space L1,∞0 (H) is the closed
linear span in L(1,∞)(H) of the set of all finite-dimensional operators.
Theorem 7.3. [74] Let T ∈ L(1,∞)(N , τ). The distance from T to the subspace L(1,∞)0 (N , τ)
in the norm || · ||(1,∞) is equal to sup{τω(|T |) : ω ∈ D(R∗+)}.
Proof. It is sufficient to consider the case T > 0. We note first that
sup{τω(T ) : ω ∈ D(R∗+)} = sup{TrL(T ) : L ∈ BL(R+)} = sup{TrL(T ) : L ∈ BL(N)}.
It is clear that
q(T ) := sup
L∈BL(N)
TrL(T ) 6 lim sup
t→∞
1
log(1 + t)
t∫
0
µs(T ) ds (= ρ(T )).
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We have to prove the reverse inequality q(T ) > ρ(T ). By Sucheston’s theorem 7.1, it is
enough to prove that ∀ ǫ > 0 ∃N ∈ N ∀n > N ∃m ∈ N such that
1
n
n∑
j=1
1
m+ j
em+j∫
0
µs(T ) ds > ρ(T )− ǫ.
For this purpose, it is enough to put N = 1 and to take m such that mm+n >
ρ(T )−ǫ
ρ(T )−ǫ/2 and
(12)
1
log(1 + em)
∫ em
0
µs(T ) ds > ρ(T )− ǫ/2.
Then
1
n
n∑
j=1
1
m+ j
em+j∫
0
µs(T ) ds >
1
n
n∑
j=1
1
m+ n
em∫
0
µs(T ) ds =
m
m+ n
· 1
m
em∫
0
µs(T ) ds > ρ(T )− ǫ.
To verify that selection of m satisfying (12) is feasible, first we locate a sequence 1 6 t1 <
t2 . . . ↑ ∞ , such that
(13) lim
k→∞
1
log(1 + tk)
∫ tk
0
µs(T )ds > ρ(T )− ǫ/4, k > 1,
(this may be done due to Proposition 7.2). For every k , we define mk ∈ N , so that emk−1 6
tk 6 e
mk . Then
1
log(1 + tk)
∫ tk
0
µs(T )ds 6
1
log(1 + emk−1)
∫ emk
0
µs(T )ds
=
log(1 + emk)
log(1 + emk−1)
· 1
log(1 + emk)
∫ emk
0
µs(T )ds.
Since log(1+e
mk )
log(1+emk−1)
→ 1, we see that (12) follows from (13). 
A natural question is whether the norming property remains true for the class of Connes-
Dixmier traces, as answered below.
Theorem 7.4. [74] Let T ∈ L(1,∞)(N , τ). The distance from T to the subspace L(1,∞)0 (N , τ)
in the norm || · ||(1,∞) is equivalent to sup
ω
τω(T ), where the supremum is taken over all singular
states ω = γ ◦M, where γ is a singular state on Cb[0,∞).
As in the preceding section, the results given in Theorems 7.3 and 7.4 admit an extension
to Marcinkiewicz spaces M(ψ)(N , τ) with ψ ∈ Ω satisfying condition (4).
We finish this section with the comment that it is not clear yet, whether the difference in
the results of Theorems 7.3 and 7.4 signify that the set of all Dixmier traces is different from
the set of all Connes-Dixmier traces.
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8. Fredholm modules and spectral triples
8.1. Notation and definitions. Let N be a semifinite von Neumann algebra on a separable
Hilbert space H and let Lp(N , τ) be a non-commutative Lp -space associated with (N , τ),
where τ is a faithful, normal semifinite trace on N . Let A be a unital Banach ∗-algebra which
is represented in N via a continuous ∗-homomorphism π which, without loss of generality,
we may assume to be faithful. Where no confusion arises we suppress π in the notation. The
fundamental objects of our analysis are explained in the following definition.
Let KN be the τ -compact operators in N (that is the norm closed ideal generated by the
projections E ∈ N with τ(E) <∞).
Definition 8.1. (i) A semifinite odd spectral triple (A,H,D) is given by a Hilbert space
H , a ∗-algebra A ⊂ N where N is a semifinite von Neumann algebra acting on H ,
and a densely defined unbounded self-adjoint operator D affiliated to N such that
1) [D, a] is densely defined and extends to a bounded operator for all a ∈ A
2) (λ−D)−1 ∈ KN for all λ 6∈ R
(ii) We say that (A,H,D) is even if in addition there is a Z2 -grading such that A is even
and D is odd. That is an operator Γ such that Γ = Γ∗ , Γ2 = 1, Γa = aΓ for all a ∈ A
and DΓ + ΓD = 0.
(iii) If I is a symmetrically normed ideal in KN then we say that the spectral triple
(A,N ,D) is I -summable if (1 +D2)−1/2 ∈ I .
Remark 8.2. In [10] the terminology for the concept we have just introduced is ‘von Neumann
spectral triple’. The two most important special cases of this definition are when
a) I is the ideal Lp in which case we say (A,N ,D) is p-summable and
b) the case where the Dixmier trace was first evident namely I = Lp,∞ . In this case, we
say that (A,N ,D) is (p,∞)-summable.
There is a third case which is not relevant for the discussion here and that is the notion of
theta summability [29, 30, 31].
Note. In this paper, for simplicity of exposition, we will deal only with unital algebras A ⊂ N
where the identity of A is that of N . We have adopted a notational convention correlated
to the context in which we are working. A calligraphic D will always denote an unbounded
self-adjoint operator forming part of a semifinite spectral triple (A,H,D). A roman D will
denote a self-adjoint operator on a Hilbert space, usually with some side conditions.
In the original paper on noncommutative geometry by Alan Connes [28] the notion of spec-
tral triple was introduced as an ‘unbounded Fredholm module’ (see also [31]). The study of
semifinite spectral triples was initiated in [19] in the context of spectral flow [5, 6, 80] and
carried further in [10] with a focus on applications to foliations. In [28] the notion of Fredholm
module was introduced based on the idea of a Kasparov module. This may be generalised to
the semifinite case as follows.
Definition 8.3. ([19], [91]) A bounded p-summable pre-Breuer-Fredholm module for A , is a
pair (N , F0) where F0 is a bounded self-adjoint operator in N satisfying:
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(1) |1− F 20 |1/2 belongs to Lp(N , τ); and
(2) Ap := {a ∈ A | [F0, a] ∈ Lp(N , τ)}) is a dense ∗-subalgebra of A .
When F 20 = 1 we drop the prefix ‘pre-’.
In the special case when N = L(H) and τ is the standard trace Tr, we omit “Breuer” from
the definition. In this case, the non-commutative Lp -space coincides with the Schatten-von
Neumann ideal Cp of compact operators and the definition originates from Definition 3 from
[31] p.290.
8.2. Bounded versus unbounded. The relationship between the bounded and unbounded
pictures is worth some comment. There are two approaches to this question, that in [87] (and
explained in more detail in [57]) and a more general approach via perturbation theory in [24].
In the case of even spectral triples this matter was settled by Connes (see [28] I .6). Let D
and D0 be unbounded self adjoint operators on H differing by a bounded operator in N . We
study directly the map ϕ defined by ϕ(D) = D(1+D2)−1/2 and the difference ϕ(D)−ϕ(D0).
In [24] a number of results were established, the one most relevant to this survey being:
Theorem 8.4. With the assumptions above on D and D0 and with D − D0 ∈ N and
1 < p <∞ we have
‖ϕ(D) − ϕ(D0)‖Lp(N ,τ) 6 Zpmax{‖D −D0‖1/2, ‖D −D0‖} · ‖(1 +D2)−1/2‖Lp(N ,τ) .
for some positive constant Zp which depends on p only.
From this theorem (cf [87]) one obtains the
Corollary 8.5. If 1 < p <∞ and (A,N ,D0) is an odd semifinite p-summable spectral triple
for the Banach ∗-algebra then (N , sign(D0)) is an odd bounded p-summable Breuer-Fredholm
module for A .
8.3. More on Semifinite Spectral Triples.
Definition 8.6. A semifinite spectral triple (A,H,D) is QCk for k > 1 (Q for quantum) if
for all a ∈ A the operators a and [D, a] are in the domain of δk , where δ(T ) = [|D|, T ] is the
partial derivation on N defined by |D| .
Notes. (i) The notation is meant to be analogous to the classical case, but we introduce
the Q so that there is no confusion between quantum differentiability of a ∈ A and classical
differentiability of functions.
(ii) By a partial derivation we mean that δ is defined on some subalgebra of N which need
not be (weakly) dense in N . More precisely, domδ = {T ∈ N : δ(T ) is bounded}.
Observation If T ∈ N , one can show that [|D|, T ] is bounded if and only if [(1 +D2)1/2, T ]
is bounded, by using the functional calculus to show that |D| − (1 + D2)1/2 extends to a
bounded operator in N . In fact, writing |D|1 = (1 + D2)1/2 and δ1(T ) = [|D|1, T ] we have
domδn = domδn1 for all n.
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Proof. Let f(D) = (1 + D2)1/2 − |D| , so, as noted above, f(D) extends to a bounded
operator in N . Since
δ1(T )− δ(T ) = [f(D), T ]
is always bounded, domδ = domδ1 . Now δδ1 = δ1δ , so
δ21(T )− δ2(T ) = δ1(δ1(T ))− δ1(δ(T )) + δ1(δ(T )) − δ(δ(T ))
= [f(D), δ1(T )] + [f(D), δ(T )].
Both terms on the right hand side are bounded, so domδ2 = domδ21 . The proof proceeds by
induction. 
Thus the condition defining QCk can be replaced by
a, [D, a] ∈
⋂
k>n>0
domδn1 ∀a ∈ A.
This is important as we do not assume at any point that |D| is invertible.
If (A,H,D) is a QCk spectral triple, we may endow the algebra A with the topology
determined by the seminorms
a −→‖ δn(a) ‖ + ‖ δn([D, a]) ‖, n = 0, 1, 2, ..., k
By [85, Lemma 16] we may, without loss of generality, suppose that A is complete in the
resulting topology by completing if necessary. This completion is stable under the holomorphic
functional calculus, so we have a sensible spectral theory and K∗(A) ∼= K∗(A¯) via inclusion,
where A¯ is the C∗ -completion of A . A QC∞ spectral triple is one that is QCk for all
k = 1, 2, . . . .
Observation If T ∈ N and [D, T ] is bounded, then [D, T ] ∈ N .
Proof. Observe that D is affiliated with N , and so commutes with all projections in the
commutant of N , and the commutant of N preserves the domain of D . Thus if [D, T ] is
bounded, it too commutes with all projections in the commutant of N , and these projections
preserve the domain of D , and so [D, T ] ∈ N . 
Similar comments apply to [|D|, T ] , [(1 +D2)1/2, T ] and combinations such as [D2, T ](1 +
D2)−1/2 . We will often simply write L1 for the trace ideal in order to simplify the notation,
and denote the norm on L1 by ‖ · ‖1 . Note that in the case where N 6= L(H), L1 need not
be complete in this norm but it is complete in the norm ||.||1 + ||.||∞ . (where ||.||∞ is the
uniform norm).
8.4. Summability and Dimension. Finite summability conditions on a spectral triple give
a half-plane where the function
(14) z 7→ τ((1 +D2)−z)
is well-defined and holomorphic.
Definition 8.7. If (A,H,D) is a QC∞ spectral triple, we call
p = inf{a ∈ R : τ((1 +D2)−a/2) <∞}
the spectral dimension of (A,H,D).
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9. Spectral Flow
One of the main motivations for extending the study of spectral triples to the semifinite von
Neumann setting is the study of type II spectral flow (this concept is due to Phillips [80, 81]).
Let π : N → N/KN be the canonical mapping. A Breuer-Fredholm operator is one that maps
to an invertible operator under π . A full discussion of Breuer-Fredholm theory in a semifinite
von Neumann algebra is contained in [22] extending the discussion of the Appendix to [82] and
[14, 15]. As usual D is an unbounded densely defined self-adjoint Breuer-Fredholm operator on
H (meaning D(1+D2)−1/2 is bounded and Breuer-Fredholm in N ) with (1+D2)−1/2 ∈ KN .
For a unitary u ∈ N such that [D,u] is a bounded operator, the path
Dut := (1− t)D + tuDu∗
of unbounded self-adjoint Breuer-Fredholm operators is continuous in the sense that
F ut := D
u
t
(
1 + (Dut )
2
)− 1
2
is a norm continuous path of self-adjoint Breuer-Fredholm operators in N [19]. Recall that
the Breuer-Fredholm index of a Breuer-Fredholm operator F is defined by
ind(F ) = τ(QkerF )− τ(QcokerF )
where QkerF and QcokerF are the projections onto the kernel and cokernel of F .
Definition 9.1. If {Ft} is a continuous path of self-adjoint Breuer-Fredholm operators in
N , then the definition of the spectral flow of the path, sf({Ft}) is based on the following
sequence of observations in [78] and [81] (see also [9, 11]):
1. While the function t 7→ sign(Ft) is typically discontinuous, as is the projection-valued
mapping t 7→ Pt = 12(sign(Ft) + 1), for Ft = 2Pt − 1 with Pt the non-negative spectral
projection, t 7→ π(Pt) is continuous.
2. If P and Q are projections in N then PQ : QH → PH is a Breuer-Fredholm operator if
and only if ||π(P )− π(Q)|| < 1 in which case ind(PQ) ∈ R is well-defined.
3. If we partition the parameter interval of {Ft} so that the π(Pt) do not vary much in norm
on each subinterval of the partition then
sf({Ft}) :=
n∑
i=1
ind(Pti−1Pti)
is a well-defined and (path-) homotopy-invariant number which agrees with the usual notion
of spectral flow in the type I∞ case.
4. For D and u as above, we define the spectral flow of the path Dut := (1− t)D + tuDu∗ to
be the spectral flow of the path Ft where Ft = D
u
t
(
1 + (Dut )
2
)− 1
2 . We denote this by
sf(D,uDu∗) = sf({Ft}),
and observe that this is an integer in the N = L(H) case and a real number in the general
semifinite case.
Special cases of spectral flow in a semifinite von Neumann algebra were discussed in [77, 78,
79, 80, 81].
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Let P denote the projection onto the nonnegative spectral subspace of D . The spectral
flow along {Dut } is equal to sf({Ft}) and by [19] this is the Breuer-Fredholm index of PuPu∗ .
(Note that signF u1 = 2uPu
∗ − 1 and that for this special path we have P − uPu∗ is compact
so PuPu∗ is certainly Breuer-Fredholm from uPu∗H to PH .) Now, [82, Appendix B], we
have ind(PuPu∗) = ind(PuP ).
The operator PuP is known as a generalised Toeplitz operator. Formulae for its index in
terms of the Dixmier trace are discussed in Sections 13 and 16. These Dixmier trace formulae
follow from the analytic formulae for spectral flow discovered in [55],[19],[20] which we will now
explain.
9.1. Spectral Flow Formulae. We now introduce the spectral flow formula of Carey and
Phillips, [19, 20]. This formula starts with a semifinite spectral triple (A,H,D) and computes
the spectral flow from D to uDu∗ , where u ∈ A is unitary with [D, u] bounded, in the case
where (A,H,D) is of dimension p > 1. Thus for any n > p we have by the extension of
Theorem 9.3 of [20] to the case of general semifinite von Neumann algebras (see [23]):
(15) sf(D, uDu∗) = 1
Cn/2
∫ 1
0
τ(u[D, u∗](1 + (D + tu[D, u∗])2)−n/2)dt,
with Cn/2 =
∫∞
−∞(1 + x
2)−n/2dx . This real number sf(D, uDu∗) recovers the pairing of the
K -homology class [D] of A with the K1(A) class [u] (see below). There is a geometric
way to view this formula due originally to Getzler [55]. It is shown in [20] that the functional
X 7→ τ(X(1+(D+X)2)−n/2) on Nsa determines an exact one-form on an affine space D+Nsa .
Thus (15) represents the integral of this one-form along the path {Dt = (1 − t)D + tuDu∗}
provided one appreciates that D˙t = u[D, u∗] is a tangent vector to this path. Moreover this
formula is scale invariant. By this we mean that if we replace D by ǫD , for ǫ > 0, in the
right hand side of (15), then the left hand side is unchanged as is evident from the definition
of spectral flow. This is because spectral flow only involves the phase of D which is the same
as the phase of ǫD .
9.2. Relation to Cyclic Cohomology. To place some of the discussion in its correct context
and to prepare for later applications we need to discuss some aspects of cyclic cohomology. We
will use the normalised (b,B)-bicomplex (see [31, 73]).
We introduce the following linear spaces. Let Cm = A⊗A¯⊗m where A¯ is the quotient A/CI
with I being the identity element of A and (assuming with no loss of generality that A is
complete in the δ -topology) we employ the projective tensor product. Let Cm = Hom(Cm,C)
be the linear space of continuous multilinear functionals on Cm . We may define the (b,B)
bicomplex using these spaces (as opposed to Cm = A⊗m+1 et cetera) and the resulting co-
homology will be the same. This follows because the bicomplex defined using A ⊗ A¯⊗m is
quasi-isomorphic to that defined using A⊗A⊗m .
A normalised (b,B)-cochain, ϕ is a finite collection of continuous multilinear functionals
on A ,
ϕ = {ϕm}m=1,2,...,M with ϕm ∈ Cm.
It is a (normalised) (b,B)-cocycle if, for all m , bϕm + Bϕm+2 = 0 where b : C
m → Cm+1 ,
B : Cm → Cm−1 are the coboundary operators given by
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(16) (Bϕm)(a0, a1, . . . , am−1) =
m−1∑
j=0
(−1)(m−1)jϕm(1, aj , aj+1, . . . , am−1, a0, . . . , aj−1)
(bϕm−2)(a0, a1, . . . , am−1) =
m−2∑
j=0
(−1)jϕm−2(a0, a1, . . . , ajaj+1, . . . , am−1) + (−1)m−1ϕm−2(am−1a0, a1, . . . , am−2)
We write (b+B)ϕ = 0 for brevity. Thought of as functionals on A⊗m+1 a normalised cocycle
will satisfy ϕ(a0, a1, . . . , an) = 0 whenever any aj = 1 for j > 1. An odd (even) cochain has
{ϕm} = 0 for m even (odd).
Similarly, a (bT,BT)-chain, c is a (possibly infinite) collection c = {cm}m=1,2,... with
cm ∈ Cm . The (b,B)-chain {cm} is a (bT,BT)-cycle if bT cm+2+BT cm = 0 for all m . More
briefly, we write (bT +BT )c = 0. Here bT , BT are the boundary operators of cyclic homology,
and are the transpose of the coboundary operators b,B in the following sense.
The pairing between a (b,B)-cochain ϕ = {ϕm}Mm=1 and a (bT , BT )-chain c = {cm} is
given by
〈ϕ, c〉 =
M∑
m=1
ϕm(cm).
This pairing satisfies
〈(b+B)ϕ, c〉 = 〈ϕ, (bT +BT )c〉.
We have the relations
b2 = B2 = 0 = bB +Bb = (b+B)2
so that we may define the cyclic cohomology of A as the cohomology of the total (b,B)-
complex.
In this survey the main application we will make of the Dixmier trace to cyclic cohomology is
the discussion in Section 17 of the formula of A. Connes for the Hochschild class of the Chern
character. Here we use the unrenormalised complex C˜m = A⊗m+1 . The definition of the
Hochschild coboundary b on C˜m involves the same formula (16). The Hochschild cohomology,
denoted HH∗(A,A∗), is then the cohomology of the complex (C˜∗(A), b).
The Hochshild boundary on the complex C˜m = A⊗m+1 is the operator bT . We say that c
is a Hochschild cycle if bT c = 0. When the Hochschild homology is well-defined we denote it
by HH∗(A).
One can interpret spectral flow (in the type I case) as the pairing between an odd K -theory
class represented by a unitary u , and an odd K -homology class represented by (A,H,D), [31,
Chapter III,IV]. This point of view also makes sense in the general semifinite setting, though
one must suitably interpret K -homology, [21, 20]. A central feature of [31] is the translation
of the K -theory pairing to cyclic theory in order to obtain index theorems. One associates
to a suitable representative of a K -theory class, respectively a K -homology class, a class in
periodic cyclic homology, respectively a class in periodic cyclic cohomology, called a Chern
31
character in both cases. (We will not digress here to discuss the periodic theory and the
periodicity operator referring instead to [31] and [57].) The principal result is then
(17) sf(D, uDu∗) = 〈[u], [(A,H,D)]〉 = − 1√
2πi
〈[Ch∗(u)], [Ch∗(A,H,D)]〉,
where [u] ∈ K1(A) is a K -theory class with representative u and [(A,H,D)] is the K -
homology class of the spectral triple (A,H,D). On the right hand side, Ch∗(u) is the Chern
character of u . We recall that the Chern character of a unitary u is the following (infinite)
collection of odd chains Ch2j+1(u) satisfying bCh2j+3(u) +BCh2j+1(u) = 0,
Ch2j+1(u) = (−1)jj!u∗ ⊗ u⊗ u∗ ⊗ · · · ⊗ u (2j + 2 entries).
We have used the notation [Ch∗(u)] for the periodic cyclic homology class. Similarly
[Ch∗(A,H,D)] is the periodic cyclic cohomology class of the Chern character of (A,H,D).
10. The Dixmier trace and residues of the zeta function
Many applications of the Dixmier trace rely on being able to calculate it by taking a residue of
an associated zeta function. The main result in this direction in the type I case is Proposition
IV.2.4 of [31]. Recent advances [25] have extended this to the general semifinite von Neumann
setting.
10.1. Preliminaries. First it is useful to have an estimate on the singular values of the oper-
ators in L(1,∞) .
Lemma 10.1. For T ∈ L(1,∞) positive there is a constant K > 0 such that for each p > 1,∫ t
0
µs(T )
pds 6 Kp
∫ t
0
1
(s+ 1)p
ds.
Proof. By [53, Lemma 2.5 (iv)], for all 0 6 T ∈ N and all continuous increasing functions
f on [0,∞) with f(0) > 0, we have µs(f(T )) = f(µs(T )) for all s > 0. Combining this
fact with well-known result of Hardy-Littlewood-Po´lya (see e.g. [51], Lemma 4.1), we see that
T1 ≺≺ T2 , 0 6 T1, T2 ∈ N implies T p1 ≺≺ T p2 for all p ∈ (1,∞). Now, by definition of L(1,∞)
the singular values of T satisfy
∫ t
0 µs(T )ds = O(log t) so that for some K > 0,∫ t
0
µs(T )ds 6 K
∫ t
0
1
(s+ 1)
ds, ∀t > 0.
In other words µs(T ) ≺≺ K/(1 + s) and the assertion of lemma follows immediately. 
In the next theorem we use dilation invariant states from Theorem 4.7.
Theorem 10.2. (weak∗ -Karamata theorem) Let ω˜ ∈ L∞(R)∗ be a dilation invariant state and
let β be a real valued, increasing, right continuous function on R+ which is zero at zero and
such that the integral h(r) =
∫∞
0 e
− t
r dβ(t) converges for all r > 0 and C = ω˜- limr→∞
1
rh(r)
exists. Then
ω˜- lim
r→∞
1
r
h(r) = ω˜- lim
t→∞
β(t)
t
.
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Remark 10.3. The classical Karamata theorem states, in the notation of the theorem, that if
the ordinary limit limr→∞
1
rh(r) = C exists then C = limt→∞
β(t)
t . The proof of this classical
result is obtained by replacing, in the proof of Theorem 10.2, ω˜- lim throughout by the ordinary
limit.
Proof. Let
g(x) =
{
x−1 for e−1 6 x 6 1
0 for 0 6 x < e−1
so that g is right continuous at e−1 . Then for r > 0, t → e−t/rg(e−t/r) is left continuous at
t = r . Thus the Riemann-Stieltjes integral
∫∞
0 e
−t/rg(e−t/r)dβ(t) exists for each r > 0. We
claim that for any polynomial p
ω˜- lim
r→∞
1
r
∫ ∞
0
e−t/rp(e−t/r)dβ(t) = C
∫ ∞
0
e−tp(e−t)dt.
To see this first compute for p(x) = xn ,
1
r
∫ ∞
0
e−t/re−nt/rdβ(t) =
1
r
∫ ∞
0
e−(n+1)t/rdβ(t).
Therefore
1
n+ 1
ω˜- lim
r→∞
1
r/(n+ 1)
∫ ∞
0
e−(n+1)t/rdβ(t) =
C
n+ 1
by dilation invariance of ω˜ . Thus
ω˜- lim
r→∞
1
r
∫ ∞
0
e−t/re−nt/rdβ(t) = C
∫ ∞
0
e−t(e−t)ndt.
Since ω˜ is linear the claim follows for all p .
Choose sequences of polynomials {pn}, {Pn} such that for all x ∈ [0, 1]
−1 6 pn(x) 6 g(x) 6 Pn(x) 6 3
and such that pn and Pn converge a.e. to g(x). Then since ω˜ is positive it preserves order:
C
∫ ∞
0
e−tpn(e
−t)dt = ω˜- lim
r→∞
1
r
∫ ∞
0
e−t/rpn(e
−t/r)dβ(t) 6 ω˜- lim
r→∞
1
r
∫ ∞
0
e−t/rg(e−t/r)dβ(t)
6 . . . 6 C
∫ ∞
0
e−tPn(e
−t)dt.
By the Lebesgue Dominated Convergence Theorem both
∫∞
0 e
−tpn(e
−t)dt and∫∞
0 e
−tPn(e
−t)dt converge to
∫∞
0 e
−tg(e−t)dt as n → ∞ . But a direct calculation
yields
∫∞
0 e
−tg(e−t)dt = 1 and ∫ ∞
0
e−t/rg(e−t/r)dβ(t) = β(r).
Hence
C = ω˜- lim
r→∞
1
r
∫ ∞
0
e−t/rg(e−t/r)dβ(t) = ω˜- lim
r→∞
β(r)
r
.

Recall that for any τ -measurable operator T , the distribution function of T is defined by
λt(T ) := τ(χ(t,∞)(|T |)), t > 0,
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where χ(t,∞)(|T |) is the spectral projection of |T | corresponding to the interval (t,∞) (see
[FK]). By Proposition 2.2 of [FK],
µs(T ) = inf{t > 0 : λt(T ) 6 s}
we infer that for any τ -measurable operator T , the distribution function λ(·)(T ) coincides
with the (classical) distribution function of µ(·)(T ). From this formula and the fact that λ is
right-continuous, we can easily see that for t > 0, s > 0
s > λt ⇐⇒ µs 6 t.
Or equivalently,
s < λt ⇐⇒ µs > t.
Using Remark 3.3 of [FK] this implies that:
(18)
∫ λt
0
µs(T )ds =
∫
[0,λt)
µs(T )ds = τ(|T |χ(t,∞)(|T |)), t > 0.
Lemma 10.4. For T ∈ L(1,∞) and C > ‖T‖(1,∞) we have eventually
λ 1
t
(T ) 6 Ct log t.
Proof. Suppose not and there exists tn ↑ ∞ such that λ 1
tn
(T ) > Ctn log tn and so for
s 6 Ctn log tn we have µs(T ) > µCtn log tn(T ) >
1
tn
. Then for sufficiently large n∫ Ctn log tn
0
µs(T )ds >
1
tn
· Ctn log tn = C log tn.
Choose δ > 0 with C − δ > ‖T‖(1,∞) . Then for sufficiently large n
C log tn = (C − δ) log tn + δ log tn > ‖T‖(1,∞) log(Ctn) + ‖T‖(1,∞) log(log(tn + 1))
= ‖T‖(1,∞) log(Ctn log(tn + 1)).
This is a contradiction with the inequality
∫ t
0 µs(T )ds 6 ‖T‖(1,∞) log(t + 1), which holds for
any t > 0 due to the definition of the norm in L(1,∞) . 
An assertion somewhat similar to Proposition 10.5 below was formulated in [83] and supplied
with an incorrect proof. We use a different approach.
Proposition 10.5. For T ∈ L(1,∞) positive let ω be a state on L∞(R∗+) satisfying all the
conditions of Corollary 4.8. For every C > 0
τω(T ) = ω- lim
t→∞
1
log(1 + t)
∫ t
0
µs(T )ds = ω- lim
t→∞
1
log(1 + t)
τ(Tχ( 1
t
,∞)(T ))
= ω- lim
t→∞
1
log(1 + t)
∫ Ct log t
0
µs(T )ds
and if one of the ω- limits is a true limit then so are the others.
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Proof. We first note that∫ t
0
µs(T )ds 6
∫ λ 1
t
(T )
0
µs(T )ds+ 1, t > 0.
Indeed, the inequality above holds trivially if t 6 λ 1
t
(T ). If t > λ 1
t
(T ), then∫ t
0
µs(T )ds =
∫ λ 1
t
(T )
0
µs(T )ds +
∫ t
λ 1
t
(T )
µs(T )ds.
Now s > λ 1
t
(T ) implies that µs(T ) 6
1
t so we have∫ t
0
µs(T )ds 6
∫ λ 1
t
(T )
0
µs(T )ds +
1
t
(t− λ 1
t
(T )) 6
∫ λ 1
t
(T )
0
µs(T )ds + 1.
Using this observation and lemma above we see that for C > ‖T‖(1,∞) and any fixed α > 1
eventually∫ t
0
µs(T )ds 6
∫ λ 1
t
(T )
0
µs(T )ds + 1 6
∫ Ct log t
0
µs(T )ds + 1 6
∫ tα
0
µs(T )ds+ 1
and so eventually
1
log(1 + t)
∫ t
0
µs(T )ds 6
1
log(1 + t)
(
∫ λ 1
t
(T )
0
µs(T )ds + 1) 6
1
log(1 + t)
(
∫ Ct log t
0
µs(T )ds + 1)
6
log(1 + tα)
log(1 + t) log(1 + tα)
(
∫ tα
0
µs(T )ds + 1).
Taking the ω -limit we get
τω(T ) 6 ω- lim
t→∞
1
log(1 + t)
∫ λ 1
t
(T )
0
µs(T )ds 6 ω- lim
t→∞
1
log(1 + t)
∫ Ct log t
0
µs(T )ds
6 ω- lim
t→∞
α
log(1 + tα)
∫ tα
0
µs(T )ds = ατω(T )
where the last line uses Corollary 4.8 (4). Since this holds for all α > 1 and using 18 we get the
conclusion for ω -limits and C > ‖T‖(1,∞) . The assertion for an arbitrary 0 < C 6 ‖T‖(1,∞)
follows immediately by noting that for C ′ > ‖T‖(1,∞) one has eventually∫ t
0
µs(T )ds 6
∫ Ct log t
0
µs(T )ds 6
∫ C′t log t
0
µs(T )ds.
To see the last assertion of the Proposition suppose that limt→∞
1
log(1+t)
∫ t
0 µs(T )ds = A
then by the above argument we get
A 6 lim inf
t→∞
1
log(1 + t)
τ(Tχ( 1
t
,∞)(T )) 6 lim sup
t→∞
1
log(1 + t)
τ(Tχ( 1
t
,∞)(T )) 6 αA
for all α > 1 and hence limt→∞
1
log(1+t)τ(Tχ( 1t ,∞)
(T )) = A . On the other hand if the limit
limt→∞
1
log(1+t)τ(Tχ( 1t ,∞)
(T )) exists and equals B say then
lim sup
t→∞
1
log(1 + t)
∫ t
0
µs(T )ds 6 B 6 α lim inf
t→∞
1
log(1 + t)
∫ t
0
µs(T )ds
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for all α > 1 and so
lim
t→∞
1
log(1 + t)
∫ t
0
µs(T )ds = B
as well. The remaining claims follow similarly. 
10.2. The zeta function and the Dixmier trace. This subsection is motivated by Propo-
sition IV.2.4 of [31]. We will describe several generalisations of this result to the von Neumann
setting. Our approach will be analogous though somewhat different to that in [31].
The zeta function of a positive T ∈ L(1,∞) is given by ζ(s) = τ(T s) while for A ∈ N we set
ζA(s) = τ(AT
s). We are interested in the asymptotic behaviour of ζ(s) and ζA(s) as s→ 1.
Now it is elementary to see that the discussion of singular traces is relevant because by
Lemma 10.1 we have for some K > 0 and all s > 1
τ(T s) =
∫ ∞
0
µr(T
s)dr =
∫ ∞
0
µr(T )
sdr
6
∫ ∞
0
Ks
(1 + r)s
dr =
Ks
s− 1 .
From this it follows that {(s − 1)τ(T s)| s > 1} is bounded. Now for A bounded |(s −
1)τ(AT s)| 6 ||A||(s − 1)τ(T s) so that (s − 1)τ(AT s) is also bounded and hence for any
ω˜ ∈ L∞(R)∗ satisfying conditions (1), (2) and (3) of Theorem 4.7
(19) ω˜- lim
r→∞
1
r
τ(AT 1+
1
r )
exists.
Here r → 1r τ(AT 1+
1
r ) is defined as a function on all of R by extending it to be identi-
cally zero for r < 1. One might like to think of (19) as ω˜- lims→1(s − 1)τ(AT s) but this of
course does not (strictly speaking) make sense whereas if lims→1(s − 1)τ(AT s) exists then it
is limr→∞
1
r τ(AT
1+ 1
r ).
In the following theorem we will take T ∈ L(1,∞) positive, ||T || 6 1 with spectral resolution
T =
∫
λdE(λ). We would like to integrate with respect to dτ(E(λ)); unfortunately, these
scalars τ(E(λ)) are, in general, all infinite. To remedy this situation, we instead must integrate
with respect to the increasing (negative) real-valued function NT (λ) = τ(E(λ)− 1) for λ > 0.
Away from 0, the increments τ(△E(λ)) and △NT (λ) are, of course, identical.
Theorem 10.6. For T ∈ L(1,∞) positive, ||T || 6 1 and ω˜ ∈ L∞(R)∗ satisfying all the
conditions of Theorem 4.7, let ω˜ = ω ◦L where L is given in section 4 (prior to Definition 4.4),
then we have:
τω(T ) = ω˜- lim
1
r
τ(T 1+
1
r ).
If limr→∞
1
r τ(T
1+ 1
r ) exists then
τω(T ) = lim
r→∞
1
r
τ(T 1+
1
r )
for an arbitrary dilation invariant functional ω ∈ L∞(R∗+)∗ .
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Proof. By (19) we can apply the weak∗ -Karamata theorem to 1r τ(T
1+ 1
r ). First write
τ(T 1+
1
r ) =
∫ 1
0+ λ
1+ 1
r dNT (λ). Thus setting λ = e
−u
τ(T 1+
1
r ) =
∫ ∞
0
e−
u
r dβ(u)
where β(u) =
∫ 0
u e
−vdNT (e
−v) = − ∫ u0 e−vdNT (e−v). Since the change of variable λ = e−u is
strictly decreasing, β is, in fact, nonnegative and increasing. By the weak∗ -Karamata theorem
applied to ω˜ ∈ L∞(R)∗
ω˜- lim
r→∞
1
r
τ(T 1+
1
r ) = ω˜- lim
u→∞
β(u)
u
.
Next with the substitution ρ = e−v we get:
(20) ω˜- lim
u→∞
β(u)
u
= ω˜- lim
u→∞
1
u
∫ 1
e−u
ρdNT (ρ).
Set f(u) = β(u)u . We want to make the change of variable u = log t or in other words to
consider f ◦ log = Lf . We use the discussion in section 4 which tells us that if we start with
an M invariant functional ω ∈ L∞(R∗+)∗ then the functional ω˜ = ω ◦ L is H invariant as
required by the theorem. Then we have
ω˜- lim
r→∞
1
r
τ(T 1+
1
r ) = ω˜- lim
u→∞
β(u)
u
= ω˜- lim
u→∞
f(u) = ω- lim
t→∞
Lf(t) = ω- lim
t→∞
1
log t
∫ 1
1/t
λdNT (λ).
Now, by Proposition 10.5
ω- lim
t→∞
1
log t
∫ 1
1/t
λdNT (λ) = ω- lim
t→∞
1
log t
τ(χ( 1
t
,1](T )T ) = τω(T ).
This completes the proof of the first part of the theorem.
The proof of the second part is similar. Using the classical Karamata theorem (see the
remark following the statement of Theorem 10.2) we obtain the following analogue of (20):
lim
r→∞
1
r
τ(T 1+r) = lim
β(u)
u
= lim
u→∞
1
u
∫ 1
e−u
ρdNT (ρ).
Making the substitution u = log t on the right hand side we have
lim
u→∞
1
u
∫ 1
e−u
ρdNT (ρ) = lim
t→∞
1
log t
∫ 1
1
t
λdNT (λ) = τω(T )
where in the last equality we need only dilation invariance of the state ω ∈ L∞(R∗+)∗ and not
the full list of conditions of Corollary 4.8 
The map on positive T ∈ L(1,∞) to R given by T → τω(T ) can be extended by linearity to
a C valued functional on all of L(1,∞) . Then the functional
(21) A 7→ τω(AT )
for A ∈ N and fixed T ∈ L(1,∞) is well defined. We intend to study the properties of (21).
Part of the interest in this functional stems from the following result (see [26]) as well as the
use of the Dixmier trace in noncommutative geometry [31].
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Lemma 10.7. Let T ∈ L(1,∞) , then
(i) For A ∈ N we have
τω(AT ) = τω(TA).
(ii) Assume that D0 is an unbounded self adjoint operator affiliated with N such that
T = (1 +D20)
−1/2 ∈ L(1,∞) . If [Aj , |D0|] is a bounded operator for Aj ∈ N , j = 1, 2 then
τω(A1A2T ) = τω(A2A1T ).
Proof.(i) This is proposition A.2 of [40]. The proof is elementary, first show that τω(UTU
∗) =
τω(T ) then use linearity to extend to arbitrary T ∈ L(1,∞) . Replace T by TU then use lin-
earity again.
(ii) We remark that [Aj , |D0|] defining a bounded operator means that the Aj leave
dom(|D0|) = dom(D0) invariant and that [Aj , |D0|] is bounded on this domain (see [12, Propo-
sition 3.2.55] and its proof for equivalent but seemingly weaker conditions). As |D0|−(1+D20)1/2
is bounded, [Aj , (1 + D
2
0)
1/2] defines a bounded operator whenever [Aj , |D0|] does. As
T−1 = (1 +D20)
1/2 and T : H → dom(T−1), we see that the formal calculation:
[Aj , T ] = AjT − TAj = T (T−1Aj −AjT−1)T = T [T−1, Aj ]T
makes sense as an everywhere-defined operator on H . That is,
[Aj , T ] = T [(1 +D
2
0)
1/2, Aj ]T ∈ (L(1,∞))2 ⊆ L1.
Then we have, using part (i),
τω(A1A2T ) = τω(A2A1T )− τω([A1, T ]A2).
So then
τω(A1A2T ) = τω(A2A1T )− τω(T [(1 +D20)1/2, A1]TA2).
Since the operator in the last term is trace class we are done. 
We will consider spectral triples which involves choosing a subalgebra of N on which (21)
will define a trace.
Theorem 10.8. Let A ∈ N , T > 0, T ∈ L(1,∞).
(i) If lims→1+(s − 1)τ(AT s) exists then it is equal to τω(AT ) where we choose ω as in the
proof of Theorem 10.6.
(ii) More generally, if we choose functionals ω and ω˜ as in the proof of Theorem 10.6 then
ω˜- lim
r→∞
1
r
τ(AT 1+
1
r ) = τω(AT ).
Proof. For part (i) we first assume that A is self adjoint. Write A = a+− a− where a± are
positive. Choose ω˜ as in the proof of Theorem 10.6, then
lim
s→1+
(s− 1)τ(AT s) = ω˜- lim
r→∞
1
r
τ(AT 1+
1
r )
= ω˜- lim
r→∞
1
r
τ(a+T 1+
1
r )− ω˜- lim
r→∞
1
r
τ(a−T 1+
1
r )
= τω(a
+T )− τω(a−T )
= τω(AT ).
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Here the third equality uses a technical result (Proposition 3.6) from [25] and then Theorem
10.6. The reduction from the general case to the self-adjoint case now follows in a similar way.
For part (ii), we assume that A is positive. From Lemma 10.7(i) and Theorem 10.6, and
Proposition 3.6 of [25] we have
τω(AT ) = τω(A
1/2TA1/2) = ω˜- lim
r→∞
1
r
τ((A1/2TA1/2)1+
1
r )
= ω˜- lim
r→∞
1
r
τ(AT 1+
1
r ).
For general A we reduce to the case A positive as in the proof of part (i). 
11. The heat semigroup formula
This Section is inspired by [31] and again is taken from [25]. We retain the assumption
T > 0 throughout and define e−T
−2
as the operator that is zero on ker T and on ker T⊥ is
defined by the functional calculus. We remark that if T > 0, T ∈ L(p,∞) for some p > 1 then
e−tT
−2
is trace class for all t > 0.
Our aim in this Section is to prove the following
Theorem 11.1. If A ∈ N , T > 0, T ∈ L(1,∞) then,
ω- lim
λ→∞
λ−1τ(Ae−λ
−2T−2) = Γ(3/2)τω(AT )
for ω ∈ L∞(R∗+)∗ satisfying the conditions of Corollary 4.8.
Let ζA(p +
1
r ) = τ(AT
p+ 1
r ). Notice that 12Γ(
p
2)ω˜- limr→∞
1
r ζA(p +
1
r ) always exists. Hence
we can reduce the hard part of the proof of Theorem 11.1 to the following preliminary result.
Proposition 11.2. If A ∈ N , A > 0, T > 0, T ∈ L(p,∞) , 1 6 p < ∞ then, choosing ω and
ω˜ as in the proof of Theorem 10.6, we have
ω- lim
λ→∞
1
λ
τ(Ae−T
−2λ−2/p) =
1
2
Γ(
p
2
)ω˜- lim
r→∞
1
r
ζA(p+
1
r
).
Proof. We have, using the Laplace transform,
T s =
1
Γ(s/2)
∫ ∞
0
ts/2−1e−tT
−2
dt.
Then
ζA(s) = τ(AT
s) =
1
Γ(s/2)
∫ ∞
0
ts/2−1τ(Ae−tT
−2
)dt.
Make the change of variable t = 1/λ2/p so that the preceding formula becomes
p
2
Γ(s/2)ζA(s) =
∫ ∞
0
λ−
s
p
−1τ(Ae−λ
−2/pT−2)dλ.
We split this integral into two parts,
∫ 1
0 and
∫∞
1 and call the first integral R(r) where s = p+
1
r .
Then
R(r) =
∫ 1
0
λ−
1
pr
−2τ(Ae−λ
−2/pT−2)dλ =
∫ ∞
1
t
p
2
+ 1
2r
−1τ(Ae−tT
−2
)dt.
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The integrand decays exponentially in t as t→∞ because T−2 > ‖T 2‖−11 so that
τ(Ae−tT
−2
) 6 τ(Ae−T
−2
e
− t−1
‖T2‖ ).
Then we can conclude that R(r) is bounded independently of r and so limr→∞
1
rR(r) = 0.
For the other integral the change of variable λ = eµ gives∫ ∞
1
λ
− 1
pr
−2
τ(Ae−λ
−2/pT−2)dλ =
∫ ∞
0
e
− µ
pr dβ(µ)
where β(µ) =
∫ µ
0 e
−vτ(Ae−e
− 2p vT−2)dv . Hence we can now write
p
2
Γ((p+
1
r
)/2)ζA(p+
1
r
) =
∫ ∞
0
e
− µ
pr dβ(µ) +R(r).
Now consider
p
2
ω˜- lim
r→∞
1
r
Γ(
p
2
+
p
2r
)ζA(p +
1
r
) =
p
2
Γ(p/2)ω˜- lim
r→∞
1
r
ζA(p+
1
r
).
Then
p
2
Γ(p/2)ω˜- lim
r→∞
1
r
ζA(p+
1
r
) = pω˜- lim
r→∞
1
pr
∫ ∞
0
e−µ/prdβ(µ)
(remembering that the term 1rR(r) has limit zero as r → ∞). By dilation invariance and
Theorem 10.2 we then have
(22)
p
2
Γ(p/2)ω˜- lim
r→∞
1
r
ζA(p +
1
r
) = pω˜- lim
µ→∞
β(µ)
µ
.
Making the change of variable λ = ev in the expression for β(µ) we get
β(µ)
µ
=
1
µ
∫ eµ
1
λ−2τ(Ae−T
−2λ−2/p)dλ
Make the substitution µ = log t so the RHS becomes
1
log t
∫ t
1
λ−2τ(Ae−T
−2λ−2/p)dλ = g1(t)
This is the Cesaro mean of
g2(λ) =
1
λ
τ(Ae−T
−2λ−2/p).
So as we chose ω ∈ L∞(R∗+)∗ satisfying Corollary 4.8, we have ω(g1) = ω(g2). Recalling that
we choose ω˜ to be related to ω as in Theorem 10.6 and so using (22) we obtain
ω- lim
λ→∞
1
λ
τ(Ae−T
−2λ−2/p) =
1
2
Γ(
p
2
)ω˜- lim
r→∞
1
r
ζA(p+
1
r
).

To prove the theorem consider first the case where A is bounded, A > 0 and use the
Proposition 11.2 and Theorem 10.8 to assert that
Γ(3/2)τω(AT ) = Γ(3/2)ω˜- lim
r→∞
1
r
τ(AT 1+
1
r ) = ω- lim
λ→∞
λ−1τ(Ae−λ
−2T−2).
Then for self adjoint A write A = a+ − a− where a± are positive so that
Γ(3/2)τω(AT ) = Γ(3/2)(τω(a
+T )− τω(a−T ))
= ω- lim
λ→∞
λ−1τ(a+e−λ
−2T−2)− ω- lim
λ→∞
λ−1τ(a−e−λ
−2T−2)
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= ω- lim
λ→∞
λ−1τ(Ae−λ
−2T−2).
We can extend to general bounded A by a similar argument.
12. The case of p > 1
The results of the previous sections have analogues for p > 1. Some arguments are simpler
due to the fact that the singular values satisfy for T ∈ L(p,∞) for p > 1, T > 0 the asymptotic
estimate µs(T ) = O(
1
s1/p
). Moreover τ(T p+
1
r ) =
∫ 1
0 λ
p+1/rdNT (λ) where NT (λ) = τ(E(λ)−1)
for λ > 0 where T =
∫
λdE(λ) is the spectral resolution for T .
We now establish some L(p,∞) versions of our previous results.
Lemma 12.1. For T ∈ L(p,∞) and ω and ω˜ as in the proof of theorem 10.6 we have
pτω(T
p) = ω˜- lim
r→∞
1
r
τ(T p+
1
r ).
Proof. Set λ = e−u/p so that
1
r
τ(T p+
1
r ) = p
1
pr
∫ ∞
0
e−u/rpdβ(u)
where β(u) =
∫ u
0 e
−vdNT (e
−v/p). So using dilation invariance:
ω˜- lim
r→∞
1
r
τ(T p+
1
r ) = pω˜- lim
r→∞
1
pr
∫ 1
0
e−u/prdβ(u) = pω˜- lim
u→∞
β(u)
u
by the weak∗ -Karamata Theorem 10.2. Reasoning as in the proof of Theorem 10.6 and sub-
stituting λ = e−v/p and u = log t we have
ω˜- lim
u→∞
β(u)
u
= ω- lim
t→∞
1
log t
∫ 1
t−1/p
λpdNT (λ)
= ω- lim
t→∞
1
log t
τ(χ( 1
t
,∞)(T
p)T p) = τω(T
p).

Corollary 12.2. Let T > 0, T ∈ L(p,∞) then
ω- lim
λ→∞
1
λ
τ(e−T
−2λ−2/p) = Γ(1 +
p
2
)ω˜- lim
r→∞
1
r
τ(T p+
1
r ).
Proof. Combine Proposition 11.2 and Lemma 12.1. 
The L(p,∞) version of Theorem 10.8 and the following result of Connes’ are proved by
following the same methods as for p = 1. One needs a number of straightforward extensions
of various technical results as described in Section 5 of [25].
Theorem 12.3. If A is bounded, T > 0, T ∈ L(p,∞) for p > 1
ω- lim
λ→∞
λ−1τ(Ae−λ
−2/pT−2) = Γ(1 + p/2)τω(AT
p).
Finally it is now straightforward to obtain the following result.
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Theorem 12.4. If A is bounded, T > 0, T ∈ L(p,∞) and
lim
s→p+
(s− p)τ(AT s)
exists then it is equal to pτω(AT
p).
13. Generalised Toeplitz operators and their index
The index theory of generalised Toeplitz operators has a long history which may be traced
in part from [27] and [70]. We will explain how the results established in earlier sections may
be used to contribute to this theory.
As before P denotes the projection onto the nonnegative spectral subspace of an unbounded
self adjoint operator D0 (with bounded inverse) and we are interested in the Breuer-Fredholm
index of the operator PuP acting on PH . When N = L(H) and D0 is part of an L(1,∞)
summable spectral triple the most general such theorem in this type I situation is that due
to [40] who show show that
ind(PuP ) =
1
2
τω(u[D0, u∗]|D0|−1).
We now show that this formula holds when N is a general semifinite von Neumann algebra.
Remark. Of course [40] consider a much more general situation which would apply for example
in the case where D0 is part of an L(p,∞) summable spectral triple. The authors obtain a very
general formula for the index of PuP in terms of sums of residues of zeta functions constructed
from D0 under certain assumptions on the analytic properties of these zeta functions. Some,
but not all, of the zeta functions in their formula are Dixmier traces. We will not attempt to
describe this result here as there is an excellent overview in the article [64]. The theorem in
[40] is proved for the type I case and its generalisation to the semifinite von Neumann algebra
setting is achieved in [21, 22].
We need a preliminary result, [25] Lemma 6.1.
Lemma 13.1. Let D0 be an unbounded self-adjoint operator affiliated with N so that (1 +
D20)
−1/2 is in cl(1,∞) . Let At and B be in N for t ∈ [0, 1] with At self-adjoint and t 7→ At
continuous. Let Dt = D0 + At and let p be a real number with 1 < p < 4/3. Then, the
quantity
τ
(
B(1 +D20)
−p/2 −B(1 +D2t )−p/2
)
is uniformly bounded independent of t ∈ [0, 1] and p ∈ (1, 4/3).
Theorem 13.2. Let (N ,D0) be a L(1,∞) -summable Breuer-Fredholm module for the unital
Banach ∗-algebra, A , and let u ∈ A be a unitary such that [D0, u] is bounded. Let P be the
projection on the non-negative spectral subspace of D0 . Then with ω chosen as in Corollary
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4.8,
ind(PuP ) = sf(D0, uD0u∗) = lim
p→1+
1
2
(p − 1)τ(u[D0, u∗](1 +D20)−p/2)
=
1
2
τω(u[D0, u∗](1 +D20)−1/2)
=
1
2
τω(u[D0, u∗]|D0|−1)
where the last equality only holds if D0 has a bounded inverse.
Remark 13.3. (1) The equality
(23) ind(PuP ) =
1
2
τω(u[D0, u∗]|D0|−1)
proved above should be compared with Theorem IV.2.8 of [31]. In the case where N = L(H)
the RHS of (23) is a Hochschild 1−cocycle on A which is known to equal the Chern character
of the L(1,∞) -summable Fredholm module (A,D0,H).
(2) Since any 1-summable module is clearly a L(1,∞) -summable module, the theorem
implies that any unbounded 1-summable module must have a trivial pairing with K1(A) and
is therefore uninteresting from the homological point of view.
Proof. Let Dut = D0 + tu[D0, u∗] , t ∈ [0, 1] then by equation (2) of Section 2.1 (of [20]) we
have for each p > 1 that
ind(PuP ) =
1
Cp/2
∫ 1
0
τ
(
u[D0, u∗](1 + (Dut )2)−p/2
)
dt.
Now, by Lemma 13.1, we have that∣∣∣τ (u[D0, u∗] [(1 + (Dut )2)−p/2 − (1 +D20)−p/2])∣∣∣
is uniformly bounded independent of t and p for 1 < p < 4/3. Since, C˜p/2 →∞ as p → 1+ ,
we see that:∣∣∣∣ind(PuP )− 1Cp/2 τ
(
u[D0, u∗](1 +D20)−p/2
)∣∣∣∣
=
∣∣∣∣ 1Cp/2
∫ 1
0
τ
(
u[D0, u∗](1 + (Dut )2)−p/2
)
dt− 1
Cp/2
∫ 1
0
τ
(
u[D0, u∗](1 +D20)−p/2
)
dt
∣∣∣∣
6
1
Cp/2
∫ 1
0
∣∣∣τ (u[D0, u∗] [(1 + (Dut )2)−p/2 − (1 +D20)−p/2])∣∣∣ dt
6 Constant/Cp/2 → 0.
Now, it is elementary that as p→ 1+
2
p− 1 =
∫
|x|>1
(
1
|x|
)p
dx ∼
∫ ∞
−∞
(
1√
1 + x2
)p
dx = C˜p/2.
This ends the proof of the first equality while the second equality follows from Theorem 10.8(i).
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The third equality follows from(√
1 +D20
)−1
− |D0|−1 =
(√
1 +D20
)−1
|D0|−1
(√
1 +D20 + |D0|
)−1
.

14. Non-smooth foliations and pseudo-differential operators
In this Section we give a further application of the earlier results following [10] and [83]. The
main aim of Prinzis’ thesis [83] was to establish a Wodzicki residue formula for the Dixmier
trace of certain pseudo-differential operators associated to actions of Rn on a compact space
X . This was greatly generalised in [10], however to cover that paper in detail would require
an extensive discussion of foliations, thus we restrict ourselves here to a synopsis of the simple
case in [83].
The set-up is the group-measure space construction of Murray-von Neumann. Thus X is a
compact space equipped with a probability measure ν and a continuous free minimal ergodic
action α of Rn on X leaving ν invariant. We write the action as x → t.x for x ∈ X
and t ∈ Rn . Then the crossed product L∞(X, ν) ×α Rn is a type II factor contained in
the bounded operators on L2(Rn, L2(X, ν)). We describe the construction. For a function
f ∈ L1(R, L∞(X, ν)) ⊂ L∞(X, ν) ×α Rn the action of f on a vector ξ in L2(Rn, L2(X, ν)) is
defined by twisted left convolution as follows:
(π˜(f)ξ)(s) =
∫
Rn
α−1s (f(t))ξ(s− t)dt.
Here f(t) is a function on X acting as a multiplication operator on L2(X, ν). The twisted
convolution algebra
L1(Rn, L∞(X, ν)) ∩ L2(Rn, L2(X, ν))
is a dense subspace of L2(Rn, L2(X, ν)) and there is a canonical faithful, normal, semifinite
trace, Tr , on the von Neumann algebra that it generates. This von Neumann algebra is
N = (π˜(L∞(X, ν) ×α Rn))′′.
For functions f, g : Rn → L∞(X) which are in L2(Rn, L2(X, ν)) and whose twisted left
convolutions π˜(f), π˜(g) define bounded operators on L2(Rn, L2(X, ν)), this trace is given by:
Tr(π˜(f)∗π˜(g)) =
∫
Rn
∫
X
f(t, x)g(t, x)∗dν(x)dt
where we think of f, g as functions on Rn ×X .
Identify L2(Rn) with L2(Rn) ⊗ 1 ⊂ L2(R, L2(X, ν)) then any scalar-valued function f
on Rn which is the Fourier transform f = ĝ of a bounded L2 function, g will satisfy f ∈
L2(R, L2(X, ν)) and π˜(f) will be a bounded operator.
Pseudo-differential operators are defined in terms of their symbols. A smooth symbol of order
m is a function a : X × Rn → C such that for each x ∈ X ax , defined by ax(t, ξ) = a(t.x, ξ),
satisfies
(1) sup{|∂βξ ∂γt ax(t, ξ)(1 + |ξ|)−m+|β| | (t, ξ) ∈ Rn × Rn, β, γ ∈ Nn, |β| + |γ| 6 M} < ∞ for all
M ∈ N
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(2) ξ → ax(0, ξ) is a smooth function on Rn into the space C∞(X), the set of continuous
functions f on X such that t→ (x→ f(t.x)) is smooth on Rn .
Each symbol a defines a pseudo-differential operator Op(a) on C(X) ⊗ C∞c (Rn) (where
C∞c (R
n) is the space of smooth functions of compact support) by
Op(a)f(x, t) =
1
(2π)n
∫
Rn
eitξa(t.x, ξ)fˆ (x, ξ)dξ, f ∈ C(X)⊗ C∞c (Rn).
The principal symbol of a pseudo-differential operator A on X is the limit
σm(A)(x, ξ) = lim
λ→∞
a(x, λξ)
λm
, (x, ξ) ∈ X × Rn\{0}
if it exists. We say A is elliptic if its symbol a is such that ax is elliptic (that is invertible for all
sufficiently large ξ ) for all x ∈ X . Prinzis studies invertible positive elliptic pseudo-differential
operators A with a principal symbol. Henceforth we will only consider such operators. The
zeta function of such an operator is ζ(z) = τ(Az) and this exists because Az is in the trace
class in N [83] for Re z < −n/m . Prinzis shows that
(24) lim
x→− n
m
−
(x+
n
m
)ζ(x) = − 1
(2π)nm
∫
X×Sn−1
σm(A)(x, ξ)
− n
mdν(x)dξ
and that A−
n
m ∈ L(1,∞)(N , τ).
Now note that (24) combined with Theorem 12.4 implies that we have the relation
τω(A
− n
m ) =
1
(2π)nn
∫
X×Sn−1
σm(A)(x, ξ)
− n
m dν(x)dξ.
In other words we have a type II Wodzicki residue for evaluating the Dixmier trace of these
pseudo-differential operators.
Now, [10] considers the case of measured foliations in the sense of [36]. Thus the leaves of the
foliation are no longer given by an action of Rn as above but are more general submanifolds.
The main result of [10] on this topic is a formula for the Dixmier trace of certain pseudo-
differential operators in terms of a local residue where the latter is a generalisation of the
Wodzicki residue to the foliation setting.
15. The algebra of almost periodic functions.
This section is adapted from [9].
15.1. Almost periodic pseudodifferential operators. We review Shubin’s [89] study of
the index theory of differential operators with almost periodic coefficients which extends ideas
of [27]. Recall that a trigonometric function is a finite linear combination of exponential
functions eξ : x 7→ ei<x,ξ> . The space Trig(Rn) of trigonometric functions is a ∗−subalgebra
of the C∗−algebra Cb(Rn) of continuous bounded functions. The uniform closure of Trig(Rn)
is called the algebra of almost periodic functions and denoted AP (Rn). This C∗−algebra
is isomorphic to the algebra of continuous functions on RnB , the Bohr compactification of
Rn . Addition in Rn extends to RnB which is a compact abelian group containing R
n as a
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dense subgroup. The normalized Haar measure αB on RnB is such that the family (eξ)ξ∈Rn is
orthonormal. The measure αB is given for any almost periodic function f on Rn by:
αB(f) := lim
T→+∞
1
(2T )n
∫
(−T,T )n
f(x)dx.
Using αB one defines the Hilbert space completion L
2(RnB) of Trig(R
n). This Hilbert space
has an orthonormal basis given by (eξ)ξ∈Rn . The Fourier transform FB : ℓ2(Rnd ) −→ L2(RnB)
is given by:
FB(δξ) = eξ, with δξ(η) = δξ,η,
where δξ,η is the Kronecker symbol. We shall denote by F the usual Fourier transform on the
abelian group Rn with its usual Lebesgue measure.
The action of Rn on RnB by translations yields a topological dynamical system whose nat-
urally associated von Neumann algebra is the crossed product L∞(RnB) × Rn . It is more
convenient for applications to consider the commutant of this von Neumann algebra denoting
it by N . It is also a crossed product, namely the von Neumann algebra L∞(Rn)×Rnd . Then
N is a type II∞ factor with a faithful normal semifinite trace τ . It can be described as the
set of Borel essentially bounded families (Aµ)µ∈RnB of bounded operators in L
2(Rn) which are
Rn−equivariant, i.e. such that
Aµ = σµ(A0) = T−µA0Tµ, ∀µ ∈ Rn.
Here and in the sequel we denote by σµ conjugation of any operator with the translation Tµ
so that σµ(B) = T−µBTµ. If we denote by Mϕ the operator of multiplication by a bounded
function ϕ, then examples of such families are given for any λ by the families
(σµ(Meλ))µ∈RnB .
We choose the Fourier transform
Ff(ζ) = 1
(2π)n/2
∫
Rn
eixζf(x)dx.
Then the von Neumann algebra N can be defined [27] as the completion in the Hilbert space
H = L2(Rn)⊗ L2(RnB) of the set of operators {Meλ ⊗Meλ , Tλ ⊗ 1} when λ ranges over Rn .
There is a natural way to embed the C∗−algebra AP (Rn) in N by setting
π(f) := (σµ(Mf ))µ∈RnB
This family then belongs to N and π is clearly faithful. Viewed as an operator on H , π(f)
is given by π(f)(g)(x, µ) = f(x+µ)g(x, µ). If B = (Bµ)µ is a positive element of N , then we
define the expectation E(B) as the Haar integral:
E(B) :=
∫
RnB
BµdαB(µ).
Since the family B and αB are translation invariant, the operator E(B) clearly commutes
with the translations in L2(Rn) and is therefore given by a Fourier multiplier M˜(ϕB) with
ϕB a positive element of L
∞(Rn). Recall that the Fourier multiplier M˜(ϕB) is conjugation
of the multiplication operator Mϕ by the Fourier transform, i.e. M˜(ϕB) = F−1MϕF . When
the function ϕ is in the Schwartz space, the operator M˜(ϕB) is convolution by the Schwartz
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function 1
(2π)n/2
F−1ϕ. Hence the expectation E takes values in the von Neumann algebra
M˜(L∞(Rn)), i.e.
E : N −→ M˜(L∞(Rn)).
Now, using the usual Lebesgue integral on Rn , and the normalisation of Coburn et al[27] we
introduce the following definition of the trace τ :
τ(B) =
∫
Rn
ϕB(ζ)dζ.
Lemma 15.1. [27] The map τ is, up to constant, the unique positive normal faithful semifinite
trace on N .
Consider the trace on N evaluated on an operator of the form MaK where a is almost
periodic and K is a convolution operator on L2(Rn) arising from multiplication by an L1
function k on the Fourier transform. We have,
τ(MaK) = lim
T→+∞
1
(2T )n
∫
(−T,T )n
a(x)dx
∫
Rn
k(ζ)dζ.
More generally, any pseudodifferential operator A on L2(Rn,CN ) with almost periodic coef-
ficients of nonpositive order m acting on CN−valued functions, can be viewed as a family
over RnB of pseudodifferential operators on R
n . To do this first take the symbol a of A , then
the operator σµ(A) is the pseudodifferential operator with almost periodic coefficients whose
symbol is
(x, ξ) 7−→ a(x+ µ, ξ).
When m 6 0, we obtain, in this way, an element of N . We denote by Ψ0AP the algebra
of pseudodifferential operators with almost periodic coefficients and with non positive order.
When the order m of A is > 0 then the operator A♯ given by the family (σµ(A))µ∈RnB is
affiliated with N . If the order m of A is < −n , then the bounded operator A♯ is trace class
with respect to the trace τ on the von Neumann algebra N ⊗MN (C)[88, Proposition 3.3] and
we have:
τ(A♯) = lim
T→+∞
1
(2T )n
∫
(−T,+T )n×Rn
Tr(a(x, ζ))dxdζ
Indeed, the expectation E(A♯) is a pseudodifferential operator on Rn with symbol denoted by
E(a) and is independent of the x−variable, it is given by:
E(a)(ζ) = lim
T→+∞
1
(2T )n
∫
(−T,+T )n
a(x, ζ)dx.
Hence the operator E(A♯) is precisely the Fourier multiplier M˜(E(a)) and so:
τ(A♯) =
∫
Rn
Tr(E(a)(ζ))dζ.
Let Ψ∞AP be the space of one step polyhomogeneous classical pseudodifferential operators on
Rn with almost periodic coefficients.
Theorem 15.2. Let A be a (scalar) pseudodifferential operator with almost periodic co-
efficients on Rn . We assume that the order m of A is 6 −n and we denote by a−n the
−n homogeneous part of the symbol a . Then the operator A♯ belongs to the Dixmier ideal
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L1,∞(N , τ). Moreover, the Dixmier trace τω(A♯) of A♯ associated with a limiting process ω
does not depend on ω and is given by the formula:
τω(A
♯) =
1
n
∫
RnB×S
n−1
a−n(x, ζ)dαB(x)dζ.
Proof. We denote as usual by ∆ the Laplace operator on Rn . The operator A(1 + ∆)n/2
is then a pseudodifferential operator with almost periodic coefficients and nonpositive order.
Hence, the operator [A(1 +∆)n/2]♯ = A♯(1 +∆♯)n/2 belongs to the von Neumann algebra N .
Now the operator (1+∆♯)−n/2 is a Fourier multiplier defined by the function ζ 7→ (1+ζ2)−n/2 .
Hence if, for λ > 0, Eλ is the spectral projection of the operator (1 + ∆)
−n/2 corresponding
to the interval (0, λ) then the operator 1− Eλ is a Fourier multiplier as well. Let us suppose
it is defined by the function ζ 7→ fλ((ζ2 + 1)−n/2). It follows that the trace τ of the operator
1− Eλ is given by ∫
Rn
fλ(
1
(ζ2 + 1)n/2
)dζ.
It is easy to compute this integral and to show that it is proportional to 1λ . So the infimum of
those λ for which τ(1−Eλ) 6 t is precisely proportional to 1t . Hence the operator (1+∆♯)−n/2 ,
and hence A , belongs to the Dixmier ideal L1,∞(N , τ).
In order to compute the Dixmier trace of the operator A , we apply [89, Theorem 10.1] to
deduce that the spectral τ−density NA(λ) of A has the asymptotic expansion
NA(λ) =
γ0(A)
λ
(1 + o(1)), λ→ +∞,
where γ0(A) is given by:
γ0(A) =
1
n
∫
RnB×S
n−1
a−n(x, ζ)dαB(x)dζ.
Now, if A is positive then by [10, Proposition 1]:
τω(A) = lim
λ→+∞
λNA(λ) = γ0(A).
This proves the theorem for positive A . Since the principal symbol map is a homomorphism,
we deduce the result for general A . 
The normalisation we have chosen for the trace in the von Neumann setting of this Section
eliminates a factor of 1(2π)n which occurs on the Wodzicki residue in the type I theory.
15.2. Almost periodic spectral triple. We denote by A the ∗-subalgebra of AP∞(Rn) of
smooth almost periodic functions on Rn . We take the Hilbert space on which the algebra N
acts to be B2(Rn) ⊗ L2(Rn) where B2(Rn) is the Hilbert space of almost periodic functions
on Rn where the norm and inner product are given by the restriction of the Haar trace on
AP∞(Rn) to A (note that B2(Rn) ∼= ℓ2(Rnd )). This type II∞ von Neumann algebra is
endowed with a faithful normal semifinite trace that we denote by τ . (We note that the
explicit formula for τ is as given in the previous subsection.)
The usual Dirac operator on Rn is denoted by D0 . So, if S is the spin representation of Rn
then D0 acts on smooth S−valued functions on Rn . The operator D0 is Zn−periodic and it
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is affiliated with the von Neumann algebra NS = N ⊗End(S). This latter is also a type II∞
von Neumann algebra with the trace τ ⊗ tr . More generally, for any N > 1, we shall denote
by NS,N the von Neumann algebra N ⊗ End(S ⊗ CN ) with the trace τ ⊗ tr.
The algebra A and its closure are faithfully represented as ∗−subalgebras of the von Neu-
mann algebra NS . In the same way the algebra A⊗MN (C) can be viewed as a ∗−subalgebra
of NS,N . More precisely, if a ∈ A then the operator a♯ defined by
(a♯f)(x, y) := a(x+ y)f(x, y), ∀f ∈ B2(Rn)⊗ L2(Rn),
belongs to NS,N . The operator a♯ is just the one associated with the zero-th order differential
operator corresponding to multiplication by a . The same formula allows to represent A in
NS .
Proposition 15.3. The triple (A,NS ,D♯0) is a semifinite spectral triple of finite dimension
equal to n .
Proof. Note that the algebra A is unital. The differential operator D0 is known to be elliptic
periodic and self-adjoint on Rn . Therefore, the operator D♯0 is affiliated with the von Neumann
algebra NS and it is self-adjoint as a densely defined unbounded operator on the Hilbert space
B2(Rn) ⊗ L2(Rn) with D20 = ∆ ⊗ Id with ∆ the usual Laplacian. For any smooth almost
periodic function f on Rn , the commutator [D0, f ] is a 0−th order almost periodic differential
operator and so [D♯0, f ] belongs to the von Neumann algebra N .
On the other hand, the pseudodifferential operator T = (∆+I)−1/2 is the Fourier multiplier
associated with the function k 7→ 1
(‖k‖2+1)1/2
. Therefore, its singular numbers µt(T ) can be
computed explicitly as in the proof of Theorem 15.2 and shown to be proportional to t−1/n .

16. Lesch’s Index Theorem
In this Section we describe (following [25]) a proof of an index theorem due to M. Lesch
[70] (see also [82]) for Toeplitz operators with noncommutative symbol that relies on the zeta
function approach to the Dixmier trace. We begin with a unital C∗ -algebra A with a faithful
finite trace, τA satisfying τA(1) = 1 and a continuous action α of R on A leaving τA invariant.
We let HτA denote the Hilbert space completion of A in the inner product (a|b) = τ(b∗a).
Then A is a Hilbert algebra and the left regular representation of A on itself extends by
continuity to a representation, a 7→ πτA(a) of A on HτA [42]. In what follows, we will drop
the notation πτA and just denote the action of A on HτA by juxtaposition.
We now look at the induced representation, π˜ , of the crossed product C∗ -algebra A×α R
on L2(R,HτA). That is, π˜ is the representation π×λ obtained from the covariant pair, (π, λ)
of representations of the system (A,R, α) defined for a ∈ A , t, s ∈ R and ξ ∈ L2(R,HτA) by:
(π(a)ξ)(s) = α−1s (a)ξ(s)
and
λt(ξ)(s) = ξ(s− t).
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Then, for a function x ∈ L1(R,A) ⊂ A×αR , the action of π˜(x) on a vector ξ in L2(R,HτA)
is defined as follows:
(π˜(x)ξ)(s) =
∫ ∞
−∞
α−1s (x(t))ξ(s − t)dt.
Now the twisted convolution algebra L1(R,A)∩L2(R,Hτ ) is a dense subspace of L2(R,Hτ )
and also a Hilbert algebra in the given inner product. As such, there is a canonical faithful,
normal, semifinite trace, τ , on the von Neumann algebra
N = (π˜(A×α R))′′.
For functions x, y : R→ A ⊂ HτA which are in L2(R,HτA) and whose twisted left convolutions
π˜(x), π˜(y) define bounded operators on L2(R,HτA), this trace is given by:
τ(π˜(y)∗π˜(x)) = 〈x|y〉 =
∫ ∞
−∞
τA(x(t)y(t)
∗)dt.
In particular, if we identify L2(R) = L2(R) ⊗ 1A ⊂ L2(R,HτA) then any scalar-valued
function x on R which is the Fourier transform x = f̂ of a bounded L2 function, f will have
the properties that x ∈ L2(R,HτA) and π˜(x) is a bounded operator. For such scalar functions
x , the operator π˜(x) is just the usual convolution by the function x and is usually denoted
by λ(x) since it is just the integrated form of λ . The next Lemma follows easily from these
considerations.
Lemma 16.1. With the hypotheses and notation discussed above
(i) if h ∈ L2(R) with λ(h) bounded and a ∈ A , then defining f : R→ Hτ via f(t) = ah(t)
we see that f ∈ L2(R,HτA) and π˜(f) = π(a)λ(h) is bounded,
(ii) if g ∈ L1(R) ∩ L∞(R) and a ∈ A then π(a)λ(gˆ) is trace-class in N and
Tr(π(a)λ(gˆ)) = τA(a)
∫ ∞
−∞
g(t)dt.
Proof. To see part (i), let ξ ∈ Cc(R,HτA) ⊆ L2(R,HτA). Then
(π˜(f)ξ)(s) =
∫ ∞
−∞
α−1s (f(t))ξ(s − t)dt
=
∫ ∞
−∞
α−1s (a)h(t)ξ(s − t)dt
= α−1s (a)
∫ ∞
−∞
h(t)ξ(s − t)dt
= α−1s (a)(λ(h)ξ)(s)
= (π(a)λ(h)ξ)(s).
To see part (ii) we can assume that g is nonnegative and a is self-adjoint. Then let g =
g1/2g1/2 so that g1/2 ∈ L2 ∩ L∞ and so λ(ĝ1/2) is bounded. Now,
π(a)λ(ĝ) = π(a)λ(ĝ1/2)π(1A)λ(ĝ1/2).
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Then, π(a)λ(ĝ1/2) = π˜(x) where x(t) = aĝ1/2(t) and π(1A)λ(ĝ1/2) = π˜(y) where y(t) =
1Aĝ1/2(t). So, π˜(x) and π˜(y) are in Nsa and π(a)λ(ĝ) = π˜(x)π˜(y).
Hence,
τ(π(a)λ(ĝ)) = τ(π˜(x)π˜(y))
=
∫ ∞
−∞
τ(x(t)y(t))dt
= τA(a)
∫ ∞
−∞
∣∣∣ĝ1/2(t)∣∣∣2 dt = τA(a)∫ ∞
−∞
g(s)ds.

By construction N is a semifinite von Neumann algebra with faithful, normal, semifinite
trace, τ , and a faithful representation π : A → N [42]. For each t ∈ R , λt is a unitary in
U(N ). In fact the one-parameter unitary group {λt | t ∈ R} can be written λt = eitD where
D is the unbounded self-adjoint operator
D = 1
2πi
d
ds
which is affiliated with N . In the Fourier transform picture (i.e., the spectral picture for D ) of
the previous proposition, D becomes multiplication by the independent variable and so f(D)
becomes pointwise multiplication by the function f . That is,
π˜(fˆ) = λ(fˆ) = f(D).
And, hence, if f is a bounded L1 function, then:
τ(f(D)) =
∫ ∞
−∞
f(t)dt.
By this discussion and the previous lemma, we have the following result
Lemma 16.2. If f ∈ L1(R) ∩ L∞(R) and a ∈ A then π(a)f(D) is trace-class in N and
τ(π(a)f(D)) = τ(a)
∫ ∞
−∞
f(t)dt.
We let δ be the densely defined (unbounded) ∗-derivation on A which is the infinitesimal
generator of the representation α : R → Aut(A) and let δˆ be the unbounded ∗-derivation
on N which is the infinitesimal generator of the representation Ad ◦ λ : R → Aut(N ) (here
Ad(λt) denotes conjugation by λ
∗
t · λt ). Now if a ∈ dom(δ) then clearly π(a) ∈ dom(δˆ) and
π(δ(a)) = δˆ(π(a)). By [12] Proposition 3.2.55 (and its proof) we have that π(δ(a)) leaves the
domain of D invariant and
π(δ(a)) = 2πi[D, π(a)].
We are now in a position to state and prove Lesch’s index theorem.
Theorem 16.3 ([25]). Let τA be a faithful finite trace on the unital C
∗ -algebra, A , which is
invariant for an action α of R . Let N be the semifinite von Neumann algebra (π˜(A×α R))′′ ,
and let D be the infinitesimal generator of the canonical representation λ of R in U(N ).
Then, the representation π : A → N defines a L(1,∞) summable Breuer-Fredholm module
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(N ,D) for A . Moreover, if P is the nonnegative spectral projection for D and u ∈ U(A) is
also in the domain of δ , then Tu := Pπ(u)P is Breuer-Fredholm in PNP and
ind(Tu) =
1
2πi
τ(uδ(u∗)).
Proof. It is easy to see that D satisfies (1 +D2)−1/2 ∈ L(1,∞) . By the previous discussion,
for any a ∈ dom(δ) we have π(δ(a)) = 2πi[D, π(a)]. Since the domain of δ is dense in A we
see that π defines a L(1,∞) summable Breuer-Fredholm module for A .
By Theorem 13.2,
ind(Tu) = lim
p→1+
1
2
(p− 1)Tr(π(u)[D, π(u∗)](1 +D2)−p/2)
and hence
ind(Tu) = lim
p→1+
1
2
(p − 1) 1
2πi
Tr(π(uδ(u∗))(1 +D2)−p/2)
= lim
p→1+
1
2
(p − 1) 1
2πi
τ(uδ(u∗))
∫ ∞
−∞
(1 + t2)−p/2dt
= lim
p→1+
1
2πi
τ(uδ(u∗))
1
2
(p− 1)Cp/2 =
1
2πi
τ(uδ(u∗))

17. The Hochschild Class of the Chern Character
The theorem we discuss in this Section, for N = L(H) and 1 < p < ∞ (p integral),
was proved in lectures by Alain Connes at the Colle`ge de France in 1990. A version of this
argument appeared in [57]. The extension of this argument to general semifinite von Neumann
algebras, with the additional hypothesis that the unbounded self-adjoint operator D (which
will form part of a spectral triple) have bounded inverse, is presented by Benameur and Fack,
[10]. A simpler strategy using the pseudodifferential calculus of Connes-Moscovici, [40], was
communicated to us by Nigel Higson. In conjunction with the results in [25], Higson’s argument
appears to generalise to the semifinite case, however, we will not describe the details here
focusing instead on another approach.
In [21] the theorems of Connes and Benameur-Fack were extended. First a proof was given
for the case p = 1 and second the hypothesis, in the type II∞ case, that D has bounded
inverse was removed. This is crucial due to the ‘zero-in-the-spectrum’ phenomenon for D .
That is, for type II N , zero is generically in the point and/or continuous spectrum, [54] and
hence we are not dealing with just the simple problem that arises in the type I case posed
by a finite dimensional kernel. One feature of the approach in [21] is that the strategy of the
proof is the same for all p > 1, and is independent of the type of the von Neumann algebra
N .
We explain the general semifinite version of the type I result in [31, IV.2.γ] which identifies
the Hochschild class of the Chern character of a (p,∞)-summable spectral triple.
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Theorem 17.1. Let (A,H,D) be a QCk (p,∞)-summable spectral triple with p > 1 integral
and k = max{2, p − 2}. Then
1) A Hochschild cocycle on A is defined by
ϕω(a0, ..., ap) = λpτω(Γa0[D, a1] · · · [D, ap](1 +D2)−p/2),
2) For all Hochschild p-cycles c ∈ Cp(A) (i.e., bc = 0),
〈ϕω, c〉 = 〈ChFD , c〉,
where ChFD is the Chern character in cyclic cohomology of the pre-Fredholm module over A
with FD = D(1 +D2)−1/2 .
Remark 17.2. Here τω is the Dixmier trace associated to any state ω ∈ D(R∗+).
The two most important corollaries of Theorem 17.1 are the following.
Corollary 17.3. Let (A,H,D) be as in Theorem 17.1. If c = ∑i ai0 ⊗ ai1 ⊗ · · · ⊗ aip is a
Hochschild p-cycle, then
Γ
∑
i
ai0[D, ai1] · · · [D, aip](1 +D2)−p/2
is (Dixmier)-measurable.
This corollary is relevant to the axioms of noncommutative spin geometry since it tells us
that when we use the noncommutative integration theory provided by the Dixmier trace we
do not need to worry which functional ω we use to define the integration when we apply it to
Hochschild cycles.
Corollary 17.4. With (A,H,D) as in Theorem 17.1, and supposing that ChFD pairs non-
trivially with HHp(A), then
τω((1 +D2)−p/2) 6= 0.
Remark 17.5. The hypothesis of the Corollary is that there exists some Hochschild p-cycle
such that 〈IChFD , c〉 6= 0 (where I is the map defined by Connes, [31] subsection III.1.γ pp
199-200). Computing this pairing using Theorem 17.1 above, we see that (1 + D2)−p/2 can
not have zero Dixmier trace for any choice of Dixmier functional ω . For if (1 + D2)−p/2 did
have vanishing Dixmier trace, and c =
∑
i a
i
0 ⊗ · · · ⊗ aip is any Hochschild cycle
|〈IChFD , c〉| =
∣∣∣∣∣∑
i
τω
(
Γai0[D, ai1] · · · [D, aip](1 +D2)−p/2
)∣∣∣∣∣
6
∑
i
‖ Γai0[D, ai1] · · · [D, aip] ‖ τω
(
(1 +D2)−p/2
)
= 0.
Hence if the pairing is nontrivial, the Dixmier trace can not vanish on (1 +D2)−p/2 .
There are subtle points in the proof. One first assumes that the triple triple (A,H,D) has
D invertible (by replacing (A,H,D) by (A,H2,Dm) with Dm =
( D m
m −D
)
if necessary).
Then one needs to verify that ϕω in Theorem 17.1 does not depend on this replacement. One
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also requires the verification that the functional ϕω is indeed a Hochschild cocycle but this
quite simple.
Lemma 17.6. Let p > 1 and suppose that (A,H,D) is a QC1 (p,∞)-summable spectral
triple. Then the multilinear functional
ϕω(a0, ..., ap) = λpτω(Γa0[D, a1] · · · [D, ap](1 +D2)−p/2)
is a Hochschild cocycle.
Proof. By Lemma 3 of [21] and the trace property of the Dixmier trace, we have
(bϕω)(a0, ..., ap) = (−1)p−1λpτω(Γa0[D, a1] · · · [D, ap−1]ap(1 +D2)−p/2)
−(−1)p−1λpτω(Γa0[D, a1] · · · [D, ap−1](1 +D2)−p/2ap).
As (A,H,D) is QC1 ,
[(1 +D2)−p/2, ap] = −
p−1∑
k=0
(1 +D2)−(p−k)/2[(1 +D2)1/2, ap](1 +D2)−(1+k)/2,
and this is trace class. So ap(1 +D2)−p/2 = (1+D2)−p/2ap modulo trace class operators, and
so the two terms above cancel. 
18. Lidskii type formula for Dixmier traces
A semifinite analogue of the classical Lidskii theorem stated in terms of the (so-called) Brown
spectral measure µT of T ∈ N asserts [16] that
τ(T ) =
∫
σ(T )\{0}
λdµT (λ).
In the case, when N = L(H) and τ is the standard trace Tr the equality above reduces
to the classical case asserting that the trace Tr(T ) of an arbitrary trace class operator T is
given by the sum
∑
n>1
λ(T ), where {λn(T )}n>1 is the sequence of eigenvalues of T, arranged in
decreasing order of absolute values of λn and counting multiplicities. Note, that in the case T >
0, the equality Tr(T ) =
∑
n>1
λn(T ) follows immediately from the spectral theorem for compact
operators. If T ∗ = T, then again, by the spectral theorem we can select the orthonormal basis
of H consisting of eigenvalues of T and still infer Lidskii’s theorem without any difficulty.
Here it is worth observing that the assumption T ∗ = T belongs to the ideal L1(H) of all trace
class operators on H implies the absolute convergence of the series ∑
n>1
|λn(T )|. The latter
fact guarantees the convergence of the series
∑
n>1
λn(T ) in whatever ordering of the set of all
eigenvalues for T is chosen (in particular, for the decreasing ordering of absolute values of T ).
The core difference of this situation with the setting of Dixmier traces consists in the fact
that the series
∑
n>1
|λn(T )| diverges for every normal T ∈ L(1,∞)(H) \ L1(H). Therefore, even
though for a given T = T ∗ ∈ L(1,∞)(H) we define τω(T ) as the difference τω(T+) − τω(T−)
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where each number is computed according to the definition ω- lim
N→∞
1
log(1+N)
N∑
n=1
λn(T±), it is
by no means clear that we have
τω(T ) = ω-lim
N→∞
1
log(1 +N)
N∑
n=1
λn(T )
for the special enumeration of the set {λn(T )}n>1 given by the decreasing order of absolute
values of |λn(T )|; or for that matter for any enumeration of this set. This difficulty becomes
even more pronounced in the case of a general semifinite von Neumann albegra.
Note that the restriction µt(T ) 6
C
t , t > 1 imposed on T ∈ L(1,∞)(N , τ) in the theorem
below, implies that T belongs to the ideal N(ψ1)(N , τ) (see the definition of ψ1 in Section 2.1
and the definition of r.i. ideal N(ψ) in Section 2.2). Everywhere below, we assume that
ω ∈ CD(R∗+) (see Section 5.2). When we apply ω to a sequence x ∈ ℓ∞ , we identify x with
its image i(x) in L∞(R+) (see Remark 5.3).
Theorem 18.1 ([8]). (i). If (N , τ) is a semifinite von Numann albegra and T ∈
L(1,∞)(N , τ) satisfies µt(T ) 6 Ct , t > 1 for some C > 0, then
τω(T ) = ω- lim
t→∞
1
log(1 + t)
∫
λ/∈ 1
t
G
λdµT (λ).
(ii). Let T be a compact operator on a Hilbert space H, such that µn(T ) 6 Cn , n > 1 for
some C > 0. Let λ1, λ2, . . . be the list of eigenvalues of the operator T counted with
multiplicities such that |λ1| > |λ2| > . . . . Then
(25) τω(T ) = ω-lim
t→∞
1
log(1 + t)
∑
λ∈σ(T ), λ/∈ 1
t
G
λµT (λ) = ω- lim
N→∞
1
log(1 +N)
N∑
i=1
λi,
where µT (λ) is the algebraic multiplicity of the eigenvalue λ and G is an arbitrary
bounded neighborhood of 0 ∈ C.
Here, we emphasize the fact that G is an arbitrary bounded neighborhood of 0. In the case
N = L(H), formula (25) says that we need to compute the sum of all eigenvalues λj(T ) which
do not belong to the ”squeezed” neighborhood 1tG as t → ∞ and then to apply ω -limit. It
is interesting to emphasize the special case of formula (25) for measurable operators belonging
to the ideal N(ψ1). The result below should be compared with the results of Theorems 6.6
and 6.7.
Corollary 18.2. If T is a (Connes-Dixmier) measurable operator satisfying the assumption
of Theorem 18.1 (i) (respectively, (ii)), then
τω(T ) = lim
t→∞
1
log(1 + t)
∫
λ6∈ 1
t
G
λdµT (λ)
(
resp. = lim
N→∞
1
log(1 +N)
N∑
i=1
λi
)
,
for every ω ∈ CD(R∗+).
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Fix an orthonormal basis in H and identify every element x ∈ L(H) with its matrix
(xij)
∞
i,j=1 . It is well-known [56] that the triangular truncation operator T given by
T(x) =
{
xij , i > j
0, i < j
acts boundedly from the trace class L1(H) into L(1,∞)(H). Noting that T(x) − diag(x) is
quasinilpotent for every x ∈ L1(H), we obtain the following
Corollary 18.3. The operator T(x) is Connes-Dixmier measurable for every x ∈ L1(H),
moreover τω(T(x)) = 0, ω ∈ CD(R∗+).
We conclude with the following result immediately following from Theorem 18.1 (see also [52,
Proposition 1]).
Corollary 18.4. Let M be a compact n-dimensional Riemannian manifold and let T be a
pseudodifferential operator of order −n on M. Then
τω(T ) = lim
N→∞
1
logN
N∑
k=1
λk.
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