We describe the study of thermodynamics of materials using replica-exchange Wang-Landau (REWL) sampling, a generic framework for massively parallel implementations of the WangLandau Monte Carlo method. To evaluate the performance and scalability of the method, we investigate the magnetic phase transition in body-centered cubic (bcc) iron using the classical Heisenberg model parametrized with first principles calculations. We demonstrate that our framework leads to a significant speedup without compromising the accuracy and precision and facilitates the study of much larger systems than is possible with its serial counterpart.
Introduction
Computational methods have become indispensable for enhancing our understanding of material properties and making accurate predictions of their behavior. This can, in turn, lead to the development of improved materials with, e.g., increased strength and resistance to degradation. Even with recent advancements, first-principles based approaches to the electronic structure are restricted to the calculation of ground state properties of small systems and are incapable of predicting the system behavior at finite temperature. Instead, classical Monte Carlo (MC) simulations based on atomistic or coarse grained Hamiltonians have become a viable and powerful approach for probing the thermodynamic properties of large-scale, complex systems [1] . The Metropolis method [2] is the basis of many modern MC schemes where one probabilistically samples from the canonical (NVT) ensemble by generating a sequence of microstates according to Boltzmann weights. An inherent downside of Metropolis sampling, just as for NVT molecular dynamics simulations, is its tendency to get trapped in local free-energy minima that are frequently encountered in systems with complex free energy landscapes. To circumvent this pitfall, different methodologies have been introduced. One popular approach is to perform multiple Metropolis simulations at different temperatures and allow periodic conformational (replica) exchanges between them. This is widely known as parallel tempering or replica-exchange Monte Carlo [3, 4] . Another approach strives to sample microstates from a flat probability distribution (the so-called multicanonical ensemble [5, 6] ), where states have non-Boltzmann weights that are inversely proportional to the a priori unknown density of states. Such generalized-ensemble methods hope to escape free energy barriers and avoid long time scales which are encountered at low temperatures and near phase transitions. To this end, the Wang-Landau (WL) method [7] [8] [9] has emerged as a simple but powerful technique. The underlying idea behind Wang-Landau sampling is to perform a random walk in configuration space while iteratively adjusting the density of states g(E) and hence the simulation weights. This ultimately leads the accumulation of a uniform histogram in energy (E) space (or, for that matter, in any other reaction coordinate or collective variable). Eventually, the WL scheme delivers an estimator for the density of states so that the thermodynamic behavior of the system for the entire temperature range of interest can be extracted from a single simulation. The method has been successfully applied to a wide array of intricate problems in condensed matter and statistical physics including spin glasses, liquid crystals, polymers, protein folding etc. [10] [11] [12] [13] .
Multiple attempts have been made to improve the efficiency of the Wang-Landau method, either by finding more efficient trial moves, or by accelerating its convergence (see [14, 15] for examples). Nevertheless, in order to exploit the power of modern high performance computing systems and adapt the method to even larger-scale systems with increased complexity, an efficient parallelization scheme is essential. Recently, a generic framework was proposed, combining replica-exchange with Wang-Landau sampling into a massively parallel Monte Carlo simulation method [16] [17] [18] [19] . The strategy is to split the energy range into a series of smaller, overlapping windows, which are sampled by independent random walkers with occasional replica-exchanges. Parallelism is then achieved mainly in a "divide-and-conquer" manner.
In this paper, we review this recently introduced parallelization scheme for WL simulations. To demonstrate its applicability to problems in material science, we investigate the ferromagnetic-paramagnetic phase transition in body centered cubic (bcc) iron via a classical spin model frequently used for describing magnetic materials, namely the Heisenberg ferromagnet. Furthermore, we will elaborate on the specific advantages of the parallel method and assess its scalability for large-scale simulations involving hundreds of thousands of spins, utilizing thousands of processors. This work serves as a precursor to the study of more realistic, and more complex, model Hamiltonians for bcc iron, where lattice vibrations contribute extra degrees of freedom and complicate the phase space along with the energy landscape [20] . The complexity of the problem restricts the study to small system sizes using the serial WL method or traditional parallel methods such as parallel tempering.
Model
In the Heisenberg model, atomic magnetic moments are represented as classical spin vectors of unit length. In the absence of magnetic anisotropies or external fields, the total energy for a system of interacting classical spins is given by the Hamiltonian
where S i is the orientation of the ith spin, and J ij is the exchange interaction between ith and jth spin. For the realistic modeling of magnetic properties of bcc iron, we choose numerical values of J ij from the first principles based parameterization given in Ref. [21] which limits the interactions to the nearest and next nearest neighbors. The possible energies of the system lie within the range [−Nǫ 0 , Nǫ 0 ], where ǫ 0 ≈ 0.14 eV is the absolute value of the ground state energy per spin, and N = 2L 3 is the total number of spins. There are two spins in each unit cell and L is the lattice size, i.e., the number of unit cells in each direction. As our primary interest is the thermodynamic behavior near the critical temperature for the ferromagnetic-paramagnetic transition, we impose minimum and maximum energy cutoffs and sample configurations within a restricted global energy range, [E min , E max ]. This reduction drastically reduces the computational cost of sampling rare configurations at extremely low and high energies, which potentially becomes a bottleneck in serial WL simulations. The reduced energy range is still large enough though that the random walkers are able to visit all contributing microstates; therefore, this reduction does not introduce any systematic errors.
The Replica-Exchange framework for Wang-Landau sampling
Background in statistical mechanics
The density of states in energy, g(E), measures the energy degeneracy of admissible states of a system, from which the partition function Z can be calculated:
where X stands for a state or configuration that the system can reside in; k B is the Boltzmann constant and T is the temperature. The first sum runs over all possible states of the system, whereas the second sum runs over all possible total energies and is calculable once g(E) is known. While g(E) is temperature independent and only depends on the definition of the Hamiltonian, Eq. (2) allows for the calculation of the temperature dependent Z via the corresponding Boltzmann factors. An important consequence is the possibility of calculating the thermodynamic quantities at any temperature with the sole knowledge of g(E). For example, the average energy E and the heat capacity C V can be calculated:
The specific heat is defined as C V /N. These thermodynamic observables provide a measure to identify and locate phase transitions and hence understand critical phenomena. For the Heisenberg ferromagnetic iron model we use in this study, we successfully capture the Curie temperature which corresponds to the ferromagnetic-paramagnetic transition.
The original Wang-Landau algorithm
The original Wang-Landau sampling [7] [8] [9] is classified as one of the generalized-ensemble MC methods where the final outcome of a simulation is an estimation of g(E). Depending on the parameter space in which the random walk is performed, the density of states could as well be an estimate of the degeneracy of states as a function of other order parameters or reaction coordinates or even a higher-dimensional combination of such, see [22] for an example.
At the beginning of each Wang-Landau simulation the desired total energy range, E ∈ [E min , E max ], for which g(E) should be obtained is determined or estimated. For a model with continuous energy domain an energy bin width δE is also chosen to control the resolution of g(E). An initial guess ofg(E) = 1 for all energies is used as a starting point, although other choices are suitable as well.
1 A histogram, H(E), is introduced to keep track of the number of visits to each energy; all entries are set to zero at the beginning. The simulation starts with an arbitrary initial configuration, and new states B are generated by applying a Monte Carlo trial move (see below) to the current configuration A with energy E A . The energy E B of the trial state is then evaluated and the new state will be accepted according to the acceptance probability:
If trial state B is accepted,g(E) and H(E) will be updated byg(E B ) →g(E B ) × f and H(E B ) → H(E B ) + 1. Otherwise, the update is done for the current state A. Here, f is the modification factor whose initial value is f 0 = e 1 . Trial states are continuously generated andg(E) and H(E) are updated, until a "flat" histogram is achieved, i.e. all H(E) entries are no less than a certain fraction p of its average valueH(E) [H(E) ≥ pH(E) ∀E]. At this point, the modification factor is reduced via f → √ f , the histogram is reset [H(E) = 0] butg(E) is carried over to the next iteration. This procedure is repeated until f reaches a predefined, terminal value f min . Hence,g(E) is modified by smaller and smaller amounts and eventually converges (asymptotically) to the true density of states g(E).
2
The parallel scheme
The recently introduced parallel implementation of Wang-Landau sampling [16, 17] incorporates the original, serial Wang-Landau algorithm into a replica-exchange framework. The global energy range [E min , E max ] is broken into a number (h) of smaller windows, each of which overlaps with its nearest neighbors on both sides with an overlapping ratio o (a schematic diagram is shown in the upper panel of Fig. 2a ). Multiple (m) Wang-Landau walkers can be employed in each of the windows to reduce statistical errors during the simulation [17] , but each walker has its owng(E) and H(E) and all of them must proceed to the next iteration independently. Replica exchanges are proposed between walkers i and j from adjacent windows after a predefined number of MC sweeps (MCS) and are accepted according to the probability:
where we have assumed that A (or B) is the current configuration of walker i (or j). The simulation produces multiple, overlapping fragments of g(E). They are joined at points where the slopes of ln g(E) (i.e., d ln g(E)/dE, the inverse microcanonical temperature) best coincide. This practice reduces the introduction of artificial kinks in the combined g(E) due to the joining process and eliminates resultant errors in thermodynamic quantities. See Refs. [18, 19] for illustrations.
Simulation details
To compare results for the parallel and serial WL schemes, we chose a relatively small system size (L = 10) and a global energy range (−260 eV≤ E ≤ 120 eV) that are accessible by the serial method within a fairly reasonable time. For checking the convergence of g(E), we used the parameter values from the original WL paper, an 80% flatness criterion and final modification factor of ln f min = 1 × 10 −8 . For the trial updates we used the simplest MC trial move, i.e., we randomly choose a spin and assign a arbitrary new direction.
We decided that eleven windows (h = 11) and replica exchanges between neighboring windows proposed every 500 MCS (one MCS is equivalent to N MC trial moves) are reasonable choices for the lattice size L = 10. Since replica exchanges can, by construction, only be accepted if both corresponding replica are in the energy overlap region between two windows, small overlaps lead to low acceptance rates whereas unnecessarily large overlap downgrades the performance. We found that a moderately large overlap of o ≈ 75% can be a good choice for maintaining a balance between fast convergence and reasonable acceptance rates [17] . With this choice of the overlap, we observed acceptance rates in the range of 52 − 55% for replica exchanges.
Results and discussion: Accuracy and scalability
With those chosen values of h = 11 and o = 75%, we performed parallel simulations for L = 10 while employing a single walker per window (m = 1) for simplicity. Fig. 1 shows the time series of a single replica as it performs smooth round-trips across the entire energy range (a) and through all the energy windows (b). Similar behavior was observed for all replicas, verifying that the random walkers are not restricted to certain regions of the energy space. Fig. 2 (a) compares the density of states obtained from both parallel and serial runs. Data shown by filled dots were obtained from a single parallel simulation, the solid line represents the average of 10 independent serial runs, the standard deviation σ is shown in the inset. The absolute difference ∆ between the results from the serial runs and the parallel run is also shown in the inset for comparison. ∆ is of the same size as σ. Thus, the precision of the parallel WL results are on par with those from conventional, serial runs. To accommodate the increase in the global energy range for much larger systems, we increased the number of windows accordingly while keeping the energy window size (∆E ≈ 108.57 eV) and the overlap (o = 75%) constant. For example, for L = 40 (−16640 eV ≤ E ≤ 7680 eV), 893 windows were required. While a serial WL simulation would take years to estimate the density of states, the parallel scheme achieved this within two days. Fig. 2 (b) shows the specific heat derived from the estimated density of states for the system sizes L = 10 and L = 40. Despite the simplicity of our model, the peak positions match reasonably well with the experimental Curie temperature T C = 1043 K [25] . For comparison, we also show the results obtained from the serial WL simulations for L = 10. The data from the serial and parallel runs are within the mutual error bars. The success of any parallel scheme depends not only on its accuracy and precision, but also on the scalability, i.e., the ability to effectively utilize an increasing number of processors. Ultimately, by increasing the number of computing cores one hopes to achieve two types of scaling behavior: to speed up the execution while fixing the problem size (strong scaling), or to increase the problem size without increasing execution time (weak scaling). Here, we will demonstrate the weak scaling behavior of our method using the Heisenberg model as a test case. For this analysis, we performed REWL simulations for lattice sizes 10 ≤ L ≤ 50, (corresponding to spin numbers 2000 ≤ N ≤ 250000 respectively), and measured the number of MC trial moves needed to complete the first Wang-Landau iteration. The results of this study are summarized in Fig. 3 , where we compare the simulation time for serial runs (triangles) with the parallel performance (dots). For the serial runs, simulation time increases dramatically with system size whereas for the parallel runs it remains almost constant. Simulation time is determined by the time needed to complete the first WL iteration. The number of energy windows h were increased with the increasing system size while keeping the size of the windows and the overlap fixed.
Summary
The successful application of replica-exchange Wang-Landau (REWL) sampling to a Heisenberg bcc iron model in the study of magnetic phase transition proves its immense potential in obtaining finite temperature properties of materials via classical Monte Carlo simulations. The excellent agreement between REWL and the original, serial WL results, along with the nearly perfect weak scaling with the number of cores used, means that heretofore inaccessible large scale studies are now possible. With a model correctly parametrized by first principles calculations (using a relatively small system size), we can bridge different length scales between first principles calculations (typically in nanoscale) and model simulations (mesoscale or beyond) in computational physics/materials sciences. This will eventually enable the study of finite temperature properties of materials having the relevant length scales needed for real world applications.
