Abstract-Auto-encoders (AE) 
INTRODUCTION
So far, deep learning methods have been proved to be popular and effective in the machine learning field. When compared with those shallow models like support vector machine or single layer perceptron, deep learning methods like convolutional neural network (CNN), auto-encoder (AE) and restricted Boltzmann machine (RBM) are able to extract more distinct features from source data and product results on a higher level. However, as the structure of model gets deeper, the number of learnable parameters in the model would boost rapidly, which leads to a slow learning speed and, more severely, the over-fitting problem. Thus, many regularization methods have been studied to assuage this awkward situation.
The first way to reduce the complexity of a deep model is to constrain the parameters directly through the model itself. For instance, the CNN constrains its weight parameters so that a small group of weights are operated among the whole training data. Not only does weight sharing significantly reduce the number of learnable parameters, but it also offers model the ability of learning invariant features [3] . Moreover, the AE is able to borrow the convolutional behavior from CNN and constraints its weights as the CNN [4] . So far, this method has been proved successful.
There is another way to fulfill the same goal, which appears to be "softer" than the method above. Actually, it is achieved by adding one or more extra regularization terms in the objective function to be optimized. Those regularization terms are able to induce behaviors we want during the training procedure. One of the most famous methods is "Soft Weight Sharing" (SWS), it adds an extra term of the mixture of Gaussians about weight parameters to the objective function. [1] During the learning procedure, the weight parameters would be automatically clustered around several Gaussian distributions, which also have learnable centers and variances. Thus, after the training procedure, all the weight parameters would be clustered into several groups and weight parameters in the same group obviously own the approximate values. This "softer" method would be more flexible since the regularization rule is also learnable.
However, SWS also suffers from a series problems carried from regularization term itself. Firstly, it is a fact that we cannot determine the number of Gaussian distributions in the model. Besides, the mixture of Gaussians model is likely to fall into a local minimum during optimization since it is sensitive to initial status. In fact, the solution of these basic problems has been explored widely. Agglomeration clustering algorithms have been proposed to solve those basic problems above [13] , but it has a high computing complexity. Moreover, the stop condition of Agglomeration clustering algorithms is not suitable when being treated as a regularization term. Another choice is to apply some statistic criterions like Akaike's Information Criterion (AIC) [7] , Bayesian Information Criterion (BIC) [8] have been researched for a long time. Recently, Hierarchical Dirichlet Process, as a Bayesian method, has been applied to introduce more subtle priors to refine the SWS [9] . Although these researchers have made significant process, their methods still own some weakness like high computing complexity or underestimating the actual number of Gaussian distributions. Moreover, some clustering algorithms alter the number of clusters during the clustering procedure through a heuristic way. For instance, the incremental clustering algorithm is able to merge little clusters and produce large clusters, and the number of clusters may change under the control of a distance threshold [10] . Another example is rival penalized competitive learning which enforces clusters to compete with each other through a sophisticated mechanism. In these algorithms, redundant clusters would gradually be sifted out automatically [11, 12] .
In this paper, we give a new AE with the PCL-OC clustering algorithm [14] , which also achieves the "soft" constrain like SWS. We name it Competitive and Penalized Clustering Auto-encoder (CPCAE). The rest of the paper is organized as follows: In section 2, the basic model and algorithms used in CPCAE are described as background. In section 3, the essence of CPCAE would be given out. In section 4, experiments including handwritten digits recognition for CPCAE will be represented and discussed. Finally, the conclusion will be shown in the section 5.
II. BACKGROUND

A. Auto-encoder
Auto-encoder (AE) is a kind of unsupervised neural network. The basic structure of AE is given by Fig. I . It has three layers: an input layer, an encode layer and a decode layer, adjacent layers are fully connected. In the encode layer, inputs are transformed so that features can be extracted. Then, those features are passed to the decode layer, which is enforced to learn the same pattern as the origin input and get an identity function. Thus, the features in the encode layer could be viewed as a high-level representation of input. The basic algorithm of an AE is given out here:
The and are respectively the weights vector of decode layer and encode layer. The and are respectively the bias vector of decode layer and encode layer.
is usually a nonlinear function like sigmoid or hyperbolic tangent function. And finally, is the input vector. The learning procedure of an AE is the minimization of objective function as below:
In this formula, n represents the number of inputs, l represents the index of layers (encode layer and decode layer), is a constant which controls the weight between the sum-of-square error given by first term and weight-decay regularization given by second term. Beside the basic AE, there exists a variety of derivative auto-encoders. Almost all of them tend to replace the basic weight-decay regularization to more sophisticated regularizations, like denoising auto-encoder [5] and sparse auto-encoder [6] .
B. PCL-OC clustering algorithm
PCL-OC is a heuristic clustering algorithm which has many advantages compared with other clustering algorithms. Firstly, it can be applied to both categorical and numerical types of data and even the mixture of them. This is achieved through a special metric which is able to corporate different sub-metrics by weights. In this experiment, we consider only the numerical data type, thus, the metric between the center of a cluster and data is given by:
In this metric formula, there are k clusters in total and j, t are indices of clusters. Obviously, this metric has the property of probability due to the softmax-like form, so we could regard this unified metric as the likelihood of xth input belongs to jth cluster.
Beside the unified metric, PCL-OC applies a competition mechanism and a penalty mechanism for clusters so that the real number of clusters can be determined automatically. In fact, at the initial stage, we could set a relatively large number of clusters, which is larger than actual number of clusters. Then, during the clustering procedure, when an input is assigned to a cluster, on the one hand, the winning cluster would be rewarded so that it would have a higher priority in the substitute procedure. On the other hand, another cluster would be penalized and get a lower priority. After iterations, we could regard a cluster as redundant if it has been penalized too much times and lost all the weight. Such a redundant cluster would be clean out. Actually, the competition and penalization are applied through formula given below:
, .
Here, is the winning cluster, is the penalized cluster which is the second nearest cluster to the input, n is the cumulative winning times of a given cluster. At the initial stage, we set each n to 0, and in the subsequent learning procedure, n is updated by the formula below:
Besides, is the penalty weight of a cluster, after we get the winning cluster and penalized cluster, we update as below:
Here, is a positive penalty learning rate, For i = 1 to n 1. Given an input x, compute ( ) for all the k clusters according to (3). 2. Find out the winning cluster and the penalized cluster , and update information of these clusters according to (4) , (5) and (6). 3. Update , according to (8) 
and (9). End for
The clustering algorithm here is a little bit difference with the origin PCL-OC algorithm. Since we apply PCL-OC to the regularization term, we do not need to repeatedly iterate the clustering algorithm until all the inputs are well-clustered. We only need to pass the algorithm one time not only would those inputs (parameters in AE) would change next time, but we also do not need an precise clustering result.
III. COMPETITIVE AND PENALIZED CLUSTERING AUTO-ENCODER
As we have mentioned before, SWS technique is able to deal with the over-fitting problem in the neural network, since it could achieve a flexible constraint by perform a "soft" clustering behavior on abundant weight parameters. By doing so, weight parameters in a given cluster would have approximately equivalent values. Traditionally, we could apply the mixture of Gaussian distributions model to an AE and get a Gaussian mixture auto-encoder (GMAE). However, GMAE has its limitations due to the intrinsic behavior of Gaussian mixture model. After introduction of necessary background, we are ready to represent the CPCAE, which overcomes unfavorable disadvantages of the GMAE.
The goal of a CPCAE is also to learn an approximate identity function like AE. However, we do not use a traditional weight-decay regularization term. After introducing PCL-OC clustering algorithm, we could give a new objective function as below:
In this formula, is the mth weight parameter in the encode layer and ( ) is given before. Here we only consider the weight parameters in the encode layer since we do not perform this PCL-OC regularization in the pre-train stage, where we still use traditional weight-decay regularization method. PCL-OC regularization is only used in the final fine-tuning stage. In the CPCAE, the centers , the competitive parameters and the penalty weights are treated as learnable parameters. To incorporate PCL-OC algorithm in the framework of backpropagation learning procedure, we need to compute the gradient of weight parameters in the encode layer with respect to learnable parameters of PCL-OC above:
Here, is exactly the same as what is in the ordinary backpropagation algorithm. From the formulas above, it is clear that the effect of PCL-OC regularization term is to push all the weight parameters in the encode layer towards their corresponding center of cluster. Besides, if a given weight parameter is far away from its corresponding center of cluster, the effect of regularization would be large. This is exactly the result we wish to get.
We present an adaptive overall optimization algorithm about the learning procedure of CPCAE. In a learning epoch of back-propagation, the two steps below are performed for each weight parameters in the encode layer:
1. We fix all the parameters * + of PCL-OC clustering algorithm and calculate the derivatives of * + in the encode layer. The derivative of biases has the same form as what is in the ordinary back-propagation algorithm. 2. We fix all the parameters * + in the encode layer and update * + by performing PCL-OC clustering algorithm. Note that we do not need to iterate the clustering algorithm until converge since the parameters * + would change in the next epoch. In practice, for the reason of computing speed, we only need to run clustering algorithm one iteration. Just a single iteration of clustering algorithm would give us a nice result.
These two steps are performed in each epoch of backpropagation until the whole CPCAE converges. Specifically, in the step 2 given above, the PCL-OC algorithm would automatically reduce the redundant clusters from initial setting. This behavior is usually happened in the first running of PCL-OC, because the parameters * + of auto-encoder itself are initialized randomly. In the beginning, the PCL-OC could perform different competitive and penalized strategy for different initialization, which reduce the effect of bad initialization and prevent the optimizing procedure from fall into a bad local minimum.
IV. EXPERIMENT STUDY
In this experiment, the CPCAE is proposed to recognize handwritten digits given by MNIST dataset [2] . The MNIST dataset contains handwritten digits from 0 to 9. Each image has only one digit and they have been well labeled. Besides, each image has 28 rows of pixels and 28 columns of pixel, each pixel is a gray value from 0 to 128. In this paper, all the experiments use 60000 training images and 10000 testing images, which mean the whole dataset is used. The objective of experiment is to minimize the error rate on testing data.
We make a comparison between AE, GMAE and CPCAE. All the three auto-encoders have two encode layers and two decode layers. Each layer has 200 hidden nodes. In order to diminish the effect of initialization, all the weight and bias parameters are randomly initialized through a uniform distribution between (-0.005, 0.005). The initial numbers of clusters in GMAE and CPCAE are both 16. In this experiment, this number of clusters is always more than the actual requirement. Moreover, all the regularization constants are 0.03. Besides, we preform 50 epochs of pre-train for all the auto-encoders.
Recently, the stochastic gradient descent (SGD), as an optimization method, has been popular due to its readable form and nice effect. However, SGD cannot be used here since it is an online optimization method, which has to do an individual back-propagation operation for each input. Thus, for GMAE and CPCAE, with an online optimization algorithm, we have to run the clustering algorithm once for each new input. Obviously, this would result to a rather slow optimization procedure. Here we apply the L-BFGS optimization method, which is a batch optimization method so we only need to run the clustering algorithm once in an epoch for all the inputs.
Here we represent the result comparison between AE, GMAE and CPCAE. To examine the influence of randomly initialized parameter, we repeat the experiment of each kind of auto-encoder for 6 times. The experiment result is shown in Table I . Through the average accuracy, we can see that both GMAE and CPCAE have a better accuracy performance that AE, It is clear that the SWS regularization does work better than the simple weight-decay regularization. Specifically, CPCAE has a significant enhancement of average accuracy when compared with GMAE. By adopting SWS regularization, both GMAE and CPCAE have faster convergence rates and lower variances than the ordinal AE. But CPCAE has a better performance than GMAE on these two fields. For CPCAE, after the L-BFGS optimization starts for several epochs, the redundant clusters are cleaned away. Such a reducing behavior successfully obviates the awkward situation about determine the number of Gaussian distributions in the GMAE. Besides, the difference of number of remaining cluster in CPCAE is caused by different initializations of weight parameters. So CPCAE can neatly adopt a reducing strategy which accommodate to the random initialization of parameters so the result is less sensitive to initialization. This is why CPCAE owns a lower variance than GMAE.
V. CONCLUSION
In this paper, we have introduced CPCAE which is based on PCL-OC clustering algorithm. In our experiment, we have shown that SWS regularization, as a "soft" method, really helps enhance the performance of neural network through the comparison between ordinal AE and auto-encoders with SWS regularization (GMAE and CPCAE). Moreover, we also show that CPCAE performs better than GMAE because of its competitive strategy which is able to automatically clean out the redundant cluster. This advantage of PCL-OC algorithm successfully relieves the effort of finding out an appropriate number of clusters.
