Abstract -Connected Dominating Set (CDS) problem in unit disk graph has a significant impact on an efficient design of routing protocols in wireless sensor networks. In this paper, an algorithm is proposed for finding Minimum Connected Dominating Set (MCDS) using Dominating Set. Dominating Sets are connected by using Steiner tree. The algorithm goes through three phases. In first phase Dominating Sets are found, in second phase connectors are identified, connected through Steiner tree. In third phase the CDS obtained in second phase is pruned to obtain a MCDS. MCDS so constructed needs to adapt to the continual topology changes due to deactivation of a node due to exhaustion of battery power. These topological changes due to power constraints are taken care by a local repair algorithm that reconstructs the MCDS i.e. Power Aware MCDS, using only neighbourhood information. Simulation results indicate both the heuristics are very efficient and result in near optimal MCDS. Index Terms-Connected Dominating Set, topology, virtual backbone, wireless sensor networks.
I. INTRODUCTION
A backbone in a Wireless Sensor Network (WSN) reduces the communication overhead, increases the bandwidth efficiency, decreases the overall energy consumption and thus increases network operational life [1] .The nodes in a wireless sensor network forward data towards a sink via other nodes. The limited resources on the nodes require minimum energy to be spent in this energy consuming task. This necessitates a virtual backbone that can minimize the number of hops required to reach the sink assuming that all nodes have equal transmission range. In the wireless domain, this backbone is a minimum connected dominating set (MCDS) [3] [5] [6] .
A subset of nodes in a graph, G(V,E), such that each node is either a member of the subset or utmost one hop away from an element of the subset forms a dominating set S. A connected dominating set (CDS) C of G is a dominating set S in which all the elements are connected i.e. it induces a connected graph. The nodes in C are called dominators and the other nodes which are one hop away from C are dominatees. To minimize the number of hops, the minimum CDS is chosen as the backbone.. The backbone is the smallest CDS and every node is adjacent to this virtual backbone. Once data is received by a dominator, it is relayed through the MCDS towards the sink for minimum hop communication. Since the nodes have equal transmission range, the CDS has to be determined for Unit Disk Graph (UDG). The figures of CDS backbone and its UDG can be shown in Figure 1a and in figure 1b respectively. The problem is known to be NP-hard and requires heuristics for the determination of the CDS [2] . The CDS problem is defined as follows. Given a graph G (V, E), find a subset S of vertices, such that the subgraph induced by S is connected and S forms a dominating set in G. The heuristics for CDS can be divided into two sets. The first set of heuristics strives to find disconnected, Maximum Independent Set (MIS) of nodes that are joined through minimum spanning tree or Steiner tree [3] . The second type of heuristics concentrates on evolving a CDS by growing a small trivial CDS [11] . Different techniques have been proposed for the MCDS problem in the recent years [6] . One set of algorithms [8] is based on the idea of creating a dominating set incrementally. The other set of algorithms uses initial set as CDS, recursively remove vertices using Steiner tree etc. [10] . Other approaches [7] [12] try to construct a MCDS by finding a maximal independent set, which is then expanded to CDS by adding connected vertices i.e. connectors. An independent set in a graph G(V, E) is defined as a set I which is subset of V such that for each pair of vertices (u, v) ∈ I, (u, v) ∉ E. The MCDS constructed by these heuristics is not optimal. One of the goals of the present work is to construct a globally optimal MCDS. In general, a battery discharge varies directly as the rate of energy consumption. A sensor node in the MCDS carries a lot of traffic and tends to consume energy draining the battery quickly. A battery, however resumes if they are rested [13] [14] . To prolong battery life and maximize network lifetime, a node may be included and excluded from the MCDS at regular intervals of time. This necessitates modification in MCDS. An algorithm that reconstructs the MCDS every time will consume unnecessary battery power and time.
The existing heuristics for CDS formation are able to approximate an optimal CDS closely but do not support reconfiguration when a node or nodes opt out of the subset due to mobility or energy depletion. The modification requires reconstruction of the CDS in which all the phases of backbone formation starts ab-initio. In wireless sensor networks, nodes wake up and go to sleep periodically triggering the reconstruction twice every cycle; once when a node goes to sleep and again when it wakes up again. This reconstruction process may deplete the nodes and offset the energy conservation of message transfer over the MCDS backbone. In order to optimize network performance, a battery power aware energy efficient heuristic is required to repair the MCDS instead of globally optimum reconstruction algorithm. This heuristic should be able to locally repair the MCDS to minimize energy consumption and time so as to prolong the network life, albeit at a slightly degraded performance. In this study, we propose a MCDS construction process that creates a near optimal MCDS along with a maintenance phase that is inbuilt as one of the phases of the construction phase. The repair process endeavours to repair the CDS locally so that the repair process is fast and energy efficient.
The rest of the paper is organized as follows. The work related to the present study is described in section II. In section III, the proposed algorithm is presented followed by local repair algorithm in section IV. Simulation results are presented in section V. The paper concludes in section VI.
II. RELATED WORK
It was observed in [15] [16] that the construction of MCDS in an undirected and a unit disk graph is an NP complete problem. A approximation algorithm was presented for constructing MCDS with an approximation factor of O(log n). Other centralized algorithms were also proposed in [17] with different approximation factors. However, large wireless sensor networks with limited energy are not amenable to centralized algorithms. Distributed techniques that need limited hop information are required for such networks. In [18] , a distributed algorithm was proposed that utilized maximal independent set for CDS construction in UDG. However, the technique requires large amount of message exchanges and transmission for the construction of spanning tree for constructing the CDS. It was established that for a distributed algorithm, n(logn) is the lower bound on the message complexity. In [19] [20], a distributed technique was given that constructed a CDS which is twice the size of the corresponding MCDS. In [21] , a constant factor algorithm was given without the use of spanning tree construction. Another technique is given in [22] which outperforms other techniques. However, these techniques not localized and may require the complete network information depending on the status of the neighbouring nodes. The proposed localized algorithms fall into two categories. The first set of techniques form a maximal independent set and connect these nodes through some connectors [23] [24] . Some techniques use Steiner tree to connect the maximal independent set nodes [25] [26]. In [26], a CDS is considered and the nodes are removed recursively to discover an MCDS. However, the construction of the CDS is not given.
III. ALGORITHM
In this section, we present a constant approximation algorithm for MCDS construction in Wireless Sensor Networks. The proposed approximation algorithm works in three stages. In the first stage of the algorithm, the dominating set of the underlying wireless graph is determined by identifying the maximum degree nodes iteratively to discover the highest cover nodes. The second stage connects the nodes in the dominating set through a Steiner tree and prunes this tree to form the MCDS in third stage. For local repair, rule k [26] is applied find the nodes that can maintain the MCDS.
We introduce the following two lemmas before presenting the heuristic.
A. Neighbours of an MCDS node
Lemma 2.1: In a graph G (V, E) where each node has same transmission power, a node is adjacent to at most K MCDS nodes in its neighbor, where K = 12. Proof: Considering a small portion of complete graph, node A will be surrounded by 6 dependent nodes [12] , node B and F are two of them. Node B will dominate node A and node C as both of them are in transmission range of node B. Similarly node F will dominate node A and node E. But node D will not be dominated by both node B and node F, as distance of node B and node F is more than d. Considering ∆ACD, using cosine rule it is found that ∠ CAD is 28.95° and ∠ ACD is 75.525°, so side BD is 1.225 d. As distance BD is more than that of d, so node G should also be considered as dominator. From
∠ CAD we know that we can have 11 such angles at the centre. So A dominate could be connected to at most 11 MCDS nodes i.e. K = 12. Lemma 2.2: In a graph G (V, E) where each node has same transmission power, a node is adjacent to at most 5 independent nodes as its neighbour [12] . Proof: Considering a small portion of a complete graph, node A will be surrounded by 6 dependent nodes [12] , node B and F are two of them. Node B will dominate node A, node C, node F and node D. Similarly node F will dominate node A, node E, node B and node D. Angle substended at node A would be 60°. But if this angle is increased by δ (say), then this symmetry will not hold, and node B and node F will not remain connected, Hence node A can be surrounded by a maximum of 5 independent nodes.
B. MCDS Construction
The proposed algorithm is divided in three phases. In the first phase, dominating set D is constructed, in second phase set of connectors are found which can connect nodes in D, with the help of Steiner tree and in the final phase, pruning is done, where numbers of nodes in the MCDS are reduced to make it optimal minimum connected dominating set. A black node is a node which is to be present in the Connected Dominating Set or is a Dominator. A gray node is a dominatee and a dark gray node is a connector which is to be present in Connected Dominating Set. In following section an algorithm for finding minimum connected dominating set is presented. The algorithm proceeds in three stages.
Phase I. Construction of Dominating Set
In this phase a dominating set is constructed which consists of minimum number of nodes. This phase consists of the following steps: 1) An arbitrary number say id is assigned to each Node in the graph G(V,E) 2) Each node is assigned white color 3) The node u with maximum degree is taken from G(V,E) and colored as black, i.e. Dominator 4) All the neighbor nodes of the node u are Colored i.e. Dominatee 5) Do step 3-4 till all the nodes in the graph G(V,E) are colored either as black or gray.
1) Algorithm Phase-I: Algorithm for this stage is given below
2) Explanation of Algorithm Phase-I: Each node in the graph is assigned an arbitrary number as id. Each node is assigned with white color in the beginning. A node x ∈ G (V, E) s.t. x has maximum degree is determined; if two nodes have same degree i.e. maximum then choose a node having minimum id. Let that node be u. color node u as black i.e. Dominator and this node is added into list of Dominating Set i.e. D.
All the neighbors of node u i.e. Dominates are colored as gray so that they are not considered in dominating set. The same is repeated for remaining uncolored graph until all the nodes get colored.
The above given algorithm can be understood with the help graph shown in figure 4 . In this graph initially all nodes are considered as white nodes. Select node which has maximum degree. Node 8 and node 12 both have maximum degree i.e. five. according to this algorithm in case of tie of the degree, lowest id is considered first, so node 8 is selected and colored black and all its neighboring nodes i.e 6,7,9,10and 11 are colored gray. Similarly in next step node 12 is considered which has maximum degree and colored black and its neighbours i.e. 9,11,13,14 and 15 colored as gray. 
Phase II. Determination of Connectors
In this phase, set of connectors B is found such that all the nodes in dominating set D gets connected. Let a black node be a node in D and a dark gray node represent a node in B. a node in B is connected by at most K nodes in the graph G (V, E). Set of dark gray nodes with given D could be found using Steiner tree. It is a tree, interconnecting all the nodes in D by adding new nodes between them. The nodes that are in the Steiner tree but not in set D are called Steiner nodes. In the MCDS set, the number of Steiner nodes should be minimum. After this steps CDS is constructed, which will consist of black and dark gray nodes. Let the constructed CDS be set F. Repeat this step until all black nodes are connected. Finally only three nodes 2,9 and 11 are found connecting nodes, colored as dark gray nodes. These gray nodes connect all the black nodes. All the black nodes ( dominating nodes) and all the dark gray nodes ( connecting nodes) are form the Connecting dominating Set. 
Phase III. Pruning
This is the pruning phase. In this phase, redundant nodes are deleted from the CDS constructed in phase II, to obtain the MCDS. In [6] a rule which is based on pruning algorithm has been proposed and requires large number of iterations. Instead of using these rules following steps are used for pruning: 1) Select a minimum degree node u from F 2) check if N[u] is subset of N [1] and N [2] and ...N [n] where i belongs to F -{u} 3) if step 2 returns true then remove node u and Goto step 1 4) Otherwise donot remove node u and goto
/*node u is present in CDS but not 8 to be considered in next iterations*/
The above algorithm of pruning the CDS can be understood with the help of this figure 6. For this CDS graph select a node with the minimum degree among black nodes and dark gray nodes and delete it. Node 16 is deleted because node 16 is subset of N (12) N (11). The degree of node 16 is less than degree of the other CDS nodes. So final CDS is found after pruning process covers nodes are 1, 2, 4, 8, 9,11and 12. This final CDS is minimum and known as MCDS. LOCAL REPAIR
In Wireless Sensor Network power consumption is a main issue to be considered. Each node in the sensor network get in activated due to power constraints and low energy level, and due to this node has to be deactivated for restoration. During that period the topology of network changed. To handle this topology change a new MCDS should be constructed which may be computationally or energy intensive. The Algorithm proposed takes care of node's deletion from the network based on neighbouring information. The issues to be taken care for designing Local repair algorithm are one, deletion of a non-MCDS node will not result in change of MCDS; two, deletion of MCDS node may result in new MCDS for the network. Gray node shows the MCDS Node. Let us consider node 9 is an MCDS node, gets inactivated, resulting graph is shown in Figure 7c . Considering the graph shown in Figure 7d , a MCDS is constructed such that previous MCDS nodes remain intact. Resulting graph is shown in Figure 7e . CDS of above graph includes nodes {2, 4, 6, 8, 11 , and 12}. Node 6 is newly added MCDS node. Combine this MCDS with previous MCDS result in a graph as shown in Figure 7f .
After this, pruning algorithm may be applied to remove unnecessary nodes from the MCDS. By doing this node 4 gets removed from the MCDS. The resulting graph is shown in Figure 7g . The UDG of the MCDS after local repair is shown in figure 7h . 
A. Simulation Framework
To test the efficacy of the proposed techniques, a rectangular grid of ranging from 5×5 to 100×100 was taken and 5-100 points were distributed randomly over the this grid. The size of the grid was taken as per the number of nodes to ensure connectivity between the nodes. The nodes within 0.5 unit distance were taken to be connected. In most of the cases, the node density was high as per the wireless sensor network scenario. The algorithms were run for graphs with 5-1000 nodes, time taken for each graph is compared and number of nodes in resulting MCDS was also compared.
In the first part of the simulation, unit disk graphs corresponding to sensor networks were constructed. An adjacency matrix is used for representing the unit disk graph. First, the degree of each node was decided by a random number generator i.e. for each row in a matrix, a random number is generated for deciding the number of ones in that row, for each column of a row another random number is generated. Then, if the random number for column is less than random number for that row, then one is placed at that particular column in corresponding row otherwise a zero is placed.
Once the graph is constructed, the algorithm is run to determine the CDS and average time required for its formation. To benchmark the algorithm, it is compared to another BCOP algorithm [8] . BCOP algorithm assumes the existence of a feasible CDS of the underlying network graph. Vertices are removed from this set recursively such that the deletion of a node does not disconnect the graph. At every step, a node is either identified as a part of the final dominating set or removed from the current feasible solution. The solution is reached when all the nodes in the current set are fixed. BCOP has be chosen for comparison with the proposed algorithm since it also prunes the initial CDS to the MCDS of the given wireless sensor network. Most of the other techniques proposed in literature [23] [24] evolve towards their CDS or do not optimize the CDS to achieve minimal CDS. The algorithms are run for graphs with 5-1000 nodes, time taken for each graph is compared and number of nodes in resulting MCDS is also compared. Figure 8 . shows the comparison between the times taken by both algorithms for 50-1000 nodes graph. Time taken by both the algorithms is negligible for 200 nodes graphs. But for more than 200 nodes, the proposed algorithm takes negligible time as compared to BCOP algorithm [8] . The comparison between the number of MCDS nodes for 50-1000 nodes graph is shown in Figure 9 . Size of MCDS, in the proposed algorithm is very less as compared to BCOP algorithm. Size of MCDS in proposed algorithm is around one-third to that of BCOP algorithm for dense graphs. It is also observed that the local repair algorithm is able to restore the MCDS using almost two hop neighboorhood information. The repaired MCDS contain only one or two nodes more than the optimal MCDS. Moreover, through pruning repaired MCDS tends towards the optimal MCDS.
B. Results

VI. CONCLUSION
The proposed algorithm is applied to wireless sensor networks, which are modelled as unit disk graphs. The proposed algorithm has been found to be very efficient in terms of time taken to construct MCDS. It also yields a near optimal MCDS in most of the cases. Prolonging the life of the network with sustained communication in the WSN energy constrained environment is the second issue addressed in the work. The Local repair algorithm is able to handle the minor topology changes due to deactivation of an MCDS node. This avoids the deep discharge of the battery and allows it to rejuvenate itself. This can extend the network lifetime. The exact period of rest and activity needs to be modelled to construct an optimal local repair MCDS heuristic to maximize a WSN's life.
