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SOMMAIRE
Les algèbres amassées sont des classes d’algèbres introduites dans les annés 2000 par Ser- 
gey Fomin et Andrei Zelevinsky, dans leurs recherches sur les bases canoniques duales et 
la positivité totale dans les groupes semi-simples (voir [FZ02] et [FZ03]). Il est possible 
de les étudier de façon combinatoire, en les illustrant par des carquois sans boucle, ni 
deux-cycles.
Dans ce travail, nous introduirons d’abord les notions d’algèbres amassées et de carquois. 
Puis, nous nous servirons des carquois pour introduire et étudier les suites maximales de 
mutations vertes. Plus précisément, dans la dernière partie du travail, il sera question de 
l’existence des suites maximales vertes dans les carquois acycliques à trois points.
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INTRODUCTION
Les algèbres amassées sont des classes d’algèbres introduites dans les années 2000 par 
Sergey Fomin et Andrei Zelevinsky, dans leurs recherches sur les bases canoniques duales 
et la positivité totale dans les groupes semi-simples (voir [FZ02] et [FZ03]). Populaires dès 
leur découverte, elles ont été étudiées par d’autres scientifiques comme nouvelle approche 
dans leurs champs de recherche. Elles sont maintenant utilisées dans plusieurs domaines 
des mathématiques, ainsi qu’en physique (entre autres [DuplO] et [DW05]). Bien que ce 
ne soit que quelques exemples, Keller les utilise dans son étude sur les dilogarithmes quan- 
tiques ([Kelll] et [Kell2]) et Chàvez parle d’algèbres amassées de Markov ([Chfrm[o]-2]). 
Par contre, un des hic de cette théorie est que les variables amassés peuvent devenir dif­
ficiles à calculer très rapidement.
C’est là que les carquois et les suites de mutations vertes entrent enjeu. Ces deux éléments 
permettent d ’avoir une approche combinatoire et plus visuelle des algèbres amassées, de 
sorte que le travail est simplifié et plus facile d’approche. Les mutations sont un pro­
cédé combinatoire introduit par Fomin et Zelevinsky en même temps que les algèbres 
amassées. Il suffit d’appliquer une bijection pour avoir la version des carquois. Les suites 
maximales de mutations vertes, quant à elles, ont d’abord été introduites par Keller, 
dans son article sur les identités des dialgorithmes quantiques (voir [K elll]). Nous pou­
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vons voir ces suites comme des chaînes d’un ensemble ordonné engendré par le graphe 
d’échange d’un carquois. Elles apparaissent aussi dans la physique théorique, entre autre, 
dans l’étude du spectre complet d’une particule BPS (voir [CCVll]).
Ce travail se concentre sur l’étude des suites maximales de mutations vertes dans les 
carquois cycliques à trois points. Plus précisément, le but est de trouver des exemples 
de carquois qui n’en ont aucune. Jusqu’à présent, un exemple a été trouvé par Brüstle, 
Dupont et Pérotin, dans leur article sur les suites maximales vertes (voir [BDP12]).
Le mémoire est structuré comme suit. Le chapitre 1 servira à rappeller les notions néces­
saires à la compréhension des algèbres amassées et des carquois. Le chapitre 2 consistera 
à l’étude des suites maximales de mutations vertes et des matrices C. Le chapitre 3 pous­
sera plus loin le travail déjà fait et montrera d’autres exemples de carquois cycliques à 
trois points sans suites maximales vertes, pour finir avec une forme générale.
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CHAPITRE 1
Notions préalables
Pour en venir à étudier les suites maximales de mutations vertes, il faut bien comprendre 
la mutation de carquois, qui découle directement des algèbres amassées. Ce chapitre sera 
consacré au rappel des notions de base de ces deux sujets. Les objets introduits serviront 
tout au long de ce mémoire.
1.1 Algèbres amassées
Les algèbres amassées sont un point central dans l’étude des carquois et c’est pourquoi 
cette partie du chapitre sera consacrée à un rappel de ces notions. Notons que toutes les 
définitions et théorèmes ont été introduits par Fomin et Zelevinsky.
Soient un entier naturel m  et 3“ =  Q (xi, x 2, xm), le corps des fractions rationnelles à 
variables indépendantes x i,X 2 , ...xm
D éfin ition  1.1 Soit B  G M m(Z) On dit que B  est anti-symétrisable s ’il existe D , une 
matrice diagonale à coefficents positifs dans M m(Z) telle que D B  est anti-symétrique
(c-à-d que (D B )* =  —D B ).
E xem p le 1 La matrice
n’est pas anti-symétrique. Par contre, elle est anti-symétrisable. En effet, prenons
D = ( 2 °V  o  i
D éfin ition  1.2 Une graine est un couple (X , B) où X  C 7  est un sous-ensemble à n 
éléments engendrant J  et B  =  (btJ) €  M m(Z) est une matrice anti-symétrisable. On dit 
alors que X  est un amas et que ses éléments sont des variables amassées.
Comme le but de ce travail est d’étudier les mutations et que la définition de mutation 
de carquois est intimement liée à celle dans les algèbres amassées, nous allons maintenant 
définir les éléments nécessaires pour introduire la notion de mutation de graine.
D éfin ition  1.3 Soit Xk €  X  et B  =  (bÿ) comme ci-dessus. On définit un nouvel élément
_/ _  IL ,fc>o xi'k r k < o  Xi 
z " ~  *  
où on considère le produit vide comme 1.
On a alors X ' =  (X  \  {a:*}) U {x'k}. On appelle ce processus relation d ’échange.
Nous verrons un exemple plus tard.
D éfin ition  1.4 Soit B  — (6^) une matrice anti-symétrisable. La mutation de B  en k
est la matrice Pk{B) =  (6'^), définie par :
—bij s i i  =  k ou j  =  k
bij +  max(0, bik)m ax(0, bkj) — m in(0 , blk)min(Q, bkj) sinon
4
0 - 1 2
E xem p le  2 La matrice B  = 1 0 — 1 I est bel et bien antisymétrique. Calcu-
2 1 0
Ions ^ ( B )
Comme k =  3, on change d ’abord le signe de la troisième ligne et de la troisième co­
lonne.
0 - 1  - 2
1 0 1
- 2  - 1  0
Pour le reste, on suit l ’autre partie de la formule :
6'n =  6n +  m ax{0 , b\z)max(Q , 631) — m in(0, &i3)ram(0, 631)
=  0 +  m ax( 0 , 2)max(0, —2) — m in( 0, 2)m m (0, —2) =  0 
b'n  =  — 1 +  max( 0 , 2)m ax(0 ,1) — m in( 0 , 2)m m (0 , 1) =  —1 +  2 =  1 
621 =  1 +  m ax( 0, — l)maæ(0, —2) — m in{ 0, — l)m m (0, —2) =  1 — 2 =  — 1 
b'22 =  0 +  m ax( 0, — l)m ax(0, 1) — m in{ 0 , — l)m m (0, 1) =  0
Nous pouvons maintenant définir la mutation de graine.
D éfin ition  1.5 La mutation d ’une graine (X ,B )  est : p,k(X ,B) =  (X ',B '), où X '  =
E xem p le  3 Considérons la graine ( X , B )  =  ( {x i, x2},
On obtient :
( X \ { x k} ) U{ x ' k) et B' =  p k(B)
fll( X , B ) = ( { ^ - , X 2 h
0 1
))
0
- 1
5
Lors des mutations de graines, nous effectuons des changements dans l’ensemble. Il est 
important de s’assurer que ces changements respectent bien la définition initiale. Autre­
ment, le travail relié aux mutations ne servirait à rien.
L em m e 1 1. La mutation de graine préserve les propriétés de graine.
2. Les matrices anti-symétrisantes de B  et de Pk{B) sont les mêmes.
D ém on stration . Voir l’article [NguOl] ■
1.2 Carquois
Les algèbres amassés restent un concept abstrait qui peut devenir vite compliqué. C’est 
pourquoi il est très utile de les illustrer à l’aide des carquois. Il est alors possible de les 
étudier sous un autre angle et ainsi mieux les comprendre. Nous verrons plus tard qu’il 
existe une bijection entre les carquois et les matrices anti-symétriques. Alors, à partir 
de maintenant, il sera donc question de matrices anti-symétriques au lieu de matrices 
anti-symétrisables.
D éfin ition  1.6 Un carquois Q est la donnée d ’un ensemble fini de points, Qq, d ’un en­
semble fini de flèches, Q \, et de deux applications s, b : Q \ —> Qq.
Pour a  E Q i, si s (a)  =  x et b(a ) =  y, on dit que x est la source de a , y  le but et on 
écrit x  —2-*- y .
Par convention, les lettres grecques servent à nommer les flèches, tandis que les lettres 
usuelles servent à identifier un nombre de flèches (souvent utilisées pour alléger la nota­
tion).
6
E xem p le  4
l j = 3  1 - ------5-------- 3
Q' =  2 dans le cas général
1 -  s 3
E xem p le  5 Voici un exemple de carquois :
Qo =  { 1 ,2,3 ,4}  et Q i =  {a , u, 5}
s(a) =  1, b(a) =  2
s(P) =  2 , b(0) =  3
s (l j ) =  2 , b(u) =  4
s(S) =  3, b(5) =  4
D éfin ition  1.7 Un chemin dans Q est une suite de flèches (..., ot2 ,ot\), ai e  Qi telle que 
s (a i+1) =  b(ati).
La longueur du chemin, l, est déterminée par le nombre de flèches parcourues.
E xem p le  6 Reprenons le carquois de l ’exemple précédent. Alors (ô, /3,a) est un chemin 
de longueur 3.
En effet, b(a) =  2 =  s(/3), 6(/3) =  3 =  s((5) et le nombre de flèches empruntées est de 3.
Un grand nombre de propriétés et définitions dans le reste de ce travail requiert que le 
carquois soit sans boucles, ni deux-cycles. Voyons ce que cela veut dire exactement.
D éfin ition  1.8 Soit un carquois Q. Un n-cycle dans Q est un chemin de longueur n, 
(an, a n_ i , ..., ai ) ,  a  ^ G Q x, tel que b(an) =  s(ai ) .
E xem p le  7 est un A-cycle dans Q :
R em arque 1 1. Si n =  1, on dit que l ’on a une boucle.
2. S ’il n’y a pas de cycles dans Q, on dit que le carquois est acyclique.
Nous pouvons maintenant définir la mutation de carquois. Nous verrons plus loin de 
quelle façon cette notion est liée aux algèbres amassées.
D éfin ition  1.9 La mutation d ’un carquois sans boucles, ni deux-cycles, Q en un point 
i, pi{Q), est définie selon les étapes suivantes :
1. Pour tout chemin de j  vers k de longueur 2 passant par i, on ajoute une flèche de 
j  vers k.
2. On inverse toutes les flèches ayant i comme but ou source.
3. On enlève tous les deux-cycles.
Voyons maintenant un exemple pour bien illustrer la notion.
Q =  4
En effet, s(a)  =  1 =  b(ô)
8
E xem p le 8 1. Considérons le carquois
Q =  1 -----► 2  ► 3
Sa mutation en 2 est donnée par :
tx2( Q ) =
En effet, il y a un chemin de 1 vers 3 passant par 2. Il faut donc ajouter une flèche 
de 1 vers 3.
2. Considérons le carquois
1 <  - 2
Sa mutation en 1 est donnée par :
1  ï-2
En effet, il y a A chemins de 2 vers 3 passant par 1. Il faut donc ajouter 4 flèches 
de 2 vers 3, mais il y déjà 2 flèches de 3 vers 2. On obtient donc 4 — 2 =  2 flèches 
de 2 vers 3.
3. Considérons le carquois
P2 °Pi(Q")  =
1
M3 °Ml {Q") =
R em arque 2 Avec la définition de mutation de carquois que nous venons de voir, il est 
possible de prendre une graine (X, R ) où R  est un carquois sans boucle, ni-deux cycles et 
de faire sa mutation, //fc(X, R) =  (X R ' ) ,  avec R' =  Pk(R)  et X ’ le même que dans la 
définition 1.5.
E xem p le 9 Prenons (X, Q ) =  ({æj, x2, £3}, 1 •< 2 -«------3 ).
p 2( X , Q)  =  ( {x u ^ , x 3},  1 ^ 2 — ^ 3 )
Ai! o p 2(X, Q ) =  ( { «1+ g y » , a g a >g3}> 1 —  2 ^ 3 )
D éfin ition  1.10 Deux carquois sans boucles, ni deux-cycles, Q et Q' sont équivalents 
par mutation s ’il existe une suite de mutations, p in o p in x o ... o p,ir telle que Q' =
l*n °l*n -l°
E xem p le 10 Q  =  1 ------2--*------3 et Q' =  2 ------►1-----► 3 sont équivalents par muta­
tions.
En effet, si on réécrit les sommets de Q' dans le même ordre que ceux de Q, on obtient :
1 3 =  Pi o P2 (Q)
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Nous allons maintenant voir la notion de carquois cyclique.
D éfin ition  1.11 Un carquois Q est cyclique s ’il n’est pas acyclique.
D éfin ition  1.12 Un carquois cyclique sans boucles, ni dextx-cycles, Q, est cyclique par 
mutations si après avoir effectué n’importe quel nombre n de mutations, fin o / /n_ i o ... o 
p-i(Q) est cyclique.
E xem p le 11 Considérons les carquois
1 <.....................3
Q et Q' sont cycliques par mutations, car, peu importe le nombre de mutations effectuées, 
les carquois resteront cyclique.
En règle générale, il est difficile de déterminer si un carquois Q  est cyclique par mutations 
ou non. Or, dans le cas des carquois à trois points, il existe un critère qui nous permet 
de le faire facilement.
P ro p o sitio n  1.13 [ABBS06] Considérons un carquois cyclique à trois points, Q :
2
11
Alors, Q est cyclique par mutations si et seulement si a ,b,c  >  2 et a2 +  b2 +  c2 — abc <  4 
D ém on stration . Voir article [ABBS06] ■
E xem p le 12 Dans l ’exemple précédent, on avait a =  b =  c =  2 dans Q. Vérifions le 
critère.
22 +  22 +  22 — 2 *  2 *  2 =  4 +  4 +  4 — 8 =  4 < 4
Donc cela confirme que Q est bel et bien cyclique par mutations.
E xem p le 13 Ce ne sont pas tous les carquois qui sont cycliques par mutations.
Donc Q n’est pas cyclique par mutations.
Maintenant que le concept de carquois est introduit, nous pouvons étudier de plus près 
le lien avec les algèbres amassées.
P ro p o sitio n  1.14 H existe une bijection entre les les matrices anti-symétriques et les 
carquois sans boucle, ni deux-cycle orienté.
D ém on stra tion . Construisons la bijection.
Pour B  =  (bij) €  Mm(Z), posons :
r  : { B \ B  matrice antisymétrique} —> {Q\Q  carquois sans boucle ni 2-cycle orienté}
telle que T(5)  =  (Qq, Q i) où Qq =  {1,. . . ,  n} et Q\ est construit en créant b^ flèches de i 
vers j .
Notons que les valeurs négatives dans B  peuvent être interprétées comme des flèches dans 
l ’autre direction. Cela est bien défini, car b^ — —bji dans B  puisque B  est anti-symétrique, 
r  est donc bien définie.
Pour construire la fonction inverse de T définissons :
^  : {Q =  (QoiQi) \Q carquois sans boucle ni 2-cycle orienté} —> { B \ B  antisymétrique}
telle que \P(Q ) =  B  =  (b^ G Mm(Z), où n =  |Qo| et b^ est le nombre de flèches de i vers 
j  dans Q\.
Ce nombre est négatif s’il y a des flèches de j  vers i. Comme Q n’a pas de 2-cycles, b^ 
est bien défini. On veut que B  soit anti-symétrique, c’est-à-dire que bij =  —bji.
Or, par notation sur l’orientation des flèches, c’est déjà le cas. Donc 'P est bien définie.
Il suit directement de la construction que T et ^  sont inverses une de l’autre. Elles 
sont donc bijectives. ■
R em arque 3 Les mutations de matrices anti-symétriques restent anti-symétriques et 
les mutations de carquois sans boucle, ni deux-cyles, restent des carquois sans boucles, ni 
deux-cycles. Cela veut dire que la mutation s ’équivaut dans les deux cas. Illustrons-le à 
l ’aide d ’un exemple :
CHAPITRE 2
Suites maximales de mutations vertes
Maintenant que nous avons une bonne base sur les carquois, nous allons préciser notre 
champ d’étude et nous tourner vers les suites maximales de mutations vertes. Comme 
mentionné dans l’introduction, nous nous concentrerons sur l’étude combinatoire de 
celles-ci. De plus, vers la fin de ce chapitre, nous tenterons de mieux comprendre le 
comportement des coefficients de la matrice C  lors des mutations.
Dans le reste de mémoire, nous considérerons que les carquois sont sans boucles, ni 
deux-cyles.
2.1 Carquois gelés
Avant de se pencher sur les suites maximales de mutations vertes, il est nécessaire d’in­
troduire la notion de carquois gelé et certaines propriétés.
D éfin ition  2.1  Un carquois gelé est un carquois Q et un sous-ensemble de points Q'0 Ç
14
Q q. Les points éléments Q'q sont dit gelés, car pour tout i G Q'q, il est interdit de faire 
une mutation en i. On ne fa it des mutations que dans les autres points.
Nous désignerons les sommets gelés en bleu dans les exemples.
E xem p le  14 Le carquois Q est gelé :
5
Qq =  {1 ,3 ,4}  est l ’ensemble des points gelés.
/ S  / S  *■**.
D éfin itio n  2.2 Soit Q un carquois. Le carquois cadré de Q est Q =  {Q o , Q\} ,  où Q q =  
Qo U {i'\i G Qo} et Q i =  Q \ U {i —¥ i'\i G Q q} .  Q est gelé par le fait que les points i1 G Q q 
sont gelés.
E xem p le  15 Le carquois cadré de Q =  1 -----2 est Q =  1  ► 2
i  i
D éfin ition  2 .3  Soit Q un carquois cadré. Un point non gelé i dans R -  p.in o p,in l o ... o 
fai {Q) e$t dit vert s ’il existe une flèche i —>• j ,  et rouge s ’il existe une flèche j  —> i, où 
3 G Q 'q -
T h éorèm e 4 Soit R  =  o pin x o ... o ^ ( Q )  . Alors, chaque point dans R  est soit vert, 
soit rouge.
D ém on stra tion , voir article [BDP12] ■
15
R em arque 5 En vertu du théorème précédent, lorsque l ’on prend un carquois cadré Q, 
la situation de l ’exemple 14 ne peut pas se produire. En effet, le point 5 n’a aucune flèche 
reliée à un point gelé et le point 2 a une flèche entrant dans un point gelé et une autre 
sortant.
2.2 Suites maximales de mutations vertes
Les suites maximales de mutations vertes sont à la base de la théorie énoncée au chapitre 
suivant. Elles ont été introduites pour la première fois par Keller, dans [Kelll].
D éfin ition  2 .4  Une suite de mutation verte est une suite p in o o ... o p^ iQ ) telle 
que, pour toute mutation effectuée, le sommet choisi est vert.
R em arque 6 La suite est maximale si tous les points non-gelés de R  =  pin o pin_x o ... o 
A^ i (Q) sont rouges.
Par convention, comme nous avons déjà des sommets verts et rouges, les sommets gelés 
sont laissés tel quel.
E xem p le  16 Soit Q — 1 -«-----2  ► 3
V 2! 3' 1' 2' 3' 1' 2' 3'
16
/ii o fi3 o fx2 ° Us est donc une suite maximale de mutations vertes de Q.
U n’existe pas toujours de suites maximales de mutations vertes. Certains carquois n’en 
ont pas du tout, ou d’autres n’en ont que si la suite commence avec un certain sommet.
E xem p le 17 Soit Q =  1 —^-*-2------- 3
Q =  m  2 >#  .
2' 3'
Si l'on commence avec H2 , on obtient une suite infinie :
V 2
1' 2' 3' V 2' 3' 1"  2'
V3 V2 V2 OU H3
Y 2' 3'
Or, si l'on commence avec fi\, on trouve une suite maximale verte : 
•  2 > •  >• V2
V 2' 3' 1' 2' 3'
•  2 ># < m
Y 2' 3'
17
M3 ->#  -» +
r  2 '  3'
Dans le prochain chapitre, nous verrons des carquois à trois points qui n’ont aucune suite 
maximale de mutations vertes. Toutefois, il peut être utile de connaître des exemples qui 
en ont.
E xem p le 18 Voici une liste non exhaustive de carquois à trois points et de leurs suites 
maximales de mutations vertes :
1.
2 .
3.
I
1 ----- - 2 ^ ------3
(M2 ° M3 ° Ml ), (M2 ° Ml ° £%), (M2 0 M3 ° M2 0 Ml ), (M2 0 1*1 0 1*2 °  A*3), (Ml O M3 O M2 O /XJ O /X2 )
(/X 3  O /X j O / i 2 O /X3  O /X2 ) ,  ( / / !  o  / / g  O /x 2  O / / 3  O / i !  O /X2 ) ,  ( /X l  O fi3 O /X2  O / i j  O / i 3  O /X2 )  
( ^ 3  °  M l  °  M 2 O M 3 O M l O A *2), (M 3  O /X i O / z 2 O / i !  O ^ 3  O /X2 )
1 —^ 2 < ------3
(/X 2 O / i 3  O / X i ) ,  ( / t 2  O / i !  O / t 3 ) ,  ( / t 2  O /X2 O /X2 O / i j )
(M2 0 M3 ° Ml)- (M2 o Ml ° Ms)
1 ^ — 2  *■ 3
(Ms ° Mi ° M 2), (Mi 0 M3 0 M 2), (Mi 0 M3 0  M 2 0 Ms) 
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5.
6.
8.
1 —  2 — 3
(M3 °  M i °  M2 ) ,  (m i °  M3 °  M2 )
1 — 2  a-3 et 1 —^ 2  »- 3
(M3 0 M2 0 M l) ,  (M3 0 M 2 0 ^ 3 0  M l) ,  (M3 O p 2 O p l O / i 3)
1  ► 2 — 3
(M3 0  M2 0  M l ) ,  (M 2 0  M l 0  M2 0  M3 ) ,  (M 2 0  M l 0  M3 0  M2 )
1 —^-*-2 —^-»-3
( M 3 ° M 2 ° M i )
2.3 M atrice C
Le dessin de carquois peut vite s’avérer compliqué et ardu. Nous verrons donc un autre 
moyen pour déterminer la couleur des points. Celui-ci s’inspire de la bijection entre les 
carquois sans boucle, ni deux-cycle et les matrices anti-symétriques. La notion de matrice 
C sera fortement utilisée dans les démonstrations du chapitre 3.
D éfin ition  2 .5  Soit R  =  fiin o ^in_t o ... o n^iQ ), le carquois Q après un nombre quel­
conque de suites de mutations vertes. La matrice qui représente R est :
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où B  est la matrice de /z*n o Hin_1 o ... o p ix (Q) obtenue avec la bijection construite dans 
le preuve de la proposition 1.14 et C  =  (c*,) reprsente le nombre de flèches de i vers j ,
i €  Qo, j  G Qo\Qo-
E xem p le  19 Reprenons l ’exemple précédent. Soit Q =  1
Q >+  ># Il lOfl2
1' 2' 3' 2' 3'
0 1 0 | 1 0 0
0 0 1 | 0 1 0
0  o ’ o  I 0  0  1
0 2 0 | - l - 2 0
0 0 3 | 2 3 0
1 0 0 1 0  0 1
Pour alléger les notations, nous allons garder seulement la matrice C , car c ’est elle 
qui donne l ’information sur la couleur des sommets.
/s ^
R em arque 7 En vertu de la définition de Q, la matrice C initiale (lorsque R  =  Q ) sera 
toujours Idm, où m  — \Q0\-
E xem p le  20 Soit Q  =  2
Q ■
V
2 '
3'
Ml
2! M3
0 1 0
0 0 1
- 1 0  0
2 ' M 2 2' Ml
0 0 1 0 0 1 0 0 - 1
R em arque 8 II est possible de déterminer la couleur des sommets en regardant le signe 
des lignes de la matrice C. En effet, posons Lt la ligne i de la matrice C  et notons Li <  0 
(Li >  0) si toutes les entrées de la ligne i sont plus petites ou égales à zéro (plus grandes 
ou égales à zéro). On a alors que i est rouge si Li <  0 et vert si Li >  0. On a vu 
pécédemment qu’un sommet est soit rouge, soit vert. Le signe de la ligne est donc bien 
défini.
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R em arque 9 II est possible de déterminer comment les valeurs de la matrice C changent 
lors des suites de mutations vertes seulement en étudiant les changements dans le carquois 
initial (sans les points gelés).
En effet, supposons que l ’on a R =  pin o  p %n_l o ... o  Pix{Q), comme dans la définition 
2.5, représenté par la matrice [5|C ]. Nous voulons étudier l ’effet d ’une mutation en un 
certain point j  £  Qo-
Posons R' =  Pj(R ), représenté par sa matrice [B'\C'}. B' est donné par la mutation de 
PjPin o  p in l o ... o  jxn Q en j ,  mais C' change comme suit :
1 . L' =  —Lj, où Lj est la j-ièm e ligne de la matrice C' .
2. Les valeurs de la ligne Li varient lorsqu’il existe un chemin dans PjPin o Pin _ 1 o ... o 
Pi j Q de i vers un point copié, passant par le point j  dans lequel on fa it la mutation. 
Supposons qu’il y a s flèches de i vers j .  Dans la nouvelle matrice, C ', on a alors 
L[ =  sL j +  Li (en vertu de la règle de mutation de matrices).
Dans l’exemple pécédent, lorsqu’on a effectué p \ la première fois, il y avait une flèche de 
3 vers 1. Pour calculer la nouvelle matrice, il aurait fallu faire L '3 =  L \ +  L3, qui donne 
bien la ligne obtenue.
T h éorèm e 10 Lorsqu’on atteint le stade final de la suite maximale de mutations vertes, 
la matrice C  est égale à —Idm (à changements de lignes près), où m  =  |Q0|.
D ém on stra tion . Voir article [BDP12] ■
E xem p le 21 Étudions l ’évolution de la matrice C  du carquois Q :
La matrice finale est bien, à changements de lignes près, égale à —Ids et le signe des 
lignes représente bien la couleur des sommets.
À partir de maintenant, pour simplifier la notations, nous écrirons seulement Q et la 
matrice C  associée.
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CHAPITRE 3
Carquois cycliques à trois points
Bien que l’on se restreigne aux carquois à trois points, le comportement des flèches lors 
des mutations vertes change considérablement, selon le cas. C’est pourquoi nous nous 
concentrerons sur le cas cyclique par mutations. Nous verrons qu’il y a déjà beaucoup de 
conclusions à tirer. Nous étudirons d’abord les cas où le nombre de flèches entre chaque 
paire de points est le même, puis nous finirons avec un cas plus général.
Dans ce chapitre, nous prendrons des carquois à trois points de la forme :
et le nombre de flèches sera noté (a,b,c).
3.1 Nombres de Markov
Nous verrons plus tard que les nombres de Markov ont un lien important avec le cas 
(2 ,2 ,2) et le cas (3 ,3 ,3 ), mais pour l’instant, nous ferons un rappel de leur définition et 
propriétés.
D éfin ition  3.1 Les nombres de Markov sont des éléments de triplets (x,  y, z) respectant 
la condition x 2 +  y 2 +  z 2 =  3xyz, où x, y  et z  sont des entiers positifs.
D éfin ition  3.2  La mutation d ’un triplet de Markov se fa it comme suit :
(x, y , z) > (x, y, z') où z' =  3xy — z, à permutation de x, y et z près.
R em arque 11 La mutation de Markov est une opération involutive. En effet,
(x, y , z) —*■ (x,  y , z') ~ * (x,  y , z"\ nous donne z" =  3xy  — z' — 3xy — (3xy  — z) =  z.
On revient alors au triplet de base.
T h éorèm e 12 [Mar79] Il est possible d ’obtenir tous les nombres de Markov à partir de
(1,1,1) ,  en utilisant la mutation de Markov.
D ém on stra tion , voir article [Mar79] ■
E xem p le 22 Voici le début de l ’arbre créé par les mutations de Markov.
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(1, 2 , 1) (5,1,2)
(1 .1 .1 )  - ( 1 ,1 , 2 )
(2 , 1 , 1) ( 1 ,5 , 2 )  - ( 2 9 ,5 ,2 )
R em arque 13 Les nombres de Fibonacci sont définis de la façon suivante : Fs =  Fs_i +  
Fs_2 , avec les conditions initiales Fi =  0 et F2 =  1.
Les premiers nombres de Fibonacci sont : 0 ,1 ,1 ,2 ,3 ,  5, 8,13 ,21 ,34 ,55, 89,144,...
L em m e 2 Les triplets de Markov obtenus de (1,1,1) en alternant s mutations dans la 
deuxième et la troisième position sont de la forme (1, F2s, F2s+2 ), si on réécrit les valeurs 
du triplet en ordre.
D ém on stra tion . Procédons par récurrence.
Si n =  1, on a (1,1,1)  (1,1,2) F2 =  1 et F4 =  2 donc on a bien (1, F2s, F2s+2).
Supposons l’hypothèse de récurrence pour n =  k et montrons-le pour n =  k +  1.
(1, F2k, F2k+2) (1, y , F2k+2)
Y  =  3F2 k + 2  * 1 — F2k =  ZF2 k + 2  — F2k =  2F2 k + 2  +  F2k+i =  F2 k + 2  +  F2k+3 =  F2 k + 4  
En ordonnant le triplet, on obtient ce qu’on voulait : (1, F2k+2, F2k+4) =  (1, F2(fc+i), F2(fc+i)+2) 
■
R em arque 14 Les triplets de Markov, ( x ,y ,z ) ,  avec x ,y , z  >  1 ne sont pas toujours des 
nombres de Fibonacci.
Par exemple, (2 ,5 , 29) est un triplet de Markov et 29 n’est pas un nombre de Fibonacci.
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R em arque 15 Nous verrons plus tard qu’il sera nécessaire de multiplier par 3 les triplets 
de Markov pour obtenir le nombre de flèches du cas (3,3,3) . Avant de faire les détails, 
prennons a =  Zx, b =  3y, c =  Zz et étudions ce qui arrive avec les deux propriétés des 
nombres de Markov.
1. x 2  +  y 2 +  z 2 =  Zxyz <=*> y  +  y  +  y  =  y y  a2 +  b2 +  c? =  abc
2. (x, y , z) > (x, y, z') où z ' =  3xy — z. Trouvons la forumule pour a , b, c. (a, b, c) —»
(a ,b ,d ) où j  =  ^  — |  ^  d  =  ab — c
Cela fonctionne bien avec la mutation de carquois :
En effet, il y aab  flèches de 1 vers 3 passant par 2. Il faut donc ajouter ab flèches de
I vers 3. Or, il y a déjà c flèches de 3 vers 1. Il y aura donc ab—c flèches de 1 vers 3.
II reste à savoir si ce nombre est positif ou négatif. En vertu de la proposition 1.13, 
on sait que Q est cyclique par mutations (a2 +  b2 +  c2 — abc =  abc — abc =  0 <  4). 
Donc ab — c sera positif.
3.2 Cas (2,2,2)
Ce cas est très important dans l’histoire des suites maximales de mutations vertes. C’est le 
premier carquois à trois points trouvé qui n’en avait aucune. Nous n’allons pas seulement 
prouver cette propriété. Nous allons aussi étudier plus en détails le comportement de la 
matrice C. Nous aurons d’abord besoin d’un lemme de Lee-Schiffler sur le nombre de 
flèches et la forme des carquois après certaines mutations. Ce lemme est très utile et nous
servira tout au long de ce chapitre.
L em m e 3 [LSI2] Soient a,b, c >  1 et soit Q un carquois à S points, cyclique par muta­
tions :
/ \
1 - ------C-------- 3
Alors,
1 . a ,b ,c > 2
2. Après avoir appliqué une suite de n mutations ... o /j,3 o fiv o o ^  o o p 1) on 
obtient le carquois :
2  si n est pair; 2  si n est impair;
5 \ ^ 6 ( n )  6 (n )  /  â ( n )
1 -  ê 3 i:
>1où a(n) =  c%+2a -  c%+ lb et b(n) =  c^+ la -  tiZ'b
3. c^+1a — c$b >  2 pour tout n >  1
où {cic]}neZ est une suite définie par récurrence.
r [c] _  r M  _  [Cl 
n — c c n - l  c n - 2
avec les conditions initiales =  0 et cj^  =  1.
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D ém on stra tion .
1. Procédons par contradiction. Sans perte de généralité, supposons que c <  2 et que 
a < b  . Comme Q  est cyclique, c ^  0 et donc c =  1. Or, en effectuant une mutation 
en 1, on obtient :
X 'N r
1  ï - 3
qui est acyclique. Donc a, b, c >  2
2. Procédons par récurrence. Pour n =  1, on obtient Hi{Q) :
ca—b
3
On a bien a(l)  =  c^a — c^b =  ca — b et 6(1) =  c^a — c^b =  a. 
Pour n =  2, on obtient H2 f^i(Q) :
(c2—1 ) a - c b y S  \ ^ c a - 6
1 - ------=-------- 3
Et on a bien a(2) =  cj^a — cj^6 =  (c2 — l)a  — cb et 6(2) =  (^ a  — c[^6 =  ca — b. 
Supposons que n >  2. Si n est impair, le carquois qui représente le cas n-1, est
1 - ------ :-------- 3
Trouvons ô(n) et 6(n). En vertue de la récurrence, on a que 6(n) =  â(n — 1) =  
c n + i a  — En effectuant la mutation en 1, le nombre de flèches de 3 vers 2 sera : 
ô(n) =  câ(n — 1) — 6(n -  1) =  cé£+1a — cé$b — ci^a +  c^^b  =  cj^ _2a ~  cni-i&
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Si n est pair, la preuve est semblable.
3. Se déduit de 1. et 2.
■
Le lemme de Lee-Schiffler est très utile, mais il ne mentionne pas le carquois cadré et ne 
tient donc pas compte des couleurs des points. Dans le lemme suivant, nous montrerons 
que le résultat précédent peut s’appliquer aux suites maximales de mutations vertes.
L em m e 4  Soient a ,b ,c  >  2 et soit Q un carquois à trois points, cyclique par mutations 
et sa matrice C  :
Alors, il est possible d ’effectuer une suite de n mutations vertes . . . o ^ o p i o ^ o ^ o p s o ^ .  
Après avoir appliqué une telle suite, on obtient le carquois et sa matrice C  :
C
0  si n est pair; 0  si n est impair;
â(n) /  \  b(n) b(n) /  \  â (n )
|5i! <  \A\ \Ai\ <  \Bi\
Ai >  0 et Bi <  0 pour tout i Bi >  0 et A t <  0 pour tout i.
où a(n ) =  c„+2a ~  cn+ib ei K n ) ~  cn+ia —
D ém o n stra tio n . Le nombre de flèches â(n) et b(n) a déjà été démontré lors de la preuve 
précédente. Nous nous concentrerons donc sur la possibilité des mutations ainsi que sur 
la couleur des sommets. Procédons par récurrence. Pour n = l ,  on obtient p \{Q )  :
n est impair. On a bien 1 rouge. On remarque aussi que si Ai représente les termes sur 
la première ligne (Ai =  —1, A2 =  0, A3 =  0) et que Bl reprsésente les termes sur la 
troisième ligne, alors |Aj| <  \Bi\ pour tout i .
Pour n=2, on obtient pz o p,\{Q) :
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n est pair. On a bien 3 rouge. On remarque que lorsqu’on a effectué /x3, 1 est redevenu 
vert. Cela est dû au fait que 1 est la source d’une flèche dont le but est 3. On a donc 
multiplié la ligne 3 par c et on l’a ajoutée à la ligne 1 (voir remarque 9). Comme on avait 
|A | < \Bi\ pour tout i dans le carquois précédent, les Ai dans la nouvelle matrice sont 
nécessairement positifs. On remarque aussi que dans la nouvelle matrice, on a \Bi\ <  \Ai\ 
pour tout i.
Supposons le lemme pour n =  k, k pair. Montrons-le pour n =  k +  1.
Comme k est pair, on a :
Ai a 2 A3
0 1 0
Bi B2 B3
où \Bi\ <  \Ai\ et Bi < 0  pour tout i. On effectue alors fx\ et on obtient
Comme on avait |fîj| <  \Ai\ pour tout i, il est clair que B i+ cA i >  0 pour tout i On a alors 
1 rouge et 3 vert. On peut donc faire une suite infinie de mutations . . . o / x 3 o / / 1 o / i 3 o / x 1 o / i 3 o / z 1 
et le carquois du cas impair est respecté.
La cas pair est semblable. ■
R em arque 16 Le lemme fonctionne aussi si 2 est rouge, car la deuxième ligne de la 
matrice reste inchangée, peu importe le nombre de mutations ... o o  p x o p 3  o pt\ o  o  
effectuées.
Ayant ces deux résultats, nous pouvons maintenant nous concentrer sur le cas (2,2,2) .
P ro p o sitio n  3.3 Le nombre de flèches du carquois Q :
2
ne change jamais, peu importe le nombre de mutations effectuées.
D ém on stra tion . Selon le lemme précédent, le nombre de flèches entre 1 et 2 est repré­
senté par ô(n) =  2c ]^_2 — 2c|^lf celui entre 2 et 3 par 6(n) =  2 c^ j — 2ci2' et celui entre 1 
et 3 ne change pas. Notons que ces formules s’appliquent lorsqu’on alterne les mutations 
entre les sommets 1 et 3. Par contre, comme le carquois est symétrique, si le nombre de 
flèches ne change pas dans ce cas-ci, il ne changera pas dans les autres cas, peu importe
avec quelle mutation on commence ou entre lesquelles on alterne.
Montrons d’abord que cii =  n — 1. Il suffit de suivre la formule de récurrence c|lJ =  
2c[fij — cj^ _2> avec les conditions initiales cj  ^ =  0 et cj  ^ =  1-
si n =  1, on a que c f  ' =  0 =  1 — 1 (condition initiale). Supposons l’hypothèse pour n =  k 
et montrons le pour n =  k +  1.
cL+i =  2 ck] ~  ck-1 =  2(& -  1) -  (k -  2) =  2 k -  2 -  k +  2 =  k.
Calculons maintenant a(n) et b(n).
â(n) =  2cS_2 — 2 cn+i ~  2(n +  1) — 2n =  2n +  2 — 2n =  2 
b(n) =  20^ !  — 2 c $  =  2 n — 2 (n — 1) =  2n — 2n +  2 =  2 
Donc le nombre de flèches ne change pas. ■
R em arque 17 Cette propriété est propre au cas (2,2,2) . Elle ne s ’applique pas de façon 
générale.
Ceci n’est pas la seule particularité du cas (2,2,2). Nous verrons qu’il est possible de 
trouver une formule générale pour les matrices C.
P ro p o sitio n  3 .4  Lorsque l ’on effectue des suites de mutations vertes de type ... o /x3 o 
Hi °  £*3 ° l*i °  k-3 °  P-i dans Q :
2
2 /  \  2
l ' 2
Les matrices C  sont de la forme :
n  +  1 0 n
0 1 0 | 5 in  est pair
—n 0 —(n — 1)
34
—n 0 — (n — 1)
0 1 0 J Si n est impair
n +  1 0 n
où n est le nombre de mutations effectuées.
R em arque 18 C ’est sans perte de généralité qu’on a décidé d ’alterner entre les sommets 
1 et 3. Le résultat est le même pour d ’autres choix de sommets, à changements de lignes 
près dans les matrices.
D ém on stra tion . Voir l’article [Chfrm[o]-2] ■
T h éorèm e 19 Après un nombre n de mutations de type ... o  ^ t 3  o  o  o  o  p 3  o  p i et
si n est pair 
p,2 si n est impair
f  . . . o p 2 o p 1 o p 2 o p l o i 
un nombre m  de type <
[ ...0|l2 0|i3 0|l20|J3 0 i
les matrices C  du carquois de type (2,2,2)  sont de la forme :
- ( n + l ) ( m - l )  —m  —n ( m — 1)
(n +  1 )m  m  +  1 nm  J Si n est pair et m  est pair 
—n 0 —(n — 1)
(n +  1 )m m + 1 nm  '\
-(n  +  l ) (m  --1 ) —m —n(m  — 1) I Si n est pair et m  est impair
—n 0 - ( n - 1 ) /1
—n 0 - { n -  1) \
(n +  1 )m m  + 1 nm ) Si n est impair et m  est pair
-(n +  1 )(m --1 ) —m —n{m  — 1) tI
—n 0 - ( n - 1 )  \
n +  l ) (m —1) —m —n(m  — 1) I Si n est impair et m  est impair
(n + 1  )m m  +  1 nm  J
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D ém on stra tion . Comme dans le lemme précédent, le choix des sommets est fait sans 
perte de généralité. Les suites de mutations découlent du lemme 4. Procédons par récur­
rence pour le cas n et m  impair. Si m  =  1, cela veut dire qu’on est rendu à effectuer :
—n 0 —(n — 1) \  /  — n 0 —(n — 1)
0 1 0 0 - 1  0 I 2L2+L3 j I
n +  1 0  n J  \ n  + 1  2 n
On obtient bien la matrice voulue. Supposons l’hypothèse pour m  =  k et montrons- 
le pour m  =  k +  1.
—n 
(n +  1 )k 
- ( n  +  1)(A; -  1)
- ( n - 1 )
n(k — 1)
2I/2+/'3
—n 0 —(n — 1)
— {n +  l)k  — (A; +  1) — nk
■(n H- l)(fc — 1) +  2(n +  l)k  —k +  2 (k +  l)  —n(k — l)  +  2 nk
—n 0 — (n — 1)
— (n +  l)fc —(fc+1)  — nk
(n +  l ) (k  -I- 1) k - 1-2 n(k +  1)
Ce qui est bien la matrice recherchée. Les autres cas sont semblables. ■ 
R em arque 20 La preuve de la proposition S. 4 peut aussi se faire de cette façon.
C orollaire 1 Le carquois Q :
2
n’a pas de suite maximale de mutations vertes.
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D ém on stra tion . Il est évident avec le théorème précédent que la matrice C  ne cesse 
d’augmenter. Il sera donc clairement impossible de revenir vers la matrice — /<*. Bien 
entendu, cela suppose que nous avons considéré toutes les mutations possibles. C’est en 
effet le cas, comme nous verrons au théorème 23. ■
Le cas (2,2,2) apporte aussi un lien important avec les nombres de Markov.
T h éorèm e 21 fZellO] Considérons Q :
2
et (x , y , z) élément de la graine (X , Q) tel que x 2 +  y 2 +  z 2 =  3xyz.
Alors, la mutation de graine est équivalente à la mutation de Markov, c'est-à-dire que 
=  3yz  -  x.
Démonstration, x 2 +  y 2 +  z 2 =  Zxyz <=>■ y 2 +  z 2  =  3x y z  — x 2 <=> y2 +  z 2 =  x(3yz — x)
=  3y z  — x m
Lemme 5 [PZ12] Prenons (x , y , z ) du théorème précédent. Si l ’on pose x = y = z  = 1 
après n’importe quel nombre de mutations effectuées sur la graine, on obtiendra un triplet 
de Markov.
Démonstration. Voir l ’article [PZ12] ■
Exemple 23 Effectuons les premières mutations sur la graine (x , y , z ). Les nombres en 
rouge représentent le résultat obtenu lorsque l ’on pose x =  y  =  z  =  1.
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( x , y , z )  - i -  (* ^ ,1 1 ,* )  —  ,z )  _ ï ^
(1 .1 .1 )  (2 .1 ,1 )  (2 .5 .1 )
( y 2 + z 2 y 4 + ( 2 y 2 + x 2 ) z 2+ z 4 z 8 + { 4 y 2 + 2 x 2 ) z 6 + ( x 2y 2 + 2 y 4 + ( 2 y 2 + x 2 ) 2 ) z 4 + ( 2 y 4 x 2 + 2 y 2{ 2 y 2 + x 2 ) z 2 ) + y 6x 2 + y g \
. ^  ^ X2Z ) x * y 2z  J
( 2 . 5 , 29 )
Les triplets obtenus sont tous des triplets de Markov. On remarque aussi que si l ’on 
effectue la mutation de Markov de la même position que la mutation de variable effec­
tuée, on obtient les mêmes triplets de nombres :
(1.1.1)  (2,1,1)  (2,5,1) (2,5,29)
R em arque 22 Pour Q dans le cas (2,2,2) , on appelle A (Q ), l ’algèbre de Markov.
3.3 Cas (3,3,3)
Maintenant que le rappel sur les nombres de Markov est fait, nous pouvons étudier le cas
(3,3,3). Bien qu’il semble très semblable au cas (2,2,2), ce n’est pas le cas. Contrairement 
à la situation précédente, le nombre de flèches ne reste pas constant, ce qui complique 
considérablement les calculs. C’est pour cela qu’il ne sera pas question d ’une formule 
générale pour toutes les mutations possibles.
P ro p o sitio n  3.5  Après n’importe quel nombre de mutations, le nombre de flèches du 
carquois Q :
2
3 /  \  3
~3~
38
change en suivant les mutations et la condition de Markov lorsque a =  3x, b — 3y et 
c =  3z. Le triplet de départ est (a, 6, c) =  (3,3,3) .
Démonstration. Nous avons vu dans la remarque 15 que lorsque a =  3x, b — 3y et 
c =  3z, la mutation de Markov revient à faire le calcul standard de mutation dans les 
carquois pour le nombre de flèches. Il n’y a donc rien à prouver de ce côté.
Montrons que le nombre de flèches respecte la condition de Markov (version a, 6, c). 
Procédons par récurrence sur n.
Soit n =  1. Sans perte de généralité, supposons que nous venons d ’effectuer p \. On a 
donc (3,3,3)  —» (3,3 * 3 — 3,3) =  (3,6,3).  Vérifions que cela respecte la condition de 
Markov. On veut a2 +  b2 4- c2 =  abc <=>9 +  36 +  9 =  3 * 6 * 3 - « > 5 4  =  54.
Supposons l’hypothèse pour n=k et montrons-le pour n = k + l .
Soit (o', b',d). Encore une fois, sans perte de généralité, supposons que nous venons d’ef­
fectuer p i  (effectuer d’autres mutations revient à changer le a ou le c au lieu du b).
(a1, V , d )  —> (a', b", d )  =  (a1, a'd  — b', d )  Vérifions la condition de Markov.
a12 +  (a'd — b' ) 2 +  d 2 =  a! 2  +  (a 'd ) 2 +  b' 2 +  d 2 — 2 a!b'd =  a'b'd +  (a'd ) 2 — 2 a'Vd —
(a'd ) 2  -  a'b'd =  a!(a'd -  b')d
Donc la relation de Markov est respectée. ■
Autant les nombres de Markov sont importants dans le calcul du nombre de flèches, 
autant les nombres de Fibonacci ont un rôle à jouer dans le calcul de la matrice C.
Proposition 3.6 Lorsque l ’on effectue des suites de mutations vertes de type ... o p 3  o
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Hi o n3 ° /j! ° fi3 o p 1 (sans perte de généralité) dans Q
2
3 /  \  3
Les matrices C  sont de la forme :
F2 n + 3 0 •^2n+l
0 1 0
— F2n+1 0 - F 2n-
— ^ 2 n + l 0 ~F 2n -1
0 1 0
^2n+3 0 Fin+l
Si n est pair
Si n est impair
où n est le nombre de mutations effectuées. 
D ém on stra tion . Procédons par récurrence sur n.
Si n == 1, c’
/ I 0 0
0
1 0
\ ° 0 1
~ ^ 2 n + l =  -
— F2n--1 =  -
-^2n+3 = f 5
F2n+ 1 = F3
Ml
3Ll+Z/3
effectuer 1
'  - 1 0 0
0 1 0
1 3 0 1
ce qui donne bien ce qu’on voulait.
Supposons l’hypothèse pour n =  k, k pair. Montrons-le pour n — k +  1. 
k +  1 impair signifie que vous venons d’effectuer p.\.
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2 k - l
— F2k+3 0
ZLx+U
■^ 2fc+i +  3F2fc+3 0 -
~F2k+3 0 —F2k+ï
0 1 0
2F2fc+i +  3F2fc+2 0 2F2*;_i +  3F2k
— F 2k+ 3  0  — F 2fc+i
0 1 0
F 2k + 2 +  2 F 2k + z  0  F 2k +  2 F 2k+ i
—F2k+3 0 ~F 2k+i
0 1 0
F 2k+5 0 F2fc+3
— F 2 ( f c + i ) + i  0  — F 2 (fc+ i ) _ i
0 1 0
F 2 (fe+ i)4-3  0 F 2(fc+ i ) + i
Ce qui donne bien ce qu’on voulait.
P ro p o sitio n  3 .7  Le carquois Q :
n’a pas de suite maximale de mutations vertes.
D ém o n stra tio n . Voir preuve du théorème 23
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—F2k+1 
0
F2k-i +  3F2fc+i
3.4 Cas général
Nous avons vu deux cas de carquois cycliques par mutations à trois points qui n’ont pas 
de suites maximales de mutations vertes. Il est à se demander s ’il existe une forme plus 
générale de tels carquois. Est-ce que la condition du nombre de flèches égal entre deux 
points est nécessaire pour que l’on ait un carquois sans suites maximales vertes? C’est 
ce que nous verrons dans cette section.
Commençons par généraliser les deux cas que nous venons de voir.
P ro p o sitio n  3.8  Le carquois Q :
2
1 - ------ :--------3t
n’a pas de suite maximale de mutations vertes.
D ém on stra tion . Voir preuve du théroème 23 ■
Nous pouvons même pousser la théorie plus loin et voir ce qui se passe dans le cas où le 
nombre de flèches entre deux points n’est pas égal dans tout le carquois.
T h éorèm e 23 Soient a, b, c >  2 et tels que Q est cyclique par mutations (voir proposition 
1.13). Alors Q :
2
1 -  c 3
n’a pas de suite maximale de mutations vertes.
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De plus, toutes les suites vertes s ’expriment sous la forme suivante :
(Pi O P j ) m o ( p k o P i )n 
P j  O (Pi o p j )171 o ( p k o P i ) n 
(,Pk o P j ) m  o Pi  o ( p k o P i )n 
Pj  O { p k o P j ) m o p t o (p k o P i ) n
Avec n , m >  0 et (i , j , k) =  (1,2,3) ou (2,3,1)  ou (3,1,2).
D ém on stra tion . Le choix de la première mutation n’a pas d ’importance. Sans perte de 
généralité, nous commencerons par p x. Comme dans les preuves précédentes, nous nous 
concentrerons sur la matrice C  pour étudier la couleur des sommets.
En vertu du lemme 4, il est possible de faire une suite infinie de mutations vertes 
... o p 3 o p x o p 3  o p x o p 3 o p x. On ne peut donc pas obtenir de suites maximales de 
mutations vertes de cette façon.
Soit n le nombre de mutations effectuées en alternant entre 1 et 3.
Si n est impair et que l’on effectue p 2, on obtient :
•  .
a ( n )  f  N . 6 (n )
â ( n ) b ( n ) —c
Ai A 2 A 3 
0 - 1 0  
B 2  +  b(n) B 3
où |A | <  \Bi\ et Ai <  0 pour tout i. On n’a pas le choix pour la prochaine mutation, il
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faut faire /z3. On obtient :
a (n )(l—6(n)2)—c6(n) /  6(n)
^  a(n)b(n)~—c*^^
f  _ A i A 2 A 3 \
6(n)5! b(n ) 2 +  b(n)_B2 -  1 b(n)B 3 
\  - B ! - B 2 - b ( n ) - S 3 /
où Aj <  0 pour tout i. De plus, si on pose Ci comme étant les termes sur la ligne 2, 
on remarque que \Bi\ <  |C;| pour tout i, ce qui implique que 3 deviendra vert lorsqu’on 
effectura fi2, et que la matrice sera de la forme :
/  A i A 2 As \
Ci c 2_ c 3
\  B \ B 2 +  b(n) Bs J
où Ai <  0, Bi <  0, Ci >  0 et \Ci\ <  \Bt\ pour tout i.
On se retrouve alors dans une situation semblable au lemme 4, si on alterne entre 2 
et 3 au lieu d’entre 1 et 3. Les deux seules différences sont que :
1. Le sommet non impliqué dans la suite de mutations, ici 1, est rouge au lieu de vert. 
Or, nous avons déjà vu que cela n’a pas d’importance dans l’application du lemme 
4 (voir remarque 16).
2. La matrice de départ n ’est pas Id3, de sorte que la ligne 1 n’est pas (0,1,0),  mais 
(v4i, A 2, A s).
Cela n’affecte pas non plus l’application du lemme 4, car cette ligne ne change pas 
lorsqu’on effectue ... o  fi3 o  fi2 o fj,3  o  fi2 o  /x3 o  p,2. Elle ne sera donc pas impliquée
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dans le calcul de la matrice.
On applique donc le lemme 4, avec les sommets 1 et 2 échangés et on trouve qu’il est im­
possible d’obtenir une suite maximale verte en alternant les mutations entre les sommets 
2 et 3.
Le cas pair est semblable et les formes de mutations vertes découlent du raisonnement 
de la preuve. ■
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CONCLUSION
Le but de ce travail était de trouver d’autres exemples de carquois qui n’avait aucune 
suite maximale verte. Nous avons énoncé une liste de suites maximales vertes pour les 
carquois qui en avaient et nous avons trouvé une forme générale de carquois cycliques 
à trois points sans suite maximale. De plus, nous avons étudié le comportement de la 
matrice C  dans certains cas.
Toutefois, nous sommes restés dans le cas où les carquois sont cycliques par mutation et 
ont 3 points. Il serait intéressant de tenter de généraliser ce concept et trouver d’autres 
carquois sans suite maximale verte. Qu’en est-il des carquois cycliques à 4 , 5 ou même n 
points ? Dans le même ordre d’idées, il serait bien de tenter de trouver une formule géné­
rale pour la matrice C du cas (3,3,3).  Nous pourrions vouloir pousser encore plus loin et 
en trouver une pour le cas (n, n, n). Le cas (3,3,3) suivant les nombres de Markov, il n’est 
pas exclu que le cas (4,4,4) , ou un autre cas, le suive ou suive une autre série de nombres.
Notons aussi que le critère pour les carquois cycliques par mutations (voir propriété 1.13) 
et le lemme de Lee-Schiffler (voir lemme 3) ne s’appliquent qu’aux carquois à trois points. 
Toutefois, il existe des carquois à plus de trois points qui sont cycliques par mutations.
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E xem p le  24 Reprenons l ’exemple 3 .Considérons le carquois
4 4
On remarque que ^ (Q " ) =  P3{Q")- On a aussi si on suit le changement
de sommets : 1 -»  2, 2 -»  1, 3 —» 4 et 4 —>• 3. En continuant les mutations, on arrivera 
toujours sur ces deux carquois, qui sont cycliques. Donc Q" est cyclique par mutation, 
même s ’il n’y avait, à priori, aucun indice pour s ’en assurer.
Dans un autre ordre d’idées, nous pouvons aussi nous pencher plus en détail sur le lien 
entre les mutations vertes et les graphes d’échange orientés en tentant de bien défi­
nir l’identification nécessaire pour la construction de l’arbre. Peut-être cette approche
permettrait-elle de trouver plus facilement les suites de mutations vertes infinies.
Pour terminer, pour d’autres exemples de carquois sans suite maximale verte, il y a Olivier 
Lambert qui a étudié le cas des carquois acycliques à trois points dans son mémoire. Ses 
résultats sont une belle complétion à ce travail.
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