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COMPUTATIONAL PRINCIPLES FOR AN AUTONOMOUS ACTIVE 
VISION SYSTEM 
LENA SHERBAKOV 
Boston University School of Medicine, 2014 




Vision research has uncovered computational principles that generalize across 
species and brain area. However, these biological mechanisms are not frequently 
implemented in computer vision algorithms. In this thesis, models suitable for application 
in computer vision were developed to address the benefits of two biologically-inspired 
computational principles: multi-scale sampling and active, space-variant, vision. 
The first model investigated the role of multi-scale sampling in motion 
integration. It is known that receptive fields of different spatial and temporal scales exist 
in the visual cortex; however, models addressing how this basic principle is exploited by 
species are sparse and do not adequately explain the data. The developed model showed 
that the solution to a classical problem in motion integration, the aperture problem, can be 
reframed as an emergent property of multi-scale sampling facilitated by fast, parallel, bi-
directional connections at different spatial resolutions. 
Humans and most other mammals actively move their eyes to sample a scene 
(active vision); moreover, the resolution of detail in this sampling process is not uniform 
across spatial locations (space-variant). It is known that these eye-movements are not 
simply guided by image saliency, but are also influenced by factors such as spatial 
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attention, scene layout, and task-relevance. However, it is seldom questioned how 
previous eye movements shape how one learns and recognizes an object in a 
continuously-learning system. To explore this question, a model (CogEye) was developed 
that integrates active, space-variant sampling with eye-movement selection (the where 
visual stream), and object recognition (the what visual stream). The model hypothesizes 
that a signal from the recognition system helps the where stream select fixation locations 
that best disambiguate object identity between competing alternatives. 
The third study used eye-tracking coupled with an object disambiguation 
psychophysics experiment to validate the second model, CogEye. While humans 
outperformed the model in recognition accuracy, when the model used information from 
the recognition pathway to help select future fixations, it was more similar to human eye 
movement patterns than when the model relied on image saliency alone.  
Taken together these results show that computational principles in the mammalian 
visual system can be used to improve computer vision models. 
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The ability to visually explore and learn about one’s surroundings is a critical skill 
of many living organisms that facilitates everyday goal-directed behavior. But what limits 
the engineer’s ability to create intelligent robots capable of the same autonomous visual 
search and scene understanding? The difficulty is in the under-constrained nature of the 
problem, whose solution relies on clear computational principles that can generalize 
across context, visual area, and functional role. In vision research, investigators have 
begun to unearth computational principles such as sparse yet redundant coding, deep 
hierarchical architecture, parallel processing, Hebbian learning, associative recall, multi-
scale receptive fields, and active, space-variant, vision. However, while most concede the 
existence of such principles in the mammalian visual system, their benefits to the 
functioning organism are not explicitly understood and therefore not frequently 
implemented on robotic platforms. The broad aim of this research was to take two of the 
under-explored principles, multi-scale sampling and active vision, and to create models 
that demonstrate their benefit over traditional approaches that ignore these biological 
clues. To this end, this chapter introduces the concepts of multi-scale receptive fields and 
active vision in the mammalian system. 
 
1.1. Computational principle 
To claim that research has uncovered computational principles used by the 
mammalian visual system, it must first be clarified what is meant by computational 
principle. Two complaints from neuro-skeptics that appear in popular literature and blogs 
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are that 1) neuroscience has no equivalent of Newton’s laws of motion or Einstein’s 
general theory of relativity (Marcus, 2012), and 2) neuroscience can often answer the 
obvious questions but rarely the interesting ones (Gopnik, 2013). The two complaints lie 
on opposite ends on the spectrum. The first statement is a reflection on the fact that aside 
from the Hodgkin-Huxley equations (and to some extent Hebbian plasticity), 
neuroscience does not have precise mathematical equations that are widely accepted by 
the community and govern how individual neurotransmitters, receptors, neurons, 
networks, all work together to produce corresponding behaviors.  To this complaint, it 
should be noted that the term computational principle as described below does not refer 
to principles that govern individual particles, as in physics. In fact, there is no reason to 
believe that the principles of particle physics, quantum electrodynamics, or any other 
mathematical formulism discovered by physics does not hold true for particles that make 
up proteins, neurotransmitters, and neurons in the brain; in that sense, the search for 
neuroscience’s Newton is misguided. 
To the second complaint, the questions of the form “does X do Y” in the brain are 
oversimplifications. Answers to these types of questions are either termed obvious or 
they are so complicated that they cease to be interesting (there is no “aha” moment that 
typically accompanies what one considers to be an interesting explanation). By way of 
analogy, the questions of the form “does X do Y” in the brain are likened to the question, 
does the light switch turn the lights on in the living room: 
“It’s true that the light switch in the corner turns the lights on in the living room. 
Nor is that a trivial observation. How the light switch gets wired to the bulb, how the bulb 
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got engineered to be luminous—all that is an almost miraculously complex consequence 
of human ingenuity. But at the same time the light switch on the living-room wall is 
merely the last stage in a long line of complex events that involve waterfalls and 
hydropower and surge protectors and thousands of miles of cables and power grids. To 
say the light switch turns on the living-room light is both true—vitally true—and wildly 
misleading. It’s perfectly possible, in other words, to have an explanation that is at once 
trivial and profound, depending on what kind of question you’re asking.” (Gopnik, 2013) 
For the purposes of this thesis, the computational principles defined are neither 
those addressed on the scale of particle physics, nor at the level of complex behavior. 
Rather, this thesis adopts the meso-scale definition most closely related to that of 
Churchland et al., 1988 in the article: What is computational neuroscience? The article 
stresses that computation in neural systems may not (and likely does not) follow how we 
view computation in computer science. Neural systems represent, and respond on the 
basis of the representation (Churchland et al., 1988). However, representation alone does 
not equal computation. There must be an interest-relevant property in the representation 
to the system interpreting it, only then does the computation matter to the listener and can 
be termed computation (distinguished from everything that is not computation).  
In certain subfields of neuroscience, it has been possible to draw direct 
comparisons between what we think of as computation and the response of neurons. For 
example, in the basal ganglia reward system, there is clear evidence for dopaminergic 
neurons that code for prediction error (the difference between expected reward and actual 
reward) (Schultz et al., 1997; Morris et al., 2004), and reward value (Tobler et al., 2005). 
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However, for other subfields of neuroscience, such as vision, it is frustratingly difficult to 
decipher the nature of the neural representation. The subjective definition of computation 
as being interest-relevant is aggravated by the fact that scientists did not build the neural 
system and therefore do not know what matters to its constituents.  Moreover, what 
matters to the neurons and networks can evolve, just as what matters to us as organisms 
over the course of a lifetime evolves. Still, there are things that remain relatively 
constant, just as the structural features of an individual are recognizable as their own 
despite the aging process.  
Since it is so difficult to describe computation in terms of function (one must first 
define the interest-relevant property), this thesis defines computation in terms of structure 
(spatio-temporal structure), which is easier to observe. The saying “form follows 
function” is reversed: function reflects form. In the example of Churchland et al., two 
pieces of wood with the proper representation is a slide rule, whose physical structure is 
set up so that certain mathematical relations are preserved. As an analogy, this 
dissertation focuses on the two pieces of wood and their spatial relation rather than the 
precise mathematical outputs that are typically thought of as the computation. Similarly, a 
marble rolling down the hill can compute a local minimum; instead of analyzing the 
dynamics of how the marble rolls, this thesis focuses on the hill (the uneven structural 
topology that makes this computation possible). 
The definition of a computational principle throughout this dissertation is 
therefore: a useful spatio-temporal structure (or structural property) that generalizes 
across species and brain regions; this is to say, computation is structure that repeats. If 
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one believes that the brain is doing computation, then if the given structural property of 
the cell or network repeats above its occurrence by chance, it is statistically likely that the 
property is doing something useful for the system. Moreover, if the property is found in 
diverse regions of the brain that subserve different functions, it is again more likely that 
the principle is fundamental to computation. Lastly, if the structural property also 
generalizes across species, it is (by the definition of this dissertation) a computational 
principle. 
 
1.2. Multi-scale receptive fields 
In the study of sensory systems, a receptive field is defined as a specific region of 
sensory space in which an appropriate stimulus can drive an electrical response in a 
sensory neuron (Kandel et al., 2000). In the visual system, the earliest receptive field 
classically discussed is that of the retinal ganglion sensory neuron, where the specific 
region of sensory space is the region of the retina, the stimulus refers to light within a 
specific wavelength, and the electric response is the action potential of the retinal 
ganglion cell (whose axons form the optic nerve fiber). However, while other cells in the 
retina do not emit action potentials, one could ask the same receptive field question of 
these earlier sensory neurons linked by mechanical, chemical, or gap junction signaling.   
Neurons at downstream stages in the visual system processing (such as thalamic 
lateral geniculate nucleus cells, LGN, and the different layers of visual cortex) have 
receptive fields that differ both in size and structure.  Generally, the receptive field sizes 
tend to increases with successively later stages of visual processing. For example, LGN 
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neurons have smaller receptive fields than primary visual cortex neurons, V1, which have 
smaller receptive field sizes than V2 neurons, etc. (Figure 1.1).  The receptive fields are 
also not uniform within each visual area. The further away the receptive field’s center 
from the area that responds to the fovea (the highest resolution, most central part of the 
retina), the larger the receptive field. This decrease of resolution with eccentricity from 
the fovea is considered in the second model on active vision (Chapter 3), but does not 
factor in to the multi-scale sampling model of the aperture problem (Chapter 2). 
 
Figure 1.1. Receptive field sizes for different visual areas as a function of eccentricity (adopted from Freeman & 
Simoncelli, 2011). A) Receptive field size (diameter) as a function of the distance between the receptive field 
center and the fovea (eccentricity) for visual areas V1, V2 and V4. B) Cartoon depiction of receptive fields with 
sizes based on physiological measurements. The fovea is at the center of each array. The size of each circle is 
proportional to its eccentricity, based on the corresponding scaling parameter (slope of the fitted line in A).  
In addition to difference in size, the complexity of receptive fields tends to 
increase with progressive visual area from a center-surround architecture (two concentric 
circles with one “on” and one “off” region) in the retina and thalamus (Kuffler, 1953), to 
simple and complex cells in V1 and subsequent visual processing areas (Hubel & Wiesel, 
1962; Kandel et al., 2000; Chalupa & Werner, 2004). To complicate matters, receptive 
fields evolve in time and are frequently different in both shape and size depending on the 
time delay between stimulus and neural response (DeAngelis et al., 1993; Cai et al., 
1997). The spatiotemporal shapes of the receptive fields are not considered in this 
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research; however, it is important to keep in mind that the multiple sizes (or the multi-
scale nature) of receptive fields in different visual areas is only one computational 
principle among many others that can be gleaned from cell properties. 
The smaller the receptive field, the better the spatial resolution; the more basic the 
receptive field’s shape, the better suited it is for detecting simple scene properties such as 
changes in luminance, edges, and orientation. This line of logical deduction led early 
vision researchers to assume that the processing in the mammalian visual system is serial, 
and is local to global, whereby early visual areas process basic 2D scene information in a 
small region of visual field while higher-order areas integrate the information to form a 
more complex 3D representation of the object or scene (Marr, 1982). However, several 
more recent publications have challenged this line of thought showing that higher-order 
(larger receptive field) visual areas may sample the visual stimulus in parallel with early 
visual areas (Girard et al., 2001, Bullier, 2001). Moreover, the across visual area 
signaling is up to an order of magnitude faster than the within visual area signaling, 
leaving a new line of researchers to posit that visual processing is actually performed in a 
reverse hierarchy. In this global to local approach, early visual areas serve as a kind of 
erasable blackboard to fill in detail for the broad-stroke processing in higher-order visual 
areas (Hochstein & Ahissar, 2002; Bullier, 2001). 
These new developments reopen the question: what useful computation can 
emerge from sampling a scene at many different spatial scales in parallel? In the local to 
global approach, multi-scale sampling is useful for “pooling” operations (integrating 
information across the spatial regions that are not accessible with smaller receptive 
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fields); however, in this global to local view, why is it beneficial to sample at multiple 
scales? Optic flow algorithms (an active area of both computer and biological vision 
research) have already capitalized on this course-to-fine sampling strategy. Measuring the 
flow field (the change in structured light on a sensor due to a relative motion between the 
sensor and the scene) is difficult for large motion displacements (Sun et al., 2010). 
Sampling the scene at a coarser scale and using the resulting flow field to non-linearly 
modify (i.e. warp) the flow field at a finer spatial scale enables one to capture both large 
and small displacements without discontinuities between the different scales. Models of 
bottom up saliency of a scene have also used multi-scale sampling (Itti & Koch, 2000). 
However, rather than assuming that a coarser spatial scale warps the computation at a 
finer spatial scale, the basic saliency model assumes that the integration across scales (the 
conspicuity maps) is an additive process. Image segmentation, object detection, and 
texture discrimination are yet other areas of vision research that have incorporated 
multiple spatial scales in the core of their algorithms (Gauch, 1999; Jolion & Rosenfeld, 
1994). However, some of the more classic problems in motion integration have yet to be 
refined given the new insight. Chapter 2 of this thesis explores the benefits of multi-scale 
sampling to one such problem: the aperture problem. 
The use of multi-scale sampling across different domains of vision research 
makes it a computational principle, as defined earlier in the introduction. Perhaps an even 
more compelling reason for this line of thought is to consider the embedding of 
neuroscience phenomena in broader domains, such as ecology, where causes and 
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consequences require the interfacing of phenomena at very different spatial and temporal 
scales. As the ecologist Simon Levin writes: 
“… the problem is not to choose the correct scale of description, but rather to 
recognize that change is taking place on many scales at the same time, and that it is the 
interaction amongst phenomena on different scales that must accompany our attention.” 
(Levin, 1992) 
 
1.3. Space variant vision 
Space variant vision is ubiquitous in mammalian visual systems (Daniel & 
Whitteridge, 1961; Schwartz, 1977; Hughes, 1977; Schwartz, 1994; Stone & Halasz, 
1989; Collin, 1999): unlike a camera, the retina samples the visual input at a higher 
resolution in the center (the fovea) than the periphery. In fact, while the fovea is less than 
1% of the retinal size, it contains a vast majority of the retina’s cones (a type of 
photoreceptor that registers light) and takes up 50% of visual cortex (Wandell, 1995). 
Moreover, the visual acuity in the fovea is roughly forty times greater than that in the 
periphery (Wertheim, 1894). However, it is not only the density of the sensors (the 
photoreceptors) that gives rise to this highly non-uniform sampling; other factors such as 
the optics of the eye (Campbell & Green, 1965) and the density of ganglion cells (Wassle 
et al., 1990) play an important role. In the context of computational models, it is often the 
space-variant mapping from the visual field to the primary visual cortex that is discussed. 
It is therefore important to differentiate between two separate processes in what is usually 
lumped together into the term space-variant vision: 
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1) The magnification factor, whereby the central portion of the visual field 
occupies a disproportionately large area relative to the periphery. In macaque 
monkeys and baboons, this differential magnification factor has been shown 
to be inversely proportional to the eccentricity from the center of the fovea 
(Daniel & Whitteridge, 1961; Schwartz, 1977). The integral of the differential 
factor is a logarithm with respect to the eccentricity. 
2) The angular reorganization of visual input from a Cartesian coordinate system 
into a polar coordinate system.  
In humans and non-human primates, these two processes taken together lead to a 
complex log-polar mapping from the visual field onto the primary visual cortex – a 
conformal mapping whereby the angles between input features are preserved while the 
distances are distorted. However, it has been shown that step 1) of the process (the 
magnification factor) is largely due to the density of the ganglion cells on the retina 
(Schwartz, 1977); therefore, the term cortical magnification can appear misleading.  
When the axons of the ganglion cells synapse onto LGN, the representation is already 
distorted by the magnification factor but otherwise still Cartesian in the visual plane. The 
angular reorganization (step 2) takes place in the projection of LGN to layer 4 of the 
primary visual cortex. These distinctions become important to this dissertation, which 
only considers the magnification factor in the definition of space-variant active vision. 
As a computational principle, it is interesting to note that space-variant vision is 
not limited to non-human primates. While the specific mapping may differ, mammals 
such as guinea pigs, rats, squirrels, cats, cows, deer, rabbits, birds, and elephants all have 
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a space-variant distribution of retinal ganglion cells (Hughes, 1977; Stone & Halasz, 
1989; Collin, 1999). Moreover, the primary visual cortex is not the only sensory system 
to exhibit this space variant sampling. A similar mapping seems to exist in the 
somatosensory cortex, the secondary visual cortex (area V2), and the inferior pulvinar 
(Schwartz, 1977). 
It is hypothesized that the reason mammalian visual systems have evolved space-
variant sensors is for 1) efficiency, and 2) resource constraints. Since the eye and lower 
level visual areas do not have to send high resolution data that cover the entire visual 
field, the bandwidth and information processing load is greatly reduced. This enables an 
organism to respond more rapidly to potentially dangerous situations. Additionally, the 
material, spatial, and energy resource constraints are such that if an organism were to 
have the same high resolution of the fovea throughout the entire visual field, the brain 
would need to be orders of magnitude larger if neural density were conserved. It has also 
been shown that energy consumption (kCal/day) scales linearly with brain mass and 
number of neurons (Herculano-Houzel, 2011). Therefore if the brain were orders of 
magnitude larger, the energy required to keep it running would be orders of magnitude 
greater.  
It would therefore seem prudent that artificial visual systems that strive to be 
power efficient and meet the real-time processing constraint take advantage of the same 
space-variant mechanisms. In fact, some algorithms in robotics have been designed to 
include a space-variant representation of the sensed visual stream and include depth 
extraction algorithms, optic flow, object segmentation and occlusion, object recognition, 
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active tracking, and visual attention (see Traver & Bernardino, 2010, for a review). 
However, while mammals manage to seamlessly make sense of and “glue together” 
information from different foveations on the same object, the warped space presents 
challenging problems for computer vision engineers (Traver & Pla, 2003). One issue is 
that the complex log-polar mapping does not preserve shape invariances under 
translation, which makes tasks such as object recognition difficult (Figure 1.2). 
Figure 1.2. Space-variant vision. A white silhouette is sampled from several foveation locations (“+”); each 
foveation on the object is represented as a separate row in the figure. In non-warped, Euclidean space (left-
column), the object undergoes a simple translation in the visual field. However, in the space-variant, log-warped 
space (right-column), a slightly different foveation point (between foveation 2 and 3, for example) can lead to a 
drastically different representation of the object. This lack of shape invariance under translation makes object 
recognition difficult in the space-variant domain. 
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 In fact, many applications avoid the problem of image recognition in the log-polar 
domain by either reversing the transformation and doing recognition in Cartesian space, 
or sampling the visual scene with two cameras (one low resolution, wide field of view 
camera, and another high resolution narrow field of view camera).  
Another significant challenge to space-variant vision is the need for an active 
process for fixation selection. Space-variant sampling is only more efficient in scene 
analysis than classic image processing if the system has a way of rapidly sampling from 
different foveation points via eye, head, or body movements (this is termed active vision). 
This adds an additional challenge of figuring out the essential foveation points from 
which to sample a continuously-changing scene. Lastly, a third challenge to computer 
space-variant vision is the lack of a hardware sensor that simulates the ganglion cell 
distribution that leads to the magnification factor. Hardware sensors have been developed 
in the past (Wodnicki et al., 1995; Wodnicki et al., 1997; Van der Spiegel et al., 2002), 
but are difficult to manufacture, not commercially available, and have poor resolution 
compared to non-space variant camera alternatives.  
To demonstrate the potential benefits of this biologically-inspired computational 
principle to machine vision, a model of space-variant active vision is developed in 
software (Chapter 3).  The challenges of recognition in the space-variant domain as well 
as an active process for fixation selection are discussed in detail; however, the hardware 
hurdle to develop a space-variant sensor is side-lined in the model in favor of a software 




1.4. Interactions between the where and what visual streams 
 The classic view of the mammalian visual system is that after early visual 
processing in the retina, LGN, and primary visual cortex (V1), further projections split 
into two parallel streams often known as the where (dorsal) visual stream and the what 
(ventral) visual stream (Mishkin et al., 1983; Ettlinger 1990). The where visual stream 
has been implicated in responding to the spatial location of objects (Mishkin et al., 1983) 
and planning of future saccadic eye movements (Goodale & Milner, 1992; Parton et al., 
2007), while the what visual stream is concerned with shape, pattern, object, and face 
discrimination and recognition (Mishkin et al., 1983; Ungerleider & Haxby, 1994; 
Allison et al., 1994; Rolls, 2000; Haxby et al., 2001).  
However, how these what and where streams interact such that object identities 
can be bound to spatial location has been termed the location binding problem (Treisman, 
1996), and does not have a clear answer. The problem is notoriously difficult to address 
because binding appear to happen in multiple stages (Bartels & Zeki, 1998; Humphreys, 
2001). For example, from an engineering perspective, one literal interpretation of the 
what-where pathways would suggest that all object feature information (color, shape, 
size, contour, surface) should be bound together in the what stream alone, while all 
spatial information should be bound together in the where stream. However, multiple 
studies show that spatial knowledge (and the parietal cortex, in particular) is critical for 
the perception of accurately bound object features (Roberts & Treisman, 1995; Roberts et 
al., 1997; Humphreys, 2001). In other words, the where pathway is critical to the correct 
representation of the object in the what pathway. Moreover, when the object 
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representation is impaired, visual search and attention to spatial locations are also 
severely affected (Roberts et al., 1997) – evidence that the what pathway is also critical to 
the where pathway.  
To support these patient and lesion studies of the bi-directional connection 
between the where and what streams, neuroanatomical evidence in monkeys and cats has 
also confirmed connections between inferior temporal (what system) and parietal areas 
(where system)  (Webster et al., 1994; Salin & Bullier, 1995). Other studies have 
implicated the pre-frontal cortex as the brain region where projections from the where 
and what streams are bound, and then used to drive action in the perception-to-action 
loop (Goodale & Milner, 1992; Rao et al., 1997; Opris et al., 2013); while a different 
body of evidence has shown that another integration of the two visual streams are 
mediated by the hippocampus (a medial temporal lobe structure), where both play a vital 
role in episodic memory (Lavenex & Amaral, 2000; Cer & O’Reilly, 2006;  Kahn et al., 
2008; Kravitz et al., 2011; ). Rather than debate which multi-stage what-where link is 
mediated by the parietal cortex versus the hippocampus versus the pre-frontal cortex, this 
thesis focuses on the importance of the connection and its bi-directional nature to fixation 
selection and object disambiguation by visual systems. 
 
1.5. Organization of dissertation 
The rest of this dissertation is organized into four chapters. Chapter 2 explores the 
benefits of multi-scale sampling to a classic problem in motion integration: the aperture 
problem. Chapter 3 switches topics and focuses on a model of space-variant active vision, 
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with an emphasis on the role of the what-where visual stream interaction in fixation 
selection and object disambiguation. Chapter 4 details an eye-tracking and psychophysics 
experiment that was performed to validate the model in Chapter 3. Finally, Chapter 5 




2. MULTISCALE SAMPLING MODEL FOR MOTION INTEGRATION 
2.1. Introduction 
Visual scene integration is a well-studied topic, yet there is still little consensus 
about the necessary and sufficient network that affords the function observed. 
Historically, the classical view of visual processing is a local to global approach whereby 
earlier visual areas serve as edge and orientation detectors that pass on information to 
higher order areas that perform more complex processing to complete the 3D 
representation of the visual scene (Marr, 1982). However, recent research has shown that 
V1 contains highly multiplexed information about brightness, orientation, spatial 
frequency, and other stimulus properties (Ts’o et al, 1988; Rossi et al, 1999; Friedman et 
al., 2003). Countering the view that early visual areas only process local information, a 
cell’s response to border ownership was shown to be largely independent of spatial extent 
and is represented at a single neuron level (Craft et al., 2007). Zhou et al. showed that as 
early as V1, 18% of the cells responded to border ownership (Zhou et al., 2000). 
Moreover, different size receptive fields in different visual areas suggest that some 
stimulus properties may be sampled in higher order areas in parallel with processing at 
lower areas through fast inter-areal connections (Girard et al. 2001, Bullier, 2001). 
Together these new pieces of evidence suggest that much of the processing that was 
previously suggested to occur intra-areally within the same layer of the visual cortex may 
instead be computed by fast, parallel, bi-directional, inter-areal and inter-laminar 
connections at different spatial resolutions.  
  
18 
This chapter explores whether a classic problem in visual motion integration – the 
aperture problem – can be solved with a simple model that samples the visual scene at 
different spatial and temporal scales in parallel. To frame what is meant by aperture 
problem, a neuron’s receptive field acts as a viewing aperture and only detects 
components of motion visible to its field of view (often not the same as the true global 
motion). Due to the difference in size between stimulus and receptive fields (the latter 
being smaller), the true motion of a line viewed from this aperture is only unambiguous at 
line endings (assuming no significant texture is present); the rest of the cells only have 
view access to the perpendicular component of motion – this is commonly understood as 
the aperture problem (Stumpf, 1911; Wallach, 1935; Horn et al., 1981).  
 
Figure 2.1. Aperture problem. Figure adapted from Yazdanbakhsh & Gori, 2011. In both a) and b) the line is 
moving to the right and the size of the circle represents the size of the receptive field, or aperture. If the size of 
the aperture is smaller than the line (a), the cell that does not see the line end perceives a direction of motion 
normal to the orientation of the moving line; this local direction of motion, however, is inconsistent with the true 
global direction of motion of the line. Cells that suffer from this aperture problem and respond only to the 
normal direction of motion are called “component cells” in this model. If the size of the aperture is larger than 
the moving line (b), the cell sees the true global direction of motion (to the right). Cells that don’t suffer from the 
aperture problem are called “pattern cells” in this model. 
The neural trace of the aperture problem is therefore considered to be cells that 
only respond to the local component direction of motion while the stimulus itself may 
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move in a different global direction that cannot be perceived from the local aperture. 
Cells in area V1 and MT initially respond only to the local direction of motion seen from 
their apertures; however, 150-200 ms after the onset of the moving stimulus, area MT 
cells begin to respond to the correct global motion despite receptive fields whose sizes 
are smaller than the moving stimulus, while V1 still largely responds to local motion 
(Pack et al., 2001, Pack et al., 2003). Historically, the aperture problem was studied with 
superimposed moving gratings of different orientations.  If cells only responded to the 
components of motion of the moving gratings (despite a different global, or pattern, 
motion), they were termed component cells. On the contrary, if cells responded to the 
global motion of the superimposed gratings, they were termed pattern cells. In this 
chapter, we borrow the terminology used for moving gratings and refer to cells that suffer 
from the aperture problem as component cells, while cells that respond to the true global 
motion are termed pattern cells. 
Historically, three broad classes of solutions have been proposed to explain how 
the aperture problem is solved: 1) intersection of constraints, 2) vector averaging of 
motion direction, and 3) feature tracking. The intersection of constraints method uses the 
normal components of velocity and predicts the perceived direction of motion from 
where those velocity-space lines intersect (Adelson et al., 1982). In the vector averaging 
approach, the ambiguous line segments are perceived to move in a direction consistent 
with the average of the orthogonal components of the lines (Yo et al., 1992). The 
unambiguous line ends are summed with varying weights together with ambiguous line 
segments to simulate the perception of global motion. In these models, cells are typically 
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divided into two classes (terminator units that can see the line ends, and contour units that 
cannot). The aperture problem is solved by setting the weight applied to the terminator 
units to be larger than that applied to contour units (Lorenceau et al., 1992). Lastly, the 
feature tracking approach propagates unambiguous signals (line ends or intersections of 
line ends) inward to fill in missing information of ambiguous retinal locations; this is 
done via recurrent or feedback neural network (Chey et al., 1997). The intersection of 
constraints and feature tracking methods yield the same outcome (i.e. equivalent at the 
computation level) and are different only at the algorithm and implementation level. The 
above models approach motion integration in two stages: 1) compute local motion in 
early visual areas, and 2) integrate local signals in higher visual areas to obtain the global 
percept of motion. Analogously, in feature tracking models short range filters and 
competitive interactions are assumed to take place in V1, while longer ranger filters in 
MT establish the larger-scale representation of the moving object (Chey et al., 1997).  
The approach in this chapter differs from the above three in several ways: 1) the 
model de-emphasizes intra-areal processing as the central mechanism that propagates the 
relevant information to solve the aperture problem, 2) fast inter-areal and inter-laminar 
connection between V1 and MT feedback information onto different layers of V1, and 3) 
the equations governing the dynamics of V1 and MT cell populations of this model are 
essentially identical, with the only difference being spatial sampling scales and 
membrane potential decay rate constants. Henceforth, the terms “spatial sampling scale” 
and “multi-scale sampling” is used to mean the integration of information from neural 
populations with heterogeneous receptive field sizes, wherein some populations have 
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receptive fields as much as an order of magnitude larger than other populations. This type 
of heterogeneity is well documented in biology (Albright et al., 1987, Bolz et al., 1986), 
but its usefulness is underexplored in modeling work. 
More recently, other models have suggested that multi-scale sampling and 
feedback are the critical components to quickly and successfully solve the aperture 
problem in area MT (Bayerl et al., 2004). However, it remains to be explained why V1 
activity does not look more like MT activity (why it persists to shows component-like 
direction of motion).  In the present work, it is proposed that this inconsistency with 
physiology can be addressed with a neural model that distinguishes what feedback layer 6 
versus layer 4 of V1 receive from area MT. Moreover, while Bayerl et al. propose a 
modulatory (i.e. multiplicative) top-down connection from MT to V1, the model in this 
chapter suggests that the inter-areal connections must in fact be driving (i.e. additive), 
with the only gating/modulatory connections coming intra-areally from V1 layer 6 to V1 
layer 4. 
Moreover, an important distinction must be made between the multi-scale 
sampling in the present model and the integration of local signals in higher visual areas 
with larger receptive fields of prior models. It is true that in both types of models 
integration is the basis for the larger receptive fields seen in areas such as MT. However, 
whereas most prior models see this process as largely serial (calculate all local motion 
then let cells with a larger receptive field group the local motion signals), the multi-scale 
sampling in this model is performed in parallel (cells with small and large receptive fields 
alike receive input from areas like LGN at the same time without waiting for cells with 
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smaller receptive fields to complete their local motion estimation). In addition, unlike 
prior models, it is not the feedback from MT per-se that allows the system to solve the 
aperture problem; it is rather the inhibition that cells with small receptive fields receive 
from cells with larger receptive fields.  
There has also been an increased interest in statistical models that explain how 
and under what conditions the aperture problem is solved. Most of these models rely on a 
Bayesian framework in which the local motion is represented by likelihood functions of 
the line’s position and velocity. Global motion is then inferred by introducing prior 
constraints and computing the posterior distribution (Perrinet et al., 2012). The prior 
constraints are apriori knowledge of cell or motion properties, such as preference for slow 
line speed (Montagnini et al., 2007), smoothness of motion away from luminance 
discontinuities (Tlapale et al., 2010), or knowledge of line end versus line middle 
(Barthelemy et al., 2008). The approach detailed in this model differs in that while it does 
not doubt that the brain exploits various prediction strategies, it remains agnostic to 
whether these prior-like constraints are explicitly available to the neural system. Rather, 
like the solution to the aperture problem itself, the constraints of temporal continuity and 
slow line speed may arise as an emergent property of a multi-scale sampling process. 
Moreover, most statistical models involve computing integrals over hidden variables, 
which is not only time consuming on a single computer but also biologically 
questionable. 
A last distinguishing feature of the model presented here is the emergence in 
simulation of several observable cell properties that were not explicitly targeted as goals 
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of themodel. End-stopping, a phenomenon observed in area V1 and MT whereby cells 
develop suppressed responses to long but not short bar lengths (Pack et. al., 2001, Pack 
et. al., 2003), emerges from model area V1.  This chapter shows that it is possible to 
solve problems in motion integration with this simple multi-scale sampling approach in 
which fast inter-areal and inter-laminar connections complement the relatively slow intra-
laminar communication. Moreover, the model is consistent with cell physiology and 
receptive field sizes. 
 
2.2. Methods 
In this work, a computational model is developed that simulates the response of 
three visual areas (LGN, V1 (layers 4 and 6), and MT) to a vertically-oriented bar 
moving at a 45 degree angle (Figure 2.2). For simplicity, the model only includes cell 
populations selective to three directions of motion (right, up, and up-right). The 
selectivity of the motion direction cells is not absolute but rather relative to the preferred 
direction of motion. In other words, cells that are maximally selective for the up-right 
direction of motion are also somewhat selective to the up and right directions of motion 
(based on the vector components of motion of a 45 degree vector in the up and right 
directions). The representation of direction-selective cells as a distribution around the 
preferred direction is the basis for the belief that introducing denser 360 degree covered 
of direction-selective cells would not cause the model to fall apart. However, the 
robustness of the model to a denser representation of direction-selective cells is beyond 
the scope of this proof of concept model. The model architecture is detailed in Figure 2.3. 
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2.2.1. The model 
The model consists of LGN cells, V1 layer 6 neurons, V1 layer 4 interneurons, 
V1 layer 4 excitatory neurons, and MT cells (Figure 2.3). Non-direction selective LGN 
cells sample the moving bar with receptive fields whose excitatory regions are 1/25th the 
size of the bar. There is no within-LGN (intra-areal) connectivity; the LGN layer receives 
only feedforward input from the moving bar. 
To simulate direction selective V1 neurons, the model introduces the concept of a 
direction-selective mask that is applied to neurons of a given selectivity after they receive 
the LGN input. Model areas V1 layer 6, V1 layer 4 interneurons, and V1 layer 4 
excitatory cells each have three motion direction-selective layers: rightward, upward, and 
right-up (45 degrees). The rightward direction cells, for example, respond best to LGN 
input at the center of the moving bar where the only component of motion that is visible 
to the cell’s receptive field is horizontal (for more detail, see Direction Mask section). 
Model LGN synapses onto three V1 populations: V1 layer 6 cells, V1 layer 4 
interneurons, and V1 layer 4 excitatory cells. These synapses are not only well 
documented in physiology studies of area V1 (Lamme et al., 1998, Van Essen et al., 
1992), but also serve as the backbone for several computational models of V1 (Grossberg 
et al., 2001, Raizada et al., 2001). It was not the aim of this research to complicate the 
model unnecessarily by adding laminar connections; rather, this structure was what was 
found to be necessary and sufficient to explain various aspects of a neural solution to the 
aperture problem. All V1 populations inherit the direction selectivity of the 
corresponding mask (therefore yielding 9 V1 populations: V1 L6 rightward selective, V1 
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L4 interneuron rightward selective, V1 L4 excitatory rightward selective, and similarly 
for the upward-direction selective and up-right direction selective cells). While both 
layers 6 and 4 of V1 receive LGN input, the receptive field sizes are distinct. Model area 
V1 layer 6 has twice the receptive field size of V1 layer 4, which has similar receptive 
field sizes to LGN (see Figure 2.3). These kernel sizes were chosen to be consistent with 
known physiology (Bolz et al., 1986), but the model is agnostic regarding how different 
scale receptive fields are constructed in vivo. 
Model V1 layer 6 cells have modulatory inputs to V1 layer 4 interneurons, as well 
as V1 layer 4 excitatory cells. The idea that V1 layer 6 serves as a “gate” through which 
bottom-up and top-down activity is regulated has been proposed previously (Bolz et al., 
1986). These modulatory connections (effectively, the possibility of multiplication by 
factors including zero) were necessary in explaining why end-stopped cells no longer 
emerge in V1 layer 4 in the absence of V1 layer 6 activity (Bolz et al., 1986). V1 layer 4 
interneurons have inhibitory, driving, synapses onto V1 layer 4 excitatory cells (Figure 
2.3).  
Model area MT is similarly split into three populations that inherit their motion 
direction selectivity from V1: rightward-selective MT cells, upward-selective MT cells, 
and right-up selective MT cells. MT only receives input from V1 layer 4 cells of the same 
direction selectivity; no explicit cross-orientation interactions are modeled in either area 
V1 or MT. However, implicit interactions between cells with different motion direction 
selectivity exist in the definition of the vector average preferred direction in the solution 
plots (see section Analysis of simulation and Figure 2.5). MT receptive field sizes are 
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simulated as roughly 10 times that of V1 layer 4 receptive field sizes (Albright et al., 
1987). There exists evidence for synapses directly from V1 layer 6 onto MT (Maunsell et. 
al, 1983); however, this connection was not found to be fundamental to the model and 
therefore not included.  
The feedback connections in this model consist of MT onto V1 layer 6, and MT 
onto V1 layer 4 excitatory cells (Sillito et. al, 2006). The receptive field with which 
layers 4 and 6 sample MT cells are the same in size and direction-tuning as the bottom up 
receptive fields of these neural populations. Although V1 layer 4 is typically thought of 
as only an input layer, Sillito et al. confirms that “MT provides strong feedback to layer 
4B of V1 in addition to layer 6” (Sillito et al., 2006). 
All excitatory and inhibitory inputs to the model are driving (additive) and 
shunted (modulated by the cell’s own activity), with the exception of V1 layer 6 
synapses, which are modulatory (see Appendix).  
All visual areas (with the exception of LGN) are modeled with distance-
dependent shunting with on-center-off-surround intra-area connections:  
 
    
  
       (     )( ( )   )   (     )( ( )   )    (   )   
 
where xij is the model cell at location (i,j), A is the membrane potential decay rate, 
B stands for the depolarization reversal potential, I(t) is the driving input to the cell at 
time t, C is a kernel for distance-dependent excitation, D is a surrogate for the 
hyperpolarization reversal potential, and E is a kernel for distance-dependent inhibition, 
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and F is a kernel for on-center-off-surround intra-areal interactions. The * operation 
denotes a convolution with the respective kernel. The parameters B=90 and D=60 are 
kept constant for all simulated brain regions. The decay rate, A, and the kernel sizes C, E, 
and F are varied as described in the section Parameter selection. 
LGN is similar to other model areas with the simplification that it does not have 
any intra-areal interactions. For a detailed summary of the equations, see Appendix.  
2.2.2. Direction mask 
To address how the model neurons detect direction of motion, the direction-
selective mask abstraction is introduced. The direction mask functions as a rudimentary 
Reichardt detector, or any other mechanism that extracts “first-order” motion. How this 
direction mask emerges in a biological system is not addressed in this research; rather the 
goal of this paper is to focus on multi-scale sampling of the motion stimulus.  
Motion direction selectivity is achieved in area V1 by introducing a direction 
mask over LGN cells that modulate the sampled activity based on which spatial region 
the V1 cells can perceive (Figure 2.2). For example, at the center of the bar where the V1 
cells only see rightward direction of motion, the rightward mask has the strongest activity 
compared to the upward and right-up masks. Conversely, at the bar ends where the cells 
have access to the true direction of motion, the right-up mask is significantly more active 
than either the rightward or upward direction masks. The direction-selective masks move 
together with the bar over time to simulate which direction-selective V1 cells are 
receiving input from LGN and with what strength. The size of the direction-selective 
masks is no larger than the LGN receptive field size, which does not come close to 
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“seeing” the full moving bar. Therefore, the direction mask concept alone cannot solve 
the aperture problem. 
 
Figure 2.2. Selectivity mask representation. In all of the simulations, the bar moves in the up-right direction 
(leftmost figure). To simulate direction-selective cells, the model introduces a mask that multiplies LGN’s 
activity depending on the location of the receptive field. The rightward direction-selective mask is strongest in 
the center of the bar where only the horizontal direction of motion is registered by a small receptive field. At the 
bar ends where the true direction of motion is registered by cells with small receptive fields, the up-right 
direction selective mask is most active. 
2.2.3. Stimulus 
The stimulus used is a vertically oriented bar 100 units in length and 1 unit in 
width, moving at a 45° angle relative to the horizontal (Figure 2.2). Given that the 
excitatory portion of an LGN receptive field covers roughly 0.2° of visual angle (Zhou et 
al., 2000), the moving bar roughly covers 4°of visual angle in length, and 0.2° of visual 
angle in width. The bar moves at every time step to the upper right corner, where the time 
step refers to the Δt taken by the coupled ODE solver. The total simulation time is 30 




Figure 2.3. Model diagram. V1 layer 4 cells (both excitatory and inhibitory) and V1 layer 6 cells receive bottom-
up input from LGN with different-sized sampling Gaussians, as indicated by the size of the ovals and the x, 2x 
notation. This bottom up activity is first passed through a direction-selective mask, which simulates the motion 
direction-selective cells of V1. MT receives input from V1 L4 and sends feedback to both V1 L6 and V1 L4, 
sampled with different-sized kernels. V1 L6 influences V1 L4 activity through inhibitory interneurons, as well as 
through direct modulatory input. Green arrows indicate inter-areal excitatory connections, while red circles 
indicate inter-areal inhibition. Modulatory connections are in black. All feedforward and feedback connections 
are driving (additive) and shunted by the cells own activity with the exception of V1 layer 6, whose influence is 
always modulatory (multiplicative). Red oval with blue oval surround symbolize on-center-off-surround intra-
areal connectivity. All receptive fields are Gaussian. While the diagrams for upward and right-upward selective 
cells are not shown, they are identical to this figure with the exception of the direction-selective mask applied at 
the beginning. No cross-orientation competition exists. V1L6 = V1 layer 6 cells that are rightward motion 
direction selective, V1L4i = V1 layer 4 inhibitory interneurons that are rightward motion direction selective, 
V1L4e = V1 layer 4 excitatory cells that are rightward motion direction selective, MT = area MT cells that are 
rightward motion direction selective. 
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2.2.4. Analysis of simulation 
To determine whether the aperture problem was solved in the simulation, the 
solution to the aperture problem is defined to be the case where, at every time step after 
time t, the vector average of the preferred direction of motion pointed toward the pattern 
motion (45 degrees from the horizontal), as opposed to the component direction of 
motion. The expected vector average component direction of motion was 2 degrees from 
the horizontal for area V1 layer 4, 4 degrees for V1 layer 6, and 18 degrees for area MT. 
The expected component direction of motion is not uniquely 0 degrees from the 
horizontal because cells that could sense the bar ends and therefore the correct direction 
of motion (45 degrees) are averaged with cells that can only see the middle of the bar (0 
degrees from the horizontal). It is assessed whether the solution to the aperture problem 
was achieved in V1 layer 6, V1 layer 4, and area MT separately. The vector average of 
the population’s preferred direction was assessed at different time points throughout the 
simulation. 
Additionally, cell dynamics for model areas V1 L6, V1 L4, and MT are 
investigated by breaking down the analysis by cells whose receptive fields could sense 
the bar ends versus those that could not. The presence of end-stopped cells was defined as 
suppressed activity after 20ms of simulation time for long bars (cells that could not see 
the bar ends), without any changes in the activity for short bars (cells whose receptive 
fields could see the bar ends). 
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2.2.5. Parameter selection 
To find the appropriate parameter range for the model, the model attempted to 
match the LGN, V1, and MT cells to known latencies, peak response profiles, and spike 
distributions from available data in the macaque visual system. For LGN dynamics, the 
target cell was tuned to have a latency of roughly 20ms (Schmolesky et al., 1998), a peak 
response at 50ms, and complete response decay by 300ms (Maunsell et al.,1999). The V1 
cells were targeted to have a latency of 50ms (Schmolesky et al., 1998), peak response at 
80ms, and response decay by 150ms (Xing, et al., 2012). Model MT neurons were 
targeted to have a 70ms latency (Schmolesky et al., 1998), a peak response at 100ms, and 
a vanishing response by 200ms (Raiguel et al., 1999). Extended sustained responses over 
1 second known to exist to a lesser or greater extent in each cell population were not 
considered. Due to feedback in the model, these target dynamics were not strictly 
enforced but rather served as ballpark guides for the model. The exact decay rates and 
other model parameters can be found in Appendix. 
To enforce the notion of different sized receptive fields in LGN, V1 layer 6, V1 
layer 4, and MT, two-dimensional Gaussians were used to simulate the amount of 
excitatory and inhibitory influence of neighboring cells both within (intra) and between 
(inter) lamina and visual areas. The excitatory and inhibitory Gaussians were up or down-
sampled by the same amount, which was determined by the relative receptive field size of 
the given visual area to LGNs receptive field size.  
All excitatory Gaussian kernels had a standard deviation=0.15 and peak=18 
representing the spatial spread and amplitude of the outgoing signals passed from one 
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visual area to another. The inhibitory Gaussians contributing to the off-surround had a 
standard deviation=1.2 and peak=0.5. These parameters were chosen for consistency with 
other models that use the shunting equation to represent the membrane potential of cell 
populations (Grossberg et al., 1988). The choice for using shunting feedback for cell 
dynamics was driven by its inherent gain control property and ability to solve the noise-
saturation dilemma (Grossberg, 1973). It remains to be assessed whether a model of the 
class described in this dissertation can work and stabilize without shunting dynamics in 
the cell’s membrane equation. 
LGNs receptive field was used as the baseline receptive field, which was then up-
sampled to simulate the receptive fields of V1 and MT. The excitatory portion of the 
LGN Gaussian had a radius of 2 units (cells), while the inhibitory portion had a radius of 
5 units. V1 layer 6 was modeled as having twice the receptive field of LGN (excitatory 
radius = 4 units, inhibitory radius=10 units). Model V1 layer 4 had the same receptive 
field size as LGN, consistent with data that suggests layer 4 has smaller receptive fields 
than layer 6 of V1 (Bolz et al., 1986). Area MT was modelled as having a receptive field 
that is 10 times that of LGN and V1 layer 4 (excitatory radius = 20 units, inhibitory 
radius=50 units) – a modeling decision that is also rooted in physiology (Albright et al., 
1987). All feedback projections from MT to different lamina of V1 are sampled with the 
same size Gaussian as the feedforward projections for that visual area. 
 The intra-areal sampling was simulated by a difference of Gaussians (excitatory - 
inhibitory), whose excitatory and inhibitory regions were down-sampled by 2, relative to 
the cell’s inter-areal sampling kernel (for example, MT’s intra-areal sampling kernel had 
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an excitatory radius of 10 units and an inhibitory radius of 25 units). This relatively 
smaller receptive field was meant to simulate slower intra-areal communication when 
compared to its inter-areal counterpart. In this way, the different size spatial kernels also 
implicate different conduction latencies since given the same amount of time, a slower 
(temporal) signal would mean less of the population response reaches its destination 
listeners (spatial). 
All simulations were performed in MATLAB 2009b. All equations and stimuli 
were modeled in 2D in their differential equation form (see Appendix). 
 
2.3. Results 
Our simulation results show that the aperture problem can be solved in area MT 
with this relatively simple multi-scale sampling model (Figure 2.5). The initial response 
of MT to the moving bar is largely in the component direction of motion (vector average 
preferred direction = 23.6 degrees, while the expected preferred direction if the cell were 
listening to the components of motion is 18 degrees). However, after 60ms, MT switches 
to responding entirely to the pattern motion (vector average preferred direction = 42.6 
degrees, relative to the expected 45 degrees if the cell were listening to the pattern 
motion).  
V1 layer 6 responds mostly to component motion throughout the simulation 
(vector average = 21 degrees early in the simulation, and 25 degrees later in the 
simulation). V1 layer 4, however, begins to shift more strongly toward pattern motion as 
the simulation progresses (vector average = 22 degrees early in the simulation, and 33 
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degrees later in the simulation). This phenomenon of V1 neurons being caught between 
component and pattern motion has been documented in end-stopped cells (most of which 
are coincidentally found in layer 4 of V1) (Pack et al., 2003).  
When the dynamics of the model cells were analyzed, it was discovered that a 
strong end-stopping phenomenon emerged in V1 layer 4 cells (and to a lesser extent in 
V1 layer 6 cells) (Figure 2.4).  After 20ms, most of V1 layer 4 cells had a significantly 
suppressed response to the middle of the bar relative to their initial response (peak 
response dropped by 65%), while the end of the bar response remained unchanged. Pack 
et al. 2003 also found that cells were most strongly end-stopped in layer 4 compared to 
layer 6. Interestingly, this phenomenon was not modeled explicitly but rather falls out of 
the multi-scale sampling approach for reasons described in the Discussion section. The 
model MT cells also had a suppressed response in the middle of the bar after 20ms; 
however, the cells had a suppressed response at the bar ends and therefore cannot be 
called end-stopped. For a detailed breakdown of cell dynamics and preferred directions at 
the bar ends and middle of the bar, see Figure 2.4 and 2.5, respectively. 
In an attempt to understand why end-stopped cells were emerging from the 
model, all feedback connections were cut from area MT to V1 (Figure 2.6A). It was 
discovered that end-stopping can still develop in the absence of feedback only if layer 6 
V1 cells have a larger receptive field than layer 4 V1 neurons (see the Discussion section 
for further explanation). Moreover, the aperture problem could still be solved by MT 
(albeit more slowly) without the feedback as long as end-stopped cells emerge from the 
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dynamics. However, with only a single spatial sampling scale, the model was never able 
to produce end-stopped cells nor the solution to the aperture problem in MT. 
 
 
Lastly, when V1 layer 6 in the model was deactivated (Figure 2.6B), end-stopped 
cells no longer developed in layer 4. This model phenomenon is consistent with 
Figure 2.4. Model dynamics. Cell responses of two representative cells (in red and blue, respectively) in model 
areas V1 L6, V1 L4, and MT. The solid lines represent response of the cells early in the simulation (before 20 
ms), while the dotted lines represent the response later in the simulation (after 20 ms). The first column shows 
the dynamics of the cells whose receptive field spans the bar end; the second column shows the dynamics of cells 
whose receptive fields only have access to the middle of the bar. The figure highlights the development of end-
stopped cells largely in area V1 L4 and to a lesser extent in V1 L6. Unlike V1, certain cells in MT show 
suppression of response to both short bars (where the line end is visible) and longer bars (where the line end is 
not visible), implicating that an entire subset of direction-selective cells (in this case the rightward-direction 




physiology (Bolz et al., 1986), and reinforces the decision of modulatory/gating 
connections from V1 layer 6 to V1 layer 4 interneurons and excitatory cells. 
 
 
Figure 2.5. Preferred direction (PD) of cells whose receptive fields see the bar ends (leftmost column) and those 
that only see the middle of the bar (middle column) for areas V1 L6 (first row), V1 L4 (middle row), and MT 
(third row). The short red line indicates the vector average of the preferred direction. The short black line 
indicates preferred direction if the cells were only responding to the component direction of motion, while the 
green line corresponds to the expected preferred direction if the cell were responding to the pattern direction of 
motion. To get a global view of direction coding in model visual areas, the last column shows the average 
preferred direction for the cells that see the line end and those that don’t together, in areas V1 L6 (first row), V1 
L4 (second row), and MT (third row). The dotted blue lines indicate the preferred direction early in the 
simulation (< 60ms), while the solid blue lines show the preferred direction of the cells after 60ms. Simulation 
area V1 L6 responds most to the component direction of motion and changes the least throughout the 
simulation. Area V1 L4 first responds to the component direction of motion but shifts closer toward the pattern 
direction of motion later in the simulation, such that the vector average of the preferred direction is between the 
two extremes. Area MT responds to the component direction of motion at the beginning; however, after 60ms 
MT responds entirely to the pattern. While the expected pattern motion is the same for all cells (45 degrees), the 
component motion is different based on the size of the receptive field of the model area. The expected component 
direction of motion is not uniquely 0 degrees from the horizontal because cells that can see the bar ends and 
therefore whose component motion is the correct direction of motion (45 degrees) are averaged with cells that 
can only see the middle of the bar (0 degrees from the horizontal). The expected PD for component motion is 2 
degrees from the horizontal for V1 L4, 4 degrees from the horizontal for V1 L6, and 18 degrees from the 




Figure 2.6. A) All feedback is disabled from the model. End-stopping in V1 and the solution to the aperture 
problem by MT still emerges due to the different receptive field sizes of layer 6 and layer 4 of V1. B) V1 layer 6 
is disconnected from the model. End-stopped cells no longer emerge in layer 4 of V1 without layer 6 activity. 




The simulations in this chapter show that it is indeed possible to solve the aperture 
problem through multi-scale sampling between different lamina and visual areas. The 
results are consistent with physiology, which shows that MT resolves the aperture 
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problem while V1 continues to responds largely to the components of motion despite 
direct feedback from MT.  
This research implicates multi-scale sampling (with or without feedback) as the 
key ingredient to the emergence of end-stopped cells in V1 layer 4, which in turn greatly 
facilitate the solution of the aperture problem in area MT. To give an intuitive 
explanation of why multi-scale sampling works, consider a moving bar that elicits 
activity from LGN cells, which then synapse onto rightward direction selective V1 cells. 
The activity in the rightward direction V1 cells is greatest in the middle of the bar where 
the receptive fields only perceive the horizontal component of motion. Now suppose 
these rightward-selective cells sample the LGN input at two different spatial scales and 
that the activity from the larger spatial scale is subtracted from the activity of the smaller 
spatial scale (this corresponds to V1 L4 cells receiving inhibition from V1 L4 
interneurons which receive their input from V1 L6 cells with larger receptive fields). The 
region that will be most suppressed because of this (smaller – larger receptive field) 
activity difference is precisely the middle of the bar. For this reason, the strongest end-
stopping occurs in the rightward-selective cells in V1 of the model, although some end-
stopping can also be seen in right-up direction-selective cells. 
While the model finds that feedback is not necessary for a successful solution to 
the aperture problem in area MT, it facilitates strong end-stopping in area V1 by 
providing a third spatial sampling scale. This model hypothesizes that the more spatial 
sampling scales the system is exposed to, the easier it becomes to suppress activity that 
does not agree between scales. 
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Furthermore, it is shown that it is possible to have a driving feedback model from 
area MT to V1 whereby a solution to the aperture problem in MT does not necessitate a 
solution in V1. This is explained by the fact that: 1) MT synapses on different lamina in 
V1 (Sillito et al., 2006), where input to layer 6 eventually ends up inhibiting activity in 
layer 4 through interneurons, and 2) V1 is continually processing bottom-up input from 
LGN (which is riddled with the aperture problem) in addition to aperture problem-free 
feedback from area MT. Based on physiology and psychophysics (in monkeys and 
humans, respectively), it is hypothesized that the visual system has evolved this way 
because there are evolutionary benefits to have one visual area (V1) preserve local 
motion information while another (MT) processes global motion. Local motion may be 
useful for more than just estimating global motion and solving the aperture problem. For 
example, local motion signal from V1 can be used in other early vision tasks, such as 
optic flow estimation (Beauchemin et al., 1995), and image segmentation (Stoner et al., 
1993). By maintaining both a local and a global registration of motion, the system 
remains flexible to different types of visual and cognitive tasks without binding itself to a 
given scale. It is noted that if the input from MT were modulatory (multiplicative) onto 
V1, V1 would solve the aperture problem as soon as MT does, which is inconsistent with 
physiology.  
The fact that the aperture problem may be solved by fast inter-laminar and inter-
areal connections coupled with slower intra-laminar and intra-areal sampling serves as a 
proof of concept for future work. There are several important limitations of this study. 
First, the system of differential equations does not include temporal delay terms between 
  
40 
different visual areas. It is known that conduction latencies are different for area V1 and 
MT (Bullier, 2001); however, a systematic analysis of both feedforward and feedback 
conduction delays is beyond the scope of this model. Rather, this model treats the 
sampling kernel sizes as a surrogate measure for both spatial and temporal differences of 
receptive fields in V1 and MT. However, it is not obvious that this model assumption is 
correct. It remains to be seen how adding explicit temporal delays that match biological 
constraints impact the solution of the aperture problem in this model. 
Another simplification of this work is the assumption that some filtering process 
enables certain cells to be sensitive to the rightward direction of motion, while other cells 
are selective to the upward, and up-right directions of motion. The concept of a direction 
mask was introduced as an abstraction for some process upstream that develops this 
selectivity biologically. A more complete model should show how motion direction 
selectivity arises as an emergent property of the system and replaces the direction mask 
concept in this model. It is worth noting that V1 layer 6 has strong feedback connections 
onto LGN, which when taken together with feedback from MT to V1 layer 6, may 
suggest a process by which direction-selectivity emerges (Sillito et al., 2006). 
A third limitation to this work is the lack of any cross-orientation connectivity 
between the rightward, upward, and right-up motion-selective cells. There is evidence to 
suggest that this cross-orientation competition exists (Rose et al., 1974; Ferster et al., 
2000); however, it remains to be seen what impact it would have on the aperture problem 
simulation. Lastly, the contribution of other visual areas as potential read-out layers for 
the aperture problem solution cannot be overlooked (for example, area MST has even 
  
41 
larger receptive fields than MT). Many details of the model remain to be fleshed-out; 
however, this work has served as a proof of concept that multi-scale sampling with 
simple Gaussian inter and intra-areal kernels is enough to solve the aperture problem. 
Future directions of research also include validating the model against psychophysical 
measurements of the aperture problem as a function of moving bar length, speed, 
duration of motion, and contrast (Lorenceau et al., 1992). 
The contribution of this model is to reframe motion integration as an emergent 
property of multi-scale sampling rather than hierarchal processing of local-to-global 
information. Specifically, it was investigated whether a simple model in which receptive 
fields of different spatial scales sampling a stimulus in parallel can solve the aperture 
problem. The simulation results support the idea that fast, bi-directional, inter-laminar 
and inter-areal sampling is the key concept that enables a network to solve the aperture 
problem without further need for cells of special function or receptive field shape. 
 
2.5. Summary 
In this chapter, a proof of concept was presented that motion integration in a 
multi-scale sampling model allows one to bypass the need for calculating intersection of 
constraints, propagation of signal from line ends, complicated spatiotemporal receptive 
fields, and other intricate methods. Moreover, the solution to the aperture problem, 
together with the development of end-stopped cells, pops out as an emergent property of 
the network. More work needs to be done to make this proof of concept biologically 
precise; however, it is suggested that this multi-scale sampling approach could be applied 
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to many other classic problems in vision such as optic flow estimation (Sun et al., 2010), 
saliency map computation (Itti & Koch, 2000), image segmentation (Gauch, 1999), 
object detection and texture discrimination (Jolion & Rosenfeld, 1994).
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3. A COMPUTATIONAL MODEL OF THE ROLE OF EYE MOVEMENTS 
IN OBJECT DISAMBIGUATION 
3.1. Introduction 
Disambiguating the identity of objects that occupy a scene in the face of 
conflicting or incomplete evidence is an imperative sub-task of visual investigation. 
While research to date has focused on supervised or unsupervised classification 
algorithms for object recognition, little effort has been devoted to studying how eye 
movements aid the visual system in object disambiguation.  
At first glance, it is not obvious why eye movements should matter to object 
recognition. After all, if one samples a two dimensional object from two different fixation 
points, the resulting images are identical in Euclidean space given that the object is fully 
visible from both vantage points (Figure 1.2 in the Introduction). However, as described 
in the introduction of the dissertation, humans (as well as almost all other mammals) have 
space-variant retinas, complicated further by non-linear cortical magnification. The result 
is a warped image that in humans is approximated by a log-polar transformation. Unlike 
its Euclidean equivalent, a simple translation of a few pixels in the fixation point from 
which the eye samples the image can result in a drastically different representation of the 
object (Figure 1.2 in the Introduction). Therefore, in the context of active vision, how one 
learns an object is also a function of the specific within-object foveation (Schwartz et al., 
1995).  It becomes equally important to understand the experience-based mechanisms 
biasing within-object saccades as the better studied across-object eye movements. 
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An additional challenge to addressing the question of how eye movements aid 
object recognition is the bidirectional nature of the where-what visual stream interaction 
(see Introduction). In other words, the results of the processing in the object recognition 
stream affect the selection of the next eye movement. The question “how do eye 
movements aid the visual system in object disambiguation” can therefore be phrased in 
reverse: how does recognition affect where the eyes look next? To address this central 
question, a computational model, CogEye, was developed (Sherbakov et al., 2013a; 
Sherbakov et al., 2013b). The model includes space-variant vision, object recognition, 
and fixation selection sub-modules that interact in one continuously-learning system. To 
highlight the significance and need for a model like CogEye, a brief review of prior 
vision models follows.  
In the past, vision models have fallen into three broad categories: models of object 
or scene recognition (what system alone), model of eye-movements (where system 
alone), and models of both where and what streams. 
3.1.1. What system models 
Pattern classification and object recognition have long been central topics of 
computer vision research (Duda & Hart, 1973). Many algorithms have been developed 
and detailed review papers written on the topic (Besl & Jain, 1985; Logothetis & 
Sheinberg, 1996; Riesenhuber & Poggio, 2000). A recent review (Bengio et al., 2012) 
describes the problem in terms of finding the appropriate representation for the data, 
making the claim that the most useful algorithms are those that learn the appropriate 
features and data transformations rather than hardwiring filters or extracting pre-defined 
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feature sets. Briefly, among the best performing object recognition algorithms are two 
types of neural networks termed convolutional network models (Ranzato et al., 2007; 
Jarrett et al. 2009; LeCun et al., 2010), and restricted Boltzmann machines 
(Smolensky,1986; Salakhutdinov & Hinton, 2009). Both algorithms (and many others of 
the sort) perform three critical steps: feature extraction, a non-linear transformation on 
the resulting filtered data, and a feature pooling operation. What differentiates the 
algorithms is whether the feature extraction is a learned, random, or a hard-wired filtering 
process, the type of non-linearity used between the feature extraction and the pooling 
stage, the connectivity between different computational units, and most importantly, how 
many of these filter-transform-pool stages are performed. Each of the stages is typically 
performed in one or more layers of the network; the more times the process repeats, the 
deeper the network is said to be (hence the term deep learning). Additionally, while the 
computation performed is similar in most algorithms, the abstractions used by these 
different models ranges from biologically-inspired, such as the HMAX model 
(Riesenhuber & Poggio, 1999), to entirely statistical, like deep belief networks (Hinton et 
al., 2006).  However, almost none of these object recognition algorithms deals with the 
space-variant sampling issues described above. More important, the objects that are 
trained and tested on in the classic datasets are already isolated from the surround. But if 
the artificial visual system is to behave autonomously, there must be an object before one 
can do object recognition. These important missing features limit the usefulness of state-
of-the-art recognition algorithms. 
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3.1.2. Where system models 
On the other end of the spectrum, where system algorithms attempt to model 
fixation selection: where the eyes are likely to look next. Early attempts at addressing this 
topic focused on image features such as color, orientation, and intensity (bottom-up 
saliency) as the attention-grabbing factors that directed eye movements (Itti et al., 1998; 
Itti & Koch, 2000; Peters et al., 2005). While bottom-up saliency models predict human 
eye movements significantly better than fixations made at random (Parkhurst et al., 
2002), they are a poor model for visual attention in more complicated scenes (Henderson 
et al., 2007). Moreover, even when the scene is comprised of a single object, bottom-up 
saliency algorithms perform worse than algorithms that consider other factors (Renninger 
et al., 2007). However, these other experience-based factors (loosely termed top-down 
saliency) that contribute to fixation selection are widely debated (Kowler, 2011). 
Processes such as spatial attention (Pomplun, 2006), amplification of features found in 
target objects (Dosher & Lu, 2000; Grossberg & Huang, 2009; Lu et al., 2010), 
representation of objects rather than features (Einhauser et al., 2008), overall layout of the 
scene (Torralba, 2005), increasing visibility of detail (Najemnik & Geisler, 2009), 
contextual cues (Torralba et al., 2006), and task-relevance (Turano et al., 2003; Malcolm 
& Henderson, 2010; Rothkopf et al., 2007) all play a role. Another interesting, but 
seldom considered where system model, ScanPath theory (Noton & Stark, 1971), posits 
that rather than higher-level cognitive processes driving the selection of the next saccade, 
it is the motor memory (the scan path) from prior views of the same image. 
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Unlike recognition algorithms, most fixation selection models don’t ignore the 
space-variant aspect of vision. In fact, many included space-variant sampling in the form 
of “image pyramids” – images sampled at multiple spatial resolutions. What limits the 
usefulness of these models is rather their narrow scope. The field is slow to converge on a 
consistent hypothesis regarding what drives eye movements because many of the 
confounding factors (such as recognition and context awareness) are not included in the 
fixation selection models.  
3.1.3. What-where models 
To address the questions at hand (how do eye movements aid the visual system in 
object disambiguation, and how does recognition affect where the eyes look next), two 
critical criteria for the model are necessary: 1) the model must sample the object with 
active eye movements where the resolution of the resulting image is space-variant, and 2) 
the model must have both a where and what stream with the potential for modeling the 
interaction between the two pathways. These criteria leave several yet undiscussed 
models: ARTScan (Fazl et al., 2009), the saccading restricted Boltzmann machine 
(sRBM) (Larochelle & Hinton, 2012), and the entropy minimization algorithm of 
saccades as experiments (Friston et al., 2012). While both the sRMB and the model by 
Friston et al. include bi-directional where-what stream interactions, only the sRBM 
considers the issues that space-variant vision poses. However, both models lack a 
mechanism that deduces when the fixation has transitioned from an old object to a new 
object in the absence of a supervised teaching signal. In other words, if two identical 
objects were presented side-by-side with some spatial gap separating them, neither model 
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would be able to deduce that these were in fact two distinct objects if the same fixation 
locations were selected on both objects. This missing feature hampers the ability of the 
model to define for itself what an object or surface is; rather, the models only perceive 
the objects as a collection of features (the spatial properties of the object are ignored). In 
comparison, ARTScan has a higher degree of autonomy but the model does not posit a 
what-where interaction (only the unidirectional where-what connection is modeled in 
detail). Moreover, the dynamics in ARTScan make it difficult to tune the model’s 
parameters to produce the desired model behavior. Taken together, this brief summary 
points to the need for new integrated models of the where and what visual streams to 
adequately address the questions posed.  
CogEye, presented here, adopts many useful ideas from prior modeling work: a 
space-variant log-polar image sensor, what system classifiers (Baraldi & Alpaydin, 1998; 
Baraldi & Alpaydin, 2002a; Baraldi & Alpaydin, 2002b), and where system fixation 
selection algorithms (Fazl et al., 2009). However, rather than modeling the precise 
dynamics of the systems, the model abstracts much of the detailed biological machinery 
in the interest of simplifying down to the core functionality. This simplification allows 
for integration of many sub-systems into a larger whole. Another fundamental difference 
in CogEye is the use of Cog Ex Machina (Cog), a graphical processing unit (GPU)-based 
cognitive computing software platform jointly developed by Hewlett Packard Labs and 
the Boston University Neuromorphics Lab (Snider et al., 2012). Due to their complexity 
and modeling platform, prior models have been limited by computational resources and 
are infeasible to implement on an incremental learning system. In contrast, CogEye 
  
49 
leverages the large-scale parallel computation of GPUs to achieve near real-time 
performance.  
In addition to its broader functionality and faster performance, CogEye explores a 
novel mechanism that addresses the questions:  how do eye movements aid the visual 
system in object disambiguation, and how does recognition affect where the eyes look 
next. This bidirectional what-where stream interaction uses prior eye movements from 
the where system and the evidence accumulated in the what stream to disambiguate 
object identity and influence the selection of the next best saccade.  This mechanism is 
termed the disambiguation strategy and differs from the contending models described 
above. Unlike ARTScan, CogEye posits that how objects are learned affects the where 
system’s decision during saccade selection. CogEye does not assume a confirmation bias 
during saccade generation (as in the sRBM) nor does it explicitly use complex Bayesian 
inference or free-energy minimization techniques (as in Friston et al. 2012). CogEye is 
closest in genealogy to Noton and Stark’s ScanPath theory (Noton & Stark, 1971), but 
rather than committing to the idea that saccades are entirely controlled by the motor 
memory of prior eye movements, the model hypothesizes that it is a conjunction of the 
eye position and the evidence accumulated at that location that forms the basis for the 
generalized object memory. In other words, in the model presented here, eye position 
itself is a feature – in the same way the extracted corners and edges of the object shape 







Figure 3.1. CogEye description. The model, CogEye, is comprised of four sub-systems: image preprocessing, 
where pathway, what pathway, and the external teacher. The main functions of each pathway are detail inside 
the box description. Blue arrows describe the type of information exchanged between the subsystems. 
3.2.1. Terminology 
In neurobiology, the term saccade has a specific and technical definition: rapid (> 
80°/sec) eye movements that shift the line of sight made to bring the fovea – the center of 
best vision – from one selected location to another (Kowler, 2010). Not all saccades are 
visually guided, however; other forms of saccades may originate from un-related 
processes and include anti-saccades (eye movements away from the visual target) 
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(Everling & Fischer, 1998), memory guided saccades (eye movements toward a 
remembered point) (Pierrot-Deseilligny et al., 1991), and predictive saccades (eye 
movements that anticipate a temporally or spatially predictive pattern) (Bronstein & 
Kennard, 1987). CogEye aims to model visually-guided saccades and some aspects of 
memory guided saccades, but does not consider anti-saccades or predictive saccades. 
Furthermore, there is a distinction between micro-saccades and saccades, based on the 
amplitude of the eye movement (classic microsaccades are <15 minutes of arc).  Micro-
saccades are grouped in the category of fixational eye movements, together with ocular 
drift, and micro tremors, while saccades are not considered fixational eye movements 
(Rolfs, 2009). These distinctions are important since it has been shown that little to no 
visual processing can be achieved during a saccade, rather the processing occurs during 
the fixation following the saccade (Fuchs, 1971). To complicate matters, there are 
different criteria for defining a fixation based on the velocity of eye movements, 
dispersion of fixations, and the dwell time of the eyes (Salvucci & Goldberg, 2000). 
However, because CogEye does not model eye movement velocity or fixation dwell time, 
all eye movements in the model are referred to simply as saccades (regardless of their 
amplitude). In addition, it is assumed that the processing in the model takes place during 
the fixation (synonymous with the term foveation, in this paper).  
3.2.2. Model details 
CogEye is comprised of four sub-systems: input pre-processing, the where 
system, the what systems, and an external module that can provide a teaching signal to 
the what system (Figure 3.1). Each sub-system contains one or more modules, each 
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performing a distinct task and communicating the result of the computation to 
neighboring modules (Figure 3.2). 
 
Figure 3.2. Detailed model diagram. The preprocessing, what pathway, where pathway, and external teacher 
subsystems in the CogEye system diagram (green, gray, blue, and red boxes, respectively) are broken down into 
modules (individual boxes). The lettering on the modules serves both as anchors for the diagram (to avoid long 
feedback arrows) and to reference the module in the text description. Black arrows represent excitatory or 
inhibitory connections between modules, while green and purple arrows are reserved for where-to-what and 
what-to-where system connections, respectively. Briefly, the preprocessing system is comprised of a space variant 
image sensor (A) and bottom-up saliency extraction algorithms (B). The where pathway includes computation of 
the overall salience in the space-variant image (H), a mechanism for selecting the next fixation location (C), 
execution of eye movements (D), an inhibition of return module (G), an attentional shroud that helps separate 
figure from ground (E), an algorithm that determines when the eye has foveated on a new object (F), a size 
invariant representation of the fixation location on the object (I), and a module that calculates top-down salience 
(J). The what system is comprised of a module that classifies different object views (K), groups views into object 
representations (L), groups objects into name representations (M), keeps track of significant view locations (O), 
and determines the best saccade location based on the evidence from the recognition pathway and prior eye 
movements (P). The external teacher subsystem is comprised of the teaching signal, which can supervise the 
model in learning object-name associations (N). 
Since many of the mechanisms in CogEye grew out of ideas developed in the 
ARTScan model, for a detailed explanation of the biological-inspiration or origin of 
terminology, the reader is referred to the ARTScan papers (Fazl et al., 2009; Foley et al., 
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2012). The algorithms and implementation of CogEye (an in-depth description of the 
equations can be found in Appendix B), however, bear no resemblance to the dynamics in 
ARTScan. To place the central contribution of the disambiguation model in CogEye in 
context of the larger model, an overview of each sub-system (and the modules therein) 
prior to the what-where additions are described first. The detailed description of the new 
model components follows. 
Preprocessing (boxes A and B) 
The pre-processing sub-system implements the space variant image acquisition 
and the extraction of image features, such as edges, orientation, phase congruency, and 
luminance (boxes A and B in Figure 3.2, Appendix B: Visual Image, Bottom Up 
salience). Only one eye is modelled to sideline issues to do with vergence and 
coordinated eye movements. The space-variance of the image sensor is approximated by 
a log-polar transform (Appendix B: Coordinate system transformations); it is important to 
note that all transformations (including space-variant sampling) are performed in 
software rather than hardware. Moreover, once the image is acquired in log-polar 
coordinates, the feature extraction algorithms that determine bottom-up salience are 
computed directly on the warped images rather than the Cartesian space equivalents. 
Once image features are extracted, bottom-up salience is defined as a linear combination 
of the resulting luminance and phase congruency maps. 
Where system 
The where system is tasked with selecting the next location of foveation (box H 
and C in Figure 3.2), moving the eye to the chosen location (box D in Figure 3.2), 
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forming an attentional shroud around the object of foveation (box E in Figure 3.2), 
maintaining previously foveated locations in working memory (box G in Figure 3.2), 
generating a signal that informs the what system when the object of foveation has 
changed (box F in Figure 3.2), determining the within-object size-invariant location of 
the saccade (box I in Figure 3.2), and sampling from the top-down saliency map that 
contributes to saccade selection (box J in Figure 3.2). Each module will be discussed in 
turn. 
Coordinate system transformations 
As previously mentioned, many of the processes concerning image sampling and 
feature extraction are assumed to occur in a space-variant manner (log-polar coordinate 
space). However, the signal for the eye to move and how much to adjust the pitch and 
yaw by are calculated in Cartesian coordinates. Many where system processes are 
therefore tasked with translating between representations of a signal from one coordinate 
system to another (see Appendix B: Coordinate system transformations). 
Hotspot selection (box C) 
The next foveation location in the model is termed the hotspot (Fazl et al., 2009). 
The hotspot is determined based on the saliency map (which includes both bottom-up and 
top-down contributions) and inhibition of return (box G in Figure 3.2). While the saliency 
map assigns a value to each spatial location, the hotspot is a winner-take-all 
representation of that saliency map. In addition, the saliency map is gated by spatial 
locations that have not recently been fixated, to prevent the eye from coming back to the 
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same location time and again. This mechanism, termed inhibition of return (IOR) 
gradually wears off with time (see section Inhibition of return). 
Eye movements (box D) 
Once the next hotspot is selected, its log-polar representation is transformed into 
Cartesian coordinates (see Appendix B: Coordinate system transformation). The model 
then compares the current pitch and yaw of the eye (presumably translated from 
proprioceptive information) to the vertical and horizontal locations of the future hotspot.  
The difference in vertical and horizontal position from current eye position tells the eye 
by how much it needs to move. Once the eye moves, the current eye position is placed on 
the inhibition of return working memory map. 
Inhibition of return (box G) 
The main function of IOR in the model is to ensure that the eye does not 
perseverate on the same salient spatial locations. When a saccade is made, its location is 
stored on the IOR map. This map includes a leak term so that the same spatial locations 
can be revisited once IOR wears off. 
Shroud (box E) 
A critical function of the where system is the formation of an attentional shroud 
around the foveated object. One feature that distinguishes ARTScan and CogEye from 
models of the same class is the ability to autonomously separate the object of foveation 
from the surround; this is the main function of the form-fitting attentional signal (see Fazl 
et al., 2009 for details on terminology). Once the hotspot is selected and the eye has made 
the saccade to the new location, the contour of the attended object is discovered by a 
gated convolution of the hotspot with a small circular kernel. The process simulates a 
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seeded outward diffusion from the current point of fixation, where the boundaries of the 
diffusion that cannot be crossed are defined by the contour boundaries established in the 
preprocessing system. The resulting contour is devoid of the surround; the contour 
together with its surface properties is termed the shroud.  
Reset (box F) 
Another distinguished feature of ARTScan and CogEye is a mechanism by which 
the model deduces when the eye has transitioned from one object to another, based on 
spatial (instead of recognition) properties. Briefly, if the newly selected hotspot falls off 
the surface of the previously discovered shroud, the model decides that a new object has 
been foveated. This reset signal (see Fazl et al., 2009 for biologic plausibility) is a critical 
input from the where pathway to the what pathway that allows for the grouping of 
multiple views into object category representations. In other words, while the reset signal 
is not active, the object classifier of the what system (see Object category section) 
continues to group views as belonging to the same object. Once the reset has been 
triggered, a new object category node(s) will represent subsequent object views. 
What system 
The what system learns object views, groups views into objects representations, 
and associates names with object categories.  As such, it is implemented as a series of 
hierarchical classifiers that perform unsupervised view clustering, classification of view 
categories into object categories based on the reset signal from the where pathway, and 
supervised or unsupervised categorization of objects into name categories. Once certain 
view-object-name associations are learned, the name category can influence view 
  
57 
category recognition through a top-down priming mechanism. Additionally, the what 
pathway can take as input an external teaching signal that represents the correct name of 
the foveated object. For a detailed account of all model equations, see Appendix B. 
View category (box K) 
The first task of the what system is to cluster the input surface properties 
generated from the pre-processing and where system (see section Shroud) into view 
categories. The unsupervised learning network that does this clustering is a simplified 
fuzzy Adaptive Resonance Theory net (sART) (Baraldi & Alpaydin, 1998; Baraldi & 
Alpaydin, 2002a; Baraldi & Alpaydin, 2002b). Briefly, sART borrows concepts such as 
the matching of bottom-up features with top-down representations from adaptive 
resonance theory (Carpenter & Grossberg, 1987) and the self-organizing learning 
techniques from Kohonen nets (Kohonen, 2001). In addition to input from the surface 
properties (bottom-up input), the view category also takes as input the activate object 
category nodes (top-down input) that have been associated with a given object name. 
Object category (box L) 
The goal of the object classifier is to determine which views should be bound to a 
consistent object representation.  Once the what system produces view category(ies) that 
are excited by the shroud-modified input features, the view category neurons (or nodes) 
excite the object category layer (bottom-up input). A dominant idea in CogEye (and 
ARTScan) is that the reset signal from the where system should inform the what system 
when the foveated object has changed; until that time, the what system continues to group 
active view category nodes into the same object category representation. In addition to 
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bottom-up input, the object category layer also considers the activation of name category 
neurons (top-down input), whereby name category neurons can excite the object category 
neurons that have previously been associated with the given name. The accumulation of 
object evidence (bottom-up and top-down) is computed via a discrete time-step 
approximation to a recurrent competitive field (for a review of the differential form of 
recurrent competitive fields, see Grossberg, 1973), where the resulting active nodes are 
those that exceed a threshold, as well as the associated nodes whose activity is within 
some percent of the winning category. The association between active view category and 
object category neurons is learned via Oja’s rule (Oja, 1982). 
Name category (box M) 
The last hierarchical stage of the what system is the name category classifier. The 
name category network groups different object category neurons (bottom-up input) with 
name category neurons using an externally provided teaching signal (top-down input) 
that may be present, partially present, or entirely absent. As with the object category 
layer, the accumulation of name evidence is computed via a discrete-time step 
approximation to a recurrent competitive field, and the association between active object 
and name cells is learned via Oja’s rule. While the what system learns the object-name 
association based on the teaching signal, it does not always blindly follow the teacher. If 
bottom-up information exists from active object category neurons that contradicts the 
teacher, the what system can decide not to learn any associations due to the confusion. 
This mechanism may prove to be important in real-world situations when the teaching 
signal can be mistaken. 
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External teacher (box N) 
The teaching signal is an (optional) external signal supplied by the user that 
informs the what system about the currently-viewed object name. The teaching signal is a 
vector whose value is 0 in all locations with the exception of the one corresponding to the 
object name (whose value is 1). When the teaching signal is present, the top-level 
classifier of the what system (the object-to-name layer) is said to be working in a 
supervised mode. However, it is important to note that even in supervised mode, the 
input-to-view and view-to-object layers are always learned in an unsupervised fashion. 
What-where interaction 
The novel disambiguation strategy of CogEye is detailed in Figure 3.3. To keep in 
mind how the new components fit into the rest of the model, Figure 3.2 box names are 
referenced throughout. As an overview of the details that follow, CogEye builds object-
saccade evidence maps in a continuous manner as the eye explores its surroundings, 
learning views, objects, and names. These maps are an accumulation of where on the 
object the eye has previously fixated and the evidence it gained at that location. 
Depending on the degree of uncertainty about the identity of a given object, CogEye uses 
the size-invariant saccade evidence maps to decide on the location of the most useful next 
fixation; this location is the region of greatest disagreement between the contending 
saccade evidence maps. To guide a within-object saccade, the chosen size-invariant 
location is then transformed to a size-variant representation on the foveated object. This 
top-down contribution to the planning of a saccade is incorporated with the bottom-up 
saliency map in an additive manner. The next chosen saccade is therefore a function of 
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both bottom-up and top-down control with the weight between the two determined by the 
strengths of saliency and object-saccade disagreement, respectively. 
 
 
Figure 3.3. Disambiguation model. Hand-written digits are used as an example and modules are marked with 
their alphabetized box names from Figure 3.2. As CogEye makes saccades around a sea of digits, it continuously 
learns size-invariant maps of where on the object the eye has fallen and what the evidence contribution at that 
location was (this is the saccade evidence map, box O). When the eye encounters an ambiguous view, it checks 
the name evidence for the different contending objects (box M) and weighs the appropriate saccade evidence 
maps by the current object evidence (box P). The disambiguation map then calculates the most distinguishing 
spatial locations on the object by looking at the difference between the weighted saccade evidence maps (box P). 
After a transformation back to a size-variant representation of the object, the top down evidence (box J) from 
the disambiguation map is combined with the bottom up evidence (box B) to define the cumulative salience (box 
H). 
Saccade position field (box I) 
 The function of the saccade position field is to represent the current 
fixation on a size invariant map that marks where on the object the fixation falls. Since 
the current saccade is always in the center of view, its coordinates are (         )  
(
    
 
 
    
 
)  where      and      are constants that represent the number of columns and 
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rows in the field of view image, respectively. Note, this is not the same as the size of the 
foveal (log polar) image (see Appendix B: Notation and Coordinate system 
transformation). 
To determine where the saccade is relative to the whole object, the top, bottom, 
left, and right points of the shroud matrix, R, are calculated.  
rl  P  first column of shroud with non zero entry, 
rr  P  last column of shroud with non zero entry, 
rt  P  first row of shroud with non zero entry, 
rb  P  last row of shroud with non zero entry, 
where the subscript LP represent space-variant, log-polar coordinates. Since a 
space-variant warping of coordinates does not lend itself well to creating a size-invariant 
saccade map, a transformation from the log-polar coordinates to Cartesian coordinates is 
performed (see Appendix B: Coordinate system transformation and Saccade position 
field). The resulting Cartesian space coordinates for the left, right, top, and bottom of the 
shroud are represented by                            .The position of the foveation relative 




           
             
 
           
             
)  
where 1 in the x-coordinate position would indicate at the very right of the object 
(0 at the left), and 1 in the y-coordinate position would indicate at the very bottom of the 
object (0 at the top). The relative coordinates are now invariant to the object’s size and 
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can be placed on a size invariant saccade position field, S. The size of the invariant map 
is arbitrarily chosen to be a 10x10 matrix.   
 (   )  {





Saccade-evidence map (box O) 
Once the size-invariant saccade position matrix is computed, it can be used by the 
what system to associate spatial locations with the feature-based object evidence gathered 
at that location. Unlike ARTScan, CogEye does not assume that all views of an object are 
equally important to its representation. On the contrary, not all views are created equal in 
the model and to keep track of which views (from which within-object spatial location) 
gave the most information (as measured by name evidence), the saccade-evidence map is 
calculated. The learning of the relationship between a size-invariant saccade position 
matrix, S, and the what system evidence attributed to the object name at that view 
location is stored in the matrix wSN (where S stands for saccade, and N stands for name 
evidence). See section Name Category and Appendix B section Box M for the equation 
governing name evidence. The update of wSN is a simple associative learning rule 
between the saccade position vector and the name evidence, plus a divisive normalization 
term to ensure that each row of wSN (the associated spatial positions for each name node) 
is scaled to its maximum value:  
       (       
 )  
 
        (        )
    
where a is the scaled name evidence vector, and s is the size invariant saccade 
position matrix rescaled to be a 100x1 vector: 
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  (  nthresh)  (
 
∑   
n
   
) 
 ( )   (         )  where                   
where n is name evidence, and the constant         is a user set threshold between 
0 and 1. The operator,  , denotes element-wise multiplication (for more details on 
notation, see Appendix B: Notation). The divisive normalization bounds for both the 
update of the weight matrix, wSN, and the scaled name evidence, a, are to ensure that the 
values of both stay between 0 and 1. Notice there is also no “leak” in the learning of the 
saccade-evidence map. However, elements of the matrix can decrease if their values 
relative to the maximum value in that row decrease. In other words, if one element in a 
row grows, then other elements can decrease due to normalization to the maximum 
element. 
Disambiguation map (box P) 
So far the model has only been accumulating evidence and associating it with a 
particular spatial location for a given object. However, to be able to use that information, 
the model introduces the notion of a disambiguation map. When an object is foveated by 
CogEye, it activates the relevant view, object, and name category nodes (see View, 
Object, and Name Category sections). The name evidence vector, n, is then used to 
access and weigh the saccade-evidence map rows that correspond to the given name 
evidence vector: 
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The mean values are then computed for the columns of the weighted matrix, 
           . The resulting column vector corresponds to the mean saccade-evidence 
map at each spatial location, indexed 1:100 (or if rescaled for ease of interpretability, this 
is a 10x10 matrix that shows size-invariant mean number of fixations, weighted by 
evidence, across all contending objects in the name vector, n). The mean value is 
determined by the operation: 
             
     where   
1
n
    (n) 
The constant, n, is the number of elements in the name evidence vector and the 
vector ones(n) is a column vector of size n where the value of each element is 1. Once the 
mean of the name-weighted saccade-evidence map is computed, the standard deviation is 
approximated with the below operations: 
        where      (              
 )  and b     (n) 
In the two-fold operation, C is a matrix that stores the absolute value of the 
difference between each element in the weighted saccade-evidence map and the 
computed mean for the corresponding spatial position. The difference is then summed for 
each row (spatial position node) via the cross dot with a unity vector to produce the 
100x1 column vector, d. The resulting values of the disambiguation vector, d, can be 
thought of as the difference between saccade-evidence maps for two or more contending 
name nodes; the map therefore highlights the spatial locations where the contending 
saccade-evidence maps are most different. 
Since the model is not interested with the exact value of the standard deviation for 
each spatial position but rather the values relative to other spatial positions, several steps 
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of a typical standard deviation computation are skipped, such as division by the sample 
size, n, performing the square root operation, and squaring each addition instead of taking 
the absolute value. These additional computations would just scale all values but not 
change their relative relationship to each other.  
Lastly, the disambiguation vector, d, is reshaped to a 10x10 disambiguation 
matrix (map), D: 
 (   )   (    )  where (   )  (
    
  
    (
    
  
))  
where rem, is the remainder operator.  
Top down salience (box J) 
In order for the disambiguation map, D, to influence the next saccade selection, it 
must be transformed back from its size-invariant representation to one that is appropriate 
for the particular size of the object under foveation. Similar to the forward transformation 
(size variant to size invariant), a linear stretch and shrink technique is used. The size of 
the object (height and width) is again determined by finding the coordinates of the top, 
bottom, left, and right edges of the shroud (see section Saccade position field). The 
coordinates are again transformed to their Cartesian equivalents (see Appendix: 
Coordinate transformations) and the height and width of the object are given by: 
(   )  (                           )  
where                             are the left, right, top, and bottom corners of the 
shroud in Cartesian field-of-view coordinates, respectively. The disambiguation map, D, 
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is then expanded or shrunk by the size of the object. Instead of up or down sampling by 
an arbitrary amount (a difficult operation in Cog), a re-indexing operation is performed: 
(         )  (  
      
  
   
      
  
)  
where (             )     are the size-invariant indices of the disambiguation 
map. As an interpolation technique, the size-variant disambiguation map is smoothed 
with a 3x3 Gaussian kernel: 
    (         )   (             )   (   )  
where K is the Gaussian (standard deviation of 1) and * denotes the convolution 
operation.  Since a future saccade can be made outside of the current field of view, the 
disambiguation map is transformed from field of view coordinates to image coordinates 
(see Appendix B: Top down salience).  
Finally, since the model samples the image in log-polar space, the image-centered 
disambiguation map,    , must be sampled with a log-polar transform if the competition 
between bottom up and top down salience is to happen in the same coordinate space. The 
resulting log-polar space disambiguation map is the top down salience signal,     .  
Salience (box H) 
The last stage of incorporating the disambiguation model into the CogEye 
framework is to allow the top-down salience calculated in the previous section to 
influence fixation selection. The proposed interaction between bottom up and top down 
salience (     and     , respectively) is a simple linear combination of the two. The 
total salience,      , is then given by: 
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Although it may appear that top-down salience contributes more to the total 
salience than the bottom-up contribution, the bottom-up salience is actually a summation 
of the luminance map and the phase congruency map (see Appendix B: Bottom up 
salience) therefore it contains values that are potentially double those in the top-down 
map. 
Computational Platform 
CogEye was developed on Cog Ex Machina 3.4, a GPU-based cognitive 
computing software platform jointly developed by Hewlett Packard Labs and the Boston 
University Neuromorphics Lab (Snider et al., 2012). Large models on the scale of 
CogEye often require intensive computational resources to run at or near real-time rates. 
By performing large scale parallel computations using principles of tensor algebra, Cog 
enables modelers to develop systems that optimally leverage highly parallel digital 
processors such as GPUs. Additionally, Cog abstracts away most of the “housekeeping” 
demands of complex GPU and parallel programming environments, enabling modelers to 
efficiently design large-scale applications that are capable of handling challenging tasks 
in real-world applications. 
 
3.3. Results 
Documentation of model performance and comparison to human performance is 





3.4.1. Model predictions 
The disambiguation strategy of CogEye makes several testable predictions for 
systems or species that exhibit “smart saccades”. The model aims to make a generalizable 
statement about such a system without the specific cellular-level details and variations 
that characterize a particular species.  The predictions, however, are phrased for a human 
observer for clarity. Both predictions are based on the idea that the system learns which 
spatial locations are most important and looks there during both learning and recognition. 
Prediction 1: eye-movements during object recognition are contingent on the 
subject’s eye movements during object learning. 
Prediction 2: during object recognition, subjects will make eye-movements to the 
parts of the object that disambiguate it most from all other contending objects that the 
subject has learned. 
While the model strategy is an intuitive way to optimize the location of within-
object saccades to increase recognition certainty, it may not be what the mammalian 
visual system does. To address this potential concern, the eye-tracking and psychophysics 
experiment (Chapter 4) tests the two predictions and compares model eye movements 




3.4.2. Model limitations and future directions 
While CogEye is a more comprehensive model of the what-where visual stream 
than most models to date, there are tradeoffs between the breadth of model and the 
biologic plausibility of the model components. Unlike ARTScan, CogEye does not 
attempt to label processes in the model with the corresponding brain regions. It is 
acknowledged that by reducing the dynamics and complexity of the algorithms, the 
modules in CogEye are best approximated by equations that have little bearing on 
biological computational units. Another limitation of the model is its over-simplified 
treatment of the interaction between bottom-up and top-down salience. The linear 
combination of saliency terms is not guided by data and warrants a closer inspection in 
future iterations of the model. Moreover, an adaptive tuning of when (under what 
circumstances) one saliency map weighs more heavily in importance over another is a 
critical missing feature of CogEye. 
Another limitation of the model is the lack of a hardware sensor to acquire the 
space-variant object views. Since all transformations are done in software, the system is 
effectively sampling the input with equal resolution throughout and subsequently 
throwing away information at the periphery. While this improves bandwidth (smaller 
neural fields are passed between modules), it does not reduce the number of 
computational units used to sense the image in the first place (as does the biological 
system). A future ambition for the model is to use sensors or optical lenses that embed 
space-variant sampling directly into the hardware. 
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The disambiguation mechanism described in this chapter addressed within-object 
saccade strategies. However, a dominant number of saccades under natural viewing 
conditions are across-object saccades. A future direction of the model is to generalize the 
disambiguation mechanism to across-object and visual search saccade strategies. Lastly, 
CogEye as presented here sampled a static image; however, in a dynamically changing 
scene, anticipation and memory-guided processes become critical for an organisms 
survival. To push CogEye into the temporal domain, work in progress embeds CogEye in 
a larger model that links object learning and active vision with visual temporal sequence 
learning. By learning the sequence in which objects and visual events unfold in time, the 
model will be better equipped to autonomously detect (and subsequently respond to) 
potentially dangerous or rewarding situations. 
 
3.5. Summary 
How we move our eyes impacts the particular location from which we view an 
object, which in turn affects how we represent and recognize the object. The question of 
how past within-object saccades during learning affect future saccade selection during 
object recognition or disambiguation is an under-explored topic.  
CogEye explores a novel mechanism by which past within-object exploratory 
saccades, in conjunction with bottom-up saliency, influences future saccade selection. 
The model hypothesize that the process of generalizing the shape of an object is not 
solely determined by the exemplars or prior views that the system has encountered. 
Rather, the memory for the shape of the object is a combination of the relative location of 
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a saccade within the object and the distinguishing features (or evidence for the object 
identity) from the viewpoint of the current fixation. Moreover, this generalization of the 
object is what enables the where system to select saccade locations that best disambiguate 
object identity. In this respect, CogEye is consistent with data that supports a more active 
role of saliency maps in saccade decisions early after stimulus onset (when there is no 
generalization of the object yet), with a gradual shift toward top-down influence as 





4. VALIDATION OF AN ACTIVE VISION MODEL AGAINST HUMAN 
PSYCHOPHYSICS 
4.1. Introduction  
To validate the disambiguation model predictions discussed in Chapter 3, an eye 
tracking and psychophysics experiment was designed in the Vision Lab at Boston 
University. Briefly, the central question posed to the model, CogEye, in the previous 
chapter was: how do eye movements during learning affect eye movements during object 
disambiguation? The objective of this study was to test two fundamental model 
hypotheses: 1) eye movements of a human subject during object recognition are 
contingent on the subject’s eye movements during object learning, and 2) eye movements 
during object recognition will be directed to locations that disambiguate that object the 
most from the other contending object that the subject has learned. 
It is difficult to objectively validate models of saccadic eye movements during 
object learning and recognition for several reasons. First, there is considerable inter-
subject variability (Renninger et al., 2007), making it difficult to draw conclusions from 
averaged results. Second, prior eye-tracking and psychophysics paradigms often expose 
confounding factors that are not modeled by the fixation selection algorithm, or 
conversely exclude the factors that are pertinent to the question under investigation. For 
example, the focus of several eye-tracking studies has been on analyzing eye movements 
during object learning (but not recognition – a critical missing feature to address the 
question at hand) (Melcher et al., 1999; Renninger et al., 2007), 3D object recognition 
(which confounds eye movement strategies with non-trivial binocular depth processing) 
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(Leek et al., 2012), or visual search tasks (which may impose a different goal-based 
objective on saccades not present in within-object exploratory saccades) (Najemnik et al., 
2009; Hwang et al., 2011; Torralba et al., 2006). Lastly, the metrics used to validate 
fixation selection models are not consistent across labs (Wilming et al., 2011). These 
factors prompted the current study to scrutinize CogEye under several different 
goodness-of-fit metrics, as well as tackle important issues such as subject variability, and 
confounding experience-based effects (such as object recognition) on eye movements.  
To mitigate the problem of inter-subject variability in eye movements, the study 
proposed a new validation paradigm in which the model is an active participant in the 
eye-tracking and psychophysics experiment (with the same inter-model variability in 
saccade patterns as observed inter-subject variability). In other words, instead of 
comparing one model simulation to all (or the averaged) human subject data, each human 
subject had his/her own model equivalent. During the time the human subjects learned 
views of different objects, CogEye repeated their individual eye-movements. When the 
subject was thereafter asked to identify the test object, the model generated its own eye-
movements and these were allowed to deviate from the human subject’s saccade patterns. 
By enforcing model eye movements during learning, it is possible to measure whether 
CogEye’s fixation selections agreed with human eye movements given the same learning 
saccades. This gets to the heart of the question, which asks how past saccades on an 
object influence the selection of future fixation locations.  
A discussed in Chapter 3, CogEye is comprised of both a where visual stream and 
a what visual stream. While other what-where models have focusing on individually 
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validating model components (see Chapter 3 for a review of what-where models), the 
validation in this study is novel in that it incorporates the validation of both systems in 
one continuous process. The experiment in this study has both an eye tracking component 
(where system) and an object recognition component (what system). While model 
saccades during learning are controlled, it is all done online, without an artificial split 
between offline, multi-epoch, training and testing phases. Because the model has both a 
where and what system, one is able to quantify the continuous transition between how 
and when top-down effects of object recognition influence saccade location selection.  
In this study, the disambiguation model of CogEye is compared against both 
human data and the model where the central disambiguation strategy of Chapter 3 is 
severed. The results confirmed the hypotheses of the model: human subject eye 
movements during object recognition were better predicted when the model used a 
fixation selection strategy that was contingent on the human subject’s eye movements 
during learning.  
 
4.2. Methods 
4.2.1. Experiment Design 
Human subjects participated in a shape learning and disambiguation task where 
eye-movements were tracked with an SR-Research Eyelink II eye tracker. The shapes 
were abstract 2D white silhouettes presented on a black background.  A trial began with 
the presentation of a message indicating that object A would be presented. The subject 
then had to establishing fixation on a white dot, placed centrally and subtending a 0.25° 
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visual angle. Once fixation was established (this required a keystroke response from the 
subject and was not gaze-triggered), the first instance of object A was presented for three 
seconds, at which point the subject was free to move his/her eyes with the goal of best 
learning the object. After object A disappeared, the subject was primed with a message 
indicating that object B would appear next. After again establishing fixation on the 
fixation dot, object B appeared, followed by the free viewing of object B for three 
seconds. This procedure was repeated for three different instances of object A and three 
different instances of object B, with a fixation point between each instance.  For a 
description of the different instances of objects A and B see section Stimuli and Figure 
4.2 and 4.3. After three learning instances of object A and three learning instances of 
object B (always in the order A, B, A, B, A, B), the subjected was presented with the 
queue “Test”, priming him/her that the next object will require a decision about whether 
the viewed object belonged to the object class A or to the object class B. The test object 
was presented for a maximum of 30 seconds while the subject made his/her decision (the 
left arrow signified object A, the right arrow, object B). All subjects were encourages to 
make their decision as soon as they were sure or ready to report the test object’s identity.  
The subjects were instructed to keep their left hand on the spacebar (fixation point key) 
and their right hand on the left and right arrows (test object response keys) to avoid 
making eye movements downward toward the keyboard. Guessing by the subject was not 
penalized. Once the subject made a response, the trial ended. See Figure 4.1 for a 




Figure 4.1: Experiment design. Subjects were primed to the upcoming object identity. After establishing 
fixation, the first object came on for three seconds at which time the subject was instructed to learn the object. 
After three seconds the subject again established fixation before a second object was displayed with the same 
instructions. The above procedure was repeated three times for three distinct instances of object A and B, 
always in the order A, B, A, B, A, B. A message primed the subject of the test object. After establishing fixation, 
a test object appeared for a maximum of 30 seconds. The subject had to respond whether the test object 
belonged to the object class A or B via a keyboard response. Each subject underwent 25 trials, where each trial 
had unrelated objects A and B. Eye movements and keyboard responses were stored for both learning and 
testing instances. 
 During the learning instances of object A and B, as well as the test instance, eye 
movement information was collected via the Eyelink II eye-tracking system (see section 
Eye-tracking Methods). The responses during the test object presentation, the time to 
response, as well as whether the subject made a correct or incorrect classification were 
also recorded in the data for that trial. Each subject performed a total of 25 trials, with 
optional breaks after every 5 trials.  Objects A and B of one trial had no relation to 
objects A and B of any other trial, which was made clear to the subject before the 
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experiment began. During the break, the subject was allowed to remove his/her head 
from the chin rest, but not adjust his eye tracker (see section Eye-tracking Methods). 
The experiment was adaptively tuned in difficulty for an accuracy rate of 70%. If 
the subject was performing better than 70%, the difference between objects A and B got 
smaller (see section Stimuli).  There were a total of 5 difficulty levels. If the subject’s 
performance fell below 70%, the difficulty was scaled back. All subjects began at the 
easiest difficulty level (level 5). However, at no point in the experiment did subjects get 
explicit feedback about their performance. 
The experimental design and the interface with the Eyelink II eye-tracker were 
written in Matlab 2012 Psychophysics Toolbox (Brainard, 1997). 
4.2.2. Stimuli 
The stimuli for the experiment were created by randomly rotating and 
superimposing four objects from a dataset of 267 common objects (Snodgrass and 
Vanderwart, 1980). This dataset of common objects includes classes such as animals, 
sports equipment, body parts, plants, hardware, instruments, etc. When these objects were 
made binary and superimposed, they appeared as abstract silhouettes to which it was 
difficult to ascribe any cognitive information, context, or category. However, the 
resulting image preserved the natural-like curvature of objects found in the environment. 
In this way, the objects were not altogether foreign in their “naturalness”; however, they 
were cognitively unrecognizable to the subjects (Renninger et al., 2007).  The abstract 
silhouette comprised of four random objects is referred to as the “base” object.  
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A fifth randomly selected object was superimposed onto the base object to create 
object A, instance 1. A different fifth randomly selected object was again superimposed 
onto the base object to create object A instance 2. The process was repeated again for a 
different fifth randomly selected object to form object A instance 3 and object A instance 
Test. Finally a sixth randomly selected object was superimposed on top of object A 
instance 1, object A instance 2, object A instance 3, and object A instance Test to form 
object B instance 1, object B instance 2, object B instance 3, and object B instance Test, 
respectively. Note that while a different randomly selected fifth object was selected to 
form the different instances of objects A and B, the same randomly selected sixth object 
was superimposed on top of all of the instances of object A to form the instances of 
object B. This ensured that object A and B were always different in the same place (per 
trial), regardless of the specific instance of A or B. In the addition of the sixth randomly 
selected objects to the four instances of object A, if more than one contiguous area was 
added to the shape, the smaller of the additions was deleted; this ensured that object B 
was only different from object A in one connected spatial location. Moreover, it was 
programmatically checked that the different instances of objects A and B (inter-instance 
difference) did not intersect or mask the difference that the sixth object produced (inter-
object difference), which defines the difference between objects A and B for all 





Figure 4.2. Stimuli creation process. Four randomly selected objects from the Snodgrass and Vanderwalt 
dataset (Snodgrass & Vanderwart, 1980) were superimposed to create the “base” object. To the base object, a 
random 5th object was superimposed to create Object A instance 1. The process was repeated for a total of four 
random 5th objects to create Object A instance 1-Test. A sixth random object was superimposed on Object A 1, 
2, 3, and Test to create Object B 1, 2, 3, and Test respectively. 
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To adaptively tune the difficulty of the experiment, five difficulty levels were 
created where increased difficulty is defined as fewer contiguous pixels that are different 
between instances of object A and instances of object B.  This required either scaling, 
rotating, or picking a different randomly-selected sixth object such that the difficulty was 
adjusted appropriately. To avoid the complication where large inter-instance differences 
would blind the participant to a more subtle inter-object difference (or vica versa), the 
objects were created such that the inter-instance difference was similar (as measure by 
the number of contiguous pixels) to the inter-object difference (wee Figure 4.3 for a 
diagram of inter-instance and inter-object differences). As a last step, some of the stimuli 
were cleaned up such that no “islands” or “holes” in stimuli existed. The difficulty level 
ranged from 5 (easiest) to 1 (hardest), where the average pixel difference as a percent of 
the total image size between objects A and B were 11.5%, 7.8%, 4.7%, 2.8%, 1.5% for 
difficulty levels 5, 4, 3, 2, and 1 respectively.  
The size of the stimuli subtended a 32° visual angle horizontally from its center to 
its rightmost or leftmost outer edge, and a 20° visual angle from its center to the upper or 
lowermost outer edge (Figure 4.3). The subject sat 45 cm from the screen, which was 
55.8 cm x 33cm in dimension. The stimuli were made especially large to encourage 




Figure 4.3. Inter-object and inter-instance differences. The left column represents a sample of different instances 
of object A, the right column represents different instances of object B. The inter-instance and inter-object 
differences are highlighted in red and green, respectively. Difficulty was assessed as the number of contiguous 
pixels that were different between object A and B. The inter-instance differences were made comparable to the 
inter-object difference given the difficulty level. The objects spanned 32 degrees of visual angle from the center 
of the image to the left or right border, and 20 degrees of visual angle from the center of the image to the top or 
bottom of the image. 
 
4.2.3. Eye-tracking Methods 
The subjects’ eye movements were monitored by an SR-Research Eyelink II eye 
tracker sampling at 500Hz.  While the eye-tracker can be set up to track both right and 
left eyes, only information from the right eye was used for the experiment. Before each 
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experiment started, subjects underwent a calibration and validation phase. During the 
calibration phase, a 0.25° white dot was presented centrally, +/- 15° vertically, +/- 15° 
and +/- 30° horizontally to map out the response to eye positions. If the subject did not 
attain fixation on all of the probed positions, the calibration was marked as failed and the 
subject would need to begin again. The validation phase consisted of the same fixation 
points and compared fixation positions against the calibrated positions. If the mean error 
for the validation phase was larger than 1°, the subject was asked to repeat both 
calibration and validation phases. The Eyelink II system came equipped with an optical 
head tracking camera, which allowed for tracking of the subject’s gaze without a bite bar. 
However, to ensure stability of measurements, subjects were asked to rest their chin on a 
chin bar. Additionally, the fixation point before each learning or testing image served as a 
drift correction for the acquired eye position measurements. 
The configuration file for the eye tracker was set up such that a saccade was 
marked if the eye velocity exceeded 80°/sec; a fixation was marked if the eye velocity 
dropped to < 10°/sec. These values for saccade and fixation definitions are consistent 
with other eye-tracking studies (Renninger et al., 2007). Since the average accuracy for 
the Eyelink II system is 0.5°, if two sequential fixations fell within this window, the first 
fixation was selected and the second fixation was dropped. 
4.2.4. Participants 
Eighteen participants (4 females, 14 males, ranging in age from 18 to 52) 
participated in the study as volunteers with no compensation. Two participants were 
excluded due to use of corrective lenses. All other participants had normal, uncorrected 
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vision. Informed consent was obtained from each participant prior to testing in line with 
local ethics committee and Institutional Review Board guidelines at Boston University. 
4.2.5. Analysis Metrics 
While there are many eye tracking studies being performed, the metrics 
researchers use to evaluate how closely model eye movements match human data are not 
standardized (Wilming et al., 2011). Since CogEye incorporates both the where and what 
visual streams (see Chapter 3), performance metrics for both the fixation selection (the 
where stream) and the psychophysics/recognition accuracy (the what stream) were 
selected.  
Where system performance metrics: The goal of the where system metrics was to assess 
how well the model reproduced human fixation patterns. One qualitative metric (fixation 
distribution) and 4 quantitative metrics (receiver operating curves, fixation error, longest 
common saccade sequence, and Kullback-Leiber divergence) were chosen to give a 
comprehensive picture of model results’ similarity to human eye tracking data. For all 
where system performance metrics, fixation points were excluded from the analysis if the 
subject made more than 45 saccades during the testing phase. This is roughly equivalent 
to 15 seconds of perseveration time to reach a decision and in all cases corresponded to 
the subject forgetting that the given trial required a response. Additionally, if the 
registered human fixation was outside of the bounds of the image but within 1° of that 
bound, the fixation location was registered to be at that boundary. However, if the 
fixation was not within 1° of the bounding image, it was deleted from the analysis. 
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 Fixation distribution:  The only qualitative measure for assessing eye tracking 
data similarity with model fixations was fixation distribution. This metric kept a 
cumulative count of fixation selections over all trials. The resulting map was then 
smoothed with a 2D Gaussian filter whose amplitude was 1 and standard 
deviation 0.25. Two or more of such smoothed fixation maps from human and 
model data were compared for qualitative similarity by eye.    
 Receiver operating curve (ROC): In a recent review of fixation selection 
comparison metrics (Wilming et al., 2011), the area under the ROC curve (AUC) 
was shown to be the only metric under consideration that was robust, had a low 
data demand, few parameters, and an intuitive performance scale.  In addition, 
ROC curve analysis is dependent of saccade order, making it a spatio-temporal 
measure of similarity. The analysis performed in this study followed the general 
approach outlined in prior studies (Tatler et al., 2005, Renninger et al., 2007, 
Wilming et al., 2011), but differed in several implementation details due to the 
model specification.  For each human fixation (referred to as the future foveation), 
the model saliency map was computed at the time step directly prior to the 
fixation (referred to as the current saliency map). The current saliency map was 
normalized to its maximum value such that all values in the map were between 0 
and 1. Since the early visual processing in the model is space variant, the saliency 
map produced by the model is also space-variant (transformed by a log-polar 
representation of what is seen from the current fixation point). The log-polar 
future fixation was smoothed by a 2D Gaussian to give roughly a 1° fixation 
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window and transformed to its log-polar equivalent given the current fixation 
point. All points in the resulting log-polar foveation map that exceeded the 
threshold 0.1 were considered as fixated in the next foveation, and labeled 
hotspot. True positive rate (hit rate) were computed by calculating the probability 
that the current saliency map exceeded threshold, t, at the future foveated human 
location. This probability is simply the number of saliency map pixels that exceed 
the threshold and contained within the hotspot, divided by the area of the hotspot. 
The false positive rate was the number of saliency map pixels that exceeded the 
threshold in non-foveated locations divided by the area of all non-foveated 
locations. The true and false positive rates were calculated for every human 
fixation and averaged to produce the mean true positive and mean false positive 
rates (providing one point on the ROC curve, where the false positive rate is 
plotted on the x axis and the true positive rate on the y). This analysis was 
repeated for different threshold values, t, from 0 to 1 in increments of 0.01, 
sweeping out the ROC curve. The area under this ROC curve was computed via a 
trapezoidal numerical integration. If the model were no better than chance at 
predicting the future human foveation, the AUC would be around 0.5. A perfect 
prediction would yield an AUC of 1 with the true positive rate rising steeply 
toward 1 even for low false positive rates. The AUC analysis was repeated for 
different saliency maps produced by the model (see Model Setup). To assess the 
significance of the AUC for one model saliency map over another, the mean and 
standard deviations of the AUCs were computed for all subjects for the different 
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saliency maps and a one-way analysis of variance (ANOVA) with multiple 
comparisons was performed with a Bonferroni correction to ensure all 
significance results were as conservative as possible. 
 Fixation error (FE): One of the simplest – and most widely used – approaches to 
quantifying fixation similarity between human and model is fixation error. Unlike 
ROC curve analysis, fixation error does not take into consideration the order in 
which saccades were made. For each human foveation (recorded in Cartesian 
coordinates) the closest model foveation was determined (also recorded in 
Cartesian coordinates). The distance between the two fixations was calculated as 
the L2 norm given the pitch and yaw locations. All fixation errors were added up 
and the mean of the fixation error was converted to mean error in degrees of 
visual angle. The conversion relied on the calculation (based on distance of the 
observer from the stimulus and size of the monitor) that each pixel corresponded 
to roughly 0.05° of visual angle. For object A instance 1 presentations, the closest 
model saccade that was matched to each human foveation was restricted to be 
within the object A instance 1 presentation instance (similarly for instance 2, 3, 
and test saccades). The significance of the fixation error between different model 
fixation selection strategies was assessed by a one-way ANOVA with multiple 
comparisons with a Bonferroni correction.  
 Longest common saccade sequence (LCSS): Since fixation error is order-
independent, a measure similar to FE but that takes into consideration the order in 
which the fixations were made was included in the analysis. To compute the 
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longest common saccade sequence, the human fixations in the order in which they 
were performed were enumerated; this gave a single vector of numbers, 
human [1 2 3 … number of human saccades]. For each human fixation, the 
closest model fixation was determined just like for the fixation error metric, but 
unlike fixation error, the model fixation order to which the closest fixation 
corresponded was also stored; this gave a vector of numbers such as, model=[2 1 
5 …], whose length was the same as the human sequence length. Intuitively, this 
means that the first human fixation was closest to the second model fixation, the 
second human fixation was closest to the first model fixation, and so forth. The 
longest common subsequence was then computed for the sequences human=[1 2 3 
… n] and model [2 1 5 … n]. Algorithms that compute the longest common 
subsequence have been published previously (Bergroth et al., 2000); the particular 
implementation used in this study was publically shared on Mathworks by Dr. 
David Cumin, then at the University of Auckland, New Zealand. Briefly, the 
algorithm finds the longest subsequence common to both strings, allowing for 
missed or skipped entries. For example, the longest common subsequence of the 
string [1 2 3 4] and [2 1 4 3] would be 2 ([2 4]). For this study, the algorithm was 
altered slightly to include a weighting term that represented the distance or 
fixation error between the human fixations and their model counterparts. For 
example, if the first human fixation was determined to be closest to the second 
model fixation, the first element of the weight string would be the Euclidean 
distance between the first human fixation and the second model fixation. Thus, in 
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the example above, the weight vector is equal to: [FE(human saccade 1, model 
saccade 2), FE(human saccade 2, model saccade 1), FE(human saccade3, model 
saccade 5),…,FE(n)].  In the traditional longest common subsequence algorithm, 
1 is added to the tally every time a sequence element is added to the common 
subsequence string. However, in the tailored version described here, this addition 
is scaled by the weight at the fixation location such that if the FE error is 0 at that 
location 1 is added, but if the fixation error is >1, a number less than 1 is added. 
The formula for determining the addition to the longest common subsequence 
tally every time a new sequence element is added was given by:  
          [
                 if element not in common subsequence 
 
   (        )   
        if element belongs to common subsequence
 
The average of the longest common saccade sequence on every trial was reported 
as the final metric. Again, the significance of the longest common saccade sequence 
between different model fixation selection strategies was assessed by a one-way ANOVA 
with multiple comparisons and a Bonferroni correction. 
 Kullback-Leiber divergence (KL divergence): The KL divergence metric ascribes 
a measure of difference between two probability distributions. All human 
fixations were plotted on a 2D map that tracks the cumulative number of times 
that all locations had been fixated. The map was then smooothed with a 30x30 
pixel 2D Gaussian filter whose amplitude is 1 and standard deviation 0.25. The 
same was done for the model fixation map. The letter, P, denoted the human or 
true fixation probability distribution (in its vector form where each location has an 
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index, i) and Q was the model fixation probability distribution.  The KL 
divergence was then given by: 






While KL divergence has been shown to be a good measure for data where there 
are significant consistencies in fixation selections across a group of subjects (Wilming et 
al., 2011), it is not robust, nor is it sensitive to the order of fixation. 
 
What system performance metrics: The goal of the what system metrics was to analyze 
how well the model reproduced human psychophysics data. Accuracy (percent correct) 
and efficiency (number of saccades to correct classification) were chosen as the two 
measures. 
 Accuracy: Human accuracy was determined as the mean percent correct over all 
participants. Model response for each trial was defined as the name evidence for 
an object (either A or B) exceeding a threshold, t. If neither A nor B exceeded the 
evidence threshold, the object for which the evidence was the largest was marked 
as the model response for that given trail. The evidence for object A and B were 
normalized, such that it was not possible for both A and B to exceed the 
threshold. The threshold t was varied to assess model stability of response. A one-
way ANOVA with multiple comparisons was performed to determine 
significance of similarity between human accuracy and model accuracy.  
 Efficiency: The number of saccades to correct classification was termed as the 
efficiency of saccades. For both human and model responses, the correct 
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responses were isolated and the number of saccades to the decision were counted. 
The average efficiency was again subject to an ANOVA with multiple 
comparisons to determine the significance of results. 
4.2.6. Model Setup 
To assess the disambiguation piece of the model (See Chapter 2), the model was 
run with four distinct fixation selection strategies. Each of the fixation strategies below 
required that the subject had his/her own model equivalent. In other words, the model 
was run a total of 18 subjects x 4 strategies = 72 times. The different fixation selection 
strategies were: 
 Subjects own: During both the learning and testing instances, the eye movements 
made by the model were identical to those made by a subject. This setup was used 
for the ROC metric since a log-polar space human fixation was necessary for 
comparison to a log-polar space model fixation. 
 Bottom up saliency-based (BU): During the learning instances of object A and B, 
the eye movements made by the model were identical to those of the subject; 
however, during the testing blocks, the model made fixations consistent with its 
own bottom up saliency strategy. 
 Disambiguation and bottom-up saliency based (Dis + BU): During the learning 
instances of object A and B, the eye movements made by the model were 
identical to those of the subject; however, during the testing blocks, the model 
made fixations consistent with the disambiguation strategy combined with the 
bottom up saliency strategy. The weight of the disambiguation saliency map 
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versus the bottom up strategy saliency map was 0.5/0.5. The two saliency maps 
were linearly added and normalized such that the resulting saliency for each 
location was between 0 and 1. 
 Random fixations (Random): During the learning instances of object A and B, the 
eye movements made by the model were identical to those of the subject; 
however, during the testing blocks, the fixation selections were random. 
 
Running the model with different configurations allows one to make relative 
comparisons of model-to-human agreement of one strategy over another. Since the model 
is continuously learning, it was constrained to fixate where the human fixated during the 
learning blocks. It would be hard to analyze what was causing the disagreement with data 
if learning saccades were also subject to “free reign”; since no actions are independent 
from their previous history in the model, evaluating two models side by side would be 
difficult given that they would branch much earlier than the testing fixations that are at 
the heart of the disambiguation strategy under evaluation.   
However, it should be noted that for the ROC curves, the different model 
configurations were assessed during the learning blocks as well as the testing blocks by 
setting up the model to track mental “what if” scenarios while only taking action on the 
subject’s own saccades. Before every human-controlled fixation that the model made 
(running with the Subject’s own configuration), the saliency map for the different 
strategies at that point were output (i.e., the bottom up, disambiguation + bottom up, 
disambiguation alone, and random strategies). However, instead of allowing the next 
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fixation selection to be guided by any of those model strategies, the fixation went to the 
spot where the next human fixation was made. In other words, the model would only 
posit what it would do if it were guided by those other strategies, but not act on it. This 
same approach does not work for evaluating learning saccades for other metrics because 
one saccade invariably changes the course of the next saccade, and so forth. Without 
actually acting on the choice based on the saliency map, it was too computationally 
intensive to track all of the splitting paths in one simulation. Moreover, the fixation 
selections during learning were not the primary target of interest since the primary 
question addressed was: how do prior fixations during object learning affect where the 
eye looks during object recognition. 
For the model to run in a reasonable amount of time, the original 1920 x 200 
images that the human subjects viewed were down-sampled to their 128 x 80 equivalents. 
For the hardest difficulty level, there was a 1.5% difference in pixels between objects A 
and B, which is equivalent to only a difference of about 1 pixel in the down-sampled 
version presented to the model. Although the model is not likely to pick up on this 1 pixel 
difference, the subjects rarely ever performed at the level that required the difficulty level 
to be raised so severely. All of the human fixations were scaled to the new image size and 
it was confirmed that the fixation error during the learning blocks between model and 
human was zero. The model was simulated on the Cog Ex Machina 3.4 platform (Snider 
et al., 2012) running on 2 Nvidia GTX 580 GPUs. All model performance metrics to 




4.2.7. Data Exclusion 
The analysis excluded two human subjects who performed worse than chance at 
disambiguating object A from object B (<50%); this left a total of 14 subjects. Trials 
were dropped for subjects who made more than 45 saccades during a single testing block. 
In addition, trials 1-5 for all subjects were taken to be practice blocks and therefore 
excluded from the final analysis. 
 
4.3. Results 
4.3.1. Task performance and eye movements 
The experiment was adaptively calibrated to an accuracy rate of 70%; the actual 
average accuracy rate for all trials and all non-excluded subjects was 68.5%. On average, 
subjects made 11.5 fixations while viewing each learning image, and 13.6 fixations while 
viewing each test image. 
4.3.2. Fixation Distribution Comparison 
The qualitative comparison between human and model learning fixations showed 
no differences (Figure 4.4). This was not surprising and in fact expected since the model 
was forced to make the same fixation selections as its human counterpart during the 
learning blocks. During the test blocks, the average human fixation pattern showed a bias 
toward the bottom of the screen (Figure 4.5A); this may be due to the subject checking 
the keyboard for the correct button response despite being instructed to keep the right 
hand on the left and right keyboard arrows. In general, the same “donut” or torus fixation 
  
94 
distribution that other studies have reported (Renninger et al., 2007) was observed for the 
human (Figure 4.5A), model BU strategy (Figure 4.5B), and model Dis + BU strategy 
(Figure 4.5C), but not for the random fixation strategy (Figure 4.5D). Also apparent in 
the fixation distribution maps were the frequent central fixations which are both an 
artifact of requiring subjects to fixate in the center at the beginning of each presentation, 
and the real tendency toward central fixations as observed by other studies (Zhou, 2006; 
Tatler, 2007). 
 
Figure 4.4. Fixation distribution during learning blocks for human (A) and model (B) subjects. Note that the 





Figure 4.5. Fixation distribution during testing blocks for human (A), model bottom up strategy (B), model 
disambiguation plus bottom up strategy (C), and random (D). Note the strong tendency by human and all 
models for centrally selected fixations; this is both an artifact of enforcing human and model participants to 
foveate in the center before each presentation, and the real tendency toward central fixations. Also note the 
downward bias for human fixation selections. This may in part be due to saccades toward the keyboard 
response keys. 
4.3.3. ROC Comparison 
To quantitatively compare how well model strategies predicted human foveations, 
ROC curves were analyzed for the bottom up saliency strategy, the disambiguation 
saliency strategy, the random strategy, and the combination bottom up plus 
disambiguation strategy where the proportion of each respective strategy, p, was varied. 
The combination 2D saliency map was calculated for each fixation as: 
                    
                           (   )                     
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Figure 4.6 shows the ROC curves of the bottom up saliency strategy when 
compared to the human fixation selections. The performance during the different learning 
instances of object A and B, as well as during the test instance of object A and B, were 
plotted. In all cases, the bottom up salience strategy performed statistically significantly 
better than chance. The mean area under the curve was 0.675 (SD = 0.021), 0.681 (SD 
=0.026), 0.677 (SD =0.026), and 0.666 (SD=0.041) for the instance 1, instance 2, 
instance 3, and test instance images respectively. The ROC curves show that the bottom-
up alone strategy of local phase congruency (edges and corners) together with luminance 
is already a relatively good predictor of human eye movements in such a task. This result 
is consistent with high area under the ROC curve scores reported in another study that 
used similar stimuli and a local orientation uncertainty saliency model similar to local 
phase congruency (Renninger et al., 2007). However, note that throughout the course of a 
trial (from view 1 through the test image), the predictive power of the bottom up strategy 
does not change significantly.  
In comparison, Figure 4.7 shows the ROC curves of the disambiguation strategy 
(no bottom up salience contribution) compared to the human fixation selections. The 
mean area under the curve was 0.548 (SD = 0.019), 0.581 (SD =0.018), 0.613 (SD 
=0.03), and 0.643 (SD=0.042) for the instance 1, instance 2, instance 3, and test instance 
images respectively. Unlike the bottom up strategy, a steady and significant increase for 
the predictive power of the disambiguation strategy is apparent as the trial progresses (the 
AUC goes from near chance at 0.548 on the first view, to 0.643 during the test image). 
Moreover, the bottom-up salience strategy was not statistically significantly better than 
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the disambiguation strategy without any bottom up contribution (p=0.5). In other words, 
the model that only used its internal assessment of object evidence and past saccade 
selection as the basis for future fixation selection was no worse than a model that used the 
current bottom up image saliency to direct fixations. It is interesting to note that the 
internal assessment of object evidence that the disambiguation strategy used had no 
dependence on or description of bottom up salience. It is therefore surprising that a 
strategy that does not calculate salience at all can predict fixations equally as well as the 
salience-based strategy. 
 
Figure 4.6. ROC curves for the bottom-up salience model versus human fixations. The red, blue, green, and 
black curves represent the first instance, second instance, third instance, and test instance blocks, respectively. 
None of the ROC curves are statistically significantly different from each other, while all are statistically 




Figure 4.7. ROC curves for the disambiguation model (no salience contribution) versus human fixations. The 
red, blue, green, and black curves represent the first instance, second instance, third instance, and test instance 
blocks, respectively. Two stars indicates a statistically significantly different AUC (p<0.001) based on a one-way 
analysis of variance with multiple comparisons. Gray line is the ROC curve for saccades selected at random. 
The results above prompt additional questions: what is the optimal linear 
contribution of the bottom up saliency map with the disambiguation map that produces 
the highest AUC for the different learning and test instances? Is this contribution static or 
does it evolve throughout the course of the trial? The model analysis showed a strong and 
statistically significant shift from low disambiguation strategy contribution early in the 
trial (view 1 and 2), with a shift toward a high disambiguation strategy contribution late 
in the trial (view 3 and test image) (Figure 4.8). In fact, for 100% of the simulated 
subjects the proportion of bottom up salience to disambiguation strategy contribution 




Figure 4.8. Disambiguation strategy to bottom up strategy proportion for best AUC results. The x-axis 
represents progression of the trial in time from the first instance of the object (left-most) to the test instance 
(right-most). The y-axis plots the optimal disambiguation strategy proportion that when combined with bottom-
up salience gives the best AUC for each learning and test instance. Error bars represent standard error. From 
this plot, it is apparent that at the beginning of the trial the strategy that best predicted human performance was 
almost entirely bottom-up salience based. However, there is a gradual but significant shift towards a 
disambiguation strategy contribution as the trial progresses. By the end of the trial (during the test image), all 
subjects showed best agreement with the model that weights the disambiguation strategy more heavily than the 
salience strategy. 
4.3.4. Fixation Error Comparison 
The fixation error (with human fixation selections taken as ground truth) was 
calculated and compared between three different model strategies: bottom up salience 
strategy, disambiguation strategy together with bottom up saliency in a linear 50/50 
combination, and the random fixation selection strategy. The disambiguation strategy 
plus bottom-up salience performed significantly better than both the bottom-up alone and 
the random strategies (Figure 4.9). The average fixation errors in degrees of visual angle 
were 3.97° (SD=0.55), 4.94° (SD=0.61), and 5.7° (SD=0.64) for the disambiguation plus 
bottom up, bottom up alone, and random strategies, respectively. The disambiguation 
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strategy was statistically significantly better than the bottom up alone (p<0.0005), and the 
bottom up alone strategy was statistically significantly better than random (p=0.006). 
 
Figure 4.9. Average Fixation Error. The blue, green, and red bars represent the fixation error in degrees of 
visual angle for the disambiguation plus bottom up strategy, the bottom up alone strategy, and the random 
strategy, respectively. Two stars indicate a statistical significant difference of p<0.001, while one star denotes a 
p<0.05 statistical significant based on a one-way analysis of variance with multiple comparisons. 
 
4.3.5. Longest Common Saccade Sequence Comparison 
The longest common saccade sequence metric showed inconsistent results relative 
to the fixation error and AUC performance metrics. Although there was still the same 
trend (disambiguation strategy plus bottom up performed better than bottom up alone, 
which performed better than random fixation selection), none of the findings reached 
statistical significance (Figure 4.10). The average longest common subsequences were 
2.29 (SD=0.81), 2.28 (SD=0.84), and 2.0 (SD=0.71) for disambiguation plus bottom up 
strategy, bottom up alone strategy, and random fixation selection strategy, respectively. It 
is possible that the insensitivity of this metric has to do with the low values for the 
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longest common saccade sequence.  Another reason may be that the shape of the function 
that weighs the longest common subsequence by the fixation error declines too sharply, 
therefore adding a low score to the total even when the order of the saccade sequence was 
correct.  
 
Figure 4.10. Longest common saccade sequence. The blue, green, and red bars represent the longest common 
saccade sequence weighed by fixation error for the disambiguation plus bottom up strategy, the bottom up alone 
strategy, and the random strategy, respectively. There were no significant differences between the three 
strategies with respect to this performance metric. 
  
4.3.6. KL-Divergence Comparison 
KL divergence is known to be a problematic measure of performance when there 
are significant inconsistencies in fixation selections across a group of subjects (Wilming 
et al., 2011). In this analysis, two subjects were more than 2σ outliers in terms of their 
KL divergence score for all models tested. These subjects were excluded from the KL 
divergence analysis, but their fixation distribution data is shown in Figures 4.12 and 4.13. 
For the non-excluded subjects (12 subjects for this metric), the KL divergence score was 
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significantly lower for the disambiguation plus bottom up strategy when compared to 
both random (p=0.004) and the bottom up alone strategy (p=0.0008). A lower divergence 
score indicates a better match between the human and model fixation probability 
distribution functions. The average KL divergence scores were 0.22 (SD=0.04), 0.38 
(SD=0.10), and 0.36 (SD=0.10) for the disambiguation plus bottom up strategy, the 
bottom up alone strategy, and the random fixation selection strategy, respectively (Figure 
4.11). It is hypothesized that the KL divergence is not statistically significantly different 
for the bottom up salience strategy when compared to the random fixation selection 
strategy because with bottom up salience there is no mechanism in the model for large 
saccade generation. The model could easily get stuck in an area of high curvature if 
salience (as measured by phase congruency) is driving the fixation selection process. 
This, however, does not appear to be a problem for the disambiguation strategy since 
prior learning saccades enable the system to select fixation locations that are much 




Figure 4.11. Average KL divergence. The blue, green, and red bars represent the KL divergence in bits for the 
disambiguation plus bottom up strategy, the bottom up alone strategy, and the random strategy, respectively. 
The lower the KL divergence, the better the similarity between the probability distribution functions for fixation 
selection between the human and model. Two stars indicate a statistical significant difference of p<0.001, one 
star for p<0.05 based on a one-way analysis of variance with multiple comparisons. 
 
Figure 4.12. Fixation distribution during the test blocks of a subject whose KL divergence score was 3σ outside 
the mean for all models tested. Fixation distribution of A) human subject, B) model driven by bottom-up 
salience, C) model driven by disambiguation strategy and bottom up salience, and D) model driven by random 
fixation selection. As can be seen from the human fixation pattern, it does not conform to the “donut” shape 
distribution pattern that is visible in the averaged distribution across all subjects. The human fixation strategy 





Figure 4.13. Fixation distribution during the test blocks of a subject whose KL divergence score was more than 
2σ outside the mean for all models tested. Fixation distribution of A) human subject, B) model driven by bottom-
up salience, C) model driven by disambiguation strategy and bottom up salience, and D) model driven by 
random fixation selection. During the test block, this human subject had fixations that were heavily biased 
toward the center and did not conform with the “donut” shape that is visible in the averaged fixation 
distribution across all subjects. The subject appears to be using a peripheral vision strategy not common among 
the other participants; the subject was therefore excluded from the mean KL-divergence metric. 
 
4.3.7. Accuracy Comparison 
In addition to the where system or fixation-related metrics, the model’s what 
system metrics were compared against the human data. The task was designed to be 
difficult (for the human and model alike) to keep subjects engaged. The average human 
performance was 68.5%; however, when the first 5 trials were excluded (since those were 
the ‘practice’ trials for the subjects), the accuracy dropped to 65% (SD=10). Similarly, 
the model did significantly better on the first 5 trials where trial difficulty was relatively 
low. Since throwing out the first 5 trials affected both human and model accuracy by a 
statistically significant 4% for all models except the random fixation selection model, the 
random model was adjusted to reflect this bias. In other words, the random model 
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incurred an artificial 4 percent bias below its normal average. This ad-hoc approach is to 
allow fair comparison of the other model approaches to the random selection. Both the 
bottom up salience alone model and the disambiguation plus bottom up strategy (with 
50/50 contributions again) were simulated; the average accuracy was 55% (SD=10) for 
the former and 58% (SD=13) for the latter (Figure 4.14). While both model iterations did 
worse than the human subjects, neither was statistically significantly worse when the 
analysis was a conservative multiple comparisons ANOVA with a Bonferroni correction. 
A more aggressive two sample t-test showed that only the bottom-up alone compared to 
the human performance was statistically significantly worse (p=0.017). The 
disambiguation plus bottom up saliency strategy performed better than the bottom up 
alone but did not reach statistical significance. Both models performed better than the 
random strategy, although the ANOVA indicated that only the disambiguation strategy 
did statistically significantly better than random (p=0.05). Note, if one looks at the raw 
accuracy without throwing out the first 5 trials and without adjusting for the bias in the 
random fixation selection strategy, both bottom up alone and bottom up plus 




Figure 4.14. Accuracy of classification. The blue, green, and red bars represent the average proportion correct 
for the disambiguation plus bottom up strategy, the bottom up alone strategy, and the random strategy, 
respectively. The gray bar represents the average proportion correct for the human subjects. Note: the first 5 
trials for both human and model data are disregarded since they were designated as practice trials. Since the 
difficulty level increased if the subjects got the relatively easy practice trials correct, the accuracy significantly 
dropped for both model and human data when the first 5 trials were excluded from the analysis. A single star 
represents statistical significance (p<0.05) based on a one-way analysis of variance with multiple comparisons. 
 
4.3.8. Efficiency Comparison 
One way to assess how efficient a person or model is performing the 
disambiguation task is to analyze how quickly (with how few saccades) he/she/it 
correctly determines the identity of the test object. For the subjects in this study, the mean 
efficiency during the test image blocks was 12.9 saccades (SD=6.6). The models made 
their decisions quicker: 7.5 saccades (SD=2.9) for the bottom up alone strategy, 9.5 
saccades (SD=2.06) for the disambiguation plus bottom up salience strategy, and 6.1 
saccades (SD=3.6) for the random fixation strategy (Figure 4.15). However, making this 
decision in the model was dependent on an object evidence threshold that could be tuned. 
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Since it was unknown precisely how much evidence subjects required before they made 
their decisions, an arbitrary threshold of 0.66 was chosen in all simulations of the model. 
Upon closer inspection, however, these efficiency results were robust to different 
threshold levels (changing the threshold from 0.5 through 1 in increments of 0.05 did not 
significantly affect the trend of the results presented here.) While the difference between 
the two model scenarios did not reach significance, the model bottom up alone strategy 
was statistically significantly faster at making a correct classification when compared to 
the human subject (p=0.025). The random fixation strategy also required statistically 
significantly fewer saccades to reach a correct decision compared to the disambiguation 
plus bottom up saliency model (p=0.018). 
In theory, the disambiguation strategy should be more efficient. After all, it 
explicitly selects the fixation locations that were different between the two objects during 
the learning trials. However, one reason for why the simulations were showing a faster 
rate to recognition for the bottom up alone strategy could be that the disambiguating 
locations were already foveated during the second or third learning instance of the objects 
(see Chapter 3 for model description). Moreover, if the subject had already found the 
difference between object A and B before the test instance, a qualitative trend was seen to 
reaffirm that disambiguating location between the two objects well before the test 
instance was presented. This causes both the foveation map for object A and object B to 
contain the disambiguating fixation location since the teaching signal in the model was 
always present during the learning instances (i.e. the evidence for object A or B was 
always 100% during learning). For the model, if the fixation maps for both objects 
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contained the disambiguating location, that location was actually less likely to be selected 
during the test instance. To test whether this explains the results, one could turn the 
teaching signal off (or partially off) during the learning instances. Figure 4.16 gives an 
intuitive account of this explanation. 
Regarding the efficiency metric, is it also noteworthy that it took the human more 
saccades to reach the correct response than any of the fixation selection models. In fact, 
the disambiguation model was more like the human since it also took longer than both 
bottom up and random strategies. While trends show the bottom up saliency strategy as 
faster (and the random strategy was faster still), the model gets more responses wrong 
with these strategies (accuracy); this may be analogous to an impulsive versus a more 
deliberate and accurate system.  
 
Figure 4.15. Efficiency of classification. The blue, green, and red bars represent the average number of fixations 
it took before a correct classification was made by the disambiguation plus bottom up strategy, the bottom up 
alone strategy, and the random strategy, respectively. The gray bar represents the average number of fixations 
it took before a correct classification was made by the human subject. A single star represents statistical 




Figure 4.16. Explanation of model efficiency results. The first row represents foveations (red circles) around 
objects A and B (in this example, the objects are digits) during the first learning instance of the objects. All 
saccades are saliency driven since saccade-evidence maps have not been created yet. During the second learning 
instance of object A (second row), the human subject may already have figured out the difference between 
objects A and B (the disambiguating saccade). However, if the teaching signal to the model is 100% (case A), 
despite low bottom up evidence for the object identity in the case of the 5, the disambiguating location will still 
be added to both saccade-evidence maps due to a high top down name evidence in both cases. However, if the 
teaching signal were reduced during the learning instances (case B), the low bottom up name evidence for the 5 
would cause the disambiguation location to be added to the saccade-evidence map for the 0 but not the 5. Since 
the disambiguation process looks for the location in the saccade-evidence map that are most different to direct 
future foveations, in case A the disambiguation location would not be selected, while in case B it would. 
 
4.4. Discussion 
It is challenging to validate a computational model against human eye-tracking 
data due to the inherent difficulty in decoupling bottom-up saliency from the cognitive-
level effects on eye movements (Rothkopf et al., 2007; Kowler, 2011). Moreover, the 
metrics researchers use to evaluate how closely model eye movements match human data 
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are not standardized (Wilming et al., 2011). However, since CogEye includes bi-
directional connections between the where and what visual streams, it was possible to 
analyze eye movements, object recognition, and the connection between the two sub-
systems simultaneously. Different model configurations were compared to the eye 
tracking and psychophysics data of sixteen subjects. Among the configurations tested 
were 1) a fixation strategy based on bottom up salience alone, 2) a fixation strategy based 
on a combination of bottom up and the object disambiguation strategy, and 3) a random 
fixation strategy. The performance metrics included area under the curve, fixation error, 
longest common saccade sequence, KL divergence, accuracy of classification, and 
efficiency of fixation selection.  What follows is a summary of the findings and the 
limitations of the approach. 
4.4.1. Summary of Findings 
While each of the performance metrics measured a different property of the 
models under consideration, an overall tally of the metrics favored the model that 
included both bottom-up salience and disambiguation strategy considerations for 
selecting fixation locations. For three out of four of the metrics, the disambiguation plus 
bottom up strategy did a better job at predicting human fixation over bottom up salience 
alone or a random fixation strategy. Table 4.1 shows the results of a simple tally system 
in which the model under consideration gets 0 points if it was the worst performing 
strategy, 1 point if it was statistically significantly better than the worst performing 
model, and 2 points if it was statistically significantly better than both the worst 
performing model and the second worst performing model. The total score for the models 
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with this tally system was: 7 for the disambiguation plus bottom up salience strategy, 3 
for the bottom up salience strategy, and 1 for the random fixation selection strategy.  
More analysis needs to be performed to untangle why the longest common 
saccade sequence metric is not producing results more similar to the fixation error metric. 
It is hypothesized that the low values for the longest common subsequence together with 
a weighting function that has a sharp drop-off for large values of fixation error are the 
main reasons for the lack in sensitivity of this measure. Due to the high variability in the 
performance of the human subjects (as well as the model equivalents), more subjects 
would have given more power to the accuracy and efficiency analysis to differentiate 
between the model alternatives. The surprising efficiency metric result also warrants 
further investigation. The fact that the bottom up strategy takes fewer saccades to reach a 
correct classification may imply that the model needs to allow for learning 
disambiguating locations before the test instance (during what had been considered as the 
learning instances). 
 
Table 4.1. Summary of performance metrics. The rows of the table represent different performance metrics; the 
columns represent different model strategies. A simple scoring strategy is used where 0 denotes the worst 
performer for that metric, 1 point is awarded if the strategy is statistically significantly better than the worst 
performer, and 2 points are awarded if the strategy is statistically significantly better than the two other 
strategies. Taking a holistic view at all of the metrics, the bottom up salience with the disambiguation strategy 
has 7 points, relative to the 3, and 1 for the bottom up salience alone and the random fixation selection strategy, 
respectively. Abbreviations: AUC=area under the curve, Dis+BU=bottom up saliency with disambiguation 
strategy, BU=bottom up salience alone, Random=random fixation selection strategy.    
 Dis+BU BU Random 
AUC 2 1 0 
Fixation error 2 1 0 
LCSS 0 0 0 
KL divergence 2 0 0 
Accuracy 1 1 0 
Efficiency 0 0 1 




4.4.2. Study Limitations 
While it was possible to compare different fixation strategies against human eye 
tracking and psychophysics data with a single model running continuously in close to 
real-time, the approach has several critical limitations. To keep the number of 
uncontrolled variables to a minimum, it was decided to have all learning fixations in the 
model be controlled by the actual human fixation. It would have been interesting to see 
how the different fixation strategies compared if the model was allowed to select its 
fixations during the learning instances as well as the test instances. Since the 
disambiguation strategy depends on the history of prior fixations, as well as the 
accumulated evidence at that location, it would have been significantly more difficult to 
pinpoint the cause of the difference (if any) between the pure saliency and 
disambiguation strategies. However, allowing the model to choose its own fixation 
locations during the learning instances may have highlighted some other critical 
differences between the strategies that cannot be gleaned from this analysis. 
Another important limitation in the study was the setup of the teaching signal to 
the model. At every learning instance, perfect knowledge of the object evidence for either 
object A or B (depending on which was presented) was provided by the teaching signal 
(see Chapter 2). This unambiguous label whose evidence value in the model was 100% 
did not allow the model to question its hypotheses before the test instances. For example, 
if the human subject had surmised the differentiating location between objects A and B 
earlier than the test instance, he/she would frequently go back to those locations in 
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subsequent learning instances to confirm his/her hypothesis. A model that does not 
question the label provided to it during the learning instances, however, will add the 
fixation location of the disambiguating saccade to the map with the teaching label. If the 
model were set up such that the teaching label could compete with the bottom up object 
evidence during the learning instances, the disambiguating saccade would not necessarily 
be added to the map with the teaching label (in fact, it could be added to the opposite map 
if the bottom up object evidence overwhelmed the teaching signal). This would preserve 
the differentiating fixation location in one but not both of the evidence-fixation maps, 
thus increasing the chances that the disambiguating location would again be chosen 
during the test instance.  
Aside from the threshold for object evidence, there were many parameters in the 
model that were left un-tuned. A full parameter analysis of the model would have 
allowed to assess sensitivity of the results to parameter changes; however, this was 
beyond the scope of the study. 
Lastly, regarding the experiment setup, it would have been better to separate the 
practice period for the subjects from the recording period rather than discounting the first 
five trials as practice. Alternatively, the difficulty level could have been reset to the 
easiest level after the five practice trials were completed. Since the difficulty did not reset 
after the first five trials (which the subject usually answered correctly due to low 
difficulty), the data used for the analysis started at a difficulty already beyond the easiest 
level. This caused the subjects to have significantly worse performance than if the first 
five trials were considered in the analysis. Setting the adaptive difficulty threshold to an 
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accuracy of 80% instead of 70% would also have given the study more power to detect 




This study tested the hypotheses made by a computational model of eye 
movements and object disambiguation against a human eye tracking experiment. A novel 
model validation paradigm was presented in which the model acts as an active participant 
in the experiment. In addition, the validation method included both fixation selection 
metrics (where visual pathway) and object recognition metrics (what visual pathway) in 
an on-line, continuously learning, system. When combined with bottom up salience, the 
model disambiguation strategy outperformed a model that chose fixation locations solely 
based on bottom up salience for 3 out of the 4 where system metrics: area under the 
curve, fixation error, and KL divergence. This data supports the model hypothesis that 
rather than a computationally intensive cognitive process, a top-down signal governing 
more intelligent saccade behavior may originate from a combination of prior saccade 
memory and the object evidence or recognition. The simple disambiguation strategy of 





5.1. Summary of contributions 
This dissertation presented two models suitable for implementation in computer 
vision that highlight underexplored computational principles of the mammalian visual 
system. To test model hypotheses, eye movements were tracked while observers 
performed a shape learning and recognition task. The models and results of the validation 
against human eye tracking data show that computer vision can benefit from a deeper 
understanding of the solutions biological systems exploit. 
In Chapter 2, it was shown that a classic problem in motion integration – the 
aperture problem – can be solved by exploiting a fast, parallel, sampling strategy between 
receptive fields of different sizes. The results suggested that multi-scale sampling, rather 
than feedback explicitly, is the key process that gives rise to end-stopped cells in the 
primary visual cortex and enables area MT to solve the aperture problem without the 
need for calculating intersecting constraints or crafting intricate patterns of 
spatiotemporal receptive fields. Furthermore, the model explained why end-stopped cells 
no longer emerge in the absence of V1 layer 6 activity, why V1 layer 4 cells are 
significantly more end-stopped than V1 layer 6 cells, and how it is possible to have a 
solution to the aperture problem in area MT with no solution in V1 in the presence of 
driving feedback. While much research in the field focuses on how a laminar architecture 
can give rise to complicated spatiotemporal receptive fields to solve problems in the 
motion domain, Chapter 2 showed that one can reframe motion integration as an 
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emergent property of multi-scale sampling achieved concurrently within lamina and 
across multiple visual areas. 
 Chapter 3 focused on a model of active, space-variant, vision in which a 
bidirectional link between the where and what visual streams enabled the system to adopt 
a smarter fixation selection strategy and improve object recognition accuracy. The model 
hypothesized that learning the shape of a novel object is a combination of the eye 
positions from which the object is sampled and the distinguishing features from those 
viewpoints. Furthermore, this representation of the object beyond its stimulus features is 
what enabled the fixation selection system to make more intelligent saccades that best 
disambiguate object identity in the face of uncertainty. To test this hypothesis, Chapter 4 
detailed an eye-tracking study that was performed while observers participated in a shape 
learning and recognition task. A novel validation paradigm was presented in which the 
model acts as an active participant in the experiment where both fixation selection and 
object recognition metrics are compared to its human counterpart. The results showed 
that model eye movements during recognition are statistically significantly more similar 
to human fixations when the model includes prior eye movement locations in the 
representation of how an object is learned. 
 
5.2. Future Directions 
In both models presented in this dissertation, the detailed biological machinery 
was simplified or abstracted away to make the central principle under investigation more 
clear. However, there is good reason to believe that some of those simplifications 
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shrouded other interesting properties of the biological system that were not explained in 
the models. 
5.2.1. Feedback to LGN 
In the context of the aperture problem, one future direction would be to replace 
the motion direction-selective mask with more realistic and flexible processing. It is 
known that feedback projections do not stop at V1; a surprising 30% of input to LGN 
comes from feedback projections from V1 layer 6 (compared to only 10% of input 
projections from retinal afferents) (Sillito et al., 2006). These projections could reshape 
the tuning of receptive fields or bias motion direction selectivity. However, the current 
direction selective mask is static and does not allow for such dynamic re-wiring. By 
replacing the mask with more biologically realistic processes, and introducing a dynamic 
range of orientation selective cells (beyond the three directions in the proof of concept 
model), it is possible to investigate whether multi-scale sampling also plays a role in 
changing the response of LGN cells. 
5.2.2. Interaction between bottom up and disambiguation-based saliency 
While the active vision model presented a potential mechanism by which input 
from the recognition pathway can influence saccade selection, it left several critical 
questions unaddressed. Namely: what exactly is the contribution of bottom up salience 
relative to disambiguation-based saliency? Can it be learned? Is it different depending on 
the context? What is the shape of the interaction: is it additive, multiplicative, or still 
more subtle? No additional model machinery is required to investigate these questions; 
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however, while a larger model has more explanatory power, it also opens up more 
questions at the level of interaction between the different subsystems that need to be 
systematically addressed.  
5.2.3. Across-object, visual search saccade strategies 
A dominant function of the mammalian visual system is efficient visual search. 
Even without explicit visual search targets present, the visual system makes assumptions 
about its surroundings and is therefore continually involved in implicit visual search to 
confirm or reject its hypotheses (Friston et al., 2012). However, the disambiguation sub-
module of CogEye presented in Chapter 3 specifically targets within-object saccades. To 
model visual search and eye movements in natural scenes, smart fixation selection 
strategies for across-object saccades that include both overt and covert search strategies 
must be considered. Ongoing work on the CogEye model extends the disambiguation 
paradigm to these more useful across-object eye movements.  
5.2.4. Dynamically changing scene 
For a human or robotic agent to recognize, learn, and interact with his 
surroundings, the ability to identify objects in still frames and recall them from memory 
does not translate to behavioral success in a dynamically changing environment. To 
operate in real-world contexts, one must address the ability to handle events that unfold 
in time. Moreover, rather than complicate the problem, temporal continuity can be 
exploited to improve performance on both classic object recognition tasks and object 
tracking in dynamic scenes. However, if the active vision model is to work in real-world 
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environments, it needs some way to integrate motion over time to maintain a consistent 
representation of an object despite the potential for the object or the observer to move. 
The multi-scale sampling model for motion integration could provide the right machinery 
to solve the problem. 
5.2.5. Sleep-cycle synaptic cleaning 
A system that continuously explores, searches, and learns different scenes must 
deal with efficient allocation of limited memory resources. In computer vision, 
incremental learning algorithms have three main advantages over batch learning 
techniques: 1) they are online (the algorithm does not need all past and future inputs to 
learn), 2) they are significantly faster than batch-learning techniques, and 3) training and 
testing states do not need to be separate modes of the system, speaking to biological 
plausibility. Batch learning, however, converges faster on the ideal representation space, 
and optimizes resource allocation given that all training instances are simultaneously 
accessible to the system. CogEye currently learns object views in an unsupervised 
incremental learning manner. However, when dealing with limited resources (neurons 
and processing time) and an ever-increasing number of diverse visual stimuli, it is 
beneficial to condense past memories to avoid running out of resources or falling victim 
to catastrophic forgetting. A future improvement to the model is therefore to supplement 
the incremental learning in CogEye with an occasional offline sleep-mode that optimizes 
representation space for previously learning object views in batch mode and frees up 
valuable resources.  
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5.2.6. Role of peripheral processing in active vision 
Another interesting area of future research is supplementing the focus on 
foveation in the active vision model with processing that may be ongoing in the surround 
or the periphery of the fixation.  In CogEye, it is assumed that in the process of selecting 
the next foveation location, a winner-take-all competition ensues, which allows the where 
system to select the most salient spatial location for the next saccade. However, recent 
evidence shows that the where system is also involved in some forms of object 
recognition, where peripheral vision plays an important role (Xu & Chun, 2009). It is 
suggested that the recognition process in the where system can be broken down into two 
separate processes: 1) a fast object individuation process that selects roughly four spatial 
locations in parallel and represents the features of those proto-objects in coarse detail, and 
2) an object identification stage that is slower, selects fewer objects, but represents them 
in finer detail. Together this evidence implies that the selection of the next saccade 
location may be influenced in part by these object individuation and identification 
processes, where the individuation relies critically on processing away from the current 
object of fixation. A future direction is to re-architect the where pathway of CogEye to 
have both an object individuation and an object identification process occurring in 
parallel. 
5.2.7. Scene identification by gist 
Scene identification is a significant contributor to context awareness and therefore 
an imperative competency for any autonomous agent. While scene identity can be 
deduced by a visual system through a complete analysis of the objects therein, evidence 
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suggests that humans approximate scene identity in the first 100-300ms through gist, 
before any saccades are made. As a complement to CogEye’s ability to create contextual 
maps from spatial location of objects, a future addition is to develop a model of gist. 
Visual gist has been loosely defined by others as the global structural statistics of a scene 
(it’s openness, roughness, etc). However, an extension of CogEye plans to treat gist not 
only as the learned structural properties, but also the functional properties (navigability, 
food richness of an environment, etc) associated with a scene. It is the hope that the 
global structural statistics of a scene will enable the model to identify a scene more 
rapidly than through object recognition alone. Additionally, by including functional 
properties of a scene in the model of gist, a link between the visual system and other 
biological systems (such as navigation, path planning, and motivation) can be explored.  
5.2.8. Robotic implementation 
This dissertation has shown that multi-scale sampling and active, space-variant 
vision are critical principles that enable a computation model to solve problems in motion 
integration and better predict human eye movements. However, for the algorithms to be 
useful in an embodied system that interacts with the environment, the models in this 
dissertation should be implemented on some type of robotic platform. Implementing fast, 
parallel, sampling of visual inputs is challenging given the serial nature of central 
processing units (CPUs). Graphics processing units (GPUs) are better suited for the task; 
however, GPU programming in robotics has its own set of unique challenges, such as 
synchronization between different GPU nodes all running on their own time scale. To 
better understand what a model like CogEye can be used for in a practical sense, it must 
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be tested in different real world contexts and not constrained to virtual environments. 
Like children who discover the affordances of different objects though play and 
manipulation, creation of useful technology is often preceded by tinkering and tweaking 
(not only with our minds, but also with our hands and other effectors). As Nietzsche 
wrote: “there is more reason in your body than in your best wisdom. And who knows 
why your body needs precisely your best wisdom?” 
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APPENDIX A: MODEL EQUATIONS FOR MULTI-SCALE APERTURE 
PROBLEM 
For all of the equations below, A represents the membrane potential decay rate, B 
stands for the depolarization threshold, and D is for the hyperpolarization threshold. The 
A parameter is specific to the cell population, while the B and D threshold are 90 and 60, 
respectively, for all simulated cell populations. All excitatory, inhibitory, and intra-areal 
sampling kernels (C, E, and F respectively) are 2-D Gaussian kernels. The absolute value 
of the peak amplitudes and standard deviations of the excitatory kernels is always 18 and 
0.15 respectively. The inhibitory kernels always have peak amplitude of 0.5 and a 
standard deviation of 1.2 (the ratio of E:I peak amplitude is always 36:1, and the ratio 
between the E:I standard deviation is maintained at 1:8). The size of the excitatory and 
inhibitory Gaussians (how many cells/units they spans) varies by visual area. The scaling 
is accomplished by up or down sampling of the same baseline Gaussian kernels. The * 
operation denotes a convolution with the respective kernel.  To simplify reading the 
equations, excitatory terms have been colored green, inhibitory terms red, modulatory 
terms blue, and intra-areal connections purple. 
 
LGN    
The population of LGN cells,      , receive input from the moving bar, I(t). The 
excitatory sampling kernel,     , has a peak amplitude of 18 and a standard deviation of 
0.15 and spans a radius of 2 cells/units. The inhibitory sampling kernel,     , has a peak 
amplitude 0.5 and standard deviation 1.2, and spans a radius of 5 cells/units. The 
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membrane potential decay rate,     , is 50 (the same as the speed of the moving bar in 
Hz).  
 
      
  
             (       )  ( ( )      )  
 (       )  ( ( )      )   
 
Since equation A1 and the surrogate depolarization and hyperpolarization 
constants (B and D, respectively) describe the membrane potential (the actual spiking 
activity), the LGN activity is passed through a threshold linear signal function with a 
threshold of 30, before it can influence upstream activity. The cells meeting this threshold 
are also divisively normalized by the maximum activity in that population of cells (such 
that the most active cell that meets the threshold is scaled to 1, and all other cells meeting 
the threshold are scaled in proportion with the maximally active cell). 
 
V1 layer 6 rightward-selective population   
The population of V1 layer 6 right cells,     
    , receive shunted input from both 
LGN and right-sensitive MT cells,     and   , respectively. The LGN input is 
filtered through a right-selective mask (see section 2.2). The excitatory sampling kernel, 
   
      , is twice the size of the LGN sampling kernel (spans a radius of 4 units). The 
inhibitory sampling kernel,    
   , is likewise twice the size of the LGN inhibitory 
sampling kernel (radius=10 units). The membrane potential decay rate,    , is 400 (tuned 
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to fit the latency, peak amplitude, and decay rate of typical V1 cells). The excitatory 
intra-areal kernel,    
      , has peak amplitude 18, standard deviation 0.15, and is half of 
the size of the inter-areal excitatory kernel (radius=2 units). The inhibitory intra-areal 
kernel,    
   , has peak amplitude 0.5, standard deviation 1.2, and is also half of the inter-
areal inhibitory kernel (radius = 5 units).  
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The signal function, f, is again threshold linear (threshold for LGN cells, LGN, is 
30; threshold for MT cells,    
 , is 35) and divisively scaled by the maximally active 
cell. 
 
V1 layer 4 inhibitory interneurons rightward-selective population     
The population of rightward-selective V1 layer 4 interneurons,     
     , receives 
bottom-up input from LGN, modulatory input from rightward–selective V1 layer 6 
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neurons, and intra-areal on-center-off-surround. The decay rate and sampling kernels are 
the same as for V1 layer 6 cells. 
 
    
     
  
         
     
 (     
     ) [(( (   )   (   
    ))     
      )
  
        
 ( )]
 (     
     ) [(( (   )   (   
    ))     
   )
  
        
 ( )]
 (   
      (   
          
   ))
  
                
 
The signal function, f, is threshold linear (threshold for LGN cells, LGN, is 30; 
threshold for V1 layer 6 cells,    
    , is 35) and divisively scaled by the maximally active 
cell. 
 
V1 layer 4 excitatory rightward-selective population     
The population of rightward-selective V1 layer 4 cells,     
     , receives bottom 
up input from LGN, inhibitory input from V1 layer 4 interneurons, top-down input from 
MT, modulatory input from V1 layer 6 cells, and intra-areal on-center-off-surround. The 
decay rate is the same as for V1 layer 6 and V1 layer 4 interneurons, but the sampling 
kernels are reduced to half the size of V1 layer 6 Gaussians (excitatory kernel spans a 
radius of 2 units, inhibitory kernel radius = 5 units). Note the inhibitory contribution of 
V1 layer 4 interneurons factors in the equation in the reverse order (the inhibitory 
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convolution is added to the excitation while the excitatory convolution is added as 
inhibition). 
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The signal function, f, is threshold linear (threshold for LGN cells, LGN, is 30; 
threshold for V1 layer 6 cells,    
    , is 35; threshold for V1 layer 4 interneurons,    
     , 
is 25; threshold for MT cells,    
 , is 35) and divisively scaled by the maximally active 
cell. 
 
MT rightward-selective population  
The population of MT rightward-selective cells,    
 , receives bottom up input 
from rightward-selective V1 layer 4 excitatory cells and intra-areal on-center-off-
surround. MT’s decay rate,    , was set to 800 to tune the cells to realistic latencies, peak 
response times, and decay profiles. The excitatory sampling kernel,    
      , is ten times 
the size of the LGN sampling kernel (spans a radius of 20 units). The inhibitory sampling 
kernel,    
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The signal function, f, is threshold linear (threshold for V1 layer 4 cells,    
     , is 
10) and divisively scaled by the maximally active cell. 
The same equations and parameters hold for upward and right-up direction-
selective cells, with the exception that      
 ( ) is replaced by      
 ( ) and 
      
 ( ), respectively. In general, there are no cross-orientation interactions; only cells 




APPENDIX B: COGEYE MODEL DETAILS 
Notation 
Since all algebra in the model is performed on a GPU-based platform (Cog Ex 
Machina, Cog for short), a simplified modeling language was developed by Greg Snider 
at Hewlett Packard to take advantage of GPU parallelization (Snider et al., 2012). The 
framework relies on “neural fields” as the basic structure on which operations are made; 
several projects at the Neuromorphics Lab at Boston University have used Cog to build 
neural models (Versace & Chandler, 2010; Livitz et al., 2011; Gorchetchnikov et al., 
2011a; Gorchetchnikov et al., 2011b). However, since the reader is likely unfamiliar with 
Cog terminology, the equations are redefined to conform to more widely-accepted 
mathematical notation. Wherever possible, to preserve the essence of a Cog computation 
the matrix notation is used rather than index notation (i.e., performing a computation on 
an individual matrix element is avoided; rather computations on the entire matrix are 
performed). Note, when accessing an individual element of a matrix is unavoidable, the 
computation is run on the CPU rather than the GPU. Equations written with index 
notation therefore symbolize CPU computation. Table A1 describes common model 
notation. 
Since Cog runs in discrete time steps, model equations are represented in their 
discrete form, where the subscript T below a matrix or vector represents the matrix or 
vector state at the time step T. Similarly, T+1 and T-1 represent the future and prior 
matrix or vector state, respectively. 
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Space-variant active vision algorithms are made more complicated by coordinate 
system transformations. Three distinct coordinate systems will be referred to with a 
subscript on all relevant matrices and vectors: log polar coordinate system (LP), field of 
view Cartesian coordinates (FOV) and image Cartesian coordinates system (IM). 
Matrices and vectors not labeled with the coordinate system are taken to be invariant to 
the coordinate system (for example, the vector that represents the activation of view 
category nodes does not have a coordinate system subscript). Note, the FOV and IM 
coordinate systems (while both Cartesian) are distinct in that the eye may only be able to 
see a subset of the entire image; the FOV coordinate system is a windowed version of IM 
that is centered at the current foveation location. 
 
Notation Description Examples 




Vector: a Lowercase letters 
represent column vectors. 
If the vector is indexed, 
the result is a constant 
whose value is the value 










      if     
 
Matrix: A, wAB A single uppercase letter 
represents a standard 
matrix. A lower case “w” 
followed by uppercase 
letters represent a weight 
matrix (a matrix that 
represents the strength of 
connection between one 
neural population (row 
indices) and another 
 
    (
       
       
       
) 
 
The O stands for object category 
nodes, which there are 4 of (as 
represented by the number of 
columns). The N stands for the name 
category nodes, which there are 3 of 




(column indices)). The 
naming of the matrix is 
such that the first 
uppercase letter 
represents the elements 
in the column, the second 
uppercase letter 
represents the elements 
of the rows. The lower 
case w stands for weight 
matrix. 
rows). 




), second column vector 
 
     (       ), third row vector 
Element-wise 
multiplication 
(matrix with another 
matrix):     
    
Element-wise 
multiplication of two 
matrices. This is 
equivalent to the 
Hadamard product. 
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)  
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(matrix with a 
vector):         
Element-wise 
multiplication of a matrix 
by a vector, where the 
ith, column vector of the 
matrix is given by the 
Hadamard product:  
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(vector with another 
vector):        
Element-wise 
multiplication of a vector 


















Matrix or vector 
after threshold:  
A threshold operation 




          ,  
         
dimension of the matrix 
or vector is identical to 
the input but the 
elements are binary (1 if 
the matrix element 
exceeded threshold, 0 
otherwise). 
    (
       
       
       
)      
 
      (
       
       
       
) 
 
Dot product:   Standard dot product 
between a matrix and a 
vector, two matrices, or a 
row vector and column 
vector. 
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Outer product:     The outer produce of two 
column vectors, a and b, 
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Convolution: * A discrete convolution 
between two matrices. If 
not otherwise specified, 
the border policy is 
assumed to be “zero fill”: 
values of elements 
outside of the matrix 
boundaries are 
considered to be 0. 
 
    (
     
     
     
)    (
     
     
     
)  
 
      (
        
        
        
) 
Max operation on the 
rows of a matrix: 
        (   ) 
An operator that 
produces a column vector 
with the elements of the 
vector determined by the 
maximum value in each 
row of the matrix 
 
    (
     
     
     
) 






Max operation on a 
matrix:   (   ) 
An operation that 
produces a scalar whose     (
     
     




value is the maximum 
value of the given input 
matrix or vector 
 
   (   )    
 
Winner take all:    An operation on a matrix 
or vector whose output is 
the same dimension as 
the input but whose 
values are replaced by 0 
at all indices, save that of 
the greatest element, 
which takes the value 1. 
If there is a tie for the 
greatest element, the first 
encountered maximum 
(traversing along 
columns) is selected. 
 
    (
     
     
     
) 
 
   (   )  (
     
     












Sign of a matrix, 
vector, or constant: 
     
An operation on a matrix, 
vector, or constant that 
leaves the dimensions of 
the input unchanged, but 
replaces the values with 
their sign: 1 for value>0, 
0 for value=0,-1 for 
value <0 
 
    ( 
     
     
     
) 
 
    (   )  (
       
      
       
) 
 
Table B1. Table of model notation. The first column introduces the notation, the second column is a description 
of the notation, and the third column is an example with the notation in use. 
 
Parameters 
Due to the model’s size, many parameters referred to in the appendix are used in 
multiple locations. A list of the parameter names and is detailed in the table below: 
 
Parameter Description Value 
    Number of rows in image 80 
    Number of columns in image 128 
     Number of rows in field of view 160 
     Number of columns in field of view 256 
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    Number of rows in log-polar view 67 
    Number of columns in log-polar view 77 
n Number of name category cells 3 
o Number of object category cells 25 
v Number of view category cells 100 
β Inhibition of return decay 1000 
γ Inhibition of return kernel size 4 
υ Top down salience kernel size 3 
δ Number of shroud iterations 20 
ζ Shroud kernel size 5 
θ Shroud convolution threshold 0.9 
ρ Vigilance 0.92 
τ Cooling rate 0.1 
η Learning rate 0.5 
        Threshold for object category layer 0.66 
        Threshold for name category layer 0.8 
φ Evidence decay rate 0.9 
κ Spareseness 0.02 
Table B2: Parameter names, descriptions, and values used in the model. 
Coordinate system transformations 
The following coordinate system transformations are defined and subsequently 
their function call notation is used, output=transformationName(inputs), where needed. 
 
Image (IM) to field of view coordinate frame (FOV) 
      IMtoFOV(     (             )), where      is a matrix representing 
the image in image-centered coordinates, (               ) represent the coordinates of 
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the current fixation in image coordinates, and       is the image matrix in field of view 
coordinates. 
The IM to FOV transformation only changes the indices of the resulting 
coordinate system, no transformation or warping of the data values occurs.  Re-indexing 
from an IM to a FOV coordinate frame follows: 







where (         ) represent the row and column index of the field of view 
coordinate frame, (       ) represent the row and column index of the image coordinate 
frame, (               ) represent the current fixation point (yaw, pitch) in image 
coordinates, and (         ) are constants that represent the number of rows and 
columns in the field of view respectively. The values of the FOV image in the new 
coordinate frame are the same as the image in the IM coordinate frame, except when the 
pixel in the IM coordinate frame is not included in the FOV window, or when the FOV 
index includes pixels that are outside of the image boundaries. The boundary policy in 
the latter case is zero filling. Taken together, these criteria imply: 
     (         )  {
  if (         ) 0







else     (       )
 
where (       ) are constants that represent the number of rows and columns in 





Field of view (FOV) to log-polar coordinate frame (LP) 
     FOVtoLP(     ), where       is a matrix representing the image in 
field of view-centered coordinates, and      is the image matrix in log-polar coordinates. 
The FOV to LP transformation changes both the indices of the resulting 
coordinate system and transforms (warps) the data. The index transformation is done via 
two lookup tables, each of size (         ), where the entries in the matrices correspond 
to the index on the resulting log polar map. One of the lookup matrices,       , stores 
the index of the corresponding LP row, while the other lookup matrix       , stores the 
index of the corresponding LP column. If           then        and        are 
identical. The entries of (             ) are given by: 
 et   √(     
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 if   rfov
 
where (         ) refer to the FOV coordinates, (       ) refer to the LP 
coordinates, (         ) are constants that represent the number of rows and columns in 
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the field of view, and (       ) are constants that represent the number of rows and 
columns in the log polar matrix.  
Note that the coordinate re-indexing operation does not involve a Cartesian to 
polar coordinate system transformation. The term log-polar is therefore a misnomer in 
this model since polar coordinates are never used. 
The values of the LP image are determined as follows: 
    (       )  
 
n
∑      (   ) 
n
(   )        (         )     
       (         )    
 
where n is the number of entries in the rowMap and colMap matrix that match the 
given log-polar index, (       ).  
 
Log polar (LP) to field of view coordinate frame (FOV) 
      LPtoFOV(    ), where       is a matrix representing the image in 
field of view-centered coordinates, and      is the image matrix in log-polar coordinates. 
To transform the image from LP back to a Cartesian FOV reference frame (also 
termed inverse log-polar), the model refers back to the lookup tables created in the 
forward transformation (see  Field of view (FOV) to log-polar coordinate frame (LP)). 
Since the matrices rowMap and colMap store the index of the LP coordinate 
corresponding to the FOV coordinates, the rowMap and colMap are simply read out to 
determine (       ) given (         ). The values of the resulting image are the values 
of      at the index (       ): 
     (         )      (      (         )       (         )) 
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This process incurs a loss of information. Since values on the LP image were 
averaged (particularly for peripheral coordinates), there is no way to recover the non-
averaged data from the values on the log polar map. 
 
Field of view (FOV) to image coordinate frame (IM) 
     FOVtoIM(      (             )), where      is a matrix representing 
the image in image-centered coordinates, (               ) represent the coordinates of 
the current fixation in image coordinates, and       is the image matrix in field of view 
coordinates. 
The transform from the field of view to the image coordinate frame is a re-
indexing of coordinates but leaves the values in the FOV image unperturbed. The 
coordinate transformation is given by: 







where (         ) represent the row and column index of the field of view 
coordinate frame, (       ) represent the row and column index of the image coordinate 
frame, (               ) represent the current fixation point (eye position) in image 
coordinates, and (         ) are constants that represent the number of rows and 
columns in the field of view, respectively. Again, the model zero-fills the values of the 
image that are outside of either the FOV or IM image. 
    (       )  {
  if (         ) (         )






)  (       ), 





Box A: Visual image 
Inputs:      = matrix representing an image in image-centered (IM) coordinates, 
(             ) = current fixation in IM coordinates. 
Outputs:     = matrix representing image in LP coordinates based on current 
fixation. 
            (     )  where              (     (             )) 
 
Box B: Bottom up salience 
Inputs:     = matrix representing luminance based contours in LP coordinates. 
    = matrix representing phase congruency in LP coordinates.  
Outputs:     = matrix representing bottom up saliency in LP coordinates. 
     
   
   (   )
 
   




Inputs:      = matrix representing an image in LP coordinates. 
Outputs:    = matrix representing luminance based contours of     . 
To compute luminance, edges are first computed, which are used to compute 
surfaces, which are then used to compute luminance-based contours. 
Edge extraction 
Input:      = matrix representing an image in LP coordinates. 
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Output: ELP = edges in image      produced by Canny Edge detector. 
 
       √(  (  
    ))  (  (  
    ))  
 





-5.0 -6.0 -5.5 -5.0 -5.5 -6.0 -5.0
-6.0 -5.0 -2.0  0.5 -2.0 -5.0 -6.0
-5.5 -2.0  0.4  0.4  0.4 -2.0 -5.5
-5.0  0.5  0.4  225  0.4  0.5 -5.0
-5.5 -2.0  0.4  0.4  0.4 -2.0 -5.5
-6.0 -5.0 -2.0  0.5 -2.0 -5.0 -6.0






   
 
 
Ks – smoothing kernel 
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Input:    ELP=edges,      =log polar image 
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Output: SLP = surface representation produced by diffusion where the edges, ELP, 
set the Dirichlet boundary conditions. The model uses a previously published diffusion 
algorithm (Orzan et al., 2008). 
 
Contours 
Input: SLP =surface produced by Dirichlet-based filling-in operator 
Output: LLP = luminance based contours 
             
Where Sr, Sg, and Sb are r, g, and b component of surface SLP. 
 
Phase congruency 
Inputs:      = matrix representing an image in LP coordinates. 
Outputs:    = matrix representing corners and edges (ie, phase congruent regions) 
of     . 
The phase congruency algorithm published by Peter Kovesi (Kovesi, 1999; 
Kovesi, 2000; Kovesi 2003) is implemented in the model. 
 
Box C: Hotspot selection 
Inputs: SALLP= salience  matrix. IORIM= inhibition of return matrix. 
(             ) = coordinates of current fixation in image-centered coordinates. 
Output: HLP= matrix representing next fixation point (hotspot) 
       (      (      (     ))) 
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             (      )                (      (             ))   
 
Box D: Eye movements 
Inputs: HLP= matrix representing next fixation point (hotspot) in LP coordinates, 
(             ) = current fixation coordinates in image-centered space. 
Outputs: (             )    = new (future) fixation coordinates in image-
centered space. 













)  (   )        
            (   ) 
where (         ) are constants that represent the number of rows and columns 
in the field of view, respectively. 
 
Box E: Shroud 
Inputs: BULP= matrix representing bottom-up saliency in LP space. 
Outputs: RLP= matrix representing the attentional shroud and its surface properties 
in LP space. 
Iterative procedure within one computational time step: 
    {
((      ( ))   )      (    )  if iteration number 1





  ( )   {
  if    
  if    











   {
  if   
r P
 





Where r P and c P are the number of rows and columns in the log-polar image, 
respectively. The number of iteration cycles to “fill out” the shroud was set to 20. 
 
Box F: Reset 
Inputs:       = matrix representing the hotspot in LP space at time step T+1. 
    = matrix representing the shroud in LP space at time step T. 
Outputs: reset= scalar representing the reset signal. Reset=1 if the foveation has 
landed on the same object as the previous foveation, 0 otherwise. 
           (   (           )) 
 
Box G: Inhibition of return 
Inputs:        = matrix representing the inhibition of return in image-centered 
coordinates at time T.  (             ) = current fixation coordinates in image-centered 
space. 
Outputs:          = matrix representing the inhibition of return in image-
centered coordinates at time T+1. 
         (        )    (      (   )) 
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where     is the current fixation transformed into a matrix with 1 at the indicated 
coordinates: 
   (   )  {
  if (   )  (             )
  otherwise
 
and Kh is Gaussian kernel: 
  (   )  {
 
    
 
  
   
  
 
            












All values of       are bound between 0 and  . 
 
Box H: Salience 
Inputs:      = matrix representing bottom-up salience in LP coordinates.       = 
matrix representing top-down salience in LP coordinates.   
Outputs:       = matrix representing salience of LP image. 
                  
 
Box I: Saccade position 
Inputs:     = matrix representing the shroud in LP coordinates.   
Outputs:   = matrix representing the saccade position in size-invariant 
coordinates. 
rl  P  first column of shroud with non zero entry, 
rr  P  last column of shroud with non zero entry, 
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rt  P  first row of shroud with non zero entry, 
rb  P  last row of shroud with non zero entry, 
where                         represent constants that stand for left, right, top, and 
bottom borders of the shroud, respectively. 
The matrices representing the top-left and bottom-right borders of the shroud are: 
      {
   if (   )  (rt  P rl  P)
0 otherwise 
 
      {
   if (   )  (rb  P rr  P)
0 otherwise 
 
The left, top, right, and bottom FOV-centered coordinates of the shroud are: 
rl FOV           (     )    
rt FOV           (     )    
rr FOV           (     )    
rb FOV           (     )    
The position of the within-object foveation relative to the height and width of the 




    
        
             
 
    
        
             
)  
where      and      are the number of rows and columns in the FOV image, 
respectively. Lastly, the saccade position matrix, S, is given by: 
 (   )  {








Box J: Top-down salience 
Inputs:     = matrix representing the shroud in LP coordinates.  (             ) = 
current fixation coordinates in image-centered space.   = matrix representing the 
disambiguation map.   
Outputs:      = matrix representing the top-down salience in LP coordinates. 
rl  P  first column of shroud with non zero entry, 
rr  P  last column of shroud with non zero entry, 
rt  P  first row of shroud with non zero entry, 
rb  P  last row of shroud with non zero entry, 
where                         represent constants that stand for left, right, top, and 
bottom borders of the shroud, respectively. 
The matrices representing the top-left and bottom-right borders of the shroud: 
      {
   if (   )  (rt  P rl  P)
0 otherwise 
 
      {
   if (   )  (rb  P rr  P)
0 otherwise 
 
The left, top, right, and bottom FOV-centered coordinates of the shroud are: 
rl FOV           (     )    
rt FOV           (     )    
rr FOV           (     )    
rb FOV           (     )    
The height and width of the object are then given by: 
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(   )  (                           )  
The size-variant indices of the disambiguation map are determined by: 
(         )  (  
      
  
   
      
  
)  
where (             )     are the size-invariant indices of the disambiguation 
map. The size-variant disambiguation map, smoothed with a Gaussian is therefore: 
    (         )   (             )    (   ) 
where   
  (   )  {
 
    
 
  
   
  
 
            











The size-variant disambiguation map position in image-centered coordinates is: 
    (       )      (         )  
where 
(       )  (                         )       
(             )  (  
    
        
             
   
    
        
             
)  
The log polar top-down saliency map is given by: 
     
                 
   (                 )
  where  
                         (     )  




Box K: View category 
Inputs:     = matrix representing the shroud in LP coordinates.   
Outputs:   = vector representing the active view category cells. 
The activation and learning of the view category layer is modeled with a 
simplified fuzzy adaptive resonance theory network (Baraldi & Alpaydin, 1998; Baraldi 
& Alpaydin, 2002a; Baraldi & Alpaydin, 2002b). The main equations are summarized in 
what follows. 
 
The shroud,    , is resized to be a column vector, r: 
 ( )   (         )  where                   
The indices (         ) are matrix indices of the shroud,    .  
The template match between the shroud vector, r, and the weight matrix wBV is a 
element-wise  multiplication of two vectors: the modulus degree match, mdm, and the 
angle degree match, adm. Together, the resulting vector is termed vector degree match, 
vdm. 
            
       {
|   |
|   |
 
|   |
|   |
} 
 
    
(       (
     




where b=ones(v) and v is the number of view category nodes. 
The winning view category neuron, j*, is selected as follows: 
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   {
      
 
(   )        (  )   
                              ( )      
 
where ρ is the user-define vigilance threshold. The    row of the weight matrix 
wBV, is a row vector termed w. 
To determine if the winning view category node j* has a resonant domain (other 
view category nodes similar to it), an inter-template similarity vector (its) between w and 
wBV is computed: 
            
       {




|   |
} 
 
    
(       (
      





The vigilance criteria for resonant domain neurons is: 
      ( )  vdms 
vdms mdms adms 
mdms  (  MDMT)  [   (     )]  MDMT 
adms  (  ADMT)  [   (     )]  ADMT, 
where MDMT and ADMT are user-defined constants, MDMT=ADMT=    ( ), 
and  (     ) is the learning rate given the membership value,   , of the winning neuron 
(j*) and the time born of the winning neuron,   . More generally, the learning rate vector 
given the membership vector, u, and time born vector, t, is: 
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(     
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    if      but     resonant domain 
   
                  if     
 
Where the membership vector, u, and the time born vector, t, are defined as: 
  
   (     )
∑     (     )
 
   
 
      {
        if    
  but     resonant domain 
     
              if     
 
The bottom-up view category vector, vBU, is therefore defined as: 
   ( )  {
   if     
   ( )  if    resonant domain
   otherwise
 
View category cells can also be activated by a top down signal originating from 
the name category vector, n.  
The active object category vector, o, given the name category vector is: 
       (         )  
where     is the weight matrix between object cells (column indices) and name 
cells (row indices), and         is a user-set threshold parameter. 
Different object nodes could activate the same view category node. The degree to 
which the each view node overlaps multiple object representations is given by the vector, 
           : 
               
  (    ( )  (   ))  
 




where     is the weight matrix between view cells (column indices) and the 
object cells (row indices), and r is a vector describing the current refractory state of the 
object category neurons (see Object category section). 
To determine which view cells are most associated with the current winning name 
cell (as compared to non-winning name cells), a vector                is calculated: 
               ( )  {
   if (    )  ((     )
 )  (    )  ((    )
 
)       
   otherwise
 
where    is the row index of the winning name cell in name vector, n: 
       (   ( )) 
The top-down contribution to the view vector activation, vTD, is defined as: 
                                    (        ( ))  
where ones(f) is a column vector of size, f, whose values are all unity. The 
constant, f, is the number of feature found in the feature vector (the same as the number 
of columns in weight matrix, wBV). 
Finally, the total view category activation vector is the linear addition of the 
bottom-up and top-down components: 
          
All update rules for the weight matrices are given in the section: weight matrix 




Box L: Object category 
Inputs:   = vector representing the active view category cells.   = vector 
representing the active name category cells. Reset= a scalar signal from the where system 
marking whether the current foveation has moved to a new object. 
Outputs:   = vector representing the active object category cells. 
Object evidence, oe, is computed via a discrete time-step approximation to a 
recurrent competitive field (Grossberg, 1973), where divisive normalization is used in 
lieu of a normalizing signal function.  
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∑     
 
   
∑ ((          )  
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)    
  
where φ is an activity leak parameter. The object vector, o, contains the resulting 
active object category nodes that exceed a threshold, as well as the associated nodes 
whose activity is within some percent of the winning category node: 
  (    (   )      (   ))  (    (   )         ) 
The vectors     and     stand for bottom-up object and top-down object 
evidence, respectively, and are given by: 
    ((     )   )  (   ) 
    (   
   )  (   ) 
where r is a vector describing the current refractory state of the object category 
neurons (     symbolizes an absolute refractory period for neuron, i), N is a uniform 
random noise matrix with mean 5e-6 (min=0, max=1e-5), wVO is a weight matrix that 
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represents the strength of connection between view category (column indices) and object 
category nodes (row indices), and wON is a weight matrix that represents the strength of 
connection between the object category (column indices) and name category nodes (row 
indices). The refractory state calculation is given by: 
        (   (   ))  (    ) 
where t is a vector whose values represent the refraction time constant (in number 
of cycles): 
   
 
random uniform number between 2 and 20
  
The refractory state variable,   , is bound between 0 and 1. 
 
All update rules for the weight matrices are described in the section: weight 
matrix update rules. 
 
Box M: Name category 
Inputs:   = vector representing the active object category cells.       = vector 
representing the active teaching signal.  
Outputs:   = vector representing the active name category cells. 
The name evidence vector, ne, is computed via a discrete time-step approximation 
to a recurrent competitive field (Grossberg, 1973), where divisive normalization is used 
in lieu of a normalizing signal function.  
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where φ is an activity leak parameter. The name vector, n, contains the resulting 
active name category nodes that exceed a threshold: 
  (           )      
The vectors     and     stand for bottom-up name and top-down name evidence, 
respectively, and are given by: 
    ((     )   ) 
          
where N is a uniform random noise matrix with mean 5e-6 (min=0, max=1e-5), 
and wON is a weight matrix that represents the strength of connection between the object 
category (column indices) and name category nodes (row indices).  All update rules for 
the weight matrices are described in the section: weight matrix update rules. 
 
Box N: Teacher 
Inputs:               = external file representing the teaching signal.  
Outputs:       = vector representing the teaching signal. 
The teaching signal is a column vector where the element, i, corresponds to the 
teaching signal value for that object name: 
       {






Box O: Saccade evidence map 
Inputs:   = vector representing the active name category cells.   = matrix 
representing the saccade position in size-invariant coordinates. 
Outputs:    = a weight matrix representing the strength of connection between 
the spatial position of a saccade (indexed in the columns) and the name of the object 
(indexed in the rows).  
       (       
 )  
 
        (        )
    
where a=scaled name evidence vector, and s=size invariant saccade position 
matrix rescaled to be a 100x1 vector: 
  (         )  (
 
∑   
n
   
) 
 ( )   (         )  where                   
 
Box P: Disambiguation map 
Inputs:   = vector representing the active name category cells.    = a weight 
vector representing the strength of connection between the spatial position of a saccade 
(indexed in the columns) and the name of the object (indexed in the rows). 
Outputs:  = matrix representing the disambiguation map.   
The name-weighted saccade-evidence map,              is computed as follows: 
                  
The mean value of each column of             is represented in a vector, m: 
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     where   
1
n
    (n) 
The constant, n, is the number of elements in the name evidence vector and the 
vector ones(n) is a column vector of size n where the value of each element is 1. 
The standard deviation of each column of             is approximated by: 
        where      (              
 )  and b     (n) 
The disambiguation matrix, D, is a reshaped version of the vector, d: 
 (   )   (    )  where (   )  (
    
  
    (
    
  
))   
where rem, is the remainder operator.  
 
Weight matrix update rules 
Shroud vector (r) with view category vector (v) learning,     : 
              (  
      ) 
where       ( ) and v is the number of view category nodes. The learning rate 
  is a vector described in Box K: View category. 
 
View category (v) with object category vector (o) learning,      
               (  
         )  





Object category (o) with name category vector (n) learning,      
               (  
         ) 
where   is the learning rate, τ is a slow leak rate, and       ( ) and n is the 
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