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Abstract
We consider the three dimensional Vlasov-Poisson system in the plasma physical case.
It describes the time evolution of the distribution function of a very large number of
electrically charged particles. Those particles move under the influence of a self-consistent
electric field that is given by Poisson’s equation.
Our intention is to control the distribution function of the plasma by an external magnetic
field. At first we introduce the basics for variational calculus. Then we discuss two model
problems where the distribution function is to be controlled in such a way that it matches
a desired distribution function at a certain point of time as closely as possible. Those
model problems will be analyzed with respect to the following topics:
• Existence of a globally optimal solution
• Necessary conditions of first order for locally optimal solutions
• Derivation of an optimality system
• Sufficient conditions of second order for locally optimal solutions
• Uniqueness of the optimal control under certain conditions
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INTRODUCTION 9
Chapter 1
Introduction
The three dimensional Vlasov-Poisson system in the plasma physical case is given by the
following system of partial differential equations:
∂tf + v · ∂xf − ∂xψ · ∂vf = 0,
−∆ψ = 4piρ, lim|x|→∞ ψ(t, x) = 0,
ρ(t, x) =
∫
f(t, x, v) dv.
(1.1)
Here f = f(t, x, v) ≥ 0 denotes the distribution function of the particle ensemble that is
a scalar function representing the density in phase space. Its time evolution is described
by the first line of (1.1) which is a first order partial differential equation referred to as
the Vlasov equation. For any measurable set M ⊂ R6,∫
M
f(t, x, v) d(x, v)
yields the charge of the particles that have space coordinates x ∈ R3 and velocity co-
ordinates v ∈ R3 with (x, v) ∈ M at time t ≥ 0. The function ψ is the electrostatic
potential that is induced by the charge of the particles. It is given by Poisson’s equa-
tion −∆ψ = 4piρ with an homogeneous boundary condition where ρ denotes the volume
charge density. The self-consistent electric field is then given by −∂xψ. Note that both
ψ and −∂xψ depend linearly on f . Hence the Vlasov-Poisson system is nonlinear due to
the term −∂xψ · ∂vf in the Vlasov equation. Assuming f to be sufficiently regular (e.g.,
f(t) := f(t, ·, ·) ∈ C1c (R6) for all t ≥ 0), we can solve Poisson’s equation explicitly and
obtain
ψf (t, x) =
∫∫
f(t, y, w)
|x− y| dwdy for t ≥ 0, x ∈ R
3. (1.2)
Considering f 7→ ψf to be a linear operator we can formally rewrite the Vlasov-Poisson
system as
∂tf + v · ∂xf − ∂xψf · ∂vf = 0. (1.3)
Combined with the condition
f |t=0 = f˚ (1.4)
for some function f˚ ∈ C1c (R6) we obtain an initial value problem. A first local ex-
istence and uniqueness result to this initial value problem was proved by Kurth [5].
Later J. Batt [1] established a continuation criterion which claims that a local solution
can be extended as long as its velocity support is under control. Finally, two different
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proofs for global existence of classical solutions were established independently and al-
most simultaneously, one by K. Pfaffelmoser [11] and one by P.-L. Lions and B. Perthame
[8]. Later, a greatly simplified version of Pfaffelmoser’s proof was published by J. Schaef-
fer [13]. This means that the follwing result is established: Any nonnegative initial datum
f˚ ∈ C1c (R6) launches a global classical solution f ∈ C1([0,∞[×R6) of the Vlasov-Poisson
system (1.1) satisfying the initial condition (1.4). Moreover, for every time t ∈ [0,∞[,
f(t) = f(t, ·, ·) is compactly supported in R6. Hence equation (1.2) and the reformulation
of the Vlasov-Poisson system (1.3) are well-defined in the case f˚ ∈ C1c (R6).
To control the distribution function f we will add an external magnetic field B to the
Vlasov equation:
∂tf + v · ∂xf − ∂xψf · ∂vf + (v ×B) · ∂vf = 0, f |t=0 = f˚ . (1.5)
The cross product v × B occurs since, unlike the electric field, the magnetic field in-
teracts with the particles via Lorentz force. If we want to discuss an optimal control
problem where the PDE-constraint is given by (1.5) we must firstly establish the basics
for variational calculus. The aims are the following:
• We need some certain set B such that any field B ∈ B induces a unique and
sufficiently regular solution f = fB of the initial value problem (1.5).
• The solution f is supposed to exist on any time interval [0, T ] which means global
existence.
• The solution f = fB is supposed to be continuous and Fréchet differentiable with
respect to the field B.
• The operator B 7→ fB is supposed to be weakly compact in some suitable sense.
For fields B ∈ C([0, T ];C1b ) we will find out that the Pfaffelmoser-Schaeffer proof can be
adapted to this problem. Thus there is a unique classical solution on any time interval
[0, T ]. However, this space is not particularly suitable for optimal control problems
where a reflexive Banach space is desired. We will choose the following set to be the set
of admissible fields:
BK :=
{
B ∈ L2(0, T ;W 2,β ∩H1(R3;R3)) ∣∣ ‖B‖L2(0,T ;W 2,β) + ‖B‖L2(0,T ;H1) ≤ K}
with K > 0 and β > 3. Then any field B ∈ BK still induces a unique strong solution fB
of the initial value problem (1.5) existing on [0, T ]. It turns out that the high regularity
W 2,β is necessary to provide uniqueness and Fréchet differentiability. Now a field-state
operator BK 3 B 7→ fB can be defined and we will be able to prove that this operator
is Hölder-continuous and Fréchet differentiable. This operator is also weakly compact as
any weakly convergent sequence of admissible fields Bk ⇀ B ∈ BK yields a sequence of
strong solutions (fBk) with fBk ⇀ fB in an appropriate sense.
With this foundations it is possible to analyze some application problems. A standard
problem is to control f in such a way that it matches a desired distribution function fd
at final time T > 0 as closely as possible. This can, for instance, be modeled by:
Minimize J(B) :=
1
2
‖fB(T )− fd‖2L2 +
λ
2
‖DxB‖L2(0,T ;L2) s.t. B ∈ BK .
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In this model the field B is the control itself but in more realistic models the field will
be given by a control-field operator u 7→ B(u). For example the magnetic field might
be generated by N fixed field coils. Each coil generates a magnetic field of a certain
shape mi = mi(x) and its intensity is determined by a multiplier ui = ui(t). Then the
complete external magnetic field reads as follows:
B(u)(t, x) =
N∑
i=1
ui(t)mi(t) .
In this case u = (u1, ..., uN )T is the control in this model and we can define a control-field
operator u 7→ B(u).
Both model problems will be analyzed in this paper with respect to the follwing topics:
• existence of a globally optimal solution,
• necessary conditions of first order for locally optimal solutions,
• derivation of an optimality system,
• sufficient conditions of second order for locally optimal solutions,
• uniqueness of the optimal control for small values of Tλ .
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Chapter 2
Some important tools
2.1 Gronwall’s lemma and some generalizations
Evidently Gronwall’s lemma is one of the most important tools in dealing with or-
dinary differential equations. Especially in this paper, we will require it to analyse the
characteristic system of the Vlasov equation. Of course, the "standard version" is well
known and is presented only for the sake of completeness. Yet, particularly in the con-
text of Lp-spaces, we will need some nonlinear generalizations that are also listed in the
following lemma.
Lemma 1 Let I = [a, b] be an interval, A ≥ 0 be any number and let u, α, β, γ : I → R+0
be continuous functions.
(Standard version) Let us assume that the inequality
u(s) ≤ α(s) +
s∫
a
β(τ)u(τ) dτ or u(s) ≤ α(s) +
b∫
s
β(τ)u(τ) dτ respectively
holds for every s ∈ [a, b]. Then for all s ∈ [a, b],
u(s) ≤ α(s) +
s∫
a
α(τ)β(τ) exp
(
s∫
τ
β(σ) dσ
)
dτ
or u(s) ≤ α(s) +
b∫
s
α(τ)β(τ) exp
(
τ∫
s
β(σ) dσ
)
dτ respectively
If additionally α is monotonically increasing or decreasing respectively, then for all
s ∈ [a, b],
u(s) ≤ α(s) exp
(
s∫
a
β(τ) dτ
)
or u(s) ≤ α(s) exp
(
b∫
s
β(τ) dτ
)
respectively.
(Quadratic version) Let us assume that the inequality
u(s)2 ≤ A+
s∫
a
β(τ)u(τ) dτ or u(s)2 ≤ A+
b∫
s
β(τ)u(τ) dτ respectively
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holds for every s ∈ [a, b]. Then for all s ∈ [a, b],
u(s) ≤
√
A+
1
2
s∫
a
β(τ) dτ or u(s) ≤
√
A+
1
2
b∫
s
β(τ) dτ respectively.
(p-th power version) Let us assume that the inequality
u(s) ≤ A+
s∫
a
β(τ)u(τ) + γ(τ)u(τ)p dτ
or u(s) ≤ A+
b∫
s
β(τ)u(τ) + γ(τ)u(τ)p dτ respectively
holds for every s ∈ [a, b] and some constant p ∈]0, 1[. Then for all s ∈ [a, b],
u(s) ≤
A1−p exp
[
(1− p)
s∫
a
β(σ) dσ
] 0∫
0
+(1− p)
s∫
a
γ(τ) exp
[
(1− p)
s∫
τ
β(σ) dσ
]
dτ

1
1−p
or u(s) ≤
A1−p exp
[
(1− p)
s∫
a
β(σ) dσ
] 0∫
0
+(1− p)
s∫
a
γ(τ) exp
[
(1− p)
s∫
τ
β(σ) dσ
]
dτ

1
1−p
respectively.
In the case
s∫
a
the proofs of these inequalities can be found in [2] that is a collection
of Gronwall type inequalities by S. Dragomir. Studying these proofs carefully one will
easily find out that the case
b∫
s
can be proved completely analogously.
Comment
(a) When mentioning "Gronwall’s lemma" in the following, we refer to the "standard
version" from Lemma 1. The other versions will be named explicitely.
(b) The assertions of Lemma 1 hold true if β, γ ∈ L2(]a, b[) instead of β, γ ∈ C([a, b]).
We will illustrate this fact by taking the example of the standard version:
If β ∈ L2(]a, b[) there exists some sequence (βk)k∈N ⊂ C([a, b]) with βk → β in
L2(]a, b[). Let ε > 0 be arbitrary. As
u(s) < (α(s) + ε) +
s∫
a
β(τ)u(τ) dτ = lim
k→∞
(α(s) + ε) + s∫
a
βk(τ)u(τ) dτ

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we can find k0 ∈ N such that
u(s) ≤ (α(s) + ε) +
s∫
a
βk(τ)u(τ) dτ
for all k ≥ k0. Then by Lemma 1,
u(s) ≤ (α(s) + ε) +
s∫
a
(α(τ) + ε)βk(τ) exp
(
s∫
τ
βk(σ) dσ
)
dτ
→
k→∞
(α(τ) + ε) +
s∫
a
(α(τ) + ε)β(τ) exp
(
s∫
τ
β(σ) dσ
)
dτ
→
ε→0
α(s) +
s∫
a
α(τ)β(τ) exp
(
s∫
τ
β(σ) dσ
)
dτ .
Hence
u(s) ≤ α(s) +
s∫
a
α(τ)β(τ) exp
(
s∫
τ
β(σ) dσ
)
dτ .
2.2 A generalization of Jensen’s inequality
Another important tool in the context of Lp-spaces is Jensen’s inequality as it relates
the value of a convex/concave function of an integral to the integral of the convex/concave
function. In the standard version, the domain of integration must be a set of finite
measure. Yet we will now present a generalized version for the domain Rn that has
infinite Lebesgue measure.
Lemma 2 Let n ∈ N and let ϕ : R → R, f : Rn → R and ξ : Rn → [1,∞[ be Lebesgue
measurable functions. We assume that
∫
1
ξ(x) dx = 1. If ϕ is convex it holds that
ϕ
 ∫
Rn
f(x) dx
 ≤ ∫
Rn
ϕ
(
f(x)ξ(x)
)
ξ(x)−1 dx
If ϕ is concave the same holds with "≥" instead of "≤".
Proof We define a measure µ on Rn by dµ(x) = ξ(x)−1dx. This means that for any
measurable set M ⊂ Rn,
µ(M) =
∫
M
dµ(x) =
∫
M
ξ(x)−1 dx
and especially µ(Rn) = 1.
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Hence if ϕ is convex we have
ϕ
 ∫
Rn
f(x) dx
 = ϕ
 ∫
Rn
f(x)ξ(x) dµ(x)
 ≤ ∫
Rn
ϕ
(
f(x)ξ(x)
)
dµ(x)
=
∫
Rn
ϕ
(
f(x)ξ(x)
)
ξ(x)−1 dx
by Jensen’s inequality. If ϕ is concave Jensen’s inequality provides an analogous estimate
with "≥" instead of "≤".
2.3 Sobolev inequalities and continuous embeddings
Sobolev inequalities or Sobolev’s embedding theorems are further important tools we
will need in the later approach as they provide continuous embedding of a Sobolev space
W k,p either in some W k−1,q-space or in some Hölder-Space C l,γ .
For any open subset U ⊂ Rn the Hölder space Ck,γ(U) with k ∈ N and γ ∈]0, 1[ is
defined by
Ck,γ(U) :=
{
u ∈ Ck(U) ∣∣ ‖u‖Ck,γ <∞}
where for any u ∈ Ck(U),
‖u‖Ck,γ := max|α|≤k
{
‖Dαxu‖∞,
[
Dαxu
]
γ
}
with
[
Dαxu
]
γ
:= sup
x 6=y
|Dαxu(x)−Dαxu(y)|
|x− y|γ .
We will also use the notation
[
Dxu
]
γ
:= max
i=1,...,n
[
∂xiu
]
γ
. Note that
(
Ck,γ(U), ‖ · ‖Ck,γ
)
is
a Banach space.
In this paper we will particularly need the following very general version of Sobolev’s
embedding theorem:
Lemma 3 Let k ∈ N, 1 ≤ p < ∞ and let U be any open subset of Rn with a bounded
C1-boundary. Moreover let u ∈W k,p(U) be arbitrary.
(a) We assume that k < np and define q :=
np
n−kp , i.e.,
1
q =
1
p − kn . Then u ∈ Lq(U)
with ‖u‖Lq(U) ≤ C ‖u‖Wk,p(U) where C denotes a positive constant that depends
only on k, n, p and U .
(b) We assume that k > np . If
n
p ∈ N we will additionally assume that U is bounded.
Then u ∈ Ck−bn/pc−1,γ(U) where
γ =
{
1 + bn/pc − n/p, if np /∈ N
is any number in ]0, 1[, if np ∈ N
and
‖u‖Ck−bn/pc−1,γ(U) ≤ C ‖u‖Wk,p(U)
where C denotes a positive constant depending only on k, n, p, γ and U .
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In the case that U is a bounded subset of Rn with C1-boundary a proof is presented by
L. C. Evans in [3]. Studying this proof carefully one will find out that the boundedness
of U is necessary only in the case k > np ∈ N. If k < np or k > np /∈ N it suffices to
assume that the C1-boundary of U is bounded. Note that the whole space Rn satisfies
this condition trivially as its boundary is empty.
2.4 A relation of Sobolev spaces and Bochner spaces
The identities that are presented in the following lemmata seem to be obvious at first
appearance. However, measurability in an Lp space and measurability in a Bochner space
are two different concepts. Therefore we will give a detailed proof of those assertions. In
the following, Cc([0, T ] × Rn) will denote the space of compactly supported continuous
functions whose support lies in [0, T ]× Rn but not necessarily in ]0, T [×Rn.
Notation For brevity we will sometimes omit the argument "(Rn)" (for any n ∈ N)
when denoting a function space. For instance, we will just write Lp, W k,p or Ckb instead
of Lp(Rn), W k,p(Rn) or Ckb (Rn). If the function space refers to a proper subset Ω ⊂ Rn
we will not use this abbreviation.
Lemma 4 Let 1 ≤ p <∞ and T > 0 be any real numbers. Then the following holds:
(a) Cc([0, T ]× Rn) is dense in the Bochner space Lp
(
0, T ;Lp(Rn)
)
,
(b) Lp(]0, T [×Rn) = Lp(0, T ;Lp(Rn)).
Proof Step 1 : At first we will show that Lp(]0, T [×Rn) is a subset of Lp(0, T ;Lp(Rn)).
Let f ∈ Lp(]0, T [×Rn) and g ∈ Lq(Rn) be arbitrary where q := pp−1 if p > 1 and q :=∞
if p = 1 denotes the dual exponent of p. Then by Fubini’s theorem, the function
]0, T [3 t 7→
∫
f(t, x) g(x) dx
is measurable. As g was arbitrary this implies that the function t 7→ f(t) is weakly
measurable in the Banach space Lp(Rn). Then, since Lp(Rn) is separable, we can de-
duce that t 7→ f(t) is strongly measurable in Lp(Rn) according to B. J. Pettis [10] and
especially f(t) ∈ Lp(Rn) for almost all t ∈ [0, T ]. Thus t 7→ ‖f(t)‖Lp is measurable and
T∫
0
‖f(t)‖pLp dt = ‖f‖pLp(]0,T [×Rn) <∞
which means that f ∈ Lp(0, T ;Lp(Rn)).
Step 2 : We will prove that any function f ∈ Lp(0, T ;Lp(Rn)) can be approximated
by a sequence (fk)k∈N ⊂ Cc([0, T ] × Rn). Therefore we consider an arbitrary function
f ∈ Lp(0, T ;Lp(Rn)). According to K. Yosida [15, Chap.V, Sec. 4-5] we can approxi-
mate f by a sequence of finitely-valued functions, i.e., for any k ∈ N, there exist func-
tions ζki ∈ Lp(Rn), i = 1, ..., k and a family of pairwise disjoint open subsets Iki ⊂ [0, T ],
i = 1, ..., k with λ
(
[0, T ] \⋃ki=1 Iki ) = 0 such that the sequence defined by
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f
(1)
k (t, x) :=
k∑
i=1
1Iki
(t) ζki (x), t ∈ [0, T ], x ∈ Rn
satisfies
lim
k→∞
‖f (1)k (t)− f(t)‖Lp = 0
for almost every t ∈ [0, T ]. Since Cc(Rn) is dense in Lp(Rn), there exist ξki ∈ Cc(Rn),
i = 1, ..., k such that ‖ξki − ζki ‖Lp ≤ 1k2 for every i ∈ {1, ..., k}. Hence we have
lim
k→∞
‖f (2)k (t)− f (1)k (t)‖Lp = 0 ⇒ limk→∞‖f
(2)
k (t)− f(t)‖Lp = 0
for almost every t ∈ [0, T ] where
f
(2)
k (t, x) :=
k∑
i=1
1Iki
(t) ξki (x), t ∈ [0, T ], x ∈ Rn.
Now we define
Jki :=
{
t ∈ Iki
∣∣ ‖f (2)k (t)‖Lp ≤ 2‖f(t)‖Lp + 1} .
For almost every t ∈ [0, T ] there exists i ∈ {1, ..., k} such that t ∈ Iki . Assuming k to be
sufficiently large, we also have t ∈ Jki . Hence
lim
k→∞
‖f (3)k (t)− f (2)k (t)‖Lp = 0 ⇒ limk→∞‖f
(3)
k (t)− f(t)‖Lp = 0
for almost every t ∈ [0, T ] where
f
(3)
k (t, x) :=
k∑
i=1
1Jki
(t) ξki (x), t ∈ [0, T ], x ∈ Rn.
Since ‖f (3)k (t)− f(t)‖Lp ≤ 3‖f(t)‖Lp + 1 for every k ∈ N, Lebesgue’s dominated conver-
gence yields
lim
k→∞
‖f (3)k − f‖Lp(0,T ;Lp) = 0 .
For k ∈ N, we choose χki ∈ C([0, T ]), i = 1, ..., k such that
‖χki − 1Jki ‖
p
Lp([0,T ]) ≤
1
k3 max
1≤m≤k
‖ξkm‖Lp
, i ∈ {1, ..., k}
and define a sequence of Cc([0, T ]× Rn)-functions by
f
(4)
k (t, x) :=
k∑
i=1
χki (t) ξ
k
i (x), t ∈ [0, T ], x ∈ Rn.
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Then
‖f (4)k − f (3)k ‖pLp(0,T ;Lp) ≤ k(p−1)/p
k∑
i=1
 T∫
0
|χki (t)− 1Jki (t)|
p dt ‖ξki ‖pLp

≤ 1
k
→ 0, k →∞
which directly implies that
lim
k→∞
‖f (4)k − f‖Lp(0,T ;Lp) = 0 .
Step 3 : Now we will show that Lp
(
0, T ;Lp(Rn)
)
is a subset of Lp(]0, T [×Rn). Therefore
let f ∈ Lp(0, T ;Lp(Rn)) be arbitrary. According to Step 2 there exists some sequence
(fk) ⊂ Cc([0, T ] × Rn) ⊂ Lp(]0, T [×Rn) such that fk → f in Lp
(
0, T ;Lp(Rn)
)
. This
means that (fk) is a Cauchy sequence in Lp
(
0, T ;Lp(Rn)
)
, i.e., for all ε > 0 there exists
k0 ∈ N such that for all k, l ∈ N with k, l ≥ k0,
‖fk − fl‖Lp(]0,T [×Rn) = ‖fk − fl‖Lp(0,T ;Lp) < ε
Hence (fk) is also a Cauchy sequence in Lp(]0, T [×Rn) and consequently, because of
completeness, there exists some function f∗ ∈ Lp(]0, T [×Rn) such that fk → f∗ in
Lp(]0, T [×Rn). Then, however, Step 1 yields that f∗ ∈ Lp(0, T ;Lp(Rn)) and thus
‖fk − f∗‖Lp(0,T ;Lp) = ‖fk − f∗‖Lp(]0,T [×Rn) → 0, k →∞ .
As the limit is unique we have f = f∗ ∈ Lp(]0, T [×Rn).
Lemma 5 Let 1 ≤ p <∞ and T > 0 be any real numbers. Then
W 1,p(]0, T [×Rn) = W 1,p(0, T ;Lp(Rn)) ∩ Lp(0, T ;W 1,p(Rn)) .
Proof In this proof ∂tf and ∂xf = (∂x1f, ..., ∂xnf)T will denote the partial derivatives
of a function f ∈ W 1,p(]0, T [×Rn). On the other hand f˙ will denote the derivative of
f ∈ W 1,p(0, T ;Lp(Rn)) and ∇f will denote the derivative of f ∈ Lp(0, T ;W 1,p(Rn)).
We already know from Lemma 4 that Lp(]0, T [×Rn) = Lp(0, T ;Lp(Rn)).
Step 1 : At first we will show that W 1,p(]0, T [×Rn) is a subset of W 1,p(0, T ;Lp(Rn))
∩Lp(0, T ;W 1,p(Rn)). Therefore let f ∈ W 1,p(]0, T [×Rn) be arbitrary. From Lemma 4
we can conclude that f , ∂tf and ∂xf are in Lp
(
0, T ;Lp(Rn)
)
. It remains to show that f is
differentiable in theW 1,p
(
0, T ;Lp(Rn)
)
-sense with f˙ = ∂tf and in the Lp
(
0, T ;W 1,p(Rn)
)
-
sense with ∇f = ∂xf . We have
T∫
0
∫
f(t, x) ∂tφ(t, x) dx dt = −
T∫
0
∫
∂tf(t, x)φ(t, x) dx dt
for any arbitrary test function φ ∈ C∞c (]0, T [×Rn). Let now ϕ ∈ C∞c (]0, T [) and ψ ∈
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C∞c (Rn) be arbitrary. Then ϕψ ∈ C∞c (]0, T [×Rn) and hence
∫ T∫
0
f(t, x) ϕ˙(t) dt ψ(x) dx =
T∫
0
∫
f(t, x) ∂t
[
ϕψ
]
(t, x) dx dt
= −
T∫
0
∫
∂tf(t, x)
[
ϕψ
]
(t, x) dx dt = −
∫ T∫
0
∂tf(t, x)ϕ(t) dt ψ(x) dx .
Since ψ was arbitrary this means
T∫
0
f(t, x) ϕ˙(t) dt = −
T∫
0
∂tf(t, x)ϕ(t) dt in Lp(Rn)
and thus f ∈ W 1,p(0, T ;Lp(Rn)) where the derivative is given by f˙ = ∂tf . In the same
fashion one can show that f ∈ Lp(0, T ;W 1,p(Rn)) with ∇f = ∂xf .
Step 2 : Now we will prove that W 1,p
(
0, T ;Lp(Rn)
) ∩ Lp(0, T ;W 1,p(Rn)) is a subset
of W 1,p(]0, T [×Rn). Suppose that f ∈ W 1,p(0, T ;Lp(Rn)) ∩ Lp(0, T ;W 1,p(Rn)). This
directly implies that f , f˙ and ∇f are in Lp(]0, T [×Rn) but we must still show that f
is differentiable in the W 1,p(]0, T [×Rn)-sense with ∂tf = f˙ and ∂xf = ∇f . Again, let
φ ∈ C∞c (]0, T [×Rn) denote an arbitrary test function. Then there exists some constant
R > 0 such that supp φ(t, ·) ⊂ [−R,R]n for all t ∈]0, T [. For any number N ∈ N we
can split the cube [−R,R]n into disjoint open subcubes Qi, i = 1, ..., Nn, all with edge
length 2R/N , such that
[−R,R]n =
Nn⋃
i=1
Qi .
Let x¯i denote the center of the cube Qi and let q = pp−1 denote the dual exponent to p.
We define
φN (t, x) :=
Nn∑
i=1
ϕi(t)1Qi(x) where ϕi(t) := φ(t, x¯i), (t, x) ∈ ]0, T [×Rn, N ∈ N .
Now |φ(t, x) − φ(t, x¯i)| ≤ ‖Dxφ‖∞ |x − x¯i| ≤
√
n 2RN ‖Dxφ‖∞ if (t, x) ∈ ]0, T [×Qi and
hence
‖φ− φN‖Lq(]0,T [×Rn) ≤
 T∫
0
∫ (Nn∑
i=1
∣∣φ(t, x)− φ(t, x¯i)∣∣1Qi(x)
)q
dx dt
1/q
≤
√
3 2RN ‖Dxφ‖∞
 T∫
0
∫ (Nn∑
i=1
1Qi(x)
)q
dx dt
1/q
≤
√
3 2RN ‖Dxφ‖∞
(
T (2R)n
)1/q
→ 0, if N →∞ .
Note that for any i ∈ {1, ..., Nn} the function ϕi is totally continuously differentiable
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with ϕ˙i = ddt
[
φ(t, x¯i)
]
= ∂tφ(t, x¯i). Thus φN is partially differentiable with respect to t,
and it holds that
∂tφN =
Nn∑
i=1
ϕ˙i 1Qi on ]0, T [×Rn
in the classical sense. Thus the derivative ∂tφ can be approximated analogously by the
sequence ∂tφN and we finally have
φ = lim
N→∞
Nn∑
i=1
ϕi 1Qi and ∂tφ = lim
N→∞
Nn∑
i=1
ϕ˙i 1Qi in L
q(]0, T [×Rn) .
Now, according to the definition of the W 1,p
(
0, T ;Lp(Rn)
)
-derivative f˙ ,
T∫
0
f(t, x) ϕ˙i(t) dt = −
T∫
0
f˙(t, x)ϕi(t) dt in Lp(Rn), i = 1, ..., Nn
and thus
T∫
0
∫
f(t, x) ∂tφ(t, x) dx dt = lim
N→∞
Nn∑
i=1
∫ T∫
0
f(t, x) ϕ˙i(t) dt1Qi(x) dx
= − lim
N→∞
Nn∑
i=1
∫ T∫
0
f˙(t, x)ϕi(t) dt1Qi(x) dx = −
T∫
0
∫
f˙(t, x)φ(t, x) dx dt .
This means that f is weakly partially differentiable with respect to t and its weak
derivative is ∂tf = f˙ . We can similarly prove that f is weakly partially differentiable
with respect to x and the weak derivative is ∂xf = ∇f . Hence W 1,p
(
0, T ;Lp(Rn)
)
∩Lp(0, T ;W 1,p(Rn)) is a subset of W 1,p(]0, T [×Rn).
This means equality of both spaces and completes the proof.
2.5 The Newtonian potential
If f is a compactly supported continuous function the Newtonian potential yields a
weak solution of Poisson’s equation −∆u = f . In this thesis it will be used to describe
the electric potential that is generated by the charge of the particles. The following
lemma presents some well known properties.
Lemma 6 Let r > 0 be any real number and let f ∈ Cc(R3) with supp f ⊂ Br(0).
Moreover, let u be the Newtonian potential of f , i.e.,
u(x) =
∫
Φ(x− y)f(y) dy with Φ(x) = 1
4pi |x| x ∈ R
3
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Then the following holds:
(a) u ∈ C1b (R3) and its gradient is given by
∇u(x) =
∫
∇Φ(x− y)f(y) dy with ∇Φ(x) = − x
4pi |x|3 , x ∈ R
3 . (2.1)
(b) For |x| → ∞,
u(x) = O(|x|−1) and ∇u(x) = O(|x|−2) .
(c) u is a weak solution of Poisson’s equation −∆u = f , i.e.,∫
∇u · ∇ϕ dx =
∫
fϕ dx for all ϕ ∈ C∞c (R3) .
If even u ∈ C2(R3) the same holds in the sense of classical solutions. Note that
f ∈ C1c (R3) suffices to ensure that u ∈ C2(R3).
Proof Initially we will assume that f ∈ C1c (R3). For ε > 0 we define
uε(x) :=
∫
|x−y|>ε
Φ(x− y) f(y) dy =
∫
|y|>ε
Φ(y) f(x− y) dy .
Note that for any ε > 0, Φ is continuously differentiable on the domain
{
y ∈ R3 : |y| > ε}
where the gradient ∇Φ is the function that is declared in (2.1). Thus by integration by
parts and chain rule,
∇uε(x) =
∫
|y|>ε
Φ(y)∇x
[
f(x− y)] dy
= −
∫
|y|>ε
Φ(y)∇f(x− y) dy
=
∫
|y|>ε
∇Φ(y) f(x− y) dy −
∫
|y|=ε
Φ(y) f(x− y) dS(y)
=
∫
|x−y|>ε
∇Φ(x− y) f(y) dy −
∫
|y|=ε
Φ(y) f(x− y) dS(y).
We will now assume that f ∈ Cc(R3). Since C1c (R3) is dense in Cc(R3) with respect to
the infinity norm, uε is also continuously differentiable if f ∈ Cc(R3) with
∇uε(x) :=
∫
|x−y|>ε
∇Φ(x− y) f(y) dy −
∫
|y|=ε
Φ(y) f(x− y) dS(y).
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Then one can easily show that for ε→ 0,
uε(x)→ u(x) and ∇uε(x)→
∫
∇Φ(x− y) f(y) dy
both uniformely in x since∣∣∣∣∣∣∣
∫
|y|=ε
Φ(y) f(x− y) dS(y)
∣∣∣∣∣∣∣ ≤ ε‖f‖∞ → 0, ε→ 0 .
Hence u ∈ C1(R3) and ∇u is given by (2.1). Now we will assume that |x| > 2r. Then
|u(x)| ≤
∫
|y|<r
1
4pi
∣∣|x| − |y|∣∣ |f(y)| dy = |x|−1
∫
|y|<r
1
4pi
∣∣1− |y||x| ∣∣ |f(y)| dy ≤ 12pi |x|−1 ‖f‖L1
and similarly |∇u(x)| ≤ 12pi |x|−2 ‖f‖L1 that is (b). Moreover this implies that u and ∇u
are bounded on R3 which proves (a).
To prove (c) note that u is a solution of Poisson’s equation in the sense of distributions
according to E. Lieb and M. Loss [6, sect. 6.21]. Then (a) and integration by parts imply
the assertion.
The definition of the Newtonian potential does also make sense if f ∈ Lp(R3). The
following lemma presents some important regularity properties and inequalities. It is
commonly referred to as the Calderón-Zygmund inequality.
Lemma 7 Let 1 < p < ∞ and f ∈ Lp(R3) with compact support supp f ⊂ Br(0)
for some radius r > 0. Moreover let u be the Newtonian potential of f as defined in
Lemma 6. Then the following holds:
(a) For any R > 0, u ∈W 2,p(BR(0)) with −∆u = f almost everywhere on BR(0) and
there exists some constant C(p,R, r) > 0 such that
‖D2u‖Lp(BR(0)) ≤ C(p,R, r) ‖f‖p .
If additionally p ≥ 3, there exists some constant c(R, r) > 0 (that does not depend
on p) such that C(p,R, r) ≤ c(R, r) p.
(b) If p ≥ 43 , then D2u ∈ Lp(R3). If actually p ≥ 3, there exists some constant
c∗(r) > 0 such that
‖D2u‖Lp(R3) ≤ c∗(r) p ‖f‖p .
Comment The conditions "p ≥ 3" and "p ≥ 43" are not sharp but sufficient for subse-
quent utilization.
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Proof A proof of (a) can be found in [4, Chap. 9.4] by D. Gilbarg and N. S. Trudinger.
Studying this proof carefully, one will notice that the p-dependency of the constant
originates from the Marcinkiewicz interpolation theorem that is previously presented in
[4, Chap. 9.3]. In fact the constant is given explicitely in the end of the proof of this
interpolation theorem. From that we can deduce that for p ≥ 3 and its dual number
q = q(p) satisfying 1/p + 1/q = 1 our constant is given by
C(p,R, r) = c˜(R, r)
(
q
(q − 1)(2− q)
) 1
q
= c˜(R, r)
(
p
p− 1
p− 2
)1− 1
p
≤ 2 c˜(R, r) p
where c˜(R, r) denotes some further positive constant. This proves (a) if we define
c(R, r) := 2 c˜(R, r).
To prove (b) we will assume without loss of generality that r > 12 and choose R = 2r.
Let κ > 0 denote some generic constant depending at most on r and let x ∈ R3 be
arbitrary with |x| ≥ R = 2r > 1. Then for all y ∈ Br(0),
|x− y| ≥ ∣∣|x| − |y|∣∣ = |x| ∣∣∣∣1− |y||x|
∣∣∣∣ > 12 |x| ≥ r
and hence for all i, j ∈ {1, ..., n},
|∂xi∂xju(x)| ≤
∫
Br(0)
κ
|x− y|3 |f(y)| dy ≤ κ |x|
−3 ‖f‖p .
Thus if p ≥ 43 ,
‖D2u‖Lp(R3\B2r(0)) =
 3∑
i,j=1
∫
|x|≥2r
|∂xi∂xju(x)|p dx

1
p
≤ κ‖f‖p
 ∫
|x|≥2r
|x|−3p dx

1
p
≤ κ‖f‖p
 1 + ∫
|x|≥1
|x|−3p dx

1
p
≤ κ‖f‖p
 1 + ∫
|x|≥1
|x|−4 dx

1
p
≤ κ‖f‖p
 1 + ∫
|x|≥1
|x|−4 dx
 ≤ κ‖f‖p .
Finally, if p ≥ 3 > 43 ,
‖D2u‖Lp(R3) = ‖D2u‖Lp(B2r(0)) + ‖D2u‖Lp(R3\B2r(0))
≤ c(2r) p ‖f‖p + κ ‖f‖p
≤ c∗(r) p ‖f‖p
for some constant c∗(r) > 0.
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Proposition 8 Let r > 0 be any radius. We define
L2r(R3) :=
{
ϕ ∈ L2(R3) | supp ϕ ⊂ Br(0)
}
.
For any function f ∈ L2r(R3) let uf denote the Newtonian potential of f as defined in
Lemma 6. Then the following holds:
(a) uf ∈ H2loc(R3) with −∆uf = f almost everywhere on R3 and its weak gradient ∇uf
is given by (2.1). Moreover, uf has a continuous representative and is the unique
solution of the boundary value problem
−∆uf = f a.e. on R3, lim|x|→∞uf (x) = 0 .
(b) For |x| → ∞,
u(x) = O(|x|−1), ∇u(x) = O(|x|−2) and D2u(x) = O(|x|−3)
(c) Let R > 0 be any radius. Then the operator L2r(R3) 3 f 7→ uf ∈ H2(BR(0)) is
linear and continuous, i.e., there exists some constant C > 0 depending only on r
and R such that ‖uf‖H2(BR(0)) ≤ C ‖f‖L2 for every f ∈ L2r(R3).
(d) There exists some constant C > 0 depending only on r such that
‖uf‖L∞(R3) ≤ C ‖f‖L2 .
If additionally f ∈ L∞(R3) there exists some constant C > 0 depending only on r
such that
‖∇uf‖L∞ ≤ C ‖f‖L∞ .
(e) If we additionally assume that f ∈ L∞(R3) then for any γ ∈]0, 1[, uf ∈ C1,γ(R3)
and thus ∇uf ∈ C0,γ(R3).
Proof Since f ∈ L2r(R3) ⊂ L1loc(R3) it holds that uf ∈ L1loc(R3) with −∆uf = f in
the sense of distributions. Moreover the distributional derivative of uf is a function
∇uf ∈ L1loc that is given by
∇uf (x) =
∫
∇Φ(x− y) f(y) dy (2.2)
This result is presented by E. Lieb and M. Loss in [6, sect. 6.21]. On the other hand we
know from the Calderon-Zygmund inequality (Lemma 7) that uf ∈ H2loc with −∆uf = f
almost everywhere on R3. This means that the distributional derivative is even the
derivative in the weak sense. Hence the weak derivative is given by (2.2) and especially
∇uf ∈ H1loc. For any s > 0, uf ∈ H2(Bs(0)) and hence uf ∈ Cb(Bs(0)) according to
Sobolev’s embedding theorem. As s was arbitrary it also holds that u ∈ C(R3).
Let now C > 0 denote some generic constant depending only on r. Without loss of
generality we can assume that r ≥ 1. If |x| ≥ 2r we have |x − y| ≥ 12 |x| ≥ 1 for all
y ∈ Br(0).
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Hence
|uf (x)| ≤ C
∫
|y|<r
|f(y)|
|x− y| dy ≤ C |x|
−1 ‖f‖L1 ,
|∇uf (x)| ≤ C
∫
|y|<r
|f(y)|
|x− y|2 dy ≤ C |x|
−2 ‖f‖L1 ,
|D2uf (x)| ≤ C
∫
|y|<r
|f(y)|
|x− y|3 dy ≤ C |x|
−3 ‖f‖L1 .
This proves (b) and directly implies that uf satisfies the boundary condition
lim
|x|→∞
uf (x) = 0 .
Let us now assume that u˜ ∈ H2loc(R3) is another solution of the boundary value problem.
Then h := u − u˜ satisfies ∆h = 0 especially in the sense of distributions. Hence, by
Weyl’s lemma (cf. E. Lieb, M. Loss [6, sect. 9.3]), h is a harmonic function that also
satisfies the boundary condition. This directly yields h = 0 which means uniqueness and
completes the proof of (a).
To prove (c) let R > 0 be arbitrary and let C > 0 denote some constant that may depend
only on r and R. Then
‖uf‖2L2(BR(0)) =
∫
|x|≤R
|uf (x)|2 dx ≤
∫
|x|≤R
 ∫
|y|≤r
|Φ(x− y)| |f(y)| dy

2
dx
≤ ‖f‖2L2
∫
|x|≤R
∫
|y|≤r
|Φ(x− y)|2 dy dx = ‖f‖2L2
∫
|x|≤R
∫
|x−y|≤r
|Φ(y)|2 dydx
≤ ‖f‖2L2
∫
|x|≤R
∫
|y|≤R+r
|Φ(y)|2 dy dx ≤ CR3 ‖f‖2L2 ‖Φ‖2L2(BR+r(0)) ≤ C‖f‖2L2 .
From the Hardy-Littlewood-Sobolev inequality we know that
‖∇uf‖L2(BR(0)) ≤ C ‖f‖L6/5 ≤ C ‖f‖L2
and Lemma 7 yields ‖D2uf‖L2(R3) ≤ C‖f‖L2 because 2 > 43 . Hence we can deduce that
‖uf‖H2(BR(0)) ≤ C‖f‖L2 that is (c).
Now we fix R = 2r. If |x| ≤ 2r,
|uf (x)| ≤ ‖f‖L2
 ∫
|y|<r
|Φ(x− y)|2 dy

1/2
= ‖f‖L2
 ∫
|x−y|<r
|Φ(y)|2 dy

1/2
≤ ‖f‖L2
 ∫
|y|<3r
|Φ(y)|2 dy

1/2
≤ ‖Φ‖L2(B3r(0)) ‖f‖L2 = C ‖f‖L2 ,
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|∇uf (x)| ≤ ‖f‖L∞
∫
|y|<r
|∇Φ(x− y)| dy = ‖f‖L∞
∫
|x−y|<r
|∇Φ(y)| dy
≤ ‖f‖L∞
∫
|y|<3r
|Φ(y)| dy ≤ ‖∇Φ‖L1(B3r(0)) ‖f‖L∞ = C ‖f‖L∞ .
If |x| > 2r,
|uf (x)| ≤ C |x|−1 ‖f‖L1 ≤ C R−1 ‖f‖L2 ≤ C ‖f‖L2
|∇uf (x)| ≤ C |x|−2‖f‖L1 ≤ C R−2‖f‖L∞ ≤ C ‖f‖L∞ .
Note that the constant C depends only on r because of the choice R = 2r. This is (d).
To prove (e) let γ ∈]0, 1[ be arbitrary. Note that f ∈ L∞ ∩ L2r(R3) directly implies that
f ∈ Lp(R3) for any 1 ≤ p ≤ ∞. We choose p = 31−γ > 3, i.e., γ = 1 + b3pc − 3p , Then the
Hardy-Littlewood-Sobolev inequality yields
‖uf‖Lp(R3) ≤ C ‖f‖L3p/(2p+1)(R3) and ‖∇uf‖Lp(R3) ≤ C ‖f‖L3p/(p+1)(R3)
and since p > 3 > 43 we know from the Calderón-Zygmund inequality (Lemma 7) that
D(∇uf ) = D2uf ∈ Lp(R3). Hence uf ∈ W 2,p(R3) and then we can deduce from the
Sobolev embedding theorem (Lemma 3) that uf ∈ C1,γ(R3).
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ADMISSIBLE FIELDS AND THE FIELD-STATE OPERATOR 29
Chapter 3
Admissible fields and the field-state
operator
In order to write down the three dimensional Vlasov-Poisson system concisely we will at
first define some operators and notations:
For d ∈ N, 1 ≤ p ≤ ∞ and r > 0 let Lpr(Rd) denote the set of functions ϕ ∈ Lp(Rd)
having compact support supp ϕ ⊂ Br(0) ⊂ Rd. Then the operator
ρ. : L2r(R6)→ L2(R3), ϕ 7→ ρϕ with ρϕ(x) :=
∫
ϕ(x, v) dv, x ∈ R3 (3.1)
is linear and bounded. It also holds that ρϕ ∈ L2r(R3) for any ϕ ∈ L2r(R6). Let now
R > 0 be an arbitrary radius. Then we know from Proposition 8 that
ψ. : L2r(R6)→ H2
(
BR(0)
)
, ϕ 7→ ψϕ with ψϕ(x) :=
∫
ρϕ(y)
|x− y| dy (3.2)
is a linear and bounded operator and its derivative with respect to x, that is
∂xψ. : L
2
r(R6)→ H1
(
BR(0)
)
, ϕ 7→ ∂xψϕ with ∂xψϕ(x) = −
∫
x− y
|x− y|3 ρϕ(y) dy, (3.3)
is also linear and bounded. Recall that ψϕ is the Newtonian potential of 4piρϕ and
thus, according to Proposition 8, it is the unique H2loc-solution of Poisson’s equation
−∆xψϕ = 4piρϕ with ψϕ(x) → 0 if |x| → ∞. We will also use the notation ρf , ψf and
∂xψf for functions f = f(t, x, v) with t ≥ 0, x, v ∈ R3. In this case we will write
ρf (t, x) = ρf(t)(x), ψf (t, x) = ψf(t)(x), ∂xψf (t, x) = ∂xψf(t)(x)
for any t and x. As already mentioned in the introduction we consider the following
initial value problem:∂tf + v · ∂xf − ∂xψf · ∂vf + (v ×B) · ∂vf = 0 on [0, T ]× R
6 ,
f |t=0 = f˚ on R6 .
(3.4)
In the following let T > 0 and f˚ ∈ C2c (R6;R+0 ) be arbitrary but fixed. B = B(t, x)
is a given external magnetic field and f = f(t, x, v) is the distribution function that is
supposed to be controlled. Its electric field ∂xψf = ∂xψf (t, x) is formally defined as stated
above. In the following we will show that the solution f satisfies the required condition
"f(t) = f(t, ·, ·) ∈ L2r(R6)" that ensures ρf , ψf and ∂xψf to be well defined. Of course
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this is possible only if the magnetic field B is regular enough. The regularity of those
fields will be specified in the following section.
3.1 The set of admissible fields
We will now introduce the set our magnetic fields will belong to: The set of admissible
fields.
Definition 9 Let K > 0 and 3 < β <∞ be arbitrary fixed constants. We define
V := L2(0, T ;W 2,β(R3;R3)) ∩ L2(0, T ;H1(R3;R3)),
‖ · ‖V := ‖ · ‖L2(0,T ;W 2,β) + ‖ · ‖L2(0,T ;H1)
BK :=
{
B ∈ L2(0, T ;W 2,β(R3;R3)) ∣∣∣ ‖B‖L2(0,T ;W 2,β) ≤ K} .
BK is called the set of admissible fields.
Some of its most essential properties are listed in the following lemma.
Lemma 10 The set of admissible fields BK has the following properties:
(a) BK is a bounded, convex and closed subset of V.
(b) The space W j,β(R3;R3) is continuously embedded in Cj−1,γ(R3;R3) for j ∈ N and
γ = γ(β) = 1− 3β . Thus there exist constants k0, k1 > 0 depending only on β such
that for all B ∈ BK ,
‖B(t)‖C0,γ ≤ k0 ‖B(t)‖W 1,β , ‖B(t)‖C1,γ ≤ k1 ‖B(t)‖W 2,β
for almost all t ∈ [0, T ]. Moreover for any r > 0 there exist constants k2, k3 > 0
depending only on β and r such that for all B ∈ BK ,
‖B(t)‖C0,γ(Br(0)) ≤ k2 ‖B(t)‖W 1,β(Br(0)), ‖B(t)‖C1,γ(Br(0)) ≤ k3 ‖B(t)‖W 2,β(Br(0))
for almost all t ∈ [0, T ].
(c) The space L2(0, T ;W 2,β) is continuously embedded in L2(0, T ;C1,γ). Hence for all
B ∈ BK ,
‖B‖L2(0,T ;C1,γ) ≤ k1‖B‖L2(0,T ;W 2,β) ≤ k1K .
(d) We define
M :=
{
B ∈ C∞([0, T ]× R3;R3))
∣∣∣∣∣ ‖B‖L2(0,T ;W 2,β) ≤ 2K and there exists m > 0 :supp B(t) ⊂ Bm(0) ⊂ R3 for all t ∈ [0, T ]
}
.
Then for any B ∈ BK , there exists a sequence (Bk)k∈N ⊂M such that
‖B −Bk‖L2(0,T ;W 2,β) → 0, k →∞ .
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(e) BK ⊂ V is weakly compact, i.e., any sequence in BK contains a subsequence con-
verging weakly in BK with respect to the V-norm.
Proof (a) is obvious and (b) is a direct consequence of Sobolev’s embedding theorem
(Lemma 3) and the fact that for all B ∈ BK , B(t) ∈ W 2,β for almost all t ∈ [0, T ].
Then the k1-inequality of (b) immediately implies (c). Let now B ∈ BK be arbi-
trary. According to K. Yosida [15, Chap.V, Sec. 4-5] we can approximate B by a se-
quence of finitely-valued functions in the following sense: For any k ∈ N, there exist
ζki ∈W 2,β, i = 1, ...k and a family of pairwise disjoint open subsets Iki ⊂ [0, T ], i = 1, ..., k
with λ
(
[0, T ] \⋃ki=1 Iki ) = 0 such that the sequence defined by
B
(1)
k (t, x) :=
k∑
i=1
1Iki
(t) ζki (x), t ∈ [0, T ], x ∈ R3
satisfies
lim
k→∞
‖B(1)k (t)−B(t)‖W 2,β = 0
for almost every t ∈ [0, T ]. Since C∞c (R3) is dense inW 2,β(R3), there exist ξki ∈ C∞c (R3),
i = 1, ..., k such that ‖ξki − ζki ‖W 2,β ≤ 1k2 for every i ∈ {1, ..., k}. Hence we have
lim
k→∞
‖B(2)k (t)−B(1)k (t)‖W 2,β = 0 ⇒ limk→∞‖B
(2)
k (t)−B(t)‖W 2,β = 0
for almost every t ∈ [0, T ] where
B
(2)
k (t, x) :=
k∑
i=1
1Iki
(t) ξki (x), t ∈ [0, T ], x ∈ R3 .
Now we define
Jki :=
{
t ∈ Iki
∣∣ ‖B(2)k (t)‖W 2,β ≤ ‖B(t)‖W 2,β + 1} .
For almost every t ∈ [0, T ] there exists i ∈ {1, ..., k} such that t ∈ Iki . If now k is
sufficiently large, we also have t ∈ Jki . Hence
lim
k→∞
‖B(3)k (t)−B(2)k (t)‖W 2,β = 0 ⇒ limk→∞‖B
(3)
k (t)−B(t)‖W 2,β = 0
for almost every t ∈ [0, T ] where
B
(3)
k (t, x) :=
k∑
i=1
1Jki
(t) ξki (x), t ∈ [0, T ], x ∈ R3 .
Since ‖B(3)k (t) − B(t)‖W 2,β ≤ 2‖B(t)‖W 2,β + 1 for every k ∈ N, Lebesgue’s dominated
convergence yields
lim
k→∞
‖B(3)k −B‖L2(0,T ;W 2,β) = 0 .
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For k ∈ N, we choose χki ∈ C∞([0, T ]), i = 1, ..., k such that
‖χki − 1Jki ‖
2
L2([0,T ]) ≤
1
k3 max
1≤m≤k
‖ξkm‖W 2,β
, i ∈ {1, ..., k}
and define
B
(4)
k (t, x) :=
k∑
i=1
χki (t) ξ
k
i (x), t ∈ [0, T ], x ∈ R3 .
Then
‖B(4)k −B(3)k ‖2V ≤ k
k∑
i=1
 T∫
0
|χki (t)− 1Jki (t)|
2 dt ‖ξki ‖2W 2,β

≤ 1
k
→ 0, k →∞
which directly implies that
lim
k→∞
‖B(4)k −B‖L2(0,T ;W 2,β) = 0 .
Without loss of generality it holds that ‖B(4)k ‖L2(0,T ;W 2,β) ≤ 2K, k ∈ N and thus B(4)k ∈M
for every k ∈ N. This completes the proof of (d). As BK is a bounded subset of
L2(0, T ;W 2,β) the Banach-Alaoglu theorem implies that any sequence (Bk) ⊂ BK con-
tains a subsequence (B∗k) that is converging weakly to some limit B
∗ ∈ L2(0, T ;W 2,β).
Since (B∗k) ⊂ BK is also bounded in L2(0, T ;H1) we can extract a subsequence (B∗∗k )
that is converging weakly to some function B ∈ L2(0, T ;H1). Because of uniqueness,
B = B∗. Thus B ∈ V and Bk ⇀ B in V. From the weak lower semicontinuity of the
V-norm we can easily conclude that ‖B‖V ≤ K which proves (e).
3.2 The characteristic flow of the Vlasov equation
Since the Vlasov equation is a first-order partial differential equation, it suggests itself
to consider the characteristic system. On that point, we will consider a general version
of the Vlasov equation,
∂tf + v · ∂xf + F · ∂vf + v ×G · ∂vf = 0, (3.5)
with given fields F = F (t, x) and G = G(t, x). Then the following holds:
Lemma 11 Let I ⊂ R be an interval and let F,G ∈ C(I × R3;R3) be continuously
differentiable with respect to x and bounded on J × R3 for every compact subinterval
J ⊂ I. Then for every t ∈ I and z = (x, v) ∈ R6 there exists a unique solution
I 3 s 7→ (X,V )(s, t, x, v) of the characteristic system
x˙ = v, v˙ = F (s, x) + v ×G(s, x) (3.6)
to the initial condition (X,V )(t, t, x, v) = (x, v).
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The characteristic flow Z := (X,V ) has the following properties:
(a) Z : I × I × R6 → R6 is continuously differentiable.
(b) For all s, t ∈ I the mapping Z(s, t, ·) : R6 → R6 is a C1-diffeomorphism with
inverse Z(t, s, ·), and Z(s, t, ·) is measure preserving, i.e.,
det
∂Z
∂z
(s, t, z) = 1, s, t ∈ I, z ∈ R6 .
Proof (a) is well-known from the standard theory of ordinary differential equations.
Because of uniqueness Z(r, t, Z(t, s, z)) = Z(r, s, z) and thus Z(s, t, Z(t, s, z)) = z, i.e.,
Z−1(s, t, ·) = Z(t, s, ·). Let us now define
D(s, z) :=
(
v
F (s, x) + v ×G(s, x)
)
, s ∈ I, z = (x, v) ∈ R6 .
Then the characteristic system is given by z˙ = D(s, z). Since D is source-free, i.e.,
divzD(s, z) = 0, we obtain
d
ds
det
∂Z
∂z
(s, t, z) = divzD(s, Z(s, t, z)) det
∂Z
∂z
(s, t, z) = 0, s, t ∈ I, z ∈ R6
and thus det ∂Z∂z (s, t, z) = det
∂Z
∂z (t, t, z) = 1 for any s, t ∈ I and z ∈ R6.
The relation between the characteristic flow and the solution f of the Vlasov equation
(3.5) is described by the following lemma.
Lemma 12 Under the assumptions of Lemma 11 the following holds:
(a) A function f ∈ C1(I×R6) satifies the Vlasov equation (3.5) iff it is constant along
every solution of the characteristic system (11).
(b) Suppose that 0 ∈ I. For f˚ ∈ C1(R6) the function
f(t, z) := f˚(Z(0, t, z)), t ∈ I, z ∈ R6
is the unique solution of (3.5) in the space C1(I × R6) with f(0) = f˚ .
If f˚ is nonnegative then so is f,
suppf(t) = Z(t, 0, suppf˚), t ∈ I
and for every p ∈ [1,∞],
‖f(t)‖p = ‖f˚‖p, t ∈ I.
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Proof For any solution z = z(s) of the characteristic system,
d
ds
f(s, z(s)) =
(
∂tf + v · ∂xf − ∂xψf · ∂vf + v ×B · ∂vf
)
(s, z(s))
This proves (a) since every point (t, x, v) ∈ I × R6 is passed through by a characteristic
curve. Let now Z = Z(s, t, z) denote the solution of the characteristic system with
Z(t, t, z) = z. Because of (a), f is a solution of the Vlasov equation iff for all t ∈ [0, T ]
and z ∈ R6,
f(t, z) = f(t, Z(t, t, z)) = f(0, Z(0, t, z)) = f˚(Z(0, t, z)) .
Since Z is uniquely determined and continuously differentiable with respect to all its
variables according to Lemma 11 so is f . If 1 ≤ p <∞ we have
‖f(t)‖p = ‖f˚‖p, t ∈ I
by change of variables as the flow is measure preserving. The remaining assertions
(including the case p =∞) are obvious.
3.3 Classical solutions for smooth external fields
As already mentioned in the introduction, the standard initial value problem
(
(1.3), (1.4)
)
posesses a unique global classical solution. This result holds true if the Vlasov equation is
equipped with an external magnetic field B ∈ C([0, T ];C1b (R3;R3)) which will be estab-
lished in the next theorem. Unfortunately the proof does not work if the field is merely
an element of BK . Since such fields are only L2 in time, the same holds for the right-hand
side of the characteristic system. This makes it impossible to determine a solution in
the classical sense of ordinary differential equations. However, we can approximate any
field B ∈ BK by a sequence (Bk)k∈N ⊂ M ⊂ C
(
[0, T ];C1b (R3;R3)
)
according to Lemma
10. This allows us to construct a certain kind of strong solution to the field B as a limit
of the classical solutions that are induced by the fields Bk.
Theorem 13 Let B ∈ C([0, T ];C1b (R3;R3)) with ‖B‖L2(0,T ;W 2,β) ≤ 2K be arbitrary.
Then there exists a unique classical solution f ∈ C1([0, T ] × R6) of the initial value
problem (3.4). Moreover for all t ∈ [0, T ], f(t) = f(t, ·, ·) is compactly supported in R6
in such a way that there exists some constant R > 0 depending only on T , f˚ , K and β
such that for all t ∈ [0, T ],
supp f(t) ⊂ B6R(0) =
{
(x, v) ∈ R6 : |(x, v)| < R} .
Proof For the standard Vlasov-Poisson system
(
(1.3), (1.4)
)
the existence and unique-
ness of a local classical solution was firstly established by R. Kurth [5]. As the field
B ∈ C([0, T ];C1b (R3;R3)) is regular enough the existence and uniqueness of a local clas-
sical solution to our problem can be proved analogously. In this thesis we will only sketch
the most important steps of that proof. The idea is to define a recursive sequence by
f0(t, z) := f˚(z) and fk+1(t, z) := f˚
(
Zk(0, t, z)
)
, k ∈ N0
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for any t ≥ 0 and z = (x, v) ∈ R6 where Zk denotes the solution of
˙(
x
v
)
=
(
v
−∂xψfk(s, x) + v ×B(s, x)
)
with Zk(t, t, z) = z .
Then, according to Lemma 12, fk+1 ∈ C1([0, T ]×R6) is the unique solution of the initial
value problem
∂tf + v · ∂xf − ∂xψfk · ∂vf + (v ×B) · ∂vf = 0, f
∣∣
t=0
= f˚ .
We intend to show that the sequence (fk) converges to the solution of the initial value
problem (3.4) if k tends to infinity. By induction we find out that for any k ∈ N0, Zk is
continuously differentiable with respect to all its variables and hence the same holds for
fk. One can show that there exists δ > 0 and functions Z and f with Z ∈ C([0, δ0]2×R6),
f ∈ C([0, δ0]× R6) for any δ0 < δ such that
Z(s, t, z) = lim
k→∞
Zk(s, t, z) and f(t, z) = f˚
(
Z(0, t, z)
)
= lim
k→∞
fk(t, z)
uniformely in s, t and z. For any arbitrary δ0 < δ it turns out that (∂xψfk) and (D
2
xψfk)
are Cauchy sequences in Cb([0, δ0]×R3). This implies that ∂xψf , D2xψf ∈ Cb([0, δ0]× R3)
and consequently Z ∈ C1([0, δ0]2 × R6). As δ0 was arbitrary this yields f ∈ C1([0, δ[×R6).
Thus f is a local solution of the initial value problem (3.4) on the time interval [0, δ[
according to Lemma 12 as it is constant along any characteristic curve.
Moreover, Batt’s continuation criterion (cf. J. Batt [1]) also holds true in our case. We
can show that the solution exists on [0, T ] by the following argumentation: We assume
that [0, T ∗[ with T ∗ ≤ T is the right maximal time interval of the local solution. In this
case we will show that
P (t) : = max{|v| : (x, v) ∈ supp f(s), 0 ≤ s ≤ t}
= max{|V (s, 0, x, v)| : (x, v) ∈ supp f˚ , 0 ≤ s ≤ t}
(3.7)
is bounded on [0, T ∗[. But then, according to Batt, the solution f can be extended
beyond T ∗ which is a contradiction as T ∗ was chosen to be maximal. From this we can
conclude that the solution exists on the whole time interval [0, T ].
For the standard Vlasov-Poisson system (without an external field) such a bound on P (t)
is established in the Pfaffelmoser-Schaeffer proof [11, 13]. We will proceed analogously
and single out one particle in our distribution. Mathematically, this means to fix a
characteristic (X,V )(s) = (X,V )(s, 0, x, v) with (X,V )(0) = (x, v) ∈ supp f˚ . Now
suppose that 0 ≤ δ ≤ t < T ∗. In the following, constants denoted by C may depend only
on f˚ , T , K and β. The aim in the Pfaffelmoser-Schaeffer proof is to bound the difference
|V (t)− V (t− δ)| from above by an expression in the shape of CδP (t)α where α < 1
is essential. In our case an analogous approach would merely yield some bound that is
ideally in the fashion of CδP (t)α +C
√
δP (t) because of the additional field term in the
v˙ equation of the characteristic system. However, we can use the fact that an external
magnetic field does not accelerate or slow down the particles. Only the direction of
velocity is influenced by B but not its magnitude. This is reflected in the following
computation:
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For s ∈ [t− δ, t],
|V (s)|2 = |V (t− δ)|2 +
s∫
t−δ
d
dτ
|V (τ)|2 dτ
≤ |V (t− δ)|2 + 2
∣∣∣∣∣∣
s∫
t−δ
(− ∂xψf (τ,X(τ)) + V (τ)×B(τ,X(τ)) · V (τ) dτ
∣∣∣∣∣∣
≤ P (t− δ)2 + 2
s∫
t−δ
∣∣∂xψf (τ,X(τ))∣∣|V (τ)| dτ .
The quadratic version of Gronwall’s lemma then implies that
|V (t)| ≤ P (t− δ) +
t∫
t−δ
∣∣∂xψf (s,X(s))∣∣ ds ≤ P (t− δ) + t∫
t−δ
∫∫
f(s, y, w)
|y −X(s)|2 dwdy ds .
By the change of variables y = X(s, t, x, v) and w = V (s, t, x, v),
|V (t)| ≤ P (t− δ) +
t∫
t−δ
∫∫
f(t, x, v)
|X(s, t, x, v)−X(s)|2 dvdx ds (3.8)
since f is constant along the measure perserving characteristic flow. For parameters
0 < p ≤ P (t) and r > 0, we split the domain of integration in three sets Mg,Mb and
Mu which J. Schaeffer called "the Good, the Bad and the Ugly". They are defined as
follows:
Mg :=
{
(s, x, v) ∈ [t− δ, t]× R6
∣∣∣ |v| ≤ p ∨ |v − V (t)| ≤ p} ,
Mb :=
(s, x, v) ∈ [t− δ, t]× R
6
∣∣∣∣∣∣∣∣∣
|v| > p ∧ |v − V (t)| > p
∧
[
|X(s, t, x, v)−X(s)| ≤ r|v|−3
∨ |X(s, t, x, v)−X(s)| ≤ r|v − V (t)|−3
]

Mu :=
(s, x, v) ∈ [t− δ, t]× R6
∣∣∣∣∣∣∣
|v| > p ∧ |v − V (t)| > p
∧ |X(s, t, x, v)−X(s)| > r|v|−3
∧ |X(s, t, x, v)−X(s)| > r|v − V (t)|−3
 .
The set Mg is the good set since velocities are already bounded, either with respect to
our frame of reference or with respect to the particle we singled out. Mb is the bad set
because velocities are large and the particle whose contribution to the (x, v)-integral in
(3.8) we are computing is close in space to the singled out particle. This means that the
singularity of the Newton force is strong. The set Mu is called the ugly set since the
integral over this domain cannot be estimated in a straight forward manner although
the situation is basically not as bad as in the case of the bad set. To estimate the
contribution of each of those sets to the integral in (3.8) the length of the time interval
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is chosen small enough that velocities do not change very much on that interval. The
term
ρf (t, x) =
∫
f(t, x, v) dv, t ∈ [0, T ∗[, x ∈ R3
can be bounded by ‖ρf (t)‖∞ ≤ CP (t)3 for all t ∈ [0, T ∗[. Moreover
‖∂xψf (t)‖∞ ≤ C ‖ρf (t)‖5/95/3 ‖ρf (t)‖4/9∞ , t ∈ [0, T ∗[
according to G. Rein [12, pp. 388-390]. In the Pfaffelmoser-Schaeffer proof, one further
essential result is that ‖ρf (t)‖5/3 is bounded uniformely in t on the time interval [0, T ∗[
which is a consequence of energy conservation. Fortunately, the energy is still conserved
in our Vlasov equation that is equipped with the magnetic field B. Mathematically, this
means that
H(t) = 1
2
∫∫
|v|2f(t) dvdx+ 1
8pi
∫
|∂xψf (t)|2 dx
=
1
2
∫∫
|v|2f(t) dvdx+ 1
2
∫
ψf (t)ρf (t) dx.
does not depend on t. By an interpolation argument we obtain that
‖ρf (t)‖5/3 =
(∫
ρf (t)
5/3dx
)3/5
≤
(
C
∫∫
|v|2f(t) dvdx
)3/5
≤ C, t ∈ [0, T ∗[
as presented by Rein [12, p. 416]. Consequently,
‖∂xψf (t)‖∞ ≤ C∗P (t)4/3, t ∈ [0, T ∗[ (3.9)
for some positive constant C∗ that depends at most on f˚ . Now we define
δ = δ(t) := min
{
1,
t
2
,
p2
16(C∗ + 2k1K)2P (t)8/3
}
.
Without loss of generality we may assume that P (t) ≥ 1 for all t ∈ [0, T ∗[ (otherwise we
replace P (t) by P (t) + 1). Thus
|V (s, t, x, v)− v| = |V (s, t, x, v)− V (t, t, x, v)|
=
t∫
s
|V˙ (τ, t, x, v)| dτ
≤
t∫
s
‖∂xψf (τ)‖∞ + P (t)‖B(τ)‖∞ dτ ≤ δC∗P (t)4/3 +
√
δ 2k1KP (t)
≤
√
δ (C∗ + 2k1K)P (t)4/3 ≤ p
4
for all s ∈ [t − δ, t] and (x, v) ∈ R6. Now the integrals over the three domains can be
estimated just as it is done in the Pfaffelmoser-Schaeffer proof.
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For the sake of brevity we will not present the entire computation but only cite the
results: ∫
Mg
f(t, x, v)
|X(s, t, x, v)−X(s)|2 d(s, x, v) ≤ Cδp
4/3,
∫
Mb
f(t, x, v)
|X(s, t, x, v)−X(s)|2 d(s, x, v) ≤ Cδr ln
(
4P (t)
p
)
,
∫
Mu
f(t, x, v)
|X(s, t, x, v)−X(s)|2 d(s, x, v) ≤ Cr
−1.
For a detailed derivation of those inequalities confer Rein [12, pp. 418-422]. Thus in-
equality (3.8) yields
|V (t)| ≤ P (t− δ) + Cδ
(
p4/3 + r ln
(
4P (t)
p
)
+
1
rδ
)
.
We will now choose p = P (t)4/7 and r = P (t)16/21 in order to enforce that the terms of
the sum on the right-hand side of this estimate are of the same order in P (t). Then
δ(t) = min
{
1,
t
2
,
1
16(C∗ + 2k1K)2
P (t)−32/21
}
.
Moreover, suppose that
P (t) ≥ 1 + (16(C∗ + 2k1K)2)−21/32, t ∈ [0, T ∗[
(otherwise we replace P (t) by P (t) + 1 + (16(C∗ + 2k1K)2)−21/32 ). This yields
δ(t) = min
{
t
2
,
1
16(C∗ + 2k1K)2
P (t)−32/21
}
.
If for all t ∈ [0, T ∗[,
1
16(C∗ + 2k1K)2
P (t)−32/21 >
t
2
then immediately P (t) ≤ C ′ on [0, T ∗[ for some constant C ′ > 0 depending only on f˚ ,
K and β. Else there exists
T ′ := inf
{
t ∈ [0, T ∗[
∣∣∣ 1
16(C∗ + 2k1K)2
P (t)−32/21 ≤ t
2
}
.
Since P (t) is monotonically increasing,
δ(t) =
1
16(C∗ + 2k1K)2
P (t)−32/21, t ≥ T ′ .
Hence δ is decreasing on [T ′, T ∗[. For t ∈ [T ′, T ∗[,
|V (t)| ≤ P (t− δ(t)) + Cδ(t)
(
p4/3 + r ln
(
4P (t)
p
)
+
1
r
P (t)32/21
)
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≤ P (t− δ(t)) + Cδ(t) P (t)16/21 ln(P (t))
≤ P (t− δ(t)) + Cδ(t) P (t)17/21.
Let now t0 ∈]T ′, T ∗[ be arbitrary. We define ti+1 := ti − δ(ti) as long as ti ≥ T ′. Since
ti − ti+1 = δ(ti) ≥ δ(t0), there exists k ∈ N such that
tk+1 ≤ T ′ < tk < · · · < t0.
Without loss of generality, tk+1 = T ′ (otherwise we shrink δ(tk) appropriately). Then
for i ∈ {1, ..., k} and t ∈ [ti+1, ti],
|V (t)| ≤ P (ti+1) + Cδ(ti+1)P (t0)17/21 .
Additionally, |V (t)| ≤ P (ti+1) if t < ti+1 for any i ∈ {1, ..., k}. Thus
P (ti) ≤ P (ti+1) + Cδ(ti+1)P (t0)19/21,
i.e., P (ti)− P (ti+1) ≤ Cδ(ti+1)P (t0)19/21 .
Consequently
P (t0)− P (T ′) =
k∑
i=0
(
P (ti)− P (ti+1)
) ≤ CP (t0)19/21 k∑
i=0
δ(ti+1) ≤ Ct0P (t0)19/21
Since t0 ∈ [T ′, T ∗[ was arbitrary, this means that for all t ∈ [T ′, T ∗[,
P (t) ≤ P (T ′) + CtP (t)19/21 ≤ (P (T )2/21 + Ct)P (t)19/21 ≤ C ′′(1 + t)P (t)19/21
where C ′′ depends only on f˚ , K, β and T . This finally yields
P (t) ≤ max{C ′, C ′′}(1 + t)21/2, t ∈ [0, T ∗[ .
Now according to the continuation criterion the solution can be extended beyond T ∗
which is a contradiction since T ∗ was chosen as large as possible. This implies that the
solution exists on the whole time interval [0, T ], and
P (t) ≤ C(1 + T )21/2 =: CP , t ∈ [0, T ]
where CP > 0 is depending only on T , f˚ , K and β. We will now consider
Q(t) : = max{|x| : (x, v) ∈ supp f(s), 0 ≤ s ≤ t}
= max{|X(s, 0, x, v)| : (x, v) ∈ supp f˚ , 0 ≤ s ≤ t}, t ∈ [0, T ].
Obviously
Q(t) ≤ Q(0) +
T∫
0
P (τ) dτ ≤ C + TCP =: CQ,
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so CQ > 0 also depends only on T , f˚ , K and β. Finally we define
S(t) := max{|(x, v)| : (x, v) ∈ supp f(s), 0 ≤ s ≤ t}, t ∈ [0, T ]
and obtain
S(t) ≤ P (t) +Q(t) < CP + CQ + 1 =: R, t ∈ [0, T ],
which means that supp f(t) ⊂ B6R(0) for all t ∈ [0, T ]. The proof is complete.
Temporarily we will write fB to denote the classical solution that is induced by the
field B.
Corollary 14 Suppose that f˚ ∈ C2c (R6), B ∈ C
(
[0, T ];C2b (R3;R3)
)
and let fB be the
induced classical solution that is given by Theorem 13. Then it additionally holds that
fB ∈ C
(
[0, T ];C2b (R6)
)
.
For the standard Vlasov-Poisson system (i.e., B = 0) the proof of this assertion is
given by A. Lindner in [7]. If B ∈ C([0, T ];C2b (R3;R3)) is arbitrary the proof proceeds
analogously.
In order to prove that any field B ∈ BK still induces a strong solution of the initial
value problem the following two lemmata are essential. For fields B ∈ M Lemma 16
asserts that fB depends Lipschitz continuously on B while its derivatives ∂zfB and ∂tfB
are Hölder continuous with respect to B. In the course of the construction of a strong
solution to some field B ∈ BK we will approximate B by a sequence (Bk) ⊂M and then
Lemma 16 will ensure that (fBk), (∂tfBk) and (∂zfBk) are Cauchy sequences in some
sense. To prove Lemma 16 we will need some uniform bounds that are established in
Lemma 15.
Lemma 15 Let B ∈M be any admissible field. For t, s ∈ [0, T ] and z = (x, v) ∈ R6, let
ZB = ZB(s, t, z) = (XB, VB)(s, t, x, v) be the solution of the characteristic system with
ZB(t, t, z) = z. Furthermore let fB be the classical solution of the initial value problem
(3.4) to the field B. Then, there exist constants RZ ≥ R, c1, c2, c3, c4 > 0 depending only
on f˚ , T , K, and β such that for all t, s ∈ [0, T ],
‖ZB(s, t, ·)‖L∞(B6R(0)) ≤ RZ , ‖DzZB(s, t, ·)‖L∞(B6R(0)) ≤ c1 ,
‖∂zfB(t)‖∞ ≤ c2 , ‖D2xψfB (t)‖∞ ≤ c3 , ‖∂tfB‖L2(0,T ;Cb) ≤ c4 .
Moreover ZB and fB are even twice weakly differentiable with respect to z and there exist
constants c5, c6 > 0 depending only on f˚ , T , K, and β such that∥∥[t 7→ ZB(s, t, ·)]∥∥L∞(0,T ;W 2,β(BR(0))) ≤ c5 , s ∈ [0, T ] and ‖D2zfB‖L∞(0,T ;Lβ) ≤ c6 .
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Lemma 16 Let B,H ∈ M be admissible fields and let fB, fH be the induced classical
solutions. Moreover, let ZB denote the solution of the characteristic system to the field B
satisfying ZB(t, t, z) = z and let ZH be defined analogously. Then, there exist constants
`1, `2, L1, L2, L3 > 0 depending only on f˚ , T , K and β such that
‖ZB − ZH‖C([0,T ];Cb(BR(0))) ≤ `1‖B −H‖L2(0,T ;W 1,β(BRZ (0))) ,
‖∂zZB − ∂zZH‖C([0,T ];Cb(BR(0))) ≤ `2‖B −H‖γL2(0,T ;W 2,β(BRZ (0))) ,
‖fB − fH‖C([0,T ];Cb) ≤ L1‖B −H‖L2(0,T ;W 1,β(BRZ (0))) ,
‖∂zfB − ∂zfH‖C([0,T ];Cb) ≤ L2‖B −H‖γL2(0,T ;W 2,β(BRZ (0))) ,
‖∂tfB − ∂tfH‖L2(0,T ;Cb) ≤ L3‖B −H‖γL2(0,T ;W 2,β(BRZ (0)))
where γ = γ(β) is the Hölder exponent from Lemma 10.
The proofs of Lemma 15 and Lemma 16 are very technical and require several Gronwall
loops. So as not to disturb the flow of reading, detailed versions of both proofs are
outsourced to the Appendix.
3.4 Strong solutions for admissible external fields
Now we will show that any field B ∈ BK still induces a unique strong solution which
can be constructed as the limit of solutions fBk where (Bk) ⊂ M with Bk → B in
L2(0, T ;W 2,β). Such a strong solution is defined as follows:
Definition 17 Let B ∈ BK be any admissible field. We call f a strong solution of the
initial value problem (3.4) to the field B, iff the following holds:
(i) For all 1 ≤ p ≤ ∞, f ∈W 1,2(0, T ;Lp(R6))∩L2(0, T ;W 1,p(R6)) ⊂ C([0, T ];Lp(R6))
and
‖f‖W 1,2(0,T ;Lp) + ‖f‖L2(0,T ;W 1,p) ≤ C
for some constant C > 0 depending only on f˚ , T , K and β.
(ii) f satisfies the Vlasov equation
∂tf + v · ∂xf − ∂xψf · ∂vf + (v ×B) · ∂vf = 0
almost everywhere on [0, T ]× R6.
(iii) f satisfies the initial condition f
∣∣
t=0
= f˚ almost everywhere on R6,
(iv) For every t ∈ [0, T ], supp f(t) ⊂ BR(0) where R is the constant from Theorem 13.
First of all one can easily establish that such a strong solution is unique.
Proposition 18 Let B ∈ BK be any field and suppose that there exists a strong solution
f of the initial value problem (3.4) to the field B. Then this solution is unique.
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Proof Suppose that there exists another strong solution g to the field B. Then the
difference h := f − g satisfies
∂th+ v · ∂xh− ∂xψh · ∂vf − ∂xψg · ∂vh+ (v ×B) · ∂vh = 0 .
almost everywhere on [0, T ]× R6. Thus by integration by parts and Proposition 8,
d
dt
‖h(t)‖2L2 = 2
∫
∂th h dz = 2
∫
∂xψh · ∂vf h dz ≤ 2 ‖∂vf(t)‖∞ ‖∂xψh(t)‖L2 ‖h(t)‖L2
≤ C(R) ‖∂vf(t)‖∞ ‖h(t)‖2L2 .
As t 7→ ‖h(t)‖2L2 is continuous with ‖h(0)‖2L2 = 0, Gronwall’s lemma yields ‖h(t)‖2L2 = 0
for all t ∈ [0, T ]. Hence for all t ∈ [0, T ], f(t) = g(t) almost everywhere on R6 which
means uniqueness.
Now we will show that any admissible field B ∈ BK actually induces a unique strong
solution. Note that this solution is even more regular than it was demanded in the
definition. However the weaker requirements of the definition will be essential in the
later approach (see Proposition 22) and it will also be important that uniqueness was
established under those weaker conditions.
Theorem 19 Let B ∈ BK . Then there exists a unique strong solution f of the initial
value problem (3.4) to the field B. Moreover this solution satisfies the following properties
which are even stronger than the conditions that are demanded in Definition 17:
(a) f ∈W 1,2(0, T ;Cb(R6)) ∩ C([0, T ];C1b (R6)) ∩ L∞(0, T ;W 2,β(R6)) with
‖f(t)‖p = ‖f˚‖p , t ∈ [0, T ] , 1 ≤ p ≤ ∞
and
‖f‖W 1,2(0,T ;Cb) + ‖f‖C([0,T ];C1b ) + ‖f‖L∞(0,T ;W 2,β) ≤ C
for some constant C > 0 depending only on f˚ , T , K and β.
(b) f satisfies the initial condition f
∣∣
t=0
= f˚ everywhere on R6,
Proof Let B ∈ BK arbitrary. According to Lemma 10, we can choose some sequence
(Bk)k∈N ⊂M with Bk → B for k →∞ in L2(0, T,W 2,β). Now Lemma 16 and Lemma 15
provide that for all t ∈ [0, T ] and j, k ∈ N,
‖fBk − fBj‖C([0,T ];Cb) ≤ L1‖Bk −Bj‖L2(0,T ;W 2,β(BRZ (0))) ,
‖∂zfBk − ∂zfBj‖C([0,T ];Cb) ≤ L3‖Bk −Bj‖γL2(0,T ;W 2,β(BRZ (0))) ,
‖∂tfBk − ∂tfBj‖L2(0,T ;Cb) ≤ L4‖Bk −Bj‖γL2(0,T ;W 2,β(BRZ (0))) ,
‖D2zfBk‖L∞(0,T ;Lβ) ≤ c6 .
where γ = γ(β) is the constant from Lemma 10. Hence, (fBk)n∈N is a Cauchy sequence
in C([0, T ];C1b ) ∩ W 1,2(0, T ;Cb). Due to completeness there exists a unique function
f ∈ C([0, T ];C1b ) ∩W 1,2(0, T ;Cb) such that fBk → f in C([0, T [;C1b ) ∩W 1,2(0, T ;Cb).
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Since (fBk) is also bounded in L
∞(0, T ;W 2,β) by some constant depending only on
f˚ , T , K and β, the Banach-Alaoglu theorem states that there exists some function
f¯ ∈ L∞(0, T ;W 2,β) such that fBk ∗⇀ f¯ up to a subsequence. This means that for any
α ≤ 2, the sequence (Dαz fBk) converges to Dαz f¯ with respect to the weak-*-topology on
[L1(0, T ;Lβ
′
)]∗ =̂ L∞(0, T ;Lβ) where 1/β + 1/β′ = 1. Because of uniqueness of the limit
it holds that Dαz f = Dαz f¯ and thus
f = f¯ ∈W 1,2(0, T ;Cb) ∩ C([0, T ];C1b ) ∩ L∞(0, T ;W 2,β).
To show that f is a strong solution to the field B, we have to verify the conditions from
Definition 17. Uniqueness then follows directly from Proposition 18.
Condition (ii): For any measurable subset M ⊂ [0, T ]× Rn,∫
M
∣∣∂tf + v · ∂xf − ∂xψf · ∂vf + (v ×B) · ∂vf ∣∣ d(t, x, v)
=
∫
M
∣∣(∂tf + v · ∂xf − ∂xψf · ∂vf + (v ×B) · ∂vf)
− (∂tfBk + v · ∂xfBk − ∂xψfBk · ∂vfBk + (v ×Bk) · ∂vfBk)∣∣ d(t, x, v)
≤ C ‖∂tf − ∂tfBk‖∞ + C ‖∂xf − ∂xfBk‖∞
+ C
T∫
0
(‖∂xψf (t)‖∞ +R ‖B(t)‖∞) dt ‖∂vf − ∂vfBk‖∞
+ C ‖∂vfBk‖∞
T∫
0
(‖∂xψfBk−f (t)‖∞ +R ‖B(t)−Bk(t)‖∞) dt
≤ C ‖f − fBk‖W 1,2(0,T ;Cb) + C ‖f − fBk‖C([0,T ];C1b ) + C ‖B −Bk‖L2(0,T ;W 2,β)
≤ C ‖B −Bk‖γL2(0,T ;W 2,β) → 0,
if k → ∞. This means that ∂tf + v · ∂xf − ∂xψf · ∂vf + (v × B) · ∂vf = 0 for almost
every (t, x, v) ∈ [0, T ]× R6 that is condition (ii).
Item (b): Obviously,∣∣f(0)− f˚ ∣∣ = ∣∣f(0)− fBk(0)∣∣ ≤ C ‖f − fBk‖C([0,T ];Cb) → 0, k →∞ ,
so f(0) = f˚ everywhere on R6 that is (c).
Condition (iii): Of course (b) directly implies condition (iii) from Definition 17.
Condition (iv): Due to uniform convergence and continuity of f , it is evident that f(t)
is also compactly supported in BR(0) for every t ∈ [0, T ].
Item (a): For 1 ≤ q ≤ ∞ arbitrary, t ∈ [0, T ] and k ∈ N, we have∣∣∣‖f(t)‖q − ‖f˚‖q∣∣∣ = ∣∣∣‖f(t)‖q − ‖fBk(t)‖q∣∣∣ ≤ ‖f(t)− fBk(t)‖q
≤ (λ(BR(0))) 1q ‖f(t)− fBk(t)‖∞ ≤ (1 + λ(BR(0))) ‖f − fBk‖C([0,T ];Cb) → 0,
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if k → ∞ where 1q =̂ 0 if q = ∞. This means that ‖f(t)‖q = ‖f˚‖q for every t ∈ [0, T ]
and 1 ≤ q ≤ ∞. Moreover we can choose some fixed k ∈ N such that
‖f − fBk‖W 1,2(0,T ;Cb) + ‖f − fBk‖C([0,T ];C1b ) ≤ 1 .
Also note that ‖fBk‖C([0,T ];C1b ) ≤ C, ‖fBk‖W 1,2(0,T ;Cb) ≤ C and ‖D
2
zfBk‖L2(0,T ;L2) ≤ C
by Lemma 15. It holds that
‖f‖W 1,2(0,T ;Cb) + ‖f‖C([0,T ];C1b )
≤ ‖f − fBk‖W 1,2(0,T ;Cb) + ‖f − fBk‖C([0,T ];C1b ) + ‖fBk‖W 1,2(0,T ;Cb) + ‖fBk‖C([0,T ];C1b )
≤ C.
Moreover by the weak-* lower semicontinuity of the norm,
‖f‖L∞(0,T ;W 2,β) ≤ lim inf
k→∞
‖fBk‖L∞(0,T ;W 2,β) ≤ C.
This proves (a).
Condition (i): The condition (i) from Definition 17 follows directly from (a).
Thus the proof of Theorem 19 is complete.
Now that we have showed that any magnetic field B ∈ BK yields a unique strong solution
of the initial value problem (3.4), we can define an operator mapping every admissible
field onto its induced state.
Definition 20 The operator
f. : BK → C([0, T ];L2(R6)), B 7→ fB
is called the field-state operator. At this point fB denotes the unique strong solution
of (3.4) that is induced by the field B ∈ BK .
From now on the notation fB is to be understood as the value of the field-state operator
at point B ∈ BK .
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Chapter 4
Continuity and compactness of the
field-state operator
Obviously the Lipschitz estimates of Lemma 16 hold true for the strong solutions by
approximation.
Corollary 21 Let L1, L2, L3 and c5 be the constants from Lemma 15 and Lemma 16.
Then for all B,H ∈ BK ,
‖fB − fH‖C([0,T ];Cb) ≤ L1‖B −H‖L2(0,T ;W 1,β(BRZ (0))) ,
‖∂zfB − ∂zfH‖C([0,T ];Cb) ≤ L2‖B −H‖γL2(0,T ;W 2,β(BRZ (0))) ,
‖∂tfB − ∂tfH‖L2(0,T ;Cb) ≤ L3‖B −H‖γL2(0,T ;W 2,β(BRZ (0))) ,
‖D2zfB‖L∞(0,T ;W 2,β) ≤ c5 .
This means that the field-state operator is globally Lipschitz-continuous with respect to
the norm on C
(
[0, T ];Cb(R6)
)
and globally Hölder-continuous with exponent γ = γ(β)
with respect to the norm on W 1,2
(
0, T ;Cb(R6)
)
and the norm on C
(
[0, T ];C1b (R6)
)
.
The following proposition provides (weak) compactness of the field-state operator that
will be very useful in terms of variational calculus.
Proposition 22 Let (Bk)k∈N ⊂ BK be a sequence that is converging weakly in
L2(0, T ;W 2,β) to some limit B ∈ BK . Then there exists a subsequence (Bkj ) of (Bk)
such that
fBkj ⇀ fB in W
1,2(0, T ;Lp) ∩ L2(0, T ;W 1,p) ∩ L2(0, T ;W 2,β) for every 1 ≤ p <∞,
fBkj → fB in L
2([0, T ]× R6)
if j tends to infinity.
Proof Let (Bk)k∈N ⊂ BK and B ∈ BK such that Bk ⇀ B in L2(0, T ;W 2,β). According
to Theorem 19, fk := fBk is bounded in W
1,2(0, T ;Lp)∩L2(0, T ;W 1,p ∩W 2,β) for every
1 ≤ p ≤ ∞. Note that this bound can be chosen independent of p. Hence the Banach-
Alaoglu theorem and Cantor’s diagonal argument imply that, after extraction of a sub-
sequence, (fk) is converging weakly in W 1,2(0, T ;Lm) ∩ L2(0, T ;W 1,m) ∩ L2(0, T ;W 2,β)
for every m ∈ N with m ≥ 2.
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Thus there exists some function f ∈ W 1,2(0, T ;Lm) ∩ L2(0, T ;W 1,m) ∩ L2(0, T ;W 2,β)
for every m ∈ N,m ≥ 2 such that
fk ⇀ f in W 1,2(0, T ;Lm) ∩ L2(0, T ;W 1,m) ∩ L2(0, T ;W 2,β) for every m ∈ N, m ≥ 2
if k → ∞. Thus, by interpolation, f ∈ W 1,2(0, T ;Lp) ∩ L2(0, T ;W 1,p) ∩ L2(0, T ;W 2,β)
for every 2 ≤ p < ∞. We will now show that f is a strong solution to the field B by
verifying the conditions from Definition 17.
Condition (iv): Let ε > 0 be arbitrary. We will now assume that there exists some
measurable set M ⊂ [0, T ] × (R6 \ BR(0)) with Lebesgue-measure λ(M) > 0 such that
f > ε almost everywhere on M . Then
0 < ελ(M) <
∫
M
f d(t, z) =
∫
M
f − fk d(t, z) =
∫
(f − fk)1M d(t, z)→ 0, k →∞
which is a contradiction. The case f < −ε can be treated analogously. Hence −ε <
f < ε almost everywhere on [0, T ] × (R6 \ BR(0)) which immediately yields f = 0
almost everywhere on [0, T ]×(R6 \BR(0)) because ε was arbitrary. SinceW 1,2(0, T ;Lp)
is continuously embedded in C([0, T ];Lp) by Sobolev’s embedding theorem, we have
supp f(t) ⊂ BR(0) even for all t ∈ [0, T ].
Condition (i): The fact that supp f(t) ⊂ BR(0) for all t ∈ [0, T ] directly implies that
f ∈ W 1,2(0, T ;Lp) ∩ L2(0, T ;W 1,p) for every 1 ≤ p <∞ by interpolation. Then we can
easily conclude that
fk ⇀ f in W 1,2(0, T ;Lp) ∩ L2(0, T ;W 1,p) ∩ L2(0, T ;W 2,β) for every 1 ≤ p <∞ .
The inequality
‖f‖W 1,2(0,T ;Lp(R6)) + ‖f‖L2(0,T ;W 1,p) ≤ C
where C > 0 depends only on f˚ , T , K and β follows directly from the weak convergence
and the weak lower semicontinuity of the norm. Since C does not depend on p this
inequality holds true for p =∞.
Condition (iii): It holds that fk ⇀ f inW 1,2(0, T ;L2) with fk(0) = f˚ almost everywhere
on R6 for all k ∈ N. By Mazur’s lemma we can construct some sequence (f∗k )k∈N such
that f∗k → f in W 1,2(0, T ;L2) where for any k ∈ N, f∗k is a convex combination of
f1, ..., fk. Then of course f∗k (0) = f˚ almost everywhere on R6 as well and hence
‖f(0)− f˚‖L2 = ‖f(0)− f∗k (0)‖L2 ≤ C ‖f − f∗k‖W 1,2(0,T ;L2) → 0, k →∞ .
Thus f(0) = f˚ almost everywhere on R6.
Condition (ii): We know that fk ⇀ f inW 1,2(0, T ;L2)∩L2(0, T ;W 1,2) = H1(]0, T [×R6)
by Lemma 5. Then, because of the compact support, the Rellich-Kondrachov theorem
implies that fk → f in L2([0, T ]×R6), up to a subsequence. From Proposition 8 we can
conclude that for any t ∈ [0, T ],
‖∂xψf (t)− ∂xψfk(t)‖L2(BR(0)) ≤ C ‖f(t)− fk(t)‖L2 → 0, k →∞ .
CONTINUITY AND COMPACTNESS 47
For brevity, we will now use the notation
V(ϕ, f,B) := ∂tϕ+ v · ∂xϕ− ∂xψf · ∂vϕ+ (v ×B) · ∂vϕ .
Let ϕ ∈ C∞c (]0, T [×R6)) be an arbitrary test function. Then V(ϕ, fk, Bk) is bounded in
L2(]0, T [×BR(0)) uniformely in k (the bound may depend on ϕ). It also holds that
V(ϕ, f,Bk)− V (ϕ, fk, Bk)→ 0, k →∞ in L2(]0, T [×BR(0)) ,
since ψfk → ψf in L2
(
]0, T [×BR(0)
)
. Moreover,
V(ϕ, f,B)− V(ϕ, f,Bk) ⇀ 0, k →∞ in L2(]0, T [×BR(0)).
Hence by integration by parts,∣∣∣∣∣∣
T∫
0
∫
V(f, f,B) ϕ dz dt
∣∣∣∣∣∣ =
∣∣∣∣∣∣
T∫
0
∫
f V(ϕ, f,B) dz dt
∣∣∣∣∣∣
=
∣∣∣∣∣∣
T∫
0
∫
f V(ϕ, f,B)− fk V(ϕ, fk, Bk) dz dt
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
T∫
0
∫
f
(
V(ϕ, f,B)− V(ϕ, f,Bk)
)
dz dt
∣∣∣∣∣∣
+
∣∣∣∣∣∣
T∫
0
∫
f
(
V(ϕ, f,Bk)− V(ϕ, fk, Bk)
)
dz dt
∣∣∣∣∣∣
+
∣∣∣∣∣∣
T∫
0
∫
(f − fk) V(ϕ, fk, Bk) dz dt
∣∣∣∣∣∣
→ 0, k →∞ .
As ϕ was arbitrary this implies that V(f, f,B) = 0 almost everywhere on [0, T ] × R6
that is (ii).
Consequently f is a strong solution to the field B and thus f = fB because of uniqueness.
Furthermore we have showed that there exists a subsequence (Bkj ) of (Bk) such that
(fBkj ) is converging in the demanded fashion.
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FRÉCHET DIFFERENTIABILITY 49
Chapter 5
Fréchet differentiability of the field-state
operator
Since the Fréchet derivative is a linear approximation of the field-state operator at some
certain point B ∈ BK it turns out that this derivative is determined by an inhomogenous
linear Vlasov equation. In the following section we will analyze those linear Vlasov
equations in general, i.e., we will establish some existence and uniqueness results. The
type and the regularity of the solution will depend on the regularity of the coefficients.
5.1 A general inhomogenous linear Vlasov equation
Let r0 ≥ 0 and r2 > r1 ≥ 0 be arbitrary. We consider the following inhomogenous linear
version of the Vlasov equation:{
∂tf + v · ∂xf +A · ∂vf + (v ×B) · ∂vf = ∂xψf ·C+ χΦa,f + b
f
∣∣
t=0
= f˚
(5.1)
The coefficients are supposed to have the following regularity:
a = a(t, x, v) ∈ C([0, T ];C1b (R6)), supp a(t) ⊂ Br0(0), t ∈ [0, T ],
b = b(t, x, v) ∈ C([0, T ];C1b (R6)), supp b(t) ⊂ Br0(0), t ∈ [0, T ],
f˚ = f˚(x, v) ∈ C2c (R6), supp f˚ ⊂ Br0(0),
A = A(t, x) ∈ C([0, T ];C1,γ(R3;R3)),
B = B(t, x) ∈ C([0, T ];C1,γ(R3;R3)),
C = C(t, x, v) ∈ C(0, T ;C1b (R6;R3)), supp C(t) ⊂ Br0(0), t ∈ [0, T ],
χ = χ(x, v) ∈ C1c (R6; [0, 1]), χ = 1 on Br1(0), supp χ ⊂ Br2(0)
(5.2)
Moreover Φa,f is given by
Φa,f (t, x) := −
∫∫
x− y
|x− y|3 · ∂va(t, y, w) f(t, y, w) dwdy, (t, x) ∈ [0, T ]× R
3 . (5.3)
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For (t, x) ∈ [0, T ]× R3 we will also use the notation
Φ′a,f (t, x) := −
∫∫
x− y
|x− y|3 ·
(
∂va ∂xf − ∂vf ∂xa
)
(t, y, w) dwdy . (5.4)
Note that
Φa,f =
3∑
i=1
∂xiψ∂viaf and
[
Φ′a,f
]
j
=
3∑
i=1
∂xiψ∂via ∂xj f−∂vif ∂xja, j = 1, 2, 3.
As a ∈ C([0, T ];C1b (R6)) with compact support supp a(t) ⊂ Br0(0) for all t ∈ [0, T ],
Proposition 8 provides the following inequalities: For any r > 0 there exists some con-
stant c > 0 that may depend only on r and r0 such that for almost all t ∈ [0, T ],
‖Φa,f (t)‖L2(Br(0)) ≤ c ‖∂va(t)‖∞ ‖f(t)‖L2(Br0 (0)), f ∈ L
2(0, T ;L2),
‖Φ′a,f (t)‖L2(Br(0)) ≤ c ‖∂za(t)‖∞ ‖∂zf(t)‖L2(Br0 (0)), f ∈ L
2(0, T ;H1),
‖Φa,f (t)‖L∞ ≤ c ‖∂va(t)‖∞ ‖f(t)‖L∞(Br0 (0)), f ∈ L
2(0, T ;L∞),
‖Φ′a,f (t)‖L∞ ≤ c ‖∂za(t)‖∞ ‖∂zf(t)‖L∞(Br0 (0)), f ∈ L
2(0, T ;W 1,∞) .
(5.5)
If a ∈ C([0, T ];C2b (R6)) and f ∈ C([0, T ];C1b (R6)) then Φa,f is continuously differen-
tiable with respect to x with
∂xjΦa,f (t, x) =
3∑
i=1
∂xj∂xiψ∂viaf =
3∑
i=1
∂xiψ∂via∂xj f+∂vi∂xjaf
=
3∑
i=1
∂xiψ∂via∂xj f−∂xja∂vif =
[
Φ′a,f
]
j
(t, x)
for all (t, x) ∈ [0, T ]×R3. Because of density this result holds true if a ∈ C([0, T ];C1b (R6)).
If merely f ∈ L2(0, T ;H1) the result holds true in the weak sense.
Lemma 23 Let A,B ∈ C([0, T ];C1b (R3;R3)) be arbitrary. Then for any t ∈ [0, T ] and
z ∈ R6 the characteristic system{
x˙ = v ,
v˙ = A(s, x) + v ×B(t, x) ,
has a unique solution Z ∈ C1([0, T ]× [0, T ]× R6;R6) with Z(s, t, z) = (X,V )(s, t, z) to
the initial value condition Z(t, t, z) = z.
For any r > 0 and all s, t ∈ [0, T ], Z(s, t, Br(0)) ⊂ Bζ(r)(0) where
ζ(r) := e2T
(
r +
√
T‖A‖L2(0,T ;L∞)
)
.
Moreover there exists some positive constant C(r) depending only on r, ‖A‖L2(0,T ;C1b ),‖B‖L2(0,T ;C1b ) such that for all s, t ∈ [0, T ],
‖∂zZ(s, t, ·)‖L∞(Br(0)) ≤ C(r) and ‖∂tZ(s, t, ·)‖L∞(Br(0)) ≤ C(r) .
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Proof The existence of a unique solution Z ∈ C1([0, T ]× [0, T ]×R6;R6) to the initial
value condition Z(t, t, z) = z is obvious. Let now s, t ∈ [0, T ] be arbitrary. Without loss
of generality, s ≤ t. If z ∈ Br(0),
|Z(s, t, z)|2 ≤ r2 + 2
t∫
s
|X(τ, t, z)| |V (τ, t, z)|+ |V (τ, t, z)| |A(τ,X(τ, t, z))| dτ
≤ r2 + 2
t∫
s
|Z(τ, t, z)| ‖A(τ)‖∞ dτ + 2
t∫
s
|Z(τ, t, z)|2 dτ .
Thus by Gronwall’s lemma
|Z(s, t, z)|2 ≤ e2T r2 + 2e2T
t∫
s
|Z(τ, t, z)| ‖A(τ)‖∞ dτ
and then the quadratic version of Gronwall’s lemma yields
‖Z(s, t, ·)‖L∞(Br(0)) ≤
√
e2T r2 + e2T
√
T‖A‖L2(0,T ;L∞) < ζ(r) . (5.6)
Now let C(r) denote a generic positive constant depending only on r, ‖A‖L2(0,T ;C1b ),‖B‖L2(0,T ;C1b ). For any i ∈ {1, ..., 6} and z ∈ Br(0),
|∂ziZ(s, t, z)| ≤ 1 +
t∫
s
|∂ziV (τ)|+ |DzA(τ,X(τ)) · ∂ziX(τ)|
+ |V (τ)| |DzB(τ,X(τ)) · ∂ziX(τ)|+ |∂ziV (τ)| |B(τ,X(τ))| dτ
≤ C(r) + C(r)
t∫
s
(
1 + ‖A(τ)‖C1b + ‖B(τ)‖C1b
)|∂ziZ(τ, t, z)| dτ
for all i ∈ {1, ..., 6} and hence
‖∂zZ(s, t, )‖L∞(Br(0)) ≤ C(r)
t∫
s
‖A(τ)‖C1b + ‖B(τ)‖C1b dτ ≤ C(r) .
One can easily show that ∂tZ(s, t, z) is given by
∂tZ(s, t, z) = −DzZ(s, t, z)
(
v
A(t, z) + v ×B(t, z)
)
.
For more detail confer [9, p. 14]. Thus we also have ‖∂tZ(s, t, )‖L∞(Br(0)) ≤ C(r) for
all i ∈ {1, ..., 6}.
Now we can establish an existence and uniqueness result for classical solutions of the
system (5.1) if the regularity conditions (5.2) hold. Unfortunately the coefficients of the
systems that will occur in this paper do not satisfy those strong conditions. However,
we will still be able to prove an existence and uniqueness result for strong solutions of
(5.1) if the regularity conditions are slightly weaker.
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Proposition 24 Suppose that the coefficients of the system (5.1) satisfy the regular-
ity condition (5.2). Then the initial value problem (5.1) has a unique classical so-
lution f ∈ C1([0, T ]× R6). Moreover for all t ∈ [0, T ], supp f(t) ⊂ Bζ(r+1)(0) with
r = max{r0, r2} and f is implicitely given by
f(t, z) = f˚
(
Z(0, t, z)
)
+
t∫
0
[
∂xψf ·C+ χΦa,f + b
](
s, Z(s, t, z)
)
ds (5.7)
for any t ∈ [0, T ], z ∈ R6. Moreover there exists some constant C > 0 depending
only on T , r0, r2, ‖a‖C([0,T ];C1b ), ‖b‖C([0,T ];C1b ), ‖˚f‖C2b , ‖A‖C([0,T ];C1,γ), ‖B‖C([0,T ];C1,γ),
‖C‖C([0,T ];C1b ) and ‖χ‖C1b such that ‖f‖C1b ([0,T ]×R6) ≤ C.
∣∣∣
The proof of Proposition 24 is very technical and is outsourced to the appendix.
Comment
(a) If we use a final value condition f
∣∣
t=T
= f˚ instead of the initial value condition
f
∣∣
t=0
= f˚ the problem can be treated completely analogously. The results of
Proposition 24 and Corollary 26 hold true in this case. Only the implicit depiction
of a classical solution must be replaced by
f(t, z) = f˚
(
Z(T, t, z)
)− T∫
t
[
∂xψf ·C+ χΦa,f + b
](
s, Z(s, t, z)
)
ds (5.8)
(b) Suppose that C = 0 and recall that Φa,f depends only on f
∣∣
Br0 (0)
. Hence, if we
choose r1 = ζ(r0) then for all t ∈ [0, T ] and z ∈ Br0(0),
f(t, z) = f˚
(
Z(0, t, z)
)
+
t∫
0
[
Φa,f + b
](
s, Z(s, t, z)
)
ds (5.9)
because in this case χ
(
Z(s, t, z)
)
= 1 as Z(s, t, Br0(0)) ⊂ Br1(0). This means that
the values of f
∣∣
Br0 (0)
do not depend on the choice of χ as long as χ = 1 on Br1(0).
Definition 25 We call f a strong solution of the initial value problem (5.1) iff the
following holds:
(i) f ∈ H1(]0, T [×R6) ⊂ C([0, T ];L2).
(ii) f satisfies
∂tf + v · ∂xf +A · ∂vf + (v ×B) · ∂vf = ∂xψf ·C+ Φa,f + b
almost everywhere on [0, T ]× R6.
(iii) f satisfies the initial condition f
∣∣
t=0
= f˚ almost everywhere on R6.
(iv) There exists some radius r > 0 such that for all t ∈ [0, T ], supp f(t) ⊂ Br(0).
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Corollary 26
(a) Suppose that the coefficients satisfy the following conditions:
a = a(t, x, v) ∈ C([0, T ];C1b (R6)), supp a(t) ⊂ Br0(0), t ∈ [0, T ],
b = b(t, x, v) ∈ L2(0, T ;Cb ∩H1(R6)), supp b(t) ⊂ Br0(0), t ∈ [0, T ],
f˚ = f˚(x, v) ∈ C1c (R6), supp f˚ ⊂ Br0(0),
A = A(t, x) ∈ C([0, T ];C1,γ(R3;R3)), (5.10)
B = B(t, x) ∈ L2(0, T ;C1,γ(R3;R3)),
C = C(t, x, v) ∈ L2(0, T ;H1 ∩ Cb(R6;R3)), supp C(t) ⊂ Br0(0), t ∈ [0, T ],
χ = χ(x, v) ∈ C1c (R6; [0, 1]), χ = 1 onBr1(0), supp χ ⊂ Br2(0)
Then the following holds:
(A) There exist sequences
(bk) ⊂ C([0, T ];C1b ) with bk → b in L2(0, T ;Cb ∩H1),
(˚fk) ⊂ C2c (R6) with f˚k → f˚ in C1b (R6),
(Bk) ⊂ C([0, T ];C1,γ) with Bk → B in L2(0, T ;C1,γ),
(Ck) ⊂ C([0, T ];C1b ) with Ck → C in L2(0, T ;Cb ∩H1)
such that
supp bk(t), supp f˚k, supp Ck(t) ⊂ Br0+1(0)
for almost all t ∈ [0, T ] and all k ∈ N.
For any k ∈ N, there exists a unique classical solution fk of (5.1) to the
coefficients a, bk, f˚k, A, Bk, Ck and χ. Moreover, there exists some constant
C > 0 depending only on T , r0, r2, ‖a‖C([0,T ];C1b ), ‖b‖L2(0,T ;Cb), ‖b‖L2(0,T ;H1),
‖˚f‖C1b , ‖A‖C([0,T ];C1,γ), ‖B‖L2(0,T ;C1,γ), ‖χ‖C1b and ‖C‖L2(0,T ;Cb∩H1) such that
‖fk‖L∞(]0,T [×R6) + ‖fk‖H1(]0,T [×R6) ≤ C.
(B) There exists some function f ∈ L∞ ∩H1(]0, T [×R6) such that
‖f‖L∞(]0,T [×R6) + ‖f‖H1(]0,T [×R6) ≤ C
and
fk
∗
⇀ f ∈ L∞(]0, T [×R6), fk ⇀ f ∈ H1(]0, T [×R6)
if k →∞ up to a subsequence.
(C) The function f is a unique strong solution of the initial value problem (5.1).
For almost all t ∈ [0, T ], supp f(t) ⊂ Bζ(3+r)(0) with r = max{r0, r2}.
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(b) Suppose that the coefficients satisfy the following conditions:
a = a(t, x, v) ∈ C([0, T ];C1b (R6)), supp a(t) ⊂ Br0(0), t ∈ [0, T ],
b = 0,
f˚ = f˚(x, v) ∈ C2c (R6), supp f˚ ⊂ Br0(0),
A = A(t, x) ∈ C([0, T ];C1,γ(R3;R3)), (5.11)
B = B(t, x) ∈ L2(0, T ;C1,γ(R3;R3)),
C = 0,
χ = χ(x, v) ∈ C1c (R6; [0, 1]), χ = 1 onBr1(0), supp χ ⊂ Br2(0)
Then the following holds:
(A) There exists a sequence
(Bk) ⊂ C([0, T ];C1,γ) with Bk → B in L2(0, T ;C1,γ).
For any k ∈ N, there exists a unique classical solution fk of (5.1) to the coeffi-
cients a, b = 0, f˚ , A, Bk, C = 0 and χ. Moreover, there exists some constant
C > 0 depending only on T , r0, r2, ‖a‖C([0,T ];C1b ), ‖˚f‖C2b , ‖A‖C([0,T ];C1,γ),
‖B‖L2(0,T ;C1,γ) and ‖χ‖C1b such that for all k, j ∈ N,
‖fk − fj‖C([0,T ];Cb) ≤ C ‖Bk −Bj‖L2(0,T ;C1,γ),
‖∂zfk − ∂zfj‖C([0,T ];Cb) ≤ C ‖Bk −Bj‖γL2(0,T ;C1,γ),
‖∂tfk − ∂tfj‖L2(0,T ;Cb) ≤ C ‖Bk −Bj‖γL2(0,T ;C1,γ).
(B) There exists some function f ∈W 1,2(0, T ;Cb) ∩ C([0, T ];C1b ) such that
fk → f ∈W 1,2(0, T ;Cb), fk → f ∈ C([0, T ];C1b )
if k → ∞ up to a subsequence. Moreover, there exists some constant C > 0
depending only on T , r0, r2, ‖a‖C([0,T ];C1b ), ‖˚f‖C2b , ‖A‖C([0,T ];C1,γ), ‖χ‖C1b and‖B‖L2(0,T ;C1,γ) such that
‖f‖W1,2(0,T ;Cb) + ‖f‖C([0,T ];C1b ) ≤ C .
(C) The function f is a unique strong solution of the initial value problem (5.1).
For almost all t ∈ [0, T ], supp f(t) ⊂ Bζ(2+r)(0) with r = max{r0, r2}.
(D) If we fix r1 := ζ(r0) then f
∣∣
Br0 (0)
does not depend on the choice of χ as long
as χ = 1 on Br1(0).
The proof of this Corollary can also be found in the appendix.
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5.2 The Fréchet derivative of the field-state operator
Again, let K > 0 be arbitrary. We can now use the results of Section 5.1 to establish
Fréchet differentiability of the control state operator on B˚K (that is the interior of BK).
Theorem 27 Let f. be the field-state operator as defined in Definition 20. For B ∈ BK
and H ∈ V there exists a unique strong solution fHB ∈ L∞∩H1(]0, T [×R) ⊂ C([0, T ];L2)
of the initial value problem∂tf + v · ∂xf − ∂xψfB · ∂vf − ∂xψf · ∂vfB + (v×B) · ∂vf + (v×H) · ∂vfB = 0
f
∣∣
t=0
= 0
(5.12)
with supp f(t) ⊂ B%(0) for all t ∈ [0, T ] and some radius % > 0 depending only on T,K, f˚
and β. Then the following holds:
(a) Let t ∈ [0, T ] be arbitrary. Then f.(t) is Fréchet differentiable on B˚K with respect
to the L2(R6)-norm, i.e., for any B ∈ B˚K there exists a unique linear operator
f ′B(t) : V → L2(R6) such that
∀ε > 0 ∃δ > 0 ∀H ∈ V with ‖H‖V < δ :
B +H ∈ B˚K and ‖fB+H(t)− fB(t)− f
′
B(t)[H]‖L2
‖H‖V < ε .
The Fréchet derivative is given by
f ′B(t)[H] = f
H
B (t), H ∈ V .
(b) The field-state operator f. is Fréchet differentiable on B˚K with respect to the
C([0, T ];L2(R6))-norm, i.e., for any B ∈ B˚K there exists a unique linear oper-
ator f ′B : V → C([0, T ];L2(R6)) such that
∀ε > 0 ∃δ > 0 ∀H ∈ V with ‖H‖V < δ :
B +H ∈ B˚K and
‖fB+H − fB − f ′B[H]‖C([0,T ];L2)
‖H‖V < ε .
The Fréchet derivative is given by
f ′B[H] = f
H
B , H ∈ V .
(c) For all B,H ∈ B˚K , the solution fHB depends Hölder-continuously on B in such a
way that there exists some constant C > 0 depending only on f˚ , T,K and β such
that
sup
‖H‖V≤1
‖f ′A[H]− f ′B[H]‖L2(0,T ;L2) ≤ C ‖A−B‖γL2(0,T ;W 2,β), A,B ∈ B˚K .
CommentAs K > 0 was arbitrary the obove results hold true on B˚2K instead of B˚K .
Hence they are especially true for B ∈ BK .
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Proof Let C denote some generic positive constant depending only on f˚ , K, T and β.
First note that the system (5.12) is of the type (5.1) where the quantities correspond in
the following way:
System (5.1) System (5.12)
r0 =̂ R ≥ 0
r1 =̂ 0 ≥ 0
r2 =̂ R > r1
a =̂ 0 ∈ C([0, T ];C1b )
b =̂ −(v ×H) · ∂vfB ∈ L2(0, T ;Cb ∩H1)
f˚ =̂ 0 ∈ C2c (R6)
A =̂ −∂xψfB ∈ C([0, T ];C1,γ)
B =̂ B ∈ L2(0, T ;C1,γ)
C =̂ ∂vfB ∈ L2(0, T ;H1 ∩ Cb)
χ =̂ 0 ∈ C1c (R6)
This means that the coefficients of (5.12) satisfy the regularity conditions (5.10) of Corol-
lary 26. Hence (5.12) has a strong solution fHB ∈ L∞ ∩H1(]0, T [×R6).
To prove Fréchet differentiability of the field-state operator we must consider the differ-
ence fB+H − fB with B ∈ B˚K and H ∈ V such that B + H ∈ B˚K . Therefore we will
assume that ‖H‖V < δ for some sufficiently small δ > 0. Now we expand the nonlinear
terms in the Vlasov equation (3.4) to pick out the linear parts. We have
∂xψfB+H · ∂vfB+H − ∂xψfB · ∂vfB
= ∂xψfB · ∂v(fB+H − fB) + ∂xψ(fB+H−fB) · ∂vfB +R1,(
v × (B +H)) · ∂vfB+H − (v ×B) · ∂vfB
= (v ×B) · ∂v(fB+H − fB) + (v ×H) · ∂vfB +R2
where
R1 := ∂xψ(fB+H−fB) · ∂v(fB+H − fB), R2 := (v ×H) · ∂v(fB+H − fB)
are nonlinear remainders. Then R := R1 − R2 ∈ L2(0, T ;H1 ∩ Cb) and Corollary 21
implies that
‖R‖L2 ≤ C‖∂vfB+H − ∂vfB‖L∞(0,T ;L∞)
(‖∂xψfB+H−fB‖L2(0,T ;L2) + ‖H‖L2(0,T ;L2))
≤ C‖∂vfB+H − ∂vfB‖L∞(0,T ;L∞)
(‖fB+H − fB‖L2(0,T ;L2) + ‖H‖L2(0,T ;L2))
≤ C‖H‖1+γV .
Obviously fB+H − fB solves the initial value problem∂tf + v · ∂xf − ∂xψfB · ∂vf − ∂xψf · ∂vfB + (v×B) · ∂vf + (v×H) · ∂vfB = R
f
∣∣
t=0
= 0
(5.13)
almost everywhere on [0, T ]× R6.
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From Corollary 26 (a) we know that this solution is unique. Also according to Corollary
26 (a) the system∂tf + v · ∂xf − ∂xψfB · ∂vf − ∂xψf · ∂vfB + (v ×B) · ∂vf = R ,
f
∣∣
t=0
= 0 .
(5.14)
has a unique strong solution fR. Then fHB + fR is a solution of (5.13) due to linearity
and thus
fB+H − fB = fHB + fR
because of uniqueness. It holds that
‖fR(t)‖2L2 = 2
t∫
0
∫
fR(s) ∂tfR(s) dzds
= −2
t∫
0
∫
fR
(
v · ∂xfR − ∂xψfB · ∂vfR − ∂xψfR · ∂vfB + (v ×B) · ∂vfR −R
)
dzds
= 2
t∫
0
∫
fR
(
∂xψfR · ∂vfB +R
)
dzds
≤ C
t∫
0
‖fR(s)‖2L2 + ‖fR(s)‖L2 ‖R(s)‖L2 ds .
Applying first the standard version and then the quadratic version of Gronwall’s lemma
yields
‖fR(t)‖L2 ≤ C ‖R‖L2(0,T ;L2) ≤ C ‖H‖1+γV
Let now ε > 0 be arbitrary. Then for all t ∈ [0, T ],
‖fB+H(t)− fB(t)− fHB (t)‖L2
‖H‖V =
‖fR(t)‖L2
‖H‖V ≤ C ‖H‖
γ
V < ε
if δ is sufficiently small. Since the inequality holds for all t ∈ [0, T ] and all the terms
depend continuously on time this also means that
‖fB+H − fB − fHB ‖C([0,T ];L2)
‖H‖V = maxt∈[0,T ]
‖fB+H(t)− fB(t)− fHB (t)‖L2
‖H‖V < ε
Hence the assertions (a) and (b) are proved and the Fréchet derivative is determined by
the system (5.12).
To prove (c) let A,B,H ∈ B˚K be arbitrary and suppose that ‖H‖V ≤ 1. According to
Lemma 10 (d), we can choose sequences (Ak), (Bk), (Hk) ⊂M such that
‖Ak −A‖L2(0,T ;W 2,β) → 0, ‖Bk −B‖L2(0,T ;W 2,β) → 0, ‖Hk −H‖L2(0,T ;W 2,β) → 0
if k tends to infinity.
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From Corollary 26 we can conclude that
‖fHkAk ‖H1(]0,T [×R6) ≤ C and ‖f
Hk
Bk
‖H1(]0,T [×R6) ≤ C
and also
fHkAk ⇀ f
H
A and f
Hk
Bk
⇀ fHB in H
1(]0, T [×R6) .
Since the (x, v)-supports of all occurring functions are contained in some ball B%(0)
whose radius r depends only on f˚ , K, T and β but not on k, we can apply the Rellich-
Kondrachov theorem to obtain
fHkAk → fHA and f
Hk
Bk
→ fHB in L2([0, T ]× R6)
up to a subsequence. As Ak, Bk and Hk satisfy the regularity assumptions (5.2), f
Hk
Ak
and
fHkBk are classical solutions and can be described implicitely by the representation formula
(5.7). Note that Lemma 15 holds true for % instead of R. Hence for all s, t ∈ [0, T ],
‖ZF (s, t, ·)‖L∞(B%(0)) ≤ C, ‖∂zfF (s)‖∞ ≤ C, ‖D2zfF ‖L2(0,T ;L2) ≤ C
for all F ∈ {Ak, Bk ∣∣ k ∈ N}. Also recall that we know from Lemma 16 (with % instead
of R) that for all s, t ∈ [0, T ],
‖fAk(s)− fBk(s)‖∞ ≤ C ‖Ak −Bk‖L2(0,T ;W 2,β) ,
‖∂zfAk(s)− ∂zfBk(s)‖∞ ≤ C ‖Ak −Bk‖γL2(0,T ;W 2,β) ,
‖ZAk(s, t, ·)− ZBk(s, t, ·)‖L∞(B%(0)) ≤ C ‖Ak −Bk‖L2(0,T ;W 2,β) .
Then it holds that
‖fHkAk (t)− f
Hk
Bk
(t)‖L2
≤
t∫
0
∥∥(∂xψfHkAk · ∂vfAk)(s, ZAk(s, t, ·))− (∂xψfHkBk · ∂vfBk)(s, ZBk(s, t, ·))∥∥L2 ds
+
t∫
0
∥∥(VAk×Hk(s,XAk)) · ∂vfAk(s, ZAk)− (VBk×Hk(s,XBk)) · ∂vfBk(s, ZBk)∥∥L2 ds
≤ C
t∫
0
(
1 + ‖D2zfAk(s)‖L2 + ‖Hk(s)‖W 2,β
) ‖ZAk(s)− ZBk(s)‖L∞(B%(0)) ds
+ C
t∫
0
(
1 + ‖Hk(s)‖W 2,β
) ‖∂vfAk(s)− ∂vfBk(s)‖L∞ ds
+ C
t∫
0
‖fHkAk (s)− f
Hk
Bk
(s)‖L2 ds
and thus by Gronwall’s lemma,
‖fHkAk − f
Hk
Bk
‖L2(0,T ;L2) ≤ C ‖fHkAk − f
Hk
Bk
‖L∞(0,T ;L2) ≤ C ‖Ak −Bk‖γL2(0,T ;W 2,β).
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If k →∞ we obtain
‖fHA − fHB ‖L2(0,T ;L2) ≤ C ‖A−B‖γL2(0,T ;W 2,β)
that is (c).
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Chapter 6
The tracking problem
6.1 Optimal control with BK-fields
6.1.1 The model
We will now consider the Vlasov-Poisson system equipped with an external magnetic
field B ∈ BK on the time interval [0, T ] with initial state f˚ ∈ C2c (R6). Our aim is to
control the time evolution of the distribution function f = f(t, x, v) in such a way that
its value at time T matches a desired distribution function fd ∈ C2c (R6) as closely as
possible. More precisely we want to find a magnetic field B such that the L2-difference
‖f(T ) − fd‖L2 becomes as small as possible. Therefore we intend to minimze the cost
functional
I(f,B) =
1
2
‖f(T )− fd‖2L2(R6) +
λ
2
‖DxB‖2L2([0,T ]×R3;R3) (6.1)
where λ is a nonnegative parameter. In this section the field B is the control in our
model and thus the field-state operator can also be referred to as the control-state
operator. Since ‖f(t)‖p = ‖f˚‖p for all 1 ≤ p ≤ ∞, t ∈ [0, T ] it makes sense to choose
fd in such a way that ‖fd‖p = ‖f˚‖p for all 1 ≤ p ≤ ∞ because otherwise the exact
matching f(T ) = fd would be impossible from the outset. Note that the L2-Norm of
the functional matrix is given by
‖DxB‖2L2 =
3∑
i=1
‖∂xiB‖2L2 =
3∑
i=1
3∑
j=1
‖∂xiBj‖2L2 .
We will also use the notation
〈DxB,DxH〉L2 =
3∑
i=1
〈∂xiB, ∂xiH〉L2 =
3∑
i=1
3∑
j=1
〈∂xiBj , ∂xiHj〉L2 .
At first appearance it seems that the term λ2‖DxB‖2L2 is useless or even counterproduc-
tive as we actually want to minimize the expression ‖f(T )− fd‖L2 . However this term
grants some crucial advantages in terms of variational calculus if λ > 0. In this case
a magnetic field is "punished" by high values of the cost functional if its derivatives
become large. Of course the amount of punishment depends on the size of λ. Thus the
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term has a smoothing effect on the optimal magnetic field and is hence referred to as
the regularization term. Now the optimization problem is to minimize the functional
I under the following constraints:
• B is an admissible field, i.e., B ∈ BK
• f is a strong solution of the Vlasov-Poisson system
∂tf + v · ∂xf − ∂xψf · ∂vf + (v ×B) · ∂vf = 0, f
∣∣
t=0
= f˚
to the control B.
Recalling the definition of the control-state operator we can alternatively consider the
optimization problem
Minimize J(B) =
1
2
‖fB(T )− fd‖2L2 +
λ
2
‖DxB‖2L2([0,T ]×R3)
s.t. B ∈ BK
(6.2)
which is equivalent to the first one. The advantage is that the cost functional J depends
only on B as the side condition is implemented by the control-state operator.
6.1.2 Existence of a globally optimal solution
Of course such an optimization problem does only make sense if there actually exists at
least one globally optimal solution. This fact will be established in the next Theorem.
The proof is quite short as most of the work was already done in the Chapters 3 and
4.
Theorem 28 The optimization problem (6.2) possesses a globally optimal solution B¯,
i.e., for all B ∈ BK , J(B¯) ≤ J(B). Then B¯ is also called the optimal control and fB¯ is
called its optimal state.
Proof Suppose that λ > 0 (if λ = 0 the proof is similar but even easier). The
cost functional J is bounded from below since J(B) ≥ 0 for all B ∈ BK . Hence
M := infB∈BKJ(B) exists and there also exists a minimizing sequence (Bk)k∈N such
that J(Bk) → M if k →∞. As BK ⊂ V is weakly compact according to Lemma 10 it
holds that Bk ⇀ B¯ in V for some weak limit B¯ ∈ BK after extraction of a subsequence.
Then Proposition 22 yields fBk ⇀ fB¯ in W
1,2(0, T ;L2) after subsequence extraction.
Now for any ϕ ∈ L2(R6),∫ (
fBk(T, z)− fB¯(T, z)
)
ϕ(z) dz =
T∫
0
d
dt
∫ (
fBk(t, z)− fB¯(t, z)
)
ϕ(z) dz dt
=
T∫
0
∫ (
∂tfBk(t, z)− ∂tfB¯(t, z)
)
ϕ(z) dz dt→ 0, k →∞
which means that fBk(T ) ⇀ fB¯(T ) in L
2(R6). Together with the weak lower semicon-
tinuity of the L2-norm this implies that
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J(B¯) =
1
2
‖fB¯(T )− fd‖2L2 +
λ
2
‖DxB¯‖2L2
≤ lim inf
k→∞
[
1
2
‖fBk(T )− fd‖2L2
]
+ lim inf
k→∞
[
λ
2
‖DxBk‖2L2
]
≤ lim inf
k→∞
[
1
2
‖fBk(T )− fd‖2L2 +
λ
2
‖DxBk‖2L2
]
= lim
k→∞
J(Bk) = M.
By the definition of infimum this yields J(B¯) = M .
Of course this theorem does not provide uniqueness of a globally optimal solution.
6.1.3 Necessary conditions for local optimality
Since the control-state operator f. is nonlinear we cannot expect J to be convex. Of
course the regularization term is strictly convex with respect to B if λ > 0 but if λ is
rather small (which makes sense in this model) there is no chance that this property
can be transferred to J . For that reason it is possible that J has more than one locally
optimal solution. They are defined as follows:
Definition 29 A control B¯ ∈ BK is called a locally optimal solution of the optimization
problem (6.2) iff there exists δ > 0 such that
J(B¯) ≤ J(B) for all B ∈ Bδ(B¯) ∩ BK
where Bδ(B¯) is the open ball in L2
(
0, T ;W 2,β(R3;R3)
)
with radius δ and center B¯.
To get an idea of necessary conditions let us at first consider some differentiable function
ϕ : Rd → R, let U be any convex open subset of Rd and suppose that ϕ|U¯ has a local
minimum at the point x ∈ U¯ . For all h ∈ Rd with x+ h ∈ U¯ we have x+ th ∈ U¯ for all
t ∈ [0, 1] because of convexity. Then the function [0, 1] 3 t 7→ ϕ(x+ th) is differentiable
with
0 ≤ lim
t→
≥
0
ϕ(x+ th)− ϕ(x)
t
=
d
dt
ϕ(x+ th)
∣∣
t=0
= ∇ϕ(x) · h.
Of course ∇ϕ(x) = 0 if x ∈ U . This fact can be generalized to functionals on Banach
spaces if the total gradient is replaced by the Fréchet derivative. Therefore we can
establish the following necessary optimality condition:
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Lemma 30 The cost functional J is Fréchet differentiable on BK with Fréchet derivative
J ′(B)[H] = 〈fB(T )− fd, f ′B(T )[H]〉L2(R6) + λ〈DxB,DxH〉L2([0,T ]×R3;R3×3), H ∈ V.
Let B¯ ∈ BK be a locally optimal solution of the optimization problem (6.2). Then
J ′(B¯)[H]
{
= 0, if B¯ ∈ B˚K
≥ 0, if B¯ ∈ ∂BK
, H ∈ V with B¯ +H ∈ BK .
Proof As the control-state operator is Fréchet differentiable on BK so is the cost func-
tional J by chain rule. If B¯ + H ∈ BK the function [0, 1] 3 t 7→ J(B + tH) ∈ R is
differentiable with respect to t and since B¯ is a local minimizer,
0 ≤ d
dt
J(B¯ + tH)
∣∣
t=0
=
(
J ′(B¯ + tH)
[
d
dt
(B¯ + tH)
]) ∣∣∣
t=0
= J ′(B¯)[H]
for any H ∈ V with B +H ∈ BK .
If we consider BK as a subset of L2([0, T ]×R3;R3) it might be possible to find an adjoint
operator
(
f ′B(T )
)∗ of f ′B(T ) such that
J ′(B)[H] = 〈fB(T )− fd, f ′B(T )[H]〉L2(R6) + λ
3∑
i=1
〈∂xiB, ∂xiH〉L2([0,T ]×R3)
= 〈(f ′B(T ))∗[fB(T )− fd], H〉L2([0,T ]×R3) − λ 3∑
i=1
〈∂2xiB,H〉L2([0,T ]×R3)
= 〈(f ′B(T ))∗[fB(T )− fd]− λ ∆xB,H〉L2([0,T ]×R3), H ∈ BK .
This means that J ′ has the explicit description
J ′(B) =
(
f ′B(T )
)∗
[fB(T )− fd]− λ ∆xB .
If now B¯ ∈ intBK is a locally optimal solution it satisfies the semilinear Poisson equa-
tion
−∆xB = −1
λ
(
f ′B(T )
)∗
[fB(T )− fd] .
In general such an adjoint operator is not uniquely determined. This means that we
cannot deduce uniqueness of our optimal solution. A common technique to find an
adjoint operator is the Lagrangian technique. For B ∈ V and f, g ∈ H1(]0, T [×R6)
with supp f(t) ⊂ BR(0) for all t ∈ [0, T ] we define
L(f,B, g) := I(f,B)−
∫
[0,T ]×R6
(
∂tf + v · ∂xf − ∂xψf · ∂vf + (v ×B) · ∂vf
)
g d(t, x, v)
=
1
2
‖f(T )− fd‖L2 +
λ
2
‖DxB‖2L2
−
∫
[0,T ]×R6
(
∂tf + v · ∂xf − ∂xψf · ∂vf + (v ×B) · ∂vf
)
g d(t, x, v) .
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L is called the Lagrangian. Obviously by integration by parts,
L(f,B, g) = 1
2
‖f(T )− fd‖L2 +
λ
2
‖DxB‖2L2 + 〈g(0), f(0)〉L2 − 〈g(T ), f(T )〉L2
+
∫
[0,T ]×R6
(
∂tg + v · ∂xg − ∂xψf · ∂vg + (v ×B) · ∂vg
)
f d(t, x, v) .
In the definition of the Lagrangian f , B and g are independent functions. However
inserting f = fB yields
J(B) = L(fB, B, g), B ∈ BK , g ∈ H1(]0, T [×R6) .
It is important that this equality does not depend on the choice of g. Since L is Fréchet
differentiable with respect to f in the H1(]0, T [×R6)-sense and with respect to B in the
L2(0, T ;W 2,β)-sense we can use this fact to compute the derivative of J alternatively.
By chain rule,
J ′(B)[H] =
(
∂fL
)
(fB, B, g)
[
f ′B[H]
]
+
(
∂BL
)
(fB, B, g)[H], B ∈ BK , H ∈ V (6.3)
for any g ∈ H1(]0, T [×R6). Here ∂fL and ∂BL denote the partial Fréchet derivative of
L with respect to f and B. We will now fix f, g and B. Then
(∂fL)(f,B, g)[h] = 〈f(T )− fd, h(T )〉L2 − 〈g(T ), h(T )〉L2 + 〈g(0), h(0)〉L2
+
∫
[0,T ]×R6
(
∂tg + v · ∂xg − ∂xψf · ∂vg + (v ×B) · ∂vg
)
h d(t, x, v)
+
∫
[0,T ]×R6
∂xψh · ∂vf g d(t, x, v)
= 〈f(T )− fd, h(T )〉L2 − 〈g(T ), h(T )〉L2 + 〈g(0), h(0)〉L2
+
∫
[0,T ]×R6
(
∂tg + v · ∂xg − ∂xψf · ∂vg + (v ×B) · ∂vg
)
h d(t, x, v)
−
∫
[0,T ]×R6
Φf,g(t, x, v) h d(t, x, v) (6.4)
for all h ∈ H1(]0, T [×R6) where
Φf,g(t, x) = −
∫
x− y
|x− y|3 · ∂vf(t, y, w) g(t, y, w) d(y, w)
as defined in (5.3) and
(∂BL)(f,B, g)[H] = λ〈DxB,DxH〉L2 −
∫
[0,T ]×R6
(v ×H) · ∂vf g d(t, x, v)
=
∫
[0,T ]×R3
−λ∆xB ·H d(t, x) +
∫
[0,T ]×R3
 ∫
R3
v × ∂vf g dv
 ·H d(t, x) . (6.5)
for all H ∈ V .
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Apparently the derivative with respect to B looks pretty nice while the derivative with
respect to f is rather complicated. However if we insert those terms in (6.3) we can still
choose g. Now the idea of the Lagrangian technique is to choose g in such a way that
the term (∂fL)(fB, B, g)[f ′B[H]] vanishes.
We consider the following final value problem which we will call the costate equation:∂tg + v · ∂xg − ∂xψfB · ∂vg + (v ×B) · ∂vg = ΦfB ,g χg∣∣
t=T
= fB(T )− fd
(6.6)
where χ ∈ C2c (R6; [0, 1]) with χ = 1 on BRZ (0) and supp χ ∈ B2RZ (0) denotes an
arbitrary but fixed cut-off function. Here RZ is the constant from Lemma 15. Existence
and uniqueness of a strong solution to this system will be established in the following
theorem:
Theorem 31 Let B ∈ BK be arbitrary and let fB be its strong solution as given by
the control-state operator. Then the costate equation (6.6) possesses a unique strong
solution gB ∈ W 1,2
(
0, T ;Cb(R6)
) ∩ C([0, T ];C1b (R6)) ∩ L∞(0, T ;H2(R6)) with compact
support supp gB(t) ⊂ BR∗(0) for all t ∈ [0, T ] and some radius R∗ > 0 depending only
on f˚ , fd, T,K and β.
In this case gB
∣∣
BR(0)
does not depend on the choice of χ as long as χ = 1 on BRZ (0).
Moreover gB depends Hölder-continuously on B in such a way that there exists some
constant C ≥ 0 depending only on f˚ , fd, T,K, β and ‖χ‖C1b such that
‖gB − gH‖W 1,2(0,T ;Cb) + ‖gB − gH‖C([0,T ];C1b ) ≤ C‖B −H‖
γ
L2(0,T ;W 2,β)
, B,H ∈ BK .
The very technical proof is outsourced to the appendix.
Now inserting the state fB and its costate gB in (6.3) yields
J ′(B)[H] = (∂BL)(fB, B, gB)
[
H
]
, H ∈ V (6.7)
since f ′B[H]
∣∣
t=0
= 0. This provides a necessary optimality condition:
Theorem 32
(a) The Fréchet derivative of J at the point B ∈ BK is given by
J ′(B)[H] =
∫
[0,T ]×R3
−λ∆xB + ∫
R3
v×∂vfB gB dv
·H d(t, x), H ∈ V.
(b) Let us assume that B¯ ∈ BK is a locally optimal solution of the optimization problem
(6.2). Then for all B ∈ BK ,∫
[0,T ]×R3
−λ∆xB¯ + ∫
R3
v × ∂vfB¯ gB¯ dv
 · (B − B¯) d(t, x) = {= 0, if B¯ ∈ B˚K
≥ 0, if B¯ ∈ ∂BK
.
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(c) If we additionally assume that B¯ ∈ B˚K then B¯ satisfies the semilinear Poisson
equation
−∆xB¯ = −1
λ
∫
R3
v × ∂vfB¯ gB¯ dv. (6.8)
In this case B¯ ∈ C([0, T ];C2b (R3)) with
B¯(t, x) = − 1
4piλ
∫∫
1
|x− y| w × ∂vfB¯(t, y, w) gB¯(t, y, w) d(y, w) (6.9)
for all t ∈ [0, T ] and x ∈ R3. Thus B¯ does not depend on the choice of χ as long
as χ = 1 on BRZ (0) as it only depends on gB¯
∣∣
BR(0)
.
Proof (a) follows immediately from (6.5) and (6.7). Then (b) is a direct consequence
of Lemma 30 and (a) with H := B − B¯. Now, (b) implies (6.8) and then (6.9) fol-
lows from Lemma 6. We must still prove that B¯ ∈ C([0, T ];C2b (R3)). First note that
fB¯, gB¯ ∈W 1,2(0, T ;Cb(R6)) ∩C([0, T ];C1b (R6)) since B¯ ∈ BK . Hence
p : [0, T ]× R3 → R3, (t, x) 7→
∫
R3
v × ∂vfB¯ gB¯ dv
is continuous. Let (fk)k∈N ∈ C([0, T ];C2b (R6)) be a sequence with supp fk(t) ⊂ BR(0)
for all t ∈ [0, T ] and k ∈ N and fk → fB¯ in C([0, T ];C1b ) if k → ∞. For any k ∈ N
let pk be defined just as p but with fk instead of fB¯. Then for any i ∈ {1, 2, 3}, pk is
continuously partially differentiable with respect to xi with
∂xipk =
∫
R3
(v×∂vfk) ∂xigB¯ + ∂xi(v×∂vfk) gB¯ dv
=
∫
R3
(v×∂vfk) ∂xigB¯ + (v×∂v∂xifk) gB¯ dv =
∫
R3
(v×∂vfk) ∂xigB¯ − (v×∂vgB¯) ∂xifk dv
→
∫
R3
(v×∂vfB¯) ∂xigB¯ − (v×∂vgB¯) ∂xifB¯ dv
in C([0, T ];Cb) if k → ∞. On the other hand pk → p, k → ∞ in C([0, T ];Cb). Since i
was arbitrary this implies that p ∈ C([0, T ];C1b (R3;R3)) with
∂xip = −
∫
R3
(v × ∂vfB¯) ∂xigB¯ − (v × ∂vgB¯) ∂xifB¯ dv
for any i ∈ {1, 2, 3}. Consequently B¯ ∈ C([0, T ];C2b (R3;R3)). Since gB¯ does not depend
on χ as long as χ = 1 on BRZ (0) the same holds for B¯.
Note that Theorem 32 provides only a necessary but not a sufficient condition for local
optimality. If a control B satisfies the above condition it could still be a saddle point or
even a local maximum point. Theorem 32 does also not provide uniqueness of the locally
optimal solution. However the globally optimal solution that is predicted by Theorem
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28 is also locally optimal. Thus we have at least one control to satisfy the necessary
optimality condition of Theorem 32.
Assuming that there exists some locally optimal solution B¯ ∈ B˚K we can easily deduce
from Theorem 32 that the triple (fB¯, gB¯, B¯) is a strong solution of some certain system
of equations.
Corollary 33 Suppose that B¯ ∈ B˚K is a locally optimal solution of the optimization
problem (6.2). Let fB¯ and gB¯ be its induced state and costate.
Then fB¯, gB¯ ∈ C1([0, T ] × R6) and the triple (fB¯, gB¯, B¯) is a classical solution of the
optimality system
∂tf + v · ∂xf − ∂xψf · ∂vf + (v ×B) · ∂vf = 0, f
∣∣
t=0
= f˚
∂tg + v · ∂xg − ∂xψf · ∂vg + (v ×B) · ∂vg = Φf,gχ, g
∣∣
t=T
= f(T )− fd
B(t, x) = − 14piλ
∫∫
1
|x−y| w × ∂vf(t, y, w) g(t, y, w) d(y, w) .
(6.10)
For all t ∈ [0, T ], supp fB¯(t) ⊂ BR(0) and supp gB¯(t) ⊂ BR∗(0).
Proof From Theorem 32 we know that B¯ ∈ C([0, T ];C2b ). Thus by Theorem 13 the
solution fB¯ is classical, i.e., fB¯ ∈ C1([0, T ] × R6) with supp fB¯(t) ⊂ BR(0) for all
t ∈ [0, T ]. We can use the decomposition gB¯ = fB¯+hB¯ from the proof of Theorem 31 and
from Proposition 24 we can easily deduce that gB¯ is classical, i.e., gB¯ ∈ C1([0, T ]× R6)
with supp gB¯(t) ⊂ BR∗(0) for all t ∈ [0, T ]. The rest is obvious due to the construction
of fB¯, gB¯ and Theorem 32.
6.1.4 A sufficient condition for local optimality
To motivate the following approach let us at first consider the following example: Suppose
that ϕ : Rd → R is a twice continuously differentiable function and let U be a convex
open subset of Rd. Now, if there exists some point x ∈ U¯ such that ∇ϕ(x) · h ≥ 0 for
all h ∈ Rd with x+ h ∈ U¯ and D2xϕ(x) is strictly positive definit, we can conclude that
x is a strict local minimum of ϕ. Again, this fact can be generalized to functionals on
Banach spaces using the Fréchet derivatives of first and second order.
To prove that our cost-functional is twice continuously Fréchet differentiable we will need
Fréchet differentiability of first order of the costate.
Lemma 34 Let g. : BK → C([0, T ];L2(R6)), B 7→ gB denote the field-costate operator.
For any field B ∈ BK and any direction H ∈ V there exists a unique strong solution
gHB ∈ H1(]0, T [×R6) of the final value problem
∂tg + v · ∂xg − ∂xψf ′B [H] · ∂vgB − ∂xψfB · ∂vg + (v×B) · ∂vg + (v×H) · ∂vgB
= ΦfB ,gχ− ΦgB ,f ′B [H]χ (6.11)
g
∣∣
t=T
= 0 .
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Then the following holds:
(a) Let t ∈ [0, T ] be arbitrary. Then g.(t) is Fréchet differentiable on B˚K with respect
to the L2(R6)-norm, i.e., for any B ∈ B˚K there exists a unique linear operator
g′B(t) : V → L2(R6) such that
∀ε > 0 ∃δ > 0 ∀H ∈ V with ‖H‖V < δ :
B +H ∈ B˚K and ‖gB+H(t)− gB(t)− g
′
B(t)[H]‖L2
‖H‖L2(0,T ;W 2,β)
< ε .
The Fréchet derivative is given by
g′B(t)[H] = g
H
B (t), H ∈ V .
(b) The control-costate operator g. is Fréchet differentiable on B˚K with respect to the
C([0, T ];L2(R6))-norm, i.e., for any B ∈ B˚K there exists a unique linear operator
g′B : V → C([0, T ];L2(R6)) such that
∀ε > 0 ∃δ > 0 ∀H ∈ V with ‖H‖V < δ :
B +H ∈ B˚K and
‖gB+H − gB − g′B[H]‖C([0,T ];L2)
‖H‖L2(0,T ;W 2,β)
< ε .
The Fréchet derivative is given by
g′B[H] = g
H
B , H ∈ V .
(c) For all B,H ∈ B˚K , the solution gHB depends Hölder-continuously on B in such a
way that there exists some constant C > 0 depending only on f˚ , T,K and β such
that
sup
‖H‖V≤1
‖g′A[H]− g′B[H]‖L2(0,T ;L2) ≤ C ‖A−B‖γL2(0,T ;W 2,β), A,B ∈ B˚K .
CommentAs K was arbitrary the above results hold true if B˚K is replaced by B˚2K .
Hence they are especially true for B ∈ BK .
Proof First note that the system (6.11) is of the type (5.1) where the quantities corre-
spond in the following way:
System (5.1) System (6.11)
r0 =̂ R
∗ ≥ 0
r1 =̂ 0 ≥ 0
r2 =̂ R
∗ > r1
a =̂ fB ∈ C([0, T ];C1b )
b =̂ −(v×H) · ∂vgB + ∂xψf ′B [H] · ∂vgB − ΦgB ,f ′B [H]χ ∈ L2(0, T ;Cb ∩H1)
f˚ =̂ 0 ∈ C2c (R6)
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A =̂ −∂xψfB ∈ C([0, T ];C1,γ)
B =̂ B ∈ L2(0, T ;C1,γ)
C =̂ 0 ∈ C([0, T ];C1b )
χ =̂ 0 ∈ C1c (R6)
This means that the coefficients of (6.11) satisfy the regularity conditions (5.10) of Corol-
lary 26 (a). Hence (6.11) has a strong solution gHB ∈ L∞ ∩H1(]0, T [×R6).
To prove Fréchet differentiability of the field-costate operator we must consider the dif-
ference gB+H − gB with B ∈ B˚K and H ∈ V such that B + H ∈ B˚K . Therefore we
will assume that ‖H‖L2(0,T,W 2,β) < δ for some sufficiently small δ > 0. Again, we will
expand the nonlinear terms in the Vlasov equation (6.6) to pick out the linear parts.
Recall the decomposition fB+H−fB = f ′B[H]+fR from the proof of Theorem 27. Then
∂xψfB+H · ∂vgB+H − ∂xψfB · ∂vgB
= ∂xψfB · ∂v(gB+H − gB) + ∂xψ(fB+H−fB) · ∂vgB + ∂xψ(fB+H−fB) · ∂v(gB+H − gB),
= ∂xψfB · ∂v(gB+H − gB) + ∂xψf ′B [H] · ∂vgB
+ ∂xψfR · ∂vgB + ∂xψ(fB+H−fB) · ∂v(gB+H − gB)
= ∂xψfB · ∂v(gB+H − gB) + ∂xψf ′B [H] · ∂vgB +R1,(
v × (B +H)) · ∂vgB+H − (v ×B) · ∂vgB
= (v ×B) · ∂v(gB+H − gB) + (v ×H) · ∂vgB + (v ×H) · ∂v(gB+H − gB)
= (v ×B) · ∂v(gB+H − gB) + (v ×H) · ∂vgB +R2,
ΦfB+H , gB+Hχ− ΦfB , gBχ
= ΦfB+H−fB , gBχ+ ΦfB , gB+H−gBχ+ ΦfB+H−fB , gB+H−gBχ
= Φf ′B [H], gBχ+ ΦfB , gB+H−gBχ+ ΦfR, gBχ+ ΦfB+H−fB , gB+H−gBχ
= −ΦgB , f ′B [H]χ+ ΦfB , gB+H−gBχ+R3
where
R1 := ∂xψfR · ∂vgB + ∂xψ(fB+H−fB) · ∂v(gB+H − gB)
R2 := (v ×H) · ∂v(gB+H − gB), R3 := ΦfR, gBχ+ ΦfB+H−fB , gB+H−gBχ
are nonlinear remainders. We already know that
‖fR‖L2 ≤ C ‖H‖1+γL2(0,T ;W 2,β),
‖fB+H − fB‖C([0,T ];Cb) ≤ C ‖H‖L2(0,T ;W 2,β),
‖gB+H − gB‖C([0,T ];Cb) ≤ C ‖H‖L2(0,T ;W 2,β),
‖fB+H − fB‖C([0,T ];C1b ) ≤ C ‖H‖
γ
L2(0,T ;W 2,β)
,
‖gB+H − gB‖C([0,T ];C1b ) ≤ C ‖H‖
γ
L2(0,T ;W 2,β)
and hence, using Proposition 8 and (5.5), the term R := R1−R2 +R3 can be bounded
by ‖R‖L2(0,T ;L2) ≤ C ‖H‖1+γL2(0,T ;W 2,β).
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Obviously, gB+H − gB is a strong solution of the initial value problem
∂tg + v · ∂xg − ∂xψf ′B [H] · ∂vgB − ∂xψfB · ∂vg + (v×B) · ∂vg + (v×H) · ∂vgB
= ΦfB ,gχ− ΦgB ,f ′B [H]χ+R (6.12)
g
∣∣
t=T
= 0 .
As the coefficients of this system satisfy the conditions (5.10) of Corollary 26 (a), we can
conclude that this solution is unique. Corollary 26 (a) also implies that the system∂tg + v · ∂xg − ∂xψfB · ∂vg + (v×B) · ∂vg = ΦfB ,gχ+R
g
∣∣
t=T
= 0 .
(6.13)
has a unique strong solution that will be denoted by gR. Then gHB + gR is a solution of
(6.12) and hence gB+H − gB = gHB + gR because of uniqueness. Moreover
‖gR(t)‖2L2 = 2
T∫
t
gR(s)
(
ΦfB ,gR(s)χ+R(s)
)
ds
≤ C
T∫
t
‖gR(s)‖2L2 + ‖gR(s)‖L2 ‖R(s)‖L2 ds
and thus applying at first the standard version and then the quadratic version of Gron-
wall’s lemma yields
‖gR(t)‖L2 ≤ C
T∫
t
‖R(s)‖L2 ds ≤ C ‖H‖1+γL2(0,T ;W 2,β) .
Let now ε > 0 be arbitrary. Then for all t ∈ [0, T ],
‖gB+H(t)− gB(t)− gHB (t)‖L2
‖H‖L2(0,T ;W 2,β)
=
‖gR(t)‖L2
‖H‖L2(0,T ;W 2,β)
≤ C ‖H‖γ
L2(0,T ;W 2,β)
< ε
if δ is sufficiently small. Since the inequality holds for all t ∈ [0, T ] and all the terms
depend continuously on time this also means that
‖gB+H − gB − gHB ‖C([0,T ];L2)
‖H‖L2(0,T ;W 2,β)
= max
t∈[0,T ]
‖gB+H(t)− gB(t)− gHB (t)‖L2
‖H‖L2(0,T ;W 2,β)
< ε
Hence the assertions (a) and (b) are proved and the Fréchet derivative is determined by
the system (6.11).
The proof of (c) is very similar to the proof of Theorem 27 as we already know that fB,
gB and f ′B[H] are Hölder continuous with respect to B.
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Continuous differentiability of the cost functional then follows:
Corollary 35 The cost functional J of the optimization problem (6.2) is twice Fréchet
differentiable on B˚K . The Fréchet derivative of second order at the point B ∈ B˚K can be
described as a bilinear operator J ′′(B) : V2 → R that is given by
J ′′(B)[H1, H2] = λ 〈DxH1, DxH2〉L2([0,T ]×R3)
−
∫
[0,T ]×R6
(v ×H1) ·
(
∂vfB g
′
B[H2]− ∂vgB f ′B[H2]
)
d(t, x, v)
for all H1, H2 ∈ V. Moreover there exists some constant C > 0 depending only on f˚ ,
fd, T , K and β such that for all B, B˜ ∈ B˚K ,
‖J ′′(B)− J ′′(B˜)‖ ≤ C ‖B − B˜‖γ
L2(0,T ;W 2,β)
where
‖J ′′(B)‖ = sup
{∣∣J ′′(B)[H1, H2]∣∣ ∣∣∣ ‖H1‖L2(0,T ;W 2,β) = 1, ‖H2‖L2(0,T ;W 2,β) = 1}
denotes the operator norm. This means that J is twice continuously differentiable.
Comment By definition the Fréchet derivative of second order is the Fréchet derivative
of the Fréchet derivative of first order. This means that, in the proper sense, it is an
operator J ′′(B) : V → L (V; L(V;R) ). Because of the two linear dependences we
can equivalently consider the Fréchet derivative of second order as a bilinear operator
J ′′(B) : V2 → R as it was done in the above proposition. Since K was arbitrary, B˚K can
be replaced by B˚2K and hence all results of this proposition are also true on BK instead
of B˚K .
Proof Theorem 27 and Theorem 34 provide the decompositions
fB+H − fB = f ′B[H] + fR[H], gB+H − gB = g′B[H] + gR[H]
for B ∈ BK , H ∈ V with B +H ∈ BK where
‖fR[H]‖C([0,T ];L2) = o(‖H‖L2(0,T ;W 2,β)) and ‖gR[H]‖C([0,T ];L2) = o(‖H‖L2(0,T ;W 2,β))
if ‖H‖L2(0,T ;W 2,β) tends to 0. We already know from Theorem 32 (a) that
J ′(B)[H] = λ〈DxH,DxB〉L2 −
∫
[0,T ]×R6
(v ×H) · ∂vfB gB d(t, x, v)
for all B ∈ BK , H ∈ V . Let now B ∈ BK and H1, H2 ∈ V with B + H2 ∈ BK be
arbitrary .
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Then it holds that
J ′(B +H2)[H1]− J ′(B)[H1]
= λ〈DxH1, DxH2〉L2 −
∫
[0,T ]×R6
(v ×H1) ·
(
∂vfB+H2 gB+H2 − ∂vfB gB
)
d(t, x, v)
= λ〈DxH1, DxH2〉L2
−
∫
[0,T ]×R6
(v ×H1) ·
(
∂vfB (gB+H2 − gB)− ∂vgB (fB+H2 − fB)
)
d(t, x, v)
−
∫
[0,T ]×R6
(v ×H1) · (∂vfB+H2 − ∂vfB) (gB+H2 − gB) d(t, x, v)
= λ〈DxH1, DxH2〉L2 −
∫
[0,T ]×R6
(v ×H1) ·
(
∂vfB g
′
B[H2]− ∂vgB f ′B[H2]
)
d(t, x, v) + R
where
R := −
∫
[0,T ]×R6
(v ×H1) ·
(
∂vfB gR[H2]− ∂vgB fR[H2]
)
d(t, x, v)
−
∫
[0,T ]×R6
(v ×H1) · (∂vfB+H2 − ∂vfB) (gB+H2 − gB) d(t, x, v).
Now
|R| ≤ R
√
T ‖H1‖L2(0,T ;L2)
(‖∂vfB‖∞ ‖gR[H2]‖C([0,T ];L2) + ‖∂vgB‖∞ ‖fR[H2]‖C([0,T ];L2))
+R ‖H1‖L2(0,T ;L2)
(‖∂vfB+H2 − ∂vfB‖∞ ‖gB+H2 − gB‖L2(0,T ;L2))
= ‖H1‖L2(0,T ;L2) o(‖H2‖L2(0,T ;W 2,β)),
i.e., ‖R‖ = sup{|R| : ‖H1‖V ≤ 1} = o(‖H2‖L2(0,T ;W 2,β))
and hence J is twice Fréchet differentiable at the point B and the Fréchet derivative is
given by
J ′′(B)[H1, H2] = λ 〈DxH1, DxH2〉L2([0,T ]×R3)
−
∫
[0,T ]×R6
(v ×H1) ·
(
∂vfB g
′
B[H2]− ∂vgB f ′B[H2]
)
d(t, x, v) .
This means that J is twice Fréchet differentiable and its Fréchet derivative of second
order at the point B with directions H1 and H2 is given by the above expression.
To prove continuity let B, B˜ ∈ BK and H1, H2 ∈ V be arbitrary and suppose that
‖Hi‖V ≤ 1 for i = 1, 2. Then
|J ′′(B)[H1, H2]− J ′′(B˜)[H1, H2]|
=
∣∣∣∣∣∣
T∫
0
∫
(v×H1) ·
(
∂vfB g
′
B[H2]− ∂vfB˜ g′B˜[H2]− ∂vgB f ′B[H2] + ∂vgB˜ f ′B˜[H2]
)
dzdt
∣∣∣∣∣∣
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≤ R
T∫
0
‖H1(t)‖∞
[
‖∂vfB(t)− ∂vfB˜(t)‖L2 ‖g′B˜[H2](t)‖L2
+ ‖∂vfB(t)‖L2 ‖g′B[H2](t)− g′B˜[H2](t)‖L2
+ ‖∂vgB(t)− ∂vgB˜(t)‖L2 ‖f ′B[H2](t)‖L2
+ ‖∂vgB˜(t)‖L2 ‖f ′B[H2](t)− f ′B˜[H2](t)‖L2
]
dt
≤ RK
[
‖g′
B˜
[H2]‖L2(0,T ;L2) + ‖∂vfB‖C(0,T ;L2) + ‖f ′B[H2]‖L2(0,T ;L2)
+ ‖∂vgB˜(t)‖C(0,T ;L2)
]
‖B − B˜‖γ
L2(0,T ;W 2,β)
≤ C ‖B − B˜‖γ
L2(0,T ;W 2,β)
(6.14)
where the constant C > 0 depends only on f˚ , fd, T , K and β. This directly yields
continuity of the second order derivative with respect to the operator norm.
The following theorem provides a sufficient condition for local optimality:
Theorem 36 Suppose that B¯ ∈ BK and let fB¯ and gB¯ be its induced state and costate.
Let 0 < α < 2 + γ be any real number. We assume that the variation inequality
∫
[0,T ]×R3
−λ∆xB¯ + ∫
R3
v × ∂vfB¯ gB¯ dv
 · (B − B¯) d(t, x) = J ′(B¯)[B − B¯] ≥ 0
(6.15)
holds for all B ∈ BK and that there exists some constant ε > 0 such that
λ ‖DxH‖2L2([0,T ]×R3) −
∫
[0,T ]×R6
(v ×H) · (∂vfB¯ g ′¯B[H]− ∂vgB¯ f ′¯B[H]) d(t, x, v)
= J ′′(B¯)[H,H] ≥ ε ‖H‖αL2([0,T ]×R3)
(6.16)
holds for all H ∈ V.
Then J satisfies the following growth condition: There exists δ > 0 such that for all
B ∈ BK with ‖B − B¯‖L2(0,T ;W 2,β) < δ,
J(B) ≥ J(B¯) + ε
4
‖B − B¯‖αL2(0,T ;W 2,β) (6.17)
and hence B¯ is a strict local minimizer of J on the set BK .
Proof Let B ∈ BK be arbitrary. We define the auxillary function F : [0, 1] → R+0 ,
s 7→ J(B¯ + s(B − B¯)). Then F is twice continuously differentiable by chain rule and
Taylor expansion yields
F (1) = F (0) + F ′(0) + 12F
′′(ϑ)
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for some ϑ ∈]0, 1[. This yields
J
(
B
)
= J
(
B¯
)
+ J ′
(
B¯
)
[B − B¯] + 12J ′′
(
B¯ + ϑ(B − B¯))[B − B¯, B − B¯]
≥ J(B¯)+ 12J ′′(B¯ + ϑ(B − B¯))[B − B¯, B − B¯]
= J
(
B¯
)
+ 12J
′′(B¯)[B − B¯, B − B¯]
+ 12
(
J ′′
(
B¯ + ϑ(B − B¯))− J ′′(B¯))[B − B¯, B − B¯]
Now, according to Corollary 35,∣∣∣(J ′′(B¯ + ϑ(B − B¯))− J ′′(B¯))[B − B¯, B − B¯]∣∣∣
≤ ∥∥J ′′(B¯ + ϑ(B − B¯))− J ′′(B¯)∥∥ ‖B − B¯‖2L2(0,T ;W 2,β)
≤ C ‖B − B¯‖2+γ
L2(0,T ;W 2,β)
Suppose now that ‖B − B¯‖L2(0,T ;W 2,β) < δ for some δ > 0. Then∣∣∣(J ′′(B¯ + ϑ(B − B¯))− J ′′(B¯))[B − B¯, B − B¯]∣∣∣
≤ C δ2+γ−α‖B − B¯‖αL2(0,T ;W 2,β)
≤ ε
2
‖B − B¯‖αL2(0,T ;W 2,β)
if δ is sufficiently small. In this case
J
(
B
) ≥ J(B¯)+ ε
4
‖B − B¯‖αL2(0,T ;W 2,β) .
This especially means that J(B) > J(B¯) for all B ∈ Bδ(B¯) ∩ BK and consequently B¯
is a strict local minimizer of J .
6.1.5 Uniqueness of the optimal solution on small time
intervals
We know from Corollary 33 that for any locally optimal solution B¯ ∈ B˚K the triple
(fB¯, gB¯, B¯) is a classical solution of the optimality system
∂tf + v · ∂xf − ∂xψf · ∂vf + (v ×B) · ∂vf = 0, f
∣∣
t=0
= f˚
∂tg + v · ∂xg − ∂xψf · ∂vg + (v ×B) · ∂vg = Φf,g, g
∣∣
t=T
= f(T )− fd
B(t, x) = − 14piλ
∫∫
1
|x−y| w × ∂vf(t, y, w) g(t, y, w) d(y, w) .
(6.18)
The following theorem states that the solution of this system of equations is unique if
the final time T is small compared to λ. As we will have to adjust Tλ it is necessary
to assume that 0 < λ ≤ λ0 for some constant λ0 > 0. Of course large regularaization
parameters λ do not make sense in our model, so we will just assume that λ0 = 1.
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Theorem 37 Suppose that λ ∈]0, 1] and let us assume that there exists a classical
solution (f, g,B) of the optimality system (6.18), i.e., B ∈ C([0, T ];C1b (R3;R3)) and
f, g ∈ C1([0, T ]× R6) with supp f(t), supp g(t) ⊂ Br(0) for some radius r > 0.
Then this solution is unique if the quotient Tλ is sufficiently small.
Proof Suppose that the triple (f˜ , g˜, B˜) is another classical solution that is satisfying
the support condition with radius r˜. Without loss of generality we assume that r = r˜.
Let C = C(T ) ≥ 0 denote some generic constant that may depend on T , f˚ , fd, r,
‖χ‖C1b and the C([0, T ];C1b )-norm of f , f˜ , g and g˜. We can assume that C = C(T ) is
monotonically increasing in T . First of all, by integration by parts,
‖B(t)− B˜(t)‖∞ ≤ C
λ
‖g(t)− g˜(t)‖∞ + C
λ
‖f(t)− f˜(t)‖∞, t ∈ [0, T ]. (6.19)
Let now Z and Z˜ denote the solutions of the characteristic system of the Vlasov equation
to the fields B and B˜ satisfying Z(t, t, z) = z and Z˜(t, t, z) = z for any t ∈ [0, T ] and
z ∈ R6. Then for any s, t ∈ [0, T ] (where s ≤ t without loss of generality) and z ∈ R6,
|Z(s, t, z)− Z˜(s, t, z)|
≤
t∫
s
C |Z(τ, t, z)− Z˜(τ, t, z)|+ C ‖∂xψf (τ)− ∂xψf˜ (τ)‖∞ + C ‖B(τ)− B˜(τ)‖∞ dτ
≤
t∫
s
C |Z(τ, t, z)− Z˜(τ, t, z)|+ Cλ ‖f(τ)− f˜(τ)‖∞ + Cλ ‖g(τ)− g˜(τ)‖∞ dτ
and hence
|Z(s, t, z)− Z˜(s, t, z)| ≤ C
t∫
s
1
λ ‖f(τ)− f˜(τ)‖∞ + 1λ ‖g(τ)− g˜(τ)‖∞ dτ (6.20)
by Gronwall’s lemma. Consequently
‖f(t)− f˜(t)‖∞ ≤ C ‖Z(0, t, ·)− Z˜(0, t, ·)‖∞
≤ C
t∫
0
1
λ ‖f(τ)− f˜(τ)‖∞ + 1λ ‖g(τ)− g˜(τ)‖∞ dτ
which yields
‖f(t)− f˜(t)‖∞ ≤ C 1λ exp
(
C Tλ
) t∫
0
‖g(τ)− g˜(τ)‖∞ dτ
and thus
‖f − f˜‖C([0,T ];Cb) ≤ C Tλ exp
(
C Tλ
) ‖g − g˜‖C([0,T ];Cb) . (6.21)
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For z ∈ Br(0) and t ∈ [0, T ] the representation formula of Proposition 24 yields
|g(t, z)− g˜(t, z)|
≤ |(f(T )− fd)(Z(T, t, z))− (f˜(T )− fd)(Z˜(T, t, z))|
+
T∫
t
|[Φf,gχ](τ, Z(τ, t, z))− [Φf˜ ,g˜χ](τ, Z˜(τ, t, z))| dτ
≤ C ‖Z(T, t, ·)− Z˜(T, t, ·)‖∞
+
T∫
t
|Φf,g(τ,X(τ, t, z))− Φf˜ ,g˜(τ,X(τ, t, z))| dτ
+
T∫
t
|[Φf˜ ,g˜χ](τ, Z(τ, t, z))− [Φf˜ ,g˜χ](τ, Z˜(τ, t, z))| dτ
≤ C ‖Z(T, t, ·)− Z˜(T, t, ·)‖∞ +
T∫
t
‖Φf,g(τ)− Φf˜ ,g˜(τ)‖L∞(Br(0)) dτ
+ C
T∫
t
‖Φf˜ ,g˜(τ)‖W 1,∞‖Z(τ, t, ·)− Z˜(τ, t, ·)‖∞ dτ .
We already know from inequality (6.20) that for t ≤ τ ≤ T ,
‖Z(τ, t, ·)− Z˜(τ, t, ·)‖∞ ≤ C
τ∫
t
1
λ ‖f(σ)− f˜(σ)‖∞ + 1λ ‖g(σ)− g˜(σ)‖∞ dσ .
Also recall that
‖Φf,g(τ)‖W 1,∞ ≤ ‖Φf,g(τ)‖∞ + ‖Φ′f,g(τ)‖∞ ≤ C ‖f‖C([0,T ];C1b ) ‖g‖C([0,T ];C1b ) ≤ C
for every τ ∈ [0, T ]. Moreover by Proposition 8,
‖Φf,g(τ)− Φf˜ ,g˜(τ)‖L∞(Br(0)) ≤ C ‖∂z g˜‖∞ ‖f(τ)− f˜(τ)‖∞ + C ‖∂zf‖∞ ‖g(τ)− g˜(τ)‖∞
≤ C ‖f(τ)− f˜(τ)‖∞ + C ‖g(τ)− g˜(τ)‖∞
for all τ ∈ [0, T ]. This implies that for all t ∈ [0, T ],
‖g(t)− g˜(t)‖∞ ≤ C
T∫
t
1
λ ‖g(τ)− g˜(τ)‖∞ + 1λ ‖f(τ)− f˜(τ)‖∞ dτ
and hence
‖g − g˜‖C([0,T ];Cb) ≤ C Tλ exp
(
C Tλ
) ‖f − f˜‖C([0,T ];Cb) (6.22)
by Gronwall’s lemma. Inserting (6.22) in (6.21) yields
‖f − f˜‖C([0,T ];Cb) ≤ C
(
T
λ
)2
exp
(
C Tλ
) ‖f − f˜‖C([0,T ];Cb) .
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If now Tλ is sufficiently small we have C
(
T
λ
)2
exp
(
C Tλ
)
< 1 and we can conclude that
f = f˜ on [0, T ]×R6. Then obviously g = g˜ by (6.22) and B = B˜ by (6.19) which means
uniqueness of the solution (f, g,B).
If B¯ ∈ B˚K is a locally optimal solution, the following uniqueness result holds:
Corollary 38 Suppose that λ ∈]0, 1] and let B¯ ∈ B˚K be a locally optimal solution of
the optimization problem (6.2). Then the tripel (fB¯, gB¯, B¯) is a classical solution of the
optimality system (6.18) according to Corollary 33.
If now λ ∈]0, 1] and Tλ is sufficiently small then B¯ is the only locally optimal solution of
the optimization problem (6.2) in B˚K .
Suppose that there is a globally optimal solution B ∈ B˚K . Then B = B¯ is the unique
globally optimal solution in B˚K . However it is still possible that there are other globally
optimal solutions in ∂BK .
Proof If λ ∈]0, 1] and Tλ is sufficiently small then Proposition 37 ensures that B¯ is
the only locally optimal solution. Recall that there exists at least one globally optimal
solution according to Theorem 28. Let us assume that there is a globally optimal solution
B ∈ B˚K . As any globally optimal solution is also locally optimal it follows that there is
only one globally optimal solution in B˚K and thus B = B¯.
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6.2 Optimal control by a finite number of field coils
6.2.1 The model
In real applications, for example in fusion research, the external magnetic field is to be
generated by a finite number N of field coils. Each coil generates a magnetic field of a
certain shape mi = mi(x) and its intensity at time t is determined by a multiplier ui(t).
This means that the magnetic field of the i-th field coil is given by Bi(t, x) = ui(t)mi(t)
and the complete external magnetic field is given by
B(u)(t, x) =
N∑
i=1
ui(t)mi(x) .
We will suppose that mi ∈ W 2,β ∩H1(R3;R3) for every index i ∈ {1, ..., N} and, since
real magnetic fields are always source-free, we may also assume that divmi = 0. The
intensity function ui is directly proportional to the intensity of the current that flows
through the i-th coil. Now the vector u = (u1, ..., uN )T will be the control in our model.
Therefore we will assume u to be a L2([0, T ];RN )-function in order to ensure that the
field B(u) has the desired regularity. All of this is specified in the following definition:
Definition 39 Let N be a fixed positive integer and M > 0 be a real number. For
every i ∈ {1, ... , N} let mi = (mi1,mi2,mi3)T be a fixed vector-valued function in
W 2,β ∩ H1(R3;R3) ⊂ C1,γ(R3;R3) with ‖mi‖W 2,β ≤ M and divmi = 0 on R3 for all
i ∈ {1, 2, 3}. Moreover let a = (a1, ..., aN )T and b = (b1, ..., bN )T be fixed functions in
L2([0, T ];RN ) with ai ≤ 0 ≤ bi almost everywhere on [0, T ] for all i ∈ {1, ..., N}. We
define
Ui :=
{
u ∈ L2([0, T ]) ∣∣∣ ai ≤ u ≤ bi a.e. on [0, T ]} ,
U := U1 × ... × UN .
The set U will be referred to as the set of admissible controls. Moreover we define
the operator
B(·) : L2([0, T ];RN )→ L2(0, T ;W 2,β(R3;R3)), u 7→ B(u)
where
B(u)(t, x) :=
N∑
i=1
ui(t)mi(x) .
The operator B(·) is referred to as the control-field operator.
This definition does only make sense if the fields that are generated by the control-field
operator are admissible in the sense of Definition 9, i.e., we must find some constant
K > 0 such that B(u) ∈ BK for all u ∈ U. In this case the state fB(u) is well-defined
but we have to know how it depends on the control u. Therefore we introduce another
lemma:
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Lemma 40
(a) For any i ∈ {1, ..., N} the set Ui is a bounded, convex and closed subset of L2([0, T ])
and thus it is weakly compact. The same holds for U as a subset of L2([0, T ];RN ).
(b) The operator B(·) is linear and continuous and there exists some constant K > 0
depending only on N, a, b and M such that B(U) ⊂ B˚K/2 ⊂ BK , i.e., the control-
field operator provides only admissible fields.
(c) The control-field operator B(·) is continuously Fréchet-differentiable on U and its
Fréchet derivative at the point u ∈ U is given by
B′(u)[h] = B(h) for all h ∈ L2([0, T ];RN ) .
(d) The control-state operator fB(·) = f. ◦ B(·) is Fréchet-differentiable on U and
its Fréchet-derivative at the point u ∈ U is given by
dfB(u)
du
[h] = f ′B(u)[B(h)] for all h ∈ L2([0, T ];RN ) .
The Fréchet-derivative depends Hölder-continuously on u, i.e., there exists some
constant C > 0 depending only on f˚ , T,K and β such that
‖f ′B(u1)[B(h)]− f ′B(u2)[B(h)]‖L2(0,T ;L2) ≤ C ‖u1 − u2‖γL2([0,T ];RN )
for all u1, u2 ∈ U and h ∈ L2([0, T ];RN ) where γ is the constant from Lemma 10.
For brevity we will use the notation fu := fB(u) and f ′u[h] := f ′B(u)[B(h)] for any u ∈ U
and h ∈ L2([0, T ];RN ).
Proof For any i ∈ {1, ..., N} the set Ui ⊂ L2([0, T ]) is evidently bounded, convex and
closed. Thus weak compactness follows directly from the theorems of Banach-Alaoglu
and Mazur. The same holds for U ⊂ L2([0, T ];RN ) which proves (a). The operator B(·)
is obviously linear and for all u ∈ L2([0, T ];RN ),
‖B(u)‖L2(0,T ;W 2,β) ≤
N∑
i=1
‖ui‖L2([0,T ]) ‖mi‖W 2,β ≤M
N∑
i=1
‖ui‖L2([0,T ])
≤M
√
N
(
N∑
i=1
‖ui‖2L2([0,T ])
)1/2
= M
√
N ‖u‖L2([0,T ];RN ) .
Hence B(·) is continuous. Moreover this yields
‖B(u)‖L2(0,T ;W 2,β) < M
√
N
(‖a‖L2([0,T ];RN ) + ‖b‖L2([0,T ];RN )) =: K2 , u ∈ U
and thus B(U) ⊂ B˚K/2. This proves (b) which directly implies (c). Finally (d) follows
directly from Theorem 27, (b), (c) and the chain rule.
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We will now consider the following optimization problem with λi ≥ 0, i = 1, ..., N and
f˚ , fd ∈ C2c (R6) such that ‖f˚‖p = ‖fd‖p for all p ∈ [1,∞]:
Minimize I(f, u) =
1
2
‖f(T )− fd‖2L2(R6) +
N∑
i=1
λi
2
‖ui‖2L2([0,T ])
s.t. • u ∈ U
• B = B(u) ∈ BK
• f is a strong solution of the Vlasov-Poisson system
∂tf + v · ∂xf − ∂xψf · ∂vf + (v ×B) · ∂vf = 0, f
∣∣
t=0
= f˚
to the control B.
(6.23)
Using the control-state operator this problem can be reduced to
Minimize J(u) =
1
2
‖fu(T )− fd‖2L2(R6) +
N∑
i=1
λi
2
‖ui‖2L2([0,T ])
s.t. u ∈ U.
(6.24)
6.2.2 Existence of a globally optimal solution
First we must show that this optimization has at least one solution:
Theorem 41 The optimization problem (6.24) possesses a globally optimal solution u¯,
i.e., for all u ∈ U, J(u¯) ≤ J(u). In this case it holds that
‖u¯i‖L2([0,T ]) ≤
2√
λi
‖f˚‖L2(R6), i = 1, ..., N .
Proof J is bounded from below since J(u) ≥ 0 for all u ∈ U. Hence M := infu∈UJ(u)
exists and there also exists a minimizing sequence (uk)k∈N ⊂ U such that J(uk) → M
if k → ∞. As U is weakly compact this yields uk ⇀ u¯ in L2([0, T ];RN ) for some weak
limit u¯ ∈ U after extraction of a subsequence. Thus we also have [uk]i ⇀ u¯i in L2([0, T ])
for every i ∈ {1, ..., N} and B(uk) ⇀ B(u¯) ∈ BK in L2(0, T ;W 2,β). From Proposition
22 we can conclude that fuk ⇀ fu¯ in W
1,2(0, T ;L2) up to a subsequence. Then for any
ϕ ∈ L2(R6),∫ (
fuk(T, z)− fu¯(T, z)
)
ϕ(z) dz =
∫ T∫
0
d
dt
(
fuk(t, z)− fu¯(t, z)
)
dt ϕ(z) dz
=
T∫
0
∫ (
∂tfuk(t, z)− ∂tfu¯(t, z)
)
1[0,T ](t)ϕ(z) dz dt→ 0, k → 0,
i.e., fuk(T ) ⇀ fu¯(T ) in L
2(R6).
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Hence we can deduce from the weak lower semicontinuity of the L2-norm that
J(u¯) =
1
2
‖fu¯(T )− fd‖2L2 +
N∑
i=1
λi
2
‖u¯i‖2L2
≤ lim inf
k→∞
[
1
2
‖fuk(T )− fd‖2L2
]
+
N∑
i=1
λi
2
lim inf
k→∞
∥∥[uk]i∥∥2L2
≤ lim inf
k→∞
[
1
2
‖fuk(T )− fd‖2L2 +
N∑
i=1
λi
2
∥∥[uk]i∥∥2L2
]
= lim
k→∞
J(uk) = M.
By the definition of infimum this yields J(u¯) = M . Let us now assume that there exists
some i ∈ {1, ..., N} such that ‖u¯i‖L2([0,T ]) > (2/
√
λi) ‖f˚‖L2(R6). Then
J(u¯) ≥ λi
2
‖u¯i‖2L2([0,T ]) >
1
2
(
2 ‖f˚‖L2(R6)
)2
=
1
2
(‖f0(T )‖L2 + ‖fd‖L2)2
≥ 1
2
‖f0(T )− fd‖2L2 = J(0)
where 0 denotes the null function u = (0, ..., 0) ∈ U. This, however, is a contradiction
to the global optimality of u¯ and thus the asserted inequality follows.
6.2.3 Necessary conditions for local optimality
Since our set of admissible controls is a box-restricted subset of L2([0, T ];RN ) this pro-
vides better possibilities to establish necessary optimality conditions compared to the
model in the previous section. As the basic approach will be quite similar we will also
have to discuss the costate equation:
Proposition 42 Let u ∈ L2([0, T ];RN ) be arbitrary and let fu = fB(u) be its induced
state that is given by the control-state operator. Moreover suppose that χ ∈ C2c (R6; [0, 1])
with χ = 1 on BRZ (0). Then the the costate equation∂tg + v · ∂xg − ∂xψfu · ∂vg + (v ×B(u)) · ∂vg = Φfu,g χg∣∣
t=T
= fu¯(T )− fd
(6.25)
has a unique strong solution gu ∈W 1,2(0, T ;Cb)∩C([0, T ];C1b (R6))∩L∞(0, T ;H2(R6))
with supp gu(t) ⊂ BR∗(0), t ∈ [0, T ] for some constant R∗ > 0 depending only on
f˚ , fd, T,K and β.
In this case gu
∣∣
BR(0)
does not depend on the choice of χ as long as χ = 1 on BRZ (0).
Moreover gu depends Hölder-continuously on u in such a way that there exists some
constant C ≥ 0 depending only on f˚ , fd, T,K, β and ‖χ‖C1b such that
‖gu1 − gu2‖W 1,2(0,T ;Cb) + ‖gu1 − gu2‖C([0,T ];C1b ) ≤ C‖u1 − u2‖
γ
L2([0,T ];RN )
for all u1, u2 ∈ L2([0, T ];RN ).
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Proof Since u ∈ L2([0, T ];RN ) and thus B(u) ∈ BK this result follows directly from
Theorem 31 and the estimate
‖B(u1)−B(u2)‖L2(0,T ;W 2,β) ≤ C‖u1 − u2‖L2([0,T ];RN ), u1, u2 ∈ L2([0, T ];RN )
that is a direct consequence of Lemma 40(b).
Of course the costate equation (6.25) does not appear out of thin air. Later, in the proof
of Theorem 43, this equation will be deduced by Lagrangian technique.
In the previous section it was only possible to obtain optimality conditions for inner
points of the set BK . Here, as U is a box-restricted subset of L2, the optimality conditions
can be established on the whole set U. This is essential because a discussion of the inner
points of U would not make any sense as the interior of U is empty. The following
theorem provides a list of equivalent necessary conditions for local optimality:
Theorem 43 Suppose that λi > 0 for every i ∈ {1, ..., N} and let u¯ ∈ U be any function.
According to the definition of the control-state operator fu¯ denotes the unique strong
solution of the state equation to the field B(u¯) ∈ BK . Moreover let gu¯ denote the unique
strong solution of the costate equation (6.25). We define the function p(u¯) : [0, T ]→ RN
by p(u¯) = (p1(u¯), ..., pN (u¯))T with
pi(u)(t) :=
∫ (
v ×mi(x)
) · ∂vfu(t, x, v) gu(t, x, v) d(x, v), i = 1, ..., N .
For every u¯ ∈ L2([0, T ];RN ), p(u¯) ∈ C([0, T ];RN ).
Then the following items are equivalent:
(i) u¯ satisfies the variation inequality, i.e., for all u = (u1, ..., uN ) ∈ U,
T∫
0
(
λiu¯i − pi(u¯)
)
(ui − u¯i) dt ≥ 0, i = 1, ..., N.
(ii) For almost every t ∈ [0, T ] and every i ∈ {1, ..., N},
u¯i(t) =

ai(t), if λiu¯i(t)− pi(u¯)(t) > 0
∈ [ai(t), bi(t)], if λiu¯i(t)− pi(u¯)(t) = 0
bi(t), if λiu¯i(t)− pi(u¯)(t) < 0
where u¯ is an arbitrary but fixed representative of its equivalence class.
(iii) u¯ satisfies the pointwise variation inequality, i.e., for almost all t ∈ [0, T ] and
any i ∈ {1, ..., N},(
λiu¯i(t)− pi(u¯)(t)
)
(w − u¯i(t)) ≥ 0, w ∈ [ai(t), bi(t)] .
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In other words u¯ satisfies the weak minimum principle, i.e., for almost all
t ∈ [0, T ]× R3 and any i ∈ {1, ..., N},
min
w ∈ [ai(t), bi(t)]
(
λiu¯i(t)− pi(u¯)(t)
)
w =
(
λiu¯i(t)− pi(u¯)(t)
)
u¯i(t).
(iv) u¯ satisfies the (strong) minimum principle, i.e., for almost all t ∈ [0, T ] and
any i ∈ {1, 2, 3},
min
w ∈ [ai(t), bi(t)]
[
1
2λiw
2 − pi(u¯)(t)w
]
=
[
1
2λiu¯i(t)
2 − pi(u¯)(t) u¯i(t)
]
.
(v) u¯ is given implicitely by the projection formula, i.e., for almost all t ∈ [0, T ]
and any i ∈ {1, 2, 3},
u¯i(t) = P[ai(t),bi(t)]
(
1
λi
pi(u¯)(t)
)
where P[a,b] denotes the projection of R onto the interval [a, b], i.e.,
P[a,b](w) = min
{
b,max{a,w}}, w ∈ R .
Now suppose that u¯ is a locally optimal solution of the optimization problem (6.24),
i.e., there exists δ > 0 such that J(u¯) ≤ J(u) for every u ∈ U with ‖u¯−u‖L2 < δ. Then
u¯ satisfies the assertions (i)-(v). This means that these items are necessary conditions
for local optimality.
Comment
(a) We can establish similar results if λi = 0. Actually the items (i)-(iv) stay true in
this case if we just replace λi by zero. Instead of (v) we only have
u¯i(t) =
{
ai(t), if pi(u¯)(t) > 0
bi(t), if pi(u¯)(t) < 0
but u¯i is undefined if pi(u¯)(t) = 0. This phenomenon is called a bang-bang
control as it switches abruptly between the two boundary functions.
(b) If ai and bi are continuous, so is u¯i due to item (v). If this holds for all i ∈ {1, ..., N}
we know that u¯ is continuous and consequently B(u¯) ∈ C([0, T ];C1,γ). In this case
fu¯ and gu¯ are classical solutions of their respective systems.
Proof The assertion pi(u¯) ∈ C([0, T ]) is obvious since fu¯ and gu¯ are in C([0, T ];C1b ).
First we will show that item (i) holds if u¯ is a locally optimal solution. Therefore we will
approach similarly to the previous section and apply the Lagrangian technique:
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For u ∈ U and f, g ∈ H1(]0, T [×R6) with supp f(t) ⊂ BR(0) for all t ∈ [0, T ] we define
the Lagrangian
L(f, u, g) := 1
2
‖f(T )− fd‖L2 +
N∑
i=1
λi
2
‖ui‖2L2
−
∫
[0,T ]×R6
(
∂tf + v · ∂xf − ∂xψf · ∂vf + (v ×B(u)) · ∂vf
)
g d(t, x, v) .
Integration by parts yields
L(f, u, g) = 1
2
‖f(T )− fd‖L2 +
N∑
i=1
λi
2
‖ui‖2L2 + 〈g(0), f(0)〉L2 − 〈g(T ), f(T )〉L2
+
∫
[0,T ]×R6
(
∂tg + v · ∂xg − ∂xψf · ∂vg + (v ×B(u)) · ∂vg
)
f d(t, x, v) .
The Lagrangian is partially Fréchet differentiable with
(∂fL)(f, u, g)[h] = 〈f(T )− fd, h(T )〉L2 − 〈g(T ), h(T )〉L2 + 〈g(0), h(0)〉L2
+
∫
[0,T ]×R6
(
∂tg + v · ∂xg − ∂xψf · ∂vg + (v ×B(u)) · ∂vg
)
h d(t, x, v)
−
∫
[0,T ]×R6
Φf,g(t, x) h d(t, x, v)
for any h ∈ H1(]0, T [×R6) and
(∂uL)(f, u, g)[h] =
N∑
i=1
λi〈ui, hi〉L2 −
∫
[0,T ]×R6
(v ×B(h)) · ∂vf g d(t, x, v)
=
T∫
0
N∑
i=1
λi ui hi dt−
T∫
0
N∑
i=1
∫
R6
(v ×mi) · ∂vf g d(x, v) hi(t) dt
=
N∑
i=1
T∫
0
(
λi ui(t)− pi(u¯)(t)
)
hi(t) dt
for any h ∈ L2([0, T ];RN ). Obviously J(u¯) = L(fu¯, u¯, g) and hence
J ′(u¯)[h] = (∂fL)(fu¯, u¯, g)
[
f ′u¯[h]
]
+ (∂BL)(fu¯, u¯, g)[h], h ∈ L2([0, T ];RN ) .
Recall that J ′(u¯)[h] is nonnegative if u¯ is a local minimizer of J . Thus inserting g = gu¯
yields
0 ≤ J ′(u¯)h = (∂fL)(fu¯, u¯, gu¯)
[
f ′u¯[h]
]
+ (∂uL)(fu¯, u¯, gu¯)[h]
=
N∑
i=1
T∫
0
(
λi u¯i(t)− pi(u¯)(t)
)
hi(t) dt
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for all h ∈ L2([0, T ];RN ). For any fixed i ∈ {1, ..., N} we can choose hj = 0 if j 6= i
while hi is still arbitrary. This finally implies that
T∫
0
(λiu¯i − pi(u¯)) hi dt ≥ 0, i = 1, ..., N
for all h ∈ L2([0, T ];RN ) with u + h ∈ U. For any arbitrary u ∈ U we can now choose
h := u− u¯ ∈ L2([0, T ];RN ) and hence we can conclude that for all u ∈ U,
T∫
0
(λiu¯i − pi(u¯)) (ui − u¯i) dt ≥ 0, i = 1, ..., N .
that is (i).
Now we will show that for any u¯ ∈ U the items (i)-(v) are equivalent.
(i) ⇒ (ii): To prove that (i) implies (ii) we define the measurable sets
A+i :=
{
t ∈ [0, T ] ∣∣ λiu¯i(t)− pi(u¯)(t) > 0} ,
A−i :=
{
t ∈ [0, T ] ∣∣ λiu¯i(t)− pi(u¯)(t) < 0} ,
A0i :=
{
t ∈ [0, T ] ∣∣ λiu¯i(t)− pi(u¯)(t) = 0}
for i = 1, 2, 3 where u¯ denotes an arbitrary but fixed representative of its equivalence
class. Let now i ∈ {1, 2, 3} be arbitrary. We assume that there exists some measurable
subset E+ ⊂ A+i such that u¯i > ai almost everywhere on E+ or some measurable subset
E− ⊂ A−i such that u¯i < bi on E−. In the first case we choose u ∈ U such that
ui(t) =
{
ai(t), if t ∈ E+
u¯i(t), else
Then
T∫
0
(λiu¯i − pi(u¯)) (ui − u¯i) dt =
∫
E+
(λiu¯i − pi(u¯)) (ai − u¯i) dt < 0
which is a contradiction to (i). The other case can be treated analogously. Hence u¯i = ai
on A+i (u¯) and u¯i = bi on A
−
i (u¯) that is (ii).
(ii) ⇒ (iii): As u¯i = ai almost everywhere on A+i (u¯) we can easily conclude that for
almost all t ∈ A+i (u¯) we have w − u¯i(t) ≥ 0 for any real number w ∈ [ai(t, x), bi(t, x)].
Hence the pointwise variation inequality holds almost everywhere on A+i . We can show
similarly that this inequality also holds almost everywhere on A−i . Obviously the in-
equality remains correct almost everywhere on A0i because λiu¯i − pi(u¯) is vanishing
almost everywhere on this set. The weak minimum principle is only a reformulation of
the pointwise variation inequality.
(iii) ⇒ (iv): Let now t ∈ [0, T ] be any point where the pointwise variation inequality
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holds. We consider the continuously differentiable function
j : [ai(t), bi(t)]→ R, w 7→ λi
2
w2 − pi(u¯)(t)w .
As the interval [ai(t), bi(t)] is compact there exists w¯ ∈ [ai(t), bi(t)] such that
w¯ = min
w∈[ai(t),bi(t)]
j(w) .
Of course the minimizer w¯ is unique since j is strictly convex. This means that w¯ is the
minimizer of j on [ai(t), bi(t)] iff
0 ≤ j′(w¯)(w − w¯) = (λiw¯ − pi(u¯)(t))(w − w¯), w ∈ [ai(t, x), bi(t, x)] .
Hence we can conclude from the pointwise variation inequality that w¯ is the unique
minimizer of j on the interval [ai(t), bi(t)] if and only if w¯ = u¯i(t). This implies (iv) as
t was arbitrary.
(iv) ⇒ (v): Since j′(w¯) = λiw¯ − pi(u¯)(t) it holds that
λiw¯ − pi(u¯)(t) ≥ 0 iff w¯ = ai(t) ,
λiw¯ − pi(u¯)(t) = 0 iff w¯ ∈ ]ai(t), bi(t)[ ,
λiw¯ − pi(u¯)(t) ≤ 0 iff w¯ = bi(t) .
Consequently the minimizer w¯ is uniquely determined by
u¯i(t) = w¯ = P[ai(t),bi(t)]
(
1
λi
pi(u¯)(t)
)
.
This proves (v).
(v) ⇒ (i): For any i ∈ {1, ..., N} we can split the time interval into three disjoint
measurable sets, i.e., [0, T ] = I+ ∪ I0 ∪ I− up to a nullset where
I+ :=
{
t ∈ [0, T ] ∣∣ pi(u¯)(t) ≤ λi ai(t)} ,
I0 :=
{
t ∈ [0, T ] ∣∣ λi ai(t) < pi(u¯)(t) < λi bi(t)} ,
I− :=
{
t ∈ [0, T ] ∣∣ pi(u¯)(t) ≥ λi bi(t)} .
Then
T∫
0
(λiu¯i − pi(u¯))(ui − u¯i) dt
=
∫
I+
(λiai − pi(u¯))(ui − ai) dt+
∫
I0
(pi(u¯)− pi(u¯))(ui − 1λi pi(u¯)) dt
+
∫
I−
(λibi − pi(u¯))(ui − bi) dt
≥ 0
that is (i).
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If u¯ ∈ U is a locally optimal control we can also show similarly to Proposition 33 that
the triple (fu¯, gu¯, u¯) satisfies a certain system of partial differential equation that will be
referred to as the optimality system of the optimization problem.
Definition 44 The triple (f, g, u) is called a strong solution of the optimality system
iff the following conditions hold:
(i) f, g ∈W 1,2(0, T ;Cb) ∩ C([0, T ];C1b ) and u ∈ L2([0, T ];RN ).
(ii) For any t ∈ [0, T ],
supp f(t) ⊂ BR(0) and supp g(t) ⊂ BR∗(0)
where R > 0 and R∗ > 0 are the constants from Theorem 13 and Theorem 42.
(iii) f , g and u satisfy the following system of equations almost everywhere:
∂tf + v · ∂xf − ∂xψf · ∂vf + (v ×B(u)) · ∂vf = 0
∂tg + v · ∂xg − ∂xψf · ∂vg + (v ×B(u)) · ∂vg = Φf,gχ
u = (u1, ..., uN )
T with ui = P[ai,bi]
(
1
λi
∫
(v ×mi) · ∂vf g dv
)
.
(6.26)
(iv) f and g satisfy the following initial/final value condition:
f
∣∣
t=0
= f˚ , g
∣∣
t=T
= f(T )− fd . (6.27)
Then Theorem 43 (v) immediately yields the following result:
Corollary 45 Suppose that u¯ ∈ U is a locally optimal solution of the optimization
problem (6.2). Then the triple (fu¯, gu¯, u¯) is a strong solution of the optimality system(
(6.26), (6.27)
)
.
Obviously the necessary optimality condition that is given by this corollary is equivalent
to the items of Theorem 43.
6.2.4 A sufficient condition for local optimality
The derivation of sufficient conditions for local optimality is basically similar to the
approach for the BK-fields. First of all we will also need Fréchet-differentiability of the
costate.
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Lemma 46 Let g. : L2([0, T ];RN ) → C([0, T ];L2(R6)), u 7→ gu denote the control-
costate operator. For any u, h ∈ L2([0, T ];RN ) with B(u) ∈ B˚K there exists a unique
strong solution ghu ∈ L∞∩H1(]0, T [×R6) ⊂ C([0, T ];L2(R6))) of the final value problem
∂tg + v · ∂xg − ∂xψf ′u[h] · ∂vgu − ∂xψfu · ∂vg + (v×B(u)) · ∂vg + (v×B(h)) · ∂vgu
= Φfu,g χ− Φgu,f ′u[h] χ, (6.28)
g
∣∣
t=T
= 0 .
Recall that f ′u[h] denotes the derivative f ′B(u)[B(h)] of the control-state operator. Then
the following holds:
(a) Let t ∈ [0, T ] be arbitrary. Then g.(t) is Fréchet differentiable on U with respect
to the L2(R6)-norm, i.e., for any u ∈ U there exists a unique linear operator
g′u(t) : L2([0, T ];RN )→ L2(R6) such that
∀ε > 0 ∃δ > 0 ∀h ∈ L2([0, T ];RN ) with ‖h‖L2 < δ :
B(u+ h) ∈ B˚K and ‖gu+h(t)− gu(t)− g
′
u(t)[h]‖L2
‖h‖L2([0,T ];RN )
< ε .
The Fréchet derivative is given by
g′u(t)[h] = g
h
u(t), h ∈ L2([0, T ];RN ).
(b) The control-costate operator g. is Fréchet differentiable on U with respect to the
C([0, T ];L2(R6))-norm, i.e., for any u ∈ U there exists a unique linear operator
g′u : L2([0, T ];RN )→ C([0, T ];L2(R6)) such that
∀ε > 0 ∃δ > 0 ∀h ∈ L2([0, T ];RN ) with ‖h‖L2 < δ :
B(u+ h) ∈ B˚K and
‖gu+h − gu − g′u[h]‖C([0,T ];L2)
‖h‖L2([0,T ];RN )
< ε .
The Fréchet derivative is given by
g′u[h] = g
h
u, h ∈ L2([0, T ];RN ).
(c) For all h ∈ L2([0, T ];RN ), the solution ghu depends Hölder-continuously on u ∈ U
in such a way that there exists some constant C > 0 depending only on f˚ , T,K
and β such that
sup
‖h‖
L2([0,T ];RN )≤1
‖g′u1 [h]− g′u2 [h]‖L2(0,T ;L2) ≤ C ‖u1 − u2‖γL2([0,T ];RN )
for all u1, u2 ∈ U and h ∈ L2([0, T ];RN ).
The proof proceeds analogously to the proof of Theorem 27. Therefore it will not be
presented.
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From this result we can conclude that the control-state operator is twice continuously
Fréchet-differentiable.
Corollary 47 The cost functional J of the optimization problem (6.2) is twice Fréchet
differentiable on U. The Fréchet derivative of second order at the point u ∈ U can be
described as a bilinear operator J ′′(u) : L2([0, T ];RN )2 → R that is given by
J ′′(u)[h, h˜]
=
N∑
i=1
λi 〈hi, h˜i〉L2([0,T ]) −
∫
[0,T ]×R6
(v ×mi) ·
(
∂vfu g
′
u[h˜]− ∂vgu f ′u[h˜]
)
hi d(t, x, v)

for all h, h˜ ∈ L2([0, T ];RN ). Moreover there exists some constant C > 0 depending only
on f˚ , fd, K, T and β such that for all u, u˜ ∈ U,
‖J ′′(u)− J ′′(u˜)‖ ≤ C ‖u− u˜‖γ
L2([0,T ];RN )
where
‖J ′′(u)‖ = sup
{∣∣J ′′(u)[h1, h2]∣∣ ∣∣∣ ‖h1‖L2([0,T ];RN ) = 1, ‖h2‖L2([0,T ];RN ) = 1}
denotes the operator norm. This means that J is twice continuously differentiable.
Finally we obtain a sufficient condition for local optimality:
Theorem 48 Suppose that u¯ ∈ BK and let fu¯ and gu¯ be its induced state and costate.
Let 0 < α < 2 + γ be any real number. We assume that the variation inequality
T∫
0
(
λiu¯i − pi(u¯)
)
(ui − u¯i) dt ≥ 0, i = 1, ..., N (6.29)
holds for all u ∈ U and there exists some ε > 0 such that for all h ∈ L2([0, T ];RN ),
N∑
i=1
λi ‖hi‖2L2([0,T ]) −
∫
[0,T ]×R6
(v ×mi) ·
(
∂vfu¯ g
′
u¯[h]− ∂vgu¯ f ′u¯[h]
)
hi d(t, x, v)

≥ ε ‖h‖αL2([0,T ];RN ) . (6.30)
In this case J satisfies the following growth condition: There exist δ > 0 such that for
all u ∈ U with ‖u− u¯‖L2([0,T ];RN ) < δ,
J(u) ≥ J(u¯) + ε
4
‖u− u¯‖αL2([0,T ];RN ) (6.31)
and hence u¯ is even a strict local minimizer of J on the set U.
The proofs of the above results are analogous to those of Corollary 35 and Theorem 36.
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6.2.5 Uniqueness of the optimal solution on small time
intervals
Theorem 49 Let λ > 0 be defined by λ := min{λ1, ..., λN}. Suppose that λ ∈]0, 1]
and let us assume that there exists a strong solution (f, g, u) of the optimality system(
(6.26), (6.27)
)
. Then this solution is unique if the quotient Tλ is sufficiently small.
Proof Suppose that the triple (f˜ , g˜, u˜) is another strong solution. Let C = C(T ) ≥ 0
denote some generic constant that may depend on T , a, b, f˚ , fd and the C([0, T ];C1b )-
norm of f , f˜ , g and g˜. We can assume that C = C(T ) is monotonically increasing in T .
Then for almost all t ∈ [0, T ],
|ui(t)− u˜i(t)| =
∣∣∣∣P[ai(t),bi(t)]( 1λi pui(t)
)
− P[ai(t),bi(t)]
(
1
λi
pu˜i(t)
)∣∣∣∣
≤ 1
λi
∣∣pui(t)− pu˜i(t)∣∣
≤ C
λ
‖fu(t)− fu˜(t)‖∞ + C
λ
‖gu(t)− gu˜(t)‖∞
and hence
‖B(u)(t)−B(u˜)(t)‖∞ ≤ C
λ
‖fu(t)− fu˜(t)‖∞ + C
λ
‖gu(t)− gu˜(t)‖∞ .
The rest proceeds analogously to the proof of Theorem 37.
Finally, we can easily deduce uniqueness of the globally optimal solution if Tλ is small:
Corollary 50 Let λ > 0 be the constant from Theorem 49 and let u¯ ∈ U be a locally
optimal solution of the optimization problem (6.24). Then the tripel (fu¯, gu¯, u¯) is a strong
solution of the optimality system
(
(6.26), (6.27)
)
according to Corollary 45.
If now λ ∈]0, 1] and Tλ is sufficiently small then u¯ is the only locally optimal solution of
the optimization problem (6.24).
In this case u¯ is also the unique globally optimal solution of the optimization problem
(6.24) and the items of Theorem 43 are necessary and sufficient conditions for global
optimality.
Proof If λ ∈]0, 1] and Tλ is sufficiently small then Theorem 49 and Corollary 45 ensure
that u¯ is the only locally optimal solution in U. Recall that there exists at least one
globally optimal solution u∗ according to Theorem 41. As any globally optimal solution
is also locally optimal it follows that u∗ = u¯. Hence there is exactly one globally optimal
solution and this solution must be u¯. As the assertion of Corollary 45 is equivalent to
the items of Theorem 43 those items are necessary and sufficient conditions for global
optimality.
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APPENDIX 93
Appendix
Proof of Lemma 15 Let s, t ∈ [0, T ] and z ∈ BR(0) be arbitrary (without loss
of generality s ≤ t) and let i, j ∈ 1, ..., 6 be arbitrary indices. Let B ∈ M be an
arbitrary field and let ZB : [0, T ] × [0, T ] × R6 → R6 denote the induced solution of
the characteristic system satisfying the initial condition ZB(t, t, z) = z. For brevity, we
will use the notation ZB(s) = ZB(s, t, z). The letter C will denote a positive generic
constant depending only on f˚ , K, T and β. It holds that
|ZB(s)|2 ≤ |z|2 +
t∫
s
d
dτ
|ZB(τ)|2 dτ ≤ R2 +
t∫
s
|XB(τ)||VB(τ)|+ |VB(τ)|‖∂xψfB(τ)‖∞dτ
≤ R2 +
T∫
s
|ZB(τ)|2 dτ +
T∫
s
|ZB(τ)|‖∂xψfB(τ)‖∞ dτ.
Hence by Gronwall’s lemma,
|ZB(s)|2 ≤ C + C
T∫
s
|ZB(τ)| ‖∂xψfB(τ)‖∞ dτ .
Now applying the quadratic version of Gronwall’s lemma yields
‖ZB(s)‖L∞(BR(0)) ≤ C + C
T∫
s
‖∂xψfB(τ)‖∞ dτ ≤ C =: RZ .
For any τ ∈ [0, T ],
|∂ziZ˙B(τ)| ≤ |∂ziVB(τ)|+ |∂zi
(
∂xψfB(τ,XB(τ))
)|+ |∂zi(VB(τ)×B(τ,XB(τ)))|
≤ C
(
1 + ‖D2xψfB(τ)‖∞ + ‖B(τ)‖∞ + ‖DxB(τ)‖∞
)
|∂ziZB(τ)|
Hence
|∂ziZB(s)| ≤ 1 +
t∫
s
C
(
1 + ‖D2xψfB(τ)‖∞ + ‖B(τ)‖W 1,∞
)|∂ziZB(τ)| dτ
and then Gronwall’s Lemma implies that
‖DzZB(s)‖L∞(BR(0)) ≤ exp
C t∫
s
(
1 + ‖D2xψfB(τ)‖∞ + ‖B(τ)‖W 1,∞
)
dτ

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≤ C exp
C t∫
s
‖D2xψfB(τ)‖∞ dτ
 (A.1)
An estimate to bound ‖D2xψfB(τ)‖∞ is presented by G. Rein in [12, page 389]. It states
that
‖D2xψfB(t)‖∞ ≤ C [(1 + ‖ρfB(t)‖∞)(1 + ln+ ‖∂xρfB(t)‖∞) + ‖ρfB(t)‖L1 ]
≤ C
[
(1 + C‖f˚‖∞)(1 + ln+ ‖∂xρfB(t)‖∞) + ‖f˚‖L1
]
≤ C + C ln+ ‖∂xρfB(t)‖∞ . (A.2)
Moreover
|∂xρfB(t, x)| =
∣∣∣∣∣∂x
∫
|v|≤R
fB(t, x, v) dv
∣∣∣∣∣ ≤
∫
|v|≤R
|∂xf(t, x, v)| dv
≤ 4pi
3
R3 ‖∂z f˚‖∞‖∂zZB(0)‖L∞(BR(0)) ≤
4pi
3
R3 ‖∂z f˚‖∞ C exp
C t∫
0
‖∂2xψfB(τ)‖∞ dτ

and now (A.2) implies that
‖D2xψfB(t)‖∞ ≤ C + C
t∫
0
‖D2xψfB(τ)‖∞ dτ .
Gronwall’s Lemma provides
‖D2xψfB(t)‖∞ ≤ C
and since t was arbitrary, this means
‖D2xψfB(τ)‖∞ ≤ C =: c3, τ ∈ [0, T ] .
Hence, by (A.1),
‖DzZB(s)‖L∞(BR(0)) ≤ C =: c1
and thus
‖∂zfB(t)‖∞ ≤ ‖∂z f˚‖∞‖DzZB(0)‖L∞(BR(0)) ≤ C =: c2 . (A.3)
Then it finally holds that
T∫
0
‖∂tfB(t)‖2∞ dt =
T∫
0
‖v · ∂xfB(t)− ∂xψfB(t) · ∂vfB(t) + v×B(t) · ∂vf(t)‖2L∞(BR(0))dt
≤ C
T∫
0
R2 ‖∂xfB(t)‖2∞ + C ‖fB(t)‖2∞ ‖∂vfB(t)‖2∞ +R2 ‖B(t)‖2∞ ‖∂vfB(t)‖2∞ dt
≤ C =: c4 .
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We will now define F := −∂xψfB , i.e., Fi = −ψ∂xifB for i = 1, 2, 3. Recall that
∂xkfB ∈ C([0, T ]×R6) with compact support supp ∂xkfB(t) ⊂ BR(0), t ∈ [0, T ]. From
the Hardy-Littlewood-Sobolev inequality (cf. E. Stein [14, p. 119]) and (A.3) we can
deduce that
‖F (t)‖Lβ(R3) ≤ C ‖∂xfB(t)‖L3β/(2β+3) ≤ C ‖∂xfB(t)‖L∞ ≤ C ,
‖DF (t)‖Lβ(R3) ≤ C ‖∂xfB(t)‖L3β/(β+3) ≤ C ‖∂xfB(t)‖L∞ ≤ C .
Furthermore the Calderon-Zygmund inequality (Lemma 7) and (A.3) imply that
‖D2F (t)‖Lβ(R3) ≤ C ‖∂xfB(t)‖Lβ ≤ C ‖∂xfB(t)‖L∞ ≤ C
and thus F ∈ L∞([0, T ];W 2,β(R3;R3)) ⊂ L2(0, T ;W 2,β(R3;R3)). Moreover, because
of linearity, for any s, t ∈ [0, T ],
‖F (s)− F (t)‖W 2,β ≤ C ‖∂xfB(s)− ∂xfB(t)‖L∞ → 0 if s→ t
and hence F ∈ C([0, T ];W 2,β(R3;R3)). Analogously to Lemma 10 (d) we can choose
(Fk) ⊂ C∞([0, T ] × R3;R3) such that Fk → F in L2(0, T ;W 2,β). Without loss of
generality, ‖Fk‖L2(0,T ;W 2,β) ≤ 2‖F‖L2(0,T ;W 2,β) for all k ∈ N. Now, for k ∈ N let
Zk = Zk(s, t, z) denote the solution of the system
x˙ = v, v˙ = Fk + v ×B
with Zk(t, t, z) = z. This means that for all k ∈ N, the map t 7→ Zk(s, t, ·) lies
in C([0, T ];C2b ) and thus also in L
∞(0, T ;W 2,β(BR(0))). One can easily show that
t 7→ Zk(s, t, ·) converges to t 7→ ZB(s, t, ·) in L∞(0, T ;L∞) (confer the methods that are
used in the proof of Lemma 16) and, similar to the approach on page 93,∥∥[t 7→ Zk(s, t, ·)]∥∥L∞(0,T ;W 1,β(BR(0))) ≤ ∥∥[t 7→ Zk(s, t, ·)]∥∥L∞(0,T ;W 1,∞(BR(0))) ≤ C
for all s ∈ [0, T ] where C depends only on f˚ , T , K and β but not on k. Now let
i, j ∈ {1, ..., 6} be arbitrary. Then for all s, t ∈ [0, T ] (without loss of generality s ≤ t),∫
BR(0)
|∂zi∂zjZk(s, t, z)|β dz =
t∫
s
d
dτ
∫
BR(0)
|∂zi∂zjZk(τ, t, z)|β dz dτ
= β
t∫
s
∫
BR(0)
|∂zi∂zjZk(τ, t, z)|β−1 |∂zi∂zj Z˙k(τ, t, z)| dz dτ.
where, for all s, t ∈ [0, T ] and z ∈ BR(0),
|∂zi∂zj Z˙k(τ, t, z)|
≤ C |∂zi∂zjZk(τ)|
(
1 + |DxFk(τ,Xk(τ))|+ |B(τ,Xk(τ))|+ |DxB(τ,Xk(τ))|
)
+ C
(
|D2xFk(τ,Xk(τ))|+ |DxB(τ,Xk(τ))|+ |D2xB(τ,Xk(τ))|
)
≤ C |∂zi∂zjZk(τ)|
(
1 + ‖Fk(τ)‖W 2,β + ‖B(τ)‖W 2,β
)
+ C
(
|D2xFk(τ,Xk(τ))|+ |DxB(τ,Xk(τ))|+ |D2xB(τ,Xk(τ))|
)
.
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Thus, applying Hölder’s inequality with exponents p = ββ−1 and q = β,∫
BR(0)
|∂zi∂zjZk(s, t, z)|β dz
≤ C
t∫
s
∫
BR(0)
|∂zi∂zjZk(τ)|β
(
1 + ‖Fk(τ)‖W 2,β + ‖B(τ)‖W 2,β
)
dz dτ
+ C
t∫
s
∫
BR(0)
|∂zi∂zjZk(τ)|β−1
(
|D2xFk(τ,Xk)|+ |DxB(τ,Xk)|+ |D2xB(τ,Xk)|
)
dz dτ
≤ C
t∫
s
∫
BR(0)
|∂zi∂zjZk(τ)|β dz
(
1 + ‖Fk(τ)‖W 2,β + ‖B(τ)‖W 2,β
)
dτ
+ C
t∫
s
 ∫
BR(0)
|∂zi∂zjZk(τ)|β dz

β−1
β (
‖Fk(τ)‖W 2,β + ‖B(τ)‖W 2,β
)
dτ
Now we can use the p-th power version of Gronwall’s lemma with p = β−1β ∈]0, 1[ to
obtain that ∫
BR(0)
|∂zi∂zjZk(s, t, z)|β dz ≤ C .
This finally implies that∥∥[t 7→ Zk(s, t, ·)]∥∥L∞(0,T ;W 2,β(BR(0))) ≤ C, s ∈ [0, T ]
where the constant C depends only on f˚ , T , K and β but not on k. Consequently,
due to the Banach-Alaoglu theorem, for any s ∈ [0, T ] there exists some function
Z¯s ∈ L∞(0, T ;W 2,β(BR(0))) such that[
t 7→ Zk(s, t, ·)
] ∗
⇀ Z¯s in L∞(0, T ;W 2,β(BR(0))),
i.e. for any α ≤ 2 the map t 7→ Dαz Zk(s, t, ·) converges to Dαz Z¯s with respect to the
weak-*-topology on [L1(0, T ;Lβ′)]∗ =̂ L∞(0, T ;Lβ) where 1/β + 1/β′ = 1. Because of
uniqueness this implies that
[
t 7→ ZB(s, t, ·)
]
= Z¯s ∈ L∞(0, T ;W 2,β(BR(0))) for all
s ∈ [0, T ] with ∥∥[t 7→ ZB(s, t, ·)]∥∥L∞(0,T ;W 2,β(BR(0))) ≤ C =: c5 .
From this result we can conclude that fB is twice weakly differentiable with respect to
z by chain rule with
‖∂zi∂zjf‖L∞(0,T ;Lβ) = ‖∂zi∂zjf‖L∞(0,T ;Lβ(BR(0)))
≤ ‖f˚‖C2b
∥∥[t 7→ Z(0, t, ·)]∥∥
L∞(0,T ;W 2,β(BR(0)))
≤ C =: c6 .
The proof is complete. 
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Proof of Lemma 16 Let B,H ∈ M, s, t ∈ [0, T ] and z ∈ BR(0) be arbitrary. Without
loss of generality s ≤ t. Moreover, let C > 0 denote a generic constant depending only
on f˚ , T and K and let ZB, ZH be the solutions of the characteristic system satisfying
ZB(t, t, z) = z and ZH(t, t, z) = z. We have
|ZB(s)− ZH(s)| ≤
t∫
s
|Z˙B(τ)− Z˙H(τ)| dτ
≤
t∫
s
|VB(τ)− VH(τ)| dτ +
t∫
s
|∂xψfB(τ,XB(τ))− ∂xψfH (τ,XH(τ))| dτ
+
t∫
s
|VB(τ)×B(τ,XB(τ))− VH(τ)×H(τ,XH(τ))| dτ
≤
t∫
s
|VB(τ)− VH(τ)| dτ +
t∫
s
|∂xψfB(τ,XB(τ))− ∂xψfB(τ,XH(τ))| dτ
+
t∫
s
|∂xψfB(τ,XH(τ))− ∂xψfH (τ,XH(τ))|dτ +
t∫
s
|VB(τ)− VH(τ)||B(τ,XB(τ))|dτ
+
t∫
s
|VH(τ)||B(τ,XB)−B(τ,XH)| dτ +
t∫
s
|VH(τ)||B(τ,XH)−H(τ,XH)| dτ
≤
Lem. 15
t∫
s
C
(
1 + ‖D2xψfB(τ)‖∞ + ‖B(τ)‖W 1,∞
) |ZB(τ)− ZH(τ)| dτ
+
t∫
s
‖∂xψfB(τ)− ∂xψfH (τ)‖L∞(BRZ (0)) dτ + C
t∫
s
‖B(τ)−H(τ)‖L∞(BRZ (0)) dτ
≤
Prop. 8d
Lem. 10b
Lem. 15
t∫
s
C
(
1 + ‖B(τ)‖W 1,∞
)|ZB(τ)− ZH(τ)| dτ
+ C
t∫
s
‖fB(τ)− fH(τ)‖∞ dτ + C‖B −H‖L2(0,T ;W 1,β(BRZ (0))) .
Thus by Gronwall’s lemma and Lemma 10,
|ZB(s)− ZH(s)| ≤ C
t∫
s
‖fB(τ)− fH(τ)‖∞ dτ + C‖B −H‖L2(0,T ;W 1,β(BRZ (0)))
Now
‖fB(t)− fH(t)‖∞ ≤ ‖Df˚‖∞ ‖ZB(0, t, ·)− ZH(0, t, ·)‖L∞(BR(0))
≤ C
t∫
0
‖fB(τ)− fH(τ)‖∞ dτ + C‖B −H‖L2(0,T ;W 1,β(BRZ (0)))
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which implies that
‖fB − fH‖C([0,T ];Cb) ≤ L1‖B −H‖L2(0,T ;W 1,β(BRZ (0))) , (A.4)
if L1 is chosen appropriately. Additionally, this yields
‖ZB − ZH‖C([0,T ];Cb(BR(0))) ≤ `1‖B −H‖L2(0,T ;W 1,β(BRZ (0))) , (A.5)
if `1 is chosen suitably. Hence, according to Proposition 8 (e) and Lemma 15,
|∂xi∂xjψfB(τ,XB(τ))− ∂xi∂xjψfB(τ,XH(τ))|
= |∂xiψ∂xj fB(τ,XB(τ))− ∂xiψ∂xj fB(τ,XH(τ))|
≤ C |XB(τ)−XH(τ)|γ
≤ C ‖B −H‖γ
L2(0,T ;W 1,β(BRZ (0)))
(A.6)
for every τ ∈ [0, T ] and every i, j ∈ {1, ..., 6}.
Let now i ∈ {1, ..., 6} be arbitrary. It holds that
|∂ziZB(s)− ∂ziZH(s)|
≤
t∫
s
|∂ziZ˙B(τ)− ∂ziZ˙H(τ)| dτ
≤
t∫
s
|∂ziVB(τ)− ∂ziVH(τ)| dτ
+
t∫
s
|D2xψfB(τ,XB)∂ziXB −D2xψfH (τ,XH)∂ziXH(τ)| dτ
+
t∫
s
|∂ziVB ×B(τ,XB)− ∂ziVH ×H(τ,XH)| dτ
+
t∫
s
|VB ×DxB(τ,XB)∂ziXB − VH ×DxH(τ,XH)∂ziXH | dτ
≤
Lem. 15
C
t∫
s
(
1 + ‖D2xψfB(τ)‖∞ + ‖B(τ)‖W 1,∞
) |∂ziZB(τ)− ∂ziZH(τ)| dτ
+ C
t∫
s
|D2xψfB(τ,XB)−D2xψfH (τ,XH)|dτ + C
t∫
s
|B(τ,XB)−H(τ,XH)|dτ
+ C
t∫
s
|DxB(τ,XB)−DxH(τ,XH)|dτ + C
t∫
s
‖DxB(τ)‖∞ |VB − VH |dτ
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≤
Prop. 8d,
Lem. 15
Eq. (A.6)
C
t∫
s
(
1 + ‖B(τ)‖W 1,∞
) |∂ziZB(τ)− ∂ziZH(τ)| dτ
+ C
t∫
s
|XB(τ)−XH(τ)|γ dτ + C
t∫
s
‖∂zfB(τ)− ∂zfH(τ)‖L∞(BRZ (0)) dτ
+ C
t∫
s
‖DxB(τ)‖∞ |XB(τ)−XH(τ)| dτ + C
t∫
s
‖B(τ)−H(τ)‖∞ dτ
+ C ‖XB −XH‖γ∞
T∫
0
[
DxB(τ)
]
γ
dτ + C
t∫
s
‖DxB(τ)‖∞ |VB − VH | dτ
+ C
t∫
s
‖DxB(τ)−DxH(τ)‖L∞(BRZ (0)) dτ
≤
Lem. 10
Eq. (A.5)
C
t∫
s
(
1 + ‖B(τ)‖C1,γ
) |∂ziZB(τ)− ∂ziZH(τ)| dτ
+ C
t∫
s
‖∂zfB(τ)− ∂zfH(τ)‖∞ dτ + C ‖B −H‖γL2(0,T ;W 2,β(BRZ (0)))
+ C
t∫
s
‖B(τ)−H(τ)‖W 2,β(BRZ (0)) dτ
≤
Lem. 10
C
t∫
s
(
1 + ‖B(τ)‖W 2,β
) |∂ziZB(τ)− ∂ziZH(τ)| dτ
+ C
√
TK(1−γ)/2
 T∫
0
‖B(τ)−H(τ)‖2W 2,β(BRZ (0)) dτ

γ
2
+ C
t∫
s
‖∂zfB(τ)− ∂zfH(τ)‖∞ dτ + C ‖B −H‖γL2(0,T ;W 2,β(BRZ (0)))
≤ C
t∫
s
(
1 + ‖B(τ)‖W 2,β
) |∂ziZB(τ)− ∂ziZH(τ)| dτ
+ C
t∫
s
‖∂zfB(τ)− ∂zfH(τ)‖∞ dτ + C ‖B −H‖γL2(0,T ;W 2,β(BRZ (0))) .
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Again, Gronwall’s lemma implies that
|∂ziZB(s)− ∂ziZH(s)|
≤
 C‖B −H‖γ
L2(0,T ;W 2,β(BRZ (0))
+ C
t∫
s
‖∂zfB(τ)− ∂zfH(τ)‖∞

· exp
 T∫
0
1 + ‖B(τ)‖W 2,β dτ

≤ C‖B −H‖γ
L2(0,T ;W 2,β(BRZ (0)))
+ C
t∫
s
‖∂zfB(τ)− ∂zfH(τ)‖∞ . (A.7)
Finally
‖∂zfB(t)− ∂zfH(t)‖∞ = ‖∂zfB(t)− ∂zfH(t)‖L∞(BR(0))
≤ C‖∂zZB(0)− ∂zZH(0)‖L∞(BR(0)) + C‖ZB(0)− ZH(0)‖L∞(BR(0))
≤
Eq. (A.5), (A.9)
C‖B −H‖γ
L2(0,T ;W 2,β(BRZ (0)))
+ C
t∫
0
‖∂zfB(τ)− ∂zfH(τ)‖∞ ,
and hence
‖∂zfB − ∂zfH‖C([0,T ];Cb) ≤ L2‖B −H‖γL2(0,T ;W 2,β(BRZ (0))), (A.8)
‖∂ziZB − ∂ziZH‖C([0,T ];Cb(BR(0))) ≤ `2‖B −H‖γL2(0,T ;W 2,β(BRZ (0))) (A.9)
if `2 and L2 are chosen appropriately. The third assertion can simply be proved by
T∫
0
‖∂tfB(t)− ∂tfH(t)‖2∞ dt
=
T∫
0
∥∥v · ∂x(fB(t)− fH(t))− ∂xψfB(t) · ∂v(fB(t)− fH(t))
− ∂xψfB−fH (t) · ∂vfH(t) +
(
v ×B(t)) · ∂v(fB(t)− fH(t))
+
(
v × (B(t)−H(t))) · ∂vfH(t)∥∥2L∞(BR(0)) dt
≤ C
T∫
0
‖∂zfB(t)− ∂zfH(t)‖2∞ dt+ C
T∫
0
‖∂xψfB(t)− ∂xψfH (t)‖2∞ dt
+ C
T∫
0
‖B(t)−H(t)‖2L∞(BR(0)) dt
≤
Prop. 8d
Eq. (A.4), (A.8)
C
T∫
0
‖B(t)−H(t)‖2γ
W 2,β(BRZ (0)))
dt+ C
T∫
0
‖B(t)−H(t)‖2W 2,β(BRZ (0))) dt
≤ L23 ‖B −H‖2γL2(0,T ;W 2,β(BRZ (0)))
if L3 is chosen suitably. The proof is complete. 
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Proof of Proposition 24 Let c > 0 denote a generic constant depending only on r0, r2,
T , ‖a‖C([0,T ];C1b ), ‖b‖C([0,T ];C1b ), ‖˚f‖C2b , ‖A‖C([0,T ];C1,γ), ‖B‖C([0,T ];C1,γ), ‖C‖C([0,T ];C1b )
and ‖χ‖C1b .
For t ∈ [0, T ] and z ∈ R6 let Z = (X,V )(s, t, z) denote the solution of the characteristic
system with Z(t, t, z) = z. Moreover, for t ∈ [0, T ] and z ∈ R6, we define a recursive
sequence by
f0(t, z) := f˚(z)
fn+1(t, z) := f˚(Z(0, t, z)) +
t∫
0
[
∂xψfn ·C+ χΦa,fn + b
](
s, Z(s, t, z)
)
ds, n ∈ N0 .
By induction we can conclude that all fn are continuous. Then for any fixed τ ∈ [0, T ]
and n ∈ N the functions f˚ , [∂xψfn · C](τ), [χΦa,fn](τ) and b(τ) are continuous and
compactly supported in Br(0) with r := max{r0, r2}. This directly implies that f0(t)
is compactly supported with supp f0(t) ⊂ Br(0) for all t ∈ [0, T ]. Moreover for any
τ ∈ [0, T ],
supp f˚(Z(s, t, ·)) = Z(t, s, supp f˚)
supp
[
∂xψf ·C](τ, Z(s, t, ·)) = Z
(
t, s, supp ∂xψfn ·C(τ)
)
supp
[
χΦa,fn
]
(τ, Z(s, t, ·)) = Z(t, s, supp χΦa,fn(τ))
supp b
(
τ, Z(s, t, ·)) = Z(t, s, supp b(τ))

⊂
Lemma 23
Bζ(r)(0) .
If we choose τ = s we can inductively deduce that supp fn(t) ⊂ Bζ(r)(0) for all t ∈ [0, T ]
and all n ∈ N. Finally, by another induction, fn ∈ C1(]0, T [×R6) as the partial deriva-
tives can be recursively described by:
∂tf0(t, z) = 0,
∂zif0(t, z) = ∂zi f˚(z),
∂tfn+1(t, z) = ∂z˚f(Z(0, t, z)) · ∂tZ(0, t, z) + ∂xψfn ·C(t, z) + χΦa,fn(t, z) + b(t, z)
+
t∫
0
∂z
[
∂xψfn ·C+ χΦa,fn + b
](
s, Z(s, t, z)
) · ∂tZ(s, t, z) ds
∂zifn+1(t, z) = ∂z˚f(Z(0, t, z)) · ∂ziZ(0, t, z)
+
t∫
0
∂z
[
∂xψfn ·C+ χΦa,fn + b
](
s, Z(s, t, z)
) · ∂ziZ(s, t, z) ds .
where
∂z
[
∂xψf ·C+ χΦa,fn + b
]
=
(
D2xψfn C+DxC ∂xψfn + ∂xχΦa,fn + χΦ
′
a,fn
+ ∂xb
DvC ∂xψfn + ∂vχΦa,fn + ∂vb
)
.
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Hence one can easily show that
‖f1(t)− f0(t)‖∞ ≤ c, ‖∂tf1(t)− ∂tf0(t)‖∞ ≤ c, ‖∂zif1(t)− ∂zif0(t)‖∞ ≤ c .
Furthermore we obtain the following estimates:
‖fn+1(t)− fn(t)‖∞
≤ c
t∫
0
∥∥∂xψfn−fn−1(s,X(s))∥∥∞ + ∥∥Φa,fn−fn−1(s,X(s))∥∥∞ ds
≤ c
t∫
0
‖fn(s)− fn−1(s)‖∞ ds ,
‖∂zifn+1(t)− ∂zifn(t)‖∞
≤ c
t∫
0
∥∥D2xψfn−fn−1(s,X(s))∥∥∞ + ∥∥∂xψfn−fn−1(s,X(s))∥∥∞ ds
+ c
t∫
0
∥∥Φa,fn−fn−1(s,X(s))∥∥∞ + ‖Φ′a,fn−fn−1(s,X(s))‖∞ ds
≤ c
t∫
0
‖fn(s)− fn−1(s)‖W 1,∞ ds ,
‖∂tfn+1(t)− ∂tfn(t)‖∞
≤ ∥∥∂xψfn−fn−1(t)∥∥∞ + ∥∥Φa,fn−fn−1(t)∥∥∞
+ c
t∫
0
∥∥D2xψfn−fn−1(s,X(s))∥∥∞ + ∥∥∂xψfn−fn−1(s,X(s))∥∥∞ ds
+ c
t∫
0
∥∥Φa,fn−fn−1(s,X(s))∥∥∞ + ‖Φ′a,fn−fn−1(s,X(s))‖∞ ds
≤ c ‖fn(t)− fn−1(t)‖∞ + c
t∫
0
‖fn(s)− fn−1(s)‖W 1,∞ ds
≤ c
t∫
0
‖∂tfn(s)− ∂tfn−1(s)‖∞ ds+ c
t∫
0
‖fn(s)− fn−1(s)‖W 1,∞ ds .
Hence there exists some constant c∗ > 0 such that for all t ∈ [0, T ],
M1,0(t) ≤ c∗ and Mn+1,n(t) ≤ c∗
t∫
0
Mn,n−1(s) ds, n ∈ N
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where
Mm,n(t) := max {‖fm(t)− fn(t)‖∞, ‖∂tfm(t)− ∂tfn(t)‖∞, ‖∂zfm(t)− ∂zfn(t)‖∞}
for m,n ∈ N0. Thus by induction,
Mn+1,n(t) ≤ c∗ t
n
n!
≤ c∗T
n
n!
, t ∈ [0, T ], n ∈ N
and hence for m,n ∈ N with n < m,
Mm,n(t) ≤
m−1∑
j=n
Mj+1,j(t) ≤
∞∑
j=n
c∗
T j
j!
→ 0, n→∞ .
Consequently (fn) is a Cauchy-sequence in C1b ([0, T ]×R6) and converges to some function
f ∈ C1b ([0, T ] × R6) because of completeness. Obviously, as the radius ζ(r) does not
depend on n,
supp f(t) ⊂ Bζ(r)(0) ⊂ Bζ(r+1)(0), t ∈ [0, T ]
and f satisfies the equation
f(t, z) = f˚(Z(0, t, z)) +
t∫
0
[
∂xψf ·C+ Φa,f + b
]
(s, Z(s, t, z)) ds . (A.10)
The function f is a solution of the initial value problem because for every t ∈ [0, T ] and
z ∈ R6 it holds that f(0, z) = f˚(z) and
0 =
[ d
dτ
f˚(Z(0, t, z))
]∣∣∣
τ=t
=
[ d
dτ
f˚
(
Z(0, τ, Z(τ, t, z)
)]∣∣∣
τ=t
=
(A.10)
 d
dτ
f
(
τ, Z(τ, t, z)
)− d
dτ
τ∫
0
[
∂xψf ·C+ Φa,f + b
](
s, Z(s, τ, Z(τ, t, z))
)
ds
∣∣∣∣∣
τ=t
=
 d
dτ
f
(
τ, Z(τ, t, z)
)− d
dτ
τ∫
0
[
∂xψf ·C+ Φa,f + b
](
s, Z(s, t, z)
)
ds
 ∣∣∣∣∣
τ=t
=
[
∂tf
(
τ, Z(τ, t, z)
)
+V (τ, t, z) ·∂xf
(
τ, Z(τ, t, z)
)
+A
(
τ,X(τ, t, z)
) ·∂vf(τ, Z(τ, t, z))
+
(
V (τ, t, z)×B(τ,X(τ, t, z))) · ∂vf(τ, Z(τ, t, z))− b(τ, Z(τ, t, z))
− χ(τ, Z(τ, t, z)) Φa,f (τ,X(τ, t, z))− ∂xψf (τ,X(τ, t, z)) ·C(τ, Z(τ, t, z))
]∣∣∣
τ=t
= ∂tf(t, z) + v · ∂xf(t, z) +A(t, x) · ∂vf(t, z) + (v ×B(t, x)) · ∂vf(t, z)
− ∂xψf (t, x) ·C(t, x, v)− χ(t, x, v) Φa,f (t, x)− b(t, x, v) .
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We will finally prove uniqueness by assuming that there exists another solution f˜ of the
initial value problem and define d := f − f˜ . Then for any t ∈ [0, T ],
‖d(t)‖2L2 =
∫
d(t)2 dz = 2
t∫
0
∫
∂td(s) d(s) dzds
= 2
t∫
0
∫
−v · ∂xd(s) d(s)−A(s) · ∂vd(s) d(s)− (v ×B(s)) · ∂vd(s) d(s)
+ ∂xψd(s) ·C(s) d(s) + χΦa,d(s) d(s) dzds
= 2
t∫
0
∫
∂xψd(s) ·C(s) d(s) + χΦa,d(s) d(s) dzds
≤ c
t∫
0
‖d(s)‖2L2 ds
and hence ‖d(t)‖L2 = 0 for all t ∈ [0, T ] once again by Gronwall’s lemma. This directly
implies that f = f˜ almost everywhere which means uniqueness of the solution f . 
Proof of Corollary 26 In (a) the coefficients satisfy the regularity assumptions
(5.10). Because of density we can choose sequences (bk) ⊂ C([0, T ];C1b ), (˚fk) ⊂ C2c (R6),
(Bk) ⊂ C([0, T ];C1,γ) and (Ck) ⊂ C([0, T ];C1b ) such that
bk → b in L2
(
0, T ;Cb ∩H1
)
, ‖bk‖L2(0,T ;H1) ≤ 2‖b‖L2(0,T ;H1),
‖bk‖L2(0,T ;Cb) ≤ 2‖b‖L2(0,T ;Cb),
f˚k → f˚ in C1b (R6), ‖˚fk‖C1b ≤ 2‖˚f‖C1b
Bk → B in L2
(
0, T ;C1,γ
)
, ‖Bk‖L2(0,T ;C1,γ) ≤ 2‖B‖L2(0,T ;C1,γ)
Ck → C in L2
(
0, T ;H1 ∩ Cb
)
, ‖Ck‖L2(0,T ;H1) ≤ 2‖C‖L2(0,T ;H1),
‖Ck‖L2(0,T ;Cb) ≤ 2‖C‖L2(0,T ;Cb)
and for all t ∈ [0, T ],
supp bk(t), supp f˚k, supp C(t) ⊂ Br0+1(0).
Then for every k ∈ N, according to Proposition 24, there exists a unique classical solution
fk of (5.1) to the coefficients bk, f˚k, Bk and Ck. Moreover for all t ∈ [0, T ],
supp fk(t) ⊂ B%(0) with % := ζ(2 + max{r0, r2}) = ζ(2 + r) .
Now let Zk denote the solution of the characteristic system to A and Bk satisfying
Zk(t, t, z) = z and let c > 0 denote some generic constant depending only on T , r0,
r2, ‖a‖C([0,T ];C1b ), ‖b‖L2(0,T ;Cb), ‖b‖L2(0,T ;H1), ‖˚f‖C1b , ‖A‖C([0,T ];C1,γ), ‖B‖L2(0,T ;C1,γ),
‖C‖L2(0,T ;Cb∩H1) and ‖χ‖C1b .
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From Lemma 23 we know that for any r > 0 and all s, t ∈ [0, T ],
‖Zk(s, t, ·)‖L∞(Br(0)) < C(r) and ‖∂zZk(s, t, ·)‖L∞(Br(0)) < C(r)
where C(r) denotes some positive constant depending only on r, ‖A‖L2(0,T ;C1b ) and
‖B‖L2(0,T ;C1b ). Then for any (t, z) ∈ [0, T ]×Br(0),
|fk(t, z)| ≤ ‖˚fk‖∞ +
t∫
0
‖∂xψfk(s)‖∞ ‖Ck(s)‖∞ + ‖Φa,fk(s)‖∞ + ‖bk(s)‖∞ ds
≤ c+ c
t∫
0
‖fk(s)‖∞ (c+ ‖Ck(s)‖∞) ds
which yields ‖fk(t)‖L∞ ≤ c by Gronwall. The z-derivative can be bounded by∫
B%(0)
|∂zifk(t, z)|2 dz
≤ c ‖Df˚k‖2∞
∫
B%(0)
|∂zZk(0, t, z)|2 dz
+ c
t∫
0
∫
B%(0)
∣∣∣[D2xψfk Ck +DxCk ∂xψfk + ∂xχΦa,fk + χΦ′a,fk + ∂xbk](s, Zk(s))∣∣∣2 ds
+ c
t∫
0
∫
B%(0)
∣∣∣[DvCk ∂xψfk + ∂vχΦa,fk + ∂vbk](s, Zk(s))∣∣∣2 ds
≤ c+ c
t∫
0
‖fk(s)‖2L∞
(‖Ck(s)‖2L∞ + ‖Ck(s)‖2H1)+ ‖∂zfk(s)‖2L2 + ‖bk(s)‖2H1 ds
and hence,
‖∂zfk(t)‖2L2 = ‖∂zfk(t)‖2L2(B%(0)) ≤ c+ c
t∫
0
‖∂zfk(s)‖2L2 ds
which implies that ‖∂zfk(t)‖L2 ≤ c for all t ∈ [0, T ]. Finally
T∫
0
∫
B%(0)
|∂tfk(t, z)|2 dzdt
≤
T∫
0
∫
B%(0)
(
|v · ∂xfk|+ |
(
A+ (v ×Bk)
) · ∂vfk|+ |∂xψfk ·Ck|+ |χΦa,fk |+ |bk|)2 dzdt
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≤ c
T∫
0
∫
B%(0)
%2 |∂xfk(t, z)|2 + (‖A(t)‖2∞ + %2‖Bk(t)‖2∞) |∂vfk(t, z)|2 + c+ |bk(t, z)|2dzdt
≤ c. (A.11)
Since all fk(t) are compactly supported in B%(0) this yields
‖fk‖L∞(]0,T [×R6) + ‖fk‖H1(]0,T [×R6) ≤ c .
Recall that due to the Riesz representation theorem L∞(]0, T [×R6) can be interpreted
as the dual space of L1(]0, T [×R6) that is denoted by L1(]0, T [×R6)∗. Furthermore
L1(]0, T [×R6) can be interpreted as a subset of the dual space L∞(]0, T [×R6)∗.
Then, according to the Banach-Alaoglu theorem, there exists f ∈ H1(]0, T [×R6) such
that fk ⇀ f after extraction of a subsequence. Moreover there exists some function
f∗ ∈ L∞(]0, T [×R6) such that fk ∗⇀ f∗ up to a subsequence. This means that a subse-
quence of (fk) converges to f∗ with respect to the weak-*-topology on L1(]0, T [×R6)∗.
More precisely, for any ϕ ∈ L1(]0, T [×R6),∫
]0,T [×R6
fn(t, x)ϕ(t, x) d(t, x)→
∫
]0,T [×R6
f∗(t, x)ϕ(t, x) d(t, x), n→∞
up to a subsequence by Riesz’ representation theorem. This directly implies that f = f∗
and consequently f ∈ L∞(]0, T [×R6) ∩ H1(]0, T [×R6).
We will now show that f is a strong solution of (5.1) by verifying the conditions of
Definition 25.
Condition (i) is evident since we have already proved that f ∈ H1(]0, T [×R6)
⊂ W 1,2(0, T ;L2) which directly yields f ∈ C([0, T ];L2) by Sobolev’s embedding the-
orem.
Condition (iv) is also obvious because supp fk ⊂ B%(0) for all k ∈ N, t ∈ [0, T ]. The
radius % does not depend on k and satisfies % < ζ(3 + r).
Condition (ii): By Rellich-Kondrachov, fk → f in L2([0, T ]× R6) up to a subsequence.
Thus for any ϕ ∈ C∞c (]0, T [×R6),
0 =
∫
[0,T ]×R6
(
∂tfk + v · ∂xfk +A · ∂vfk + (v×Bk) · ∂vfk − ∂xψfk ·Ck − χΦa,fk − bk
)
ϕd(t, z)
→
∫
[0,T ]×R6
(
∂tf + v · ∂xf +A · ∂vf + (v×B) · ∂vf − ∂xψf ·C− χΦa,f − b
)
ϕd(t, z)
if k →∞. This means (ii) as ϕ was arbitrary.
Condition (iii): Finally, according to Mazur’s lemma, there exists some sequence
(f¯k)k∈N ⊂ H1(]0, T [×R6) such that f¯k → f in H1(]0, T [×R6) where for all k ∈ N,
f¯k is a convex combination of f1, ..., fk. This means f¯k(0) = f˚ and hence
‖f(0)− f˚‖L2 ≤ c ‖f − f¯k‖W 1,2(0,T ;L2) ≤ c ‖f − f¯k‖H1(]0,T [×R6) → 0, k →∞ .
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Consequently f is a strong solution but we still have to prove uniqueness. We assume
that there exists another strong solution f˜ and define d := f−f˜ . Then for all t ∈ [0, T ],
‖d(t)‖2L2 =
∫
d(t)2 dz = 2
t∫
0
∫
∂td(s) d(s) dzds
= 2
t∫
0
∫
−v · ∂xd(s) d(s)−A(s) · ∂vd(s) d(s)− (v ×B(s)) · ∂vd(s) d(s)
+ ∂xψd(s) ·C(s) d(s) + χΦa,d(s) d(s) dzds
= 2
t∫
0
∫
∂xψd(s) ·C(s) d(s) + χΦa,d(s) d(s) dzds
≤ c
t∫
0
‖d(s)‖2L2 ds
Hence ‖f(t) − f˜(t)‖2L2 = ‖d(t)‖2L2 = 0 for every t ∈ [0, T ] once again by Gronwall’s
lemma which proves (a).
To prove (b) we only have to approximate B. Therefore we choose some sequence
(Bk) ⊂ C([0, T ];C1,γ) such that
‖Bk −B‖L2(0,T ;C1,γ) → 0, k →∞ and ‖Bk‖L2(0,T ;C1,γ) ≤ 2‖B‖L2(0,T ;C1,γ), k ∈ N.
Then for any k ∈ N there exists a unique classical solution fk of the system (5.1) to the
coefficients a, f˚ , A, Bk and χ according to Proposition 24. Recall that for all t ∈ [0, T ],
supp fk(t) ⊂ B%(0) where % := ζ(r + 1) with r = max{r0, r2}. Again, let Zk denote
the solution of the characteristic system to A and Bk satisfying Zk(t, t, z) = z and in
the following the letter c denotes some generic positive constant depending only on T ,
r0, r2, ‖a‖C([0,T ];C1b ), ‖˚f‖C2b , ‖A‖C([0,T ];C1,γ), ‖B‖L2(0,T ;C1,γ) and ‖χ‖C1b . Now for all
s, t ∈ [0, T ] (where s ≤ t without loss of generality) and z ∈ B%(0),
∣∣∣
|Zk(s, t, z)− Zj(s, t, z)| ≤
t∫
s
c |Zk(τ)− Zj(τ)|+ |A(τ, Zk(τ))−A(τ, Zj(τ))|
+ c |Bk(τ, Zk(τ))−Bj(τ, Zj(τ))| dτ
≤
t∫
s
c (1 + ‖DxA(τ)‖∞ + ‖DxBk(τ)‖∞) |Zk(τ)− Zj(τ)| dτ
+ c
T∫
0
‖Bk(τ)−Bj(τ)‖∞ dτ
which implies that
‖Zk(s, t, ·)− Zj(s, t, ·)‖∞ ≤ c ‖Bk −Bj‖L2(0,T ;L∞).
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For any i ∈ {1, ..., 6} the difference of the i-th derivative can be bounded in the following
manner:
|∂ziZk(s)− ∂ziZj(s)| ≤
t∫
s
[
|∂ziVk(τ)− ∂ziVj(τ)|
+ |DxA(τ,Xk(τ))∂ziXk(τ)−DxA(τ,Xj(τ))∂ziXj(τ)|
+ |Vk(τ)− Vj(τ)| |DxBk(τ,Xk(τ)) ∂ziXk(τ)|
+ |∂ziVk(τ)− ∂ziVj(τ)| |Bk(τ,Xk(τ))|
+ c |DxBk(τ,Xk(τ))∂ziXk(τ)−DxBj(τ,Xj(τ))∂ziXj(τ)|
+ c |Bk(τ,Xk(τ))∂ziXk(τ)−Bj(τ,Xj(τ))∂ziXj(τ)|
]
dτ
≤
t∫
s
[
c (1 + ‖A(τ)‖C1,γ + ‖Bk(τ)‖C1,γ ) |∂ziZk(τ)− ∂ziZj(τ)|
+ c (1 + ‖A(τ)‖C1,γ + ‖Bk(τ)‖C1,γ ) ‖Zk(τ)− Zj(τ)‖γ∞
+ c ‖Bk(τ)−Bj(τ)‖C1b
]
dτ
≤
t∫
s
c (1 + ‖A(τ)‖C1,γ + ‖Bk(τ)‖C1,γ ) |∂ziZk(τ)− ∂ziZj(τ)| dτ
+ c ‖Bk −Bj‖γL2(0,T ;C1b )
for all s, t ∈ [0, T ] and z ∈ B%(0). Thus
‖∂zZk(s)− ∂zZj(s)‖L∞(Br(0)) ≤ c ‖Bk −Bj‖γL2(0,T ;C1b ) .
Now for all t ∈ [0, T ], z ∈ B%(0),
|fk(t, z)− fj(t, z)| ≤ ‖Df˚‖∞ |Zk(0, t, z)− Zj(0, t, z)|+
t∫
0
c ‖fk(τ)− fj(τ)‖∞ dτ
≤ c ‖Bk −Bj‖L2(0,T ;L∞) + c
t∫
0
‖fk(τ)− fj(τ)‖∞ dτ
and thus Gronwall’s lemma implies that
‖fk − fj‖L∞(0,T ;L∞) ≤ c ‖Bk −Bj‖L2(0,T ;L∞)
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Moreover for all t ∈ [0, T ], z ∈ Br(0),
|∂zfk(t, z)− ∂zfj(t, z)|
≤ ‖D2˚f‖∞|∂zZk(0, t, z)− ∂zZj(0, t, z)|+
t∫
0
c ‖∂zfk(τ)− ∂zfj(τ)‖∞ dτ
+
t∫
0
c ‖fk(τ)− fj(τ)‖∞ dτ
≤ c ‖Bk −Bj‖γL2(0,T ;C1b ) + c
t∫
0
‖∂zfk(τ)− ∂zfj(τ)‖∞ dτ
and consequently
‖∂zfk − ∂zfj‖L∞(0,T ;L∞) ≤ c ‖Bk −Bj‖γL2(0,T ;C1,γ).
Similar to (A.11) we can easily conclude that
‖∂tfk − ∂tfj‖L2(0,T ;Cb) ≤ c ‖Bk −Bj‖γL2(0,T ;C1,γ).
This means that (fk) is a Cauchy sequence in W 1,2(0, T ;Cb) ∩ C([0, T ];C1b ) and thus
it converges to some function f ∈ W 1,2(0, T ;Cb) ∩ C([0, T ];C1b (R6)) because of com-
pleteness. Note that for all t ∈ [0, T ], supp f(t) ⊂ Bζ(r+2). One can easily show that
f satisfies the system (5.1) almost everywhere and thus f is a strong solution due to
Definition 25.
Moreover, by the definition of convergence, we can find k ∈ N such that
‖f − fk‖W 1,2(0,T ;Cb) + ‖f − fk‖C(0,T ;C1b ) ≤ 1
and consequently
‖f‖W 1,2(0,T ;Cb) + ‖f‖C(0,T ;C1b )
≤ ‖f − fk‖W 1,2(0,T ;Cb) + ‖f − fk‖C(0,T ;C1b ) + ‖fk‖W 1,2(0,T ;Cb) + ‖fk‖C(0,T ;C1b )
≤ ‖f − fk‖W 1,2(0,T ;Cb) + ‖f − fk‖C(0,T ;C1b ) + c ‖fk‖C1b (]0,T [×R6)
≤ c.
as the sequence (fk) is bounded in C1b (]0, T [×R6) according to Proposition 24 and the
bound ‖Bk‖L2(0,T ;C1,γ) ≤ 2‖B‖L2(0,T ;C1,γ).
We will now assume that r1 = ζ(r0). As it has already been discussed in the comment
to Proposition 24 the values of fk
∣∣
Br0 (0)
do not depend on the choice of χ as long as
χ = 1 on Br1(0). As fk
∣∣
Br0 (0)
converges to f
∣∣
Br0 (0)
uniformely on [0, T ] × Br0(0) this
result holds true for f
∣∣
Br0 (0)
. 
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Proof of Theorem 31 Step 1 : Obviously the system (6.6) has a unique strong
solution gB in the sense of Corollary 26 (a). Unfortunately the coefficients do not satisfy
the stronger regularity conditions (5.11) of Corollary 26 (b) as the final value fB(T )−fd
is not in C2c (R6). However, because of linearity, it holds that gB = g˜B − hB where g˜B is
a solution of ∂tg˜ + v · ∂xg˜ − ∂xψfB · ∂vg˜ + (v ×B) · ∂vg˜ = ΦfB ,g˜ χg˜∣∣
t=T
= f(T )
and hB is a solution of∂th+ v · ∂xh− ∂xψfB · ∂vh+ (v ×B) · ∂vh = ΦfB ,h χh∣∣
t=T
= fd
Now the first system has a unique strong solution in the sense of Corollary 26 (a) and the
second one possesses a strong solution in the sense of Corollary 26 (b) since fd ∈ C2c (R6).
Indeed the solution g˜B is much more regular. As ΦfB ,fB = 0 one can easily see that fB
is a solution of the first system and thus, because of uniqueness, g˜B = fB. Consequently
gB = fB −hB ∈W 1,2(0, T ;Cb)∩C([0, T ];C1b ). Due to Corollary 26 (b) and Lemma 15,
the values that hB takes on BR(0) do not depend on the choice of χ. Of course fB does
not depend on χ either and hence gB
∣∣
BR(0)
does not depend on the choice of χ.
Step 2 : We will now prove the Hölder estimate. It suffices to establish the result for h.
as the result has already been proved for f. in Corollary 21. Therefore let B,H ∈ BK be
arbitrary and let C > 0 denote some generic constant depending only on f˚ , fd, T , K,
β and ‖χ‖C2b . According to Lemma 10 (d) there exist sequences (Bk), (Hk) ⊂ M such
that
‖Bk −B‖L2(0,T ;W 2,β) → 0, ‖Hk −H‖L2(0,T ;W 2,β) → 0, k →∞.
By Corollary 26 (b) the induced classical solutions hBk and hHk satisfy
hBk → hB, hHk → hH inW 1,2(0, T ;Cb) ∩ C([0, T ];C1b ),
‖hBk‖W 1,2(0,T ;Cb) + ‖hBk‖C([0,T ];C1b ) ≤ C and ‖hHk‖W 1,2(0,T ;Cb) + ‖hHk‖C([0,T ];C1b ) ≤ C.
Note that the constant C does not depend on k since ‖Bk‖L2(0,T,W 2,β) and ‖Hk‖L2(0,T,W 2,β)
are bounded by 2K. Also note that there exists some constant % > 0 depending only on
f˚ , fd, T,K and β (but not on k) such that supp hBk ⊂ B%(0) and supp hHk ⊂ B%(0).
As hBk and hHk are classical solutions they satisfy the implicit representation formula
(5.8). We also know from Lemma 16 and its proof (with % instead of R) that
‖fBk(t)− fHk(t)‖∞ ≤ C ‖Bk −Hk‖L2(0,T ;W 2,β) ,
‖DzfBk(t)−DzfHk(t)‖∞ ≤ C ‖Bk −Hk‖γL2(0,T ;W 2,β) ,
‖ZBk(t)− ZHk(t)‖L∞(B%(0)) ≤ C ‖Bk −Hk‖L2(0,T ;W 2,β)
‖DzZBk(t)−DzZHk(t)‖L∞(B%(0)) ≤ C ‖Bk −Hk‖γL2(0,T ;W 2,β)
for all t ∈ [0, T ].
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Together with Lemma 15 this yields
‖hBk(t)− hHk(t)‖L∞
≤ ‖fd‖C1b ‖ZBk(T, t, ·)− ZHk(T, t, ·)‖L∞(B%(0))
+
T∫
t
‖ΦfBk ,hBk (s, ZBk(s, t, ·))− ΦfHk ,hHk (s, ZHk(s, t, ·))‖L∞(B%(0)) ds
≤ C ‖Bk −Hk‖L2(0,T ;W 2,β)
+ C
T∫
t
‖hBk(s)‖L∞ ‖DzfBk(s)‖L∞ ‖ZBk(s)− ZHk(s)‖L∞(B%(0)) ds
+ C
T∫
t
‖hBk(s)‖L2 ‖∂vfBk(s)− ∂vfHk(s)‖L∞ ds
+ C
T∫
t
‖hBk(s)− hBk(s)‖L2 ‖∂vfHk(s)‖L∞ ds
≤ C ‖Bk −Hk‖γL2(0,T ;W 2,β) + C
T∫
t
‖hBk(s)− hBk(s)‖L2 ds
and hence ‖hBk − hHk‖C([0,T ];Cb) ≤ C ‖Bk −Hk‖γL2(0,T ;W 2,β). Furthermore,
‖∂zhBk(t)− ∂zhHk(t)‖L∞
≤ C ‖fd‖C2b ‖ZBk(T, t, ·)− ZHk(T, t, ·)‖W 1,∞(B%(0))
+ C
T∫
t
‖Φ′fBk ,hBk (s, ZBk(s))‖L∞ ‖ZBk(s)− ZHk(s)‖W 1,∞(B%(0)) ds
+ C
T∫
t
‖ΦfBk ,hBk (s, ZBk(s))‖L∞ ‖ZBk(s)− ZHk(s)‖W 1,∞(B%(0)) ds
+ C
T∫
t
‖Φ′fBk ,hBk (s, ZBk(s))− Φ
′
fHk ,hHk
(s, ZHk(s))‖L∞(B%(0)) ‖ZHk(s)‖W 1,∞(B%(0)) ds
+ C
T∫
t
‖ΦfBk ,hBk (s, ZBk(s))− ΦfHk ,hHk (s, ZHk(s))‖L∞(B%(0)) ‖ZHk(s)‖W 1,∞(B%(0)) ds
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≤ C ‖Bk −Hk‖γL2(0,T ;W 2,β)
+ C
T∫
t
‖hBk(s)‖W 1∞ ‖fBk(s)‖W 1∞ ‖ZBk(s)− ZHk(s)‖W 1,∞(B%(0)) ds
+ C
T∫
t
‖hBk(s)‖W 1,∞ ‖fBk(s)− fHk(s)‖W 1,∞ ‖ZHk(s)‖W 1,∞(B%(0)) ds
+ C
T∫
t
‖hBk(s)− hBk(s)‖W 1,∞ ‖fHk(s)‖W 1,∞ ‖ZHk(s)‖W 1,∞(B%(0)) ds
≤ C ‖Bk −Hk‖γL2(0,T ;W 2,β) + C
T∫
t
‖∂zhBk(s)− ∂zhBk(s)‖L2 ds
and consequently ‖∂zhBk(t)−∂zhHk‖C([0,T ];Cb) ≤ C ‖Bk−Hk‖γL2(0,T ;W 2,β) by Gronwall.
The difference of the t-derivatives can be bounded by
‖∂thBk(t)− ∂thHk(t)‖L∞
≤ % ‖∂xhBk(t)− ∂xhHk(t)‖L∞ + ‖∂xψfBk‖∞ ‖∂vhBk(t)− ∂vhHk(t)‖L∞
+ ‖∂xψfBk − ∂xψfHk‖∞ ‖∂vhHk(t)‖L∞ + % ‖Bk(t)‖∞ ‖∂vhBk(t)− ∂vhHk(t)‖L∞
+ % ‖Bk(t)−Hk(t)‖∞ ‖∂vhHk(t)‖L∞ + ‖ΦfBk ,hBk−hHk (t)‖L∞(B%(0))
+ ‖ΦfBk−fHk ,hHk (t)‖L∞(B%(0))
≤ C(1 + ‖Bk(t)‖∞) ‖Bk −Hk‖γL2(0,T ;W 2,β) + C ‖Bk(t)−Hk(t)‖W 2,β
from which we can conclude that ‖∂thBk − ∂thHk‖L2(0,T ;Cb) ≤ C ‖Bk −Hk‖γL2(0,T ;W 2,β).
In summary we have established that
‖hBk − hHk‖W 1,2(0,T ;Cb) + ‖hBk − hHk‖C([0,T ];C1b ) ≤ C ‖Bk −Hk‖
γ
L2(0,T ;W 2,β)
.
For k →∞ this directly yields
‖hB − hH‖W 1,2(0,T ;Cb) + ‖hB − hH‖C([0,T ];C1b ) ≤ C ‖B −H‖
γ
L2(0,T ;W 2,β)
.
and hence
‖gB − gH‖W 1,2(0,T ;Cb) + ‖gB − gH‖C([0,T ];C1b ) ≤ C ‖B −H‖
γ
L2(0,T ;W 2,β)
.
Step 3 : We must still prove that gB ∈ L∞(0, T ;H2). Since fB ∈ L∞(0, T ;H2) has
already been established in Theorem 19 it suffices to show that hB is twice weakly
differentiable with respect to z and D2zhB ∈ L∞(0, T ;L2). Recall that for any k ∈ N,
fBk ∈ C([0, T ];C2b ) according to Corollary 14 and hBk ∈ C([0, T ];C1b ) according to
Theorem 24. Thus for all i ∈ {1, 2, 3},
∂xi∂vifBk hBk + ∂vifBk ∂xihBk ∈ C([0, T ];Cb),
supp
[
∂xi∂vifBk hBk + ∂vifBk ∂xihBk
]
(t) ⊂ BR(0), for all t ∈ [0, T ].
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Thus by Lemma 6 and Proposition 8,
ψ(∂xi∂vifBk hBk+∂vifBk ∂xihBk ) ∈ C
(
[0, T ];C1b
) ∩ C([0, T ];H2(Br(0)))
and consequently
ΦfBk ,hBk =
3∑
i=1
∂xiψ∂vifBk ,hBk
=
3∑
i=1
ψ(∂xi∂vifBk hBk+∂vifBk ∂xihBk ) ∈ C
(
[0, T ];C1b
) ∩ C([0, T ];H2(Br(0))) ,
for any r > 0. Hence
ΦfBk ,hBk χ ∈ C
(
[0, T ];C1b
) ∩ C([0, T ];H2) (A.12)
since χ is compactly supported. We also know from Lemma 15 (which holds true with %
instead of R) that ZBk is twice continuously differentiable with respect to z and for all
s ∈ [0, T ], ∥∥[t 7→ ZBk(s, t, ·)]∥∥L∞(0,T ;H2(B%(0))) ≤ C .
Now recall the implicit representation formula (5.8) for hBk that is
hBk(t, z) = fd
(
ZBk(T, t, z)
)− T∫
t
[
ΦfBk ,hBk χ
](
s, ZBk(s, t, z)
)
ds (A.13)
for all (t, z) ∈ [0, T ] × R6. As fd ∈ C2c (R6) and ZBk(T, t, ·) ∈ C2(R6), the term
fd(ZBk(T, t, z)) is twice continuously differentiable with respect to z by chain rule. The
second term of the right-hand side of (A.13) is once continuously differentiable with
∂
∂zj
T∫
t
[
ΦfBk ,hBk χ
](
s, ZBk(s)
)
ds =
T∫
t
[
Φ′fBk ,hBk χ
](
s, ZBk(s)
) · ∂zjXBk(s) ds
+
T∫
t
[
ΦfBk ,hBk ∂zχ
](
s, ZBk(s)
) · ∂zjZBk(s) ds
(A.14)
Obviously the second summand on the right-hand side of (A.14) is once more continu-
ously differentiable. Moreover,
F := Φ′fBk ,hBk χ ∈ C
(
[0, T ];H1
)
and thus we can choose some sequence (Fm) ⊂ C([0, T ];C1b ) such that Fm → F in
C([0, T ];H1). As ZBk(s, t, ·) is a measure preserving C1-diffeomorphism according to
Lemma 11 it also holds that
‖Fm(s, ZBk(s, t, ·))− F (s, ZBk(s, t, ·))‖H1 = ‖Fm(s, ·)− F (s, ·)‖H1 → 0, m→∞
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uniformely in s ∈ [0, T ]. Consequently,
T∫
t
[
Φ′fBk ,hBk χ
](
s, ZBk(s)
) · ∂ziXBk(s) ds = limm→∞
T∫
t
Fm(s, ZBk(s)) · ∂ziXBk(s) ds
in L2(R6) and
∂
∂zi
T∫
t
Fm(s, ZBk(s)) · ∂zjXBk(s) ds =
T∫
t
[
DzFm(s, ZBk(s)) ∂ziZBk(s)
] · ∂zjXBk(s) ds
+
T∫
t
[
Fm(s, ZBk(s))
] · ∂zi∂zjXBk(s) ds
→
T∫
t
[
DzF (s, ZBk(s)) ∂ziZBk(s)
] · ∂zjXBk(s) ds
+
T∫
t
[
F (s, ZBk(s))
] · ∂zi∂zjXBk(s) ds
in L2(R6) if m → ∞ where DzF is the weak derivative of F . From this we can con-
clude that the right-hand side of (A.13) is twice weakly differentiable with respect to
z and hence the same holds for the left-hand side that is hBk . It also follows that the
weak partial derivatives can be computed by the chain rule formula (if necessary with
weak instead of classical derivatives). Thus for any i, j ∈ {1, 2, 3} the weak derivative
∂zi∂zjhBk can be bounded by
‖∂zi∂zjhBk(t)‖L2 ≤ C ‖fd‖C2b ‖ZBk(0, t, ·)‖H2(B%(0))
+ C
T∫
t
‖ΦfBk ,hBk (s)‖H2(B%(0)) ‖∂zZBk(s, t, ·)‖
2
L∞(B%(0)) ds
+ C
T∫
t
‖ΦfBk ,hBk (s)‖W 1,∞(B%(0)) ‖ZBk(s, t, ·)‖H2(B%(0)) ds
≤ C + C ‖ZBk(0, t, ·)‖H2(B%(0)) + C
T∫
0
‖ZBk(s, t, ·)‖H2(B%(0)) ds .
By (A.12) this finally yields
‖∂zi∂zjhBk‖2L∞(0,T ;L2) ≤ C .
This implies that (∂zi∂zjhBk) is converging with respect to the weak-*-topology on
[L1(0, T ;L2)]∗ = L∞(0, T ;L2) up to a subsequence. Because of uniqueness, the weak-*-
limit of the sequence (∂zi∂zjhBk) must be ∂zi∂zjhB and especially hB ∈ L∞(0, T ;H2).
This completes the proof. 
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