Seasonally persistent models were first introduced by Anděl (1986) and Gray et al. (1989) to extend autoregressive moving-average and fractionally differenced models and to encompass long-memory quasi-periodic behaviour. These models are, for certain ranges of parameters, stationary, and we prove here that the behaviour of the periodogram and other tapered estimators cannot be simply extended from the work of Kü nsch (1986) and Hurvich & Beltrao (1993) on long memory induced by a pole at the origin. We demonstrate that potentially large both positive and negative bias can be found from the same value of the long-memory parameter, and that the new distribution can be easily written down in the case of Gaussian processes. We also consider using both the cosine taper and the sine taper. The extended least squares estimator is also considered in this context. Some key words: Long memory; Periodicity; Periodogram; Seasonally persistent process.
I

1·1. Preamble
This paper is concerned with the properties of conventional estimators of the spectral density of time series in the presence of seasonal persistence, that is long-memory behaviour associated with spectral poles at frequencies away from zero. Much attention has been paid in the literature to properties of such estimators, and estimators for other process parameters, where persistence is associated with a pole at frequency zero. In this paper we demonstrate that, for seasonal processes, the usual spectral density estimators exhibit large-sample behaviour that is markedly different from that implied by the currently available theory.
Our main theoretical results examine the large-sample properties of conventional estimators in the neighbourhood of the spectral pole. We find that the most straightforward estimator of spectral density, the periodogram, has potentially large bias near to the spectral pole, and that more sophisticated estimators also have potentially problematic behaviour.
Our results have implications for likelihood-based estimation of the process parameters: in a pure likelihood or Bayesian analysis based on the Whittle likelihood (Whittle, 1957) , the likelihood contribution of periodogram values near spectral poles depends crucially on the nature of bias and variance in that frequency region. Approximations that do not reflect the true bias in the periodogram estimator may lead to biased estimators of the persistence parameter associated with that frequency.
1·2. ARMA, periodic and long-memory models Traditionally stationary time series are very often modelled as autoregressive movingaverage, , processes; see for example Beran (1994, p. 59) . Our analysis concentrates on the frequency domain; for time series X t , with lag-t-autocovariance sequence c t , the spectral density function of X t is defined as f (l)= ∑ 2 t=−2 c t cos (2plt).
The stationary and invertible  model spectral density f (l) is bounded and strictly positive for lµ[−1 2 , 1 2 ]. Since the stationarity property is mathematically convenient, and for some physical series very plausible,  models have naturally been extended to describe unbounded and null spectra for stationary series and there is considerable research interest in such models, as well as in semiparametric versions; see for example Beran (1993 Beran ( , 1994 , Beran et al. (1998) , Liseo et al. (2001) and Robinson (1995a, b) .
Simple stationary  models have autocovariance sequences that are absolutely summable, and exhibit short-range dependence. In this paper, we consider processes that have more slowly decaying autocovariance sequences that exhibit long-range dependence, or long-memory behaviour; see for example Beran (1993 Beran ( , 1994 . One class of long-memory models is characterised by a single pole in the spectral density at frequency l=0. As an extension of this class of long-memory models, Gray et al. (1989) introduced almost periodic seasonally persistent or generalised , , processes, where we may find unbounded or null spectra at any given frequency. Seasonally persistent processes have attracted considerable attention in many different areas (Ferrara & Guegan, 2001; Gençay et al., 2001; Ramachandran & Bhethanabotla, 2000; Lapsa, 1997) . Porter-Hudak (1990) uses a very similar modelling framework.
Here we consider semiparametric modelling of any stationary process with unbounded or null behaviour at any known nonzero frequency. The results are all formulated in terms of the location of the singularities, and we illustrate the potential pitfalls that occur when analysing series with seasonal persistence.
1·3. Spectral estimation
Spectral estimation is usually, explicitly or implicitly, based on the periodogram, that is the modulus of the discrete Fourier transform of the series. While a number of properties of the periodogram at the Fourier frequencies have been proved (Hannan, 1973) these also rely on the spectrum being bounded and nonnull, and so both Kü nsch (1986) and Hurvich & Baltrao (1993) developed the necessary methodology for calculating the largesample properties of the periodogram at the Fourier frequencies when there is a pole or null at zero frequency. Other work includes Robinson (1995a) and Swift (1998) . For example, one result is that the periodogram is no longer asymptotically unbiased.
The distribution of the periodogram values evaluated at the Fourier frequencies closest to the pole is of great significance, as, for example, the properties of any estimator of the Periodogram of seasonally persistent processes long-memory parameter will be highly dependent on it. For many years the behaviour of the periodogram at fixed frequencies was considered for large samples (Yajima, 1989) , and for the estimation of the spectrum at a fixed frequency lNl 0 , where l 0 indicates the location of a pole, these results are naturally very useful. However, we can always find an N 0 such that, for N>N 0 , there is a Fourier frequency closer to l 0 than to l; that is |l−l 0 |>1/N. When estimating, for example, the long-memory parameter, we will use the periodogram values of some of the closest Fourier frequencies to the pole; Kü nsch (1986) gives the distribution of the periodogram of the Fourier frequencies closest to l=0 for long-memory series, and this is of relevance to our results. Analogously to work for zerofrequency poles, we will also consider how the mean squared error of the least squares estimator of the long-memory parameter for a seasonally persistent process depends on the true value of the long-memory parameter, the sample size and the persistent frequency.
In light of the  construction, the behaviour of the periodogram at the Fourier frequencies when the spectrum is unbounded or null at frequencies other than zero is of considerable interest. This relates to well-documented evidence of the leakage of the periodogram for finite sample sizes, but with the difference that, for large N, bounded peaks would not be problematic, but unbounded peaks for the frequencies closest to the pole will present a problem whatever the value of N. However, apart from some asymptotic results of the maximum likelihood estimator of the parameters, see Giraitis et al. (2001) and an unpublished CREST-INSEE working paper by L. Ferrara and D. Guegan, no result has been proved concerning the actual properties of the periodogram at the Fourier frequencies of seasonally persistent processes near to unbounded peaks.
It would be natural to assume that Hurvich & Beltrao's (1993) work can be extended to this case. This is not so; the problem is now that we can no longer assume that the frequency with unbounded or null spectrum is a prescribed distance away from the closest Fourier frequency. Once the problem of defining the grid more carefully is considered, the technical method of Hurvich & Beltrao (1993) can be used to derive the new results; for full details, see an unpublished Imperial College London technical report by the present authors.
1·4. Motivating example
Before we develop the necessary theoretical framework, we consider a motivating example of the CO 2 data, collected monthly at Mauna Loa Observatory, Hawaii, which have been analysed by Woodward et al. (1998) . This dataset can be downloaded from http://home.cfl.rr.com/newsfreedom/maunaloa.co2.htm Following Woodward et al., we have taken second-order differences to remove the polynomial trend, and we observe a yearly seasonal component. This would indicate an unbounded spectrum at l 0 = 1 12 . We consider periodogram and sine-tapered estimation of the log spectral density. Table 1 illustrates that, as the Fourier grid is realigned by changing the number of observations included in the analysis, the decay of the log-periodogram varies dramatically. Table 1 also indicates that the untapered periodogram suffers badly from leakage, except when N=456, in which case the untapered periodogram suffers less than the sine taper. This is because for N=456 one of the Fourier frequencies is coincident with the inherent periodicity. Note that the log-periodogram has variance p2/6. 
1·5. Key issues The above example shows that for certain values of the sample size the periodogram at the Fourier frequencies can exhibit properties equivalent to tapered estimators, and will be approximately uncorrelated; this does not hold for tapered estimators. Naturally, from leakage considerations we would expect to do well when aligning the peak with the Fourier frequencies, but this paper aims to derive the bias properties for large N of the periodogram and other choices of tapered spectral estimators for a particular choice of Fourier frequency grid. We shall demonstrate that we are in a considerably worse case than in Hurvich & Beltrao (1993) , which corresponds to the optimal case, and that the bias can vary from substantially positive to substantially negative, depending on the distance between the Fourier grid and the seasonally persistent pole l 0 .
S  : T  
The simplest seasonally persistent model has a spectral density function
where d is the long-memory parameter and k=cos (2pl 0 ) gives the two singularities at l 0 and −l 0 , and combining several seasonally persistent factors and the usual  model, as suggested by Woodward et al. (1998) , leads to a general seasonally persistent -type model. We term this more general process a k-factor  model, which has k seasonal persistencies at l 0j =cos−1 (k j )/(2p), for j=1, . . . , k. The behaviour of the spectral density function near l 0j will be completely dominated by the local seasonally persistent process.
We now consider a more general case. Consider any second-order stationary process {X t } which has spectral density of the form
where f *(l), f **(l) and f †(l) are all bounded and nonzero at l=l 0 , l=−l 0 and l=±l 0 respectively. Note that the k-factor  processes are part of the model, as Periodogram of seasonally persistent processes near l=±l 0l we find that
and the proofs of the bias and variance of the periodogram given in § 4 can be extended, with additional splitting of the integration region to isolate the individual poles. The only restriction is for § 5, where non-obvious extensions are necessary when the sets of frequencies used for the estimation near the different poles overlap. For large N however this will necessarily not be a problem as k is assumed finite.
3. T The sidelobes associated with Féjer's kernel often lead to leakage. One popular method for removing this leakage is by tapering the time series with a filter. Commonly used tapers are the cosine and sine tapers, though, in terms of guarding against leakage, the discrete prolate spheroidal filters should really be used. Consider the use of an arbitrary taper w t , defined for t=0, . . . , N−1. Then we calculate the tapered version of the discrete Fourier transform and the tapered spectral estimator, namely
We shall in particular consider the cases of the cosine and sine tapers, namely
respectively, which lead to the cosine and sine tapered spectral estimators. As a reference we consider w t =1/√N, which corresponds to the rectangular taper, and the untapered periodogram. Other quantities of interest are
We note that, for any frequency l k ,
This will be used to derive the relevant theoretical results.
M   4·1. T he ordering of the Fourier frequencies
We first consider a reordering of the Fourier frequencies. The jth closest Fourier frequency to a pole at frequency l 0 N0 will be denoted by l j , where
Thus k(j) N is N times the Fourier frequency which is the jth closest to the pole. It follows that
Note that k(j) N µZ changes as N changes. The quantity |c j,N (l 0 )| is therefore N times the distance from the pole at l 0 to the jth closest Fourier frequency; c j,N (l 0 ) is a deterministic function of l 0 and N for each j, as shown in Fig. 1 , and it is clear that c 1,N (l 0 ) and c 2,N (l 0 ) have opposite signs, with
In order to derive the necessary results, we note that, for any given frequency l 0 ,
and that we will consider limits for fixed small j as N 2, so that j/N=O(1/N). This is central to our asymptotic results, and follows from the regular spacing of the grid of frequencies. We note in passing that there is no asymptotic limit to c j,N (l 0 ). We correspondingly relabel the discrete Fourier transform and the discrete cosine and sine transforms so that Z j =Z † k (j) N . We could have defined any grid containing O(N) frequencies which are regularly spaced and ordered according to their distances from the pole, and the results reported in this paper would be naturally extended; we could hypothetically redefine the grid in any manner we chose, as long as the distance between any two grid points is O(1/N). Note, however, that some grids will be less computationally efficient.
4·2. Approximating the relative bias of the periodogram estimator
As Hurvich & Beltrao (1993) have noted, the expected value of the normalised periodogram is a quantity of interest, because, while at any set frequency it asymptotically tends to 1, this is not the case for the Fourier frequencies closest to the pole. The expected value will then depend on the long-memory parameter d, N and l 0
, and so we define
This expression gives an indication of the large-sample relative bias L j,N,l 0 (d)−1. The results in this paper concern the expectations of products of the Fourier transform of the time series, tapered or not, at different Fourier frequencies. We either find this expectation to be asymptotically zero, or derive an approximate expression for large sample sizes. Using series expansions, we show that for d>0, the case of long memory, the large-sample Periodogram of seasonally persistent processes approximate expression for the expectation of the normalised periodogram has an error term bounded by, at worst, max {O(N−1/2−3/(2d)), O(N−1)}. We have found that, even for moderate sample sizes, the approximations perform well. Note however that we do not have stochastic convergence to this expectation because of well-known properties of the periodogram which is, in general, an inconsistent estimator; see for example Beran (1994, p. 79) .
The main technical results are presented in the following sections, and give results for the relative bias of tapered estimators of the periodogram at a frequency a distance c j,N (l 0 )/N away from pole l 0 as a function of the long-memory parameter d, for fixed large sample size N.
4·3. First-order properties T 1 ( for the periodogram). For a series from a periodic long-memory model as described by (2·1), for large N,
is an even function of c j,N (l 0 ). For bounds on the error term, see the proof.
See the Appendix for the proof.
T 2 ( for the periodogram). For a series from a periodic long-memory model as described by (2·1), denote the standardised covariance for Fourier frequencies j and k by
and, for large N,
T 3 ( for the sine taper estimator). For a series from a periodic long-memory model as described by (2·1) and the sine taper estimator, for large N and d>0,
For brevity the proof of this and the subsequent theorems have been omitted. For details in which these proofs vary from those of Theorems 1 and 2, see an unpublished Imperial College London technical report by the authors.
T 4 ( for the sine taper estimator). For a series from a periodic long-memory model as described by (2·1) and the sine taper estimator, for large N and d>0,
T 5 ( for the cosine taper estimator). For a series from a periodic long-memory model as described by (2·1) and the cosine taper estimator, for large N,
T 6 ( for the cosine taper estimator). For a series from a periodic long-memory model as described by (2·1) and the cosine taper estimator, for large N,
is the tapered discrete Fourier transform of process {X t }. For a series from a periodic long-memory model as described by (2·1) with l 0 N0, for large N,
1). Periodogram of seasonally persistent processes
Proof. We have shown that asymptotically
Therefore, for large N,
If A j and B j are Gaussian then, for l 0 N0, it follows that the periodogram is distributed as a scaled x2 2 ; that is
C 2. If the random variable Z k is complex Gaussian then, for large N,
Proof. If Z k is Gaussian, and noting it has mean zero, we can use Isserlis' theorem (Koopmans, 1974, p. 27 ) to find the covariance of the periodogram. Then
Hence, for large N,
This then gives the asymptotic covariance of the periodogram at the Fourier frequencies. Figure 2 shows the expected value of the untapered periodogram as given by (4·1) for different values of d and c=c j,N (l 0 ), defined by N times the distance between the pole and the jth Fourier coefficient. The plots illustrate that for small c we underestimate the spectrum when using the periodogram, a result that holds quite markedly even for a more conservative value of d=0·25. We obtain maxima between the minima at cµZ. The bias Fig. 2 . The expected value of the periodogram divided by the spectral density function for varying d and c, (a) for d<0, and (b) for d>0. We note that in both plots this is a monotonic function in |d|, with the bias increasing as |d| increases.
4·5. Discussion and examples
maxima are clearly of substantial magnitude, and so the value of c will be crucial to determining the behaviour of the periodogram. The inflation does become very large; for d=0·499 the inflation is over 200 in magnitude. Note that the bias is not monotonic in c, and increases with |d|.
For brevity the surfaces in d and c given by Theorems 3 and 5 have been omitted. In comparison to the periodogram, Fig. 2 , we no longer obtain the multiple maxima in the surface, but the tapering kills the sidelobe leakage. However, the filter is wider and so for c very small we could avoid, just as for the periodogram, the j=1 coefficient being badly biased because of alignment, but then the j=2 and j=3 coefficients suffer from large bias. For the periodogram, perfect alignment can in essence remove almost all bias, but will otherwise suffer more from the leakage caused by the multiple maxima. Simulation studies, reported in our technical report, confirm the theoretical results; for example, when we simulate a single Gegenbauer pole with d=0·45, varying the grid by changing N from 494 to 510 and 512 gives average normalised periodogram values for k=1 of 0·54, 4·7 and 1, which match the theory.
With the wider filters the covariance has a wider spread than the Féjer kernel mainlobe, and we no longer exactly remove all the correlation at a Fourier distance apart. It is clear that we need to redefine the grid to obtain approximately uncorrelated tapered spectral estimators.
T G-P-H 
The Geweke-Porter-Hudak estimator was introduced by Geweke & Porter-Hudak (1983) . For a comprehensive study see Beran (1994, Ch. 4 ) and the references therein. For a known l 0 , the extension to the seasonally persistent processes is fairly straightforward, and common practice. Consider now the mean squared error of the Geweke-PorterHudak estimator of the long-memory parameter, in a manner similar to Hurvich et al. (1998) . For additional references about the behaviour of the estimator of standard long memory, see Andrews & Guggenberger (2003) . Denote the extended Geweke-PorterHudak estimator by d @ , and the range of frequencies included in the estimation by J. By simple extension of the calculation carried out in Hurvich et al. (1998) , we find that the Periodogram of seasonally persistent processes bias is
where S FF =W J a2 j , a j =F j −F 9 and F j =log {4p|c j,N (l 0 )/N|}. Note here that we include the term depending on log { f *(l j )} in the bias specification. If we choose to let |J|=O(Na), where a<1, then using the smoothness of f *(.) we can in a manner similar to Hurvich et al. (1998) show that, uniformly over the frequencies used, asymptotically this term tends to zero. However the point of this section is not to investigate this behaviour, which is in all respect identical to that in previous work, but rather to consider the different behaviour of the estimator caused by the new frequency grid structure. Also, the variance is given by
Simulation results in our technical report confirm that realigning the grid substantially improves the estimation, when the location of the pole is known. For example, for a pole located at 0·33 with d=0·45, we find that the mean squared error is reduced to a third or a fifth of the original value by altering N from 514 to 506, using various suggestions for implementation, regarding the range of frequencies included, and semiparametric or fully parametric modelling.
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A
Proofs
Throughout the Appendix, C 1 , . . . , C 13 are constants that do not depend on N.
Proof of T heorem 1. We commence by noting that as the process is stationary we may write the expected value of the periodogram divided by the spectral density function as
where Féjer's kernel, in angular frequency, is
Consider now integrating over m, and let us consider m 2pl j . We immediately see that problems arise because Féjer's kernel will no longer render zero the bias introduced by the singularity at the Fourier frequencies unless l j is exactly situated on a pole. If l j =k(j) N /N is the jth closest Fourier frequency to the pole, then, as 0<d<0·5, instead of becoming very small, the integrand will become large, and we may expect bias. Define a by a=1 2 (0<d<0·5), 0<a<d+1 2 (−0·5<d<0).
Let us divide the integral up into several parts, as
We shall denote the integrals by J(1)
N and J(6) N , respectively. Apart from J(5) N these are zero for large N. We shall demonstrate the limit of J (2) N and J(6) N , while the others will follow, mutatis mutandis. We shall use, for fixed j,
We initially show that
as f **(l) is bounded. We note from above that the error term generated by this term for large finite N is bounded by O(N−3/2−d) for d>0 and by O(N−1−2d) for d<0. We have used Hurvich & Beltrao's (1993) choice of a=1 2 for d>0; if throughout the proof we use a=1 4 , we can later in the proofs bound the integrals better, and here obtain an error term bounded by O(N−5/4−3/(2d)).
If we let v=m−2pl 0 , then
Since we assume f *(.) is bounded above and away from 0 it suffices to show that
of seasonally persistent processes
Now the left-hand side is bounded by
for all sufficiently large N. We then find, for d>0, that 
Hence J(6) N tends to zero, though our bound here is possibly quite weak, the error term being at best O(N−1−2d).
Consider now the important part of the integral, J(5) N . We note that the jth closest Fourier frequency is |c j,N (l 0 )|/N away from l 0 . For large N,
This follows in a manner identical to that used by Hurvich & Beltrao (1993) which depends on Lebesgue's dominated convergence theorem. Since only J(5) N is asymptotically nonzero we find that, for large N,
sin2 {m/2−pc j,N (l 0 )} {m−2pc j,N (l 0
This becomes quite large for dj0·5, and is not approximately 1, which means that the periodogram can be highly biased. Note that the error term in this case is of the order O(N−(1+2d)(1−a)), which, for d>0, is O (N−(1/2+d) ), for a=1 2 , or max {O(N−1), O(N−3/4−3/(2d))}, for a=1 4 , and, at worst, for d<0, O(N−1/2(1/4−d2)); see our technical report for a derivation of this. % Proof of T heorem 2. Let us now consider
sin (Nm/2) sin (m/2) , P N (2pl)=exp{i(N−1)pl}.
Then, using the same split of the integral as previously, we investigate the part which contributes the majority of the value, namely 
This again is of order O(N−2d(1−a)−1), and so for d>0 this corresponds to O(N−d−1), for a=1 2 , and O(N−1−3/2d), for a=1 4 , while for d<0 it may be quite slow. The proof of the second part can again be written as an expression of the expected value of the normalised Fourier coefficients. It proceeds identically to the proof of Theorem 1 and is therefore omitted. %
