Empirical modelling and classification of surface electromyogram by Singh, V
  
Empirical Modelling and Classification of 
Surface Electromyogram 
 
 
A Thesis Submitted In Fulfilment of the Requirements for the  
Degree of  
Doctor of Philosophy 
 
By - 
Vijay Pal Singh 
B.Tech, Punjab Technical University, India  
M.Eng, RMIT University, Melbourne, Australia 
 
 
School of Electrical and Computer Engineering 
 
College of Science, Engineering and Health 
RMIT University 
March 2010 
Declaration 
 
 
I certify that except where due acknowledgement has been made, the work is 
that of the author alone; the work has not been submitted previously, in whole 
or in part, to qualify for any other academic award; the content of the thesis is 
the result of work which has been carried out since the official commencement 
date of the approved research program; and, any editorial work, paid or unpaid, 
carried out by a third party is acknowledged. 
 
 
Vijay Pal Singh 
25 January 2011 
ii 
 
 
 
 
 
 
 
 
 
 
Dedicated to my late father, whose vision and far sightedness has always kept me 
inspired during this work. 
iii 
 
 
Acknowledgement 
 
I sincerely thank my supervisor, Associate Professor Dinesh Kant Kumar, for the 
excellent guidance, motivation and wise words during this research work. I 
would also like to thank my friends and colleagues, especially Ganesh, Wai Chee, 
Shan and Bin Wang for the fun environment they provided me during my studies. 
I would like to extend my special thanks to Sridhar and Shu – Yen for proof 
reading my thesis chapters. 
Special thanks to my friend Tarun and his wife Manisha for providing the 
supportive environment, with whom I stayed during the final time of thesis 
writing. 
I would also like to acknowledge all who supported my work during all these 
years, especially who volunteered to be subjects in my experiments. 
In the last but not the least, I would like to thank my mother, brother and his 
wife for continuously supporting me and keeping my spirits high. A special thanks 
to my wife, Mohanjeet who has been very patient with me throughout and for 
her all love and care. 
 
Vijay Pal Singh 
iv 
 
Table of Contents 
Declaration ................................................................................................................i 
Acknowledgement .................................................................................................. iii 
Table of Contents .................................................................................................... iv 
List of Figures ........................................................................................................ viii 
List of Publications .................................................................................................. xi 
1. Introduction ..................................................................................................... 1 
1.1 Introduction .............................................................................................. 1 
1.2 Surface Electromyography Classification ................................................. 4 
1.3 Model of sEMG ......................................................................................... 6 
1.4 Research Definition .................................................................................. 7 
1.5 Structure of the Thesis ............................................................................. 9 
2. Current State of the Research ....................................................................... 10 
2.1 Introduction ............................................................................................ 10 
2.2 Review – Current Techniques in sEMG Classification ............................ 10 
2.2.1 Work of Hudgins et al. ..................................................................... 11 
2.2.2 Work of Englehart et al. .................................................................. 13 
2.2.3 Work of Nagata et al. ...................................................................... 15 
2.2.4 More recent works .......................................................................... 15 
2.3 Review – Current Research in sEMG Modelling ..................................... 20 
2.3.1 Work of Duchȇne ............................................................................ 21 
2.3.2 Work of Mesin et al ......................................................................... 24 
2.3.3 Work of Stoykov et al ...................................................................... 26 
2.3.4 Work by Others ............................................................................... 29 
v 
 
2.4 Summary ................................................................................................. 29 
3. Theory of Surface Electromyogram Generation, Processing and Feature 
Extraction .............................................................................................................. 31 
3.1 Introduction ............................................................................................ 31 
3.2 Muscle Structure and Generation of Surface Electromyogram (sEMG) 31 
3.2.1 The Generation of sEMG ................................................................. 32 
3.2.2 Classical sEMG Analysis Techniques ............................................... 38 
3.3 A Brief on Wavelet Theory ..................................................................... 42 
3.3.1 Definition of Wavelet Transform .................................................... 42 
3.3.2 Wavelet Properties ......................................................................... 43 
3.3.3 Regularity and Detection of Singularities ....................................... 46 
3.3.4 Discrete Wavelet Transform ........................................................... 48 
3.3.5 Comparison of CWT and DWT......................................................... 49 
3.4 Processing of sEMG by Using Wavelets ................................................. 50 
3.4.1 Decomposition of Surface Electromyogram ................................... 50 
3.4.2 Wavelet Decomposition of Surface Electromyogram ..................... 52 
3.4.3 Feature Extraction of sEMG with Wavelet Transform .................... 54 
3.4.4 Significance of Wavelet Maxima Selection ..................................... 59 
3.5 Classification of sEMG Features Using Support Vector Machines ......... 59 
3.5.1 Linear Separability of Data .............................................................. 60 
3.5.2 Non Separable Data ........................................................................ 62 
3.5.3 Nonlinear decision surface using kernel functions ......................... 63 
3.5.4 Multi Class SVM ............................................................................... 65 
3.6 Summary ................................................................................................. 66 
4. Theory ........................................................................................................... 68 
vi 
 
4.1 Introduction ............................................................................................ 68 
4.2 The Flexor Digitorum Superficialis (FDS) muscle .................................... 69 
4.3 Volume Conduction Model of Generation of sEMG .............................. 71 
4.4 Implementation of Volume conduction model to the surface 
electromyogram (sEMG) recorded from the FDS muscle ................................. 77 
4.4.1 Processing of sEMG produced by the flexion of different fingers at 
low level of contraction ................................................................................ 79 
    4.5     Summary...............................................................................................80 
5. Technique of Extracting Model Features from the Surface Electromyogram 
Based on Volume Conductor Model ..................................................................... 83 
5.1 Introduction ............................................................................................ 83 
5.2 The Method of Feature Extraction ......................................................... 84 
5.2.1 Decomposition of the signal ........................................................... 85 
5.2.2 Analysis of each frequency component: ......................................... 87 
5.2.3 Noise and background activity cancellation ................................... 88 
5.2.4 Peak Detection ................................................................................ 92 
     5.3     Summary...............................................................................................95 
6. The Performance Analysis of the Model Features ........................................ 96 
6.1 Introduction ............................................................................................ 96 
6.2 Identification of four finger flexions at low level contraction ............... 97 
6.2.1 Experimental Setup ......................................................................... 97 
6.2.2 Experimental Protocol..................................................................... 97 
6.3 Data Analysis .......................................................................................... 99 
6.3.1 Analysis of sEMG recorded from channel 1 – distal end of the Flexor 
Digitorum Superficialis (FDS) muscle ............................................................ 99 
vii 
 
6.3.2 Analysis of sEMG recorded from channel 2 – proximal end of the 
Flexor Digitorum Superficialis (FDS) muscle ............................................... 107 
6.4 Summary ............................................................................................... 112 
7. Discussion and Conclusions ......................................................................... 114 
7.1 Discussion ............................................................................................. 114 
7.2 Contributions of This Research ............................................................ 118 
7.3 Conclusions ........................................................................................... 118 
7.4 Future Studies....................................................................................... 119 
References ........................................................................................................... 121 
Appendix A .......................................................................................................... 134 
Appendix B..........................................................................................................161 
 
viii 
 
List of Figures 
 
Figure 1-1 Flight demonstration using EMG Bio-sleeve, Source (Extention of the 
Human Senses 2008) ............................................................................................... 2 
 
Figure 2-1 The block diagram of sEMG classifiers proposed by Hudgins ............. 12 
Figure 2-2 The stages comprising the classification problem (by Englehart, 2001)
 ............................................................................................................................... 14 
Figure 2-3 Surface multi electrode by Nagata et al .............................................. 15 
Figure 2-4 The DLR four-finger hand II controlled with EMG interface, exerting 
the right force to hold an egg, source (Castellini and Smagt 2009) ..................... 17 
Figure 2-5 Example of convolution steps of Duchȇne & Hogrel ........................... 23 
Figure 2-6 Five stage shortening discussed by Mesin et al ................................... 25 
Figure 2-7 Schematic cross section of the model by Stoykov et al ....................... 27 
Figure 2-8 Comparison of action potentials detected at the surface by Lowery et 
al. 2002  ................................................................................................................. 28 
 
Figure 3-1 Structure of the human muscle. Three muscle fibers connected to a 
motor unit. ............................................................................................................ 33 
Figure 3-2 Propagation of Action Potential in a muscle fibre, source (Gallant) ... 35 
Figure 3-3 MUAP detected by a needle electrode. Action Potential of muscle 
fibres closer to the indwelling electrode contributes the most to MUAP as 
compared to the one that are further. ................................................................. 36 
Figure 3-4 Motor Unit Action Potential Train (MUAPT) ....................................... 37 
Figure 3-5 sEMG as superposition of MUAPs ....................................................... 38 
Figure 3-6 sEMG of Vastus Lateralis muscle ......................................................... 39 
ix 
 
Figure 3-7 Dyadic time-frequency tile of orthogonal discrete wavelet transform, 
the wavelet coefficients (marked with dots) are the decomposition from multi-
resolution approximation ..................................................................................... 49 
Figure 3-8 Example of linearly separable data using SVM .................................... 62 
 
 
Figure 4-1 Location of Flexor Digitorum Superficialis (FDS) muscle in the forearm, 
Source (Human Anatomy Lab) .............................................................................. 69 
Figure 4-2 Detected location of motor units corresponding to different fingers in 
the FDS muscle, Source (Butler, Kilbreath, Gorman, & Gandevia, 2005) ............. 70 
Figure 4-3 A summary about FDS muscle, Source (Flexor Digitorum Superficialis - 
Wheeless' Textbook of Orthopaedics) .................................................................. 71 
Figure 4-4 Comparison of action potentials, Source (Lowery, Stoykov, Taflove, & 
Kuiken, 2002) ........................................................................................................ 73 
Figure 4-5 RMS value of surface potentials, Source (Lowery, Stoykov, Taflove, & 
Kuiken, 2002) ........................................................................................................ 73 
Figure 4-6 Amplitude spectrum median frequency of surface potentials, Source 
(Lowery, Stoykov, Taflove, & Kuiken, 2002) ......................................................... 74 
Figure 4-7 Three-layered cylindrical volume conductor configuration with 
eccentric source. Source (Blok, Stegeman, & Oosterom, 2002) ........................... 75 
 
 Figure 5-1 X – axis shows the frequency and y – axis shows the energy. It is 
observed that the signal has leakage of energy in the attenuated band in every 
frequency zone when quaderature filter consists of that of wavelet ‘db1’. ........ 85 
Figure 5-2 In this figure it is observed that the Gibbs effect is reduced when 
quaderature filter consists of reconstruction filters of ‘bi-orthogonal 3.3’ wavelet. 
Especially see the lower frequency bands. ........................................................... 86 
Figure 5-3 Scaling and Wavelet function of reconstruction filter of bior3.3 
wavelet .................................................................................................................. 87 
x 
 
Figure 5-4 the difference in the shape and magnitude of MUAP generated from 
motor units at different depths (Lee, Adam, & DeLuca, 2008) ............................ 88 
Figure 5-5 Process to empirically remove the background noise from the sEMG 
signal. .................................................................................................................... 90 
Figure 5-6 The background activity and the actual signal are comparable. ......... 91 
Figure 5-7 The top signal depicts the signal plus noise. See the noisy part also 
contains MUAP like transients. Signal below is de-noised that has improved signal 
to noise ratio, Source (Andrade, Nasuto, Kyberd, Sweeney-Reed, & Kanijn, 2006).
 ............................................................................................................................... 91 
Figure 5-8 From the criteria selected from Mallat's work .................................... 93 
Figure 5-9 The signal in corresponding frequency zone. It also indicates the 
transients those were rejected or accepted to be considered as MUAP. For 
example see the transients around sample number 600 those were rejected. .. 94 
Figure 5-10 Class 1 - Little finger, Class 2 - Ring finger, Class 3 - Middle finger, 
Class 4 - Index finger ............................................................................................. 94 
 
Figure 6-1 Placement of electrodes over the FDS muscle.. .................................. 97 
Figure 6-2 Different classes of finger flexion (a) class 1, (b) Class 2, (c) Class 3, (d) 
Class 4 .................................................................................................................... 98 
Figure 6-3 Scatter Plot of features extracted from the sEMG recorded at channel 
1 of Subject 2 ....................................................................................................... 100 
Figure 6-4 Scatter plot showing the features from all classes in all frequency 
zones ................................................................................................................... 107 
 
xi 
 
 
List of Publications 
 
Journal: 
1. Singh V, Kumar D and Polus B, “Strategies to identify changes in SEMG due to 
muscle fatigue during cycling”, Journal of Medical Engineering and Technology Vol. 
31, No. 2, 144 - 151, 2006. 
 
Conference: 
1. V. P. Singh and D. K. Kumar, "Classification of low-level finger contraction from 
single channel surface EMG," in 30th Annual International Conference of the IEEE 
Engineering in Medicine and Biology Society ,Vancouver, Canada, 2008, pp. 2900-
2903.  
2. Singh, V, Kumar, D, Polus, B, Fraser, S & Lo Guidice, S (2006), 'Changes in EMG 
during short duration supra maximal and long duration sub-maximal exercise: A 
comparative study', International Conference on Informatics in Control, Automation 
and Robotics and Second International Workshop on Bio-signal Processing and 
Classification, Setabul, Portugal.  
3. Singh, V, Kumar, D, Polus, B, Lo Guidice, S & Fraser, S (2006), 'Changes in SEMG 
during the long duration cycling exercise', 28th IEEE Engineering in Medicine and 
Biology Society (EMBS) Annual International Conference, A Dhawan et al. (ed.), 28th 
IEEE Engineering in Medicine and Biology Society Annual International Conference, 
New York.  
4. Singh, V. P., Kumar, D. K., Djuwari, D., Polus, B. I., Fraser, S. F., Hawley, J. A. and Lo 
Giudice, S. L., 2004, ‘Strategies to identify muscle fatigue from SEMG during cycling’, 
in Proceedings of the 2004 Intelligent Sensors, Sensor Networks and Information 
Processing Conference, M. Palaniswami (ed.), IEEE, Melbourne.  
5. Singh, V., Kumar, D., Cosic, I., Giudice, S. and Hawley, J. 2005, 'Strategies to identify 
changes in SEMG due to muscle fatigue during cycling', Proceedings of the 27th 
Annual International Conference of the IEEE Engineering in Medicine and Biology 
Society, 
6. Naik, G., Kumar, D., Palaniswami, M., Weghorn, H. & Singh, V. (2007). 'Improving 
Isometric Hand Gesture Identification for HCI based on Independent Component 
Analysis in Bio-Signal Processing' In Proceedings of ICEIS, PRIS International 
conference. 
xii 
 
7. Naik, G., Kumar, D., Singh, V., Palaniswami, M. & Weghorn, H. (2007). 'Real-time 
Hand gesture identification for Human Computer Interaction based on ICA of surface 
Electromyogram' In the proceedings of IADIS International Conference Interfaces and 
Human Computer Interaction. 
8. Naik, G, Kumar, D, Singh, V & Palaniswami, M (2006), 'Hand gestures for HCI using 
ICA of EMG', VisHCI2006: HCSNet Workshop on the Use of Vision in HCI, R Goecke et 
al. (ed.), VisHCI2006: HCSNet Workshop on the Use of Vision in HCI , Canberra.  
9. Naik, G, Kumar, D, Singh, V & Palaniswami, M (2006), 'SEMG for identifying hand 
gestures using ICA',  International Conference on Informatics in Control, Automation 
and Robotics and Second International Workshop on Bio-signal Processing and 
Classification, Setabul, Portugal 
10. Jemma, J., Hawley, J., Kumar, D., Singh, V. and Cosic, I. 2005, 'Endurance training of 
trained athletes: An electromyogram study', Proceedings of the 27th Annual 
International Conference of the IEEE Engineering in Medicine and Biology Society, 
  
1. Introduction
1.1 Introduction
Past few decades have seen rapid advancement in the computing technology. 
With this advancement the interaction between humans and computers has also 
increased,  as  computers  now  play  increasing  role  in  our  lives.  The  human  -  
computer  interface  to  date,  mainly  consists  of  switches  (e.g.  mice  and 
keyboards) and levers (joysticks). The limitation of this kind of interface is that it  
is in most cases limited to the able-bodied individuals and it is cumbersome over 
a  long  period  of  continuous  use.  However,  in  recent  years  the  vision  of  a  
seamless human – computer interface has been developed. It is envisaged that 
humans and machines would interact in the same way as humans interact with 
each other. The interface would be sensor based and these sensors would sense 
biological signals such as electromyogram (EMG) recorded from the surface of 
the skin, which is also known as surface electromyogram (sEMG). These sensed 
biosignals can be used to provide control signals for the machines or computers. 
One such development is being done by NASA (Flight demonstation shown in 
Chapter 1: Introduction
 
Figure 1-1 (Extention of the Human Senses 2008) ) where it is the vision that in 
future mice and the keyboard will  no longer be required for the input to the 
computer systems. However the problem of realising this potential of harnessing 
the control  properties  of  these signals  remains  in  the modelling  and pattern 
recognition (classification) of the bio-signals, including sEMG.
Figure 1-1 Flight demonstration using EMG Bio-sleeve, Source (Extention of the Human Senses 2008)
Electromyogram (EMG) is a bio - signal that is obtained from the superposition of 
motor unit action potential (MUAP) of many simultaneously active motor units  
(MU) present in the human skeletal muscles. Historically EMG was recorded by 
inserting needle (or wire) electrodes in the muscles (Basmajian & DeLuca); hence 
it is called intramuscular EMG. This method of recording has its own limitations 
such as: 
• It is difficult to obtain the correct signal because of difficulty in placing the 
needle or wire electrode to the desired position inside the muscle.
• The signal obtained by needle or wire electrodes is affected by large signal  
interference and has high sensitivity to the motion artefacts. The signal thus 
obtained  is  contaminated  with  low  frequency  motion  artefacts  and  high 
frequency noise. It becomes an added step in signal processing to de – noise  
the EMG signals to obtain any useful information.
2
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• This  highly  invasive  technique  of  collecting  EMG  using  wire  or  needle 
electrodes is painful.  This also involves the risk of infections. Collection of  
EMG  using  this  technique  has  restricted  the  studies  to  the  laboratory 
environment only and highly trained personnel are required to carry out the 
experiments and recording of the intramuscular EMG.
The use of surface electrodes has also been developed to collect the EMG from 
the surface of  the skin.  The signal  collected by  this  method is  called surface 
electromyogram  (sEMG).  This  is  becoming  a  method  of  choice  for  many 
researchers,  since  it  overcomes  most  of  the  limitations  posed  by  invasive 
collection techniques. For instance, surface electromyogram is not painful for the 
subjects  and  collection  of  a  good  signal  only  requires  correct  electrode 
placement and good skin preparation. It has also been established recently that 
sEMG in – fact enables certain type of analysis of component motor units (MUs) 
that is, otherwise not possible using intramuscular EMG. This can be done using 
recently developed technique using sEMG recorded in multiple locations over 
the skin surface (high – density sEMG) (Merletti, Holobar and Farina, Analysis of 
motor units  with high-density surface electromyography 2008). Merletti  et al. 
described a technique that enables the measure of muscle fibre properties that 
are  difficult  to  assess  with invasive  technology  (e.g.,  muscle  fibre  conduction 
velocity or location of innervation zones). These techniques may also increase 
the number of detectable motor units with respect to selective intramuscular 
EMG recordings.  In a similar work  (Dijk,  et al.  2008),  researchers used high – 
density sEMG recording to estimate the number of motor units from the sEMG 
recording. Surface EMG doesn’t restrict the experimentation to the laboratory 
conditions and with the advent of wireless systems it is even possible to collect 
sEMG in real time e.g. for the detection of sports injury and rehabilitation.
With  the  advancement  and  miniaturisation  of  computing  technology,  it  has 
become more feasible to apply the benefits of sEMG in the field of Human – 
Computer interface (HCI) or powered prosthesis.
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Although there are many advantages of sEMG as outlined above, processing of 
sEMG  has  some  challenges  as  well.  Surface  EMG  is  a  complex  and  non  – 
stationary signal that makes its analysis difficult. Since the signal is recorded from 
the surface of the skin; it lacks muscle selectivity. The sEMG signal is the result of  
the superposition of a large number of muscle activities and is contaminated by 
noises and artefacts. The body tissues between the muscle and the recording 
electrodes have a non-linear attenuation property that can influence the signal 
significantly (Merletti, et al. 2009). Due to the above-mentioned factors, careful 
recording and processing techniques are required to analyse the sEMG signal. 
In  the past,  clinicians  relied heavily  on their  expertise  to visually  analyse  the 
sEMG signals,  or  hearing them through a loud speaker.  These practises were 
successful in the diagnosis of many muscle disorders. However, visual methods 
cannot be used in the automatic signal  analysis such as the prosthetic device 
control.  With  the  help  of  sophisticated  computing  devices,  it  is  possible  to 
automate sEMG analysis. However, due to the existence of high noises and the 
non-stationary nature of the signal, developing reliable and robust algorithm for 
sEMG analysis is a challenge.
1.2 Surface Electromyography Classification
The  most  significant  stage  in  sEMG-based  device  control  system  is  to 
discriminate  (or  classify)  the  sEMG  signal  with  respect  to  different  body 
movements and postures (Jiang, Englehart and Parker 2009); (Lucas, et al. 2008). 
The process is generally known as sEMG classification. The sEMG classification 
process involves the process of extracting the signal  properties (features) and 
relating these signal properties to particular movement or posture of the body by 
mapping  them  in  feature  space  or  input  them  to  a  suitable  classifier  for 
classification.
4
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Classification  of  surface  EMG  is  the  basis  for  many  applications,  including 
prosthetic  control  and human computer interface.   Following are the area of 
research where sEMG as control signal has found its applicability:
• Human computer interface - Example: Control of pointing devices (Nagata, et 
al. 2007); (Chin, et al. 2008); (Costanza, et al. 2007); (Tsuji and Kaneko, 2000); 
(Nagata et al., 2005; Nagata and Magatani, 2004)
• Robotic and Prosthetic hand (Castellini and Smagt 2009); (Smith, et al. 2009); 
(Tenore, et al. 2009); (Jiang, Englehart and Parker 2009);(Momen et al., 2007; 
Osamu Fukuda, 2004)
• Clinical  applications  -  Example:  assessment  of  muscle  fatigue (Naik,  et  al. 
2009); (Elert, Karlsson and Gerdle 2008); (Dimitrov, et al. 2008); (Merletti et 
al., 2005) and low back pain (Rainoldi et al., 2005).
For all of the above listed applications it is necessary to classify the surface EMG 
to the relevant group by mapping the feature sets in the feature space. Broadly,  
these features are categorised into magnitude based, time – frequency based 
and spectral features. A strong relationship exists between magnitude based and 
spectral features of sEMG with the force of muscle contraction (Basmajian and 
De Luca, 1985; Cram et al., 1998).  Various analogous measures such as Mean of 
the Absolute Value (MAV), root mean square (RMS), integral of the signal, auto-
regression and wavelet coefficients have been used to classify the signal against 
the  desired  movement  and/  or  posture  (Christodoulou  and  Pattichis,  1999; 
Coatrieux et al., 1983; Englehart and Hudgins, 2003; Kumar and Pah, 2000; Ren 
et al., 2006);  (Lucas, et al. 2008);  (Khezri and Jahed 2009). The classification of 
these  features  has  been achieved by  using  a  variety  of  parametric  and non-
parametric  techniques,  ranging  from  Bayesian  statistical  classifiers;  neural 
networks (Kumar et al., 2001; Ren et al., 2006); (Tenore, et al. 2009); (Mahdi and 
Mehran  2007) and  a  predictive  approach  (Coatrieux  et  al.,  1983).  These 
techniques required multiple electrodes to achieve high classification rate. The 
5
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limb or joint movements that define different classes in these studies range over 
different variations of wrist, elbow and finger flexion.
Irrespective  of  the  processing  technique,  accurate  classification  of  sEMG  is 
central to its application in any field. In order to improve the reliability of the 
classification,  there  is  a  need  to  understand  the  mechanism  of  the  sEMG 
generation. This can be best understood by developing and simulating the sEMG 
model.
1.3 Model of sEMG
A model helps us to understand the underlying mechanism of the working of a 
system. This is done by varying a set of variables to manipulate the model so that  
the output of the model matches the output of the real system (Blok, Stegeman 
and Oosterom 2002).  Input variables in the model can be added or removed 
based on the hypothesis that forms the fundamental for the development of the 
model (Lowery, et al. 2002).
Researchers in the past have developed models of sEMG and many of them are 
based on the concept of volume conduction (Farina, Merletti and Enoka 2004) 
(Blok, Stegeman and Oosterom 2002) (Farina and Merletti 2001) (Lowery, et al.  
2002);  (Roeleveld, et al. 1997). These models had varying degree of complexity 
to suit different applications. Some of these models were able to closely simulate 
the  real  sEMG  signal.  These  volume  conduction  models  are  excellent  for 
understanding the mechanism of generation and simulation of sEMG. However 
these models may not be able to simulate the change in shape, length or the 
relative  movement  between  the  electrode  and  the  muscle  during  the 
contraction. Most of these models assume muscles to be cylindrical, but that is 
not the case in reality. Muscles are fusiform in shape. Even if those details are 
incorporated,  the model  tends to be more complex.  These limitations can be 
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overcome by empirically deriving the properties of the recorded sEMG and relate 
them to the underlying anatomy.
1.4 Research Definition
In the previous sections, major feature extraction and classification techniques 
developed to  classify  sEMG signal  have  been outlined.  These techniques use 
global  features  to  classify  sEMG,  such  as  RMS,  MAV,  zero  crossing,  Willison 
Amplitude, waveform length, wavelet coefficients or spectral features. In some 
cases excellent results have been achieved (Tenore, et al. 2009); (Jiang, Englehart 
and Parker 2009). However there is a limit to the amount of information that can 
be extracted from the global features of the sEMG (Farina, Merletti and Enoka 
2004).  Therefore  to  achieve  higher  classification  rate,  the  techniques  by 
researchers require higher number of electrodes. The limitation of the extent of 
information  that  can  be  extracted  from the  global  features  of  sEMG can  be 
overcome  by  decomposition  of  sEMG  into  its  constituents  and  extracting 
features from the components of the decomposed signal. Decomposition of the 
sEMG  signal  can  be  achieved  by  employing  existing  models  of  the  sEMG. 
Mathematical models are helpful to understand the mechanism of generation of 
sEMG. However, in real – time recording, there are numerous factors that affect 
the signal. Mesin et al.  (Mesin, Merletti and Rainoldi 2009) identified some of 
these factors such as, fibre inclination with respect to the skin surface and other 
geometrical  factors which,  vary from muscle to muscle and person to person 
(Farina, Cescon and Merletti,  Influence of anatomical  physical  and detection - 
system  parameters  on  surface  EMG  2002);  (Rainoldi,  et  al.  2000);  (Rainoldi, 
Melchiorri and Caruso, A method for positioning electrodes during surface EMG 
recordings in lower limb muscles 2004),  and for the same muscle, shortening 
(Schulte, et al. 2004) that can strongly affect the detected signal. For addressing 
these issues there is a need of empirically developed model that can take into 
account all these factors in the real time recording of the sEMG signal.
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Another  aspect  that  has  not  been  addressed  in  more  recently  developed 
techniques is to account for involuntary contraction or background activity and 
its effects on the sEMG signal. Background activity can have adverse effect on 
the signal - to - noise ratio of sEMG. This is especially more pronounced at low 
level of contraction that we see in the finer movements, such as finger flexion. 
Different  filter  techniques  are  suitable  if  we  know  about  the  type  of  noise 
present in the signal a priori. However, this is not so in the real – time recorded  
bio – signals such as, sEMG. This has also been shown that noise; background 
activity and crosstalk of muscles are not limited to only one spectral region of the 
signal  (Farina,  Merletti  and  Enoka 2004).  Therefore  it  is  desirable  to  remove 
these noise components adaptively during the signal processing step in order to 
obtain a signal that correctly represents the underlying muscle activity (Andrade, 
et al. 2006). 
The research reported in this  thesis  developed a new algorithm that  exploits 
existing models to decompose sEMG and extracts features to classify the signal 
at  a  very low level  of  contraction instead of  global  features  of  sEMG.  These  
features characterise and estimate the number of active motor units present in 
the surface electromyogram as in the technique developed in the model shown 
by N.D. Pah (Pah 2003).  The algorithm developed in this thesis also employs a 
technique to adaptively and empirically remove noise and background activity of 
the muscles from the signal. Therefore the main aims of the work presented in 
this thesis are:
• Development  of  empirical  model  of  surface  electromyogram  (sEMG) 
recorded from Flexor Digitorum Superficialis (FDS) muscle. This is done by 
extracting and mapping features in the features space based on the signal 
decomposition utilising volume conduction model of the sEMG. Mapping of 
the  features  in  the  feature  space  is  then  related  to  the  anatomy  of  the 
underlying muscle that is FDS.
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• Reduce the number of electrodes required to classify flexion of individual 
fingers. It will be shown that only one electrode placed on the FDS muscle is  
sufficient to achieve high classification rate.
• Show that the placement of electrode over FDS muscle does not affect the 
classification rate significantly.
This thesis reports the research conducted in which sEMG at the low level of 
contraction of the Flexor Digitorum Superficialis (FDS) muscle was recorded at 
two different  sites  when  digits  2  (index  finger)  to  digit  5  (little  finger)  were 
flexed. The two sites were considered separately, one at a time. This method 
establishes that only one electrode is required to classify four finger’s movement 
at  a very low level  of  force of  contraction,  making it  an attractive choice for 
developing finer controls in prosthesis or simplify human – computer interface 
systems. 
1.5 Structure of the Thesis
This  thesis  started  with  an  introduction  to  the  research  area  in  chapter  1.  
Chapter 2 will elaborate more on the knowledge base in this particular research 
area by outlining the work of key researchers of this field. Chapter 3 will cover  
the basic knowledge about the generation of surface Electromyogram (sEMG); 
basic concepts for the extraction of features from sEMG using the sEMG model  
and subsequent classification. Chapter 4 will present the detailed theory of the 
hypothesis proposed in this thesis.  Chapter 5 will  describe a step – by – step 
procedure involved in the proposed algorithm that records the signal, extracts 
the features and in the end classifies the signals. The experiments conducted and 
results  are  discussed  in  Chapter  6.  Chapter  7  will  discuss,  summarises  and 
concludes the research and followed by the proposal for the future work.
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2. Current State of the Research 
 
2.1 Introduction 
This chapter provides the review of the current state of the research that makes 
up the basis of the work reported in this thesis. This chapter is mainly divided in 
two parts. The first part reviews the classification techniques that have been 
developed for classifying sEMG while the second part details the currently 
developed models of the surface Electromyogram. 
 
2.2 Review – Current Techniques in sEMG Classification 
Classification of bio-signals, such as sEMG has been both desirable and an 
attractive option in recent years in order to provide input to various control 
systems, such as powered prosthesis or human - computer interface. The 
fundamental process in the architecture of these control systems is the 
classification of surface EMG signals into different classes. Many myoelectric 
control systems currently available are capable of controlling a single device in a 
prosthetic limb, such as a hand, an elbow, fingers or a wrist. These systems 
extract control information from the sEMG based on range of characterizing 
features of the signal such as an estimate of the amplitude (Dorcas and Scott 
1966), the rate of change of the sEMG (Childress 1969) or AR Modelling of sEMG 
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and fuzzy clustering (Karlik, Tokhi and Musa 2003). Some of the most prominent 
pieces of work that have paved the path of control systems using input from the 
sEMG signal will now be discussed. 
 
2.2.1 Work of Hudgins et al. 
Hudgins et al. (Hudgins, Parker and Scott 1993) developed a control scheme 
based upon a set of simple time domain statistics and a multilayer perceptron 
artificial neural network classifier, capable of classifying four types of upper limb 
motion from the (Myoelectric Signal) MES acquired from the biceps and triceps. 
This control scheme demonstrated greater discrimination ability than any other 
at that time and allowed a user to evoke control using muscular contractions 
that resemble those normally used to produce motion in an intact limb. Hudgins 
et al. used feed-forward neural network to classify sEMG based on five 
parameters extracted from the signal as shown in Figure 2-1. The parameters 
were the mean absolute value (MAV), the slope of MAV, the zero crossing, the 
slope sign change and the waveform length. The MAV is the mean of the 
rectified signal while the slope of MAV is the difference between the adjacent 
MAV. Zero crossing is the count of events when the amplitude of the signal 
crosses the zero line. The slope sign change is the number of times that the 
signal changes its phase. The waveform length is the cumulative length of the 
waveform over a time segment. The waveform length lo of a signal x (n) for n = 1 
to N is calculated as: 



N
n
o nxnxl
1
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The waveform length indicates the complexity of the waveform. 
The classifier was used to differentiate four different limb functions 
(movements): contraction of elbow flexor group, contraction of elbow extensor 
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group, medial rotation of humerus and lateral rotation of humerus. The sEMG 
was recorded at the initial stage of the contraction by a pair of bipolar electrodes 
located over the bicep brachii and triceps brachii group of muscles. The main 
disadvantage of Hudgings et al’s classification method is that it has a poor 
performance in the classification of sEMG when recorded during a sustained 
contraction. This lack of performance is caused by the inconsistence in the 
temporal structure of the sustained contraction due to the active modification of 
recruitment and firing pattern. Hudgins’s method is only successful when used to 
classify sEMG signals that were recorded during the initial stage of the 
contraction and was less successful in the steady state of contraction.  
 
Figure 2-1 The block diagram of sEMG classifiers proposed by Hudgins 
 
Other researchers (ElBasiouny, et al. 2003) also utilised techniques such as 
extracting the Energy, RMS, and Zero Crossings features from the EMG signal and 
then generating the appropriate control signal to the prosthesis for the required 
movement. ElBasiouny et al. recorded sEMG from biceps brachii and triceps 
brachii muscles and achieved an 80% classification rate. They reported high level 
of muscle crosstalk due to the presence of many large superficial muscles.  
Englehart et al. (Englehart, Hudgins and Parker 2001) were more successful to 
classify sEMG signal generated during steady state contraction. 
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2.2.2 Work of Englehart et al. 
Englehart et al. (Englehart, Hudgins, & Parker, 2001) described the use of a 
wavelet-based feature set, reduced in dimension by principal components 
analysis (Figure 2-2). In their work, it was shown that four channels of 
myoelectric data greatly improved the classification accuracy as compared to 
one or two channels using steady state sEMG signal. It has also been noted in 
their work that although some classifiers obviously perform better than others in 
classifying non – stationary signals like sEMG, it is actually the correct feature 
extraction technique which most dramatically affects the classification 
performance (K. Englehart, et al. 1999).  
Most of the early classification techniques were developed based on the 
statistical analysis of the signal properties (Hudgins, Parker and Scott 1993). 
There are few inherent limitations in the applicability of statistical classification 
techniques to classify sEMG signals. The statistical techniques are not reliable 
due to the non-stationary nature of the sEMG signal and the variability of signal’s 
properties between subjects. The statistical classification techniques also rely on 
fixed thresholding levels determined by manual inspection of the parameters. 
The fixed thresholding levels need to be adjusted to match the properties of 
signals of different subjects. The other disadvantage of statistical classification 
techniques is the sensitivity to the size of timeframe (Chan, et al. 2000) since 
most of the statistical parameters are calculated based on the average properties 
in a time frame.  
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Figure 2-2 The stages comprising the classification problem by Englehart, 2001 
 
The techniques discussed in above research work are easy to implement and are 
a good measure of the strength of muscle activity when there is a single active 
muscle that has high level of muscle activity. They have all used multiple 
electrodes to achieve high rates of classification.  However these measures are 
not reliable when the muscle activity is very small and when there are multiple 
muscles that are simultaneously active. To overcome this problem researchers 
have recently used multiple electrode sites for the collection of sEMG.  
Englehart & Hudgins, 2003 (Englehart and Hudgins, A Robust, Real-Time Control 
Scheme for Multifunction Myoelectric Control 2003) demonstrated that the use 
of four channels of electrodes placed on wrist flexors and extensors provides for 
continuous classification of sEMG. The feature set consisted of the time domain 
statistics namely, the number of zero crossings, the waveform length, the 
number of slope sign changes and the mean absolute value (MAV) in each 
analysis window. A feature set was computed on each of four channels and then 
concatenated to form a 16-dimensional feature vector. This feature vector was 
then provided to the classifier that in this system is a Linear Discriminant Analysis 
(LDA) classifier. Their work mostly concentrated on the response performance of 
the system in terms of analysis window length and the processing delay. 
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2.2.3 Work of Nagata et al. 
Nagata et.al (Nagata, et al., 2005) presented a classification method of hand 
movements using 96 channels matrix-type (16x6) of multi-channel surface EMG 
(Figure 2-3). The sEMG signal was recognized by canonical discriminant analysis. 
In order to recognize the EMG signal, the first three eigenvectors are chosen to 
form a discriminant space. And then Euclidean distance was applied to classify 
the EMG. They were able to achieve an overall classification rate of 80 % in real 
time. 
 
Figure 2-3 Surface multi electrode by Nagata et al 
 
2.2.4 More recent works 
Researchers (Tenore, et al. 2009); (F. Tenore, et al. 2007)in their recent work 
have investigated the effectiveness of different configurations of electrodes (19 
or 32) on the performance of the prosthetic control, both on able – bodied and 
transradial amputees.  They demonstrated that the technique developed by 
them was able to identify up to 12 finger gestures (included various flexion and 
extension). The features chosen for the implementations were; Mean of the 
Absolute Value (MAV), Variance; Waveform Length (WL), Willison Amplitude (W) 
and Multi – Layer Perceptron Artificial Neural Network (MLP – ANN) as classifier . 
The difference in the classification rate between able – bodied and amputees, if 
any, was not statistically significant.  In their more recent work (Smith, et al. 
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2009) they have developed more accurate technique using fewer electrodes 
(eight in total) to decode four different finger flexions. 
Similar work is done by Xiang et al. (Xiang, et al. 2009). They demonstrated that 
by using six electrodes in similar configuration as Tenore et al., they were able to 
identify 6 – 8 classes of hand gestures with accuracy ranging 81.3 % for cross – 
user experimentation to 97.4 % for the same – user experimentation. Classes 
included different variations of wrist flexion and extension and finger extension. 
They implemented the MAV and fourth – order autoregressive (AR) model 
coefficients as feature sets and Linear Bayes Normal Classifier. 
Khezri and Jahed (Khezri and Jahed 2009); (Khezri and Jahed, Real-time 
intelligent pattern recognition algorithm for surface EMG signals 
2007)demonstrated the use of four electrodes on four different muscles of the 
forearm. They classified eight and six classes (involving different wrist, palm and 
finger movements) respectively in their two works. The features were mix of the 
time domain features that include MAV, MAV slope, ZC, Willison amplitude, 
slope sign change and AR model coefficients, and Time frequency features such 
as short time Fourier transform (STFT), Wavelet Transform (WT) and Wavelet 
Packet Transform (WPT). The feature space dimension reduction was done by 
using Principle Component Analysis (PCA). They tested two different classifiers 
namely ANN and fuzzy inference system (FIS). They reported FIS gave better 
result for their set of features. 
Naik et al. (Naik, Kumar and Arjunan 2009) demonstrated using entirely different 
technique of source separation using Independent Component Analysis (ICA). 
Four channel of sEMG recording was used and classification rate of about 96% 
was achieved for low level of finger contraction related to four classes. 
It is noted that researchers so far have demonstrated the ability of their 
classification models to a varying degree of success that can classify the 
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movement of different arm, hand and finger components of a varying degree of 
freedom (DOF). Nakano et al. (Nakano, et al. 2009) and Castellini and Smagt 
(Castellini and Smagt 2009) however successfully demonstrated the use of sEMG 
as control signal for both, the classification of the movement and regression of 
the force. Castellini et al. utilized ten electrodes placed on the forearm and 
classified four classes. They showed that machine learning, together with 
downsampling algorithm, can be effectively used to control on – line, in real 
time, finger position as well as finger force of highly dextrous robotic hand.  
 
 
Figure 2-4 The DLR four-finger hand II controlled with EMG interface, exerting the right force to hold an 
egg, source (Castellini and Smagt 2009) 
 
They identified four main factors that may affect the performance of their 
system. These were; Inter – subject variability, Arm posture, Electrode 
displacement and muscle fatigue. The inter – subject variability was addressed by 
working on a single subject. Arm posture and electrode displacement were 
controlled in the experimental protocol. Effect of muscle fatigue was accounted 
for by recording large set of data where the subject would have eventually 
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fatigued. They tested the performance of three different classifiers, namely, Feed 
Forward artificial neural networks, Support Vector Machines, Locally Weighted 
Projection Regression. The average classification from all three classifiers was 
reported to be about 90%. In their recent work Staudenmann et al. 
(Staudenmann, et al. 2010) have investigated on various issues that affect the 
estimation of force from the surface EMG. 
In their other work (Castellini, Fiorilla and Sandini, Multi-subject/daily-life activity 
EMG-based control of mechanical hands 2009) described their technique on 10 
subjects with three class of grasp being studied in both, controlled, still – arm 
phase and in daily life activity, free – arm phase. Up to 97% accuracy in 
classification was reported. 
All above techniques have used time based features. Time – frequency features 
were used in some of the works but, they were used in conjunction with time – 
based features. MUAPs, that are building blocks of sEMG are self repeating, 
compact support waveforms. For this reason processing of sEMG using sine 
bases is not usefull, since sine bases are not compactly supported. Wavelets 
however, have compactly supported bases and therefore have previously been 
used to extract features (K. Englehart, B. Hudgins and P. A. Parker, et al. 1999).  
Recently Lucas et al. (Lucas, et al. 2008)have investigated the use of discrete 
wavelet transform using different mother wavelets. Different wavelets such as 
standard Daubechies wavelet and optimized wavelet derived from the individual 
signal were investigated. The classification error was reported to reduce when 
optimized wavelet was used.  The use of global time domain features of sEMG 
puts limitation to the amount of information that can be extracted. Surface EMG 
essentially is the summation of motor unit action potential (MUAP) trains 
(Merletti and Parker 2004) present in the detection range of the surface 
electrode. This interference is in many cases is from the muscles whose function 
is neither synergist to the muscle under consideration nor similar in any way. 
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Therefore often large number of electrodes is required to increase the 
classification accuracy. In some instances the increase in the number of 
recording electrodes may not bring corresponding increase in performance. This 
is demonstrated in (F. Tenore, et al. 2007). This problem has been addressed by 
the work of Naik et al.  (Naik, Kumar and Arjunan 2009) where they have shown 
the separation of muscle activities using ICA.  
The amount of information that can be extracted from global sEMG remains 
limited. This limitation on the amount of information that can be extracted from 
the surface EMG can be ameliorated by considering the model of sEMG. Jiang et 
al. (Jiang, Englehart and Parker 2009) have reported the use of Generative Model 
of sEMG to extract neural control information from the sEMG in order to drive 
multiple – DOF prostheses. They have argued that the natural movements of 
limbs are continuous, but only a limited number of patterns are possible for a 
classifier. In other words, using classifier systems described above, only a 
discrete approximation of otherwise continuous natural movement can be 
achieved. The continuity could be achieved by increasing the number of classes 
or patterns that may be identified. This however would increase the complexity 
of the models and also at the same time, classification accuracy would decrease. 
Another limitation that Jiang et al. have identified is that classifiers output, 
output classes one at a time, making pattern recognition system a sequential 
control system. However, natural limb movements are simultaneous activation 
of multiple - DOF. To address these issues they have presented a generative 
model of sEMG. 
In all of the above approaches by major researchers, it is noted that most of 
them have focused on the global features of the sEMG signal. Global features of 
the sEMG such as RMS or “zero crossing” are useful if there is no significant 
muscle crosstalk (Farina, Merletti and Enoka 2004). These methods also required 
multiple electrodes in order to increase the classification accuracy of the sEMG 
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signal. This often results in the computational complexities of the system. As an 
example few of the techniques above needed up to 16 features to classify 
different movements. The movements classified were of coarse nature that 
includes classification of different variations of elbow and wrist flexion. 
Many researchers have worked to decompose the sEMG signal into constituent 
MUAPs (Kleine, et al. 2007); (Sandbring and Culcea 2007); (Zhou, et al. 2001). 
Their technique is based on the template (or MUAP shape) matching. The 
accuracy of this technique could however significantly reduce if an MUAP of new 
shape is recorded whose template is not already available. 
As demonstrated by Jiang et al. (Jiang, Englehart and Parker 2009), the problems 
identified in the classification techniques so far could be significantly ameliorated 
if the model of sEMG generation is incorporated. The sEMG decomposition and 
feature extraction technique using sEMG model would benefit from the 
mechanism that is the basis of generation and recording of the sEMG signal. 
Therefore, it forms the basis of this research to incorporate those models and 
extract features that can better represent classes of the sEMG signals recorded 
in real time. Next section details on current state of research in the modelling of 
sEMG. 
 
2.3 Review – Current Research in sEMG Modelling 
The question of modelling and simulation of sEMG signals has been widely 
approached by many research groups for different purposes (Duchȇne and 
Hogrel 2000); (Mesin, et al. 2006). Their aim is, generally, to better understand 
the relationships between internal physical, biological or physiological 
characteristics and external parameters extracted from signal recordings.  
Stashuk (Stashuk 1993) classified the various contributions into four groups 
depending on the simulation model: 
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 purely mathematical representations, 
 analytical estimates of motor unit action potentials (MUAP’s) associated with 
simulated firing rates,  
 real MUAP shapes combined with simulated firing rates and  
 precise determinations of individual MUAP shapes based on specific 
configurations. 
 
2.3.1 Work of Duchȇne 
Duchȇne’s work (Duchȇne and Hogrel 2000) mainly focused on the development 
of algorithms designed for muscle fibre conduction velocity (MFCV) distribution 
estimation. Following are the major factors they Duchȇne & Hogrel considered in 
their work: 
Physiological Factors: 
 Number of motor units (MU’s) and fibres within each of them. 
 Fibre diameter distribution. This will be strongly correlated with single fibre 
CV. 
 Spatial distribution of fibres and MU within the muscle. Distance between 
fibre and recording site highly modifies the resulting action potential 
amplitude. 
 Finite length of the fibres. This creates “not propagated” activities which 
greatly disturbs the CV estimation. 
 Experimental Factors: 
 Spatial configuration and localization of the electrodes. 
 Sampling frequency. 
 Stationary conditions (signal duration). 
 Signal-to-noise ratio (SNR). 
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The same algorithm provided the user with simulation capabilities in both 
voluntary and elicited contractions, constant or variable CV conditions, and 
intracellular potential length definable either in time or in space. Analytical 
modelling has been commonly used and documented. The most known human 
analytical model is based on the experimental works of Ludin (Ludin, 1968; 1969) 
on the intercostal muscle. Initially intracellular potential has been 
mathematically formulated by Rosenfalk  (Rosenfalck, 1969) as  
 
with ɡ in mV and z in mm. It was later modified from  to   by 
Nandedkar & Stålberg, 1983 and that led to the following equation: 
 
Intracellular potential was computed and given by: 
 
With  and z and y are axial and radial directions. 
The part 
 
is known as weighting function (Stashuk, 1993)  
V2 (compensation at the endplate) and V3 (compensation at the tendon) are 
calculated by calculating the discrete integral of  and multiplying it by 
W(0,z0,y0) and W(NT ,z0,y0) respectively.  Computation of final extracellular 
potential is given by: 
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Figure 2-5 summarises the successive steps of generation of extracellular 
potential. 
While this is a sophisticated model of extracellular potential Duchȇne & Hogrel 
had some serious drawbacks. Their model had the following exclusions that are 
critical when considering simulation of recorded sEMG, these are: 
 No consideration to the firing rate. 
 Lack of multi – layer modelling. 
 Electrode shape 
 Signal conditioning and filtering. 
Other researchers have tried to overcome these drawbacks in their research; this 
is to be discussed in detail later in this section.  
 
Figure 2-5 Example of convolution steps of Duchȇne & Hogrel 
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2.3.2 Work of Mesin et al 
Mesin et al. (2006) presented a model of surface EMG that simulated the signal 
at different degrees of muscle shortening. Mesin’s work is important because the 
detected surface EMG signal included the factors such as the geometrical 
modification of the muscle due to fibre shortening, when the joint angle 
changes. With decreasing muscle length, fibre diameter increases, thus the 
shape of the muscle and the direction of the fibres change. This determines 
variations both in the geometry and conductivity tensor of the volume 
conductor. 
The model described was used to generate single fibre action potentials and 
interference surface EMG signals on the muscle surface at five stages of 
shortening as depicted by Figure 2-6. Mesin modelled the biceps brachii muscle. 
Relative shift of the muscle fibres with respect to the skin surface may occur 
when the joint angle changes (Rainoldi, et al. 2000). This effect was, however, 
not considered in the representative simulations shown in Figure 2-6, the focus 
was only on the effects of muscle shortening. Action potential shape changed 
with shortening due to the modification in muscle geometry and in the 
orientation of the muscle fibres. The homogeneous and inhomogeneous 
descriptions of the conductivity tensors lead to a different effect on the 
generated action potentials. 
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Figure 2-6 Five stage shortening discussed by Mesin et al 
 
Mesin’s model provided a more accurate description of the volume conductor 
with respect to past approaches (Farina & Merletti, 2001) when the muscle 
shortens. In particular, the variation in conductivity tensor due to the variation in 
geometry is accounted in the present approach. A few limitations of the model 
among others are as follow: 
 The source is described as a current tri-pole while previous non-space-
invariant models had no limitations in the shape of the intracellular action 
potential (Dimitrov & Dimitrova, 1998; Farina & Merletti, 2001). 
 It is assumed that the tendon radius does not change with shortening also 
underlines that the fibre diameter should change in a different way along the 
fibre path, which should result in a non-constant conduction velocity during 
propagation. 
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 Only the muscle tissue has been included in the results shown while previous 
models have indicated the importance of subcutaneous layers in the 
properties of the surface detected action potentials (Farina & Merletti, 2001). 
 No account for the electrode – skin surface interface is given in this model.  
Therefore it can be seen that Mesin’s work partially addressed the problem of 
change in muscle fibre shape by addressing the effect of shortening of muscle 
fibres only and has omitted many other important factors such as effect of fat 
and skin layer, skin electrode interface and limitation of shape of current tripole 
as discussed above. For this reason this model falls short of simulating sEMG 
close to the real recorded surface EMG. 
 
2.3.3 Work of Stoykov et al 
Stoykov et al (Stoykov, Lowery and Kuiken 2005)took a different approach by 
modelling the effect of muscle insulation and shielding on the surface EMG. They 
proposed the muscle insulation and shielding in order to eliminate or reduce the 
muscle crosstalk to a minimum level. This approach was particularly useful to 
understand the behavior pattern of different muscles clearly without 
contamination of individual signals due to crosstalk. They proposed that 
recording from an isolated flexor carpi radialis and extensor carpi radialis could 
provide control of wrist flexion and extension. They also proposed that it may be 
possible to isolate some of the hand flexors and extensors to control finger and 
thumb motion. 
Additionally they also proposed that insulation and shielding may also be 
applicable in higher level amputations if combined with the concept of 
neuromuscular reorganization (Hoffer and Loeb 1980); (Kuiken, et al. 2001). 
Grafting the residual nerves of high-level amputees to muscles in or near the 
residual limb could produce additional EMG control signals that are 
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physiologically appropriate to the control task. Insulating or shielding these 
nerve-muscle grafts may help to isolate surface EMG signals for improved 
myoelectric prosthesis control. 
They modelled the residual limb using concentric cylinders to delineate the bone, 
the muscle, the fat, and the skin. The radius of the bone was kept to 5 mm, and 
the radius of the muscle tissue was kept to 40 mm; the thickness of the fat layer 
was kept to 9 mm, and the thickness of the skin layer was kept to 1.3 mm. Thus, 
the total radius of the model with fat was 50.3 mm. They also proposed a model 
without fat layer hence the total radius of the model without fat was 41.3 mm. 
Spherical open boundary conditions were applied to both sides of the model to 
simulate a volume conductor of infinite length. They considered a single small 
muscle and assessed the crosstalk by observing the calculated signal around the 
limb. To create the geometry of the small muscle, they intersected the cylinder 
representing the total muscle tissue with a cylinder of radius 10 mm centred at 
the outer surface of the total muscle tissue, as shown in Figure 2-7 below. 
 
Figure 2-7 Schematic cross section of the model by Stoykov et al 
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In the end they concluded that both insulating and shielding a muscle can 
effectively reduce crosstalk and increase surface EMG signal independence. With 
proper insulation and shielding they found that the propagating part of the 
action potential thus obtained was very similar to the one in their previously 
developed models (Lowery, et al. 2002) in which muscle was considered to be 
standing alone and no interference from other muscles was modelled. The action 
potential thus obtained is depicted in Figure 2-8 below. 
The model proposed by Stoykov et al. provided a very clear understanding on 
how interference and crosstalk from the adjacent muscles can seriously 
deteriorate the performance of systems employing multifunctional prosthetic 
control. By insulating and shielding the muscles of interest we can achieve better 
command signals for the control of such prosthetics. The system of Stoykov et al. 
however had serious limitations. The single largest limitation is the requirement 
of surgically operating the residual limb of the amputee to segregate the muscles 
(or nerves) of interest. This procedure is expensive, time consuming and 
inconvenient and hence might not be practical in many situations. 
 
Figure 2-8 Comparison of action potentials detected at the surface by Lowery et al. 2002 
 
Chapter 2: Current State of the Research 
29 
 
2.3.4 Work by Others 
Others researchers (Merletti, Conte, et al. 1999) (Merletti, Roy, et al. 1999) 
(Mesin, et al. 2006) (Blok, Stegeman and Oosterom 2002) (Roeleveld, et al. 
1997); (Lowery, et al. 2002) have mathematically described and developed the 
model of generation of sEMG by the superposition of propagating MUAPs from 
the tissues that are modelled as a conducting medium (volume conductors). The 
accuracy of these models has dramatically increased in more recent researches 
with the increase complexities and boundary conditions. The development of the 
model of generation of sEMG started with the incorporation of only the muscle 
tissue and its conductive properties. However in later developments fat tissue 
layer and skin tissue layer has also been included. Simpler boundary conditions 
that assume volume conductor as infinite element have now been replaced with 
more stringent finite element conditions. By assuming volume conductor as 
finite element, the termination of the travelling action potential at the tendon 
region is also being modelled. These models would be discussed in greater detail 
in chapter 4. 
 
2.4 Summary 
In this chapter we have discussed various classification techniques that have 
been developed by major researchers in the field of bio-signal processing. Until 
recently researchers have attempted to extract global features of the sEMG. 
These features have been successful to classify different class of motion. 
However they required large number of electrodes, number ranging from four to 
96. The movement these techniques were able to classify variations of finger, 
wrist and elbow flexion.  
The limitations of the use of global features and the extent of extractable 
information can be overcome by decomposing sEMG. Researchers have 
developed techniques to decompose or identify component motor unit action 
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potential (MUAP) from the sEMG. However most of the successful techniques 
have relied on the template or shape matching. This technique produces 
excellent results if we already have the template of the detected MUAP. The 
quality of detection increases to some extent with the increase in the template 
bank. However this technique has some serious limitations. The MUAP 
identification is seriously hampered if a new shape MUAP is identified or some 
distortion is introduced to the shape of an existing MUAP. Surface 
electromyogram is inherently non – stationary and is also a random signal. For 
this reason it may become cumbersome and an inefficient way of storing 
recording and matching of new MUAPs with ever increasing template bank. 
Other researchers have developed more sophisticated models of sEMG 
generation by modelling the muscle tissue as a conducting medium (volume 
conductor). The simulation results have been reported to be increasingly similar 
to sEMG recorded in real time. These models are discussed in greater details in 
chapter 4. Chapter 4 would also present the development of the theoretical 
concept of novel feature extraction technique studied in this thesis. 
 In the next chapter, chapter 3 the theory of generation of sEMG is discussed. A 
brief about wavelet theory and its implementation as a sEMG processing 
technique is also discussed. Basics of the classifier used for classification is also 
discussed in the next chapter. 
 
  
 
 
 
3. Theory of Surface 
Electromyogram Generation, 
Processing and Feature 
Extraction 
 
3.1 Introduction 
In this chapter, the mechanism of the generation of the surface electomyogram 
(sEMG) is discussed followed by a discussion about wavelet theory. The 
discussion will establish the basis of suitability of wavelets for the processing of 
the sEMG. The application of wavelets to process sEMG signals and feature 
extraction is demonstrated. Finally we would briefly discuss about the classifiers 
used later in this work to classify the features extracted from the sEMG signal. 
 
3.2 Muscle Structure and Generation of Surface Electromyogram 
(sEMG) 
Surface electromyography (sEMG) is the recording of the muscle’s electrical 
activity from the surface of the skin. The signal contains the information that is 
related to the anatomy and physiology of the muscle. In clinical application, the 
signal is used for the diagnosis of neuro-muscular disease or disorder. The other 
Chapter 3: Theory of Surface Electromyogram Generation, Processing and 
Feature Extraction 
 
 
32 
 
application of sEMG is for device control application where the signal is used for 
controlling devices such as prosthetic devices, robots, and human – machine 
interface. 
As discussed in chapter 1, the main advantage of sEMG is that the recording 
technique non-invasive. The recording method does not need a procedure to 
penetrate the skin, thus it provides a safe and easy recording method. The 
disadvantage of sEMG is that the signal is a gross representation of the muscle 
activity. As the result, the signal lacks muscle selectiveness. Recently some 
researchers have attempted to shield and insulate muscles from each other in an 
attempt to increase the selectiveness and reduce the crosstalk (Stoykov, Lowery, 
& Kuiken, 2005). 
 
3.2.1 The Generation of sEMG 
 The sEMG signal is a result of the summation of electrical activity in individual 
muscle fibres. This section discusses the process of the generation of the 
electrical potential in a muscle fibre and the composition of sEMG.  
 
3.2.1.1 The Anatomy of Human Muscle 
A. The Muscle Structure 
A muscle consists of a large number of muscle fibres that are grouped into 
several motor units. A motor unit is the basic level of the neuro- motor system of 
the muscle. All the muscle fibres in a motor unit are controlled by a single motor 
neuron.  
Depending on the type and the function of the muscle, a motor unit may have 
different number of muscle fibres. The number of muscle fibre per motor unit in 
a muscle is called the innervation ratio. The muscles of the face that execute a 
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precise movement have the highest level of innervation ratio (3 muscle fibres per 
motor unit).  The muscles that produce a large amount of force have lower 
innervation ratio. The gastrocnemius muscle has the lowest innervation ratio of 
2000 muscle fibres per motor unit (Cram, Kasman, & Holtz, 1998). 
Each muscle fibre in a motor unit is connected to each axon branch of the 
associated motor neuron at a point called neuromuscular junction (NMJ). The 
NMJ is located in a region in the middle of the muscle length called the 
innervation region. The muscle fibres belonging to a motor unit is distributed 
pseudo-randomly in the cross-section of the muscle to ensure the equal 
distribution of the force created by each motor unit. Figure 3-1 illustrates the 
structure of human muscle. 
 
Figure 3-1 Structure of the human muscle. Three muscle fibers connected to a motor unit. 
 
B. Muscle Contraction 
Muscle contraction is a result of the stimulations from motor neurons. There are 
three types of muscle contractions: isometric, concentric and accentric (Cram, 
Kasman, & Holtz, 1998). In isometric contraction, the muscle is contracted while 
the length of the muscle is unchanged. These contractions are used in the 
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postural control. Concentric contraction occurs when the length of the muscle 
shorten during the contraction. The amount of the available muscular energy in 
concentric contraction is less than the isometric contraction due to the energy 
loss related to the shorting of the muscle. Accentric contraction occurs when the 
length of the muscle increases during the contraction. The concentric and 
accentric contraction are also known as un-isometric contraction. 
 
C. Recruitment Pattern of Motor Units 
The process of selecting which motor units to be involved in a muscle contraction 
is called the recruitment process. The recruitment pattern in a muscle follows the 
size principle. This size principle was proposed by Henneman, et al. (Henneman, 
Somjem, & Carpenter, 1965), who demonstrated that motor units are always 
recruited in order of increasing size of α- motoneuron. For a small level of 
contraction, the motor units with small number of muscle fibres are recruited. As 
the contraction level increases, the larger motor unit are involved in the 
contraction (Basmajian & De Luca, 1985) (Cram, Kasman, & Holtz, 1998). In an 
isotonic contraction which produces a constant force, the activation pattern 
switches from one motor unit to the other to avoid the fatigue of a motor unit. 
 
3.2.1.2 The Action Potential 
A motor neuron activates its motor unit by stimulating the motor unit’s muscle 
fibres with the nerve action potential (AP) that travels along the axon towards 
the muscle fibres. The electric impulse that is propagated along the moto-neuron 
arrives at its terminal and causes the emission of acetylcholine (ACh- a chemical 
substance) in the gap between the nerve terminal and the muscle fibre 
membrane, which excites the fibre membrane at this neuromuscular junction. In 
this case a potential gradient in a part of the fibre is generated (Farina et al., 
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2005). It creates the depolarisation zones on the muscle fibres that propagate 
away from the NMJ point in both directions towards the tendon (end point) of 
the muscle fibre. The depolarisation occurs due to the sudden increase of the 
membrane permeability to sodium (Na+) (Cram, Kasman, & Holtz, 1998)that 
results in a sudden influx of sodium into the muscle fibre as shown in Figure 3-2. 
The process changes the resting potential of the fibre’s cell to a level of electrical 
potential is called action potential. Although all muscle fibres of a motor unit are 
stimulated by the same nerve action potentials, there is a small time-difference 
between the stimulation of each muscle fibre in a motor unit, called jitter. This is 
due to the difference in the length of the axon branch to each muscle fibre. The 
motor unit action potential (MUAP) is the superposition of the action potentials 
generated by all of the motor unit’s fibres as shown in Figure 3-3. 
 
Figure 3-2 Propagation of Action Potential in a muscle fibre, source (Gallant) 
The generation of the action potential in a motor unit affects the electric field in 
the surrounding space. As a result of this the action potential generated by 
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motor unit can also be detected in locations relatively far from the source of 
generation since the action potential travels through the biological tissues e.g. 
muscle, subcutaneous fat and the skin, separating sources and the detection 
electrodes commonly referred to as volume conductor. The characteristics of 
these biological tissues strongly affect the detected signal. This affect has been 
modelled by Farina et al. (2005). MUAPs recorded with indwelling electrodes 
may have higher amplitude in the millivolt (mV) range, while the magnitude of 
the action potentials recorded with surface electrodes is of the order of 
microvolt (μV) (Basmajian & De Luca, 1985) (Cram, Kasman, & Holtz, 1998). 
Motor units must be activated and generate action potential repeatedly to 
sustain the force created by a muscle during a contraction. This repetitively 
generated action potential is called Motor Unit Action Potential Train (MUAPT). 
The frequency of the stimulation of a motor unit is called the firing rate of the 
motor unit. The firing rate determines the level of contraction and the type of 
muscle fibres (Figure 3-4). 
 
Figure 3-3 MUAP detected by a needle electrode. Action Potential of muscle fibres closer to the indwelling 
electrode contributes the most to MUAP as compared to the one that are further. 
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At the start of a contraction, a motor unit is fired irregularly at a rate of about 5-7 
Hz. As the level of contraction increases, the motor neuron increases the firing 
rate to higher frequency. As the firing rate reaches 10 Hz, the second motor unit 
is recruited into the contraction (Sandbring & Culcea, 2007)  while the firing rate 
of the first motor unit increases to a certain level according to the type of muscle 
fibre in the motor unit. 
 
Figure 3-4 Motor Unit Action Potential Train (MUAPT) 
 
In general, there are two categories of muscle fibres based on the speed of the 
firing rate. A slow twitch muscle fibre has a firing rate of about 10 to 20 Hz, 
whereas a fast twitch muscle fibre has firing rate of the range of 30 to 50 Hz. 
 
3.2.1.3 The Surface EMG (sEMG) 
The surface EMG (sEMG) is nothing but the summation of the all the MUAPs 
underneath the electrode that is placed on the skin surface. It was discusses in 
the section 3.2.1.2 above that all the tissues between the active motor unit and 
the detection site have an effect on the recorded MUAP. Similarly the muscle, fat 
and skin tissue have an effect of a low pass filter on the sEMG signal that reaches 
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the skin surface. Therefore higher frequency components of the electromyogram 
are attenuated by the time they reach the surface electrodes. Other artefacts 
and noise also gets added up to the surface EMG recorded. Surface EMG thus 
recorded has been modelled by several researchers as discussed in chapter 2. 
Figure 3-5 illustrates the superposition of the MUAPs trains that results in the 
generation of sEMG. 
 
Figure 3-5 sEMG as superposition of MUAPs 
 
3.2.2 Classical sEMG Analysis Techniques 
Surface EMG contains the action potentials that are representative of activity of 
muscles under the recording electrodes since they are generated by the 
electrical activity of the concerned muscles. Therefore, it is useful to analyse the 
signal to reveal the information without the need to invasively study the muscle. 
The common analysis techniques of sEMG signals are discussed as follows. 
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3.2.2.1 Time Domain Analysis of sEMG 
In the classic clinical analysis, the sEMG signal was analysed based on the visual 
observation of the amplitude, time duration and number of phases. Few 
clinicians listened to the sEMG signal through a loud speaker as a diagnosis 
measure. The visual or audio observations are limited to a simple signal and 
depending on the expertise of the clinician. Thus it is important to 
mathematically develop an automated and accurate method of analysis of sEMG 
signals. A mathematically developed automated system also helps to understand 
and analyse more complex sEMG signals. 
Most of the time domain features that have been used are related to magnitude 
of the sEMG signal. The most popular one is the RMS of the signal. Since the 
sEMG, as depicted in Figure 3-6, oscillates on the zero line, average would be 
zero and not much information can be derived from it. For this reason signal 
processing is done on the rectified or squared sEMG signal (Basmajian & De Luca, 
1985) (Cram, Kasman, & Holtz, 1998). 
 
 
Figure 3-6 sEMG of Vastus Lateralis muscle 
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D. Envelop of Rectified Signal 
A useful approach to extract information related to the magnitude of the signal is 
to take the smoothing envelope of the rectified signal. The envelope of the signal 
can be extracted by suppressing the high-frequency fluctuation of the signal by 
using a low-pass filter. In digital domain, the smoothing process can also be 
achieved by moving window averaging. This technique provides the envelope of 
the signal by averaging signals within a certain interval of window M, which is 
moved over the entire signal’s duration. 
The moving average of f[n] is calculated as: 
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The magnitude of the moving average 
][nf
 gives an indication of the strength 
of the muscle contraction. The process is similar to the integral of the rectified 
signal. 
 
E. Root Mean Square 
The root-mean-square (RMS) is the most popular technique to measure the 
magnitude of sEMG signals. It is a reliable indicator of the strength of muscle 
contraction. It computes the strength of the signal by taking the root of the 
average of the squared data f[n]. The RMS of a signal f[n] in a window with size 
of M is calculated as: 
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F. Zero Crossing and Phase Count 
The zero crossing is the event when the amplitude of the signal crosses the zero 
line. The zero crossing count is the process to determine the density of the zero 
crossing within a specific time unit (e.g. one second). The phase count is the 
number of events when the amplitude of the signal changes its phase. It is 
counted based on the number of peaks that appear in the signal in one second. 
Since the average of sEMG signal is approximately zero, the zero crossing and 
phase count are closely related to the frequency of the signal (Cram, Kasman, & 
Holtz, 1998). 
 
3.2.2.2 Frequency Domain Analysis of sEMG 
Frequency analysis of sEMG signals is commonly performed by calculating the 
power spectral density of the signal with Fourier transform. The power spectral 
density indicates the strength of the signal at each frequency component. The 
power spectral density is calculated as: 
2
)(ˆ)(  fPSD 
 
where )(ˆ f  is the Fourier transform of the signal f(t). 
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The power spectral density has been widely used for fatigue analysis of sEMG 
signals. In a fatigued muscle, the shape of the frequency spectrum changes such 
that the median frequency shifts towards the lower frequency (Cram, Kasman, & 
Holtz, 1998) (Kumar, Singh, Cosic, Giudice, & Hawley, 2005). 
The disadvantage of using power spectral density in the analysis of SEMG is due 
to the lack of time information in the analysis. Fourier transform computes the 
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spectrum of the entire duration of the signal. It assumes that the spectral density 
of the signal remains constant. As a non-stationary signal, the spectral 
component of SEMG signal varies with time. The power density spectrum of 
SEMG signal indicates the average strength of the frequency component of the 
signal. The Short-Time Fourier Transform (STFT) and wavelet transform can be 
used to analyse the time-frequency characteristic of a signal (Mallat, 1999), 
(Kumar & Pah, 2000). 
3.3 A Brief on Wavelet Theory  
Wavelets are functions that satisfy certain mathematical requirements and are 
used in representing data or other functions. Wavelets divide data into different 
frequency components, and then study each component with a resolution 
matched to its scale. They have advantages over traditional Fourier methods in 
analysing physical situations where the signal contains discontinuities and sharp 
spikes. Wavelet algorithms process data at different scales or resolutions. In 
wavelet based signal processing if we look at the signal using a wide window 
(high scale) then we would be able to extract global features of the signal 
whereas if the narrower window (low scale) is used then we would be able to 
extract the local features of the same signal. 
Now we will briefly discuss about the fundamentals and the applications of the 
wavelet transform that has made basis of using the wavelet transform as a tool 
for developing the new algorithm for processing the non – stationary bio-signal 
e.g. sEMG. 
 
3.3.1 Definition of Wavelet Transform 
A wavelet  is a function with zero average:  

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Wavelet transform of a function f  L2 )( at time-shift  and scale s is defined 
as: 
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Whereas following equation shows the dilated (by s) and shifted (by σ) form of 
the wavelet function, represented by 
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3.3.1.1 Wavelet Transform as Correlation 
Wavelet transform can also be considered as the correlation between the input 
function f and the wavelet function
*
, s . 
 *,,),(  sfsWf  
Hence, the magnitude of wavelet coefficient |Wf(s,)| will be higher if the 
properties of the input function f in the neighbourhood of t =  match the 
properties of wavelet function
*
, s . On the other hand, the magnitude of 
wavelet coefficient will be small if there is less correlation between the 
properties of the function f and wavelet
*
, s . 
 
3.3.2 Wavelet Properties 
We will now discuss the important properties of the wavelets that need to be 
considered while selecting a wavelet for signal processing. Unlike Fourier 
transform, wavelet transform has unlimited option of basis functions to be 
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selected. In case of wavelet transform, the basis function is the wavelet function 
itself. The selection is based on the property of wavelet function  and the 
property of the signal to be analysed f. To select an appropriate wavelet function 
for a specific application, the properties of wavelet function must be properly 
examined. The properties of wavelet function are discussed in the following sub-
sections. 
 
3.3.2.1 Vanishing Moment 
A wavelet functions   is said to have p vanishing moments if the following 
condition is true: 

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This means that  is orthogonal to any polynomial of degree m < p-1. The 
correlation between the wavelet function  and any polynomial of degree m < p-
1 is zero, while the correlation with polynomial of degree n > p is not zero. 
Consequently, a wavelet with p vanishing moments can locate parts of a signal, 
which have polynomial degree of n > p. 
 
3.3.2.2 Time and Frequency Support 
Time and frequency support of wavelet functions is important to localise 
temporal and spectral events in the analysed signal. If a wavelet function s, has 
a support over a time interval of t = [-t1, t1] at scale s, then all of the wavelet 
coefficient Wf(s,) in the interval contain information related to an event at t = 
0. The information regarding the event at t = 0 is spreading in the interval [-t1, t1]. 
To increase time localisation of the event, the wavelet function must be 
compactly supported in time. However, the Heisenberg uncertainty principle 
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imposes compromise between time support and frequency support. The 
narrower the support in time, the wider would be the support in frequency and 
vice versa. The time support t and frequency  support of f  L
2 have to satisfy 
(Mallat, 1999). 
4
122
 t
 
Time support is also related to vanishing moment. If a wavelet function  has p 
vanishing moment, its support is at least of a size 2p-1. Daubechies wavelets are 
optimal in terms of time support since they have a minimum support for a given 
vanishing moment (Mallat, 1999). 
 
3.3.2.3 Regularity 
Regularity of wavelet function has most contribution in image coding because 
irregularities are more visible to human eyes. A signal is reconstructed from 
wavelet coefficients, as follows: 
 
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During reconstruction an error,  is introduced in a form of wavelet component 
(j,n). If  is smooth then the error would also be smooth. On the other hand, if 
 is irregular then the error would also be irregular. Irregular errors are more 
visible than smooth error even though they have the same energy. 
Haar wavelet is an example of irregular wavelet. The Haar wavelet is 
discontinuous and hence, has zero regularity (Mallat, 1999). 
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3.3.2.4 Symmetry 
A function is a symmetric function about  if, for all t 
)()(   tftf  
A symmetric wavelet  has symmetric filter g[n], which introduces linear phase. 
This property is very important in bio-signal analysis such as sEMG since a linear 
phase process gives a similar delay to all frequency components in the signal. As 
the result, the shape of the signal is not destroyed. The need for linear phase 
shift is further enhance due to the iterative filtering in fast wavelet transform. A 
non-symmetry wavelet function may create a very serious non-linear phase 
shifting in the recursive filter. Symmetric wavelets have the advantage to avoid 
any phase shift, where the wavelet coefficients do not drift relative to the 
original signal (Mallat, 1999). 
With the exception of Haar wavelet, orthogonal wavelets with compact support 
such as Daubechies wavelets are very asymmetric. Symmlet and Coiflet wavelets 
are designed to optimise other properties while make them nearly symmetric. 
 
3.3.3 Regularity and Detection of Singularities 
Surface electromyogram is composed of a large number of transient, the MUAPs. 
The existence of the transients in sEMG signals can be detected from the 
existence of singularities. In case of function being sEMG signal singularities of 
sEMG carry the information about the present MUAPs in the signal. Wavelet 
transform locates a singularity point as local maxima at the finest scale. 
Therefore it is important to quantify the local regular structure of a signal in 
order to characterise singularities in a particular signal. For this purpose, Lipschitz 
exponent  provides the uniform regularity measure over a time interval as well 
as the point-wise regularity of a function f (Mallat, 1999). 
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A function f is point-wise Lipschitz  > 0 at t =  if there exists K > 0 and a 
polynomial p of degree m =  
  such that: 

  tKtptft )()(,  
A function f is uniformly Lipschitz  over an interval of [t1, t2] if it satisfy equation 
above for all   [t1 ,t2], with a constant K that is independent of . The Lipschitz 
regularity of f at  or over the interval [t1, t2] is the sup of  such that f is 
Lipschitz . If f is uniformly Lipschitz  in the neighbourhood of, then f is 
necessarily  m  times continuously differentiable in this neighbourhood. 
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A function f is Lipschitz  at t =  if there exist A, such that: 







 



 

s
AssWf 1),( 2
1
 
Above equations show that the local Lipschitz regularity of a function f at   
depends on the decay of |Wf(s,)| at fine scales in the neighbourhood of. 
Singularity points are detected by finding the abscissa  where the wavelet 
modulus maxima converge at fine scale. Modulus maxima is a point (s0,0) where 
|Wf(s0,0)| is locally maximum at  = 0: 
0
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The Lipschitz regularity  of the singularity at abscissa  is then estimated by 
measuring the decay slope of log2|Wf(s,)| as a function of log2 s. The slope is 
equal to  + ½. 
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3.3.4 Discrete Wavelet Transform 
The wavelet transform expressed as  
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is the Continuous Wavelet Transform (CWT) since it uses continuous values of 
scale s and translations . When s and  are discrete, the transformation 
becomes a Discrete Wavelet Transform (DWT). DWT gives wavelet coefficients 
Wf(s,) only in discrete combination of s and. The scale s and time-shift  in 
DWT must be selected properly to maintain the completeness, stability and 
minimum redundancy of the transformation. A complete transformation can be 
obtained if it uses an orthogonal wavelet that is dilated by a factor of 2 and 
translated by a time proportional to the scale.  
In other word, a complete orthogonal DWT uses scale s and translation  in 
dyadic grid: 
2),( Zkj     js 2   and  jk2  
An orthogonal DWT can be calculated using fast wavelet transform where the 
wavelet coefficients are given by the decompositions (or the details) dj[n]. The 
wavelet coefficients are located in dyadic tile in time-frequency plane as shown 
in 
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Figure 3-7 Dyadic time-frequency tile of orthogonal discrete wavelet transform, the wavelet coefficients 
(marked with dots) are the decomposition from multi-resolution approximation 
3.3.5 Comparison of CWT and DWT 
CWT is theoretically consisting of redundancy. Information regarding a particular 
abscissa (t0,0) can be found in many wavelet coefficients in the time-frequency 
neighbourhood of (t0,0). This fact makes CWT costly in terms of data volume. 
The advantage of CWT is that it is useful in recognising characteristic of a signal 
since it gives more information about a particular characteristic especially when 
a characteristic cannot be analysed by just one vector (e.g. non-isolated 
singularity). 
To reduce redundancy in CWT, researchers have introduced ways to extract only 
the essential wavelet coefficients related to a particular task. Some of the 
methods are wavelet ridges and wavelet maxima (Mallat, 1999). 
The orthogonal DWT reduces redundancy to its minimum. In DWT, each wavelet 
coefficient encodes information that cannot be found in other coefficients since 
the Heisenberg boxes of wavelet coefficients do not overlap with each other as 
shown in Figure 3-7, the wavelet atoms are orthogonal to each other. 
Chapter 3: Theory of Surface Electromyogram Generation, Processing and 
Feature Extraction 
 
 
50 
 
The DWT has some disadvantages. If the single wavelet coefficient is missing or 
does not completely represent the information then the information will be lost 
or incomplete. The other disadvantage of DWT is that there is no guarantee that 
the dyadic grid is aligned with the abscissa of a particular event in the signal (e.g. 
a singularity points). DWT is therefore good for data compression, de-noising, 
approximation where point-wise characteristics are not a great concern. In the 
analysis of sEMG, the CWT is more preferable. 
 
3.4 Processing of sEMG by Using Wavelets 
In the previous section, the theory of the wavelet transform as tool for signal 
processing was discussed. The fundamentals of wavelet transform are now 
further utilized to describe how this signal processing tool may be implemented 
to extract information from the non – stationary signals like sEMG. It is the 
property of compact support of the wavelets that has helped researchers to 
analyse the sEMG signal locally. 
 
3.4.1 Decomposition of Surface Electromyogram 
Ideally we should be able to extract a single fibre action potential from the 
surface electromyogram signal. Once the single fibre action potential is 
extracted, the feature of the muscle fibre can be analysed independently. 
Currently, the action potential of a single muscle fibre can only be recorded by 
invasive technique, such as inserting a bipolar needle electrode to the specific 
muscle fibre. Currently, the action potential of a single muscle fibre can only be 
recorded by invasive technique of inserting a bipolar needle electrode to the 
specific muscle fibre. 
The sEMG is composed by the superposition of a large number of transients 
(MUAPs). Before the action potentials reach the skin electrodes, their signal 
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properties are modified by process that is related to the conductivity and 
frequency properties of the body tissue. The body tissues attenuate higher 
frequency components of the action potential, and act like a low pass filter 
(Cram, Kasman, & Holtz, 1998). The body tissues also have high impedance that 
greatly attenuates the signal. The extent of attenuation and the low-pass cut-off 
frequency of body tissue filter depend on the thickness and other properties of 
the tissue. It is known that thicker the body tissue, smaller the amount of action 
potential that can reach the electrodes (Cram, Kasman, & Holtz, 1998). The 
modification process applied to each action potential is therefore unique.  
Mathematically, surface electromyography signal f(t) can be expressed as: 
  
 

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M represents number of active motor units; hm represents the transfer function 
of the body tissue that modifies MUAP from motor unit m; time-shift  is the 
temporal location of the action potential occurrence. The MUAPs are located 
semi-randomly in the signal. In addition to the action potentials from muscle 
fibres, sEMG also contains L short live-time artefacts sl, and other noise. 
The effect of body tissue’s transfer function hm, can be observed from the shape 
and the magnitude of action potentials as they appear at the skin surface. The 
shape and magnitude of the action potentials contain information related to the 
proximity of the motor unit from the detection site, characteristic of the body 
tissue, the distribution of muscle fibres in the muscle, the healthiness of the 
motor unit and other neuro-muscular properties of a contraction. 
Based on above sEMG features, the classification tools should be able to perform 
the following processes: 
 Decomposition of sEMG into its basic structure i.e. MUAP. 
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 Identify the properties of each MUAP. 
 Determine the relationship between the identified features and the category 
of the signal. 
The method of doing all of the above is explained in the following sections. 
 
3.4.2 Wavelet Decomposition of Surface Electromyogram 
Wavelet transform decomposes a signal f into its multiresolution components by 
projecting the signal f to multiresolution spaces {Wj}jZ. The spaces are defined 
by the wavelet function {j,n}j,nZ. The projection of f to a multiresolution space 
Wj at a certain time n is considered as the basic components that compose the 
signal f. The multiresolution decomposition component of f in space Wj is 
symbolled with PWjf. 
njnjWj fnfP ,,,)(    
The signal f can be expressed as the superposition of all its multiresolution 
components generated by the multiresolution decomposition process.  
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By ignoring the artefacts and noise in equation: 
  
 

M
m
L
l
lmm noisestMUAPhtf
1 1
)()(   
and comparing with the above equation, MUAP(t) are considered as the 
multiresolution components PWjf. Given the similarities between these two 
equations there is a significant difference between them. The multiresolution 
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component PWjf in  


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1 1
)(
j j n
WjWj nfPfPf  is the projection of f on a 
multiresolution decomposition space Wj. 
jWj WfP   
It is important to note that the components of sEMG, the MUAPs, are defined on 
the spaces WMUAP that are not necessarily multiresolution decomposition spaces. 
The spaces may not be orthogonal. 
In order to decompose an sEMG signal into MUAPs by using wavelet 
decomposition, it is necessary that each MUAPm be defined in a sequence of 
multiresolution decomposition space {WMUAP m } m=[1,M]. Thus, an sEMG signal can 
only be decomposed into MUAP by wavelet multiresolution decomposition if the 
motor unit action potentials MUAPm are orthogonal to each other. 
0,,  pm MUAPMUAPpmfor  
Since there is a great possibility of spectral and temporal overlapping between 
MUAPs in sEMG signal, this overlapping causes the non-orthogonality of the 
MUAPs. Consequently, wavelet decomposition is not able to decompose sEMG 
into series of MUAPs under certain circumstances. Therefore wavelet 
decomposition can be used to approximately decompose MUAP from an sEMG 
signal if there is a minimum time-overlap between MUAPs, a condition that can 
be achieved if only a small number of motor units involve in the contraction. 
sEMG recorded from a small muscle at a contraction level up to 20% Maximum 
Voluntary Contraction (MVC) may have enough time space to isolate one motor 
unit from the other (Christodoulou & Pattichis, 1995). Therefore it can be 
concluded that at low contraction (i.e. up to 20% MVC); wavelet transform can 
be used to decompose sEMG into its basic structure that approximates the 
MUAP. 
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3.4.3 Feature Extraction of sEMG with Wavelet Transform 
In addition to the decomposition of sEMG of low level contraction, sEMG can 
also extract many other features of sEMG. These features are discussed in the 
sections below. 
 
3.4.3.1 Instantaneous Frequency of sEMG 
The flexible time-frequency localisation of wavelet’s Heisenberg box provides the 
possibility to measure the frequency variation of input function f. The frequency 
resolution of wavelet transform is finer in large scale (low frequency). Therefore, 
wavelet transform can measure a slow variation of instantaneous frequency in 
low frequency and rapid variation in high frequency. Instantaneous frequency is 
defined as the positive derivative of the time varying phase as follows: 
)(cos)()( ttatf   
where, a(t) is the analytic amplitude of f(t) 
ɸ(t) is the instantaneous frequency 
Instantaneous frequency can be estimated from the coordinate of wavelet ridges 
computed with an analytic wavelet transform 
The correlation between the instantaneous frequency extracted from wavelet 
ridges and the factors in neuro-muscular system is related to some neuro-
muscular factors: 
The firing rate of a muscle’s fibre. The firing rate of a muscle fibre is the number 
of action potential created by a muscle fibre in a second. The firing rate is usually 
in the range of 8 to 50 Hz (Cram, Kasman, & Holtz, 1998) and varies according to 
the type of muscle fibre and the type/level of contraction. A slow-twitch muscle 
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has 10 – 20 Hz firing rate. A fast-twitch muscle fibre can twitch at a rate faster 
than 25 Hz, typically between 30 to 50 Hz (Cram, Kasman, & Holtz, 1998). The 
level of contraction also affects the firing rate of a muscle fibre. As the 
contraction load increases, the firing rate shifted to higher frequency. Since 
action potentials are the basic building block in sEMG signal, their firing rate 
affects the frequency spectrum of sEMG signal. 
 
Number of motor unit recruited during a contraction. The recruitment pattern in 
a muscle is based on the size principle (Cram, Kasman, & Holtz, 1998). When a 
muscle contraction occurs, the central nervous system recruits motor units 
starting from the smallest motor unit (in terms of innervation ratio). When the 
level of contraction increases, the larger motor units are recruited. As the 
number of motor units involved in a contraction increases, the number of action 
potentials in the whole sEMG increases. The increment in the number of action 
potential increases the frequency of sEMG. The frequency of sEMG is also 
determined by the innervation ratio of the muscle. A facial muscle with low 
innervation ratio (as low as 3 fibres per motor unit) tends to recruit more motor 
units in a contraction.  
 
The proximity of muscle fibres. The electrical properties of the body tissue 
between a muscle and the surface electrodes have low-pass-filter characteristic 
that reduces the frequency content of sEMG signal before it reaches the surface 
electrodes. Consequently, the thickness of the body tissue plays an important 
role in the spectrum of sEMG. The sEMG signal of superficial muscle tends to 
have higher frequency. The sEMG signal recorded from face muscle has 
frequency spectrum of up to 500 Hz, while sEMG signals recorded from deep 
muscle has a frequency of up to 300 Hz (Cram, Kasman, & Holtz, 1998). The 
relation between sEMG frequency spectrum and the proximity of muscles can be 
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utilised to distinguish the contraction of different muscles that have different 
proximity to surface electrodes as well as determine the distribution of motor 
unit fibres in a muscle. 
 
Muscle Fatigue. It is well recognised that at the onset of muscle fatigue, the 
frequency spectrum of sEMG signal shifts to lower frequency (Cram, Kasman, & 
Holtz, 1998). This is due to the combination of some factors: the synchronisation 
of motor unit firing pattern, the slowing of fibres conduction velocity and the 
dominance of slow-twitch muscle fibres. 
 
Artefacts and interference. Besides MUAP from muscle fibres, sEMG recordings 
contain noise and some artefacts. Low frequency artefacts are caused by DC 
drifts in recording pieces of equipments or the motion artefacts. The heart rate 
artefacts commonly appear at frequency up to 60 Hz. The interference from 
power-line appears at 50 Hz. 
The above relations between the spectral component of sEMG and neuro-
muscular factors demonstrate the necessity to extract the spectral information 
from sEMG signals. Spectral components reveal information related to muscle 
type, level of contraction, density of motor units, proximity from the surface 
electrodes, onset of fatigue, and the presence of interferences and artefacts. 
 
3.4.3.2 Singularity points in sEMG 
Surface electromyogram is composed of a large number of transient, the MUAPs. 
The existence of the transients in sEMG signals can be detected from the 
existence of singularities. The density of singularity points in sEMG signals is 
therefore related to the density of MUAP in the signal. Wavelet transform 
locates a singularity point as local maxima at the finest scale. The density of local 
maxima at the finest scale represents the density of singularity points in a signal. 
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3.4.3.3 The Magnitude of Wavelet Coefficients 
The magnitude of wavelet coefficient |Wf(s,)| is related to some significant 
information such as the strength of spectral components, the Lipschitz regularity 
degree, and the energy of the signal at a particular time-shift. 
The strength of instantaneous spectral components can be calculated from the 
magnitude of wavelet ridges. Suppose, f(t) is a signal with analytic amplitude a(t) 
and an instantaneous frequency ’(t) defined over a time interval of [t0, t2]. The 
amplitude of the function at t = t1 is: 
)(cos)()( 111 ttatf   
The corresponding scale of wavelet ridges at  = t1 – t0 represents the 
instantaneous frequency (t1) = ’(t1). The analytic amplitude a(t1) can be 
estimated from the wavelet ridges if it was calculated using analytic wavelet, 
where the magnitude and phase are well separated. If the wavelet coefficients 
are not calculated using analytic wavelet, the instantaneous magnitude and 
phase are not well separated. However, the wavelet coefficients are still 
proportional to the spectral strength. 
|),(|)( 011 ttsWfta   
It means that the magnitude of wavelet ridges represents the strength of 
instantaneous spectral component in sEMG signal. 
The magnitude of wavelet coefficients |Wf(s,)| are also related to Lipschitz 
regularity at singular points. The Lipschitz regularity  of a singular point is 
estimated by measuring the decay slope of wavelet maxima log2|Wf(s,)| as a 
function of log2 s, when the scale approaches infinity. The slope is equal to  + ½. 
The decay can be estimated from the magnitude of local maxima (Mallat, 
1999).Thus, the magnitude of wavelet coefficients |Wf(s,)| can be used to 
estimate Lipschitz regularity  at the local maxima. 
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The singularity points detected from wavelet maxima at finest scale locate the 
temporal information regarding the existence of transients. It is also necessary to 
be able to predict the energy of the transient at those singular points. Suppose a 
signal f has a Lipschitz singularity  at t =, the magnitude of wavelet coefficient 
|Wf(s,)| is affected by energy of the singularity if  is located in the 
neighbourhood of. The function f can be approximated with a polynomial of 
degree n =  and an error function at t =. 
 npf  
The wavelet coefficient |Wf(s,)| of f in the neighbourhood of  is only 
determine by the irregularity  if the coefficients are computed using a wavelet 
function that has vanishing moment m > n. A wavelet with m vanishing moments 
is orthogonal to any polynomial of degree n < m-1. 
),(),(),(   sWsWpsWf n   
),(0   sW  
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If the signal f is amplified by the factor of A, the wavelet coefficient is also 
amplified by the same factor. 
AApAff n 2  
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The above equations show that the magnitude of wavelet coefficients |Wf2(s,)| 
in the neighbourhood of a singularity point  represents the energy of the 
transient that generate the singularity. Thus, the magnitude of wavelet 
coefficient at singularity points of sEMG signals |Wf(s,)| represents the 
Lipschitz regularity and magnitude of the MUAPs. 
 
3.4.4 Significance of Wavelet Maxima Selection 
Wavelet maxima contain the most important information about the signal 
compare with other wavelet coefficients. Thus, it is more efficient in a wavelet 
network to consider only wavelet coefficients that are locally maximum. A 
wavelet coefficient is considered as a local-maximum if it satisfies the following 
condition: 
0
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However, due to the effect of quantisation error in discrete domain, it is nearly 
impossible to have a derivation of exactly zero therefore; a wavelet coefficient is 
considered as local maximum if the partial derivation of its magnitude changes 
from negative to positive. 
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3.5 Classification of sEMG Features Using Support Vector 
Machines 
Support vector machines (SVM) are supervised classifiers trained using learning 
algorithm from optimization theory that implements a learning bias stems from 
statistical learning theory (Cristianini & Shawe-Taylor, 2000). SVM developed by 
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(Vapnik, 2000) and co-workers is a powerful tool. SVMs have proved to be a 
remarkably robust classification method across a wide variety of applications, 
including classification of sEMG signals (Crawford et al., 2005). 
Support vector machine maps input vectors to a higher dimensional space where 
a maximal separating hyperplane is constructed. Two parallel hyperplanes are 
constructed on each side of the hyperplane that separates the data. The 
separating hyperplane is the hyperplane that maximizes the distance between 
the two parallel hyperplanes. An assumption is made that the larger the margin 
between these parallel hyperplanes is, the better the classification of the 
classifier will be.  
One of the strength of SVM is the good generalization achieved by regulating the 
trade-off between structural complexity of the classifier and empirical error. 
SVM is capable of finding the optimal separating hyper-plane between classes in 
sparse high-dimensional spaces with relatively few training data. 
 
3.5.1 Linear Separability of Data 
First consider the classification of two-class linearly separable data using linear 
decision surfaces (hyper-planes) in the input data space. The training examples 
consist of instance-label pairs, ,  where  is the feature 
value and  is the class labels. The linear decision function of SVM is 
given by: 
 
where   and  satisfied the following inequality: 
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for all  
The real-valued f(x) output is converted to positive or negative label using the 
signum function. The linear decision function, f(x) ‘partitions’ the input space 
into two parts by creating a hyper-plane given by: 
 
This hyper-plane lies between two bounding planes given by 
 
and 
 
The generalization error can be minimized by maximizing the margin between 
the hyper-plane and the bounding planes. The margin of separation between the 
two classes is given by   (Burges, 1998; Jayadeva, Khemchandani, & Chandra, 
2007). Maximum margin bound is formed using the hyperplane with the 
‘thickest’ margin. The maximum margin SVM classification is a quadratic program 
to minimize  given by: 
 
this is subject to the constraints given by . 
Data points that fall on one side of the hyper-plane defined in  are 
labelled as the positive class whereas data points located on the opposite side 
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are labelled as the negative class. Figure 3-8 shows two classes of linearly 
separable data (class 1 and 2 are indicated as red diamond-shaped and blue 
circle -shaped markers respectively) separated using a hyper-plane (indicated by 
the bold black line in the middle) in the input space. Data points that are closest 
to the separating hyper-planes are known as support vectors.  
 
Figure 3-8 Example of linearly separable data using SVM 
3.5.2 Non Separable Data 
The maximal margin method will not be able to obtain any feasible solution in 
classifying data that are not strictly separable as the constraints can never be 
met. A different measure using margin distribution can be used as the 
optimization criterion in SVM training to classify non separable data. This type of 
optimization criterion is known as the soft margin optimization and takes into 
account the positions of more training points than just the support vectors 
(points closest to the boundary of the maximal-margin hyper-plane). The soft-
margin SVM creates a hyper-plane that separates the data points into two 
classes with a small number of errors. 
The soft-margin SVMs relax the constraints  introducing a 
positive slack variable,  for i=1,2,...,l. The set of constraints imposed on the 
training data of soft-margin SVMs are given by 
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and  
 
The soft-margin optimization technique can be viewed as equivalent to the 
maximal-margin bound with additional constraint to limit the influence of 
outliers (Cristianini & Shawe-Taylor, 2000).The soft-margin optimization method 
has better tolerance for noise and outliers. 
 
3.5.3 Nonlinear decision surface using kernel functions 
The soft-margin and maximal-margin methods discussed in the previous sections 
apply decision surfaces that are linear functions. Non linear decision function is 
required if the target function of the data cannot be expressed as a simple linear 
combination of the data. 
SVM method can be extended to classify non linear data by mapping the data to 
a feature space before constructing the decision surface (Palaniswami, Shilton, 
Ralph, & Owen, 2000). Kernel mapping techniques (Aizerman, Braverman, & 
Rozoner, 1964) can be used to change the representation of the data by mapping 
the input space into a feature space. Features that are not separable in the input 
space can be separable in the feature space. Kernel representation of data is 
constructed by projecting the data in into a high-dimensional Euclidean feature 
space F to increase the computational power of the linear learning machines. 
The transformation  maps the data points from the 
input space X to feature space F. The decision function for the mapped data is 
given by 
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where K is the kernel function defined as 
 
The kernel mapping replaces the inner products of the training data with a kernel 
function of the original input. Since the projection of the data is done implicitly, 
SVM operates in this high dimensional feature space without increasing the 
number of free parameters. The SVM training can be performed based on the 
kernel function, K and the feature mapping,  does not have to be known 
explicitly. Linear separation of data can be performed on the high dimensional 
feature space, F and is equivalent to non-linear classification in the original 
space, X. 
The key process of training SVM in the kernel-induced space is the selection of a 
suitable kernel function for the data. The choice of the kernels will implicitly 
define the new feature space and hence providing the description language used 
by the classifier for viewing the input data. Kernels can be derived by selecting 
functions that satisfy certain mathematical properties. Kernel functions selected 
usually adhere to the Mercer’s Theorem. Kernels that do not satisfy the Mercer’s 
theorem might not have any solution to the optimization problem in SVM 
training (Burges, 1998). 
Most popular kernel functions used in SVM are: 
 The linear kernel function, this is depicted as:  
 The polynomial kernel function, this is given by: 
 
 The radial basis kernel function, given by:  
 The sigmoid kernel function, depicted as:  
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whereas, γ, r and d and the kernel function parameters. 
The soft-margin SVM can be defined as the quadratic programming solution to 
the optimization problem given by: 
 
where the following conditions apply 
 
where c is the penalty factor that influences the trade-off between complexity of 
decision rule and frequency of error (Cortes & Vapnik, 1995). It is noted that the 
penalty factor changes through a wide range of values and the C values that 
produce the optimal classification performance is determined through cross-
validation on the training data (Cristianini & Shawe-Taylor, 2000). 
 
3.5.4 Multi Class SVM 
SVM is inherently a binary classifier. Nevertheless, the 2-class SVMs can be easily 
extended to solve a multi-class classification task using “one-versus-all” 
technique. For an N-class classification problem, N number of SVMs are created, 
(SVM1, SVM2 ...SVMN) where 
 SVM1 learns to classify whether the data belong to class 1 or does not belong 
to class 1 
 SVM2 learns to classify whether the data belong to class 2 or does not belong 
to class 2. 
 SVMN learns to classify whether the data belong to class N or does not belong 
to class N 
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In the recognition stage, the test sample is given to all the N SVMs and is 
assigned to the class “I” where the SVMi produces the most positive output 
among all the N SVMs 
 
3.6 Summary 
In section 3.2, the basic structure of the muscle and the mechanism of the 
generation of sEMG was discussed. It was also discussed that sEMG is the 
superposition of the activity of all the muscle fibres active in a muscle under the 
sEMG electrode. This was followed by the classical sEMG processing techniques 
that include time – domain and frequency – domain processing. 
In section 3.3, the wavelet theory, including the continuous wavelet transform 
and the discrete wavelet transform was discussed. We considered and discussed 
different parameters that are necessary to take into consideration for the 
purpose of processing signals using wavelets. For example for singularity 
detection we need to prefer more regular wavelets. We also discussed that for 
non – stationary signals like sEMG, a symmetric wavelet (like coiflets or 
symmlets) are more useful since they introduce linear phase shift in the signal 
and that is uniform throughout. Therefore no phase information is lost near 
singularities when these wavelets are used. 
In section 3.4 we discussed the use of wavelets as a tool to process sEMG signals 
and how they are useful to detect singularities and extraction of features. 
In section 3.5 we had a brief introduction to the supervised learning algorithm of 
Support Vector Machines (SVM). SVMs are used in chapter 6 to classify the 
features. 
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After a brief introduction of muscle structure, sEMG generation and sEMG 
processing and classification tools, in the next chapter we will now discuss about 
the problem to be solved by the work reported in this thesis. 
 
 
  
 
 
 
4. Theory 
 
 
4.1 Introduction 
In this chapter, the volume conduction model of the sEMG is discussed. The 
volume conduction model of the surface EMG is based on the work of Clark and 
Plonsey (Clark & Plonsey, A mathematical evaluation of the core conductor 
model, 1966) (Clark & Plonsey, The extracellular potential field of the single 
active nerve fiber in a volume conductor, 1968). This method has further been 
developed by many researchers  (Farina & Merletti, 2001) (Farina, Merletti, & 
Enoka, 2004) (Merletti, Conte, Avignone, & Guglielminotti, 1999) (Merletti, Roy, 
Kupa, Roatta, & Granata, 1999) and recently has been refined to closely simulate 
the sEMG signal recorded in the real time  (Blok, Stegeman, & Oosterom, 2002) 
(Roeleveld, Blok, Stegeman, & Oosterom, 1997) (Lowery, Stoykov, Taflove, & 
Kuiken, 2002). FDS muscle is the main muscle responsible for the flexion of 
second interphalangeal joint of second to fifth digits. A brief about the anatomy 
of the Flexor Digitorum Superficialis (FDS) is also presented. Application of the 
volume conduction model to the FDS muscle will also be discussed. The 
application of the volume conduction model to the FDS muscle will form the 
basis of development of a technique to extract model features that would be 
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able to map activation of motor units at different depths in the muscle. The 
development of the feature extraction technique will be discussed in the next 
chapter. 
 
4.2 The Flexor Digitorum Superficialis (FDS) muscle 
Flexor digitorum superficialis (FDS) (see Figure 4-1) is an extrinsic multi-tendoned 
muscle that flexes the proximal interphalangeal joints of the four fingers. It 
comprises four digital components, each with a tendon that inserts onto its 
corresponding finger (Butler, Kilbreath, Gorman, & Gandevia, 2005). The position 
of muscle fibres related to each tendon and fingers, located in different portions 
of the FDS muscle are depicted in Figure 4-2(Butler, Kilbreath, Gorman, & 
Gandevia, 2005) below: 
 
 
Figure 4-1 Location of Flexor Digitorum Superficialis (FDS) muscle in the forearm, Source (Human Anatomy 
Lab) 
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Figure 4-2 Detected location of motor units corresponding to different fingers in the FDS muscle, Source 
(Butler, Kilbreath, Gorman, & Gandevia, 2005) 
 
A summary about the anatomy and functions of the FDS muscle is provided in 
the Figure 4-3.  
As indicated in Figure 4-3, FDS divides in four bundles. Superficial layers are 
connected to the tendons of middle and ring finger and the deep layers are 
connected to the tendons of index and little finger. A very low level contraction 
of individual fingers would cause fibres corresponding to the same finger to 
contract and not the others. This would minimize the cross – talk from other 
muscles since they will not be active.  
As indicated in Figure 4-3, the depth of muscle fibres of different fingers is 
different in the FDS muscle, it will now be discussed that by applying the theory 
of the volume conduction model of sEMG generation, the recorded MUAP at the 
surface of the skin originated at different depths as a result of the firing of 
corresponding muscle fibres when a finger is isometrically contracted, can be 
modelled.  
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Figure 4-3 A summary about FDS muscle, Source (Flexor Digitorum Superficialis - Wheeless' Textbook of 
Orthopaedics) 
 
4.3 Volume Conduction Model of Generation of sEMG 
Typically, if it is assumed that the conductivity of the conduction medium 
between the surface electrode and the source of generation of Motor Unit 
Action Potential (MUAP) does not change when MUAP travels in the radial 
direction, towards the detection site(Boyd, Lawrence, & Bratty, 1987), (Griep, 
Boon, & Stegeman, 1978), (Nandedkar, Stålberg, & Sanders, 1985), (Wani & 
Guha, 1980) (Clark & Plonsey, 1966) (Clark & Plonsey, The extracellular potential 
field of the single active nerve fiber in a volume conductor, 1968) then the 
voltage measured at the electrode can be described by the equation below: 
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Where Ve is the potential measured at the electrode site. Vi is the potential 
generated at the source that is intracellular action potential and Vrest is the DC 
shift. Re is the extracellular resistance and Ri is the intracellular resistance and z is 
in mm.  
However, in real time the electrical properties of muscle, fat layer and skin are 
not such that above assumption holds true. This is because the conductivity of 
the medium varies in radial (transversal) direction as MUAP travels from the 
source of generation towards the surface of the skin (Lateva, McGill, & Burgar, 
1996). Therefore a more complex approach to understand the generation and 
detection of the MUAP is taken (Gootzen, Stegeman, & Oosterom, 1991). This 
can be explained with the help of volume conduction model of the surface EMG. 
Many researchers have developed volume conductor models that contain a 
number of complex assumptions and stringent boundary conditions. More 
complex models, such as of (Merletti, Conte, Avignone, & Guglielminotti, 1999) 
(Merletti, Roy, Kupa, Roatta, & Granata, 1999) (Lowery, Stoykov, Taflove, & 
Kuiken, 2002) investigated model that had all three layers included that is 
muscle, fat and skin. They also investigated the effect of bones that might be 
found near the surface of the skin. Bones reflect or deform the shape of 
recorded MUAPs.  
Researchers (Lowery, Stoykov, Taflove, & Kuiken, 2002) simulated sEMG with 
more stringent boundary condition (finite – element model). They observed that 
the amplitude and frequency content of the surface potential increased when 
the outer layer of a homogeneous muscle model was replaced with highly 
resistive skin or fat tissue. The rate at which the surface potential decreased as 
the muscle fibre was moved deeper within the muscle also increased. Similarly, 
the rate at which the surface potential decayed around the surface of the model, 
for a constant fibre depth, increased. When layers of subcutaneous fat of 
increasing thickness were then added to the model, sEMG amplitude, frequency 
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content, and the rate of decay of the surface EMG signal around the limb 
decreased, due to the increased distance between the electrodes and the active 
fibre. 
They demonstrated the difference in the observed MUAP at the surface of the 
skin from the fibre at the same depth of 7mm simulated using four different 
volume conductor models of different complexity. This is illustrated in Figure 4-4. 
 
Figure 4-4 Comparison of action potentials detected at the surface directly above a fibre of depth of 7 mm 
in models I –IV. Source (Lowery, Stoykov, Taflove, & Kuiken, 2002) 
The complexity of the model has been found to have noticeable effect on the 
RMS and spectral components of the recorded MUAP that (Lowery, Stoykov, 
Taflove, & Kuiken, 2002) reported in their work. This is depicted in Figure 4-5 and 
Figure 4-6 
 
Figure 4-5 RMS value of surface potentials directly above the active fibre as fibre depth (in millimetres) is 
varied, Source (Lowery, Stoykov, Taflove, & Kuiken, 2002) 
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Figure 4-6 Amplitude spectrum median frequency of surface potentials directly above the active fiber as 
fiber depth (in millimeters) is varied, Source (Lowery, Stoykov, Taflove, & Kuiken, 2002) 
 
Other researchers (Roeleveld, Blok, Stegeman, & Oosterom, 1997) (Blok, 
Stegeman, & Oosterom, 2002) have also described and simulated volume 
conduction model of generation of surface EMG. In their model also the 
conducting medium (volume conductor) comprises of three main layers. The first 
and innermost layer is muscle. The muscle tissue forms the major portion of the 
volume conductor. This is an anisotropic conducting medium. Anisotropic 
medium is the one that has different conductivities along different axes. A 
muscle has relatively higher conductivity in the longitudinal direction whereas 
conductivity is lesser in the transverse direction. Therefore electric potential 
travelling in transverse direction of a muscle is attenuated more rapidly as 
compared to longitudinal direction. Second layer is fat tissue that covers the 
muscle. The fat layer is isotropic. That means this layer has same conductivity in 
all axes. The fat layer significantly enhances the amplitude of the action potential 
and has low pass filtering effect on the spectral components. The outermost 
layer is skin and that also has isotropic properties. The skin has the highest 
resistance among all layers. The volume conductor in Blok’s model was assumed 
to be cylindrical in shape. This is illustrated in Figure 4-7 
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Figure 4-7 Three-layered cylindrical volume conductor configuration with eccentric source. The cross 
section on the left (perpendicular to the cylinder axis) illustrates the relation between the local 
coordinates R and r, the cylindrical coordinates ρ and ϕ, and the positions of axis, source, and 
observation point. The cross section on the right (parallel to and including the axis) shows the parameters 
a, b, and c, describing the configuration, as well as the cylindrical coordinates z. The source (fibre) is 
shown with its motor endplate, i.e., the position of the neuromuscular transition, halfway along the fibre. 
The depth of the source equals c - R. Electrodes are dimensionless (point electrodes). Source (Blok, 
Stegeman, & Oosterom, 2002) 
 
Blok et al. (Blok, Stegeman, & Oosterom, 2002) described that the potential at 
the surface of the skin using a point electrode can be measured by solving the 
Poisson equation, a static approximation of the quasistatic volume conduction 
phenomena. The general solution of this equation for each of the three layers of 
the configuration in Figure 4-7 is given by: 
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Where  ,   and   are potentials recorded at three layers, “1” denotes inner 
conductor that is muscle tissue, “2” denoted fat layer and “3” denotes the skin 
layer.   ,  ,  ,    and    are the five unknowns to be determined using 
boundary conditions, ‘ρ’ is the radial distance between the central axis and the 
electrode, ‘ϕ’ represents the angle between the radial directions (from the 
central axis) to the source line and the electrode and ‘k’ symbolizes spatial 
frequency in the axial direction. 
The model parameters and their default values are given in the Table 4-1 
 
Table 4-1 Model Parameters: symbols and default values 
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From the volume conductor model it is observed that for the similar sized motor 
units the MUAP recorded from the sources that are deeper in the muscle or are 
farther from the recording site would have lower magnitude and the spectral 
components shift towards the lower frequencies as compared to the MUAPs 
originated at shallower depth. 
 
4.4 Implementation of Volume conduction model to the surface 
electromyogram (sEMG) recorded from the FDS muscle 
It was explained in chapter 3, sEMG is the superposition of all the MUAPs 
detected in the detection range of the surface electrode. Depending upon the 
distance of the active muscle fibre from the surface electrode, the sEMG 
recorded would contain the spectral component as well as magnitude of MUAPs 
recorded.  
Now referring to Figure 4-2, if surface electrode is placed on the right hand side 
from the middle line and ring finger is isometrically contracted, recorded sEMG 
would have spectral components of higher frequency and detected MUAPs 
would have higher magnitude than the sEMG recorded if the electrode was place 
on the left hand side of the middle line. This is because; from active MUAPs the 
distance of the electrode on the right hand side is smaller than the distance from 
the left hand side. This difference would be noticed because of the volume 
conduction effect of the muscle and other body tissues such as fat and skin layer 
through which electric potential of the active MUAP needs to travel before being 
detected by the surface electrode. In volume conduction, the body tissues act as 
low pass filter for the electric potential generated by the muscle fibres. 
Therefore the significant information in the action potential of the motor units 
that are at a greater distance from the recording electrode would lie in lower 
frequency component of the sEMG whereas the most significant information in 
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the action potential of motor units closer to the detection site (or electrode) 
would lie in relatively higher frequency spectrum. 
The anatomical arrangement of the FDS muscle bellies is complex. FDS is 
separated into different compartments. The little and index fingers have 
separate muscle bellies arising from an intermediate tendon from a proximal 
common muscle belly whereas the middle digital component arises from the 
radius and interosseous membrane. In other words the muscle bellies related to 
little and index fingers are situated deeper in hand and are located in the distal 
2/3 of the forearm. On the other hand the muscle bellies corresponding to 
middle and ring finger are more superficial and are place in the proximal 1/3 of 
the forearm (see Figure 4-2 and Figure 4-3). It is also to be noted that in few 
individuals the muscle belly corresponding to the little finger is very small or 
completely absent. In that case the surface EMG recorded while little finger is 
flexed is either very small in terms of signal to noise ratio or not detectable at all. 
Butler et al. (Butler, Kilbreath, Gorman, & Gandevia, 2005) demonstrated that at 
any contraction level the number of motor units fired for different finger 
contraction was different that is the firing rate for different fingers is different at 
any given low level isometric contraction. Therefore the number of MUAPs 
detected per unit time is expected to be different for different fingers.  
Since motor units corresponding to the little and index fingers are located in the 
deeper layers of the FDS muscle, it is expected that the sEMG corresponding to 
the little and index finger would be more distinctly classified towards the lower 
frequency and would have lower amplitude. This is because the MUAPs 
generated when little or index fingers are flexed would need to travel longer 
distance through the volume conductor (muscle, fat and skin tissues) before 
being detected by the surface electrode. 
On the other hand, motor units corresponding to ring and middle fingers are 
located near the skin surface, the sEMG produced by the middle and ring finger 
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flexion would be more distinctly classified in relatively higher frequency zone 
with higher magnitude since the MUAPs related to these fingers travel lesser 
distance through the volume conductor before being detected by the surface 
electrode. 
 
4.4.1 Processing of sEMG produced by the flexion of different fingers at 
low level of contraction 
When the level of contraction is low, the firing rate of the muscle fibres is small 
and there is no overlap of the component MUAPs (Basmajian & De Luca, 1985). 
Therefore the transients in the sEMG detected represent the entire component 
MUAPs. Since MUAPs are compact support waveforms, wavelets are one of the 
most suitable tools to detect transients in signals. Therefore it is proposed to 
exploit this suitability of the wavelets to process recorded sEMG signals and 
extract features representing component MUAPs from a given sEMG signal. 
These features would be useful to characterise and map sEMG recorded by the 
flexion of different fingers into the feature space and hence can be 
differentiated. 
As discussed above, the volume conduction effect of the muscle, fat and skin 
tissue is such that the spectral component of the MUAPs shifts towards the 
lower frequency and the magnitude reduces as the potential travels through the 
volume conductor before it is detected by the surface electrode. In chapter 3, it 
was discussed that the sEMG is the superposition of all the MUAPs active in the 
detection range of the surface electrode. Due to the volume conduction effect of 
the muscle tissue, the MUAPs originating from the deeper layers of the muscle 
will have the spectral shift towards lower frequency to a greater extent than the 
MUAPs originating from the superficial layers. Similarly the magnitude 
attenuation of the MUAPs originating from the deeper layers will be more as 
compared to the MUAPs originated from the superficial layers.  
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Since MUAPs originated at different depths of a muscle attenuate to different 
degree due to the distance travelled, they form part of different frequency bands 
in the overall frequency spectrum of sEMG. Therefore, it is proposed to filter 
sEMG signal into different frequency bands using a filter bank into mutually 
orthogonal frequency zones. It is desirable that filters have steep cut – off and 
minimal or no side lobes. This is to prevent signal from adjacent frequency band 
existing in a particular signal. The signals filtered into different frequency bands 
are then processed further separately, to detect component MUAPs. As 
discussed above, higher frequency components would contain MUAPs those are 
relatively closer and whose spectral components lie in that particular frequency 
zone. Similarly lower frequency zones will contain MUAPs those are relatively 
farther and whose spectral components lie in that particular frequency zone. 
It is to be noted that features thus obtained may not be exactly as expected from 
the volume conductor proposed in section 4.3. This is because the volume 
conductor model did not take into account the capacitive or inductive nature of 
the real muscle. Moreover the electrode at the detection site in model 
development was considered to be a point electrode. This however is not always 
the case. The electrodes used in the real time lab conditions are usually wire 
mesh or parallel bar type. These electrodes also have some filters connected for 
processing prior to the signal is recorded for the further analysis. The transfer 
function taking into the account of these real time situations was also not 
considered as part of the model. 
 
4.5 Summary 
In this chapter, the inception and the development of volume conductor model 
of the generation of surface electromyogram (sEMG) is discussed. The 
development of later and more complex volume conductor models was based on 
the simpler and classical volume conductor models initially developed is also 
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discussed. Clark and Plonsey’s work (Clark & Plonsey, A mathematical evaluation 
of the core conductor model, 1966) was among the first of development of 
volume conductors. Researchers (Roeleveld, Blok, Stegeman, & Oosterom, 1997) 
(Blok, Stegeman, & Oosterom, 2002) and (Lowery, Stoykov, Taflove, & Kuiken, 
2002) in the recent years developed more complex and accurate volume 
conductor models of sEMG those simulate much more closely to the real 
recorded sEMG. 
The anatomy of Flexor Digitorum Superficialis (FDS) muscle is also discussed 
briefly. FDS muscle is responsible for the flexion of the second interphalangeal 
joint of second to fifth digit. It was also noted that FDS is a highly 
compartmentalized muscle. In other words, FDS has separate muscle bellies that 
are connected to the tendons of different fingers of the hand. Muscle bellies of 
little finger (digit 5) and the index finger (digit 2) lie deeper in the FDS and on the 
other hand muscle bellies of ring finger (digit 4) and middle finger (digit 3) lie 
relatively closer to the surface of the skin. 
Taking into account the anatomy of the FDS muscle and the volume conduction 
generation of the sEMG, a technique of detection of component MUAPs arising 
from different depths of the FDS muscle was then proposed to extract features 
that represent the sEMG thus obtained. 
Finally it was noted that although the volume conductor model proposed by the 
researchers forms a solid foundation of the proposed feature extraction 
technique, the model might not exactly conform to the extracted features for a 
variety of reasons. These being that the volume conductor model did not take 
into account the capacitive or inductive nature of the real muscle. The transfer 
function of the recording electrode was also not considered. Model considered 
that the electrode is a point electrode. 
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The method of feature extraction from the sEMG recorded from the FDS muscle 
using volume conductor model will now be discussed in detail in the next 
chapter.  
  
 
 
 
5. Technique of Extracting 
Model Features from the 
Surface Electromyogram Based 
on Volume Conductor Model 
 
 
5.1 Introduction 
In the last chapter, it was discussed that sEMG recorded by surface electrodes is 
affected by a number of factors. These factors include: 
 Electrical noise,  
 Cross – talk between different active muscles, which is more prominent in 
complex actions where muscles are acting in synergy, 
 Involuntary activation of muscles, 
 Transfer function of the anatomical tissues that includes muscles, fat layer 
and skin. 
 Transfer function of the recording equipment. 
Last two factors have been considered and modelled in the later and more 
complex volume conduction models of sEMG (Roeleveld, Blok, Stegeman, & 
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Oosterom, 1997); (Farina, Merletti, & Enoka, 2004); (Merletti, Conte, Avignone, 
& Guglielminotti, 1999); (Merletti, Roy, Kupa, Roatta, & Granata, 1999). Although 
properly understood and developed, these models have not been utilized to 
extract features that give true representation of the recorded surface EMG. In 
this chapter we will discuss a novel technique of feature extraction from 
recorded surface EMG by utilizing volume conduction model. 
Wavelet analysis was used to extract the features. Wavelets were considered to 
be the suitable tool for feature extraction because of their ability to analyse non 
– stationary and random signals such as sEMG. Extraction of features using 
wavelet has been well established by the research community (Mallat & Hwang, 
1992). Wavelet transform is called “mathematical microscope” and has 
resolution in both time field and frequency field. It can focus onto any detail of 
the analysed object by taking increasingly fine step of time or space field. The 
best known and most often used transform methods are based on the classical 
Fourier transforms. However, wavelet method offers several advantages over 
the Fourier – based methods. One of the most important advantages of the 
wavelets is that wavelet bases have local support in the time and frequency, 
whereas Fourier basis functions are local in frequency, but have global support in 
the time domain. This means that the representation of a function using 
wavelets represents its local behaviour. In this way, wavelets can specify a 
specific shape attribute at a specific location. Other advantage of the wavelet 
transform is the availability of the fast algorithms and that it allows an integrated 
technology to handle a variety of data processing tasks such as feature 
extraction. 
5.2 The Method of Feature Extraction 
A step by step method of extracting features would be explained below in detail. 
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5.2.1 Decomposition of the signal 
The significant amount of information of the MUAPs that are at a greater 
distance from the recording electrode would lie in lower frequency component 
of the sEMG whereas the most significant information of MUAPs closer to the 
detection site (or electrode) would lie in relatively higher frequency spectrum 
and have higher amplitude (refer to Figure 5-4 for difference in different 
MUAPs). Therefore the signal is filtered into five separate frequency zones using 
the reconstruction filters of the bi-orthogonal wavelet ‘bior3.3’. This particular 
wavelet was chosen by trial and error method and was found to exhibit Gibbs 
Effect to the least as compared to other orthogonal or bi-orthogonal wavelets. It 
is important that the signals in each band have the least amount of 
contamination due to the signal from the other frequency bands. The frequency 
response on sEMG signal when different kinds of filters are chosen is shown 
below in Figure 5-1 and Figure 5-2. 
 
Figure 5-1 X – axis shows the frequency and y – axis shows the energy. It is observed that the signal has 
leakage of energy in the attenuated band in every frequency zone when quaderature filter consists of that 
of wavelet ‘db1’. 
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Figure 5-2 In this figure it is observed that the Gibbs effect is reduced when quaderature filter consists of 
reconstruction filters of ‘bi-orthogonal 3.3’ wavelet. Especially see the lower frequency bands. 
 
From the Figure 5-1 and Figure 5-2 above it is clearly seen that the choice of 
filters is very important at the first stage processing. The chosen filter that is 
reconstruction filters of ‘bior3.3’ wavelets provided the best frequency response 
with no side lobes. This can be clearly seen in the three lower most frequency 
ranges that span from 0 to 128 Hz. Once we obtain five sub-signals, they are 
further analysed independently. The frequency response of the filters is as 
shown below: 
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Figure 5-3 Scaling and Wavelet function of reconstruction filter of bior3.3 wavelet 
 
 
Figure 5-4 the difference in the shape and magnitude of MUAP generated from motor units at different 
depths detected using different filters, such as single differential filter (TSD, LSD), double differential 
(LDD, TDD) and complex filters (BiTDD, NDD and IB2) . The amplitude of MUAPs is normalized with 
respect to the maximum value of MU#1 for easy comparison. (Lee, Adam, & DeLuca, 2008) 
 
5.2.2 Analysis of each frequency component: 
Each of the five sub – signals now obtained, representing different frequency 
components of the raw sEMG signal is now separately decomposed (analysed) 
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using continuous wavelet transform. Wavelet coefficients are calculated only for 
the dyadic scales, scales 2, 4, 8, 16 and 32, since the coefficients in dyadic scales 
are sufficient to represent the entire signal without the loss of significant 
information (Mallat & Hwang, 1992).  
Wavelet transform of any function f(x) at a scale s with a mother wavelet ψ(x) is 
can be expressed as follows: 
 
Where ψs(x) is the dilation form of the wavelet ψ(x) and is given by the following 
equation: 
 
However the wavelet transform of the five signal components detected in step (i) 
contain noise components of respective frequency.  The removal of these noise 
components is important in order to accurately detect component MUAPs. The 
empirical method of noise removal is explained in the following step. The 
empirical method is considered to be most suitable since it does not need any a 
priori knowledge of signals and hence no initial assumptions need to be set. 
 
5.2.3 Noise and background activity cancellation 
In the literature different soft and hard thresholding techniques have been 
demonstrated in order to pre-process or de-noise the signals. These techniques 
are useful if we have prior knowledge of the signal or a set of assumptions can be 
made because of known properties of the signal. This however is not the case 
with bio – signals and specially sEMG. Bio-signals have inherent variability. These 
signals differ from subject to subject. Moreover bio – signals recorded from the 
same subject at different times is different. This is called inter – subject and intra 
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– subject variation respectively. Bio-signals are also non – stationary in nature. 
That means their spectral component also changes constantly and the change 
most of the times is random.  
Therefore any kind of soft or hard thresholding technique might not be entirely 
suitable in case of bio – signals since the type of noise present in the signal is not 
known a priori (Andrade, Nasuto, Kyberd, Sweeney-Reed, & Kanijn, 2006). 
Therefore it is important to remove noise and other background activity 
empirically (Andrade, Nasuto, Kyberd, Sweeney-Reed, & Kanijn, 2006). The 
crosstalk, background activity or any other noise, including filter noise of the 
sEMG electrodes collectively would be collectively termed as noise from now 
onwards. 
Removal of noise is important at this stage. This is so because the component 
MUAPs and noise component, both form transients in the recorded sEMG. 
Therefore if sEMG is not free of noise then these noise component transients 
could also be falsely detected as active motor unit potential. This problem 
becomes more prominent in low level of sEMG where the signal to noise ratio is 
very low and the noise is comparable to the actual signal. See Figure 5-6 below. 
In real time, the background activity or noise is recorded at the start of the 
recording procedure when there are no muscle contractions. Processing of 
background activity is shown in Figure 5 – 5. 
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Figure 5-5 Process to empirically remove the background noise from the sEMG signal. 
 
The background activity is separated from the recorded surface EMG as shown in 
Figure 5-7 (Andrade, Nasuto, Kyberd, Sweeney-Reed, & Kanijn, 2006). The 
background activity is also then analysed as per step (i) and (ii) above. Therefore 
we obtain five sub – signal components of noise and the CWT coefficients are 
calculated from those five signals. The process is depicted in Figure 5-5. 
The wavelet coefficients of the raw sEMG signals are thresholded using the 
background activity coefficients in real time by using corresponding wavelet 
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coefficients in corresponding frequency zone and wavelet scale. The resultant 
de-noised signal is depicted in the Figure 5-7. We can observe that from the 
denoised signal the probability of correct detection of MUAP transient will 
increase. 
 
Figure 5-6 The background activity and the actual signal are comparable. 
 
 
Figure 5-7 The top signal depicts the signal plus noise. See the noisy part also contains MUAP like 
transients. Signal below is de-noised that has improved signal to noise ratio, Source (Andrade, Nasuto, 
Kyberd, Sweeney-Reed, & Kanijn, 2006). 
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5.2.4 Peak Detection 
Once the wavelet coefficients have been thresholded empirically and the noise is 
removed. Surface electromyogram is composed of a large number of transient, 
the MUAPs. The existence of the transients in sEMG signals can be detected from 
the existence of singularities. Wavelet transform locates a singularity point as 
local maxima (peaks) at the finest scale. Local maxima,  can be 
described mathematically as follows: 
 
 
 
Where n = 2 – N-1, N is the total number of coefficients at any given scale s. 
Singularities are defined in Mallat’s theorem (Mallat & Hwang, 1992) that 
defines; singularity is where local wavelet maxima travel from coarsest scale to 
the finest scale. In our algorithm the scales where the local maximas were 
calculated were dyadic scales given by 2S, where S = [1, 2, 3, 4, 5]. Only the 
wavelet maximas that travelled from finest scale to coarsest scale were 
considered as detected singularity and hence they indicated presence of MUAP 
(Abel, Meng, Forster, & Holder, 2006) (Arikidis, Abel, & Forster, 2002) in that 
particular frequency component of the signal. Other wavelet maxima were 
rejected as random transients that did not arise from the actual MUAP in the 
signal. This is clearly depicted in Figure 5-8 and Figure 5-9 below. 
The value of wavelet coefficient maxima gives the indication of the strength of 
instantaneous spectral component of the sEMG signal. The average magnitude of 
wavelet maxima is calculated and that forms the first feature. This feature may 
be represented mathematically as follows: 
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A = Wavelet feature 1 
 = Wavelet coefficient 
S = scale 
N = sample number 
The number of singularities detected in a particular length of signal forms the 
second feature. This is so because in any given length of sEMG the number of 
MUAPs that will reach the electrode would be lesser if the motor unit generating 
the MUAP is deeper in the muscle and the number of MUAPs detected by the 
surface electrode would be generally greater if the motor unit is located in the 
superficial layers of the muscle. The features so extracted are plotted in two 
dimensional feature spaces as shown in Figure 5-10 below where all the four 
classes are depicted in one of the frequency zones extracted from 50 signals in 
each class. 
 
Figure 5-8 From the criteria selected from Mallat's work that only those wavelet maximas that travel from 
the higher scales to lowest scale be termed as singularities. On that bases few of the singularities were 
just as transients and the one that travelled from highest scale to the lowest scale were accepted as 
MUAPs in the sEMG signal. The magnitude of Wavelet maxima is depicted by colour coding 
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Figure 5-9 The signal in corresponding frequency zone. It also indicates the transients those were rejected 
or accepted to be considered as MUAP. For example see the transients around sample number 600 those 
were rejected. 
 
 
Figure 5-10 Class 1 - Little finger, Class 2 - Ring finger, Class 3 - Middle finger, Class 4 - Index finger 
 
The results are as expected and in line with the underlying anatomy of the FDS 
muscle as discussed in the previous chapter. Since muscle belly related to little 
finger is deep lying and very small or is entirely absent in few people as expected, 
fewer motor units were detected and had very low magnitude. Whereas the 
muscle belly related to ring finger is bigger and lies in the superficial layer of the 
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FDS muscle, more active motor units were detected. Detected MUAPs also had 
more amplitude since they travelled less distance through the volume conductor 
and hence were not attenuated extensively. Rest of the two classes also followed 
the expected result as per underlying anatomy of the FDS muscle. 
 
5.3 Summary 
In this chapter, a novel feature extraction technique in order to identify sEMG 
recorded on the surface of the FDS muscle is discussed. This technique utilises 
the volume conduction model of the surface EMG to extract the features that 
represent the different classes. In other words, the new technique is able to 
detect and identify active motor units situated in different layers of the muscle. 
It was also discussed that it is important to implement an adaptive and empirical 
method of de-noising of the sEMG signal because at low level contraction the 
signal – to – noise ratio is low. Also, the unknown nature of the recorded sEMG 
may render popular hard or soft thresholding techniques of de-noising signal not 
very effective. This in turn may result in poor identification rate of the MUAPs. 
The features extracted using the novel feature extraction technique were also 
found to be in line with the well established anatomy of the FDS muscle that has 
previously been corroborated using invasive techniques (Butler, Kilbreath, 
Gorman, & Gandevia, 2005) 
In the next chapter we will implement this novel feature extraction technique on 
healthy subjects. This will further confirm the accuracy of this technique as well 
as establish the underlying anatomy of the individual subjects using this novel 
non – invasive technique. 
 
  
 
 
 
6. The Performance Analysis 
of the Model Features 
 
 
6.1 Introduction 
This chapter tests the applicability of the feature extraction method proposed in 
the previous chapter in real – time situations. The efficacy of the method was 
examined at the following two sites of the FDS muscle: 
 Distal end of the FDS muscle 
 Proximal end of the FDS muscle 
The outcome of the experiments were statistically analysed to establish the 
reliability of the degree of separation that was achieved using classifiers. The 
data was classified using Twin Support Vector Machine by (Jayadeva, 
Khemchandani, & Chandra, 2007). SVMs have proved to be a remarkably robust 
classification method across a wide variety of applications, including 
classification of sEMG signals (Crawford et al., 2005). 
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6.2 Identification of four finger flexions at low level contraction 
 
6.2.1 Experimental Setup 
The experiment was designed to record surface EMG from two different sites of 
the Flexor Digitorum Superficialis (FDS) muscle while subject flexed their four 
fingers at the proximal intephalangeal joint, in each experiment. The electrodes 
were placed at two separate locations over the FDS muscle; that are distal side of 
the muscle (channel 1) and proximal side of the muscle (channel 2). The 
placement of electrodes is shown in Figure 6-1: 
 
 
Figure 6-1 Placement of electrodes over the FDS muscle. Electrode at the distal end is termed as channel 1 
and electrode placed at the proximal end of the muscle is termed as channel 2. The figure shows ring 
finger being flexed. 
 
6.2.2 Experimental Protocol 
The experimental protocol was designed to validate the accuracy of the model 
features described in chapters 4 and 5. Surface EMG recorded at two different 
sites was analysed separately. FDS muscle was chosen because: 
Chapter 6: The Performance Analysis of the Model Features 
98 
 
 It is responsible for the flexion of the second interphalangeal joint of digits 2 
to 5. 
 FDS is not deep seated in the forearm and hence surface EMG can be reliably 
recorded. 
Experiments on 11 healthy subjects who did not have any history of 
neuromuscular disorder were conducted. These experiments had approval of the 
university ethics committee for experiments with human subjects. Verbal and 
written details of the experiment were given to the subjects and a written 
informed consent was obtained from all of the subjects. 
Surface EMG was recorded using proprietary electrodes by Delsys Inc. USA (see 
Figure 6-1). The signal was sampled at 1024 samples per second. This is because, 
most of the spectral energy of surface EMG lies between 0 – 500 Hz and this 
sampling rate satisfies the Nyquist’s criteria in order to avoid aliasing of the 
signal.  
Subjects were asked to perform isometric contraction of different fingers one at 
a time (Table 6-1). The movement was repeated several times. The contraction 
was maintained for 10 seconds each time. Later, each contraction of 10 seconds 
long duration was divided into one second long signals for the purpose of 
analysis. 
 
Figure 6-2 Different classes of finger flexion (a) class 1, (b) Class 2, (c) Class 3, (d) Class 4 
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Table 6-1 Different classes of finger movements considered 
Class Class Description
Class 1 Little finger
Class 2 Ring finger
Class 3 Middle finger
Class 4 Index finger  
 
6.3 Data Analysis  
As mentioned earlier the sEMG from each channel was analysed separately. The 
analysis of the recorded sEMG was undertaken using three different techniques 
described as follows: 
 Visual analysis – using scatter plots 
 Statistical analysis to ascertain the separability of the model features in the 
feature space – using one – way multivariate analysis of variance (MANOVA 
1) and calculating the Mahalanobis distance between the class means. 
 Features were classified to determine the actual separation accuracy of the 
features to represent different classes – Using Twin SVMs linear kernel by 
(Jayadeva, Khemchandani, & Chandra, 2007) 
Data analysis of channel 1 is now presented which will be followed by the 
analysis of channel 2. Towards the end the discussion and observations from 
both the channels is presented. 
6.3.1 Analysis of sEMG recorded from channel 1 – distal end of the 
Flexor Digitorum Superficialis (FDS) muscle 
6.3.1.1 Visual Analysis using scatter plot of the features extracted 
from channel 1 recording 
A scatter plot, also called a scatter diagram or a scattergram, is a basic graphic 
tool that illustrates the relationship between two variables. The dots on the 
scatter plot represent data points. Scatter plots are used with variable data to 
Chapter 6: The Performance Analysis of the Model Features 
100 
 
study possible relationships between two different variables. Model features 
extracted from the surface EMG, described in the previous chapter were plotted 
using a scatter plot for the purpose of visualization. The features extracted from 
the surface EMG in all the frequency zones are plotted on the scatter plot for the 
visual inspection. Figure 6-3 depicts the scatter plot of the features extracted 
from the channel one of subject 2. It can be clearly seen that all four classes 
mapped in the feature space using the model features are visually different in all 
five frequency bands. 
 
Figure 6-3 Scatter Plot of features extracted from the sEMG recorded at channel 1 of Subject 2 
From the scatter plot, it can be inferred that the different clusters of data points 
relate to different classes in all the frequency zones. Higher frequency zones, 
frequency spanning 64 – 512 Hz, show clear separation between the classes. 
However two lower frequency zones indicate the classes (especially classes 3 and 
4) start to show some overlap.  
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Even though a scatter plot depicts a relationship between variables, it does not 
indicate a cause and effect of the relationship. Therefore statistical analysis was 
performed to examine the significance of this relationship between the variables. 
 
6.3.1.2 Statistical Analysis – MANOVA significance test and the 
Mahalanobis distance calculation 
Multivariate analysis of variance (MANOVA) was conducted to determine the 
significance of the data separation. It is used to analyse the means of data sets 
each defined by multiple variables and determine whether the mean of these 
data sets differ significantly. The separation was further corroborated by 
calculating the Mahalanobis distance between the different classes at each 
frequency zone. This helps to model the interaction of different classes in 
different individuals by providing the distance between different classes in 
different frequency zones. 
 A brief about MANOVA test: 
MANOVA test returns two output parameters. The first parameter is d; d is the 
measure of the maximum dimension of the feature space. The second output 
parameter is p; p gives probability value of the null hypothesis about the 
dimension of the feature space. MANOVA test, tests the null hypothesis that the 
means of all the classes are the same n-dimensional multivariate vector, and that 
any difference observed between them is due to random chance. If d = 0, there is 
no evidence to reject that hypothesis. In other words, the mean of all classes lie 
at the same point in the feature space (zero dimensions). If d = 1, then we can 
reject the null hypothesis at a given confidence level, but we cannot reject the 
hypothesis that the multivariate means lie on the same line. Similarly, if d = 2 the 
multivariate means may lie on the same plane in n-dimensional space, but not on 
the same line. 
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 A brief about Mahalanobis distance: 
Mahalanobis distance is a distance measure based on correlations between 
variables by which different patterns can be identified and analysed. It is a useful 
way of determining similarity of an unknown sample set to a known one. It 
differs from Euclidean distance in that it takes into account the correlations of 
the data set and is scale-invariant, i.e. not dependent on the scale of 
measurements.  
Mahalanobis distance of a multivariate vector  from a 
group of values with mean   and covariance matrix S is 
defined as: 
 
 
 
MANOVA tested the null hypothesis that the features in the feature space in 
respective frequency zones had classes with mean lying at the same point. In 
other words, the null hypothesis of the test is that all the classes were the same 
and the difference, if any, was purely by chance. The p – value gave the 
probability of the null hypothesis to be true as p = 0.0001 or 0.01%. The value of 
p is so small that we can reject the null hypothesis in favour of alternative 
hypothesis at confidence level of 99% i.e. p <0.01. The alternative hypothesis 
would be that no classes have the same mean and the difference between them 
is not by chance. 
The second output of the MANOVA test is d. This parameter gives the maximum 
dimension the mean of features of different classes would assume. As discussed 
earlier, if d = 0, that would indicate that the means of different classes lie at the 
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same point and we cannot reject the null hypothesis.  As we can observe that the 
features in all cases assume two – dimensional space, i.e. they lie in the same 
two dimensional plane (d = 2). However one exception to this was noted. The 
feature means of the four classes assumed the maximum dimension of 1 for 
subject 5 in the frequency zone 128 – 256 Hz. This can be graphically visualized 
from the scatter plot in the Appendix A. It is observed that features are in two 
dimensional space but the means of the four classes seem to be collinear. 
The d and p values above computed from the MANOVA test provide the 
qualitative measure of the separability of the four classes. Further statistical 
analysis is required to provide a quantitative measure of the separability of the 
classes, when mapped in the feature space. This quantitative analysis was done 
by computing the “Mahalanobis Distance” between the means of different 
classes in all the frequency zone of the sEMG signal recorded. This would be 
shown to be a helpful tool to model the response of active motor units at various 
depths in the FDS muscle. 
Table 6-2 depicts the Mahalanobis Distance of all four classes in all frequency 
zones of channel 1 recording from subject 2. The scatter plot of the features is 
shown in (Figure 6-3) above. 
From Table 6-2 it can be observed that the distance between class 1 and class 2 
is very large in almost all frequency zones. This is due to the fact that the active 
motor units corresponding to these respective classes have very different origin 
in the FDS muscle. Motor units of class 1 (little finger) are mostly found in the 
distal end of the FDS muscle and are situated in the deeper layers. Whereas the 
motor units of class 2 (ring finger) are situated towards the proximal end of the 
FDS and lie in superficial layers of the FDS muscle. The distance between class 1 
and 4 is very small. This may be due to the reason that the motor units of class 
1(little finger) and class 4 (index finger) are located in the distal end of the FDS 
and are set in deeper layer in the muscle. 
Chapter 6: The Performance Analysis of the Model Features 
104 
 
Table 6-2 Mahalanobis Distance between the means of different classes recorded at channel 1 of Subject 
2 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 2 256 - 512 Class 1 0 191.2847 86.9905 25.8419
Class 2 191.2847 0 72.2489 94.6314
Class 3 86.9905 72.2489 0 18.8385
Class 4 25.8419 94.6314 18.8385 0
128 - 256 Class 1 0 180.4481 91.6647 13.9581
Class 2 180.4481 0 43.4738 112.2765
Class 3 91.6647 43.4738 0 34.7495
Class 4 13.9581 112.2765 34.7495 0
64 - 128 Class 1 0 324.6292 144.5104 21.8448
Class 2 324.6292 0 46.9605 208.2393
Class 3 144.5104 46.9605 0 62.0901
Class 4 21.8448 208.2393 62.0901 0
32 - 64 Class 1 0 180.9791 113.77 9.3925
Class 2 180.9791 0 9.5023 133.833
Class 3 113.77 9.5023 0 73.3775
Class 4 9.3925 133.833 73.3775 0
0 - 32 Class 1 0 103.7168 72.0657 6.7696
Class 2 103.7168 0 5.8563 71.3679
Class 3 72.0657 5.8563 0 52.3021
Class 4 6.7696 71.3679 52.3021 0  
 
The only difference between the muscle bellies of the two fingers is that of size. 
It appears that the model features were able to detect this difference. Similarly 
the difference between class 2 and 3 is more pronounced in higher frequencies 
and the class means tend to come closer in lower frequencies. This trend appears 
to be consistent with the fact that the active motor units corresponding to both 
the classes are majorly situated in the proximal end of the FDS muscle which is 
far from the location of the channel 1 electrode. MUAPs that have attenuated to 
the lower frequency zones while travelling larger distance before being detected 
by the surface electrode would appear to be originated from the same source. 
Chapter 6: The Performance Analysis of the Model Features 
105 
 
The statistical model described above could be a useful tool to analyse 
underlying anatomy of the muscle structure or can be used to develop a non – 
invasive diagnostic tool for detection of muscular disorders e.g. in the forearm 
flexor muscles. Mahalanobis Distance table for all subjects are given in Appendix 
A. 
Classification of the sEMG recorded from the channel 1 of the eleven subjects 
using machine learning method for the implementation in the real time 
applications will now be discussed. 
 
6.3.1.3 Classification using Twin Support Vector Machines 
Features extracted from bio – signals are finding new applications in prosthetic 
control and human computer interface in the field of computer vision. Therefore 
the four class vectors, where each data point was defined by two model features 
were input into the Twin Support Vector Machine with linear kernel developed 
by (Jayadeva, Khemchandani, & Chandra, 2007). Classification in each frequency 
zone was performed separately using 10 fold cross – validation.  Since it was 
established while analysing the results statistically that different classes’ features 
have different behaviour in different frequency zones, namely the Mahalanobis 
distance, in the support vector machine classification it was noticed that the 
classification accuracy of different classes was different in different frequency 
zones. Overall classification accuracy of all classes among eleven healthy subjects 
is tabulated in Table 6-3. Figures in the brackets in front of classification rate of 
individual class of subjects are standard deviation of overall classification from 10 
fold cross-validation. 
The overall accuracy of the detection of flexion of four classes of fingers (digits 2 
to 5) was found to be 93.41(1.45) % when sEMG was recorded from the distal 
end (channel 1) of the FDS muscle.  
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Table 6-3 Classification accuracy of different classes recorded from channel 1 using novel features. 
Subject Class 1 Class 2 Class 3 Class 4
1 100.00(0.00%) 100.00(0.00%) 86.00(6.24%) 100.00(0.00%)
2 91.50(3.20%) 99.50(1.50%) 91.00(4.90%) 85.00(6.81%)
3 90.29(9.83%) 94.00(7.00%) 95.00(7.07%) 94.50(10.11%)
4 88.50(8.96%)  89.00(7.68%) 89.50(8.50%) 98.00(7.14%)
5 93.00(7.48%) 85.00(10.00%)  93.50(7.09%) 91.50(7.43%)
6 95.50(5.68%) 97.50(5.59%)  85.00(7.75%) 86.50(8.67%)
7 95.00(5.92%) 99.50(1.50%) 90.00(4.47%) 83.00(8.43%)
8 91.65(6.68%) 100.00(0.00%) 100.00(0.00%) 94.50(5.22%)
9 100.00(0.00%) 100.00(0.00%) 83.75(8.93%)  95.00(5.45%)
10 85.81(10.21%) 100.00(0.00%) 100.00(0.00%)  98.00(4.27%)
11 90.00(8.00%) 85.63(7.93%) 99.38(1.88%) 99.38(1.88%)
Mean (n = 11) 92.84090909 95.46636364 92.10272727 93.21636364
SD (n = 11) 4.475871881 6.075808214 5.982564819 5.968160978  
 
Further, the performance of the classifier was tested by creating the confusion 
matrix (Please see Appendix A). From the confusion matrix the accuracy, 
sensitivity and specificity of the classification for each class of all the subjects was 
calculated. This is shown in Table 6-4. 
Table 6-4 Accuracy, Sensitivity and Specificity calculation for each class of eleven subjects. Data recorded 
from the channel 1. 
Sensitivity Specificity Sensitivity Specificity Sensitivity Specificity Sensitivity Specificity
1 0.97 1.00 0.99 1.00 0.97 0.86 1.00 1.00 0.99
2 0.91 0.92 0.95 0.98 0.97 0.90 0.98 0.84 0.99
3 0.84 0.82 1.00 0.84 0.90 0.86 0.91 0.84 0.97
4 0.92 0.90 0.99 0.90 0.97 0.90 0.93 0.98 1.00
5 0.93 0.94 0.96 0.88 0.98 0.96 0.97 0.92 0.99
6 0.92 0.96 1.00 0.98 0.99 0.86 0.97 0.88 0.94
7 0.93 0.94 0.95 1.00 0.96 0.90 1.00 0.86 0.99
8 0.97 0.92 0.99 1.00 1.00 1.00 0.98 0.96 0.99
9 0.96 1.00 1.00 1.00 1.00 0.86 0.99 0.96 0.95
10 0.96 0.86 0.99 1.00 0.95 1.00 1.00 0.98 1.00
11 0.94 0.90 0.96 0.88 0.97 0.98 0.99 0.98 0.99
mean (n = 11) 0.93 0.92 0.98 0.95 0.97 0.92 0.98 0.93 0.98
SD (n = 11) 0.04 0.05 0.02 0.06 0.03 0.06 0.03 0.06 0.02
Class 1 Class 2 Class 3 Class 4
Subject
Overall 
Accuracy
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6.3.2 Analysis of sEMG recorded from channel 2 – proximal end of the 
Flexor Digitorum Superficialis (FDS) muscle 
Performance of model features extracted from the sEMG recorded from the 
proximal end of the FDS muscle (channel 2) will now be discussed. The effect of 
the location of the surface electrode on the model of sEMG and hence 
classification using the single channel signal recording will also be discussed. 
 
6.3.2.1 Visual Analysis using scatter plot of the features extracted 
from channel 2 recording 
Figure 6-4 shows the scatter plot of the features extracted from the channel 2 of 
the subject 2. 
 
Figure 6-4 Scatter plot showing the features from all classes in all frequency zones 
 
Scatter plot in the Figure 6-4 clearly depicts that all four classes mapped in the 
feature space using the model features are visually different in all five frequency 
bands. It is interesting to note that unlike Figure 6-3, where class 3 and 4 started 
to overlap in lower frequency zones; in channel 2 they remain separate 
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throughout all the frequency zones. Conversely, class 1 and 4 start to overlap 
towards the lower frequency zones. This observation is consistent with the 
underlying anatomy of the FDS muscle. As it was discussed in chapter 4 that the 
muscle bellies of ring finger (class 2) and middle finger (class 3) are located in the 
proximal half of the FDS muscle, it is clear from Figure 6-4 that in the lower 
frequency, features of these two classes are more separated. However class 1 
(little finger) and class 4 (index finger) started to overlap in lower frequency 
zones spanning 0 – 64 Hz. This could be explained on the basis of anatomy of the 
FDS, because the muscle bellies of these fingers are positioned in the distal end 
of the FDS muscle. Lower frequency components start to get attenuated to the 
extent that they are less clearly distinguishable. This would further be confirmed 
by the statistical analysis that follows. 
 
6.3.2.2 Statistical Analysis – MANOVA significance test and the 
Mahalanobis distance calculation 
Multivariate analysis of variance (MANOVA) was conducted to determine the 
significance of the data separation in channel 2. In a similar way as channel 1, it is 
used to analyse the means of data sets of each class defined by multiple 
variables and determine whether the mean of these data sets belonging to 
different class, differ significantly. The separation was further corroborated by 
calculating the Mahalanobis distance between the means of different classes in 
each frequency zone. 
MANOVA test was conducted on data from the channel 2 of all the subjects. The 
output was d = 2 and p = 0.0001. Since d = 2, it could be inferred that all classes 
were separable and lied in two dimensional feature plane. This difference is 
statistically significant due to small value of p (p = 0.0001) for the null hypothesis. 
The separability of these classes is further corroborated by computing the 
Mahalanobis Distance. 
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Table 6-5 shows the Mahalanobis Distance calculated from the features from all 
the frequency zones of the signal recorded from channel 2. 
Table 6-5 Mahalanobis Distance between the means of different classes recorded at channel 2 of Subject 
2 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 2 256 - 512 Class 1 0 297.911 121.1809 9.0203
Class 2 297.911 0 69.5908 213.9982
Class 3 121.1809 69.5908 0 64.1807
Class 4 9.0203 213.9982 64.1807 0
128 - 256 Class 1 0 294.6594 109.5483 11.1584
Class 2 294.6594 0 91.5157 216.0436
Class 3 109.5483 91.5157 0 51.6354
Class 4 11.1584 216.0436 51.6354 0
64 - 128 Class 1 0 502.5813 145.0035 12.0121
Class 2 502.5813 0 154.3909 400.1871
Class 3 145.0035 154.3909 0 77.896
Class 4 12.0121 400.1871 77.896 0
32 - 64 Class 1 0 356.3784 120.9785 7.6185
Class 2 356.3784 0 87.9526 286.6495
Class 3 120.9785 87.9526 0 72.2005
Class 4 7.6185 286.6495 72.2005 0
0 - 32 Class 1 0 210.5113 50.4578 3.4855
Class 2 210.5113 0 64.8469 191.7951
Class 3 50.4578 64.8469 0 36.1558
Class 4 3.4855 191.7951 36.1558 0  
 
It was observed from the scatter plot that class 2 and class 3 are more separable 
even in lower frequency zones. This is further confirmed by Mahalanobis 
distance of the means. The distance between class 2 and 3 is 87.95 and 64.84 in 
frequency zone 32 – 64 Hz and 0 – 32 Hz respectively. Whereas, these distances 
in channel 1 were 9.5023 and 5.8563 respectively. Furthermore the distance 
between the means of class 1 and 4 in channel 2 has reduced to 7.6185 and 
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3.4855 in frequency zone 32 – 64 Hz and 0 – 32 Hz respectively from 9.39 and 
6.25 respectively. 
From the comparison and discussion of the Mahalanobis Distance depicted in 
Table 6-2 and Table 6-5 together with the visualization of the scatter plot in 
Figure 6-3 and Figure 6-4 we can infer that model features developed utilizing 
the available volume conduction models are in good conformity with the well 
established underlying anatomy  (Butler, et al. 2005) and functionality of FDS 
muscle (McIsaac and Fuglevand 2007).  
The reliability of the features extracted from the channel 2 would now be 
investigated by the machine learning pattern recognition techniques using 
support vector machines. 
 
6.3.2.3 Classification using Twin Support Vector Machines 
The features of each class in all frequency zones, were given as input to the Twin 
Support Vector Machine. As discussed in section 6.3.1.3, each frequency zone 
was classified separately.  The detailed results of all the classifications are 
tabulated in Appendix A. The overall classification accuracy is tabulated in Table 
6-6. Sensitivity and specificity of the classification were also calculated and are 
presented in Table 6-7. 
The average classification accuracy of all the classes above is 92.4 (3.23) %. The 
overall classification rate of sEMG recorded from channel 2 at first is observed to 
be slightly less than that of from channel 1, where overall classification rate is 
93.41 (1.45) %. This difference however is not statistically significant. A paired t – 
test on the difference between the two classification rates was conducted. The 
null hypothesis assumed that there is no significant difference in the 
classification rate. In other words the difference between the two classification 
rates is zero. 
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Table 6-6 Classification accuracy of different classes recorded from channel 2 using novel features. 
Subject Class 1 Class 2 Class 3 Class 4
1 93.50(4.50%) 96.50(4.50%) 100.00(0.00%) 97.78(3.69%)
2 80.00(7.42%) 94.50(6.50%) 82.00(8.31%) 83.50(9.50%)
3  99.50(1.50%) 95.50(5.68%) 88.00(10.05%)  80.00(5.92%)
4 100.00(0.00%) 93.50(4.50%) 83.00(7.14%) 73.50(10.01%)
5 86.50(8.38%)  96.50(4.50%) 87.50(4.61%) 91.00(7.68%)
6 89.50(7.23%) 92.50(5.59%) 90.50(6.50%) 95.00(6.71%)
7 88.50(6.73%) 97.00(3.32%) 89.50(8.50%) 89.50(8.20%)
8 99.00(2.00%) 100.00(0.00%) 96.50(4.50%) 83.00(10.54%)
9 100.00(0.00%) 90.46(12.82%) 90.21(6.22%) 100.00(0.00%)
10 100.00(0.00%) 100.00(0.00%) 90.00(8.46%) 91.33(4.27%)
11 100.00(0.00%) 99.09(2.73%) 96.88(4.19%) 95.00(7.81%)
Mean (n = 11) 94.23 95.96 90.37 89.06
SD (n = 11) 7.08 3.08 5.58 8.17  
 
The null hypothesis could not be rejected in favour of alternative hypothesis, 
since probability value for null hypothesis, p = 0.87 (t = 1.19). 
Therefore it can be inferred that the model features that have been developed 
are robust against the change in the position of the electrode. Therefore the 
electrode can be placed anywhere on the muscle to reliably classify different 
classes of the finger contraction at very low force level. 
Table 6-7 Accuracy, Sensitivity and Specificity calculation for each class of eleven subjects, Data recorded 
from the channel 2 
Sensitivity Specificity Sensitivity Specificity Sensitivity Specificity Sensitivity Specificity
1 0.97 0.94 1.00 0.96 1.00 1.00 0.97 0.96 0.99
2 0.86 0.80 0.95 0.96 0.97 0.82 0.98 0.84 0.91
3 0.91 0.96 0.99 0.94 0.99 0.88 0.94 0.84 0.95
4 0.88 1.00 1.00 0.86 0.97 0.84 0.92 0.80 0.94
5 0.91 0.88 0.94 0.96 0.98 0.88 0.96 0.92 1.00
6 0.92 0.90 0.98 0.92 0.97 0.92 0.97 0.94 0.97
7 0.92 0.90 0.97 0.96 0.98 0.90 0.99 0.90 0.95
8 0.95 0.98 1.00 1.00 0.98 0.96 0.95 0.84 0.99
9 0.95 1.00 1.00 0.90 0.97 0.90 0.97 1.00 0.99
10 0.95 1.00 0.97 1.00 0.99 0.90 0.98 0.90 0.99
11 0.97 1.00 1.00 0.98 1.00 0.96 0.97 0.94 0.99
mean (n = 11) 0.92 0.94 0.98 0.95 0.98 0.91 0.96 0.90 0.97
SD (n = 11) 0.04 0.07 0.02 0.04 0.01 0.05 0.02 0.06 0.03
Subject
Overall 
Accuracy
Class 1 Class 2 Class 3 Class 4
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At the same time the statistical model of the features provide an excellent tool 
for non – invasive modelling of underlying muscle anatomy and have a potential 
to diagnose pathological condition. 
Wavelet features are known to provide better classification rate than time or 
frequency domain features with considerable tolerance to noise. Wavelet 
features also have comparable or in some cases better computation time as 
compared to time or frequency domain features (Boostani & Moradi, 2003). 
6.4 Summary 
In this chapter the performance of novel features proposed in the previous 
chapters to map sEMG into feature space at low level contraction was analysed. 
Model features were able to detect and classify sEMG at very low level 
contraction arising from the same muscle.  
Table 6-3 showed that the overall classification accuracy of the classifier is 
93.41% while classifying data from channel 1. This accuracy was further tested 
for Type I error (Specificity) and Type II error (Sensitivity). Specificity and 
sensitivity values range between minimum of 0 and maximum of 1. The classifier 
was observed to have low Type I error while classifying. This is because of high 
specificity value returned. Specificity of all classes was ~0.98. The classifier also 
had low Type II error because of high sensitivity values. The sensitivity of four 
classes ranged between 0.92 and 0.95. 
Similarly, Table 6-6 showed that overall classification rate for all the class is 
92.4% when data from channel 2 was classified. This accuracy was also tested for 
Type I error (Specificity) and Type II error (Sensitivity). Specificity was observed 
to be between 0.96 – 0.98 and sensitivity was between 0.90 – 0.95. 
It has further been established that the classification accuracy of the surface 
EMG using these novel features is not significantly affected by the placement of 
the electrode on the muscle. This is because the probability of the statistical 
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significance of the difference in the classification accuracy in two channel data 
was calculated. The probability of the two classification rates to be similar was 
found to be p = 0.87. In other words the difference in the classification rate, if 
any, was statistically insignificant. Therefore these features are suitable for 
implementation in the control systems where only one sensor for neural control 
is desirable.  
Statistical analysis and modelling was consistent with the underlying anatomy. 
Model features were mapped in the feature space and were found to be 
indicative of the actual anatomical depth of relevant motor units. 
 
 
  
 
 
 
7. Discussion and Conclusions 
 
 
7.1 Discussion 
This research work has investigated and enumerated the advantages and 
limitations of current classification and modelling techniques available to classify 
the sEMG signals.  
The technique developed in this thesis was able to distinguish four individual 
finger flexions by using only one electrode with a high accuracy of 93.4%. It was 
also shown that the position of electrode on the FDS muscle does not have 
significant affect on the classification accuracy. The method described in this 
thesis was able to obtain high classification accuracy by using only one electrode 
recording because of its ability to exploit the underlying anatomical features of 
the FDS muscle. Similar work of controlling individual movement of fingers by 
other researchers (Tenore, et al. 2009); (F. Tenore, et al. 2007) has been 
undertaken. In their recent work, they investigated the effectiveness of different 
configurations of electrodes (19 or 32) on the performance of the prosthetic 
control, both on able – bodied using 32 electrode configuration and transradial 
amputees using 19 electrodes configuration.  Their technique was able to 
identify up to 12 finger gestures (included various flexion and extension). The 
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features chosen for the implementations were; Mean of the Absolute Value 
(MAV), Variance; Waveform Length (WL), Willison Amplitude (W) and Multi – 
Layer Perceptron Artificial Neural Network (MLP – ANN) as classifier . The 
difference in the classification rate between able – bodied (32 electrodes) and 
amputees (19 electrodes), if any, was not statistically significant.  This, in other 
words, demonstrates that classification rate of the classification model did not 
increase significantly even if number of electrodes to record sEMG was increased 
considerably. In a similar work done by Xiang et al. (Xiang, et al. 2009), they 
demonstrated by using six electrodes in similar configuration as Tenore et al., 
they were able to identify 8 classes of hand gestures with an accuracy of 81.3% 
for cross – user experimentation.  This classification rate is not acceptable for the 
application of prosthetic control. 
Xiang et al. had lower classification rate and this probably could be attributed to 
the fact that they only used 8 electrodes in their experiments whereas Tenore et 
al. used at least 19 electrodes. In their technique it appears, using time based 
features, increase in number of electrodes is necessary to increase the 
classification accuracy. However, this increase is useful up to only a certain 
extent and after that classification accuracy does not improve significantly.  An 
increase in number of electrodes when time domain features is used may be 
necessary because these features are not able to exploit the information about 
the underlying anatomy of the muscle concerned that model features of this 
research were able to extract. 
While appreciating the non – stationary nature of sEMG, few researchers (Khezri 
and Jahed 2009); (Khezri and Jahed, Real-time intelligent pattern recognition 
algorithm for surface EMG signals 2007), have implemented STFT (use of sine 
basis) features among other time – frequency based features. Use of time – 
frequency features with sine bases is not suitable for biosignals such as sEMG. 
This is because the MUAPs, the building components of sEMG, have compact 
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support while sine bases do not have compact support. Therefore wavelets have 
been natural candidates to be chosen as basis function for the analysis of sEMG. 
The recent researches did not demonstrate the level of contraction of muscle 
while the sEMG is recorded for classification. Dextrous finger movement control 
would essentially involve low level sEMG activity in active hand prosthesis. 
However, at low level of contraction, signal - to - noise ratio is also low. This is 
due to background activity in the signal that adversely influences the quality of 
classification. This issue has not been addressed in any of the developed 
classification models. The technique developed in this thesis addressed this issue 
with empirically de-noising the background activity. The clean signal obtained 
with this technique of noise cancellation provides better representation of the 
classes, even in low level of contraction. This has also contributed to the high 
classification accuracy. 
Finally it is noted that it is desirable to reduce the number of electrodes used to 
classify different classes because of limited available space on the forearm, 
especially in the case of amputees. For example, Touch Bionics’ i – Limb (Touch 
Bionics n.d.) uses only up to two electrodes for fine finger control. Systems 
employing high number of electrodes may not be suitable for this kind of active 
hand prosthesis. The accuracy of systems employing prohibitively high number of 
electrodes could be affected to even a greater extent with the degree of 
amputation, in case of disabled individuals. If the number of electrodes used to 
control individual finger movement is reduced, the extra available space on the 
forearm may be used to extract the neural activation information from other 
muscles. For instance, the electrodes placed on available free space over Flexor 
Carpi Radialis (FCR), Flexor Carpi Ulanaris (FCU) and Brachioradialis may be used 
to control flexion, abduction and adduction of the wrist join in addition to finger 
control information from the FDS muscle.  
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It was shown in chapter 6 that the proposed classification model was successful 
in distinguishing four classes of low level finger contraction. This model has also 
validated the volume conduction model proposed by some of the leading 
researchers of the field (Blok, Stegeman, & Oosterom, 2002) (Merletti, Conte, 
Avignone, & Guglielminotti, 1999) (Merletti, Roy, Kupa, Roatta, & Granata, 1999) 
(Roeleveld, Blok, Stegeman, & Oosterom, 1997). Therefore the activity of the 
motor units located farther and in deeper layers of the muscle was detected 
clearly in the lower frequency zone. Classes lying in proximity to the detection 
electrode were clearly separable in higher frequency zones. This was tested by 
placing two electrodes at different position on the FDS muscle and processing 
the recorded sEMG signal separately. 
The sEMG signal is modelled as the superposition of all the MUAPs active in the 
detection range of the surface electrode. It was shown that due to the volume 
conduction effect of the muscle, fat and skin tissue, the spectral component of 
the MUAPs shifts towards the lower frequency and the magnitude reduced as 
the potential travelled greater distance through the volume conductor before it 
was detected by the surface electrode. The pattern of features corresponding to 
different classes changed such that the MUAPs originating from the deeper 
layers of the muscle had the spectral shift towards lower frequency to a greater 
extent than the MUAPs originating from the superficial layers.  
Therefore it can be concluded that the model developed in this thesis was able 
to detect and decode the information present in the sEMG by utilising the well 
established concept of volume conduction effect on sEMG. In doing so, a high 
rate of classification was achieved. The class to detection electrode ratio was also 
high. In other words, the high classification rate of detecting four classes of low 
level individual finger contraction was achieved by using only one electrode. 
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7.2 Contributions of This Research 
This thesis has contributed to the field of bio-signal analysis and modelling in the 
following ways: 
 An empirical model of surface electromyogram (sEMG) recorded from Flexor 
Digitorum Superficialis (FDS) muscle has been developed. This is done by 
extracting and mapping features in the features space based on the signal 
decomposition utilising volume conduction model of the sEMG. Mapping of 
the features in the feature space is related to the anatomy of the underlying 
muscle that is FDS. 
 It is demonstrated that number of electrodes required to reliably classify four 
classes is dramatically reduced by employing the empirical model of sEMG 
for feature extraction described in this thesis. Only one electrode is required 
to achieve high overall classification rate (93.4%) of individual finger flexions.  
 In previous researches, the background activity and noise has been removed 
by using filters. The filter design to achieve this has prior assumptions about 
the noise. We can however, cannot know the properties of the background 
noise while recording real time bio-signals, such as sEMG. Therefore this kind 
of filtering technique becomes unsuitable (Andrade, et al. 2006). The 
empirical model described, uses the recorded background activity to remove 
noise and background activity empirically in all frequency zones. Therefore 
no prior de-noising or filtering of sEMG signal is required. 
7.3 Conclusions 
Based on the limitations of the current techniques this research proposed a 
novel feature extraction technique using the model of sEMG using wavelet 
transform. The features so extracted from the surface EMG better represent this 
complex and non – stationary bio –signal at a very low level contraction level of 
muscles because the online filtering of noise components from the sEMG activity 
was incorporated in the model. Following conclusions could be drawn about the 
work in this thesis: 
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 Empirical model of surface electromyogram (sEMG) recorded from Flexor 
Digitorum Superficialis (FDS) muscle was developed. This was done by 
extracting and mapping features in the features space based on the signal 
decomposition utilising volume conduction model of the sEMG. Mapping of 
the features in the feature space is related to the anatomy of the underlying 
muscle that is FDS. 
 The features extracted by the empirical model were able to discriminate 
between fine digital movements with a classification rate of about 93%. The 
reliability of the classifier was established by checking for Type I error 
(Specificity) and Type II error (Sensitivity). High value of both, specificity and 
sensitivity indicated low error rate. 
 The empirical model described in this thesis was able to classifiy four 
individual finger flexions using only one channel of sEMG recording. The 
placement of the electrode does not affect the classification rate. This was 
confirmed by recording and analysing the sEMG data collected simultaneouly 
from two places on the FDS muscle. The classification rate from the two 
channels was statistically insignificant (p = 0.87). 
 
7.4 Future Studies 
The algorithm proposed in this thesis has a potential to find application in the 
prosthetic control, robotics and human computer interface due to higher rate of 
accuracy compared to methods previously proposed by other researchers. There 
may still be an increase in the performance of this method. In order to achieve 
that the following future studies that could be useful for the advancement in this 
field: 
 The study was performed at a low contraction level and hence the behaviour 
of the muscle didn’t change over the period of time and the muscle was not 
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fatigued. It is therefore important to study the changes in the features that 
describe the sEMG at different force level and also when it starts to fatigue. 
 Constituent MUAPs change their shape as they travel through the volume 
conductor. Their shape is also the measure of their regularity. It is therefore 
proposed to include the Lipchitz regularity α of the detected MUAPs as an 
additional feature in addition to their time and frequency domain features 
proposed in this thesis. 
 Surface electromyogram can be approximated as summation of propagating 
and non – propagating components (Mesin, Kandoor and Merletti 2008). 
Propagating components are resultant of MUAP travelling along the muscle 
fibre. Non – propagating components are the resultant of extinction of 
propagating components at tendons. As distance between active fibre and 
recording electrode increases, the influence of non – propagating 
components increases and results in crosstalk (Farina, Merletti and Enoka 
2004). It is actually the propagating components that characterize the muscle 
contraction. Therefore, it is desirable to segregate these two components to 
better represent different movement classes in feature space. Therefore it is 
recommended to incorporate segregation of these two components in the 
model for feature extraction. This may result in further increase in the 
performance of the model. 
 It is also recommended to overcome the manual selection of the wavelets to 
extract the features that correctly describe the signal as signal properties 
change (Lucas, et al. 2008).  
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Figure A-1 Scatter plot - Subject 1, Channel 1 
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Figure A-2 Scatter plot - Subject 1, Channel 2 
 
 
 
Figure A-3 Scatter plot - Subject 2, Channel 1 
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Figure A-4 Scatter plot - Subject 2, Channel 2 
 
 
Figure A-5 Scatter plot - Subject 3, Channel 1 
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Figure A-6 Scatter plot - Subject 3, Channel 2 
 
 
 
Figure A-7 Scatter plot - Subject 4, Channel 1 
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Figure A-8 Scatter plot - Subject 4, Channel 2 
 
 
 
Figure A-9 Scatter plot - Subject 5, Channel 1 
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Figure A-10 Scatter plot - Subject 5, Channel 2 
 
 
 
Figure A-11 Scatter plot - Subject 6, Channel 1 
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Figure A-12 Scatter plot - Subject 6, Channel 2 
 
 
 
 
Figure A-13 Scatter plot - Subject 7, Channel 1 
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Figure A-14 Scatter plot - Subject 7, Channel 2 
 
 
 
Figure A-15 Scatter plot - Subject 8, Channel 1 
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Figure A-16 Scatter plot - Subject 8, Channel 2 
 
 
 
Figure A-17 Scatter plot - Subject 9, Channel 1 
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Figure A-18 Scatter plot - Subject 9, Channel 2 
 
 
 
 
Figure A-19 Scatter plot - Subject 10, Channel 1 
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Figure A-20 Scatter plot - Subject 10, Channel 2 
 
 
 
 
Figure A-21 Scatter plot - Subject 11, Channel 1 
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Figure A-22 Scatter plot - Subject 11, Channel 2 
 
 
 
Table A-1 Mahalanobis Distances Subject 1, Channel 1 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 1 256 - 512 Class 1 0 78.6225 182.6055 260.2297
Class 2 78.6225 0 22.7312 81.9101
Class 3 182.6055 22.7312 0 71.8316
Class 4 260.2297 81.9101 71.8316 0
128 - 256 Class 1 0 68.9451 145.0056 261.3799
Class 2 68.9451 0 19.0986 132.5037
Class 3 145.0056 19.0986 0 67.6444
Class 4 261.3799 132.5037 67.6444 0
64 - 128 Class 1 0 416.5111 1141.188 1327.042
Class 2 416.5111 0 189.0273 354.7523
Class 3 1141.188 189.0273 0 79.6913
Class 4 1327.042 354.7523 79.6913 0
32 - 64 Class 1 0 152.3067 438.8562 594.5929
Class 2 152.3067 0 81.2244 186.4589
Class 3 438.8562 81.2244 0 33.5879
Class 4 594.5929 186.4589 33.5879 0
0 - 32 Class 1 0 401.6655 650.012 660.3075
Class 2 401.6655 0 30.2345 56.7896
Class 3 650.012 30.2345 0 23.3567
Class 4 660.3075 56.7896 23.3567 0  
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Table A-2Mahalanobis Distances Subject 1, Channel 2 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 1 256 - 512 Class 1 0 52.7274 37.3837 0.9114
Class 2 52.7274 0 6.3478 67.3322
Class 3 37.3837 6.3478 0 48.5646
Class 4 0.9114 67.3322 48.5646 0
128 - 256 Class 1 0 130.8342 79.2079 4.7891
Class 2 130.8342 0 9.1817 102.5235
Class 3 79.2079 9.1817 0 53.8123
Class 4 4.7891 102.5235 53.8123 0
64 - 128 Class 1 0 149.7545 755.0582 23.0429
Class 2 149.7545 0 236.3814 91.2755
Class 3 755.0582 236.3814 0 617.0991
Class 4 23.0429 91.2755 617.0991 0
32 - 64 Class 1 0 102.1726 517.4802 35.1172
Class 2 102.1726 0 165.0701 43.5982
Class 3 517.4802 165.0701 0 369.6006
Class 4 35.1172 43.5982 369.6006 0
0 - 32 Class 1 0 44.2516 107.8285 36.2728
Class 2 44.2516 0 23.9289 7.5583
Class 3 107.8285 23.9289 0 57.7572
Class 4 36.2728 7.5583 57.7572 0  
 
Table A-3 Mahalanobis Distances Subject 2, Channel 1 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 2 256 - 512 Class 1 0 191.2847 86.9905 25.8419
Class 2 191.2847 0 72.2489 94.6314
Class 3 86.9905 72.2489 0 18.8385
Class 4 25.8419 94.6314 18.8385 0
128 - 256 Class 1 0 180.4481 91.6647 13.9581
Class 2 180.4481 0 43.4738 112.2765
Class 3 91.6647 43.4738 0 34.7495
Class 4 13.9581 112.2765 34.7495 0
64 - 128 Class 1 0 324.6292 144.5104 21.8448
Class 2 324.6292 0 46.9605 208.2393
Class 3 144.5104 46.9605 0 62.0901
Class 4 21.8448 208.2393 62.0901 0
32 - 64 Class 1 0 180.9791 113.77 9.3925
Class 2 180.9791 0 9.5023 133.833
Class 3 113.77 9.5023 0 73.3775
Class 4 9.3925 133.833 73.3775 0
0 - 32 Class 1 0 103.7168 72.0657 6.7696
Class 2 103.7168 0 5.8563 71.3679
Class 3 72.0657 5.8563 0 52.3021
Class 4 6.7696 71.3679 52.3021 0  
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Table A-4 Mahalanobis Distances Subject 2, Channel 2 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 2 256 - 512 Class 1 0 297.911 121.1809 9.0203
Class 2 297.911 0 69.5908 213.9982
Class 3 121.1809 69.5908 0 64.1807
Class 4 9.0203 213.9982 64.1807 0
128 - 256 Class 1 0 294.6594 109.5483 11.1584
Class 2 294.6594 0 91.5157 216.0436
Class 3 109.5483 91.5157 0 51.6354
Class 4 11.1584 216.0436 51.6354 0
64 - 128 Class 1 0 502.5813 145.0035 12.0121
Class 2 502.5813 0 154.3909 400.1871
Class 3 145.0035 154.3909 0 77.896
Class 4 12.0121 400.1871 77.896 0
32 - 64 Class 1 0 356.3784 120.9785 7.6185
Class 2 356.3784 0 87.9526 286.6495
Class 3 120.9785 87.9526 0 72.2005
Class 4 7.6185 286.6495 72.2005 0
0 - 32 Class 1 0 210.5113 50.4578 3.4855
Class 2 210.5113 0 64.8469 191.7951
Class 3 50.4578 64.8469 0 36.1558
Class 4 3.4855 191.7951 36.1558 0  
Table A-5 Mahalanobis Distances Subject 3, Channel 1 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 3 256 - 512 Class 1 0 164.2336 46.1665 611.0048
Class 2 164.2336 0 36.3205 165.6309
Class 3 46.1665 36.3205 0 336.7009
Class 4 611.0048 165.6309 336.7009 0
128 - 256 Class 1 0 158.5884 52.0101 484.4022
Class 2 158.5884 0 33.7277 113.0442
Class 3 52.0101 33.7277 0 262.0886
Class 4 484.4022 113.0442 262.0886 0
64 - 128 Class 1 0 185.3723 67.2452 522.1831
Class 2 185.3723 0 41.1018 89.3983
Class 3 67.2452 41.1018 0 250.5126
Class 4 522.1831 89.3983 250.5126 0
32 - 64 Class 1 0 79.5156 28.0762 131.0995
Class 2 79.5156 0 19.4428 13.3742
Class 3 28.0762 19.4428 0 61.1663
Class 4 131.0995 13.3742 61.1663 0
0 - 32 Class 1 0 45.1061 13.6907 106.8195
Class 2 45.1061 0 12.2784 19.0445
Class 3 13.6907 12.2784 0 59.7853
Class 4 106.8195 19.0445 59.7853 0  
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Table A-6 Mahalanobis Distances Subject 3, Channel 2 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 3 256 - 512 Class 1 0 132.9295 27.628 90.0606
Class 2 132.9295 0 40.1633 4.2435
Class 3 27.628 40.1633 0 18.3103
Class 4 90.0606 4.2435 18.3103 0
128 - 256 Class 1 0 133.8394 25.0187 85.5752
Class 2 133.8394 0 43.2896 6.7856
Class 3 25.0187 43.2896 0 19.3568
Class 4 85.5752 6.7856 19.3568 0
64 - 128 Class 1 0 197.6516 26.0132 73.517
Class 2 197.6516 0 80.3787 38.7705
Class 3 26.0132 80.3787 0 14.3286
Class 4 73.517 38.7705 14.3286 0
32 - 64 Class 1 0 180.2432 17.0035 56.3423
Class 2 180.2432 0 87.3443 40.6442
Class 3 17.0035 87.3443 0 11.8492
Class 4 56.3423 40.6442 11.8492 0
0 - 32 Class 1 0 116.9635 9.1097 36.3223
Class 2 116.9635 0 61.0539 25.942
Class 3 9.1097 61.0539 0 9.3372
Class 4 36.3223 25.942 9.3372 0  
Table A-7 Mahalanobis Distances Subject 4, Channel 1 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 4 256 - 512 Class 1 0 112.6749 21.2195 449.0947
Class 2 112.6749 0 36.1038 137.9126
Class 3 21.2195 36.1038 0 285.8603
Class 4 449.0947 137.9126 285.8603 0
128 - 256 Class 1 0 138.9709 35.4555 591.9456
Class 2 138.9709 0 34.248 176.0153
Class 3 35.4555 34.248 0 351.562
Class 4 591.9456 176.0153 351.562 0
64 - 128 Class 1 0 166.0237 39.6697 525.7425
Class 2 166.0237 0 45.7457 104.0664
Class 3 39.6697 45.7457 0 287.4058
Class 4 525.7425 104.0664 287.4058 0
32 - 64 Class 1 0 68.4152 15.3457 136.2327
Class 2 68.4152 0 22.597 17.5777
Class 3 15.3457 22.597 0 75.4396
Class 4 136.2327 17.5777 75.4396 0
0 - 32 Class 1 0 34.562 5.5821 104.5377
Class 2 34.562 0 15.073 20.3743
Class 3 5.5821 15.073 0 70.3262
Class 4 104.5377 20.3743 70.3262 0  
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Table A-8 Mahalanobis Distances Subject 4, Channel 2 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 4 256 - 512 Class 1 0 100.6994 44.9747 70.003
Class 2 100.6994 0 11.811 2.9926
Class 3 44.9747 11.811 0 4.0905
Class 4 70.003 2.9926 4.0905 0
128 - 256 Class 1 0 196.2501 77.5847 111.378
Class 2 196.2501 0 31.0105 13.4615
Class 3 77.5847 31.0105 0 3.6108
Class 4 111.378 13.4615 3.6108 0
64 - 128 Class 1 0 248.0539 67.7097 70.047
Class 2 248.0539 0 63.4912 60.9699
Class 3 67.7097 63.4912 0 0.0256
Class 4 70.047 60.9699 0.0256 0
32 - 64 Class 1 0 177.2555 44.2091 43.399
Class 2 177.2555 0 51.8507 48.1919
Class 3 44.2091 51.8507 0 0.5048
Class 4 43.399 48.1919 0.5048 0
0 - 32 Class 1 0 84.0021 17.1019 18.0123
Class 2 84.0021 0 27.832 24.8615
Class 3 17.1019 27.832 0 0.3104
Class 4 18.0123 24.8615 0.3104 0  
 
Table A-9 Mahalanobis Distances Subject 5, Channel 1 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 5 256 - 512 Class 1 0 12.5718 157.744 191.3159
Class 2 12.5718 0 202.3962 236.5282
Class 3 157.744 202.3962 0 1.7666
Class 4 191.3159 236.5282 1.7666 0
128 - 256 Class 1 0 2.2072 152.0802 214.3812
Class 2 2.2072 0 117.7533 173.1523
Class 3 152.0802 117.7533 0 5.41
Class 4 214.3812 173.1523 5.41 0
64 - 128 Class 1 0 8.6778 194.1817 281.0172
Class 2 8.6778 0 141.8667 218.0958
Class 3 194.1817 141.8667 0 8.1648
Class 4 281.0172 218.0958 8.1648 0
32 - 64 Class 1 0 15.6763 85.5411 114.321
Class 2 15.6763 0 34.7662 54.5781
Class 3 85.5411 34.7662 0 2.2245
Class 4 114.321 54.5781 2.2245 0
0 - 32 Class 1 0 4.5147 58.2981 72.5943
Class 2 4.5147 0 44.4135 58.8293
Class 3 58.2981 44.4135 0 1.1364
Class 4 72.5943 58.8293 1.1364 0  
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Table A-10 Mahalanobis Distances Subject 5, Channel 2 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 5 256 - 512 Class 1 0 18.409 13.3554 95.4174
Class 2 18.409 0 58.5571 175.9239
Class 3 13.3554 58.5571 0 38.6624
Class 4 95.4174 175.9239 38.6624 0
128 - 256 Class 1 0 17.5694 6.4175 84.1919
Class 2 17.5694 0 43.787 154.2816
Class 3 6.4175 43.787 0 48.7342
Class 4 84.1919 154.2816 48.7342 0
64 - 128 Class 1 0 25.8576 6.0075 94.1969
Class 2 25.8576 0 52.5835 183.9215
Class 3 6.0075 52.5835 0 54.4479
Class 4 94.1969 183.9215 54.4479 0
32 - 64 Class 1 0 24.5207 5.2112 53.6941
Class 2 24.5207 0 45.8611 118.5361
Class 3 5.2112 45.8611 0 26.1526
Class 4 53.6941 118.5361 26.1526 0
0 - 32 Class 1 0 19.9148 6.4165 48.5483
Class 2 19.9148 0 37.0061 91.0923
Class 3 6.4165 37.0061 0 19.9165
Class 4 48.5483 91.0923 19.9165 0  
 
Table A-11 Mahalanobis Distances Subject 6, Channel 1 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 6 256 - 512 Class 1 0 307.8427 88.6786 159.2183
Class 2 307.8427 0 101.6741 42.3029
Class 3 88.6786 101.6741 0 14.1795
Class 4 159.2183 42.3029 14.1795 0
128 - 256 Class 1 0 368.0448 100.9439 159.5135
Class 2 368.0448 0 123.3217 71.2167
Class 3 100.9439 123.3217 0 8.3595
Class 4 159.5135 71.2167 8.3595 0
64 - 128 Class 1 0 303.4815 102.9526 123.0744
Class 2 303.4815 0 92.7446 74.1272
Class 3 102.9526 92.7446 0 1.2514
Class 4 123.0744 74.1272 1.2514 0
32 - 64 Class 1 0 191.3268 54.879 59.7797
Class 2 191.3268 0 69.5683 61.362
Class 3 54.879 69.5683 0 0.2597
Class 4 59.7797 61.362 0.2597 0
0 - 32 Class 1 0 157.596 39.3447 49.9463
Class 2 157.596 0 61.8574 55.2594
Class 3 39.3447 61.8574 0 0.6316
Class 4 49.9463 55.2594 0.6316 0  
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Table A-12 Mahalanobis Distances Subject 6, Channel 2 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 6 256 - 512 Class 1 0 404.697 190.574 10.4772
Class 2 404.697 0 58.5948 287.8691
Class 3 190.574 58.5948 0 111.7863
Class 4 10.4772 287.8691 111.7863 0
128 - 256 Class 1 0 404.9712 169.5779 13.1627
Class 2 404.9712 0 75.5846 281.3687
Class 3 169.5779 75.5846 0 88.3542
Class 4 13.1627 281.3687 88.3542 0
64 - 128 Class 1 0 595.5464 237.5148 15.034
Class 2 595.5464 0 99.4987 439.0396
Class 3 237.5148 99.4987 0 135.7357
Class 4 15.034 439.0396 135.7357 0
32 - 64 Class 1 0 322.6152 138.7187 5.7245
Class 2 322.6152 0 45.4776 254.245
Class 3 138.7187 45.4776 0 91.4272
Class 4 5.7245 254.245 91.4272 0
0 - 32 Class 1 0 199.5383 82.3642 2.4995
Class 2 199.5383 0 29.4911 163.2737
Class 3 82.3642 29.4911 0 57.8421
Class 4 2.4995 163.2737 57.8421 0  
Table A-13 Mahalanobis Distances Subject 7, Channel 1 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 7 256 - 512 Class 1 0 240.259 81.687 9.947
Class 2 240.259 0 79.7949 155.0625
Class 3 81.687 79.7949 0 37.0819
Class 4 9.947 155.0625 37.0819 0
128 - 256 Class 1 0 284.3944 64.7249 1.3538
Class 2 284.3944 0 105.8279 250.5271
Class 3 64.7249 105.8279 0 47.3569
Class 4 1.3538 250.5271 47.3569 0
64 - 128 Class 1 0 292.5375 111.5139 4.0841
Class 2 292.5375 0 65.2132 251.0846
Class 3 111.5139 65.2132 0 78.0951
Class 4 4.0841 251.0846 78.0951 0
32 - 64 Class 1 0 242.3491 162.0688 2.8194
Class 2 242.3491 0 10.1888 194.7079
Class 3 162.0688 10.1888 0 122.6859
Class 4 2.8194 194.7079 122.6859 0
0 - 32 Class 1 0 135.1517 98.9376 1.6733
Class 2 135.1517 0 6.7725 107.2197
Class 3 98.9376 6.7725 0 74.8784
Class 4 1.6733 107.2197 74.8784 0  
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Table A-14 Mahalanobis Distances Subject 7, Channel 2 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 7 256 - 512 Class 1 0 651.0712 162.0416 5.2617
Class 2 651.0712 0 232.3625 544.6193
Class 3 162.0416 232.3625 0 109.662
Class 4 5.2617 544.6193 109.662 0
128 - 256 Class 1 0 732.3845 139.256 4.4026
Class 2 732.3845 0 313.7146 651.4355
Class 3 139.256 313.7146 0 95.2457
Class 4 4.4026 651.4355 95.2457 0
64 - 128 Class 1 0 630.7427 142.1161 4.9681
Class 2 630.7427 0 239.2245 567.4525
Class 3 142.1161 239.2245 0 99.1002
Class 4 4.9681 567.4525 99.1002 0
32 - 64 Class 1 0 446.9115 115.5189 3.027
Class 2 446.9115 0 141.5201 398.904
Class 3 115.5189 141.5201 0 84.3604
Class 4 3.027 398.904 84.3604 0
0 - 32 Class 1 0 232.9859 48.9036 1.0259
Class 2 232.9859 0 78.7025 204.7877
Class 3 48.9036 78.7025 0 35.7664
Class 4 1.0259 204.7877 35.7664 0  
 
Table A-15 Mahalanobis Distances Subject 8, Channel 1 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 8 256 - 512 Class 1 0 57.0397 22.2468 3.7242
Class 2 57.0397 0 149.5678 66.2332
Class 3 22.2468 149.5678 0 19.6707
Class 4 3.7242 66.2332 19.6707 0
128 - 256 Class 1 0 314.5152 14.7266 12.4104
Class 2 314.5152 0 461.4337 221.6926
Class 3 14.7266 461.4337 0 45.7775
Class 4 12.4104 221.6926 45.7775 0
64 - 128 Class 1 0 569.6898 18.6823 4.7227
Class 2 569.6898 0 791.6467 540.0361
Class 3 18.6823 791.6467 0 26.4986
Class 4 4.7227 540.0361 26.4986 0
32 - 64 Class 1 0 71.2096 39.4897 20.3829
Class 2 71.2096 0 216.2236 164.4569
Class 3 39.4897 216.2236 0 7.5466
Class 4 20.3829 164.4569 7.5466 0
0 - 32 Class 1 0 3.805 21.4935 10.3215
Class 2 3.805 0 42.7147 26.3574
Class 3 21.4935 42.7147 0 5.5796
Class 4 10.3215 26.3574 5.5796 0  
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Table A-16 Mahalanobis Distances Subject 8, Channel 2 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 8 256 - 512 Class 1 0 25.8397 18.0559 9.2578
Class 2 25.8397 0 31.5576 9.8807
Class 3 18.0559 31.5576 0 6.9407
Class 4 9.2578 9.8807 6.9407 0
128 - 256 Class 1 0 77.8893 18.4237 30.0534
Class 2 77.8893 0 93.1339 52.1916
Class 3 18.4237 93.1339 0 8.9079
Class 4 30.0534 52.1916 8.9079 0
64 - 128 Class 1 0 258.7747 10.4515 99.1959
Class 2 258.7747 0 263.0296 76.5228
Class 3 10.4515 263.0296 0 75.5476
Class 4 99.1959 76.5228 75.5476 0
32 - 64 Class 1 0 82.5704 5.144 32.3192
Class 2 82.5704 0 81.3233 51.8536
Class 3 5.144 81.3233 0 14.839
Class 4 32.3192 51.8536 14.839 0
0 - 32 Class 1 0 42.2933 2.1708 4.4865
Class 2 42.2933 0 57.5537 41.2396
Class 3 2.1708 57.5537 0 3.0491
Class 4 4.4865 41.2396 3.0491 0  
 
Table A-17 Mahalanobis Distances Subject 9, Channel 1 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 9 256 - 512 Class 1 0 100.4503 261.1069 343.5701
Class 2 100.4503 0 132.3105 157.8695
Class 3 261.1069 132.3105 0 8.2251
Class 4 343.5701 157.8695 8.2251 0
128 - 256 Class 1 0 14.7317 427.4324 508.3529
Class 2 14.7317 0 303.7709 367.493
Class 3 427.4324 303.7709 0 5.0792
Class 4 508.3529 367.493 5.0792 0
64 - 128 Class 1 0 27.016 477.8701 509.7527
Class 2 27.016 0 304.8261 339.4589
Class 3 477.8701 304.8261 0 3.5246
Class 4 509.7527 339.4589 3.5246 0
32 - 64 Class 1 0 115.2196 422.9071 427.9759
Class 2 115.2196 0 145.9173 180.3182
Class 3 422.9071 145.9173 0 8.0479
Class 4 427.9759 180.3182 8.0479 0
0 - 32 Class 1 0 119.5463 350.3788 319.6795
Class 2 119.5463 0 88.5672 112.5228
Class 3 350.3788 88.5672 0 15.3784
Class 4 319.6795 112.5228 15.3784 0  
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Table A-18 Mahalanobis Distances Subject 9, Channel 2 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 9 256 - 512 Class 1 0 110.5869 218.0101 275.1645
Class 2 110.5869 0 22.094 39.196
Class 3 218.0101 22.094 0 3.8393
Class 4 275.1645 39.196 3.8393 0
128 - 256 Class 1 0 109.1019 190.3162 246.8781
Class 2 109.1019 0 11.8346 28.0474
Class 3 190.3162 11.8346 0 3.7792
Class 4 246.8781 28.0474 3.7792 0
64 - 128 Class 1 0 198.6755 353.2152 623.1219
Class 2 198.6755 0 22.1622 122.7887
Class 3 353.2152 22.1622 0 46.3751
Class 4 623.1219 122.7887 46.3751 0
32 - 64 Class 1 0 270.117 343.0494 500.9332
Class 2 270.117 0 5.8971 37.3508
Class 3 343.0494 5.8971 0 14.9015
Class 4 500.9332 37.3508 14.9015 0
0 - 32 Class 1 0 152.3031 233.6742 359.4129
Class 2 152.3031 0 8.9072 49.2385
Class 3 233.6742 8.9072 0 23.6856
Class 4 359.4129 49.2385 23.6856 0  
 
Table A-19 Mahalanobis Distances Subject 10, Channel 1 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 10 256 - 512 Class 1 0 0.0869 8.8425 19.5638
Class 2 0.0869 0 10.0908 22.0475
Class 3 8.8425 10.0908 0 20.1654
Class 4 19.5638 22.0475 20.1654 0
128 - 256 Class 1 0 178.4704 4.9408 21.3414
Class 2 178.4704 0 234.6743 195.6562
Class 3 4.9408 234.6743 0 16.5152
Class 4 21.3414 195.6562 16.5152 0
64 - 128 Class 1 0 79.0601 0.2326 27.5899
Class 2 79.0601 0 86.684 94.691
Class 3 0.2326 86.684 0 25.8328
Class 4 27.5899 94.691 25.8328 0
32 - 64 Class 1 0 42.1237 0.1134 23.3753
Class 2 42.1237 0 39.468 65.5561
Class 3 0.1134 39.468 0 26.0108
Class 4 23.3753 65.5561 26.0108 0
0 - 32 Class 1 0 24.0499 0.8784 8.3348
Class 2 24.0499 0 16.0246 40.0417
Class 3 0.8784 16.0246 0 11.9259
Class 4 8.3348 40.0417 11.9259 0  
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Table A-20 Mahalanobis Distances Subject 10, Channel 2 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 10 256 - 512 Class 1 0 36.1606 14.6774 20.3673
Class 2 36.1606 0 7.5733 5.7357
Class 3 14.6774 7.5733 0 0.4664
Class 4 20.3673 5.7357 0.4664 0
128 - 256 Class 1 0 112.2621 38.7357 122.1931
Class 2 112.2621 0 24.4705 2.7575
Class 3 38.7357 24.4705 0 24.6487
Class 4 122.1931 2.7575 24.6487 0
64 - 128 Class 1 0 21.9355 11.2581 46.0887
Class 2 21.9355 0 10.2617 11.4857
Class 3 11.2581 10.2617 0 13.5329
Class 4 46.0887 11.4857 13.5329 0
32 - 64 Class 1 0 4.1366 3.2281 11.0718
Class 2 4.1366 0 10.3463 13.6116
Class 3 3.2281 10.3463 0 4.0352
Class 4 11.0718 13.6116 4.0352 0
0 - 32 Class 1 0 7.1735 9.4647 18.5609
Class 2 7.1735 0 10.6564 15.1478
Class 3 9.4647 10.6564 0 1.6635
Class 4 18.5609 15.1478 1.6635 0  
 
 
Table A-21 Mahalanobis Distances Subject 11, Channel 1 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 11 256 - 512 Class 1 0 28.6884 67.0127 42.7809
Class 2 28.6884 0 99.4008 101.3884
Class 3 67.0127 99.4008 0 11.1183
Class 4 42.7809 101.3884 11.1183 0
128 - 256 Class 1 0 1.3874 173.4445 225.3179
Class 2 1.3874 0 168.1361 229.8245
Class 3 173.4445 168.1361 0 21.7378
Class 4 225.3179 229.8245 21.7378 0
64 - 128 Class 1 0 5.9676 121.2048 161.732
Class 2 5.9676 0 176.297 229.1788
Class 3 121.2048 176.297 0 46.4096
Class 4 161.732 229.1788 46.4096 0
32 - 64 Class 1 0 1.987 63.3708 53.1502
Class 2 1.987 0 84.2134 72.7909
Class 3 63.3708 84.2134 0 64.9991
Class 4 53.1502 72.7909 64.9991 0
0 - 32 Class 1 0 9.9947 74.5042 44.6791
Class 2 9.9947 0 125.6673 91.8869
Class 3 74.5042 125.6673 0 78.4552
Class 4 44.6791 91.8869 78.4552 0  
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Table A-22 Mahalanobis Distances Subject 11, Channel 2 
Frequency zone (Hz) Class 1 Class 2 Class 3 Class 4
subject 11 256 - 512 Class 1 0 16.7289 462.5666 575.1837
Class 2 16.7289 0 312.1329 405.7055
Class 3 462.5666 312.1329 0 6.134
Class 4 575.1837 405.7055 6.134 0
128 - 256 Class 1 0 13.9372 78.0547 57.5225
Class 2 13.9372 0 70.5131 59.8361
Class 3 78.0547 70.5131 0 2.6081
Class 4 57.5225 59.8361 2.6081 0
64 - 128 Class 1 0 47.8903 297.8096 246.0746
Class 2 47.8903 0 113.4543 98.6121
Class 3 297.8096 113.4543 0 15.0312
Class 4 246.0746 98.6121 15.0312 0
32 - 64 Class 1 0 22.1324 363.1959 279.5916
Class 2 22.1324 0 273.0341 234.8368
Class 3 363.1959 273.0341 0 23.3658
Class 4 279.5916 234.8368 23.3658 0
0 - 32 Class 1
Class 2 0 290.9212 318.6132
Class 3 290.9212 0 5.9493
Class 4 318.6132 5.9493 0  
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Table A-23 Classification rate of all subjects at channel 
Subject 01 Best Classification 100.00(0.00%) 100.00(0.00%) 86.00(6.24%) 100.00(0.00%)
D1 (256 - 512 Hz)  88.50(7.43%) 86.00(9.17%)  75.00(7.75%)  86.50(8.67%)
D2 (128 - 256 Hz) 93.00(7.48%) 83.00(9.80%) 79.50(7.89%) 89.00(8.00%)
D3 (64 - 128 Hz) 100.00(0.00%) 100.00(0.00%) 86.00(6.24%) 100.00(0.00%)
D4 (32 - 64 Hz) 100.00(0.00%)  79.00(9.43%) 73.50(10.50%) 99.50(1.50%)
A4 (0 - 32 Hz) 100.00(0.00%)  100.00(0.00%) 77.52(15.41%) 97.71(3.84%)
Subject 02 Best Classification 91.50(3.20%) 99.50(1.50%) 91.00(4.90%) 85.00(6.81%)
D1 (256 - 512 Hz) 91.00(7.00%) 93.00(7.14%) 77.50(8.73%) 85.00(6.81%)
D2 (128 - 256 Hz) 83.50(5.94%) 99.50(1.50%) 91.00(4.90%) 82.04(7.94%)
D3 (64 - 128 Hz) 76.50(8.38%) 86.50(7.76%) 75.00(7.75%) 75.00(8.94%)
D4 (32 - 64 Hz) 76.50(6.73%) 83.00(4.00%) 66.00(9.95%) 75.00(8.94%)
A4 (0 - 32 Hz) 91.50(3.20%) 82.00(9.54%) 75.00(7.75%) 75.00(8.94%)
Subject 03 Best Classification 90.29(9.83%) 94.00(7.00%) 95.00(7.07%) 94.50(10.11%)
D1 (256 - 512 Hz) 85.00(7.42%) 85.00(9.22%) 87.00(9.27%) 87.50(10.31%)
D2 (128 - 256 Hz) 85.00(7.42%) 88.50(9.50%) 90.50(6.87%) 84.00(10.20%)
D3 (64 - 128 Hz) 85.00(7.42%) 94.00(7.00%) 95.00(7.07%) 94.50(10.11%)
D4 (32 - 64 Hz) 85.50(7.57%) 84.50(8.50%) 87.50(9.01%)  88.00(4.00%)
A4 (0 - 32 Hz) 90.29(9.83%) 74.61(10.29%)  74.58(8.77%)  89.42(7.21%)
Subject 04 Best Classification 88.50(8.96%)  89.00(7.68%) 89.50(8.50%) 98.00(7.14%)
D1 (256 - 512 Hz) 87.50(6.80%)  89.00(7.68%) 85.50(6.87%) 90.50(9.07%)
D2 (128 - 256 Hz)  86.50(8.08%) 88.50(8.38%) 89.50(8.50%) 98.00(7.14%)
D3 (64 - 128 Hz) 88.50(8.96%) 85.00(7.75%)  85.00(7.75%) 95.00(5.92%)
D4 (32 - 64 Hz) 87.00(7.14%) 85.00(9.22%) 85.00(7.75%) 87.50(3.35%)
A4 (0 - 32 Hz)  87.50(4.03%)  79.00(7.35%) 82.00(6.78%) 82.00(7.81%)
Subject 05 Best Classification 93.00(7.48%) 85.00(10.00%)  93.50(7.09%) 91.50(7.43%)
D1 (256 - 512 Hz) 83.00(7.81%) 83.50(10.97%) 75.00(8.06%) 90.50(4.15%)
D2 (128 - 256 Hz) 78.00(16.16%) 81.50(11.19%) 85.00(7.75%) 84.50(9.60%)
D3 (64 - 128 Hz)  86.50(8.67%)  80.00(10.49%) 85.00(7.75%) 86.00(12.81%)
D4 (32 - 64 Hz) 93.00(7.48%) 85.00(10.00%)  93.50(7.09%) 91.50(7.43%)
A4 (0 - 32 Hz) 74.50(6.10%) 80.50(9.86%) 81.50(6.34%) 82.50(9.29%)
Subject 06 Best Classification 95.50(5.68%) 97.50(5.59%)  85.00(7.75%) 86.50(8.67%)
D1 (256 - 512 Hz) 91.00(4.90%) 91.00(9.43%) 85.00(7.75%) 86.50(8.67%)
D2 (128 - 256 Hz)  95.50(8.50%) 96.00(6.24%)  85.00(7.75%) 85.00(8.94%)
D3 (64 - 128 Hz) 95.50(5.68%)  95.00(5.92%) 73.50(10.26%) 85.00(8.94%)
D4 (32 - 64 Hz) 95.00(7.42%) 97.50(5.59%) 78.50(11.63%) 82.50(10.06%)
A4 (0 - 32 Hz) 94.50(5.68%) 94.00(6.63%)  75.00(7.75%) 82.00(10.30%)
Subject 07 Best Classification 95.00(5.92%) 99.50(1.50%) 90.00(4.47%) 83.00(8.43%)
D1 (256 - 512 Hz) 95.00(5.92%) 90.50(10.59%) 87.00(5.57%) 82.50(12.50%)
D2 (128 - 256 Hz) 84.50(12.34%) 99.50(1.50%) 90.00(4.47%) 83.00(8.43%)
D3 (64 - 128 Hz) 87.00(5.57%) 84.50(8.50%) 80.00(8.06%) 82.50(8.14%)
D4 (32 - 64 Hz) 75.50(7.57%) 79.00(7.35%) 70.00(8.37%) 74.50(5.68%)
A4 (0 - 32 Hz) 79.50(9.60%) 77.00(9.80%)  70.00(6.71%) 65.50(8.20%)
Subject 08 Best Classification 91.65(6.68%) 100.00(0.00%) 100.00(0.00%) 94.50(5.22%)
D1 (256 - 512 Hz) 74.87(7.76%) 100.00(0.00%) 100.00(0.00%) 83.92(5.38%)
D2 (128 - 256 Hz) 74.87(7.76%) 100.00(0.00%) 49.74(4.54%) 94.50(5.22%)
D3 (64 - 128 Hz) 74.87(7.76%) 100.00(0.00%) 49.74(4.54%) 92.50(7.16%)
D4 (32 - 64 Hz) 84.87(7.76%) 100.00(0.00%) 67.32(6.52%) 65.37(9.74%)
A4 (0 - 32 Hz) 91.65(6.68%) 86.40(10.85%) 86.40(9.49%) 87.50(8.30%)
Subject 09 Best Classification 100.00(0.00%) 100.00(0.00%) 83.75(8.93%)  95.00(5.45%)
D1 (256 - 512 Hz) 100.00(0.00%) 98.75(2.50%) 75.00(10.83%) 86.25(13.05%)
D2 (128 - 256 Hz) 80.00(10.75%) 76.88(12.82%) 83.75(8.93%) 80.63(12.95%)
D3 (64 - 128 Hz) 98.75(3.75%) 91.25(7.50%) 78.75(10.53%)  95.00(5.45%)
D4 (32 - 64 Hz) 100.00(0.00%) 99.38(1.88%) 54.38(15.57%) 76.25(10.38%)
A4 (0 - 32 Hz) 100.00(0.00%) 100.00(0.00%) 62.86(12.29%) 84.29(9.48%)
Subject 10 Best Classification 85.81(10.21%) 100.00(0.00%) 100.00(0.00%)  98.00(4.27%)
D1 (256 - 512 Hz) 73.33(10.75%) 73.33(10.75%) 73.33(6.67%)  89.33(6.11%)
D2 (128 - 256 Hz) 75.33(8.97%) 100.00(0.00%) 100.00(0.00%) 93.33(6.67%)
D3 (64 - 128 Hz) 73.33(6.67%) 100.00(0.00%) 76.00(9.52%) 96.67(4.47%)
D4 (32 - 64 Hz) 73.33(10.75%) 73.33(10.75%) 73.33(10.75%) 60.67(12.45%)
A4 (0 - 32 Hz) 85.81(10.21%) 98.62(2.76%) 98.62(2.76%)  98.00(4.27%)
Subject 11 Best Classification 90.00(8.00%) 85.63(7.93%) 99.38(1.88%) 99.38(1.88%)
D1 (256 - 512 Hz) 90.00(8.00%) 85.63(7.93%) 94.38(5.19%) 75.00(13.40%)
D2 (128 - 256 Hz) 81.25(11.86%) 78.75(10.90%) 97.50(3.06%) 96.25(6.37%)
D3 (64 - 128 Hz) 75.00(7.40%) 75.00(8.39%)  98.13(2.86%) 98.75(2.50%)
D4 (32 - 64 Hz) 75.00(9.68%) 78.75(8.93%) 99.38(1.88%) 99.38(1.88%)
A4 (0 - 32 Hz) 75.00(9.68%) 85.63(8.86%) 99.38(1.88%) 99.38(1.88%)  
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Table A-24 Classification rate of all subjects at channel 2 
Subject 01 Best Classification 93.50(4.50%) 96.50(4.50%) 100.00(0.00%) 97.78(3.69%)
D1 (256 - 512 Hz)  75.00(8.66%) 96.50(4.50%) 88.50(19.11%) 76.00(7.00%)
D2 (128 - 256 Hz) 87.00(12.69%) 72.00(10.54%) 66.50(19.88%) 71.00(9.17%)
D3 (64 - 128 Hz) 93.50(4.50%) 85.00(9.22%) 100.00(0.00%) 92.00(6.40%)
D4 (32 - 64 Hz) 87.00(23.79%) 85.00(9.22%) 100.00(0.00%)  95.50(2.69%)
A4 (0 - 32 Hz)  80.33(5.86%)  72.48(8.72%) 97.75(2.76%) 97.78(3.69%)
Subject 02 Best Classification 80.00(7.42%) 94.50(6.50%) 82.00(8.31%) 83.50(9.50%)
D1 (256 - 512 Hz) 80.00(7.42%) 93.50(5.50%) 75.00(7.75%) 75.00(8.94%)
D2 (128 - 256 Hz) 77.50(9.29%) 92.50(4.03%) 75.00(7.75%) 75.00(8.94%)
D3 (64 - 128 Hz) 77.50(7.83%) 94.50(6.50%) 75.00(7.75%) 82.00(6.40%)
D4 (32 - 64 Hz) 76.50(7.09%) 89.00(6.24%) 82.00(8.31%) 83.50(9.50%)
A4 (0 - 32 Hz) 77.00(7.14%) 93.00(6.78%)  75.00(9.22%) 80.00(7.75%)
Subject 03 Best Classification  99.50(1.50%) 95.50(5.68%) 88.00(10.05%)  80.00(5.92%)
D1 (256 - 512 Hz) 94.50(6.10%) 80.50(11.06%) 75.00(7.75%) 75.00(8.94%)
D2 (128 - 256 Hz) 97.00(4.00%) 84.00(9.70%) 75.00(7.75%) 77.00(7.81%)
D3 (64 - 128 Hz)  99.50(1.50%) 92.50(4.03%) 88.00(10.05%) 76.50(7.76%)
D4 (32 - 64 Hz) 90.50(7.23%) 95.50(5.68%) 74.00(21.77%)  80.00(5.92%)
A4 (0 - 32 Hz) 73.50(17.47%) 90.00(7.42%) 65.00(12.85%) 76.50(9.50%)
Subject 04 Best Classification 100.00(0.00%) 93.50(4.50%) 83.00(7.14%) 73.50(10.01%)
D1 (256 - 512 Hz) 100.00(0.00%) 87.92(4.07%) 74.87(6.72%) 72.00(8.72%)
D2 (128 - 256 Hz) 97.50(3.35%) 83.50(7.09%) 83.00(7.14%) 63.50(7.09%)
D3 (64 - 128 Hz) 97.50(2.50%) 75.00(9.22%) 75.50(8.20%) 72.50(10.55%)
D4 (32 - 64 Hz)  86.50(6.34%) 91.50(8.38%) 75.50(11.28%) 75.00(10.49%)
A4 (0 - 32 Hz) 99.00(3.00%) 93.50(4.50%) 75.00(7.75%) 73.50(10.01%)
Subject 05 Best Classification 86.50(8.38%)  96.50(4.50%) 87.50(4.61%) 91.00(7.68%)
D1 (256 - 512 Hz) 85.00(7.42%) 94.50(8.79%) 87.50(4.61%) 88.00(10.54%)
D2 (128 - 256 Hz) 86.50(8.38%) 95.50(6.10%) 85.00(8.37%) 91.00(7.68%)
D3 (64 - 128 Hz) 85.00(9.75%)  96.50(4.50%) 85.00(8.06%) 86.50(8.67%)
D4 (32 - 64 Hz) 85.00(7.42%) 96.50(7.09%) 73.50(11.41%) 87.00(10.05%)
A4 (0 - 32 Hz) 84.00(6.24%)  91.00(7.68%) 78.50(8.38%) 89.00(8.31%)
Subject 06 Best Classification 89.50(7.23%) 92.50(5.59%) 90.50(6.50%) 95.00(6.71%)
D1 (256 - 512 Hz) 88.50(6.73%) 90.00(7.42%) 90.50(6.50%) 87.00(15.03%)
D2 (128 - 256 Hz) 89.00(5.83%) 91.00(3.74%) 81.00(6.63%) 90.00(9.22%)
D3 (64 - 128 Hz) 85.50(7.23%) 92.00(3.32%) 82.00(5.57%) 85.00(7.75%)
D4 (32 - 64 Hz) 86.50(8.08%) 92.50(5.59%) 80.50(5.68%) 86.00(8.60%)
A4 (0 - 32 Hz) 89.50(7.23%) 87.50(5.12%) 81.50(7.09%) 95.00(6.71%)
Subject 07 Best Classification 88.50(6.73%) 97.00(3.32%) 89.50(8.50%) 89.50(8.20%)
D1 (256 - 512 Hz) 88.50(6.73%) 92.00(7.14%) 85.00(7.75%) 84.50(7.89%)
D2 (128 - 256 Hz) 76.00(8.00%) 97.00(3.32%) 88.00(9.00%) 89.50(8.20%)
D3 (64 - 128 Hz) 85.50(6.87%) 93.00(5.10%) 87.50(6.80%) 82.50(7.16%)
D4 (32 - 64 Hz) 85.00(7.42%) 88.50(6.73%) 89.50(8.50%) 84.00(8.89%)
A4 (0 - 32 Hz) 78.50(7.43%) 93.50(5.02%) 85.00(7.75%) 77.00(11.66%)
Subject 08 Best Classification 99.00(2.00%) 100.00(0.00%) 96.50(4.50%) 83.00(10.54%)
D1 (256 - 512 Hz) 94.00(3.74%) 84.00(8.00%) 96.50(4.50%) 75.00(8.94%)
D2 (128 - 256 Hz) 98.50(2.29%) 100.00(0.00%) 55.50(5.68%) 65.00(13.60%)
D3 (64 - 128 Hz) 99.00(2.00%) 100.00(0.00%) 54.00(5.83%) 83.00(10.54%)
D4 (32 - 64 Hz) 92.00(7.48%) 99.50(1.50%) 50.00(4.47%) 65.50(10.83%)
A4 (0 - 32 Hz) 79.37(7.79%) 100.00(0.00%) 51.47(7.25%) 57.55(13.41%)
Subject 09 Best Classification 100.00(0.00%) 90.46(12.82%) 90.21(6.22%) 100.00(0.00%)
D1 (256 - 512 Hz) 100.00(0.00%) 86.00(10.09%) 79.33(10.93%)  87.33(15.33%)
D2 (128 - 256 Hz)  99.33(2.00%) 72.86(10.73%) 72.86(10.73%) 86.29(12.58%)
D3 (64 - 128 Hz) 90.00(6.83%) 73.19(6.54%) 86.48(7.66%) 98.00(4.27%)
D4 (32 - 64 Hz) 100.00(0.00%) 90.46(12.82%) 73.46(10.83%) 95.33(5.21%)
A4 (0 - 32 Hz) 81.15(19.63%) 68.40(8.23%) 90.21(6.22%) 100.00(0.00%)
Subject 10 Best Classification 100.00(0.00%) 100.00(0.00%) 90.00(8.46%) 91.33(4.27%)
D1 (256 - 512 Hz) 100.00(0.00%) 100.00(0.00%) 73.33(10.75%) 80.00(8.43%)
D2 (128 - 256 Hz) 100.00(0.00%) 82.00(9.91%) 73.33(6.67%) 57.33(12.36%)
D3 (64 - 128 Hz) 96.00(6.11%) 88.67(6.70%) 68.67(13.68%) 90.67(6.80%)
D4 (32 - 64 Hz) 73.33(10.75%) 81.33(19.96%) 90.00(8.46%) 91.33(4.27%)
A4 (0 - 32 Hz) 91.86(4.12%) 86.38(6.78%) 70.67(11.50%)  81.71(12.97%)
Subject 11 Best Classification 100.00(0.00%) 99.09(2.73%) 96.88(4.19%) 95.00(7.81%)
D1 (256 - 512 Hz) 100.00(0.00%) 84.43(9.65%) 72.43(11.24%) 72.76(9.11%)
D2 (128 - 256 Hz)  99.33(2.00%) 95.95(4.45%) 95.95(3.31%) 67.19(8.47%)
D3 (64 - 128 Hz) 100.00(0.00%) 76.92(8.75%) 75.00(10.23%) 73.83(9.37%)
D4 (32 - 64 Hz) 91.88(6.88%) 91.25(7.50%) 96.88(4.19%) 95.00(7.81%)
A4 (0 - 32 Hz) 99.09(2.73%) 84.32(11.59%) 79.92(13.97%)  
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Table A-25 Confusion Matrix for Channel 1 - all subjects 
Subject 1
predicted/actual class 1 class 2 class 3 class 4
class 1 50 0 1 0
class 2 0 50 4 0
class 3 0 0 43 0
class 4 0 0 2 50
Subject 2
predicted/actual class 1 class 2 class 3 class 4
class 1 46 0 2 6
class 2 1 49 3 1
class 3 1 1 45 1
class 4 2 0 0 42
Subject 3
predicted/actual class 1 class 2 class 3 class 4
class 1 41 0 0 0
class 2 0 42 7 8
class 3 9 4 43 0
class 4 0 4 0 42
Subject 4
predicted/actual class 1 class 2 class 3 class 4
class 1 45 0 1 0
class 2 0 45 4 1
class 3 5 5 45 0
class 4 0 0 0 49
Subject 5
predicted/actual class 1 class 2 class 3 class 4
class 1 47 6 0 0
class 2 3 44 0 0
class 3 0 0 48 4
class 4 0 0 2 46
Subject 6
predicted/actual class 1 class 2 class 3 class 4
class 1 48 0 0 0
class 2 0 49 0 2
class 3 0 1 43 4
class 4 2 0 7 44
Subject 7
predicted/actual class 1 class 2 class 3 class 4
class 1 47 0 0 7
class 2 3 50 3 0
class 3 0 0 45 0
class 4 0 0 2 43
Subject 8
predicted/actual class 1 class 2 class 3 class 4
class 1 46 0 0 1
class 2 0 50 0 0
class 3 2 0 50 1
class 4 2 0 0 48
Subject 9
predicted/actual class 1 class 2 class 3 class 4
class 1 50 0 0 0
class 2 0 50 0 0
class 3 0 0 43 2
class 4 0 0 7 48
Subject 10
predicted/actual class 1 class 2 class 3 class 4
class 1 43 0 0 1
class 2 7 50 0 0
class 3 0 0 50 0
class 4 0 0 0 49
Subject 11
predicted/actual class 1 class 2 class 3 class 4
class 1 45 6 0 0
class 2 4 44 0 0
class 3 0 0 49 1
class 4 1 0 1 49  
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Table A-26 Confusion Matrix for Channel 2 - all subjects 
Subject 1
predicted/actual class 1 class 2 class 3 class 4
class 1 47 0 0 0
class 2 0 48 0 0
class 3 1 2 50 2
class 4 2 0 0 48
Subject 2
predicted/actual class 1 class 2 class 3 class 4
class 1 40 0 0 7
class2 0 48 5 0
class 3 0 2 41 1
class 4 10 0 4 42
Subject 3
predicted/actual class 1 class 2 class 3 class 4
class 1 48 0 2 0
class2 0 47 0 1
class 3 2 0 44 7
class 4 0 3 4 42
Subject 4
predicted/actual class 1 class 2 class 3 class 4
class 1 50 0 0 0
class2 0 43 2 2
class 3 0 4 42 8
class 4 0 3 6 40
Subject 5
predicted/actual class 1 class 2 class 3 class 4
class 1 44 2 6 1
class2 3 48 0 0
class 3 3 0 44 3
class 4 0 0 0 46
Subject 6
predicted/actual class 1 class 2 class 3 class 4
class 1 45 0 0 3
class2 0 46 4 0
class 3 0 4 46 0
class 4 5 0 0 47
Subject 7
predicted/actual class 1 class 2 class 3 class 4
class 1 45 0 0 5
class2 0 48 3 0
class 3 0 2 45 0
class 4 5 0 2 45
Subject 8
predicted/actual class 1 class 2 class 3 class 4
class 1 49 0 0 0
class2 0 50 1 2
class 3 1 0 48 6
class 4 0 0 1 42
Subject 9
predicted/actual class 1 class 2 class 3 class 4
class 1 50 0 0 0
class2 0 45 4 0
class 3 0 5 45 0
class 4 0 0 1 50
Subject 10
predicted/actual class 1 class 2 class 3 class 4
class 1 50 0 3 1
class2 0 50 0 1
class 3 0 0 45 3
class 4 0 0 2 45
Subject 11
predicted/actual class 1 class 2 class 3 class 4
class 1 50 0 0 0
class2 0 49 0 0
class 3 0 1 48 3
class 4 0 0 2 47  
  
 
Appendix B 
 
MATLAB code for the novel feature extraction. 
(1) feature_calc.m 
function [mean_singularity, count_singularity] = feature_calc (signal, nois) 
% 
%Extracts features of a particular class. These class signal features are 
% segmented and stored in the matrix called "signal". each row contains 
% individual signal.  
  
out_noise_coeff = noise_calc (nois); 
  
[row_signal, column_signal] = size (signal); 
  
for rsignal = 1: row_signal 
     
    swt_signal = swt (signal(rsignal,:),4,'rbio3.3'); 
     
    cwt_out_signal = cwt_coeff (swt_signal, [2 4 8 16 32], 'sym3'); 
     
    cwt_out_signal_thresh = thresholding (cwt_out_signal, out_noise_coeff); 
     
    [wavepeak_index, wavepeak_out] = wavpeak(cwt_out_signal_thresh); 
     
    [count_singularity(rsignal,:), mean_singularity(rsignal,:)] = 
final_features(wavepeak_out); 
     
end 
  
end 
 
(2) cwt_coeff.m 
function cwt_out = cwt_coeff (input, scales,wname) 
% calculates cwt of all the rows that is signal in all frequency bands and 
% also gives out the modulus value of the CWT coefficients. therefore there 
% are no negative coefficients. 
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% the syntax is cwt_out = cwt_coeff (input, scales, 'wname'). the variable 
"input" is a m X n matrix the scales is 
% a row vector. 
%Previous function is simply MATLAB SWT. next function is "thresholding". 
  
[row, column] = size (input); 
  
for r = 1:row 
     
    cwt_out{r,1} = abs(cwt(input(r,:),scales,wname)); 
end 
end 
 
(3) noise_calc.m 
function out_noise_coeff = noise_calc (nois) 
  
[row_noise, column_noise] = size (nois); 
  
for rnoise = 1: row_noise 
     
    swt_noise = swt (nois (rnoise,:),4,'rbio3.3'); 
     
    cwt_out_nois = cwt_coeff (swt_noise, [2 4 8 16 32], 'sym3'); 
     
    noise_thresh (:,rnoise) = max_noise (cwt_out_nois); 
     
end 
  
out_noise_coeff = max (noise_thresh,[], 2); 
  
end 
 
(4) thresholding.m 
function cwt_out_thresh = thresholding (cwt_out, out_noise_coeff) 
%this function will eliminate any coefficients that are smaller than the 
%maximum value of coefficitents in the noise signal. The previous function 
%is cwt_coeffs that calculates cwt of all five (decomposed)frequency bands 
%of a signal. Next function is "wavepeak". 
% 
% 
[rs,cs] = size (cwt_out{1,1});%calculate the size of CWT coefficient of the 
individual signal 
[r,c] = size (cwt_out);% calculate the size of the cell matrix containing 
all signals 
  
for signal = 1:r 
     
for row = 1:rs 
    for column = 1:cs 
        if cwt_out{signal,1}(row,column)> out_noise_coeff(row) 
             
           cwt_out_thresh{signal,1}(row,column) = 
cwt_out{signal,1}(row,column); 
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        else 
           cwt_out_thresh{signal,1}(row,column) = 0; 
  
end 
  
    end 
end 
  
end 
  
end 
 
 
(5) wavepeak.m 
function [wavepeak_index, wavepeak_out] = wavpeak(cwt_out_thresh) 
%syntax is [wavepeak_index, wavepeak_out] = wavpeak(cwt_out_thresh) 
%this function detects singularities from the clean coefficients that is no 
%background noise component. 
%function prior to this is "thresholding". Function after this is 
%"final_featues". 
  
[r,c] = size (cwt_out_thresh);% calculate the size of the cell matrix 
containing all signals 
  
[m,n] = size(cwt_out_thresh{1,1}); 
  
for signal = 1:r 
  
j = 1; 
for k = 1:m 
for i = 1:n 
    if i ==1 || i == n 
        wavepeak_out{signal,1}(k,i)=0; 
    else 
        if cwt_out_thresh{signal,1}(k,i)>=cwt_out_thresh{signal,1}(k,i-1)& 
cwt_out_thresh{signal,1}(k,i)>=cwt_out_thresh{signal,1}(k,i+1) 
            wavepeak_out{signal,1}(k,i) = cwt_out_thresh{signal,1}(k,i); 
            wavepeak_index{signal,1}(k,j)=i; 
            j = j+1; 
        else 
        end 
    end 
end 
j = 1; 
end 
end 
  
end 
 
(6) final_features.m 
function [count_singularity, mean_singularity] = 
final_features(wavepeak_out) 
%gives out final features that is number of singularities and mean of the 
coefficients. 
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%function prior to this is "wavepeak". 
%this is the final function 
  
[rows,columns] = size(wavepeak_out); 
  
%%%%%calculates maximum coeficient across the scales at any given 
%%%%%singulaity point. 
for r = 1:rows 
      x2(r,:) = max (wavepeak_out{r,1}); % each row contains maximum of 
coefficient of a band. therefore there will be five rows containing max of 
all five bands. 
end 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
x1 = sort(x2,2,'descend'); 
  
yo1 = x1(1,:); 
yo2 = x1(2,:); 
yo3 = x1(3,:); 
yo4 = x1(4,:); 
yo5 = x1(5,:); 
  
nyo1 = nozero(yo1); 
nyo2 = nozero(yo2); 
nyo3 = nozero(yo3); 
nyo4 = nozero(yo4); 
nyo5 = nozero(yo5); 
  
[mean_singularity(:,1),count_singularity(:,1)] = count(nyo1,mean(nyo1)-
std(nyo1),mean(nyo1)+ std(nyo1)); 
[mean_singularity(:,2),count_singularity(:,2)] = count(nyo2,mean(nyo2)-
std(nyo2),mean(nyo2)+ std(nyo2)); 
[mean_singularity(:,3),count_singularity(:,3)] = count(nyo3,mean(nyo3)-
std(nyo3),mean(nyo3)+ std(nyo3)); 
[mean_singularity(:,4),count_singularity(:,4)] = count(nyo4,mean(nyo4)-
std(nyo4),mean(nyo4)+ std(nyo4)); 
[mean_singularity(:,5),count_singularity(:,5)] = count(nyo5,mean(nyo5)-
std(nyo5),mean(nyo5)+ std(nyo5)); 
  
clear yo1 yo2 yo3 yo4 yo5 nyo1 nyo2 nyo3 nyo4 nyo5; 
  
   
end 
 
