Abstract. Given a locally finite simple graph so that its degree is not bounded, every self-adjoint realization of the adjacency matrix is unbounded from above. In this note we give an optimal condition to ensure it is also unbounded from below. We also consider the case of weighted graphs. We discuss the question of self-adjoint extensions and prove an optimal criterium.
Introduction
The spectral theory of discrete Laplace operators and adjacency matrices acting on graphs in useful for the study, among others, of some electrical networks, some gelling polymers and number theory, e.g. [CDS, DS, DSV] . The study of random walk on graph is intimately linked with the study of the heat equation associated to a discrete Laplace operator, see for instance [Chu, MW] . In some recent papers [Web, Woj, Woj2] , one works in the general context of locally finite graph and consider a non-negative discrete Laplacian, see also [KL, KL2] for generalizations to Dirichlet forms. A key feature to obtain a Markov semi-group and to hope to apply these techniques is the boundedness from below (or from above) of a certain self-adjoint operator. In this note, we are interested in some self-adjoint realization of the adjacency matrix on locally finite graphs. We give some optimal conditions to ensure that the operator is unbounded from above and from below.
We start with some definitions. Let V be a countable set. Let E := V × V → [0, ∞) and assume that E(x, y) = E(y, x), for all x, y ∈ V . We say that G := (E, V ) is an unoriented weighted graph with vertices V and weights E. In the setting of electrical networks, the weights correspond to the conductances. We say that x, y ∈ V are neighbors if E(x, y) = 0 and denote it by x ∼ y. We say there is a loop in x ∈ V if E(x, x) = 0. The set of neighbors of x ∈ E is denoted by N G (x) := {y ∈ E, E(x, y) = 0}. The degree of x is by definition d G (x) := |N G (x)|. A graph is connected, if for all x, y ∈ V , there exists a x − y path, i.e., there is a finite sequence (x n ) n=1,...N +1 in V N +1 so that x 1 = x, x N +1 = y and x n ∼ x n+1 , for all n ∈ [1, N ]. Here N denotes the length of the path. When x = y, the path is called a x−cycle. A x−cycle of length 3 is called a x−triangle. When E has its values in {0, 1} and when the graph has no loop, the graph is called simple. When E is integer valued, it is a multigraph. We shall say that E is bounded from below, if inf{E(x, y)| x, y ∈ V and E(x, y) = 0} > 0. In the sequel, we suppose that G is unoriented weighted, has no loop and that G is locally finite, i.e., d G (x) is finite for all x ∈ V . As a general rule, when no risk of confusion arises, we drop the subscript G.
We associate to G the complex Hilbert space ℓ 2 (V ). We denote by ·, · and by · the scalar product and the associated norm, respectively. By abuse of notation, we denote simply the space by ℓ 2 (G). The set of complex functions with compact support in V is denoted by C c (G). There are several ways to define a Laplace operator. One often considers the Laplacian defined by
In [Woj2] , see also [Jor, Web] , one shows that the operator ∆ G is essentially self-adjoint on C c (G), when the graph is simple. In particular, one has that ∆ G = ∆ * G . In contrast, even in the case of a simple graph G, A G may have many self-adjoint extensions, see [MO, Mü] .
We denote by η ± (A) := dim ker(A * ∓ i) ∈ N ∪ {+∞} the deficiency indices of the symmetric operator A. First, since the operator A commutes with the complex conjugation, its deficency indices are equal, see [RS] [Theorem X.3]. We denote by η(A) the common value. Therefore A possesses some self-adjoint extension. One has: A is essentially self-adjoint on C c (G) if and only if η(A) = 0. Moreover, if η(A) is finite, the self-adjoint extensions can be explicitly parametrized by the unitary group U (n) in dimension n = η(A). In Remark 3.3 and in Proposition 2.1, we explain how to construct adjacency matrices with deficiency indices (+∞, +∞). Using the Nelson commutator Theorem, we prove in Section 2.1: Proposition 1.1. Suppose that sup x max x∼y |d(x) − d(y)| < ∞ and sup x max x∼y |E(x) − E(y)| < ∞, where E(x) := max y∼x E(x, y). Suppose also that d or E(·, ·) is bounded. Then A is essentially selfadjoint on C c (G).
In Remark 2.1 and Proposition 2.1, we prove the optimality of these hypotheses. Given a finite sequence of graph G n such that A Gn is essentially self-adjoint on C c (G n ), one can consider the direct sum
..,n G n and infers that A G is essentially self-adjoint on C c (G). Using the Kato-Rellich lemma, it is of common knowledge that the result remains true if one perturbs the structure of the graph G on a finite set, as the perturbation is of finite rank. In Lemma 3.2 and under some conditions, we explain how to extend this result for an infinite sum and to a perturbation with support on a non-finite set, see also Corollary 3.1. In analogy to similar constructions on manifolds, we call this procedure surgery.
We turn to the main interest of this note, the unboundedness of the self-adjoint realizations of the adjacency matrix. It is well-known that the operator A G is bounded if d G and E(·, ·) are bounded. The reciprocal is true if E is bounded from below, see Proposition 3.1 for a refined statement.
The first statement is easy and will be proved in Section 3.1: We now deal with bounded weights E and will restrict to the case E bounded from below in the introduction. We refer to Section 3.1 for more general statements. Suppose also that d G is unbounded. Let κ d (G) be the filter generated by {x ∈ V, d G (x) ≥ n}, with n ∈ N. We introduce the lower local complexity of a graph G by:
Here x → κ d (G) means converging to infinity along the filter κ d (G). Recall that G has no loop and beware that the x−triangle given by (x, y, z, x) is different from the one given by (x, z, y, x) . In other words a x−triangle is oriented. We introduce also the refined quantity, the sub-lower local complexity of a graph G:
where the inclusion of weighted graph is understood in the following sense:
This means we can remove vertices but not edges. We conserve the induced weight. Easily, one gets:
The sub-lower local complexity gives an optimal condition to ensure the unboundedness, from above and from below, of the self-adjoint realizations of the adjacency matrix. We give the main result: (1)Â is unbounded from above.
(2) If C sub loc (G) = 0 and E is bounded from below. ThenÂ is unbounded from below.
and is bounded from below.
By contrast, for any locally finite graph, ∆ is a non-negative operator, i.e. f, ∆f ≥ 0, for all f ∈ D(∆). The two first points come rather easily, see Proposition 3.2 for a more general statement. The main difficulty is to prove the optimality given in the last point, see Section 3.2.
Example 1.1. Consider G a simple graph. If a graph G has a subgraph, in the sense of (1.5), being ∪ n≥0 S un for some sequence (u n ) n∈N that tends to infinity, then C sub loc (G) = 0. Here, S n = (E n , V n ) denotes the star graph of order n, i.e., |V n | = n and there is x • ∈ V n so that E(x, x • ) = 1 for all x = x • and E(x, y) = 0 for all x = x • and y = x • .
•
We recall the definition of K n := (E n , V n ) the complete graph of n elements: V n is a set of n elements and
2 , for all x ∈ V n . Therefore, one can hope to increase the lower local complexity by having a lot of complete graphs as sub-graph in the sense of (1.5). More precisely, it is possible that C loc (G) is positive, whereas C sub loc (G) = 0. For instance, one has:
for all x, y ∈ V , where δ is the Kronecker delta.
F F F F F F F F 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
(1.8)
We mention also that the (sub-)lower local complexity does not imply the essential self-adjointness of the adjacency matrix, see for instance Example 3.1 and Remark 3.1. We point out that we know no example of a simple graph having the properties that the sub-lower local complexity is non-zero and that a self-adjoint realization of the adjacency matrix is unbounded from below.
In the Section 2.1 and in Section 3.3, we give some criteria of essential self-adjointness for the adjacency matrix. In Section 2.2, we prove the optimality of the former criterium. In Section 3.1, we prove the Proposition and the first part of the Theorem. In Section 3.2, we prove the optimality of the result by constructing a series of graphs and by proceeding by surgery. At last in Section 3.3, we use the surgery to give some examples with infinite deficiency indices. Notation: We denote by N the set of non-negative integers and by N * the one of positive integers. Acknowledgments: We would like to thank Thierry Jecko, Andreas Knauf, and Hermann Schulz-Baldes for helpful discussions and also grateful to Daniel Lenz for valuable comments on the manuscript. We warmly thank Bojan Mohar for having sent us his reprint.
Self-adjointness of the adjacency matrix

One has the obvious inclusion
. In this case, there exists only one self-adjoint operator H so that A ⊂ H, where the inclusion is understood in the graph sense. In general, given a self-adjoint extension H of A, one has:
The domain of A * is given by:
It is well-known that the adjacency matrix of a locally finite graph G = (E, V ) is usually not essentially self-adjoint. Using Jacobi matrices it is easy to construct an example of weighted graphs with max x (d(x)) ≤ 2, see Remark 2.1. The first examples of simple graphs are independently due to [MO, Mü] .
2.1. A Nelson criterium. Under the hypothesis of Theorem 1.1, one sees there is a priori no canonical extension for A, such as the Friedrich extension. Using the Nelson commutator theorem, we prove the criterium of essential self-adjointness for A stated in the introduction.
Proof of Proposition 1.
when E is bounded. Let M be the operator of multiplication by M (·). Then for some c, C > 0, independent from f , we have:
Moreover:
Then using [RS] [Theorem X.36], the result follows.
2.2. Optimality. We now discuss the optimality of the condition given in Proposition 1.1. We start with a remark.
Remark 2.1. When d is bounded, the condition on E is optimal. Indeed, set α > 0 and consider the Jacobi matrix acting on C c (N * ) with 0 on the diagonal and n 1+α , with n ∈ N * , on the upper and lower diagonals. Then this adjacency matrix has deficiency indices (1, 1), c.f., [Ber, page 507] for instance. Here one has max m=n±1 |E(n) − E(m)| is equivalent to n α , when n goes to infinity. In this example, one can describe all the self-adjoint extensions by adding a condition at infinity, using the Weyl theory, see [SB] for recent results in this direction.
We now mimic the example of [MO] in order to prove the optimality when E is bounded.
Proposition 2.1. Let α > 0. There are M ≥ 1 and a connected simple graph G = (E, V ), with V = N and n ∼ n + 1 for all n ∈ N, so that n −α |d(n) − d(n + 1)| ≤ M , for all n ∈ N * and so that η(A G ) = +∞.
Proof. We construct a first graph
It is a tree. Let F : x → (x + 1) α+2 . Given n < m, we say that m ∼ n if one has m ∈ F (n), F (n + 1) . Note that given n ∈ N * , there is a unique neighbor m < n so that m ∼ n. We denote it by n ′ . Consider f a solution of A * G • f = if . By convention, set f (0 ′ ) = 0. We get:
We construct f inductively. We take f (0) = 0. Now, by using (2.1), we choose f (k) constant, on the interval F (n), F (n + 1) . We denote by c n the common value and get:
and c 0 = if (1)/d(0). Easily, f is bounded. Moreover, we have:
Note that d(n) − 1 is equivalent to (α + 2)(n + 1) α+1 , when n goes to infinity. The series converges and f ∈ ℓ 2 (N). Now remark that as long as (2.1) is fulfilled, it is enough to prescribe that f (k) is constant on F (n), F (n + 1) for k big enough. We infer the deficiency indices of A G • are infinite. Note also that sup n∈N * n −α |d(n) − d(n + 1)| is finite, since n −α |d(n) − d(n + 1)| tends to (α + 2)(α + 1). It remains to connect n with n + 1. We proceed in the spirit of Lemma 3.2. We define G = (E, V ) with V = N. We say that m ∼ n if E
• (m, n) = 0, for m, n ∈ N or if |m − n| = 1, for m, n ∈ N * . Now remark that (A G • − A G )f ≤ 2 f , for all f ∈ C c (G). We recall that for a general symmetric operator H, we have the topological direct sum
3. Unboundedness properties 3.1. Criterium of unboundedness. In this section we give some elementary properties of the operator A G defined on a locally finite graph G = (E, V ). We recall that if E bounded from below, by definition, there is a E min > 0, so that E is with values in {0} ∪ [E min , ∞).
To our knowledge, it is an open problem to characterize exactly the boundedness of the adjacency matrix of a graph with the help of the degree and the weights. For the Laplacian, one can show that it is bounded if and only if sup x y∼x E(x, y) is finite, e.g., [KL2] . One has:
Proposition 3.1. Let G = (E, V ) be a locally finite graph. LetÂ G be a self-adjoint realization of A G . Thus, one obtains:
where the value +∞ is allowed. In particular, assuming that E is bounded from below, thenÂ G is bounded is and only if d and E are bounded. In this caseÂ G = A G .
Proof. Take f ∈ C c (G) and consider x ∈ V . For the second inequality, one has:
We consider now the first inequality and ask f to be with non negative values. We infer:
We conclude sup σ(Â 2 G ) ≥ y∼x0 E 2 (x 0 , y), by taking f with support in some x 0 ∈ V . Unlike the Laplacian, the adjacency matrix is not non-negative. Thus, in order to analyze accurately the unboundedness of the later one should consider the unboundedness from above and from below. We will make an extensive use of the fact that, given a self-adjoint operator H acting in a Hilbert space H , one has inf(σ(H)) = inf{ f, Hf , f ∈ D(H) and f = 1}. We will also use it for −H. As we deal with subgraphs, we will add a subscript to the neighbors relation ∼ to emphasize the use of the subgraph structure.
Proposition 3.2. Let G = (E, V ) be a graph andÂ G be a self-adjoint extension of A G . Then,
(1) If E is not bounded then, the spectrum ofÂ is neither bounded from above nor from below.
(2) In the sense of inclusion of graphs (1.5), one has:
In particular, if d is not bounded and E bounded from below, then the spectrum ofÂ G is not bounded from above,
In particular, when E is with values in {0} ∪ [E min , E max ], with 0 < E min ≤ E max < ∞. Recalling (1.3) and (1.4), one obtains:
Proof. Let G ′ be a subgraph of G, in the sense of (1.5). Fix x ∈ V (G ′ ) and consider a real-valued function f with support in {x} ∪ N G ′ (x). We have
We first consider the case. There is a sequence (x n , y n ) n of elements of V 2 , such that E(x n , y n ) → +∞, when n goes to infinity. Take G ′ = G and f = f n with support in {x n , y n } in (3.3). We get f n ,Âf n = 2E(x n , y n )f (x n )f (y n ). Then, choose f (y n ) = 1 and f (x n ) = ±1 and let n tend to infinity.
For the second case, take f (x) = 1 and
3) establishes the result. Focus finally on the third point. Take f (x) = 1 and f (y) = b for y neighbor of x in G ′ . Note that
for all b ∈ R. Thus, the discriminant of this polynomial in b is non-positive. This gives directly (3.1). In turn, this infers:
The statement (3.2) follows right away by taking the limit inferior with respect to the filter κ d (G ′ ). We now construct a tree where the hypotheses of the previous propositions are fulfilled. 
Example of tree with increment M = 3.
Remark 3.1. In [Mü] , one constructs a tree where the number of letters increases exponentially and proves the adjacency matrix is not essentially self-adjoint. In this context, Proposition 3.2 yields that every self-adjoint extension is unbounded from below and from above.
3.2. Optimality. We now show the optimality of the condition on the lower local complexity. For each ε > 0, we find a graph G = (E, V ) and a sequence (x n ) n of elements of V such that N (x n )/d 2 (x n ) tends to a limit included in (0, ε) and such that the adjacency matrix associated to G is bounded from below and essentially self-adjoint on C c (G).
Lemma 3.1. For each k, n ∈ N * , there is a finite graph K k,n and a point x k,n ∈ K k,n so that:
The adjacency matrix A K k,n is bounded from below by −4k, in the form sense.
Proof. Consider first the graph given by the disjoint union K
k , where x n is a point and K n := (E n , V n ) the complete graph of n elements, i.e., V n is a set of n elements and E(a, b) = 1 for all a, b ∈ V n , so that a = b, see (1.7). Then connect x n with each vertices of (K n )
k to obtain K k,n . Note that K 1,n−1 = K n and that the first point is fulfilled.
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In a canonical basis, the adjacency matrix of K k,n is represented by the (n k + 1) × (n k + 1) matrix:
Easily, the characteristic polynomial of K n is χ Kn (λ) = (−λ + n − 1)(−λ − 1) n−1 . Then we deduce that
Here C i denotes the i-th column. At last, the second point follows from an elementary computation.
Remark 3.2. We stress that there are only two subgraphs of K k,n , the sense of (1.5), which are star graphs. Namely, S 1 and S k ≃ K k,1 .
We now rely on a surgery lemma.
• and with E(x, y) := E
• (x, y), when there is n ∈ N so that x, y ∈ V n and where sup n∈N m∈N E(x n , x m ) ≤ M .
(1) We have
Proof. We start with the first point. Observe that each x m has at most M neighbors in {x n } n∈N . Then,
We turn to the second point. As we have a disjoint union, η(A G • ) = n∈N η(A Gn ). For a general symmetric operator H, we have the topological direct sum D(H * ) = D(H) ⊕ ker(H * + i) ⊕ ker(H * − i). Proof of Theorem 1.1. The two first points are proved in Proposition 3.2. Consider the last one. Given ε > 0, we choose k > 1/2ε. Given M = 2, we apply the Lemma 3.2 with G n := K k,n , where the latter is constructed in Lemma 3.1 by taking E(x n , x m ) ∈ {0, 1}, in order to make the graph connected. We obtain a graph G such that A G is essentially self-adjoint on C c (G) and so that A G ≥ −4k − M .
3.3. Further applications of the surgery. First, we give another criterium of essential self-adjointness. One can perturb the graph on a compact set and keep the same property, by the Kato-Rellich Lemma.
Corollary 3.1. Let N ∈ N. Consider N simple graphs G n of constant degree, i.e. E Gn has its values in {0, 1} and d Gn is constant on G n . Then for any graph G obtained by surgery, as explained in Lemma 3.2, one has A G is essentially self-adjoint on C c (G).
Proof. By [Woj2] , one has ∆ Gn is essentially self-adjoint on C c (G n ). Since the graphs G n are simple with constant degree d Gn , A Gn = d Gn − ∆ Gn is essentially self-adjoint on C c (G n ). Lemma 3.2 concludes.
To finish, we can create some arbitrary and possibly infinite deficiency indices and obtain the property to be unbounded from above and from below. (N k, N k) . Consider now the star graph S n . Using again Lemma 3.2 with G 1 and ∪ n≥2 S n to obtain a graph G 2 . Theorem 1.1 gives that every self-adjoint realization of A G2 is unbounded from above and from below and that the deficiency indices are also (N k, N k).
