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Abstract
Fringe analysis uses the distribution of bottom subtrees or fringe of search trees under the
assumption of random insertion of keys, yielding an average case analysis of the fringe. The
results in the fringe give upper and lower bounds for several measures for the whole tree.
We are interested in the fringe analysis of the synchronized parallel insertion algorithms of
Paul, Vishkin, and Wagener (PVW) on 2–3 trees. This algorithm inserts k keys with k processors
into a tree of size n with time O(log n + log k). As the direct analysis of this algorithm is
very di:cult we tackle this problem by introducing a new family of algorithms, denoted by
MacroSplit algorithms, and our main theorem proves that two algorithms of this family, denoted
MaxMacroSplit and MinMacroSplit, bound the behavior of the fringe in the PVW algorithm.
Previous work deals with the fringe analysis of sequential algorithms, but this type of analysis
was still an open problem for parallel algorithms on search trees. We extend fringe analysis to
parallel algorithms and we get a rich mathematical structure giving new interpretations even in
the sequential case. We prove that random insertion of keys generates a binomial distribution, that
the synchronized insertion of keys can be modeled by a Markov chain, and that the coe:cients
of the transition matrix of the Markov chain are related to the expected local behavior of our
algorithm. Finally, we show that the coe:cients of the power expansion of this matrix over
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(n+1)−1 are the binomial transform of the expected local behavior of the algorithm. We Inally
show that the fringe of the PVW algorithm asymptotically converges to the sequential case.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
One of the basic problems of managing information is the dictionary problem, where
a set of keys has to be dynamically maintained. One solution to this problem is a
balanced search tree like the 2–3 tree introduced by Hopcroft in the 1970s [1]. The
exact analysis of the sequential case is still open, but good lower and upper bounds
for several complexity measures have been obtained using a technique called fringe
analysis [6,8]. This analysis studies the distribution of bottom subtrees or fringe of
search trees under the assumption of the insertion of random keys, and has been applied
to most search trees [4,8]. Note that fringe analysis is the average case analysis of the
fringe of the tree. The fringe analysis has also been modeled using generalized urn
schemes [2,3]. The results in the fringe allows to bound several measures on the
whole tree.
We are interested in the fringe analysis of the synchronized parallel algorithm on
2–3 trees designed by Paul et al. (PVW) [18]. This kind of algorithms manages data
types in a synchronized manner (PRAM algorithms [15]). They can be envisaged as
many sequential algorithms running simultaneously and executing the same operation
at the same time. Therefore, it may happen that several processes read or write on
the same memory location at the same time. The goal is to avoid those concurrent
accesses. The Irst synchronized parallel algorithm on search trees was the PVW algo-
rithm. The time needed to search or update k elements with k processors on a tree
with n keys is O(log n+log k) which is very close to the optimal speedup of O(log n).
A detailed analysis of this algorithm is still lacking and the main drawback is the
reconstructing phase that is composed of waves of synchronized processors which
modify the tree in a bottom-up fashion. A top-down approach has been developed
in [7].
In this paper we introduce a new family of synchronized parallel algorithms, denoted
MacroSplit, whose two extreme cases, denoted MaxMacroSplit and MinMacroSplit
algorithms, bound the PVW algorithm in the following sense: the expected values
of the fringe derived from the PVW algorithm are upper and lower bounded by the
expected values derived from these two extreme cases. The key idea is that the fringe
analysis works for the MacroSplit algorithms because they reconstruct the tree with
only one wave while the PVW algorithm needs a pipeline of waves.
The fringe analysis of the MacroSplit algorithms is an extension of the same type
of analysis for the sequential case but with many signiIcant improvements. As shown
later on, the direct extensions of this technique for the parallel insertion of two and
three keys suggest the inapplicability of this technique for the case of inserting more
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keys. We have overcome this limitation with two facts that allow us the analysis of
the generic case (the insertion of k keys):
— The insertion of random keys generates a binomial distribution on each bottom
node (nodes from which the leaves are attached). This fact allows us to analyze
the local behavior for any bottom node.
— The global behavior or fringe evolution of all nodes can be analyzed because we
prove that this binomial distribution can be assumed for all bottom nodes simulta-
neously. Then the global behavior is determined by the expected local behavior of
the algorithm.
The relation between the global and the local behavior of the MacroSplit algorithms
gives a new theoretical explanation to fringe analysis, and we develop both cases,
obtaining the power expansion of the transition matrix and we calculate its coe:cients
for the two algorithms MaxMacroSplit and MinMacroSplit. Finally, we analyze both
cases and we show that the parallel case converges asymptotically to the solution of the
sequential case. Our results are the Irst on the expected behavior of parallel insertion
algorithms in balanced trees using fringe analysis.
The rest of the paper is organized following the main facts pointed out in this intro-
duction. In Sections 2 and 3 we recall the fringe analysis of the sequential case and we
introduce the PVW algorithm and the family of MacroSplit algorithms.
Section 4 develops the direct extension of the sequential fringe analysis for the parallel
insertion of two and three keys and discusses the inapplicability of this extension for
more keys. Section 5 contains the analysis of the MacroSplit algorithms, relates their
local and global behavior and develops the power expansion of the transition matrix.
Section 6 contains the detailed results for the two concrete algorithms MaxMacroSplit
and MinMacroSplit, and the analysis of the fringe. Section 7 shows that the fringe
generated by these two algorithms bounds the fringe generated by the PVW algorithm.
Finally, the last section contains the main conclusions and future work. A preliminary
and partial version of this paper was presented in [5].
2. Fringe analysis for sequential insertions
Let us introduce 2–3 trees. They are balanced search trees whose nodes can be either
internal nodes having two or three sons or leaves with no sons (see Fig. 1).
Denition 1 (Aho et al. [1]). A 2–3 tree is a search tree with the following properties:
1. Each internal node has two or three sons.
2. Each path from the root to a leaf has the same length.
In general the fringe of a tree is composed of the subtrees on the bottom part of the
tree; in this paper the fringe is given by subtrees of height one. A bottom node (or
terminal node) with one key is called an x node, and a bottom node with two keys is
called a y node. These nodes separate the leaves into x leaves if their parents are x
nodes and y leaves if their parents are y nodes.
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Fig. 1. An example of 2–3 tree. The fringe has been enclosed in a rectangle.
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Fig. 2. The transformation of x and y bottom nodes after inserting one key. In case (1) the key b hits a
bottom x node which is transformed into a y node. In case (2) the key c hits a bottom y node which is
split into two x nodes.
Let Xt and Yt be the random number of x leaves and y leaves, respectively, at step t.
Fig. 1 gives us an example of the fringe at t=0 with X0 = 14 and Y0 = 6. Notice that
Xt + Yt = n+ 1, n being the number of keys of the tree.
When a new key falls into a bottom node this node is transformed according to the
following rules (see Fig. 2): if a key b hits a bottom x node that contains the key a
then the x node is transformed into a y node having keys a and b (Case 1 of Fig. 2).
We have Xt+1 =Xt − 2 and Yt+1 =Yt +3. If a key c hits a bottom y node containing a
and b then the y node splits into two x nodes containing a and c, respectively, while
b is inserted in the parent node recursively (Case 2 of Fig. 2). Now Xt+1 =Xt +4 and
Yt+1 =Yt − 3.
We need a probabilistic model of random 2–3 tree in order to study the expected
behavior of the random variables. We recall the deInition of a random insertion in a
2–3 tree from Yao’s paper.
Denition 2 (Yao [20]). A 2–3 tree with n keys determines n+1 intervals. An insertion
of a new key is random if it has equal probability of being inserted in any of the n+1
intervals deIned above.
This is true for any continuous probability distribution of the keys to be stored,
considering that each new key is independent. This model is valid for any data structure
that keeps the keys sorted, and is independent of the insertion algorithm used.
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Uniformity of intervals means that we have the same probability to hit anyone of
the n+ 1 leaves, that is, 1=(n+ 1), hence:
Lemma 3 (Eisenbarth et al. [8]). Let us consider a fringe with n keys having Xt and
Yt x and y leaves, respectively. The probability that, in a random insertion, a key
hits an x node is Xt=(n+ 1) and for an y node is Yt=(n+ 1).
Hence, the conditional expectations when one random key is inserted satisfy
E1(Xt+1 |Xt; Yt) = Xtn+ 1 (Xt − 2) +
Yt
n+ 1
(Xt + 4)
=
(
1− 2
n+ 1
)
Xt +
4
n+ 1
Yt;
E1(Yt+1 |Xt; Yt) = Xtn+ 1 (Yt + 3) +
Yt
n+ 1
(Yt − 3)
=
3
n+ 1
Xt +
(
1− 3
n+ 1
)
Yt:
The expected number of leaves at step t can be modeled by the following deInition:
Denition 4 (Baeza-Yates [4], Eisenbarth et al. [8], Yao [20]). Given a fringe with
n + 1 leaves and the sequential insertion algorithm, we deIne the 1-OneStep tran-
sition matrix Tn;1 as the matrix satisfying(
E1(Xt+1)
E1(Yt+1)
)
= Tn;1
(
E1(Xt)
E1(Yt)
)
:
As the conditional expectations satisfy
E1(Xt+1) = E1(E1(Xt+1 |Xt; Yt));
E1(Yt+1) = E1(E1(Yt+1 |Xt; Yt)):
we recall the following lemma:
Lemma 5 (Baeza-Yates [4], Eisenbarth et al. [8]). The 1-OneStep transition matrix
is
T Seqn;1 =
(
1 +
1
n+ 1
)
I +
1
n+ 1
(−3 4
3 −4
)
where I =
(
1 0
0 1
)
:
In a more compact form, the 1-OneStep transition matrix can be rewritten as
T Seqn;1 =
1
n+ 1
(
n− 1 4
3 n− 2
)
=
n+ 2
n+ 1
(
I +
1
n+ 2
(−3 4
3 −4
))
:
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Later on we will give a direct proof of this Lemma. To consider the sequential insertion
of k keys, we start with k =2. In order to compare with the synchronized parallel
insertion case we will develop expansions having powers of 1=(n+ 1) j.
Lemma 6. The transition matrix of the sequential insertion of 2 keys is
T Seqn;2 =
(
1 +
2
n+ 1
)
I +
(
6
n+ 2
− 4
n+ 1
)(−3 4
3 −4
)
=
(
1 +
2
n+ 1
)
I +
2
n+ 1
(−3 4
3 −4
)
−3
2
(
2
n+ 1
)2(∑
j¿0
(−1)j 1
(n+ 1)j
)(−3 4
3 −4
)
:
Proof. The matrix TSeqn;2 is the product of T
Seq
n+1;1 and T
Seq
n;1 . The result follows from
elementary calculation.
The Irst terms are:
T Seqn;2 =
(
1 +
2
n+ 1
)
I +
2
n+ 1
(−3 4
3 −4
)
+
3
(n+ 1)2
(
6 −8
−6 8
)
+ · · ·
Finally, let us consider the matrix TSeqn; k =Tn+k−1;1× · · ·×Tn;1 where × means matrix
product, obtained iterating k times the one insertion case. Assuming Ixed k, we obtain
T Seqn;k =
(
1 +
k
n+ 1
)(
I +
1
n+ k + 1
(−3 4
3 −4
))
· · ·
(
I +
1
n+ 2
(−3 4
3 −4
))
=
(
1 +
k
n+ 1
)
I
+
(
1 +
k
n+ 1
)(
1
n+ 2
+
1
n+ 3
+ · · ·+ 1
n+ k + 1
)(−3 4
3 −4
)
+O
(
1
(n+ 1)2
)
:
We have, for Ixed k and 26i6k, that
1
n+ i + 1
=
1
n+ 1
+ O
(
1
(n+ 1)2
)
:
Finally,
T Seqn;k =
(
1 +
k
n+ 1
)
I +
k
n+ 1
(−3 4
3 −4
)
+O
(
1
(n+ 1)2
)(−3 4
3 −4
)
:
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3. Synchronized parallel insertion algorithms
It is assumed that an array of k sorted keys a[1 : : : k] is inserted into a 2–3 tree
having n leaves. In order to deIne a random insertion of k keys we generalize Yao’s
sequential approach.
Denition 7. A 2–3 tree with n keys determines n + 1 intervals. An insertion of a
batch of k ordered keys a[1 : : : k] is random if each key a[i], for 16i6k, has equal
probability of being inserted in any one of the n+ 1 intervals.
Notice that this random model is independent of particular insertion algorithms, and
is valid for any data structure that keeps numerical values ordered, as mentioned for
the sequential case.
3.1. PVW algorithm
Now recall the algorithm of Paul et al. [18], and we introduce our MacroSplit
algorithms. The algorithms Irst attach the keys to the leaves and later rebalance the
tree. The PVW algorithm diPers from the MacroSplit algorithms in the rebalancing
phase.
The tree is balanced in parallel using pipelines of processors. These pipelines can be
envisaged intuitively in terms of traveling plane waves that are created at the bottom
of the tree. Let us carefully explain the meaning of the waves.
3.1.1. Creation of waves
Waves are created by processes that synchronously apply the evolution rules at the
fringe of the tree. These rules depend on the number of packets to be inserted and
the type of nodes. In some cases there are diPerent possibilities to split a node and
a non-deterministic rule will be deIned. In this case non-determinism means that any
implementation of the PVW algorithm has to choose just one possibility.
We adopt some notations (see Fig. 3(a)): [a1; : : : ; a‘] denotes a packet with keys
a1; : : : ; a‘ (note that usually k = ‘ where k is the total number of parallel inserted
keys). If we need to distinguish the “middle key” we use:
[[a1; : : : ; a(‘+1)=2−1] | a(‘+1)=2 | [a(‘+1)=2+1; : : : ; a‘]]:
For instance, given a packet [a; : : : ; g] we can write [[a; b; c] |d | [e; f; g]]. We can
also write [A |d |B] where the subpacket A contains the keys a; b; c and B contains
e; f; g. The notation [a1; : : : ; a‘]→ h denotes that the packet is attached to leaf h. In
the following we use lowercase letters for keys and uppercase letters for subpackets.
Let us consider separately each rule.
— One packet is attached to an x node (see Fig. 3(b)). This packet is split into two
subpackets and a new key. This new key goes up and transforms the x node into
a y node. This case generalizes to the Irst sequential transformation appearing in
the Fig. 2. We have the following evolution rule:
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Fig. 3. Examples of evolution rules at the fringe level in the PVW algorithm. (a) Left picture is
{[A | b |C]→ d; e} and the right one is {A→ b; c; [D | e |F]→ g}. (b) Evolution rule when one packet is
attached to an x node. (c) Non-deterministic evolution rule when three packets are attached to a y node.
Initial conIguration: {[A | b |C]→ d; e};
Final conIguration: {A→ b; C → d; e}:
The same kind of rule can be written to deal with the initial conIguration
{a; [B | c |D]→ e}.
— Two packets are attached to an x node. Every subpacket is split, giving four sub-
packets and two new keys. The two new keys go up giving an unstable “wide
node” with three keys. This wide node is “unstable” and splits into two x nodes.
Each x leaf takes care of the corresponding subpacket:
Initial conIguration: {[A | b |C]→ d; [E |f |G]→ h};
Unstable conIguration: {A→ b; C → d; E → f;G → h};
Final conIguration: {A→ b; C → d}; {E → f;G → h}:
— One packet is attached to a y node. This packet is split into two subpackets and
a new key. This new key goes up and transforms the y node into two x nodes.
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This case generalizes to the second sequential transformation appearing in Fig. 2.
Schematically we have
Initial conIguration: {[A | b |C]→ d; e; f};
Unstable conIguration: {A→ b; C → d; e; f};
Final conIguration: {A→ b; C → d}; {e; f}:
There are two similar cases {a; [B | c |D]→ e; f}, {a; b; [C |d |E]→f}.
— Two packets are attached to a y node. Every subpacket is split giving four sub-
packets and two new keys. The two new keys go up, giving an unstable wide node
having four keys. This wide node non-deterministically splits into one x node and
one y node.
Initial conIguration: {[A | b |C]→ d; [E |f |G]→ h; i};
Unstable conIguration: {A→ b; C → d; E → f;G → h; i};
Final conIguration: {A→ b; C → d}; {E → f;G → h; i}
or {A→ b; C → d; E → f}; {G → h; i}:
The following two cases are similar {[A | b |C]→d; e; [F | g |H ]→ i}, {a; [B | c |D]
→ e; [F | g |H ]→ i}.
— Three packets are attached to a y node (see Fig. 3(c)). When packets split three
new keys are generated. These keys go up, giving a wide node with Ive keys.
This node splits non-deterministically into two y nodes or into three x nodes. This
case is schematized by
Initial conIguration: {[A | b |C]→ d; [E |f |G]→ h; [I | j |K]→ ‘};
Unstable conIguration: {A→ b; C → d; E → f;G → h; I → j; K → ‘};
Final conIguration: {A→ b; C → d; E → f}; {G → h; I → j; K → ‘}
or {A→ b; C → d}; {E → f;G → h}; {I → j; K → ‘}:
3.1.2. Evolution of waves
Once the wave has been created it is sent up to the root. In this phase the processors
apply the following evolution rules to wide internal nodes.
Let us consider the evolution of wide nodes while the perturbation goes up. There
are two main cases:
— The root splits (Fig. 4(a)). We have the following evolution rule:
Initial conIguration: {[a | b | c |d | e]};
Final conIguration: {[a | b]→ c; [d | e]}:
The same kind of rules can be written when the root contains three or four keys.
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Fig. 4. Examples of split rules at the internal nodes in the PVW algorithm: (a) the root splits; (b) two wide
internal nodes split and keys go up.
— Wide nodes splits (Fig. 4(b)). We have the following evolution rule:
Initial conIguration: {[a | b | c |d]→ e; [f | g | h | i | j]};
Final conIguration: {[a]→ b; [c |d]→ e; [f | g]→ h; [i | j]}
or {[a | b]→ c; [d]→ e; [f | g]→ h; [i | j]}:
The same kind of rules can be written in all the other cases.
Example 8. Suppose that we insert into the tree {8; 11; 15} the array
a[1::12] = [1; 2; 3; 4; 5; 6; 7; 9; 10; 12; 13; 14]
using the PVW algorithm. Initially, the keys are attached and we have the following
initial conIguration:
{[1; 2; 3; 4; 5; 6; 7]→ 8; [9; 10]→ 11; [12; 13; 14]→ 15}:
The fringe evolves to
{[1; 2; 3]→; 4; [5; 6; 7]→ 8; 9}; {[10]→ 11; [12]→ 13; [14]→ 15};
{[1]→ 2; [3]→ 4}; {[5]→ 6; [7]→ 8; 9}; {10; 11; 12}; {13; 14; 15}
and {1; 2}; {3; 4}; {5; 6}; {7; 8; 9}; {10; 11; 12}; {13; 14; 15}:
which is the Inal conIguration.
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3.1.3. Algorithm
Assume, for instance, the basic insertion case in which every leaf incorporates at
most one new key (Fig. 6(i)). A wave of processors is generated at the bottom of the
tree, namely a plane wave, because all leaves have the same depth (Fig. 6(ii)). This
wave is sent up in further iterations (Fig. 6(iii)) until it disappears (Fig. 6(iv)). In the
general insertion case (Fig. 6(v)), in which a packet of many new keys can be attached
to a single leaf, a pipeline of waves is generated to get periodic traveling waves. The
creation of a new wave is delayed some steps in order to avoid concurrent accesses
to nodes. Recall that the packets are split, the middle key of each one is attached as
a new leaf and the remaining subpackets are attached to the leaves. This set of new
leaves created by the middle keys constitute the new wave. Then, at most O(log k)
waves are created and the time spent at each step is constant. So the parallel time to
insert k keys becomes O(log n+ log k).
Fig. 5 gives a graphical explanation of the rebalancing phase for Example 8. In this
case three waves are created and sent up to the root.
3.2. MacroSplit algorithms
In the general insertion case (Fig. 6(v)) the MacroSplit algorithms incorporate si-
multaneously all the keys of packets at the bottom internal nodes of the tree creating
only one wave. In successive steps the wave moves up until it reaches the root or
disappears. Then the reconstruction is based in just one unique wave moving bottom
up.
The evolution of this unique wave needs the use of the so called MacroSplit rules
(see Fig. 7). These rules determine the transformation of wide nodes into x and y
nodes. For instance, the rule of case (i) of Fig. 7 makes the minimum number of
splits, and the rule of case (ii) makes the maximum number of splits. Intermediate
strategies are possible. Let us see several examples. At most k keys can reach a node.
If the node stores more than two keys, it must be split using a MacroSplit rule. Table 1
shows us several split possibilities for x and y bottom nodes. For instance, the Irst
row shows us the splits of the x and y nodes when k =1 (see Fig. 2). In this case
there is just one possibility. The fourth row shows us how x and y nodes can be split
when k =4. In this case a bottom x node can be split into three x nodes or into two
y nodes. Later on we consider two extreme cases:
MaxMacroSplit algorithm: maximizes the number of splits at each step, then it max-
imizes also the number of x nodes created.
MinMacroSplit algorithm: minimizes the number of splits at each step, then it maxi-
mizes also the number of y nodes created.
When k =1 or 2 both algorithms coincide (see Table 1).
The usage of MacroSplit rules increases the parallel running time, but it facilitates
the fringe analysis of the MacroSplit algorithms. Suppose, for instance, that all the
keys reach the same node, the PVW algorithm creates log k waves and the MacroSplit
algorithm creates only one wave, but in the Irst case the time spent at each step is
constant while the time spent in the second case is linear in k.
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Fig. 5. An example in the PVW algorithm with three traveling waves. A wave is characterized by a “dotted
line”.
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Fig. 6. Traveling waves for the PVW insertion algorithm on 2–3 trees.
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Fig. 7. Choices for MacroSplit rules: in (i) the rule makes the minimum number of splits; in (ii) the rule
makes the maximum number of splits.
Table 1
MacroSplit possibilities for x and y bottom nodes when k keys are inserted
k x node y node
1 y xx
2 xx xy
3 xy xxx or yy
4 xxx or yy xxy
5 xxy xxxx or xyy
6 xxxx or xyy xxxy or yyy
Let us introduce the analysis of the MacroSplit algorithm. Consider that at step
t + 1, k random insertions fall in parallel into a fringe with Xt x leaves and Yt y
leaves such that Xt + Yt = n + 1. Notice that Xt+1 + Yt+1 = n + k + 1 and in general
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Xt+i+Yt+i = n+1+ki. The expected values of Xt+1 and Yt+1 after the insertion depend
on two facts:
— The concrete form of the MacroSplit algorithm. This algorithm determines how
many x leaves and y leaves will be generated at the bottom nodes when they
receive some number of keys.
— The current values of Xt and Yt .
We deal with a Markov chain and the evolution can be analyzed through the so-called
k-OneStep transition matrix Tn; k :
Denition 9. Given a fringe with n+ 1 leaves and a MacroSplit algorithm, we deIne
the k-OneStep transition matrix Tn; k as the matrix satisfying:(
Ek(Xt+1)
Ek(Yt+1)
)
= Tn;k
(
Ek(Xt)
Ek(Yt)
)
:
3.3. A :rst connection between both approaches
The MacroSplit algorithm can be seen as a “high level” description of the PVW
algorithm. The PVW algorithm takes place by splitting a MacroSplit step into several
more basic steps chained together in a pipeline. Then, the fringe analysis of the PVW
algorithm must take into account all the waves of the pipeline while this same analysis
for the MacroSplit algorithms takes into account only one wave.
The goal of this paper is to bound the evolution of the fringe of the PVW algorithm
by the evolution of the MaxMacroSplit and MinMacroSplit algorithms. Consider the
following lemma:
Lemma 10. Let X0; Y0 be the initial values of the fringe. On the :rst step, k keys
(not necessarily random), are inserted into this fringe using algorithm A. The values
of the fringe at the end of the :rst step depend on A, therefore we denote these values
by X A1 , Y
A
1 . If algorithm A is MaxMacroSplit, PVW or MinMacroSplit algorithm, the
following holds:
XMaxMacroSplit1 ¿ X
PVW
1 ¿ X
MinMacroSplit
1 ;
YMaxMacroSplit1 6 Y
PVW
1 6 Y
MinMacroSplit
1 :
We would like to generalize the preceding Lemma to more than one step, although
a straightforward generalization is impossible as we see in the next example. It is
possible to Ind a fringe X0, Y0 and two batches of (non-random) k keys such that the
generalization of Lemma 10 to two steps is false.
Example 11. Take as initial fringe {10; 20}; {30; 40}; {50; 60}; {70; 80} and X0 = 8
and Y0 = 0. On this fringe we insert in parallel two batches of k =8 keys using
MaxMacroSplit , PVW and MinMacroSplit algorithms. The Irst batch is 12; 14; 16; 18,
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22; 24; 26; 32 and the second batch is 11; 15; 19; 23; 29; 39; 59; 79. When the Irst search
has been performed and packets have been attached to the leaves we have
{10; [12; 14; 16; 18]→ 20}; {[22; 24; 26]→ 30; [32]→ 40}; {50; 60}; {70; 80}:
The MaxMacroSplit algorithm produces the fringe:
{10; 12}; {14; 16}; {18; 20}; {22; 24}; {26; 30}; {32; 40}; {50; 60}; {70; 80}
and XMaxMacroSplit1 = 16, Y
MaxMacroSplit
1 = 0. The PVW fringe evolves as
{10; [12]→ 14; [16; 18]→ 20}; {[22]→ 24; [26]→ 30}; {32; 40}; {50; 60};
{10; 12; 14}; {16; [18]→ 20}; {22; 24}; {26; 30}; {32; 40}; {50; 60};
{10; 12; 14}; {16; 18; 20}; {22; 24}; {26; 30}; {32; 40}; {50; 60}; {70; 80}
and X PVW1 = 10, Y
PVW
1 = 6. The MinMacroSplit algorithm produces the fringe
{10; 12; 14}; {16; 18; 20}; {22; 24; 26}; {30; 32; 40}; {50; 60}; {70; 80}
and XMinMacroSplit1 = 4, Y
MinMacroSplit
1 = 12. Of course the inequalities given in Lemma
10 hold. Let us proceed with the second step. The set of keys to be inserted is
11; 15; 19; 23; 29; 39; 59; 79. The MaxMacroSplit fringe evolves to
{10; [11]→ 12}; {14; [15]→ 16}; {18; [19]→ 20}; {22; [29]→ 24};
{26; [29]→ 30}; {32; [39]→ 40}; {50; [59]→ 60}; {70; 80}
{10; 11; 12}; {14; 15; 16}; {18; 19; 20}; {22; 23; 24};
{26; 29; 30}; {32; 39; 40}; {50; 59; 60}; {70; 79; 80}
with XMaxMacroSplit2 =0 and Y
MaxMacroSplit
2 =24. The PVW fringe evolves non-determin-
istically to
{10; [11]→ 12; 14}; {[15]→ 16; [19]→ 18; 20}; {22; [23]→ 24};
{26; [29]→ 30}; {32; [39]→ 40}; {50; [59]→ 60}; {70; [79]→ 80}
{10; 11}; {12; 14}; {15; 16; 18}; {19; 20}; {22; 23; 24};
{26; 29; 30}; {32; 39; 40}; {50; 59; 60}; {70; 79; 80}
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with X PVW2 = 6 and Y
PVW
2 = 18. The MinMacroSplit fringe evolves as
{10; [11]→ 12; 14}; {[15]→ 16; [19]→ 18; 20}; {22; [23]→ 24; 26};
{[29]→ 30; 32; [39]→ 40}; {50; [59]→ 60}; {70; [79]→ 80}
{10; 11}; {12; 14}; {15; 16; 18}; {19; 20}; {22; 23}; {24; 26};
{29; 30; 32}; {39; 40}; {50; 59; 60}; {70; 79; 80}
with XMinMacroSplit2 = 12 and Y
MinMacroSplit
2 = 12.
We have found a fringe X0, Y0 and two batches of (non-random) k =8 keys such
that the two following inequalities, are false:
XMaxMacroSplit2 ¿ X
PVW
2 ¿ X
MinMacroSplit
2 ;
YMaxMacroSplit2 6 Y
PVW
2 6 Y
MinMacroSplit
2 :
Lemma 10 holds only for one step. Later on, we will extend this lemma to con-
secutive insertions of k keys taking into account the expected number of nodes. In
fact, the main theorem of this paper (Theorem 42), extends Lemma 10 to any step by
considering expected values.
4. Parallel insertion of 2 and 3 keys
In this section we compute Tn;2 and Tn;3 following directly the technique applied
before to sequential insertions [8] and we discuss the viability of this approach.
4.1. Direct extensions
First, let us consider the case k =2. We have only one MacroSplit algorithm (see
Table 1). The expected number of leaves is characterized by the 2-OneStep Tn;2 tran-
sition matrix:(
E2(Xt+1)
E2(Yt+1)
)
= Tn;2
(
E2(Xt)
E2(Yt)
)
:
We compute the probabilities of the diPerent splits by an exhaustive case analysis.
As at most two keys can reach the same bottom node, the transformation of bottom
nodes is unique (second row of Table 1). Both keys can be either at the same bottom
node or at diPerent bottom nodes, and in each case bottom nodes can be of type x
or y. Let P(x; x) be the probability that both keys reach the same x node, P(x1; x2)
the probability to reach diPerent x nodes and so on for the remainder probabilities
P(x; y), P(y; y) and P(y1; y2). We denote the generic case as P(·; ·), with (:; :) being
the generic pair of nodes accessed.
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Table 2
Parallel insertion of two keys
(·; ·) P(·; ·) E2(Xt+1|Xt ; Yt ; (·; ·)) E2(Yt+1|Xt ; Yt ; (·; ·))
(x; x) Xtn+1
2
n+1 Xt + 2 Yt
(x1; x2) Xtn+1
Xt−2
n+1 Xt − 4 Yt + 6
(x; y) 2 Xtn+1
Yt
n+1 Xt + 2 Yt
(y; y) Ytn+1
3
n+1 Xt + 2 Yt
(y1; y2) Ytn+1
Yt−3
n+1 Xt + 8 Yt − 6
Lemma 12. Let us consider a fringe with n keys having Xt and Yt leaves x and y,
respectively. The probability that, in a random insertion of a batch of 2 keys, these
keys hit di=erent x nodes, written P(x1; x2) is
P(x1; x2) =
Xt
n+ 1
Xt − 2
n+ 1
and the conditional expectation is E2(Xt+1|Xt; Yt ; (x1; x2))=Xt − 4. Table 2 contains
the other values of probabilities and expectations.
The proof is direct from DeInition 7. As E2(Xt+1)=E2(E2(Xt+1 |Xt; Yt)) we compute
the expected number of x leaves as
E2(Xt+1|Xt; Yt) =
∑
(·;·)
P(·; ·) E2(Xt+1|Xt; Yt ; (:; :))
with E2(Xt+1|Xt; Yt ; (:; :)) being the expected number of x leaves when two keys reach
node (·; ·) conditioned on Xt and Yt .
Lemma 13. The conditional expectations satisfy
E2(Xt+1 |Xt; Yt) =
(
1− 4
n+ 1
+
12
(n+ 1)2
)
Xt +
(
8
n+ 1
− 18
(n+ 1)2
)
Yt;
E2(Yt+1 |Xt; Yt) =
(
6
n+ 1
− 12
(n+ 1)2
)
Xt +
(
1− 6
n+ 1
+
18
(n+ 1)2
)
Yt:
Proof. We compute the conditional expectation only for Xt+1 (the Yt+1 term has a
similar development). Then E2(Xt+1 |Xt; Yt) is
∑
(·;·)
P(·; ·) E2(Xt+1|Xt; Yt ; (: ; :))
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=
1
(n+ 1)2
(2Xt(Xt + 2) + Xt(Xt − 2)(Xt − 4) + 2XtYt(Xt + 2)
+ 3Yt(Xt + 2) + Yt(Yt − 3)(Xt + 8))
= Xt +
1
(n+ 1)2
(
12Xt − 4X 2t + 4XtYt + 8Y 2t − 18Yt)
)
=
(
1− 4
n+ 1
+
12
(n+ 1)2
)
Xt +
(
8
n+ 1
− 18
(n+ 1)2
)
Yt:
As the conditional expectations are linear in Xt and Yt and
E2(Xt+1) = E2(E2(Xt+1 |Xt; Yt));
E2(Yt+1) = E2(E2(Yt+1 |Xt; Yt));
we have
Lemma 14. The 2-OneStep transition matrix is
Tn;2 =
(
1 +
2
n+ 1
)
I +
2
n+ 1
(−3 4
3 −4
)
+
1
(n+ 1)2
(
12 −18
−12 18
)
:
Consider brieSy the case k =3. Now there are two possibilities (third row of
Table 1). Table 3 contains the exhaustive case analysis of the probabilities; we have
selected the second transformation that corresponds to the MinMacroSplit algorithm.
The MaxMacroSplit case has a similar analysis but the Inal result is diPerent.
Lemma 15. When k =3 there are two cases for the 3-OneStep transition matrix Tn;3.
— In the MaxMacroSplit algorithm, the matrix is
(
1 +
3
n+ 1
)
I +
3
n+ 1
(−3 4
3 −4
)
+
3
(n+ 1)2
(
12 −18
−12 18
)
+
3
(n+ 1)3
(−16 36
16 −36
)
:
— In the MinMacroSplit algorithm the matrix is
(
1 +
3
n+ 1
)
I +
3
n+ 1
(−3 4
3 −4
)
+
3
(n+ 1)2
(
12 −18
−12 18
)
+
1
(n+ 1)3
(−48 54
48 −54
)
:
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Table 3
Parallel insertion of three keys in the MinMacroSplit algorithm
(·; ·) P(·; ·; ·) E3(Xt+1|Xt ; Yt ; (·; ·; ·)) E3(Yt+1|Xt ; Yt ; (·; ·; ·))
(x; x; x) Xtn+1
(
2
n+1
)2
Xt Yt + 3
(x1; x1; x2) 3 Xtn+1
2
n+1
Xt−2
n+1 Xt Yt + 3
(x1; x2; x3) Xtn+1
Xt−2
n+1
Xt−4
t+1 Xt − 6 Yt + 9
(x; x; y) 3 Xtn+1
2
n+1
Yt
n+1 Xt + 6 Yt − 3
(x; y; y) 3 Xtn+1
Yt
n+1
3
n+1 Xt Yt + 3
(x1; x2; y) 3 Xtn+1
Xt−2
n+1
Yt
n+1 Xt Yt + 3
(x; y1; y2) 3 Xtn+1
Yt
n+1
Yt−3
n+1 Xt + 6 Yt − 3
(y1; y2; y3) Ytn+1
Yt−3
n+1
Yt−6
n+1 Xt + 12 Yt − 9
(y1; y1; y2) 3 Ytn+1
3
n+1
Yt−3
n+1 Xt + 6 Yt − 3
(y; y; y) Ytn+1
(
3
n+1
)2
Xt Yt + 3
4.2. Discussion of the cases 2 and 3
Based on the preceding cases, it is clear that an exhaustive case analysis (generalizing
the sequential approach [8]) for larger k =4; 5; 6; : : :, becomes lengthly and tedious.
Notice also that the transition matrix for the parallel case for k =2 and k =3 only
diPer from the iterated sequential case shown at the end of Section 2 only in the
O(1=(n+ 1)2).
In the sequel of the paper, we use local behavior of the algorithm to denote what
happens when i keys hit just one bottom x or y node (Table 1). Similarly, we use
global behavior to denote the evolution of Xt and Yt . The previous exhaustive analysis
does not distinguish between the local and the global behavior of the MacroSplit
algorithm. Next, we take a diPerent approach to solve the generic case for constant k.
5. Behavior of the MacroSplit algorithms
In order to study the expected behavior of an x or y node belonging to a fringe
with n + 1 leaves when k keys are inserted at a given step, we need to know the
characteristics of the MacroSplit algorithm we are using.
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5.1. Local behavior
We would like to know how many x and y leaves are generated when i keys fall
at the same time into an x node or a y node. To deal with this question we introduce
the following deInition.
Denition 16. At the bottom level, the local behavior of the MacroSplit algorithm is
given by the following functions:
— The function Xx(i) is the number of x leaves after the insertion of i keys into a
unique x node (for instance, Xx(0)= 2, Xx(1)= 0; : : :). In the same way, Xy(i) is
the number of x leaves after the insertion of i keys into a y node (for instance,
Xy(0)= 0, Xy(1)= 4, . . . ).
— Analogously, Yx(i) is the number of y leaves after the insertion of i keys into
an x node (for instance, Yx(0)= 0, Yx(1)= 3, . . . ). Similarly, Yy(i) is the number
of y leaves after the insertion of i keys into a y node (for instance, Yy(0)= 3,
Yy(1)= 0; : : :).
Assume that k random keys fall (in parallel) into a fringe having n + 1 leaves.
First of all, let us isolate just one bottom x node and one key to insert. Then, the
new key can be inserted into the x node in two diPerent positions. Therefore, ac-
cording to DeInition 7, just one key hits an x node with probability 2=(n + 1).
By a similar reasoning one key hits a y node with probability 3=(n + 1). Now we
consider what happens with an x or y node when k randomly selected keys are
inserted.
Lemma 17. Let Nx and Ny be the random variables denoting the number of keys
falling into :xed bottom x and y nodes when k keys are inserted into the tree. Then,
these variables follow a binomial distribution given by
P{Nx = i} = b
(
i; k;
2
n+ 1
)
and P{Ny = i} = b
(
i; k;
3
n+ 1
)
;
such that b(i; k; p)= ( ki )p
i (1− p)k−i :
Proof. Suppose that we have a fringe with n+ 1 keys having x and y nodes. On this
fringe the k keys are inserted at random. Suppose that we “mark” or Ix an x node
belonging to the fringe. As each inserted key has the same probability to hit every leaf
in the fringe the probability that i keys hit the x node is b(i; k; 2=(n + 1)). A similar
analysis can be done with a Ixed y node.
Note that Nx and Ny are not independent random variables as we see in the following
example. Take a small fringe with n+1=5 having one x node and one y node. When
k keys are inserted we have Nx + Ny = k. However, these random variables help us
to give precise meaning to the idea of the “expected behavior of just one node” as
we will see in Lemma 18. Recall that the expected value of the binomial distribution
is kp.
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The number of x leaves generated by the keys falling into a unique x node is given
by the random variable Xx =Xx(Nx) and the number of y leaves generated by the keys
falling into a unique x node is Yx =Yx(Nx) (similarly for Xy and Yy).
Lemma 18. The expected number of leaves generated by one bottom node when a
batch of k keys is inserted into a fringe having n+ 1 leaves is
Ek(Xx) =
k∑
i=0
b
(
i; k;
2
n+ 1
)
Xx(i); Ek(Yx) =
k∑
i=0
b
(
i; k;
2
n+ 1
)
Yx(i);
Ek(Xy) =
k∑
i=0
b
(
i; k;
3
n+ 1
)
Xy(i); Ek(Yy) =
k∑
i=0
b
(
i; k;
3
n+ 1
)
Yy(i):
Proof.
Ek(Xx) =
k∑
i=0
P{Nx = i}Xx(i) =
k∑
i=0
b
(
i; k;
2
n+ 1
)
Xx(i):
The other cases are argued similarly.
Note that these expected values depend on the concrete local behavior of the algo-
rithm.
Lemma 19. The expected number of leaves generated by just one bottom node when
k random keys are inserted in parallel into a fringe having n+ 1 leaves is:
Ek(Xx + Yx) = 2
(
1 +
k
n+ 1
)
and Ek(Xy + Yy) = 3
(
1 +
k
n+ 1
)
:
Proof. The functions Xx(i), Yx(i), Xy(i) and Yy(i) satisfy Xx(i) + Yx(i)= 2 + i and
Xy(i) +Yy(i)= 3 + i, and adding the expected values given in Lemma 18 we get
Ek(Xx + Yx) =
k∑
i=0
b
(
i; k;
2
n+ 1
)
(Xx(i) +Yx(i)) =
k∑
i=0
b
(
i; k;
2
n+ 1
)
(2 + i):
Similarly for the other case.
5.2. Global behavior
We characterize the evolution of the fringe in terms of the preceding “local expec-
tations” given in Lemma 18.
Lemma 20. Given an n-key random tree T with a fringe having Xt x leaves and
Yt y leaves, when k keys are inserted at random into T in one step we
252 R. Baeza-Yates et al. / Theoretical Computer Science 299 (2003) 231–271
have
Ek(Xt+1 |Xt; Yt) = Ek(Xx)Xt2 + Ek(Xy)
Yt
3
;
Ek(Yt+1 |Xt; Yt) = Ek(Yx)Xt2 + Ek(Yy)
Yt
3
:
Proof. Let us consider a fringe having Xt x leaves and Yt y leaves with Xt+Yt = n+1.
On this fringe the number of x nodes is Xt=2 and the number of y nodes is Yt=3, the total
number of nodes is Xt=2 + Yt=3= ‘. Let (z1; : : : ; zi; : : : ; z‘) be the ordered enumeration
of fringe’s nodes (each zi is either an x node or and y node). The probability for just
one key to hit the node zi is
P{zi} =


2
n+ 1
the node zi is an x node
3
n+ 1
the node zi is a y node.
Note that
P{z1}+ P{z2}+ · · ·+ P{z‘} = 2n+ 1
Xt
2
+
3
n+ 1
Yt
3
= 1:
The expected number of leaves generated by zi when a batch of k keys are inserted is
Xzi(j) =
{
Xx(j) the node zi is an x node;
Xy(j) the node zi is a y node:
When k keys are inserted in parallel, the number of keys falling into zi called Nzi
follows:
P{Nzi = j} =
(
k
j
)
P{zi}j(1− P{zi})k−j = b(j; k; P{zi})
and the local expectation of Xzi =Xzi(Nzi) is given by
Ek(Xzi) =
∑
j
P{NZi = j}Xzi(j):
We will compute Ek(Xt+1|Xt; Yt) when k keys are inserted in parallel at random in
the fringe (z1; : : : ; zi; : : : ; z‘). The diPerent possibilities can be partitioned in the set
of diPerent “macro-states” (k1; : : : ; ki; : : : ; k‘) with k1 + · · · + ki + · · · + k‘= k. In this
macro-state ki is the number of keys falling into the node zi and
P{Nz1 = k1; : : : ; Nz‘ = k‘} =
(
k
k1; : : : ; k‘
)
P{z1}k1 · · ·P{z‘}k‘ :
Taking the sum over all macro-states (k1; : : : ; ki; : : : k‘), the expectation is
Ek(Xt+1|Xt; Yt) =
∑
P{Nz1 = k1; : : : ; Nz‘ = k‘}(Xz1 (k1) + · · ·+Xz‘(k‘)):
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The Irst summand (corresponding to z1) can be factorized as∑
P{Nz1 = k1; : : : ; Nz‘ = k‘}Xz1 (k1)
=
∑
k1
(
k
k1
)
P{z1}k1Xz1 (k1)
∑
k2 ;:::;k‘
(
k − k1
k2; : : : ; k‘
)
P{z2}k2 · · ·P{z‘}k‘ :
As P{z2}+ · · ·+ P{z‘}=1− P{z1} we have
∑
k2 ;:::;k‘
(
k − k1
k2; : : : ; k‘
)
P{z2}k2 · · ·P{z‘}k‘ = (1− P{z1})k−k1 :
As P{Nzi = ki}= b(ki; k; P{zi}) we can rewrite
∑
P{Nz1 = k1; : : : ; Nz‘ = k‘}Xz1 (k1) =
∑
k1
(
k
k1
)
P{z1}k1 (1− P{z1})k−k1Xz1 (k1)
=
∑
k1
P{Nz1 = k1}Xz1 (k1)
= Ek(Xz1 );
The preceding computation can be reproduced for any zi obtaining∑
P{Nz1 = k1; : : : ; Nz‘ = k‘}Xzi(ki) =
∑
k1
P{Nzi = ki}Xzi(ki) = Ek(Xzi):
Note that zi = x implies Ek(Xzi)=Ek(Xx) and zi =y implies Ek(Xzi)=Ek(Xy). As the
nodes (z1; : : : ; z‘) are partitioned into Xt=2 x nodes and Yt=3 y nodes the conditional
expectation can be rewritten as
Ek(Xt+1|Xt; Yt) = Ek(Xz1 ) + · · ·+ Ek(Xzi) + · · ·+ Ek(Xz‘)
= Ek(Xx)
Xt
2
+ Ek(Xy)
Yt
3
:
The computation for Ek(Yt+1|Xt; Yt) is similar.
Note that P{Nz1 = k1; : : : Nz‘ = k‘} =P{Nz1 = k1}× · · · ×P{Nz‘ = k‘} because variables
Nz1 ; : : : ; Nz‘ are not independent, but∑
k1+···+k‘=k
P{Nz1 = k1; : : : ; Nz‘ = k‘}(Xz1 (k1) + · · ·+Xz‘(k‘))
coincides with
k∑
k1=0
· · ·
k∑
k‘=0
P{Nz1 = k1} × · · · × P{Nz‘ = k‘}(Xz1 (k1) + · · ·+Xz‘(k‘))
and the result of Lemma 20 “looks” like was obtained assuming independent ran-
dom variables Nz1 ; : : : ; Nz‘ . However, this lemma does not use independence between
Nz1 ; : : : ; Nz‘ but the properties of the multinomial of P{Nz1 = k1; : : : ; Nz‘ = k‘}.
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Lemma 21. Given a fringe with n + 1 leaves and a MacroSplit algorithm, the
k-OneStep transition matrix is
Tn;k =
( 1
2Ek(Xx)
1
3Ek(Xy)
1
2Ek(Yx)
1
3Ek(Yy)
)
:
Proof. From the preceding lemma we have
Ek(Xt+1|Xt; Yt) = Ek(Xx)Xt2 + Ek(Xy)
Yt
3
:
As Ek(Xt+1)=Ek(Ek(Xt+1|Xt; Yt)) we have
Ek(Xt+1) =
1
2
Ek(Ek(Xx)Xt) +
1
3
Ek(Ek(Xy)Yt):
As the expectation is a linear operator, Ek(Ek(Xx)Xt)=Ek(Xx)Ek(Xt).
Example 22. Let us recompute the 1-OneStep transition matrix using Lemma 21. Let
us start with a bottom x node. As we have seen in the deInition 16 we have Xx(0)= 2
and Xx(1)= 0.
E1(Xx) =
(
1− 2
n+ 1
)
Xx(0) +
(
2
n+ 1
)
Xx(1) =
2
n+ 1
(n− 1):
Using the property E1(Xx + Yx)= 2(1 + 1=(n+ 1)) given in the Lemma 19 we get
E1(Yx) =
2
n+ 1
3:
Let us consider a bottom y node, with Xy(0)= 0 and Xy(1)= 4.
E1(Xy) =
(
1− 3
n+ 1
)
Xy(0) +
(
3
n+ 1
)
Xy(1) =
12
n+ 1
:
Using E1(Xy + Yy)= 3(1 + 1n+1) we get
E1(Yy) =
3
n+ 1
(n− 2):
Substituting we get
Tn;1 =
( 1
2E1(Xx)
1
3E1(Xy)
1
2E1(Yx)
1
3E1(Yy)
)
=
1
n+ 1
(
n− 1 4
3 n− 2
)
;
which is the same result of the sequential case (see Lemma 3).
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5.3. Power expansion of the transition matrix
In the last section we have proved that the transition matrix is determined by the
expected local behavior of the MacroSplit algorithms (Lemma 21). Now we give a
series expansion of the k-OneStep transition matrix Tn; k , similar to the series expansions
of the transition matrices Tn;2 and Tn;3 given Lemmas 14 and 15.
Lemma 23. Let I be the two dimensional identity matrix. The k-OneStep matrix
satis:es
Tn;k =
(
1 +
k
n+ 1
)
I +
(− 12Ek(Yx) 13Ek(Xy)
1
2Ek(Yx) − 13Ek(Xy)
)
:
Proof. Lemma 19 relates the expected values of the matrix expression Tn; k given in
Lemma 21.
In order to get the power expansion, let us recall the binomial transform (“Trick
3: Inversion”, Section 5.2 of Graham et al. [12]). The binomial transform has been
applied by Poblete et al. [19] to the analysis of skip lists, we adapt the notations of
that paper. Let 〈Fi〉i¿0 be a sequence of real numbers, the binomial transform is the
sequence 〈Fˆj〉j¿0 deIned as
Fˆ j = Bj〈Fi〉 =
j∑
i=0
(−1)i
(
j
i
)
Fi:
This transform is related to well-known Poissonization techniques (for instance, Rice’s
method). If we consider the exponential generating functions F(z) and Fˆ(z) of the
sequences 〈Fi〉 and 〈Fˆj〉, then Fˆ(z)= ezF(z) and the information on Fˆ(z) can be trans-
lated back to F(z) and its coe:cients Fi. This transformation satisIes the following
lemmas:
Lemma 24. 1. When Fi =1 we have Fˆ0 = 1 and Fˆj =0 otherwise.
2. When Fi =(−1)i we have Fˆj =2j.
3. When Fi = i we have Fˆ1 =−1 and Fˆj =0 otherwise.
Lemma 25. Let 〈Fi〉i¿0 and 〈Gi〉i¿0 be sequences of real numbers and a; b real num-
bers, then the following holds:
1. Fi =Bi〈Fˆj〉.
2. Bj〈a Fi + bGi〉= aBj〈Fi〉+ bBj〈Gi〉.
3. For j¿0 we have −Fˆj =Bj−1〈Fi+1〉 − Fˆj−1.
4. Fˆj =
∑k
‘=0 (−1)‘( k‘ )Bj−k〈Fi+‘〉 for j¿k.
5. Given p+q=1 and 〈Fi〉i¿0 we can de:ne
∑
i (
‘
i )p
iq‘−iFi = b(i; ‘; p)Fi and get the
sequence 〈b(i; ‘; p)Fi〉‘¿0. Then Bj〈b(i; ‘; p)Fi〉=pjFˆj.
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Proof. We give a proof of item 4, other items are well known [12,19]. In the deInition
of Fˆj we replace: (
j
i )=
∑k
‘=0 (
k
‘ )(
j−k
i−‘ ) and
Fˆ j =
j∑
i=0
(−1)i
k∑
‘=0
(
k
‘
)(
j − k
i − ‘
)
Fi:
Changing the order of the two summands and using that ( j−ki−‘ )¿0 only if i¿‘, we
obtain
Fˆ j =
k∑
‘=0
(
k
‘
) j∑
i=‘
(−1)i
(
j − k
i − ‘
)
Fi:
Changing the scale from ( j−ki−‘ ) to (
j−k
i ) we get
Fˆ j =
k∑
‘=0
(
k
‘
) j−‘∑
i=0
(−1)i+‘
(
j − k
i
)
Fi+‘:
As ( j−ki )¿0 only if i6j − k we obtain
Fˆ j =
k∑
‘=0
(
k
‘
) j−k∑
i=0
(−1)i+‘
(
j − k
i
)
Fi+‘:
In the following we use a weighted form of the binomial transforms of 〈Yx(i)〉i¿0
and 〈Xy(i)〉i¿0 deIning *j =−2j−1Yˆx(j) and +j =−3j−1Xˆy(j). Let us develop the re-
lationship of the preceding coe:cients with the local expected values of the k-OneStep
transitions:
Lemma 26.
Ek(Yx) = −2
k∑
j=0
(−1)j
(n+ 1)j
(
k
j
)
*j; Ek(Xy) = −3
k∑
j=0
(−1)j
(n+ 1)j
(
k
j
)
+j:
Proof. Recall that
Ek(Yx) =
k∑
i=0
P{Xx = i}Yx(i) =
k∑
i=0
(
k
i
)(
2
n+ 1
)i (
1− 2
n+ 1
)k−i
Yx(i):
Consider the sequence 〈Ek(Yx)〉k¿0, by Lemma 25.5:
Eˆj(Yx) = Bj〈Ek(Yx)〉 =
(
2
n+ 1
)j
Yˆx(j):
Now we apply Lemma 25.1 of the binomial transform,
Ek(Yx) = Bk〈Eˆj(Yx)〉 = Bk
〈(
2
n+ 1
)j
Yˆx(j)
〉
:
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Using linearity (Lemma 25.2) we have
Ek(Yx) = 2Bk
〈(
1
n+ 1
)j
2j−1Yˆx(i)
〉
= −2
k∑
j=0
(−1)j
(
k
j
)
*j
(n+ 1)j
:
The case Ek(Xy) is similar.
By direct computation *0 = +0 = 0, and from Lemmas 23 and 26, we get the follow-
ing expansion:
Theorem 27. The k-OneStep transition matrix can be rewritten as
Tn;k =
(
1 +
k
n+ 1
)
I +
k∑
j=1
(−1)j
(n+ 1)j
(
k
j
)(
*j −+j
−*j +j
)
:
6. Two extreme MacroSplit algorithms
We have shown that the k-OneStep transition matrix depends on the concrete
MacroSplit algorithm. In this section, we develop two extreme cases of this algorithm:
one denoted MaxMacroSplit algorithm that makes the maximum number of splits and
creates the maximum number of x nodes, and another denoted MinMacroSplit algo-
rithm that makes the minimum number of splits and creates the maximum number of
y nodes. These two extreme cases bound the behavior of the PVW algorithm.
6.1. The MaxMacroSplit algorithm
Assume that an even i number of keys are attached to an x node (i=6 in case 1
of Fig. 8). This wide node splits yielding i+ 2 x leaves (eight in the preceding case)
and no y leaves. Then Xx(i)= i + 2 and Yx(i)= 0. On the other hand, when an odd
number i of keys are attached (i=7 in case 2 of Fig. 8), the split only creates one y
node. Then Yx(i)= 3 and Xx(i)= i− 1 (3 and 6, respectively, in the Igure). Note that
Xx(i)+Yx(i)= i+2. We summarize the previous paragraph into the following lemma.
Lemma 28. The local behavior of the MaxMacroSplit algorithm is given by
— For even i we have Xx(i)= i + 2; Yx(i)= 0; Xy(i)= i; Yy(i)= 3.
— For odd i we have Xx(i)= i − 1; Yx(i)= 3; Xy(i)= i + 3; Yy(i)= 0.
The following lemma summarizes the expected local behavior.
Lemma 29. The expected local behavior of the MaxMacroSplit algorithm is
Ek(Xx) = kp+
1
2
+
3
2
(q− p)k ; Ek(Yx) = 32 −
3
2
(q− p)k with p = 2
n+ 1
;
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+7 keys
x node a c e gb d f
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Fig. 8. Application of the MaxMacroSplit algorithm on an x node.
Ek(Xy) = kp+
3
2
− 3
2
(q− p)k ; Ek(Yy) = 32 +
3
2
(q− p)k with p = 3
n+ 1
;
q being 1− p in both cases.
Proof. First, let us consider the case p=2=(n+1). The expected local behavior of Xx
is given by
Ek(Xx) =
k∑
i=0
b(i; k; p)Xx(i):
As Xx(i) depends on the parity of i (previous lemma), we deIne the following two
functions:
F0(k; p) =
∑
i¿0
b(2i; k; p) and F1(k; p) =
∑
i¿0
b(2i + 1; k; p):
The expected value of Xx becomes Ek(Xx)= 2F0(k; p) − F1(k; p) + kp. As ( ki )=
( k−1i−1 ) + (
k−1
i ), writing q=1− p, the functions F0 and F1 satisfy:
F0(k; p) = qF0(k − 1; p) + pF1(k − 1; p);
F1(k; p) = pF0(k − 1; p) + qF1(k − 1; p):
with F0(0; p)= 1 and F1(0; p)= 0. Note that F0(k; p) +F1(k; p)= 1, therefore F0(k; p)
and F1(k; p) act as probabilities and we deal with a Markov chain having transition
matrix
P =
(
q p
p q
)
such that(
F0(k; p)
F1(k; p)
)
= Pk
(
1
0
)
:
R. Baeza-Yates et al. / Theoretical Computer Science 299 (2003) 231–271 259
In order to compute Pk we diagonalize. The matrix P has eigenvalues 1 and q − p
and eigenvectors (1; 1) and (−1; 1), respectively. Let M be the matrix having as rows
the eigenvectors
M =
(
1 1
−1 1
)
:
The matrix P is diagonalized as
P = M−1
(
1 0
0 q− p
)
M
and (
F0(k; p)
F1(k; p)
)
=
( 1
2 − 12
1
2
1
2
)(
1 0
0 q− p
)k (
1 1
−1 1
)(
1
0
)
:
Finally (example (a), Section 4, Chapter XI of Feller [9]), for k¿0 we have
F0(k; p) =
1
2
(1 + (q− p)k) and F1(k; p) = 12(1− (q− p)
k):
From the values of F0 and F1 we compute Ek(Xx). As p=2=(n + 1), the expected
value of Yx can be computed directly from Lemma 19:
Ek(Yx) = 2
(
1 +
k
n+ 1
)
− Ek(Xx):
Let us consider the computation of the expected values of Xy and Yy. The Irst expected
value satisIes Ek(Xy)= 3F1(k; p) + kp therefore, substituting the value of F1 we get
the result. Using p=3=(n+ 1) and the equality
Ek(Yy) = 3
(
1 +
k
n+ 1
)
− Ek(Xy)
we compute the expected value of Yy.
Lemma 30. The coeCcients of the power expansion of the MaxMacroSplit algorithm
satis:es:
— For j¿0 we have *j =3 · 4j−1.
— The +j coeCcients are +1 = 4 and +j =3 · 6j−1 for j¿1.
Proof. First we prove the values for *j. Using Lemmas 2 and 3 we have
−Yˆx(j) =−Bj〈Yx(i)〉 = Bj−1〈Yx(i + 1)〉 − Yˆx(j − 1)
=Bj−1〈Yx(i + 1)−Yx(i)〉:
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By Lemma 28, Yx(i+1)−Yx(i)= (−1)i3 then Yˆx(j)=−3 ·2j−1. As *j =−2j−1Yˆx(j)
then *j =3 · 4j−1. Consider now the computation of +j. Transforming Xy(i)= i+Yx(i)
we obtain
Xˆy(j) = Bj〈i〉+ Yˆx(j):
As B1〈i〉=−1 substituting Yˆx(1) we get Xˆy(1)=−4 and +1 = 4. For j¿1, as Bj〈i〉
=0 we obtain Xˆy(j)=−3 · 2j−1. As +j =−3j−1Xˆy(j), we obtain the results.
Lemma 31. The k-OneStep transition matrix of MaxMacroSplit algorithm is
Tn;k =
(
1 +
k
n+ 1
)
I +
k
n+ 1
(−3 4
3 −4
)
+
3
2
∑
j¿1
(
− 2
n+ 1
)j (
k
j
)(
2j−1 −3j−1
−2j−1 3j−1
)
:
Proof. Substituting into Theorem 27 the values of *j and +j given in Lemma 30 we
obtain the result.
For k =1; 2 we obtain the Lemmas 5 and 14, respectively. For k =3 we obtain the
Irst part of Lemma 15.
6.2. The MinMacroSplit algorithm
Fig. 9 pictures the split of an x node when six, seven and eight keys are attached.
The MinMacroSplit algorithm has the following characterization:
Lemma 32. The local behavior of the MinMacroSplit algorithm is given by
— For imod 3=0 we have Xx(i)= 2; Yx(i)= i; Xy(i)= 0; Yy(i)= i + 3.
— For imod 3=1 we have Xx(i)= 0; Yx(i)= i + 2; Xy(i)= 4; Yy(i)= i − 1.
— For imod 3=2 we have Xx(i)= 4; Yx(i)= i − 2; Xy(i)= 2; Yy(i)= i + 1.
In the following, we use the next two functions:
- = R
(
2− 3p+ p√3i
2
)k
and ’ =
√
3I
(
2− 3p+ p√3i
2
)k
:
Lemma 33. The expected local behavior of the MinMacroSplit is determined by
Ek(Xx) = 2− 43 ’; Ek(Yx) = pk +
4
3
’ for p =
2
n+ 1
; and
Ek(Xy) = 2− 2-+ 23’; Ek(Yy) = pk + 1 + 2-−
2
3
’ for p =
3
n+ 1
:
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Fig. 9. Application of the MinMacroSplit algorithm.
Proof. As Xx(i) depends on the value of imod 3 we deIne the functions
F0(k; p) =
∑
i¿0
b(3i; k; p); F1(k; p) =
∑
i¿0
b(3i + 1; k; p) and
F2(k; p) =
∑
i¿0
b(3i + 2; k; p):
The expected values can be rewritten using these functions as
Ek(Xx) = 2F0(k; p) + 4F2(k; p); Ek(Xy) = 4F1(k; p) + 2F2(k; p);
Ek(Yx) = 2F1(k; p)− 2F2(k; p) + kp; Ek(Yy) = 3F0(k; p)− F1(k; p) + kp:
Now, we compute the value of these functions. As ( ki )= (
k−1
i−1 ) + (
k−1
i ) then
F0(k; p) = qF0(k − 1; p) + pF1(k − 1; p);
F1(k; p) = pF0(k − 1; p) + qF1(k − 1; p);
F2(k; p) = pF1(k − 1; p) + qF2(k − 1; p):
with F0(0; p)= 1 and F1(0; p)=F2(0; p)= 0. We deal with a Markov chain whose
transition matrix is
P =


q 0 p
p q 0
0 p q


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with eigenvalues
1; 1− 1
2
p(3−
√
3i); 1− 1
2
p(3 +
√
3i);
and eigenvectors
(1; 1; 1);
(
1
2
(−1−
√
3i);
1
2
(−1 +
√
3i); 1
)
;
(
1
2
(−1−
√
3i);
1
2
(−1 +
√
3i); 1
)
:
Let M be the matrix of the eigenvectors, that is,
M =


1 1 1
1
2 (−1−
√
3i) 12 (−1 +
√
3i) 1
1
2 (−1 +
√
3i) 12 (−1−
√
3i) 1


and UM the complex conjugate matrix of M . As
Pk = UM
−1


1 0 0
0 1− 12p(3−
√
3i) 0
0 0 1− 12p(3 +
√
3i)


k
UM;
and after a tedious computation, taking - and ’ as deIned in the lemma, we obtain
for k¿0:
F0(k; p) =
1
3
+
2
3
-; F1(k; p) =
1
3
− 1
3
(-− ’);
F2(k; p) =
1
3
− 1
3
(-+ ’):
Example 34. Let us compute more precise expressions for the expected behavior of
the MinMacroSplit algorithms when k =3. This will allow us to recover the expression
for Tn;3.
- = R
(
2− 3p+ p√3i
2
)3
=
1
2
(2− 9 p+ 9 p2);
’ =
√
3 I
(
2− 3p+ p√3i
2
)3
=
9
2
p(1− 3p+ 2p2):
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Table 4
Coe:cients of the power expansion of the MinMacroSplit algorithm. For 1¡j¡8 we have the relations
Bj+6〈Yx(i)〉=−33Bj〈Yx(i)〉, *j+6 =−2633*j , Bj+6〈Xy(i)〉=−33Bj〈Xy(i)〉 and +j+6 =−39+j .
j Bj〈Yx(i)〉 *j Bj〈Xy(i)〉 +j
2 − 6 12 −6 18
3 − 12 48 −6 54
4 − 18 144 0 0
5 − 18 288 18 −1458
6 0 0 54 −13122
7 54 −3456 108 −78732
8 162 −20736 162 −354294
9 324 −82944 162 −1062882
10 486 −248832 0 0
11 486 −497664 −486 28697814
12 0 0 −1458 258280326
13 −1458 5971968 −2916 1549681956
As E3(Xx)= 2− 43 ’ with p=2=(n+1) and E3(Xy)= 2− 2-+ 23’ with p=3=(n+1),
we have
E3(Xx) = 2− 12(n+ 1) +
36
(n+ 1)2
− 48
(n+ 1)3
and
E3(Xy) =
36
(n+ 1)
+
162
(n+ 1)2
− 162
(n+ 1)3
:
From Lemma 20, Ek(Xt+1|Xt; Yt)=Ek(Xx)(Xt=2) + Ek(Xy)Yt=3 then
E3(Xt+1|Xt; Yt) =
(
2− 12
(n+ 1)
+
72
(n+ 1)2
− 96
(n+ 1)3
)
Xt
2
+
(
36
(n+ 1)
+
162
(n+ 1)2
− 162
(n+ 1)3
)
Yt
3
:
Using these expected values we recover the 3-OneStep transition matrix given in
Lemma 15.
Lemma 35. The coeCcients of the power expansion of the MinMacroSplit algorithm
satisfy:
— The initial values are *1 = 3 and +1 = 4.
— For 1¡j¡8 the values are computed directly (see Table 4).
— For j¿1 we have *j+6 =−2633*j and +j+6 =−39+j.
Proof. For j¿1 we prove by induction on j the relation
Bj+6〈Yx(i)〉 = −33Bj〈Yx(i)〉:
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First, we verify that it holds for j=2; 3; : : : ; 7. Substituting the values of Yx(i) given
in Lemma 32 and using the properties of the binomial transform given in Lemma 24
(item 3) we have
Bj〈Yx(i)〉=
j∑
i=0
(−1)i
(
j
i
)
i + 2
j∑
i=0
(−1)3i+1
(
j
3i + 1
)
− 2
j∑
i=0
(−1)3i+2
(
j
3i + 2
)
=−2
( j∑
i=0
(−1)i
(
j
3i + 1
)
+
j∑
i=0
(−1)i
(
j
3i + 2
))
:
Using Maple [13] we compute the preceding expression and get the values of Bj〈Yx(i)〉
for j=2; : : : ; 13 and we check the start of the induction (see Table 4). By induction, we
assume for 1¡k¡j the equality Bk+6〈Yx(i)〉=−33Bk〈Yx(i)〉 and we have to prove
Bj+6〈Yx(i)〉=−33Bj〈Yx(i)〉. We can assume that j¿7, and by applying Lemma 25
(item 4) to the preceding relation we get
6∑
‘=0
(−1)‘
(
6
‘
)
Bj〈Yx(i + ‘)〉 = 33
6∑
‘=0
(−1)‘
(
6
‘
)
Bj−6〈Yx(i + ‘)〉:
Therefore, the induction holds if, for ‘=0; : : : ; 6 we have
Bj〈Yx(i + ‘)〉 = −33Bj−6〈Yx(i + ‘)〉:
Let us consider the diPerent values of ‘. The case ‘=0 is veriIed by induction. When
‘=1, by Lemma 25 (item 3) and induction we have
Bj〈Yx(i + 1)〉=Bj〈Yx(i)〉 −Bj+1〈Yx(i)〉
=−33Bj−6〈Yx(i)〉+ 33Bj−5〈Yx(i)〉
=−33Bj−6〈Yx(i + 1)〉:
The case ‘=2 can be proved in a similar way using the case ‘=1.
Bj〈Yx(i + 2)〉 = Bj〈Yx(i + 1)〉 −Bj+1〈Yx(i + 1)〉 = −33Bj−6〈Yx(i + 2)〉:
The case ‘=3 is similar. The cases ‘=4; 5; 6 can be reduced to the previous ones
because
Yx(i + ‘) = Yx(i + ‘ − 3) + 3:
As for j¿1 we have Bj+6〈Yx(i)〉=−33Bj〈Yx(i)〉, then for j¿1 we have that
*j+6 = −2j+6−1Bj+6〈Yx(i)〉 = −2633(−2j−1Bj〈Yx(i)〉) = −2633*j:
The Irst *j values are computed directly using the deInition (see Table 4).
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The +j values can be found similarly. For j¿1 we have Bj+6〈Xy(i)〉=
−33Bj〈Xy(i)〉. To start the induction we use the expression:
Bj〈Xy(i)〉 = −4
j∑
i=0
(−1)i
(
j
3i + 1
)
+ 2
j∑
i=0
(−1)i
(
j
3i + 2
)
:
The Irst values of Bj〈Xy(i)〉 and +j have been computed directly (see Table 4). More-
over, for j¿1 we have that +j+6 =−39+j.
Lemma 36. De:ne the functions g(j)= (j − 2)=6 and f(j)= j − 6g(j). For j¿8
the coeCcients of the MinMacroSplit algorithm satisfy:
*j = (−2633)g(j)*f(j); +j = (−39)g(j)+f(j):
The k-OneStep transition matrix is then
Tn;k =
(
1 +
k
n+ 1
)
I +
k
n+ 1
(−3 4
3 −4
)
+
∑
1¡j¡8
(−1)j
(n+ 1)j
(
k
j
)(
*j −+j
−*j +j
)
+
∑
j¿8
(−1)j
(n+ 1)j
(
k
j
)
(−3)3g(j)
(
26g(j)*f(j) −36g(j)+f(j)
−26g(j)*f(j) 36g(j)+f(j)
)
:
Proof. For j¿8, every *j can be rewritten (see Lemma 35), for instance,
*25 = −2633*19 = (−2633)2*13 = (−2633)3*7:
Let us introduce f(j) and g(j) such that *j =(−2633)g( j)*f( j) and f(j) ∈ {2; : : : ; 7}.
For instance, when j=25, we have f(25)= 7 and g(25)= 3. In general
f(j) =
{
jmod 6 if jmod 6 ∈ {2; : : : ; 5}
6 + (jmod 6) if jmod 6 ∈ {0; 1}
g(j) =
{ j=6 if jmod 6 ∈ {2; : : : ; 5}
j=6 − 1 if jmod 6 ∈ {0; 1}:
These functions can be rewritten as given in the statement of the lemma.
For k =1; 2 we obtain the Lemmas 5 and 14, respectively. For k =3 we obtain the
second part of Lemma 15.
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6.3. Analysis
Now we analyze the two algorithms presented. In fact, as they both have a similar
structure, we do an analysis that applies to both algorithms which shows that they
converge to the sequential case.
Denition 37. The expected probability to hit one x leaf in an insertion is pxt =
Ek(Xt)=(n+ 1). Similarly pyt =Ek(Yt)=(n+ 1) for a y leaf.
Because Ek(Xt) + Ek(Yt)= n + 1 we have that pyt =1 − pxt . When k =1 these
expected probabilities have been studied in [8] and pxt converges to 4=7. We will
show next that pxt also converges to 4=7 from below when k¿1.
Theorem 38. Let pxt =4=7− 0n. For constant k, when n→∞; 0n converges to 0.
Proof. From the recurrence equation of Theorem 27 (following [3]) we obtain a
recurrence equation in only one variable:
pxt+1 =pxt +
k
n+ k + 1
(4− 7pxt)
+
1
n+ k + 1
k∑
j=2
( −1
n+ 1
)j−1(
k
j
)
(+j − (*j + +j)pxt);
where we have used the fact that *1 and +1 are equal for both algorithms. Using the
deInition of pxt and replacing in the previous equation we obtain
0n+k = 0n − 7kn+ k + 1 0n −
1
n+ k + 1
k∑
j=2
( −1
n+ 1
)j−1
(
k
j
)
((3+j − 4*j)=7 + (*j + +j)0n):
Let
Rk(n) = −
k∑
j=2
( −1
n+ 1
)j−1(
k
j
)
(3+j − 4*j)=7;
Sk(n) = −
k∑
j=2
( −1
n+ 1
)j−1(
k
j
)
(*j + +j):
Using these functions we have
0n+k = 0n
(
1− 7k
n+ k + 1
+
Sk(n)
n+ k + 1
)
+
Rk(n)
n+ k + 1
:
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Next, we show that there exist n0 such that for n¿n0, 0n+k¡3(n)0n where 0¡3(n)¡1
(by deInition recall that 0¡0n¡1). Let 3(n) be (n − 5k + 1)=(n + k + 1)¡1. This
implies n0¿5k. Then, we can rewrite the recurrence as
0n+k = 3(n)0n +
(Sk(n)− k)0n + Rk(n)
n+ k + 1
:
Now we show that the second term is negative. We can express Rk(n) as
∑k−1
j=2
rj
(n+1)j
¡ r2n+1 + O((n+ 1)
−2). Similarly, we have
Sk(n) =
k−1∑
j=2
sj
(n+ 1)j
¡
s2
n+ 1
+ O((n+ 1)−2):
Then we need to show that
0ns2 + r2 + O
(
1
n+ 1
)
¡ k0n(n+ 1):
We can strengthen the inequality using 0n=1, obtaining
n+ 1 ¿
s2 + r2
k
+O
(
1
k(n+ 1)
)
:
Notice that the constant in the 1=(n+ 1) order term is ¡maxk−1j=3 (|rj + sj|). The above
inequality is satisIed for any n¿n0 by choosing the smallest n0 that fulIlls it. This
is always possible because as the left-hand side increases (n0 + 1), the right-hand
side decreases. For example, for k =2 we have that *2 = 12 and +2 = 18, so we
must have n0¿92(k − 1)=7 ≈ 15k. For k =3 we obtain n0¿306(k − 1)=7 ≈ 44k.
Hence, applying i times the inequality 0n+k¡3(n)0n starting at any n¿n0 we have
0n+ik¡
∏i−1
j=0 3(n+ jk)0n. Therefore, limn→∞ 0n=0.
7. Bounding the PVW algorithm
In this section we prove that the MaxMacroSplit and MinMacroSplit algorithms
bound the expected behavior of the PVW algorithm.
The following lemma proves that the coe:cients b(i; k; p) of the binomial probabil-
ities decreases quickly because p 1:
Lemma 39. If p−1¿1 + c · k then b(i; k; p)¿c · b(i + 1; k; p) for i=0; : : : ; k − 1.
Proof.
b(i; k; p)
b(i + 1; k; p)
=
(i + 1)(1− p)
p(k − i) ¿
1− p
pk
=
1=p− 1
k
By applying p−1¿1 + ck the inequality is satisIed.
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Taking expected values into the Lemma 10, the MaxMacroSplit and MinMacroSplit
algorithms generate more and less x nodes than the PVW algorithm.
Lemma 40. Let A be a random tree, assume that k random keys are inserted in
parallel into this tree using each one of the MaxMacroSplit , PVW and MinMacroSplit
algorithms. Let X be the number of x leaves after the insertion of these keys in
A. This number depends on the algorithm used to perform the insertion. We note
the expected number of x leaves after the insertion in each case as EMaxMacroSplitk
(X |A); EPVWk (X |A) and EMinMacroSplitk (X |A). It holds:
EMaxMacroSplitk (X |A)¿ EPVWk (X |A)¿ EMinMacroSplitk (X |A):
Lemma 41. Let A and B be two random trees with n + 1 leaves with XA and XB x
leaves such that E(XA)¿E(XB), then insert k new random keys with the
MaxMacroSplit or MinMacroSplit algorithm. Let X be the number of x leaves after
the insertion of these keys. This number depends both, on the algorithm used and on
the starting tree. We denote Ek(X |A) as the expected number of x leaves after the
insertion into A, and similarly for Ek(X |B). It holds that Ek(X |A)¿Ek(X |B).
Proof. Recall from Lemma 20 that
Ek(X |A) = 12 E(Xx)E(XA) +
1
3
E(Xy)E(YA);
Ek(X |B) = 12 E(Xx)E(XB) +
1
3
E(Xy)E(YB):
Then, Ek(X |A)− Ek(X |B)¿0 if 32Ek(Xx)¿Ek(Xy). We verify this last inequality for
both algorithms. First let us consider the MaxMacroSplit algorithm. Recall the functions
F0 and F1 from Lemma 33. By Lemma 28 the inequality becomes
3
2
(2F0(k; p)− F1(k; p))¿ 3F1(k; p):
Note that if F0(k; p)¿2F1(k; p) the left term is ¿1. and the right term is ¡1. But by
Lemma 39 for p−1¿1+ 2k it holds that b(i; k; p)¿2b(i+1; k; p) and then F0(k; p)¿
2F1(k; p). As p=2=(n+1) then at least n¿4k+1. Now we consider the MinMacroSplit
algorithm. Recall the functions F0; F1 and F2 from Lemma 33. By Lemma 32 the
inequality becomes
3
2
(F0(k; p) + 2F2(k; p))¿ 2F1(k; p) + F2(k; p):
If F0(k; p)¿2F1(k; p) the left term is ¿1 and the right term is ¡1. By applying
Lemma 39 this inequality holds if at least n¿6k + 2.
As we have seen previously, Lemma 10 holds just for one step. Now we extend this
lemma to t consecutive insertions of k keys.
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Theorem 42. Let XMaxMacroSplitt ; Y
MaxMacroSplit
t be the fringe in the MaxMacroSplit
algorithm and XMinMacroSplitt ; Y
MinMacroSplit
t be the fringe in the MinMacroSplit algo-
rithm. Let X PVWt ; Y
PVW
t be the fringe in the PVW algorithm, then we have
Ek(X
MinMacroSplit
t )6 Ek(X
PVW
t )6 Ek(X
MaxMacroSplit
t );
Ek(Y
MaxMacroSplit
t )6 Ek(Y
PVW
t )6 Ek(Y
MinMacroSplit
t ):
Proof. We prove the inequalities by induction on t. Recall that EMaxMacroSplitk (X |A)
means the expected value of X when k keys have been inserted into a random tree
A with the MaxMacroSplit algorithm. For t=1, let A be a random tree, then by
Lemma 40
Ek(X PVW1 ) = E
PVW
k (X |A)6 EMaxMacroSplitk (X |A) = Ek(XMaxMacroSplit1 ):
For t¿1 it holds by induction that Ek(X PVWt−1 )6Ek(X
MaxMacroSplit
t−1 ) and we should
demonstrate that Ek(X PVWt )6Ek(X
MaxMacroSplit
t ). Let Bt−1 and Ct−1 be the random
trees generated after inserting k keys t − 1 times with the PVW and MaxMacroSplit
algorithm. Then, by Lemma 40
Ek(X PVWt ) = E
PVW
k (X |Bt−1)6 EMaxMacroSplitk (X |Bt−1):
By Lemma 41 and the hypothesis of the induction
EMaxMacroSplitk (X |Bt−1)6 EMaxMacroSplitk (X |Ct−1)
= Ek(X
MaxMacroSplit
t ):
A corollary to the last theorem using the analysis of the fringes of the MaxMacroSplit
and MinMacroSplit algorithms at the end of the previous section, is that the fringe of
the PVW algorithm converge to the fringe of the sequential case. Hence, asymptoti-
cally, all the bounds for normal 2–3 trees with a fringe of height one in [8,20] apply
also to 2–3 trees updated in parallel by the PVW algorithm. For example, the average
space for keys used in the fringe is asymptotically Ek(Xt + 2Yt)= 4(n + 1)=7 and as
the average number of keys outside the fringe is 3(n + 1)=7, we have that the total
average space used in the tree for large n is bounded by (n + 1) and 10(n + 1)=7.
In the transient phase (small n), the parallel case is slightly better than the sequential
case, and the convergence speed depends on k.
8. Conclusions
We have explained the evolution or global behavior of the fringe with a Markov
chain whose matrix coe:cients are determined by the local behavior of the MacroSplit
rule and the binomial distribution of keys that can reach any node.
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We have proved that the expected evolution of the fringe generated by the PVW algo-
rithm is bounded by the expected evolutions of the MinMacroSplit and MaxMacroSplit
algorithms (Theorem 42) and we have developed the power expansion of these last
two algorithms (Lemmas 28–35). Then, for any number of keys it is possible to bound
the expected number of leaves of two types generated by the PVW algorithm. Asymp-
totically these bounds converge to the sequential case, which means that the parallel
algorithm does not worsen the behavior of the tree. This is true for constant k, and the
case of variable k =f(n) is left open, but the results should be similar if f(n)= o(n).
The analysis presented is not only valid for the PVW insertion algorithm, as the
MacroSplit algorithms also bound any insertion algorithm that do not use overSow
or underSow techniques that involve sibling nodes. There are synchronized parallel
algorithms for other search structures as B-trees [14], Skip lists [10], AVL trees [11,16],
and Red-black trees [17]. Our analysis is generic and can be extended to B-trees, AVL
trees, and Red-black trees. The exact average case analysis of balanced search trees
remains open for both the sequential and the parallel case.
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