The new business registered (numbers) is the number of new limited liability corporations registered in the calendar year. Established in 2006 by the World Bank Group, this indicator can be used to determine factors impacting private sector growth and to measure the level of entrepreneurship in a country. The aim of this research is to use information and communication technology to predict this indicator in comparing the performances of multiple linear regression and artificial neural networks for the case of the Democratic Republic of Congo. After the finding of some factors common to many countries from the literature and collecting data over 27 countries for each factors (variables) from various sources (secondary data), a model building and prediction on the targeted country took place using Microsoft Excel 2013 for Multiple Linear Regression and the Neural Tool of Palisade suite 7.5 for Artificial Neural Network. Results shows that neural networks performs better prediction than multiple linear regression and thus can provide accurate prediction if used with significant variables. A decision support system using this model can be implemented and upgrade in order to meet this need for the country.
The challenge raising from this is mostly about the appropriate model to use in a decision support system (solution often use in decision making process) and it integration in workflow. (Kamel, 1998) 
Literature Review
In 2006, the World Bank Group established a single indicator which can be used to determine factors impacting private sector growth. This indicator called new business registered (numbers) is defined as the number of new limited liability corporations registered in the calendar year. It is used to measure the level of entrepreneurship in the world and shows its dependence on several factors such as the politico-economic stability of the countries, the time to register a business, the number of taxes, etc. Research has proven that a high rate of new business creation promotes competition and economic growth. Decision-makers and entrepreneurs are looking into the issue in order to boost economic growth, especially since the global economic crisis between 2008 and 2009 . Also the World Bank Group and the institution Doing Business have highlighted other factors favoring the creation of new enterprises as well as the formalization of those already existing. Among these factors is the density of new business, the number and importance of taxes, good governance, that is to say, a political bunker, the use of the Internet. The data used for this analysis are from 112 countries around the world. It turns out that the economic and political climate of a country plays a big role in the dynamism of entrepreneurship and that developed countries suffer more severely a fall in the creation of new enterprise in time of crisis than the developing countries (World Bank Group, 2010) .
Researches of (Seher Khader, 2014) on the same issue highlight the fact that little research has been done on this subject, whereas particular attention should be paid to it, especially for developing countries wanting to boost their economies. They believe that identifying these factors and understanding their relationship would make it easier for country decision-makers to decide which path to take, what policy to put in place to boost their economies and lift their countries from poverty.
According to (Smith, 1971) ) One of the great challenges in the prediction is that of the determination of the model to be adopted for the case in presence. Several factors come into play in the choice of the prediction method such as: the context of the prediction, the availability of the data, the degree of precision desired in the prediction, the period to be predated, the profit produced for the company for the use of the predictions as well as the time needed to do the analysis. In general, there are 3 types of methods used for predictions which are the qualitative technique (which uses qualitative data such as people's opinions, and is often used in launching a new product in a given market). Time series analysis based entirely on patterns and their changes. It relies solely on past data and the causal models that focuses on the relationship between the elements. Here too, historical data is used a lot.
(Douglas C. Montgomery, 2008) Present in his book the importance of forecasting. According to him prediction is one of the most important performed tasks in an organization. Indeed, they make it possible to visualize and anticipate the future by considering certain parameters likely to influence the functioning of organizations. Although important, predictions are not always easy to make and are a real problem for organizations. They are all the more sensitive and important because they guide the decisions that can be made by the decision-makers. There are several types (economic forecast, technologic forecast and demand forecast) and methods used (qualitative and quantitative methods) for predictions For (Jankovic, 2016) ), every business evolves in a particular environment which impacts it. He classified factors in this environment in two main categories: internal (which is related to the business organization, the human resources, organizational culture, etc.) and external (economic, politic, demography, which cannot be controlled but have an impact on the business). In his research he found that those external factors vary from cities to cities and are difficult to list. (Reynolds, 2007) in his book entitled Entrepreneurship in the United States: The future is now talked about the complexity of predicting new business creation in the United States. To achieve this, he gathered many variables that could have an impact on the firm birth rate in the United States. Forty-one independent variables where gathered and out of them, ten has shown a statistical significance. Those factors are grouped in five categories which are: the increase in demand (population growth and high level of personal or household income), career capacity (the high level educational attainment which has a great impact on economic growth), smaller firm prevalence (which has a significant impact on population), Economic sectors volatility and diversity (regions with large volatility and important small firm has significant impact on business creation as well as diversity in sectors) and flexible government policies on employment (regulation on hiring and firing employees if minimized have a strong impact on firm creation.
Despite of his finding, he emphasized that the presence of regional factors (individuals) influence firm's creation which varies from one region to another. Roughly, the temporal instability of firm's creation as well as all other aspects such as regional and other effects make the task of prediction of the creation of new business very complex and the determination of factors even more.
Regression analysis is one of the most commonly used models in predictions, which consists in determining the relationships between variables (a dependent variable called y) and the other or the others (as the case may be) called x independent variables) ( (wikipedia.org, 2018) ). When it comes to the comparison between a dependent variable and another independent one speaks of simple linear regression and in the case of a dependent variable and several independent we speak of multiple linear regression which makes it possible to determine the strength of the variables independent on the dependent variable, predicting the impact of changes in independent variables on the dependent variable and finally predicting future trends and values of the dependent variable (statisticssolutions.com, 2018) (Andrej Krenker, 2011)), consider them as a mathematical model which tries to simulate the functionalities and structure of biological neural networks.In his article related to Artificial Neural Networks (Sakshi Kohli, 2014) Mentioned that they are the combination (interconnection) of artificial neurons. They are organized in layers (Wisconsin university, 2007) . The way artificial neurons are connected is called topology, architecture or graph of an ANN. Though these interconnection can be done in many way according to the problem to solved, there are two basic classes of architecture which are: the simple feedforward topology (or acyclic graph in which information flows from input to output in only one direction (Feedforward Neural Network)) and recurrent topology (where some of the information flow from input to output and also in the opposite direction (Recurrent Neural Network)) (Andrej Krenker, 2011) The biological neuron which is the basic building block of a biological neural network. Neurons receive information via dendrite, process them in the soma and send the output via an axon which is in contact with another neuron by a synapse (SakshiKohli, 2014) as we can see in the Figure   Similarly , to the biological neuron, artificial neuron is also the basic building block of every ANN and as a simple mathematical model (function), artificial neurons have three sets of rules which are multiplication (at the entrance, each input is weighted, means multiply with an individual value. Higher is the weight stronger will be the input which is multiplied by), summation (in the middle, the sum of all the weighted inputs as well as bias) and activation (at the exit, all the weighted sum and bias pass through an activation function also called transfer function) (Andrej Krenker, 2011) . In the figure below, the working principle of an artificial neuron is provided. This one provides how the inputs are weighted, summed and pass through an activation function to give an output. (Zhang, 1998) in his article "forecasting with artificial neural network: the state of art emphasized that some characteristics of neural networks as the adaptability, the function mapping and the non-linearity make them suitable and enable them to provides satisfactory result in forecasting. Since there are many research made to check the performance of neural networks compared to classical methods in forecasting, finding does not conclude as to when they are better than those methods. Talking about the measure of the performances, he mentioned that the prediction accuracy is the most important measure which is defined in forecasting as the difference between the actual or the desired value and the predicted one. Since there are many accuracy measures, each has advantages and limitations as well. Among them we have the mean absolute deviation, the sum of squared error, the mean square error, the root mean square error, etc. He highlights about the measuring of their performances which can be evaluates by of that the performances of these networks can be affected by some factors and concluded that neural networks need more data and computer time for training. (Mijwel, 2018) , in his article highlights about one of the limitation of neural networks called the "black box" nature which means that nobody knows how the neural network provides the final result. Thus, features used by the system to provide the output is still unknown. This represent actually an embarrassing situation for decision makers because they have to apply some solutions (predictions, etc) without any understanding of the pattern utilized by the system but only on relying on results they provide. (wikipedia.org, 2018) , talking about the training, tests and validation in neural networks emphasized about a common task in machine learning which is the study and building of algorithms capable of learning from and realize predictions on data. According to (Shah, 2017) , three datasets are often used in different levels of the model's creation. First we have the training dataset (used to fit the parameters), then the validation dataset (which provides unbiased assessment of a model related to the training dataset while the hyper parameters (parameter whose values are set before the beginning of the learning process), and finally the test dataset (utilized to provide an unbiased assessment of the final model adapted on the training dataset). (Ved, 2016 ) in his article, mentioned about the possibilities to improve (increase) the performances of a neural network. Among them, he named the addition of hidden layers, the increase of data, the change of the activation function, etc.
In his article (Santos, 2016) demonstrates that in the context of his research, the use of neural network offers better results than those obtained using the multiple linear regression. This is confirmed in many areas in which these two methods are used like in the financial sector as well according to the researches of (Nor Mazlina Abu Bakar, 2009)) despite of its black box nature which represent the biggest limitation of these systems (Mijwel, 2018) (Management innovation, 2008), talking about decision making defined it as the process of selecting the right way to reach an objective and (Thefreedicionnary.com, n.d.), defined the decision as the conclusion obtained after consideration or an act of deciding according to (merriam-webster.com, 2018) ). Decisions are classified in two according to (Management innovation, 2008) : Programmed decisions (repetitive and often very structured) and nonprogrammed decision (generally one shot decision and less structured than the programmed ones). (Boone, (2007) .), (Juneja, Decision support system, 2018) highlight the fact that those two types of decisions are applied in organizations depending on the environment in which one is found and they classified them within organization in three main categories which are strategic decision (require a lot of time and information, Executive level decisions, Direct the organization to its destiny, Risky, Non repetitive), Operational decisions (middle and low level decision related to day-to-day activities and are repetitive) and Managerial decisions (combination between top and middle management and less complex than strategic decisions)
Several authors spoke about the decision making process in different ways and as part of them (Hussung, 2017) presented in his article seven steps to this process which are: the identification of the decision (recognition of the problem and choice of the appropriate decision to address it), the gathering of information (collection of facts and data related to the problem to be addressed) , the identification of alternatives (identification of available solutions), the evidence weight (assessment of the feasibility, acceptability and desirability of solutions), the choice among alternative (selection of the best solution), the action (implementation of the selected solution.) and the review of the decision (evaluation of the decision for effectiveness). The same author highlights challenges related to this process which he gathered in three and presents them as the overloaded of information: which is a risk while gathering information since it is important to select only relevant ones by fear to utilize useless information that might mislead the result, the misidentification of the problem (this will obviously leads to an unappropriated solution) and the overconfidence in the outcome (even if the process is fully followed, one should always be careful with the result. Sometimes, the outcome does not match expectations. Thus, identifying the right path is also very important).
In his article entitled decision making with the analytic hierarchy process (Saaty, 2008) highlights the fact that in the theory of decision, making a decision becomes more and more mathematical since to do so, many parameters must be taken into account. While this is the case, having a lot of information does not guarantee effective decisionmaking because it is necessary to determine in addition which of these information should be considered in each case. (Nataliya Osipova1, 2015) , emphasizes that it is difficult for human being to integrate all the parameters necessary for objective decision-making given the subjectivity that attaches to his nature. With the use of these decision support systems, it is possible to integrate different data in order to obtain objective answers. For example, she highlights the importance of decision-support systems in the economic field and states that the effectiveness of such a system in this field depends on the inputs and selected indicators.
Marek J. Druzdzel and Roger R. Flynn talking about Decision support system (Flynn, 2002) ), mentioned that Decision-making in organizations (companies ...) has always been a real challenge with regard to all the parameters that must be considered to this purpose. This is the reason decision-support systems has been developed and is increasingly being used to improve the quality (precision) as well as the quantity (number) of decisions within a very short time. According to (Wikipedia, 2018) , Decision support systems are information systems that assist in decisionmaking process within organizations, business.
(Ralph H. Sprague, 1980) Provides in his article a brief story of decision support systems and proposed a framework for their building. Having emerged in the 1970s, they were originally called the "management decision system", a name given by Michael S. Scott Morton. These systems have developed strongly over time and have expanded in several domains for example in army, hospital, etc., touching various aspects (forecasting, human resources management, etc).
(Juneja, Decision support system, 2018) talking about these systems, emphasized that they are costly for their realization (in time as well as in resources) are designed according to the problems they are called upon to solve.
Since, end-users are not always computer experts these systems offer easy-to-use solutions and generate results that make sense to them. Their realization requires constant monitoring by the system analyst as well as the end users according to the objectives pursued. He also noticed that there are different types of decision support systems depending on the situation that needs to be resolved. The categorization of these systems is based on several criteria; For example, we have categorization based on the data provided, based on the support offered, based on the types and frequencies of decisions taken. There is also the one that takes into account the decision framework. For this one we have six kinds of decision support systems which are text-oriented DSS, database-oriented DSS, spreadsheetoriented DSS, solver-oriented DSS, rule-oriented DSS, and compound DSS. A compound DSS is the most popular classification for a DSS; it is a hybrid system that includes two or more basic structures. There is still another categorization, the one based on the technologies used. Here, we have the model-driven decision support systems, the data-driven decision support system, the decision-driven support system, but all of them are generally based on the same architecture that is composed of the user interface, the database, a model (context or representation of the situation) and knowledge. (Juneja, Decision support system, 2018) With the progress in technology, decision support systems respond to much more complex problems. Although these decision-support systems are so successful and their usefulness is increasingly recognized and accepted in different organizations, it is important to point out that they are only helping the decision and not deciding instead. Despite the numerous advantages provided by Decision support systems as the time saving, the enhancement of effectiveness, interpersonal communication, .cost reduction in decision making process, the increase decision maker satisfaction due to the insight, objectivity and time used for analysis performed by these systems which is very interesting for them, those systems also have some disadvantages as the difficulty to quantify all data because they use quantifiable data and make very hard the analysis of intangible data (some data cannot be defined in numbers), the unaware of assumption by decision makers who sometimes are not aware of the data utilized by the system to propose a solution. Taking decision without consideration of uncontrollable factors may be dangerous, the monetary cost due to the realization of these systems, the devaluation of subjectivity since they promote objectivity though a good decision is not always objective. The purpose of this point is to highlight the place of a DSS in the decision making process, we see that DSSs are useful only when the problem as well as the decision are clearly defined, the decision-makers identified, the information gathered as well as the alternatives taken. It is only in the end that we can associate the DSS for a better decision. The tendency which emerges from this intensive use of these systems is that users of these systems tend to indulge in the decisions provided by these systems, forgetting that sometimes, or even more often than not, certain decisions taken have a subjective and well-founded these systems, which are only objectives, cannot predict. This is why the decision-makers who use it must always retain the power to decide without always being totally dependent on these systems, although they are oh so beneficial. (Kamel, 1998) , while talking about the integration of a Decision Support System in the strategic public sector decision making for socio-economic environment in the public administration of Egypt, highlights about the satisfactory results as output of their integration despite the emerging of challenges in decision making, in the development process of the Decision Support System and in the adoption of the new solution by the civil servants within the administration.
Methodology

Research design
To address this matter, from the literature related to the topic, thirteen common factors to many countries having an impact on business creation were found. Data were collected over 27 countries randomly selected on the world form different sources and Excel 2013 was used to run the regression analysis and Neural Tools 7.5 of Palisade for artificial neural networks. In the prediction process for the DR Congo case, the first step was to build a model by using all the dataset and to apply it for the targeted country. The second step was to compare their performance by the measure of the mean square error and select the most accurate.
Finally, recommendations are made on possible a possible to integrate a decision support system using this model in the Ministry of National Economy which is in charge of this matter.
Data collection.
Nine years data (from 2008 to 2016) for twenty seven countries (New Zealand, Singapore, Denmark, Republic of Korea, Hong Kong, United Kingdom, Georgia, Peru, Turkey, Costa Rica, Macedonia, Chile, Paraguay, Philippines, Democratic Republic of Congo, Australia, Finland, Germany, Austria, Malaysia, Thailand, France, south Africa, Saudi Arabia, Jordan, Jamaica, Israel) has been collected from different sources (see reference) 4. Analysis.
Factors impacting business creation.
Since this indicator tis impacted by other factors (Index Mundi, n.d.)through the available literature related to the subject, here below are listed some of them with definition and meaning to entrepreneurship. Higher is the number worse is the environment.
Nᵒ Name Meaning
12 Population density. High density means more population, high demand.
13
Population growth (annual %)
The growth of the population means more opportunity and then business creation. 
Multiple Linear Regression (MLR)
 Model building with Excel 2013
After running eleven regressions on our dataset to build the model (one dependent variable and thirteen independent for twenty-seven countries) using Microsoft Excel:97% of variations (R 2 ) of the dependent variable new business registered are explained by the three independent variables new business density, GDP and individual using the internet. The above formula, which is actually the model, while applied on the target country for prediction provides the following results presented in the table 3: To use ANN there is a training and a testing process on the dataset. The Neural Tools of Palisade, which is used as Add-in in Excel, offers the same process and execute it automatically (80 percent trained, 20 percent tested). This software does at the same time linear and nonlinear prediction (http://www.palisade.com/GuidedT our/EN/NeuralTools/): in providing the root mean square error, which is the standard deviation of the prediction error (residual), or the measure of the difference between predicted and actual values (Stephanie, 2016 ). Thus, it shows how well the model performs (Lin, 2018) . A lower value means better fit. (GRACE-MARTIN, 2018) After using the above mentioned process on the 27 countries dataset to build the model, the result is as followed: Table 6 : Testing result.
Facts vs Prediction
The NeuralTools showed that regression using all the variables is not possible due to the insufficient available data. On the contrary, ANN provides output as it is shown on the table11 where prediction for each year is provided. The table and the chart below are providing a summary of prediction and facts. From these, it is obvious that prediction are very closed to facts. 
Prediction using three independents variables.
Results of the regression analysis show that only three variables are significant for prediction. Since this study aims at comparing the performance of each model, in this point, the same process applied for the thirteen variables will followed on the three variables for each models and the output compared.
a. ANN Model building.
Neural Networks is now applied to evaluate it performances on the three independent variables used to predict the case of the DR Congo. To perform this, the dataset for 27 countries with the four variables has to be trained and tested. Result is as followed: 
Facts vs Prediction
New businesses registered (number) Prediction b. Prediction.
The model built above is now applied on the dataset of DR Congo (Table 2) Results: the 
Overall summary.
Now that the model building as well as prediction using both models has been provided, a summary of both results is provided in the 
Facts vs Prediction
New businesses registered (number) Prediction Since it was clearly demonstrated that it is possible to use those two models in some cases, the selection of the appropriate one should be made by comparing their performance. One of the common measure of prediction accuracy is the mean square error which is the squared difference between the predicted value and the initial one (Tutorvista.com, 2018 From this table it is obvious that ANN using thirteen variables is more accurate and then can be utilized to predict the number of new business registered. This does not mean that only those variables are significant for prediction but that if there are more significant variables added as input the prediction accuracy will certainly increase.
Recommendation.
This complex topic related to the prediction of new business registered can find a positive response if the artificial neural network is used as solving model. Thus, to address this issue for the targeted country, the implementation of a decision support system using this model and considering significant factors can be utilized. Decision makers will certainly find in it a tool capable of helping them in choosing the appropriate policy and assessing it possible impact in the future. However, further studies have to be conducted in order to improve the efficiency of such tool, this due to the limitations of Artificial Neural Networks.
Limitation and Conclusion
Finding factors for this study is the result of reading articles debating on the subject. Since, each country has its own economic realities; it would have been interesting to be in the country of the research to determine those factors. Due to that limitation, only major factors found in the available literature have been used. Data used for analysis are secondary data obtained from various sources such as the World Bank open database, knoema.com a site that also provides some economic indicators, as well as Wikipedia.org from which the list of countries as well as their classification according to Doing Business's index of ease of doing business. For the recommendation of a decision support system to address this matter, only an overview of the system is provided since these systems is a long and tedious task, requiring a lot of resources (people, expertise, finances, etc.) and a close collaboration between the beneficiaries of the system as well as their designer. (Juneja, Decision support system, 2018) Not being in direct contact with the direct decision makers on the subject, it is not possible to provide a definitive solution This study is an attempt to find a model able to predict the number of new business registered. This subject has very few literature and the outcome of our search for literature shows that there is no available paper or other sources that talk about the use of artificial neural network for this purpose. Thus, the finding must be considered with caution and subject to further examinations with regard to all the restriction mentioned above.
This research was focused on the comparison of performance between MLR and ANN to predict the number of new business registered especially for the case of the Democratic Republic of the Congo. Defined as the number of new limited liability corporations registered in the calendar year this number (World Bank's Entrepreneurship Survey and database) the new business registered is an established by the World Bank Group as one of the indicators to assess the level of entrepreneurship in a country. (Index mundi). Indeed, entrepreneurship is of a great support to the economy of nations and it plays an important role in their economic growth. Thus, having a look on this indicator to understand existing factors that may impact it will help decision makers (policies makers) to adopt the right decision to improve the economic environment favorable to entrepreneurship in the country.
After working through a process of data collection, analysis of both models, prediction for our targeted country and a performance comparison as well as a selection of the appropriate model, results show how robust is the artificial neural network in prediction compared to multiple linear regression, thus confirming it good reputation for this task. The next step will consist in building a decision support system using this model with relevant variables to be used as a tool in the decision making process related to this matter. Though there is still much to consider before launching such project, artificial neural network offers a significant light to complex subject of prediction.
