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Abstract—In the regret-based formulation of multi-armed
bandit (MAB) problems, except in rare instances, much of the
literature focuses on arms with i.i.d. rewards. In this paper, we
consider the problem of obtaining regret guarantees for MAB
problems in which the rewards of each arm form a Markov
chain which may not belong to a single parameter exponential
family. To achieve logarithmic regret in such problems is not
difficult: a variation of standard KL-UCB does the job. However,
the constants obtained from such an analysis are poor for the
following reason: i.i.d. rewards are a special case of Markov
rewards and it is difficult to design an algorithm that works well
independent of whether the underlying model is truly Markovian
or i.i.d. To overcome this issue, we introduce a novel algorithm
that identifies whether the rewards from each arm are truly
Markovian or i.i.d. using a Hellinger distance-based test. Our
algorithm then switches from using a standard KL-UCB to a
specialized version of KL-UCB when it determines that the arm
reward is Markovian, thus resulting in low regret for both i.i.d.
and Markovian settings.
Index Terms—Online learning, regret, multi-armed bandit,
rested bandit, KL-UCB, Hellinger distance.
I. INTRODUCTION
In a multi-armed bandit (MAB) problem [1], [2], a player
needs to choose arms sequentially to maximize the total reward
or minimize the total regret [3]. While there is a plethora of
works which focus on arms with i.i.d. reward [2], [4]–[9], there
are only a few works which consider bandits with Markovian
rewards. When the states of the arms which are not played
remain frozen (referred to as rested bandit [10]–[13]), the states
observed in their next selections do not depend on the interval
between successive plays of the arms. In the restless [12], [14],
[15] case, states of the arms continue to evolve irrespective of
the selections by the player.
In this paper, we focus on the rested bandit setting. Many real-
world problems such as gambling, ad placement and clinical
trials fall into this category [16]. If a slot-machine (viewed as
an arm) produces high reward in a particular play, then the
probability that it will produce low reward in the next play
is very high. Therefore, it is reasonable to assume that the
reward distribution depends on the previous outcome and can
be modeled through the rested bandit setting. Another example
is in an online advertising setting to a customer (e.g. video ads
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with IMDb TV or social ads on Facebook), where an agent
presents an ad to a customer from a pool of ads, and adapts
future displayed ads based on the customer’s past responses.
Similarly, in a medical diagnosis problem involving repeated
interventions of different medications, the outcome of an
intervention depends on the outcome of previous interventions.
As discussed next, existing studies in the literature on rested
bandits either consider a particular class of Markov chains
(with single-parameter families of transition matrices) [11],
[13], or result in large asymptotic regret bounds [10], [12]. In
general, however, these Markov chains may not belong to a
single parameter family of transition matrices; nevertheless,
we would desire low regret. We briefly describe the setting
considered by us. We assume that each arm evolves according
to a two-state Markov chain. When an arm is chosen, a finite
reward is generated based on the present state of the arm. In
such a setting, we can obtain logarithmic regret by a variant
of standard KL-UCB [8], [9] (which was originally designed
for i.i.d. rewards). Although the constant obtained from the
regret analysis is better than that of [10], the performance is
poor for i.i.d. rewards (special case of Markovian rewards).
We address this problem in this paper. The main contributions
of this paper are as follows.
1. Hellinger KL-UCB Algorithm: We propose a novel
Hellinger Kullback-Leibler Upper Confidence Bound (H-KL-
UCB) algorithm which can identify whether the rewards from
an arm is truly Markovian or i.i.d. The identification is done
using a (time-dependent) Hellinger distance-based test between
the sample estimates of transition probabilities from one state to
another. The proposed algorithm switches from standard sample
mean based KL-UCB to sample transition probability based
KL-UCB when it determines that the arm reward is Markovian
using the Hellinger distance-based test. The sample transition
probability based KL-UCB determines upper confidence bound
of the transition probability from the current state of the arm and
uses the estimate of the transition probability to the current state
while evaluating the mean reward. An arm can be represented
uniquely by the transition probability matrix (two parameters).
However, in an i.i.d. setting, an arm can be represented uniquely
by a single parameter (mean reward). Our proposed approach
adapts itself from learning two parameters for truly Markovian
arms to learning a single parameter for i.i.d. arms. Therefore,
this approach produces low regrets in both cases.
2. Upper Bound on Regret: We derive finite time and
asymptotic upper bounds on the regret of H-KL-UCB for both
truly Markovian and i.i.d. rewards. We prove that the proposed
algorithm is order-optimal for Markovian rewards and optimal
when all arm rewards are i.i.d.
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2The standard analysis for regret with KL-UCB (either for
i.i.d. rewards [8], or rewards from a Markov transition matrix
specified through a single-parameter exponential family [5],
[11]) crucially relies on the invertibility of the KL divergence
function when applied to sample estimates. This allows one
to translate concentration guarantees for sums of random
variables to one for level crossing of the KL divergence
function applied to empirical estimates. In our multi-parameter
estimation setting, this invertibility property no longer directly
holds. However, we convert this multi-parameter problem
into a collection of single parameter problems and derive
concentration bounds for individual single parameter problems.
Then concentration bounds obtained from individual problems
are combined to obtain an upper bound on the regret of H-KL-
UCB.
To derive our bound, we establish that a certain condition
on the Hellinger distance between estimates of transition
probabilities (for using a sample mean based KL-UCB) is
satisfied infinitely often if and only if the arm rewards are i.i.d.
over time, which in turn implies that the regret due to choosing
the incorrect variant of KL-UCB vanishes asymptotically.
Analytical and experimental results establish that H-KL-
UCB performs better than the state-of-the-art algorithms [10],
[13] when at least one of the arm rewards is truly Markovian.
Moreover, H-KL-UCB is optimal [8] when all arm rewards
are i.i.d.
A. Related Work
While much of the literature on MAB focuses on arms with
i.i.d. rewards, arms with Markovian rewards have not been
studied extensively.
i.i.d. Rewards: In [2], when the parameter space is dense and
can be represented using a single-parameter density function,
a lower bound on the regret is derived. The authors in [2] also
propose policies that asymptotically achieve the lower bound.
The work in [2] is extended in [5] for the case when multiple
arms can be played at a time. A sample mean based index
policy which achieves a logarithmic regret, is proposed in [6]
for one-parameter family of distributions. In [8], a KL-UCB
based index policy which is shown to be asymptotically optimal
for Bernoulli rewards, is proposed. The proposed policy in [8]
is further extended in [9] to consider a wider class of reward
densities. The proposed KL-UCB policy in [8] performs better
than the UCB policy in [7].
Markovian Rewards: [17] provides an overview of the
state-of-the-art on Markovian bandits. Under the assumption of
single-parameter families of transition matrices, an index policy
which matches the corresponding lower bound asymptotically,
is proposed in [11]. In [10], the authors propose a UCB policy
based on sample mean reward. Unlike [11], the analysis in
[10] is not restricted to single-parameter family of transition
matrices. Moreover, since the index calculation is based on the
sample mean, the policy is significantly simpler than that of [11].
Although order-optimal, the proposed policy may be worse
than that in [11] in terms of the constant. In [13], the optimal
allocation problem involving multiple plays is considered. The
authors propose a straightforward extension of KL-UCB using
sample mean. However, similar to [11], [13] assumes that the
rewards are generated from Markov chains belonging to a
one-parameter exponential family.
Following [10] and unlike [11], [13], we do not consider any
parameterization on the transition probability matrices. The
only assumption we require is that the Markov chains have to
be irreducible. The key reasons why our approach achieves
lower regret than [10] are (i) unlike us, [10] always uses sample
mean-based indices which may not uniquely represent the arms
in truly Markovian setting and (ii) usage of KL-UCB provides
a tighter confidence bound. Since we do not consider only
an one-parameter exponential family of Markov chains, it is
unclear that whether our algorithm is the best possible algorithm
for this setting. To show that an algorithm is asymptotically
optimal, one needs to obtain matching upper and lower bounds
which remains an open problem. However, we note that both
our theory and simulations show that our results improve upon
the performance of the state-of-the-art algorithms.
II. PROBLEM FORMULATION & PRELIMINARIES
We assume that we have K arms. The reward from each arm
is modeled as a two-state irreducible Markov chain with a state
space S = {0, 1}. Let the reward obtained when arm i which
is in state s, is played be denoted by r(s, i). We assume that
r(s, i) = s. Let the transition probabilities from state s = 0
to state s = 1 and from state s = 1 to state s = 0 of arm
i be denoted by pi01 and p
i
10, respectively. Let the stationary
distribution of arm i be denoted by pii = (pii(s), s ∈ S).
Therefore, the mean reward of arm i (µi, say) is expressed
as µi =
∑
s∈S
spii(s) = pii(1). Let µ∗(= max
1≤i≤K
µi) denote the
mean reward of the best arm. W.l.o.g, we assume that µ∗ = µ1.
Let the suboptimality gap of arm i be ∆i = µ1 − µi. Let
Rα(n) denote the regret of policy α up to time n. Hence,
Rα(n) = nµ1 − Eα[
n∑
t=1
r(s(α(t)), α(t))],
where α(t) denotes the arm (which is in state s(α(t)), say)
selected at time t by policy α. A policy α is said to be uniformly
good if Rα(n) = o(nβ) for every β > 0. For two arms i and
j with associated Markov chains Mi and Mj (say), the KL
distance between them is
I(Mi||Mj) = pii(0)D(pi01||pj01) + pii(1)D(pi10||pj10),
where D(A||B) = A log AB + (1−A) log 1−A1−B .
In [11], a lower bound on the regret of any uniformly good
policy is derived. For a uniformly good policy α,
lim inf
n→∞
Rα(n)
log n
≥
K∑
i=2
∆i
I(Mi||M1) .
The authors in [11] derive the above lower bound when the
transition functions belong to a single-parameter family. It
is straightforward to show that the lower bound holds more
generally but since the proof techniques are standard, we
present the proof in Appendix A. We aim to determine an
upper bound on Rα(n) as a function of n for a given policy
α.
3III. HELLINGER KL-UCB ALGORITHM & REGRET UPPER
BOUND
Before presenting the H-KL-UCB algorithm, we briefly
describe the motivation behind the algorithm. When the rewards
of an arm are i.i.d., the arm can be represented uniquely using
the mean reward. However, in the truly Markovian reward
setting, arm i can be described uniquely by pi01 and p
i
10. Using
a variation (we call it KL-UCB-MC) of standard KL-UCB for
i.i.d. rewards [8], [9], one can obtain logarithmic regret. The
main idea is to obtain a confidence bound for the estimate of
pi01 (estimate of p
i
10) and use the estimate of p
i
10 (estimate of
pi01) in state 0 (state 1) of arm i using KL-UCB. For purely
Markovian arms, the resulting regret is smaller than the regret
of the algorithm in [10]. However, KL-UCB-MC results in large
constants in the regret for i.i.d. rewards. Hence, we proceed to
introduce the H-KL-UCB algorithm which improves over KL-
UCB-MC and performs well in both truly Markovian and i.i.d.
settings. Details of KL-UCB-MC is presented in Appendix J.
A. Hellinger KL-UCB Algorithm
Algorithm 1 Hellinger KL-UCB algorithm (H-KL-UCB)
1: Input K (number of arms).
2: Choose each arm once.
3: if H2(pˆi01(t− 1)||1− pˆi10(t− 1)) > 1(t−1)1/4 (procedure
STP_PHASE) then
4: if (state of arm i = 0) then
Ui = sup{ p˜
p˜+ pˆi10(t− 1)
: D(pˆi01(t− 1)||p˜)
≤ log f(t)
Ti(t− 1)}.
(1)
5: else
Ui = sup{ pˆ
i
01(t− 1)
pˆi01(t− 1) + q˜
: D(pˆi10(t− 1)||q˜)
≤ log f(t)
Ti(t− 1)}.
(2)
6: end if
7: else (procedure SM_PHASE)
Ui = sup{µ˜ ∈ [µˆi(t− 1), 1] : D(µˆi(t− 1)||µ˜)
≤ log f(t)
Ti(t− 1)}.
(3)
8: end if
9: Choose At = arg max
i
Ui.
We propose an algorithm (H-KL-UCB) based on sample
transition probabilities between different states of the arm
and sample mean. Our proposed policy is motivated from the
KL-UCB algorithm [8].
Let Ti,j(t) denote the number of times arm i is selected while
it was in state j, till time t. We assume that Ti(t) =
∑
j∈S
Ti,j(t).
We further assume that pˆi01(t), pˆ
i
10(t) and µˆ
i(t) denote the
sample estimate of pi01, sample estimate of p
i
10 and sample
mean of arm i at time t, respectively. We compute the square of
the Hellinger distance (denoted by H(.||.)) between pˆi01(t− 1)
and 1−pˆi10(t−1) of arm i. If it is greater than 1(t−1)1/4 (Line 3),
then based on the current state of the arm, we calculate the index
of the arm (referred to as STP_PHASE). If arm i is in state 0,
then the index is calculated using the confidence bound for the
estimate of pi01 at time t (Line 4), else using the confidence
bound for the estimate of pi10 (Line 5). We use the estimate of
the transition probability from the other state while evaluating
the index. However, if H2(pˆi01(t− 1)||1− pˆi10(t− 1)) is less
than 1
(t−1)1/4 , then the index of the arm is calculated (Line 7)
using the confidence bound for the current value of µˆi (referred
to as SM_PHASE). Then, we play the arm with the highest
index. We take f(t) = 1+t log2(t). The physical interpretation
behind the condition on Hellinger distance is as follows. It is
well-known that KL-UCB algorithm (which uses sample mean)
[8] is asymptotically optimal for i.i.d. Bernoulli arms. Now, in
the special case, when pi10 = 1− pi01, rewards from arm i are
i.i.d. In that case, the condition in Line 7 is satisfied frequently
often, and arm i uses Equation (3) for calculating the index,
similar to [8]. However, when pi10 + p
i
01 6= 1, the condition
in Line 3 is met frequently often. We formally establish these
statements in Lemma 5.
Remark 1. A natural choice of a metric for representing the
similarity between pˆi10(t) and 1 − pˆi01(t) is the KL distance
between them, i.e., D(pˆi10(t)||1− pˆi01(t)). However, we choose
Hellinger distance instead of KL distance because it permits
additive separability of the estimates: pˆi10(t) and pˆ
i
01(t), which
in turn enables the use of standard concentration inequalities
for the proof of asymptotic upper bound on regret. We describe
this in detail in Appendix K.
B. Regret Upper Bound
We proceed to derive an upper bound on the regret of H-
KL-UCB. First, we describe a set of lemmas which are useful
in deriving the asymptotic upper bound on the regret.
Lemma 1. Let p, q,  ∈ [0, 1]. The following relations hold:
(a) D(p||q) ≥ 2(p− q)2 (Pinsker’s inequality),
(b) If p ≤ q −  ≤ q, then D(p||q − ) ≤ D(p||q)− 22,
(c) If p ≤ p+  ≤ q, then D(q||p+ ) ≤ D(q||p)− 22.
Proof. Proofs of (a) and (b) are given in [18, Lemma 10.2].
Proof of (c): Let h(q) = D(q||p + ) − D(q||p). Hence,
h(q) = q log pp+ + (1 − q) log 1−p1−p− . We get, h′(q) =
log p(1−p−)(p+)(1−p) < 0 (since p ≤ p +  ≤ q). Therefore,
h(q) is linear and decreasing in q. Thus, using Lemma 1(a),
h(q) ≤ h(p+ ) = −D(p+ ||p) ≤ −22. This completes the
proof of the lemma.
Lemma 2. Assume that W1, . . . ,Wn is a sequence of i.i.d.
Bernoulli random variables with mean µ. Let µˆ = 1n
n∑
t=1
Wt.
Then, for  ∈ [0, 1−µ], P(µˆ ≥ µ+ ) ≤ exp(−nD(µ+ ||µ)),
and for  ∈ [0, µ], P(µˆ ≤ µ− ) ≤ exp(−nD(µ− ||µ)).
Proof. Proof is given in [18, Lemma 10.3].
4Corollary 1. For any a ≥ 0,
P(D(µˆ||µ) ≥ a, µˆ ≤ µ) ≤ exp(−na) and P(D(µˆ||µ) ≥
a, µˆ ≥ µ) ≤ exp(−na).
Proof. Proof is given in [18, Corollary 10.4].
Let the transition probabilities from state 0 to state 1 and
state 1 to state 0 of a two-state Markov chain {Mi}i≥0 be P01
and P10, respectively. Let P00 = 1− P01 and P11 = 1− P10.
Let the stationary probabilities of states 0 and 1 be pi0 and
pi1, respectively. Let N0(t) =
t∑
i=1
1{Mi = 0} and N1(t) =
t∑
i=1
1{Mi = 1}. Let Nij(t) denote the number of times the
Markov chain transitions from state i to state j till time t. Let
Pˆij(t) =
Nij(t)
Ni(t)
. The lemma presented next establishes that the
fraction of visits to any state of a Markov chain is never too
away from the stationary probability of the state.
Lemma 3. Let Ct := {|N0(t)t−1 − pi0| > 1}. Then,
n∑
t=1
P(Ct) ≤
∞∑
t=1
(t+ 1)3 exp(−2(t− 1)12(P01 + P10)2).
Proof. Proof is provided in Appendix B.
The lemma described next depicts that the estimates of the
transition probabilities associated with a Markov chain are
never too far from the true transition probabilities.
Lemma 4. Let D0,t := {|Pˆ01(t) − P01| > 1} and D1,t :=
{|Pˆ10(t)− P10| > 1}. Then,
n∑
t=1
P(D0,t) ≤ 1
12
+
∞∑
t=1
(t+1)3 exp(−2(t−1)12(P01+P10)2),
n∑
t=1
P(D1,t) ≤ 1
12
+
∞∑
t=1
(t+1)3 exp(−2(t−1)12(P01+P10)2).
Proof. Proof is given in Appendix C.
The following lemma considers two cases, viz., i.i.d. arm
reward (i.e., P01 + P10 = 1) and truly Markovian arm reward
(i.e., P01 + P10 6= 1), respectively. It, alongside Borel-Cantelli
Lemma, establishes that appropriate conditions on the Hellinger
distance are satisfied infinitely often for both cases.
Lemma 5. Let Bt := {H2(Pˆ01(t)||1 − Pˆ10(t)) < 1t1/4 }. If
P01 + P10 = 1, then
n∑
t=1
P(Bct ) ≤
∞∑
t=1
4 exp(−2
9
√
t)+
∞∑
t=1
(t+1)3 exp(−2√t− 1).
If P01 + P10 < 1, then for τ ≥ 1H8(P01+1||1−P10−1) ,
n∑
t=τ
P(Bt) ≤ 2
12
+
∞∑
t=1
2(t+1)3 exp(−2(t−1)12(P01+P10)2),
and if P01 + P10 > 1, then for τ ≥ 1H8(P01−1||1−P10+1) ,
n∑
t=τ
P(Bt) ≤ 2
12
+
∞∑
t=1
2(t+1)3 exp(−2(t−1)12(P01+P10)2),
where 1 <
|P01+P10−1|
2 .
Proof. Proof is given in Appendix D.
The lemmas presented next are used to prove that the
confidence bounds of transition probabilities associated with
the optimal arm are never too far from the respective true
transition probabilities.
Lemma 6. Let X1, X2, . . . , Xn be i.i.d. Bernoulli random
variables with mean p ∈ [0, 1], and p > 0. Let pˆs = 1s
s∑
i=1
Xs,
where s is the number of samples till time t. Let p˜∗s = max{p˜ ∈
[pˆs, 1] : D(pˆs||p˜) ≤ log f(t)s }. Then,
n∑
s=1
P(p˜∗s < p− p) ≤ 2p2 .
Proof. Proof is given in Appendix E.
Lemma 7. Let Y1, Y2, . . . , Yn be i.i.d. Bernoulli random
variables with mean q ∈ [0, 1], and q > 0. Let qˆs = 1s
s∑
i=1
Ys
and q˜∗s = min{q˜ ∈ [0, qˆs] : D(qˆs||q˜) ≤ log f(t)s }, Then,
n∑
s=1
P(q˜∗s > q + q) ≤ 2q2 .
Proof. Proof is given in Appendix F.
The next two lemmas presented subsequently are used to
establish that the index associated with a sub-optimal arm is
not often much greater than the index of the optimal arm.
Let p1, p2, q1, q2 ∈ [0, 1]. Let Z(s) be a non-negative random
variable with Z(s) ∈ [0, 1], s = 1, 2, . . . , n.
Lemma 8. (a) Define
κ1 =
n∑
s=c
P(D(p2 + 1|| (p1−p)(q2−1)q1+1 + Z(s)) ≤ as ). Then
κ1 ≤ inf
1
( a
D(p2+1|| (p1−p)(q2−1)q1+1 )
− (c− 1))+.
(b) Define κ2 =
n∑
s=c
P(D(q2−1|| (q1+1)(p2+1)p1−p −Z(s)) ≤ as ).
Then κ2 ≤ inf
1
( a
D(q2−1|| (q1+1)(p2+1)p1−p )
− (c − 1))+, where
p2 + 1 <
(p1−p)(q2−1)
q1+1
.
Proof. Proof is given in Appendix G.
Let W1,W2, . . .Wn be i.i.d. Bernoulli random variables
with mean µ ∈ [0, 1], and Z(s) is measurable with respect to
σ{W1, . . . ,Ws}.
Lemma 9. Define
κ3 =
n∑
s=c
P(D(µˆs|| p−pp−p+q+1 + Z(s)) ≤ as ).
Then κ3 ≤ inf
1
[ 1212 + (
a
D(µ+1|| p−pp−p+q+1 )
− (c− 1))+], where
µ+ 1 <
p−p
p−p+q+1 .
Proof. Proof is given in Appendix H.
We assume that the regret of H-KL-UCB till time n is
Rn. The theorem presented next provides an asymptotic upper
bound on the regret of H-KL-UCB.
5Theorem 1. Asymptotic regret of Algorithm 1 is bounded by
(a) truly Markovian arms:
lim sup
n→∞
Rn
log n
≤
∑
i6=1
∆i
[
max{ 1
D(pi01||p
1
01p
i
10
p110
)
1{p101pi10 < p110},
1
D(pi10||p
1
10p
i
01
p101
)
,
1
pii(0)D(pi01||p101) + pii(1)D(pi10||p110)
}].
(b) i.i.d. optimal and truly Markovian suboptimal arms:
lim sup
n→∞
Rn
log n
≤
∑
i 6=1
∆i
[
max{ 1
D(pi01||µ1p
i
10
1−µ1 )
1{µ1pi10 < 1− µ1},
1
D(pi10||p
i
01(1−µ1)
µ1
)
,
1
pii(0)D(pi01||µ1) + pii(1)D(pi10||1− µ1)
}].
(c) truly Markovian optimal and i.i.d. suboptimal arms:
lim sup
n→∞
Rn
log n
≤
∑
i6=1
∆i
[
max{ 1
D(µi|| p
1
01
p101+p
1
10
)
,
1
µiD(µi||p101) + (1− µi)D(1− µi||p110)
}].
(d) i.i.d. arms:
lim sup
n→∞
Rn
log n
≤
∑
i6=1
∆i
D(µi||µ1) .
Proof. The proof idea is motivated by the regret analysis for
i.i.d. rewards in [8]. However, in this paper, unlike [8] which
deals with a single parameter (mean reward), we convert a
multi-parameter estimation (transition probabilities between
different states of a Markov chain) problem into a collection of
single-parameter estimation problems and derive corresponding
concentration bounds. Since the proof is technical, we first
briefly outline the key steps for the truly Markovian arm setting
(case (a)). Proof for other cases follow in a similar manner.
First, we determine the finite time upper bound on the regret
of H-KL-UCB. The key steps in the proof are:
1) We first establish that estimates of transition probabilities
of the arms are close to the true transition probabilities.
Furthermore, we show that appropriate Hellinger distance
condition for an arm (H2(pˆi01(t)||1 − pˆi10(t)) > 1t1/4 for ith
arm) is satisfied infinitely often after a sufficiently large time
τ . Proof follows from Lemmas 4 and 5.
2) We then establish that the confidence bounds for the
estimates of transition probabilities of the optimal arm are
never too far from respective true values. We consider two
cases, corresponding to states 0 and 1 (Equations (1) and (2))
of the optimal arm, respectively. Specifically, we prove that
the expected number of times p˜∗101(t) is less than p
1
01 − p and
p˜∗110(t) is more than p
1
10+q , are upper bounded by
2
p2
and 2q2 ,
respectively. We use Pinsker’s inequality, Chernoff’s bound
and some algebraic manipulations to complete the proof.
3) We prove that when the estimates of transition probabilities
of the arms are close to the true values, the appropriate
condition on the Hellinger distance is satisfied and confidence
bounds for the estimates of transition probabilities of the
optimal arm are close to the corresponding true values, then
the index associated with a sub-optimal arm is not often much
greater than the index of the optimal arm. We consider four
cases for different state-arm combinations of a given sub-
optimal arm and the optimal arm. We illustrate the proof
sketch when the both arms are in state 0. We prove that
n∑
t=τ
P[{ p˜∗101(t)
p˜∗101(t)+pˆ
1
10(t)
<
p˜∗i01(t)
p˜∗i01(t)+pˆ
i
10(t)
}] is finite. When the
conditions stated above are true, this is equivalent to proving
that
n∑
t=τ
P{D(pi01 + 1|| (p
1
01−p)(pi10−1)
(p110+1)
≤ log f(n)t }] is finite.
The rest of the proof uses the monotonicity property of D(x||y)
for x < y. We complete the proof by choosing an appropriate
τ as a function n.
Then, we derive an asymptotic upper bound on the regret of
H-KL-UCB by selecting 1 = p = q = log−1/4(n).
1) Truly Markovian Arms: An arm can either be in
STP_PHASE or in SM_PHASE at any time t depending
on whether the condition on the Hellinger distance is sat-
isfied or not. When all arms are truly Markovian, we es-
tablish that the expected number of times the arms are in
SM_PHASE, is finite. In other words, for both optimal and
suboptimal arms, the appropriate conditions on the Hellinger
distances (H2(pˆi01(t)||1 − pˆi10(t)) > 1t1/4 ) are satisfied in-
finitely often. Let E1,t := {H2(pˆ101(t − 1)||1 − pˆ110(t −
1)) > 1
(t−1)1/4 , H
2(pˆi01(t − 1)||1 − pˆi10(t − 1)) > 1(t−1)1/4 }.
For t1 =
1{pi01+pi10<1}
H8(pi01+1||1−pi10−1) +
1{pi01+pi10>1}
H8(pi01−1||1−pi10+1) +
1{p101+p110<1}
H8(p101+1||1−p110−1) +
1{p101+p110>1}
H8(p101−1||1−p110+1) , we obtain
n∑
t=t1
P(Ec1,t) ≤
n−1∑
t=t1−1
P(H2(pˆ101(t)||1− pˆ110(t)) ≤
1
t1/4
)
+ P(H2(pˆi01(t)||1− pˆi10(t)) ≤
1
t1/4
)
≤ 4
12
+ 2
∞∑
t=1
(t+ 1)3 exp(−2(t− 1)12(pi01 + pi10)2)
+ 2
∞∑
t=1
(t+ 1)3 exp(−2(t− 1)12(p101 + p110)2),
(4)
where the last inequality follows from Lemma 5.
Next, we show that the estimates of transition probabilities of
optimal and suboptimal arms are never too far from respective
true values. We assume that F1,t := {|pˆ101(t) − p101| ≤
1, |pˆ110(t)−p110| ≤ 1, |pˆi01(t)−pi01| ≤ 1, |pˆi10(t)−pi10| ≤ 1}.
Hence, similar to Equation (4),
n∑
t=1
P(F c1,t)
≤ 4
12
+ 2
∞∑
t=1
(t+ 1)3 exp(−2(t− 1)12(pi01 + pi10)2)
+ 2
∞∑
t=1
(t+ 1)3 exp(−2(t− 1)12(p101 + p110)2),
(5)
where the last inequality follows from Lemma 4.
6Let the number of times sub-optimal arm i is pulled till time
n be denoted by Ti(n). Let the state of arm i at time t be
denoted by Si(t).
E[Ti(n)] =
τ∑
t=1
P(At = i) +
n∑
t=τ+1
P(At = i, Ec1,t)
+
n∑
t=τ+1
P(At = i, E1,t)
≤ τ +
n∑
t=τ+1
P(Ec1,t) +
n∑
t=τ+1
P(At = i, E1,t).
(6)
Now, we consider the last term in Equation (6). After each
arm is chosen once, a sub-optimal arm is chosen if the index
of the sub-optimal arm is higher than the index of the optimal
arm. Now, when E1,t occurs, i.e., both the optimal and the
suboptimal arms are in STP_PHASE, sub-optimal arm i is
chosen if at least one of the following conditions is true.
1) p˜∗101(t) < p
1
01 − p and S1(t) = 0,
2) p˜∗110(t) > p
1
10 + q and S1(t) = 1,
3) p
1
01−p
p101−p+pˆ110(t) <
p˜∗i01(t)
p˜∗i01(t)+pˆ
i
10(t)
, Si(t) = 0 and S1(t) = 0,
4) p
1
01−p
p101−p+pˆ110(t) <
pˆi01(t)
pˆi01(t)+p˜
∗i
10(t)
, Si(t) = 1 and S1(t) = 0,
5) pˆ
1
01(t)
pˆ101(t)+p
1
10+q
<
p˜∗i01(t)
p˜∗i01(t)+pˆ
i
10(t)
, Si(t) = 0 and S1(t) = 1,
6) pˆ
1
01(t)
pˆ101(t)+p
1
10+q
<
pˆi01(t)
pˆi01(t)+p˜
∗i
10(t)
, Si(t) = 1 and S1(t) = 1.
Therefore,
n∑
t=τ+1
P(At = i, E1,t)
≤
n∑
t=τ+1
P(At = i, p˜∗101(t) < p101 − p, S1(t) = 0, E1,t)
+ P(At = i, p˜∗110(t) > p110 + q, S1(t) = 1, E1,t)
+ P(At = i, p˜∗i01(t) >
(p101 − p)pˆi10(t)
pˆ110(t)
,
Si(t) = 0, S1(t) = 0, E1,t)
+ P(At = i, p˜∗i10(t) <
pˆi01(t)pˆ
1
10(t)
(p101 − p)
,
Si(t) = 1, S1(t) = 0, E1,t)
+ P(At = i, p˜∗i01(t) >
pˆi10(t)pˆ
1
01(t)
(p110 + q)
,
Si(t) = 0, S1(t) = 1, E1,t)
+ P(At = i, p˜∗i10(t) <
pˆi01(t)(p
1
10 + q)
pˆ101(t)
,
Si(t) = 1, S1(t) = 1, E1,t).
(7)
Now, we proceed to derive upper bounds on individual terms
of Equation (7).
n∑
t=τ+1
P(At = i, p˜∗101(t) < p101 − p, S1(t) = 0, E1,t)
≤
n∑
t=1
P(p˜∗101(t) < p101 − p) ≤
2
p2
,
(8)
where the last inequality follows from Lemma 6. Similarly,
using Lemma 7,
n∑
t=τ+1
P(At = i, p˜∗110(t) > p110 + q, S1(t) = 1, E1,t) ≤
2
q2
.
(9)
Subsequently, we have,
n∑
t=τ+1
P(At = i, p˜∗i01(t) >
(p101 − p)pˆi10(t)
pˆ110(t)
, Si(t) = 0,
S1(t) = 0, E1,t)
=
n∑
t=τ+1
P(At = i, p˜∗i01(t) >
(p101 − p)pˆi10(t)
pˆ110(t)
,
D(pˆi01(t)||p˜∗i01(t)) ≤
log f(t)
Ti(t− 1) , Si(t) = 0, S1(t) = 0, E1,t)
≤
n∑
t=τ+1
P(At = i, p˜∗i01(t) >
(p101 − p)pˆi10(t)
pˆ110(t)
,
D(pˆi01(t)||p˜∗i01(t)) ≤
log f(t)
Ti(t− 1))
≤
n∑
t=τ+1
P(At = i, p˜∗i01(t) >
(p101 − p)pˆi10(t)
pˆ110(t)
,
D(pˆi01(t)||p˜∗i01(t)) ≤
log f(t)
Ti(t− 1) , F1,t) +
n∑
t=τ+1
P(F c1,t)
≤
n∑
t=τ+1
P(At = i, p˜∗i01(t) >
(p101 − p)(pi10 − 1)
p110 + 1
,
D(pi01 + 1||p˜∗i01(t)) ≤
log f(n)
Ti(t− 1)) +
n∑
t=τ+1
P(F c1,t)
≤ ( log f(n)
D(pi01 + 1|| (p
1
01−p)(pi10−1)
p110+1
)
− τ)+ +
n∑
t=τ+1
P(F c1,t),
(10)
where the first equality follows from the definition of p˜∗i01(t).
The third inequality follows from the fact that D(x||p˜∗i01(t))
is decreasing in x ∈ [pi01 − 1, pi01 + 1] and pi01 + 1 <
(p101−p)(pi10−1)
p110+1
. The last inequality follows from Lemma 8.
In a similar manner, using Lemma 8, we obtain
n∑
t=τ+1
P(At = i, p˜∗i10(t) <
pˆi01(t)pˆ
1
10(t)
(p101 − p)
, Si(t) = 1,
S1(t) = 0, E1,t)
≤ ( log f(n)
D(pi10 − 1|| (p
1
10+1)(p
i
01+1)
p101−p )
− τ)+ +
n∑
t=τ+1
P(F c1,t),
(11)
n∑
t=τ+1
P(At = i, p˜∗i01(t) >
pˆi10(t)pˆ
1
01(t)
(p110 + q)
, Si(t) = 0,
S1(t) = 1, E1,t)
≤ ( log f(n)
D(pi01 + 1|| (p
1
01−1)(pi10−1)
p110+q
)
− τ)+ +
n∑
t=τ+1
P(F c1,t)
(12)
7and
n∑
t=τ+1
P(At = i, p˜∗i10(t) <
pˆi01(t)(p
1
10 + q)
pˆ101(t)
, Si(t) = 1,
S1(t) = 1, E1,t)
≤ ( log f(n)
D(pi10 − 1|| (p
1
10+q)(p
i
01+1)
p101−1 )
− τ)+ +
n∑
t=τ+1
P(F c1,t).
(13)
Combining the upper bounds on individual elements of
n∑
t=τ+1
P(At = i, E1,t) (Equations (8),(9),(10),(11),(12) and
(13)), we obtain
E[Ti(n)] ≤ τ +
n∑
t=τ+1
P(Ec1,t) +
n∑
t=τ+1
P(At = i, E1,t)
≤ τ +
n∑
t=τ+1
P(Ec1,t) +
2
2p
+
2
2q
+ 4
n∑
t=τ+1
P(F c1,t)
+ (
log f(n)
D(pi01 + 1|| (p
1
01−p)(pi10−1)
p110+1
)
− τ)+
+ (
log f(n)
D(pi10 − 1|| (p
1
10+1)(p
i
01+1)
p101−p )
− τ)+
+ (
log f(n)
D(pi01 + 1|| (p
1
01−1)(pi10−1)
p110+q
)
− τ)+
+ (
log f(n)
D(pi10 − 1|| (p
1
10+q)(p
i
01+1)
p101−1 )
− τ)+.
Choose τ = t1 + max{ log f(n)
D(pi01+1||
(p101−p)(pi10−1)
p110+1
)
,
log f(n)
D(pi10−1||
(p110+1)(p
i
01+1)
p101−p
)
, log f(n)
D(pi01+1||
(p101−1)(pi10−1)
p110+q
)
,
log f(n)
D(pi10−1||
(p110+q)(p
i
01+1)
p101−1
)
, log f(n)
pii(0)D(pi01||p101)+pii(1)D(pi10||p110)}.
Therefore, we obtain (using Equations (4) and (5)),
E[Ti(n)] ≤ τ + 20
12
+
2
2p
+
2
2q
+ 10
∞∑
t=1
(t+ 1)3 exp(−2(t− 1)12(pi01 + pi10)2)
+ 10
∞∑
t=1
(t+ 1)3 exp(−2(t− 1)12(p101 + p110)2).
We choose 1 = p = q = log−1/4(n) to complete the proof.
2) i.i.d. Optimal and Truly Markovian Suboptimal Arms:
Similar to the first case, we prove that the expected number of
times the optimal arm is in STP_PHASE and the suboptimal
arm is in SM_PHASE, is finite. Let E2,t := {H2(pˆ101(t −
1)||1−pˆ110(t−1)) ≤ 1(t−1)1/4 , H2(pˆi01(t−1)||1−pˆi10(t−1)) >
1
(t−1)1/4 }.
Hence, for t2 =
1{pi01+pi10<1}
H8(pi01+1||1−pi10−1) +
1{pi01+pi10>1}
H8(pi01−1||1−pi10+1) ,
we obtain
n∑
t=t2
P(Ec2,t)
≤ 2
12
+ 2
∞∑
t=1
(t+ 1)3 exp(−2(t− 1)12(pi01 + pi10)2)
+
∞∑
t=1
4 exp(−2
9
√
t) +
∞∑
t=1
(t+ 1)3 exp(−2√t− 1),
(14)
where the last inequality follows from Lemma 5.
Next, we show that the estimates of transition probabilities
of suboptimal arms are never too far from their true values. We
assume that F2,t := {|pˆi01(t)−pi01| ≤ 1, |pˆi10(t)−pi10| ≤ 1}.
n∑
t=1
P(F c2,t)
≤ 2
12
+ 2
∞∑
t=1
(t+ 1)3 exp(−2(t− 1)12(pi01 + pi10)2),
(15)
where the last inequality follows from Lemma 4.
Similar to Equation (6),
E[Ti(n)] ≤ τ +
n∑
t=τ+1
P(Ec2,t) +
n∑
t=τ+1
P(At = i, E2,t).
(16)
Now, we consider the last term in Equation (16). After each
arm is chosen once, sub-optimal arm i is chosen if at least one
of these conditions is true.
1) µ˜∗1(t) < µ1 − µ ,
2) µ1 − µ < p˜
∗i
01(t)
p˜∗i01(t)+pˆ
i
10(t)
and Si(t) = 0 ,
3) µ1 − µ < pˆ
i
01(t)
pˆi01(t)+p˜
∗i
10(t)
and Si(t) = 1.
Therefore,
n∑
t=τ+1
P(At = i, E2,t)
≤
n∑
t=τ+1
P(At = i, µ˜∗1(t) < µ1 − µ, E2,t)
+ P(At = i, p˜∗i01(t) >
(µ1 − µ)pˆi10(t)
1− µ1 + µ , Si(t) = 0, E2,t)
+ P(At = i, p˜∗i10(t) <
pˆi01(t)(1− µ1 + µ)
µ1 − µ , Si(t) = 1, E2,t).
n∑
t=τ+1
P(At = i, µ˜∗1(t) < µ1 − µ, E2,t)
≤
n∑
t=1
P(µ˜∗1(t) < µ1 − µ) ≤ 2
µ2
,
(17)
where the last inequality follows from Lemma 6.
8Subsequently, we have,
n∑
t=τ+1
P(At = i, p˜∗i01(t) >
(µ1 − µ)pˆi10(t)
1− µ1 + µ , Si(t) = 0, E2,t)
=
n∑
t=τ+1
P(At = i, p˜∗i01(t) >
(µ1 − µ)pˆi10(t)
1− µ1 + µ ,
D(pˆi01(t)||p˜∗i01(t)) ≤
log f(t)
Ti(t− 1) , Si(t) = 0, E2,t)
≤
n∑
t=τ+1
P(At = i, p˜∗i01(t) >
(µ1 − µ)pˆi10(t)
1− µ1 + µ ,
D(pˆi01(t)||p˜∗i01(t)) ≤
log f(t)
Ti(t− 1))
≤
n∑
t=τ+1
P(At = i, p˜∗i01(t) >
(µ1 − µ)pˆi10(t)
1− µ1 + µ ,
D(pˆi01(t)||p˜∗i01(t)) ≤
log f(t)
Ti(t− 1) , F2,t) +
n∑
t=τ+1
P(F c2,t)
≤
n∑
t=τ+1
P(At = i, p˜∗i01(t) >
(µ1 − µ)(pi10 − 1)
1− µ1 + µ ,
D(pi01 + 1||p˜∗i01(t)) ≤
log f(n)
Ti(t− 1)) +
n∑
t=τ+1
P(F c2,t)
≤ ( log f(n)
D(pi01 + 1|| (µ1−µ)(p
i
10−1)
1−µ1+µ )
− τ)+ +
n∑
t=τ+1
P(F c2,t),
(18)
where the first equality follows from the definition of p˜∗i01(t).
The third inequality follows from the fact that D(x||p˜∗i01(t))
is decreasing in x ∈ [pi01 − 1, pi01 + 1] and pi01 + 1 <
(µ1−µ)(pi10−1)
1−µ1+µ . The last inequality follows from Lemma 8.
In a similar manner, using Lemma 8, we get
n∑
t=τ+1
P(At = i, p˜∗i10(t) <
pˆi01(t)(1− µ1 + µ)
(µ1 − µ) , Si(t) = 1
, E2,t)
≤ ( log f(n)
D(pi10 − 1|| (p
i
01+1)(1−µ1+µ)
µ1−µ )
− τ)+ +
n∑
t=τ+1
P(F c2,t).
(19)
Combining Equations (17), (18) and (19)), we obtain
E[Ti(n)] ≤ τ +
n∑
t=τ+1
P(Ec2,t) +
n∑
t=τ+1
P(At = i, E2,t)
≤ τ +
n∑
t=τ+1
P(Ec2,t) +
2
2µ
+ (
log f(n)
D(pi01 + 1|| (µ1−µ)(p
i
10−1)
1−µ1+µ )
− τ)+ + ( log f(n)
D(pi10 − 1|| (p
i
01+1)(1−µ1+µ)
µ1−µ )
− τ)+
+ 2
n∑
t=τ+1
P(F c2,t).
Choose τ = t2 + max{ log f(n)
D(pi01+1||
(µ1−µ)(pi10−1)
1−µ1+µ )
,
log f(n)
D(pi10−1||
(pi01+1)(1−µ1+µ)
µ1−µ )
, log f(n)
pii(0)D(pi01||µ1)+pii(1)D(pi10||1−µ1)}.
The proof follows by choosing 1 = µ = log−1/4(n) and
using Equations (14) and (15).
3) Truly Markovian Optimal and i.i.d Suboptimal Arms: Let
E3,t := {H2(pˆ101(t−1)||1−pˆ110(t−1)) > 1(t−1)1/4 , H2(pˆi01(t−
1)||1− pˆi10(t− 1)) ≤ 1(t−1)1/4 }.
Hence, for t3 =
1{p101+p110<1}
H8(p101+1||1−p110−1) +
1{p101+p110>1}
H8(p101−1||1−p110+1) ,
n∑
t=t3
P(Ec3,t)
≤ 2
12
+ 2
∞∑
t=1
(t+ 1)3 exp(−2(t− 1)12(p101 + p110)2)
+
∞∑
t=1
4 exp(−2
9
√
t) +
∞∑
t=1
(t+ 1)3 exp(−2√t− 1),
(20)
where the last inequality follows from Lemma 5.
Let F3,t := {|pˆ101(t)− p101| ≤ 1, |pˆ110(t)− p110| ≤ 1}.
n∑
t=1
P(F c3,t)
≤ 2
12
+ 2
∞∑
t=1
(t+ 1)3 exp(−2(t− 1)12(p101 + p110)2),
(21)
where the last inequality follows from Lemma 4.
Similar to Equation (6),
E[Ti(n)] ≤ τ +
n∑
t=τ+1
P(Ec3,t) +
n∑
t=τ+1
P(At = i, E3,t).
After each arm is chosen once, a sub-optimal arm is chosen if
at least one of following conditions is true.
1) p˜∗101(t) < p
1
01 − p and S1(t) = 0,
2) p˜∗110(t) > p
1
10 + q and S1(t) = 1,
3) µ˜∗i(t) > p
1
01−p
p101−p+pˆ110(t) and S1(t) = 0,
4) µ˜∗i(t) > pˆ
1
01(t)
pˆ101(t)+p
1
10+q
and S1(t) = 1.
Therefore,
n∑
t=τ+1
P(At = i, E3,t)
≤
n∑
t=τ+1
P(At = i, p˜∗101(t) < p101 − p, S1(t) = 0, E3,t)
+ P(At = i, p˜∗110(t) > p110 + q, S1(t) = 1, E3,t)
+ P(At = i, µ˜∗i(t) >
p101 − p
p101 − p + pˆ110(t)
, S1(t) = 0, E3,t)
+ P(At = i, µ˜∗i(t) >
pˆ101(t)
pˆ101(t) + p
1
10 + q
, S1(t) = 1, E3,t).
n∑
t=τ+1
P(At = i, p˜∗101(t) < p101 − p, S1(t) = 0, E3,t)
≤
n∑
t=1
P(p˜∗101(t) < p101 − p) ≤
2
p2
,
(22)
9where the last inequality follows from Lemma 6. Similarly,
using Lemma 7,
n∑
t=τ+1
P(At = i, p˜∗110(t) > p110 + q, S1(t) = 1, E3,t) ≤
2
q2
.
(23)
Subsequently, we have,
n∑
t=τ+1
P(At = i, µ˜∗i(t) >
p101 − p
p101 − p + pˆ110(t)
, S1(t) = 0, E3,t)
=
n∑
t=τ+1
P(At = i, µ˜∗i(t) >
p101 − p
p101 − p + pˆ110(t)
,
D(µˆi(t)||µ˜∗i(t)) ≤ log f(t)
Ti(t− 1) , S1(t) = 0, E3,t)
≤
n∑
t=τ+1
P(At = i, µ˜∗i(t) >
p101 − p
p101 − p + pˆ110(t)
,
D(µˆi(t)||µ˜∗i(t)) ≤ log f(t)
Ti(t− 1))
≤
n∑
t=τ+1
P(At = i, µ˜∗i(t) >
p101 − p
p101 − p + p110 + 1
,
D(µˆi(t)||µ˜∗i(t)) ≤ log f(t)
Ti(t− 1)) +
n∑
t=τ+1
P(F c3,t)
≤ 1
212
+ (
log f(n)
D(µi + 1|| p
1
01−p
p101−p+p110+1 )
− τ)+
+
n∑
t=τ+1
P(F c3,t),
(24)
where the first equality follows from the definition of µ˜∗i(t).
The last inequality follows from Lemma 9. In a similar manner,
using Lemma 9, we obtain
n∑
t=τ+1
P(At = i, µ˜∗i(t) >
pˆ101(t)
pˆ101(t) + p
1
10 + q
, S1(t) = 1, E3,t)
≤ 1
212
+ (
log f(n)
D(µi + 1|| p
1
01−1
p101−1+p110+q )
− τ)+ +
n∑
t=τ+1
P(F c3,t).
(25)
Combining Equations (22),(23), (24) and (25), we obtain
E[Ti(n)] ≤ τ +
n∑
t=τ+1
P(Ec3,t) +
n∑
t=τ+1
P(At = i, E3,t)
≤ τ +
n∑
t=τ+1
P(Ec3,t) +
2
2p
+
2
2q
+
1
21
+ (
log f(n)
D(µi + 1|| p
1
01−p
p101−p+p110+1 )
− τ)+
+ (
log f(n)
D(µi + 1|| p
1
01−1
p101−1+p110+q )
− τ)+ + 2
n∑
t=τ+1
P(F c3,t).
Choose τ = t3 + max{ log f(n)
D(µi+1|| p
1
01−p
p101−p+p110+1
)
,
log f(n)
D(µi+1|| p
1
01−1
p101−1+p110+q
)
, log f(n)
µiD(µi||p101)+(1−µi)D(1−µi||p110)}.
The proof follows by choosing 1 = p = q = log−1/4(n)
and using Equations (20) and (21).
4) i.i.d. Arms:: Let E4,t := {H2(pˆ101(t − 1)||1 − pˆ110(t −
1)) ≤ 1
(t−1)1/4 , H
2(pˆi01(t− 1)||1− pˆi10(t− 1)) ≤ 1(t−1)1/4 }.
n∑
t=1
P(Ec4,t)
≤
∞∑
t=1
8 exp(−2
9
√
t) + 2
∞∑
t=1
(t+ 1)3 exp(−2√t− 1),
(26)
where the last inequality follows from Lemma 5.
Similar to Equation (6),
E[Ti(n)] ≤ τ +
n∑
t=τ+1
P(Ec4,t) +
n∑
t=τ+1
P(At = i, E4,t).
After each arm is chosen once, a sub-optimal arm is chosen if
either µ˜∗1(t) < µ1 − µ or µ˜∗i(t) > µ1 − µ. Therefore,
n∑
t=τ+1
P(At = i, E4,t)
≤
n∑
t=τ+1
P(At = i, µ˜∗1(t) < µ1 − µ, E4,t)
+
n∑
t=τ+1
P(At = i, µ˜∗i(t) > µ1 − µ, E4,t).
(27)
We now proceed to analyze individual terms of Equation (27).
n∑
t=τ+1
P(At = i, µ˜∗1(t) < µ1 − µ, E4,t) ≤ 2
µ2
, (28)
where the last inequality follows from Lemma 6.
Subsequently, we have,
n∑
t=τ+1
P(At = i, µ˜∗i(t) > µ1 − µ, E4,t)
≤
n∑
t=τ+1
P(At = i, µ˜∗i(t) > µ1 − µ,
D(µˆi(t)||µ˜∗i(t)) ≤ log f(t)
Ti(t− 1))
≤ 1
212
+ (
log f(n)
D(µi + 1||µ1 − 1) − τ)
+,
(29)
where the first inequality follows from the definition of µ˜∗i(t).
The last inequality follows from Lemma 9.
Combining Equations (28) and (29), we obtain
E[Ti(n)] ≤ τ +
n∑
t=τ+1
P(Ec4,t) +
n∑
t=τ+1
P(At = i, E4,t)
≤ τ +
n∑
t=τ+1
P(Ec4,t) +
2
2µ
+
1
221
+ (
log f(n)
D(µi + 1||µ1 − 1) − τ)
+.
The proof follows by choosing τ = log f(n)D(µi+1||µ1−1) , 1 =
µ = log
−1/4(n) and using Equation (26).
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Remark 2. Note that multiplicative factors 1{p101pi10 < p110}
and 1{µ1pi10 < 1− µ1} are required because the correspond-
ing D(.||.) do not exist when p101pi10
p110
and µ1p
i
10
1−µ1 become more
than or equal to 1.
Remark 3. Note that the upper bound on the regret of H-KL-
UCB matches the lower bound [8] when all arm rewards are
i.i.d. Therefore, our algorithm is optimal for i.i.d. arm rewards.
The next theorem analytically verifies that our bounds are
better than the state-of-the-art for a large class of problem
parameters. The cases not covered in the theorem are explored
in simulations later.
Theorem 2. Let the eigenvalue gap of ith arm be σi.
1) Truly Markovian suboptimal arms: The asymptotic upper
bound on the regret of H-KL-UCB is smaller than that of [10]
(we call it UCB-SM) when min
i
σi ≥ 12880 .
2) i.i.d. suboptimal arms: The asymptotic upper bound on the
regret of H-KL-UCB is always smaller than that of UCB-SM.
Proof. Proof is given in Appendix I.
IV. EXPERIMENTAL EVALUATION
In this section, we compare the performance of our algorithm
(H-KL-UCB) with UCB policy (UCB-SM) in [10]. We also
consider an improvement over [10] (referred to as KL-UCB-
SM [8]) in the sense that the upper confidence bound on the
sample mean is replaced by the KL distance. Specifically, arm
At is chosen at time t using the following scheme:
At = arg max
i
max{µ˜ : D(µˆi(t− 1)||µ˜) ≤ log f(t)Ti(t−1)}. Another
algorithm (referred to as KL-UCB-SM2) considered by us is
a modification of the algorithm in [13] under the condition
that only one arm can be played at a time. We consider two
scenarios and average the result over 100 runs.
Scenario 1: p101 = 0.5, p201 = 0.4, p301 = 0.3, p401 =
0.2, p501 = 0.1, p
1
10 = 0.4, p
2
10 = 0.55, p
3
10 = 0.65, p
4
10 =
0.65, p510 = 0.7.
Scenario 2: p101 = 0.5, p201 = 0.0004, p301 = 0.0003, p401 =
0.0002, p501 = 0.0001, p
1
10 = 0.4, p
2
10 = 0.00055, p
3
10 =
0.00065, p410 = 0.00065, p
5
10 = 0.0007.
In the first scenario (Fig. 1a and 1c), H-KL-UCB significantly
outperforms other algorithms. Due to the consideration of KL-
UCB which provides a tighter confidence bound than UCB,
the amount of exploration reduces. Since H-KL-UCB identifies
the best arm using estimates of pi10, p
i
01 in a truly Markovian
setting, it spends less time in exploration than KL-UCB-SM
and KL-UCB-SM2 which work based on the sample mean. In
the second scenario, pi01 and p
i
10 for the suboptimal arms are
chosen to be very close to zero. As a result, the suboptimal
arms spend a considerable amount of time in their initial states.
If the initial estimates of pi10 and p
i
01 are taken to be zero, then
the index of a suboptimal arm remain 1 if it starts at state 0 (see
Equation (1)) until it makes a transition to state 1. Therefore,
our scheme may lead to large regret in the beginning until all
arms observe a transition to state 1. To address this issue, we
initialize pˆi10 and pˆ
i
01 to 1. We observe in Fig. 1b and 1d that
H-KL-UCB performs significantly better than UCB-SM, KL-
UCB-SM and KL-UCB-SM2. Note that initial values of pˆi10
and pˆi01 do not play much role in the first scenario since each
arm makes transitions from one state to another comparably
often. The asymptotic upper bound on H-KL-UCB is smaller
than that of UCB-SM when min
i
σi ≥ 12880 (See Theorem 2).
We choose parameters in such a manner that min
i
σi <
1
2880
and observe in Fig. 2 that still the asymptotic upper bound on
the regret of H-KL-UCB is better.
Special case- i.i.d. arms: For the i.i.d. case, the asymptotic
upper bound on the regrets of both KL-UCB-SM and H-KL-
UCB matches the corresponding lower bound [8].
V. DISCUSSIONS
H-KL-UCB uses the Hellinger distance between sample
estimates of pi01 and (1 − pi10) of arm i to switch from
STP_PHASE to SM_PHASE. Arm i can be represented
uniquely using pi01 and p
i
10. However, if the arm reward is i.i.d.
(special case of Markovian reward), then we can represent an
arm uniquely using a single parameter, viz., the mean reward.
Therefore, if we use the STP_PHASE for i.i.d. arms, then the
regret may be large since we do not exploit the additional
information that the arms are i.i.d. In that scenario, intuitively,
one should switch to sample mean based KL-UCB approach
to exploit the additional information regarding the arms. We
design the algorithm in such a manner that it works well for
both scenarios. When the arms are i.i.d., the SM_PHASE is
chosen infinitely often by the optimal arm. On the contrary, for
the truly Markovian case, we establish that the optimal arm
chooses the STP_PHASE infinitely often.
The proposed H-KL-UCB policy is provably order-optimal.
The upper bound on the regret of our policy holds uniformly
over time. We prove that the asymptotic upper bound on
the regret is lower than that of UCB-SM [10] under some
assumptions on the eigenvalue gaps of the Markov chains. We
also demonstrate using experiments that when the assumption
does not hold true, then also the asymptotic upper bound on the
regret is lower than that of UCB-SM [10]. In the i.i.d. case, the
upper bound on the regrets of KL-UCB-SM and H-KL-UCB
matches the lower bound.
For H-KL-UCB, we initialize the estimates of p01 and p10 to
1. This is done to overcome the issue of high regret associated
with zero initialization arising due to high sojourn time in a
state when p01 and p10 of suboptimal arms are close to 0.
VI. CONCLUSIONS
In this paper, we have designed an algorithm which achieves
a significant improvement over state-of-the-art bandit algo-
rithms. The proposed algorithm detects whether the arm reward
is truly Markovian or i.i.d. using a Hellinger distance based test.
It switches form the standard KL-UCB to a sample transition
probability based KL-UCB when it detects that the arm reward
is truly Markovian. Logarithmic upper bounds on the regret
of the algorithm have been derived for i.i.d. and Markovian
settings. The upper bound on the regret of H-KL-UCB matches
the lower bound when all arm rewards are i.i.d. Whether instead
of Hellinger distance, one can use other metrics such as KL
distance for designing a test to detect whether an arm is truly
Markovian or i.i.d., remains an open problem.
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Figure 1: Comparison of regrets of different algorithms: (a) UCB-SM and H-KL-UCB: scenario 1, (b) UCB-SM and H-KL-UCB:
scenario 2, (c) KL-UCB-SM, KL-UCB-SM2 and H-KL-UCB: scenario 1, (d) KL-UCB-SM, KL-UCB-SM2 and H-KL-UCB:
scenario 2.
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Figure 2: Comparison of upper bounds on regrets of H-KL-
UCB and UCB-SM.
APPENDIX A
LOWER BOUND ON REGRET OF A UNIFORMLY GOOD
POLICY
We derive a lower bound on the regret associated with any
uniformly good policy. It is easy to verify that the lower bound
matches with the lower bound in [11]. Note that unlike [11],
we do not assume that the transition functions belong to a
single-parameter family. Therefore, the lower bound derived in
this paper is applicable to a larger class of transition functions
(class of irreducible Markov chains) than [11].
Theorem 3. For a uniformly good policy α,
lim inf
n→∞
Rα(n)
log n
≥
K∑
i=2
∆i
I(Mi||M1) .
Proof. We assume that the arm played and the reward obtained
at time t is denoted by it and rit , respectively. Let Ft =
{i1, ri1 , . . . , it−1, rit−1} denote the history of arm selection
and reward obtained till time t. A policy α is a mapping
from the history till time t to the arm played at time t i.e.,
α : Ft → it. We consider a pair of arms. Let M be a set
of 0 − 1 irreducible Markov chains. Let γ : M → R be
a function which maps M ∈ M to the mean (which is the
steady state stationary probability of state 1 of M ) of M . Let
E =M1 ×M2 where M1 and M2 are sets of 0− 1 Markov
chains corresponding to arm 1 and arm 2, respectively. Let
E0 = (M1,M2) ∈ E such that γ(M1) = µ1 and γ(M2) = µ2,
where µ1 > µ2. Let E1 = (M1′,M2′) be such that M1′ is
identical to M1 and γ(M2′) = µ1 + , where  > 0. Note
that we consider the two-arm case for the sake of simplicity.
The result obtained can be extended easily to K arms by
constructing a K dimensional space of Markov chains.
Let TiN be the number of times arm i is played till time N .
The result will follow if we can show that
lim inf
n→∞
E0[T2N ]
log n
≥ 1
inf{I(M2||M2′) : γ(M2′) > µ1} ,
where E0 denotes the expectation operator under the probability
distribution associated with E0. Let P0 and P1 denote the
probability distributions under E0 and E1, respectively. Hence,
D(P0||P1) = E0(log P0(FN )P1(FN ) ), where FN is the history of N
arm pulls. Let F2,N be the part of history till time N when
arm 2 is played. Then, P0(FN )P1(FN ) =
P0(F2,N )
P1(F2,N ) (since arm 1 is
identical in both the cases, and probabilities associated with α
(if randomized) also cancel in the numerator and denominator).
Let t(N)ij be the number of times arm 2 transitions from state
i ∈ S to state j ∈ S in F2,N . Let pij(k) be the probability of
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transition from state i to state j of arm 2 under Ek. Then,
P0(FN )
P1(FN )
=
∏
(i,j)∈S
(pij(0)
pij(1)
)t(N)ij
.
Hence,
log
P0(FN )
P1(FN )
=
∑
(i,j)∈S
t
(N)
ij log
pij(0)
pij(1)
,
and
D(P0||P1) =
∑
(i,j)∈S
E0(t(N)ij ) log
pij(0)
pij(1)
.
We know that for any event A [18, Chapter 14],
P0(A) + P1(AC) ≥ 1
2
exp(−D(P0||P1)).
Therefore, for any event A,
P0(A) + P1(AC) ≥ 1
2
exp
(− ∑
(i,j)∈S
E0(t(N)ij ) log
pij(0)
pij(1)
)
.
Choose A = {T1N ≤ T2N}. We have,
P0(A) = P0(T1N ≤ T2N ) = P0(T2N ≥ N
2
)
≤ 2
N
E0(T2N ) =
2
N
o(Nβ),
(30)
where the second and last equalities follow from T1N +T2N =
N and the property of uniformly good policy, respectively.
The inequality is a direct application of Markov’s inequality.
Similarly,
P1(AC) = P1(T1N ≥ T2N ) = P1(T1N ≥ N
2
)
≤ 2
N
E1(T1N ) =
2
N
o(Nβ).
(31)
Thus, if the policy is uniformly good, then (using Equations
(30) and (31)),
2
N
o(Nβ) ≥ 1
2
exp
(− ∑
(i,j)∈S
E0(t(N)ij ) log
pij(0)
pij(1)
)
.
Hence,∑
(i,j)∈S
E0(t(N)ij ) log
pij(0)
pij(1)
≥ logN − log o(Nβ)− log 4.
Taking appropriate limits we obtain,
lim inf
N→∞
1
logN
∑
(i,j)∈S
E0(t(N)ij ) log
pij(0)
pij(1)
≥ 1.
Let τ (N)i be the number of times arm 2 is chosen while it was
in state i ∈ S in the first (N − 1) plays in the history. Then,
E0(t(N)ij ) = pij(0)E0(τ
(N)
i ).
Now,∑
(i,j)∈S
E0(t(N)ij ) log
pij(0)
pij(1)
=
∑
i∈S
E0(τ (N)i )D(pi0(0)||pi0(1)).
Hence,
lim inf
N→∞
1
logN
∑
i∈S
E0(τ (N)i )D(pi0(0)||pi0(1)) ≥ 1.
We define the regret as Rα(n) = (µ1 − µ2)(E0(τ (N)0 ) +
E0(τ (N)1 )) since the regret depends on the number of times
arm 2 is chosen.
An asymptotic lower bound on the regret can be obtained
by solving the following optimization problem.
min
>0
min
p.0(1),p.1(1)
(µ1 − µ2)(x+ y)
such that
xD(p00(0)||p00(1)) + yD(p10(0)||p10(1)) ≥ 1,
p01(1)(µ1 + ) = p10(1)(1− µ1 − ),
p00(1) + p01(1) = 1,
p10(1) + p11(1) = 1,
and pij(1) ≥ 0 ∀i, j.
Dividing the first constraint by (x+ y) on both sides we get,
(x+ y) ≥ 1x
x+yD(p00(0)||p00(1)) + yx+yD(p10(0)||p10(1))
.
Since xx+y = pi2(0) and
y
x+y = pi2(1), we have,
(x+y) ≥ 1
pi2(0)D(p00(0)||p00(1)) + pi2(1)D(p10(0)||p10(1)) .
Instead of perturbing the mean of arm 1 (with transition
probability functions p101 and p
1
10) by , we can consider a new
Markov chain with transition probabilities p′101 and p
′1
10. For
fixed values of these parameters, we get
(x+ y) ≥ 1
pi2(0)D(p201||p′101) + pi2(1)D(p210||p′110)
.
Therefore, the optimization problem reduces to the following
problem
inf
p′110,p′
1
01
1
pi2(0)D(p201||p′101) + pi2(1)D(p210||p′110)
such that the stationary probability of state 1 under the transition
law (p′101, p
′1
10) is greater than that under (p
1
01, p
1
10).
Assume that the constraint becomes an equality under the
optimal solution. Then, we have,
Rα(n) ≥ (µ1 − µ2)
pi2(0)D(p201||p101) + pi2(1)D(p210||p110)
=
(µ1 − µ2)
I(M2||M1) .
This completes the proof of the theorem.
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APPENDIX B
PROOF OF LEMMA 3
We first compute the probability that the Markov chain
observes the sequence m1,m2, . . . ,mt. Let pˆi(i, t) =
Ni(t)
t−1 .
P((M1,M2, . . .Mt) = (m1,m2, . . . ,mt))
= P(M2 = m2|M1 = m1) . . .P(Mt = mt|Mt−1 = mt−1)
= exp(
∑
(i,j)∈S
Nij(t) logPij)
= exp((t− 1)
∑
i∈S
pˆi(i, t)
∑
j∈S
Pˆij(t) logPij).
(32)
Let T = {pˆi(i, t), Pˆij(t)} be the type of the sequence. We want
to find the number of sequences that have type T . We consider
a Markov chain where the transition probability from state i to
state j is Pˆij(t). Let N(T ) be the number of sequences whose
type is T . We have,
1 ≥ N(T ) exp((t− 1)
∑
i∈S
pˆi(i, t)
∑
j∈S
Pˆij(t) log Pˆij(t)). (33)
Let H be the set of types which satisfy |N0(t)t−1 − pi0| > 1.
Clearly, types in H also satisfy |N1(t)t−1 − pi1| > 1. Hence,
P(|N0(t)
t− 1 − pi0| > 1) =
∑
T∈H
N(T )P (T )
=
∑
T∈H
exp(−(t− 1)(pˆi(0, t)D(Pˆ01(t)||P01)
+ pˆi(1, t)D(Pˆ10(t)||P10)))
≤ (t+ 1)3 exp(−(t− 1) min
T∈H
(pˆi(0, t)D(Pˆ01(t)||P01)
+ pˆi(1, t)D(Pˆ10(t)||P10))),
where the second equality follows from Equations (32) and
(33). The inequality follows since each of Pˆ01(t),Pˆ10(t), pˆi(0, t)
can take (t + 1) possible values and hence, |H| ≤ (t + 1)3.
Therefore the problem reduces to the following problem.
min
x,y
y
x+ y
D(x||P01) + x
x+ y
D(y||P10),
subject to | y
x+ y
− pi0| > 1, | x
x+ y
− pi1| > 1,
x ≥ 0, y ≥ 0,
x ≤ 1, y ≤ 1.
Let (x∗, y∗) be a solution to the above problem. Using
Pinsker’s inequality, we obtain D(x∗||P01) ≥ 2(x∗ − P01)2
and D(y∗||P10) ≥ 2(y∗ − P10)2. We know that
( x
∗
x∗+y∗ − P01P01+P10 )2 > 12 and (
y∗
x∗+y∗ − P10P01+P10 )2 > 12.
(
x∗
P01 + P10
− P01
P01 + P10
)2
=
[
(
x∗
P01 + P10
− x
∗
x∗ + y∗
)2 + (
x∗
x∗ + y∗
− P01
P01 + P10
)2
+ 2(
x∗
P01 + P10
− x
∗
x∗ + y∗
)(
x∗
x∗ + y∗
− P01
P01 + P10
)
]
>
[
1
2 + 2(
x∗
P01 + P10
− x
∗
x∗ + y∗
)(
x∗
x∗ + y∗
− P01
P01 + P10
)
]
,
(34)
where the inequality follows since ( x
∗
P01+P10
− x∗x∗+y∗ )2 ≥ 0.
Similarly, we obtain
(
y∗
P01 + P10
− P10
P01 + P10
)2
>
[
1
2 + 2(
y∗
P01 + P10
− y
∗
x∗ + y∗
)(
y∗
x∗ + y∗
− P10
P01 + P10
)
]
.
(35)
Hence, using Equations (34) and (35),
y∗D(x∗||P01)
x∗ + y∗
+
x∗D(y∗||P10)
x∗ + y∗
> 21
2(P01 + P10)
2.
The rest of the proof follows immediately.
APPENDIX C
PROOF OF LEMMA 4
We take Ct := {|N0(t)t−1 − pi0| > 1}. Therefore,
n∑
t=1
P(D0,t) =
n∑
t=1
P(D0,t, Cct ) + P(D0,t, Ct)
≤
n∑
t=1
P(|Pˆ01,N0(t) − P01| > 1, |
N0(t)
t− 1 − pi| ≤ 1) + P(Ct)
≤
∞∑
s0=1
P(|Pˆ01,s0 − P01| > 1) +
n∑
t=1
P(Ct)
≤
∞∑
s0=1
2 exp(−2s012) +
n∑
t=1
P(Ct)
≤ 1
12
+
∞∑
t=1
(t+ 1)3 exp(−2(t− 1)12(P01 + P10)2),
where the third inequality follows from Lemma 1 and the
last inequality follows form Lemma 3. Proof for
n∑
t=1
P(D1,t)
follows in a similar manner.
APPENDIX D
PROOF OF LEMMA 5
Case I: P01 + P10 = 1
H2(Pˆ01(t)||1− Pˆ10(t))
= 1−
√
Pˆ01(t)(1− Pˆ10(t))−
√
(1− Pˆ01(t))Pˆ10(t)
≤ |Pˆ01(t) + Pˆ10(t)− 1|
≤ |Pˆ01(t)− P01|+ |Pˆ10(t)− P10|+ |P01 + P10 − 1|,
where the first inequality follows from the fact if Pˆ01(t) ≥
1−Pˆ10(t), then H2(Pˆ01(t)||1−Pˆ10(t)) ≤ Pˆ01(t)+Pˆ10(t)−1,
else H2(Pˆ01(t)||1−Pˆ10(t)) ≤ 1−Pˆ01(t)−Pˆ10(t). The second
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inequality follows from the triangle inequality. We take Ct :=
{|N0(t)t−1 − pi0| > } and  = 1(t−1)1/4 . Hence,
n∑
t=1
P(H2(Pˆ01(t)||1− Pˆ10(t)) ≥ 1
t1/4
)
≤
n∑
t=1
P(|Pˆ01(t)− P01|+ |Pˆ10(t)− P10|
+ |P01 + P10 − 1| ≥ 1
t1/4
, Cct ) + P(Ct)
≤
n∑
t=1
P(3|Pˆ01,N0(t) − P01| ≥
1
t1/4
, |N0(t)
t− 1 − pi0| ≤ )+
P(3|Pˆ10,N1(t) − P10| ≥
1
t1/4
, |N1(t)
t− 1 − pi1| ≤ ) + P(Ct)
≤
∞∑
s0=1
P(3|Pˆ01,s0 − P01| ≥
1
s01/4
)
+
∞∑
s1=1
P(3|Pˆ10,s1 − P10| ≥
1
s11/4
) +
n∑
t=1
P(Ct)
≤
∞∑
t=1
4 exp(−2
9
√
t) +
∞∑
t=1
(t+ 1)3 exp(−2√t− 1).
The second inequality follows from the fact that x+ y + z ≤
3 max{x, y, z}. It also utilizes the fact that P01 +P10 = 1 and
hence, P(3|P01 + P10 − 1| ≥ 1t1/4 ) = 0. The last inequality
follow from Lemma 1 and Lemma 3.
Case II: P01 + P10 6= 1
We take Dt := {|Pˆ10(t)−P10| < 1, |Pˆ01(t)−P01| < 1} and
choose 0 < 1 <
|P01+P10−1|
2 . Hence,
n∑
t=τ
P(H2(Pˆ01(t)||1− Pˆ10(t)) < 1
t1/4
)
≤
n∑
t=τ
P(H2(Pˆ01(t)||1− Pˆ10(t)) < 1
t1/4
, Dt) + P(Dct ).
Now, if P01 + P10 < 1, then since P01 + 1 < 1− P10 − 1,
P(H2(Pˆ01(t)||1− Pˆ10(t)) < 1
t1/4
, Dt)
< P(H2(P01 + 1||1− P10 − 1) < 1
t1/4
).
Hence, if τ > 1H8(P01+1||1−P10−1) ,
n∑
t=τ
P(H2(Pˆ01(t)||1− Pˆ10(t)) < 1
t1/4
)
≤
n∑
t=τ
P(H2(P01 + 1||1− P10 − 1) < 1
t1/4
) + P(Dct )
≤
n∑
t=1
P(Dct ) ≤
n∑
t=1
P(|Pˆ10(t)− P10| > 1)
+
n∑
t=1
P(|Pˆ01(t)− P01| > 1).
Similarly, if P01 + P10 > 1, then
P(H2(Pˆ01(t)||1− Pˆ10(t)) < 1
t1/4
, Dt)
< P(H2(P01 − 1||1− P10 + 1) < 1
t1/4
).
The rest of the proof follows from Lemma 4.
APPENDIX E
PROOF OF LEMMA 6
P(p˜∗s < p− p) ≤ P
(
D(pˆs||p− p) > log f(t)
s
, pˆs < p− p
)
≤ P(D(pˆs||p) > log f(t)
s
+ 2p
2, pˆs < p
)
≤
n∑
s=1
P
(
D(pˆs||p) > log f(t)
s
+ 2p
2, pˆs < p
)
≤
n∑
s=1
exp
(
− s
(
2p
2 +
log f(t)
s
))
≤
∞∑
s=1
1
f(t)
exp(−2sp2) ≤ 1
2p2f(t)
,
where the second and fourth inequalities follow from Lemma
1 and Corollary 1, respectively. The last inequality uses the
fact that
∞∑
s=1
exp(−sx) = 1ex−1 ≤ 1x . Hence,
n∑
s=1
P(p˜∗s < p− p) ≤
∞∑
t=1
1
2p2f(t)
≤
∫ ∞
0
dt
2p2f(t)
≤ 2
p2
.
The last inequality follows from the fact that 1 + x log2(x) ≥
x log2(x) and
∫∞
e
dx
x log2(x)
= 1.
APPENDIX F
PROOF OF LEMMA 7
P(q˜∗s > q + q) ≤ P
(
D(qˆs||q + q) > log f(t)
s
, qˆs > q + q
)
≤ P(D(qˆs||q) > log f(t)
s
+ 2q
2, qˆs > q
)
≤
n∑
s=1
P
(
D(qˆs||q) > log f(t)
s
+ 2q
2, qˆ(s) > q
)
≤
n∑
s=1
exp
(
− s
(
2q
2 +
log f(t)
s
))
≤ 1
2q2f(t)
,
where the second and fourth inequalities follow from Lemma
1 and Corollary 1, respectively. The rest of the proof is similar
to Lemma 6.
APPENDIX G
PROOF OF LEMMA 8
κ1 ≤
n∑
s=c
P(D(p2 + 1|| (p1 − p)(q2 − 1)
q1 + 1
) ≤ a
s
)
= (
a
D(p2 + 1|| (p1−p)(q2−1)q1+1 )
− (c− 1))+,
where the inequality follows from the fact that
D(p2 + 1|| (p1−p)(q2−1)q1+1 + Z(s)) ≤ as implies
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D(p2 + 1|| (p1−p)(q2−1)q1+1 ) ≤ as . The equality follows
since P(D(p2 + 1|| (p1−p)(q2−1)q1+1 ) ≤ as ) is either 0 or 1
depending on the value of s.
κ2 ≤
n∑
s=c
P(D(q2 − 1|| (q1 + 1)(p2 + 1)
p1 − p ) ≤
a
s
)
= (
a
D(q2 − 1|| (q1+1)(p2+1)p1−p )
− (c− 1))+,
where the inequality follows since D(q2− 1|| (q1+1)(p2+1)p1−p −
Z(s)) ≤ as implies D(q2 − 1|| (q1+1)(p2+1)p1−p ) ≤ as .
APPENDIX H
PROOF OF LEMMA 9
κ3 ≤
n∑
s=c
P(D(µˆs|| p− p
p− p + q + 1 ) ≤
a
s
)
≤
∞∑
s=1
P(µˆs ≥ µ+ 1)
+
n∑
s=c
P(D(µˆs|| p− p
p− p + q + 1 ) ≤
a
s
, µˆs < µ+ 1)
≤ 1
212
+
n∑
s=c
P(D(µ+ 1|| p− p
p− p + q + 1 ) ≤
a
s
)
=
1
212
+ (
a
D(µ+ 1|| p−pp−p+q+1 )
− (c− 1))+,
where the third inequality follows from Lemma 1.
APPENDIX I
PROOF OF THEOREM 2
We know that σi = pi01 + p
i
10. The upper bound on
the regret of the UCB-SM (RUCB−SM , say) [10] for arms
modeled as two-state Markov chains (where r(s, i) = s) is
lim
n→∞
RUCB−SM
logn =
∑
i 6=1
4L
(µ1−µi) , where L =
360
min
i
σi
. The asymp-
totic upper bound on the regret of H-KL-UCB (RH−KL−UCB ,
say) is derived in Theorem 1.
1) Truly Markovian arms: For truly Markovian arms, we have,
∑
i 6=1
∆i
[ 1
D(pi01||p
1
01p
i
10
p110
)
1{p101pi10 < p110}+
1
D(pi10||p
1
10p
i
01
p101
)
]
≤
∑
i 6=1
∆i[
p110
2
2(pi01p
1
10 − p101pi10)2
+
p101
2
2(pi10p
1
01 − p110pi01)2
]
≤
∑
i 6=1
1
2(µ1 − µi)(pi01 + pi10)2
≤
∑
i 6=1
1
2(µ1 − µi) min
i
(pi01 + p
i
10)
2 ,
(36)
where the first inequality follows from Lemma 1. The second
inequality follows from the facts that ∆i = µ1 − µi =
pi01p
1
10−p101pi10
(pi01+p
i
10)(p
1
01+p
1
10)
and (p110 + p
1
01)
2 ≥ (p110)2 +(p101)2, respec-
tively. RH−KL−UCBlogn ≤ RUCB−SMlogn holds if 12min
i
(pi01+p
i
10)
2 ≤
360∗4
min
i
(pi01+p
i
10)
which results in min
i
σi ≥ 12880 .
2) i.i.d. optimal and truly Markovian suboptimal arms: Proof
follows directly from Equation (36) and the fact that µ1 = p101
and 1− µ1 = p110.
3) Truly Markovian optimal and i.i.d. suboptimal arms:∑
i 6=1
∆i
D(µi|| p
1
01
p101+p
1
10
)
=
∑
i 6=1
∆i
D(µi||µ1) ≤
∑
i 6=1
1
2(µ1 − µi) ,
where the inequality follows from Lemma 1. Hence,
RH−KL−UCB
logn ≤ RUCB−SMlogn .
4) i.i.d. arms: Since the upper bound on the regret of H-KL-
UCB meets the lower bound, the result follows immediately.
APPENDIX J
KL-UCB-MC ALGORITHM
Algorithm 2 KL-UCB-MC
1: Input K (number of arms).
2: Choose each arm once.
3: if (state of arm i = 0) then
4: Update Ui using Equation (1).
5: else
6: Update Ui using Equation (2).
7: end if
8: Choose At = arg max
i
Ui.
KL-UCB-MC is a variation of standard KL-UCB for i.i.d.
rewards [8], [9]. The main idea is to obtain a confidence
bound for the estimate of pi01 (estimate of p
i
10) and use the
estimate of pi10 (estimate of p
i
01) in state 0 (state 1) of arm
i using KL-UCB. This is represented by Equations (1) and
(2), respectively. Intuitively, the main difference between KL-
UCB-MC and H-KL-UCB is that KL-UCB-MC is always in
the STP_PHASE of H-KL-UCB, irrespective of the arm being
truly Markovian or i.i.d. Therefore, the asymptotic upper bound
on the regret of KL-UCB-MC is same as that of H-KL-UCB
for truly Markovian arms, irrespective of the arms being truly
Markovian or i.i.d.
The resulting asymptotic upper bound on the regret is smaller
than that of [10] (See Theorem 2). However, KL-UCB-MC
results in large constants in the regret for i.i.d. rewards (given by
Theorem 1(a)). Asymptotic performances of KL-UCB-MC and
H-KL-UCB are exactly same for arms with truly Markovian
rewards. We know that the asymptotic upper bound on the regret
of KL-UCB-MC is less than that of [10] if min
i
(pi01 + p
i
10) ≥
1
2880 (See Theorem 2). Numerical results reveal (See Figure 2)
that even when this condition is not met, the asymptotic regret
upper bound is less than that of [10].
APPENDIX K
RATIONALE BEHIND CHOICE OF HELLINGER DISTANCE
The rationale behind choice of Hellinger distance over
KL distance which is a natural choice for representing
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similarity between two probability distributions in the bandit
literature, is as follows. In Lemma 5, we prove that if
Bt := {H2(Pˆ01(t)||1 − Pˆ10(t)) < 1t1/4 }, the events in the
sequence {Bt}∞t=0 occur infinitely often if P01+P10 = 1. This
is same as proving
∞∑
t=1
P(H2(Pˆ01(t)||1 − Pˆ10(t)) < 1t1/4 ) is
finite if P01+P10 = 1. To show this, we utilize the relationship
H2(Pˆ01(t)||1− Pˆ10(t)) ≤ |Pˆ01(t) + Pˆ10(t)− 1|
≤ |Pˆ01(t)− P01|+ |Pˆ10(t)− P10|+ |P01 + P10 − 1|.
(37)
Now, if we replace H(.||.) by D(.||.), we need to prove that
if Gt := {D2(Pˆ01(t)||1 − Pˆ10(t)) < 1t1/4 }, the events in the
sequence {Gt}∞t=0 occur infinitely often iff P01 +P10 = 1. To
prove this, we need to find an appropriate upper bound on KL
distance, similar to Equation (37). Pinsker’s inequality which
is a well-known bound on the KL distance, provides a lower
bound and hence, cannot be used for the proof. In [19], the
authors propose the following upper bound on KL distance
D(Pˆ01(t)||1− Pˆ10(t))
≤ 1− 2(Pˆ01(t) + Pˆ10(t)) + (Pˆ01(t) + Pˆ10(t))
2
Pˆ10(t)(1− Pˆ10(t))
.
Hence, unlike Equation (37), in this case, Pˆ01(t) and Pˆ10(t)
cannot be separated. Hence, we cannot apply Chernoff’s bound
to show the finiteness of
∞∑
t=1
P(D(Pˆ01(t)||1− Pˆ10(t)) < 1t1/4 ).
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