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Resumen
Con el fin de codificar y ocultar un determinado conjunto de ima´genes en escala de grises,
este trabajo propone un esquema extendido de criptograf´ıa visual en el cual el proceso de
decodificacio´n simula un efecto cocktail party, debido a que con el uso de te´cnicas biome´tri-
cas es posible segregar las ima´genes codificadas.
Palabras clave: Biometr´ıa, Efecto Cocktail Party, Criptograf´ıa Visual, Criptograf´ıa Visual
Extendida.
Abstract
In order to encode and hide a given set of gray-level images, we propose an Extended Visual
Cryptography Scheme for which the decoding process simulates a cocktail party effect, be-
cause the use of biometric techniques it is possible to segregate the encoded images.
Keywords: Biometrics, Cocktail Party Effect, Extended Visual Cryptography, Visual Cry-
ptography.
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Introduccio´n
“El arte de ocultar informacio´n”, es la frase que mejor describe el papel de la criptograf´ıa
en la vida real. A trave´s de la historia, su estudio ha facilitado la resolucio´n de problemas
en cuanto a la inseguridad en las comunicaciones; desde el siglo VI antes de Cristo, cuando
en la civilizacio´n griega surgio´ el primer co´digo para cifrar informacio´n; el “esc´ıtalo”.
Para dar un ejemplo del objetivo de las te´cnicas que van a ser descritas en este trabajo, se
procedera´ a suponer que un grupo de piratas desea ocultar un tesoro, y su localizacio´n se
sen˜ala en un mapa dibujado en un pergamino. Para mantener la confidencialidad de esta
informacio´n, de entre los miembros del grupo se elige un grupo elite y se parte el mapa
del tesoro en tantos pedazos como miembros de este grupo hay, de forma tal, que la u´nica
manera de recuperar de nuevo el mapa y con e´ste, la localizacio´n del tesoro, sea que todos
los miembros de este grupo se reu´nan y aporten el correspondiente pedazo concedido. Si el
trozo del mapa de alguno de ellos falta, la localizacio´n del tesoro no puede ser establecida.
Con el objeto de cifrar una imagen binaria X , dos cient´ıficos israel´ıes del Instituto Weizmann
de Ciencias, Moni Naor y Adi Shamir introdujeron los esquemas de criptograf´ıa visual en
1995. En este caso X es cifrada con el uso de n transparencias que no son ma´s que mapas
de bits en blanco y negro, la imagen X es recuperada o descifrada al sobreponer k transpa-
rencias predeterminadas de las n originales. De esta forma, se podr´ıa decir que k de los n
participantes originales comparten un secreto.
Las siguientes ima´genes muestran una solucio´n al problema de confidencialidad de los pi-
ratas de acuerdo al esquema propuesto por Naor y Shamir con dos participantes, ambos
pertenecientes al grupo elite.
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(a) Imagen secreta. (b) Transparencia 1. (c) Transparencia 2. (d) Imagen recuperada.
Figura 0-1: Ejemplo de un esquema propuesto por Naor y Shamir.
La criptograf´ıa visual para ser descifrada no requiere de conocimientos especializados en
criptograf´ıa ni de vastos ca´lculos computacionales, lo cual no la convierte en insegura, ya
que su eficiencia depende ma´s de otros aspectos, como la forma en que se realiza la expansio´n
de los pixeles (ya que e´sta compone la clave de descifrado), posibles rotaciones de la imagen
o pedazos de ella, entre otros.
Cada transparencia se obtiene haciendo una expansio´n de pixeles adecuada, es decir, cada
pixel es dividido en subpixeles de tal manera que al sumarlos se obtenga un pixel totalmente
negro, y los pixeles blancos queden con la menor cantidad de ruido posible.
Tiempo despue´s del descubrimiento de Naor y Shamir, Droste (entre otros autores) introdujo
una de tantas variaciones que consiste en dividir la imagen en transparencias, pero cada
transparencia es otra imagen que no tiene relacio´n alguna con la que se pretende ocultar; de
nuevo, al apilar k de tales ima´genes, se recupera la imagen cifrada.
Los esquemas descritos trabajan con ima´genes en blanco-negro, pero ¿que´ sucede con ima´ge-
nes en escala de grises? Para este tipo de ima´genes se aplica una te´cnica de medios tonos,
halftone, y luego se procede con el cifrado. En el caso de querer cifrar una gran cantidad
de ima´genes en escala de grises, se puede aplicar una te´cnica de ocultamiento de ima´genes
en medios tonos como DHSED (Data Hiding Stochastic Error Diffusion) o DHSPT (Data
Hiding by Smart Pair Toggling). Si se captura una imagen en la cual se han ocultado varias
ima´genes y se desconoce tanto el me´todo de ocultamiento como el de halftone, la te´cnica que
arroja mejores resultados es DHSPT.
El presente trabajo propone un esquema de criptograf´ıa visual extendido, en el cual varias
ima´genes en escala de grises se ocultan en un conjunto dado de ima´genes mediante procesos
esteganogra´ficos. La imagen final que contiene todas las ima´genes ocultas es dividida en
varios trozos, a cada uno de los cuales se les aplica por separado la expansio´n de pixeles para
obtener las transparencias que sera´n repartidas al grupo de participantes.
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Para el proceso de descifrado, se usan te´cnicas biome´tricas, o patrones de identificacio´n. Cada
elemento, sea un rostro humano o de un animal; o sea un objeto cualquiera, cuenta con una
geometr´ıa propia y por tanto, con puntos de referencia que ayudan a definir o delimitar rasgos
propios de dicho individuo independiente de la posicio´n en la que se encuentre. Estos puntos
son la base de un grafo ela´stico que particiona la imagen, permitiendo identificar cua´les
regiones pertenecen a la imagen que se extrae y cua´les no. Este proceso de decodificacio´n
simula un efecto de fiesta de cocktail, el cual se ha estudiado ampliamente para sonidos; y
que en este trabajo sera´ aplicado en ilustraciones.
En el cap´ıtulo 1 de este documento se dan algunos conceptos ba´sicos de procesamiento de
ima´genes, te´cnicas de medios tonos y biometr´ıa. En el cap´ıtulo 2, el lector encontrara´ una
breve introduccio´n a la criptograf´ıa en general. La criptograf´ıa visual sera´ tratada en el
cap´ıtulo 3 y por u´ltimo en el cap´ıtulo 4 se encontrara´n los algoritmos propuestos de cifrado-
descifrado, algunos experimentos y resultados. Al finalizar se encuentran las conclusiones
generales de esta investigacio´n.
Los resultados de esta investigacio´n han sido aprobados para su publicacio´n en la revista Ad-
vances in Computer Science and Engineering. Adema´s, dichos resultados se han socializado
en eventos nacionales e internacionales: nacionales, como el XVIII Congreso Colombiano de
Matema´ticas (CCM 2011), llevado a cabo en la ciudad de Bucaramanga en el mes de julio de
2011, en la calidad de poster, e internacionales como el VI Congreso Iberoamericano de Se-
guridad Informa´tica (CIBSI 2011), el cual tuvo lugar en Bucaramanga en noviembre de 2011,
en la calidad de ponencia, y la IV Conferencia Internacional en Ima´genes para la Deteccio´n
y Prevencio´n del Crimen (4th International Conference on Imaging for Crime Detection and
Prevention (ICDP-11)), llevado a cabo en la ciudad de Londres en noviembre de 2011, en la
calidad de poster. Las memorias de este u´ltimo evento sera´n publicadas por el Instituto de
Ingenier´ıa y Tecnolog´ıa (siglas en ingle´s, IET) en las librer´ıas digitales IET Digital Library y
IEEE/IET Electronic Library (disponibles en IEEE Xplore), de igual manera sera´ indexado
por INSPEC.

1 Procesamiento de ima´genes
El cuerpo humano es objeto de constantes estudios debido a la complejidad del funciona-
miento de sus sistemas. Uno de ellos es el sistema o´ptico, el cual le ofrece al individuo una
interaccio´n con el mundo que lo rodea a partir de percepciones.
1.1. Algunas definiciones ba´sicas
1.1.1. Imagen
La imagen es una percepcio´n visual que se representa matema´ticamente con una matriz de
taman˜o m× n, las coordenadas de cada elemento de esta matriz corresponden a las coorde-
nadas de cada pixel (contraccio´n de picture element) dentro de la imagen y el valor de cada
elemento de la matriz corresponde a una amplitud asociada -color, intensidad, luminosidad
o nivel de gris-.
En el caso monocroma´tico, una imagen digital bidimensional Q es una funcio´n escalar de
dos variables q(x, y) que corresponde al nivel de gris del pixel q de coordenadas (x, y),
Q =
{
q(x, y)|0 ≤ x ≤ m, 0 ≤ y ≤ n}.
Si se asume como 0 el color negro y como 1 (o 255) el color blanco o transparente, los
diferentes niveles de gris, en una imagen monocroma´tica asumira´n, por lo tanto, valores
entre estos dos de manera tal que entre ma´s claro sea el nivel, ma´s alto es el valor asociado.
Existen diversos me´todos para la descripcio´n de colores en una imagen a color, el sistema
utilizado en los monitores es el RGB (Red-Green-Blue), donde el negro se describe como
la ausencia de color, es decir, (0, 0, 0) y el blanco como presencia en pleno de todos los
colores, es decir, (1, 1, 1) ( o (255, 255, 255)). Los dema´s colores se obtienen mezclando las
intensidades de rojo, verde y azul que son los colores primarios en este sistema; por otra
parte, el sistema utilizado en la impresoras es el CMYK (Cyan-Magenta-Yellow-Key) donde
el blanco es la ausencia de color y el negro es la presencia en pleno de todos los colores y los
dema´s colores se obtienen como mezcla de los colores primarios cyan, magenta, amarillo y
negro respectivamente. As´ı, una imagen a color es una funcio´n vectorial q(x, y) que a cada
pixel q con coordenadas (x, y) le asocia los niveles de los colores primarios segu´n el modelo
de descripcio´n de colores a utilizar.
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1.1.2. Contraste
Se define como contraste la diferencia relativa en intensidad de color entre un pixel de la
imagen y sus vecinos.
Entre ma´s parecida sea la intensidad de color en ambos pixeles, menor es el valor de contraste
(Ver figura 1-1).
Figura 1-1: El cuadro de la izquierda tiene ma´s contraste que el cuadro de la derecha.
1.1.3. Histograma
Estad´ısticamente, un histograma es un diagrama de barras que muestra las frecuencias de
los valores que puede tomar una variable aleatoria.
En ima´genes, un histograma es un diagrama de barras donde se ilustran las frecuencias de
los niveles de grises; es decir, es una representacio´n gra´fica de la cantidad de pixeles que
tienen el mismo nivel de gris.
Los histogramas sirven para mejorar la calidad de una imagen en propiedades como nitidez,
brillo y contraste, entre otras.
1.1.4. Ruido
El ruido es informacio´n no deseada que contamina la imagen, es la variacio´n aleatoria (que
no se corresponde con la realidad) del brillo o el color en las ima´genes digitales producido
por el dispositivo de entrada (la ca´mara digital, esca´ner, ca´mara web, etc.).
A continuacio´n, se describen las clases de ruido ma´s comunes.
Ruido de sal y pimienta
Esta clase de ruido se caracteriza porque los pixeles ruidosos presentes en la imagen son
muy diferentes en color o intensidad a los pixeles vecinos. Generalmente, este tipo de ruido,
afectara´ a una pequen˜a cantidad de pixeles. Al ver la imagen, se encuentran puntos blancos
sobre zonas oscuras o puntos negros sobre zonas claras, de ah´ı el te´rmino sal y pimienta.
Defectos que contribuyen a este tipo de ruido son las manchas de polvo dentro de las o´pticas
de la ca´mara, que realizara´ una captura erro´nea.
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Ruido Gaussiano
Cada pixel de la imagen sufre un pequen˜o cambio de valor de acuerdo con la distribucio´n
normal o gaussiana, cuya funcio´n de probabilidad es
f(x) =
1√
2πσ
e−
(x−µ)2
2σ2 ,
donde µ es el promedio o media y σ la desviacio´n esta´ndar.
Se podr´ıan aplicar otro tipo de distribuciones, pero la normal se considera el modelo ma´s
aproximado debido al teorema central del l´ımite.
Ruido blanco
Es una sen˜al aleatoria que se caracteriza porque sus valores de sen˜al en dos tiempos diferentes
no guardan correlacio´n estad´ıstica. Por consiguiente, su densidad espectral de potencia es
una constante, es decir, su gra´fica es plana. Esto significa que la sen˜al contiene todas las
frecuencias y todas ellas muestran la misma potencia, similar al feno´meno que ocurre con la
luz blanca, de all´ı su nombre.
1.1.5. Filtros
Los filtros son te´cnicas utilizadas en procesamiento de ima´genes para suavizar una imagen,
eliminar o reducir la presencia de ruido, extraer algu´n elemento espec´ıfico de la imagen,
detectar bordes, entre muchos otros usos. A continuacio´n se definira´n los filtros ma´s usados
en la eliminacio´n y reduccio´n de ruido de una imagen. Cabe anotar que la eleccio´n del tipo
de filtrado depende del tipo de ruido que se quiere eliminar.
Filtros lineales
Se caracterizan por el uso de ma´scaras de convolucio´n predefinidas y por ser operadores
lineales. Dentro de los filtros lineales ma´s usados se encuentran:
Filtro de la Media: es una te´cnica de suavizado que causa un efecto mı´nimo en los
bordes de la imagen, usado para remover ruido de sal y pimienta. En este caso, cada
pixel es reemplazado por la media ponderada de sus vecinos. La ma´scara de convolucio´n
para una media mo´vil de taman˜o 3× 3 ma´s usada es
1
9
1 1 1
1 1 1
1 1 1
.
Este filtro puede presentar una disminucio´n de la nitidez y perdida de detalles en la
imagen.
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Filtro Gaussiano: es utilizado en el procesamiento de numerosas ima´genes y algorit-
mos computacionales en la reduccio´n de ruido gaussiano y atenuacio´n de las frecuencias
altas. Su nu´cleo de convolucio´n se aproxima a la discretizacio´n de la distribucio´n expo-
nencial con media en el pixel a tratar y desviacio´n esta´ndar σ. Un ejemplo de ma´scara
de convolucio´n de taman˜o 3× 3 es
1
10,84
0,60653 0,7788 0,60653
0,7788 1 0,7788
0,60653 0,7788 0,60653
.
Filtros no lineales
Operan de forma no lineal sobre los pixeles vecinos. Dentro de los filtros no lineales ma´s
usados se encuentran:
Filtro de la Mediana: es una te´cnica de suavizado que causa un efecto mı´nimo en
la imagen original. Usado para remover ruido de sal y pimienta. Aqu´ı se calcula la
mediana en sus vecinos. Presenta una disminucio´n de la nitidez mucho menor que los
filtros lineales.
Filtro Mı´nimo Error Cuadra´tico: es un filtro adaptativo ya que modifica su compor-
tamiento dependiendo de las caracter´ısticas locales de la imagen. En zonas constantes
de la imagen, la varianza local sera´ muy parecida a la varianza del ruido, y el filtro
se convierte en la media, en zonas de la imagen con alta varianza (zonas de bordes),
pra´cticamente la imagen permanece intacta.
1.1.6. Operaciones morfolo´gicas
Son operadores algebraicos llamados elementos estructurales, que se aplican a ima´genes bi-
narias para extraer componentes u´tiles en la representacio´n de la forma, como: contornos,
esqueletos, envolventes convexos, etc.
Al aplicar tales operadores algebraicos se pretende:
simplificar las ima´genes,
eliminar elementos irrelevantes,
preservar caracter´ısticas fundamentales.
La figura 1.2(a) muestra un ejemplo de mapa de bits que se va a transformar por medio
de las operaciones morfolo´gicas definidas a continuacio´n, con el mismo elemento estructural
mostrado en la figura 1.2(b).
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(a) Imagen original. (b) Elemento
estructural.
Figura 1-2: Ejemplo de ima´genes a transformar.
Dilatacio´n y erosio´n
La dilatacio´n y la erosio´n son las dos operaciones fundamentales que define el a´lgebra de
morfolog´ıa matema´tica. Estas dos operaciones se pueden aplicar en diferentes combinaciones
con el fin de obtener operaciones ma´s sofisticadas. La remocio´n de ruido en ima´genes binarias
proviene de un ejemplo simple de aplicacio´n de las operaciones de dilatacio´n y erosio´n.
El lenguaje de la morfolog´ıa booleana es el mismo de la teor´ıa de conjuntos. Aquellos puntos
de un conjunto que son morfolo´gicamente transformados conforman el conjunto de puntos
seleccionados, y aquellos en el conjunto complemento son considerados como no selecciona-
dos. En ima´genes binarias (booleanas), el conjunto de pixeles seleccionados corresponde a
las ima´genes en primer plano y el conjunto de pixeles no seleccionados conforman el fondo
de la imagen.
Una dilatacio´n es una transformacio´n morfolo´gica que combina dos conjuntos mediante el uso
de un vector adicio´n de sus elementos, con el objetivo de aumentar el nivel de los valores de
los pixeles en el entorno de los objetos presentes en la imagen. En particular, una dilatacio´n
del conjunto de pixeles negros de una imagen binaria por otro conjunto B, es el conjunto
de todos los puntos obtenidos por la adicio´n de los puntos de B a los puntos en el conjunto
subyacente de pixeles negros, [19].
Figura 1-3: Dilatacio´n de la imagen 1.2(a), con el elemento estructural 1.2(b).
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Una erosio´n se basa en reducir el nivel de los pixeles del entorno de un objeto; puede ser
obtenida por la dilatacio´n del complemento de los pixeles negros y tomando el complemento
del conjunto de puntos resultante.
Figura 1-4: Erosio´n de la imagen 1.2(a), con el elemento estructural 1.2(b).
El nu´mero de pixeles a los que se aumenta o reduce el nivel depende del taman˜o y forma
del elemento estructural usado para procesar la imagen. La dilatacio´n y la erosio´n expande
y contrae los objetos dentro de la imagen, pero e´sta no cambia de taman˜o.
Para calcular la dilatacio´n se superpone el pixel central del elemento estructural a cada pixel
de la imagen de entrada, as´ı el pixel de la imagen de entrada se altera en funcio´n de los
valores de los pixeles del entorno, definidos por el elemento estructural. El valor del pixel
de salida sera´ el ma´ximo entre todos los pixeles presentes en la vecindad. En el caso de la
erosio´n el pixel de salida sera´ el mı´nimo.
Apertura y cierre
Una apertura de una imagen binaria es obtenida primero erosionando la imagen con un
elemento estructural y luego dilatando el resultado usando el mismo elemento estructural.
Figura 1-5: Apertura de la imagen 1.2(a), con el elemento estructural 1.2(b).
El cierre se obtiene dilatando la imagen con un elemento estructural y luego haciendo una
erosio´n del resultado con el mismo elemento estructural, [19].
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Figura 1-6: Cierre de la imagen 1.2(a), con el elemento estructural 1.2(b).
1.1.7. Fusio´n
Hace parte del a´lgebra de ima´genes en blanco y negro que consiste en la suma binaria bit a
bit de todas las ima´genes que se quieren fusionar, las cuales deben tener el mismo taman˜o.
En el grupo de figuras 1-7 se puede observar el resultado de una fusio´n de cuatro ima´genes
naturales.
(a) Lena. (b) Saturno. (c) Leo´n. (d) Rostro.
(e) Fusio´n.
Figura 1-7: Ejemplo de fusio´n de ima´genes binarias naturales.
El principal inconveniente que presenta este me´todo es que al fusionar gran cantidad de
ima´genes binarias solo se vera´ una pantalla blanca.
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1.2. Conversio´n de ima´genes en escala de grises a
ima´genes binarias
Existen varias te´cnicas para convertir una imagen en escala de grises en una imagen binaria,
a continuacio´n se describen las dos ma´s utilizadas en aplicaciones industriales.
La primera te´cnica consiste en la segmentacio´n de la imagen mediante la obtencio´n de una
escala de gris llamada umbral, y la segunda es una simulacio´n del proceso usado por las
impresoras en el cual cada tono de gris se obtiene mediante puntos blancos y negros que dan
la sensacio´n visual de un tono continuo.
1.2.1. Umbralizacio´n de Otsu
Los diversos objetos que se pueden presentar en una imagen tienen caracter´ısticas que dife-
rencian unos de otros, tales como nivel de gris, brillo, intensidad, etc. La segmentacio´n de
una imagen busca extraer un objeto que se destaca de los dema´s apoya´ndose en la semejanza
entre los pixeles pertenecientes al objeto en cuestio´n y sus diferencias con el resto.
En este caso se definen dos distribuciones de probabilidad para cada nivel de gris,
p1(i) =
h(i)
T∑
i=0
h(i)
y p2(i) =
h(i)
255∑
i=T+1
h(i)
,
donde h(i) es la frecuencia del nivel de gris i en toda la imagen y T es llamado el umbral
con el cual el objeto a extraer queda blanco y el resto de la imagen en negro.
Si el objeto es ma´s claro que los dema´s (incluyendo el fondo), la asignacio´n de color es
g(x, y) =
{
0 si i < T,
1 si i ≥ T,
pero si el objeto es ma´s oscuro que los dema´s objetos de la imagen y que el fondo, la
asignacio´n sera´ al contrario, es decir,
g(x, y) =
{
0 si i ≥ T,
1 si i < T.
Otsu, desarrollo´ un me´todo para determinar el umbral T mediante la maximizacio´n de la
varianza total de las distribuciones de probabilidad p1(i) y p2(i), cuya dispersio´n total se
define por
σc(T ) =
T∑
i=0
p1(i)
T∑
i=0
p1(i) +
255∑
i=T+1
p2(i)
(E1(i)− Ec(T ))2 +
255∑
i=T+1
p2(i)
T∑
i=0
p1(i) +
255∑
i=T+1
p2(i)
(E2(i)− Ec(T ))2 ,
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donde, E1(i) y E2(i) son las esperanzas de p1(i) y p2(i), respectivamente
E1(i) =
T∑
i=0
ip1(i) y E2(i) =
255∑
i=T+1
ip2(i),
y Ec(T ) es la esperanza combinada
Ec(T ) =
T∑
i=0
p1(i)
T∑
i=0
p1(i) +
255∑
i=T+1
p2(i)
E1(i) +
255∑
i=T+1
p2(i)
T∑
i=0
p1(i) +
255∑
i=T+1
p2(i)
E2(i).
En la figura 1-8 se puede observar una imagen binaria a partir de una imagen natural en
escala de grises mediante el me´todo de umbralizacio´n tomando como umbral 0.3.
(a) Imagen en escala de grises. (b) Imagen binaria.
Figura 1-8: Ejemplo de una imagen binaria a partir de una imagen natural en escala de
grises.
1.2.2. Medios tonos digitales
Las impresoras en blanco y negro plasman tonos grises en el papel mediante la presencia o
ausencia de tinta negra ya que no cuentan con tinta en tonos grises. Estas salidas en blancos
y negros crean la ilusio´n de tonos grises continuos y se conoce como medio tono o halftoning.
Existen varias te´cnicas para convertir una imagen en escala de grises continuas en una imagen
que contiene so´lo 1s y 0s; algunas de ellas se muestran a continuacio´n:
Ma´scara de Ruido Azul: es una novedosa te´cnica de medios tonos digitales, debido a
que el semitono se consigue por una comparacio´n pixel a pixel de una imagen en escala
de grises con un arreglo matricial (trama de semitonos), la ma´scara de ruido azul. Esta
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ma´scara esta´ disen˜ada para que la imagen de medios tonos obtenga las caracter´ısticas
del ruido azul (ruido de alta frecuencia) en el dominio de la frecuencia. Mitsa y Parker
proponen un algoritmo para la construccio´n de la ma´scara de ruido azul y un algoritmo
para la construccio´n de patrones binarios en los cuales, las estad´ısticas de primer orden
son iguales y las estad´ısticas de segundo orden son diferentes, [14].
Tramado Ordenado: el patro´n binario que resulta despue´s del arreglo de tramado orde-
nado es un umbral en un nivel constante que se llama el perfil de puntos para ese nivel.
Kermisch y Roetling derivaron una expresio´n para la Transformada de Fourier de una
imagen de semitonos en te´rminos de la Transformada de Fourier de la imagen original.
Allebach presento´ un ana´lisis del perfil de puntos para el caso tramado ordenado y
describio´ su relacio´n con la Transformada de Fourier de la imagen de medios tonos,
[14].
Difusio´n del Error: es un tipo de te´cnica de medios tonos, en la cual la medida del error
de un pixel es distribuida a sus pixeles vecinos que au´n no han sido procesados. Floyd
y Steinberg describieron un sistema para realizar el error de difusio´n en una imagen
digital basados en un nu´cleo simple. En este caso las ima´genes son cuantificadas a un
nu´mero de niveles igualando el nu´mero de subpixeles por transparencia, m. Durante
el proceso de tramado al nivel del pixel, cualquier pixel con tono continuo se expande
a una matriz de subpixeles en blanco y negro definida por el nivel de gris de los
pixeles originales. La proporcio´n de pixeles blancos en esta matriz se refiere a pixeles
transparentes, [20].
A continuacio´n se dara´n ma´s detalles de esta u´ltima te´cnica ya que es la usada en este
proyecto.
Difusio´n del error
En el algoritmo de medios tonos por difusio´n de error, el error de cuantificacio´n en cada pixel
es filtrado y se realimenta a la imagen de entrada con el fin de difundir el error entre los
pixeles vecinos en escala de grises. En este documento, se utiliza el nu´cleo de Floyd-Steinberg
para difundir el error a los pixeles vecinos el cual se muestra en la tabla siguiente, donde x
representa el pixel actual, [2].
0 0 0
0 x 7
16
3
16
5
16
1
16
Cuadro 1-1: Filtro de Floyd-Steinberg para la difusio´n del error.
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Sea X una imagen en escala de grises con valores de pixel x(i, j) y sea Y la imagen en medios
tonos de salida. A continuacio´n se describen los pasos del algoritmo utilizado.
1. Calcular el error a difundir a(i, j),
a(i, j) =
1
16
1∑
k,l=−1
e(i− k, j − l) ker(k, l), (1-1)
donde e(i, j) es el error de medio tono y ker(k, l) denota los coeficientes del filtro de
Floyd-Steinberg mostrados en la tabla 1-1.
2. Actualizar el valor del pixel x(i, j),
f(i, j) = x(i, j) + a(i, j). (1-2)
3. Comparar el valor del pixel en escala de gris actualizado f(i, j) con un umbral T (T = 128)
y especificar el pixel en medio tono de salida y(i, j),
y(i, j) =
{
0 si f(i, j) < T,
255 si f(i, j) ≥ T.
(1-3)
4. Calcular el error de medio tono,
e(i, j) = f(i, j)− y(i, j). (1-4)
Nota: Si se utilizan valores entre 0 y 1, los valores de los pixeles se dividen entre 255 y el
umbral T tomar´ıa el valor de 0,5.
(a) Imagen en escala de grises. (b) Imagen en medios tonos.
Figura 1-9: Ejemplo de la aplicacio´n de difusio´n del error a una imagen natural.
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1.3. Biometr´ıa
Biometr´ıa es la ciencia que establece la identidad de un individuo, basado en caracter´ısticas
f´ısicas o de conducta, mediante la aplicacio´n de te´cnicas matema´ticas y estad´ısticas sobre
estos rasgos. Las huellas dactilares, las retinas, el iris, los patrones faciales, las venas de
la mano o la geometr´ıa de la palma de la mano, representan ejemplos de caracter´ısticas
f´ısicas, mientras que entre los ejemplos de caracter´ısticas del comportamiento se incluye la
firma, el paso y el tecleo. La voz se considera una mezcla de caracter´ısticas f´ısicas y del
comportamiento, pero todos los rasgos biome´tricos comparten ambos aspectos, [24].
Hay dos enfoques predominantes en el problema de reconocimiento facial: el geome´trico
(basado en rasgos) y el fotome´trico (basado en lo visual). A medida que la investigacio´n
avanza se han venido desarrollando muchos algoritmos diferentes, tres de los cuales han sido
bien estudiados en la literatura del reconocimiento facial:
Ana´lisis de componentes principales (Principal Components Analysis,
PCA). Impulsada por Kirby y Sirivich en 1988, este algoritmo parte de una colec-
cio´n de ima´genes en la cual los rostros deben ser del mismo taman˜o y tener el mismo
a´ngulo de visio´n, es decir, deben estar alineados los ojos y la boca de las personas en
las ima´genes para facilitar la descomposicio´n en componentes ortogonales conocidos
como ‘Eigenfaces’.
Ana´lisis lineal discriminante (Linear Discriminant Analysis, LDA). Es una aproxima-
cio´n estad´ıstica para clasificar muestras desconocidas basada en ejemplos de entrena-
miento con datos conocidos. El objetivo es minimizar la varianza en datos relacionados
y maximizar varianza en datos no relacionados.
Correspondencia entre agrupaciones de grafos ela´sticos (Elastic Bunch Graph Mat-
ching, EBGM). Tiene en cuenta diferencias de expresio´n, postura e iluminacio´n que
los anteriores algoritmos no consideran, ya que realiza una convolucio´n entre el filtro
de Gabor y una plantilla ela´stica sobre la cual es proyectada el rostro para determinar
formas y caracter´ısticas individuales.
En este trabajo se usara´ la te´cnica de correspondencia entre agrupaciones de grafos ela´sticos
ya que permite procesar ima´genes mucho ma´s generales. A continuacio´n se mostrara´ el
desarrollo presentado por Wiskott, [22]. Se usara´ la notacio´n que se encuentra en el art´ıculo
para un mejor entendimiento.
Las caracter´ısticas locales de cada rostro se representan mediante la Transformada Wavelet
de Gabor. Las wavelets de Gabor son nu´cleos de convolucio´n biolo´gicamente motivados en
forma de ondas planas limitadas por una funcio´n gaussiana envolvente.
Se llama jet al conjunto de coeficientes de convolucio´n para los nu´cleos de diferentes orien-
taciones y frecuencias en un pixel de la imagen, describe una pequen˜a porcio´n de los valores
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de gris de una imagen I(~x) alrededor de un pixel dado, ~x = (x, y). Esta´ basado en una
Transformada Wavelet, definida como la convolucio´n:
Jj
(
~x
)
=
∫
I(~x)ψj(~x− ~x ′) d2~x ′,
con una familia de nu´cleos de Gabor
ψj
(
~x
)
=
k2j
σ2
e−
k2j x
2
2σ2
(
ei
~kj~x − e−σ
2
2
)
,
en forma de ondas planas con vector de onda ~kj, restringido por una funcio´n gaussiana
envolvente.
Para los rostros, se define un conjunto de puntos fiduciales o puntos de referencia; por
ejemplo, las pupilas, las esquinas de la boca, la punta de la nariz, la parte superior e inferior
de las orejas, etc. Un grafo etiquetado G que representa un rostro consta de N nodos en esos
puntos de referencia en las posiciones ~xn y E bordes entre ellos, (ver figura 1-10, imagen de
la derecha). Los nodos son etiquetados con jets Jn, los bordes son etiquetados con distancias
∆~xe = ~xn − ~xn′ , e = 1, . . . , E, donde e es el borde que conecta el nodo n′ con n; as´ı, las
etiquetas de los bordes son vectores de dos dimensiones. Se denomina grilla a la estructura
geome´trica de grafo que no esta´ etiquetado por jets.
Figura 1-10: Ejemplo para ubicar puntos de referencia.
Los grafos para diferentes posiciones de la cabeza difieren en caracter´ısticas geome´tricas y
locales. A pesar de que los puntos fiduciales se refieren a locaciones de objetos correspon-
dientes, algunos pueden estar tapados, y los jets as´ı como las distancias var´ıan debido a
la rotacio´n en profundidad. Para poder comparar los grafos de diferentes poses, se definen
manualmente los punteros para asociar los nodos correspondientes en los distintos grafos.
Para encontrar los puntos de referencia en rostros nuevos, es necesario contar con una repre-
sentacio´n general en lugar de modelos faciales individuales. Esta representacio´n debe cubrir
una amplia gama de posibles variaciones en el aspecto de las caras, como los ojos de di-
ferente forma, la boca o la nariz, los diferentes tipos de barbilla, las variaciones debidas a
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sexo, edad, raza, entre otras. Cubrir cada posible combinacio´n de caracter´ısticas en grafos
separados es algo engorroso, en su lugar, se combina un conjunto representativo de modelos
individuales de grafos en una estructura de tipo pila, llamado grupo de grafos faciales (Face
Bunch Graph, FBG), ver Figura 1-11.
Figura 1-11: Grupo de Grafos Faciales (siglas en ingle´s FBG).
Cada modelo tiene la misma estructura de grilla y los mismos nodos para identificar los
puntos de referencia. Un conjunto de jets que referencia un punto fiducial es llamado bunch
(o grupo). Un grupo ocular, por ejemplo, puede incluir jets para ojos cerrados, abiertos,
femeninos, masculinos, etc., con el fin de cubrir estas variaciones locales. Durante la ubicacio´n
de los puntos de referencia en un rostro nunca antes visto, se selecciona el jet que mejor se
ajusta, -llamado el experto local -, del grupo dedicado a cada punto de referencia. As´ı, la
combinacio´n completa de jets en el grupo de grafos esta´ disponible, cubriendo una gama
mucho ma´s amplia de variaciones faciales que las representadas en la construccio´n de los
modelos de grafos a constituirse.
La manera ma´s simple para generar los grupos de grafos faciales es manualmente, generando
un grafo por cada pose junto con los apuntadores para indicar cua´les parejas de nodos en
los grafos de poses diferentes corresponden a cada otro. Una vez el sistema tenga un grupo
de grafos faciales, los grafos para nuevas ima´genes pueden ser generados automa´ticamente
mediante correspondencia de agrupaciones de grafos ela´sticos (EBGM). Inicialmente, cuando
el FBG contiene solo algunos rostros, es necesario revisar y corregir las correspondencias
resultantes, pero una vez el FBG este´ lo suficientemente enriquecido se puede confiar en las
correspondencias y generar grandes galer´ıas de grafos “modelo” automa´ticamente.
La definicio´n manual de grafos se hace en tres pasos.
1. Dada una imagen se marca un conjunto de puntos de referencia en los centros de grave-
dad de aquellas zonas cuyas caracter´ısticas son fa´cil de identificar (pupilas, esquinas de
la boca, etc.). Esto permite seleccionar puntos fiduciales de regiones con caracter´ısticas
de fa´cil reconocimiento pero que no son visibles debido al a´ngulo en el que se encuentra
el rostro.
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2. Se dibujan los bordes entre puntos de referencia y las etiquetas de los bordes son
calculadas automa´ticamente, as´ı como las diferencias entre las posiciones de los nodos.
3. La Transformada Wavelet de Gabor provee los jets para los nodos.
Figura 1-12: Ejemplos de grafos para rostros en diferentes posiciones.
En la Figura 1-12 se pueden observar ejemplos de grillas para diferentes poses. Los nodos
son ubicados automa´ticamente en el grafo ela´stico por una comparacio´n con un grupo de
grafos faciales correspondiente.
1.4. Efecto de fiesta de cocktail
En una fiesta de cocktail se encuentran concentrados una gran cantidad de est´ımulos sonoros
como mu´sica, diversas conversaciones, ruidos externos, etc. El cerebro humano tiene la ca-
pacidad de aislar y fijar su atencio´n en una conversacio´n o sonido espec´ıfico. Este feno´meno
se denomina efecto de fiesta de cocktail (cocktail party effect).
El efecto fue descrito por primera vez por Colin Cherry, en 1953, debido a problemas pre-
sentados por los controladores de tra´fico ae´reo en la de´cada de 1950. En ese momento, los
controladores recib´ıan mensajes de los pilotos por los altavoces en la torre de control. As´ı que
el hecho de escuchar las voces entremezcladas de muchos pilotos en un u´nico altavoz, hizo
que la tarea del controlador fuera muy dif´ıcil.
Cherry propuso algunos factores que pueden facilitar el disen˜o de un “filtro” que podr´ıa
separar voces.
Las voces provienen de diferentes direcciones.
Lectura de labios, gestos, etc.
Diferentes voces hablando, velocidad media, ge´nero del conversador, entre otros.
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Diferentes acentos.
Probabilidades de transicio´n (basados en to´picos subjetivos, sintaxis, dina´mica de las
voces, etc.).
Todos los factores, excepto el u´ltimo, pueden ser removidos por el recuerdo de dos mensajes
provenientes del mismo conversador en cinta magne´tica. Cherry sugirio´ que los humanos
tienen una amplia memoria de probabilidades de transicio´n que hacen fa´cil la prediccio´n de
secuencias de palabras, [1].
Adema´s existe un tipo de filtro de audio en el cerebro humano que selecciona el canal al
cual debe prestar atencio´n a partir de los muchos tipos de sonidos percibidos. Este feno´meno
es todav´ıa en gran medida un tema de investigacio´n, ya que el mecanismo neuronal en el
cerebro humano no es del todo claro y es investigado incluso con ima´genes y todas aquellas
percepciones que son representables por medio de sen˜ales.
El efecto de fiesta de cocktail puede ser analizado en relacio´n a dos problemas diferentes.
El primer problema de intere´s, ha sido tradicionalmente el de reconocimiento: ¿co´mo los
humanos segregan los sonidos del habla provenientes de diferentes emisores? ¿Es posible
construir una ma´quina para hacer esta tarea? ¿Que´ claves en el original son importantes
para la separacio´n de una voz de otras conversaciones y el ruido de fondo? ¿Puede y debe
utilizar una ma´quina las mismas claves para la tarea, o puede recurrir a otras pruebas
acu´sticas que los humanos no son eficientes en detectar?
El problema inverso es el de s´ıntesis de las claves que pueden ser usadas para mejorar la
capacidad del oyente con el fin de separar una voz de otra en un sistema de voz interactivo
[1].
Me´todos de ana´lisis de sen˜ales con efecto de fiesta de cocktail
A continuacio´n se describen algunas de las te´cnicas ma´s utilizadas en procesamiento de
sen˜ales para la separacio´n de sen˜ales mezcladas con efecto de fiesta de cocktail.
Separacio´n Ciega de Fuentes (Blind Source Separation, BSS). Es un problema t´ıpico
en procesamiento de sen˜ales, consiste en la recuperacio´n de las fuentes originarias S
y no observadas a partir de mezclas X de esas fuentes. Matema´ticamente: X = AS,
donde A es la matriz de mezclado.
Ana´lisis de Componentes Principales (Principal Components Analysis, PCA). Es una
te´cnica tradicional de proyeccio´n sobre un subespacio para reconocimiento de caras
que decorrelaciona las sen˜ales de entrada utilizando estad´ısticos de segundo orden
(minimizando el error cuadra´tico medio de proyeccio´n).
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Ana´lisis de Componentes Independientes (Independent Components Analysis, ICA).
Es una herramienta de ana´lisis cuyo objetivo es descomponer una sen˜al observada
(imagen de un rostro) en una combinacio´n lineal de fuentes independientes. Minimiza
mayores o´rdenes de dependencia.
Ana´lisis de Discriminante Lineal (Linear Discriminant Analysis, LDA). Es una te´cnica
de aprendizaje supervisado para clasificar datos. La idea central es obtener una pro-
yeccio´n de los datos en un espacio de menor (incluso igual) dimensio´n que los datos
entrantes, con el fin de maximizar lo mejor posible la separabilidad de las clases. No
busca minimizar el error de representacio´n cometido.
Siendo las ima´genes representadas por medio de sen˜ales, las te´cnicas antes descritas para la
separacio´n de sonidos, tambie´n pueden ser aplicadas para separar ima´genes que se encuentran
mezcladas con otras. Ese es uno de los propo´sitos centrales de este trabajo.
2 Criptograf´ıa
2.1. Algunos conceptos ba´sicos
2.1.1. Criptograf´ıa
Etimolo´gicamente, la palabra criptograf´ıa proviene de la unio´n de los te´rminos griegos
κρυπτ o´ς (krypto), que significa ‘oculto’ y γραϕǫιν (graphos), que significa ‘escritura’. As´ı,
su traduccio´n literal es ‘escritura oculta’ y su definicio´n, segu´n el Diccionario de la Real
Academia de la Lengua Espan˜ola, es: “Arte de escribir con clave secreta o de un modo
enigma´tico”; aunque, hace mucho tiempo dejo´ de ser un arte para convertirse en una te´cnica
y ma´s exactamente, en una serie de te´cnicas que se utilizan para ocultar una informacio´n
sea de la naturaleza que esta sea.
Cabe anotar que la palabra criptograf´ıa so´lo hace referencia al uso de co´digos, por lo que no
reu´ne a las te´cnicas que se usan para romper dichos co´digos, conocidas en su conjunto como
criptoana´lisis. En cualquier caso ambas disciplinas esta´n ı´ntimamente ligadas; no se puede
olvidar que cuando se disen˜a un sistema para cifrar informacio´n, hay que tener muy presente
su posible criptoana´lisis, ya que en caso contrario se podr´ıan presentar sorpresas, [13].
Por su parte, el te´rmino criptolog´ıa, el cual au´n no ha sido incluido en el Diccionario de la Real
Academia de la Lengua Espan˜ola, representa la unio´n de la criptograf´ıa y el criptoana´lisis.
2.1.2. Criptosistema
Un criptosistema es una qu´ıntupla (M, C,K, E ,D) donde:
M, es el conjunto de todos los textos en claro, es decir, aquella informacio´n que se
pretende ocultar.
C, es el conjunto de todos los mensajes cifrados o criptogramas.
K, es el conjunto de todas las claves que se pueden emplear en el criptosistema.
E , es el conjunto de transformaciones de cifrado o funciones que se aplican a cada
elemento deM para obtener un elemento de C. Existe una transformacio´n Ek diferente
para cada valor posible de la clave k ∈ K.
D, es el conjunto de transformaciones de descifrado, ana´logo a E.
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Todo criptosistema satisface la condicio´n
Dk
(
Ek(m)
)
= m,
lo que significa que al cifrar un texto en claro m, usando una clave k y luego ese resultado
descifrarlo usando la misma clave k, se volvera´ al mensaje inicial m.
Hay dos clases fundamentales de criptosistemas:
Criptosistemas de clave sime´trica o secreta. En este caso, la idea fundamental consiste
en usar la misma clave tanto para cifrar como para descifrar, lo que genera el inconve-
niente de ¿co´mo transmitir de manera segura la clave?, ya que la debe conocer tanto
el emisor como el receptor.
Criptosistemas de clave pu´blica. Emplean doble clave (ks, kp), una clave privada ks, y
una clave pu´blica kp. Una de ellas se usa para el cifrado y la otra para el descifrado,
en algunos casos las claves se pueden intercambiar, es decir, si se usa ks para cifrar
y kp para descifrar tambie´n funciona si se usan al contrario, kp para cifrar y ks para
descifrar. Un criptosistema de clave pu´blica debe garantizar que el conocimiento de la
clave pu´blica no ayuda a conocer la clave privada. Tienen como desventaja el costo tan
elevado para ser implementado computacionalmente.
2.2. Resen˜a histo´rica
El origen de la criptograf´ıa se remonta sin duda a los or´ıgenes del hombre, desde que apren-
dio´ a comunicarse. Entonces, tuvo que encontrar medios para asegurar la confidencialidad
de una parte de sus comunicaciones.
En el antiguo Egipto, la escritura jugo´ a veces ese papel. Sin embargo, el primer testimonio de
uso deliberado de me´todos te´cnicos que permitieran cifrar los mensajes viene de Grecia; sobre
el siglo VI antes de Cristo, y se llama Esc´ıtalo. Ma´s tarde, los eje´rcitos romanos utilizaron
para comunicarse el cifrado de Ce´sar. Adema´s merece mencio´n especial Sexto Julio Frontino,
pol´ıtico del Imperio Romano, uno de los ma´s importantes aristo´cratas de finales del siglo
I. Es principalmente famoso por sus obras y tratados, especialmente por uno que habla de
los acueductos de la ciudad de Roma. Durante su vida, Frontino escribio´ un tratado teo´rico
sobre la ciencia militar, el cual se ha perdido. La obra que s´ı ha perdurado, Strategemata,
es una coleccio´n de ejemplos de ta´cticas militares empleadas durante la hegemon´ıa de los
mundos griego y romano, [23].
Despue´s, durante cerca de diecinueve siglos, se asiste al desarrollo ma´s o menos ingenioso de
te´cnicas de cifrado experimentales, donde la seguridad resid´ıa esencialmente en la confianza
que quisieran darle los usuarios.
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En el Islam se destaca el sabio a´rabe conocido como Al-Kindi (801 – 873), importante filo´sofo
y estudioso de las Ciencias. Autor de numerosos libros, uno de sus tratados ma´s importantes,
redescubierto el an˜o 1987, en el archivo Sulaimaniyyah de Estambul, esta´ relacionado con la
criptograf´ıa y se titula Sobre el desciframiento de mensajes criptogra´ficos.
La criptograf´ıa en Europa data de la edad media, el primer libro europeo que describe el uso
de la criptograf´ıa fue escrito en el siglo XIII por el monje franciscano Roger Bacon, titulado
La ep´ıstola sobre las obras de arte secretas y la nulidad de la magia. En e´l, se describen
siete me´todos distintos para mantener en secreto los mensajes. Por otro lado, en el an˜o 1379,
Gabriele de Lavinde de Parma, escribio´ el primer manual sobre criptograf´ıa. En 1563, el f´ısico
Giambattista Della Porta, crea un sistema con la particularidad de cifrar bloques de dos en
dos letras, el cual ha sido utilizado con e´xito durante ma´s de tres siglos. Fue el inventor del
primer sistema literal de clave doble, es decir, la primera cifra en la cual el alfabeto cifrante
muda cada letra. Este sistema poli-alfabe´tico era extremadamente robusto para la e´poca, de
modo que, muchos consideran a Della Porta como el ‘padre de la criptograf´ıa moderna’.
El desarrollo de los cifrados poli-alfabe´ticos empezo´ con Leon Battista Alberti, quien en 1568
publico´ un manuscrito describiendo un disco de cifrado que define mu´ltiples sustituciones.
La contribucio´n importante de Alberti es dar la posibilidad de cambiar el tipo de sustitucio´n
durante el proceso de cifrado. En 1586, Blaise de Vigene`re, generalizo´ el criptosistema de
Julio Ce´sar utilizando todos los corrimientos posibles.
En los an˜os 1600, se comenzo´ a dar soluciones a los criptosistemas existentes. En 1624,
Augustus II, duque alema´n, escribio´ el libro Cryptomenytices et cryptographiae, libri IX,
en el que se dedicaba a la solucio´n de varios criptosistemas. En 1663, en Roma, el jesuita
Athanasius Kircher, escribio´ el libro Polygraphia nova et universalis, que consta de una
coleccio´n de criptosistemas usados en la e´poca.
Para los an˜os 1700, siguieron los tratados dedicados al criptoana´lisis. En 1781, a causa de un
concurso en Viena, se descubrieron quince claves de los sistemas criptogra´ficos de esa e´poca.
A principios del siglo XIX, Thomas Jefferson, invento´ una ma´quina constituida por diez
cilindros que estaban montados en un eje de forma independiente, en donde se colocaba
el alfabeto y al girar los cilindros quedaba cifrado el mensaje. En el siglo XIX, Kerchoffs
establecio´ los principios de la criptograf´ıa moderna. Los algoritmos modernos usan una clave
para controlar el cifrado y descifrado de los mensajes. Generalmente, el algoritmo de cifrado
es pu´blicamente conocido y sometido a pruebas por parte de expertos y usuarios. Se acepta
por lo tanto, la denominada hipo´tesis de Kerckhoffs, que establece que la seguridad del
cifrado debe residir exclusivamente en el secreto de la clave y no en el del mecanismo de
cifrado.
En la Primera Guerra Mundial (1914 – 1918), los cifrados todav´ıa eran hechos por dife-
rentes asociaciones del alfabeto (cifrado por permutacio´n) y los mensajes eran llevados por
el hombre, usando medios de transporte muy lentos, de tal forma que hab´ıa lugares a los
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cuales era imposible llevar el mensaje, como a barcos, aviones y submarinos; por lo que se
comenzaron a usar dispositivos como el tele´fono, el tele´grafo y la radio. Este u´ltimo era fa´cil
de transportar, lo cual cambio´ radicalmente las comunicaciones; sin embargo, de este modo
los mensajes eran tambie´n fa´cilmente interceptados. As´ı que se justifico´ incrementar el uso
de la criptograf´ıa.
Hasta 1918 los cifrados se hac´ıan manualmente, lo que causaba muchos errores en el proceso
de cifrar y descifrar, de tal modo que los cripto´grafos comenzaron a crear ma´quinas para tales
fines. Por ejemplo, en Estados Unidos desde 1861 hasta 1980 se registraron 1769 patentes
relacionadas con la criptograf´ıa. A principios de los an˜os veinte ya hab´ıa un gran nu´mero de
estas ma´quinas, dando gran seguridad en la transmisio´n de informacio´n, esta de´cada fue la
edad de oro para las ma´quinas de cifrado. Una de las ma´s populares fue Enigma (ver figura
2-1), creada por el ingeniero alema´n Arthur Scherbius; en Japo´n inventaron a Purple; en
Estados Unidos ten´ıan Sigaba y la versio´n inglesa se llamo´ Typex. De igual forma en 1922,
Arvid Damm crea la compan˜´ıa Aktiebolget Cryptograph, que llego´ a ser una de las ma´s
grandes proveedoras de equipo criptogra´fico de la e´poca, no so´lo para la industria militar
sino tambie´n para bancos e industrias comerciales y de servicios.
Figura 2-1: Enigma.
En 1926 la marina alemana decidio´ comprar la ma´quina Enigma, que fue patentada hasta
1928, fecha en que Scherbius murio´. Iro´nicamente, en 1929 su invento se vendio´ a gran escala
en todo el mundo.
De 1939 a 1945 se hab´ıan producido alrededor de treinta mil ma´quinas Enigma. No fue
oficial, pero la fuerza ae´rea alemana era el usuario ma´s grande con veinte mil del total de
estas ma´quinas. Sin embargo, la seguridad de los alemanes no so´lo depend´ıa de Enigma.
En 1931, la firma Siemens Halske patento´ un dispositivo de telecomunicaciones llamado
Geheimschreiber, que fue usado durante y despue´s de la Segunda Guerra Mundial.
En 1948 y 1949 dos art´ıculos de Claude Shannon, Teor´ıa matema´tica de la comunicacio´n y
La teor´ıa de la comunicacio´n de los sistemas secretos, dieron los cimientos cient´ıficos a la
criptograf´ıa borrando tanto vanas promesas como falsos prejuicios. Shannon probo´ que el
cifrado de Vernam introducido algunas decenas de an˜os antes, todav´ıa llamado One Time
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Pad, era el u´nico sistema incondicionalmente seguro ya que la clave generada de manera
aleatoria se utiliza solo una vez.
Despue´s de la guerra se inicio´ el desarrollo de la electro´nica y las computadoras. Crip-
tosistemas con algoritmos ma´s sofisticados fueron implementados en la transmisio´n de la
informacio´n, pero aun eran usadas ma´quinas del tipo Enigma como la M-209 Converter o
C-36 inventada por Boris Hagelin, la cual fue usada hasta principios de los an˜os cincuenta
por la armada norteamericana. Como muchas otras actividades, la criptograf´ıa paso´ a ser
dominada predominantemente por quienes ganaron la guerra. As´ı se inicio´ la nueva era de la
criptograf´ıa electro´nica. En la de´cada de los cincuenta, el panorama mundial estaba dirigido
a otra etapa pol´ıtica, que conocemos como Guerra Fr´ıa. La hegemon´ıa occidental se concen-
traba en Estados Unidos; su localizacio´n geogra´fica le permitio´ crecer econo´micamente, de
tal modo que era un buen lugar para el desarrollo cient´ıfico. Por ejemplo, un grupo de ex
oficiales de la marina crearon a ERA (Engineering Research Associates), con el propo´sito de
desarrollar e investigar lo que se refiere a la seguridad. Los proyectos Demon y Goldberg se
dedicaron a hacer criptoana´lisis en masa y a gran velocidad.
La necesidad pol´ıtica de penetrar los altos niveles sovie´ticos y del bloque del Este, hizo que
Estados Unidos adoptara una mejor organizacio´n en el estudio de lo que llamaron Comunica-
cio´n de Inteligencia (COMINT). Cuatro grupos de Estados Unidos se dedicaban a tal tarea,
en particular al criptoana´lisis: The Army Security Agency (ASA), The National Security
Group, The Security Services of the Air Forces, y The Armed Forced Security Agency (AF-
SA). Por razones de eficiencia, el presidente Harry Truman decidio´ centralizar los servicios
de COMINT, creando el 4 de Noviembre de 1952, la National Security Agency (NSA), que
se encargar´ıa de todos los aspectos de comunicacio´n de inteligencia.
En Europa otras organizaciones como la North Atlantic Treaty Organization (NATO), desa-
rrollaron tecnolog´ıa para la seguridad en la informacio´n, con la finalidad de crear un dis-
positivo esta´ndar, es decir, un equipo que pudiera ser utilizado por varios pa´ıses. De esto
resulto´ la KL-7 y KW-27.
Compan˜´ıas como la International Business Machines Corporation (IBM), crearon a prin-
cipio de los an˜os sesenta un sistema llamado Harvest, el cual contaba con una unidad de
criptoana´lisis de alta velocidad; as´ı mismo, en 1976 aparece la CRAY-1, la cual es una de las
ma´s veloces hasta la fecha, e´sta cuenta con ma´s de doscientos mil circuitos integrados. Una
de e´stas fue adquirida por la NSA, para ser utilizada en el criptoana´lisis.
A principios de los an˜os setenta, la criptograf´ıa estaba por iniciar la e´poca de los circuitos
integrados y el desarrollo en los algoritmos, concretamente, el uso de las matema´ticas mo-
dernas. Por ejemplo, en 1975, se publica la creacio´n de IBM, el sistema Data Encryption
Standard (DES), que ha sido uno de los ma´s usados hasta la fecha.
Un an˜o importante para la criptograf´ıa fue el de 1976, cuando W. Diffie y M. Hellman,
crearon el concepto de criptosistema de clave pu´blica, es decir, un sistema donde la clave
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de cifrado se puede encontrar en un directorio pu´blico de usuarios; sin embargo, la clave de
descifrado es diferente y no se obtiene fa´cilmente de la primera.
Poco ma´s tarde, en 1978, se da a conocer el criptosistema de clave pu´blica ma´s seguro y
usado hasta la fecha, el RSA. Sus inventores R. L. Rivest, A. Shamir y L. Adleman, del
MIT, proponen la funcio´n de un so´lo sentido que utiliza el exponente mo´dulo un nu´mero
entero n, producto de dos nu´meros primos y que tiene como seguridad la dificultad de
factorizar a un nu´mero n de entre cien y doscientos d´ıgitos. La necesidad de romper este
criptosistema desarrolla la teor´ıa de factorizar nu´meros grandes, cosa que despue´s justifica
la aparicio´n de las curvas el´ıpticas en criptograf´ıa.
Otro sistema que se ha mantenido hasta hoy, es el propuesto por T. El Gamal en 1984, que
basa su seguridad en el problema del logaritmo discreto que aun no se ha podido resolver
satisfactoriamente de manera ra´pida.
En la mayor parte del mundo existen centros de investigacio´n en la seguridad de la infor-
macio´n; por ejemplo, en 1988, se crea el European Institute for System Security, que entre
sus objetivos esta´ el desarrollar investigacio´n en todos los campos que tengan que ver con la
seguridad de la informacio´n, en particular con la criptograf´ıa. Varios de sus miembros son
reconocidos matema´ticos.
Muchas a´reas de las matema´ticas han podido ser usadas para crear criptosistemas, como los
campos finitos y factorizacio´n de nu´meros enteros. Otros ejemplos son: en 1970, R. J. McE-
liece, desarrollo´ un criptosistema de clave pu´blica basado en co´digos detectores-correctores
de errores; en los an˜os ochenta, V. Varadharajan, propuso distintas estructuras de anillos que
pueden ser aplicados en la generalizacio´n del sistema RSA; en 1984, Lidl y Mu¨ller, proponen
polinomios de permutacio´n; en 1985, de forma independiente V. Miller y N. Koblitz, usan la
teor´ıa de curvas el´ıpticas para crear criptosistemas, estas curvas fueron propuestas por Lens-
tra para factorizar nu´meros enteros; en 1988, J. Buchmann y H. Williams, proponen usar
campos cuadra´ticos reales e imaginarios; en 1995 R. Scheidler y H. Williams, usan campos
cicloto´micos, etc. Otro tipo de protocolo propuesto recientemente por el grupo de la IBM,
usa la teor´ıa de incertidumbre y se le conoce como criptograf´ıa cua´ntica.
Las universidades y compan˜´ıas que actualmente se dedican a investigar y desarrollar tec-
nolog´ıa en criptograf´ıa son: University of Waterloo, Massachusetts Institute of Technology
(MIT), University of California in Berkeley, Stanford, University of Wisconsin in Milwaukee,
the Royal Holloway University of London, y entre las compan˜´ıas privadas esta´n American
Telegraph and Telephone (AT&T), Nippon Telegraph and Telephone (NTT), RSA Data
Security, IBM, Siemens, Matsushita, Certicom, Thompson, etc. Pierre es profesor e investi-
gador en la Escuela Nacional Superior de Te´cnicas Avanzadas (Ecole Nationale Supe´rieure
de Techniques Avance´es, ENSTA), su campo de investigacio´n son los criptosistemas basados
en la teor´ıa de co´digos correctores de errores. Tambie´n existe un grupo de investigadores
de la Universidad George Mason de Virginia, que trabajan desde varios an˜os atra´s en una
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herramienta capaz de detectar ima´genes esteganografiadas en Internet. La novedosa ciencia
denominada estegana´lisis, permite detectar informacio´n escondida en ima´genes o archivos de
sonido, [23].
2.3. Cifrado de Vernam
El criptosistema de Vernam, se uso´ inicialmente en comunicaciones telegra´ficas haciendo uso
del co´digo Baudot el cual consiste en escribir cada cara´cter alfabe´tico como una secuencia
de cinco d´ıgitos binarios, razo´n por la cual emplea ba´sicamente un alfabeto binario. La clave
es una secuencia binaria aleatoria que tiene la misma longitud que el texto en claro y la
operacio´n aritme´tica es la suma d´ıgito a d´ıgito mo´dulo 2.
Por ejemplo, se quiere cifrar el mensaje ‘come soon’, en co´digo ACSII se tiene:
Mensaje: 00011 01111 01101 00101 10011 01111 01111 01110
Clave: 11011 00101 01011 00110 10110 10101 01100 10010
Criptograma: 11000 01010 00110 00011 00101 11010 00011 11100
Para recuperar el mensaje original se suma nuevamente al criptograma la secuencia aleato-
ria, ya que adicio´n y sustraccio´n coinciden en la aritme´tica mo´dulo 2. La originalidad del
procedimiento Vernam radica en que la clave se utiliza solamente una vez, pues, en caso
contrario, sucesivos criptogramas concatenados dar´ıan lugar a un cifrado tipo Vigene`re.
El me´todo Vernam fue utilizado durante la Segunda Guerra Mundial por esp´ıas de diversas
nacionalidades, a los que se les daba una secuencia binaria aleatoria con la recomendacio´n
de utilizarla para un u´nico proceso de cifrado. En c´ırculos criptogra´ficos se creyo´ durante
mucho tiempo en la seguridad total de este me´todo, pero fue Shannon, en 1949, el primero
en dar una prueba teo´rica de la misma.
2.4. Esteganograf´ıa
La esteganograf´ıa es el estudio de te´cnicas para ocultar en ima´genes datos invisibles, llamados
marcas de agua, de tal manera que la calidad perceptual de la imagen no se afecte y los datos
ocultos se puedan extraer por medio de algoritmos apropiados.
Debido a la proliferacio´n del intercambio de informacio´n visual, bien sea a trave´s de la
Internet, medios de comunicacio´n o de medios de almacenamiento tales como CD-ROM y
DVD; el ocultamiento de datos dentro de ima´genes es usado con propo´sitos como controlar los
derechos de autor (copyright) y autenticacio´n, hacer firmas digitales, prevenir la duplicacio´n
o falsificacio´n de documentos como tarjetas de identificacio´n, entre otros.
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Las marcas de agua se pueden clasificar de la siguiente manera.
Fra´giles. Se pueden romper con facilidad mediante operaciones comunes de procesa-
miento de ima´genes, su principal uso esta´ en la autenticacio´n.
Robustas. Esta´n disen˜adas para sobrevivir a un ataque intencional, son buenas para el
control de los derechos de autor.
Privadas. Utiliza la imagen original en el descifrado de la marca de agua.
Pu´blicas. Utiliza ima´genes diferentes a la original para descifrar la marca de agua.
La figura 2-2 muestra un ejemplo de marcas de agua fra´giles.
(a) Marca de agua. (b) Marca de agua.
(c) Imagen sin marca de agua. (d) Imagen marcada.
Figura 2-2: Ejemplo de marcas de agua fra´giles.
Existen diversas te´cnicas que permiten realizar marcas de agua, sin embargo, las ma´s utili-
zadas ocultan informacio´n de diferente naturaleza (bits de informacio´n, ima´genes e incluso
archivos) dentro de una imagen en escala de grises o a color. El objeto de esta investigacio´n
se basa en ilustraciones binarias, por tal razo´n so´lo se describen a continuacio´n algunas de
las te´cnicas para ocultar informacio´n dentro de ima´genes en blanco y negro.
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2.4.1. DHSED
Data Hiding by Stochastic Error Diffusion (DHSED) es un algoritmo para ocultar una ima-
gen binaria H en una imagen a medios tonos base, X . En lugar de ocultar datos en una
sola imagen, DHSED es un algoritmo que permite ocultar datos mediante marcas de agua
invisibles en dos ima´genes en medios tonos Y0 y Y1 al mismo tiempo, de tal modo que los
datos ocultos pueden ser vistos cuando se apilen las dos ima´genes, [2].
En lo que sigue, se asume que todas las matrices son de taman˜o M × N . Los pixeles en la
posicio´n (i, j) de X y Yk se denotan respectivamente, x(i, j) y yk(i, j), donde k = 0, 1. Sean
Hb y Hn las colecciones de pixeles blancos y negros presentes en H , en ese orden.
La primera imagen Y0 es generada aplicando el me´todo de difusio´n del error de Floyd-
Steinberg a la imagen X . DHSED aplica una dilatacio´n morfolo´gica a Hn con un elemento
estructural S y guarda el resultado en una matriz D, se puede generar una particio´n de los
pixeles de la imagen X en tres grupos.
1. P1: pixeles que pertenecen a Hn,
2. P2: pixeles que pertenecen a D ∩Hb,
3. P3: los pixeles que no pertenecen a D.
Nota: P2 corresponde a la estrecha franja an˜adida alrededor de Hn para construir D.
Para generar Y1 con respecto a los datos ocultos H , DHSED aplica el algoritmo de difusio´n
del error sobre X pero modifica el proceso por grupo de pixeles pertenecientes a cada uno
de los grupos.
1. Si el pixel (i, j) esta´ en P1, se aplica el me´todo tradicional de difusio´n del error.
2. Si el pixel (i, j) pertenece a P2, la ecuaciones 1-1 y 1-2 se usan para calcular a(i, j) y
f(i, j), pero la ecuacio´n 1-3 se cambia por y1(i, j) = y0(i, j) y en lugar de la ecuacio´n
1-4, se aplica la ecuacio´n
e1(i, j) = ma´x
(
mı´n(f1(i, j)− y1(i, j), 127), 127
)
. (2-1)
3. Si el pixel (i, j) esta´ en P3, y1(i, j) = y0(i.j) y e1(i.j) = 0.
Si la imagen en la cual se van ocultar los datos tiene zonas extensas con el mismo nivel de gris,
se causa un efecto de borde en la imagen marcada que puede revelar los datos sumergidos.
Para reducir este efecto, Attar propone una modificacio´n en la toma del umbral usado para
calcular el valor de salida y(i, j) en el algoritmo de difusio´n del error (ver ecuacio´n 1-3,
pa´gina 11). Tal modificacio´n requiere de una medicio´n del promedio de escala de grises en
cada pixel de la imagen de base X .
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Si se asumen a como umbral menor y b como umbral mayor, el umbral mo´vil Ta se calcula
mediante la ecuacio´n:
Ta =


a x(i, j) < l,
b x(i, j) ≥ u,
128 en otro caso,
(2-2)
donde l es un criterio que determina si el pixel es oscuro (l < 128) y u es un criterio para
decir si es claro (u > 128), por lo tanto, Ta = a < 128 en las zonas oscuras y Ta = b > 128
en las zonas claras.
Las figuras 2-3 ilustran un ejemplo de la aplicacio´n del algoritmo DHSED usando para
ima´genes en escala de grises con un umbral T = 128.
(a) Datos a ocultar. (b) Imagen original en
escala de grises.
(c) Imagen a medios tonos
sin datos ocultos Y0.
(d) Imagen a medios tonos
con datos ocultos Y1.
(e) Superposicio´n de Y0 y
Y1.
Figura 2-3: Ejemplo de DSHED, [2].
La figura 2-4 muestra la imagen marcada Y1 del ejemplo anterior, con un umbral mo´vil y
valores a = 70, b = 155, l = 90 y u = 130. No´tese que la primera letra ‘E’ de la marca de
agua es menos visible en la figura 2-4 que en la figura 2.3(d).
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Figura 2-4: Imagen marcada usando un umbral mo´vil, [2].
En los me´todos que siguen, los datos a ocultar son preprocesados con un co´digo de correccio´n
del error (ECC) para combatir el posible ruido presente en ellos. Luego a los datos ocultos
procesados y su correspondiente extraccio´n se les aplica un co´digo inverso de correccio´n del
error con el fin de obtener los datos originales, [9]. En este caso, no se encuentra informacio´n
acerca de la aplicacio´n de estos me´todos para ocultar ima´genes binarias, u´nicamente su
aplicacio´n con bits de informacio´n.
2.4.2. DHST
El me´todo para ocultar datos por autoconmutacio´n (Data Hiding Self Toggling), utiliza una
funcio´n generadora de nu´meros pseudo-aleatorios con una semilla conocida para generar un
conjunto de N posiciones pseudo-aleatorias. Luego se oculta un bit en cada posicio´n pseudo-
aleatoria obligando a que el pixel en dicha posicio´n no sea ni 0 ni 1 de acuerdo con el bit del
dato a incrustar. Normalmente, con una probabilidad de 0.5, el pixel en medio tono original
difiere del valor esperado y el pixel requiere ser cambiado. Para leer los datos incrustados
se usa el mismo generador de nu´meros pseudo-aleatorios con la misma semilla con el objeto
de identificar las posiciones pseudo-aleatorias y los bits de los datos incrustados pueden ser
extra´ıdos fa´cilmente.
DHST tiene la ventaja de ser demasiado simple, su complejidad para descifrar se basa en
la obtencio´n del co´digo inverso de correccio´n del error y los requerimientos computacionales
para cifrar esta´n en la obtencio´n del co´digo de correccio´n del error y la funcio´n generadora
de nu´meros aleatorios. Su principal desventaja es la poca calidad en la percepcio´n visual ya
que al trabajar con varios grupos de pixeles genera ruido de sal y pimienta, [9].
2.4.3. DHPT
Suponiendo que un pixel (llamado pixel maestro) en un lugar pseudo-aleatorio requiere auto-
conmutarse y existen M pixeles de color opuesto en la vecindad de 3× 3. En DHPT (Data
Hiding Pair Toggling), uno de los M pixeles (llamado pixel esclavo) es cambiado de manera
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aleatoria tambie´n por autoconmutacio´n. A pesar de que se introducen dos errores y no uno,
los dos errores son complementarios (uno positivo y el otro negativo) y tienden a cancelarse
entre s´ı, por lo tanto, el promedio de la intensidad local puede conservarse.
En el caso extremo que M sea cero, es decir, todos los pixeles de la vecindad 3× 3 sean del
mismo color, no se lleva a cabo la intercalacio´n complementaria.
La complejidad del proceso de codificacio´n DHPT es solo un poco ma´s largo que DHST
debido al par alternante. El proceso de decodificacio´n es el mismo que el de DHST. DHPT
tiende a generar menos ruido de sal y pimienta artificial, [9].
2.4.4. DHSPT
Se considera un pixel x0 en la posicio´n (m,n) y sus vecinos en una vecindad 3× 3,
x1 x2 x3
x4 x0 x5
x6 x7 x8
.
Data Hiding by Smart Pair Toggling (DHSPT) ba´sicamente funciona igual que DHPT con
la pequen˜a diferencia que el pixel esclavo no se selecciona de manera aleatoria, el candidato
con el menor ‘valor de conexio´n’ despue´s del intercambio conafter(m,n) es seleccionado como
el pixel esclavo. La conexio´n con(m,n) de un pixel con posicio´n (m,n) se define como
con(m,n) =
8∑
i=1
w(i)f (x0, xi) ,
f(x, y) =
{
1, x = y,
0, x 6= y,
donde w(i) = 1 para i = 1, 3, 6, 8 y w(i) = 2 con i = 2, 4, 5, 7. Se les da un peso ma´s alto a
los pixeles que esta´n a la izquierda, derecha, arriba y debajo por ser los pixeles ma´s cercanos
al pixel del centro x0 y visualmente son ma´s significativos cuando tienen el mismo color que
x0. El valor de con(m,n) es una medida que determina que´ tanto esta´ conectado un pixel
con sus vecinos adyacentes que tienen el mismo color; toma un valor entero entre 0 y 12.
El ma´ximo valor se obtiene cuando los nueve pixeles de la vecindad tienen exactamente el
mismo color. Si x0 es alternado con x0 y los ocho vecinos no son cambiados, entonces,
f(x0, xi) + f (x0, xi) = 1,
conbefore(m,n) + conafter(m,n) =
8∑
i=1
w(i)
[
f(x0, xi) + f (x0, xi)
]
=
8∑
i=1
w(i) = 12,
donde conbefore(m,n) y conafter son las conexiones del pixel antes y despue´s de la intercala-
cio´n, respectivamente.
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En DHSPT se evalu´a el valor de conexio´n para cada uno de los candidatos a ser pixel
esclavo. Para algu´n pixel esclavo x0, el pixel maestro xmaster esta´ en su vecindad de taman˜o
3 × 3 y x0 6= xmaster. Como los pixeles maestro y esclavo con pares alternantes entre s´ı, la
contribucio´n del pixel maestro en el valor de conexio´n del pixel esclavo sera´ de cero, tanto
antes como despue´s del intercambio. Si el pixel maestro y el esclavo son vecinos horizontales o
verticales, entonces el peso del pixel maestro es w(i) = 2 y conbefore(m,n)+ conafter(m,n) =
10, de otro modo, conbefore(m,n) + conafter(m,n) = 11.
La complejidad computacional del cifrado v´ıa DHSPT es mayor que la del cifrado v´ıa DHPT
debido a la necesidad de calcular el valor de conexio´n en bu´squeda del candidato a esclavo
o´ptimo. El proceso de decodificacio´n es similar al de DHST.
Una ventaja de DHSPT es permitir incrustar una gran cantidad de datos, algo que no es
muy aconsejable en algoritmos como DHSED, para el cual, adema´s es indispensable conocer
el me´todo de medios tonos utilizado en la imagen, [9].
Cuando una imagen en medios tonos esta´ disponible pero la imagen original y el proceso de
medios tonos no son conocidos, solo es posible ocultar datos mediante su modificacio´n, de
tal manera que la calidad visual es menos degradado.
2.4.5. DHED
En DHED (Data Hiding Error Diffusion), se aplica primero DHST seguido del algoritmo
regular de difusio´n del error (seccio´n 1.2.2). Los datos ocultos se pueden leer de la misma
forma que se leen en DHST, en el cual, un bit es oculto en cada una de las N posiciones
pseudo-aleatorias por autoconmutacio´n. Luego se aplica difusio´n del error a los pixeles usando
como ma´scara la matriz de Floyd-Steinberg (ver tabla 1-1, pa´gina 10).
Si (m,n) esta´ en una posicio´n pseudo-aleatoria en DHED en la cual DHST es aplicado para
ocultar un bit de datos, aunque, la difusio´n del error no se aplica a (m,n) y el valor de salida
y(m,n) se determina mediante DHST, los valores de a(m,n), f(m,n) y e(m,n) se calculan
as´ı:
a(m,n) =
1
16
[
e(m− 1, n− 1) + 5e(m− 1, n) + 3e(m− 1, n+ 1) + 7e(m,n− 1)],
f(m,n) = x(m,n) + a(m,n),
e(m,n) = f(m,n)− y(m,n).
La complejidad computacional de co´digo de ciframiento DHED es un poco ma´s alta que el
algoritmo regular de difusio´n del error, ba´sicamente por el co´digo de correccio´n y la funcio´n
generadora de nu´meros aleatorios, adema´s de que los algoritmos anteriores dejan rastros
de ruido de sal y pimienta en los datos recuperados, lo que deteriora la calidad visual. El
algoritmo de desciframiento DHED es igual al algoritmo de desciframiento DHST, [9].
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2.4.6. MDHED
A pesar de que DHED tiene una calidad visual superior respecto a los dema´s me´todos
descritos anteriormente, Fu y Au proponen una mejora, [9], Modified Data Hiding Error
Diffusion (MDHED), en la cual se modifica de la siguiente forma el error a difundir que
afecta tanto los pixeles anteriores como los pixeles futuros.
Nuevamente sea (m,n) una localizacio´n pseudo-aleatoria cuyo valor de salida y(m,n) se
calcula por DHST. Se define eguess = x(m,n) − y(m,n) del cual una parte α para algu´n
0 ≤ α ≤ 1, se usa para alimentar los pixeles futuros y los restantes (1− α)eguess(m,n) para
alimentar los pixeles anteriores. Se define adema´s un nu´cleo de retroalimentacio´n 3× 3, con
el valor de centro correspondiente en la posicio´n (m,n)
C11 C12 C13
C21 0 0
0 0 0
,
donde 0 ≤ Cij ≤ 1 y
∑
Cij = 1. Para los vecinos anteriores al pixel en las posiciones
(m − 1, n − 1), (m − 1, n), (m − 1, n + 1) y (m,n − 1) se redefine la funcio´n f(i, j) de las
siguiente manera:
f(m− 1, n− 1) = x(m− 1, n− 1) + a(m− 1, n− 1) + C11(1− α)eguess(m,n), (2-3)
f(m− 1, n) = x(m− 1, n) + a(m− 1, n) + C12(1− α)eguess(m,n), (2-4)
f(m− 1, n+ 1) = x(m− 1, n+ 1) + a(m− 1, n+ 1) + C13(1− α)eguess(m,n), (2-5)
f(m,n− 1) = x(m,n− 1) + a(m,n− 1) + C21(1− α)eguess(m,n). (2-6)
El resto de valores a, y y e se determinan igual que el algoritmo regular de difusio´n del error.
Para el pixel con posicio´n (m,n), se actualiza el error difundido a los pixels posteriores
e(m,n) as´ı,
e(m,n) = f(m,n)− y(m,n)− (1− α)eguess(m,n)
= x(m,n) + a(m,n)− y(m,n)− (1− α)eguess(m,n)
= eguess(m,n) + a(m,n)− (1− α)eguess(m,n)
= a(m,n) + αeguess(m,n),
(2-7)
tendiendo en cuenta que (1−α)eguess(m,n) es el error difundido real a los pixeles anteriores
que deber´ıan ser excluidos. De esta forma no hay restriccio´n sobre el nu´cleo de retroalimen-
tacio´n en cuanto a taman˜o o modelo, se puede usar el nu´cleo planteado por Floyd-Steinberg,
el de Jarvis o cualquier otro.
La complejidad computacional del algoritmo MDHED requiere 5N multiplicaciones extras y
5N adiciones extras respecto al algoritmo DHED. En cuanto al algoritmo de decodificacio´n
MDHED es el mismo de DHED.
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En las siguientes figuras, se ilustra un ejemplo de cada me´todo descrito: DHST, DHPT,
DHSPT, DHED y MDHED aplicados a la imagen en escala de grises de Lena en la que se
oculta un bit de informacio´n.
(a) DHST. (b) DHPT. (c) DHSPT.
(d) DHED. (e) MDHED.
Figura 2-5: Ejemplos, [9].
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3.1. Criptograf´ıa visual esta´ndar
Las te´cnicas criptogra´ficas ma´s difundidas van orientadas a ocultar informacio´n que contiene
letras y nu´meros principalmente. La escogencia de un esquema criptogra´fico depende tanto
de la extensio´n del mensaje a cifrar, como de las especificaciones de seguridad requeridas.
Debido a la difusio´n de informacio´n de otra especie, como sonido e imagen, Naor y Shamir,
[16], propusieron en 1995 un esquema de criptograf´ıa para ocultar informacio´n proveniente
de ima´genes, esquema que ha sido desarrollado y ampliado a diversos tipos de ima´genes por
investigadores como Blundo [3], Droste [8], Nakajima [15], entre muchos otros.
El modelo ma´s simple considerado por Naor y Shamir, consiste en tomar una imagen bi-
naria I, es decir, que contenga una coleccio´n de pixeles blancos y negros, dividirla en dos
transparencias de tal manera que al imprimir cada una en un acetato y sobreponerlas cui-
dadosamente, la imagen I sea recuperada. Cabe anotar que el proceso de desciframiento
de este tipo de esquemas no requiere ningu´n conocimiento criptogra´fico ni vastos ca´lculos
computacionales.
Para obtener las transparencias cada pixel se divide de manera independiente en dos sombras
que contienen m subpixeles (ver Figura 3-1). Este nu´mero m es llamado la expansio´n del
pixel. La primera sombra se obtiene haciendo una divisio´n aleatoria de cada pixel y la segunda
mediante una suma binaria entre el subpixel de la imagen I y el correspondiente de la primera
transparencia.
Si una persona ajena al grupo de participantes interceptara una de las dos transparencias,
la obtencio´n de la imagen secreta ser´ıa un trabajo algo engorroso ya que se tiene 2m posibles
valores para la transparencia faltante debido a que la primera se obtuvo de manera aleatoria.
La figura 3-1 muestra algunos ejemplos de co´mo se pueden cifrar los pixeles blancos y negros
de la imagen original mediante cuadrados o c´ırculos para la obtencio´n de las transparencias;
a su vez se pueden utilizar, tria´ngulos, penta´gonos y cualquier otra figura geome´trica.
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Figura 3-1: Pixeles cifrados mediante subpixeles cuadrados 2-2 o mediante c´ırculos, [10].
Cabe anotar que los pixeles blancos recuperados no son del todo blancos, lo que hace que la
imagen original sufra una pe´rdida de contraste en el proceso de decodificacio´n. El contraste
α, se puede determinar mediante la ecuacio´n α =
h− l
m
, donde h es el nu´mero de subpixeles
negros necesarios para representar un pixel negro y l es el nu´mero de subpixeles negros
necesarios para representar un pixel blanco. Para el sistema visual humano la imagen es
recuperada con ruido aleatorio de sal y pimienta (ver Seccio´n 1.1.4).
Una generalizacio´n inmediata del proceso anterior consiste en dividir la imagen binaria I
en n partes o transparencias que son repartidas en secreto, una transparencia a cada uno de
los n participantes, de forma que se necesiten reunir k de estas transparencias para recuperar
la imagen secreta I. Dicha generalizacio´n se conoce como esquema umbral -(k, n), ya que si
se reu´nen k − 1 transparencias la imagen I no podra´ ser recuperada.
A continuacio´n se dan los aspectos ma´s destacados del modelo planteado por Naor y Sha-
mir en su art´ıculo de 1995, [16], para un esquema umbral -(k, n) de criptograf´ıa visual. Los
para´metros ma´s importantes son:
la expansio´n del pixel, m, es decir, la cantidad de sombras que definen un pixel. Re-
presenta la pe´rdida en resolucio´n de la imagen original a la imagen recuperada, por
tanto, debe ser tan pequen˜o como sea posible.
α, es la diferencia relativa en longitud entre las sombras combinadas que provienen de
un pixel blanco y las que provienen de un pixel negro en la imagen original. Representa
la pe´rdida de contraste y se busca tan grande como sea posible.
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r, el nu´mero de matrices en las colecciones C0 y C1 (no necesariamente son del mis-
mo taman˜o). log r representa el nu´mero de bits aleatorios necesarios para generar las
sombras y no afecta la calidad de la imagen.
Sea S = [sij] una matriz booleana, de taman˜o n×m, tal que sij = 1, si y solo si, el subpixel
j en la transparencia i es negro. Cuando las transparencias son apiladas de manera que los
subpixeles quedan perfectamente alineados, los subpixeles negros de las sombras combinadas
son representados mediante una disyuncio´n booleana de las filas i1, i2, . . . , ir de la matriz S.
El nivel de gris de esta sombra combinada es proporcional a la funcio´n de peso de Hamming
H(V ), que arroja como resultado el nu´mero de bits con valor de 1 en un vector binario V ,
en este caso V corresponde a cada fila de la matriz S. Este nivel de gris es interpretado por
el sistema visual humano como negro si H(V ) ≥ d y como blanco si H(V ) < d −mα para
algu´n umbral fijo 1 ≤ d ≤ m y una diferencia relativa α > 0. El contraste de la imagen
recuperada tambie´n se puede determinar como la diferencia entre el valor mı´nimo de H(V )
para un pixel negro y el valor ma´ximo permitido de H(V ) para un pixel blanco, adema´s es
proporcional al valor de α y a la expansio´n el pixel m.
A continuacio´n se define formalmente un esquema de criptograf´ıa visual.
Definicio´n 3.1. Sean C0 y C1 dos colecciones de matrices booleanas de taman˜o n×m. Para
repartir un pixel blanco, se elige al azar una matriz de la coleccio´n C0, y para repartir un
pixel negro, se elige al azar una matriz de la coleccio´n C1. Las matrices seleccionadas definen
el color de los m subpixeles en cada una de las n transparencias. La solucio´n es considerada
va´lida si se satisfacen tres condiciones.
1. Para alguna matriz A ∈ C0, el vector de disyuncio´n V de la fila k de las n filas de A,
cumple que H(V ) ≤ d− α ·m.
2. Para alguna matriz A ∈ C1, el vector de disyuncio´n V de la fila k de las n filas de A,
cumple que H(V ) ≥ d.
3. Para un subconjunto {i1, i2, . . . , iq} de {1, 2, . . . , n} con q < k, las dos colecciones de
matrices de taman˜o q×m, D0 y D1, que se obtienen al restringir cada matriz n×m en C0
y C1 a las filas i1, i2, . . . , iq, no se distinguen debido a que contienen las mismas matrices
con las mismas frecuencias.
Las dos primeras condiciones definen el contraste y la tercera condicio´n determina la se-
guridad del esquema ya que incluso un criptoanalista poderoso, mediante la inspeccio´n de
menos de k sombras no puede obtener ninguna ventaja para decidir si el pixel compartido
era blanco o negro.
El conjunto de figuras 3-2muestra un ejemplo de un esquema ba´sico (2, 2) con una expansio´n
de pixeles cuadrada de taman˜o 2 × 2. Se puede notar la pe´rdida de contraste que sufre la
imagen binaria al ser recuperada por el apilamiento de las transparencias.
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(a) Imagen original. (b) Transparencia 1. (c) Transparencia 2. (d) Imagen recuperada.
Figura 3-2: Ejemplo de un esquema umbral (2, 2).
La figura 3-3 es un ejemplo de un esquema de criptograf´ıa (2, 2) con una expansio´n de pixeles
hexagonal.
Figura 3-3: Ejemplo de un esquema umbral (2, 2) con una expansio´n de pixeles hexagonal.
Figura 3-4: Otro ejemplo de un esquema umbral (2, 2).
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3.2. Criptograf´ıa visual extendida
Un esquema de criptograf´ıa visual extendido parte de los mismos principios de un esquema
de criptograf´ıa visual, es decir, toma la imagen que se quiere ocultar y mediante expansio´n
de pixeles la divide en una serie de transparencias que al sobreponerlas, la imagen oculta
es recuparada. Lo que hace diferente a este esquema es el hecho de que cada transparencia
contiene una imagen binaria llamada host, que preferiblemente no este´ relacionada con la
imagen que se quiere ocultar.
En otras palabras, un esquema de criptograf´ıa visual extendido consta de n transparencias τ1,
τ2, . . . , τn y 2
n−1 ima´genes diferentes (una por cada subconjunto no vac´ıo T ⊆ {1, 2, . . . , n}).
IT denota la imagen que es recuperada por apilar exactamente las transparencias τi con i ∈ T .
Cada pixel blanco de IT es representado por lT subpixeles negros y cada pixel negro de IT es
representado por hT subpixeles negros. Adema´s, para cualquiera conjunto T
′ no contenido
en T , la distribucio´n de los subpixeles en las transparencias τi con i ∈ T es independiente
de la imagen I ′T , es decir, la informacio´n de las transparencias τi, i ∈ T no es suficiente para
recuperar la imagen I ′T , [12].
Para mayor claridad, se da la siguiente definicio´n formal de un esquema de criptograf´ıa visual
extendido [8, 12].
Definicio´n 3.2. Sea S un subconjunto del conjunto de partes P({1, . . . , n})\{∅}.
Un S-esquema de criptograf´ıa visual extendido es descrito por multiconjuntos Cℑ de matrices
Booleanas de taman˜o n ×m con ℑ ⊆ S (dado ℑ cada matriz Booleana en Cℑ describe la
distribucio´n de colores de los subpixeles en cada transparencia, donde el pixel correspondiente
en la imagen IT es negro si y solo si ℑ ∈ T . Para cifrar, cada matriz en Cℑ es seleccionada
con la misma probabilidad).
Los multiconjuntos Cℑ deben satisfacer las condiciones.
1. Para todo {i1, . . . , iq} ∈ S, existe d ({i1, . . . , iq}) en N+ tal que el peso de Hamming de
la disyuncio´n de la filas i1, . . . , iq, H(V ), satisface H(V ) ≥ d ({i1, . . . , iq}) para todas
las matrices de Cℑ, donde {i1, . . . , iq} ∈ ℑ.
2. Para todo {i1, . . . , iq} ∈ S, existe α ({i1, . . . , iq}) en R+ tal que el peso de Hamming
de la disyuncio´n de las filas i1, . . . , iq, H(V ), satisface H(V ) ≤ d ({i1, . . . , iq}) −
α ({i1, . . . , iq}) ·m para todas las matrices de Cℑ, donde {i1, . . . , iq} no esta´ en ℑ.
3. Para todo {i1, . . . , iq} subconjunto de {1, . . . , n}, con q < k, las restricciones de los
multiconjuntos Cℑ a las filas i1, . . . , iq, contienen los mismos elementos con las mismas
frecuencias para todos los ℑ, que son los mismos cuando se esta´ restringido a los
subconjuntos de {i1, . . . , iq}.
38 3 Criptograf´ıa Visual
Nuevamente, la primera y segunda condicio´n definen el contraste, y la tercera garantiza la
seguridad del esquema.
Droste explica en detalle un ejemplo dado por Naor y Shamir (ver, [8]) de un
{{1}, {2}, {1, 2}}-
esquema extendido 2 de 2.
C{ } := P
([
0 1 0 1
1 0 0 1
])
,
C{{2}} := P
([
0 1 0 1
1 1 0 1
])
,
C{{1,2}} := P
([
0 1 0 1
1 0 1 0
])
,
C{{2},{1,2}} := P
([
0 1 0 1
1 1 1 0
])
,
C{{1}} := P
([
1 1 0 1
1 0 0 1
])
,
C{{1},{2}} := P
([
1 1 0 1
1 1 0 1
])
,
C{{1},{1,2}} := P
([
1 1 0 1
1 0 1 0
])
,
C{{1},{2},{1,2}} := P
([
1 1 0 1
1 1 1 0
])
,
donde P (B) es el multiconjunto de matrices obtenido por permutacio´n de las columnas de
una matriz dada B.
(a) Imagen original.
(b) Acetato 1. (c) Acetato 2. (d) Acetato 3.
(e) 1 + 2. (f) 2 + 3. (g) 1 + 3.
Figura 3-5: Ejemplo de un esquema de criptograf´ıa visual extendido.
El conjunto de figuras 3-5 (tomadas de [10]), muestra un ejemplo de un esquema de cripto-
graf´ıa visual extendido.
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3.2.1. Expansio´n de Pixel
Es suficiente considerar el caso de un solo pixel, sin pe´rdida de generalidad, [12].
Para un subconjunto no vac´ıo dado T ⊆ {1, . . . , n}, sea xT el nu´mero de subpixeles que son
negros exactamente en la transparencias i con i ∈ T y sea x el vector de todos los xT . Para
∅ 6= S ⊆ {1, . . . , n} se define rS como el nu´mero de subpixeles negros necesarios para la
imagen IS (r∅ = 0) y r el vector de todos los rS con ∅ 6= S ⊆ {1, . . . , n}.
Esto lleva al sistema de ecuaciones lineales dado por,
Mx = r, (3-1)
donde M = (mS,T )∅6=S,T⊆{1,...,n} esta´ definido por mS,T = 1 si S
⋂
T 6= ∅ y mS,T = 0 en otro
caso.
Note que la ecuacio´n matricial (3-1) describe completamente un S-esquema de criptograf´ıa
visual extendido.
Por ejemplo, si S = P({1, 2, 3})\{∅}, entonces los siguientes valores hT y lT pueden ser
obtenidos en un S-esquema de criptograf´ıa visual extendido:
h{1, 2, 3} = 13,
h{1, 2} = h{1, 3} = h{2, 3} = 12,
h{1} = h{2} = h{3} = 9,
l{1, 2, 3} = 12,
l{1, 2} = l{1, 3} = l{2, 3} = 11,
l{1} = l{2} = l{3} = 8.
Se desea cifrar un pixel negro en las ima´genes I{1}, I{1,2}, I{2,3} y I{1,2,3}, y un pixel blanco
en las ima´genes restantes. Por lo tanto,


1 0 1 0 1 0 1
0 1 1 0 0 1 1
1 1 1 0 1 1 1
0 0 0 1 1 1 1
1 0 1 1 1 1 1
0 1 1 1 1 1 1
1 1 1 1 1 1 1


·


x{1}
x{2}
x{1,2}
x{3}
x{1,3}
x{2,3}
x{1,2,3}


=


9
8
12
8
11
12
13


.
El vector resultante x esta´ dado por x = (1, 2, 2, 1, 3, 1, 3), estos pixeles negros de distribuyen
de manera aleatoria para satisfacer la condicio´n de seguridad (2) en la definicio´n 3.2.
Hay que tener en cuenta que no toda solucio´n del sistema (3-1) es un esquema de criptograf´ıa
visual. Las variables xT han de ser enteros no negativos como condicio´n adicional, as´ı la
construccio´n de un S-esquema de criptograf´ıa visual extendido puede ser visto como un
problema de programacio´n lineal entera.
Los siguientes resultados ayudan a simplificar el problema de programacio´n lineal.
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Lema 3.1. La ecuacio´n 3-1 tiene solucio´n entera u´nica.
Demostracio´n. Se probara´ usando induccio´n sobre el nu´mero n de transparencias.
Se ordenan los valores de xT de la siguiente manera: primero se enumeran todos los sub-
conjuntos que no contienen a n, sigue el subconjunto {n} y finalmente se listan todos los
subconjuntos que contienen a n.
Escribiendo M1 = (1), se obtiene la siguiente fo´rmula de recursio´n que sigue directamente
de la definicio´n:
Mn+1 =

Mn 0n,1 Mn01,n 1 11,n
Mn 1n,1 1n,n

 ,
donde los sub´ındices denotan el nu´mero de transparencias y 0i,j , o 1i,j , denotan matrices de
taman˜o (2i − 1)× (2j − 1) cuyos elementos son todos 0 o 1, respectivamente.
Haciendo M−11 = (1), se obtiene la siguiente fo´rmula de recursio´n para M
−1
n :
M−1n+1 =

 0n,n −M−1n 1n,1 M−1n−11,nM−1n 0 11,nM−1n
M−1n M
−1
n 1n,1 −M−1n

 ,
as´ı M es invertible, lo que indica que la ecuacio´n 3-1 tiene solucio´n u´nica.
No´tese que las componentes de la matriz M−1n 1n,1 son solo −1, 0 y 1, 11,nM−1n 1n,1 = 1,
entonces, la fo´rmula puede ser probada por induccio´n.
De esta forma, los elementos de la matriz M−1n toman como valores solamente a −1, 0 y 1,
por tanto la ecuacio´n 3-1 tiene solucio´n entera.
Lema 3.2. La solucio´n del sistema 3-1 es no negativa, si y solo si, para cada S ( {1, . . . , n}
la condicio´n ∑
S⊆T⊆{1,...,n}
(−1)|S|+|T |rT ≤ 0, (3-2)
es satisfecha.
Demostracio´n. Se pretende que x = (xS), donde
xS =
∑
{1,...,n}\S⊆T⊆{1,...,n}
(−1)|T |+|S|+n+1rT , (3-3)
satisface la ecuacio´n 3-1 y por el lema 3.1 esta solucio´n es u´nica.
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Para probar el lema se substituye x en la ecuacio´n 3-1. Sea ∅ 6= U ⊆ {1, . . . , n}, la l´ınea del
sistema de ecuaciones lineales correspondiente a U produce,
∑
∅6=S⊆{1,...,n}
mU,SxS =
∑
∅6=S⊆{1,...,n}
mU,SxS
∑
{1,...,n}\S⊆T⊆{1,...,n}
(−1)|T |+|S|+n+1rT
=
∑
T⊆{1,...,n}
∑
{1,...,n}\T⊆S⊆{1,...,n}
(−1)|T |+|S|+n+1rTmU,S
=
∑
∅6=T⊆{1,...,n}
(−1)|T |rT
∑
{1,...,n}\T⊆S⊆{1,...,n}
(−1)|S|+n+1mU,S.
(3-4)
Si T * U , al seleccionar t ∈ T\U se obtiene,
∑
{1,...,n}\T⊆S⊆{1,...,n}
(−1)|S|+n+1mU,S =
∑
{1,...,n}\{T∪{t}}⊆S⊆{1,...,n}\{t}
(−1)|S|+n+1mU,S + (−1)|S|+1+n+1mU,S∪{t} = 0,
debido a que mU,S = mU,S∪{t}.
Si T  U y T 6= ∅ se obtiene,
∑
{1,...,n}\T⊆S⊆{1,...,n}
(−1)|S|+n+1mU,S =
∑
{1,...,n}\T⊆S⊆{1,...,n}
(−1)|S|+n+1,
porque mU,S = 1.
Si ∅ 6= T = U , como mU,S = 1 para S * {1, . . . , n}\U , se obtiene
∑
{1,...,n}\T⊆S⊆{1,...,n}
(−1)|S|+n+1mU,S =
∑
{1,...,n}\T⊆S⊆{1,...,n}
(−1)|S|+n+1 − (−1)|{1,...,n}\U |+n+1
= (−1)|1,...,n\U |+n.
As´ı la ecuacio´n 3-4 produce,
∑
∅6=S⊆{1,...,n}
mU,SxS =
∑
∅6=T⊆{1,...,n}
(−1)|T |rT
∑
{1,...,n}\T⊆S⊆{1,...,n}
(−1)|S|+n+1mU,S
= (−1)|U |rU(−1)|1,...,n\U |+n = (−1)2nrU = rU .
Con lo cual, queda demostrado que x es una solucio´n de la ecuacio´n 3-1 y de esto se sigue el
lema.
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3.2.2. Esquema de criptograf´ıa visual extendido en escala de grises
El esquema de criptograf´ıa visual extendido en escala de grises cuya sigla en ingle´s es
(GEVCS), opera cambiando el rango dina´mico (el rango de la transparencia en la ima-
gen entera) de la imagen original y de las ima´genes host (ima´genes que sera´n usadas para
cifrar la imagen secreta por medio de (GEVCS)), transformando las ima´genes en escala de
grises a ima´genes binarias significativas (tambie´n conocidas como ima´genes halftoned), luego
aplicando una operacio´n Booleana en los pixeles binarios de la imagen original y de las host.
Sin embargo, algunos de estos pixeles (en la host y en la original) tienen que ser modificados
posteriormente, [20].
4 Experimentos y resultados
Los experimentos llevados a cabo durante la investigacio´n se desarrollaron por medio de
te´cnicas de procesamiento de ima´genes y de programacio´n de te´cnicas de criptograf´ıa visual.
Algunos conceptos ba´sicos de probabilidad y estad´ıstica fueron de gran utilidad en el proceso
de decodificacio´n, ayudando a determinar cua´l (o cua´les) de las ima´genes recuperadas son
marcas de agua y cua´l (o cua´les) ima´genes son las marcadas.
4.1. Algoritmos
Es esta seccio´n se describen los diferentes algoritmos, construidos en Matlab, que sirven de
apoyo al proceso de encripcio´n descrito en la seccio´n 4.2. Tales algoritmos fueron obtenidos
de la pa´gina de scripts de MathWorks (empresa distribuidora del programa Matlab), modi-
ficados ligeramente para que se ajusten al proceso de codificacio´n descrito en este trabajo.
4.1.1. Medios tonos por difusio´n del error
El co´digo que se muestra a continuacio´n es el script para Matlab, que utiliza el nu´cleo
descubierto por Floyd-Steinberg detallado en la pa´gina 10. Fue creado por Athi Narayanan
(India), [17].
Co´digo Fuente
Para´metros: inImg imagen de entrada en escala de grises; outImg imagen de salida en blanco
y negro.
function outImg = floydHalftone(inImg)
inImg = double(inImg);
[M,N] = size(inImg);
T = 127.5; umbral
y = inImg;
error = 0;
Procesando filas
for rows = 1:M-1
L´ımite izquierdo de la imagen
outImg(rows,1) =255*(y(rows,1)>=T);
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error = -outImg(rows,1) + y(rows,1);
y(rows,1+1) = 7/16 * error + y(rows,1+1);
y(rows+1,1+1) = 1/16 * error + y(rows+1,1+1);
y(rows+1,1) = 5/16 * error + y(rows+1,1);
Procesando columnas
for cols = 2:N-1
Centro de la imagen
outImg(rows,cols) =255*(y(rows,cols)>=T);
error = -outImg(rows,cols) + y(rows,cols);
y(rows,cols+1) = 7/16 * error + y(rows,cols+1);
y(rows+1,cols+1) = 1/16 * error + y(rows+1,cols+1);
y(rows+1,cols) = 5/16 * error + y(rows+1,cols);
y(rows+1,cols-1) = 3/16 * error + y(rows+1,cols-1);
end
L´ımite derecho de la imagen
outImg(rows,N) =255*(y(rows,N)>=T);
error = -outImg(rows,N) + y(rows,N);
y(rows+1,N) = 5/16 * error + y(rows+1,N);
y(rows+1,N-1) = 3/16 * error + y(rows+1,N-1);
end
L´ımite inferior izquierdo de la imagen
rows = M;
outImg(rows,1) =255*(y(rows,1)>=T);
error = -outImg(rows,1) + y(rows,1);
y(rows,1+1) = 7/16 * error + y(rows,1+1);
Abajo-centro de la imagen
for cols = 2:N-1
outImg(rows,cols) =255*(y(rows,cols)>=T);
error = -outImg(rows,cols) + y(rows,cols);
y(rows,cols+1) = 7/16 * error + y(rows,cols+1);
end
Umbral
outImg(rows,N) =255*(y(rows,N)>=T);
outImg = im2bw(uint8(outImg));
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4.1.2. Criptograf´ıa visual
El pseudoco´digo creado originalmente por Athi Narayanan para un esquema de criptograf´ıa
visual umbral dos a dos, utiliza una expansio´n de pixeles de taman˜o 1×2, lo que distorsiona
la proporcio´n entre las dimensiones de la imagen original, vie´ndose con el doble de columnas
pero igual nu´meros de filas, [18].
El co´digo presentado a continuacio´n utiliza una expansio´n de pixeles de taman˜o 2 × 2, que
preserva la proporcio´n entre las dimensiones de la imagen original aumenta´ndolas ambas al
doble de taman˜o.
Co´digo Fuente
Para´metros: inImg imagen binaria de entrada; share1 imagen binaria de salida que confor-
ma la transparencia 1; share2 imagen binaria de salida que conforma la transparencia 2;
share12 imagen binaria de salida que corresponde al resultado de la sobreposicio´n de las dos
transparencias, este resultado es similar si se imprimen ambas transparencias en un acetato
cada una y luego se sobreponen.
function [share1, share2, share12] = VisCrypt_01(inImg)
s = size(inImg);
share1 = zeros((2 * s(1)), (2 * s(2)));
share2 = zeros((2 * s(1)), (2 * s(2)));
Procesando los pixeles blancos y generando la expansio´n de pixeles y combinaciones
respectivas
disp(’White Pixel Processing...’);
s1a=[1,0;1,0];
s1b=[1,0;1,0];
[x y] = find(inImg == 1);
len = length(x);
for i=1:len
a=x(i);b=y(i);
pixShare=generateShare_01(s1a,s1b);
share1((2*a-1):(2*a),(2*b-1):(2*b))=pixShare(1:2,1:2);
share2((2*a-1):(2*a),(2*b-1):(2*b))=pixShare(3:4,1:2);
end
Procesando los pixeles negros y generando la expansio´n de pixeles y combinaciones
respectivas
disp(’Black Pixel Processing...’);
s0a=[1 0; 1 0];
s0b=[0 1; 0 1];
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[x y] = find(inImg == 0);
len = length(x);
for i=1:len
a=x(i); b=y(i);
pixShare=generateShare_01(s0a,s0b);
share1((2*a-1):(2*a),(2*b-1):(2*b))=pixShare(1:2,1:2);
share2((2*a-1):(2*a),(2*b-1):(2*b))=pixShare(3:4,1:2);
end
share12=bitor(share1, share2);
share12 = ~share12;
disp(’Share Generation Completed.’);
end
Funcio´n para generar las transparencias de manera aleatoria
function out = generateShare_01(a,b)
a1 = a(1,1);
a2 = a(1,2);
a3 = a(2,1);
a4 = a(2,2);
b1 = b(1,1);
b2 = b(1,2);
b3 = b(2,1);
b4 = b(2,2);
in = [a
b];
out = zeros(size(in));
randNumber = floor(1.9*rand(1));
if (randNumber == 0)
out = in;
elseif (randNumber == 1)
a(1,1) = a2;
a(1,2) = a1;
a(2,1) = a4;
a(2,2) = a3;
b(1,1) = b2;
b(1,2) = b1;
b(2,1) = b4;
b(2,2) = b3;
out = [a
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b];
end
Los resultados del programa anterior se muestran en el grupo de ima´genes 3-2, de la pa´gina
36.
4.2. Resultados
Dada una imagen en escala de grises I, se aplican los siguientes tres pasos generales con el
fin de llevar a cabo el proceso de encripcio´n.
1. Aplicar un me´todo de medios tonos a la imagen I; la imagen binaria resultante se
denota I ′.
2. Fusionar I ′ con un conjunto de ima´genes binarias dado, usando cualquier me´todo de
esteganograf´ıa descrito en el cap´ıtulo 2. Se designara´ con Γ el sistema resultante de
este proceso.
3. Codificar Γ por medio de criptograf´ıa visual usando una expansio´n de pixeles adecuada.
4.2.1. Algortimo de encripcio´n
Sean:
x1, x2, . . . , xt: un conjunto de ima´genes fijas en escala de grises para cifrar,
P : el conjunto de personas que poseen transparencias,
J : imagen en escala de grises en un GEVCS H,
T ′: la imagen binaria obtenida de una imagen en escala de grises T por un proceso
halftoning.
Se dice que J es una imagen contenedora (host) de una secuencia de ima´genes en escala de
grises {IJi | 1 ≤ i ≤ k}, si para todo 1 ≤ i ≤ k − 1, IJi−1 esta´ sumergida en Iji y J = IJk . Si J
no esta´ sumergida en alguna otra imagen I ∈ H se denomina contenedora maximal.
Para codificar el conjunto de ima´genes x1, x2, . . . , xt, se realizan los siguientes pasos.
1. Se fija un conjunto distinguido de participantes X = {X1, X2, . . . , XD} ⊆ P .
48 4 Experimentos y resultados
2. Se define un sistema de ima´genes contenedoras maximales J1, J2, . . . , JS, donde para
todo 1 ≤ h ≤ S, el maximal Jh es una imagen en escala de grises de taman˜o ni×mi, que
es un contenedor de una secuencia {IJih | 1 ≤ h ≤ ki} de ima´genes en escala de grises.
En este caso, se asume 1 ≤ ni ≤ n, 1 ≤ mi ≤ m, para algunos m, n fijos. x′r = (I ′h)Ji
para todo 1 ≤ r ≤ t, y algu´n 1 ≤ i ≤ S (en realidad, (I ′h)Ji es una imagen binaria
obtenida mediante la aplicacio´n del proceso de difusio´n del error a una imagen real
en escala de grises IJih para todos h, i. Adema´s, se utiliza fusio´n de ima´genes binarias
para ocultar (I ′h)
Ji en
(
I ′h+1
)Ji con una ligera modificacio´n adecuada de los valores de
algunos pixeles, aunque tambie´n se podr´ıa utilizar me´todos como DHSED y DHSPT
para este fin).
3. Se define un grafo ela´stico secreto G (IJih ) para todas las ima´genes IJih ∈ H. En par-
ticular, si IJih ⊂ IJik , entonces, G
(
IJih
) ⊂ G (IJik ). Esta condicio´n permite reducir los
efectos de borde que se generan al usar DHSPT para incorporar patrones ocultos en
una imagen en medios tonos. En este caso, el proceso de ocultamiento se aplica a cada
region definida por el grupo de grafos ela´sticos de las ima´genes contenedoras (ver figura
4.10(b)).
4. Cada grafo G (IJih ) en (3.) induce una particio´n χIJi
h
=
{
βJi1 , β
Ji
2 , . . . , β
Ji
n
(
I
Ji
h
)
}
de
(I ′h)
Ji ⊂ J ′i en subconjuntos disjuntos. Donde χIJi
h
= χ
I
Ji
i,0
+ χ
I
Ji
i,1
. Un pixel u ∈ (I ′h)Ji
es expandido, si y solo si, su valor p(u) = 0 y u ∈ χ
I
Ji
i,0
. El cifrado de la imagen IJih se
denota e
(
χ
I
Ji
h
)
. En este caso, Γ′ denota la unio´n de todas las ima´genes cifradas en H,
es decir, Γ′ =
S⋃
1≤i≤S
1≤h≤ki
e
(
χ
I
Ji
h
)
.
5. Finalmente, se divide Γ′ en D subconjuntos disjuntos dando uno de estos subconjuntos
a cada participante distinguido, de manera tal que una permutacio´n π, de Γ′ puede ser
construida.
4.2.2. Algoritmo de decripcio´n
Los siguientes pasos se realizan con el fin de recuperar las ima´genes cifradas mediante el
algoritmo anterior.
1. Se define π−1 con el fin de construir Γ′.
2. Se define G(xi).
3. Si u ∈ e (χx′i) es un pixel de la imagen e (χx′i), con localizacio´n l(u) y valor p(u)
entonces el valor de los pixeles correspondientes en las transparencias σ(u), satisface
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la condicio´n:
σ(u) =
∨
t∈T
(
e
(
χx′
i
))
p (ut) = 0,
donde T
(
e
(
χx′i
))
es el conjunto mı´nimo de transparencias requerido para descifrar
la imagen x′i, ut es el pixel en la transparencia t ∈ T
(
e
(
χx′i
))
tal que l(ut) = l(u),
σ(u) = 1, si u ∈ (Γ′ − e (χx′i)).
Este proceso arroja e
(
χx′i
)
de las otras ima´genes cifradas en Γ′ simulando un efecto de
fiesta de cocktail. σ(Γ′, x′i) denota la imagen obtenida en este proceso.
4. Con el fin de eliminar todos los pixeles ruidosos en χ
x
Jh
i,0
, se aplica una funcio´n pJh
x′
i
:
σ(Γ′, x′i)→ {0, 1} definida de tal manera que:
pJh
x′i
(u) =


0, si u ∈ χ
x
Jh
i,0
,
σ(u), en otro caso.
.
La figura 4-1, muestra algunos ejemplos visuales de co´mo ciertos pixeles deben cambiar su
valor, con el objeto de recuperar una imagen espec´ıfica, este procedimiento fue descrito de
manera teo´rica en el paso 3 del algoritmo anterior.
(a)
(b) (c) (d) (e)
Figura 4-1: Algunos ejemplos de cambio de pixeles dentro del proceso de decodificacio´n.
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4.2.3. Expansio´n de pixeles
Debido a que existe una particio´n de tipo χJ ′i de taman˜o n(Ji), para cada contenedor maximal
se puede ver que la expansio´n de los pixelesm, en el esquema propuesto satisface la condicio´n:
m = o
(
2
∏S
h=1BJ′
h
)
,
donde Bk es el k-e´simo nu´mero de Bell que satisface las condiciones:
Bn+1 =
n∑
k=0
(
n
k
)
Bk,
Bn = Yn(1, 1, . . . , 1),
donde Yn(g1, g2, . . . , gn) es el polinomio de Bell:
∞∑
n=0
Bnx
n
n!
= ee
x−1.
4.2.4. Seguridad
Dado que existen D! posibles combinaciones para Γ′, se puede ver que incluir un conjunto de
distinguidos provee al esquema una seguridad adicional, de la misma manera que lo hacen
las rotaciones de las ima´genes antes de ser incrustadas.
4.3. Experimentos
4.3.1. Muestras visuales
Para resultados experimentales se usaron galer´ıas de dibujos o ilustraciones cla´sicas relacio-
nadas con el libro Esther de la Biblia Hebrea, algunos cuentos de hadas cla´sicos y de actos
circenses. Se seleccionaron tres contenedores maximales para cada tema y cada rotacio´n de
90◦ del arreglo alrededor de un pixel fijo. Cada contenedor tiene sumergidas por lo menos
cinco ima´genes en escala de grises de alguna de las galer´ıas a las cuales se les aplico´ el algorit-
mo de difusio´n del error descrito en la seccio´n 4.1; el sumergimiento se realizo´ por medio de
fusiones repetidas. Con todas esas ima´genes se construyo´ una imagen binaria Γ′ de taman˜o
700 × 729 (ver figura 4-2), que contiene todas las ima´genes codificadas, de tal forma que
ningu´n bloque de taman˜o 3× 3 tiene un u´nico valor de pixel.
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Figura 4-2: Γ′.
La figura 4-3 muestra ejemplos de divisiones que se pueden realizar a la figura 4-2. Se
entrega una parte a cada participante distinguido, segu´n lo describe el paso 5 del algoritmo
de ciframiento propuesto en este trabajo. Cabe anotar que las partes pueden ser permutadas
entre s´ı de manera aleatoria para aumentar la seguridad del esquema.
Figura 4-3: Ejemplo de la divisio´n de la imagen Γ′ en nueve distinguidos.
Los puntos de referencia del grupo de grafos ela´sticos permite describir los bordes de alguna
imagen en Γ′ por medio de su codificacio´n en cadena. En otras palabras, los puntos fiduciales
inducen un efecto de fiesta de cocktail en una imagen binaria Γ′, que facilita un proceso
de decodificacio´n eficiente. El valor de un pixel negro es cambiado dentro de las regiones
generadas por tales puntos de referencia en una imagen dada contenida en Γ′. Por ejemplo,
los puntos (365, 699), (356, 674), (351, 672), (349, 669), (347, 666) y (345, 663) son puntos de
referencia del anciano de la figura 4.4(a) extra´ıdo de un cuento de hadas.
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(a) Imagen en escala de grises. (b) Imagen en medios tonos.
Figura 4-4: Imagen en escala de grises y en medios tonos de un anciano extra´ıdo de algu´n
cuento de hadas.
La figura 4-5 muestra el grupo de grafos ela´sticos construido con el fin de encriptar ima´genes
como 4.7(d), 4.4(a) y 4.7(h).
Figura 4-5: Grupo de grafos ela´sticos.
Las ima´genes 4.6(a) y 4.6(b) corresponden a las transparencias generadas mediante el es-
quema umbral -(2, 2) de criptograf´ıa visual descrito en la seccio´n 4.1 con una expansio´n de
pixeles de taman˜o 2× 2.
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(a) Transparencia 1. (b) Transparencia 2.
Figura 4-6: Transparencias generadas para la imagen 4-2.
Para mayor simplicidad, a continuacio´n solo se define un grupo de grafos ela´sticos para tres
contenedores maximales obtenidos de algunas ima´genes del libro de Esther. En este caso,
ima´genes cla´sicas de sus personajes principales Esther, Asuero y Haman (ver figuras 4-7).
(a) (b) (c) (d) Haman. (e) Asuero.
(f) (g) (h) Esther. (i) (j) Esther.
Figura 4-7: Protagonistas de la historia b´ıblica de Esther.
En las figuras 4-8 se observa co´mo es posible recuperar un payaso encriptado mediante un
grupo de grafo ela´sticos. Cabe anotar que el proceso de incrustacio´n no afecta la calidad
visual de la imagen marcada de manera digital.
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(a) (b) (c) (d) (e)
Figura 4-8: Decodificacio´n mediante un grupo de grafos ela´sticos.
La figuras 4.7(a) - 4.7(e), 4.7(f) - 4.7(h), 4.9(a) - 4.9(c) y 4.9(d) - 4.9(f) son algunos ejemplos
de contenedores maximales y de procesos de encripcio´n-decripcio´n correspondientes.
(a) (b) (c)
(d) (e) (f)
Figura 4-9: Algunos ejemplos de procesos de cifrado-decifrado.
Las figuras 4-10 son un ejemplo de una imagen oculta en la imagen binaria obtenida de
4.7(d).
(a) (b)
Figura 4-10: Ima´genes incrustadas en 4.7(d).
En las ima´genes 4-11 se pueden observar algunas otras ima´genes obtenidas mediante el
proceso de decodificacio´n a partir de la imagen 4-2.
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(a) (b)
(c) (d) (e) (f)
Figura 4-11: Ima´genes obtenidas de 4-2.
Otro ejemplo de ima´genes codificadas por el esquema descrito en este trabajo, es ilustrado
en las ima´genes 4.12(a) y 4.12(b) que luego de ser rotadas un a´ngulo de 45◦ alrededor de
un punto fijo son sumergidas en la imagen 4.12(c) cuyas transparencias generadas por una
expansio´n cuadrada de pixeles se muestran en la figuras 4.12(d) y 4.12(e).
(a) Imagen 1. (b) Imagen 2. (c) Γ′. (d) Acetato 1. (e) Acetato 2.
Figura 4-12: Otro ejemplo.
4.3.2. Algunas herramientas teo´ricas
El error cuadra´tico medio cuya sigla en ingle´s es MSE, y la relacio´n sen˜al a ruido de pico
o PSNR (del ingle´s Peak Signal-to-Noise Ratio) son, respectivamente, herramientas es-
tad´ısticas y de procesamiento de sen˜ales que sirven para determinar si una sen˜al que ha
sido recuperada luego sufrir un proceso de compresio´n se puede considerar aceptable com-
para´ndola con la sen˜al original. En el caso particular de este proyecto, estas herramientas se
usaron para determinar si una imagen esta´ sumergida en otra.
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Estas medidas se calculan por medio de las ecuaciones:
MSE =
1
MN
M−1∑
i=0
N−1∑
j=0
||I(i, j)− J(i, j)||2,
PSNR = 10 log
(
2552
MSE
)
= 20 log
(
255√
MSE
)
,
donde I y J son ima´genes binarias de taman˜o M ×N y el valor 255 se asume como blanco,
para ima´genes en escala de grises este valor es reemplazado por el ma´ximo valor presente en
la imagen I.
En la tabla 4-2 se muestran los valores deMSE y PSNR respectivos hallados para las ima´ge-
nes 4-2, 4.7(d), 4.7(e), 4.7(j), 4.10(b), 4.11(a), 4.11(c), 4.11(d), 4.11(e) y 4.11(f), segu´n los
cuales la imagen 4.11(c) es una contenedora maximal de todas las ima´genes all´ı relacionadas.
MSE
4-2 4.7(d) 4.7(e) 4.7(j) 4.10(b) 4.11(a) 4.11(c) 4.11(d) 4.11(e) 4.11(f)
PSNR
0 132.5432 158.9974 134.9769 167.3963 98.7949 121.0781 146.1505 142.1916 189.7489
4-2
∞ 26.9072 26.1169 26.8282 25.8933 28.1835 27.3001 26.4828 26.6021 25.3490
132.5432 0 83.1950 75.2992 92.3823 79.4943 94.1371 98.5783 102.9270 136.9034
4.7(d)
26.9072 ∞ 28.9298 29.3629 28.4749 29.1274 28.3932 28.1930 28.0055 26.7667
158.9974 46.6240 0 58.2530 83.8184 54.7674 74.5913 72.8996 81.8125 100.5776
4.7(e)
26.1169 31.4447 ∞ 30.4776 28.8974 30.7456 29.4039 29.5036 29.0026 28.1058
134.9769 134.2758 155.5175 0 157.2490 134.1424 80.3966 99.0419 99.2184 123.8482
4.7(j)
26.8282 26.8508 26.2130 ∞ 26.1649 26.8551 29.0784 28.1726 28.1649 27.2019
167.3963 24.1979 57.9628 55.6086 0 55.8482 66.8118 65.9008 72.9579 99.9819
4.10(b)
25.8933 34.2930 30.4993 30.6794 ∞ 30.6607 29.8823 29.9419 29.5001 28.1316
98.7949 98.7965 105.7411 89.6300 118.1806 0 97.7785 98.7451 115.1454 130.3761
4.11(a)
28.1835 28.1834 27.8884 28.6063 27.4053 ∞ 28.2284 28.1856 27.5183 26.9788
121.0781 140.0006 161.8390 98.0736 172.2610 130.8710 0 122.0857 107.0219 135.4012
4.11(c)
27.3001 26.6695 26.0400 28.2153 25.7689 26.9624 ∞ 27.2642 27.8361 26.8146
146.1505 108.7803 126.3470 73.6674 135.5102 102.6256 74.7834 0 88.4979 116.8095
4.11(d)
26.4828 27.7653 27.1152 29.4581 26.8111 28.0182 29.3986 ∞ 28.6611 27.4560
142.1916 114.5568 142.5574 102.5794 155.5015 124.9018 101.6795 126.3668 0 131.2542
4.11(e)
26.6021 27.5300 26.5909 28.0202 26.2135 27.1651 28.0585 27.1145 ∞ 26.9497
189.7489 82.8400 119.7034 33.5370 122.1483 104.3696 54.4282 68.4885 35.9090 0
4.11(f)
25.3490 28.9484 27.3497 32.8756 27.2619 27.9451 30.7726 29.7746 32.5788 ∞
Cuadro 4-2: MSE y PSNR para las ima´genes 4-2, 4.7(d), 4.7(e), 4.7(j), 4.10(b), 4.11(a),
4.11(c), 4.11(d), 4.11(e) y 4.11(f). Estos datos permiten definir el correspondiente esquema
de ocultamiento.
En conclusio´n, se observo´ que el esquema de sumergimientos puede ser definido de tal manera
que estas ima´genes satisfacen la condicio´n:
4.10(b)  4.11(f)  4.7(e)  4.7(d)  4.11(a)  4.11(d)  4.7(j)  4.11(e)  4.11(c)  4-2,
en este caso, x  y significa que la imagen x esta´ incrustada en la imagen y.
5 Conclusiones y trabajos futuros
5.1. Conclusiones
Uno de los principales aportes de este trabajo es el de combinar los algoritmos de error
de difusio´n para medios tonos, fusio´n de ima´genes y algunas te´cnicas biome´tricas, con el
objetivo de codificar y ocultar un conjunto de ima´genes en escala de grises {I1, . . . , Ik},
con la ayuda de algunas ima´genes en escala de grises fijas J1, . . . , Jn, siendo n > k.
Las te´cnicas biome´tricas como el grafo ela´stico de cada imagen Ji permite aumentar
el nu´mero n de ima´genes host, de tal manera que el uso de tales te´cnicas biome´tricas
permite definir el proceso de desciframiento como un efecto artificial de fiesta de cock-
tail. Incluso, el proceso de descifrado propuesto en este trabajo puede ser desarrollado
dentro de las regiones definidas por el grafo sin un ca´lculo especial.
La utilizacio´n de fusiones repetidas y te´cnicas biome´tricas evitan los efectos de borde
en la aplicacio´n de ima´genes sinte´ticas. Por otra parte, en este trabajo, se ha notado
que los efectos de borde pueden reducirse sin afectar la calidad visual de la imagen
de marca de agua, cuando el proceso de incorporacio´n es realizado teniendo en cuenta
cada regio´n definida por los grafos ela´sticos correspondientes.
Aunque la te´cnica de medios tonos y de ocultamiento de las ima´genes no sean conocidas,
se puede realizar un estegoana´lisis a partir de las marcas biome´tricas segu´n el grafo
ela´stico y el efecto de fiesta de cocktail.
5.2. Propuestas para futuros trabajos
Los algoritmos esteganogra´ficos como DHSED y DHSPT no fueron implementados en este
trabajo, debido a que la informacio´n a ocultar en las ima´genes no han sido bits de informacio´n
sino una gran cantidad de ima´genes, que en nuestro caso no son ima´genes naturales sino
ilustraciones; as´ı que queda au´n un camino largo que recorrer en ese sentido. A continuacio´n
se proponen algunas de las preguntas que podr´ıan surgir.
¿Co´mo se pueden implementar tales algoritmos para ocultar una imagen natural dentro
de otra?
¿Co´mo ocultar un gran nu´mero de ima´genes dentro de una sola?
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¿Sera´ que el esquema Γ′ que concentra todas las ima´genes que se quieren cifrar, se puede
escribir como una secuencia nume´rica especial, por ejemplo, de nu´meros perfectos o de
nu´meros amigos?
Los algoritmos propuestos en este trabajo, ¿se podra´n aplicar tanto en ima´genes na-
turales como en ima´genes a color?
¿Cua´l sera´ la calidad visual de dicha aplicacio´n?
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