This paper investigates the problem of finite-time adaptive sliding mode control for Itô stochastic systems with Markovian switching, where the transition rate matrix of the jump systems is partially available, and unknown actuator degradation factors and matched nonlinearity are considered simultaneously. In this design, an adaptive sliding mode observer is first proposed for the investigated plant to reconstruct the system state, where effects of actuator degradations are compensated by the observer with the adaptive estimation mechanism. Based on the state estimation, an observer-based adaptive sliding mode control law is developed to stabilize the overall closed-loop system, which can also ensure the state trajectories to be driven onto the sliding surface in finite-time with a pre-specified finite-time interval. Finally, a simulation example is provided to demonstrate the effectiveness of the proposed fault tolerant control methodology.
I. INTRODUCTION
Markovian jumping systems (MJSs) have received a great number of research attention since such type of systems can effectively describe a class of realistic physical systems where abrupt variations always occur in system structures resulted from various precipitated including components repairs, changing subsystem interconnections, sudden environmental disturbances, etc. Over the past decade, a great number of progress has been made in the investigation of the analysis, filtering and synthesis problems for MJSs [1] - [11] . By using replacement of matrix variables, a new mean square admissibility criterion of singular stochastic Markov systems was proposed first in [4] . In [10] , the authors proposed a novel recurrent neural network (RNN) to handle the perturbed time-varying underdetermined linear system with double bound limits on residual errors and state vari-The associate editor coordinating the review of this manuscript and approving it for publication was Huanqing Wang. ables. Since the disturbances described by Brownian motions always exist in practical systems, the Markovian stochastic jump systems where the state-dependent disturbance is governed by the Itô differential equations, have also attracted increasing research attention, see [12] - [16] and the references therein. The authors in [14] proposed a new descriptor sliding mode approach for a class of nonlinear Itô stochastic systems with simultaneous input and output disturbances. An accurate estimation of the system states, fault vector and disturbances can be obtained simultaneously. Meanwhile, the adaptive control, as an excellent control approaches on nonlinear systems, has also received widespread attention. A great deal of significant results have been developed [17] - [22] . The authors in [21] investigated the problem of adaptive fuzzy asymptotical quantized tracking control of non-strict-feedback systems by using a dynamic signal to cope with the unmodeled dynamics and fuzzy systems. In [17] , the authors were concerned with the problem of adaptive neural output-feedback decentralized control for a class of strongly interconnected nonlinear systems suffering stochastic disturbances. The trajectory tracking control problem of a class of nonstrict-feedback nonlinear systems with the actuator faults was considered by the authors in [22] . Using the structure consistency of intermediate control signals and the variable-partition technique, the functional relationship between the nonlinear functions with whole state and error variables was established.
It is well known that, sliding mode control (SMC) being a kind of variable structure control methods, possesses a few excellent advantages such as fast responses and robustness to matched nonlinearity and disturbance [23] - [33] . In SMC, a discontinuous input term is utilized to force the system state trajectories to a predefined sliding surface, which is different from other classical control approached. In the past few decades, SMC has been widely applied to many type of systems and there have been a large number of results focused on SMC for various complicated dynamical systems [34] - [38] . More recently, SMC method has been extended to Itô stochastic systems and Markovian jump systems [39] - [42] . For instance, Liu et al. [40] studied the SMC design problem for quantized systems with matched disturbances and state time-delay in continuous-time domain. In [41] , the problem of robust quantized SMC has been studied for continuous-time Markovian jump systems. A filtering-based technique has been proposed to stabilize the closed-loop systems. In [42] , the authors proposed an adaptive SMC algorithm for spacecraft rendezvous, which achieved asymptotic stability of near-circular orbits without using any effectiveness information of actuators.
It should be pointed out that, although the issue of SMC for Itô stochastic jump systems with Markovian switching has been addressed with consideration on various constraints including partially unknown probability transition matrix, actuator faults, observer-based control, etc, there still some open problems remained to be solve [43] , [44] . One of the key problems is that, in almost all aforementioned published work, the time interval for the state trajectory to arrive on the sliding surface was considered to be a rather long time interval, which does not satisfy the engineering applications [45] - [47] . From the viewpoint of practice, it is more appropriate to design finite-time reachability SMC for Itô stochastic jump systems to improve the SMC application potentials [48] , [49] . Such a design problem is interesting and challenging, which motivates our current research in this paper.
In this paper, we investigate the problem of observer-based SMC design for a class of Itô stochastic jump systems with unknown nonlinear function, actuator degradation factors and partly unknown transition probabilities. First, an adaptive sliding mode observer is proposed for the plant under investigation, where the adaptive estimate for the actuator degradation factors is introduced in the observer dynamic to realize fault compensation. Second, based on the state estimation, an adaptive sliding mode control scheme is developed, which can ensure the stochastic stability of the overall closed-loop system, while at the same time the reachability of the sliding surface build on the state estimation can be guaranteed. In this design, different from the existing works, the proposed adaptive SMC law can ensure that the state trajectories can be driven onto the sliding surface in a pre-defined time interval T * with T * ≤ T for any assigned finite-time T . The organization of this paper is given as follows: In Section 2, the system description and some preliminaries are given. Sections 3 and 4 present the observer design based on SMC and the stochastic stability analysis of the closed-loop system, respectively. Section 5 provides the finite-time reachability analysis of sliding motion. Section 6 provides a numerical example to verify the validity of the proposed control method, and Section 7 concludes this paper.
Notation: R n denotes the n−dimensional Euclidean space. R m×n is the set of all m × n real matrices. ( , F, P) denotes a complete probability space, in which is the sample space, F is the σ algebra of subsets of the sample space, and P is the probability measure on F. E{·} is the mathematical expectation. λ max (·) denotes the maximum eigenvalues of the corresponding matrix. · and | · | denote the Euclidean norm and 1− norm of a vector, respectively. Given a symmetric matrix A, the notation A < 0(≤ 0) means that A is a positive definite matrix (nonnegative definite, respectively). I n represents an identity matrix with dimension n. The symbol * is used as an ellipsis in matrix expressions that are induced by symmetry.
II. PROBLEM FORMULATION
Consider a class of Itô stochastic switched systems described by the following equation:
where x(t) ∈ R n is the immeasurable system state vector, u F (t) ∈ R m is the control input, f (x, t) ∈ R m is an unknown nonlinear function, and y(t) ∈ R p is the measurable output. We also define w(t) as a standard one-dimensional Brownian motion on the probability space ( , F, P) of an increasing family (F t ) t>0 of σ algebras. Here is the sample space, F is the σ -algebra of subsets of the sample space, P is the probability measure on F, and w(t) satisfies E[w(t)] = 0 and E[w 2 (t)] = t. For each r t ∈ S, A(r t ) ∈ R n×n , B(r t ) ∈ R n×m , H (r t ) ∈ R n×n and C(r t ) ∈ R p×n are functions of the system matrices. Assume that the process {r t , t ≥ 0} is a right-continuous finite-state Markov jumping process, which takes discrete values in set S = {1, 2, . . . , S}. The transition probabilities rate matrix = (π ij ) S×S (i, j = 1, . . . , S) is given as follows:
where π ij satisfies π ij > 0 when i = j; l > 0 and lim l→0 o(l)
for each mode i. For a more general representation in engineering practice, the transition rates are assumed to be partially known. The transition rate matrix contains exactly known elements, boundary known elements, and elements lacking information. For instance, the transition rate matrix of a four-mode system is written as
? a 1 ? π 23 ?
?
where ''? denotes the inaccessible elements, and ''a i represents an element with known lower and upper bounds such that a i ≤ a i ≤ā i . Note that the completely known element is a special case of the boundary known elements with a i =ā i .
where k i l represents the index of the lth known element in the ith row of . Similarly, if S i uk = ∅, it is denoted that
where µ i l 0 represents the index of the l 0 th known element in the ith row of .
The general actuator fault model is described as
Denote ρ diag{ρ 1 , ρ 2 , . . . , ρ h , . . . , ρ m } as the unknown actuator efficiency factor, and let h represent the hth actuator,
For notional convenience when r t = i in the ith mode (i = 1, 2, . . . , S), the system matrix functions can be expressed
are constant matrices with appropriate dimensions. Itô stochastic switched systems (1) can then be expressed in the following form:
Assuming that A i and B i are controlled, the control input matrix B i has full column rank for each i ∈ S, and the nonlinear function
where α > 0 and β > 0 are constants.
III. OBSERVER DESIGN BASED ON SLIDING MODE CONTROL
This section, presents the sliding mode observer that estimates the states of Itô stochastic switched system
where the matrix L pi ∈ R n×p refers to the observer gain matrix to be designed, and the following lemma gives the detail design scheme for L pi . Lemma 1: Considering system (9), if for i ∈ S, there exists symmetric positive definite matrix X i ∈ R n and matrix Y i ∈ R n×p , such that the following matrix inequalities holds
then the coefficient matrix A i − L pi C i for the observer (9) is Hurwitz. Besides, the state observer gain is calculated by
is Hurwitz if and only if there exist symmetric positive definite matrix P i ∈ R n such that for each i ∈ S the following linear matrix inequality (LMI)
holds. Formula (11) can be rewritten as
Pre-and post-multiplying equation (12) by
Which can be rewritten as
Let P −1 i = X i and Y i = X i L pi , the above inequality is rewritten as (10) , and the observer gain can be designed as
We define the estimate error vector as follows:
Recalling (8) and (9), one obtains the following system:
To design the discontinuous input v(t), we define the sliding mode surface as
where M i > 0 satisfies the following constraint:
where R i ∈ R m×p is the parameter matrix to be designed. The discontinuous input v(t) is proposed as the following sliding mode form:
Moreover, the above adaptive gains are designed aṡ
where ε, c α and c β are positive parameters to be chosen artificially.
Design the following integral sliding mode surface:
where F ∈ R m×n is chosen such that FB i is non-singular, and
Remark 1: Notice that the sliding mode surface function defined above is a non-switching function; that is, we insert F instead of F i in (21) . As multiple subsystems share the same F, the designed common sliding mode surface can avoid chattering and instability caused by the reciprocating jumps between multiple sliding mode surfaces [50] , [51] .
Remark 2: It should be pointed out that, the design of observer-based control is a nonconvex problem, and there have been a few design results published in the existing literature, where auxiliary matrix variables are introduced with special structure or equality conditions to obtain LMI based condition. However, these results may lead to significant design conservativeness which is difficult to be solved. It is fortunate that in [52] , [53] , a ''Chang-Yang decoupling'' approach is developed, where the output feedback control problem is studied for linear discrete-time systems. Different from the results given in the aforementioned literature, the proposed approaches in [52] , [53] can eliminate the coupling term and thus makes the LMI formulation of design conditions be more feasible.
It follows from (9) and (17) thaṫ
Letṡ(t) = 0, the equivalent control law u eq is obtained that
Therefore, substituting (23) into (9), we can obtain the following sliding mode dynamics:
IV. STABILITY ANALYSIS OF THE CLOSED-LOOP SYSTEM
To guarantee the stochastic stability of the system (16) and (24), the adaptive laws ofρ h (t) (h = 1, 2, . . . , m) are designed as follows:
where L h (t) = c h s h (t)u h , u h is the hth row of u(t), and c h is the adaptive law gain to be designed later.
The following theorem provides the sufficient stability condition of the overall closed-loop system (16) and (22) .
where 11 
then under the SMC scheme v(t) of (18), the resulting closed-loop system composed of (16) and (24) is stochastically stable. proof: Choose the Lyapunov function candidate as follows:
with
where the error variables are given as
. . ,ρ m (t)), (37) the parameters c α , c β and c h are defined in (19) , (20) and (25) , for h = 1, 2, . . . , m. By the Itô formula, the stochastic differential along the state trajectories of (16) and (24) is given as follows:
The term 2e T (t)M i B iρ (t)u(t) in (39) can be rewritten as
whereρ h (t) for h = 1, 2, . . . , m is defined in (37) . The term (e T (t)M i B i ) (h) denotes the hth column of e T (t)M i B i , and u h (t) presents the hth row of u(t). From (17) and (42), we then have
where s h (t) denotes the hth row of s(t).
Noting that ifρ h = ρ h and L h (t) ≤ 0 orρ h =ρ h and L h (t) ≥ 0, we can obtain thatρ h = 0 andρ h L h (t) ≥ 0 by (25) , so the expression (44) is satisfied; on the other hand, ifρ h = L h (t), expression (44) is also satisfied. Considering s(t) ≤ |s(t)|, we have
From the updating law ofα(t),β(t) in (19) and (20), we have
In light of (44) and (46), it can be obtained that
Summarising the derivations above, we have
and 11 , 12 , 22 are defined in (29) . The terms S j=1 π ij M j and S j=1 π ij N j can be rewritten as
As the diagonal elements in the transition rate matrix may be unknown, we divide the following proof into two cases.
By (3) and (50), we obtain for i ∈ S i k , (48) is satisfied if the following inequalities hold:
where 11 , 12 , 22 , N k and M k are defined in (29) . For i ∈ S i uk , from (3) and (50) it can be similarly shown that S j=1 π ij M j = −(
where M j is selected such that M j < M i , for j ∈ S i uk , j = i. By the same reasoning, we also have
where N j is selected such that N j < N i , for j ∈ S i uk , j = i. Therefore, < 0 in (48) is satisfied if the following inequalities hold:
where 11 , 12 , 22 , N uk and M uk are defined in (29) . Summarising the above derivations, we conclude that if the inequalities in (26) and (27) hold, then LV (t) < 0, meaning that the overall closed-loop system (16) and (24) is stochastically stable. This statement completes the proof.
Remark 3: Note that Theorem 1 includes a linear matrix equality (28) , which is difficult to solve directly by the LMI toolbox. According to the algorithm in [54] , the expression (28) can be rewritten as
Introduce the following inequality condition:
where scalar η i > 0 is a parameter involved in problem (56) below, for i ∈ S. By the Schur complement, we obtain
Hence, Theorem 1 is now equivalent to the following minimisation problem: min η i , subject to (26) , (27) and (55) .
The minimisation problem can be solved by the solvers mincx in the LMI toolbox of Matlab.
V. FINITE-TIME REACHABILITY ANALYSIS OF SLIDING MOTION
In this section, an adaptive SMC law is synthesised to guarantee that drives the system trajectories onto the predefined sliding surfaceŝ(t) = 0 of (21) within a finite-time T * with T * ≤ T , where T is the assigned time. First, the adaptive SMC law u(t) is constructed as
where ς > 0 is an adjustable parameter satisfying
and ι i are designed as
Theorem 2: Suppose that Theorem 1 has feasible solutions. Then under the SMC law υ(t) of (18) and the control input u(t) of (57), the state trajectoryx(t) of the closed-loop system (24) will be driven onto the sliding surface s(t) = 0 within a finite-time T * with T * ≤ T for any assigned finite-time T . proof: The Lyapunov function candidate as follows:
As F is chosen to ensure non-singular FB i , it follows from (22) that
Substituting (57) into (61), we can obtain
From (18), we havê
The following inequality is easily obtained from (59):
After substituting (63) and (64), Eq. (62) simplifies to
Define ϕ(t) as
from (66) and noting that ŝ(t) ≤ |ŝ(t)| we have
By employing (65) and (66), it can be shown that
Under assumption (58) for ς, inequality (68) gives T * ≤ T . Therefore, at any given finite-time T , the state trajectories can be driven onto the predefined sliding surface s(t) = 0 within finite-time T * with T * ≤ T . This statement completes the proof.
The design procedure of the work is generalized as follows: 1. choose the proper matrices L Pi such that A i − L Pi C i is Hurwitz. Then calculate the observer gain L pi = X −1 i Y i by Lemma 1.
2. Select K i such that A i + B i K i is Hurwitz. 3. Solve the optimisation problem (56) , and find feasible solutions M i and R i . Then, design v(t) andρ h in the forms of (18), (19) , (20) and (25) , respectively. 4. Select the matrix F such that FB i is non-singular, and design u(t) in the form of (57).
VI. SIMULATION EXAMPLES
In this section, demonstrates the effectiveness of the observer-based FTC approach in a numerical example. The system matrices of system (1) are given as follows: 
The transition matrix is chosen as
where 0.3 ≤ a 1 ≤ 0.6 and −1.0 ≤ a 2 ≤ −2.0.
The nonlinear function is assumed as
The bound of the actuator efficiency factors ρ 1 and ρ 2 is set toρ 1 = 0.9, ρ 1 = 0.5 andρ 2 = 0.7, ρ 2 = 0.3. We also set
and ι 1 = ι 2 = ι 3 = 1. The derivative gain L Di is chosen as 
Choosing ε = 0.01, and ς = 0.1, and set the adaptive gains in (19) as c α = c β = 100, c 1 = 300, and c 2 = 150. The Brownian motion w(t) is simulated by the approaches developed in [55] . Set the simulation time t ∈ [0, T ], where T = 10. The step size is t = T /N with N = 10 4 . To prevent chattering in the control signals, we replace sgn(ŝ(t)) and sgn(s(t)) with sgn(ŝ(t)) =ŝ (t)
sgn(s(t)) = s(t) s(t) + 0.5 × 10 −2 ,
respectively. The simulation results are provided in Figures 1-7 . The closed-loop system was stochastically stable against faults and disturbances, and the reachability of the sliding surfaceŝ(t) was guaranteed. Moreover, the states and faults were tracked with ideal performance. According to [56] , theρ(t),α(t) andβ(t) estimates are necessary VOLUME 8, 2020 for constructing the adaptive controller, but whether they converge to their true values is irrelevant.
VII. CONCLUSION
This paper investigated observer-based adaptive SMC in finite-time for a class of Itô stochastic switched systems.
An adaptive robust observer that estimates the state and the actuator efficiency factor was designed. Based on the estimation, an adaptive SMC scheme that counteracts faults and disturbances was proposed. The SMC stabilises the closedloop system, ensuring finite-time reachability of the proposed sliding mode surface. The effectiveness of the proposed control law was demonstrated in a practical numerical example.
For the further works we will consider the case of stochastic time delays. It is since the size relationship among these delays is difficult to express, and there may be many difficulties in constructing an effective sliding mode control law to compensate the delay effects and at the same time to stabilize the plant. Hence, it is an interesting question, which deserves our further study. 
