ABSTRACT In continuum approaches to molecular electrostatics, the boundary element method (BEM) can provide accurate solutions to the Poisson-Boltzmann equation. However, the numerical aspects of this method pose significant problems. We describe our approach, applying an alpha shape-based method to generate a high-quality mesh, which represents the shape and topology of the molecule precisely. We also describe an analytical method for mapping points from the planar mesh to their exact locations on the surface of the molecule. We demonstrate that derivative boundary integral formulation has numerical advantages over the nonderivative formulation: the well-conditioned influence matrix can be maintained without deterioration of the condition number when the number of the mesh elements scales up. Singular integrand kernels are characteristics of the BEM. Their accurate integration is an important issue. We describe variable transformations that allow accurate numerical integration. The latter is the only plausible integral evaluation method when using curve-shaped boundary elements.
INTRODUCTION
Electrostatic interactions play an important role in macromolecular structure and function. The continuum approach provides a convenient route for understanding molecular electrostatic interactions (Gilson et al., 1985; Allison et al., 1986; Rashin et al., 1986; Sharp and Honig, 1990; Madura et al., 1994) . Here the molecule is modeled as a cavity of low interior dielectric constant embedded in a continuous medium of solvent of high dielectric constant. The interior of the cavity contains point charges representing charge distributions on atoms in the molecule. The Poisson equation or Poisson-Boltzmann equation is then solved for the electrostatic potentials over the space. Two widely used methods for solving the continuum electrostatic problems are the finite-difference method (FDM) and the boundary element method (BEM). FDM employs a box of threedimensional cubic grids, where the solute molecule and a portion of surrounding continuum solvent are contained. The electrostatic potentials are then directly solved from the partial differential equation on the grid points (Warwicker and Watson, 1982; Gilson et al., 1985; Davis and McCammon, 1990; Sharp and Honig, 1990; Madura et al., 1994) . BEM uses Green's second identity to transform the elliptic partial differential equation over a molecule-containing volume to integral equations over the surface of the molecule (Zauhar and Morgan, 1985 , 1988 Yoon and Lenhoff, 1990; Juffer et al., 1991; Zhou, 1993a; Bharadwaj et al., 1995; Zauhar and Vamek, 1996) . With a discretized surface description, the integral equations are then solved numerically. BEM can also be thought of as computing a distribution of the induced point charges (single layer) due to the polarization of the solvent and a distribution of the induced point dipoles (double layer) due to the effects of the ions present in the solvent.
The boundary element method can treat both the molecular shape and the interior charges very accurately. It discretizes the surface of the molecule and relies only on the surface integrals of the molecule. The collection of the discrete surface elements makes it possible to represent the shape of the molecule precisely. This is in contrast to the nature of the molecular boundary imposed by cubic volume elements in a finite-difference method. The interior charges can also be placed at their exact locations, because these charges no longer need to coincide with grid points. Therefore, no distortion in molecular charge distribution is introduced, unlike in FDM, where artificial distribution of fractional charges onto neighboring grid points is used. As a result, BEM has no need for special remedies such as focusing and rotational averaging, which are commonly practiced in finite-difference methods. The self energy artifacts (Bruccoleri, 1993) in the calculation of reaction potential also do not exist in BEM. In addition, the space outside the molecule does not have to be discretized in BEM, and therefore the potential at places distant from the molecule can be computed accurately. Furthermore, because there is no finite-volume box involved, there are no artificial boundary conditions akin to those imposed in the finite-difference method when systems infinite relative to molecular dimensions are modeled (i.e., in many cases the boundary faces of the box are within distances to the molecule edge that are comparable to the molecular size).
In this paper, we apply accurate methods to compute molecular shapes for use in BEM electrostatics calculations. We also determine the desired formulation of BEM, which has the advantage of numerical stability. We Here Ei is the uniform dielectric constant inside a molecule, 8(x) is the three-dimensional delta function, and the interior of the molecule contains n point charges qk at position Xk.
For any point in the exterior x E R 3-fl, the potential ue (x) is governed by the linearized Poisson-Boltzmann equation
V2ue(x) = K2 * Ue(X), for x E R3 _-(2) Here IIK is the Debye length characterizing the screening effect due to the presence of the ions in the solvent. On the surface of the molecule afQ, we denote the normal derivative of the potential at x along the outward unit normal vector nx at x as g (i.e., g'(x) = au'(x)/anj and ge(x) = aue(x)/anx); then we have the interface condition ui(x) = Ue(x) and g(x) gi(x) = e. ge(X) (3)
The above equations can be formulated into integral equations by a standard BEM technique (Brebbia et al., 1984) . Two different formulations have been reported; details are described by Yoon and Lenhoff (1990) and Juffer et al. (1991) . We call them the nonderivative method (nBEM) (Zauhar and Morgan, 1990; Yoon and Lenhoff, 1990; Zhou, 1993b) and the derivative method (dBEM) (Juffer et al., 1991) . In this section we briefly outline the main steps in the formulations and summarize the resulting equations and formulae.
to the Poisson Eq. 1, we can obtain the integral equation for potential in the interior:
Here x is the location of an interior point, y is a surface point, and w(x) is the solid angle at point x. For interior x E int fl, Cl(x) = 1 (the full angle is counted as 1). The integration is over all points on the surface of the molecule. K1 are kernel integrands and are explained later.
Similarly, applying Green's second identity to the linearized Poisson-Boltzmann Eq. 2, we obtain the integral equation for the exterior potential: (Warwicker and Watson, 1982; Zauhar and Morgan, 1985; Bharadwaj et al., 1995) , the linearized Poisson-Boltzmann equation (Klapper et al., 1986; Davis and McCammon, 1990; Juffer et al., 1991) , and the nonlinear Poisson-Boltzmann equation (Holst and Saied, 1995) . In this work, we employ an alpha shape-based method to topologically triangulate the surface of the molecule (Akkiraju and . The high-quality mesh generated allows precise representation of the molecular shape and maintains a convenient data structure for easy access to geometric and topological information contained in the mesh. Details of the mesh generation can be found in Akkiraju and Edelsbrunner (1996) .
Analytical representation of curve-shaped panel For boundary integral equation-based BEM methods, the representation of the surface afl based on the mesh of planar triangles is important: curved panels are necessary to accurately represent both the shape of the surface integration domain and to evaluate the kernels. All interior points of the planar triangles therefore need to be mapped onto the atomic spheric surfaces.
Instead of using a quadratic or cubic function of the local coordinates in a planar triangle to approximate the spherical surface (Zauhar and Morgan, 1990; Juffer et al., 1991) , here we describe an analytically exact method to map a planar point to the spherical patch. We exploit the fact that in the solvent-accessible surface model, the surface of the molecule consists of pieces of surface patches with known analytical expressions. Our representation is piecewise Coo (differentiable to degree infinity in the interior of each patch) and therefore is faithful to the original geometric model of the molecule (Lee and Richards, 1971 ). This method builds on the fact that geometric information is readily available from the data structure of the alpha shape-generated mesh.
In the SA model, we first compute the vector v E R 3 from the center of the atom to the planar point r E R 3. Normalization of v will give the unit vector normal n(r') = v/IIvI| to the surface point r' E lR3 to be mapped, which is on the spherical surface. We obtain the spherical point r' by r' = r + f -n(r') where f = (R -IIvII)/I|vII, where R is the radius of the atom (see Fig. 1 ). The Jacobian determinant of this transformation is IJ(r')I = 1/Ik(r) * n(r')I, where k is the normal vector of the planar triangle. Geometrically, it is the ratio of the area of an infinitesimally small surface piece and the area of its projection on the planar triangle.
NUMERICAL QUADRATURE
The formulae for the kernels of the boundary integral equations (Eqs. 9 and 12) reveal a difficulty in their integrations: these integrands become singular when y approaches x. The integral of these kernels all have interpretations: these kernels are either weakly singular, or have Cauchy principal values, or their finite parts in the Hadamard sense exist (Kutt, 1975; Kaya and Erdogan, 1987) . For example, the formula for kernel K3(x, y) in Eq. 12 has two terms, each of which is hypersingular, but it has been shown that K3(x, y) as the difference of the two hypersingular terms is itself integrable and well behaved (Juffer et al., 1991) . In BEM, these singularities hamper the numerical integration when x and y are on the same element (singular case), or when they are very close (near-singular case). Any FIGURE 1 Mapping points on a planar triangle to the surface of the atom. The point r on the planar triangle is mapped to the point r' on the surface by extending v. v is the vector starting from the center of the atom and ending at r. quadrature rule of fixed weights (such as increasing the number of Gaussian quadrature points) is inadequate for the singular case, because these input-sensitive integrals are strongly influenced by the exact local shape of the element (Schwab and Wendland, 1992) . For the near-singular case, although the integrals are regular, their numerical behavior is sensitive: the Gauss formula loses its asymptotic accuracy because the estimated error is influenced by the derivative of the kernels, which produce negative powers of the step size, canceling the asymptotic gain from using a higher order formula (Hackbusch and Sauter, 1994) . In the molecular electrostatic problem, previous applications of BEM often use Gaussian quadrature for singular integrands, and the problen of near-singular integrands has been overlooked.
The accurate evaluation of the integration of the kernels, multiplied by the shape (basis) functions, is one of the key issues in the BEM, because the resulting singular diagonal elements of the matrix strongly affect the whole solution. Although analytical formulae are possible for planar triangle elements, integration over curved geometric elements is only plausible with numerical quadrature rules. In numerical analysis, the quadratures for singular integrands and near-singular integrands have been a very active research field in the past decade (Johnson and Scott, 1989; Guermond, 1992; Schwab and Wendland, 1992; Hackbusch and Sauter, 1994) .
In our approach, we map all planar triangles Fi to a standard simplex or a master triangle (0.0, 0.0; 0.0, 1.0; 1.0, 0.0) where the singular .point is mapped to (0.0, 0.0). Numerical integration is then carried out over this standard triangle for all patches of the surface. The mapping from a planar triangle to a spherical triangular patch is as described earlier. Our method of numerical integration over the planar triangle is adapted from Guermond, (1992) , where error analysis of several classes of kernels are available for curved elements. 
where h is the height of the triangle from the side opposite the singular node, and a = rr/4 (see Fig. 2 (Barrett et al., 1994) . In all cases, the matrices of the second kind of integral equation resulting from dBEM have significantly lowered the condition number, as compared to the matrices where the nonintegral terms are left out. However, the matrices from nBEM and dBEM have very different characteristics. This can be seen from the different forms of Eqs. 7, 8 and 10, 11, and from visualization of the coefficient matrices. Fig. 3 plots the coefficient matrices from both the nBEM and the dBEM formulations for a 16-vertex triangulation of a unit sphere. This suggests that nBEM and dBEM formulations may have different convergence behaviors for many numerical solvers. As an experiment, we use 16-, 32-, 64-, 128-, and 256-vertex triangulation of the unit sphere to test how the condition number scales with the size of the matrices from the two formulations. The sphere has the simplest geometry, and there is no effect due to complicated geometric considerations. As a result, such a test should reflect the characteristics of matrices due to the choice of formulation and exclude other factors. Fig. 4 shows that the condition numbers of the dBEM matrices (empty circle) are consistently small as the size of the matrix increases from 32 (for 16 vertex) to 512 (for 256 vertices). For nBEM (filled circle), the condition number deteriorates rapidly as the size of the matrix increases. This has implications because rapid convergence of the linear equation solvers is an important issue in BEM, where meshes of large sizes are necessary to model molecules with complex geometry. There is no difference in terms of the storage required for dBEM and nBEM matrices. Therefore, we suggest that it is advantageous to use the dBEM formulation for a better conditioned influence matrix.
Numerical tests
As a test case, we computed the electrostatic reaction potential of a unit point charge placed at various eccentric locations inside the unit ball, where the analytical solutions are known. We set the protein interior e, at 1, and the The condition numbers of the matrix formed by dBEM (-) are constantly small as the matrix size increases, whereas the condition number for nBEM matrices (0) deteriorates rapidly. Matrices are formed using K = 3.0, Ei = 1, and Ee = 20.
(van der Vorst, 1992), with the convergence residue set at 1.0 X 10-8. The results are listed in Table 1 . The improvement of accuracy of the solution can be seen as the number of vertices used for triangular elements increases. The iteration numbers for the BICGSTAB solver indeed are small and show little increase as the number of vertices used to triangulate the sphere increased from 64 to 512. This agrees with our earlier assessment based on condition number calculations. For comparison, we have also implemented the nBEM formulation for computing the reaction potential for a unit ball. The computed solutions have errors comparable to those of dBEM. However, the numbers of iterations carried out with BICGSTAB solver are very different, as seen in Table 2 . Compared to the dBEM method, the iteration numbers are larger for all levels of discretization. The nBEM iteration numbers also increase as the discretization becomes finer, and this is in contrast to the dBEM method. These results demonstrate that dBEM can provide accurate solutions with a better conditioned influence matrix. This is reflected by the fact that in the examples studied, the number of iterations required to achieve comparable accuracy is invariant with mesh size. As a preliminary study of protein electrostatics, we compute the potentials near a crambin molecule on the x-z planes at fixed y = -10 A, i. Fig. 7 shows the potentials for the y = -10 A plane, and Fig. 8 The potential is in units of e/(Eo X A), where e is the unit electron charge, and E0 is the dielectric constant of vacuum. d in the table is the distance of the charge from the center of the ball. The errors of the numerical results as a percentage compared to analytical solutions are listed along with the iteration number of the BICGSTAB solver (van der Vorst, 1992) with the convergence residue set at 1.0 x 10-8. The inverse Debye-Huckel length K iS set at 3/A.
A 7 X 7 Gauss quadrature rule is used for the nonsingular integrand, a 10()) X 5(r) quadrature rule as described in the paper is used for the singular integrand. For the intermediate integrand, level 3 subdivision and the 7 X 7 quadrature rule are used. Linear functions are used as the basis functions.
plane. The relative orientations of crambin are also shown (not to scale).
DISCUSSION
BEM differs from FDM in that it makes it possible to maintain an accurate (implicit) global solution using an exact representation of the shape of the molecule (Zauhar and Varnek, 1996) . FDM relies on techniques such as "focusing" to obtain accurate local solutions. The alpha shape-based mesh generation allows a very accurate description of the molecular shape for the BEM calculation, in which no erroneous triangles will be added to connect across clefts and surface invaginations. It also faithfully represents the topological features of the molecule, such as all of the inaccessible cavities inside the molecule. The kernel singularities of the boundary integral equations are one of the distinctive characteristics of the BEM method. The strength of the singularities strongly affects the condition number of the resulting coefficient matrix. Several methods have been described to solve the singularity problem. Yoon and Lenhoff (1990) analytically integrated the kernels for the nBEM formulation. However, in general the analytical evaluation of singular kernels (Kaya and Erdogan, 1987) can be prohibitive in terms of the algebraic derivation: it is only plausible when planar boundary elements are used (as in Yoon and Lenhoff, 1990 All parameters are the same as described in Table 1 . to curved boundary elements. However, the number of elements required for a precise description is lower in curved-element representations. When ion effects from the continuum model are ignored, the Poisson equation is used to model the molecular electrostatics. For such cases, Purisima and Nilar used a "rowsum elimination" method to obtain the singular integration term (Pursima and Nilar, 1995) . It is based on the fact that the solid angle subtended by a part of a smooth surface is one-half of the full solid angle (4i7r). This method cannot be extended for two reasons. First, for the linearized PoissonBoltzmann equation where ion effects are included, no simple geometric formulae are known for kernels of the type in Eq. 9 (K3, K4), and 12 (K1 to K4) to be used for subtraction. Second, when the potential inside each element is not treated as a constant, the solid angle formula cannot be applied, because the basis functions that are used to interpolate between nodal values cannot be separated out from the integrand. On the other hand, Guermond showed that nonconstant interpolation of the potential within each element is necessary to achieve an accurate solution, if the use of a modest number of mesh elements is desired (Guermond, 1994) .
The conditioning of the boundary element equations is an important and complicated issue. We have shown that the dBEM formulation has an advantage over nBEM formulation: it results in a better conditioned influence matrix, and this formulation alone maintains a matrix with a good condition number, even when the problem scales up. The overall conditioning of the boundary element equations is necessarily a complicated issue, and depends on other factors, including the shape of the molecule, the discretization of the surface of the molecule, the choice of the shape (basis) functions for approximating potentials within each element, and the approximation of the surface. Together with the numerical integration scheme, these factors also affect the accuracy of the solution. Further investigations in these directions will provide valuable information.
Multipole expansions have recently been used to rapidly compute, either explicitly or implicitly, the influence matrix for the Poisson equation (Bharadwaj et al., 1995; Zauhar and Varnek, 1996) Nevertheless, future fast methods should also significantly benefit from a stable and better conditioned influence matrix obtainable from the dBEM formulation. This is particularly relevant if the state-of-the-art nonstationary conjugate gradient-based iterative solvers (e.g., GMRES, BICG-STAB, etc.) are used rather than the stationary iterative solvers such as Gauss-Seidel or the successive overrelaxation (SOR) methods.
To check the integrity of the mesh, Bharadwaj et al. (1995) Akkiraju and Edelsbrunner (1996) for more details.
To summarize our BEM work, because shape description is important for the continuum approach to the molecular electrostatics problem, we apply an alpha shape-based method to generate a topologically precise and analytically accurate surface mesh for molecules. We also describe the shape of the molecule analytically within each element, using a piecewise analytical function to represent the shape of the surface used in BEM. Contrary to the widely used nBEM formulation (Zauhar and Morgan, 1990; Yoon and Lenhoff, 1990; Zhou, 1993b) , we show that the dBEM boundary integral equations provide superior numerical stability and should be used when speedy convergence in the solution of the linear equations is desired. Singular and near-singular kernel integrands can introduce large errors into the solution in BEM and must be treated carefully. We have described an effective method of variable transformation to be used for numerical quadratures.
APPENDIX A: ALPHA SHAPE METHOD FOR MESH GENERATION
For molecular mesh generation, we apply a surface triangulation method using the alpha shape method (Akkiraju and Edelsbrunner, 1996) . Briefly, a molecule is modeled combinatorically by an associated geometric construct, the dual complex, or the alpha complex at a = 0. The concepts behind this method are the weighted Voronoi diagram, the weighted Delaunay complex, and the theory of alpha shapes.
The Voronoi diagram of the atom balls divides the space into Voronoi regions, one per atom. A Voronoi region is generated by an atom, and consists of the part of space "closest" to this atom. When the different radii of atoms are taken into consideration, we have the weighted Voronoi diagram. Adjacent Voronoi regions are separated by the radical plane of their atom balls. The Voronoi regions are always convex and are either disjoint or overlap along common boundary pieces. The Delaunay complex is a geometric construct that can be derived from the Voronoi diagram by the following direct translation. The center of an atom ball with a Voronoi region becomes a vertex in the Delaunay complex. If two Voronoi regions share a common facet, then the edge connecting the centers of the two corresponding atom balls is in the complex. If three Voronoi regions share a common edge, then the triangle spanned by the three ball centers is in the complex. Finally, if four Voronoi regions share a common point, then the tetrahedron spanned by the four ball centers is in the complex. We have thus accounted for all possible intersection patterns among Voronoi regions, because in three-dimensional space there can be no more than four Voronoi regions that meet at one point. The vertexes, edges, triangles, and tetrahedra are the four basic types of elements, called simplices.
The dual complex (or the alpha complex at a = 0) is a subset of the Delaunay complex, and consists of the four different types of simplices described above. The vertices are the centers of the atom balls. We add an edge connecting two atom centers to the dual complex if their two convex cells overlap along a common face. Similarly, we add a triangle spanned by three centers if their convex cells share a common edge. Finally, we add a tetrahedron spanned by four centers if their convex cells share a common point.
We refer to Edelsbrunner and Mucke (1994) and references within for a complete and rigorous treatment of weighted Voronoi diagrams, weighted Delaunay complexes, and the dual complex. An intuitive description can be found in Liang et al. (manuscript submitted for publication). Most importantly, the dual complex faithfully represents geometrical and topological features of the surface of the molecule. For example, the circle where the surfaces of two overlapping atoms meet can be computed explicitly by following the edge in the dual complex. The corner point where the surfaces of three atoms meet can be computed explicitly from the triangles in the dual complex. Circles and corners topologically define the boundaries of the surface patches of the molecule. An algorithm has been developed that selects points on each patch and connects them to form a connected surface patch tiled with triangles, with each patch bounded by fractions of circles and corners obtainable from the dual complex. Details of this method are described by Akkiraju and Edelsbrunner (1996) .
APPENDIX B: NUMERICAL ASPECTS OF BOUNDARY ELEMENT METHODS
The integral equations are solved numerically by a boundary element method. The unknowns u and g are approximated in finite dimensional space by continous functions. In our case, they are approximated by unique linear combinations of N basis functions, where N is the number of vertices on the surface. The kth basis function is linear and looks like a pyramid: it equals 1 at the kth vertex and 0 at all other vertices. It has nonzero values only on elements containing vertex k.
For the integral equations, the overall integrals are decomposed into summations of integrals over elements. Each surface triangle element is first transformed into a standard simplex (master triangle), where the numerical quadratures are applied for integration. In our case, we let the approximating trial functions for u and g satisfy the integral equations exactly on the N vertices. As a result, we obtain a set of 2N linear equations. For Eqs. 10 and 1 1, the system of linear equations can be written as (I -A) x =f where I is the identity matrix, and x is the 2N vector for the N values of u and g on the vertices. Elements in A are local surface integrals involving kernels K1 through K4. f is the 2N vector for the source terms on the right-hand side of the equations. This linear system is then solved, for example, by a nonstationary conjugate gradient-based iterative solver.
