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In this paper we consider the following class of linear elliptic problems⎧⎪⎨⎪⎩ −div
(
A(x)∇u)= xkN exp(−|x|22
)
f (x) in Ω,
u = 0 on ∂Ω \ {xN = 0},
where k 0, Ω is a domain (possibly unbounded) of RN+ = {x = (x1, . . . , xN ) ∈RN : xN > 0},
f belongs to a suitable weighted Lebesgue space and A(x) = (aij(x))i j is a symmetric
matrix with measurable coeﬃcients satisfying
xkN exp
(
−|x|
2
2
)
|ζ |2  aij(x)ζiζ j  CxkN exp
(
−|x|
2
2
)
|ζ |2.
We compare the solution to such a problem with the solution to a symmetric one-
dimensional problem belonging to the same class. Our approach use classical symmetriza-
tion methods adapted to a relative isoperimetric inequality with respect to a measure
related to the structure of the equation.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In the present paper we study a class of linear elliptic equations in dimension N , whose coeﬃcients have a type of
singularity which appears, for instance, when one looks for axially symmetric solutions to elliptic equations in dimension
greater then N , or, more in general, solutions which are symmetric with respect to a group of variables. Precisely we
consider the following class of boundary value problems⎧⎪⎨⎪⎩−div
(
A(x)∇u)= xkN exp(−|x|22
)
f (x) in Ω,
u = 0 on +,
(1.1)
where Ω is a domain contained in RN+ = {x = (x1, . . . , xN ) ∈RN : xN > 0}, whose boundary is decomposed in a part 0 lying
on the hyperplane {xN = 0} and a part + contained in RN+ , k  0, A(x) = (aij(x))i j is an (N × N)-symmetric matrix with
measurable coeﬃcients satisfying
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(
−|x|
2
2
)
|ζ |2  aij(x)ζiζ j  CxkN exp
(
−|x|
2
2
)
|ζ |2, C  1, (1.2)
for almost everywhere x ∈ Ω and for all ζ ∈ RN . Moreover we assume that f is a function which belongs to the weighted
Lebesgue space L2(Ω,dμ), where dμ is the measure deﬁned by
dμ = 1
(2π)N/2
xkN exp
(
−|x|
2
2
)
dx.
The main features of such a problem is the fact that the operator is in general not uniformly elliptic, for instance when Ω
is an unbounded domain, and the presence of possible singular coeﬃcients on 0. Indeed assumption (1.2) allows typically
to consider operators with coeﬃcients behaving like xαN exp(−|x|2/2), for some α related to k.
In literature are known various examples of PDE whose coeﬃcients have similar singularities (see [12,17,20] and refer-
ences therein).
When k ∈ N, as pointed out, the interest in studying solutions to equations having such type of singularities comes, for
instance, from the study of solutions to elliptic equations in RN+k which are symmetric with respect to a group of k + 1
variables. To explain more precisely such a question, let us consider the model case aij(x) = xkN exp(−|x|2/2)δi j . Then the
equation in (1.1) can be formally rewritten in terms of Hermite operator plus a term which is singular on 0, i.e.
−	u + 〈x,∇u〉 − k
xN
∂u
∂xN
= f in RN+. (1.3)
Therefore, denoted by x˜ the point (x1, . . . , xN+k), if u˜ is a solution to the equation
−	u˜ + 〈˜x,∇u˜〉 = f in RN+k, (1.4)
that can be represented as
u˜(x1, . . . , xN+k) = u
(
x1, . . . , xN−1,
√
x2N + · · · + x2N+k
)
,
then u satisﬁes Eq. (1.3).
Many papers have been devoted to the study of various degenerate elliptic problems; here we recall, for example [1,6–8,
14,15].
By solution to problem (1.1) we mean a measurable function u whose gradient is square integrable in Ω with respect
to the measure dμ, which satisﬁes the boundary condition in the following sense: there exists a sequence of functions
un ∈ C1(Ω) such that un(x) = 0 on + and
lim
n→∞
(∫
Ω
∣∣D(un − u)∣∣2 dμ + ∫
Ω
|un − u|2 dμ
)
= 0.
Moreover u satisﬁes the equality∫
Ω
A(x)∇u∇ψ dμ =
∫
Ω
fψ dμ,
for every ψ ∈ C1(Ω¯) such that ψ = 0 on + .
We are interested in sharp apriori bounds for the solution to problem (1.1). Such type of problem can be studied by
classical symmetrization methods. However the degeneracy of the operator does not allow to use the classical approach
via Schwarz symmetrization (see [18]). This leads us to consider an appropriate weighted symmetrization based on the
structure of the problem. Therefore we introduce the weighted rearrangement Ω with respect to dμ of Ω , which is the
upper half-space Ω = {x ∈ RN+: x1 < λ}, having the same μ-measure of Ω and the weighted rearrangement f with
respect to dμ of a function f , which is the decreasing function deﬁned in Ω , depending on x1, whose level sets have the
same μ-measure of the corresponding level sets of f (see Section 3).
Our main result provides a comparison between the weighted rearrangement with respect to dμ of the solution u
to (1.1) and the solution v = v to the symmetrized problem belonging to the same class corresponding to the operator
L = −div(xkN exp(−|x|
2
2 )∇v) and the domain Ω .
Theorem 1.1. Let u be the solution to problem (1.1) and v the function
v(x) = v(x1) =
λ∫
x1
{ ρ∫
−∞
f(ξ)exp
(
− ξ
2
2
)
dξ
}
exp
(
ρ2
2
)
dρ,
which is the solution to the problem
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(
xkN exp
(
−|x|
2
2
)
∇v
)
= xkN exp
(
−|x|
2
2
)
f in Ω,
v(λ) = 0.
(1.5)
Then
u(x1) v(x) a.e. in Ω, (1.6)
and ∫
Ω
|Du|q dμ
∫
Ω
|Dv|q dμ, 0 < q 2. (1.7)
As immediate consequence of such a comparison result we obtain that every rearrangement invariant norm (with respect
to dμ) of u can be estimated with the same norm of the symmetric solution v = v .
The main tool in proving such a result is a relative isoperimetric inequality involving the weighted perimeter with
respect to dμ (see Section 2); the rest of the techniques can be reconducted to the classical symmetrization methods. Such
an isoperimetric inequality states that among the sets contained in RN+ having a ﬁxed μ-measure the upper half-space Ω
achieves the minimum μ-perimeter and moreover Ω is the unique set which realizes such a minimum, modulo a rotation
which leaves the xN -axis ﬁxed. The idea of the proof is based on the choice of a map which, modulo a constant, pushes the
measure dμ forward the Gauss measure dγN and reconducts the estimate of the μ-perimeter of Ω to the γN -perimeter of
the counterimage of Ω; this allows us to use the well-known isoperimetric inequality for Gauss measure.
We remark that the study of isoperimetric problem for probability measures has attracted the attention of many authors
(see, for instance, [3,4] and [2], and references therein).
In a forthcoming paper, we will use the same approach to study a degenerate elliptic problem related to the measure
dν = xkN exp(C |x|2)dx, with C  0.
2. A relative isoperimetric inequality
In the present section we will prove a relative isoperimetric inequality with respect to the measure dμ. Before stating
such a result we need some notation. Throughout this section Ω will denote a Lebesgue measurable subset of RN+ . We
deﬁne the measure and the perimeter of Ω with respect to the measure dμ respectively by
μ(Ω) = 1
(2π)N/2
∫
Ω
xkN exp
(
−|x|
2
2
)
dx,
Pμ(Ω) = 1
(2π)N/2
∫
∂Ω
xkN exp
(
−|x|
2
2
)
dHN−1(x),
or Pμ(Ω) = +∞ according to whether Ω is (N − 1)-rectiﬁable or not. Analogously we denote, respectively, by γN (Ω) and
by PγN (Ω) the measure and the perimeter of Ω with respect to the normalized Gaussian measure
dγN = 1
(2π)N/2
exp
(
−|x|
2
2
)
dx.
We denote by Ck the μ-measure of RN+ , and an easy calculation shows that
Ck = 1√
2π
∫
R+
xkN exp
(
− x
2
N
2
)
dxN = 1√
2π
2
k−1
2 
(
k + 1
2
)
, (2.1)
where R+ stands for the interval ]0,+∞[ and  is the standard Gamma function.
Moreover we will use the function ϕ :R →R+ deﬁned by
ϕ(t) = 1√
2π
t∫
−∞
exp
(
−σ
2
2
)
dσ , t ∈R. (2.2)
Our relative isoperimetric inequality, given by Theorem 2.1 below, states that, among all measurable subsets of RN+ which
have the same measure with respect to dμ as Ω , the set
Ω = {x ∈RN+: x1 < λ}, with λ = ϕ−1(μ(Ω)Ck
)
, (2.3)
achieves the smallest perimeter with respect to dμ.
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Pμ(Ω) Pμ
(
Ω
)
. (2.4)
Moreover equality holds in (2.4) if and only if Ω = Ω , modulo a rotation which leaves the xN -axis ﬁxed.
Proof. Step 1. We begin by assuming that the boundary of Ω is the union of a ﬁnite number m of disjoint graphs of
smooth functions depending on (x2, . . . , xN−1). Therefore there exist m smooth functions αi : Si → R deﬁned in a suitable
set Si ⊂RN−1, i = 1, . . . ,m, such that
∂Ω =
m⋃
i=1
i,
where
i =
{
x ∈ RN : x1 = αi(x2, . . . , xN )
}
.
Moreover we assume
i ∩  j = ∅, i = j, i, j = 1, . . . ,m.
Denote by f :R+ →R the function
f (t) = ϕ−1
(
1√
2πCk
t∫
0
σ k exp
(
−σ
2
2
)
dσ
)
, t > 0, (2.5)
or, equivalently,
f (t) = ϕ−1
(
2
k−2
2√
πCk
γ
(
k + 1
2
,
t2
2
))
,
where ϕ−1 is the inverse function of ϕ , Ck is the constant deﬁned in (2.1) and γ denotes the Incomplete Gamma Function.
Observe that f belongs to C∞(R+) and it is a strictly increasing function.
In Appendix A below we prove Lemma A.1 which states
f ′(t) 1, ∀t > 0. (2.6)
Observe that (2.5) is equivalent to
f (t)∫
−∞
exp
(
−σ
2
2
)
dσ = 1
Ck
t∫
0
σ k exp
(
−σ
2
2
)
dσ , t > 0, (2.7)
and moreover, denoted by h : R→ R+ , the inverse function of f , we have also
t∫
−∞
exp
(
−σ
2
2
)
dσ = 1
Ck
h(t)∫
0
σ k exp
(
−σ
2
2
)
dσ , t ∈ R. (2.8)
Now consider the map
T : (y1, . . . , yN) ∈RN → (x1, . . . , xN−1, xN ) ≡
(
y1, . . . , yN−1,h(yN)
) ∈RN+.
Since h belongs to C∞(R), we deduce that T is a C∞-bijection from RN onto RN+ . Let us denote by x′′ ≡ (x2, . . . , xN−1) and
y′′ ≡ (y2, . . . , yN−1) the points of RN−2; by x′ ≡ (x′′, xN ) and y′ ≡ (y′′, yN) the points of RN−1 and, ﬁnally, by βi : RN−1 → R
the function
βi(y
′) = αi
(
y′′,h(yN)
)
, y′ ∈ RN−1,
for any i = 1, . . . ,m. Then, by deﬁnition of perimeter with respect to dμ, one has
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(2π)N/2
m∑
i=1
∫
i
xkN exp
(
− x
2
1 + |x′|2
2
)
dHN−1(x)
= 1
(2π)N/2
m∑
i=1
∫
Si
xkN exp
(
−αi(x
′)2 + |x′|2
2
)√
1+ |∇αi |2 dx′
= 1
(2π)N/2
m∑
i=1
∫
T−1(Si)
hk(yN)exp
(
−β
2
i (y
′) + |y′′|2 + h2(yN )
2
)
×
√√√√√1+ N−1∑
j=2
(
∂βi
∂ y j
)2
+
(
∂βi
∂ yN
)2 1
(h′(yN ))2
h′(yN )dy′
= 1
(2π)N/2
m∑
i=1
∫
T−1(Si)
exp
(
−β
2
i (y
′) + |y′|2
2
)√√√√√1+ N−1∑
j=2
(
∂βi
∂ y j
)2
+
(
∂βi
∂ yN
)2 1
(h′(yN ))2
× hk(yN)exp
(
−h
2(yN ) − y2N
2
)
h′(yN )dy′. (2.9)
On the other hand by the identity (2.8) one gets
hk(yN )h
′(yN )exp
(−h2(yN ) + y2N
2
)
= Ck. (2.10)
Therefore combining (2.9) and (2.10), since, by Lemma A.1, h′(t) 1, ∀t ∈ R, we deduce
Pμ(Ω)
Ck
(2π)N/2
m∑
i=1
∫
T−1(Si)
exp
(
−β
2
i (y
′) + |y′|2
2
)√√√√√1+ N−1∑
j=2
(
∂βi
∂ y j
)2
+
(
∂βi
∂ yN
)2
dy′
= Ck
(2π)N/2
∫
∂(T−1(Ω))
exp
(
−|y|
2
2
)
dHN−1(y)
= Ck PγN
(
T−1(Ω)
)
. (2.11)
Moreover by isoperimetric inequality with respect to Gauss measure (see for instance [5,11,16]) we have
PγN
(
T−1(Ω)
)
 PγN (G), (2.12)
where G is the half-space of RN , having the same Gauss measure as T−1(Ω), i.e.
G = {y ∈ RN : y1 < δ}, δ = ϕ−1(γN(T−1(Ω))).
Combining (2.11) and (2.12), by an easy calculation and deﬁnition (2.1) of Ck , we get
Pμ(Ω) Ck PγN (G) = Pμ
(
T (G)
)
. (2.13)
Now we prove that T (G) has the same μ-measure as Ω , i.e.
μ
(
T (G)
)= μ(Ω). (2.14)
Indeed, by differentiating identity (2.7), we get
1
tk
exp
(
t2 − f (t)2
2
)
f ′(t) = 1
Ck
. (2.15)
Moreover, since γN (G) = γN (T−1(Ω)), we have
μ
(
T (G)
)= Ck√
2π
δ∫
−∞
exp
(
− x1
2
2
)
dx1 = CkγN (G) = Ck
(2π)N/2
∫
T−1(Ω)
exp
(
−|y|
2
2
)
dy. (2.16)
Changing again the variables in the integration and taking into account of (2.15), we get
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(
T (G)
)= Ck 1
(2π)N/2
∫
Ω
exp
(
−|x
′|2 + f 2(xN )
2
)
f ′(xN )dx = μ(Ω), (2.17)
which is (2.14). Finally, since by (2.16) and (2.17) we deduce in particular that
μ(Ω) = CkγN
(
T−1(Ω)
)
, (2.18)
and we have, by deﬁnitions of λ and δ, that δ = λ or equivalently that T (G) = Ω .
Step 2. General domains. Let Ωi be a sequence of smooth domains as in Step 1, that is the boundary of Ωi is the union
of a ﬁnite number m of disjoint graphs of smooth functions depending on (x2, . . . , xN−1). We can also assume (see [21] for
instance) that⎧⎪⎪⎨⎪⎪⎩
Ωi ⊂ Ωi+1, ∀i ∈N,
lim
i→∞
Pμ(Ωi) = Pμ(Ω),
lim
i→∞μ(Ω	Ωi) = 0.
We can apply to each Ωi inequality (2.11), proved in Step 1, obtaining
Pμ(Ωi) Ck PγN
(
T−1(Ωi)
)
. (2.19)
Let us show that
Pμ(Ω) Ck PγN
(
T−1(Ω)
)
. (2.20)
As in (2.18), we have
μ(Ωi) = CkγN
(
T−1(Ωi)
)
, ∀i ∈N,
and
γN
[(
T−1(Ωi)
)
	
(
T−1(Ω)
)]= 1
Ck
μ(Ω	Ωi).
By the lower semicontinuity of the perimeter we have
lim inf
i→∞
PγN
(
T−1(Ωi)
)
 PγN
(
T−1(Ω)
)
.
Passing into the limit in (2.19), we get
Pμ(Ω) = lim
i→∞ Pμ(Ωi) Ck lim infi→∞ PγN
(
T−1(Ωi)
)
 Ck PγN
(
T−1(Ω)
)
,
which is (2.20).
By isoperimetric inequality with respect to Gauss measure, since γN (G) = γN (T−1(Ω)), and by (2.13), we get
Pμ(Ω) Ck PγN
(
T−1(Ω)
)
 Ck PγN (G) = Pμ
(
Ω
)
. (2.21)
Step 3. The equality case. Now if we assume that Pμ(Ω) = Pμ(Ω), then equalities hold in (2.21), which implies
Pμ(Ω) = Ck PγN
(
T−1(Ω)
)
and PγN
(
T−1(Ω)
)= PγN (G). (2.22)
On the other hand, the equality in the Gaussian isoperimetric inequality is achieved only for the half-space, modulo a
rotation (see [9] for instance). Therefore we can infer that T−1(Ω) is a half-space. Let us ﬁnally show that T−1(Ω) is
parallel to the xN -axis. If it is not the case, by repeating the arguments contained in (2.9)–(2.11) we deduce that
Pμ(Ω) > Ck PγN
(
T−1(Ω)
)
,
which contradicts (2.22). 
3. Proof of Theorem 1.1
We begin this section by recalling a few deﬁnitions and properties about weighted rearrangements with respect to the
measure dμ (see, for example, [10]).
Let u be a Lebesgue measurable function deﬁned in Ω . Then the distribution function of u with respect to dμ is the
function mu : [0,ess sup |u|[ → [0,μ(Ω)[ deﬁned by
mu(t) = μ
({
x ∈ Ω : |u(x)| > t}), ∀t ∈R+.
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u∗(s) = inf{t ∈ R: mu(t) s}, s ∈ ]0,μ(Ω)]. (3.1)
Let Ω be the set deﬁned in (2.3). The weighted rearrangement of u (with respect to dμ) is the function u : Ω →
[0,+∞[ deﬁned by
u(x) = u∗(Ckϕ(x1)), ∀x ∈ Ω,
where ϕ is the function given by (2.2) and Ck is the constant deﬁned by (2.1). Observe that by deﬁnition u depends
just on one variable it is a decreasing function and moreover the functions u and u are equimeasurable. Therefore by
Cavalieri’s principle, we have
‖u‖Lp(Ω,dμ) =
∥∥u∥∥Lp(Ω,dμ), 1 p +∞. (3.2)
Now we denote by Wk(Ω,dμ) the weighted Sobolev space which is the set of measurable functions u which satisfy the
following conditions:∫
Ω
|Du|2 dμ +
∫
Ω
|u|2 dμ < +∞,
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
there exists a sequence of functions un ∈ C1(Ω) such that
un(x) = 0 on the set + and
lim
n→∞
(∫
Ω
∣∣D(un − u)∣∣2 dμ + ∫
Ω
|un − u|2 dμ
)
= 0.
(3.3)
The space Wk(Ω,dμ) will be endowed with the norm deﬁned by (3.3). By a result contained in [19], we deduce that any
nonnegative function belonging to the space Wk(Ω,dμ) satisﬁes the following Pólya–Szegö-type inequality.
Theorem 3.1. Let u be a nonnegative function in Wk(Ω,dμ). Then it holds∫
Ω
|Du|2 dμ
∫
Ω
∣∣Du∣∣2 dμ. (3.4)
As a consequence of the inequality (3.4) one deduce that Wk(Ω,dμ) is continuously embedded in L2(Ω,dμ).
Corollary 3.1. For any function u belonging to Wk(Ω,dμ), we have∫
Ω
|u|2 dμ C
∫
Ω
|Du|2 dμ,
where C is a positive constant depending only on μ(Ω).
Proof. By using (3.4), (3.2) and a result contained in [13, Theorem 1, p. 40], one has
∫
Ω
|Du|2 dμ∫
Ω
|u|2 dμ 
∫
Ω |Du|2 dμ∫
Ω |u|2 dμ
=
∫ λ
−∞(
du
dx1
)2 exp(− x212 )dx1∫ λ
−∞(u)2 exp(−
x21
2 )dx1
 C . 
Remark 3.1. We explicitly observe that by Corollary 3.1 the norm deﬁned by (3.3) is equivalent to the norm
‖u‖Wk(Ω,dμ) =
(∫
Ω
|Du|2 dμ
)1/2
.
We will usually endow the space Wk(Ω,dμ) with such a norm. Moreover by Corollary 3.1 and Lax–Milgram Theorem, we
easily deduce the existence and the uniqueness of the solutions to problems (1.1) and (1.5), respectively.
Now we can prove Theorem 1.1.
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η(x) =
⎧⎪⎨⎪⎩
sign(u), if |u| > t + h,
u−t sign(u)
h , if t < |u| t + h,
0, otherwise,
where 0  t < ess sup |u| and h > 0. We use such η(x) as test function in (1.1) and we proceed as in [18]. By ellipticity
condition (1.2), we get
1
h
∫
t|u|<t+h
|Du|2 dμ 1
h
∫
t<|u|t+h
aijuxi ux j dμ =
∫
|u|>t+h
f sign(u)dμ + 1
h
∫
t<|u|t+h
(|u| − t)dμ.
As h goes to 0, we have
− d
dt
∫
|u|>t
|Du|2 dμ
∫
|u|>t
| f |dμ. (3.5)
By Cauchy–Schwarz inequality we deduce(
− d
dt
∫
|u|>t
|Du|dμ
)2

(−m′u(t))(− ddt
∫
|u|>t
|Du|2 dμ
)
. (3.6)
Moreover Hardy inequality implies
− d
dt
∫
|u|>t
|Du|dμ (−m′u(t)) ∫
|u|>t
| f |dμ (−m′u(t))
mu(t)∫
0
f ∗(σ )dσ . (3.7)
On the other hand coarea formula and the isoperimetric inequality (2.4) allow to estimate the left-hand side of (3.7), i.e.
− d
dt
∫
|u|>t
|Du|dμ = Pμ
({|u| > t}) Pμ({|u| > t})= I(mu(t)), (3.8)
where I is the “isoperimetric function” deﬁned by
I(τ ) = Ck√
2π
exp
{
−1
2
[
ϕ−1
(
τ
Ck
)]2}
.
Combining (3.5)–(3.8) we deduce
1
{[
I
(
mu(t)
)]−2 mu(t)∫
0
f ∗(σ )dσ
}(−m′u(t)). (3.9)
By integrating on (0, t) and by using the deﬁnition (3.1) this implies
u∗(s)
μ(Ω)∫
s
{[
I(τ )
]−2 τ∫
0
f ∗(σ )dσ
}
dτ ,
for a.e. s ∈]0,μ(Ω)]. Now recalling that λ = ϕ−1(μ(Ω)Ck ) and u∗(Ckϕ(x1)) = u(x) we deduce
u(x)
√
2π
Ck
λ∫
x1
{ Ckϕ(ρ)∫
0
f ∗(σ )dσ
}
exp
(
ρ2
2
)
dρ = v(x),
which is (1.6).
Now we prove (1.7) arguing as in [18]. By using Hölder inequality and (3.6) we get
− d
dt
∫
|Du|q dμ
(
− d
dt
∫
|Du|2 dμ
)q/2(
− d
dt
∫
dμ
)1−q/2

( ∫
| f |dμ
)q/2(−m′u(t))1−q/2.|u|>t |u|>t |u|>t |u|>t
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− d
dt
∫
|u|>t
|Du|q dμ
( mu(t)∫
0
f ∗(s)ds
)q/2(−m′u(t))1−q/2  (I(mu(t)))−q
( mu(t)∫
0
f ∗(s)ds
)q(−m′u(t)).
Integrating the last inequality between 0 and +∞ (see [19]), we have∫
Ω
|Du|q dμ =
+∞∫
0
[
− d
dt
∫
|u|>t
|Du|q dμ
]
dt
= (2π)
q/2
Cqk
μ(Ω)∫
0
exp
{
q
2
[
ϕ−1
(
s
Ck
)]2}[ s∫
0
f ∗(σ )dσ
]q
ds
= (2π)
q/2
Cqk
λ∫
−∞
exp
(
q
2
ρ2
)[ Ckϕ(ρ)∫
0
f ∗(σ )dσ
]q
Ckϕ
′(ρ)dρ
= Ck√
2π
λ∫
−∞
exp
(
q − 1
2
ρ2
)[ ρ∫
−∞
f(ξ)exp
(
− ξ
2
2
)
dξ
]q
dρ
=
∫
Ω
|Dv|q dμ. 
Remark 3.2. Let us assume that the right-hand side f satisﬁes the following summability condition
λ∫
−∞
( ρ∫
0
f(r)exp
(
− r
2
2
)
dr
)
exp
(
ρ2
2
)
dρ < +∞.
Then inequality (1.6) gives an estimate of the norm of u in L∞(Ω,dμ) ≡ L∞(Ω), i.e.
ess sup |u| = u(0) ess sup |v| = v(0) =
√
2π
Ck
λ∫
−∞
{ Ckϕ(ρ)∫
0
f ∗(σ )dσ
}
exp
(
ρ2
2
)
dρ.
Appendix A
In the present section we prove inequality (2.6), which is used in the proof of Theorem 2.1
Lemma A.1. Let ϕ and f be the functions deﬁned by (2.2) and (2.5), respectively. Then it results
f ′(t) 1, t > 0.
Proof. By deﬁnition of f we get
f (t)∫
−∞
exp
(
−σ
2
2
)
dσ = 1
Ck
t∫
0
σ k exp
(
−σ
2
2
)
dσ , t > 0.
By differentiating such equality one has, for any t > 0,
f ′(t) = 1
Ck
tk exp
(
− t
2
2
+ f
2(t)
2
)
, ∀t > 0.
Therefore, by an easy calculation, we get
lim
t→0+
f ′(t) = 1
Ck
lim
t→0+
tk exp(− t22 )
exp(− f 2(t)2 )
= lim
t→0+
k
t2
+ 1
f ′(t)
.
This implies
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lim
t→0+
f ′(t)
]2 = lim
t→0+
[
k
t2
+ 1
]
= +∞
and ﬁnally, since f ′(t) > 0, for any t > 0,
lim
t→0+
f ′(t) = +∞.
Analogously one proves that[
lim
t→+∞ f
′(t)
]2 = lim
t→+∞
[
k
t2
+ 1
]
= 1
and therefore
lim
t→+∞ f
′(t) = 1.
Now we argue by contradiction. Let us suppose that
min
R+
f ′(t) = f ′(t0) ∈ ]0,1[, (A.1)
for some t0 ∈R+ . Then it results
f ′′(t0) = 0 and f ′′′(t0) 0. (A.2)
On the other hand by differentiating again (A.1), since by (A.2) f ′′(t0) = 0, it follows
f ′′′(t0) = − k
t20
f ′(t0) + f ′(t0)3 − f ′(t0) 0.
Moreover, since f ′(t0) is positive, this implies
f ′(t0)2  1+ k
t20
.
This is a contradiction since we assumed, in (A.1), that f ′(t0) < 1. 
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