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Abstract
We generalize the concept of maximal-independent set in the following way. For a nonnegative
integer k we dene a k-insulated set of a graph G as a subset S of its vertices such that each
vertex in S is adjacent to at most k other vertices in S and each vertex not in S is adjacent to at
least k +1 vertices in S. We show that it is NP-hard to approximate a maximum k-insulated set
within a polynomial factor and describe a polynomial algorithm which approximates a maximum
k-insulated set in an n-vertex graph to within the factor of cnk=log2n, for a constant c> 0. We
also give an O(kn2) algorithm which nds an arbitrary k-insulated set. ? 2001 Elsevier Science
B.V. All rights reserved.
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1. Introduction
For a nonnegative integer k, dene a k-insulated set of a graph G(V; E) as a set
S V of vertices such that each vertex in S is adjacent to at most k other vertices in
S and each vertex not in S is adjacent to at least k + 1 vertices in S. (If S = V the
second condition holds trivially.) The notion of a k-insulated set generalizes that of a
maximal independent set, since 0-insulated sets are just the maximal independent sets.
While it is obvious that each graph has a maximal independent set, even the existence
of a k-insulated set for every positive k is not so obvious. It follows from Theorem
4.1 that each graph has a k-insulated set for each nonnegative k.
In this paper we present algorithms and complexity results on k-insulated sets. The
maximum independent set (MIS) problem is a well-known NP-hard problem. It is also
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known that it is NP-hard to approximate the maximum independent set [9,1] to within
a factor of n. We prove an analogous result for maximum-cardinality k-insulated sets
in Section 2.
While computing the largest k-insulated set is computationally intractable, nding an
arbitrary k-insulated set turns out to be surprisingly nontrivial. Simple greedy algorithms
exist to nd a k-insulated set for k = 0, since this is a maximal independent set.
However, these algorithms do not easily generalize to compute a k-insulated set for
k>1. It is interesting to note that, except for k = 0, a maximal vertex set inducing
a subgraph of maximum degree at most k is not necessarily a k-insulated set. For
example, by removing one endvertex from the (k + 2)-vertex star K1; k+1 we obtain
a maximal subgraph of maximum degree at most k, although its vertex set is not a
k-insulated set.
In Section 3, we present an algorithm to compute a 1-insulated set in an n-vertex
graph in O(n2) time. In Section 4, we present an algorithm to compute an arbitrary
k-insulated set in O(kn2) time. The energy function method used in the analysis of the
time complexity of our algorithms is of independent interest. In Section 5, we describe
a polynomial algorithm for computing a large k-insulated set. In Section 6, we study
the performance of these algorithms on random graphs.
Finding large independent sets (or large cliques) has applications in various elds.
Here are some. Object recognition in computer vision is often modeled as nding a
large common induced subgraph between a pair of graphs [3]. The latter is usually
solved by reduction to maximum clique. Maximum clique has also been used in exper-
imental design, signal transmission [3], information retrieval [2], clustering in pattern
recognition [8], labeled point pattern matching [21], stereo vision correspondence [15],
and PLA folding [18].
Finding k-insulated sets rather than independent sets would oer more exibility,
which in some applications might be welcome. Specically, the quantity k could be
used to trade-o the tightness of the constraint for the size of the set. (As k is increased,
k-insulated sets generally become larger, and a large one becomes easier to nd.) A
somewhat similar trade-o, at its extremes, is widely used in graph-based clustering [8].
At one extreme a cluster is dened to be a clique. At the other, a connected component.
While the former is more desirable than the latter, the latter is computationally more
tractable.
It is interesting to note that a k-insulated set arises naturally when a discrete Hop-
eld neural network [14] for computing maximal independent sets is modied slightly
(by changing the threshold values) (see [11] for details about this connection). This
connection facilitates a simple parallel implementation of the algorithm presented in
Section 4 for nding a k-insulated set which runs in O(kn) time on n processors.
Via this connection this same algorithm may also be viewed as a self-stabilizing
distributed algorithm for nding a k-insulated set. Self-stabilizing algorithms have
in recent years attracted some interest in the distributed computing community [23].
Hopeld neural networks are interpreted as self-stabilizing distributed algorithms
in [16].
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2. Maximum k-insulated sets
Let ik(G) denote the number of vertices in a largest k-insulated set S in a graph
G. Thus, i0(G) denotes the independence number of G. Since the maximum degree
in the subgraph induced by S is at most k, the set S can be partitioned into at
most k + 1 independent sets in G. Therefore, ik(G)6(k + 1)i0(G). It follows from
Lemma 5.1 proved later that ik(G) is at least the independence number of G for any
k. Thus,
i0(G)6ik(G)6(k + 1)i0(G)
for any graph G and any nonnegative integer k. Now, we will show that these bounds
cannot be improved. The left inequality is tight for the empty graph En on n vertices,
since ik(En) = n for all integers k>0 and n>1. The right inequality becomes equality
for complete graphs, since ik(Kn) = k + 1 if k6n − 1 and ik(Kn) = n if k>n. Next,
we show that the inequality ik(G)6ik+1(G) does not hold in general.
To see this, construct the complete bipartite graph K2; k+1 with the parts A= fa1; a2g
and B=fb1; b2; : : : ; bk+1g. Then extend this graph to a graph Hk by joining each vertex
bi 2 B (i = 1; : : : ; k + 1) to k new vertices bi1; bi2; : : : ; bik .
Lemma 2.1. For each integer k>2 we have ik+1(Hk)<ik(Hk).
Proof. Let n be the number of vertices in the graph Hk . First note that by removing
the vertices a1 and a2 from the vertex set V (Hk) we obtain a k-insulated set . Thus,
ik(Hk)>n−2. Now we will show that V (Hk)−B is the only (k+1)-insulated set in the
graph Hk . Since the degrees of the vertices a1, a2, b11; b12; : : : ; b1k ; b21; b22; : : : ; b(k+1)k
are at most k, these vertices belong to any (k + 1)-insulated set S in Hk . Since each
vertex in B is adjacent to k + 2 of these vertices, none of the vertices in B is in S.
Thus S=V (Hk)−B. Hence, we have ik+1(Hk)=n−jBj=n− (k+1)<n−26ik(Hk).
It would be of interest to characterize graphs G for which the sequence i0(G); i1(G); : : :
is monotone.
Now we focus on complexity issues. The complexity of the 0-insulated set problem
is well-understood [1,13] (also see [12]). We start with a result due to Arora et al. [1].
Theorem 2.2 (Arora et al. [1]). There is an > 0 such that, given a graph G with n
vertices, it is NP-hard to compute an independent set in G of size at least i0(G)=n.
This theorem easily extends to the family of problems, indexed by k, of approxi-
mating ik(G) to within a factor of n1− in a given graph G. This follows from the fact
that ik(G)6(k +1)i0(G) in a graph G. The extended result also follows from [19,20].
Here we give another proof based on a reduction from the maximum independent set
problem. This reduction has some additional value (see Corollary 2.4).
226 A. Jagota et al. / Discrete Applied Mathematics 109 (2001) 223{235
Theorem 2.3. There is an > 0 such that for each k>0; given a graph G with n
vertices; it is NP-hard to compute a k-insulated set in G of size at least ik(G)=n.
Proof. Given a graph G, we construct a new graph G0 such that G contains an inde-
pendent set of size at least c if and only if the graph G0 contains a k-insulated set of
size at least (k + 1)c.
Construct the graph G0(V 0; E0) as follows. Assume that V =fv1; v2; : : : ; vng. Set V 0=
fvij; 06i6k; 16j6ng, and E0=f(vij; vrs) j j= s or (vj; vs) 2 Eg. Thus there are k+1
copies of V in G0, and there are edges between two vertices in G0, if and only if
their images in G are adjacent or the same. Now we claim that G has an independent
set of size at least c if and only if G0 has a k-insulated set of size at least (k + 1)c.
The rst part of the claim is straightforward, since an independent set along with its k
other copies forms a k-insulated set in G0. The converse is also true because if G0 has
a k-insulated set of size at least (k + 1)c, then this k-insulated set can be partitioned
into k + 1 independent sets (since the maximum degree in the subgraph induced by
k-insulated set is at most k), at least one of which must be of size at least c. In
particular, ik(G0) = (k + 1)i0(G). Hence the result.
Corollary 2.4. It is NP-hard to compute the value ipjV (G)j(G) in a given graph G.
Proof. From the given graph G on n vertices construct the graph H on n2 vertices via
the reduction in the proof of Theorem 2.3, with the setting k = n. Compute the value
ipjV (H)j(H) = in(H), and from it compute i0(G):=in(H)=(n+ 1).
In Section 5 we describe a polynomial algorithm which, given nonnegative integer
k and a graph G, computes a k-insulated set in G of size at least cik(G)log
2 n=(kn),
for some constant c> 0.
3. Computing arbitrary 1-insulated sets
Below we present algorithm A (see Fig. 1) for constructing a 1-insulated set in a
given graph. We say that an independent set S is (1,2)-extendible if for some x 2 S
and u; v 62 S, S[fu; vgnfxg is an independent set. In other words, S is (1,2)-extendible
if a larger independent set can be obtained from S by deleting one vertex and adding
two. Algorithm A consists of two phases. In phase I, the algorithm computes an
independent set S1 that is maximal and not (1,2)-extendible. In phase II, the algorithm
computes a maximal independent set among all vertices that are adjacent to exactly
one vertex in S1. Fig. 2 illustrates the main aspects of the algorithm.
Theorem 3.1 shows the correctness and running time of algorithm A.
Theorem 3.1. Algorithm A computes a 1-insulated set in O(n2) time, given a graph
G with n vertices.
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Fig. 1. Algorithm to compute 1-insulated set.
Fig. 2. Algorithm to compute k-insulated set.
Proof. Algorithm A ensures that S1 and S2 are independent sets. Each vertex in S2 is
also in L1 and hence is adjacent to at most one vertex from S1. Each vertex in S1 is
adjacent to at most one vertex from S2, since otherwise S1 would be (1; 2)-extendible.
Any vertex not in S1 [ L1 is adjacent to at least 2 vertices in S1. Any vertex in
L1 n S2 must be adjacent to exactly 1 vertex in S1 and at least 1 vertex in S2 (since S2
is a maximal independent set in L1). Hence S1 [ S2 is a 1-insulated set, proving the
correctness of algorithm A.
To bound the time complexity, we note rst that the repeat loop is executed at
most n times since the number of vertices in S1 increases by 1 in every iteration.
Furthermore, the algorithm will go through at most n iterations to construct S2. Each
of the iterations for S1 can be implemented in O(n) time as described below. For each
vertex not in S1, maintain the number of vertices of S1 that it is adjacent to. Also
maintain separate lists of vertices that are not in S1 and that are adjacent to no vertices
in S1 (call this list L0) and that are adjacent to exactly 1 vertex in S1 (call this list L1).
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Fig. 3. (a) illustrates set S1 after phase I, and (b) illustrates sets L1 and S2 in phase II.
For each vertex in S1, keep a list of number of adjacencies and the adjacent vertices
from L1. Maintain a separate list of vertices from S1 that are adjacent to more than one
vertex in L1 (call this list L2). Phase I terminates when both lists L0 and L2 are empty.
Clearly, these lists and the degree information can be updated after each iteration of
the algorithm in O(n) time, thus proving the required time complexity (Fig. 3).
The algorithm described above is a generalization of the simple greedy algorithm
for computing maximal independent sets. However, this algorithm does not generalize
easily to an algorithm to compute k-insulated set when k > 1. In the next section we
present one that nds a k-insulated in any graph for arbitrary k>0.
4. Computing arbitrary k-insulated sets
In this section, we present a local algorithm that takes a graph G and nonegative
integer k as input, and nds a k-insulated set in G. While the algorithm is simple, it
is not even obvious that it terminates. We use the energy function method to prove its
termination, and to bound its running time.
We need some further notation. Let G[V 0] denote the subgraph of a graph G(V; E)
induced by a set of vertices V 0V . For any vertex v 2 V , let dV 0(v) be the number




dS(v)− k if v 2 S;
k + 1− dS(v) if v 2 V n S: (1)
Note that, if kS(v)> 0 for some vertex v, then S is not a k-insulated set.
This algorithm starts from any given set S0V of vertices as its initial state, and
transforms S0 sequentially. When it terminates, the set S forms a k-insulated set.
This algorithm was introduced in [11] in the context of neural nets, and is also
implicit in [10]. Its termination was noted in [11] using the energy function approach
of Hopeld [14]. Here we obtain a tight running time bound on the operation of this
algorithm, using the same energy function approach, but with a more rened analysis.
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The energy function approach has been used in the past in amortized analysis of
algorithms { mainly on-line algorithms (for many examples, see [7,24]), and in the
analysis of neural networks (for example, see [14]).
For k=0, algorithm B(0; ;) operates in a simple manner { start from the empty set
and sequentially extend it to a maximal independent set { which terminates in O(n)
loop-iterations. For k > 0, the operation of B(k; ;) is not so simple. The following
example illustrates that vertices may not only be added but also deleted from S. Let
G be a graph with vertex set V = fv1; v2; v3; v4g and edge set E= f(v1; v3); (v1; v4)g. A
run of algorithm B(1; ;) can evolve according to the following sequence of states S:
; ! fv1g ! fv1; v2g ! fv1; v2; v3g ! fv1; v2; v3; v4g ! fv2; v3; v4g:
The next result shows that not only does the algorithm terminate, but does so rea-
sonably eciently.
Theorem 4.1. For a graph G = (V; E) with n vertices and m edges, the Algorithm
B(k; ;) terminates in at most (2k + 1)ik(G) iterations of the while loop and the
Algorithm B(k; V ) terminates in at most 2m iterations of the while loop.
Proof. The proof uses the energy function method of Hopeld [14], specialized to this
problem. For any vertex-set S V , dene the energy function
E(S) = (G[S])− (k + 1=2)jSj;
where (G[S]) is the number of edges in the subgraph induced by S.
During the course of the proof, it will be shown that the function E is bounded from
below, and its value decreases in every iteration by at least 12 . This will have proven
termination. The rest will be renements to yield the desired time bounds.
First, we bound the number of iterations for the algorithm which starts from the
empty set. Note that E(;) = 0. Further, since (G[S])>0, the minimum value of E(S)
for a k-insulated set is at least −(k + 1=2)ik(G). Consider an iteration of the while
loop. Let v be such that kS(v)> 0.
Either
v 2 V n S) dS(v)6k
) E(S [ fvg)6E(S) + k − (k + 1=2)
=E(S)− 1=2
or
v 2 S) dS(v)>k
) E(S n fvg)6E(S)− (k + 1) + (k + 1=2)
=E(S)− 1=2
Thus, in every iteration the energy decreases at least by 12 . Since the initial energy is
zero and the energy of the terminal set is at least −(k + 1=2)ik(G), the while loop is
executed at most (2k + 1)ik(G) times.
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Fig. 4. The graph is partitioned into k + 1 independent sets A1; A2; : : : ; Ak , and B of equal cardinality >k.
Each vertex in set Ai , i = 1; : : : ; k, is adjacent to k − i + 1 vertices in set B. These vertices are chosen so
that the degree in set Ai of every vertex of set B is also k − i + 1. Each vertex in set Ai , i = 1; : : : ; k − 1,
is adjacent to i vertices in set Ai+1. These vertices are chosen so that the degree in set Ai of every vertex
of set Ai+1 is also i.
Next, we bound the number of iterations in the algorithm starting with the entire
vertex set V . Since the initial energy E(V ) = m− (k + 1=2)n and the terminal energy
is again at least −(k + 1=2)n, the while loop is executed at most 2m times.
We now make several observations that are related to Theorem 4.1. The graph in
Fig. 4 shows that the rst bound of Theorem 4.1 is tight for k(k + 1)6n. Let k be
odd. It can be shown that the following sequence of state changes in algorithm B is
possible: starting from the empty set, rst all vertices in B are added, then all vertices
in A1; A2; : : : ; Ak are added, then all vertices in A1; A2; : : : ; Ak−1 are deleted, then all
vertices in A1; A2; : : : ; Ak−2 are added, then all vertices in A1; A2; : : : ; Ak−3 are deleted,
and so on until the state is A1 [ A3 [    [ Ak−2 [ Ak [ B. Next, all vertices in B are
deleted. (Note that this is not yet a k-insulated set.)
Each iteration of the while loop can be made to run in O(d) time, where d is
the maximum degree in the graph G, as follows. With each vertex v store its (i)
membership status in S and (ii) the value of kS(v). Maintain fv:kS(v)> 0g in a
doubly linked list L. Store the graph as an adjacency list. Each vertex v has a record,
one of whose elds points to v’s adjacency list. A second eld in this record points to
v’s node in L if kS(v)> 0 and is null otherwise. (Thus, an insertion or deletion on L
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takes O(1) time.) Now the condition of the while loop can also be checked in O(1)
time. When adding or deleting a vertex v to S update (i) its membership status in S,
(ii) the kS(u) values of all vertices u that v is adjacent to, and (iii) the list L (insert
or delete u into or from L if needed). Updates (i){(iii) may be carried out in O(d)
time.
This yields a time complexity of O(kik(G)d) for B(k; ;) and O(nd2) for B(k; V ).
Note that the former bound is slightly better, since for k>d the only k-insulated set
is V .
The second part of Theorem 4.1 yields a better bound for sparse graphs. For example,
a planar graph has at most 3n − 6 edges, and thus the time-complexity of B(k; V )
improves on these graphs to O(nd).
The problem of nding a k-insulated set in a (k+1)-regular graph can be solved in
O(kn) time. An algorithm solving this problem is based on the following observation.
Theorem 4.2. Let G = (V; E) be a d-regular graph with d>1 and let p and q be
two nonnegative integers such that p+ q= d− 1. Then a set S of vertices in G is a
p-insulated set if and only if the set V − S is q-insulated set.
Proof. By symmetry it is enough to prove that if S is p-insulated than V − S is
q-insulated. Since S is p-insulated, every vertex not in S has at least p+ 1 neighbors
in S, therefore it has at most d− (p+ 1) = q neighbors in V − S. Every vertex in S
has at most p neighbors in S, thus it has at least d− p= q + 1 neighbors in V − S.
Therefore V − S is a q-insulated set.
In particular, a set S of vertices in a d-regular graph is (d − 1)-insulated if and
only if V − S is a maximal independent set. Since a greedy algorithm nds a maximal
independent set in a graph with m edges in O(m + n) time, a k-insulated set in a
(k + 1)-regular graph can be found in O(m) = O(kn) time.
5. A polynomial algorithm for large k-insulated sets
A simple example shows that algorithms A and B may retrieve constant-size 1-
insulated sets in a graph that also contains ones of size (n). Consider a graph with
two identical components: the complete bipartite graphs Kp;2 and Kp;2. Let u; v; w; x
denote the vertices of degree n and X the remaining ones. Then both fu; v; w; xg and
X are 1-insulated sets, and the algorithms can retrieve the former.
The next two results are more positive.
Lemma 5.1. Let I be an independent set in a graph G and let S be the k-insulated
set that algorithm B(k; I) nds. Then jSj>jI j.
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Proof. Let e be the number of edges in the subgraph induced by S. Now
E(S) = e − (k + 1=2)jSj6E(I) =−(k + 1=2)jI j
since the energy of S must be at most that of I . Since e>0, we have jSj>jI j.
Let algorithm C be the algorithm for k-insulated set which rst produces an inde-
pendent set I using the Boppana{Halldorsson algorithm [6] and then extends I to a
k-insulated set using algorithm B(k; I). We now show that algorithm C performs as
well as the Boppana{Halldorsson algorithm.
Proposition 5.2. Given an n-vertex graph G; the algorithm C nds a k-insulated set
with at least cik(G)log
2 n=(nk) vertices, for some positive constant c.
Proof. The Boppana{Halldorsson algorithm nds an independent set I with at least
(c log2 n)i0(G)=n vertices [6]. The k-insulated set S which the algorithm C nds has at
least jI j vertices by Lemma 5.1. Using the inequality ik(G)6(k + 1)i0(G) we obtain
jSj>jI j>(c log2 n)i0(G)=n>(c log2 n)ik(G)=(n(k + 1)):
Hence the result.
6. k-insulated sets in random graphs
In this section, we discuss the performance of our algorithms on random graphs.
Dene a random graph Gn as a graph on n vertices with edges introduced independently
in the ( n2 ) edge-slots with probability
1
2 . We say that almost every graph (or a typical
graph) has a property P when the probability that a random graph Gn has property P
tends to 1 as n ! 1 [5, p. ix]. Despite the fact that the MIS problem is NP-hard
to approximate within some polynomial factor [1], it has long been known that any
algorithm guaranteed to nd a maximal independent set in a graph (such as the simple
greedy one) will nd one within a factor of two of the largest one, in almost every
graph (see [4,17] or [22, Matula’s theorem, p. 76]).
Theorem 1.6. Given > 0 and suciently large n; almost every graph Gn contains a
maximal independent set of cardinality r; where (1+ ) log2 n<r< (2− ) log2 n; but
Gn does not contain a maximal independent set of cardinality less than (1− ) log2 n
or greater than (2 + ) log2 n.
One-half of this result easily extends to k-insulated sets, for xed k.
Proposition 6.2. Given > 0; xed integer k>0; and suciently large n; almost every
graph Gn is such that it does not contain a k-insulated set of cardinality greater than
(2 + )log2 n.
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Proof. The proof is a trivial extension of the simple probabilistic method proof of the
case when k = 0 (see [4]). Dene indicator random variables X il to equal 1 when the





























We now have the following result.
Theorem 6.3. Algorithm A nds a 1-insulated set within a factor of two of the
largest 1-insulated set; in almost every graph.
Proof. Recall that each 1-insulated set can be partitioned into two independent sets.
Then by Proposition 6.2, in almost every graph, the size of the largest 1-insulated set
is no more than 2 log2 n. Since the algorithm A nds an independent set S1 that is
maximal, by Theorem 6:1, in almost every graph, the size of S1 is no less than log2 n.
Note that the actual (1; 2) maximal independent set S1 found by algorithm A can only
be larger than the above bound. Algorithm A also nds another maximal independent
set called S2 to extend S1 into a 1-insulated set. Hence the result.
Next, we show that a similar result can be obtained for a slightly modied version
of algorithm B(k; ;) called B0(k; ;) in which (i) adding a vertex has priority over
deleting a vertex and (ii) the vertex to be added is picked in greedy fashion (i.e., the
one that maximizes kSv amongst those that can be added).
Proposition 6.4. For xed k; algorithm B0(k; ;) outputs a k-insulated set which is
within a factor of 2 of the largest k-insulated set, in almost every graph.
Proof. It is easily checked that algorithm B0(k; ;) nds a maximal independent set
I in the rst jI j-many iterations. By Theorem 6:1, jI j>log2 n in almost every graph.
By Proposition 6.2 the size of the maximum k-insulated set is no more than 2 log2 n
in almost every graph. By Lemma 5.1, the nal k-insulated set S that the algorithm
retrieves satises jSj>jI j. This concludes the proof.
7. Conclusion
In this paper, we proposed an interesting generalization of maximal independent
sets. We studied complexity of some problems associated with it, and designed and
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analyzed algorithms for them. Our analyses included those of worst-case running time,
and worst-case and average-case approximation ratios.
The energy function approach seems to be a powerful tool to design and analyze
algorithms. It would be interesting to explore other applications of this approach.
We pose the open problem of extending algorithm A to compute a k-insulated set
for k > 1.
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