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Abstract 
The goal of the present work is a detailed and comprehensive study to assess the accu- 
racy of the numerical simulation of the mixing processes in a lobed mixer flow field via a 
Reynolds-averaged solution method. To meet this goal, the first objective of the current 
work was to establish the suitability of various meshing strategies that would allow the 
complex mixer geometries found in current gas-turbine engine designs to be captured, 
together with the associated convoluted shear layers. A second objective was targeted 
at providing further insight and understanding of the capability of eddy-viscosity-based 
turbulence models in capturing the convoluted shear layers. 
Simplified mixer configurations selected from the literature were studied under in- 
compressible isothermal flow conditions. Two solution algorithms were employed to 
model the mixer flow fields. The first consisted of a pressure-based structured grid 
methodology developed for incompressible flows. A density-based mixed-unstructured 
grid algorithm for compressible flows was also used, with extensions to low Mach num- 
ber flows made possible through a low Mach number preconditioner. The effects of 
turbulence were modelled using ak-e turbulence model. The absence of this model in 
the code made available for the unstructured algorithm necessitated its implementation 
as a first step in the current work. 
The effects of unstructured mesh type on the prediction of flows with internal mixing 
layers were first assessed for an incompressible planar mixing layer. This simplified case 
was used as a benchmark case to help understand the effects on the convoluted shear 
layers arising within the lobed mixer flows. 
To quantify the capability of a Reynolds-averaged approach in simulating the tur- 
bulent mixer flow field, two variants of the two equation k-e model were employed. 
The first constituted the standard linear high Reynolds number k-e model of Launder 
and Spalding [62]. The second model was a quadratic non-linear version developed by 
Speziale [99] for the prediction of secondary flows in non-circular ducts. The relative 
merits of these two models was assessed through detailed comparisons with experimen- 
tal data taken from the literature. Of particular importance in the mixer flow was the 
formation and subsequent evolution of the vorticity field. Consequently, this motivated 
a detailed study of the evolving vorticity field. 
The investigations thus far were based on a simplified mixer configuration with no 
temperature differences between the two streams. Therefore, as a final step, a realistic 
scarfed mixer was modelled in an attempt to model the temperature mixing. 
The main contribution of the present work is the assessment of a grid-based Reynolds- 
averaged solution procedure for the prediction of lobed mixer flows. The study revealed 
that capturing the initial mixing region proved to be most difficult. Firstly, unstruc- 
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tured meshes employing non-hexahedral elements were very inefficient at simulating the 
mixing layer in the early stages. Secondly, the initial mixing region presented signifi- 
cant difficulties for the Reynolds-averaged solution method in which neither turbulence 
model was capable of correctly reproducing the turbulence field. Despite this, global 
parameters such as momentum thickness and streamwise circulation were well captured 
in the predictions. 
Keywords: Lobed Mixer, Shear Layer, Turbulence Modelling, Streamwise Vorticity, 
Mixing, Unstructured Grids, Navier-Stokes Equations, Finite-Volume Method, 
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Nomenclature 
The symbols used in the present work were chosen according to the following guidelines: 
1. Upper- and lower-case Latin and Greek characters in normal typeface represent 
scalar quantities. 
2. Upper- and lower-case Latin and Greek characters in bold typeface represent 
vector quantities; a vector component is denoted by the corresponding character 
in normal typeface with a Latin or Greek subscript. 
3. Uppercase Latin and Greek characters in sans-serif typeface represent tensor or 
matrix quantities; a tensor or matrix element is denoted by the corresponding 
character in normal typeface with two Latin or Greek subscripts. 
4. The Einstein summation convention is employed for tensors with repeated Latin 
indices. 
These guidelines are ignored in some cases to ensure compatibility with symbols 
commonly employed in the literature. Infrequently used symbols are not listed below. 
SI units are used throughout. 
Latin Characters 
A flux Jacobian matrix A= 
At turbulent flux Jacobian matrix At = 
ayc ft- 
a interpolation factor employed by structured algorithm 
b interpolation factor employed by structured algorithm 
CD closure coefficient in non-linear k-e turbulence model, CD = 0.06 
CE closure coefficient in non-linear k-E turbulence model, CE = 0.06 
CJ skin friction coefficient 
C1 non-dimensional streamwise circulation 
Cp specific heat at constant pressure, Cp = 1004.64 J/(kg K) 
C specific heat at constant volume, C, = 717.6 J/(kg K) 
xvii' 
Nomenclature xix 
CE1 coefficient in k-c turbulence model, CE1 = 1.44 
CE2 coefficient in k-e turbulence model, CE2 = 1.92 
CA, coefficient in k-e turbulence model, C,. = 0.09 
c speed of sound 
diayer mixing layer thickness 
E total internal energy 
F discrete flux function of the mean flow equations 
Ft discrete flux function of the turbulence equations 
H lobe height; 
specific total enthalpy; 
shape factor, H= ö*/B 
h static enthalpy 
identity tensor, Iij = Sze 
unit vector in x-direction 
j unit vector in y-direction 
unit vector in z-direction, k= ixj 
k turbulent kinetic energy 
kwake wake-averaged turbulent kinetic energy 
L length scale 
L matrix representing the implicit discretisation of the viscous fluxes in 
the mean flow equations 
Lt matrix representing the implicit discretisation of the diffusive fluxes in 
the turbulence equations 
M transformation matrix from conservative Q to primitive 2p2 variables 
M Mach number 
N transformation matrix from primitive Qp2 to symmetrizing 2 variables 
n unit normal 
n coordinate direction aligned with unit normal 
n" component in x-direction of unit normal 
ny component in y-direction of unit normal 
nx component in z-direction of unit normal 
O(") on the order of (") 
Nomenclature xx 
P block-Jacobi preconditioner 
Pk turbulent production 
Pr Prandtl number, Pr=0.7 for air 
Prt turbulent Prandtl number, Prt = 0.7 
p static pressure 
p' pressure-correction 
Q discrete conservative state vector of the mean flow equations 
QP1 discrete primitive state vector of the mean flow equations 
Qt discrete conservative state vector of the turbulence equations 
Qtp discrete primitive state vector of the turbulence equations 
q heat flux vector 
q, normal velocity component, qn = unx + vny + wn, z 
R right eigenvector matrix of Jacobian A 
R specific gas constant, R=C, - C,,, R= 287.04 J/(kg K) 
R(") Residual of mean flow equations 
Rt(") Residual of turbulence equations 
Re Reynolds number 
r velocity ratio, r= 2chighlulow 
S symmetric strain rate tensor 
S Oldroyd derivative of the symmetric strain rate tensor 
Sk source term of k turbulence equation 
SE source term of e turbulence equation 
St discrete source vector of the turbulence equations 
As control volume face area 
T static temperature 
T viscous stress tensor 
Tt Reynolds stress tensor 
t time coordinate 
ti turbulence intensity 
At time step 
U covariant velocity 
Ur average velocity of the low and high speed streams, Ur _ (tLlow + Uhigh)/2 
Nomenclature xxi 
velocity parameter 
u component in x-direction of velocity vector 
Ut velocity component tangent to the wall 
uT wall friction velocity 
u+ non-dimensional velocity, u+ = u/u, 
V, secondary velocity 
v velocity vector, v= ui + vj + wk 
v component in y-direction of velocity vector 
W (skew-symmetric) vorticity tensor 
w component in z-direction of velocity vector 
x position vector, x= xi + yj + zk 
x Cartesian coordinate direction 
y Cartesian coordinate direction 
y+ non-dimensional distance to the wall, y+ = uy/v 
z Cartesian coordinate direction 
Greek Characters 
a lobed mixer inclination angle 
I' low Mach number preconditioner matrix; 
circulation 
r1 Jacobian matrix for transforming conservative Q to primitive 
Qp1 variables 
r, p Jacobian matrix for transforming turbulence conservative 
Qt 
to primitive Qtp variables 
ry ratio of specific heats, ry = Cp/C,,, 'y = 1.4 for air 
S boundary layer thickness 
Sze Kroneckar delta, Sad =1 if i=j, Sid =0 if ij 
E turbulent dissipation rate 
curvilinear coordinate direction 
rI curvilinear coordinate direction; 
similarity parameter 
0 momentum thickness 
Nomenclature xxii 
K thermal conductivity; 
coefficient in MUSCL interpolation, -1 < is < 1; 
von Kärmän's constant, n=0.41 
Kt eddy diffusivity for heat 
A eigenvalue matrix 
A lobe wavelength; 
eigenvalues 
p dynamic molecular viscosity 
At eddy viscosity 
v kinematic molecular viscosity; 
generic Cartesian velocity component 
curvilinear coordinate direction 
p density 
Qk coefficient in k-c turbulence model, o=1.0 
cc coefficient in k-e turbulence model, o=1.3 
T total stress tensor 
Tw wall shear stress 
0 generic scalar variable 
X generic curvilinear coordinate direction 
discrete flux limiter function 
St control volume 
8S2 bounding surface of control volume 
w vorticity vector, w=Vxv 
wX component in x-direction of vorticity vector 
WY component in y-direction of vorticity vector 
Wz component in z-direction of vorticity vector 
Calligraphic Characters 
analytical flux function of the mean flow equations Ir 
. fit analytical flux function of the turbulence equations 
Q analytical conservative state vector of the mean flow equations 
Nomenclature xxiii 
QP1 analytical primitive state vector of the mean flow equations, 
2p1 = (p, u, v, w, T) 
T 
Qp2 analytical primitive state vector of the mean flow equations, 
Qp2 = (p, u, v, w, p)T 
symmetrizing variables, 2= (dp/pc, du, dv, dw, dp - c2dp)T 
Qt analytical conservative state vector of the turbulence equations 
QtP analytical primitive state vector of the turbulence equations 
St analytical source vector of the turbulence equations 
Operators 
D(")/Dt substantial derivative, D(")/Dt = 9(")/ät +v" V(") 
V(") gradient operator, V(") = ä(")/äxi + ä(")/ayj + ä(")/Ozk 
V2(") Laplacian operator 
V. (") divergence of vector (") 
Vx (") curl of vector (") 
(") I modulus operator 
a" (") scalar product of vector a with vector (") 
ax (") vector product of vector a with vector (") 
a ®(") tensor product of vector a with vector (") 
S: T double dot product of tensors S and T, S: T= Smntmn 
where s and t are the components of the tensors S and T respectively 
tr["] trace of tensor ["] 
L(") discrete pseudo- Laplacian operator 
difference operator 
Subscripts 
ce control volume centroid 
high high speed stream 
ij evaluated at control volume face shared by control volumes i and j 
low low speed stream 
p near wall point lying within the log-law of the wall 
x s-component 
Nomenclature xxiv 
y y-component 
z z-component 
00 evaluated at free-stream state 
Superscripts 
C convective fluxes 
D diffusive fluxes 
I inviscid fluxes 
lp linear-preserving 
V viscous fluxes 
- evaluated at left state 
+ evaluated at right state 
* intermediate solution state following predictor step; 
non-dimensional quantity 
fluctuating part of Reynolds-decomposed variable 
fluctuating part of Favre-decomposed variable 
Overbars 
(") averaged part of Reynolds-decomposed variable ("); 
average value in control volume 
(") averaged part of Favre-decomposed variable (") 
Acronyms 
AIAA American Institute for Aeronautics and Astronautics 
ASME American Institute of Mechanical Engineers 
CFD Computational Fluid Dynamics 
CFL Courant-Friedrichs-Lewy 
CPU Central Processing Unit 
HOT Higher Order Terms 
ICASE Institute for Computer Applications in Science and Engineering 
LDA Laser-Doppler Anemometry 
LES Large-Eddy Simulation 
Nomenclature xxv 
MUSCL Monotone Upstream-Centred Schemes for Conservation Laws 
NACA National Advisory Committee for Aeronautics 
NASA National Aeronautics and Space Administration 
PVF Pseudo-Flow Visualisation 
RANS Reynolds-Averaged Navier-Stokes Equations 
SIMPLE Semi-Implicit Method for Pressure-Linked Equations 
STP Standard Temperature and Pressure 
Chapter 1 
Introduction 
1.1 Background 
1.1.1 Mixing in Fluids 
Fluid mixing is a fundamental process and a universal flow regime arising in diverse 
areas of fluid mechanics. From the natural mixing found in geophysical flows, such as 
in the atmosphere and oceans, to mixing in more controlled environments, such as in 
combustion chambers and chemical reactors, mixing can be regarded as the 'efficient 
stretching and folding of material lines and surfaces' (Ottino [83]). In this regard, it is 
common to associate mixing with the turbulent state of a flow. Although not all mixing 
takes place in this turbulence regime, the enhanced transport introduced by turbulence 
nearly always results in practical mixing flows being turbulent. To understand mixing 
is, therefore, to a large extent dependent on understanding turbulence. Herein lies the 
problem of turbulent mixing, for turbulence is one of the least understood physical 
phenomena. Turbulence is associated with the random chaotic state of a flow in which 
fluctuations of velocity and pressure occurring over a wide range of time and length 
scales significantly influence the dynamics of the flow. Much studies have been carried 
out on turbulence but as yet, no clear and universal picture has emerged. For this 
reason, mixing and the associated turbulence of a particular flow have been studied on 
a case-by-case basis. 
1.1.2 Lobed Mixers 
One application where mixing plays a very important role can be found in turbofan 
engines as used in most commercial and military aircraft. In such engines the thrust is 
provided by accelerating a certain mass of air through the engine. It is well known that 
1 
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in order to do this efficiently at subsonic speeds (in particular with minimum radiated 
noise), it is necessary to accelerate a large mass of air by a small amount rather than 
accelerating a small mass of air by a large amount. Of course the engine size sets a 
practical limitation on this approach. Thus, in order to produce sufficient thrust, a 
concept is adopted that falls in between these two extremes. This has resulted in the 
development of the high by-pass ratio turbofan engine which operates by accelerating 
a certain portion of the flow simply with a fan, the low speed by-pass flow. The core 
flow is accelerated to much higher speeds after passing through the fan, compressor, 
combustion chamber and turbine of the engine. Thus the core flow is faster and hotter 
than the bypass flow. This gives rise to two streams with different energies at the exit 
nozzle of the aircraft with a shear layer interaction between them and hence mixing. 
These designs have been in development for almost three decades now and ever since 
there has been continual pressure to improve fuel efficiency and to reduce noise levels 
in order to meet the ever more stringent noise regulations. As a result, several methods 
have been developed to achieve this goal. Most of these are based on the concept that by 
mixing the two streams together a more uniform efflux could be obtained at the nozzle. 
Since the noise levels scale to the maximum velocity of the exhaust according to an 
eighth power law [64], a significant reduction occurs. Most mixing methods, however, 
had one very significant drawback in that they have all resulted in significant pressure 
losses. One device which does not suffer from this detrimental effect is the forced lobed 
mixer. Such mixers are found near the exhaust of gas turbine engines, as shown in 
Fig. 1.1. These mixers are passive mixing devices consisting of a splitter plate which 
separates the fan stream from the turbine stream. The trailing edge profile of a lobed 
mixer is corrugated and can take several forms. One problem in the design of these 
mixers has been to determine an optimum form for these corrugations. This problem 
has remained an issue due to the wide range of geometric parameters that can be varied 
on such a mixer. Consequently, in designing an optimum mixer configuration, expensive 
rig tests of a large number of mixer configurations are required thus increasing the cost 
of the development cycle. It is inevitable that this costly and time-consuming process 
has resulted in mixers finding limited application. 
With modern developments in sophisticated measurement techniques and the ad- 
vent of the high speed digital computer, a wealth of techniques have arisen to guide 
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Figure 1.1: Illustration of a lobed mixer employed in a typical gas turbine 
engine. 
fundamental studies as a prerequisite to improving the designs of these mixers. Whilst 
earlier experimental studies concentrated on establishing the effect of geometric param- 
eters on the overall mixing capability of the lobed mixer, more recent investigations 
have slowly shifted to a detailed understanding of the various mechanisms responsible 
for the enhanced mixing. In parallel with these advances, predictive methods within the 
area of Computational Fluid Dynamics (CFD) have matured to a degree such that the 
flow throughout the whole lobed mixer can be simulated. Together, these techniques 
are contributing to the design of lobed mixers. On the one hand, experimental methods 
no longer rely entirely on a trial and error approach but are motivating the design of 
lobed mixers based on a more thorough understanding of the flow mechanisms. CFD 
methods on the other hand are developing as a complementary tool to help reduce the 
expensive rig tests that have dictated the design of these mixers. 
CFD methods are now at a stage where they are being increasingly exploited in such 
areas of development. However, as with any mathematical model, the validity of such an 
BMW Rolls-Royce jk% 
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approach needs to be clearly established. An additional factor that arises when solving 
a mathematical model numerically is the numerical accuracy of the solution obtained. 
Only once these factors have been clearly addressed can such numerical algorithms be 
routinely used in this area of application. 
1.1.3 Aim of Present Work 
The aim of the present work is to establish the applicability of CFD methods for pre- 
dicting complex lobed mixer flows. In line with the nature of such an investigation, the 
study can not provide an exhaustive and complete assessment in this field. It is natu- 
ral therefore to focus on a particular aspect of the problem as a step in accumulating 
further knowledge in this area. The primary focus is the validity of the mathematical 
model adopted and the accuracy of the numerical schemes employed. 
To formulate an appropriate starting point to meet this aim, a detailed survey of 
the work that has been carried out in the field is presented. Owing to the complex 
nature of this flow, the survey is divided into experimental and numerical studies. By 
exposing the experimental work that has been conducted, a clearer understanding of the 
challenges that lie in capturing the complex flow phenomena is obtained. The survey on 
numerical studies then focuses on the work that has been carried out in capturing the 
geometric and associated flow complexity of a lobed mixer. In this way, the successes 
of CFD methods are brought into perspective and challenges that are pertinent to this 
work are highlighted. 
1.2 Previous Experimental Studies on Lobed Mixers 
1.2.1 Parametric Studies 
The experimental investigations of lobed mixers can be broadly divided into two cate- 
gories. 
1. Studies that assess the impact of various lobe mixer configurations on the overall 
mixing. Emphasis is given to understanding the influence that different geometric 
and flow parameters have on the flow. These studies tend to be motivated by the 
need to identify an optimum mixer configuration with less concern being given to 
the basic flow mechanisms that enhance the mixing. 
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2. Studies that deal with more fundamental issues associated with the fluid mechan- 
ical characteristics of the lobed mixer flow field. The aim of such investigations 
is to try and acquire an understanding of the essential flow structures that are 
primarily responsible for the enhanced mixing. In so doing, it is expected that 
designs could be pursued that fully exploit these flow features to enhance the 
mixing further. Due to the nature of such studies, detailed flow measurements 
are usually involved to understand the flow structures formed downstream of the 
mixer. Such detailed flow measurements provide appropriate validation data for 
computational approaches. A target of the literature survey in this area is to 
therefore identify studies that are relevant to the present work for this purpose. 
The following section reviews the most relevant contributions to the work that fall in 
the first category. This will allow lobed mixers with the best mixing properties to be 
identified. 
Research into lobed mixer flows is an area that has undergone a significant amount 
of research and still continues today. In general, it has been found that the two streams 
of the mixer are deflected upwards and downwards (corresponding to lobe peaks or 
troughs) by the lobe geometry. As the flows leave the trailing edge of the mixer, a 
shear layer forms. In addition, the two flows start to turn around one another, thus 
forming a large vortex structure which is superimposed on the shear layer. This vortex 
formation is illustrated schematically in Fig. 1.2 in which the main geometric parameters 
that define a lobed mixer are also given. The flow is therefore characterised by axially 
oriented vortex structures superimposed on a convoluted shear layer. The resulting flow 
field is a highly complex three dimensional flow. The enhanced mixing of lobed mixers 
is attributed to the increase in interfacial area between the two streams in addition to 
the large vortex structures that form downstream of these devices. 
The concept behind the creation of streamwise vortex structures in the flow was 
suggested by Bevilaqua et al. [19]. He pointed out that such a flow would mix the two 
streams together over a shorter distance relative to a planar mixing layer thus reducing 
the length and hence weight of the ejector nozzle. Following their proposal a number of 
workers, particularly at NASA, carried out a number of studies on a number of devices 
which introduce streamwise vorticity into the flow to assess their performance. These 
studies revealed that multi-lobe vortex generators provided the shortest mixing distance 
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Figure 1.2: Typical lobed mixer [103]. 
out of six alternate mixer nozzle configurations that were tested while resulting in 
minimum pressure losses (Shumpert et al. [96]). As a result of these marked advantages 
Kozlowski et al. [53] and Kuchar et al. [55] both carried out an investigation regarding 
the effect of the geometric parameters on the mixer's performance. They concluded that 
by increasing the number of lobes and particularly their penetration angles, the mixing 
effectiveness could be improved. Further to these studies, the mixer trailing edges were 
modified by removing various portions of the mixer surface. This modification, which 
is referred to as lobe scalloping, was found to produce very high mixing rates with no 
additional losses but no explanation of the fundamental mechanisms was proposed. 
The work on parametric mixer studies continued over the years with the investiga- 
tions of Skebe [97] and Eckerle [31] being two of the major contributions to this field. 
Their investigations looked at the effects of different trailing edge profiles and velocity 
ratios on the mixing characteristics respectively. Skebe's work led to the conclusion that 
mixers with vertical side walls generate a much stronger secondary flow. The study of 
Eckerle, although more fundamental in principal, led to the conclusion that the vortex 
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Mixer Confi uration 
Velocity ratio 
g 1: 1 2: 1 3: 1 
Triangular Lowest mixing -4 Increased mixing 
Circular 
Square Increased mixing ". " Highest mixing 
Table 1.1: Effect of mixer trailing edge shape and velocity ratio on mix- 
ing rate. 
Boundary Layer Velocity ratio 
Thickness 1: 1 2: 1 3: 1 
H/10 Lowest mixing --ý Increased mixing 
H/4 
H/3, H/2 1 1 Increased mixing """ Highest mixing 
Table 1.2: Effect of boundary layer thickness and velocity ratio on mixing 
rate. 
development and subsequent mixing occurred more rapidly in the case where a higher 
velocity ratio was used. More recently, a series of investigations into these flows has 
been conducted by Yu et al. [115], [116], [118]. The work of Yu et al. (116] was in effect 
a more thorough study of the combined works of Skebe and Eckerle in which three 
mixer configurations were measured at three different velocity ratios. The tested cases 
and the main findings are tabulated in Table 1.1. A lobed mixer comprising a square 
trailing edge at a velocity ratio of 3: 1 therefore produces the highest mixing rate. In 
comparison, mixing for a triangular lobed mixer is dominated by turbulent diffusion as 
there are essentially no secondary flow structures produced downstream of the mixer. 
The findings confirm the conclusions drawn by Skebe and Eckerle. In another study, Yu 
et al. [115] investigated the effects of approach flow boundary layers on the mixing rates 
between the two streams. Their findings are summarised in Table 1.2. The mixing rates 
were deduced by observing the decay rates of the streamwise circulation. The results 
of Table 1.2 therefore reveal that the decay rates of the streamwise circulation are de- 
pendent on the thickness of the incoming boundary layers. The mixing rate was found 
to increase with increasing boundary layer thickness and velocity ratio. At the higher 
velocity ratio of 3: 1, the effects of boundary layer thickness were less significant. The 
boundary layer thickness and the velocity ratio modify the distribution of the normal 
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Mixer Confi uration 
Velocity ratio (inner: outer) 
g 3: 1 (Jet) 1: 1 1: 3 (Wake) 
Baseline Circular Jet 
Convoluted Plate (0°) 
SL/ no SV No SL/ no SV SL/ no SV 
Lobed Mixer (10°) SL/ weak SV No SL/ weak SV SL/ weak SV 
Lobed Mixer (20°) SL/ strong SV No SL/ strong SV SL/ strong SV 
Table 1.3: Effect of mixer penetration angle and velocity ratio on mixing 
rate; SL - Shear Layer, SV - Streamwise Vortices. 
vorticity field*. This study therefore demonstrates the important role played by the 
normal vorticity on the mixing rate. Increasing the velocity ratio increases the strength 
of the normal vorticity and this leads to a higher mixing rate. In contrast, thinning the 
boundary layers, which consequently leads to an increase of the normal vorticity, lowers 
the mixing rate. These contrasting behaviours prevent clear conclusions to be drawn 
on the impact of the normal vorticity on the mixing behaviour. 
Other parametric studies, but employing flow visualisations for a coaxial jet, were 
performed by Belovich et al. [18] using four jet nozzle geometries at three different 
velocity ratios. The main flow features produced in each case are tabulated in Table 1.3 
and show the general trends seen in previous studies. The convoluted plate studied here 
is essentially a lobed mixer but with no penetration angle at the trailing edge. Such 
a configuration produces mixing without the presence of streamwise vortex structures. 
The findings of this study reveal that highest mixing is realized when strong streamwise 
vortex structures are formed and allowed to interact with a shear layer produced with a 
high velocity ratio in the jet like flow. These findings are consistent with the observations 
made in the earlier studies. 
1.2.2 Fundamental Shear Layer Structures 
In the previous section, it has been identified that lobed mixers with vertical side walls 
and high penetration angles provide the highest mixing rates. These mixing rates can 
be augmented by employing a higher velocity ratio between the two streams. In this 
section, an overview of the fundamental investigations on lobed mixers that have been 
*Normal vorticity here is taken as the component of vorticity that is normal to the streamwise 
component. The streamwise component of vorticity corresponds to the component that is aligned 
with the unperturbed main flow direction. Further comments regarding the normal and streamwise 
components of vorticity are provided later in Chapter 6. 
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conducted by previous researchers is presented. In so doing, fundamental ideas are 
sought that help provide a clear basis for the enhanced mixing observed with the class 
of mixers identified in the previous section. 
The first benchmark experimental study that detailed measurements downstream 
of a lobed forced mixer was made by Paterson [86]. The measurements made included 
detailed velocity and thermodynamic state variables together with turbulent velocity 
fields expressed in terms of velocity correlations and turbulent kinetic energies at various 
locations downstream of the mixer's trailing edge. The results confirmed the existence 
of the large scale structures, although smaller vortices in the lobe gulleys rotating in 
the opposite sense from the main vortices were also detected. The existence of these 
smaller vortices (one order of magnitude smaller than the main vortices) was attributed 
to the interaction of the approach flow boundary layer with the lobe penetration. These 
vortices, which are believed to exist in mixers of high penetration angles, are usually 
referred to as horseshoe vortices. Despite recording their presence, it was not too 
clear how they would affect the mixing. Their smaller dimensions were expected to 
affect the smaller scales of the flow lying in the immediate vicinity of these horseshoe 
vortices. Paterson [86] carried out measurements for both cold and hot flow conditions. 
The measurements revealed very similar Mach number and total pressure distributions 
within the mixing region hinting that isothermal test conditions may be sufficient to 
capture the flow similarity between model and realistic mixer configurations. 
The next important study on lobed mixers came from Werle et al. [113) who per- 
formed flow visualisations to gain deeper insight into the structure of the streamwise 
vortices. Their findings appeared to suggest that the vortices followed a three step 
process in which they formed, intensified, and eventually broke down. Koutmos and 
McGuirk [50] later conducted a similar study to that of Paterson. By obtaining detailed 
Laser Doppler Anemometry (LDA) measurements downstream of a lobed mixer, a data 
set was available to use for validation of computational methods. The measurements 
revealed slow mixing occurred initially followed by more rapid mixing. This appeared 
to confirm the three step process identified by Werle et al. 
These studies concentrated on the primary vortex structures arising in lobed mixers. 
In general, the flow field of a lobed mixer is also characterised by a convoluted shear 
layer which is in continuous interaction with the streamwise vortices. It was therefore 
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Figure 1.3: Schematic representation of the 'pinching-off' mechanism 
[117]. 
clear that the next step required in understanding these flows was to study the detailed 
structure of the shear layers emanating from the mixer trailing edges. Planar shear 
layers have been extensively studied and many references throughout the literature 
can be found on this deceptively simple flow. In contrast, up to the early 1990's, no 
equivalent detailed study for lobed mixers had been carried out. The first such study 
is attributed to Manning [68]. Manning observed, through detailed flow visualisations, 
that an additional vortex structure was found to ride on the shear layer. These vortices, 
termed normal vortices, arise due to the Kelvin-Helmholtz (inviscid) instability that is 
also found in a planar shear layer. The normal vortices were found to periodically 
shed off the mixer's trailing edge. These vortices were subsequently deformed further 
downstream by the influence of the streamwise vortices. The basic mechanisms involved 
in this interaction are illustrated schematically in Fig. 1.3. Manning argued that the 
normal vortices were strongly dependent on the velocity ratio of the two streams (i. e. on 
the flow conditions). The streamwise vortices on the other hand were influenced by the 
lobed mixer trailing edge profile and penetration angle (i. e. the geometric parameters 
of the mixer). By varying the ratio of the normal and streamwise vorticity components, 
Manning reached the important conclusion that `in the presence of streamwise vorticity, 
High speed side is at the bottom stream 
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the dependence of mixing on velocity ratio was found to be stronger than in the absence of 
streamwise vorticity' and was found to greatly enhance the mixing rate. This illustrated 
the importance of the interaction between the vortices. 
McCormick and Bennett [71] followed a similar line of research in attempting to 
understand the vortical and turbulent shear layer structures of a lobed mixer. The 
normal/ streamwise vortex interaction depicted in Fig. 1.3 was also found to arise in 
their studies. They found that at a certain location downstream of the mixer trailing 
edge, the deformed structure of the normal vortices caused adjacent `segments' to 'pinch- 
off'. Shortly thereafter, intense small scale turbulent mixing resulted. This was the first 
evidence that the enhanced mixing observed further downstream could be attributed 
to this so called `pinch-off' effect rather than vortex breakdown as initially thought by 
Werle et al. 
The concept of the `pinch-off' effect as a possible mechanism that is responsible for 
the enhanced turbulent mixing received further support following studies by Glauser 
et at. [37], Milam et at. [76], and Belovich [17). The three studies employed different 
techniques including Pseudo Flow Visualisation (PFV), Simultaneous Laser Induced 
Fluorescence and Mie Scattering, and LDA measurements. In all cases, a sudden in- 
crease (or `burst') in turbulence kinetic energy was observed following the collapse of 
the convoluted shear layer onto itself. 
Another study which employed LDA measurements was carried out by Yu and 
Yip [117] to capture the detailed evolution of the shear layer within the mixing region. 
The measurements clearly revealed the `pinching-off' of the shear layer. Furthermore, 
a very fine grid was used by Yu and Yip consisting of 51 x 12 points within half a lobe 
wavelength, making this study the most detailed experimental study of its kind. The 
work by Yu and Yip was therefore regarded as an appropriate choice for the purpose 
of validating computational studies. Other studies which provide comprehensive and 
detailed measurements were carried out by Eckerle [31] and McCormick [70]. The work 
of Eckerle is disregarded as it contained asymmetries in the inlet velocity profiles which 
had a significant influence on the downstream mixing of the flow. McCormick's study 
provides an alternative choice to that of Yu and Yip. The advantage of McCormick's 
study is found in the measurements obtained for the complete Reynolds stress tensor 
(all six components were evaluated from the measurements). In contrast, Yu and Yip 
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measured only four of the six components on a much finer grid. In the following study, 
both sets of data were finally used. The motivation behind this is given in Section 1.4 
and is made clearer in Chapter 6. 
The above literature survey has focused on incompressible (or subsonic) investiga- 
tions of lobed mixers. Studies of lobed mixers under supersonic conditions have been 
covered in the works of Kurian [58], Tillman [105], and Tew [104]. In addition, the 
effects of heat release on lobed mixer flows which are of importance in combustor appli- 
cations were studied by Underwood and Waitz [111]. These investigations are outside 
the scope of this study and therefore will not be discussed any further. 
1.3 Previous Numerical Studies on Lobed Mixers 
1.3.1 Advances in Numerical Approaches 
The main contributions provided by experimental investigations to the understanding of 
lobed mixer flows have been covered in the previous section. These studies have revealed 
the mechanisms behind the complex flow dynamics associated with this geometrically 
complex mixer. Attention is now turned to cover the work that has been carried out on 
the numerical simulations of lobed mixer flows. Considering the combined geometric 
and flow complexity of this problem, the implications of these studies pertinent to the 
capture of the lobed mixer surface definition and the evolving convoluted shear layer 
are presented. By exposing the successes and failures that have been encountered in 
these two particular areas, it is possible to identify the stage that numerical methods 
have reached in simulating lobed mixer flows. In this first section the issue of capturing 
the geometric complexity of the mixer is addressed. This is discussed in the context of 
discretising the flow domain through subdivision into a finite number of non-overlapping 
cells. The purpose of this step in numerically simulating the lobed mixer flow field using 
a grid based approach is to generate a mesh in the flow domain such that the surface 
definition of the lobed mixer is appropriately represented at the boundaries of the mesh. 
The subsequent mesh generation difficulties that arise as a consequence of the complex 
lobed mixer surface definition are highlighted from the numerical studies reviewed in 
this section. 
The numerical study of lobed mixers began not long after the early experimental 
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studies that were associated with them in the 1970's. In fact as early as 1978, some 
analytical methods were being developed by Birch et al [20]. Owing to the basic and 
less developed nature of these methods at the time, the flow was modelled only within 
the downstream mixing duct and thus required the inlet conditions to be known based 
on the flow through the mixer. Such detailed data were not available at the time and as 
such the main mixing mechanisms that are strongly correlated with the streamwise vor- 
tices could not be reproduced. Bowditch et al. [21] and Povinelli [88] both pointed out 
the importance of correctly representing the secondary flow field generated by the lobes 
on the mixing between the two streams throughout the duct. As a result, Kreskovsky 
et al. [54] developed a computational method using a forward-marching solution pro- 
cedure to solve a parabolic set of partial differential equations. The secondary flow 
development was governed by the solution of an approximate equation governing the 
growth of streamwise vorticity including viscous effects. The flow was modelled only 
within the mixing duct to avoid tackling the complex mixer geometry. Inlet secondary 
velocities therefore had to be specified and these were evaluated based on measured 
radial velocities gathered from experiments. This dependence on measured data at the 
inlet to the computational domain detracted from the approach as a useful predictive 
tool. The influence of the inlet conditions on these calculations was studied in detail 
by Povinelli and Anderson [89]. They concluded that for a lobed mixer flow, the con- 
vective transport associated with the secondary flow field induced by the lobes is very 
important in allowing the mixing to be correctly predicted. The quality of the predicted 
solutions was therefore strongly dependent on the accuracy of the measured profiles at 
the cross section of the lobe mixer trailing edge. 
Barber et al. [7] extended the simulation of the flow through the lobed mixer itself. 
In recognition of the fact that the flow field is strongly dominated by convective trans- 
port of the secondary flow, the formulation employed an inviscid potential formulation 
applicable to slender lobe configurations. The formulation reduced the modelling of the 
lobed mixer flow to a series of axisymmetric problems. For each axisymmetric problem, 
a Cartesian mesh was employed throughout the lobes and the mixing duct. Special 
treatments for elements intersecting the lobe boundaries were required. 
The study of Barber was valuable in that it demonstrated a method that can be 
adapted to model the flow throughout the lobes. Koutmos and McGuirk [51] were the 
1.3 Previous Numerical Studies on Lobed Mixers 14 
first to improve on this work by removing the restrictions imposed in the formulation of 
Barber. By employing the full Reynolds-averaged form of the Navier-Stokes equations 
together with ak-c model in a Finite Volume discretisation, a method was developed 
that was capable of handling a wider range of mixer configurations. Koutmos and 
McGuirk employed a cylindrical coordinate system. This required special treatments for 
boundary elements that intersected the lobed mixer surfaces as in Barber. Later Malecki 
and Lord [67] showed that by adding a body-fitted coordinate system, very encouraging 
results could be achieved due to the more economic grid clustering and more accurate 
implementation of the lobed mixer wall boundary conditions. A number of workers 
have continued to apply curvilinear grids to the mixer flow including Abolfadl and 
Sehra [2], Rollin et al. [93], and Tsui and Wu [108]. Although these studies illustrated 
the significant advances made in modelling lobed mixer flows, it was also noted that 
grid generation remained as one of the the major difficulties in the simulation of such 
flows. 
All the above simulations were focused on the use of structured Cartesian, cylin- 
drical, or curvilinear grids. In the 1980's and early 1990's, significant developments in 
numerical algorithms had occurred and so-called unstructured methods were becoming 
increasingly popular. Such algorithms allow unstructured meshes (usually consisting of 
tetrahedral elements) to be used to discretise the computational space. The primary 
advantage provided by such meshes is their ability to easily capture complex geometrical 
configurations. In view of these advantages, Konrad et al. [49] employed an unstructured 
spatial discretisation using tetrahedral elements to solve the flow field of a lobed mixer. 
The flexibility provided by this approach allowed the more complex scarfed mixer (i. e. 
a mixer where alternate lobe gulleys are cut either forwards or backwards) to be simu- 
lated for the first time using a Reynolds-averaged formulation together with a standard 
k-e turbulence model. The study demonstrated the applicability of the method. Lit- 
tle evidence was included, however, in verifying the accuracy of the numerical solutions 
being predicted. In particular, it was not too clear whether such unstructured methods 
are suitable for the turbulent dominated flows of lobed mixers. Much of their success 
had come from applications to Euler flows. In turbulent dominated flows, the ability of 
unstructured approaches in efficiently resolving high velocity gradients remains an area 
that has not been fully investigated. 
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Another more fundamental study using unstructured tetrahedral grids was carried 
out by O'Sullivan et al. [81]. Employing a Reynolds averaged formulation with ak-E 
turbulence model, O'Sullivan used the CFD methodology to perform a detailed study 
into the effects of boundary layers on the shed streamwise circulation. As focus was on 
the flow through the lobes, less emphasis was given to the turbulent dominated mixing 
throughout the duct. The reservations expressed above with regard to Konrad's simu- 
lations are therefore applicable here. Another good reason for this cautious approach 
is exemplified in another study also carried out by O'Sullivan et al. [82]. This study, 
which was a precursor to the work of (81], used highly stretched tetrahedral elements 
throughout the whole computational domain. It was found that regions of spurious 
vorticity were present in the predictions consequently leading to inaccurate predictions 
of streamwise circulation. With the modified grid used in [81], the problem was cured. 
This section has established the capability of modern methods in simulating lobed 
mixer flows. It is now possible with modern computational methods to simulate the flow 
through both the lobed mixer and the mixing duct. The main difficulty that remains 
is in successfully generating good quality meshes. In this regard, the most successful 
approaches have come from curvilinear body-fitted and unstructured meshes. With 
respect to the latter case, this has been much less studied in the context of lobed mixer 
flows. In addition, so called multi-block structured grids in which the grid is made up 
of a number of blocks each embodying a curvilinear structured grid have not been fully 
explored for this particular flow. Considering the importance of grid generation, both 
in terms of the time consumed to generate the grids and the accuracy of the predicted 
solutions, it appears that the issue of grid generation is an area that requires further 
investigation for lobed mixer flow fields, and this forms a major impetus for the present 
work. 
1.3.2 Modelling Convoluted Shear Layers 
In the majority of the studies covered in the previous section, a Reynolds-averaged 
formulation has been adopted together with an appropriate turbulence model. Of the 
various turbulence models that have been used, the standard k-c turbulence model 
has been the most popular choice. From a turbulence modelling point of view, the 
choice of the k-e turbulence model as one that is sufficient for lobed mixer flows does 
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not appear to have been fully justified. The choice of a particular turbulence model 
can be crucial in correctly capturing the essential mixing behaviour. This stage of 
the numerical modelling of lobed mixer flows is inherently linked to the physics of the 
problem. At this stage, it is important therefore to draw upon the experimental studies 
to help validate and guide further use of turbulence models in this field. 
Of the works documented in the literature, the studies of Tsui [109], and of Kout- 
mos and McGuirk [51] appear to be the most thorough validations that exist in the 
literature of ak-e turbulence model for a lobed mixer flow. Both studies provided 
detailed comparisons of both mean and turbulent quantities. However, Tsui's simula- 
tions were performed only within the mixing duct, introducing additional uncertainties 
in the predicted flow field. Although the calculations of Koutmos and McGuirk con- 
tained the flow over the complete lobed mixer and within the mixing duct, both of 
these comparisons cannot be regarded as a completely comprehensive set due to the 
complex 3D nature of lobed mixer flows. In addition, the use of coarse cylindrical grids 
in the calculations of Koutmos and McGuirk raise uncertainties with regards to the 
numerical accuracy both within the mixing duct and over the mixer surfaces. Adding 
to this the fact that no clear explanations were provided for discrepancies noted in the 
predicted vortex size, it is difficult to draw any strong conclusions on the adequacy of 
such models in lobed mixers. In fact, quite often such a conclusion can only be reached 
after employing a higher level of turbulence closure to establish the influence on the 
predicted flow. The two-equation k-c turbulence model is the highest level of closure 
that has been used in the simulation of lobed mixer flows to date. One reason behind 
this could be the increasing numerical difficulties that would be encountered with the 
use of more sophisticated turbulence models in such a complex flow problem. 
Other studies which have provided some basic comparisons between predictions and 
measurements include the works of Malecki and Lord [67], Abolfadl and Sehra [2], Rollin 
et al. [93], and Konrad et al. [49]. These works were, however, primarily of an applied 
nature, focusing on the capabilities of the methods in predicting quantities such as mean 
temperature distributions, pressure losses, and thrust coefficients. Little fundamental 
understanding was gained on the relative merits and pitfalls of the algebraic and k-e 
turbulence models that were used. 
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1.4 Summary of Previous Work 
The literature survey covered in the previous sections has exposed the level of under- 
standing that currently exists on lobed mixer flows. In addition, the latest attempts in 
simulating these flows using some modern numerical methodologies have been covered. 
The survey has revealed two particular areas that require further investigation to estab- 
lish the capabilities of modern approaches in successfully modelling lobed mixer flows. 
The first area to be tackled involves determining what meshing strategy is required to 
capture the geometric and flow complexity associated with a lobed mixer. Structured 
grids have been widely used in the simulation of lobed mixer flows. It has been generally 
found that significant difficulties arise with this approach. The grid generation process 
with such grids has often been time-consuming with poor mesh quality produced at the 
end of this process. Unstructured grids allow very rapid grid generation and appear 
far more attractive as they have the potential of handling the more complex scarfed 
and/ or scalloped mixer geometries. The uncertainty that lies within this approach is 
in connection with the solution quality that is obtained through the use of unstructured 
tetrahedral grids. Very little attention has been given to this issue in the literature. It 
is currently difficult therefore to conclude the suitability of unstructured meshed for use 
with the turbulent dominated flows of lobed mixers. The use of unstructured meshes 
for turbulent dominated flows is an area that has only recently received much atten- 
tion [49], [82], [81]. It is necessary therefore to investigate the numerical accuracies of 
shear flows with these methods. 
Another possibility which does not depart too far from structured grids, are the 
so called multi-block structured grids. These grids fall somewhere in between the two 
ends of the spectrum given by fully structured and fully unstructured grids. These 
grids provide more flexibility than structured grids by compromising the grid structure 
in the mesh as a whole. Locally, the grid remains structured on a block-by-block 
basis. The motivation behind this approach is that advantages from the structured/ 
unstructured approaches can be combined together. Although these grids do not provide 
the flexibility of fully unstructured grids in handling very complex geometries, it is 
believed that a critical assessment of such an approach is necessary particularly as 
not much mention has been given of this approach in the literature. To address these 
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issues, two numerical algorithms are employed. Rather than having to completely 
develop the two algorithms, two CFD codes that have been previously developed and 
tested at Loughborough University and the University of Oxford were used providing 
an appropriate starting point for the current work. 
The second main area that is important for the successful numerical simulation of 
lobed mixer flows is connected with the long standing problem of turbulence modelling. 
As outlined in the previous section, numerical solutions of these flows are based on a 
Reynolds-averaged solution procedure employing a certain level of turbulence closure. 
Most studies employ the standard k-e turbulence model, but very little detailed 
investigation has been conducted in assessing the model's ability to capture the correct 
behaviour of the convoluted shear layer. Of the work that had been carried out in 
this area by Koutmos and McGuirk [52], the mechanism behind the sudden increase in 
turbulence kinetic energy which was later identified by McCormick [71] to be related 
to the `pinching-off' effect was not clearly understood at the time. Furthermore, the 
k-e model is known to suffer from various deficiencies when used on a variety of flows 
involving strong normal stress anisotropies or flows with strong streamline curvature 
and extra rates of strain [114]. The lobed mixer flow contains a number of these 
characteristics, but their importance on the flow is not well understood. For this reason, 
a detailed validation study with the k-e turbulence model is conducted as the second 
major target of the current work. The aim here is to extract further details on the 
nature of the flow rather than to simply provide comparisons against experiments. To 
gain further understanding into the turbulence modelling of this flow, a study with a 
single turbulence model does not suffice. A second variant of the k-e model, the high 
Reynolds number version of the non-linear model of Speziale [99] is also used. The 
main purpose in employing this model is to assess the role played by the normal stress 
anisotropies on the predicted flow field. 
For validation purposes, the data of Yu and Yip [117], and McCormick [70] identi- 
fied in Section 1.2.2 have been selected. These mixer configurations are well suited for 
this purpose as the mixers do not include scarfing or scalloping, thus eliminating the 
added geometrical and associated flow complexities that would otherwise be present. 
By simulating the simplified mixers of Yu and Yip, and McCormick, both studied ex- 
perimentally under isothermal and incompressible flow conditions, a more fundamental 
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study into the basic mixing mechanisms associated with these devices can be gained. 
In the current study, extension of the work to a more realistic non-isothermal mixer 
configuration is treated separately. This approach, in which simplified mixers are stud- 
ied initially, is adopted in both areas of the current research that address the influence 
of different mesh types, and the validation of turbulence models for lobed mixer flows. 
Initially the work is focused on the mixer studied by Yu and Yip chosen due to the more 
detailed nature of their measurements. However, following unanticipated problems with 
the data collected, this mixer configuration was later abandoned for the mixer config- 
uration studied by McCormick. Nevertheless, it is believed that the conclusions drawn 
at the end of this study are not specific to the mixers modelled in the current work, 
but are general to lobed mixers exhibiting geometrical properties typical of the mixers 
studied here. 
1.5 Objectives of Present Work 
Given the aim stated in Section 1.1.3 and the summary of the previous work given in 
Section 1.4, the objectives of the present work are: 
1. Implement the linear/ non-linear k-c turbulence models into the two numerical 
algorithms employed in the current work. 
2. Verify the implementation of the models against standard test cases. 
3. Assess the suitability of different meshing strategies in simulating lobed mixer 
flows focusing on the multi-block structured and unstructured grids. 
4. Validate the use of linear and non-linear k-e turbulence model closures for these 
types of flow. 
5. Demonstrate the applicability of the Reynolds-averaged solution procedure for a 
realistic mixer operating under non-isothermal flow conditions. 
1.6 Outline of Thesis 
The remainder of this thesis consists of eight chapters supplemented by five Appendices 
at the end. The thesis is essentially divided into two main parts. The first part, in the 
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following three chapters, presents the mathematical model employed in this study and 
the numerical solution of this model. The second part, in the subsequent three chapters, 
contains the core of the research in this thesis focusing on the numerical simulation of 
lobed mixer flows. 
Chapter 2 presents the mathematical formulation of the governing flow equations 
being solved in this study. The underlying assumptions used in arriving at this model 
are stated and the details of the two k-c turbulence models used in this work are 
presented. 
Chapter 3 presents the numerical algorithms employed to solve the mathematical 
model formulated in Chapter 2. The two algorithms employed in the remainder of this 
study are described here. Focus in this chapter is given to the solution of the mean flow 
equations excluding the governing equations that model the turbulence of the flow. Due 
to the very different nature of the two algorithms employed, the chapter is organised in 
such a way as to highlight the similarities and differences between these two algorithms. 
Throughout the presentation, focus is given to factors that effect the accuracy of the 
converged solution. 
Chapter 4 presents the discretisation of the two k-c turbulence models used in this 
work. The discretisation is described for both algorithms of Chapter 3. Once again, 
the presentation is organised to reveal the differences present between the two algo- 
rithms with regards to the turbulence equations. The numerical algorithms described 
in Chapters 3 and 4 are then verified against standard test cases towards the end of 
this chapter. Three cases are considered including a planar shear layer, a zero pressure 
gradient turbulent boundary layer, and a fully-developed flow through a square duct. 
In Chapter 5, the lobed mixer configuration of Yu and Yip is simulated. A grid 
refinement study of the predicted flow field is presented to establish a reference solution 
for purposes of comparison. The numerical predictions of the two algorithms presented 
in Chapters 3 and 4 are compared against each other to assess the relative accuracies 
of the predicted solutions. A study on the influence of various mesh types is then 
conducted to establish the suitability of unstructured methods as a viable approach to 
modelling lobed mixer flows. Simple 2D planar shear layer studies are conducted to 
guide this stage of the investigation. 
Chapter 6 focuses on the physical aspects of modelling lobed mixer flows. The 
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discussion presented here adopts two different perspectives of the lobed mixer flow 
through considerations of the velocity and vorticity fields. The chapter begins with 
some fundamental background on shear layers. Detailed validation studies of the Yu 
and Yip mixer are then presented revealing strong dependence of the flow field on 
the wind-tunnel side walls. The Yu and Yip mixer is abandoned at this stage for the 
McCormick mixer configuration. The detailed validations of the linear and non-linear 
k-e turbulence models are conducted and implications are drawn regarding the use of 
such models in a Reynolds-averaged formulation for the modelling of lobed mixer flows. 
Chapter 7 builds upon the work conducted in the previous chapters on simplified 
test cases and mixer configurations to carry out a simulation of a realistic scarfed mixer 
operated under non-isothermal flow conditions. Comparisons between measured and 
predicted temperature fields are presented. 
Chapter 8 summarises the main findings of the current work and draws conclusions 
regarding the numerical modelling of lobed mixer flows. Implications of the findings 
and recommendations for possible future work are provided. 
Chapter 2 
Mathematical Model 
2.1 Introduction 
In any physical system, the formulation of a mathematical model to describe the system 
depends on the scale of reality required of the model. This is equally true in fluid 
mechanics where the motion of the fluid could be studied at various scales, ranging from 
the microscopic scale to geophysical scales. The study of fluids at the microscopic level 
involves the motion of individual atoms or molecules. Together with suitable statistical 
averaging, the resulting fluid properties commonly used in classical fluid mechanics 
such as temperature, pressure, and viscosity can be defined. Classical fluid mechanics 
considers the fluid at a higher level of approximation. Rather than considering the 
molecular structure and their associated masses, momenta, and energy, the fluid is 
regarded as a continuum medium. It is common to speak of a fluid element consisting 
of many thousands of molecules with associated fluid properties that can be measured 
`at a point'. The continuum hypothesis provides an ideal simplification to study the 
motion of fluids. However, as for any physical simplification used, it is important to 
have an understanding of the range of validity of the fundamental assumptions. 
The current chapter begins by stating the main physical assumptions that are made 
for this hypothesis to be valid. In addition, thermodynamic relations are often used 
in fluid mechanics to allow the complete state of the fluid to be determined. An un- 
derstanding of these fundamental relations helps clarify where the mathematical model 
employed stands with respect to the physical phenomena being studied. 
The Navier-Stokes equations governing the motion of a given flow are then presented 
for a compressible viscous fluid based on the fundamental laws of conservation of mass, 
momentum, and energy. Together with the thermodynamic constitutive relations, these 
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equations form the system of equations being studied in the remainder of this work. 
Special consideration is given to the problem of turbulence in Section 2.4. The numerical 
difficulties that would arise by employing the equations of motion in their original form 
as presented in Section 2.3 are supplemented by moving towards a statistical description 
of the turbulent flow. These lead to the Reynolds-averaged form of the Navier-Stokes 
equations. These equations are not closed and require the use of turbulence models 
to close the system. Two turbulence models are employed in this work. The first is 
the standard high-Reynolds number version of the k-e turbulence model. A non- 
linear extension of this model is also presented and the motivation behind the choice is 
discussed. Finally, the physical boundary conditions for the system of equations being 
solved are stated. 
2.2 Physical Assumptions 
The mathematical models formulated in the following sections require the assumptions 
stated below to remain valid throughout the entire flow field: 
1. The working fluid is assumed to be air. 
2. For the continuum hypothesis to hold, the Knudsen number Kn must satisfy the 
relation 
Kn-1. Ke- «1 
where A is the mean free path, L is a characteristic length scale of the mean flow, 
M is the Mach number and Re is the Reynolds number. 
3. The fluid is assumed to be Newtonian i. e. the viscous stress tensor is linearly 
proportional to the strain rate tensor. This assumption is justified for air (11]. 
4. The fluid is assumed to be a thermally and calorically perfect gas. This implies 
the potential energy of molecules to be negligible by comparison with their kinetic 
energy. This postulation can be violated at large densities or high temperatures*. 
'Classical thermodynamics is concerned with equilibrium states of matter. However, in this study, 
the thermodynamic relations are assumed to be valid for both equilibrium and non-equilibrium states 
of fluid flow [11]. 
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2.3 The Governing Flow Equations 
In this section, the equations governing the motion of a viscous compressible fluid in 
three spatial dimensions are presented. The equations are expressed in their conserva- 
tive form employing an Eulerian specification. An integral formulation is adopted to 
allow the equations presented to be written in divergence form through application of 
the divergence theorem of Gauss, since this formulation translates readily into the Fi- 
nite Volume method employed in the next chapter for the discretisation of the equations 
of motion. 
The equations describing the motion of a fluid are obtained through consideration 
of the three physical laws for conservation of mass, momentum, and energy. Written 
for a control volume f with a bounding surface 91 and outward unit normal n, these 
yield the continuity equation, 
at 
fpdV+ 
pv " nds = 0, (2.3.1) 
t t9Q 
the three momentum equations 
fpvdV+jn (pv 0 v+ pl) . nds - fa T- nds = 0, (2.3.2) 
and the equation for conservation of energy, 
fpEdV+ q pvH " nds -f (T "v- q) " nds = 0, (2.3.3) 
asp asp 
In the above equations, the dependent variables can be grouped together to form 
the conservative state vector (p, pv, pE)T . This state vector consists of five unknowns 
for the above system of five equations. As will be shown below, the additional flux 
contributions arising from the pressure p, specific total enthalpy H, the viscous stress 
tensor T, and the heat flux vector q can be expressed in terms of the state vector vari- 
ables. Therefore the above system of equations together with the constitutive relations 
to be presented form a closed system of five equations. 
The three terms in the momentum and energy equations given correspond to the 
time derivative volume source terms, the inviscid fluxes, and the viscous fluxes respec- 
tively. The pressure term is strictly a surface source term. However, its mathematical 
form suggests it has the same effect as a flux term. The pressure term is therefore 
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grouped together with the inviscid fluxest. 
2.3.1 Inviscid Fluxes 
In the case of an ideal fluid with vanishing viscous and heat fluxes (i. e. T=0 and q= 0), 
the equations of motion reduce to the Euler equations. These equations describe the 
motion of a compressible, rotational, inviscid fluid. The number of state variables is 
unchanged as is the number of equations. In this case, the only terms remaining in the 
fluxes that need to be expressed in terms of the state variables are the pressure and 
specific total enthalpy. Through application of classical thermodynamic relations for a 
thermally and calorically perfect gas, the following equation of state for air is obtained 
p=pRT=(ry-1)p[E-1v"VI (2.3.4) 
The specific total enthalpy H is related to the total internal energy E by 
1 (2.3.5) 
Pp 
In the above relations, R is the gas constant, T is the static temperature, and ýy is 
the ratio of specific heats. The system of Euler equations together with the constitu- 
tive relations given by Eqs. (2.3.4) and (2.3.5) are now closed and can be solved with 
appropriate initial and boundary conditions. 
2.3.2 Viscous Fluxes 
The complete system of equations (2.3.1)-(2.3.3) describing the flow of a compressible, 
rotational, viscous and conductive fluid are the Navier-Stokes equations. The additional 
viscous and heat flux terms include two further contributions to the fluxes. The viscous 
stress tensor T, appears in both the momentum and energy equations. For a Newtonian 
fluid, such as air, the viscous stress tensor is assumed to be a linear function of the local 
strain rates of the fluid. In its most general form this can be written as 
T=2µS+AIV"v (2.3.6) 
In Eq. (2.3.6), µ and A are the first and second coefficients of viscosity (also known 
tNote that the pressure does not satisfy any conservation law [42] 
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as dynamic and bulk viscosities) respectively. The strain rate tensor S is given by 
s=1 [Vv + (Vv)'] (2.3.7) 
The collective sum of the viscous stresses and the static pressure provide an expres- 
sion for the total internal stress tensor given by 
Q=-pI+(2µS+aIV"v) (2.3.8) 
In the previous section, an expression for the pressure was provided through the 
equation of state. Strictly, this is a measure of the thermodynamic pressure which 
is identical to the mechanical pressure for an inviscid fluid. For a viscous fluid, the 
thermodynamic pressure denoted by pe is not identical to the mechanical pressure p 
in Eq. (2.3.8). Batchelor [11] shows that the difference between the mechanical and 
thermodynamic pressures can be expressed as a linear function of the local velocity 
gradients as follows, 
P-Pe= -XV-v (2.3.9 
where X has dimensions of viscosity and satisfies 
X= 2µ + 3A (2.3.10) 
By requiring that the fluid is in local thermodynamic equilibrium (i. e. x= 0) Stoke's 
hypothesis relating the coefficient of viscosity is obtained 
2µ+3A=0 (2.3.11) 
This eliminates one of the coefficients of viscosity allowing the viscous stress tensor 
to be written as 
T=2µS-2PIV"v (2.3.12) 
A second contribution in addition to the viscous fluxes arises in the energy equation 
through the heat flux vector q. The heat flux is assumed to obey Fourier's law such 
that 
q=-, cVT (2.3.13) 
where n is the thermal conductivity of the material and T is the temperature. The 
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thermal conductivity rc is related to the molecular viscosity through the Prandtl number 
Pr = 
µCp 
in 
The molecular viscosity, being a property of the fluid, depends on the state of the 
fluid. For air the molecular viscosity is known to vary with temperature according to 
(2.3.14) 
Sutherland's law given by 
A= 
1.461 x 10-6T3/2 (2.3.15) 
T+ 110.3 
The viscous and heat fluxes in Eqs. (2.3.2)-(2.3.3) are now completely defined. Thus 
Eqs. (2.3.1)-(2.3.3) with the use of the constitutive relations (2.3.4) and (2.3.5) can now 
be solved for a viscous and conductive fluid. As for the Euler equations, appropriate 
boundary conditions are required. The physical boundary conditions that must be 
satisfied by the Euler and Navier-Stokes equations will be presented in Section 2.5 after 
formulating the Reynolds-averaged form of the equations of motion. 
2.4 Statistical Formulation Of the Governing Equations 
for Turbulent Flow 
At low Reynolds numbers a flow is characterised by smooth motion of the fluid. This 
flow regime is called a laminar flow as the fluid is thought of moving in a smooth 
laminate manner. As the Reynolds number is increased, the fluid's inertia begins to 
dominate over the viscous stresses. The laminar flow becomes unstable and rapid 
velocity and pressure fluctuations appear. This inherently leads to a three dimensional 
unsteady flow. The chaotic nature of this fluid motion is known as turbulent flow. The 
turbulent flow field consists of motions occurring over a wide range of length and time 
scales [114]. In a typical turbulent flow, the largest turbulent scales are of the order 
of the geometric dimensions while the smallest scales are given by the Kolmogorov 
length scales of the energy dissipating eddies. Even the Kolmogorov scales are far 
larger than any molecular length scale. For this reason, the continuum hypothesis 
still holds for a turbulent flow. Resolving all such scales in a numerical calculation is 
prohibitively expensive with modern day computers. This is especially true for flows 
at high Reynolds numbers. Most engineering flows are high Reynolds number flows 
and lobed mixer flows are no exception. To circumvent these difficulties a statistical 
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description of the equations of motion is adopted whereby mean flow quantities are 
calculated. Such an approach is particularly useful for engineering problems where the 
full three dimensional, time history of the flow is not required. 
A statistical formulation of the equations of motion begins by decomposing the flow 
variables into a mean and a fluctuating part. For statistically stationary fluctuations, 
as is the case in the remainder of this study, this leads to 
q(x, t) = ON + q5'(x, t) (2.4.1) 
where 0 denotes the instantaneous flow variable, ¢ is the time averaged (or mean) 
quantity and 0' is the fluctuating component. The mean value is defined through the 
time average 
to-rOt 
O(x) =u öo -tf O(x, t)dt, At » tturb (2.4.2) 
where ttury is the largest time scale characteristic of the turbulence. By definition of 
the mean flow variable, the fluctuating component satisfies 
ý'=0 (2.4.3) 
The time average used here is restricted to flows in which the boundary conditions and 
mean velocities are invariant with time. For more general cases, ensemble averaging 
needs to be adopted. For the present work, the time average suffices and is used 
throughout this study. 
The above averaging is generally adopted for stationary turbulent flows of constant 
density fluids. In situations where density fluctuations arise, the above averaging pro- 
cedure results in the appearance of additional terms involving correlations of density 
fluctuations. The appearance of such terms introduces considerable additional com- 
plexity. As a result, a mathematical simplification is often employed through the use of 
Favre averaging [114]. Favre averaging begins by defining a density weighed average of 
the flow variables as follows 
_... 11 to+ot O(x) =P At öo ýt 
fto 
P(x, t)O(x, t)dt, Et » tturb (2.4.4) 
where p is the Reynolds-averaged density as given by Eq. (2.4.2). Expressing this 
Favre-averaged quantity in terms of the Reynolds averaging of Eq. (2.4.4) yields 
Pý = po (2.4.5) 
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Thus, rewriting the instantaneous variable 0 in terms of the Favre-averaged quantity 
0 and a redefined fluctuating component ¢" gives 
c(x, t) = ON + q"(x, t) (2.4.6) 
With this definition of ý, 0" now satisfies the relation 
PO" =0 (2.4.7) 
If the density is constant, the Favre-averaged variables become equivalent to Reynolds- 
averaged quantities. In this special case 
0l=0 ll (2.4.8) 
As a result, the Favre-averaged momentum equations presented in the following section 
can be interpreted as Reynolds-averaged momentum equations for incompressible flows. 
2.4.1 Favre-Averaged Equations 
The Favre-averaged equations are obtained after decomposing the flow variables using 
Eqs. (2.4.1) and (2.4.6). It is common to decompose the pressure, density, and heat 
flux using Eq. (2.4.1). The remaining quantities, namely the velocity vector, specific 
total enthalpy, specific internal energy, and temperature are then decomposed using 
Eq. (2.4.6). By averaging the various quantities appearing in the individual terms of 
the Navier-Stokes equations and employing relations (2.4.3) and (2.4.7), the following 
Favre-averaged equations for conservation of mass, 
£fdV+ 
. nds=0, (2.4.9) 
asp 
conservation of momentum, 
5t fdV+yc (®+ I) " nds - (T - v' ®v") " nds = 0, (2.4.10) ý an an 
and conservation of energy, 
fn ion ýpE +2 pv'v dV + (pH +2 v'-v" v" nds (2.4.11) 
([T-v"ýv"J 
"v_q_'ph'v -f- p(v""v")v"ll "nds=0, i9n 
[ 
are derived. The above equations have a very similar form to the equations describing 
the instantaneous flow field as given by Eqs. (2.3.1) - (2.3.3). The additional terms that 
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arise due to the time-averaging are now discussed for each equation in turn. 
The time-averaged continuity equation (2.4.9) has an identical form to Eq. (2.3.1). 
No additional terms arise for this equation and thus the averaging has not introduced 
any new unknowns into this equation. The time-averaged equations for momentum are 
essentially the same as Eq. (2.3.2). The only apparent difference with the original form 
is reflected in the appearance of the correlation -7v" ®v". This velocity correlation 
can be interpreted as turbulent momentum transport by the turbulent field. It arises 
due to the non-linear nature of the convection terms in the Navier-Stokes equations. A 
common analogy is to regard the term as an additional stress produced by the turbulent 
fluctuations on the mean flow. As a result the term is referred to as the Reynolds stress 
tensor and is written together with the viscous fluxes. The viscous stress tensor T 
no longer has the form given by Eq. (2.3.6). The time-averaged form for a general 
compressible flow is given by 
T=µ [Vv + (VV) TI -5v" vl + 
[Vv" + (V )T] - 
30 
" v"I } (2.4.12) J 
In Eq. (2.4.12) the correlation between the dynamic viscosity fluctuations and ve- 
locity gradient fluctuations has been assumed to be negligible. In addition to this 
assumption, it is also common to neglect the second term in Eq. (2.4.12). The time- 
averaged viscous stress tensor then reduces to the original form as in the non-averaged 
case. Note that in the incompressible case v" = v' =0 by definition. Neglecting this 
term in an incompressible flow is therefore an exact result rather than an approximation. 
The time-averaged energy equation contains several additional terms arising from 
the fluctuating field. Firstly, considering the correlation 2pv 
v', this term represents 
the density-weighed turbulence kinetic energy of the flow. Eliminating the density 'p, 
the turbulence kinetic energy is then defined as 
Z=2 
-vif , vif (2.4.13) 
With this definition one can redefine the total internal energy and the total internal 
enthalpy to include the turbulence kinetic energy, 
EE-- E+k, (2.4.13a) 
H F- H+k. (2.4.13b) 
The Reynolds stress tensor has already been mentioned in the momentum equations. 
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The remaining correlations -'ph" v, T- v", and -2p(v" - v")v" represent the turbu- 
lence transport of heat, molecular diffusion of turbulence kinetic energy, and turbulence 
transport of turbulence kinetic energy respectively. The last two terms are usually very 
small, particularly at low Mach numbers. These terms will simply be omitted from the 
energy equation in the present work. The modelling of the turbulent heat flux vector 
and the Reynolds stress tensor are described in the following section. 
2.4.2 The Closure Problem 
By time-averaging the equations of motion, additional terms through the Reynolds 
stress tensor and turbulent heat flux vector have been introduced. These represent the 
effect of the turbulent field on the mean flow and need to be determined to allow the 
mean flow equations to be solved. The Reynolds stress tensor is a symmetric tensor 
introducing six independent unknowns to the system of equations. The turbulent heat 
flux vector introduces a further three raising the total number of additional unknowns 
to nine. While the number of unknowns has increased, the number of equations has 
remained unchanged. Thus the system is no longer closed. One attempt to close the 
system is to derive transport equations for the second moment correlations of velocity 
(i. e. the Reynolds stresses). It is found that such equations contain triple correlations 
consequently increasing the number of unknowns. This procedure can be repeated 
for the third moments and so forth, but the equations never balance the number of 
unknowns. This is the classical closure problem of the Reynolds averaged equations. 
In order to allow the system described by Eqs. (2.4.9)-(2.4.11) to be solved, suitable 
closure approximations in the form of turbulence models need to be developed for 
the various correlations. By far the most popular models are eddy-viscosity based 
turbulence models employing the Boussinesq assumption. This assumption is presented 
in the following section. 
2.4.3 Boussinesq Eddy Viscosity Assumption 
The concept of the eddy-viscosity hypothesis dates back to the work of Boussinesq who 
postulated that the stresses generated by the turbulent fluctuations could be related to 
mean strain rates through a turbulent or eddy viscosity. This direct analogy between 
the viscous stresses and the turbulent stresses leads to the following Boussinesq eddy 
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viscosity approximation 
Tt = -Tv" ®v" =-3 pkl + µt 
(vv + (V )T) - µt 3O. vl 
= -3pkl + 2µt S-1 tr[S]I (2.4.14) 
where tr[. ] denotes the trace of the matrix. The first term on the right hand side is 
required to give the correct trace of the Reynolds stress tensor. Similarly, the turbulent 
enthalpy heat flux is modelled in an analogous manner to the heat flux vector. In this 
case the gradient diffusion hypothesis is employed such that 
_j;;;;; = pct VT (2.4.15) 
where it is the eddy diffusivity for heat. As in the laminar case, a turbulent Prandtl 
number is defined relating the eddy viscosity and eddy diffusivity by 
µtcp Prt = nt 
(2.4.16) 
The introduction of the eddy viscosity and gradient diffusion assumptions in Eqs. 
(2.4.14)-(2.4.15) has reduced the closure problem. Rather than modelling the Reynolds 
stress tensor and turbulent heat flux vector, the problem now involves the derivation of 
expressions for the two scalar quantities corresponding to the turbulent eddy viscosity 
and turbulent Prandtl number. As documented throughout the literature (e. g. [114]), 
it is usual to use a turbulent Prandtl number of 0.9 for air. However, as pointed out 
by Hinze [41], better agreement with experimental measurements of planar shear flows 
can be obtained if a lower value is employed. The recommended value is 0.7 and this 
value is the one used throughout this work. The only remaining term required to close 
the system is the eddy viscosity. The evaluation of the eddy viscosity is the subject of 
the following section. 
2.4.4 Linear k-E Turbulence Model 
Several models of varying degrees of complexity employ the Boussinesq hypothesis [114]. 
These models are used to provide a length (L) and a velocity (v) scale of the turbulence 
to determine the eddy viscosity. The Boussinesq hypothesis then allows the Reynolds 
stresses to be linked to the mean strain rates through the eddy viscosity in direct 
analogy with the viscous stresses. Algebraic models provide the simplest methods of 
determining L and v, but are very problem specific since each flow requires a different 
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mixing length scale. In addition, it becomes difficult to prescribe the (mixing) length for 
complex flows. To overcome these difficulties, more complex models have evolved. These 
remain within the Boussinesq hypothesis framework but employ transport equations to 
determine the velocity and/ or length scales. Such models come in various forms and 
can be categorised as one or two equation models depending on the number of transport 
equations being solved. By far the most common model falling within this category is 
the k-e model employing transport equations for the turbulent kinetic energy (k) 
and the dissipation rate (E). Its widespread use for lobed mixer flows was clearly 
demonstrated in the literature cited in the previous chapter. The k-e model comes 
in various forms, but the high Reynolds number version of Launder and Spalding (62] 
is the most popular. This model was one of the models employed in the present work. 
Although it has many shortcomings, which are expected to be of significance to lobed 
mixer flows, it forms a good starting model for this study. The model is given by the 
two equations 
j 
fdV+ 
Tp v"nds - 
zoi 
YfT dV + pv " nds - 
i asp 
The eddy viscosity µt is given by 
+ µt vk " nds 
asp Ck 
, f(r: V-)dV 
+µt De"nds 
aS2 ore 
f 
(C lr: V- C) dV k 
Pkt 
Pt=Cµ 
E 
(2.4.17) 
(2.4.18) 
(2.4.19) 
The velocity and length scales provided by the k-e model can therefore be evaluated 
from 
v. NAZ ,L= 
E2 (2.4.20) 
The k-e model includes five empirically chosen coefficients. These are 
Cµ=0.09; 0k=1.0; QE=1.3; CE1=1.44; CE2=1.92 (2.4.21) 
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2.4.5 Non-Linear k-E Turbulence Model 
As already stated, the linear k-E model has many shortcomings which are evident when 
used to model complex flows. The most significant deficiency of the model is believed 
to lie within the Boussinesq hypothesis it employs. In Section 2.4.3, the analogy with 
Stoke's postulate for laminar flows was made for the Reynolds stresses. This assumes a 
linear relationship between the Reynolds stresses and mean strain-rates of the fluid. As 
pointed out by Ferziger [32], for 2D flows, there is only one significant component of the 
Reynolds stress tensor, the shear stress. Correspondingly, one significant component of 
the strain exists. Therefore the relationship between the shear stress and strain-rate 
can be specified by a single coefficient of proportionality, which in this case is the eddy 
viscosity. For more complex 3D flows, other significant strains exist. Thus, to have a 
correct relationship between the different strain rates and Reynolds stress components, 
a different coefficient of proportionality (eddy viscosity) is required in each case. Since 
the eddy viscosity is required to relate two second rank tensors, a fourth rank eddy 
viscosity tensor is required in general. There are many examples, both experimental and 
computational, which are in support of this viewpoint showing that the eddy viscosity 
becomes highly anisotropic. Examples of flows which include this are 
1. flows with sudden changes in mean strain rate; 
2. flows over curved surfaces; 
3. flows in ducts with secondary motions; 
4. three dimensional flows; 
5. flows with boundary layer separation. 
Another viewpoint is that the simplification made by employing a scalar eddy viscos- 
ity implies the principal axes of the Reynolds stress and mean strain-rate tensors are 
coincident and this is not always observed to be the case in measurements of turbulent 
flows. These inconsistencies with observations have led to an extension of the Boussi- 
nesq approximation to account for these effects, particularly the turbulence anisotropies 
observed. The standard k-e model provides a means of determining a single veloc- 
ity and length scale through the k and e quantities at each point in the flow. This is 
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then used to determine a scalar eddy viscosity. To provide a more direct extension of 
the k-e model to account for anisotropic effects, the use of a scalar eddy viscosity is 
maintained. An attempt to account for anisotropic effects is achieved by employing a 
non-linear relation between the stresses and mean strain-rates. This approach has led 
to the introduction of non-linear turbulence models. Several such models have been 
developed by different investigators [100], [34], [94]. The one chosen , 
in this work is a 
modified form of the non-linear model of Speziale [99]. The model in its original form 
employs a quadratic relationship between stresses and strains. The following properties 
are satisfied by the model 
1. general coordinate and dimensional invariance; 
2. satisfies a limited form of the Lumley [66] realizability constraints; 
3. material frame-indeference in the limit of 2D turbulence. 
The first requirement is satisfied by casting the model in tensor form and using di- 
mensionless constants for the model. The second constraint is ensured by writing the 
Reynolds stress tensor as follows 
Tt =-2 pkl + ýrD (2.4.22) 
where TD is a traceless tensor and the turbulent kinetic energy is formulated to ensure 
k>0. The final constraint requires the frame indifferent parts of V and (DVv/Dt) 
to be used in the definition of TD. Respectively, these are 
S=2 (v + (V )T) , 
(2.4.23) 
=St -I-v. VS -VS -S(V )T 
DS 
-VS- S(Vv)T 
(2.4.24) 
With these definitions, Eq. (2.4.22) takes the following form up to a quadratic 
expansion in terms of the mean velocity gradients [99] 
_21 Tt = -7I + 2C, öES-3 tr[S] I Cj 
+ CDC, ä5 S2 -1 tr[S2]1l + CECµp 
3S-1 
tr[S]) (2.4.25) 
E3E3 C C 
The two additional coefficients introduced in this model CD and CE, were chosen 
by Speziale [99] from calibration with experimental data for a fully developed channel 
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flow. The constants take the values 
CD=CE=0.6 (2.4.26) 
The model therefore contains only one additional independent constant. 
The above relation for r is of the same form in all frames of reference independent 
of whether or not they are inertial. In the present study this condition is relaxed by 
neglecting the substantial derivative of (DS/Dt) in Eq. (2.4.24). With this modification, 
Eq. (2.4.25) can be cast into the form 
_2/\ Tt = -3pkI + 2Cµ; IS- 
3tr[S]I I 
/ 
- CDCµp 
3\ 
S2 - 
3tr[S2]1 
- CEC, 
3 
(WS - SW) (2.4.27) C 
where W is the vorticity (skew-symmetric) tensor given by 
W2 (v - (ýv)T) (2.4.28) 
Equation (2.4.27) is similar in form to a number of quadratic equations given in [4]. 
In a recent study, Gatski and Speziale [34] showed that an exact two dimensional 
solution of the Reynolds stress model transport equations in homogenous equilibrium 
flows (i. e. with convective and transport effects neglected) has a similar form. However, 
the Gatski and Speziale formulation was believed to provide better formulation due to 
the usage of strain dependent coefficients in place of the constants in Eq. (2.4.27). They 
showed that for complex three dimensional flows, cubic and even quadratic expansions 
in the mean velocity strains are required to represent an exact solution of the Reynolds 
stress model under the assumptions given above. In the present work, interest is focused 
on the effects of anisotropy introduced by a quadratic model on the mean and turbulence 
field of a lobed mixer. In this context, an extension up to quadratic order served as a 
sufficient first step to better understand such effects of the flow. 
The non-linear turbulence model given by Eq. (2.4.27) is supplemented by two 
transport equations for k and E. The same equations used for the linear model and 
given by Eqs. (2.4.17)-(2.4.18) were used. Together these provide a high Reynolds 
number non-linear k-e model for use in the current work. 
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2.5 Boundary Conditions 
The system of equations (2.4.9)-(2.4.11) and (2.4.17)-(2.4.18) together with the con- 
stitutive relations presented above form a closed system. To allow solutions for this 
system to be obtained, the equations must be supplemented by the correct physical 
boundary conditions. In what follows, the conditions that were employed to represent 
the different physical boundaries are stated. 
For a slip boundary and planes of symmetry, a vanishing normal velocity component 
is enforced 
(v - n)wall =0 (2.5.1) 
For a stationary no-slip wall, the condition of vanishing velocity at the wall is used 
Vwall =0 (2.5.2) 
For compressible heat conducting flows, an adiabatic boundary at the wall was 
assumed 
ýq ' n)wal! =0 
The turbulent kinetic energy at a no-slip wall vanishes such that, 
kwal! _0 
A finite value of the dissipation rate exists at a no slip boundary. 
2.6 Summary of the Governing Flow Equations 
(2.5.3) 
(2.5.4) 
The governing time-averaged equations for a turbulent flow have been presented. De- 
scription of the linear and non-linear k-e turbulence models required to close the 
system has been given. The mean and turbulence equations are summarised in this 
section. The notation employed here is used in the subsequent two chapters that dis- 
cuss the discretisation of the mean and turbulence flow equations. The time-averaged 
mean-flow equations can be written in integral form as 
J QdV + Q, V Q) ds =0 (2.6.1) 5t n 
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where 
P 
pu 
Q= pv 
pw 
pE 
and 
. T(n, Q, V Q) = . 17I (n, Q) -. Fv (n, Q, V Q) 
= [(Yx, y, 
z) 
-(. FxV, Yy, 
z)]" 
with 
pu pv pw 
put +p puv püw 
ý, = pü Fy = pv2 +p Fz = pvw 
püw pvw pw2 + 
puE pvE PwE 
0 0 
Txx Tyx 
'fixV Tyx ' yV Tyy 
Tzx Tyz 
Txxu + Txyv + Txzw - qx Tyxu + Tyyv + Tyzw - qy 
0 
Tzx 
FV = x Tz y 
Txz 
Tzxu + Tzyv + Tzzw - qz 
(2.6.2) 
(2.6.3) 
I 
(2.6.4) 
Taß represents the combined viscous and Reynolds stress components such that 
? «ß =Tap + (Tt)aß 2.6.5) 
where a and ,ß can take the indices x, y, or z. The Reynolds stress tensor Tt is defined 
by Eq. (2.4.14) for the linear k-e model and by Eq. (2.4.27) for the non-linear k-e 
model. 
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Similarly, the turbulence equations for the k-e model can be written in the form 
äf QtdV +f Ft(n, Qt, V Qt) ds =J St(Qt, VQ, VQt)dV (2.6.6) 
n9n 
where 
Qt P= (2.6.7) 
PC 
and 
. ý't(n, Q, 2t, VQt) = Pt 
(n, Q, 2t) --. F? (n, VQt) 
t )x , lýtýy e 
(2 t) 
)- (('ýt) ý, ýýt) ýI (. Ft) ý)ý 'n 
(2.6.8) 
= 
[((. F 
with 
(. rt)x = 
puk 
, 
(fit)' = 
pue 
D_ 
((+. )8 
ok (. ýt)x -µf (+)8 
'- 
tz ýe 
vE az 
(+)° 
The turbulence source vector is given by 
pvk pwk 
(yt)x 
PVC pwE 
+ 
j8k 
IL') 07 
o't uy 
) 
St = 
Pk - pE 
(C¬l 
k -Cc27P 
) 
where 
Pk=Tt: V 
(2.6.9) 
(2.6.10) 
(2.6.11) 
Equations (2.6.1)-(2.6.11) together with the constitutive relations presented in this 
chapter provide the mathematical model employed in the remainder of this study. 
Chapter 3 
Numerical Method 
3.1 Introduction 
The numerical discretisation of the governing equations is now described. Due to the 
similar form of the laminar and time-averaged equations, only the discretisation of the 
laminar flow equations is presented here. The extension to turbulent flow is considered 
in Chapter 4 where the focus is on the discretisation of the k-E turbulence models. 
The discretisation used is based on the Finite Volume Method where the equations of 
motion are solved in integral form. In presenting the schemes used, the layout follows 
an unconventional presentation involving the description of two separate methodolo- 
gies. Each method is later used to address one of two separate aspects of the work 
proposed. The use of the two separate methodologies was motivated by the availability 
of two algorithms that were suitable for the nature of the work proposed in this project. 
The two algorithms chosen provide good examples of the state of current predictive 
tools in CFD. By adopting predeveloped algorithms, the task of testing validating and 
streamlining the individual routines for the solution of the mean flow equations can 
be bypassed. This consideration is important as the research proposed in this work is 
not intended for the development of a new CFD algorithm. It is rather accepted that 
the two algorithms would require further development to allow them to be successfully 
applied to lobed mixer applications. Before engaging in any such development, which 
in this case comes in the form of the implementation of additional turbulence models, 
an understanding of the basic numerical algorithms is required. This chapter provides 
an exposition of the two algorithms to underline the basic numerical schemes employed 
in each case. The aim is to present the necessary material to allow a systematic and 
consistent approach for the discretisation of the turbulence models. 
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The first algorithm is formulated for a curvilinear multi-block structured grid. To 
address the numerical modelling issues arising with the use of different mesh types, a 
mixed grid unstructured algorithm was also employed, forming the second methodology 
used in the present work. To distinguish between the two methods, the terminology 
structured and unstructured is employed throughout when reference is being made to 
either one. This distinction is by no means exhaustive. The two approaches differ in 
many other aspects and are formulated from very different viewpoints. The structured 
method is formulated to solve the incompressible form of the Navier-Stokes equations. 
Such a specific application requires a dedicated solution procedure. For this purpose, 
a pressure-based method is used. The formulation involves an uncoupled sequential 
solution of the governing equations for mass and momentum. The scheme employs 
an implicit discretisation of the flow equations. To simplify the discretisation on a 
curvilinear grid, a collocated grid arrangement is used. The storage locations are taken 
at the cell centres of the grid. 
The unstructured algorithm, on the other hand, begins by formulating a solution 
methodology for compressible flow equations. The solution procedure is based on a 
density-based method. In this method, the equations are discretised together as one 
coupled system. However, in its standard form, problems are commonly encountered in 
the incompressible limit. To expediate these difficulties, a low Mach number precondi- 
tioner [110] is introduced. The unstructured algorithm uses a cell vertex scheme and is 
integrated in time with a point implicit method. 
Rather than simply presenting each algorithm separately, common aspects of the 
discretisation for the structured and unstructured algorithms are presented in parallel. 
The aim is to bring the two formulations together, relating similarities and revealing 
their differences. Emphasis is given to those aspects of the discretisation that could 
affect the accuracy of the converged solution. Consequently, focus will be placed on the 
spatial discretisation adopted by the two schemes although a complete description of 
the time-integration procedure is provided. 
The chapter begins with the solution domain decomposition strategy adopted and 
the associated data structures used to provide the connectivity tables for the two al- 
gorithms. This is followed by a brief presentation of the Finite Volume discretisation. 
Control volume definitions for the cell-centre and cell-vertex schemes are then given. 
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The discretisation of the inviscid and viscous fluxes is provided in a similar formulation 
wherever possible to allow direct comparison between the two algorithms. Difficul- 
ties arising in the incompressible limit are addressed separately and the alternative 
approaches based on the pressure-based and density-based schemes are discussed. The 
time-integration schemes for the two algorithms are finally presented demonstrating the 
differences between the uncoupled and coupled solution procedures of the structured 
and unstructured methods respectively. 
3.2 Grid Type and Data Structure 
So far, a distinction has been made between the two methodologies adopted in this work 
through their associated data structures. In this section, a more precise description of 
the terms `structured' and `unstructured' will be given in the context of the numerical 
schemes to be presented. Such a description will aid in understanding some of the data 
structure related problems that arise with the discretisation of the fluxes presented 
later. 
A structured grid is made up of sets of coordinate lines with each set associated with 
a particular coordinate direction. At the intersections of lines belonging to different sets, 
grid nodes are defined. For 2D grids, two sets of lines suffice. This is extended to three 
sets of lines for 3D cases. The simplest example of such grids are rectilinear grids where 
each set of lines is aligned with a Cartesian coordinate axis. This definition leads to 
two important features associated with such grids. Firstly, as the grid is constructed 
from two or three sets of intersecting lines, the cells formed are quadrilateral (2D) or 
hexahedral (3D). In addition, the directionality of the lines used introduces an implicit 
structure into the grid. In 2D, each cell or node in a grid can be referenced by two 
indices associated with the cell or line number in each direction respectively. Adjacent 
cells or nodes can then be easily referenced owing to the structure built into the grid. 
An analogous referencing system arises in 3D. 
A more general extension employs curvilinear body-fitted grids where the coordinate 
directions are curvilinear directions coinciding with the boundaries of the domain being 
meshed. The coordinate directions are now referred to as f, 77, and C. In general, these 
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will vary as a function of the Cartesian coordinates. One can therefore write 
4=e(x, y, z), 77 =n(x, y) z)º (=c(x, y, z) 3.2.1) 
Despite this generalisation, curvilinear grids are still very restrictive when attempt- 
ing to generate grids for very complex geometries with acceptable quality*. These dif- 
ficulties arise as a direct consequence of the implicit structure present in the grid. The 
above meshing strategy can be considered as a special case of a more general approach, 
the special case corresponding to a curvilinear grid which has been generated inside 
a single block embodying the whole flow domain. If the flow domain is now divided 
into several contiguous blocks, a multi-block structured grid is obtained. For such a 
mesh, each block consists of a structured grid with matching nodes at block boundaries. 
However, the blocks themselves do not necessarily lend themselves to any grid struc- 
ture. In this case, connectivity tables between the blocks must be specified explicitly. 
The mesh obtained is thus structured locally within each block, but unstructured as a 
whole. This method provides significant flexibility over the single block approach. Grid 
types falling within this category are often referred to as multi-block structured grids. 
The first algorithm employed in the current work is based on this data structure. 
The multi-block method has been used to provide more flexibility to the type of grids 
that can be used to discretise the flow domain. Taking this idea a step further, one can 
construct a grid where each cell requires an explicit connectivity table to be specified 
for all the neighbouring cells. In such a grid, no implicit structure is assumed and the 
complete grid connectivity is defined explicitly. Such a grid is commonly referred to as 
an unstructured grid. From this point of view, it becomes clear that any single-block 
or multi-block structured grid could be stored as an unstructured grid. The reverse 
is not generally true. Any quadrilateral or hexahedral multi-block structured grid can 
therefore be stored as an unstructured grid. In this case the two grids are identical but 
the distinction merely lies in the data structure employed. 
An unstructured data structure allows the number of nodes or cells connected to 
a given node or cell in a grid to vary. For this same reason, unstructured grids could 
employ various cell types within one grid. The most commonly used cell types are 
`Various quality measures exist although it is commonly expressed in terms of a grid element's 
skewness or Jacobian [1]. The latter can be used to provide an indication of whether the element 
created is degenerate. 
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triangular and quadrilateral cells in 2D, and hexahedral, prismatic, pyramidal, and 
tetrahedral cells in 3D. To exploit the benefits of such a mixed unstructured grid fully, 
an algorithm capable of handling the mixed cell types is required. 
A data structure should contain information that relates neighbouring cells and/or 
nodes to one another. The constituent nodes and edges that make up each cell also 
need to be provided by the data structure. Various data structures can be constructed 
to provide such information, examples of which can be found in Barth [10]. The two 
most commonly used are the traditional element-based data structure and the the edge 
based data structure. In the element based data structure, a list of the forming vertex 
addresses is stored for each cell of the mesh. In contrast, an edge-based data structure 
expresses connectivity through the nodes associated with each edge in a given mesh. 
Edges form the building blocks of cells. Mixed cell types can therefore be handled 
more easily by an algorithm employing an edge-based data structure. This is certainly 
true for inviscid flows, but as will be discussed later, difficulties arise for viscous flows. 
The above reasons have encouraged the widespread use of edge-based data structures 
in unstructured solution algorithms. This data structure is employed by the mixed 
unstructured algorithm that has been used in the current work. 
3.3 Finite Volume Discretisation 
The Finite Volume formulation begins by subdividing the solution domain into non- 
overlapping control volumes j. The definition of these control volumes is provided 
in the following section. For the present work, these control volumes are assumed to 
be invariant with time. The integral form of the governing equations presented in 
the previous chapter are then discretised on each control volume. This involves the 
approximation of the volume and surface integrals of Eqs. (2.6.1) and (2.6.6). The 
volume integrals associated with the unsteady and source terms will be considered first. 
A numerical representation of the analytical integral is obtained through Gaussian 
quadrature. The desired degree of accuracy is then achieved through the number of 
quadrature points used in approximating the integral. The accuracy of the schemes 
employed in this study is restricted to second-order. A mid-point approximation is 
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Figure 3.1: Flux quadrature points indicated by ®. 
therefore sufficient. The volume integrals can then be written as 
f QdV = Qlxce&lj 
ý, 
(3.3.1) 
fS(Q, VQ)dV = S(QIXce, (VQ)lxcjcl j (3.3.2) 
, 
where Q, S, are the analytical state and source vectors respectively, Q is the discrete 
state vector, and xCe is the position vector of the control volume centroid. 
The numerical flux integration is evaluated by approximating the surface integral 
over each face of the control volume. The approximation employs Gaussian quadrature 
to approximate the flux integrals over control volume faces. In the current work, the 
conventional mid-point rule is used to approximate the integrals. This involves the 
evaluation of the flux at the centroid of each control volume face as shown (for a 2D 
example) in Fig. 3.1. Denoting the control volume faces associated with control volume 
j by af2j, the integral is approximated by 
. T(nij, 
Q, VQ)ds ~E Y(nij, Q, VQ) lx;; Osij (3.3.3) 
aýý iEE1 
The set Ej is defined as the set of all control volumes that share a common face with 
control volume j. nzj is the unit normal vector associated with face OfZjj and directed 
outwards from the control volume, and Lsjj is the area associated with this face. (91iß 
is defined as the control volume face shared by control volumes i and j. The centroid 
of face 00=ß is located at xis. 
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Figure 3.2: Primal grid control volumes; + indicate control volume cen- 
troid positions. 
3.4 Control Volume Definition 
In the approximations underlying the Finite Volume method presented so far, no spe- 
cific mention has been made of the control volume definitions used in the integrals. In 
practice, various definitions can be used for a given grid with non-overlapping elements. 
In the current work, a different control volume definition is employed within the two 
chosen algorithms. Presented below is a clear description of each definition. The im- 
plications underlying the different definitions are highlighted through a comparison of 
some of the discretisation issues arising in the two cases. 
3.4.1 Primal Grid 
In this approach, the original grid cells are used as control volumes. The cell centres 
are used as storage locations for the state vector. By definition, the storage locations 
correspond to the Gaussian quadrature point of each cell introduced by the mid-point 
rule. As each control volume is associated with a single storage location, the number of 
unknowns in a given problem is dependent on the number of cells of a given grid. This 
control volume definition is employed by the structured algorithm and is shown in Fig. 
3.2. 
3.4.2 Median Dual 
As an alternative to control volumes based on the original grid cells, a dual grid is 
defined whose cells are chosen as control volumes. For the unstructured methodology 
employed here, the median dual [10] is used. Considering 2D grids for simplicity, control 
volumes for triangular grids are constructed around each node of the primal grid by 
connecting the centroids of the triangles to the edge mid-points as shown in Fig. 3.3(a). 
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(a) Triangular grid (b) Mixed grid 
Figure 3.3: Median dual control volume definition. 
For quadrilateral grids, the median dual is obtained by connecting the mid-points of 
opposing edges. An example of the median dual for a mixed grid consisting of triangular 
and quadrilateral cell types is shown in Fig. 3.3(b). In defining the dual grid in such a 
manner, each node of the primal grid is associated with a cell of the dual grid. Due to 
this one-to-one correspondence, the primal grid nodes are used as the storage locations 
of the median dual control volumes. 
3.4.3 Special Consideration at Boundaries 
Some important differences and issues arise at the boundaries of a given solution domain 
between the two control volume choices presented above. Figure 3.4 presents control 
volumes constructed with the above definitions for two identical quadrilateral grids 
in the vicinity of a boundary. For primal grid control volumes, the cells adjacent to 
the boundary contain faces that are coincident with the boundary. The state vector 
is stored at a point immediately above the wall. Such control volume faces are not 
included in the finite volume approximations presented in the previous section since 
they are bounded by a cell on only one side. To account for these boundary faces in the 
Finite Volume discretisation, halo cells are used by the structured algorithm as shown 
in Fig. 3.4(a). These pseudo cells do not contribute to the final solution directly, but 
simply help to introduce the required boundary conditions. By including these halo 
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(a) Structured algorithm (b) Unstructured algorithm 
Figure 3.4: Control volume definition at boundaries, -- primal grid 
cells, --- halo cells, + indicate control volume centroid positions. 
cells to the set E, for faces lying on the boundaries in the structured algorithm, the 
boundary faces can be accounted for while the formulation of the fluxes remains the 
same. 
For median dual control volumes, the control volume faces are staggered relative 
to the primal grid control volumes by half a cell size in each direction. This leads to 
the formation of half control volumes adjacent to the boundary with the state vector 
storage locations lying directly on the boundary. As in the previous case, faces lying on 
the boundaries are not accounted for in the formulation given by Eq. (3.3.3). For the 
unstructured algorithm, an additional term is added to Eq. (3.3.3) to modify the flux 
integral approximation at the boundaries as follows, 
ý(nij, Q, V Q) ds -> F(nij, Q, V Q) Ix; j iSij +E . F(nk, Q, V Q) 
lx 
j 
zsk 
8n'ß iEEj kEEJ 
(3.4.1) 
where Bj is the set of boundary faces associated with node j, nk is the corresponding 
normal, and Osk is an area associated with the boundary faces. Consequently, no halo 
cells are used in the unstructured algorithm. 
--------------------------- L ---------------------------- 
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3.4.4 Comparison Between the Two Definitions 
The different control volume definitions lead to some subtle differences between the two 
Finite Volume formulations. Focus will be given here to the numerical representation of 
the volume integrals as given by Eqs. (3.3.1) and (3.3.2). Issues related to the surface 
integrals are treated separately in Section 3.5. 
The volume integrals were approximated by the mid-point rule providing an estimate 
of the integral in terms of the value at the centre of the control volume. Another 
interpretation of the value at the control volume centroid emerges when one compares 
this value with the definition of the control volume average given by, 
iTj (t) 
ý Jý Q(x, t) dV (3.4.2) 
A location inside the control volume SZj must be assigned to this average. By performing 
a Taylor-series expansion for an arbitrary solution variation Q about the control volume 
centroid xCe, one finds [39] 
QceW =1f Q(x, týdV - (OQce(týý "f (x - Xce)dV + HOT (3.4.3 ýý 
fj 
where the subscript ce refers to the control volume centroid, and HOT is the abbre- 
viation for `higher-order terms'. The first, second and higher order moments of the 
integrals (i. e. integrals containing (x - Xce)) vanish provided x corresponds to the con- 
trol volume centroid. So the control volume centroid value QCe is clearly a control 
volume average value. 
For control volumes based on the primal grid, the value Qj is by definition the 
value at the control volume centroid. The state vector can therefore be seen as a 
representation of control volume averages. 
For the median dual control volumes, the vector Qj is stored at nodal locations. 
For non-uniform grids, this location will not always coincide with the control volume 
centroid. In this case, the state vector Q3 can no longer be regarded as a cell average. 
For steady flows, the time derivative vanishes at convergence and the only remaining 
volume integral in which this issue becomes of significance is the source vector. For 
turbulent flows, the source vector is non-zero owing to the presence of the production 
and dissipation terms in the k-E model. However, even in this case, Haselbacher [39] 
points out that the error present is of second order. This compromise in accuracy is 
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therefore tolerable for second order schemes. 
3.5 Flux Quadrature 
In obtaining the numerical flux representations of Eq. (3.3.3), the mid-point quadrature 
rule has been employed. To ensure the scheme remains strictly second order accurate, 
the mid-point flux approximation must be satisfied for all control volumes of a given 
mesh. In general, some assumptions and approximations are made in evaluating the 
fluxes at the face quadrature locations. These tend to be directly linked to the inter- 
polation practices employed and can become important on highly stretched or skewed 
grids. For such reasons, the geometric interpolation practices employed in the two 
methodologies are presented together with some statements regarding the implications 
these have on the accuracy of the converged solution. For ease of exposition, the above 
issues will be presented for 2D grids although extension of the basic principles to 3D 
follows directly. 
3.5.1 Structured Algorithm 
Fluxes at cell faces are obtained by interpolating quantities stored at control volume 
centroids of the adjacent control volumes. By definition, the primal grid control volumes 
result in control volume faces that do not lie mid-way between the control volume stor- 
age locations for non-uniform grids. An appropriate interpolation practice is therefore 
required. In the current work, the second order accurate interpolation of Gnoffo [38] is 
used. This method expresses the interpolation factors as ratios of the local cell areas 
and volumes. Considering a local region of a 2D curvilinear grid for simplicity as shown 
in Fig. 3.5, the face values can be interpolated from the cell centers using, 
oij = aijgi + bijgj (3.5.1) 
where 0 is a generic scalar quantity. The interpolation factors are given by, 
Dj = 
Qj 
(3.5.2a) EiEEjX ýsij 
aij = D2D+D3 
(3.5.2b) 
bij = D2DiD =1- aij 
(3.5.2c) 
'i' j 
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Figure 3.5: Illustration of interpolation factors. 
where X represents one of the curvilinear coordinate directions ý, 77, or (, and Ejx is 
the set of control volumes sharing a common face with control volume j such that the 
faces lie on planes perpendicular to the curvilinear coordinate X. 
The above remains second order accurate for stretched grids. For skewed grids with 
sudden changes in curvilinear coordinate directions, the above interpolation is strictly 
at the face location e as illustrated in Fig. 3.6(a). As the flux is required at e', a more 
sophisticated interpolation such as that suggested by Ferziger and Perie [33] should 
be used. The interpolation proposed essentially involves a gradient reconstruction at 
adjacent cell centres to reconstruct the dependent variables at points i' and j'. The 
required value at location e' can then be obtained as above. This more sophisticated 
interpolation was not used in the current version of the structured algorithm employed 
here. The use of the simple interpolation of Eqs. (3.5.2a)-(3.5.2c) is a potential source 
of error in such regions of the grid. An analogous situation arises for 3D grids. To 
reduce the errors associated with grid skewness on the converged numerical solutions, 
smoothing was performed on the grids. The aim of such smoothing is illustrated in Fig. 
3.6. By smoothing the highly skewed regions, a higher level of orthogonality is obtained 
as in Fig. 3.6(b). Consequently the interpolation to the cell face is now a more accurate 
representation of the value at the face center. 
Di D2 
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(a) Non-smoothed quadrilateral grid 
(b) Smoothed quadrilateral grid 
Figure 3.6: Reduction of errors on skewed curvilinear grids through 
smoothing. 
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3.5.2 Unstructured Algorithm 
For clarity and ease of exposition, 2D grids will be used to present the arguments in 
this section. The arguments are directly extendible to 3D grids. By definition, each 
dual edge of a 2D median dual control volume consists of two straight segments as 
shown in Fig. 3.7(a). In this case, direct application of the mid-point rule requires the 
evaluation of the fluxes at the mid-points of each edge segment. The flux quadrature 
points should then lie at the locations shown in Fig. 3.7(a). To reduce the complexity 
of the flux evaluation, it is common practice to replace the two segments by a single 
segment whose unit normal is an area-weighted average of the normals of each individual 
segment. This step reduces the flux quadrature evaluation to the one point given in Fig. 
3.7(b). A second simplification involves relocating the flux quadrature to the mid-point 
of the primal edge as shown in Fig. 3.7(c). This simplifies the interpolation since the 
fluxes can be expressed in terms of a simple average of the two adjacent nodal locations. 
In analogy with the simplifications used in the cell centre scheme, Barth (9] shows that 
these simplifications come at the expense of reduced accuracy on irregular grids. 
In Section 3.4.3 it was clearly demonstrated how control volumes constructed from 
median duals give rise to the formation of half control volumes at the domain bound- 
aries. For these boundary control volumes, the flux quadrature is taken at the points 
shown in Fig. 3.8. The normal for the quadrature point corresponding to the pri- 
mal boundary edges is calculated by averaging the normals associated with individual 
boundary segments in an identical manner to the approximations presented in Fig. 
3.7(a) for interior control volume faces. The quadrature point corresponding to the 
dual boundary edge is located on the boundary as shown in Fig. 3.8. The normal of 
the dual boundary edge is used for calculating the fluxes in this case. 
3.6 Discretisation of Inviscid Fluxes 
3.6.1 Structured Algorithm 
The structured cell-centred scheme is based on what is commonly referred to as a 
pressure-based solution method. The method was originally developed by Patankar and 
Spalding [85] for the solution of incompressible flow problems. Due to its widespread 
success in incompressible flows, several investigators including McGuirk and Page [72] 
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nil, l 
(a) Original dual edge associated with single primal edge. 
(b) Approximation of dual edge by single straight segment. 
(c) Relocation of flux quadrature to mid-point of primal edge. 
Figure 3.7: Simplification of flux quadrature for median-dual control vol- 
umes; ® denotes the location of the flux quadrature. 
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Figure 3.8: Location of flux quadratures for median-dual control volumes 
lying on domain boundaries. 
have extended the pressure-based methodology to compressible flow problems. Through- 
out the applications in the remainder of the current study, the pressure-based method 
has been applied to incompressible flows only. These flows contain no dependency on the 
temperature field allowing the mathematical model to be reduced to the incompressible 
system of equations for constant density. The discretisation used for the pressure-based 
method outlined below will therefore consider this reduced system. 
The pressure-based formulation begins by expressing the equations of motion in 
terms of the primitive state vector Qpl = (p, u, v, w, T) T. The mean flow equations can 
therefore be expressed in integral form as 
rp, at 
fQ1 
dV + 
in 
F (n, Q, V Q) ds =0 (3.6.1) 
The relationship between the primitive state vector Qp1 and the conservative state 
vector Q is given by the Jacobian matrix 
ý000 
Up00P 
aQ rpl = a2 1= 7T 0p0 
(3.6.2) 
7z 00p 
2 
jq! j + T51=-l 000 yR -j/ 
where q2 = u2 + v2 + w2 and the equation of state (2.3.4) has been used to provide the 
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relation 
aP_ 1 
__ 
ry (3.6.3) 
OP RT c2 
where c denotes the speed of sound. The derivatives of pE with respect to the primitive 
state vector are obtained through the use of the expression 
PE _ (RTi) +2 
(u2 + v2 + w2) (3.6.4) 
In the limit of incompressible and constant density flow, 
ap o RT 
0 (3.6.5) 
lim ry =0 (3.6.6) ap-+o C2 
In other words, in the incompressible limit, the speed of sound is essentially infinite 
and Fj reduces to the simpler form 
o0000 
0p000 
rn1 =00p00 (3.6.7) 
000p0 
X11 
000 
7-1 
In fact, in the incompressible limit of constant temperature flows, the energy equation 
becomes a passive scalar equation and it is possible to reduce the system to the conti- 
nuity and three momentum equations. For this reason, Fpl is further simplified to the 
form 
00000 
0p000 
rp, = 00p00 (3.6.8) 
000p0 
00000 
First Order Discretisation. The discretisation of the inviscid fluxes in the pressure- 
based algorithm begins by splitting the inviscid part of the three flux components given 
in Section 2.6 into linear and non-linear parts. Thus, the fluxes in the x-direction are 
written as 
T7I 
.x= ''JL +Y 
IN (3.6.9) 
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where 
xL = (P p, 0,0,0) T (3.6.9a) 
.FN= 
(0, Put, puv, puw, 0)T (3.6.9b) 
and similarly for the y and z flux components. The discrete fluxes are then constructed 
by employing central differencing for the linear flux vectors and upwind differencing for 
the non-linear flux vectors. This leads to upwinding of the momentum fluxes only. 
The direction of upwinding is selected according to the eigenvalues of the non- 
linear flux vector and in a direction normal to the face of the control volume under 
consideration. The resulting set of eigenvalues can be written in matrix form as 
00000 
0 v"n 000 
A= 00 v"n 00 (3.6.10) 
000v. n 0 
00000 
So, the resulting upwind differencing is based on the convective velocities. Considering 
first-order upwind differencing, the discrete face flux is defined as follows, 
FIN 
_ 
(Qp1)jAij, v"n>0 (3.6.11) 
(Qpl)iA 
, v"n <0 
where A is the non-linear flux Jacobian evaluated at the face. This is not a true 13 
Jacobian in the sense that it arises as a result of linearising the non-linear flux vectors 
as follows, 
fix, = AN 2pi, FIN = Aý 2P1, . 15N = AN 
Q 1, (3.6.12) 
This results in the following Jacobian for Aý x, 
000 
0 Pu 0 
Ax =00 Pu 
000 
000 
with similar expressions for AN and AN. . The ab 
00 
00 
00 (3.6.13) 
pu 0 
00 
ove is referred to as Picard linearization. 
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Aj= [aij (Aä ), `F' bid (Aä )j] na (3.6.14) 
a 
The matrix A ý, is then given by 
where a is a dummy variable representing the Cartesian coordinates x, y, or z and na is 
the Cartesian component of the unit normal associated with face a1ZZ,. It is interesting 
to note that this definition of the Jacobian is consistent with the above definition of the 
eigenvalue matrix. 
It is possible to express an upwind scheme in terms of a central difference plus a 
smoothing term. Therefore, the non-linear flux is rewritten as, 
A IPN ii = 2A 
ý [(Qp1)i + (Qp1)jl -2 (Aij I [(Qpl)i - (QP1)j] (3.6.15) 
Turning attention to the linear flux components as given by Eq. (3.6.9a), the linear 
flux Jacobians are defined as 
7 L=AxQ 1, FL=A Qp1, FL=i4zQ 1, 
and 
0p000 
10000 
AL= 00000 
00000 
00000 
0 p 0 0 0 
0 0 0 0 0 
AL 10000 
0 0 0 0 0 
0 0 0 0 0 
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(3.6.16) 
0p000 
00000 
Az= 00000 
10000 
00000 
(3.6.1 7) 
The discrete linear face flux vector is then given by 
4 iýL = ZA 
L ((Qpl)i + (Qpl)j) 
(3.6.18) 
with Aý defined in an analogous manner to AiNj in Eq. (3.6.14). It is now possible to 
define a total Jacobian at a face with 
A =A +A (3.6.19) %3 23 23 
The total flux vector is then given by 
F jT = ZA T [(Qp1)i + (Qp1)j] - 2(AijI [(Qpl)i - (Qpl)jl (3.6.20) 13 
Second Order Discretisation. The first term in Eq. (3.6.20) is equivalent to central 
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differencing and is thus second order accurate. The smoothing term on the other hand 
results in a second order dissipation. To extend the scheme to higher order accuracy, 
the MUSCL approach is adopted where a higher order interpolation of the state vector 
Qp1 is performed to obtain left (-) and right (+) states at the interface within control 
volumes j and i respectively. The interpolation practice adopted here is based on the 
generic scheme given by Hirsch [43] defining left and right states as 
(Qp1) = (Qpi)j+4 [(1-rý)ý-+(1+ic)A] 
(Qpi)+ = (Qp1)i -4 [(1 + i)A + 
with 
0= 
(Qpl)i - 
(Qpl)j 
= (Qpl)j - (Qpl)j+ 
A' = (Qpl)i- - (Qpl)i 
(3.6.21a) 
(3.6.21b) 
(3.6.22a) 
(3.6.22b) 
(3.6.22c) 
where, according to Hirsch [43], xj+, xj, xi, and xi- are equispaced along a straight 
line. In the structured algorithm described herein, this reconstruction is performed 
along a curvilinear coordinate direction rather than along a straight line. is is a user- 
definable parameter representing a one-parameter family of second order schemes for a 
1D uniform mesh, with the exception that =3 gives a third order scheme. The value 
r. =3 is used throughout this work. The higher order discrete flux can now be written 
as 
13 
[(Qpl)+ + (Qpl) J-Z IA2 I [(Qpl)+ - (Qwpl) 
] (3.6.23) F' 
2A 
The dissipation term can be expressed in the form 
IA ý1 ((Qpl)+ - (Qpl) j=1 (1 -i )IA I 
[(Qi+ 
- (Qpl)j + 
1(Rpl)z 
2 13 
[(2 
(2 
(Qpi)j - (Qpi): +2 (Qpi)=- (3.6.24) 
Noting that the two terms in square brackets are equivalent to two undivided pseudo- 
Laplacians, denoted by Lj(Qp1) and Li(Qpl), with unit central coefficients, the flux 
vector is now rewritten as 
Fý =2 
(Aij 
[(Qp1)+ + (Qpl) ]-2 (1 - i)IA I [Lj(Qpl) - Li(Qp1)]l (3.6.25) 
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Equation (3.6.25) is strictly second order accurate only on uniform grids. For non- 
uniform grids, smooth variations of the inter-cell spacing in a mesh are required if 
discretisation errors are to be minimised. 
The higher order flux discretisation is non-monotone causing spurious oscillations 
to be generated around regions of high gradients. Such features can occur around shear 
layers. The presence of these oscillations in numerical solutions is highly undesirable 
as they deteriorate solution quality and may even result in numerical instability of the 
solution procedure. For these reasons, the discrete flux definition is modified through 
a non-linear limiter. The limiter used for the mean flow equations is the continuously 
differentiable limiter of Anderson et al. [3] and is given by 
Tj = 
2L0- + c(l) (3.6.26a) 
(p)2 + (p-)2 + e(1) 
:= 
2L0+ + e(l) (3.6.26b) 
(Q)2 + (Q+)2 + E(1) 
E(l) is a small number (taken as 10-6) to prevent division by zero in regions of null 
gradients. Using this limiter, the interpolation for the left and right states given by 
Eqs. (3.6.21a)-(3.6.21b) is now redefined as 
(Qpl) = (Qpl)j +4 [(1 - qfjr. )L- + (1 + Wjic)i] (3.6.27a) 
(Qp1)+ = (Qp1)i -4 [(1 + qfin)A + (3.6.27b) 
The limited higher order flux vector is now given by Eq. (3.6.23) but with the left and 
right states of the state vector defined by Eqs. (3.6.27a)-(3.6.27b). The limited discrete 
flux vector cannot be readily expressed in terms of the pseudo-Laplacians as in Eq. 
(3.6.25). The form given in Eq. (3.6.23) is therefore retained. 
3.6.2 Unstructured Algorithm 
With the unstructured cell-vertex scheme, a density-based method was employed. Un- 
like pressure-based methods, density-based methods were originally developed for the 
solution of the compressible flow equations. For this reason, the formulation in terms of 
the conservative state vector is retained. The discretisation is somewhat more natural 
than the pressure-based method as the governing equations are treated as one com- 
plete system. The scheme to be described below has been motivated by the MUSCL 
approach, in which a functional representation of Q is used within each control vol- 
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ume. This representation allows left and right states to be defined at control volume 
interfaces. The same convention used in the previous section is adopted here to rep- 
resent these two states as Q+ and Q. The flux at the interface is then based on the 
flux-differencing ideas of Roe [91] to provide the following definition of the inviscid flux 
vector 
Fj =21 (pj(Q+) +Yj'j(Q )) - 2IAijI(Q+ - Q') (3.6.28) 
The first term contained in the brackets corresponds to central differencing with the flux 
vector Fib = Y(n2j,, ). The second term is a smoothing flux based on one-dimensional 
The eigenvalues characteristic variables and the flux Jacobian is defined as A= U_Q 
of A are given by 
v"n 
0 
n= o 
0 
0 
oo0 
v. n 00 
0 v. n 0 
00 v"n+c 
000 
0 
0 
0 
0 
v. n-c 
(3.6.29) 
Therefore, the density-based scheme employs upwinding based on acoustic plus convec- 
tive velocities. Decomposing the Jacobian matrix in terms of the eigenvalue matrix (A) 
and the matrix (R) whose columns are the right eigenvectors of A, the following form 
is obtained, 
A= RAR-' 
The columns of the right eigenvector matrix R are given by 
nx ny 
unx uny - cn, z 
rl = vnx + cnx r2 = vny 
wnx - cny wny - cnx 
2 2 
nx -}- c(vnz - wny) cny + c(wn,, - un, z) 
(3.6.30) 
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n, z. 11 
un, z + cny u+ cn, u- cn., 
r3 = vnz - cnx , r4 =v+ cny , r5 =v- eny 
wnz w+ Cnz w- cn, z 
2nx + c(uny - vnx) 
ýH+cqn H- cqn 
where qn = unx + vny + wnz. The right eigenvector matrix R can now be written in 
the form, 
R= (rllr2jr3jr4jr5) (3.6.31) 
The discrete Jacobian matrix IAjj is defined as 
(AzjI = (RIAIR-i)ij (3.6.32) 
The subscripts ij imply the evaluation of the matrices at the control volume face USl1j. 
Simple averaging of the nodal values i and j is performed to evaluate the relevant 
quantities at the control volume face. 
The above reveals two important differences between a density-based and a pressure- 
based method. Firstly, all the equations are upwind-differenced based on the charac- 
teristic variables of the system rather than the convective velocities. Secondly, the 
smoothing flux is no longer formed from a diagonal Jacobian (A) as in the pressure- 
based method. The equations are thus treated as one complete coupled system. These 
two differences raise certain issues that impact the choice of the solution procedures 
and the application of the two methodologies to low Mach number flows as discussed 
later. 
Following the arguments given in Moinier [77], the flux interpolation of Eq. (3.6.28) 
is modified in two ways. Firstly, the flux terms based on the left and right states Q+ 
and Q-, are simplified such that 
Fý =21 +. Fij(Qwj) - (Ai. il(Q+ - Q-)) 
(3.6.33) 
The fluxes are now based on the nodal variables Qi and Qj. This simplification is used 
to reduce the cost of the computation. Despite this simplification, the order of the 
scheme remains second order accurate as the first term is now equivalent to a central 
differencing approximation arising in a standard finite-differencing formulation. 
The second modification concerns the numerical smoothing. In Eq. (3.6.33), the left 
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and right states can be constructed in the same manner employed in the pressure-based 
formulation. It was shown in Eq. (3.6.24) that the resulting expression can be expressed 
as the difference of two pseudo- Laplacians. The numerical flux is now written as 
(3.6.34) Elf =2 ýý(Qi) +2 (Qj) - 
2(1 
- n)jAijj(Lj(Q) - Li(Q)) 
In the structured methodology, the pseudo-Laplacian was constructed from cell centre 
values taken along a curvilinear coordinate direction. This simplification is acceptable 
for smooth grids. The lack of grid directionality in the unstructured method requires a 
generalized definition of the pseudo-Laplacian. Using the definition introduced earlier, 
this is generalised for the unstructured algorithm with 
1 1: Lj(Q) = #(E') 
(Qi - Qi) (3.6.35) 
IEEE 
The problem with this definition is described in Crumpton et al. [25]. For complete- 
ness, the essential arguments are stated here. To maintain a second order discretisation, 
the pseudo-Laplacian should satisfy 
Li(Q) - 0(, Lx2)02QJX=Xj (3.6.36) 
where /x is a measure of the grid spacing. This would ensure that an integration of 
the smoothing flux over a control volume would result in a dissipation term of O(fx2). 
However, employing a Taylor series expansion of LQ about xj one finds 
Lj = Le(x) " VQIX=X; + 0(/x2) (3.6.37) 
where Lj(x) = (Ljx, Ljy, Lj z)T . Thus, the generalized form of the pseudo-Laplacian 
is second-order accurate provided the mesh is sufficiently smooth. This is consistent 
with the assumptions adopted in the pressure-based method. For structured grids, this 
assumption is more acceptable on the grounds that more control of the mesh quality is 
possible. Furthermore, expression (3.6.37) clearly shows that the accuracy is reduced 
in regions where local flow gradients are high. This implies that the mesh quality can 
be sacrificed in regions where the flow is uniform to provide improved mesh quality in 
other regions of the flow as required. This strategy was adopted for the multi-block 
structured grids as illustrated in Chapter 5. For unstructured grids, mesh generation 
usually involves an automated process allowing little user control of the final mesh 
quality. The resulting grids could contain regions where the local expansion ratios 
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are very high. A degradation in accuracy follows. The pseudo- Laplacian is therefore 
modified to 
Lýp(Q) = Lj(Q) -V Q1 " L3 (x) (3.6.38) 
The second order accuracy of a scheme can be interpreted from another viewpoint. 
By definition, a second order accurate scheme is one that is capable of reproducing a 
linear function exactly. Equation (3.6.38) can then be referred to as a `linear-preserving' 
pseudo-Laplacian, provided the gradient VQ is exact for a linear function. The evalu- 
ation of VQj is approximated by 
VQj =2 (Qi `f' Qj) (3.6.39) 
iEEj 
Haselbacher [39) conducted a detailed study on the evaluation of flow gradients on 
mixed grids. For meshes consisting of simplicial elements, Haselbacher showed that the 
evaluation of V Qj with Eq. (3.6.39) is equivalent to a Green-Gauss reconstruction which 
is a linear preserving approximation. For general non-simplicial grids, the Green-Gauss 
reconstruction is no longer equivalent to the above approximation. For such meshes, 
a Green-Gauss reconstruction is found to lead to a non-nearest neighbour stencil (i. e. 
nodes that are not directly connected to a central node by an edge). The approximation 
given by Eq. (3.6.39) does not account for the contributions of these nodes and the 
linear preserving property is lostt. Müller and Giles [80] proposed the insertion of 
additional edges connecting central nodes to non-nearest neighbours which arise from 
a Green-Gauss reconstruction. They showed following an appropriate evaluation of the 
contribution of these edges to their associated nodes that the linear-preserving property 
could be regained. These edges consist of symmetric contributions to the respective 
nodes. The edges were therefore named symmetric edges to be distinguished from the 
asymmetric edges that are associated with the edge weights of Eq. (3.3.3). 
The problem with this correction is the heavy costs encountered when used in 3D 
calculations employing non-simplicial grids. The symmetric edges are therefore ne- 
glected in all the calculations performed in the current study. This approximation was 
also used in the study of Moinier et al. [79]. Despite the lack of the `linear-preserving' 
tMüller and Giles [80] and Haselbacher (39] point out that the linear preserving property is retained 
on grids consisting of uniform parallelograms and trapeziums with two opposing edges of equal length. 
This occurs due to the cancellation of the errors arising from the simple approximation of Eq. (3.6.39). 
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property in the approximation of the gradients, the term `linear-preserving' smoothing 
is maintained to distinguish the Laplacian given by Eq. (3.6.38) from the definition 
given in Eq. (3.6.35). 
A final modification to the smoothing term is required. Crumpton et al. [25] show 
that consideration of the form of Lý on highly stretched grids (e. g. in boundary layers) 
raises severe difficulties. Basically, the problem arises as a result of a dominance in the 
coefficients of the linear-preserving correction over the basic Laplacian operator Lj(Q). 
To alleviate this difficulty, the following anisotropic scaling is introduced, 
L(Q) _1 (3.6.40) 
iEEi 
IXE - X1I iEEj 
(Xj - XiI 
To obtain a monotonic resolution of discontinuous flow features, or regions with very 
steep gradients such as shear layers, whilst maintaining accuracy in regions where the 
flow is smooth, the flux is modified to include a blend of second and fourth differences 
in the dissipation. The blending is introduced in the form of a non-linear limiter, ', 
providing a switching between first and second order characteristic upwinding. The 
final flux can then be written as 
Fý =2P L(Qi) +1 (Qj) - IAijj -3(1- T)(L%P(Q) - 
LP (Q)) + IF(Q1- Qj) 
(3.6.41) 
where 
= min e(l) (_L"(p) 
(P) I 
,1 (3.6.42) Lip) + 2p2 (L7(P) I+ 2pß 
Here, E(2) is a user defined constant (taken as E(2) =8 [77]) and p corresponds to the 
pressure at a node. 
3.7 Discretisation of Viscous Fluxes 
3.7.1 Structured Algorithm 
The discretisation of the viscous fluxes within the structured algorithm is based on the 
formulation of Gnoffo [38]. A brief description of these ideas are presented here. Gnoffo 
shows that by exploiting the curvilinear coordinate system present in a structured grid, 
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Figure 3.9: Relation between Cartesian and covariant velocity compo- 
nents. 
the shear stresses can be formulated in the following form 
av av av av ae DU a17 au O(1 Tns -µäv+ä, ý 
v'ý + äS výý n+e äs + 17 äs + äý äs J 
+av+ aý v, 0 + 
aý VS ns (3.7.1) 
where s and v are dummy variables such that v is equal to u, v, or w corresponding to 
s=x, y, or z. Equation (3.7.1) is then an expression for the shear stress acting in the 
s direction on a cell face with unit normal n. The velocity gradients of the covariant 
velocity U are given by 
öU au av äw 
7-n + a7 ny + Tnz 
3.7.2 
with similar expressions for OU and OU. Figure 3.9 illustrates the relationship between 
the various variables in Eq. (3.7.2). For clarity, a 2D control volume is shown (i. e. z 
and ( coordinates are aligned together). 
By expressing the shear stresses in this form , it is now possible to evaluate 
the flow 
gradients on the curvilinear coordinate system using central differences. Considering 
face ij shown in Fig. 3.9 as an example, the required derivatives across the face are 
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expressed as 
(av a= vi - vj (3.7.3) tj 
av 1 
ig-- 
) 
ii 
= 4(vi+n - vi(-n) + vj(++º) - vj(-n)) (3.7.4) 
Cävlzj =1 /J 4 (v(i+C) - vi(-C) + v(j+C) - v(j-C)) (3.7.5) 
The transformation metrics VC, pry, VC, g, R, and relate the derivatives on the 
curvilinear system to the Cartesian system. Details of how these are approximated can 
be found in Gnoffo [38]. It is quite straightforward now to express the viscous flux 
vector at a control volume face as 
Fij = ll6+Tnx)ij, 
('Tny)ij, (Tnz)i, j, 6) 
T Asij (3.7.6) 
iEEj 
The errors associated with this approximation of the viscous fluxes are dependent 
on the approximations used for the transformation metrics. Basically, these are similar 
to the inaccuracies introduced in employing the interpolation factors as discussed in 
Section 3.5.1. 
3.7.2 Unstructured Algorithm 
The viscous fluxes in the unstructured methodology can be evaluated by interpolating 
the nodal gradients defined by Eq. (3.6.39). The interpolation yields, 
OQzj =2 (OQi + VQj) (3.7.7) 
However, this interpolation is equivalent to the average of two central differences. Con- 
sequently, high frequency modes cannot be damped with this approach resulting in 
oscillatory solutions in regions where the viscous effects dominate. To remedy this 
problem, the face gradient is modified by replacing the component of OQ in the direc- 
tion along the edge with a simple difference along the edge. The face flux is now given 
by 
VQij = vQij - 
(OQij 
tSSij - 
(Qi 
- Qj) asij (3.7.8) 
\ xi X3 J/ 
where 
ösij = 
xi - xj (3.7.9) IXi 
- xjl 
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With the gradients evaluated at the cell faces using Eq. (3.7.8), the viscous fluxes, FV, 
on control volume faces can be readily evaluated by employing the definitions of the 
shear stresses and heat flux vector given in Chapter 2. 
It is worthwhile pointing out that Eq. (3.7.8) is linear-preserving provided VQ1 is 
linear-preserving. The evaluation of the nodal gradients in Eq. (3.6.39) suffer from 
the same problems on non-simplicial grids as outlined in Section 3.6.2. The neglect of 
contributions from a diagonally opposite node due to the limitations imposed by the 
edge-based data structure can therefore effect the accuracy of the viscous fluxes. This 
issue can be very important for the turbulent dominated mixing processes that arise in 
lobed mixer flows. 
3.8 Low Mach Number Modifications 
3.8.1 Pressure-Based Methodology 
In Sections 3.6.1 and 3.7.1, the discretisation of the incompressible equations was pre- 
sented. The formulation involved a transformation of the equations from conservative 
variables to primitive variables Qpi. Together with the selection of specific differencing 
approximations to the various terms of the flux vectors, a decoupled discrete form of 
the equations of motion was obtained. 
A problem associated with this incompressible formulation is now highlighted. The 
system of equations, written in the form of Eq. (3.6.1), involves four equations for 
the four unknowns in Qpi$. The solution of the three momentum equations allow 
iu, v, and w to be predicted directly. However, the continuity equation contains no 
explicit dependence on the pressure p. Furthermore, the time derivative of density 
is zero in the incompressible limit. The continuity equation is therefore a kinematic 
constraint on the velocity field which cannot be enforced directly. To circumvent this 
difficulty, a pressure-based formulation is adopted following the ideas of Patankar and 
Spalding (85]. With this method an alternative formulation is sought to enforce the 
continuity condition. This task is simplified by the fact that the decoupled discrete 
form of the equations of motion are being considered. This allows a decoupled solution 
$Note that the energy equation is not being solved and so the last state variable for the temperature 
T is not required. 
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procedure to be used where one is left with the task of solving the continuity equation 
at each iteration independently from the momentum equations. This is in contrast to 
the coupled solution procedure of the unstructured algorithm where all five equations 
would need to be solved together simultaneously. 
The key step of the pressure-based methodology involves the derivation of an equa- 
tion for the pressure which can be obtained by taking the divergence of the momen- 
tum equations§. The idea is that, by satisfying this equation for the pressure, the 
incompressible system of equations can now be solved. The pressure-based method for 
incompressible flows therefore entails the solution of the three momentum equations 
together with a Poisson equation for the pressure. The SIMPLE algorithm is used in 
this study where a Poisson equation for the pressure-correction is solved rather than 
the actual pressure. The derivation of this pressure-correction equation is quite in- 
volved and details are left out here. A complete discussion can be found in one of the 
more common texts on the subject such as Ferziger and Perii [33]. In this reference, 
the pressure-correction equation in the SIMPLE algorithm, written in discrete form, is 
given by 
Fij(P') " nds = R(p') (3.8.1) 
asz, 
where 
Fad (p') = 
C1ý (Vp')ij (3.8.2a) 
R(p') = (pv* " n)ds (3.8.2b) 
asp; 
A few important statements regarding Eq. (3.8.1) are in order. Firstly, the pressure- 
correction equation is an elliptic equation. Furthermore, the form given above arises 
following a few simplifying assumptions some of which are difficult to justify. In prac- 
tice, this requires the computed pressure updates from Eq. (3.8.1) to be under-relaxed. 
Finally, the pressure-correction equation needs to be solved accurately within each it- 
eration of the solution procedure to ensure that the continuity equation is satisfied. 
These reasons together make the pressure-correction equation an expensive step in the 
solution process. It is common therefore to adopt an implicit discretisation of the 
pressure-correction equation and this practice has been used in the current study. 
SAs pointed out earlier, the pressure does not satisfy a separate conservation law. 
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The coefficient Ctij in Eq. (3.8.2a) corresponds to the average of the central coeffi- 
cients C2 and Cj, arising from the discretisation of the momentum equations on control 
volumes i and j respectively. For an implicit method such as the one used in the current 
work, Cj can be expressed as 
Cj = 
ýt 
- Ci (3.8.3) 
iEE1 
where Atj is the local time step defined later in Section 3.11. The right hand side of 
Eq. (3.8.2b), represents the local mass imbalance in control volume j. These fluxes are 
evaluated from the latest available updates on u, v, and w following the solution of the 
momentum equations and are denoted with a (*). The role of the pressure-correction 
equation is to drive this mass imbalance to zero, hence satisfying the continuity con- 
straint. 
The derivation of the pressure-correction equation is rooted in the derivation of the 
Poisson equation for the pressure field mentioned above (i. e. by taking the divergence 
of the momentum equations). With this thought, the surface integrals in Eq. (3.8.1) 
arise from the divergence operator. On the other hand, the derivatives of the pressure- 
correction given in Eq. (3.8.2a) correspond to the pressure gradient operator in the 
momentum equations. Ferziger and Perie [33] emphasize that in any numerical approx- 
imation of the Poisson equation, it is important to discretise the pressure-correction 
derivatives in a consistent manner with the basic flow equations. The surface integrals 
on the other hand should be discretised in a consistent manner with the continuity 
equation. The mass fluxes of the continuity equation are contained in the linear fluxes 
presented in Section 3.6.1. The linear fluxes are centrally differenced thus requiring 
central differencing to be used in approximating the surface integrals. Any violation 
of this condition could possibly lead to lack of satisfaction of the continuity equation. 
Referring to Section 3.6.1, the pressure terms were also discretised using central dif- 
ferencing. Following the above reasoning, the derivatives in Eq. (3.8.2a) should also 
be centrally differenced. On a uniform mesh, the central differencing of two cell center 
gradients, as would occur on the left hand-side of Eq. (3.8.1), is equivalent to taking the 
average of two central differences evaluated at adjacent cell centers of each face. This 
leads to the same problem presented in Section 3.7.2 with the unstructured methodol- 
ogy where the evaluation of the flow gradients using Eq. (3.7.7) results in a lack of high 
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frequency damping. In a collocated pressure-based scheme, the resulting discretised 
system of equations also leads to a decoupling between the pressure and momentum 
equations and oscillations are observed in both the velocity and pressure fields (Fertiger 
and Perii [33]). The fix to the problem is similar to the strategy adopted in the eval- 
uation of the viscous fluxes in the unstructured methodology. Basically, the discrete 
form of the averaged pressure-correction gradient at the face is modified such that the 
component of Vp' in the direction along the respective curvilinear coordinate direction 
is replaced by a simple difference across the control volume face as follows, 
/9 Obij = vp ij - 
(Vplij 
" 6sii -A- ÖSii (3.8.4) (Xi - Xj 
and 
SSzj = 
Xi - xi 
Ixi 
- xjl 
(3.8.5) 
If one assumes a uniform and orthogonal mesh with points xj+, xj, xi, and xi- equis- 
paced a long a straight line, then Eq. (3.8.6) simplifies to 
vpt. 
7 IXi - xj 
(3.8.6) 
The simple face gradient given by Eq. (3.8.6) is employed in the evaluation of Vp' on 
the control volume faces. Again this is acceptable for sufficiently smooth grids with slow 
variations. The assumption is in line with the approximation used for the Laplacians in 
the smoothing term of Eq. (3.6.25). The above discrete representation for the face pres- 
sure gradient is no longer consistent with the discrete form adopted in the momentum 
equations. To retain a consistent treatment between the two equations, adjustments to 
the mass fluxes are required. The basic principles follow from the discrete form of the 
momentum equations. Considering the x component of the momentum equations, the 
discrete equation can be written as [33], 
ý' _ 
'S. 9 _1 - 
EiEEj Ci 
_ 
Slj (vpn_1 il (3.8.7) 
Cj Ci` Iý 
where C, is the central coefficient, Ci refers to the adjacent control volume coefficients, 
and SS contains all the terms discretised explicitly excluding the pressure gradient 
which is written separately as the last term in Eq. (3.8.7). After solving the momentum 
equations, the mass fluxes are obtained by interpolating the control volume velocities 
according to Eq. (3.8.8). Considering the second component on the diagonal of the 
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matrix Ar, which corresponds to the x momentum equation, the mass flux is given by 
(pgn. )ij =p (aijvi " nij + bijvj* - nij) (3.8.8) 
These fluxes correspond to the solution of the momentum equations in which the dis- 
cretisation of the pressure gradients on a uniform mesh is equivalent to a central dif- 
ferencing across the control volume centroids. Using Eq. (3.8.7), the pressure gradients 
evaluated at cell centroids are subtracted from the mass fluxes and replaced with the 
pressure gradient representation given in Eq. (3.8.4). The resulting mass flux is 
(Pgn)ij = 
(Pgn)ij 
- 
Qij 
(-L) [(Vp1 n-, n) - (Vpn-1 , n)ij, (3.8.9) ß''i9/ 1 
where Il j represents the volume centered about a cell face and an over-bar denotes 
interpolated values from the control volume centroids. Using the same assumptions in 
arriving at Eq. (3.8.6), Eq. (3.8.9) can be written in the simpler form, 
(P9n)ij - (P9'n)ij - SZij 
P (Pi- - 3pi + 3pj - pj+) (3.8.10) 
This correction to the fluxes is now consistent with the discretisation of the pressure 
gradient in Eq. (3.8.6). Therefore, the fluxes are calculated as given by Eq. (3.6.23) but 
with A defined by Eq. (3.8.10). This introduces yet another difference in the definition 
of the inviscid fluxes between the structured and unstructured methodologies. As this 
is part of the spatial discretisation, it has an effect on the converged solution. The effect 
is expected to be small however as the modification introduced is proportional to the 
third difference of pressure. 
3.8.2 Low Mach Number Preconditioner 
The density-based formulation of Section 3.6.2 is well suited for the prediction of com- 
pressible flows. In this formulation, the numerical dissipation is scaled by the acoustic 
and convective wave-speeds. For low Mach number flows, a disparity between the two 
wave speeds exists and a severe degradation in convergence rate is observed. To ac- 
celerate convergence, the system may be preconditioned by a matrix P'1. Since the 
problem is associated with the inviscid fluxes, one may consider the 1D Euler equations 
to present the basic ideas of this approach. In this case, the preconditioned system can 
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be written as 
F-1 
at +AQ =0 
(3.8.11) 
Since the matrix preconditioner acts on the time derivatives, in the steady-state, the 
final solution is unaltered by the preconditioner. The preconditioner can now be chosen 
to provide a rapid convergence to the steady state. Setting 
P-1 = IAI (3.8.12) 
the above system becomes equivalent to 
äQ 
+ IAA-'A 
äQ 
=0 (3.8.13) 
The eigenvalues of the resulting system are now equal to ±1. The modulus of the 
Jacobian A allows the sign of the wave speeds, and hence the type of boundary conditions 
of the original system to be preserved. One would expect that such a preconditioner 
may be suitable at removing the disparity in wave speeds present in the original system 
at low Mach numbers thus providing faster convergence. However, Turkel [110] points 
out that the form of the dissipation as presented in Section 3.6.2 does not provide the 
correct scaling as the Mach number M -+ 0. For the 1D system considered above, the 
dissipation scales with Mach number as, 
0 (Vi) 0(1) 0(1) 
JA) IIA)-'A) = JAI O(1) 0 (1) O(1) (3.8.14) 
0(1) 0(1) 0(1) 
As M -4 0 it is clear from Eq. (3.8.14) that a large disparity in the wave-speeds results. 
The anisotropic scaling in the dissipation at low Mach numbers often produces nu- 
merical solutions of poor quality with significant errors in the pressure distribution [77]. 
To handle the above difficulties associated with the incorrect scaling in the dissipation 
term, a low Mach number preconditioner is incorporated into the numerical dissipation. 
The preconditioned dissipation is now written as P-11PAJ. In contrast to the precon- 
ditioning employed in Eq. (3.8.11), the preconditioning in this case actually alters the 
final converged solution. The preconditioning employed here is identical to the precon- 
ditioner of Weiss and Smith [112], and Darmofal and Siu [26]. Following the formulation 
adopted by Moinier [77], this preconditioner takes a simple diagonal matrix form when 
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expressed in symmetrised variables (dp/pc, du, dv, dw, dp - c2dp)T and is given by 
E) 0 0 0 0 
0 1 0 0 0 
r= 0 0 1 0 0 (3.8.15) 
0 0 0 1 0 
0 0 0 0 1 
where O is a free parameter whose role is to equilibrate the eigenvalues. To adopt 
the above preconditioner into the flux function, transformation matrices are needed to 
transform the above preconditioner to conservative variables. This is achieved in two 
steps using transformation matrices from primitive to conservative variables, and from 
symmetrised to primitive variables denoted by M and N respectively. In this transfor- 
mation, it is important to realize that the primitive state vector being dealt with here 
is defined differently from the one employed in the pressure-based formulation. Specif- 
ically, the primitive state vector is defined here as Qp2 = (p, u, v, w, p)T 
T. Incorporating 
the above preconditioner into the artificial dissipation of the inviscid fluxes and using 
the two transformation matrices, the resulting numerical flux becomes 
i' =1 
()7ij(Qi) + 9-ij(Qj)) 
ZMij 
Ni7I'ij1IT'i1AijlNzjiMzj1 -3(1 - W)(Lip(Q) - 
Lj (Q)) + (Qi - Qj) 
(3.8.16) 
Choosing 0= O(M2) ensures the convective and acoustic wave speeds are of a 
similar magnitude, proportional to the flow speed [77]. Following Moinier [77], 0 is 
chosen by looping over all edges and evaluating the biggest Mach number between the 
two nodes connected by an edge. This evaluation is kept for both nodes of each edge. 
The procedure is repeated four times to define small regions with a common maximum 
value. O is then set from 
0= min [1, PM, ' ,.. 
j (3.8.17) 
and ,ß is a free parameter that is set to 3.0 [77], such that no preconditioning is applied 
when Mm, a, x > P-2 . With this preconditioning, the eigenvalues of the resulting system 
3.9 Boundary Conditions 75 
are given by [77], 
ý1=2(1+0)(v-n)-2T 
A2 = 
2(1+0)(v"n)+ZT 
A3=A4=A5=v"n 
with 
(3.8.18) 
T= (1-O)2(v" n)2+40c2 (3.8.19) 
As before, the Jacobian matrix in the dissipation term can be written in terms of 
the eigenvalue matrix in the form, 
MNr-'IrAIN-1 = MNr 'LIAIL-1N-1 (3.8.20) 
Explicit expressions for the matrices M Nr-1 L and L-1 N-1 together with the trans- 
formation matrices M and N are given in Appendix A. It should be noted that the 
extension to low Mach number flows has maintained a coupled system. So, unlike the 
pressure-based methodology, this formulation maintains the strong coupling with the 
energy equation and can be used for problems where thermal effects are important. The 
problems presented above are avoided in the pressure-based algorithm due to the dis- 
cretisation of the pressure term with central differencing. This resulted in a smoothing 
flux whose eigenvalues did not contain the acoustic waves helping to avoid the difficulties 
encountered with the density-based scheme. 
3.9 Boundary Conditions 
The spatial discretisation of the governing flow equations for the structured and un- 
structured algorithms in the interior of the solution domain has been presented. It was 
pointed out in Chapter 2 that in addition to the flow equations, appropriate physical 
boundary conditions are required to provide a well-posed mathematical model. In this 
section, the discretisation of these boundary conditions is discussed. 
Discrete boundary conditions can be imposed in either a strong fashion or a weak 
fashion. In the former, the solution variables are directly set to the desired values. 
Alternatively, a weak formulation can be adopted which involves modifying the fluxes 
at the boundaries to achieve the desired effects. The implementation of boundary 
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conditions falls in one of these two classifications. 
3.9.1 Structured Algorithm 
The application of boundary conditions in the structured algorithm is made on the halo 
cells that were defined on the block boundaries in Section 3.4.3. All boundary conditions 
described here are imposed in a strong fashion. It has been shown that the structured 
algorithm employed in this work is formulated for the solution of incompressible flow 
problems. In these simulations five types of boundary conditions were employed. These 
include 
1. Prescribed velocities at inlet. Dirichlet boundary conditions are applied for inlet 
velocities on halo cells for the momentum equations. 
2. Symmetry boundary conditions. The velocity vector associated with the interior 
control volume adjacent to the boundary is copied to the adjacent halo cell. The 
normal velocity component is subtracted from the velocity vector stored in the 
halo cell and a Dirichlet boundary condition is applied on these modified halo cell 
velocities. 
3. No-slip wall boundaries. The velocity vector in the interior cell adjacent to the 
boundary is copied to the adjacent halo cell but its direction is reversed. A 
Dirichlet boundary condition is then applied in an implicit manner such that 
the interpolated velocities from the interior and halo cells produces a vanishing 
velocity at the wall. 
4. A zero gradient for the velocity field is assumed at the outlet boundary. Values 
stored in interior cells adjacent to the boundary are therefore copied to the halo 
cells and are treated as prescribed velocities by employing Dirichlet boundary 
conditions. 
5. Interior block boundaries. These are required to allow separate blocks of the grid 
to be solved independently from one another within each iteration (i. e. decouples 
the various blocks from one another). Interior block boundaries involve copying 
the state vector of interior cells lying on the boundaries of adjacent blocks to the 
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halo cells of the respective blocks. Dirichlet boundary conditions are then applied 
to these halo cell values for all four equations at each iteration. 
Boundary conditions 1-4 describe the modifications carried out for the velocity field. 
In addition, the pressure field at all these four boundaries is assumed to satisfy a zero 
gradient condition when solving the momentum equations. For the continuity equation, 
a zero gradient Neumann type boundary condition is applied for the pressure-correction 
p' for all four boundaries. The use of Neumann boundary conditions in the pressure- 
correction equation raises two issues. Firstly, it should be realised that the use of only 
Neumann boundary conditions makes the pressure-correction equation singular's [33]. 
To allow convergence to a unique solution for the pressure field, it is common to take 
the pressure at one point to be fixed. The second issue concerns the outflow boundary 
condition. By employing a Neumann boundary condition for the pressure-correction 
equation, the outlet mass flux can not be corrected according to Eq. (3.8.1). A problem 
then arises as no mechanism exists to ensure global mass conservation. To address 
this problem, it is common to scale the extrapolated mass fluxes at outlet such that 
continuity is satisfied globally. The mass fluxes at the outlet are therefore corrected by 
in PEijEE. (gn)ijfsij 
(3.9.1) ýgnýij = (qn)ij 
P EiEE°ý't (Qn)ij L sij 
where Eand Ejt represent the sets of control volume faces that lie on inlet and 
outlet boundaries respectively. 
3.9.2 Unstructured Algorithm 
In the unstructured algorithm, a combination of strong and weak boundary conditions 
is used. Five different -types of boundary conditions were employed in the current work. 
Details of their implementation are now given. 
1. Free-stream boundary condition. This involves specifying a free-stream density, 
an inlet to outlet static pressure ratio, a Mach number, and the direction of the 
inlet velocity vector. This completely defines the free-stream state vector that 
is denoted by QO.. The boundary conditions are then imposed in a weak form 
1The Dirichlet boundary condition applied on interior block boundaries fixes the pressure only within 
each iteration. The pressure is allowed to vary throughout the iterative solution procedure preventing 
a unique pressure field from being established. 
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through the inviscid flux term given by Eq. (3.6.33). The boundary flux Fk is 
evaluated by solving the Riemann problem given by 
Fk =2 
('Fk (Rk) + Fk (Roo) - IAkI(Qk - Qoo)) (3.9.2) 
2. Subsonic inlet boundary condition. Requires the specification of total pressure ra- 
tio and total enthalpy. The basic methodology used in implementing this bound- 
ary condition is then similar to the free-stream boundary condition. Rather than 
using Q,,. in the Riemann problem given above, an alternative state is used which 
is evaluated from the conditions specified here. 
3. Subsonic outlet boundary condition. Only one state variable needs to specified for 
a subsonic outflow condition, corresponding to the single incoming characteristic. 
The value of the static pressure is specified in this work. The implementation is 
essentially the same as that used for the inlet conditions. 
4. Symmetry boundary condition. The boundary mass flux given by Fk in Eq. 
(3.9.2) is set to zero. In addition, the normal momentum components are set 
to zero and their contribution to the residual defined in Section 3.10 is explicitly 
removed. Thus any updates on the state vector will not change the normal velocity 
components on this boundary. Both strong and weak forms are exploited in 
enforcing the boundary conditions on a symmetry plane. 
5. No-slip wall boundary condition. On a no-slip wall, the velocities for the nodes 
lying on the wall and the residuals of the momentum equations corresponding to 
these wall boundary nodes are set to zero. 
3.10 Solution Algorithm 
3.10.1 Structured Pressure-Based Scheme 
As pointed out earlier, the pressure-based methodology involves a decoupled system of 
four governing equations. The iteration process usually follows a decoupled sequential 
solution procedure where each equation is solved in turn. The scheme is essentially 
based on a predictor-corrector approach within each iteration. In the predictor step, 
only the momentum equations are updated using the existing pressure field. A corrector 
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step then follows with the update of the pressure field through the Poisson equation 
for the pressure-correction. With this new corrected pressure field, a correction for the 
velocity field is performed. The new velocity field now satisfies the updated pressure 
field but no longer recognises the constraints set by the momentum equations. The 
above sequence is repeated until all four equations are satisfied and the solution has 
converged to a steady state. 
This solution procedure can be expressed in vector form for the update of the prim- 
itive state vector Qpl at time step n. The state vector after the predictor step will be 
denoted by Qp1, while that following the corrector step is the value at the new time 
step Qpi 1. Since the pressure is not updated in the predictor step, the updates in the 
two stages can be written as 
0 
Lu* 
zQp = Q; 1 - Qp1 = Ov* 
Lw* 
0 
pn+1 - pn 
un+1 - u* 
ýQp* = Qn 
1-Q; 
1 = vn+l - V' 
wn+1 - W* 
0 
(3.10.1) 
(3.10.2) 
The algorithm can now be expressed in vector notation helping to make the comparison 
with the density-based method easier. The predictor-corrector sequence is given by 
Predictor: 
)] 
/Qp1 = -fit [R(Qpi)]n (3.10.3) I'p, +Ot( Ax + ayAý + ýzAz - 
L" 
n 
\ 
with 
R(Qp1) =Z (F, - Ft') " nAs (3.10.4) 
iEEJ 
L represents the implicit discretisation of the viscous terms. In the current work, only 
the first term in Eq. (3.7.1) is discretised implicitly in each momentum equation. 
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Corrector: 
V2 0000 R(p') 
ae 10000 CjYx- 
0100 fQ** =0 (3.10.5) 
00100 8 D-Z 
000000 
R(p') represents the mass flux imbalance in each control volume as defined in Section 
3.8.1. The pressure-correction equation is decoupled from the other corrector equations 
for the three components of momentum. This allows p' to be determined independently 
as the first stage in the corrector step. Once p' is determined, corrections for the mo- 
mentum equations are evaluated. The final step in the corrector step involves updating 
the face fluxes such that 
n+l 
ýi 
9n ij = 4nij - Csý 
(VP')ij Il (3.10.6) 
The predictor-corrector sequence is repeated until convergence is achieved. The mo- 
mentum equations are advanced using pseudo-time-stepping. The time step definition 
for At is described in Section 3.11.1. 
3.10.2 Unstructured Density-Based Scheme 
The density-based methodology is based on a coupled solution procedure. This in- 
troduces particular difficulties when used with an implicit discretisation. In such a 
scenario, the resulting coefficient matrix for a grid of in unknowns then requires the 
inversion of a 5m x 5m matrix. In the current work, a five stage Runga-Kutta method 
is used in place of the implicit scheme employing pseudo-time-stepping to reach steady 
state. This can be expressed as 
Q(o) _ Q'ý j9 
QýIC) = Qý - cxkL tjRýk-1), k=1,2,3,4,5 
(3.10.7) 
QTIt1 _ Q95 (3.10.8) ? 
with 
R(k-1) =c (Q(k-1)) - 
B(k-1) 
B(k-1) = QkDj(Q(k-1)) + (1 - Ijk)Bjk-2) 
(3.10.9) 
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where C1(Q(k-1)) is the inviscid contribution to Rj arising from the discretisation of 
the inviscid fluxes, and Dj(Q(k-1)) are the remaining parts due to the viscous fluxes, 
both physical and numerical, and source terms if present. The numerical dissipation is 
therefore not included in the term Cj(Q(k-1)). Noting that the coefficients are 
113 
a1=4, a2 Ui a3=g, 
14 
Q1=1, ß2=0) ß3=141 
1 
CY4 -22 a5 = 
1, 
11 (3.10.10) Q4=ýý Q5-25 
it is clear that a significant computational saving is made since 02 and 04 are zero. This 
eliminates the need to compute the dissipative flux and source term contributions in 
the second and fourth stages of this Runga-Kutta scheme. 
Remarking on the time step (, Lt), it is apparent that in such a coupled solution 
procedure, it is possible to replace the time step with a preconditioning matrix pro- 
viding improved convergence of the system of equations. For a5x5 system, a5x5 
preconditioning matrix is used. This approach is described in Section 3.11.2. 
3.11 Time Step Calculation 
3.11.1 Structured Pressure-Based Scheme 
As has already been stated, the pressure-based method employs an implicit discretisa- 
tion of the inviscid and viscous fluxes. The simpler explicit schemes impose a stability 
constraint on the time step so as not to violate the Courant-Friedrichs-Lewy (CFL) 
condition. Nevertheless, the linearisation introduced in discretising the non-linear sys- 
tem of equations introduces a level of explicitness in the otherwise implicit scheme. In 
addition, the linkage between the various equations is more explicit in nature due to 
the uncoupled approach. These factors impose constraints on the value of At in the 
pressure-based method. Typically, the time step is calculated from a CFL condition for 
each cell. The calculation of At is based on a discrete form of the generic conservation 
equation 
Tf 
qdV + ¢v " nds - v(Vq) " nds =0 (3.11.1) 
iion 
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By discretising this equation with the techniques described for the pressure-based 
scheme, the following expression for At emerges, 
1 Qj () (fit) 
F, (U+ + Ev(v + vt)VX . n)Ls 
3.11.2 
where 
U+=(v. n+Iv"nl)/2 (3.11.3) 
and X represents the curvilinear coordinate direction (i. e. C, q, or S). 
Only a first order upwind discretisation is used in approximating the contribution 
from the convective fluxes. The viscous fluxes of the generic Eq. (3.11.1) do not include 
any cross terms as in the momentum equations. Typically their contribution is neglected 
but the viscous term is multiplied by a factor c. A value of cl = 4.0 is used in the 
current work. The time step is then factored with a user definable parameter, the CFL 
number, such that the system remains stable but is allowed to converge in a small 
number of iterations. In the current work, typical CFL numbers range from 4 for 
complex mixer configurations to 8 for simple test cases. 
It is common when considering the momentum equations to replace the positive 
projection of the convective velocity in the inviscid contribution with the spectral radius 
of the inviscid fluxes so that 
U+ E-Uj +c (3.11.4) 
This procedure is not implemented for the incompressible system since as pointed out 
in Section 3.6.1, the speed of sound c is essentially infinite. 
3.11.2 Unstructured Density-Based Scheme 
It is possible to calculate a time step based on similar arguments as above for the density- 
based algorithm. The main difference occurs due to the coupling of the equations. This 
requires the spectral radius of the inviscid Jacobian A= to be used in estimating D-T 
L tl. Similarly, the viscous contribution is evaluated from the spectral radius of the 
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matrix B=. The resulting time step matrix can then be expressed as 
At 0 0 0 0 
0 At 0 0 0 
P= 0 0 At 0 0 (3.11.5) 
0 0 0 At 0 
0 0 0 0 At 
A more general approach is to employ a different time step for each equation. If one 
additionally allows the matrix P to be non-diagonal, then the time integration scheme 
couples the equations together at each computational cell. For a grid consisting of m 
nodes, the resulting matrix being solved is an mxm block diagonal matrix with each 
block consisting of a5x5 matrix. This matrix structure is equivalent to one that 
would arise from a point-implicit scheme where the implicit treatment remains local 
at each cell. Such an approach is only viable for a coupled solution procedure. For 
an uncoupled method, the matrix structure is similar to one that would arise from an 
explicit scheme. 
The matrix P is formulated according to the block-Jacobi preconditioning of Pierce 
and Giles [87], later extended to unstructured methods by Moinier and Giles [78]. It 
should be noted that this preconditioning does not modify the solution in any way. 
The block-Jacobi preconditioner is used purely as a convergence acceleration technique 
extending the ideas of local time stepping for the scalar conservation equation presented 
earlier. 
Adopting similar concepts, the preconditioner is constructed from an inviscid and a 
viscous contribution such that 
Pi l= (Ps)-1 + (PV)-1 (3.1 1.6) 
Following the arguments presented by Moinier [77], the individual contributions can be 
written as 
(Pil)-i = 
2SFZL EI Aijl Asij +E lAklO3k (3.11.7a) 
iEEj kEBj 
(Pv)-1 = 
CFL 
UE BM-'-' psi (3.11.7b) 
j i. EEj 
IXj _ xil 
where M is the transformation matrix defined in Appendix A, and B is a5x5 matrix 
3.12 Closure 84 
evaluated with respect to the primitive variables Qp2 = (p, ti, v, w, p)T . The inviscid 
contribution is based on a first order discretisation. In the Runga-Kutta integration 
presented earlier, the local time step At is replaced by CFLPj. A value of CFL= 2.5 
was typically used with this method. 
3.12 Closure 
The present chapter has described the structured and unstructured schemes employed 
in this work for which the mean flow equations were discretised. Focus has been given 
to issues dealing with the numerical accuracy of the converged solutions provided by 
the two algorithms. It has been shown that the spatial discretisation adopted by the 
two algorithms is essentially second order accurate. The accuracy with the structured 
algorithm reduces if the mesh is not smooth. Consequently, care is required when gen- 
erating multi-block structured meshes for the complex lobed mixer configurations. The 
conditions for second order accuracy are less restrictive for the unstructured algorithm 
if used with meshes consisting of simplicial elements. However, the use of an edge- 
based data structure does not maintain the linear-preserving property of the scheme 
for meshes consisting of non-simplicial elements. These issues require care to be given 
to the grid generation of mixed grids for lobed mixers. 
The two algorithms are both formulated to allow solution of the governing flow 
equations in the incompressible limit. Both algorithms are therefore suitable for sim- 
ulations of incompressible isothermal lobed mixer flows. For realistic mixer conditions 
that include high temperature differences, the solution of the energy equation is also 
required and for this reason, the unstructured algorithm is needed. The description 
of the numerical schemes is continued in Chapter 4 in which the discretisation of the 
turbulence equations is presented. Verification of the two algorithms is also included at 
the end of Chapter 4 in which three turbulent flows are simulated. 
Chapter 4 
Numerical Discretisation and 
Verification of Turbulence Models 
4.1 Introduction 
A structured and an unstructured algorithm developed for the solution of the mean 
flow equations have been presented in the previous chapter. Extension of these two 
algorithms to encompass the solution of the k-c turbulence equations is now presented. 
As described in Chapter 2, the high Reynolds number form of the standard linear 
k-e model of Launder and Spalding [62], and the quadratic non-linear k-e model of 
Speziale [99] were employed in this study. Both the linear and non-linear turbulence 
models were employed with the structured algorithm. For the unstructured algorithm, 
only the linear model was used in this work. A main focus in this chapter, is the 
implementation of the linear model into the unstructured algorithm which did not 
include this capability at the outset of the project. 
While k-c turbulence models have been extensively used with structured algo- 
rithms, unstructured algorithms have only recently begun to employ such two-equation 
models. Examples of their use in unstructured methodologies can be found in the stud- 
ies of Stolcis and Johnston (101], Gerolymos (35], Kunz and Lakshminarayana [57], [56], 
and Mavriplis and Martinelli [69]. These studies have covered the implementation of 
both low and high Reynolds number k-e models in which the turbulence equations were 
solved as a separate system from the mean flow equations. Coupling between the two 
systems is provided through the eddy viscosity which is updated at the end of each iter- 
ation. The decoupling of the turbulence equations from the mean flow equations follows 
naturally in a pressure-based scheme. For density-based methods, the strong coupling 
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with the mean flow equations can be retained. However, as the coupling provided by the 
eddy viscosity is weak in comparison to the coupling between the mean flow equations, 
a decoupled solution method in the density-based algorithm is preferred in this work. 
This has the advantage of providing code modularity for a range of turbulence models. 
An important property that must be satisfied during any solution procedure of 
the k-c turbulence equations is to ensure positivity of the turbulence quantities. 
Certain studies such as those of Kunz and Lakshminarayana employed ad hoc means 
of guaranteeing positivity. A preferred alternative that is often used in structured 
algorithms is to employ a point implicit discretisation of the troublesome source terms. 
Both Gerolymos, and Mavriplis and Martinelli employ this approach and this is the 
method employed in the implementation of the k-e models in this work. 
The chapter begins with the discretisation of the linear k-e model for both struc- 
tured and unstructured algorithms. In both algorithms, the discretisation is performed 
on the same control volumes employed for the mean flow equations and the turbulence 
state vector is stored at the same locations as the mean state vector. The same in- 
terpolation methods defined in the previous chapter are therefore employed here for 
the evaluation of the turbulence state vector on control volume faces. Analogous to 
the approach adopted in the previous chapter, the discretisation and implementation 
of the linear k-e model in the unstructured algorithm is presented in parallel with 
the discretisation adopted for this model in the structured algorithm. It is seen that 
both algorithms lead to an uncoupled discretisation of the two turbulence transport 
equations. In this regard, the two algorithms discretise the turbulence equations in a 
more similar manner than the mean flow equations. 
An important issue that arises with the use of high Reynolds number k-E models is 
the implementation of wall functions at no-slip boundaries. This is discussed in detail for 
both algorithms to highlight the effects that the different control volume definitions have 
on the application of these wall functions. A presentation of the discretisation of the 
non-linear model in the structured algorithm is then given and appropriate modifications 
to the wall function boundary conditions are discussed. The time integration is then 
outlined and the point implicit discretisation of the source terms is described for both 
algorithms. In addition to the point-implicit treatment, a limitation on the turbulence 
time scale is employed to increase the stability of the non-linear model. This particular 
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point forms an important contribution to the successful application of the non-linear 
model to the solution of complex lobed mixer flows described in later chapters. The 
chapter closes with the verification of the two algorithms against three benchmark 
cases consisting of an incompressible planar mixing layer, an incompressible turbulent 
boundary layer, and an incompressible fully-developed flow in a square duct. 
4.2 Discretisation of Linear k-E Model 
4.2.1 Convective Fluxes 
Structured Algorithm. The turbulence model equations are discretised in a consis- 
tent manner with the Navier-Stokes equations. In the context of the splitting employed 
for the inviscid fluxes of the Navier-Stokes equations, only the convective terms remain 
and these are discretised using upwind differencing. The convective flux discretisation 
can then be written as 
(Ft'c)zj =2 (At)1j [(Qtp)+ + (Qtp) ]-2 I(At)i l [(Qtp)+ - (Qap)] (4.2.1) 
where Qtp = (k, E)T is the primitive turbulence state vector. The transformation from 
conservative to primitive turbulence variables is given by 
OQt 
.. 
P0 (4.2.2) 
aQtp 0p 
The matrix (At)zt is evaluated by 
(At)ij = [aij [(At)a]i + bij[(At)a]j] na (4.2.3) 
a 
where a is a dummy variable representing the Cartesian coordinates x, y, or z. The 
matrix (At). is given by 
pu 0 (At)x = 
0 pu 
(4.2.4) 
with similar expressions for (At)y and (At),,. It is possible to decompose the matrix At 
into 
At = RAI (4.2.5) 
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with 
IA) 
(v. 
n 0, R= p0 (4.2.6) 
0v-n0p 
As argued for the mean flow equations, a limiter must be incorporated in the definition 
of the discrete flux to prevent spurious oscillations which could lead to serious numerical 
instabilities. For the turbulence equations, the minimum-modulus (min-mod) limiter 
of Anderson et al. [3] was employed since convergence difficulties were encountered 
when employing the continuously differentiable limiter that was used in the mean flow 
equations. With this limiter, the left (-) and right (+) states of the turbulence state 
vector Qtp are given by 
(Qtp) = (Qtp)j +4 
[(1 
- tc)Z + (1 + (4.2.7a) 
(Qtp)+ = (Qtp)t -4 [(1 + ý)ý' + (1 - rý)ý+] (4.2.7b) 
where 
ýt = max [0, min (, LsgnL-, #A-sgnZ1)] sgnL (4.2.8a) 
Or = max [0, min (, Lsgn0+, QD+sgnA)] sgn0 (4.2.8b) 
ý- = max [0, min (0-sgnA, ß0sgni )] sgnL- (4.2.8c) 
D+ = max [0, min (A+sgnA, ßAsgnA+)] sgnL+ (4.2.8d) 
and 
3-n. 
1-K 
(4.2.9) 
The definitions of A, A-, and A+ are analogous to the definitions given for the 
mean flow equations in Eqs. (3.6.22a)-(3.6.22c) of the previous chapter. A value of 
,ß=1.0 is used in this work. 
Unstructured Algorithm. The motivation for solving the turbulent equations as a 
separate system from the mean flow equations has already been covered in the intro- 
duction. Formulating the convective part of the flux vector for the system of turbulent 
equations in an analogous manner to the mean flow equations, the discrete flux vector 
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is written as 
(FC)ij =2 ((. F )ij (Qt)i + (. Ft )ij (Qt)j) (4.2.10) 
-ZI (At)ijl -1(1- W) 
(L(Q) 
- 4NQt)) +P ((Qt)i - 
(Qt)j1 
where At =a and which satisfies the relation 
At = RJAIR-1 (4.2.1 1) 
It can be shown that the eigenvalue matrix JAI and the right eigenvector matrix R, 
are identical to the forms given by Eq. (4.2.6). An important consequence of the form 
of the resulting dissipation matrix is that the two equations remain uncoupled in the 
convective terms in both schemes. Whereas the density-based algorithm couples the 
mean flow equations, no natural coupling arises from the discretisation of the convective 
terms in the turbulent equations. 
As discussed previously, a linear-preserving pseudo-Laplacian is used to construct 
the fourth order dissipation and is blended in with a second order dissipation through 
the limiter T. For the unstructured algorithm, the limiter is given by 
lp( lp Li 4ý) 
I Li(0) 
W= min 
[¬(2) 
+ ,1 
(4.2.12) 
I Lip(0) I+ 20i IL3'? (0)1+20j 
)1 
and is based on the primitive form of the dependent flow variable 0 for each respective 
transport equation. Similarly to the mean flow equations, ¬(2) = 8.0. 
4.2.2 Diffusive Fluxes 
For both algorithms, the discretisation of the diffusive fluxes follows directly from the 
viscous flux discretisations in the mean flow equations. In fact, the discretisation of 
the diffusive fluxes for the turbulent equations is somewhat simpler since the quantity 
being discretised is a vector rather than a second rank tensor. 
Structured Algorithm. The diffusive flux vector . 'D is evaluated on a curvilinear 
coordinate system as in the mean flow equations. The desired quantities in a Cartesian 
coordinate system are then obtained through the transformation metrics of Eq. (3.7.1). 
The resulting Cartesian component of the gradient operator in the x-direction for the 
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dependent variable 0 is then 
III ac aE aq5 aij ! Lo aC 
OX)ij 
4.2.13 
Oý ax 077 Ox OC ax)ij 
with similar expressions for the y and z components. 
Unstructured Algorithm. In the unstructured algorithm, the cell face gradients for 
the turbulent quantities are evaluated using an analogous interpolation of the cell cen- 
tre gradients to that given by Eq. (3.7.8) for the mean flow variables. Gradients at the 
cell centres are evaluated in an analogous manner to Eq. (3.6.39) providing a consistent 
discretisation with the mean flow equations. 
Following the evaluation of the turbulence gradients at control volume faces, the 
discrete diffusive flux vector in both algorithms can then be computed from 
FD =µ+ 
pt (VQt)ij - nij (4.2.14) 
ij 
where o takes the appropriate value defined in Chapter 2 for the two transport equa- 
tions k and e. The eddy viscosity pt is in fact a function of k and e. However, it is 
typical to linearize the turbulent diffusive fluxes by treating µt as a constant quantity 
within each iteration. The value of µt is then evaluated before both transport equations 
are solved using the last computed values of k and E. In this way, the two equations 
remain uncoupled. 
4.2.3 Source Terms 
The turbulence transport equations contain source terms that require an appropriate 
discretisation. No direct analogue exists here with the mean flow equations where the 
source term vector is zero. The source terms are usually divided into two contributions, 
a positive production term and a negative destruction term. Physically, these terms 
are responsible for the generation and destruction of turbulence in a given flow. The 
source terms are defined in Eq. (2.6.10) of Chapter 2. The production term constitutes 
a product between different components of the Reynolds stress tensor and the velocity 
gradient. For a linear k-e model, the source term vector St(Sk, SE)T can be written 
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explicitly in the form 
Sk =A- PC (4.2.15) 
2 
SE = 
Ccl 
j_rk - 
Ce2P 
j_ 
(4.2.16) 
It is possible to express the production term as 
Pk = µt [2(311 `i- S22 + 333) `I- 4(312) `" 313 + 323) - 
((v 
- v) pk I (4.2.17) 
where . jj are the components of the deviatoric strain rate tensor defined as 
(4.2.18) S= 
(S_(V. 
v)l) 
1 
The above form is also used by Liu and Zheng [65] and is useful in that it shows 
the production term consists of a part which is always positive and a term whose 
effect is dependent on local conditions. For purposes of discretisation, this distinction 
between the production and destruction terms is not necessary. The distinction becomes 
of significance when addressing the time integration of the turbulence equations as 
presented in Section 4.4. 
Structured Algorithm. In the above form, the source terms can be calculated once 
the gradients at the control volume centres are evaluated. In the structured algorithm, 
the cell centre gradients are obtained at the control volume centres of the curvilinear 
grid and then transformed to the Cartesian components as in the evaluation of the 
diffusive fluxes. Central differencing is used to compute the gradients on the curvilinear 
coordinate system. The transformation metrics at the cell centres are given by 
EiEE 
'. { 
Lsijnij 
(V)j = 2Stj 
(4.2.19) 
EiEE"o Asijnij 
(Vi )j =2 (4.2.20) SZ 
EiEE 
t 
Osijnij 
(VC)j = 2c 
(4.2.21) 
1 
Unstructured Algorithm. The cell centre gradients are available following the eval- 
uation of the viscous fluxes. The required components are then used to evaluate Pk and 
hence the source terms. 
During the computation of the source terms, the eddy viscosity is treated as a 
constant in both algorithms consistent with the treatment adopted for the diffusive 
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fluxes. The source terms are then calculated before either equation is solved. 
4.2.4 Boundary Conditions and Wall Functions 
With the exception of the boundary conditions at a no-slip wall, the remaining Dirichlet 
and Neumann boundary conditions for the turbulent quantities follow the same numeri- 
cal treatments as the mean flow variables. Generally, Dirichlet boundary conditions are 
used at inlet boundaries to specify the turbulent quantities. Zero-gradient Neumann 
boundary conditions are employed at symmetry and outlet boundaries for the k and E 
equations. The special consideration for a no-slip wall arises due to the high Reynolds 
number form of the k-c turbulence model employed in the current work. As stated 
earlier, this particular form of the k-e turbulence model is only applicable for high 
Reynolds number flows. Deep inside the boundary layer, a region (the sublayer) adja- 
cent to the wall exists where the local Reynolds number is low and the high Reynolds 
number turbulent equations cannot be integrated. Low Reynolds number variants of 
the k-e model do exist that sidestep such limitations (e. g. Jones and Launder [48], 
Apsley and Leschziner [5]). However, close to the wall both velocity and turbulent 
gradients are very high and to resolve them with such low Reynolds number models, a 
large number of cells is required. 
To circumvent the inability to integrate down to the viscous sublayer, the universal 
`law of the wall' is employed (47]. In this procedure, the solution is matched to the 
log-law region by appropriate modification of the transport equations near the wall. 
This approach is often referred to as a wall-function approach and its implementation 
within the existing methodologies is now described. 
For boundary layers developing in zero and mild mean pressure gradients, the mean 
velocity parallel to the wall satisfies the following non-dimensional expressions, 
u+ = y+ 0< y+ <5 (4.2.22) 
within the linear sublayer, and 
u+ =1 ln(y+) +C 30 < y+ < 0.2S (4.2.23a) 
u+ =- ln(Ey+) (4.2.23b) 
within the log-law region. Ic is the von-Karman constant which is taken as 0.41. The 
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Figure 4.1: Typical velocity profile of a turbulent boundary layer [114]. 
additive constant C is taken as 5.5 for a smooth wall. In the form of Eq. (4.2.23b), E is 
then equal to 9.0. In between these two extremities, a region exists where neither the 
linear sublayer nor the log-law descriptions are valid. In this region a transition takes 
place between the two forms of the non-dimensional velocity given by the above two 
equations, as illustrated in Fig. 4.1. The non-dimensional velocity is defined as 
u+ = 
ut (4.2.24) 
uT 
and the non-dimensional normal distance to the wall is 
y+ - 
Yur (4.2.25) 
v 
where ut refers to the velocity component tangent to the wall. The friction velocity uT 
is related to the wall shear stress r,, by 
2 
Tw = PU (4.2.26) 
The wall matching mentioned above is performed within the log-law region. In this 
part of the boundary layer, it is known that the turbulence source terms are dominant. 
The convective and diffusive transport terms in the turbulent kinetic energy equation 
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can therefore be neglected to yield 
Tt: Vv=pe (4.2.27) 
Equation (4.2.27) simply states that in such regions of the flow, turbulence production 
is equal to turbulence dissipation. For a non-accelerating flow parallel to a wall that 
lies on the x-z plane, the above relation simplifies to 
ý_Pu"vº")P 
(ý'ut 
y) 
= (Pop (4.2.28) 
P 
where the subscript p refers to a point located inside the log-law region. Through the 
linear sublayer, the shear stress can be assumed constant. The shear stress in Eq. 
(4.2.28) is then assumed to equal the wall shear stress Tw. With this assumption, and 
differentiating Eq. (4.2.23b) to evaluate the velocity gradient at point p, the turbulence 
dissipation is given by 
Ur 
E-r P r, yp 
(4.2.29) 
Similarly, an expression for the turbulent kinetic energy can be obtained. Close to 
the wall, the mixing length is approximately linear with distance from the surface with 
L= ray (4.2.30) 
Substituting this together with Eq. (4.2.29) into Eq. (2.4.19), the turbulence kinetic 
energy inside the log-law region is given by 
k= uT 
Cµ 
(4.2.31) 
Appropriate expressions for the mean velocity, turbulent kinetic energy and turbulence 
dissipation have been obtained. It remains to identify where the numerically related 
problems in resolving the boundary layer will occur and how the above expressions can 
be used to match the numerical solutions to the log-law behaviour. 
The wall matching procedure begins by generating a grid such that the first near 
wall node lies within the log-law region. The problem is then a question of resolution. 
Referring to the velocity profile illustrated in Fig. 4.2, the placement of the near wall 
node `p' in the log-layer does not allow the near wall velocity gradients to be resolved 
adequately. This leads to an incorrect prediction of the wall shear stress r,,, when the 
numerical differencing schemes presented in Chapter 3 are used to approximate the 
viscous and Reynolds stress fluxes. The problem is not unique to the mean velocity 
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profile and occurs for any flow variables with high gradients near the wall such as the 
turbulent quantities. 
One approach adopted by other workers for the implementation of the wall matching 
procedure involves the evaluation of the friction velocity uT from the log-law velocity 
profile given by Eq. (4.2.23b). This allows the wall shear stress to be computed which 
can then be used to substitute the computed tangential component of the wall shear 
stress arising from the discretisation of the viscous fluxes. With uT computed, the spec- 
ification of k and c at the near wall node can also be applied directly from Eqs. (4.2.31) 
and (4.2.29) respectively as Dirichlet boundary conditions at the near wall nodes. A 
recent example of this implementation in an unstructured solution methodology is given 
in Mavriplis and Martinelli [69]. Two troublesome issues are associated with this im- 
plementation. Firstly, calculating the friction velocity uT is not straightforward due to 
the implicit nature of Eq. (4.2.23b). This would require an iterative solution method 
raising some concerns with regard to the stability of the scheme. A second related prob- 
lem occurs for separated flows where the log-law expression is not valid and obtaining 
uz. can be less certain. Even if the evaluation of u, is possible in such circumstances, 
care is required in evaluating the turbulence dissipation rate E from Eq. (4.2.29). The 
dissipation rate is a positive definite quantity but is an odd function of uT. Therefore, 
one must use either the absolute value of uT or express c in terms of k as suggested by 
Wilcox [114]. 
In the present work, the wall function implementation described by Jones [47] is 
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employed to overcome the difficulties with the direct implementation given above. In 
the following implementation, the three key steps are 
1. Evaluate the wall shear stress by combining the log-law velocity profile with Eq. 
(4.2.28). 
2. Solve the transport equation for the turbulence kinetic energy but with a modified 
production term. 
3. Specify e explicitly through the relation given by Eq. (4.2.29). 
Considering a wall lying on the x-z plane as before, the first step leads to the 
following explicit relation for the wall shear stress in terms of the friction velocity 
Tw = 
(Pu)pur 
'ln(Ey+) 
(4.2.32) 
Using Eq. (4.2.31) to provide an expression for uT in terms of k, the wall shear stress 
is now determined by 
Tw_ 
ClIf k2 (4.2.33) 
lln(Ey+) 
with 
11 
y+ = 
yCµ k! (4.2.34) 
v 
Adopting this expression allows the shear stress to be predicted without necessitating 
a solution of the implicit log-law relation. 
The next step involves a consistent modification of the turbulence kinetic energy 
equation. The production term includes velocity gradients which need to be corrected 
to satisfy the log-law. Rewriting the reduced form of the production term Pk as 
Pk = T,,, ( 
uT (4.2.35) 
KyP 
and combining with Eq. (4.2.33) yields 
1 
Pk _ 
(Pu)PCµ k (4.2.36) 
ypln(Ey+) 
The gradients of k are also inadequately resolved near the wall. Noting that the diffusion 
of k is zero at the wall (47], the appropriate boundary condition for k is provided by a 
Neumann boundary condition. 
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The third step requiring the specification of c is accomplished by setting 
3 
Cµ k- 
e= 
ray 
(4.2.37) 
From this relation it is evident that e varies as y'1 in the near wall region. In fact, 
the high Reynolds number model produces this behaviour right down to the viscous 
sublayer and at the wall an infinite value of e is implied. Neither of these is physical 
since the wall damping on the turbulence fluctuations lead to a finite value of E at the 
wall. The singular behaviour of turbulent quantities can lead to sensitive dependence 
on the positions of the near wall node when used with wall functions. Wilcox [114] 
addresses this issue and concludes that to reduce this sensitivity, the value of e should 
be specified on at least the first four points above the wall. Alternatively, a relatively 
large cell could be used next to the wall boundary such that 
5 iniyl^ Lye 
(4.2.38) 
where L yl and Dye are the inter grid spacing near the wall as shown in Fig. 4.3. These 
treatments are neglected in the modelling carried out in this study since boundary layer 
effects are not being accurately modelled. 
Structured Algorithm. The implementation of the above steps within the structured 
algorithm is straightforward. For a curvilinear grid in the vicinity of the wall as shown in 
Fig. 4.4, the control volumes adjacent to the boundary contain faces that are coincident 
with the wall. It is such control volume faces where the shear stress must be recomputed 
according to Eq. (4.2.33). The distance yp is the normal distance to the wall and is 
computed from 
yp = (xc - xfc) "n (4.2.39) 
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Figure 4.4: Illustration of normal distance from cell centre to the wall. 
where x f, and x, refer to the face centre and cell centroid respectively as shown in Fig. 
4.4. 
Rather than specifying r,,, directly in the momentum equations, the diffusive fluxes 
are computed as per usual. The correct shear stress is then obtained by noting that 
_ 
Du 
Tw= µw ay 
(4.2.40) 
where µw is the viscosity at the wall. Since T,,, is given by Eq. (4.2.33), the appropriate 
value of µv, is imposed such that the product with the numerically discretised (although 
inaccurate) velocity gradient produces the desired value of Tv,. The application of the 
Neumann and Dirichlet boundary conditions for k and e respectively can be imposed 
in analogous manner to the implementation used for the mean flow equations with the 
exception that e is now fixed at an interior cell rather than on a halo cell. 
Unstructured Algorithm. One of the first difficulties that is encountered with un- 
structured grids is the choice of near wall nodes that will be used for applying the wall 
functions. As shown in Chapter 3, the median dual control volumes lying on the bound- 
aries of the flow domain consist of half control volumes. The storage locations for these 
boundary control volumes lie on the wall. Consequently the nodes associated with such 
control volumes can not be chosen for application of the wall functions. Additionally, 
it was outlined in Chapter 3 that the no-slip boundary condition is enforced by setting 
all the mean velocity components and the residual of the momentum equations to zero 
for these wall nodes. Thus, modifying the shear stress on this control volume face will 
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Figure 4.5: Representation of median-dual control volume faces that are 
used for implementing the wall functions (shown with dashed line pat- 
tern). 
not modify the solution in any way. This ambiguity arises as a direct result from the 
definition of median dual control volumes. 
An alternative implementation is to make use of the assumption that the shear stress 
is constant over the height of the boundary control volumes. This is justifiable based on 
the realization that the approximation used in deriving the modified production term 
rests on this assumption. The problem has now been transferred to modifying the shear 
stresses on the set of control volume faces associated with primal grid edges that consist 
of a wall boundary node and an interior node. These are also the faces that are shared 
with boundary control volumes as shown in Fig. 4.5. To search for such edges in an 
unstructured mesh, the normal distance from each grid node to the nearest no-slip wall 
boundary is computed. All boundary nodes lying on a no-slip wall are at zero distance 
from the wall. It is then possible to loop over all edges searching for a pair of nodes 
where one node is at zero distance and the other is at a non-zero distance from the 
wall. Any edges satisfying this criteria are flagged for implementing the wall functions. 
Nodes associated with these edges and lying at a non-zero distance from the wall are 
defined as near wall nodes. 
A loop over the edges is performed when computing the fluxes and one can carry 
out the above check for each edge using pre-computed node distances to the nearest 
wall. However, when computing the volume source terms, the loop is performed over the 
nodes of a given grid. It then becomes more efficient to pre-compute the near wall nodes 
and store these in a pre-processing step. In the current implementation, in addition to 
the near wall nodes, the near wall node normals, and the no-slip wall boundary node 
closest to each near wall node are also stored. The normals are required to determine 
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Figure 4.6: Relation between near wall-node and wall boundary node 
normals. 
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Figure 4.7: Triangular grids adjacent to a wall boundary. 
the tangential velocity component. These normals are simply set to the value computed 
at the closest no-slip wall boundary node as shown in Fig. 4.6. The third item of data 
stored is required to approximate the Neumann boundary condition for the turbulent 
kinetic energy transport equation. By setting the value of the no-slip wall boundary 
node equal to the closest near wall node value and zeroing the respective residual, 
the Neumann boundary condition is correctly simulated for hexahedral and prismatic 
(or quadrilateral in 2D) grids. For more general unstructured meshes consisting of 
tetrahedral (triangular in 2D) elements at the wall, the accuracy of this procedure is 
called into question. Considering a 2D grid for simplicity as shown in Fig. (4.6), it 
is clear that such an approximation is satisfactory in the case of Fig. 4.7(a) where 
highly stretched right-angled triangles are used, but not so for the case of Fig. 4.7(b). 
This is not of concern as grids consisting of right-angled triangles are preferred for 
resolving boundary layers. Furthermore, the error is significant if large gradients in 
the streamwise direction exist. Under such conditions, the form of the log-law of Eqn. 
(4.2.23b) must be brought into question and could be a major source of error in these 
circumstances. 
The wall shear stress is computed according to Eq. (4.2.23b) on the set of flagged 
control volume faces. This computed wall shear stress is then transformed into x, y, 
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and z components according to 
Txw = Twutx (4.2.41 
Tyw = TwÜty (4.2.42) 
Tzw = Twütz (4.2.43) 
where üt,;, üty, üt, z correspond to the Cartesian components of the unit vector tangent 
to the wall and defined as 
Vt = Iv Vt 
d (4.2.44) 
ti, v 
The Dirichlet boundary condition for the turbulent dissipation is implemented by spec- 
ifying e according to Eq. (4.2.37) and setting the residual to zero. Although the values 
at the near wall nodes are no longer of importance, for completeness the value is set 
following the guidelines discussed above for the turbulent kinetic energy. A consistent 
representation of the two turbulent quantities is therefore prescribed at the wall. 
4.3 Discretisation of Non-linear k-E Turbulence Model 
4.3.1 Modifications to Viscous Fluxes of the Momentum Equations 
As outlined in the introduction of this chapter, the non-linear k-c model was im- 
plemented only in the structured algorithm. The non-linear model modifies three key 
aspects of the discretisation of the time-averaged equations presented thus far for a lin- 
ear k-c model. It is evident following the introduction of a non-linear relationship for 
the Reynolds stresses, as given in Chapter 2, that the Reynolds stress tensor consists 
of the original linear form plus an additional quadratic part. This leads to the first 
difference arising in the viscous fluxes of the momentum equations. 
The discretisation of the viscous fluxes as presented in Section 3.7.1 of Chapter 
3 includes the linear contribution. A solution with a non-linear model requires the 
additional quadratic parts of the Reynolds stresses to be included. Rewriting the viscous 
fluxes with this additional contribution, the viscous flux vector is now given by 
. Fe(n, Q, 02) = T"n 
= (TL +TN) "n (4.3.1) 
4.3 Discretisation of Non-linear k-e Turbulence Model 102 
where 
TN = _CD 
ptk [(S2 
- tr[S2JI) - (WS - SW) I (4.3.2) 
J 
The superscripts L and N are used to denote the linear and non-linear parts of the 
Reynolds stress tensor respectively. In writing Eq. (4.3.2), the coefficients multiplying 
the non-linear velocity gradients have been separated into an eddy viscosity component 
µt, and a turbulent time scale Observing this form of the non-linear fluxes was 
essential in developing a stable solution procedure for the non-linear model as described 
later in Section 4.4.3. 
In computing the additional non-linear Reynolds stresses, a consistent discretisation 
is employed with the linear contributions. Velocity gradients are computed on control 
volume faces on the transformed curvilinear coordinate system using the formulations 
provided in Section 3.7.1 of Chapter 3. The Cartesian components are then obtained 
through the same transformation metrics used in evaluating the linear viscous fluxes. 
The nine components of the matrix (Vv) are now known at the cell faces. The non- 
linear fluxes can then be computed through multiplication of the cell face gradients to 
evaluate the additional non-linear Reynolds stress tensor TN given above. 
The diffusive fluxes in both turbulent equations are a function of the dependent 
turbulent quantities k or e. No particular modifications are required as a result. 
4.3.2 Non-linear Source Terms 
The second modification introduced by the use of a non-linear k-e model occurs in the 
production term. Again separating the contributions into linear and non-linear parts, 
the production term is written as 
Pý = Pk + Pki 
=TL: Vv+TN: VV (4.3.3) 
Pý is the linear contribution to the production term and is equivalent to the produc- 
tion term of the linear model given in Eq. (4.2.17). Pý is the additional non-linear 
contribution. To maintain consistency with the momentum fluxes, the coefficients in 
the non-linear part are also written in terms of an eddy viscosity and a turbulent time 
scale. The discretisation of the non-linear production terms follows directly from the 
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linear part by employing the same Cartesian velocity gradients evaluated at each cell 
centre as given in Section 4.2.3. 
4.3.3 Boundary Conditions and Wall Functions 
The boundary conditions for the non-linear model are the same as its linear counter- 
part. At no-slip walls, some additional treatments are required for the solution of the 
momentum equations. These arise from the effects of the additional non-linear stresses 
as will now be described. The arguments are presented for the simple case where the 
wall lies in the x-z plane with a normal aligned with the y-direction. The flow is 
assumed parallel to the wall and in the x-direction. A more general formulation for the 
implementation of the wall functions for the non-linear model can be found in Appendix 
B. 
At no-slip wall boundaries, the wall functions are used in the momentum equations 
to modify the predicted wall shear stress Tr,,. No modifications are necessary for the three 
normal stresses at the near wall cell for a linear model which are related to the three 
velocity gradients ay, , and 
0' respectively. Since these gradients are essentially zero 
for a non-accelerating flow tangential to the surface, the resolution problem that arises 
in the shear stress is not encountered with the normal Reynolds stress components. 
For a non-linear turbulence model, it becomes necessary to review the effects of the 
additional non-linear components on the Reynolds stresses. Specifically, if one makes 
the same assumptions with regard to the velocity gradients (i. e. only 0' is important, 
and ,, and 
0' are negligible), then one can show that the additional non-linear 
Reynolds stress components reduce to* 
Nk 
Tý, = µt 
E 
CD ( 
12 
, gU)2+CE 
2 a 
äu 2 (4.3.4a) ý y y 
TyN 
k 
y= µt 
CD ( au 2_ CE öu 2 (4.3.4b) 
E 12 äy 2 c7y 
_k T ZN µt [--ý 
CD (aU)2] 
a 
(4.3.4c) 
y 
NNN 
Tay =Tjx=Tyz=O (4.3.4d) 
Equations (4.3.4a)-(4.3.4d) clearly show that the calculation of the normal stresses in 
It should be noted that the sum of the non-linear Reynolds stress contributions is zero as required. 
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Figure 4.8: Illustration of cell faces perpendicular to wall boundary. 
the non-linear model will suffer the same resolution inaccuracies that arise in the shear 
stresses of the momentum equations. The log-law relation should then be employed 
to modify the non-linear contributions to the normal stresses. Using relations (2.4.19), 
(4.2.23b), and (4.2.29), one can simplify the above relations to yield 
TN_ 
CD 1 öCE 
pk (4.3.5a) 
Ty- 
CD 
12G 
CE 
pk (4.3.5b) 
, rN z=- 
sD 
pk (4.3.5c) 
TTy = TTz = Ty =O (4.3.5d) 
The non-linear Reynolds stress contributions can then be evaluated at the centroids of 
control volumes that lie adjacent to the wall boundary. These values are interpolated 
to all neighbouring faces perpendicular to the wall as illustrated in Fig. 4.8. 
For the turbulent equations, the effects of the non-linear stresses on the production 
term must be considered. Expanding the non-linear part of the production term in 
terms of gradients at the near wall cell center, one obtains 
Pk =Txäx+T N +T=äz 
Növ Näv Nav + Tix ax + Tyy y+ Ty. - ax 
NOW NOW NOW + Tzý y+ Tzz ax + Tzy a ax 
(4.3.6) 
The velocity gradients yj, , and have already been assumed to be small. It was Y 5-2 
also stated from Eqn. (4.3.4d) that the non-linear parts of the shear stresses are zero 
at the near wall control volumes. In this way the non-linear part of the production 
becomes zero. So no further modifications are required for the turbulent equations. 
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4.4 Time Integration 
4.4.1 Point-Implicit Discretisation of Source Terms 
Structured Algorithm. In the following section, the time integration of the turbulent 
equations is presented. The equations are solved in a decoupled manner from the mean 
flow equations using the same integration procedures presented for the two algorithms in 
Chapter 3. The key difference arises due to the additional source terms in the turbulent 
system. Considering the structured algorithm at this stage, the turbulent equations are 
solved after the corrector step of the predictor-corrector sequence employed for the 
mean flow equations. Writing the time integration of the turbulent system in vector 
form yields, 
(At)z - Lt LQn = -, Lt [Rt(Qtp n (4.4.1) I'tp + , Lt 
(-(At)., 
+ ay 
(At)y +a TZ tp 
with 
ZEE1 
(4.4.2) 
Lt represents the implicit treatment of the diffusive fluxes. Only the first term in Eq. 
(4.2.13) is treated implicitly for the turbulence equations. This time integration treats 
the convective and diffusive fluxes implicitly but the source terms explicitly. In general 
it is found that such a time integration is not satisfactory to ensure a stable solution of 
the turbulent system. 
An important property to be satisfied by the turbulent equations is the positivity 
of the quantities k and c. This requirement must be maintained throughout the entire 
solution procedure. Any negative values would be physically meaningless leading to 
immediate failure of the time integration method given by Eq. (4.4.1). In regions where 
the source terms dominate, it is possible, particularly in the first few iterations of the 
time integration for the dissipation to become larger than the production. The simple 
explicit treatment of the source terms given above would then lead to negative updates. 
If the update is very large, negative values of the turbulent quantities arise violating the 
positivity condition of the turbulence quantities. It is then necessary to under-relax the 
equations to prevent such large negative updates from being calculated. A most natural 
way to embody this property into the solution algorithm is to linearise the source terms 
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accordingly such that a high under-relaxation occurs implicitly in the discretised system 
should the dissipation terms become large. The detailed procedure through which this 
is achieved is given below. 
Rewriting the discrete form of the turbulent equations for a general backward Euler 
scheme at time (n + 1), then 
n frtp 
+ At 
0 
(At)e +0 (At)v + äz 
(At), z - LT, t - OQt) 
AQtp = -At [Rt(Qtp)]n L p 
(4.4.3) 
where the source Jacobian, - has been introduced. In terms of the solution vector 
Qi +1, this becomes 
nß-1 _ rtp + it 
x 
(At).,; + ay 
(At)y +z (At), - Lt - QtP /J 
Qtp 
aaa as n 
P- 
Ißtl Q! (4.4.4) 
fPtp 
+ At 
(-(At) 
x+ ay (At)v + TZ (At)z - Lt - alt L/ 
where the factored residual IRt is defined by 
Rt(Qtp) = RtQtp (4.4.5) 
Spalart and Allmaras [98] showed that to guarantee positivity for such a scheme, the 
left hand side matrix operator on the vector Qtp 1 must be an `M' type matrix. They 
defined an `M' type matrix as one that is diagonally dominant with positive diagonal 
elements and negative (or zero) off-diagonal elements. A key property of an `M' type 
matrix is that its inverse contains only non-negative elements. In addition, a positive 
matrix operator was required on the vector Qty on the right hand side of Eq. (4.4.4). A 
positive operator is one that when applied to a vector with non-negative elements will 
produce a vector with non-negative elements. With these definitions, the aim is now to 
construct the flux and source Jacobians to satisfy the above two conditions. Sufficient 
constraints on the discrete matrix operators are given by 
(ax 
(At),, + äy (At)y + cz 
(At)z - Ltl is M type (4.4.6a) I 
l 
- 
aaQt sJ is M type (4.4.6b) 
Yx- (At)x + ay (At)y +z (At) - 
ýil >0 for all Qtp >0 (4.4. Gc) 
( 
- 
(L, 
t - FD) >0 for all Qtp >0 (4.4.6d) 
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Ctt -ýs/ý>0 for all Qtp >0 (4.4.6c) P 
In the current implementation, the conditions of Spalart and Allmaras are relaxed by 
constructing the flux Jacobians using the techniques employed with the momentum 
equations. The benefit is a consistent discretisation with the momentum equations at 
the risk of not guaranteeing positivity. In practice, however, the formulation of the 
source Jacobians is found to be the most important. 
In realizing that it is the dissipation terms that could lead to unrealistic nega- 
tive quantities of the turbulent variables, the Jacobian is constructed by treating the 
dissipation terms implicitly. The production term which is always positive is treated ex- 
plicitlyt. To maintain an uncoupled solution procedure, the Jacobian must remain ya-tP 
diagonal which in matrix form can be expressed as 
as o (4.4.7) 
aQtp -8 5c L)= 0 PýCL 
The problem in evaluating the Jacobian for the turbulent kinetic energy equation 
is that the dissipation term has no direct dependence on k. This results in =0 
and hence no implicit treatment. The situation can be rectified by `linearising' the 
dissipation term as follows 
ST =-(.,, 
)n 
(Pk)n+l (4.4.8) 
where ST represents the negative part of the source term. The resulting implicit treat- 
ment is equivalent to setting 
akk 
(T6)n (4.4.9) 
indicating that it is based on the inverse of the turbulent time scale. The final solution 
is uneffected in any way since at convergence (pk)n = (pk)n+1 and the dissipation term 
retains its original form. For consistency, the implicit discretisation of the dissipation 
term in the e equation is carried out in a similar manner. In this case, the situation is 
simplified by the fact that the dependent variable pe is present in the negative source 
tFor incompressible flows, the divergence of the velocity in the production term is always zero and 
no account needs to be made of this in constructing the Jacobian. 
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terms. The `linearisation' is now given by 
S (PE) 
(C E) (PE)"+i (4.4.10) 
implying 
asE ( 
CE2E 
-k) (4.4.11) (96 
Unstructured Methodology. The unstructured algorithm employs the five stage 
Runga-Kutta scheme of Section 3.10.2 to solve the turbulent equations in terms of the 
conservative turbulent variables Qt. This scheme is originally explicit although a point- 
implicit procedure was outlined in Section 3.11.2 through the use of a block-Jacobi 
preconditioner. To understand the differences that such a scheme introduces to the 
procedures developed above for the structured algorithm, a single stage scheme is used 
as a starting point. A single stage explicit method can be written as 
OQt = -, LtRt(Qt)" (4.4.1 2) 
The problems discussed above owing to the inclusion of the source terms into the 
residual are reintroduced. The source terms are local in nature (i. e. source terms do 
not provide spatial coupling as do the fluxes). Any implicit treatment of the source 
terms therefore results in a point implicit discretisation of the source terms. A point 
implicit method, such as the block-Jacobi preconditioner presented in Chapter 3, is 
readily applicable to explicit schemes. Thus, the use of a point implicit treatment for 
the source terms does not introduce any further complications for the k-e turbulence 
equations. Equation (4.4.12) is then modified to yield 
1- ot(aQ) o(Qt)" = -AtRt(Qt)' (4.4.13) 
or expressed in terms of Qt +1, 
fI-(; 
)j 
t) 
(Qt)"+i = 
II 
- Ot 
(Ft 
- 
FD 
- (ýc -alt Qt (4.4.14) L 
The source Jacobians can now be chosen to ensure that the source term contributions 
to the matrix operators satisfy the conditions required to yield an `M' type matrix. No 
guarantee can be provided however as to the positivity of the complete matrix operator 
on the right hand side as additional flux contributions are not accounted for by any 
implicit treatment. To compensate for the explicit treatment of the fluxes, the source 
Jacobians are multiplied by a scaling matrix T. Details of how this is chosen depends 
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on the form of the Jacobian and are given later. In the current implementation, a 
diagonal Jacobian is chosen as before. This choice decouples the two turbulent equations 
thus simplifying the positivity analysis as each turbulent transport equation can be 
considered separately. Analogous to Eq. (4.4.7), the terms 
as pý and ePE are required 
as the conservative turbulent state vector is being used in the unstructured algorithm. 
Rather than adopting the linearisation used in the structured algorithm, the dissipation 
term in the turbulent kinetic energy equation is expressed in terms of k through the 
eddy viscosity relation (2.4.19). The resulting expression for the negative part of the 
source terms in the turbulent kinetic energy equation is 
2r (cv. \ 
_- max 10.0v) pk f (4.4.15) 
Treating pt as a constant, 
1S_ 
2Cµ 
k- 
max0 v)/ 
J (P) lit [o. 
o C 
= -2 -max ,2 
(0v) IJ (4.4.16) 
Tk 
[o. o C 
The divergence of the velocity present in the production term has been included as the 
unstructured algorithm is also used to solve compressible flows. Similarly, 
L62 SE _ -C62 -- 
cd max 0.0,3 
((V. 
v)k)] (4.4.17) 
'SE 
= -2CE2 
6-Ci 
max 0.0,2 
((v. 
v) (4.4.18) a(pe) pk 3 
It is interesting to note that the resulting Jacobian for incompressible flows is twice the 
Jacobian used in the structured algorithm. A stronger under-relaxation of the turbulent 
equations is therefore used in the unstructured algorithm. 
The scaling matrix T can now be chosen to guarantee the update n Qt does not 
produce negative values of k and c. Numerical problems regarding positivity of the 
turbulence variables will generally arise only when 
0 t(c) > (4.4.19) 
where 0 represents either pk or pe. The source Jacobians must therefore be multiplied 
by the scaling factors when this condition arises. If the condition given by Eq. (4.4.19) 
does not arise, the scaling factors are set to unity to prevent a degrading in convergence 
rate. It is possible to trigger the use of the scaling factors under these circumstances 
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through 
- 
max 
(1.0, 
E(4) ( 
tt 0 
(4.4.20) z 
a.. ) n) 
0 vE 0 max 1.0, E(4) lJ 
Ir- 
)ý 
E(4) is a user defined value that is >1 to provide updates that satisfy the strict inequality 
1oQt I< IQt 
A value of 1.5 is used in the current work. 
(4.4.2 1) 
The above arguments are valid for a single stage scheme. For a multi-stage Runga- 
Kutta scheme, the resulting time integration can be written as 
Q(O) = Qi 
fi 
- akOt('Y 
NSt) Qt k) = Qt - akLt 
IFt D-T aft )l Q(k) 
2t JJ L 
Qt +l = Qty) 
Rearranging the second step yields 
(4.4.22) 
- aýOt(rkNSt Q(k) =I- akIt 
(Ft 
- 
FD 
- (fit - rk 
Ost 
)f Qr Qt (4.4.23) 
2e 
where 
Qr _ pk 
" (4.4.24) 
0 PE 
(k, 
PE n 
Clearly this form is similar to that found in the single stage scheme. To guarantee pos- 
itivity with the multi-stage scheme, the following modification to the Jacobian matrix 
is required 
Ost -P - max 
[0.0, ýs0 . v)] 0 Qr 
ÖQt 0 -2CE2 - CE1 max 
[0.0, (3(0 . v))] -pT 
(4.4.25) 
4.4.2 Time Step Calculation 
Structured Algorithm. The turbulent equations are of the generic form given by 
Eq. (3.11.1) but with the presence of source terms. When constructing the time step 
for the turbulent equations, only the convective and diffusive fluxes are considered. So, 
using the arguments developed in Section 3.11.1, one obtains the following form for 
At 
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for both turbulent transport equations, 
Sii 
At <_ 
E(U+ + ED(µ + pt/oro)VX " n) As 
(4.4.26) 
where 
Uj = (v .n+ Iv " nl)/2 (4.4.27) 
The value of the diffusive scaling factor ED = 4.0 is maintained allowing the mean and 
turbulent flow equations to converge at a similar rate in regions of the flow where the 
diffusive fluxes are dominant. 
Unstructured Algorithm. For this algorithm, a point implicit block-Jacobi precon- 
ditioner is constructed for the turbulent system. As in the pressure-based method, 
the preconditioner is constructed from the discrete form of the convective and diffusive 
fluxes only. The source terms have already been accounted for by the point implicit 
treatment developed in the previous section. Following the ideas presented for the mean 
flow equations in Section 3.11.2, the preconditioner can be written as 
(Pt)y 1= (Pi )7 1+ (PD)7 1 (4.4.28) 
The definition of the convective and diffusive Jacobians is identical to the definitions of 
the inviscid and viscous Jacobians given by Eqs. (3.11.7a) and (3.11.7b). The diffusive 
flux Jacobian matrix B required in (PD)T 1 is 
B=µ+ Ork 
)0 
(4.4.29) 
0 µ+Q 
and has been evaluated with the respect to the primitive variables k and e. The trans- 
formation matrix M is simply given by 
p0 M= 
0p 
(4.4.30) 
The above preconditioner is used in place of At in Eq. (4.4.23). It is interesting to note 
that unlike the momentum equations, the block Jacobi-preconditioner for the turbulent 
system is a diagonal matrix. This is equivalent to using a scalar time step for each 
equation separately. The form of this time step is very similar to that used in the 
structured algorithm. It is also worth bearing in mind that the arguments presented 
above to ensure positivity assume that the system is uncoupled. Since the block-Jacobi 
4.4 Time Integration 112 
preconditioner is diagonal, the system remains uncoupled and the time integration 
procedure proposed in Section 4.4.1 is still applicable when used in conjunction with 
this preconditionert. 
4.4.3 Turbulent Time Scale and Eddy Viscosity Limitations 
In addition to the measures introduced above to guarantee positivity of the turbulent 
quantities, it was found that other modifications were necessary to stabilise the numeri- 
cal method. Experience with the solution of the k-c model has shown that in the early 
stages of the iterative solution procedure, unrealistic values of the turbulent quantities 
can arise.. The problem is complicated by the fact that while the individual quantities 
may be physically feasible, their combination yields unrealistic turbulent length or time 
scales. This mismatch between the two variables can result in severe numerical insta- 
bility. In practice, such numerical difficulties are linked to the eddy viscosity which is 
observed to acquire extremely large values. This arises as a consequence of an unreal- 
istic time scale E present in certain parts of the flow. A simple fix is to limit the value 
of the eddy viscosity by some multiple of the laminar viscosity. The eddy viscosity is 
therefore evaluated by 
µt=max CN, p 
k2 
EIN, (4.4.31) 
Choosing ry such that the limit set on the eddy viscosity is several factors larger than 
the expected maximum eddy viscosity at convergence stabilizes the iterative solution 
procedure. At convergence, provided the maximum eddy viscosity is smaller than this 
maximum limit, the solution to the original k-e system is obtained. 
While this method works well for the linear model, it is not sufficient for the non- 
linear model. The problem can be traced to the turbulence time scale (E) in the 
non-linear parts of the Reynolds stress tensor. So, although the above representation 
of computing the eddy viscosity would limit pt in the non-linear terms of the Reynolds 
stresses, the turbulence time scale is left unlimited allowing the possibility of unrealisti- 
cally large non-linear contributions to the Reynolds stress tensor. This has been found 
to cause very severe convergence problems with the non-linear model. 
; Note that no acoustic wave speeds appear in the turbulent equations. A low Mach number precon- 
ditioner is therefore not required for the turbulent system of equations. 
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Naturally one could attempt to develop a means of limiting the turbulent time scale. 
Unfortunately, deciding upon a reasonable turbulence time scale is not as intuitively 
straightforward as setting a global limit on the eddy viscosity. To guide this line of 
attack, the time scale limiter developed by Durbin [29] has been employed in the present 
work. This limiter, which Durbin originally developed as a physical part of the k-E 
turbulence model, is used here purely as a means of stabilizing the convergence of 
the non-linear k-c model. The limiter was originally developed for flows containing 
stagnation points. The initial interest was motivated after observing an anomalous (and 
large) growth of turbulence energy in the vicinity of the stagnation point. The problem 
in this case was also traced to the turbulence time scale predicted by the k-c model 
of turbulence. Although the majority of the flows simulated in the current work do not 
contain stagnation points, the arguments used by Durbin were universal to any linear 
k-e model solution in that the formulation was based on two fundamental assumptions. 
These included the `realizability' constraint, 0< u'2, v'2, w'2 < 2k, and the Boussinesq 
approximation. The resulting derivation yields the following expression for the limited 
turbulent time scale, 
kk 
min 1.0,2 (4.4.32) EE 3Cµ VXI 
where 
+\ 2 (4.4.33) S: S=iý1+x2 23 
and Al, A2, and A3 are the eigenvalues of the symmetric strain tensor S. 
Since the derivation is based on the Boussinesq approximation, the expression given 
should not be used in its original form for the non-linear k-e model. If one follows 
the same arguments used by Durbin, but for the non-linear Reynolds stress constitutive 
relation of Eq. (2.4.27), a non-linear expression for the turbulent time scale is obtained. 
Solving such a non-linear relation is fraught with numerical difficulties. As the principle 
aim behind the time scale limiter is to stabilize the numerical solution, the turbulent 
time scale of Eq. (4.4.32) is employed only at the early stages of the iterative solution 
method. Once the flow field has been allowed to develop, the time scale limit is then 
switched off, hence producing a converged solution of the original system. Using this 
approach, it was possible to converge the non-linear model numerical solution for the 
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lobed mixer case that was otherwise not possible. 
In implementing the time scale constraint, the value given in Eq. (4.4.32) is used 
whenever the turbulent time scale (E) appears in the governing equations. This includes 
the eddy viscosity, the source terms of the c equation, the non-linear Reynolds stresses, 
the non-linear contribution to the production term, and the source term Jacobians. 
With the discretisation of the governing equations now completed, three simple test 
cases will be used to verify the numerical solutions of the two algorithms presented. 
The cases investigated include an incompressible planar mixing layer, an incompress- 
ible zero-pressure gradient boundary layer, and a fully developed flow in a square duct. 
Comparisons between both algorithms will be demonstrated along with well known so- 
lutions that exist for these benchmark cases. Due to the simplicity of the flow domains 
encountered in such flows, high quality grids can be generated. This allows the as- 
sessment of the accuracy of the schemes without the uncertainties introduced by lack 
of mesh quality which are expected to arise with the lobed mixer configurations to be 
studied. 
4.5 Incompressible Planar Mixing Layer 
4.5.1 Self-Similar Solution 
To begin with, an incompressible planar mixing layer is simulated. The turbulent mixing 
layer is defined as the region between two parallel streams moving at different speeds. 
The flow is considered as a fundamental flow in the development of turbulence models, 
including the k-e model, and has been extensively used for this purpose. This flow 
provides a good starting point in verifying the implementation of the turbulence models 
as the flow can be simulated in the absence of any no-slip walls. This allows the solutions 
to be thoroughly checked without the additional discretisation issues encountered with 
the use of wall functions. 
An important property of the planar shear layer is the concept of self-similarity 
which the flow attains at sufficiently large Reynolds numbers and distance downstream. 
Under these conditions the mean and turbulent quantities at different streamwise loca- 
tions assume profiles, which, when scaled with the local shear layer thickness, have the 
same shape. This so called self-preserving behaviour is associated with a linear growth 
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of the planar mixing layer. The behaviour can be correctly predicted only if the correct 
physical mixing is simulated. The spreading rate parameter can therefore be used as a 
quantitative measure of the level of mixing being predicted. Together with the ability 
to correctly predict the mean velocity profile, these are considered the most significant 
parameters in this flow. Comparisons presented for this flow will therefore concentrate 
on these two aspects of the results. 
The experimental data presented below have been taken from Liepmann and Laufer 
[63]. This experimental data was also used by Bardina et al. [8] who carried out a 
detailed computational study of the incompressible planar mixing layer with several 
turbulence models including the Launder-Sharma low Reynolds number k-e model [61]. 
In deriving the predicted spreading rates, the mixing layer thickness, diayer, was defined 
as the distance between the points in the mean velocity profile where the square of the 
non-dimensional mean velocity is 0.1 and 0.9 respectively. The non-dimensional mean 
velocity is given by 
u- 'flow 
thigh - Ulow 
(4.5.1) 
where ujov, and uhigh are the velocities of the low and high speed streams respectively. 
The mean velocity profiles are plotted in terms of the velocity parameter (U*) defined 
above, and the similarity parameter (77). The similarity parameter is given by 
_ 
2(y - lave) 77 dlayer 
(4.5.2) 
where da? e is the position of the centre of the shear layer 
defined at the point where 
u= uiow 
2'Uhigh It should be noted that in general dae ,b0 for free shear layers which 
often exhibit a skewing such that the centre line is tilted towards the slow stream 
[45]. 
The results presented in the following section have been obtained with a 4m x 4m 
computational domain. At inlet the flow conditions were 6ms-1 for the slow stream and 
10ms-1 for the fast stream. Slip walls were imposed on the top and bottom boundaries 
of the domain located at equal distances (2m) from the mixing layer origin. An outflow 
boundary condition was imposed at the downstream boundary for the structured algo- 
rithm. For the unstructured algorithm, free-stream boundary conditions were imposed 
at inlet. This involves specifying the free-stream Mach numbers and the static pressure 
and density ratios. Given the above velocities at Standard Temperature and Pressure 
(STP), the Mach numbers corresponded to 0.0176 and 0.0294 for the slow and fast 
4.5 Incompressible Planar Mixing Layer 116 
streams respectively. These low Mach number conditions necessitated the use of the 
low Mach number preconditioner for this flow. The pressure and density ratios were set 
to unity. A subsonic boundary condition was imposed at exit. Based on the method of 
characteristics, one boundary condition must be specified for a subsonic outflow. The 
value of the pressure was applied such that the inlet to outlet pressure ratio was unity. 
The inlet turbulent kinetic energy was specified by assuming a turbulent intensity (ti) 
of 1% of the local free stream velocity (uOO) where 
ti=ums 
3 
(4.5.3) 
The turbulence dissipation e was set based on an eddy viscosity equal to 10µ. The 
computational grid used consisted of quadrilateral elements with a resolution of 64 x 64 
elements. This grid size was chosen following a grid sensitivity study. 
It is important to point out at this stage that the velocities used above are not 
the same as the velocities used by Liepmann and Laufer in which one stream was at 
rest. Using the original conditions of Liepmann and Laufer were expected to introduce 
difficulties in specifying the inlet conditions since this required an entrainment type 
boundary condition for the fluid at rest. Townsend [106] derived an expression which 
relates the effect of the velocity ratio to the mixing layer spreading rate and is given by 
uhigh + ulow ddlayer 
= constant (4.5.4) Uhigh - Now d2 
This scaling was used to allow the experimental data taken from Liepmann and Laufer 
to be compared with the present simulations. 
4.5.2 Linear k-e Turbulence Model Predictions 
Profiles of the predicted spreading rates are shown in Fig. 4.9(a). The predictions 
obtained with the two algorithms are essentially identical. The initial slow mixing region 
may appear longer than that is commonly observed before the self-similar behaviour is 
established. This is due to the inadequate resolution of the grid near the step function 
used in specifying the two different streams initially. Such a step function undoubtedly 
consists of a singularity. As a result, the shear layer can only be correctly captured once 
the layer thickness has grown sufficiently to provide adequate representation by the grid 
resolution used. This initial behaviour is not of concern here as the region of interest is 
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further downstream where a linear spreading rate is reached. The linear spreading rate 
predicted by both algorithms was estimated to be 0.0245. This is in agreement with 
the values quoted in Wilcox [114]. The experimental value of 0.02875 derived from the 
data of Liepmann and Laufer is also included. This experimental value is quoted with 
an uncertainty of about ±10%. The under-prediction in the spreading rate by the k-e 
model has also been observed by Wilcox. 
With the self-similar behaviour apparently reproduced, the velocity profile taken 
at a streamwise location of x=3.5m has been plotted in Fig. 4.9(b) and is presented 
together with the experimental values derived from the data of Liepmann and Laufer. 
This data has been scaled to account for the different velocity ratios as already dis- 
cussed. Results are shown in terms of the velocity and similarity parameters defined 
earlier. Comparisons of the velocity profiles between the two algorithms reveals essen- 
tially identical predictions. The good agreement with the measurements concludes that 
the self-similar behaviour has been captured. 
Further comparisons in the form of turbulent quantities are deferred until Chapter 
6 where the incompressible planar mixing layer is revisited to provide further insight 
into this flow problem. For the time-being, the results presented here have provided the 
required evidence that verify the correct discretisation of the linear turbulence models. 
Attention is now given to wall bounded flows to test the implementation of the wall 
functions. 
4.6 Incompressible Turbulent Boundary Layer 
4.6.1 Coles' Empirical Correlations 
For verification of the wall functions, an incompressible turbulent boundary layer is 
simulated. The zero pressure gradient boundary layer can be defined by one thickness 
parameter, usually taken to be the momentum thickness Reynolds number Rep = Y"O 
where ue is the velocity near the edge of the boundary layer. Detailed study into the 
turbulent boundary layer has led Coles [23], [24] to formulate the following empirical 
correlation, 
ü=1 in (yVT) +C+ 
211 (sin ( 
6))2 
(4.6.1) 
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With the exception of the last term on the right, this expression has already been en- 
countered in the application of the wall functions. The last term contains the boundary 
layer thickness 8, and the `wake parameter' H. For Re© > 5000, II is usually taken to 
be a constant and equal to 0.55. 
Bardina et al. performed some detailed computations of this flow providing com- 
parisons of various parameters. Included were variations of the shape factor H= -s80 - 
and skin friction coefficient Cf with Ree. The current work attempts to reproduce 
such predictions with the standard k-e model used here. The tests help to verify the 
discretisations employed, and to compare the results predicted with the structured and 
unstructured algorithms. 
The computations presented have been simulated using a 180m x 60m computational 
domain. A constant velocity profile of lOms-1 was set at inlet. Turbulence intensity 
was set to 1% and e was based on an assumed eddy viscosity at inlet of l00. The 
bottom wall was set to a no-slip boundary while a slip wall was assumed for the top 
boundary. The remaining inlet and outlet boundary conditions in both algorithms were 
set in a similar manner to the shear layer calculations. Following guidelines provided by 
Bardina et al. the structured computational grid consisted of 125 nodes non-uniformly 
distributed in the streamwise direction and 124 nodes in the cross-stream direction. 
4.6.2 Linear k-E Turbulence Model Predictions 
Results obtained with quadrilateral structured and unstructured grids are presented in 
this section. Mean velocity profiles at Reg = 100,000 are shown in Fig. 4.10 together 
with data taken from Bardina for Coles' law. The results indicate the log-law behaviour 
is well captured with all the simulations carried out and in good agreement with Coles' 
correlations. With the structured algorithm, the velocity profile is captured from y+ .^ 
30. This value is around 50 for the results computed with the unstructured algorithm. 
The difference reflects the additional distance introduced by the half control volumes 
that arise in the median dual control volumes as discussed previously. Nevertheless, 
both algorithms produce results in close agreement. 
Profiles of non-dimensional quantities including non-dimensional turbulent kinetic 
energy and non-dimensional shear stress are presented in Fig. 4.11. Referring to Section 
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4.2.4, expressions for these quantities at the wall are given by 
k*= ;, 2- = ý1-- =3.33 
(4.6.2a) 
II 
--c'v'* = 2v =1 
(4.6.2b) 
uT 
The above values are correctly reproduced at the wall as illustrated in Fig. 4.11(a)-(b). 
The profiles are also in good agreement with the experimental measurements given in 
Hinze [411 for a turbulent boundary layer. 
Figure 4.12 shows comparisons with Coles' correlations for the variations of skin co- 
efficient and shape factor with Reg respectively. Generally, results for the skin friction 
coefficient are in very good agreement in both cases. The large under-prediction of H 
at low Reg is believed to be a consequence of inadequate resolution of the boundary 
layer resulting in incorrect estimates of c5* and 0. This is associated with the singu- 
larity at the leading edge of the plate causing a similar outcome to that observed in 
the planar mixing layer calculations. A larger under-prediction occurs in the case of 
the unstructured algorithm predictions in comparison to predictions provided by the 
structured algorithm. This is believed to be a consequence of the larger y+ values that 
are associated with the unstructured algorithm due to the use of median dual control 
volumes as reflected in the velocity profiles of Fig. 4.10. Consequently, a longer dis- 
tance is required in the unstructured algorithm relative to the structured algorithm 
for the boundary layer to grow to a sufficient thickness such that it can be sufficiently 
resolved by the grids used. At higher values of Re© (i. e. Reg > 50,000), resolution is 
improved and the predicted value of H is seen to be lower than the value obtained from 
Coles' correlations. This under-prediction with the k-c model was also found with the 
Launder-Sharma model tested by Bardina et al. 
The results presented show the correct near wall behaviour is reproduced. This 
confirms the correct implementaion of the wall functions in the linear k-e model. 
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4.7 Fully-Developed Flow in a Square Duct 
4.7.1 Role of Reynolds Stress Anisotropy for Secondary Flow Forma- 
tion 
A final calculation is now presented to verify the implementation of the non-linear 
model. The test case chosen here to verify the non-linear turbulence model implemen- 
tation is the well-studied case of a fully developed flow in a square duct. This test case 
was one of the original cases chosen by Speziale [99] to assess the model's performance. 
It has long been established experimentally that flows though ducts with non-circular 
cross sections exhibit a secondary flow field. The source of the secondary flow was care- 
fully studied by Demuren and Rodi [27]. They determined that the condition required 
to predict this feature of the flow is an anisotropy in the normal stress components 
transverse to the duct streamwise direction. This requirement is clearly deducible from 
the mean streamwise vorticity equation which, for a fully-developed flow (i. e. streamwise 
gradients are zero), reduces to [27] 
DwL 
_ 
02 
(vº2 - wº2 + 
a2 
- 5"y-2 v'wº + vv2wx (4.7.1) ayäz öz2 
, 
Dt 
A4 Al A2 A3 
Term Al represents convection of streamwise vorticity by the mean motion. Terms 
A2 and A3 express the effect of turbulence stresses on the generation and destruction of 
streamwise vorticity§. The final term A4 represents the diffusion of vorticity due to the 
action of viscosity. The direct effect of the Reynolds stress anisotropy on the secondary 
flow is clear from the second term A2. 
As outlined in Chapter 2, linear k-e models fail to predict Reynolds stress anisotropies 
correctly in many turbulent flows. The same has also been found with the flow through 
a square duct. This limitation prevents secondary flows from being captured with a 
linear k-e model. Speziale showed that the non-linear model used in the current work 
can account for these anisotropies. Simulations provided evidence of this by reproduc- 
ing the secondary motions in the square duct in the shape of eight recirculation zones. 
The secondary motion was about 1% of the mean axial velocity. 
To reproduce these predictions, a flow through a square duct was simulated with 
SSecondary motions driven by these effects are also referred to as secondary motions of Prandtl's 
second kind. 
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Figure 4.13: Predictions of streamwise and secondary flow field for a 
fully-developed flow in a square duct. 
a Reynolds number based on the duct height equal to 48,000 [36]. The length of the 
duct used was 80 times the height in order to achieve a fully-developed flow. The grid 
consisted of 24 x 24 cells in the cross plane and 160 cells along the length of the duct. 
4.7.2 Comparison of Linear and Non-linear k-E Turbulence Model 
Results 
, ýýýý 
Results of the secondary velocity vectors taken at a location of 68 duct heights down- 
stream from the inlet boundary are shown in Fig. 4.13 for linear and non-linear tur- 
bulence models respectively. The vectors clearly show that while the linear model is 
incapable of capturing the secondary motion, the non-linear model can reproduce this 
feature of the flow. The secondary motion predicted by the non-linear model is -: 1% 
of the mean axial velocity in good agreement with experiments [27]. It is also worth 
noting that despite the use of wall functions with this model, the velocity field is well 
behaved at the near wall nodes. The results justify the modifications introduced into 
the wall boundary conditions for the non-linear turbulence model. 
Figure 4.14 compares profiles of the normal Reynolds stresses predicted by the 
two models. It is obvious that the non-linear model is capable of reproducing the 
anisotropies in the normal stresses. In contrast, the v'2 and 11112 normal stresses are 
predicted with essentially equal magnitudes by the linear model. 'T'hese observations 
..... ýA 
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Figure 4.14: Predicted normal stress profiles in a square duct. 
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support the deductions that the Reynolds stress anisotropies need to be correctly sim- 
ulated if the secondary motion is to be captured. 
The differences seen are not unique to the secondary flow field. Comparisons in 
terms of the streamwise velocity profiles from the two models clearly reveal a different 
distribution as illustrated in Fig. 4.15. These profiles have been plotted along both side 
wall (Fig. 4.15(a)) and corner (Fig. 4.15(b)) bisectors and are presented together with 
the experimental data taken from [36]. Although there is an under-prediction of the 
secondary flow by the quadratic model, the distortion of the velocity profile and hence 
the contours in Fig. 4.13 suggest a definite improvement over the linear model. 
The results presented have verified the implementation of the the non-linear model 
into the pressure-based algorithms. Examples of the model's improved predictions over 
the linear k-e model have been illustrated. A detailed study of the model's performance 
for lobed mixer flows will be presented in Chapter 6. 
4.8 Closure 
An extension of the discretisations presented in Chapter 3 for the structured and 
unstructured algorithms has been presented for the turbulence equations. The high 
Reynolds number linear k-e model has been implemented in the unstructured al- 
gorithm. Numerical treatments required to increase the robustness of the time inte- 
gration of the turbulence equations were identified and successfully included into the 
two algorithms. The two methodologies were verified against three standard bench- 
mark cases. These included an incompressible planar mixing layer, an incompressible 
turbulent boundary layer, and an incompressible fully-developed flow in a square duct. 
The results revealed good agreement of predicted mean and turbulence quantities 
with documented measurements in the literature. The two algorithms presented thus 
far can now be applied to the more complex flow of a lobed mixer. 
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Figure 4.15: Predicted streamwise velocity profiles in a square duct. 
Chapter 5 
Discretisation Aspects for 
Prediction of Convoluted Shear 
Layers 
5.1 Introduction 
The discretisation of the mean flow and turbulence equations has been presented in 
the previous two chapters for both the structured and unstructured algorithms. These 
have both been verified against standard test cases providing two alternative numerical 
approaches to be used in the remainder of this work. In this chapter, the application of 
these two algorithms to the computation of lobed mixer flows is presented. Following 
the literature survey presented in Chapter 1, the mixer configuration of Yu and Yip [117] 
was initially identified as most appropriate for the purpose of meeting the objectives 
in this study. This mixer configuration is therefore simulated throughout this chapter 
which addresses the first objective of this study in which the numerical discretisation 
aspects associated with the use of different grid types in simulating turbulent dominated 
flows need to be understood. 
To meet this aim, a number of preliminary calculations need to be performed. There- 
fore, before presenting calculations on the influence of different grid types for simulating 
lobed mixer flows, a grid sensitivity study is presented. The necessity of this calculation 
arises naturally as it can always be argued that given a sufficiently fine grid, the numer- 
ical solution will be the same regardless of the grid-type used. The key issue is then to 
establish which grid-type allows the correct solution to be determined most efficiently. 
To address this, two separate investigations are required. The first involves establishing 
129 
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the correct numerical solution*. A grid convergence study is therefore required for this 
first investigation. Once the correct numerical solution has been established, a study 
concerned with the influence of different grid types can be conducted on coarser grids 
and the relative performance of the different grid types can be judged with respect to the 
known correct numerical solutions. Due to the high computational overheads that arise 
with the unstructured algorithm (i. e. indirect memory addressing and solution of the 
additional energy equation even for incompressible constant temperature flows) relative 
to the structured algorithm, the grid convergence study presented later has been con- 
ducted with the structured algorithm. To allow the results of the grid convergence study 
to be interpreted in the context of the unstructured algorithm, a comparison between 
computations provided by the two algorithms on a hexahedral grid is also included. 
This intermediate calculation also serves to demonstrate the impact of the differences 
outlined in Chapter 3 between the two algorithms on the converged numerical solution 
of a lobed mixer flow field. 
The present chapter begins with a brief outline of the mixer configuration and flow 
conditions employed in the simulations conducted here. A section dealing with grid 
generation is then given to highlight the relative advantages and problems encountered 
with the generation and use of hexahedral, tetrahedral, and mixed grids for the lobed 
mixer being simulated. The grid sensitivity study is then presented consisting of two 
subsections. The first subsection has been included to study the effect of different grid 
types on a 2D planar shear layer. The purpose here is twofold. Firstly, it provides a 
transition from the simulations presented in the previous chapter which were carried out 
with quadrilateral elements only to grids consisting of triangular elements. Secondly, 
it provides a benchmark study to aid in interpreting results of the more complex 3D 
flow fields encountered in lobed mixers. The second subsection includes results for the 
grid convergence study of the lobed mixer carried out with the structured algorithm. 
Following this, comparisons for lobed mixer predictions between the structured and 
unstructured algorithms are presented. The influence of different grid types on the pre- 
diction of the convoluted lobed mixer shear layers is finally stated in detail. Concluding 
'Correct solution here refers to the correct numerical solution of the mathematical model being 
solved regardless of whether the mathematical model being employed captures the correct physics of 
the flow. This distinction is also made by Roache [90] in which the former is referred to as verification 
whereas the latter is associated with validation. 
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remarks concerned with the findings in this chapter are given. 
5.2 Mixer Configuration and Flow Conditions 
The mixer configuration studied here is the one examined experimentally by Yu and 
Yip [117]. Details of this mixer definition can be found in Appendix C. To reduce the 
problem size and simplify the computations carried out here, a perfectly periodic flow 
structure is assumed within the mixing region. This simplification implies the presence 
of planes of symmetry between adjacent streamwise vortices such that only half a lobe 
need be modelled. The validity of this assumption will form a major topic of discussion 
below, but at this point the assumption is assumed admissible to generate a lobed mixer 
test problem suitable to examine the major numerical issues. 
The computations presented here were carried out with the two streams set at a 
static pressure ratio and density ratio of 1.0. The velocities were set to Gms-1 (utow) in 
the slow (upper) stream and lOms-1 (uhigh) in the fast (lower) stream, corresponding 
to Mach numbers of 0.0176 and 0.0294 respectively. The inlet boundary conditions for 
the turbulence quantities in the k-c equations were evaluated based on a turbulence 
intensity of 1% and an eddy viscosity equal to the molecular viscosity. At inlet con- 
stant profiles were assumed. The top and bottom tunnel walls were modelled as slip 
walls. Due to the low Mach numbers encountered in these simulations, the low Mach 
number preconditioner of the unstructured algorithm was employed for the simulations 
presented in this chapter. 
5.3 Grid Generation 
Three mesh types were employed to study the influence of mesh type on the lobed mixer 
predictions. These include hexahedral/ multi-block structured grids, tetrahedral grids 
and mixed grids. All grids were generated for the half lobe wavelength described above 
in order to reduce the problem size. An important factor that needs to be considered 
when comparing solutions across different mesh types is the number of unknowns being 
compared. Whereas structured hexahedral grids tend to have a comparable number of 
cells and nodes, it is usual for 3D unstructured tetrahedral grids to contain 5-6 times 
as many cells as there are nodes in a particular mesh. The number of unknowns will 
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therefore be very different depending on whether a cell-centred or a cell-vertex scheme 
is being employed. The unstructured algorithm used here is a cell-vertex method that 
stores unknowns at nodes of the primal grid. It is important therefore to compare 
solutions across different grid types that consist of the same number of nodes. In the 
current work, all three grids generated for the study regarding the influence of different 
mesh types for lobed mixer flows contained approximately 150,000 nodes. 
The above issue is not of much concern when comparing hexahedral grid solutions 
obtained from a cell-centred (structured) algorithm and a cell-vertex (unstructured) 
algorithm since the number of cells and the number of nodes tend to be very similar. 
Comparisons between the structured and unstructured algorithm solutions presented 
in Section 5.4.3 are therefore made using the same primal grid for the two algorithms. 
A description of the three grid types used will now be presented beginning with the 
hexahedral unstructured grid. This is identical to the multi-block structured grids also 
used in the current chapter with the structured algorithm. All the grids to be presented 
have been generated with the ICEM gird generator [1]. 
5.3.1 Multi-block Structured and Hexahedral Unstructured Grid 
The hexahedral grid is shown in Fig. 5.1. This grid in fact consists of a multi-block 
structured grid topology containing seven blocks with matching nodes between ad- 
jacent blocks at the interfaces. The benefits of this topology are the improved grid 
orthogonality within the mixing region and the ability to capture the mixer surface 
with a body-fitted grid. Further upstream, the grid orthogonality is sacrificed but the 
flow there is predominantly uniform and inviscid. Hexahedral elements allow highly 
stretched elements to be used without deterioration of solution quality. This feature 
was employed in the streamwise direction where high grid resolutions are not required 
as axial gradients were generally smaller. An obvious problem is the inefficient cluster- 
ing of grids (e. g. wasted elements in the upstream region where the flow is essentially 
uniform). 
5.3.2 Unstructured Tetrahedral Grid 
The second meshing strategy employing a fully automated process for generating the 
lobed mixer grid is shown in Fig. 5.2. The grid consists of two element types, prism 
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Figure 5.1: Unstructured hexahedral grid. 
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elements, and tetrahedral elements. This approach allows the mixer geometry to be 
easily captured and has the potential of being easily extended to more complex mixers. 
A structured layer of prism elements is generated normal to the mixer surface to resolve 
the boundary layer efficiently. Tetrahedral elements are then used to fill the remainder 
of the computational domain. Unlike the hexahedral grids, this approach provides 
significant computational savings upstream of the mixer where the flow is uniform and 
much coarser grids can be used. However, efficient resolution of the boundary layer 
requires highly stretched elements in the streamwise direction. Since prism elements 
are generated from triangular elements on a surface, anisotropic triangular elements 
are therefore required. Additionally a layer of highly stretched tetralmedra joining the 
prisms would need to be generated. Generating such highly stretched elements with the 
software used presented problems. This limitation resulted in less efficient resolution 
of the boundary layers with this grid. In the present study, this grid is simply referred 
to as the tetrahedral grid since only tetrahedral elements were used within the nixing 
region where the focus of interest lies for the current work. 
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Figure 5.2: Unstructured tetrahedral grid. 
5.3.3 Unstructured Mixed Grid 
1311 
The third mesh type employed hexahedral, tetrahedral, and pyramidal elements and 
is shown in Fig. 5.3. This meshing strategy provides an intermediate approach, settti- 
autotnating the grid generation, but allowing control of the hexahedral parts of the 
grid. In principal, such all approach should combine advantages from both of the first 
two strategies. Tetrahedral grids are used in inviscid parts of the flow where flow 
gradients are much smaller and alignment of the grid with the flow is not, required. In 
regions where viscous and turbulent effects are important, such as in boundary and 
shear layers, hexahedral grids are used. The ability to generate stretched hexahedral 
elements that do not deteriorate solution quality should allow these flow features to be 
resolved more efficiently than with a tetrahedral grid. The two mesh types are then 
joined together at the interface through transition pyramidal elements. In practice, one 
finds difficulties in using highly stretched hexahedral grids. Such grids cause pyramidal 
elements with highly skewed surfaces to be generated. Problems consequently arise ist 
generating tetrahedral grids at the interface with the pyramidal elements. To remedy 
this difficulty, the grid resolution in the streamwise direction is increased to reduce the 
aspect ratios of the quadrilateral faces which form the bases of the pyramidal eleinents. 
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Figure 5.3: Unstructured mixed grid. 
This modification allowed the grid to be successfully completed with the grid generation 
software used. As pointed out earlier, a high grid resolution is required only in a 
direction normal to the shear layer. Thus, this increased resolution in the streatuwise 
direction provides a degrading of efficiency in the mixed grid. For brevity, in the text 
that follows, this grid will simply be referred to as the mixed grid. 
5.4 Grid Sensitivity Study 
5.4.1 Planar Shear Layer Predictions with Unstructured Grids 
As a starting point in this investigation, the 2D planar shear layer case is revisited 
in which calculations are performed with different grid types using for the time-being 
the unstructured algorithiii. This provides a benchmark study for which the mixing 
behaviour is well known. Moreover, it contains similar viscous turbulent mixing pro- 
cesses to those that occur in the convoluted shear layers of lobed mixers. Studying the 
sensitivity of the predicted shear layers in this simplified flow helps understand some of 
the underlying numerical issues in modelling mixing type problems on quadrilateral amid 
triangular grids. In addition, the planar shear layer removes the problem of efficiently 
5.4 Grid Sensitivity Stw 
(a) Quadrilateral grid (b) Coarse triangular grid (c) Mixed grid 
rpn, Piirrs+ýraºt wasýý"i 
(d) Refined triangular grid (1st case) (e) Refined triangular grid (2nd case) 
Figure 5.4: Planar shear layer grids near the inlet. 
clustering the grid cells as the mixing layer position is known in advance. 
136 
The planar shear layer was computed with the same inlet conditions as those used 
in the lobed mixer studies. Computations were performed on three grid types as shown 
in Fig. 5.4. These included a purely quadrilateral mesh, three triangular ºneshes, and 
a mixed n)esh. Three of these grids contained the saue nodal distribution within the 
shear layer region. The nodal distribution was modified for the last two grids shown in 
Fig. 5.4 for reasons described below. Thus, the same three ºueshiº)g strategies presented 
in Section 5.3 for the lobed mixers have been studied here. 
Figure 5.5(a) presents the spreading of the mixing layer with downstream distance 
for grids (a), (b), and (c). A reference result for the self-similar lipreading rate taken 
from Wilcox [114] has also beeil included using the same k-E model. 
Results for the quadrilateral grid reveal the correct spreading has been obtained 
with just eight nodes found across the mixing layer by x= 4mia. The coarse triangular 
mesh shows a very different behaviour. This is seen via a very rapid growth of the 
shear layer within the first 17n. The spreading tlieii decreases rapidly such that it is 
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approximately 40% of the correct spreading rate by x= 2m. 
To identify the reasons for these results, two aspects of the discretisation are con- 
sidered. Firstly, differences in control volumes between the triangular and quadrilateral 
grids associated with cells lying within the shear layer are shown in Fig. 5.6. Addition- 
ally, one needs to recall frone Section 3.6.2 that the inviscid fluxes include a smoothing 
term based on one-dimensional characteristic variables. This one-dimensional decom- 
position is performed in a direction normal to the control volume faces. In a shear 
layer flow, the transverse components of velocity are much smaller than the stream- 
wise components. Therefore, the flow is more or less aligned with horizontal control 
volume faces and normal to vertical faces. The resulting numerical smoothing is thus 
very small in the quadrilateral grid. When moving to control volumes as in triangular 
grids, as shown in Fig. 5.6, control volume faces exist whose normal is oblique to the 
main flow direction. When performing the 1D decomposition into characteristic vari- 
ables on such faces, a significant contribution will arise in the cross stream direction 
resulting in higher numerical smoothing than in the quadrilateral grid. 'l'llis accounts 
for the higher spreading occurring in the early stages of time shear layer as indicated 
in the results (Fig. 5.5(a)). The increased spreading reduces gradients across the layer 
resulting in lower production of turbulent energy and hence eddy viscosity. The rapid 
decrease in spreading rate that follows is believed to be a direct consequence of this 
drop in turbulent energy. The arguments presented above suggest that reducing the 
angle (-y) defined in Fig. 5.6, such that time oblique control volume faces become Innre 
aligned with the flow, may reduce numerical smoothing. This can be achieved either by 
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increasing the grid spacing (Ox) in the streamwise direction or reducing the cell height 
(ay)" 
The calculations for the triangular grid were therefore repeated with two more cases. 
Firstly, the grid resolution across the shear layer was doubled. Results for this case are 
shown in Fig. 5.5(b) together with the quadrilateral and coarse triangular grid solutions. 
This case is labeled as the fine triangular (1st case). Results now show a much lower 
spreading in the early stages compared to the coarse triangular grid solution. Further 
downstream, the flow is able to recover reaching the expected self-similar behaviour. 
The problems encountered in the early stages are associated with the low aspect ratio 
(Ax/Ay) elements present in this region. A second refined grid was therefore studied. 
This consisted of an equal number of nodes as the first refined grid. However, the nodes 
were redistributed across the shear layer to increase the aspect ratios of the elements at 
the inlet. This case is labeled as the `Refined triangular grid (2nd case)' in Fig. 5.4(e) 
The shear layer spreading for this case also shown in Fig. 5.5(b) clearly demonstrates 
the reduced numerical smoothing which then results. 
Unstructured triangular grids clearly have an advantage in providing more efficient 
clustering of the grid. However, this simple study has demonstrated the superiority of 
quadrilateral elements in terms of solution accuracy. These findings motivate a mixed 
grid approach to tackling the shear layer problem. An example of a prediction using a 
mixed quadrilateral/triangular grid is included in Fig. 5.5(a) corresponding to the mesh 
presented in Fig. 5.4(c). The grid consisted of 1531 nodes compared to the 2880 nodes 
found in the quadrilateral grid. The spreading rate coincides with the solution from 
the quadrilateral grid. This occurs as the shear layer remains within the quadrilateral 
part of the grid throughout the length of the solution domain. The solution quality 
illustrates clearly the potential for such an approach to produce high quality numerical 
solutions at reduced computational cost. 
5.4.2 Convoluted Shear Layer Predictions with Structured Grids 
The numerical study into the effect of different mesh types on a planar shear layer 
presented in the previous subsection has provided valuable insight into numerical issues 
associated with the simulation of shear layers on unstructured grids. Extension of 
these findings and their implications for 3D convoluted shear layers will be addressed 
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in Section 5.5. Before embarking on this study, it is important to establish a grid- 
independent numerical solution for the lobed mixer flow field to provide a reference 
numerical solution for purposes of comparison. This grid sensitivity study is carried 
out using the structured algorithm. The structured algorithm is chosen as it allows 
the use of larger grids than is possible with the unstructured algorithm due to the 
lower computational overheads (e. g. a grid consisting of 150,000 nodes would require 
150Megabytes on the unstructured algorithm. For the same amount of memory, a grid 
consisting of around 450,000 cells can be used with the structured algorithm). This 
arises due to the implicit data structure used by the structured algorithm. In addition, 
only six transport equations need be solved by the structured algorithm. Furthermore, 
the turbulence modelling studies presented later in Chapter 6 are carried out with the 
structured algorithm and this study allows grid resolution requirements to be established 
for accurate prediction of the lobed mixer flow. 
The grid sensitivity study is performed on three grids consisting of 150,000,370,000, 
and 700,000 cells. The sensitivity of the numerical predictions to grid resolution is 
first assessed through local flow quantities. Figure 5.7(a) presents streamwise velocity 
profiles along a vertical line located at x/H = 1.0 downstream of the mixer's trailing 
edge and aligned with the vertical mixer side walls (z/H = 0.25). These profiles have 
been non-dimensionalised by the velocity difference Du between the two streams. The 
results indicate that the mean flow quantities are essentially grid independent even 
with a 150,000 cell grid. The finer grids deviate slightly in regions of high velocity 
gradients indicating better resolution in these regions. The percentage error in the 
predictions obtained with the 150,000 cell grid in these regions is around 3%. Turbulent 
kinetic energy profiles plotted in Fig. 5.7(b) at the same location as the velocity profiles 
show a relatively higher sensitivity to the grid resolution. The double-peaked profile 
located near y/H = 0.0 is not captured with the coarsest grid. Both finer grids capture 
this feature with the finest grid capturing higher peak turbulent kinetic energy levels 
than the other two grids. It is therefore clear that although the predictions are not 
fully grid independent with respect to turbulence quantities, the main features are well 
represented with a 370,000 cell grid. 
Integral quantities are often more important to consider in lobed mixer flows as these 
provide a global measure of the mixing effectiveness of a lobed mixer. Consequently, 
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such parameters provide useful information in guiding the design of lobed mixers. A 
grid sensitivity study is therefore presented for two integral quantities, the streamwise 
circulation and the wake averaged turbulent kinetic energy. The respective definitions 
for these quantities are 
r =v .A (5.4.1) 
c 
and 
2 foA r3 kwake =x Jk(vz)dzdv (5.4.2) 
2 
The inner integral in Eq. (5.4.2) is evaluated over shear layer regions in the interval 
- 2ý` <z< 2A- where the streamwise component of velocity lies within the bounds 
1.01u: o,,, <u<0.99uhigh" The streamwise circulation is evaluated around an integration 
path denoted by curve C that encompasses the half lobe and extends from the bottom 
to the top wind tunnel walls. The variation of this value with downstream distance for 
all three grids is presented in Fig. 5.8(a) in terms of the non-dimensional circulation 
C1. The value of this quantity at the trailing edge of a mixer with parallel side walls is 
known to equal 4. This was derived from an inviscid theory by Skebe [97] which states 
that 
2r Cl = UrH tan(a) (5.4.3) 
at the mixer's trailing edge. The results of Fig. 5.8(a) show that the predicted decay 
rate of the streamwise circulation is essentially the same for all three grids. Integrated 
mean quantities can therefore be accurately predicted with a 150,000 cell grid. The 
non-dimensionalised wake averaged turbulent kinetic energy is presented in Fig. 5.8(b) . 
Consistent with the turbulent kinetic energy profiles presented earlier, this parameter is 
seen to be sensitive to the grid resolution used. All three grids capture the same trend in 
the variation of this quantity with downstream distance. The smaller difference between 
the 370,000 and 700,000 cell grids in comparison to the differences present between the 
150,000 and 370,000 cell grids are clearly indicating that the 700,000 cell grid is nearing 
a grid independent solution for the turbulence quantities. 
5.4 Grid Sensitivity Study 143 
5 
ö 
4 
700,000 cells 
---- 370,000 cells 
---- 150,000 cells 
.ý 
ýý.. 
ýý. ýý 'ýý 
ýý 
ý` 
ýý 
c 
co 
2 
P, 
N2 
U 
0 
1 
2468 
x/H 
(a) Streamwise circulation 
0.07 
0.06 
0.05 
Nm0.04 
0.03 
0.02 
0.01 
n 
_ 
700,000 cells 
---- 370,000 cells 
:---- 150,000 cells 
--. 
ý /. 
ý" 
ý. I 
/ _' ý' 
ý _. ý: 
ý0 2468 1i 
x/H 
(b) Wake averaged turbulent kinetic energy 
Figure 5.8: Grid sensitivity study of global flow variables. 
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(a) (b) (c) 
u/eu: 1.25 1.45 1.65 1.85 2.05 2.25 
Figure 5.9: Normalised streamwise velocity contours at : r/H = 2.0; (a) 
Structured algorithm with 700,000 cells, (b) Structured algorithm with 
150,000 cells, (c) Unstructured algorithm with 150,000 nodes. 
5.4.3 Convoluted Shear Layer Predictions with Structured and Hex- 
ahedral Unstructured Grids 
The grid sensitivity study presented above has revealed that a 150,000 cell grid is 
adequate to capture accurately the mean flow properties of the flow. In this section, a 
comparison between predictions from the two algorithms on the same 150,000 cell grid 
is presented to establish whether this result also holds for the unstructured algorithm. 
Contours of non-dimensional streamwise velocity at x/H = 2.0 are presented in Fig. 
5.9. Included are results obtained from the structured algorithm for the 150,000 and 
700,000 cell grids, and a prediction computed with the unstructured algorithm for the 
150,000 node grid. The results of the structured algorithm predictions with the finest 
and coarsest grids are very similar. Comparison with the unstructured prediction is 
also very similar although a stronger roll up of the shear layer appears to be present in 
the unstructured predictions. This is very notable frone the `pinching-off' of the shear 
layer that takes place at this location in the unstructured prediction but not in the 
structured predictions. Otherwise, all three cases show a very similar convoluted shear 
layer structure. 
Comparisons in the form of streamwise circulation and momentum thickness are 
I wl . 
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given in Figs. 5.10(a) and 5.10(b) respectively. The momentum thickness is defined by 
2 32 (u - ulow)(uhigh - u) 8= 
fo'! 
dzdy (5.4.4) 
'3a (uhigh - ulow)2 2 
As with the definition of the wake-averaged turbulent kinetic energy, the inner integral 
in Eq. (5.4.4) is evaluated over shear layer regions in the interval -1A <z<3 where 
the streamwise component of velocity lies within the bounds 1.01ulo,,, <u<0.99uhigh- 
The variation of the momentum thickness in all three cases is essentially the same. 
The initial value at the mixer's trailing edge for the unstructured algorithm is slightly 
higher than that captured by the structured grid predictions. This can arise from a 
different resolution of the lobed mixer boundary layers due to the different control 
volume definitions used by the two algorithms. The initial difference is reduced very 
rapidly such that all three profiles are essentially equal to one another by x/H = 0.6. 
The streamwise circulation reveals that the prediction provided by the unstructured 
algorithm is characterised by a dip in the computed levels at x/H = 3.0. Further 
downstream, the predicted levels show better agreement with the structured prediction 
of the 700,000 cell grid. This suggests that the unstructured algorithm yields improved 
predictions over the structured algorithm. This result is interesting as it implies that 
the approximations present in the unstructured algorithm that are associated with the 
non-nearest neighbour stencils for hexahedral elements are not significant. This reflects 
the high quality of the hexahedral grids that have been possible to produce for these 
complex mixer geometries. 
5.5 Influence of Grid Type on Convoluted Shear Layer 
Predictions 
5.5.1 Mean Velocity and Vorticity Fields 
It has been established that unstructured hexahedral grid predictions consisting of 
150,000 nodes provide an accurate and representative prediction of a lobed mixer flow. 
The comparative study between the different grid types for the lobed mixer case can 
now be conducted with the hexahedral grids as a reference solution for purposes of 
comparison. In this part of this investigation, the consequences of the numerical issues 
raised in Section 5.4.1 regarding the use of triangular grids for predicting shear layers are 
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assessed on tetrahedral grids for the prediction of convoluted shear layers. In particular, 
the generation of high aspect ratio tetrahedral elements is not easily achievable and 
thus the accuracy of solutions for the three grids presented in Section 5.3 will now be 
addressed. 
Results for the three lobed mixer grids will be compared in detail in the near field 
of the mixer (0 - 3H). Comparisons further downstream will be presented in the form 
of global quantities only. Figure 5.11 presents results obtained at four axial planes for 
the three different grids. Results are presented in terms of streamwise velocity contours 
normalised with the velocity difference between the two streams (Au). Also shown are 
the corresponding cross-sectional grids at each location. Figure 5.11(a) illustrates the 
formation and evolution of the shear layer downstream of the lobed mixer trailing edge 
for the purely hexahedral grid. 
Results for the tetrahedral grid are presented in Fig. 5.11(b). Beginning at location 
x/H = 0.25, the grid is clearly seen to be finely clustered along the mixer's trailing edge. 
Already at this location the velocity contours exhibit a noticeably different distribution 
within the shear layer from Fig. 5.11(a)(i). In particular, the low velocity contours 
(u/1u < 1.25) have been smoothed out significantly. These contours are associated with 
the boundary layers on the mixer's surface. When present, additional high gradients 
exist within the shear layer. The higher level of smoothing in the tetrahedral grid has 
therefore contributed to the smoothing of these gradients. Another significant difference 
seen at this location is near the lobe trough of the low speed flow indicating a stronger 
rotation of the shear layer in comparison to the hexahedral results. Further downstream, 
the grid is gradually coarsened as seen in Figs. 5.11(b) (ii-iv) to allow a similar number of 
nodes to be used in all the cases studied. The resulting effect on the shear layer is higher 
numerical diffusion evident from the higher spreading of the shear layer. Additionally, 
due to the convoluted shape of the shear layer, it is not possible to distribute nodes 
efficiently. An increase in numerical smoothing is noticed as the shear layer moves into 
relatively coarse parts of the grid. An example of this is seen at location s/H = 1.0 in 
Fig. 5.11(b) (ii) where a small part of the shear layer remains aligned with the vertical 
mixer walls. This portion is clearly less diffused than those that have migrated further 
out into the coarser regions of the grid, particularly if compared to the hexahedral 
solutions. An important feature to draw from location (ii) in Fig. 5.11(b) are the 
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(a) (i) x/H = 0.25 (ii) x/H = 1.0 (iii) x/H = 2.0 (iv) x/H = 3.0 
(b) (i) x/H = 0.25 (ii) x/H = 1.0 (iii) x/H = 2.0 (iv) x/H = 3.0 
(c) (i) x/H = 0.25 (ii) x/H = 1.0 (iii) x/H = 2.0 (iv) x/H = 3.0 
uieu: 1.25 1.45 1.65 1.85 2.05 2.25 
Figure 5.11: Normalised streamwise velocity contours with cross- 
sectional grids at corresponding locations; (a) Hexahedral grid, (b) 
Tetrahedral grid, (c) Mixed grid. 
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Figure 5.12: Normalised streatnwise vorticity contours and corres{pond- 
ing secondary velocity vectors; (a) Hexahedral grid, (b) Tetrahedral grid, 
(c) Mixed grid. 
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stronger kinks present in the shear layer when compared to corresponding results from 
the hexahedral grids. This implies the streamwise vorticity responsible for this rotation 
is stronger than in the hexahedral case despite the higher level of numerical smoothing 
present. This behaviour will be addressed later after studying other aspects of the 
results. Numerical smoothing continues further downstream to cause the shear layer to 
become highly smeared by x/H = 3.0. 
The results presented so far are indicative of the same numerical issues encountered 
in the study of the 2D planar shear layer. In that study, the mixed grid provided the 
best approach in terms of solution accuracy and computational cost. Results for the 
mixed grid of the lobed mixer are shown in Fig. 5.11(c). Generally, the results for this 
grid configuration are in much better agreement with the hexahedral results. While 
the shear layer remains in the hexahedral part of the grid (e. g. at x/H = 0.25 and 
x/H = 1.0), the shear layer structure is seen to be very similar to that in Fig. 5.11(a). 
The level of shear layer movement is essentially identical in both the hexahedral and 
mixed grids. Further downstream, the shear layer remains very well captured with 
higher numerical diffusion occurring only locally, mainly in the tetrahedral regions. 
Due to the complex nature of the lobed mixer flow field, it is not sufficient to consider 
only the streamwise velocity field. Therefore, results of secondary velocity vectors and 
normalised streamwise vorticity contours are shown in Fig. 5.12. Again, results of the 
hexahedral case will be used as a reference set. Figure 5.12(a) shows a vorticity field 
concentrated along the mixer trailing edge following the interaction of the two streams. 
As the vorticity field evolves, two vortex structures become identifiable by x/H = 1.0. 
These merge at x/H = 2.0 and become more dissipated at x/H = 3.0. The tetrahedral 
grid predictions show the same general behaviour. However, at x/H = 1.0 the vorticity 
field indicates a stronger mutual interaction between the two vortices in comparison to 
the hexahedral case. This agrees with the strong kinks observed in the velocity contour 
plots. Further downstream, a single vortex structure exists with the vorticity contours 
revealing a much more diffused distribution. As in the velocity contours, solutions of 
the mixed grid show great similarity in the first two axial locations with the hexahedral 
results. Further downstream, despite the vorticity field being somewhat distorted, the 
levels and distributions still resemble results of the hexahedral case closely. 
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5.5.2 Momentum Thickness and Streamwise Circulation 
Focus so far has been on the near field. To quantify the level of mixing taking place 
throughout the entire mixing region, evaluations of the momentum thickness and stream- 
wise circulation are carried out. The momentum thickness provides a measure of the 
momentum entrained into the shear layer. Figure 5.13(a) shows the variation of mo- 
mentum thickness with downstream distance for the three grids studied. The results 
indicate a very similar growth of the mixing layer with downstream distance for the 
hexahedral and mixed grids. The tetrahedral grid shows a much more rapid growth of 
the mixed out region with a 50% error present as early as x/H = 1.0. This supports 
the higher spreading observed earlier in the velocity contours with this grid. Further 
downstream, the mixing rate decreases substantially. The momentum thickness can be 
used to provide a measure of the effective mixing length required to allow complete 
mixing to be reached. Whereas this occurs by x/H = 5.0 in the tetrahedral grid, a 
value of x/H > 10.0 is implied by the other two cases. Such erroneous predictions with 
the tetrahedral grids can have severe implications if this design parameter is used to 
provide an estimate of the required mixing duct length for a gas turbine engine. 
The streamwise vorticity field is quantified by evaluating the streamwise circulation 
as defined earlier. Results of the streamwise circulation for the three grids are shown 
in Fig. 5.13(b). A comparison of the results between the hexahedral and mixed grids 
reveals a higher value of the circulation at the trailing edge in the mixed grid. This 
is possibly due to slightly better resolution of the lobe surface boundary layer due to 
the finer axial clustering of the mixed grid. Within the mixing region, similar trends 
exist in the two cases with the initial higher value of the circulation in the mixed grid 
persisting downstream. The circulation for the tetrahedral grid is characterised by 
peaks occurring at x/H = 1.5 and x/H = 4.5. Otherwise, similar trends to the other 
cases are observed further downstream despite the higher level of circulation. Referring 
back to the vorticity plots, of particular interest was the higher level of vorticity which 
existed at x/H = 1.0. The first peak in the streamwise circulation clearly reflects this. 
To understand this higher circulation level predicted with the tetrahedral grid, a look 
at the predicted turbulent field is needed. 
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Figure 5.13: Variation of global quantities with downstream distance. 
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(a) (b) (c) 
k/AU2: 0.008 0.026 0.044 0.062 0.08 0.098 0.116 
Figure 5.14: Normalised turbulent kinetic energy contours at x/H = 1.0; 
(a) Hexahedral grid; (b) Tetrahedral grid; (c) Mixed grid. 
5.5.3 Turbulence Kinetic Energy 
The location x/H = 1.0 has been identified as a region of interest. The turbulent kinetic 
energy at this location for the three cases is therefore shown in Fig. 5.14. This has been 
normalised with the square of the velocity difference between the two streams. The tur- 
bulent energy shows regions of high turbulence within the shear layer. Peak values are 
found concentrated at the locations where the two vortices are located. Comparing the 
three cases, the hexahedral and mixed grids show a very similar distribution and peak 
values. The main differences are seen in the spiralling `arms' of the shear layer where 
the mixed grid shows a less spread out distribution. In stark contrast, the tetrahedral 
grids show much lower peak values of the turbulent energy. The low turbulence levels 
that do exist are also more highly diffused than the other cases. 
Turbulence is generated in regions of high gradients. Numerical smoothing destroys 
these gradients. As the gradients are smoothed out, the mechanism through which 
turbulence and hence eddy viscosity is generated is removed. Due to the non-linear 
form of the production terms in the k-E model a significant reduction results. This 
same mechanism was also observed in the planar shear layer. While numerical mixing 
has increased in the tetrahedral grid, the turbulent mixing has been significantly under 
predicted. This strong coupling between the turbulent field acid the mean How can 
result in regions where the total mixing has reduced locally. This mechanism could have 
attributed to the higher levels of vorticity observed at : r. /H = 1.0 in the tetrahedral grid. 
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While most of the shear layer has spread through numerical diffusion, regions where 
the two vortices exist clearly contain much lower turbulent mixing. The combined 
effect is then lower dissipation of the vorticity field as suggested by the higher levels of 
streamwise circulation. 
The evidence presented above indicates that tetrahedral grids are not well suited for 
such mixing applications. In contrast, hexahedral and mixed grids provide much better 
predictions. The full potential of unstructured methods can only be realised when 
including adaptive techniques. The study conducted here has indicated that a hybrid 
adaptive method may provide the highest quality solutions at the lowest computational 
costs. 
5.6 Closure 
Results have been presented for the evolution of a planar and convoluted turbulent 
shear layer showing the influence of grid type, grid resolution, and choice of algorithm 
on the accuracy of the computed flow field. When comparing different grid types, 
similar numbers of nodes were used. 
The planar shear layer study revealed that triangular grids are not well suited to 
predicting shear layer flows. These flows have the characteristic of a predominant flow 
direction with strong gradients normal to that direction. Quadrilateral grids were found 
to be well suited to this type of flow, the alignment of faces with these two directions 
gave acceptable levels of numerical smoothing and so correct prediction of the turbulent 
shear layer growth for a given number of node points. However, a triangular grid with 
a similar number of nodes gave spurious excess mixing due to numerical smoothing in 
the initial mixing region, followed by a reduction in mixing rate further downstream 
due to under-prediction of turbulence kinetic energy. The anomalous results from the 
triangular grid arise because of the presence of control volume faces that are not aligned 
with either of the streamwise or cross stream directions - the presence of both a gradient 
and a flow direction across the face triggers numerical smoothing that is larger than 
the physical diffusion. Increasing the aspect ratio of triangular elements reduces the 
numerical smoothing and improves the prediction of the shear layer spreading rate. An 
important conclusion of this study was the need to employ highly stretched elements in 
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the streamwise direction to resolve the shear layer efficiently. 
A similar study was performed for the convoluted shear layer of a lobed mixer using 
3D grids consisting of hexahedral and tetrahedral elements. Following a grid sensitivity 
study on the hexahedral grid, a grid density of 150,000 nodes was used for the three 
grid types tested. This included a purely hexahedral grid, a tetrahedral grid within the 
mixing region, and a mixed grid. The results for the convoluted mixing layer confirmed 
the results captured in the planar shear layer case. The tetrahedral grid produced very 
poor predictions of the convoluted shear layer due to the excessive numerical smoothing. 
The situation was worsened by the inability to generate highly stretched tetrahedral 
elements. The spurious numerical smoothing resulted in an increased peak vorticity 
immediately downstream of the mixer. More rapid mixing ensued and analysis of the 
momentum thickness indicated that complete mixing occurred by five lobe wavelengths 
downstream, whereas the hexahedral and mixed hexahedral/tetrahedral/pyramidal grid 
agreed with a fine grid hexahedral solution of complete mixing by a distance greater 
than ten lobe wavelengths. In a design scenario, the required mixing duct length found 
from a tetrahedral grid solution would be strongly underestimated. 
A mixed grid with aligned high aspect ratio hexahedral elements in the shear layer 
region and pyramids and tetrahedra linking to the outer domain appears to be the 
optimal grid for this type of problem. However, grid alignment for the convoluted shear 
layer would require the use of an adaptive method. 
Chapter 6 
The Vortical Structures of Mixing 
Layers and Their Prediction 
6.1 Introduction 
In the previous chapter, focus was placed on the numerical issues arising in the simula- 
tion of lobed mixer flows. Attention is now turned to address physical modelling with 
emphasis given to both the mean and turbulence field. For this purpose, it is important 
to eradicate, as much as possible, any numerical uncertainties. Unstructured grids con- 
sisting of non-hexahedral elements have been shown to be currently unsuitable for this 
flow problem. Given the added computational costs with the unstructured algorithm, 
the multi-block structured grid'algorithm is used to carry out the turbulence modelling 
studies to be presented here. 
The chapter begins with a detailed examination of the flow structure that charac- 
terise the lobed mixer flow. From an early stage, the flow is described in terms of both 
the velocity field and the vorticity field. Such a dual approach was chosen as it helps 
construct a clearer picture of the physical processes involved. In particular, for an in- 
compressible lobed mixer flow, once the vorticity field is generated at the mixer trailing 
edge, its subsequent evolution throughout the mixing duct is governed entirely by the 
vorticity. This useful property of the vorticity arises due to the disappearance of the 
pressure term in the vorticity equation under incompressible conditions. Therefore, by 
exposing the problem in terms of vorticity at an early stage in the discussion, it is hoped 
that the reader will be more comfortable with some of the analysis and arguments put 
forward later in terms of the vorticity transport equation. 
Following an outline of the main flow structures and the relation between the pre- 
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dictions and flow features identified in the experimental studies, the first steps towards 
a more critical evaluation of the predictions is carried out. This raises an unanticipated 
but important issue with regard to wind-tunnel side-wall effects on experimental studies 
of the mixer flow field. A simple point vortex model is used to guide this part of the 
investigation and to provide further insight into the side-wall effects on the flow. In view 
of the findings revealed by the point vortex model, supported by a Reynolds-averaged 
calculation of the complete mixer configuration, the simplified mixer studied thus far 
is abandoned. An alternative but similar simplified mixer configuration is chosen from 
the literature to undertake the detailed study on the relative performance of the linear 
and non-linear k-c turbulence models. 
As in the previous chapter, the analysis of the convoluted shear layer is guided 
by first studying and assessing the performance of the chosen turbulence models with 
respect to a planar shear layer. This approach, which has served well in identifying 
the numerical issues with regard to shear flows, is used to help support some of the 
arguments provided for the convoluted shear layer predictions. 
The analysis of the lobed mixer flow begins with a detailed comparison of the predic- 
tions with experiments for the linear k-e model. Discussion is based on various aspects 
of the results in an attempt to elucidate the capabilities and pitfalls of a Reynolds- 
averaged solution procedure using a standard linear k-e model. In so doing, the 
foundations are set from which a clear interpretation of the non-linear k-c turbulence 
model predictions for the complex 3D lobed mixer flow field can be obtained. 
Owing to the deeper physical insights required in this part of the study and to help 
bring into perspective the findings associated with the use of the two turbulence models, 
the chapter closes with an analysis of the equation for the streamwise component of 
vorticity. In this section, a detailed account of how the turbulent stresses contribute 
to the evolution of the vorticity field is laid out. The aim is to illustrate the relative 
importance of various components of the Reynolds stress tensor and to explain where 
the two models stand with regard to their ability/ inability to capture the vorticity 
field. 
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6.2 Primary Flow Structures 
6.2.1 Shear Layer Formation 
The lobed mixer flow field can be associated with two types of flow superimposed on one 
another. The flow can essentially be considered as a free shear layer flow upon which 
is superimposed a swirling motion arising as a product of the streamwise vorticity field 
formed together with the shear layer at the mixer's trailing edge. To understand lobed 
mixer flows requires an understanding of three stages of the flow. These can be divided 
into shear layer formation, streamwise vorticity formation, and finally the streamwise 
vortex/ shear layer interaction. This section deals with the shear layer formation stage. 
The other stages are addressed separately in subsequent sections. 
A flow is termed free if it is unbounded by solid walls. Simple planar shear layers 
presented in previous chapters consist of two parallel streams moving at different veloc- 
ities. In practice, this flow situation is normally achieved when two streams separated 
by a splitter plate upstream of the shear layer origin are allowed to interact at the 
plate's trailing edge. Between the two streams a velocity gradient arises which can be 
associated with a vorticity component perpendicular to the plane containing the mean 
flow direction and its transverse. This vorticity component is often referred to as the 
normal vorticity and is given by 
wn = Wz = 
av 
- 
au 
- 
Du (6.2.1) 
yy 
for a shear flow aligned in the coordinate system given in Fig. 6.1. 
When simulating this flow problem in a steady-state Reynolds-averaged compu- 
tation, the mean velocity component and any mean flow variations perpendicular to 
the x-y plane are zero, and the problem then reduces to a 2D flow problem. Any 
3D effects or unsteadiness associated with the shear layer are not simulated and the 
predicted flow represents the spanwise-averaged mean shear layer profile. In reality, 
experiments [44], [59], and unsteady numerical simulations [6], [92] have both revealed 
much evidence for the existence of what is commonly referred to as coherent spanwise 
vortex structures (i. e. aligned with the z coordinate direction). These turbulent ed- 
dies and the associated vortex pairing phenomena are believed to play an important 
role in the spreading of the mixing layer, at least in its early stages. Dimotakis and 
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Figure 6.1: Kelvin-Helmholtz instability of a planar shear layer [70]. 
Brown [28] showed that these structures appeared to exist even at high Reynolds num- 
bers where the flow was fully turbulent. These spanwise vortex structures, which are 
clearly identifiable in the early development of the shear layer, are associated with the 
inviscid Kelvin-Helmholtz instability of Michalke [75]. Figure 6.1 illustrates the Kelvin- 
Helmholtz instability in a planar shear layer and the subsequent merging phenomena. 
The instability can be simulated in terms of a continuous distribution of vorticity 
which begins to roll up into discrete vortices at regular intervals. This has indeed been 
carried out by a number of investigators employing vortex methods including Chorin and 
Bernard [22] and Tryggvason [107]. Therefore, the spanwise vortices associated with 
the Kelvin-Helmholtz instability form due to the self-induced velocity of the normal 
component of vorticity w,, *. 
For a lobed mixer, the shear layer formation is identified with basically similar 
processes. However, the main difference which arises is due to the waveform of the 
corrugated trailing edge leading to the formation of a convoluted as opposed to a planar 
shear layer. The convoluted shear layer again represents a region of high velocity 
gradients. However, these velocity gradients are now associated with two components 
of the vorticity field. The relevant vorticity components are given by 
au 
__ ( 
WY - 
Ow ) au (6.2.2a) ~ az a2 TZ 
C av z- äý au y au (6.2.2b) äy 
At this point an important clarification needs to be made with regard to these spanwise vortices. 
Although the Reynolds-averaged approach does simulate a shear layer with normal vorticity defined by 
Eq. (6.2.1), individual vortex structures are not captured in the simulation. Therefore, when speaking 
of normal vorticity and normal vortices, a clear distinction is implied by the two terms. Making this 
clarification at this early stage helps avoid any confusion in view of some of the discussions to be 
presented later. 
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As in the planar mixing layer, this vorticity field gives rise to vortices associated with the 
Kelvin-Helmholtz instability and their presence in the convoluted shear layers of lobed 
mixers was first detected by Manning [68]. In line with the convoluted nature of the 
shear layer, these vortices are no longer aligned solely with the spanwise direction. Their 
orientation is dictated by the convoluted shear layer structure but is also influenced by 
the velocity difference between the two streams. McCormick and Bennet [71] found 
that these normal vortices are inclined at an angle perpendicular to the flow emanating 
from the high speed trough. In the literature, this vortex structure is often identified 
as a `new vortex' structure. This quotation is in a sense misleading since as already 
stated, the vortices are associated with the same Kelvin-Helmholtz instability found in 
a planar shear layer. It is however important that their direct observation in a lobed 
mixer flow has been made, albeit only recently. 
Having discussed the shear layer formation and the relevant physical processes in- 
volved, it is now possible to define suitable velocity scales for use in non-dimensionalising 
flow parameters directly associated with the shear layer. The strength of the normal 
vorticity component is characterised by the associated circulation denoted by rn and 
given by 
r =J J w"ndA A (6.2.3) 
where n is a unit normal aligned with the z coordinate direction. In line with the 
arguments presented above for the dependence of the normal vorticity on the streamwise 
velocity gradients, Manning considered that the normal vorticity scales with free stream 
velocity difference Au = high - Ulow giving 
rn N Du (6.2.4) 
Re-expressing Eq. (6.2.4) in terms of the average velocity (U,. _ 
(uhi9__ ul awl ), and the 
velocity ratio (r = 2uhigh/Ulow), yields 
r 
r+1 
(6.2.5) 
The normal vorticity is therefore dependent on the flow conditions and, as expected, 
on the velocity ratio. For this reason, it is common to employ the velocity difference 
Liu when non-dimensionalising free shear layer parameters. 
Similarly, the length scale that is associated with the normal vorticity is also a flow 
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dependent parameter and can be taken as the shear layer thickness or momentum thick- 
ness. The latter presents a more appropriate choice for lobed mixers and its definition 
has already been given in Chapter 5. A possible non-dimensional form of the normal 
vorticity and normal circulation can therefore be given by 
rn = 902 
(6.2.6) 
W; ý _ 
ýý (6.2.7) 
6.2.2 Streamwise Vorticity Formation 
Following a similar approach as adopted for the normal vorticity, streamwise vorticity 
is first described in the context of planar shear layers. At first hand, it might appear 
that the streamwise vorticity component in a lobed mixer has no direct analogue in a 
planar shear layer. However, recent studies on planar shear layers formed from laminar 
upstream conditions have clearly confirmed the existence of streamwise vortices and 
even go as far as providing a plausible explanation for their formation. The basic 
arguments are best given with the support of illustrations. The description provided 
here generally follows that of Lasheras and Choi [60]. 
Figure 6.2(a) shows two co-rotating spanwise rollers (normal vortices) of a shear 
layer associated with the Kelvin-Helmholtz instability. The shear layer, including the 
rollers themselves, can be thought of as being made up of a distribution of vortex lines. 
Superimposed on these vortex lines are small perturbations that have been inherited 
due to imperfections found upstream in the flow. The shear layer is now represented by 
a continuous distribution of vorticity emanating from the plate's trailing edge. Then, 
under the effect of the Kelvin-Helmholtz instability, the vorticity field evolves into re- 
gions of concentrated vorticity (the cores of the spanwise vortex structures) and regions 
of weak vorticity (referred to as the braids connecting adjacent spanwise vortices). Fig- 
ure 6.3 shows a sketch of the two-dimensional velocity field in a reference frame moving 
with the average velocity of the spanwise vortices and lying in the x-y plane. In 
this moving reference frame, saddle points (or free stagnation points) are found whose 
position is indicated by the symbol (0). Also clearly illustrated is the effect of adja- 
cent spanwise rollers which induce an increasing straining field in the braids connecting 
these vortices. The straining takes place in a direction along the principal direction of 
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Figure 6.2: Schematic representation of the three-dimensional instability 
of a planar shear layer. Figure taken from Lasheras and Choi [60]. 
positive strain as shown in Fig. 6.3. 
Considering now a vortex line with small perturbations lying between the spanwise 
rollers in the vicinity of such a saddle point, as shown schematically in Fig. 6.2(a), 
it is clear that from the above arguments that the perturbations are subjected to an 
increasing strain field along the principal direction indicated. The vortex lines located 
on the braids begin to experience a stretching mechanism causing the perturbations to 
be amplified in the streamwise direction due to the self-induced velocity of the vortex 
lines. The evolving vortex line structure follows the sequence of events depicted in 
Fig. 6.2(b)-(d). The resulting structure consists of spanwise rollers with superimposed 
counter-rotating streamwise vortex pairs. Further evidence of the existence of these 
streamwise vortices can be found in the experimental work of Bell and Mehta [14], and 
Lasheras et al. [59] and the numerical simulations of Ashurst and Meiburg [6]. 
Since these streamwise vortices are dependent on the straining field exerted by the 
discrete spanwise vortices, a 2D Reynolds-averaged simulation of a planar shear layer 
will not capture this mechanism. The only vorticity component that is then predicted 
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Figure 6.3: Illustration of the two-dimensional velocity field in a refer- 
ence frame moving with the average velocity of the spanwise vortices. 
The position (0) indicates the free stagnation point. The principal di- 
rection of positive strain is also shown. Figure taken from Lasheras and 
Choi [60]. 
is one that remains aligned in the spanwise (z) direction. 
For a corrugated splitter plate (i. e. a geometric configuration consisting of the same 
trailing edge as a lobed mixer but of long streamwise extent reducing the flow inclination 
angle to zero at the trailing edge), the vorticity components given by Eq. (6.2.2a) and 
(6.2.2b) are the two main components that are formed immediately aft of the splitter 
plate's trailing edge. No significant streamwise vorticity is formed. It is possible however 
that the three-dimensional instability discussed above for the planar shear layer can also 
occur for the convoluted shear layer. This mechanism from which streamwise vorticity 
can form could therefore be equally applicable to the convoluted shear layer. At present, 
no direct proof of this exists in the literature. For a lobed mixer, streamwise vorticity 
is formed at the trailing edge due to the vertically deflected flow passing through the 
lobes. This streamwise vorticity arises from the geometric form of the lobed mixer 
rather than from the flow conditions as in the case of a straight splitter plate. The 
importance of this component of streamwise vorticity on the mixing layer structure has 
already been addressed in Chapter 1. A thorough understanding of its formation is 
therefore necessary. 
The streamwise vorticity induced by a lobed mixer is known to be much stronger 
than those found in planar shear layers. In fact, by quantifying the strength of the 
streamwise vorticity component in terms of the streamwise circulation (ri), Skebe [97] 
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showed that this circulation scales as 
r., N UrHtana (6.2.8) 
where the lobe height (H), and the lobe inclination angle (a) are shown in Figs. C. 1 and 
C. 2 of Appendix C. Skebe's analysis was based on a simple mass continuity analysis 
of the trough flows to provide an estimate of the vertical velocity components at the 
mixer's trailing edge. This analysis, which is acceptable if no separation occurs over 
the lobe surfaces and the boundary layer thickness does not represent a significant 
proportion of the lobe height, yields the vertical velocity components 
vi = ulow tan(-a) 
V2 = Uhigh tan a 
(6.2.9a) 
(6.2.9b) 
These two oppositely directed velocities form a shearing motion whose vorticity 
component is in the streamwise direction and given by 
Wx 
= (äw 
- 
8v 
ay 9z) 
(6.2.10) 
For a lobed mixer with vertical edges at the trailing edge such as that found in the 
simplified mixer configurations used in this study (see Appendix C), the streamwise 
vorticity formed due to this shearing can be approximated by 
äv AV 
^' a 
Wxý-ý7z (6.2.11) 
where 6 is the shear layer thickness. The streamwise circulation therefore scales as 
I' - Lv (6.2.12) 
with 
Ov = v2 - vi 
= Uhigh tan a- ulow tan(- a) 
= 2U, tan a (6.2.13) 
In other words, the shearing arising from the vertical velocity components produces a 
streamwise circulation which is dependent on the average velocity and the lobe angle 
of the two streamst. No explicit dependence on the velocity ratio (r) arises for a 
tNote that for corrugated splitter plates, a= 00. The vertical velocities at the trailing edge are then 
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symmetric lobed mixer (i. e. the lobe inclination angle (a) is the same for the trough 
and peak lobes). For this reason, the average velocity (U, ) provides a suitable velocity 
scale for non-dimensionalising secondary flow parameters. It is also assumed from Eq. 
(6.2.8) that H is the most suitable length scale. The non-dimensionalised streamwise 
circulation and streamwise vorticity are therefore given by 
r* = 
Ür., 
(6.2.14) 
wx = 
rU 
(6.2.15) 
r 
It is more common to non-dimensionalise I'., using 
cý = 
2r., (6.2.16) 
UrH tan a 
and this is the form adopted for the current work. 
6.2.3 Streamwise Vortex/ Shear Layer Interaction 
The various mechanisms by which the different components of vorticity are generated 
have been presented. What now remains is to discuss how the streamwise vortex struc- 
ture associated with the streamwise vorticity interacts with the convoluted shear layer 
associated with the normal vorticity. This aspect of the discussion will be supplemented 
by computational results generated during the present project in the form of streamlines 
and vorticity lines of the evolving 3D flow field as illustrated in Fig. 6.4. 
The streamwise vorticity gives rise to an axially oriented vortex structure which is 
clearly captured in the RANS predictions, as seen from the streamlines of Fig. G. 4(a). 
The streamwise vortex interacts with the convoluted shear layer structure causing it to 
rotate and encompass a large part of the flow domain. This demonstrates the complex 
3D nature of this flow. Another viewpoint of the flow can be obtained by examining the 
vorticity field in terms of the vortex tubes shown in Fig. 6.4(b)-(c). The vortex tubes 
within the boundary layer are shown together with those present in the shear layer. 
The figure illustrates that the vortex tubes in the boundary layer are tilted providing 
a component of streamwise vorticity in the boundary layers over the mixer surface. A 
distinctive feature in the boundary layer is seen in the form of a sudden increase in the 
cross-sectional area of the vortex tubes. Figure G. 4(d) shows the streamwise vorticity 
identically zero resulting in no streamwise circulation. 
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Figure 6.4: Convoluted shear layer/ vortex interaction. 
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Figure 6.4 (continued): Convoluted shear layer/ vortex interaction. 
contours at a streamwise plane passing through the mixer surface (looking upstream). 
The distinctive feature in the vortex tubes appears to be associated with the formation 
of small vortices adjacent to the mixer surface. 
Further downstream, the slow (upper) and fast (lower) streams merge resulting in 
vortex tubes which are inclined at an angle perpendicular to the flow emanating from 
the high speed trough (Fig. 6.4(c)). This is consistent with the flow visualisations of 
McCormick and Bennet [71]. Therefore, it is worth noting that while the instabilities 
can not be captured with the RANS computations, the mean vorticity field is being 
well represented in the predictions. 
The vortex tubes provide a clear picture of how all three components of vorticity 
can be associated with a single vortex sheet. The streamwise vorticity lies in the region 
where the vortex tubes are inclined at the above mentioned angles. As the shear layer 
evolves, the vortex tubes are stretched and tilted. This evolution of the vorticity field 
reveals two kinks in the vortex tubes near the points where the strearnwise vorticity 
component vanishes. This effect is clearly seen in the shear layer structure shown 
in Fig. 6.4(b). Strickland et al. [102] performed a detailed study of the evolution of 
the streamwise vorticity field using vortex methods. 't'heir study clearly revealed this 
same mechanism which was attributed to the formation of two distinct co-rotating 
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vortices from the streamwise vorticity shed off the lobed mixer. Further downstream, 
the vortex tubes begin to interact with the symmetry plane (i. e. with oppositely signed 
streamwise vorticity from the adjacent vortex structure not shown in the figure). This 
is the `pinching-off' mechanism described in Chapter 1. 
By exploiting some basic aspects of vortex dynamics together with flow visualisations 
of the velocity and vorticity field, a clearer picture of the formation and evolution of the 
convoluted shear layer has evolved. This has served to demonstrate how a description 
of the flow in terms of both the velocity and vorticity fields can provide complementary 
views to the same problem. Furthermore, the qualitative assessment of the predictions 
suggest that the main flow features of the lobed mixer flow have been successfully 
captured. A more critical assessment of the results through detailed comparisons with 
experiments can now commence. Initially, this part of the study will attempt to isolate 
those effects that are directly influenced by the turbulence models being employed. 
6.3 End-Wall Effects on Mixer Predictions 
6.3.1 Simulations of a Perfectly Periodic Array 
Lobed mixer simulations performed so far have employed symmetric boundary condi- 
tions following the assumption of a perfectly periodic flow. This assumption will now 
be put under scrutiny by establishing the degree of agreement between predictions and 
experiments. In so doing, the validity of the boundary conditions used together with 
the turbulence models employed will be tested for one particular mixer configuration. 
The development of the secondary velocity vectors and streamwise velocity contours 
with downstream distance for a half lobe mixer configuration assuming `full' symmetry 
are shown in Fig. 6.5(a) with corresponding experimental measurements of Yu and 
Yip [117] presented in Fig. 6.5(b) at the same two downstream locations. By studying 
and comparing the two sets of data it can be seen that the predicted development 
of the velocity vectors indicates the formation of two streamwise vortex structures at 
x/H = 1.0 which quickly roll up into one large vortex before s/H = 2.0. In contrast, the 
experimental results indicate a single vortex structure clearly identifiable at s/H = 1.0. 
The apparent quicker formation in the experiments is further supported by the velocity 
contours which clearly show the approach of the lower portion of the shear layer to the 
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Figure 6.5: Comparison of predicted and measured streamwise velocity 
contours and secondary velocity vectors; (a) Predictions, (b) Measure- 
ments. 
symmetry plane (z/H = 0.0) by x/H = 1.0. The CFD predictions, on the other hand, 
show this behaviour to occur further downstream. By x/H = 2.0, a large discrepancy 
becomes apparent between experiments and predictions. This is in the form of the 
gradual drift of the vortex to the right in the experiments whereas the predictions show 
the vortex remains always centered on the mixer wall location. Eventually the vortex 
in the experiments distorts quite significantly by x/H = 3.0 and becomes more or less 
completely dissipated by x/H = 5.0 (see Ref. 117). Predictions on the other hand show 
the vortex structure to remain clearly identifiable throughout, although its strength has 
deteriorated. 
To quantify these discrepancies, the streamwise circulation is evaluated using the 
same procedure described in Chapter 5 and is expressed in non-dimensional form using 
Eq. (6.2.16). The circulation evaluated from the experimental data was obtained from 
an integration path enclosing only part of the mixing duct height corresponding to 
the size of the measurement domain that is shown in Fig. 6.5 (i. e. integration path 
ranges from y/H = -0.76 to y/H = 0.76). To allow direct comparison between the 
predicted and measured calculations, the effect of varying the domain of integration 
on the computed circulation has to be established. Figure 6.6(a) shows the effect of 
modifying the height of this domain on the computed circulation. It is clear from the 
figure that the circulation becomes independent of the circulation path after increasing 
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the height of the circulation path by 20% (i. e. for y/H = ±0.91). For comparison with 
the measurements, the circulation evaluated from the integration path corresponding to 
the measurement domain size (i. e. with the limits y/H = ±0.76) is used and is shown 
in Fig. 6.6(b). 
At the mixer trailing edge the predicted circulation agrees quite well with the inviscid 
theory of Skebe [97]. The circulation then undergoes a slight increase in the predictions 
where it attains its maximum value at x/H = 2.0 corresponding to the location where 
vortex formation has been completed. This is followed by a gradual decrease of the 
circulation reaching 50% of its value at the trailing edge by x/H = 9.0. In stark 
contrast, the circulation evaluated by Yu and Yip from their experimental data has 
peaked earlier at x/H = 1.0 and already begun to fall at x/H = 1.5 corresponding to 
the location where the first major discrepancy in the predicted location of the vortex 
appears. This is followed by a very rapid decay, almost dissipating completely by five 
lobe heights downstream. 
If the vortex ascribed to the streamwise circulation remains within the circulation 
integral path, the decay in circulation can only be attributed to viscous and turbulent 
dissipation. Therefore, inadequacies in the turbulence model could give rise to discrep- 
ancies in the decay of the streamwise circulation. However, the difference shown in Fig. 
6.6(b) are very large and would require huge errors in the model. Furthermore, there is 
evidence from the experimental data in Fig. 6.5(b) that lateral vortex movement causes 
the vortex (or parts of it) to drift out of the circulation integration path. Such lateral 
movements are prevented in the half lobe CFD simulations by the symmetry conditions 
employed. Therefore, it seems that this lateral movement in the experiments may have 
contributed to the large difference shown in Fig. 6.6(b) and it is premature to blame 
this purely on turbulence model errors. Evidently, a need arises to understand the cause 
of this vortex movement in the experiments. 
6.3.2 Point Vortex Model 
In the following section, simulations performed with a simple point vortex model are 
presented. Although this model is a very idealized representation of a lobed mixer 
vortical flow, its main purpose here will be to study potential lateral movements of 
the vortex structures due to confinement by side walls in the experimental geometry 
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Figure 6.7: Vortex array development with downstream distance for Yu 
and Yip experimental configuration (+ indicates initial position of point 
vortices, N. B. View looking upstream). 
selected. The formulation of this model is described in Appendix D. 
The differences demonstrated in the previous section seem to be linked with the 
apparent lateral movement of the vortex structures. Thus, a simplified model in the form 
of point vortices is used to study whether the vortex array produced in the experimental 
configuration would give rise to such behavior. 
The point vortex model described in Appendix D contains two parameters which 
must be prescribed. The first is the position co of each "real" vortex. This can be 
assumed to lie at the mid-point of the vertical walls of the mixer trailing edges. For the 
Yu and Yip experimental configuration, this implies a counter-rotating vortex array of 5 
vortices spaced a distance A/2 apart for the complete experimental mixer configuration 
(no vortices would be formed at the wind tunnel side walls). The second parameter is 
the vortex strength I'. This can be calculated from the simple inviscid theory of Skebe 
given in Eq. (5.4.3). The use of Skebe's equation is justified from results presented in 
the previous section. Therefore a value of 0.42665m2s'1 was used for the calculations 
presented here. 
Figure 6.7 shows the locations of the point vortices at several downstream locations 
predicted by the point vortex model. As can be seen, the locations of the four non- 
central vortices varies with distance downstream. This is a direct consequence of the 
requirement imposed to satisfy the kinematic boundary conditions at the walls. Al- 
ternatively, it is possible to think of the problem in terms of an infinite vortex array 
consisting of the five vortices plus an image set. As the vortex adjacent to the wall 
is located at a distance \/2 from the wall, its image vortex is a distance ). away. In 
contrast the adjacent vortex within the wind tunnel is separated by only a distance A/2 
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thus exerting a larger velocity component. Hence, the vortex near the left hand tunnel 
side-wall moves downwards, and that near the right hand side-wall moves upwards. If a 
"stationary" vortex arrangement is desired then the vortices adjacent to the wall must 
be placed a distance a/4 away from the wall. The implication this has on a lobed mixer 
array is that the lobes should meet the walls either at lobe peaks or troughs. This 
condition has clearly been violated by the mixer configuration studied here. 
To conclude, the point vortex model has revealed a possible mechanism for the 
lateral motion of the vortices of the full mixer configuration. The development of such 
asymmetries clearly invalidates the assumptions made in the half lobe simulations of 
perfectly repeated symmetry. Furthermore, it suggests that these asymmetries could 
be minimized by ensuring the lobes terminate at the walls either at lobe peaks or 
troughs. However, due to the many assumptions made in formulating the point vortex 
model some caution needs to be exercised in interpreting the results of the model. For 
example, the model does not account for mutual distortions between finite area regions 
of vorticity. This leaves open to question the exact nature of the asymmetry. Hence, one 
needs either to refine the inviscid point vortex model or to perform the CFD simulations 
with the walls placed in the same relative locations to the lobes as in the experiments. 
In an attempt to perform a more representative simulation of the experiments a CFD 
prediction of the full mixer configuration was therefore performed. 
6.3.3 Simulations of Full Mixer Configuration 
Figure 6.8 presents results obtained for the full mixer configuration in the form of 
streamwise velocity contours at x/H = 4.0. The results are shown together with the 
symmetric solutions of the half lobe simulations appropriately reflected to construct a 
mixer prediction beginning at the first lobe peak from the left in Fig. C. 1 of Appendix C 
and ending at the last lobe trough. The figure clearly demonstrates that an asymmetric 
flow field has developed for the full mixer configuration. However, the details of the 
asymmetry are not that depicted by the point vortex model. In particular, the vortices 
do not appear to move by the large extent detected with the model. Of more interest, 
however, is the interaction that appears to be present between the clockwise vortex 
(negative vorticity) and the counterclockwise vortex. This implies that the clockwise 
vortex is more dominant exerting a higher deformation on the counterclockwise vortex. 
6.3 Isnu1-Wall Effects on Mixer Predictions 17.1 
(a) Half lobe simulations (b) Full mixer configuration simulations 
Figure 6.8: Normalised streamwise velocity contours at x/H = 4.0 (View 
looking upstream). 
Such complex vortex interactions have been found to occur at high Reynolds uuni- 
hers by other investigators including Zabusky [119], Overman and Zabusky [84], and 
Jacobs and Pullin [46]. It seems that the inability of the point vortex model to account 
for the large strains exerted by the large streamwise vortex structures has attributed 
to its inability to capture the mutual distortions revealed in the Reynolds-averaged 
simulations. 
Closer inspection of the flow is carried out with secondary velocity vectors and 
streatnwise velocity contours presented in Fig. 6.9. The predicted results in this figure 
have been averaged for the full mixer configuration over the two halves of the lobe 
contained within the measurement domain defined in Fig. C. 1 of Appendix C to corre- 
spowl to the processing of the measurements undertaken by Yu and Yip. Just aft of 
the mixer trailing edge at x/H = 1.0, the asymmetry is not very strong. 'Thus, similar 
results to those presented in Fig. 6.5 are obtained although the velocity contours now 
meet the "symmetry" plane earlier. Further downstream, no movement of the vortex is 
apparent. The streamwise velocity contours, however, show a more distributed velocity 
field than in the symmetric case providing better agreement with the experiments. 
Figure 6.10(a) shows the decay of the experimental streaniwise circulation compared 
to the predicted values evaluated from the two individual half lobe wavelengths. The 
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first half lobe wavelength is measured from the lobe trough on the left hand side to the 
lobe peak in Fig. 6.9 (left vortex). The second half lobe wavelength is measured from 
the lobe peak to the lobe trough on the right hand side (right vortex). Referring to the 
mixer definition given in Appendix C, the left and right vortices are then found to lie in 
the range 0<z< )//2 and -A/2 <z<0 respectively. The predicted curves now reveal 
a much more rapid decay in better agreement with experiments. To understand why 
the asymmetric flow field for the full mixer configuration causes this large difference, an 
understanding of the distribution of streamwise vorticity is required. The splitter plate 
corrugation produces a vorticity field of alternating strength varying from a maximum 
(negative) value on one vertical mixer wall to zero at the lobe peak or trough, and 
then rising again to a maximum (positive) value at the adjacent vertical mixer wall. 
Thus, when performing the integration in Eq. (5.4.1), the asymmetric lateral movement 
causes oppositely signed vorticity from an adjacent half lobe to enter the integration 
domain. Further downstream, more and more oppositely signed vorticity regions will 
exist in the same circulation integration domain resulting in a cancelation of these 
vorticity contributions to the overall circulation. The resultant decay of the streamwise 
circulation is therefore associated with both the mixing taking place and the migration 
of the vorticity outside the region of integration which, as can be seen from Fig. 6.10(a), 
has a much larger influence. 
G. 3 End-Wall Effects on Mixer Predictions 176 
5 
4 
ý3 
2 
N2 
0 
ö 
c 
CIS 
2 
N 2 11 
0 
1 
0 
\ Predictions - left vortex 
\\ ---- Predictions - right vortex 
0 Experiments 
o 
0\ 
\ I. 
N 
0 
0ý 
0 2468 1( 
x/H 
(a) Circulation for left and right streamwise vortices 
5 
4 
I 
o Predictions - Half lobe simulation 
Prediction -Full mixer simulation 
0 Experiments 
ob 
o 
0 
002468 10 
x/H 
(b) Comparison between half lobe/ full mixer simulation 
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The two circulation decay curves show a different behaviour for the two lobe halves. 
The right vortex shows a higher initial value at the mixer trailing edge in comparison to 
the left vortex. Further downstream, the decay rates for the two vortices are essentially 
the same. At x/H = 7.0 the circulation begins to level off for the right vortex at a value 
of 0.35 whereas the circulation of the left vortex continues to fall. The experimental 
values provided by Yu and Yip correspond to the average of these two decay rates where 
the average is evaluated according to Bell et al. [16]. The two curves are therefore 
averaged to provide a single representation of the decay of streamwise circulation. Fig. 
6.10(b) shows this averaged value compared with the measurements, together with 
predictions obtained from the simulations of Section 6.3.1 which assume a perfectly 
periodic vortex structure. The asymmetric predictions show a clear improvement over 
previous computations with a half lobe domain size assuming perfect flow periodicity. 
The discussion presented in this section has demonstrated that the simplified mixer 
configuration of Yu and Yip chosen in this work suffers several drawbacks. Firstly, the 
measurement domain chosen does not contain the entire vortex structure as implied 
by the circulation path dependence study presented in Section 6.3.1. Secondly, strong 
side-wall effects are present for this flow configuration resulting in a non-periodic vortex 
array. This casts doubts on the relevance of this study to axisymmetric mixer configu- 
rations found in real aero-engines (i. e. no side-wall effects). Further problems become 
evident after realising that the asymmetric flow field prevents a true quantification of 
the vortex strength in terms of the streamwise circulation. It is therefore not possible 
to study the effects of different turbulence models on the decay of the streamwisc cir- 
culation. This mixer configuration has therefore served its purpose in the numerical 
related investigation of the previous chapter. For the turbulence model validations to 
be conducted here, this mixer configuration needs to be abandoned for an alternative 
mixer that does not suffer from these pitfalls. 
In the literature survey of Chapter 1, a mixer studied by McCormick [70] was iden- 
tified as an alternative for the validation work of interest here. Although coarser mea- 
surement grids were used, the measurement domain comprised a much larger region in 
comparison to that used by Yu and Yip. Six streamwise vortices were encompassed 
in McCormick's measurements allowing data spanning the lobed mixer array to be av- 
eraged together to provide a representative data set for the flow field over half a lobe 
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wavelength. 
The mixer configuration of McCormick comprised 12 lobe wavelengths so that the 
measurement domain was positioned relatively far from the side walls. In addition, 
this configuration passes the criteria set by the point vortex model as the mixer meets 
the tunnel-walls at lobe peaks. These reasons, augmented by the points identified in 
Chapter 1, provided strong justification for moving to this alternative mixer configura- 
tion for the turbulence model validation studies. The results in the remainder of this 
chapter will therefore be presented for this mixer configuration which is clearly defined 
in Appendix C. The grids generated for this mixer consist of an identical grid topology 
to that employed for the Yu and Yip mixer studied so far. The grid generation and 
numerical issues are therefore the same as those presented in Chapter 5. 
6.4 Linear k-e Turbulence Model 
6.4.1 Planar Shear Layer 
Before embarking on a study of the full lobed mixer, a detailed study of a planar shear 
layer is first carried out. The planar shear layer is ideal for studying the capabilities 
of turbulence models as it forms one of the basic flows used in calibrating the k-E 
turbulence model. Any deficiencies found in the model for this simple flow can be 
separated at this early stage from any other physical processes that the model may not 
be able to capture in the complex convoluted shear layers of lobed mixers. Therefore, 
this simplified problem, which served as a good benchmark case in identifying the 
influence of different mesh types in the previous chapter, also serves as a good starting 
point in the investigation of turbulence models for convoluted shear layers. 
Several shear layer simulations have already been presented in previous chapters. 
However, following the decision to move to the mixer studied by McCormick, a simula- 
tion of a planar shear layer under the same flow conditions used by McCormick provides 
a more direct cross comparison between the planar and convoluted shear layers. More- 
over, McCormick made detailed measurements of a planar shear layer under the same 
flow conditions that he used for later lobed mixer measurements. This provides direct 
comparison with experimental data taken for this simplified case. McCormick's mea- 
surements were made for two different incoming boundary layer conditions; untripped 
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(laminar) boundary layers and tripped (turbulent boundary layers). In the context of 
a high Reynolds number time-averaged approach, only the latter can be considered as 
an appropriate flow condition for which attempts can be made to reproduce the mixing 
behaviour (no transition modelling required). The laminar boundary layer case will not 
be disregarded completely, however, as the differences revealed between the two cases 
can be used to provide further insight into the nature of the shear layer development. 
However, all the measurements presented within this chapter correspond to the case 
with tripped boundary layers. 
Two planar shear layers are simulated. The first (case 1), attempts to predict the 
mixing layer studied by McCormick. The aim here is to understand how well the 
k-c model can capture the development of the mixing layer properties, including the 
turbulence field of a planar shear layer. Hence, whereas in previous simulations focus 
has been on the self-similar behaviour, attention here is also given to the early stages of 
the shear layer formation. To account correctly for the boundary layer effects formed 
over the splitter plate, the simulation is performed with the splitter plate included in 
the computational domain. A second shear layer simulation (case 2) was also performed 
under the same flow conditions but excluding the splitter plate upstream of the shear 
layer. The aim of undertaking this additional simulation is to help understand the 
influence of the inlet conditions on shear layer properties in the early development 
stages. 
To ensure the correct inlet conditions were being simulated, the predicted incoming 
boundary layers for both low and high speed streams were compared with measurements 
made by McCormick at 0.254m upstream of the plate's trailing edge. Tables 6.1 and 6.2 
provide a comparison of boundary layer parameters at this location. The tables reveal 
that, overall, good agreement exists between the measurements and predictions. Addi- 
tional comparisons in terms of velocity profiles are presented in Figs. 6.11(a)-6.11(b). 
The profiles have been non-dimensionalised by the boundary layer thickness (6) and the 
mean velocity near the edge of the boundary layer (Ue) defined by Ue = 0.99U,,,,. The 
predictions for the low and high speed streams start at y/6 = 0.3 and 0.2 respectively as 
the linear sublayer could not be simulated with the high Reynolds number turbulence 
model used here. A total of 16 grid points existed within the boundary layers. The pre- 
dicted profiles provide further support for the good agreement in the parametric based 
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Properties UO, (m/s) 5(m) 5*(m) 0(m) H= ö*/0 Iieo Cl 
Experiments 4.8768 0.01194 0.00188 0.00124 1.524 392 0.0056 
Predictions 4.8768 0.01149 0.00172 0.00107 1.607 378.46 0.0047 
Table G. 1: Low speed measured and predicted turbulent boundary layer 
properties taken at x=0.0254m upstream of the mixer's trailing edge. 
Properties U0(m/s) 5(m) 8* (m) 0(m) II = 6*/0 1Ze© Cl 
Experiments 8.5344 0.01143 0.00159 0.00111 1.438 617 0.005 
Predictions 8.5344 0.01089 0.00169 0.00114 1.484 653.24 0.0039 
Table 6.2: High speed measured and predicted turbulent boundary layer 
properties taken at x=0.0254m upstream of the mixer's trailing edge. 
comparisons of Tables 6.1 and 6.2. Such good agreement between experiments and 
predictions justifies comparisons to be carried out with McCormick's measurements of 
this particular shear layer. 
Figure 6.12(a) presents a comparison of the predicted shear layer spreading with 
experiments. The results indicate that the initial region is not well captured in the sim- 
ulations of case 1. Initially, this appears inconsistent with the boundary layer results 
presented above which indicate a good representation of the boundary layer thickness 
in the simulations. Closer inspection of the flow field in this region reveals that the 
boundary layers thicken in the simulated flow field as the trailing edge is approached. 
Further downstream, the velocity field in the predictions of case (1) recovers rapidly 
leading to exceptionally good agreement with experiments. Both experiments and pre- 
dictions of case (1) suggest a self-similar region is reached by x=0.3m. The shear 
layer thickness of case (2) shows a similar spreading rate to case (1) in the far field. 
The whole profile is shifted downwards relative to predictions of case (1) reflecting the 
different initial conditions of the shear layer formation. It is interesting to note that 
case (2) does not show the curious high shear layer thickness predicted in case (1). This 
implies that the effects of the splitter plate wake is responsible for the boundary layer 
thickening in the Reynolds-averaged simulations. 
An alternative measure of the shear layer spreading is given by the momentum 
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thickness. Understanding the behaviour of this property is useful as it provides the 
most common form of expressing the convoluted shear layer spreading of a lobed mixer. 
Figure 6.12(b) shows a comparison of the momentum thickness evaluated from the 
experimental measurements and numerical predictions. In line with the over-predicted 
shear layer thickness of case (1), the initial momentum thickness is also over-predicted 
by a similar factor. Further downstream, the momentum thickness adopts a linear 
profile with a spreading rate lower than that implied by measurements consistent with 
the behaviour observed in Fig. 6.12(a). Case (2) shows a similar trend to the shear 
layer thickness results of Fig. 6.12(a) revealing further consistency with the arguments 
presented above. 
Extensive comparisons of the planar mixing layer spreading has been presented in 
this study. So far, a detailed survey of the turbulence field has not received much 
attention. An assessment of the performance of turbulence models for shear layers 
requires a clear understanding of the model's performance in predicting the turbulence 
properties. In what follows a close look at the turbulence field is presented to address 
this point. 
The wake-averaged turbulence kinetic energy is defined by 
1 0.99U2 
kwake =-1 
and is shown in Fig. 6.13(a). Results for the two predictions are presented together with 
the experimental data of McCormick. The results show that self-similarity of the tur- 
bulence kinetic energy takes longer than for mean quantities. For measurements this is 
approached at about x=0.6m although, as indicated by the last measurement station, 
some deviations are still present. For the predictions of case (1), self-similarly is not 
quite reached in the computational domain indicated whereas case (2) attains a self- 
similar state much more rapidly (x = 0.25m). The results reflect the strong sensitivity 
of the shear layer development to the initial conditions of the flow. The strong sensitiv- 
ity to initial conditions is also seen in the very different turbulence levels at the locations 
corresponding to the first measurement stations. This is consistent with the poor com- 
parisons illustrated with the shear layer thickness in the early stages. Figure 6.13(b) 
shows profiles of the turbulence kinetic energy corresponding to the measurement lo- 
cations shown in Fig. 6.13(a). Included in this figure are predictions corresponding to 
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the position of the last measurement location. In the early development stages of the 
shear layer, the experimental data shows higher levels of turbulence energy. Further 
downstream, the turbulence energy data begin to collapse on a single curve indicating 
a self-similar behaviour is approached. Comparison with the predicted profiles reveals 
that the turbulent kinetic energy in under-predicted in both cases. In case (2) where a 
self-similar behaviour has been reached, as is clearly implied by Fig. 6.13(a), the profile 
is not well predicted by the turbulence model. This suggests that while ak-c model 
provides good predictions of the shear layer spreading, the turbulent kinetic energy is 
not well captured by the model. The predictions of case (1) clearly show that the flow 
is still developing and would require a longer distance before a self-similar behaviour is 
reached. 
To understand what is responsible for the higher measured values of turbulence 
energy, the three normal stresses are analysed. These are presented together with 
the primary shear stress u'v' in Figs. 6.14(a)-(d). The primary shear stress u'v' is 
shown in Fig. 6.14(a). The results reveal that while the turbulent kinetic energy has 
been under-predicted by the linear k-e model, the shear stress which controls the 
shear layer spreading is well predicted. The slight difference between cases (1) and 
(2) provides further evidence of the developing state of the shear layer in case (1) at 
this location. The measured normal stresses u'2 and v'2 indicate that the self-similar 
region has been reached. The third component shows a sudden increase in the peak 
value at the last measurement station which was also reflected in the wake-averaged 
turbulent energy. Considering that the first two components do not vary much with 
downstream distance, it can also be concluded that the initial peak (atz : 0.15m) in 
the wake-averaged turbulence energy is caused by the third normal stress w'2. A final 
point of interest is the degree of normal stress anisotropy seen in the measurements. As 
mentioned previously, this anisotropy is a feature that standard linear k-e models can 
not reproduce and this is clearly reflected in the predictions. 
The measured normal stresses presented here were compared against the measure- 
ments made by Bell and Mehta [12]. The levels of u'2 and v'2 generally show good 
agreement between these two independent measurements. However, the w'2 normal 
stress measured by McCormick shows a higher peak value of 0.035 compared to 0.022 
of Bell and Mehta. Furthermore, the w'2 components measured by Bell and Melita do 
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not show as much scatter as McCormick's measurements. McCormick's measurements 
of the w'2 normal stress component therefore appear to be suspiciously high. Other 
experimental studies by Bell and Mehta [15], Dziomba and Fiedler [30], and Mehta et 
al. [74] indicate that planar mixing layers are extremely sensitive to initial conditions 
in the development stages of the layer. Depending on the details of incoming boundary 
layers, the measured stresses attained very different levels in the early part of the shear 
layer evolution. Bell and Mehta argued that the different gradients that are formed at 
the trailing edge by different boundary layer conditions are responsible for the different 
stress levels. But the experimental evidence found in the literature implies that a more 
important factor is whether instabilities are formed which themselves are dependent on 
initial conditions. In the study of Dziomba and Fiedler, the energy spectrum was mea- 
sured for a planar shear layer with laminar boundary layers. This revealed a very large 
and distinctive peak at a frequency corresponding to the Kelvin-Helmholtz instability. 
Numerical simulations [74] and experimental measurements [15] clearly illustrate that 
this instability significantly increases the v'2 component. In another study conducted 
by Bell and Mehta [13] of a streamwise vortex interacting with a shear layer, a very im- 
portant result was found in which the w'2 component was found to increase significantly 
over the planar shear layer case without the vortex interaction. To illustrate the im- 
portance of the Kelvin-Helmholtz instabilities for the current study, the measurements 
of McCormick made with laminar boundary layers are included in Appendix E. 
Referring back to Fig. 6.13(a), the Reynolds-averaged simulations of case (2) show 
a more rapid increase than case (1) in line with the arguments that a higher velocity 
gradient produces a larger production of turbulence energy. But, despite the essential 
discontinuity of velocity in case (2) (i. e. velocity gradients higher than in McCormick's 
measurements with laminar boundary layers), the distinctive peak seen in the measure- 
ments can still not be captured. This supports the arguments of Section 6.2.1, that the 
Kelvin-Helmholtz instability cannot be captured in the time-averaged simulations. 
To conclude this discussion, capturing the initial development region of the planar 
mixing layer proved to be impossible with a Reynolds-averaged solution method. While 
the boundary layers are well represented upstream of the splitter plate's trailing edge, 
much experimental evidence seems to indicate that the development region is sensitive 
to initial conditions and susceptible to instabilities which cannot be captured with the 
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current methodology. The linear k-c model can predict the self-similar region for 
a planar mixing layer which the shear layer satisfies in the far field. In lobed mixer 
flows, interest is usually focused on the near field since high mixing is required within 
the shortest duct length possible. The problems in capturing the development region 
of the shear layer can have important implications in modelling the mixer shear layer. 
Attention can now be directed to this more complex problem with this knowledge at 
hand. 
6.4.2 Convoluted Shear Layer 
Following the findings of the planar shear layer results, focus in the comparisons to be 
presented here will be on the near field region. Further downstream, the shear layer is 
seen to reach an essentially fully mixed out state where flow gradients are significantly 
reduced. It is the near field region which determines how quickly this fully mixed 
out stage is reached and consequently a clear knowledge of this part of the flow is 
sought. The experimental data used in the comparisons given below have been derived 
by averaging measurements made over the six half-lobe wavelengths covered in the 
measurement domain of McCormick. This alleviates the concern with regards to the 
effects introduced by strong spanwise variations that can occur in mixing layers and 
provides an appropriate data set for use with the Reynolds-averaged simulations. (Note 
that for best visual impact, a full lobe wavelength representation is used in the figures 
by reflecting the half-lobe data). 
Figure 6.15 presents comparisons of streamwise velocity contours between predic- 
tions and the averaged experimental data. At x/H = 1.75, the initial impression is a 
rather more diffused field in the experimental data. A possible contribution to this can 
be the coarser resolution used in the measurements. In addition, spanwise variations in 
the original data can show up as more diffused contours following the spanwise averag- 
ing. The rotation of the shear layer is seen to develop slower in the predictions. This is 
very clear from the distribution of the contours near the low speed trough flow which 
are already `pinching-off' in the experimental data but have not quite done so at this 
position in the predictions. The `kinks' in the shear layer structure created by the two 
streamwise vortices that form initially at the mixer's trailing edge are also sharper in 
the experiments than the predicted field. Another interesting feature of the predictions 
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Figure 6.15: Normalised streamwise velocity; (a) Linear k-f model 
predictions, (b) Experimental measurements. 
is the higher protrusion of the `plume' drawing the high speed flow to the lobe peak. 
This leads to a more curved shear layer structure near the lobe peak. Experiments 
show a more flattened shear layer structure with the high speed flow well below the 
lobe peak. At x/H = 3.0, the shear layer `pinching-off' has occurred in the predictions. 
The effects seen at the previous location are also reflected in the contour distributions 
here which show a more elongated predicted shear layer structure and a less diffused 
shear layer. By x/H = 4.5, the mixing layer in the experiments has engulfed a large 
portion of the flow domain. The confined high-speed flow near the lobe peak seen at 
the last location is no longer present indicating a more uniformly mixed out, region. 
However, the effect of the shear layer `pinching-off' of what subsequently becomes a 
double layered shear layer remains evident even at this location. This is smoothed out 
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further downstream at x/H = 6.0. Predictions at x/H = 4.5 still contain the region of 
high-speed flow near the lobe peak. Only at x/H = 6.0 is this seen to mix out. The 
results presented therefore indicate that the predicted shear layer evolution seen to be 
1.5H behind that seen in the experiments. 
Further evidence of this behaviour can be drawn from the streamwise vorticity field 
and secondary velocity vectors shown in Fig. 6.16. At x/H = 1.75, clear evidence is 
present in the predictions of the streamwise vortices which form at the mixer's trailing 
edge. The vorticity field is also seen to be mainly concentrated along the vertical 
portion of the mixer's trailing edge providing clear support for the discussion presented 
in Section 6.2.2 with respect to the generation of streainwise vorticity. 'l'ice slight 
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misalignment between the streamwise vorticity contours and the vertical mixer side 
wall is brought about by the rotation of the vorticity by its self-induced secondary 
velocity. At the same location the experimental data does not provide any indication 
of the two vortices seen in the predictions. Furthermore, the vorticity field seems to 
be weaker and less diffused. In fact, better comparisons can be seen by comparing 
measurements at x/H = 1.75 with predictions at x/H = 3.0. This is in line with 
the observation made above that experimental data indicates a faster development of 
the shear layer than the predictions show. This lag in the predictions continues further 
downstream up to the last shown location at x/H = 6.0. Another identifiable difference 
between predictions and experiments is seen in the location of the streamwise vortex. 
Predictions show this to remain centered along the mid-point of the vertical side wall. 
Experiments, however, reveal the vortex is located closer to the bottom of the vertical 
side wall. 
As discussed in Chapter 5, a quantitative measure of the streamwise velocity con- 
tours and streamwise vorticity field is given by the momentum thickness and streamwise 
circulation. Following the definitions of these two integral parameters as given by Eqs. 
(5.4.1) and (5.4.4), these quantities are shown in Fig. 6.17(a)-(b). The experimental 
values evaluated from the eight downstream stations used by McCormick are included. 
For the momentum thickness, the baseline planar mixing layer results have also been 
added. The variation of momentum thickness is considered first. The predicted momen- 
tum thickness captures the general trend reflected in the measured data. Initially the 
momentum thickness in the lobed mixer flow shows a very rapid rise and a mixing rate 
higher than measured in the case of the planar shear layer. By x/H = 6.0, a gradual 
decrease follows such that by x/H = 12.0 the rate of mixing has dropped below the 
spreading rate of the baseline flat plate. The momentum thickness is under-predicted at 
x/H = 1.75 by around 20%. This is consistent with the higher level of spreading seen in 
the streamwise velocity contours of the measured data. Further downstream, the error 
reduces within the next three measurement locations. This is not an indication of an 
improvement in the predicted field further downstream. Rather, it is brought about by 
the decreasing mixing rate which occurs earlier in the experiments than the predictions 
leading to a cross-over point. In the far field, the mixing rate does not fall as rapidly 
as the predictions imply and is consistent with the results of the planar shear layer. 
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The decay of the streamwise circulation is given in Fig. 6.17(b). The first important 
point to draw here is the much improved level of agreement between measurements and 
predictions for this half lobe simulation. The error is far lower than the predictions 
presented in Section 6.3.1 for the Yu and Yip mixer. This provides the first strong 
justification for having abandoned the Yu and Yip mixer configuration which, as was 
shown, suffered from the side wall effects on the decay of the streamwise circulation. 
These contributions could not be readily separated from the deficiencies embedded in the 
linear k-E turbulence model used thus preventing a critical assessment of the turbulence 
model. Figure 6.17(b) shows that the measured circulation decays more rapidly than 
the predictions. This again proves to be consistent with results of the streamwise 
vorticity field presented earlier and confirms the general impression conveyed by the 
results so far that the predictions appear to lag the shear layer development implied 
by the measurements. At x/H = 1.75, the calculated error is 5% increasing to 65% 
by x/H = 4.5. The delay in the decay of streamwise circulation is seen in the figure 
to lie in the region 0< x/H < 1.5 which in actual fact represents a slight increase in 
circulation. 
The momentum thickness evaluated from Eq. (5.4.4), is derived from the streamwise 
velocity. An understanding of the momentum thickness requires an understanding of 
the Reynolds stresses and viscous terms in the streamwise momentum equation. In 
this case, the main stresses responsible for the diffusion of streamwise momentum are 
77 and usw-. Similarly, the streamwise circulation is evaluated from the streamwisc 
vorticity (see Eq. (6.4.2)). In this case, an assessment of the shear stresses in this 
equation is required. The complete form of the streamwise vorticity equation is given 
by 
Dw au au au 
_a 
(6u7v7 aUt & a2 2 '- ') 
Dt WX ax + wY 8y +Wz TZ äx ez - ay -}- ayvýz v2-w 
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It will be assumed for now that the normal stress anisotropy cannot be predicted by a 
linear k-E model (more on this assumption is given later in Section 6.6). If in addition 
streamwise gradients are assumed small compared to cross-stream gradients, which is 
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the basis of the slender body approximation for lobed mixers [7], then the main Reynolds 
stress remaining is v'w. This simple argument has the immediate implication that while 
the momentum thickness is dictated by the primary shear stresses u'v' and u'w', the 
secondary shear stress v'w' is the only significant component in the streamwise vorticity 
equation. A standard linear k-E model is calibrated to provide good predictions of 
the primary shear stress u'v' of a planar shear layer. For a convoluted shear layer, u' i' 
would be expected to play a similar role to uw' in the mixing of the shear layer and 
consequently a good prediction of the momentum thickness is expected. The secondary 
shear stress v'w' has no direct analogue in a planar shear layer and this may explain 
why predicting the decay of the streamwise circulation proves to be more difficult than 
the momentum thickness. To assess the validity of this conjecture, a detailed analysis 
of the turbulence field is now presented. 
Initially, the primary shear stresses will be considered and results for 2i'v' and Wi, ' 
are shown in Figs. 6.18 and 6.19 respectively at two downstream locations within the 
mixing duct. At x/H = 1.75, the predicted u'v' shear stress contours exhibit peak 
negative values near the lobe peaks and troughs where velocity gradients are predonii- 
nantly aligned along the y-axis. Two peak regions exist along the vertical side walls and 
these coincide with the two `kinks' of the shear layer structure seen in the streamwise 
velocity contours. Similar features exist in the experimental data although extrema 
(b) (i) x/H = 1.75 (a) (i) x/H = 1.75 (ii) x/H = 4.5 (ii) x/H = 4.5 
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near the lobe peak are substantially less widespread and are lower in relation to the 
predictions. In the vicinity of the lobe troughs, the experimental data show a more 
diffused distribution of shear stresses. All of the above is consistent with the discussion 
of the streamwise velocity contours presented above and the distinctly different distri- 
bution relative to the predictions confirms this point. At x/H = 4.5, the more highly 
stretched shear layer of the predictions is reflected in the positive shear stress contours 
lying between the two layered shear shear layer. Comparisons of the second primary 
shear stress shown in Fig. 6.19 illustrates essentially the same level of agreement dis- 
cussed for the u'v' shear stress. Accordingly, it can be concluded that the primary shear 
stresses are well predicted but are generally less spread out than the experimental data. 
Plots of the secondary shear stress v'w' presented in Fig. 6.20 reveal relatively poorer 
agreement between predictions and experiments in comparison to the primary shear 
stresses particularly in the further downstream region. At x/H = 1.75, the secondary 
shear stress is seen to be concentrated along the vertical mixer walls. The experimental 
data reveals the contours are in a relatively lower position and this is indicative of the 
lower vortex position as depicted by the velocity contours discussed earlier. The double 
peaked distribution seen in the experiments is also a distinct feature not present in the 
simulations in which a plateau of peak shear stress levels is predicted. Considering the 
(a) (i) x/H = 1.75 (ii)x/H=4.5 (b) (i) x/H = 1.75 (ii)xM"4.5 
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Figure 6.20: Normalised secondary shear stress (v'w') contours; (a) Lin- 
ear k-E model predictions, (b) Experimental measurements. 
faster development of the shear layer in the experiments and the highly distorted shear 
layer structure seen in the streamwise velocity contours, it appears that these double- 
peaked regions arise following the `pinching-off' mechanism which splits the high stress 
levels into two separate regions. This `pinching-off' mechanism is nnuch weaker in the 
simulations, a fact supported by the weaker `kinks' in the shear layer, causing a modified 
shear stress distribution. At x/H = 3.0, the processes taking place upstream lead to 
more vertically elongated shear stress contours in the experiments. Peak shear stress 
levels are additionally lower than in the predictions and continue to decay at a more 
rapid rate than the simulations predict. 
As previously argued, the streamwise vorticity and hence circulation are significantly 
effected by the secondary shear stress. The poorer agreement achieved for this stress 
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Figure 6.21: Normalised turbulent kinetic energy; (a) Linear k-c model 
predictions, (b) Experimental measurements. 
component provides good reason why the differences shown in Fig. 6.17(b) for the 
streamwise circulation are greater than observed with the momentum thickness. 
To finish the discussion on the turbulence field, the turbulence kinetic energy pro- 
vides the last significant quantity of interest, plots of which are given in Fig. 6.21. In 
comparison to results presented so far, the turbulence kinetic energy is under-predicted 
by almost a factor of 2. From x/H = 1.75, the under-prediction is seen to be associated 
with the entire shear layer rather than simply being localised to a particular part of the 
flow. Localised regions of very high turbulence intensity do exist in the experiments 
and are found in the streamwise vortex cores and in the `pinched-off' region of the shear 
layer. Much evidence found in the literature regarding the increase in turbulence energy 
as a consequence of the `pinching-off' mechanism has already beeti presented in Chapter 
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1. This mechanism seems to have a prolonged effect as seen at x/H = 4.5. Between this 
location and x/H = 3.0, a very rapid decay in turbulence has clearly occurred pushing 
the turbulence down to levels much closer to those in the predictions. 
The wake-averaged turbulent kinetic energy is presented in Fig. 6.22(a). This pro- 
vides clear evidence that the turbulence kinetic energy is under-predicted by approxi- 
mately a factor of 2, but further downstream the rapid decay seen in the measurements 
reduce this to about 1.2. The peak turbulent kinetic energy levels coincide with the 
location where the `pinching-off' mechanism occurs. These results suggest that the high 
turbulent kinetic energy levels are produced as a consequence of the 'pinching-off 'of the 
unsteady normal vortices that shed off the mixer trailing edge. The under-prediction of 
turbulence energy presented for the lobed mixer case appears analogous to the planar 
shear layer. However, measurements for the case with laminar boundary layers made 
by McCormick, which are presented in Appendix E, show that the levels of turbulence 
energy are comparable to the turbulent boundary layer case used in the present com- 
parisons. Therefore, unlike the Kelvin-Helmholtz instability itself, the `pinching-off' 
mechanism is not too sensitive to the initial boundary layer conditions. 
A look at the individual wake-averaged normal stresses is instructive. Fig. 6.22(b) 
shows that all three components of the normal stresses are significantly under-predicted. 
Evidence of the Reynolds stress anisotropy is also present in the measurements which 
cannot be captured with the linear k-e model simulation presented here. It is clear that 
further understanding of the under-prediction in the turbulent kinetic energy requires 
an analysis of the individual normal stress components. Discussion of this is deferred 
until Section 6.5.2 where results for the non-linear k-e model are also presented. 
Results of the linear k-c model presented in this section have clearly demonstrated 
the model's performance for the lobed mixer investigated. 
6.5 Non-Linear k-e Turbulence Model 
6.5.1 Planar Shear Layer 
The detailed and comprehensive study performed in the previous section has provided 
a good `stepping stone' from which an extension of the methodology adopted to include 
the effects of the quadratic non-linear k-c model of Speziale [99] can be investigated. 
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Figure 6.22: Variation of global parameters with downstream distance. 
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Properties U(m/s) 6* (m) 0(m) H= 6*/0 1Ze© Cf 
Experiments 4.8768 0.00188 0.00124 1.524 392 0.0056 
Linear 4.8768 0.00172 0.00107 1.607 378.46 0.0047 k-e model 
Non-linear 4.8768 0.00174 0.00108 1.608 355.49 0.0047 
k-e model 
Table 6.3: Low speed measured and predicted turbulent boundary layer 
properties taken at x=0.0254m upstream of the mixer's trailing edge. 
Properties U(m/s) 6* (M) ©(m) H= S*/0 Reo Cl 
Experiments 8.5344 0.00159 0.00111 1.438 617 0.005 
Linear 8.5344 0.00169 0.00114 1.484 653.24 0.0039 
k-c model 
Non-linear 8.5344 0.00171 0.00115 1.485 662.29 0.0039 
k-c model 
Table 6.4: High speed measured and predicted turbulent boundary layer 
properties taken at x=0.0254m upstream of the mixer's trailing edge. 
Following the approach adopted previously in this work, the non-linear model is first 
assessed against the baseline case of a planar shear layer. In the corresponding study 
carried out with a linear k-e model in Section 6.4.1, the mean flow properties were well 
captured. Turbulent quantities, particularly the normal stress anisotropies, could not 
be represented by the linear version of the k-e model. In Chapter 1, one of the prime 
motives set out for this study was to assess the capability of the non-linear model in 
capturing the normal stress anisotropies. It is therefore intuitive to gain some insight 
into this simplified case where the non-linear model's capability in capturing the normal 
stress anisotropy can be assessed. In the results presented here, only one simulation for 
a non-linear model was performed corresponding to the case with the flat plate included 
upstream of the shear layer. This is equivalent to the simulation of case (1) studied in 
Section 6.4.1. 
Tables 6.3 and 6.4 provide boundary layer parameters at 0.0254m upstream of the 
mixer's trailing edge for both high and low speed streams respectively. As indicated by 
the results, the non-linear model has very little effect on these parameters with respect 
to results presented for the linear model. It is therefore possible to conclude that the 
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upstream conditions play no part in modifying the shear layer properties predicted 
with a non-linear turbulence model. The influence of using a non-linear turbulence 
model on the mean flow properties is presented in Figs. 6.23(a) and 6.23(b) for the 
shear layer thickness and momentum thickness respectively. Both figures show that a 
non-linear model introduces no difference on the growth rate of a planar shear layer. 
Similarly, the wake-averaged turbulent kinetic energy presented in Fig. 6.24(a) reveals 
no difference between the linear and non-linear models. This underlines the conclusion 
given in Section 6.4.1 that the differences between measurements and predictions arise 
due to the instabilities present in a developing shear layer which can not be captured 
by a Reynolds-averaged approach. The results presented in these figures imply no 
significant differences are introduced in the primary shear stress or turbulent kinetic 
energy profiles across the mixing layer. This is illustrated in Figs. 6.24(b) and 6.25(a) 
in which predictions for both linear and non-linear results are essentially identical. 
It has been shown that the non-linear model has no impact on the mean flow or 
primary shear stresses of a planar shear layer. Speziale [99] showed this to be equally 
true of a turbulent channel flow. However, Speziale was aware that anisotropic normal 
stresses exist in this flow. Since these stresses have no impact on the mean flow, the 
channel flow provided an ideal case to calibrate the non-linear model yielding the ad- 
ditional coefficient given in Eq. (2.4.26) of Chapter 2. The planar shear layer results 
presented so far suggest a similar scenario in which anisotropic normal stresses exist in 
experiments but whose contribution on the mean flow is unimportant. It is therefore 
interesting to observe how capable this non-linear model is in predicting the normal 
stresses of a planar shear layer. Results are presented in Figs. 6.25(b)-(d). It is im- 
mediately clear that the non-linear model has a substantial influence on the predicted 
normal stresses for this flow. The role of the non-linear model has been simply to redis- 
tribute the energy between the normal stresses since the turbulent kinetic energy (equal 
to half the sum of the normal stresses) is unmodified as shown in Fig. 6.24(b). The 
non-linear ur2 and v'2 profiles are shifted in the right direction (i. e. increase in u'2 and 
decrease in v'2 relative to the linear model in agreement with experiments). However, 
an over-prediction in ui2 is seen with a corresponding under-prediction in both v'2 and 
w'2. Taking into consideration the suspiciously high experimental values of w'2 relative 
to those measured by Bell and Mehta [12], it can be argued that the results show a qual- 
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itative improvement in the relative magnitudes of the individual normal stresses. The 
lack of quantitative agreement with experiments can be attributed to the calibration of 
the constants in the non-linear model with a turbulent channel flow. 
6.5.2 Convoluted Shear Layer 
In the previous section, the non-linear model has revealed no effect on the mean flow of a 
planar shear layer analogous with the turbulent flow through a channel. In comparison, 
the non-linear model does produce a significant improvement on the secondary flow 
of a square duct as illustrated in Chapter 4. In a square duct, the secondary flow is 
nominally 1% of the primary streamwise component. In a lobed mixer, the secondary 
flow is induced by the lobe corrugations yielding secondary velocities around 40% of 
the average streamwise velocity. Under these conditions, it is unclear how significant 
a contribution the non-linear model will have on the predicted mean flow. Focus is 
therefore initially given to how sensitive the mean flow of a lobed mixer is to the non- 
linear turbulence model. 
Figure 6.26 presents mean streamwise velocity contours at two downstream locations 
for both linear and non-linear turbulence models. At both locations, the non-linear 
model shows essentially no difference from predictions given by the linear model. The 
only hint of a change is seen near the `pinched-off' region and near the lobe peak. 
In the former, the non-linear results at x/H = 1.75 show the gap of high speed flow 
separating the two portions of the shear layer to be slightly reduced relative to the linear 
model's predictions. More evidence of this narrowing in the `pinched-off' region is given 
at x/H = 4.5. The lobe peak contours show a more obvious change in the form of a 
flattening of the various contour levels. This is most prominent at x/H = 4.5 and shows 
marginally better agreement with the generally observed patterns of the experimental 
data. 
The effect of the model on the secondary flow can be studied through the streamwise 
vorticity and secondary velocities presented in Fig. 6.27. Once more, results here show 
very little difference between the two models although close inspection does reveal 
that regions associated with stronger vorticity in the non-linear predictions are slightly 
more widespread than their linear model counterparts. This is evidence of a stronger 
secondary flow field predicted by the non-linear model consistent with the stronger 
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rotation of the shear layer observed above. 
The momentum thickness and streamwise circulation evaluated from these predic- 
tions are given in Figs. 6.28(a)-(b). Results of the linear model and experimental data 
are included for purposes of comparison. In the near field, the momentum thickness 
shows very little change with an improvement of 2.7% over the linear results. Beyond 
s/H = 6.0, the non-linear prediction departs that of the the linear model attaining a 
value 2.4% higher in the far field and in better agreement with measurements. Thus, 
unlike the planar shear layer case, the non-linear model modifies the momentum thick- 
ness of a lobed mixer shear layer albeit only slightly. The streamwise circulation reveals 
a higher initial value is predicted with the non-linear model at the mixer's trailing edge. 
The value rises more sharply than the linear model's variation and then decays at a 
rate 7% slower than predicted with the linear model. The results in this case show 
further deviation from experimental data. The streamwise circulation is dependent on 
various quantities and a detailed discussion of why such results are obtained is provided 
in Section 6.6. In the present section, some insight is given by surveying the turbulent 
field. 
Contours of the primary shear stresses 77 and u'w' are given in Figs. 6.29 and 6.30. 
In this case, the experimental measurements have also been included to assist in the 
cross-comparison between all three cases. At x/H = 1.75, the contours of uV predicted 
by the two models along the mixer side walls reveal a completely different distribution. 
Whilst the linear model predicts `islands' of positive shear stress in response to the 
`kinks' in the shear layer, the non-linear model captures a single `island' with a high 
level of negative vorticity along adjacent mixer side walls. Negative values remain 
present although much less distributed. In comparison with measurements, neither 
model provides an accurate prediction of this shear stress component, although the 
non-linear model is reproducing better the mixed negative/ positive stress levels in 
this part of the flow. One possible contribution for the differences that still exist in 
the non-linear predictions could be associated with the generally slower development 
of the shear layer as suggested in Section 6.4.2. Near the lobe peak, the non-linear 
model predicts much higher (negative) values relative to the linear model. The non- 
linear predictions therefore show a deviation from the experimental measurements in 
this region. Further evidence of the higher values predicted by the non-linear model 
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can also be seen in the region of high `activity' near the low-speed lobe troughs where 
a wider distribution of high stress contours exists in comparison with the linear model 
predictions. At x/H = 4.5, the non-linear model does not capture any new features 
not captured by the linear model but the stress levels remain somewhat higher. In fact, 
these higher stress levels provide better agreement than the predictions with the linear 
model. Despite these changes introduced by the non-linear model, the main difference 
between both predictions and experiments lies in the more highly elongated shear layer 
structure captured by the simulations. 
Considering the other primary shear stress ulwl, Figs. 6.30(a)-(c) show that the non- 
linear model has a less pronounced effect on the general distribution of the contours for 
this shear stress. This result is acceptable as the main features are well captured by 
the linear model. As in the other component, the non-linear model yields higher stress 
levels which appears to detract from the agreement with experimental data. 
Following a presentation of the results for the two primary shear stresses, it is now 
possible to articulate how these play a role in the variation of the momentum thickness. 
In Fig. 6.28(a), the momentum thickness was shown to be only slightly sensitive to 
the effects of a non-linear model stress/ strain relationship. As argued earlier, the 
momentum thickness is dependent on the gradients of the two primary shear stresses. 
The non-linear model has introduced significant differences into the levels of u'v'. The 
u? w7 stress has not revealed strong sensitivity to the non-linear model. Together, these 
facts suggest that the momentum thickness is more dependent on the spanwise gradient 
of u'w7 (i. e. 8). The prediction of the momentum thickness in a lobed mixer flow 
with vertical side walls therefore requires a correct prediction of the primary shear stress 
u, w,. 
As outlined earlier, the influence of the secondary shear stress v'w' is more significant 
on the streamwise circulation. Fig. 6.31 presents results of the secondary shear stress 
component. At x/H = 1.75, predictions by both models are essentially similar. The 
most prominent difference in the non-linear prediction is located near the lobe troughs 
which show separate `islands' of stress contours of opposite sense to the main `islands' 
on the corresponding half lobe wavelengths. These separate `islands' are not reflected in 
the measured data. As noted with the other two shear stress components, the levels in 
the non-linear predictions are higher than the linear model. This is strikingly obvious 
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at x/H = 4.5. At this location, the two predictions also show significant differences 
in the shape of the contours in which a more elongated distribution is captured by the 
non-linear model. This distribution of contours is inclined to the vertical mixer walls 
which is a characteristic not seen in the linear model or measurements at this location. 
The non-linear model does not provide a good representation of the flow region near 
the lobe troughs, possibly due to the influence of the stress `islands' of opposite sense 
that were seen to exist at x/H = 1.75. The differences introduced by the non-linear 
model onto the secondary shear stresses can be expected to have a contribution to 
the differences seen in Fig. 6.28. However, other processes also effect the decay of the 
streamwise circulation and a detailed analysis of this aspect of the results is addressed 
later in Section 6.6. 
Turbulent kinetic energy contours assist in further interpreting some of the results 
presented above. In Fig. 6.32 at x/H = 1.75, the turbulent kinetic energy levels in 
experiments are still higher than given by both predictions. The non-linear results 
do provide slight increases in local parts of the shear layer with the region near the 
lobe peaks experiencing the largest effects. The square of turbulence kinetic energy 
is proportional to the eddy viscosity. This implies that higher levels of eddy viscosity 
are predicted by the non-linear model than the linear model near the lobe peaks. A 
clear explanation for the higher u'v' stress levels predicted by the non-linear model 
follows. Experimental measurements clearly show much lower turbulence energy levels 
in this part of the flow. This is consistent with the lower measured 77 stress levels. At 
x/H = 4.5, the two predictions are essentially identical but a slightly wider distribution 
of high turbulence levels is given by the non-linear model. The wake-averaged turbulent 
kinetic energy and individual normal stress contributions are given in Figs. 6.33(a)-(b). 
Evidence of the higher turbulence levels obtained with the non-linear model is shown, 
but the levels remain much lower than measured in experiments. Inspection of the 
individual normal stress contributions now reveals a degree of anisotropy predicted 
by the non-linear model. Although their levels are much lower than measurements 
show, the results also show poor qualitative agreement with experiments which reveal 
an opposite ordering of the relative stress contributions to that predicted by the non- 
linear model. The planar shear layer results revealed that the normal stresses are not 
well predicted by this non-linear model. Despite this, good qualitative agreement with 
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Figure 6.33: Variation of global parameters with downstream distance. 
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measurements was obtained. This suggests that another physical mechanism is present 
in the lobed mixer flow field which needs to be better understood. 
One means to doing this is by analysing results for the individual normal stresses. 
Considering all three components for all cases at several locations would be unnecessar. 
ily exhaustive. Alternatively, a sample of the results is presented to uncover trends and 
the key points of interest. A good representative streamwise location that serves the 
above purpose is given at x/H = 3.0. Results of the three normal stress components at 
this location are shown in Fig. 6.34. It is worth first understanding the experimental 
data to provide some kind of reference for further comparisons. The individual normal 
stresses reveal that the highest levels are found in vortex cores for v'2 and at the 'pinch- 
off' region for w'2. The u'2 levels are comparatively lower than the other two normal 
stress components and are in better agreement with predictions. The peak levels seen 
previously in the turbulent kinetic energy contours can now be attributed to the two 
separate contributions from the high turbulence activity in the vortex cores and the 
`pinch-off' region. The former is linked to high levels of v'2 while the latter is associ- 
ated with the w'2 normal stress component. As covered in Chapter 1, the amount of 
experimental evidence that supports the sudden increase in turbulence energy is sub- 
stantial, but a detailed understanding of the processes involved is still lacking. It does 
appear that this process introduces difficulties with the time-averaged approach since 
no such behaviour is captured by either turbulence model depite the limited increases 
in w'2 captured by the simulations in this region. The differences in the predicted and 
measured peak values are so large that the processes involved appear to be quite com- 
plex and may even be inherently linked to the unsteadiness of the mixing layer. Results 
of the linear model clearly reveal the model's inability in capturing such high levels of 
anisotropy. The non-linear model shows some qualitative improvement in the contours 
of v'2 is obtained by responding to the position of the vortex cores. Nevertheless, this 
remains a poor representation of the experimental measurements. It is possible that 
v'2 feeds on the w'2 levels, and since the latter is not well captured this leads to a 
poor prediction of v'2. The non-linear model does show some response in w'Z to the 
`pinching-off' of the shear layer but overall values have decreased relative to the linear 
model. This is consistent with the planar shear layer results and it appears that unlike 
the v'2 component, the main physical process for this case can not be captured pos- 
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sibly due to the Reynolds-averaged methodology adopted. These arguments although 
not conclusive, are consistent with the results of this study and other investigations 
found in the literature [71], [68]. It does stress that further insight is required into the 
`pinching-off' effect occurring in a convoluted shear layer of a lobed mixer. 
6.6 Analysis of Streamwise Vorticity Transport Equation 
6.6.1 Decay of Streamwise Circulation 
Thus far, a detailed analysis of the results provided by the two turbulence models for a 
lobed mixer flow has been presented. This has provided significant insight and under- 
standing into the turbulence modelling of this flow that is driven by its vorticity field. 
As stated in the introduction to this chapter, a detailed analysis of the streamwise 
vorticity field should provide a good viewpoint of this flow problem due to the absence 
of the pressure term in the incompressible limit of constant density flows. Sample re- 
sults concerning the streamwise vorticity have already been presented in the proceeding 
chapters. In the following section, an analysis of the streamwise vorticity equation is 
conducted to provide further understanding of the turbulent stress contributions to this 
flow. The aim here is to quantify the various turbulent stress contributions to the decay 
of the streamwise circulation to identify the role played by the turbulent stresses on 
this flow parameter. The first step taken in achieving this is to pose the question `flow 
does the streamwise circulation vary with the motion of the flow? '. Mathematically, this 
translates into evaluating :. Since 
r=J J w"dA (6.6.1) A 
This gives 
DI' 
_D 
/' fA 
w" dA Dt Dt J 
=ff Dt " 
dA + 
fA 
w" 
DD A 
(6.6.2) 
Batchelor [11] shows that the material derivative can be written as 
DdA 
Dt = 
(V - v)dA - (Vv)dA (6.6.3) 
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which for incompressible flows reduces to 
DdA 
_ -(Vv)dA (6.6.4) Dt 
Substituting Eq. (6.6.4) into Eq. (6.6.2) yields 
Dt 
Dr= ffa 
Dt - 
dA -J [w. ((Vv)dA) (6.6.5) A 
The streamwise circulation corresponds to an integration over a surface A such that 
the directed area dA of the surface is aligned with the x-axis. The variation of the 
streamwise circulation is then given by 
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after replacing the substantial derivative with Eq. (6.4.2). 
The various contributions to the decay of the streamwise circulation can therefore 
be determined by evaluating the various terms on the right hand side of Eq. (G. G. Gb). 
These terms contain second derivatives of the turbulent stresses. Noting that the com- 
puted turbulent stresses are themselves a function of the velocity gradients, care must 
be taken in computing the terms in Eq. (6.6.6b) as significant numerical errors can 
arise. An important point to consider is that the numerical results are solutions of the 
discrete form of the momentum equations. In deriving Eq. (G. G. Gb), the equation for 
the streamwise vorticity given by Eq. (6.4.2) has been used. This equation is derived 
from the analytical form of the momentum equations. To avoid the inherent numerical 
errors discussed above, the streamwise vorticity equation is derived by applying the curl 
operator on the discrete form of the momentum equations. Adopting this approach and 
noting which terms in the momentum equations lead to the terms in the streamwise 
vorticity equation after the curl operator is applied leads to a consistent evaluation of 
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terms A2, A3, A4, and AS with the discretisation of the momentum equations. This 
approach is the one that has been used in deriving the results to be presented below. 
Figures 6.35(a) and 6.35(b) show the contributions of the individual terms of Eqs. 
(6.6.6a-6.6.6b) on the variation of the non-dimensional substantial derivative of the 
streamwise circulation for the linear k-e turbulence model. The * is used here to 
denote non-dimensionalisation with respect to the square of the average velocity (U,. ) 
of the two streams. Figure 6.35(a) shows the variation of the substantial derivative 
of streamwise circulation as predicted by term Al compared against the sum of terms 
A2, A3, A4, and A5. The results clearly show that term Al, and terms A2, A3, A4, 
and AS are in balance. It is worth noting from this figure that near the trailing edge 
(Dr., )- is slightly positive in agreement with the very slight increase in the predicted Dt 
streamwise circulation seen in the results of Fig. 6.17(b) for the linear k-e turbulence 
model. By x/H = 1.5, (Dt) * changes sign and decreases rapidly to a negative peak 
level by x/H = 3.0. This high level of decay in streamwise circulation continues up to 
x/H = 5.5 where an increase in (Dt) * begins although at a rate slower than the rapid 
fall captured in the early stages. At x/H = 15.0, the variation in (Dr t-f)* has more 
or less leveled off at a value approximately equal to zero consistent with the results 
presented in Fig. 6.17(b) for the non-dimensional streamwise circulation. 
To quantify the relative importance of the turbulent stresses on the strcamwise 
circulation, and hence vorticity field, the individual terms as classified in Eqs. (G. G. Ga- 
6.6.6b) were computed and are presented in Fig. 6.35(b). The results clearly reveal that 
the only significant term in this case is given by the secondary turbulent shear stress 
v'w7. The primary shear stresses and the normal stress an-isotropy have a negligible 
contribution to the variation of the streamwise circulation and are comparable to the 
contributions of the viscous stresses. These results provide clear support of the argu- 
ments put forward in Section 6.4.1 regarding the relative roles played by the various 
Reynolds stresses. 
The quadratic non-linear k-E turbulence model has been shown to predict a certain 
level of normal stress an-isotropy. A similar analysis to the one presented above can 
therefore show the role played by the normal stress anisotropy term on the decay of 
the streamwise circulation. Figure 6.36(a) presents plots of () "` computed from Eq. 
(6.6.6a) and (6.6.6b). Once more, the plots show that the appropriate contributions 
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from Eqs. (6.6.6a-6.6.6b) are in balance. The result of the linear k-E turbulence model 
has also been included to show the differences between the predictions given by the two 
models. It is seen that just aft of the trailing edge, a higher positive value of 0.007 
is predicted by the non-linear turbulence model in comparison to the value of 0.002 
provided by the linear model. This results in a higher rate of increase in the streamwise 
circulation as was observed in earlier discussions of Fig. 6.28(b). The two models then 
show a rapid fall in (Dt)*. The linear model reaches a minimum value that is lower 
than that given by the non-linear model. This is clear confirmation that the decay rate 
predicted by the non-linear model not only lags that of the linear model (as shown in 
Fig. 6.28(b)) but actually decays more slowly. Further downstream, a decreasing decay 
rate of equal magnitude is predicted by the two turbulence models. 
The individual contributions to the observed trends of Fig. 6.36(a) are presented 
in Fig. 6.36(b). The results now show that in addition to the secondary shear stress 
vV, term (A3) is contributing significantly to the variation of the streamwise circu- 
lation. This term corresponds to the normal stress anisotropy of Eq. (6.4.2). Other 
terms in the streamwise vorticity equation remain negligible. Just aft of the trailing 
edge, the contribution from the normal stress anisotropy is very small and the positive 
value of (j) 
* seen at this location is provided by the secondary shear stress v'w'. 
Generally, this term is most dominant up to x/H = 13.0. At x/H = 5.0, the normal 
stress anisotropy provides a 7.5% contribution to the overall value of the (ý)'. It 
is interesting that despite this additional negative contribution from the normal stress 
anisotropy, the total absolute value of 
(j) * at this location predicted by the non- 
linear model is lower than the absolute value predicted by the linear k-c turbulence 
model. This is a consequence of the significantly different distributions of the secondary 
shear stress v'w' predicted by the linear and non-linear models as shown in Fig. 6.31. 
At x/H = 13.0, terms (A3) and (A4) become equally important. Further downstream, 
the secondary shear stress provides an increasing value of the circulation and is evi- 
dence of the `generation' of streamwise vorticity by this shear stress. This is, however, 
counterbalanced by the `destruction' provided by the normal stress anisotropies and is 
clearly illustrated from the total value of 
( )' in Fig. 6.36(a). 
ý: 
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6.6.2 Normal Reynolds Stress Anisotropy 
The results presented above have revealed that although the decay rate of the stream- 
wise circulation predicted by the non-linear k-e model is dominated by the secondary 
shear stress v'w', it is significantly effected by the normal stress anisotropy. Despite the 
ability of the non-linear k-e turbulence model to capture a degree of normal stress 
anisotropy, the predicted streamwise circulation presented in Fig. 6.28(b) is not in good 
agreement with measurements. In fact, the non-linear k-e model predictions depart 
further from measurements in comparison to predictions obtained with the linear model. 
To understand why this occurs, contours of the normal stress anisotropies predicted by 
the two models are compared against measurements. The comparisons are presented in 
Fig. 6.37 at the four downstream locations used throughout this chapter. Linear k-e 
turbulence model predictions shown in Fig. 6.37(a) reveal that a very small degree of 
anisotropy is provided by the linear model throughout the flow field. Highest values 
appear to occur near the regions where the `pinched-off' behaviour takes place. Compar- 
isons with measurements nevertheless show that anisotropies in the `pinched-off' regions 
are significantly under-predicted by the linear model. Results of the non-linear model 
show a higher degree of anisotropy is predicted in comparison to the levels predicted 
by the linear model. However, these occur in the vortex cores where the v'2 normal 
stress components are far higher than w'2 yielding negative levels of (wj2 - vi2). The 
distributions are strikingly different from those reflected in the measured data. This 
illustrates that while anisotropies are predicted by the non-linear model, they depart 
very far from the measurements thus providing an erroneous contribution to ( ). z7t 
The results presented here and in the previous section have illustrated the impor- 
tance of correctly capturing the normal stress anisotropies in a lobed mixer flow. While 
such anisotropies have essentially no effect on the mean flow field of a planar shear layer, 
the mean flow associated with a convoluted shear layer that is embedded in a stream- 
wise vorticity field is sensitive to the turbulent normal stresses. Despite the important 
role played by the normal stress anisotropies in these flows, the main contributor to the 
circulation decay rate is still the secondary shear stress v'w'. This Reynolds stress com- 
ponent has proved difficult to predict accurately with both current approaches. Success 
in the predictability of the streamwise circulation is therefore most likely to come by 
focusing on these properties of the lobed mixer flow field. 
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6.7 Chapter Summary 
In this chapter the detailed mechanisms through which the normal and streamwise 
components of vorticity are generated in a lobed mixer have been presented. It is argued 
that while the normal vorticity is dependent on the flow conditions, the strealnwise 
vorticity is primarily dependent on the lobe geometry. It is also shown that while a 
Reynolds-averaged simulation of a planar shear layer does not simulate the formation 
of any streamwise vorticity, real planar shear layers do exhibit streamwise vortices. 
These are formed due to a manifestation of perturbations by the inviscidly unstable 
Kelvin-Helmholtz instability. 
A detailed validation study of the Yu & Yip mixer configuration revealed that the 
evolution of the streamwise vortex array formed downstream of this mixer is significantly 
influenced by the wind-tunnel side walls. A point vortex model developed to study the 
validity of the vortex array leads to the conclusion that the end-wall effects can be 
reduced if a lobed mixer configuration meets the walls either at lobe peaks or troughs. 
This requirement was not satisfied by the Yu & Yip mixer configuration. An alternative 
mixer that satisfied this criteria was the McCormick mixer which was consequently 
chosen for the detailed turbulence model validations. 
Both linear and quadratic non-linear k-e models were validated for the McCormick 
mixer. Detailed planar shear layer validation studies were also performed to provide 
better understanding of the capabilities of the two models. The planar shear layer 
studies revealed that while the self-similar shear layer behaviour is well captured by 
both turbulence models, the initial mixing region is not well predicted. It is concluded 
that the under-prediction in the turbulent kinetic energy and normal stress levels at this 
location can be attributed to the inability to capture the Kelvin-Helmholtz instability 
with a Reynolds-averaged approach. Further downstream, where the shear layer is fully 
developed, the linear model did not reproduce the normal stress anisotropy measured 
in the experiments. The non-linear model did reveal an anisotropy in the predicted 
normal stresses but was not in good agreement with the experiments. 
The lobed mixer studies revealed that both turbulence models provided very simi- 
lar predictions of mean flow quantities. In general, the simulations predicted a slower 
shear layer development than measured. Comparisons of the momentum thickness and 
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streamwise circulation confirmed this trend in the predictions. Consideration of the 
streamwise velocity equations revealed that the momentum thickness is dependent on 
the two primary shear stresses ulv7 and ulw'. These showed good agreement with mea- 
surements. The streamwise vorticity equation indicated that the circulation is strongly 
dependent on the secondary shear stress vlw' and the normal stress anisotropy both of 
which could not be well predicted by either turbulence model. 
A detailed survey of the normal stresses complemented by an analysis of the stream- 
wise vorticity equation provided evidence that the poor agreement in the 
7-w-7 shear 
stress and the normal stress anisotropy arise from the `pinching-off' mechanism. In 
the experiments, this leads to adjacent segments of the unsteady normal vortices to be 
deformed by the streamwise vorticity leading to a complex unsteady interaction that 
is believed to be responsible for the enhanced mixing. This mechanism that requires 
the explicit simulation of these unsteady vortices is not present in a Reynolds-averaged 
simulation. It is thus expected that a higher level of turbulence closure that does not 
simulate this mechanism (e. g. a Reynolds stress transport model) is unlikely to provide 
improved predictions. 
Chapter 7 
Non-Isothermal Mixing in 
Realistic Mixer Configuration 
7.1 Introduction 
The numerical simulations performed so far have been concerned with simplified mixer 
configurations simulating isothermal flow conditions. Realistic mixer configurations are 
geometrically more complex including either scarfing or scalloping or even both of these 
geometrical modifications. Additionally, real mixers are used under non-isothermal 
conditions in which the mixing of the temperature field is of paramount importance. 
As a conclusion to this study, it is appropriate to accumulate the relevant findings 
presented in the previous chapters into a computation of a realistic mixer that serves to 
illustrate the applicability of the methodology to practical problems. For this reason, a 
scarfed axisymmetric realistic mixer is simulated in this chapter under non-isothermal 
flow conditions. 
In the simplified mixer problems presented in the previous two chapters, it has 
been concluded that hexahedral grids are better suited for these mixer problems in 
the context of the numerical schemes used in the current work. Hexahedral grids are 
more difficult to generate and it is important to address how the grids used so far 
could be extended to the geometrically more demanding case of a scarfed mixer. In 
addition, following the turbulence modelling studies of the previous chapter, it has also 
been concluded that Reynolds-averaged approaches employing higher levels of closure 
than a standard linear k-e model are incapable of capturing the important effects of 
the instabilities that are present in the initial shear layers of lobed mixer flows. The 
simulations performed for the realistic mixer presented in this chapter have therefore 
228 
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been carried out with the standard linear k-E turbulence model. 
The following chapter begins by presenting the scarfed mixer configuration being 
simulated in this work. This is followed by a discussion of the grid generation issues 
associated with a scarfed mixer and a presentation of the results for this complex lobed 
mixer flow problem. In exposing the results for the mixer studied here, attention is fi- 
nally given to the temperature mixing for which detailed comparisons with experimental 
measurements are presented. It is shown that the temperature field provides a suitable 
measure of the mixing effectiveness of a realistic mixer operating in non-isothermal flow 
conditions. The results of this particular simulation are also exploited to provide some 
insight into the effect of scarfing the lobes on the mixer flow field. Some discussion into 
the relevant mixing processes are presented to achieve this goal. 
7.2 Mixer Configuration and Test Conditions 
The lobed mixer simulated in this chapter is a generic model of a typical real scarfed 
mixer [40]. An outline and a solid CAD model which were created in the process of 
simulating this mixer configuration are given in Fig. 7.1. The solid CAD model presents 
two separate components; the lobed mixer surface definition, and the bullet located near 
the centre-line. The outline also includes a representation of the nozzle surface. This 
axisymmetric mixer configuration consists of 6 long lobe gulleys and 6 short gulleys. 
The scarfing introduced at the trailing edge of the lobes is clearly seen on this 3D 
CAD model. Due to the introduction of the scarfing, the rotational periodicity in this 
axisymmetric mixer is now equivalent to one complete lobe wavelength of an equivalent 
non-scarfed mixer. The simulations presented herein have therefore been carried out 
over a sector encompassing half a short lobe gulley and half a long lobe gulley. 
The scarfing introduced to the lobed mixer surfaces raises difficulties in clearly 
defining certain geometrical parameters associated with the lobes. Referring to the side 
view of the lobe surface in Fig. 7.1(a), it is notable that a clear definition of the mixer 
height is not at all obvious. The definition adopted here has been based on an effective 
lobe height (Hell). This is defined as the corresponding height of a non-scarfed mixer 
in which the trailing edge lies on the same plane as the lobe peak of the scarfed mixer. 
Using this definition, the effective lobe height is Heff = 0.0452rn. The inlet plane was 
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(a) Outline of lobed mixer, nozzle, and bullet 
(b) Solid CAD model 
Figure 7.1: Realistic mixer configuration. 
230 
located 6.5He ff upstream of the lobed mixer trailing edge whilst the exit plane of the 
mixing duct was at a distance 6.3H11 downstream of the mixer's trailing edge. At the 
exit plane, the diameter of the nozzle was equal to 4.29H, f f. 
The test conditions used in an experimental study of this mixer [73] are tabulated) in 
Table 7.1. These conditions were employed in the numerical simulations performed oil 
this mixer. The inlet turbulence levels were taken to be 3% of the local inlet velocities 
and the value off was fixed based on an eddy viscosity equal to 10 times the molecular 
viscosity. The mixer, bullet, and nozzle boundaries were all simulated as no-slip wall 
boundaries. In the current simulations, a perfect gas law was assumed as discussed in 
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Properties ( Pam6ieýnt) 
Total 
temp. (K) _c y-F 
Ambient 
pressure (kPa) 
Ambient 
temp. (K) 
Bypass flow 1.6418 346.0 1.4 102.487 278.1 
Core flow 1.5474 795.4 1.3488 102.487 278.1 
Table 7.1: Experimental test conditions used for model of typical scarfed 
mixer. 
Chapter 2. The value of ry in both streams was taken as a constant and equal to 1.4. 
The simulations employed the unstructured methodology described in Chapters 3 and 
4. No low Mach number preconditioning was required in this simulation due to the 
high (although subsonic) convective Mach numbers of the two streams. At the inlet 
the Mach number of the bypass and core flows were 0.42 and 0.41 corresponding to 
velocities of 155.22ms-1 and 229.67ms-1 respectively. The Mach number at exit was 
equal to 0.83 corresponding to a mixed out velocity of 326.54ms-1. 
7.3 Grid Generation 
Motivated by the numerical studies of Chapter 5 regarding various mesh types, a purely 
hexahedral grid consisting of 550,000 nodes was used to discretise the computational 
domain of the realistic mixer configuration studied here. The primary problem with the 
use of such hexahedral grids is the lobed mixer scarfing which was expected to further 
complicate the grid generation process. It was decided that a similar grid topology to 
the one used for the simplified mixer configurations studied so far be employed. This 
allowed the grids shown in Figs. 7.2(a)-(b) to be generated which consist of a nine 
block topology. The figures show that the lobe mixer surface is very well represented 
despite the addition of the scarfing. The main effect of the scarfing on the generated 
grid is seen on the curvilinear green shaded surface in Figs. 7.2(a)-(b). The whole 
surface is distorted. This is in contrast to an equivalent surface of a planar mixer 
in which the surface lies on a plane perpendicular to the streamwise direction. The 
distortion of this surface increases near the scarfed mixer's trailing edge. A feature that 
raised particular problems was the cusped trailing edge of the long lobe gulley which 
introduced severe skewness in the generated hexahedral grids. Adopting careful nodal 
distributions and smoothing strategies in the vicinity of this region allowed acceptable 
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(a) Side view 
(b) Isometric view 
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Figure 7.2: Hexahedral mesh for realistic scarfed ºnixer configuration. 
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Figure 7.3: Cross-sectional planes of mesh generated for the realistic 
mixer configuration. 
grids to be generated. This illustrates that the use of hexahedral grids clearly sets a 
limitation on the extremity of the scarfing that can be simulated. 
To clarify the nature of the grid topology and the nodal distribution for this com- 
plex mixer configuration, cross-sectional grids are presented in Fig. 7.3 The four cross 
sections were generated at the locations corresponding to (a) the inlet plane, (b) a plane 
bisecting the length of the lobed mixer, (c) the lobed mixer scarfed trailing edge, Judd 
(d) at a location x/He ff=1.58 within the mixing duct respectively. In planes (b) and 
(c), the grids do not extend to the centre line due to the presence of the bullet. 11, 
Fig. (c), the asymmetric grid is very evident in the vicinity of the scarfed lobed mixer 
trailing edge. The four locations shown clearly illustrate the good grid quality present 
throughout the computational domain for this challenging model of a realistic mixer 
configuration. This case demonstrates how the techniques developed for discretisiug 
the computational space of the simplified mixers can be extended to tackle real mixer 
geometries. The computational results presented below were computed on an SGI Ori- 
gin 2000 computer. The computation required 450MB of memory and was run for 2000 
iterations that needed 90 CPU hours to obtain a converged solution. 
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(a) x/HB1= 1.0 (b) x/He1= 2.765 (c) x/Ha = 6.3 
M: 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 
Figure 7.4: Mach number contours. 
7.4 Prediction of a Convoluted Thermal Mixing Layer 
7.4.1 Numerical Results 
In the following section, numerical results of the scarfed mixer are presented. Focus 
here is on the mean flow quantities to illustrate the essential processes occurring in 
a scarfed lobed mixer. As the simulations performed for this case are compressible, 
presentation of the results will commence with the Mach number contours. Details of 
the streamwise vorticity field are then discussed to aid in understanding the streamwise 
vorticity enhanced mixing produced by the scarfed lobed mixer. A discussion of the 
temperature mixing is finally presented. 
Predicted Mach number contours at four streamwise locations downstream of the 
lobe peak of the mixer's trailing edge are given in Fig. 7.4. At X/Neff = 1.0, the 
contours show a subsonic flow exists throughout the entire cross-section with the free 
stream values in the bypass (upper) and core (lower) streams equal to 0.5 and 0.1 
respectively. Thus, although the flow is subsonic, significant compressibility is present in 
the flow verifying the neglect of the low Mach number preconditioner of the unstructured 
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methodology in this case. The higher Mach number in the bypass flow is a consequence 
of the high temperature difference between the two speeds. Noting that the speed of 
sound c is given by 
c= ryRT (7.4.1) 
it is clear that the lower temperature in the bypass flow is associated with a lower speed 
of sound. 
The Mach number contours around the trailing edge of the mixer show an asym- 
metric distribution, a result of the scarfing introduced into the lobes. The distributions 
indicate that the strongest distortions occur closer to the lobe troughs. Near the lobe 
peak, very little evidence of the distortion of the shear layer is present. Adjacent to 
the nozzle surface, a region of low Mach number contours is captured reflecting the 
formation of boundary layers near the lobed mixer no-slip walls. At X/Hell = 2.765, 
the strong gradients observed at the previous location near the lobe troughs lead to 
the breakup of the contours into two separate regions. An `island' of low Mach number 
contours now exists in the vicinity of the lobe peak. The structure is somewhat more 
rounded than at the previous location and protrudes further into the bypass stream 
reflecting the influence of the streamwise vorticity on the evolving flow field. Near the 
lobe troughs, the bypass flow from the long lobe trough is seen to protrude further than 
the flow from the short trough into an otherwise unmixed core flow. By X/Haff = 6.3, a 
significant increase in the Mach number levels is observed due to the increasing velocity 
flow rate in response to the reduction in cross-sectional area at the nozzle outlet. The 
flow remains subsonic throughout, but is almost choked at this exit plane. The con- 
tour distributions at this location are more uniform than seen at the earlier locations 
indicating further mixing between the two streams. Unmixed regions do remain at this 
position and are reflected by the strip of high Mach number contours near the nozzle 
wall (unmixed bypass flow) and the low Mach number contours in the lower region of 
the computational domain (unmixed core flow). 
An analysis of the streamwise vorticity field is now presented to understand the 
nature of the secondary flow field produced by the scarfed mixer and its impact on 
the mixing between the two streams. Streamwise vorticity contours are presented in 
Fig. 7.5 at the same three downstream locations considered above. At x/Heir = 1.0, 
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(a) x/H.  = 1.0 (b) x/H., = 2.765 (c) x/H., = 6.3 
w, H., /U,: -6.5 -5.5 -4.5 -3.5 -2.5 -1.5 -0.5 0.5 1.5 2.5 
Figure 7.5: Non-dimensional streamwise vorticity contours contours. 
oppositely signed streamwise vorticity is seen to concentrate along the mixer's vertical 
side walls. Near the lobe troughs, high concentrations of oppositely signed vorticity exist 
which have already began to depart from the mixer's trailing edge profile. This was 
also reflected in the Mach number contours presented earlier. The stronger streamwise 
vorticity field seen near the lobe troughs in relation to the values near the lobe peak 
are related to the lobed mixer surface profile illustrated in Fig. 7.2. Recalling that the 
mixer configuration under study consists of a curved surface on the lobe peak, it is 
clear that the angle of the flow emanating from the trailing edge near the lobe peak is 
reduced. This is essentially what happens in corrugated splitter plates where the radial 
velocity components are reduced with a corresponding reduction in the streamwise 
vorticity field. The reduction in the lobe angle on the lobe peak has therefore attributed 
to the weaker streamwise vorticity field seen in this region. At x/Nff = 2.765, a 
complex interaction occurs between the adjacent but oppositely signed vorticity fields. 
The positive vorticity is drawn into the negative vorticity leading to a breakup of the 
negative vorticity into three separate regions. The interaction is very complex leading 
to a highly asymmetric vorticity distribution. The change in topology seen in the 
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streamwise vorticity and the consequent asymmetric flow prevents the strength of the 
separate (positive and negative) vorticity fields to be quantified via the circulation using 
the approaches adopted in previous chapters. At S/Haff = 6.3, the breakup of negative 
vorticity leads to a vortex being located lower down closer to the centre line. It is this 
vortex which is expected to be responsible for the enhanced mixing of the core flow 
provided by a scarfed mixer. In the upper part of the flow, the mixing behaviour is 
dictated by the counter-rotating vortex pair. 
The vorticity field has provided significant insight into this flow showing the very 
complex nature of a scarfed mixer flow field. The complication does not end here 
as the compressible flow conditions being simulated provide an additional mechanism 
not present in incompressible constant density flows through which vorticity can be 
generated. Considering the full form of the streamwise vorticity equation [95], 
ýt 
+v" Vw = w- Vv - wdivv + (1/p2)Vp X Vp + v02w (7.4.2) 
it is noted that the terms wdivv and (1/p2)Vp X Vp are not necessarily zero in com- 
pressible flows. The process associated with the latter term is referred to as the baro- 
clinic generation of vorticity. Under such conditions, the circulation is not dependent 
purely on the viscous and Reynolds stresses. The analysis presented in Section 6.6 for 
the simplified mixer of McCormick does not therefore transfer directly to compressible 
flows. Quantifying the contribution of these terms on the streamwise vorticity and 
hence circulation is valuable, but this is beyond the scope of the present study. It is 
sufficient to simply note that additional processes not present in the simplified lobed 
mixer simulations studied in previous chapters are present here. 
Having presented a discussion of the mean flow field, it is now possible to address 
the important issue of the temperature mixing in the lobed mixer flow. Contours of 
the normalised total temperature at the three downstream locations considered so far 
are given in Fig. 7.6(a)-(c). The temperature field exhibits a similar distribution to 
the Mach number contours presented earlier. The interface between the two streams is 
more clearly defined from the temperature contours at all three locations. Furthermore, 
the temperature levels are not sensitive to the reductions in cross-sectional area near 
the exit plane of the mixing duct as was observed with the Macli number contours. 
The temperature field therefore provides the best measure for quantifying the level of 
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(c) x/H., = 6.3 
(To-ToC)/(To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Figure 7.6: Non-dimensional total temperature contours. 
mixing taking place between the two streams for a realistic mixer flow field. 
At x/Hell = 1.0, the interface between the hot and cold flows is aligned with the 
mixer's trailing edge except near the lobe troughs and is reminiscent of the Mach number 
distributions observed earlier. The interface is more clearly defined with the tempera- 
ture contours, however, as no smearing is introduced near the lobe troughs due to the 
thickening of the boundary layers, a feature that is clearly evident in the Mach iuunher 
contours. At X/Heff = 2.765, the deeper penetration of the long trough bypass How 
into the core flow can be seen to be augmented by the presence of a clockwise vortex 
that distorts the interface between the two streams. The secondary flow field higher 
up at this cross section, which is dominated by the counter-rotating vortex pair, has 
led to the breaking up of the hot core flow into two separate regions. This nuiinics 
the behaviour seen in the Mach number plots. Further downstream at x/H«, rr = 6.3, 
the interface continues to stretch as diffusive mixing across the interface becomes more 
evident. At this location, the main hot spots that remain are in the hot plume formed 
in the upper region of the flow and the unmixed core flow lying near the centre line. 
Unmixed cold regions also remain with the flow just below the nozzle surface being the 
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Figure 7.7: Streamlines within the mixing duct of the scarfed mixer 
(colours reflect the temperature field). 
most significant example of this in the bypass flow. It is interesting to observe that 
while the hot plume was located near the lobe peak at x/Heff = 2.765, this is shifted 
lower by x/Hell = 6.3 following the increased velocities associated with the reduction 
in cross-sectional area. 
A clear picture of how the secondary flow field contributes to the mixing of the 
temperature field can be reached by considering the structure of the streamlines within 
the mixing duct. The streamlines are presented in Fig. 7.7 with the coloured scalar field 
representing the total temperature. The three planes shown in Fig. 7.7 correspond to 
the inlet plane, the plane located at X/Reff = 1.0, and the exit plane where x/H,, ff = 6.3. 
The figure illustrates how the streamlines originating in the bypass (blue) flow and the 
core (red) flow interact together to produce the thermal mixing layer represented by the 
green coloured regions of the flow. The streamlines in the mixing duct clearly capture 
two of the three vortices seen in the vorticity contours. These vortices play an important 
role in mixing the two streams as indicated by the green-colotired streamlines associated 
with these two vortices. Also shown is how the upper vortex entrains fluid into its core. 
An example is given by the green streamlines passing through the vertical portion of the 
mixing layer that is lying at the plane x/Haff = 1.0. These streamlines are eventually 
entrained into the vortex further downstream. Regions that are not entrained by the 
vortices are not fully mixed out as seen from the red streamlines that remain unmixed 
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up to the exit plane. 
7.4.2 Comparisons Between Measured and Predicted Temperature 
Field 
The results have provided a good level of understanding into the mixing mechanisms of 
a realistic scarfed mixer configuration. To understand whether the simulations (which 
of course contain all the modelling deficiencies discussed in detail in previous chapters) 
provide an adequate (say for design purposes) representation of the flow field through 
a realistic lobed mixer configuration, comparisons with experimental data are required. 
For the scarfed mixer simulated in this chapter, the only experimental data that was 
made available was the total temperature field [73]. Since the temperature mixing is 
strongly influenced by the mean flow as shown in the previous section, a comparison 
of the temperature field is believed to reveal the general predictive capability of the 
methodology for a realistic mixer. Measurements of the temperature field were obtained 
over a 1801 annulus region. To aid in directly cross-comparing the measurements and 
predictions, an identical region containing the predicted temperature field was generated 
through repetition of the simulated 30° sector. 
Figure 7.8 shows the annulus region containing the temperature field in both pre- 
dictions and experiments at X/Hell = 2.765 and X/Reff = 6.3. The experimental mea- 
surements shown on the left of the figure at X/Haff = 2.765 show very good rotational 
periodicity in the thermal mixing layer. The measurements show the same general flow 
behaviour produced by the predictions with the flow on the long lobe troughs penetrat- 
ing further into the core flow. The measured temperature field shows a higher level of 
diffusion of the thermal mixing layer leading to a more spread out distribution of the 
contours. In addition, the hot plumes that form near the lobe peaks contain a signifi- 
cantly smaller area of peak temperature levels than captured in the predictions which 
reveal a larger portion of unmixed core flow. The tightly packed temperature contours 
in the predictions also indicate a lower level of diffusion than seen in the experiments, 
a result that is consistent with the velocity contours presented in the previous chap- 
ter. Experimental measurements also reveal the plumes are located closer to the outer 
boundary of the annulus region than in the predictions. This is likely to be a result of 
the higher level of diffusion present in the experiments. 
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(b) (i) WHO = 6.3 
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(ii) x/H, 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Figure 7.8: Comparison of ineatitired and predicted non-cli, ln! nsionalised 
total temperature fields (measurements Shawn oil left hand sigle). 
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At x/Hell = 6.3, the measured temperature field retains a good level of periodicity in 
the azimuthal direction. Hot spots have essentially fully mixed out although remnants 
of the hot `plumes' are clearly visible. The hot core flow located closer to the centre line 
seen at the earlier location has also undergone a significant level of mixing leading to a 
more uniformly distributed temperature field. Corresponding predictions show a similar 
trend although the hot regions of the flow have not fully mixed out. In particular, hot 
regions remain in the plumes and in areas located closer to the centre line. 
From the above results, it is possible to conclude that the predicted temperature 
mixing develops more slowly in the predictions than in the experiments. The implication 
is a less mixed out temperature field at the exit plane and this factor must be taken 
into consideration when employing these methodologies as a design tool in lobed mixer 
applications. 
7.5 Closure 
An extension of the Reynolds-averaged methodology to the simulation of a realistic 
scarfed lobed mixer operating under non-isothermal flow conditions has been presented. 
The first aim of extending the grid generation to the more complex case of a scarfed 
mixer was successfully accomplished while remaining within the framework of hexa- 
hedral grids. Difficulties are anticipated should this approach be extended to more 
severely scarfed mixer geometries or to scalloped geometries. 
A detailed presentation of the predicted Mach number, vorticity, and temperature 
field has illustrated the complex nature of a scarfed lobed mixer flow field. In particular, 
a change of topology in the streamwise vorticity occurred leading to a vortex located 
close to the centre line that is believed to be responsible for the enhanced mixing of the 
core flow that is introduced by a scarfed mixer. 
Detailed comparisons of the predicted temperature field with measurements con- 
firmed the trend seen in the simplified mixer studies that the predicted shear layer devel- 
opment is slower than observed in measurements. This implies that Reynolds-averaged 
simulations can over-predict the required mixing duct length in a design scenario and 
corrections must be introduced to account for this inaccuracy in the predictions. 
Chapter 8 
Conclusions and 
Recommendations 
8.1 Summary of Results 
A detailed investigation into the numerical simulation of lobed mixer flows has been 
conducted. The mathematical model employed constituted the Reynolds-averaged form 
of the Navier-Stokes equations used in conjunction with the high Reynolds number 
linear and quadratic non-linear versions of the k-c model. The implementation of these 
two turbulence models into the two algorithms employed in this work was successfully 
accomplished and demonstrated for three test cases. These included an incompressible 
planar shear layer, an incompressible zero pressure gradient boundary layer, and a fully- 
developed flow through a square duct. In cases where both algorithms were verified for 
the same test case, a comparable level of accuracy was achieved in the predictions 
obtained from the two algorithms. 
The lobed mixer simulations were performed using multi-block structured and un. 
structured grids to tackle the complexity of the lobed mixer geometry. The emphasis 
in this part of the investigation was to determine the degree to which lobed mixer 
flows could be accurately simulated via a Reynolds-averaged formulation. This goal 
was achieved through two separate studies: 
1. Performing a grid refinement study and assessing the influence of mesh type on 
lobed mixer predictions. 
2. Detailed turbulence model validation studies between predictions and experimen- 
tal data. 
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The studies were conducted on simplified lobed mixer cases under incompressible, 
isothermal conditions. The main conclusions of the study are: 
1. A hexahedral, a tetrahedral, and a mixed grid were generated to discretise the 
computational space around the complex mixer configurations. Good quality 
hexahedral grids were possible to generate using a7 block structured grid topology. 
A tetrahedral grid provided a more automated and rapid means of discretising the 
computational space but sacrificed efficiency as highly stretched cells could not be 
generated to resolve the convoluted shear layer efficiently. A mixed grid provided a 
suitable compromise. However, an optimal placement of the hexahedral elements 
was not possible as the convoluted lobed mixer shear layer position was not known 
a priori. 
2. A grid refinement study performed on a hexahedral grid showed that mean flow 
quantities can be accurately predicted on a 150,000 node grid. A study on the 
influence of different mesh type was conducted using this grid resolution. The 
tetrahedral grid was very inaccurate in relation to a prediction provided by a 
hexahedral grid with the effective length of the mixing duct underestimated by a 
factor of 2. A planar shear layer study on triangular and quadrilateral grids was 
conducted to provide further insight into these results. The study revealed that 
the poor predictions from triangular and tetrahedral grids arise due to the poor 
numerical smoothing algorithm used when dealing with misaligned control volume 
faces with the mean flow direction in regions of significant diffusion transverse to 
the mean flow direction. A mixed mesh had the potential of preserving the accu- 
racy provided by a hexahedral grid but with the added flexibility of unstructured 
tetrahedral grids. This mesh could not be fully exploited for this flow problem 
without the use of an adaptive mixed grid algorithm. The hexahedral grid was 
therefore chosen for the turbulence model validations. 
3. The evolution of the streamwise vortex array formed downstream of a lobed mixer 
was found to be severely influenced by the relative position of the wind-tunnel 
side walls. A point vortex model showed that to reduce the end wall effects, the 
lobed mixer configuration must meet the walls either at lobe peaks or troughs. 
This requirement was not satisfied in a number of experimental studies found in 
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the literature and should prove to be an important factor in the design of future 
lobed mixer experiments. 
4. The detailed turbulence model validation studies revealed that the predicted mean 
flow field evolves more slowly than seen in measurements. Integral parameters 
derived from the mean flow such as the momentum thickness and streamwise 
circulation support this fact. The momentum thickness is better predicted than 
the streamwise circulation. Consideration of the streamwise velocity equation 
reveals that the momentum thickness is strongly dependent on the primary shear 
stresses u'v' and u'w'. Ak-e model is capable of providing good predictions of 
these two shear stresses. An analysis of the streamwise vorticity equation reveals 
that the circulation is primarily dependent on the cross-stream secondary shear 
stress v'w' and the normal stress anisotropy (w'2 - v'2) both of which are not 
well predicted by the k-e turbulence models employed in this work. The poor 
agreement between predictions and experiments is associated with contributions 
from unsteady processes that can not be correctly captured in any time-averaged 
simulation. The problems encountered with the k-e models are believed to be 
equally relevant in any other turbulence model which employs this approach. 
5. The normal stress anisotropy is very poorly predicted by both turbulence models. 
Validations of the normal stresses of a planar and a lobed mixer convoluted shear 
layer show that neither a linear nor a quadratic non-linear k-e model can correctly 
predict these stresses. The Kelvin-Helmholtz instability is largely responsible for 
the poor agreements that were found between predictions and measurements. In 
a planar shear layer, this instability leads to the formation of unsteady coherent 
spanwise vortices that result in higher measured normal stress levels. Reynolds- 
averaged simulations do not capture the unsteadiness of a planar shear layer 
and consequently fail to predict the correct normal stress and turbulent kinetic 
energy levels in the early stages. In a lobed mixer flow, this instability leads to 
the formation of normal vortices that periodically shed from the mixer's trailing 
edge. These normal vortices interact with the streamwise vortices causing adjacent 
segments of the normal vortices to `pinch-off'. This unsteady mechanism plays a 
major role in the enhanced mixing of a convoluted shear layer. Evidence of the 
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important influence played by the unsteady vortices is once more reflected in the 
measured normal stress levels. As for the planar shear layer, these could not be 
correctly predicted by the Reynolds-averaged approach. The result is an incorrect 
prediction of the normal stress anisotropy and hence circulation decay rate. 
6. The Reynolds-averaged methodology employing a hexahedral mesh was success- 
fully applied to a realistic scarfed mixer operating under non-isothermal condi- 
tions. Comparisons of the predicted temperature field with measurements re- 
flected a slower evolution of the thermal mixing layer in the predictions in com- 
parison to experiments. This trend is consistent with results of the simplified 
mixer configurations and suggests that a correction parameter can be introduced 
for Reynolds-averaged simulations of lobed mixer flows to compensate for the 
slower evolution provided by the simulations. 
8.2 Recommended Future Work 
The simulations presented here have predominantly focused on simplified mixer config- 
urations. An extension of the methodology to a realistic scarfed mixer configuration has 
been demonstrated. Other realistic mixers that are also found in practical applications 
are scalloped mixers. These provide very high levels of performance but are geometri- 
cally challenging to model. Tetrahedral or mixed unstructured grids will be needed to 
model these mixers. However, following the findings of this study with regards to the 
performance of tetrahedral grids for turbulent dominated flows, the first requirement is 
to improve the numerical smoothing algorithm to increase the accuracy of the predic- 
tions when such grids are used. A mixed grid approach is an attractive alternative but 
to exploit its benefits fully requires an adaptive solution procedure to be developed for 
a mixed grid algorithm. The best solution could come from a combination of further 
developments into both of these two areas. In particular, the accurate discretisation 
of viscous fluxes on mixed grids is an area that is still in need of further research and 
development. 
The detailed turbulence model validations have highlighted the important role played 
by the normal vortices and the `pinching-off' mechanism on the lobed mixer flow field. 
The study reflected that an explicit simulation of these vortices is required and is more 
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important than adopting a higher level of turbulence closure such as a Reynolds stress 
model. Before this line of research can be realistically pursued, further insight into the 
`pinching-off' mechanism is required. This can come from detailed experimental studies 
that focus on the region where the `pinching-off' mechanism occurs in order to arrive at 
a more qualitative understanding of the flow. Alternatively, unsteady simulations that 
focus on the dynamics of this mechanism could be performed. These could come from 
further development of the vortex model used in this work to allow the evolution of a 
convoluted shear layer to be simulated or from Large Eddy Simulations (LES). 
An understanding of the `pinching-off' mechanism is important as its precise nature 
can vary greatly in different mixer configurations. For example, a scarfed mixer's trailing 
edge does not lie on a plane leading to normal vortex structures that are skewed in 
relation to those that occur in planar mixer configurations. The situation is further 
complicated by the introduction of scalloped mixers in which the dynamics of this aspect 
of the flow can be severely altered. These cases await further detailed investigations. 
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Appendix A 
Matrices For Unstructured 
Algorithm 
A. 1 Low Mach Number Preconditioner 
The definition of the various matrices employed in the dissipation term of the inviscid 
fluxes along with the low Mach number preconditioner matrix r are defined here. The 
transformation from conservative to primitive variables is given by 
1 0 0 0 0 
u p 0 0 0 
M- 
2 
2- P 
v 0 p 0 0 (1.1.1) 
w 0 0 p 0 
c 
pu pv pw X11 
ýn., +c(vnz - wny) 
Analogously, the transformation from conservative Q to symmetrising Q variables is 
given by [77], 
"f, y- 
aQ c L- ý2 - , yC 
The dissipation matrix, 
0000 
p000 
0p00 (1.1.2) 
00p0 
pu pv pw Vj7-62! n.,; +c(vn, -wny) 
MNF 1LlrAIN-1 = MNr-1LIrIL-'N-1 (1.1.3) 
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can then be written in terms of 
MNr 'L = (rllr2jr3jr4jr5)T 
where 
s+ 
2c® 
2ce 
rl = n. 
ny 
nz 
vs+-2c2nyO 
2c9 
vs-+2c2nv0 
2cO 
r3 = vnx + cnz 
vny 
vnz - cny 
Hs+-2c2v"n0 
2cO 
Hs-+2c2v"n0 
2c0 
r5 =2 (gn)2nx + c(vnz - wny) 
2 (qn )2ny + c(wnx - uni) 
12 
(gn)2nx + c(uny - vný) 
us+-2c2n2O 
2c0 
us-+2c2nxO 
2c0 
r2 = unx 
vny - cn, z 
unz + cny 
ws+ 2c2n O 
2cO 
ws-+2c2n=© 
2c0 
r4 = wnx -cny 
wny + cnx 
wnz 
(1.1.4) 
1 
I 
with 
s+=T+(1-E)qn 
S=T- (1 - O)qn 
and in terms of 
L-1N-1 = (cllc2lc3Jc4lc5) 
where 
o ps-nx 2cr 
p 9e_+n= 2cr 
c1 = nz , c2 =p, 
n =pnz yc 
nz pny 
c 
(1.1.5) 
(1.1.6) 
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-ps-ny -ps_nz 1 
2cr 2CT CT 
ps+ny SQ +n z1 
2CT 2CT Cr 
c3 pnz c4 =ZJL, c5 
c 0C =C 
C0 CjL 
A. 2 Block-Jacobi Preconditioner 
The viscous contribution to the block-Jacobi preconditioner consists of the 5x5 matrix 
B that was introduced in Section 3.11.2. This matrix, which is evaluated with respect 
to the primitive variables, is derived after making the following approximations, 
1. All cross derivatives are neglected. 
2. The gradient vector VQ is approximated by I '9Q, where 1 is a unit vector pointing 
along the primal edge connecting node i to node j and = 
QQ' 
The matrix B is therefore given by 
00000 
o (i+µt) 000 
B= 00 (µ + µt) 00 
000 (µ+µt) 0 
(i + '1 P 7-1 Pri - 
(Pr 
+P)P 
7T 1 
(µ + µt)u (µ + pt)v (µ + POW 
For low Mach number applications in which a low Mach number preconditioner is 
used, the inviscid contribution to the block-Jacobi preconditioner needs to be modified 
to maintain consistency with the modifications introduced in the dissipation terms [77]. 
The inviscid contribution to the preconditioner is then given by 
(pr)-i _ 
CFL 
MjjNijr-ljrijAijIN-lMýýlAzj 
2SZj tiinEj 
+ MjNjr? 1jrjAjjN; 1M1'Qsk (1.2.2) 
kEBj 
No modifications are required for the viscous contribution as the low Mach number 
preconditioner only modifies the inviscid fluxes. 
Appendix B 
Non-Linear k-E Model Wall 
Functions 
B. 1 Extension to Curvilinear Coordinate System 
In Section 4.3.3, the implementation of the wall functions for the non-linear model was 
presented for a Cartesian coordinate system in which the wall was assumed to lie in the 
x-z plane. For a general curvilinear coordinate system, the expressions for the x, y, 
and z normal stresses given by Eqs. (4.3.5a-4.3.5d) are applicable to a wall-oriented 
coordinate framework. Referring to the wall-oriented coordinate system presented in 
Fig. B. 1, the equations for the normal stresses can now be written as 
TN _ 
CD + GCE 
12 
2.1.1 
mm Pk 
() 
CD - 6CE 2.1.2 Tom= 12 pk 
() 
6 pk 
(2.1.3) TiN = -CD 
Tim N_N= Tmn N=O (2.1.4) = T1 
In Fig. B. 1, vp denotes the velocity vector located at the cell centre just above the wall, 
m is a unit vector tangent to the wall and parallel to the wall projection of the velocity 
vector vi,, n is the unit normal to the cell face lying on the wall boundary, and 1 is a 
unit vector tangent to the wall but orthogonal with both n and m. The normal n is 
dependent exclusively on the local wall geometry. The unit vectors 1 and m are also 
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dependent on the local flow conditions and can be defined using 
1_vxn- 
(vn, x - wny)i + (wn., - un, z)j + 
(uny - vnx)k 
III III 
Mnx1=v- 
(v"n)n 
- 
(u-g7zn. )i+(v-gnny)j+(w-gn, ý)k (2.1.6) 
Iml iml Iml 
where qn = un., + vny + wn, z and is the component of the velocity vector vp that 
is 
normal to the wall. 
The transformation between the Cartesian basis vectors i, j, k, and the local wall- 
oriented basis vectors 1, m, n can now be expressed as 
lbx bm bx 1 
j= ly my ny m1= by by by m (2.1.7) 
k iz m, x nz n bz bz bz n 
The cartesian components of the non-linear contributions to the Reynolds stress tensor 
can then be computed from 
Täß=TýylV-b`p a, /3=x, y, z; 19, t=1, m, n 
n 
it 
x 
Figure B. 1: Relation between wall-oriented and Cartesian coordinate 
systems. 
Appendix C 
Mixer Definitions 
C. l Simplified Mixers 
This appendix provides the definitions of the mixer configurations employed throughout 
this study. The first mixer presented in Fig. C. 1 is the mixer configuration studied by 
Yu and Yip [117]. The important parameters that define this lobed mixer are the lobe 
wavelength (A), the lobe height (H), and the lobe inclination angle (a). A schematic 
of the mixer configuration is also shown to illustrate the transition region from the flat 
plate to the convoluted trailing edge profiles. The wind-tunnel cross-section employed 
in the experimental study of Yu and Yip was 198mm wide by 200mm high. The mixer 
thickness was equal to 1.5mm. 
Approximation used 
in calculation of full 
configuration 
_ 
III( 
II 
T1 
I 
I 
L_ 
- 82 mm ----4 
E 
xý 
x 
360mm 
q 
ý. 
'J 
ýýýrý_ýý 
Figure C. 1: Definition of Yu and Yip [117] mixer configuration. 
The second mixer configuration used in this study corresponds to the mixer studied 
by McCormick [70] and is shown in Fig. C. 2. The McCormick mixer was tapered with 
y 
Measurement domain 
Circulation path 1 
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a 2.2° angle as shown in the figure to a trailing edge thickness of 0.508uºrn. This mixer 
configuration consists of 12 complete lobe waveleiigtlºs extendiiºg fronº a lobe trough 
at one wind-tunnel side wall to a lobe trough at the other wind-tºuºnel side wall. The 
wind tunnel cross section used by McCormick was 406.4inin wide by 406.4nuºº high. 
Measurement domain 
--------------I 
0 
r=8 509mm 
Z 
-_ 
Ii 
=34.036mm 
----------- -- -- 
12A=408.432mm 
V 
E 
E 
m 
0 
z 
} 
Figure C. 2: Definition of McCormick [70] mixer configuration. 
Appendix D 
Finite Point Vortex Model 
D. 1 Mathematical Formulation 
The point vortex model is a very idealized representation of a lobed mixer vortical flow. 
Its main purpose in this study was to study potential lateral movements of the vortex 
structures due to confinement by side walls in the experimental geometry of Yu and 
Yip. 
The definition of a point vortex may be given in terms of the complex potential 
(W) [95] using the classical concepts of velocity potential (0) and stream function (i) 
in the 2D (y, z) space with velocity components (v, w). In this case 
W(() = O+iO, (= y+iz (4.1.1) 
dW 
=v- iw, W= 21r 
In((- Co) (4.1.2) 
for a point vortex of strength r centered at Co. The above complex potential represents 
a point vortex in an unbounded flow field. For a point vortex in the vicinity of a plane 
wall the complex potential has to be modified to allow the kinematic boundary condition 
of zero normal velocity at the wall to be satisfied. This is simply achieved through the 
addition of an image vortex of equal but opposite strength (see Saifman [95]). The 
same concept may be extended to a vortex or an array of vortices in a parallel sided 
channel. In this case the problem is more complicated as the image system is a doubly 
infinite row. By approximating the image set with a finite but large number of image 
vortices and evaluating the derivative dW/dC for the superimposed complex potential, 
the induced velocity on each "real" vortex (k) inside the channel may be formulated as 
91k - 12U/ß _ 
Nm 
-irm 1 
2rlbk - (m) 
+ 
N 
E -ern m 96 
n-1 
27r((k - (n) 
(4.1.3) 
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In Eq. (4.1.3) the first term is the velocity induced by the other (N,,,, - 1) "real" 
vortices of the finite array inside the channel on the k'th "real" vortex. The second 
term is the contribution of all the (Na) image vortices on the same vortex (k). 
Eq. (4.1.3) represents the velocity components in the (y, z) transverse space at each 
"real" vortex location. The third velocity component in the streamwise direction is 
defined by a uniform velocity component uk. This then completely defines the velocity 
vector Vk at each vortex location (k. A Lagrangian tracking of the motion of a vortex 
may then be carried out by solving the system 
ätßvk 
(4.1.4) 
starting from some initial vortex locations (k at time to and using a time step dt. 
To apply this to the mixer flow, as a first approximation Uk is taken as the average 
streamwise velocity (U,. ) of the two streams in the lobed mixer flow field. Streamwise 
distance from the trailing edge is then given by 
= UT (t - to) (4.1.5) 
Appendix E 
Experimental Measurements of 
Planar and Convoluted Shear 
Layers 
E. 1 Planar Shear Layer 
This appendix provides additional measurements made by McCormick for the planar 
and convoluted shear layers with laminar boundary layer conditions. These measure- 
ments have been included here to provide further support of the arguments presented in 
Chapter 6 for the discrepancies observed between the k-e turbulence model predictions 
and measurements. The planar shear layer case is considered first and this is presented 
in this section. 
Figure E. 1(a) presents measurements of the wake-averaged turbulent kinetic energy 
as defined by Eq. (6.4.1) for the planar shear layer with laminar and turbulent boundary 
layers. The important result to draw here is that the laminar boundary layer case 
leads to higher turbulent kinetic energy levels in the initial stages of the shear layer. 
Further downstream, transition to fully turbulent flow occurs such that both laminar 
and turbulent boundary layer cases show essentially the same turbulent kinetic energy 
levels. The planar shear layer case with laminar boundary layers is more susceptible 
to the Kelvin-Helmholtz instability. Following the discussion of Section 6.4.1, this 
instability provides a significant contribution to the measured turbulent kinetic energy 
levels. The results of Fig. E. 1(a) therefore provide good support of this conclusion 
for the planar shear layer case of McCormick. The turbulent kinetic energy profiles 
presented in Fig. E. 1(b) also illustrate this same behaviour. In the early stages of the 
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Figure E. 1: McCormick's measured turbulent kinetic energy properties 
for planar shear. 
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shear layer formation, the turbulent kinetic energy levels are very high in response to 
the Kelvin-Helmholtz instabilities present in the flow. These levels are also much higher 
than those measured with the turbulent boundary layer case as shown in Fig. 6.13(b) 
of Chapter 6. Further downstream, the flow develops to a fully turbulent state and the 
measured turbulent kinetic energy levels drop significantly. 
The primary shear stress (77) and the three normal Reynolds-stresses are presented 
in Fig. E. 2(a)-(d). Analogous to the turbulent kinetic energy profiles, all four compo- 
nents reveal more scatter if compared with measurements of the turbulent boundary 
layer case presented in Fig. 6.14(a)-(d) in Chapter 6. The scatter is seen in the earlier 
locations where the instabilities are very strong. Of the four components, the most 
striking difference is seen in the v'2 component which exhibits very large values in the 
earlier measurement stations. This is in contrast to the turbulent boundary layer case 
presented in Fig. 6.14(c) in which the measured values at all eight downstream stations 
collapse together within a very small tolerance. This result is very much in agreement 
with other studies found in the literature of planar shear layers with laminar boundary 
layers and indicates that the excess turbulent kinetic energy levels in this case can be 
attributed to the v'2 normal stress component. 
E. 2 Convoluted Shear Layer 
Measurements of the wake-averaged turbulent kinetic energy and wake-averaged normal 
stresses for the convoluted shear layer of McCormick's lobed mixer are presented in Figs. 
E. 3(a) and E. 3(b) respectively. Measurements for both laminar and turbulent boundary 
layer conditions have been included in both figures. The measurements reveal the rather 
interesting result in which both laminar and turbulent boundary layer conditions lead 
to very comparable turbulent kinetic energy and normal Reynolds-stress levels. The 
conclusion to draw from these measurements is that the `pinching-off' mechanism is not 
sensitive to the initial boundary layer conditions and hence to the precise magnitude of 
the Kelvin-Helmholtz instability. 
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Figure E. 2: McCormick's measured Reynolds stress profiles of planar 
shear layer (laminar boundary layers). 
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Figure E. 2 (continued): McCormick's measured Reynolds stress profiles 
of planar shear layer (laminar boundary layers). 
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Figure E. 3: Variation of global parameters with downstream distance 
(lobed mixer case with laminar boundary layers). 
