We derive the bounds of the mean queue length of an infinite phase size BM AP/M/1 queue which has an M/M /∞-type phase transition, and use them to evaluate the performance of secure group communication. Secure communication inside a groups on an open network is critical to enhance the internet capability. Extending the usual matrix analysis to the operator analysis, we derive a new estimation of the degradation of secure group communication model.
Introduction
One-to-one secure communication has been widely used on the internet such as, SSL (Security Socket Layer) [1] . As the internet grows all over the world, we get the freedom to communicate with anyone, anytime, anywhere. On the internet, we can easily make a community which shares common interest. Inside the community, sometimes we need a secure communication to protect their own interest. For example, we need a secure group communication for pay TV on the internet, or sharing the business confidential information on the internet.
These secure group communication might be solved by one-to-one secure communication by specifying one sender and one receiver. However, if we use oneto-one model in a group, the sender has to encrypt the information using different individual keys that was securely delivered to each receivers before hand. When the group size is large and we need real-time encryptions, the one-to-one model will not be scalable. For example, consider an internet broadcasting company which has 10,000 subscribers. The server has to encrypt the data 10,000 times with different keys. Thus, it is impossible for streaming type realtime applications like Pay TV or teleconference.
One of the solutions to this problem is to share a common symmetric group key among the group, and use it when sending information [2, 3] . This will reduce the number of encryptions dramatically. However, when a participant leaves or joins the group, the shared group key has to be renewed and send it securely. This will be the potential overhead to the server managing the keys. For example, if the population size of the group is 10,000, then the number of encryption of the new group key would be 10,000 when a member leave the group. Not only the processing time for the encryptions, but the time required to deliver the new group key would be the potential security problem, since during the delivery, the communication among the group can be eavesdropped by the participants who left the group. Thus estimating the time required to renew the group key is essential for the performance of the secure group communication.
Since the rekeying process takes place when joins and leaves occurs with as many encryptions as the size of group, the natural choice to evaluate the system is to use the Batch Markovian Arrival Process (BMAP) [4, 10] . The phase is corresponding to the size of the group. However, the ordinary BMAP queue deals with the finite phase size, while our problem has potentially the large or infinite size of phase. Tweedie and Senguputa extended the idea of matrix analysis to the operator analysis and derive the socalled operator geometric and matrix exponential distribution [5, 6, 4] . The other choice to analyze the problem is to model the group size by the state depending quasi-birth-and-death process [4] with infinite phase space, which corresponds to the the number of encryptions to be processed. However, we have the same difficulty due to the infinite size of the phase space.
In this paper, we extend the matrix argument to operator argument in BM AP/M/1 queues to evaluate the number of encryptions in the secure communication model sharing a common symmetric group key.
In Wong [7] and RFC2627 [8] , the authors introduce a concept of subgroup in the secure group communication to reduce the number of encryptions. They showed that using additional subgroup keys, they can decrease the number of encryptions of the group key, dramatically. The subgroup keys are exclusively shared in its subgroup, and used to encrypt a new group key. In [9] , the authors discussed the marginal distribution of number of encryptions can be Poisson distribution. However, as always the correlation of the process will greatly affect the system. These alternatives may be analyzed by the similar method of ours by modeling the subgroup appropriately.
2.
BM AP/M/1 Queueing Model
We use the word "customer" to indicate the participants of a group sharing secure communication. Let U n be the n-th customer of the group, T n be the join (arrival) time and S n be the sojourn time of U n in the group. We assume the point process of joins of customer {T n } is Poisson process with its rate λ. Also, assume the sojourn time S n has independent and identical exponential distribution with its mean E[S n ] = 1/µ. There is no limit of the number of customers in the group.
When a customer leaves the group, the group has to change the group key to keep the security inside the group. The new group key has to be encrypted by individual private keys and to be delivered to the customers in the group. Thus, at the leaves of customers, we need to encrypt the new key as many as the number of customers in the groups left behind. We assume the time required to encrypt the new key is independent and exponentially distributed with the mean 1/σ. In the following, we use the word "job" to indicate the workload required to encrypt the new group key. Remark 1. We neglect the jobs required at the join of new customers for simplicity. The key renewal at the join will guarantee the confidentiality of the past information, which is not always important. Also, the number of the encryptions at the customer's join is always 2 since we can use the old group key to send the new one to the existing customers, so it is easy to modify our approach.
A batch of jobs arrive at the leave of a customer, so we can model the arrival of the jobs in the form of Batch Markovian Arrival Process (BMAP) [10] . Let L(t) be the number of customers in the group, and M (t) be the number of jobs in the system (key encryption server) at time t. By the above assumptions, it is easy to see the process X(t) = (L(t), M (t)) is a Markov process. Denote the joint stationary probability by π l,m = P [L = l, M = m] when the utilization of this system is less than 1. Also, we use the following infinite dimension vectors of probabilities: π m = (π m0 , π m1 , ...). π = (π 0 , π 1 , ...).
We treat the number of customers in the group L(t) as the phase of the system. These stationary probability vectors should satisfy the following stationary equation.
where Q is the infinitesimal generator of the Markov Process X(t) = (L(t), M (t)). Since l jobs will be arrived at the server simultaneously when a customer left l customers in the group, the matrix Q can be represented in the matrix form as
The matrix D l is representing the transition of the process by the l-job arrival, and having the form as
for l ≥ 1, and
where those components which are not indicated are all zero.
Remark 2.
It is easy to see that the matrix D = ∞ l=0 D l , which is the generator of the phase transitions, is the infinitesimal generator of an M/M/∞ queue, and its stationary probability vector is Poisson distribution with its mean λ/µ.
These matrices are of the infinite size, so the ordinary matrix analytic methods cannot be readily applied. However, the parallel argument can be ap-
Then, by (1), we have the stationary equation;
where D(z) = ∞ m=0 z m D m . By using (2), we have the explicit form of D(z) as
Further, let π(z, y) be the double z-transform of π l,m , i.e.,
Before studying the equation to be satisfied with π(z, y), we need to introduce the concept of the linear operator corresponding to the transition matrix and derive some basic caluculus.
Definition 1. Let f be a function and f (y) = ∞ j=0 f j y j be its formal power series. We can define the linear operator U corresponding to a matrix U by
Lemma 1. The operator D(z) corresponding to the transition matrix D(z) in (6) can also be written by
Especially, when z = 1, we have
Proof. Using (6), we have
Remark 3. Intuitively, the first term of (8) represents the batch of jobs arriving at the customer leave, and the second term represents customer joins to the group. The rests represent the counter balance of the system.
The following is the useful rule of the differentiation by parts in operator calculus. Lemma 2. Let U(z) be a matrix which is a function of z, and [U (z)] ij be the derivative of the component [U(z)] ij with respect to z. Let U (z) be the operator corresponding to U(z), f be a bivariate function, whose formal power series with respect to y is f (z, y) = j f j (z)y j . Then, we have the following rule of the differentiation by parts:
where U (z) is the derivative of the operator U (z) and defined by
Proof. By the definition, In particular,
Proof. Use the definition (6) . Theorem 1. The double z-transform of the stationary probability π(z, y) satisfies the following equation:
where
Proof. Apply z-transform on (5) and use Lemma 1, then we have (14) and (15). Solving this differential equation with its initial conditon π(1, 1) = 1, we obtain (16).
It is easy to get the utilization of the server as we can see in the following corollary. 
We will check the second and third term. By Lemma 3, we obtain [D (1)π(1)](y) = µyπ y (2) (1, y) .
Thus, using these results in (18), and letting y → 1, we have σ {π(0, 1) − 1} + µπ y (2) (1, 1) = 0, since π(1, 1) = 1. Use the fact π y (2) (1, 1) = λ 2 /µ 2 to show P [M (t) = 0] = π(0, 1) = 1 − λ 2 σµ .
Mean Queue Length of Jobs
First, we define a linear operator A and its inverse A −1 , which are useful to calculate the mean queue length E[M (t)].
Theorem 2. Define a linear operator A by
for an arbitrary bounded smooth function f . Then, we have the inverse operator of A and
if the integral exits. 
the operator A −1 is well defined when g (1) and g(1) are bounded.
Proof. Set f = A −1 g. Assume f can be expressed in the form as 
where c(y) is an unknown function of y and to be determined. Using Lemma 1, we have Integrating this equation over [0, y], we obtain
where C is the integral constant. Note we used the fact c(1) = g (1), which can be obtain by setting y = 1 in (24). Set y = 1, then we can find the integral constant should be
Thus, Proof. From Corollary 1, [D(1)π(1)](y) = 0. Thus, it is easy to see that [Aπ(1)](y) = π(1, y).
Using the operator A and its inverse, we are going to find the mean queue length E[M ]. 
Proof. Rearranging (18), we have [D(1)π z (1)](y) = σ {π(1, y) − π(0, y)} − [D (1)π(1)](y).
(26)
Add π z (1, 1)π(1, y) to the both sides, and rearrange them, then we have
Since A −1 is a linear operator and π(1, y) is its fixed point, we have
Apply the linear operator D (1) to the both sides, we have
By Lemma 3, we can find that [D (1)f ](1) = µf y (2) (1). Thus, by setting y → 1, we have
since π z (1, 1) = E[M ] and π y (2) (1, 1) = σρ.
On the other hand, differentiate twice on (14) with respect to z, then we have
In general, by using Lemma 1 we can find [D(1)f ](1) = 0 for any function f . Hence, letting z → 1 and y → 1, we have
Rewriting this, we have
Using (28) and (29), we have (25).
Remark 5. If we find π(0, y) which is the z-transform of the boundary distribution π 0l , then we can obtain the mean queue length by Theorem 3. Generally, in matrix analysis, those boundary distributions can be obtained by estimating fundamental period matrix G where π(o, y) is its invariant distribution. However, in the case of the infinite phase size case, the iteration process to find G can not be easy to perform. So, instead, using Theorem 3 we are going to get the bounds of the mean queue length in the following section.
Bounds of the Mean Queue Length
Now we are going to evaluate each terms in E[M ] in Theorem 3 to obtain its bounds.
Lemma 5.
[D (1)π(1)](1) = λ λ µ [D (1)A −1 π(0)](1) = σρ(1 − ρ)
Proof. Apply D (1) to both sides of (21) and use Lemma 3, then we have
After calculating the second derivative, take y → 1 and use the facts that π y (2) (1, 1) = (λ/µ) 2 , π y (1, 1) = (λ/µ), π(0, 1) = 1 − ρ, and Corollary 2. Then, we obatin (31).
du .
(33)
and apply the operator D (1) = µy∂ 2 /∂z 2 on both sides of (33), then we have
where B and B are the first and second derivative of B with respect to y. It is easy to see that we have
as y → 1. Further, we have
as y → 1. Thus,
Theorem 4. We have the upper and lower bounds of mean queue length of jobs E[M ] as
and
where x + = max(x, 0).
Proof. Applying Lemma 5, 6 and 7 in Theorem 3, we have the exact estimate of E[M ] as
Since L and L(L − 1) are both non-negative, we have 0 ≤ π y (0, 1) ]. However, in practical situation, as we can see in the following, the above bounds may be sufficient.
Asymptotics of the Bounds
If the service rate σ is large, most of the time the system is empty and E[L1 (M =0) ] can be well approximated by E[L]. Thus we may expect our bounds derived from the assumptions is tight for a large σ. We will check this conjecture. Lemma 8. We have the following estimates of the difference for the large service rate of jobs σ: 
Since L is nothing to do with σ and M tends to decrease when σ increases, we can obtain the estimate (38). If we differentiate twice in (18), we also obtain (39) by the similar argument.
Using Lemma 8, we can say that our bounds are tight in the practical situation of the light traffic. Also. as we can see in the following section, even in the heavy traffic our bounds are pretty tight.
Numerical Analysis of the Bounds
In this section, we briefly see the bounds of the mean waiting time for encryption including its service time (encryption time). As pointed out before, the waiting time for processing encryptions in the group security model corresponds the time duration when the security level degrades, since we need to use the older key to communicate inside the group.
Let W be the time required to finish all the encryptions when a customer leaves the group. By Little's Formula [11, 12] , we have E[W ] = E[M ]/λ. Thus, using Theorem 4, the bounds for E[W ] can be easily obtained. In the following, we fixed the service rate of the encryptions to be σ = 100, 000. In Figure 1 -3, the mean waiting time E[W ] is depicted as the function of λ for various µ. Note that ρ = λ 2 /σµ is the utilization of our BM AP/M/1 queue and E[L] = λ/µ is its population of the secure group. For the reference, not only the bounds, but we also show the waiting time of both the M/M/1 queue with the same utilization and the batch-arrival M/M/1 queue where their batch size is independent and identically to Poisson distribution with its mean λ/µ. Comparing these graphs, although we can see only bounds, E[W ] of the BM AP/M/1 queue is significantly larger than the ones of other queues. Thus, we need to take into account the correlation between the batches, or we underestimate the time length of security degradation. Also, we can see the bounds get tighter as the sojourn time of the customer 1/µ gets shorter. 
