Reconstructing a map of neuronal connectivity is a critical challenge in contemporary neuroscience. Recent advances in high-throughput electron microscopy have produced massive images of nanoscale brain tissue for the first time. This resolution allows for individual neurons and their synaptic connections to be directly observed. Manually tracing each neuronal process at this scale is unmanageable, and therefore researchers are developing automated image processing modules. Thus far, state-of-the-art algorithms focus only on the solution to a particular task (e.g., neuron segmentation or synapse identification).
INTRODUCTION
Brain tissue volumes imaged using electron microscopy contains many thousands of cells that can be resolved at the scale of a single synapse. The amount of information is daunting: in just 1 mm 3 of brain tissue, we expect petabytes of data containing 10 5 neurons and 10 9 synapses [1] . While this region is very small in physical volume, compared to an entire brain, it is roughly the scale of a cortical column, a hypothetical fundamental organizing structure in the cortex [2] .
Our goal is to transform large 3D electron microscopy volumes of neural tissue into a detailed connectivity map, called a connectome. This approach will directly estimate * Authors contributed equally. brain graphs at an unprecedented level of detail. Each neuron is represented in the graph as a node, and each synapse is represented as an edge connecting these nodes. Unfortunately, relying on humans to trace individual neurons and find synapses is unrealistic as volumes scale. A recent study estimated that manual annotation of a cortical column requires hundreds of thousands of person-years [3] .
We introduce a fully automated images-to-graphs pipeline and an assessment metric for the resulting graphs. This metric allows us to directly assess the connectivity properties of the graph, rather than relying on intermediate measures (e.g., synapse precision-recall or segmentation error). We run a grid search over a collection of parameters (i.e., both individual modules and their settings) using our pipeline to determine the best available result for analysis and interpretation. 
PREVIOUS WORK
Previous research has produced methods that advance the field of connectomics in important ways, but none have provided an end-to-end, automated, scalable approach. Several manual or semi-automated approaches have been used to construct brain circuits [4, 5, 6] . Other groups have produced automated algorithms [7, 8, 9] that solve important pieces of Fig. 2 . An overall view of the Images-to-Graphs Pipeline, beginning with image data and ending with graph creation. Modules in white are executed each time, modules that are gray (darkly shaded) are executed once and not varied in our analysis, and modules lightly shaded represent our parameter space. the overall puzzle (e.g., neuron segmentation, synapse detection). These modules have generally been evaluated on small subvolumes without considering the overall graph result; additional work is needed to improve algorithm accuracy and scalability.
In building our images-to-graphs pipeline, we leveraged previous work whenever available. To detect cell membranes, we reimplemented the ISBI 2012 challenge-winning approach [10] , which framed membrane detection as a per-pixel classification problem and obtained state-of-the-art results using a small ensemble of Deep Neural Networks (DNN). We segment the neuronal structures by incorporating Rhoana [7] , an open-source algorithm, which selects and fuses candidate 2D contours into 3D objects using conditional random fields (CRFs) and Integer Linear Programming (ILP). Scalable synapse detection (i.e., the edges in our graph) is still an open problem. While solutions exist [11, 12] , they were either developed for a dataset with different properties (e.g., isotropic, poststained), or have demanding computational requirements. Therefore, we developed our own lightweight, scalable synapse detector.
APPROACH
To extract graphs from images, we first detect synapses and segment neural processes at a desired operating point, and link the results together to generate a graph. This result is evaluated using a new graph metric, which we describe below.
Processing Framework
Our tools are built on a distributed processing framework which leverages the LONI Pipeline [13] , and interfaces with the data and annotation services provided by the Open Connectome Project (OCP) openconnecto.me [14] . It includes an application programming interface (API) which implements our data standard for high resolution connectomics, and tools to enable rapid algorithm development while simplifying the challenge of running at scale. Our framework enables researchers to focus on developing novel image processing techniques without considering data management and processing challenges.
By leveraging our reusable, distributed computing tools, we are able to efficiently incorporate new methods by extracting only core algorithm code (often a small fraction of the original code base). This capability enables image processing researchers to build state-of-the-art algorithms without addressing cluster integration or scalability details.
Graph Estimation Pipeline
Our approach transforms a image volume of cortical tissue into a wiring diagram of the brain. To assemble this pipeline, we begin with membrane detection [10] , and then process those results to assemble neuron segments, using either Rhoana [7] or a watershed-based approach. These are the nodes in our graph.
To find the graph edges, we develop a lightweight, scalable Random Forest synapse classifier. We combine texture (i.e., intensity measures, image gradient magnitude, local binary patterns, structure tensors) with biological context (i.e., membranes and vesicles).
Synapse and neuron association is completed by mapping synapses (i.e., graph edges) to neurons (i.e., graph nodes) by finding the neuron labels that overlap most frequently with the paint from each synapse object. Metadata assigned to each object can be traversed to construct a graph [14] , or the graph can be built directly at small scales. Output graphs are converted via a web-interface to a community compatible format of choice using MROCP [15] , such as GraphML. This graph construction, optimization and assessment tool was implemented in LONI Pipeline and exists as a one-click pipeline.
Assessment Measures
A variety of error measures have been proposed for connectomics (e.g., warping error, adjusted Rand index, variation of information [9] ), but are limited by their focus on an individual subtask of the entire images-to-graphs pipeline. As we demonstrate, the optimal results for a subtask may not translate to optimal results for the overall pipeline.
As shown in Figure 3 , even small neuron segmentation errors that affect graph connections are potentially very significant in terms of the resulting graph, while large errors not affecting topology may be much less significant. These small, significant errors occur frequently on narrow, fragmented spine necks, breaking connectivity between the synapse on the spine head and the parent dendritic shaft [7] . Fig. 3 . Yellow objects represent synaptic junctions; other colors are different neurons. The left panel shows true connectivity; the right panel shows the effect of fragmenting neurons at the dendritic spine necks, which produces a very small change in segmentation error, but a dramatic impact to graph error.
To assess graph error, we first form the line graph, which is the dual of the traditional graph, and represents connections (i.e., paths) between terminals. In this formulation, the synapses become the graph nodes and the graph edges are constructed from the neurons (Figure 4) . Line graphs are constructed for both the estimated L{G estimated } and true L{G true } neuronal graphs, resulting in square, undirected, binary upper triangular matrices. To directly compare the graphs, we augment both matrices so that every node (i.e., synapse) in both graphs has a direct correspondence. We first find synapses in common by overlapping synapse annotations, and then add synapses absent in one graph, but present in the other, to both the true and test graphs. This graph correspondence is much easier to determine in the line graph (since synapses are small, compact objects) than in the traditional graph formulation (which often contains many neuron fragments).
We compute our graph error by finding the Frobenius norm of the difference between the estimated and true augmented line graphs (Eqn 1).
Our metric is interpretable, because true connections are the non-zero common entries. Furthermore, each incorrect entry represents a false positive (spurious connection) or false negative (missed connection). A connection between two synapses in a line graph is equivalent to those synapses being coincident on a neuron. This metric has scalability advantages over voxel-based metrics, because it can be easily computed on large volumes and can be used to characterize common errors. Fig. 4 . A demonstration of the methods used to construct a line (edge-based) graph from a conventional node based network, by finding paths between edges in the original graph.
RESULTS
The images-to-graphs pipeline allows us to address the question of graph quality and begin to optimize results. We take a systems view of the connectomics problem and evaluate a set of hyper-parameters (i.e., both entire algorithms and parameters within algorithms) to determine the best operating point. In principle, parameters across all modules can be explored; we limited our experiment to variations in neuron segmentation and synapse detection methods for simplicity.
Data
Our experiments utilize a publicly available volume of mouse somatosensory (S1) cortex, imaged using scanning electron microscopy [16] . All images were color corrected [17] and downsampled by a factor of two in the imaging plane. Although we restricted our experiments to a small region with existing ground truth (1000×1000×100 voxels), the pipeline is built into a scalable framework capable of processing larger volumes.
Results
We used our pipeline to examine the interaction and optimal settings of the segmentation algorithm and the synapse detector. Our evaluation varied neuron segmentation parameters (e.g., membrane strength, thresholds, number of segmentation hypotheses). Our synapse operating points were chosen by sweeping over size and probability thresholds. All combinations of these parameters were tested, and the results are displayed as a matrix in Figure 5 . We examined 1300 possible graphs, requiring approximately 5,400 cluster jobs and 3TB of data manipulation.
After synapses and neurons were combined to construct a graph, we evaluated the line graph error. A permutation test was run to compute the null distribution of this test statistic. Specifically, we calculate the graph error by uniformly sampling a random graph with the same line graph density as the observed graph for B=10,000 samples. The p-value is then the value of the resulting cumulative distribution function, evaluated at the test-statistic value of the observed graph. We chose a p-value significance threshold of less than 0.0001; non-significant operating points are shown in gray in Figure 5 .
The results in Figure 5 show all the results, in sorted synapse and segmentation error order. Each cell in the matrix represents a single graph, and the optimal result is circled in the table.
It is clear that constructing the best graph is more complicated than simply choosing the point with the best synapse F1 score and lowest segmentation error. Figure 6 further demonstrates the non-linear relationship between graph error and intermediate measures. By considering the overall problem context, we can select and tune the available algorithms to determine the best result. Fig. 6 . Plots showing the variability of graph error with segmentation error (top) and synapse error (bottom), for the rows and columns associated with the best operating point.
DISCUSSION
We have demonstrated the first framework for estimating brain graphs at scale using automated methods. We recast the problem as a graph estimation task and consider algorithm selection and parameter tuning to optimize this objective by leveraging a novel graph error metric. This work provides a scaffolding for researchers to develop and evaluate methods for the overall objective of interest.
We evaluate our pipeline across a set of parameters and modules, leveraging a combination of published methods and novel algorithms. Additional insights may be gained at larger scales and through additional optimization. Although our error metric currently considers only binary, unweighted graphs, there are opportunities to extend this to apply to attributed graphs, as well as to weight the metric by error types (e.g., number of false positives or false negatives).
Automated results do not need to be perfect to draw statistical conclusions, and errorful graphs may be used as the basis for inference and exploitation of "big neuroscience" challenges [18] . Bias in errors is another important factor in constructing exploitable graphs that is not fully explored in this manuscript. With the ability to efficiently compare combinations of different algorithms and operating points, we can begin to answer the question of graph quality and how to optimize the results. Supplementary material can be found at http://www.openconnecto.me/i2g/ 6. ACKNOWLEDGEMENTS
