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Abstract
The cases of equality are analyzed in Steiner symmetrization inequalities for Dirichlet-type
integrals. In particular, minimal assumptions are determined under which functions attaining
equality are necessarily Steiner symmetric.
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1. Introduction
The expression Pólya–Szegö principle (or inequality) pertains, in a broad sense,
to any statement asserting that some Dirichlet-type integral, depending on the gra-
dient of any real-valued function from a certain class, does not increase under an
appropriate rearrangement of such a function. Typically, an operation of rearrangement
maps a measurable function into an equidistributed function enjoying some additional
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symmetry property, and it is hence also called a symmetrization. Schwarz spherical
symmetrization about a point and Steiner symmetrization about an hyperplane are prob-
ably the most popular symmetrizations in the literature. Pólya–Szegö inequalities for
these symmetrizations have been known for a long time, and have seen noticeable appli-
cations in various branches of analysis, including eigenvalue problems in mathematical
physics, potential theory, theory of Sobolev spaces, partial differential equations.
The analysis of functions attaining equality in Pólya–Szegö inequalities, which will
be referred to as PS-extremals, has a much more recent history. Apart from its own
interest, the characterization of these extremals is relevant, for instance, in view of
applications to symmetry properties of solutions to variational problems. An impulse to
the study of this delicate issue was given by the paper [K2] (see also [K1]), where the
symmetry of PS-extremals for Schwarz and Steiner symmetrizations was established,
by classical techniques, in special classes of functions and ground domains. After a
few subsequent contributions, the problem for Schwarz symmetrization, in the class of
Sobolev functions, was ﬁnally solved in [BZ] (see also [FV] for an interesting alternate
proof). Indeed, in [BZ] a minimal assumption is exhibited for any PS-extremal to be
necessarily Schwartz symmetric. Such an assumption amounts to requiring that the set
of critical points of the symmetrized extremal has Lebesgue measure zero. A version of
this result in the framework of functions of bounded variations can be found in [CF].
On the other hand, in spite of various recent developments concerning Steiner sym-
metrization (see e.g. [ADLT,Bae,BLM,Br,Bur]), the status of the art on the question of
symmetry of PS-extremals seems to be still that set in [K1]. The aim of the present
paper is to settle this question in full generality. Actually, our results yield the Steiner
symmetry of PS-extremals in the class of Sobolev, and more generally, BV functions,
for a large class of functionals. The crucial assumption is that the derivative of the
relevant extremal, in the direction orthogonal to the hyperplane of symmetrization,
vanishes at most in a set of Lebesgue measure zero. This hypothesis is the analog,
in the setting at hand, of the hypothesis of [BZ] mentioned above. However, un-
like the case of Schwartz symmetrization, additional undispensable assumptions on the
ground domain have to be imposed. Besides certain connectedness and boundedness
natural conditions, the main assumption requires that, loosely speaking, no essential
part of the reduced boundary of the domain lies orthogonally to the hyperplane of
symmetrization.
Let us emphasize that our approach differs substantially from those of [BZ,FV]. In
particular, whereas the description of PS-extremals for Schwarz symmetrization heavily
relies upon the characterization of balls as the unique extremals in the isoperimetric
inequality in Rn, the corresponding discussion of the equality cases in the perimeter
inequality for Steiner symmetrization, recently provided in [CCF], seems to be of no
direct use for our purposes. Instead, a successful underlying idea in attacking the prob-
lem is to derive the symmetry of extremals from the symmetry of their subgraphs.
This is most apparent when functions of bounded variation are taken into account.
Indeed, in this case, our strategy is to turn the Dirichlet type functionals under consid-
eration into geometric functionals, depending on the generalized inner normal to the
reduced boundary of the subgraph of functions. This leads us to a preliminary study,
of independent interest, of Pólya–Szegö-type inequalities for this kind of functionals,
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which can be regarded as the “parametric" counterpart of the original “nonparametric"
functionals.
2. Main results
We begin with some deﬁnitions and elementary facts about Steiner symmetrization
of sets and functions.
A point x in the Euclidean space Rn, n2, will be usually labeled by (x′, y), where
x′ = (x1, . . . , xn−1)∈ Rn−1 and y ∈ R; similarly, when x ∈ Rn+1, we shall write x as
(x′, y, t). To emphasize the different roles of the variables y and t, we shall also write
Rn = Rn−1 × Ry and Rn+1 = Rn−1 × Ry × Rt . Consistent notations will be used for
subsets of Rn and Rn+1.
Given any measurable subset E of Rn, deﬁne, for x′ ∈ Rn−1,
Ex′ = {y ∈ R : (x′, y) ∈ E} (2.1)
and
E(x
′) = L1(Ex′). (2.2)
Hereafter, Lm denotes the outer Lebesgue measure in Rm. Then, we deﬁne the Steiner
symmetral Es of E about the hyperplane {y = 0} as
Es = {(x′, y) ∈ Rn : |y| < E(x′)/2}.
When E ⊂ Rn−1 × Ry × Rt , its Steiner symmetral Es about {y = 0} is deﬁned
analogously, after replacing (2.1) and (2.2) by parallel deﬁnitions of Ex′,t and E(x′, t).
Now, let  be a measurable subset of Rn and let u be a nonnegative measurable
function in  such that, for Ln−1-a.e. x′ ∈ n−1(),
L1 ({y ∈ x′ : u(x′, y) > t}) < ∞ for every t > 0. (2.3)
Here, n−1 denotes orthogonal projection onto Rn−1. The Steiner rearrangement us of
u is the function from Rn into [0,+∞] given by
us(x′, y) = inf{t > 0 : u(x′, t)2|y|} for (x′, y) ∈ Rn−1 × Ry,
where
u(x
′, t) = L1 ({y ∈ R : u0(x′, y) > t}) ,
the distribution function of u(x′, ·), and u0 denotes the continuation of u to Rn which
vanishes outside . Note that us = 0 Ln-a.e. in Rn \ s.
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The notions of Steiner symmetral of a set and of Steiner rearrangement of a function
are clearly related. Actually, if u :  → [0,+∞) is as above, and
Su = {(x′, y, t) ∈ Rn+1 : (x′, y) ∈ , 0 < t < u(x′, y)},
the subgraph of u, then
(Su)s is equivalent to Sus (2.4)
and
{(x′, y) : u(x′, y)>t}s is equivalent to {(x′, y) : us(x′, y)>t} for every t > 0. (2.5)
Eqs. (2.4) and (2.5) are easy consequences of the fact that
Su(x
′, t) = u(x′, t) for (x′, t) ∈ Rn−1 × R+t
and that, for Ln−1-a.e. x′ ∈ Rn−1, we have us(x′, y) > t for some y ∈ Ry and t ∈ R+t
if and only if u(x′, t) > 2|y|.
Eq. (2.5) ensures that u and us are equidistributed functions; in fact u(x′, ·) and
us(x′, ·) are equidistributed for Ln−1-a.e. x′ ∈ n−1(), by the very deﬁnition of us.
Hence, any rearrangement invariant norm of a function, i.e. any norm depending only
on the measure of its level sets (such as Lebesgue, Lorentz or Orlicz norms), is trivially
preserved under Steiner rearrangement.
A much deeper property involving the Steiner rearrangement of functions enjoying
differentiability properties is provided by the Pólya–Szegö principle. Theorem 2.1 below
contains a version of this principle for Sobolev functions, which applies to the class
of integral functionals having the form∫

f (∇u) dx,
where f is any convex function from Rn into [0,+∞), vanishing at 0, and satisfying
f (1, . . . , n−1, n) = f (1, . . . , n−1,−n) for every (1, . . . , n) ∈ Rn. (2.6)
These functionals will be evaluated at functions which vanish on the subset of 
which lies inside the cylinder n−1() × Ry . Precisely, functions from the class
W
1,1
0,y () = {u :  → R : u0 ∈ W 1,1(× Ry) for every open set  ⊂⊂ n−1()}
are taken into account.
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Theorem 2.1. Let f be as above. Let  be an open subset of Rn and let u be a
nonnegative function from W 1,10,y (). Then us ∈ W 1,1( × Ry) for every open set  ⊂⊂ n−1(), and ∫
s
f (∇us) dx
∫

f (∇u) dx. (2.7)
Let us mention that W 1,10,y () can be replaced in Theorem 2.1 by any space W
1,p
0,y ()
deﬁned analogously with p1—see Remark 4.6, Section 4.
Theorem 2.1 is well known (under more restrictive assumptions on u) when f () =
||p, with p1, and, more generally, when f () = (||) and  is a convex function
from [0,+∞) into [0,+∞) vanishing at 0—see [Br,Bur]. Here we present an indepen-
dent proof of (2.7), which has the advantage of providing us with information about
functions yielding equality. Actually, our ﬁnal goal in regard to (2.7) is to ﬁnd out
minimal assumptions for such extremal functions to be necessarily Steiner symmetric.
The assumptions in question turn out to involve both the extremal u and the domain
, and amount to what follows.
Consider u ﬁrst, and set
M(x′) = inf {t > 0 : u(x′, t) = 0} for x′ ∈ n−1().
Obviously, M(x′) agrees with esssup{u(x′, y) : y ∈ x′ } for Ln−1-a.e. x′ ∈ n−1().
Moreover, M is a measurable function in n−1() with M(x′) < ∞ for Ln−1-a.e.
x′ ∈ n−1(), owing to (2.3). We demand that, for Ln−1-a.e. x′ ∈ n−1(), M(x′) > 0
and the derivative of the restriction u(x′, ·) is L1-a.e. different from 0 in the set where
u(x′, ·) < M(x′). This is equivalent to the condition
Ln ({(x′, y) ∈  : ∇yu(x′, y) = 0} ∩ {(x′, y) ∈  : either M(x′) = 0
or u(x′, y) < M(x′)}) = 0.
(2.8)
As far as  is concerned, we require that
n−1() is connected, (2.9)
 is bounded in the direction y, (2.10)
and that, in a sense, the reduced boundary ∗ of  is almost nowhere parallel to
the y-axis inside the open cylinder n−1() × Ry . A precise formulation of the last
condition reads
 has locally ﬁnite perimeter in n−1() × Ry and
Hn−1
(
{(x′, y) ∈ ∗ : y (x′, y) = 0} ∩ (n−1() × Ry)
)
= 0, (2.11)
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Fig. 1. The graph of u is on the left; on the right, the graph of us.
Fig. 2. The domain of u is the union of two rectangles.
where Hk stands for k-dimensional Hausdorff measure, and y denotes the component
along the y-axis of the generalized inner normal  to .
We are now ready to state our result about the equality case in (2.7).
Theorem 2.2. Let f : Rn → [0,+∞) be a strictly convex function vanishing at 0
and satisfying (2.6). Let  be an open subset of Rn fulﬁlling (2.9)–(2.11). Let u be a
nonnegative function from W 1,10,y () satisfying (2.8). If
∫
s
f (∇us) dx =
∫

f (∇u) dx < ∞, (2.12)
then us is equivalent to u (up to translations along the y-axis).
Let us emphasize that assumptions (2.8)–(2.11) in Theorem 2.2 are essentially sharp,
in that they cannot be removed without effecting the conclusion. Indeed, if (2.8) is
dropped, then functions whose graph is shaped like that represented in Fig. 1 imme-
diately prove that (2.12) may hold even if u does not agree with any translate of
us.
As for the domain , assumption (2.9) is easily seen to be indispensable. The
example in Fig. 2 demonstrates the necessity of condition (2.11); an easy modiﬁcation
of that example—see Fig. 3—shows that unbounded domains in the direction y cannot
be allowed, even in the case where x′ is bounded for Ln−1-a.e. x′ ∈ n−1().
Note that strict convexity of f is also essential in Theorem 2.2. Actually, suppose,
for instance, that f () = || for  ∈ Rn and let u be any compactly supported func-
tion from W 1,1(Rn), whose level sets are Steiner symmetric about non coincident
hyperplanes parallel to {y = 0}. Then u is not equivalent to any translate of us, but,
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Fig. 3. The domain of the function u is unbounded.
as a consequence of the coarea formula for Sobolev functions,∫
Rn
f (∇u) dx =
∫ ∞
0
P({u > t}) dt =
∫ ∞
0
P({u > t}s) dt
=
∫ ∞
0
P({us > t}) dt =
∫
Rn
f (∇us) dx.
Here, P(E) denotes the perimeter of a set E. Observe that the second equality holds
since P(E) = P(Es) whenever E is equivalent to a translate of Es, and that the third
equality holds because of (2.5). Similar counterexamples can be exhibited also in the
case where there exist a0 and b ∈ R such that f () = a|| + b just for  satisfying
t1 || t2 for some 0 t1 < t2.
To conclude with our comments about Theorem 2.2, let us go back to hypothesis
(2.8). The counterpart of this hypothesis in the case of Schwarz symmetrization, as
appears in [BZ], is that
Ln ({∇u = 0} ∩ {0 < u < ess sup u}) = 0, (2.13)
where u denotes the Schwarz rearrangement of u. Condition (2.13) is weaker, in
general, than the same condition imposed on u. Thus, one might ask whether (2.8)
could be relaxed on replacing u by us. However, such a replacement is immaterial, as
a consequence of the following result.
Proposition 2.3. Let u be a nonnegative function from W 1,10,y (). Then, for Ln−1-a.e.
x′ ∈ n−1(),
L1({y : ∇yu(x′, y)=0, t <u(x′, y)<M(x′)})
= L1({y : ∇yus(x′, y)=0, t <us(x′, y)<M(x′)})
for every t ∈ (0,M(x′)).
We now shift to the more general framework of functions of bounded variation. Here,
a version of the Pólya–Szegö inequality can still be shown to hold, provided that the
involved functional is properly deﬁned. Consider any nonnegative convex function f in
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Rn growing linearly at inﬁnity, i.e., satisfying
0f ()C(1 + ||) (2.14)
for some positive constant C and for every  ∈ Rn, and deﬁne the recession function
f∞ of f as
f∞() = lim
t→+∞
f (t)
t
.
Then a standard extension of the functional
∫
 f (∇u) dx to the space BVloc() of
functions of locally bounded variation in an open set  ⊂ Rn is deﬁned as
Jf (u;) =
∫

f (∇u) dx +
∫

f∞
(
Dsu
|Dsu|
)
d|Dsu| (2.15)
at u ∈ BVloc(). Here, ∇u denotes the approximate gradient of u, which agrees with
the density of the absolutely continuous part, with respect to Ln, of the measure Du,
the distributional derivative of u; moreover, Dsu stands for the singular part of Du with
respect to Ln, and |Dsu| is its total variation. Indeed, Jf (u;) is the relaxed functional
of
∫
 f (∇u) dx in BV () with respect to convergence in L1loc() (see Theorem F,
Section 6). A Pólya–Szegö inequality for functionals of the form (2.15) holds in the
space of functions from BVloc() which vanish on ∩ (n−1()×Ry), in the sense
that they belong to the space
BV0,y() = {u :  → Rn : u0 ∈ BV (× Ry) and |Du0|(× Ry)
= |Du|( ∩ (× Ry)) for every open set  ⊂⊂ n−1()}.
Theorem 2.4. Let f : Rn → [0,+∞) be a convex function vanishing at 0 and sat-
isfying (2.6) and (2.14). Let  be an open subset of Rn and let u be a nonnegative
function from BV0,y(). Then us ∈ BV ( × Ry) for every open set  ⊂⊂ n−1(),
and
Jf (u
s;s)Jf (u;). (2.16)
The identiﬁcation of the extremals in inequality (2.16) as Steiner symmetric functions
is the content of the next theorem. The assumptions on u and  in this theorem are the
same as in Theorem 2.2, provided that ∇yu is interpreted in (2.8) as the y-component
of the absolutely continuous part of Du, or, equivalently, as the y-component of the
approximate gradient of u. Due to the presence of the term depending on Dsu in the
functional Jf , we need here additional assumptions on the recession function of f.
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Actually, we have to require that
f∞(1, . . . , n−1, ·) is strictly increasing on [0,+∞)
for every (1, . . . , n−1) ∈ Rn−1, (2.17)
and that
the function Rn−1 	 (1, . . . , n−1) 
→ f∞(1, . . . , n−1, 1) is strictly convex. (2.18)
Theorem 2.5. Let f : Rn → [0,+∞) be a strictly convex function vanishing at 0 and
satisfying (2.6), (2.14), (2.17) and (2.18). Let  be an open subset of Rn fulﬁlling
(2.9)–(2.11). Let u be a nonnegative function from BV0,y() satisfying (2.8). If
Jf (u
s;s) = Jf (u;) < ∞, (2.19)
then u is equivalent to us (up to translations along the y-axis).
Let us point out that, if, in particular,  is a priori assumed to be Steiner symmetric,
then the conclusions of Theorems 2.2 and 2.5 continue to hold even if (2.9) and (2.11)
are dropped. Moreover, in this case, assumption (2.8) can be slightly weakened, in that
arbitrarily many sections x′ on which u(x′, ·) is identically 0 can be allowed.
Theorem 2.6. Let f be as in Theorem 2.2. Let  be an open subset of Rn such that
 = s (up to translations along the y-axis). Let u be a nonnegative function from
W
1,1
0,y satisfying
Ln ({(x′, y) ∈  : ∇yu(x′, y) = 0} ∩ {(x′, y) ∈  : u(x′, y) < M(x′)}) = 0.
If (2.12) holds, then us is equivalent to u (up to translations along the y-axis).
An analogous version of Theorem 2.5 under the assumption  = s can be easily
stated.
Theorems 2.2 and 2.5 have completely parallel statements and, in fact, a uniﬁed
treatment of the two results could be given. However, since Theorem 2.2 admits an
alternate, more direct, approach, we prefer to present separate proofs which overlap
only partially. To be speciﬁc, both proofs follow the same scheme which consists of
two steps: (i) showing that the restrictions u(x′, ·) are symmetric about some point
b(x′) for Ln−1-a.e. x′ ∈ n−1(); (ii) proving that b(x′) is, in fact, constant. (Note
that Theorem 2.6, and its counterpart in BV, already follow from the ﬁrst step, owing
to the symmetry of ). The proof of step (ii) is essentially the same in Theorems 2.2
and 2.5 (save just for a single point), and it is at this stage that assumptions (2.9)–
(2.11) on  come into play. Assumption (2.8) on u has a role in the step (i), whose
proof in the case of Theorem 2.5 is more delicate. Actually, as already mentioned in
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Section 1, when dealing with BV functions we need to work, from the very beginning,
with functionals deﬁned on sets of locally ﬁnite perimeter and having the form
∫
∗E
F(E) dHn. (2.20)
Here, F : Rn+1 → [0,+∞) is a convex function such that
F(1, . . . , n+1) = F(1, . . . , n+1)
for every (1, . . . , n+1) ∈ Rn+1 and every  > 0. (2.21)
Note that, if F() = ||, then ∫∗E F(E)dHn agrees with P(E).
The functional Jf is linked to the functional deﬁned as in (2.20), with integrand
given by
Ff (1, . . . , n+1) =
⎧⎨⎩ f
(
− 1
n+1
(1, . . . , n)
)
(−n+1) if n+1 < 0,
f∞(1, . . . , n) if n+10,
(2.22)
by the following result.
Proposition 2.7. Let f : Rn → [0,+∞) be a convex function vanishing at 0 and
satisfying (2.14) and let Ff be the function associated with f as in (2.22). Then Ff is
a convex function satisfying (2.21). Moreover, if  is an open subset of Rn, then
Jf (u;B) =
∫
∗Su∩(B×Rt )
Ff (
Su) dHn (2.23)
for every nonnegative function u ∈ BVloc() and for every Borel set B ⊂ .
Thanks to Proposition 2.7, the proof of Theorem 2.4 can be reduced to the proof of
a Pólya–Szegö type inequality for functionals as in (2.20); moreover, information about
extremal sets in such inequality yields information about extremal functions in (2.19).
The relevant Pólya–Szegö inequality for the functionals
∫
∗E F(
E) dHn is contained
in the next theorem. Besides (2.21), the integrand F will be assumed to satisfy
F(1, . . . , n−1, n, n+1) = F(1, . . . , n−1,−n, n+1)
for every (1, . . . , n+1) ∈ Rn+1. (2.24)
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Theorem 2.8. Let F : Rn+1 → [0,+∞) be a convex function satisfying (2.21) and
(2.24). Let U be an open subset of Rn−1 ×Rt and let E be a set of ﬁnite perimeter in
U × Ry such that E < +∞ Ln-a.e. in U. Then∫
∗Es∩(A×Ry)
F (E
s
) dHn
∫
∗E∩(A×Ry)
F (E) dHn (2.25)
for every Borel set A ⊂ U . Moreover, if E is a set of ﬁnite perimeter in Rn+1, then∫
∗Es
F(E
s
) dHn
∫
∗E
F(E) dHn. (2.26)
A ﬁrst set of conclusions about the equality cases in (2.25) and (2.26) is provided
by the following result. Here, the assumptions on F have to be reinforced by requiring
that
F(1, . . . , n−1, ·, n+1) is strictly increasing in [0,+∞)
for every (1, . . . , n−1, n+1) ∈ Rn, (2.27)
and that there exists a convex set K ⊂ Rn−1 × Rt such that the function
K 	 (1, . . . , n−1, n+1) 
→ F(1, . . . , n−1, 1, n+1) is strictly convex. (2.28)
In what follows, the essential projection of a set E ⊂ Rn+1 onto Rn−1 ×Rt is deﬁned
as
n−1,n+1(E)+ = {(x′, t) ∈ Rn−1 × Rt : E(x′, t) > 0}.
The essential projection n−1(E)+ onto Rn−1 is deﬁned similarly.
Theorem 2.9. Let F : Rn+1 → [0,+∞) be a convex function satisfying (2.21), (2.24),
(2.27) and (2.28) for some convex set K ⊂ Rn−1 × Rt . Let U be an open subset of
Rn−1 × Rt . Let E be a set of ﬁnite perimeter in U × Ry satisfying E < +∞ Ln-a.e.
in U, and let A be a Borel subset of U such that
(
E1
Ey
, . . . ,
En−1
Ey
,
Et
Ey
)
∈ K Hn-a.e. on ∗E ∩ (A × Ry), (2.29)
where E = (E1 , . . . , En−1, Ey , Et ). If∫
∗Es∩(A×Ry)
F (E
s
) dHn =
∫
∗E∩(A×Ry)
F (E) dHn < ∞, (2.30)
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then there exist two functions y1, y2 : n−1,n+1(E)+ ∩ A → R such that, for Ln-a.e.
(x′, t)∈n−1,n+1(E)+ ∩ A,
Ex′,t is equivalent to (y1(x′, t), y2(x′, t)), (2.31)
Ei (x
′, y1(x′, t), t) = Ei (x′, y2(x′, t), t) for i = 1, . . . , n − 1, t, (2.32)
Ey (x
′, y1(x′, t), t) = −Ey (x′, y2(x′, t), t). (2.33)
Theorems 2.8 and 2.9 contain all the material concerning functionals (2.20) needed
in our proof of Theorem 2.5. Note, however, that Theorem 2.9 leaves open the problem
of whether any set satisfying (2.30) is necessarily Steiner symmetric. Simple examples
show that this is not the case, even when F() = || (see e.g. [CCF]). For completeness,
we conclude with a result, in the spirit of Theorems 2.2 and 2.5, which provides minimal
additional assumptions ensuring Steiner symmetry of extremal sets in (2.26).
Theorem 2.10. Let F be as in Theorem 2.9. Let U be an open subset of Rn−1 × Rt .
Let E be a set of ﬁnite perimeter in U × Ry satisfying E < +∞ Ln-a.e. in U and
such that (2.30) is fulﬁlled with A = U . Assume either that
F(1, . . . , n−1, 0, n+1) > 0 for every (1, . . . , n−1, n+1) ∈ Rn \ {0} (2.34)
and
Hn
(
{x ∈ ∗Es : Esy (x) = 0} ∩ (U × Ry)
)
= 0, (2.35)
or that
Hn
(
{x ∈ ∗E : Ey (x) = 0} ∩ (U × Ry)
)
= 0. (2.36)
Assume also that the precise representative ∗E of E satisﬁes
∗E(x′, t) > 0 for Hn−1-a.e. (x′, t) ∈ U. (2.37)
Then E ∩ (U × Ry) is equivalent to a translate of Es ∩ (U × Ry) along the y-
axis for each connected component U of U. In particular, if U is connected and
Ln(n−1,n+1(E)+ \ U) = 0, then E is equivalent to Es (up to translations along the
y-axis).
Observe that assumption (2.36) implies (2.35) (see Lemma 5.7); the reverse implica-
tion holds if E satisﬁes both (2.30) and (2.34) (see Lemma 5.7 again). If any of the last
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Fig. 4. The Steiner symmetral of the set E displayed in the picture is a ball.
two conditions is dropped, then (2.35) may hold without (2.36) being fulﬁlled. Coun-
terexamples in this connection are easy. An example in the case where (2.30) is not in
force (and F() = ||) is given in [CCF]. On the other hand, if F is any function as in
Theorems 2.9 and 2.10 (with n = 2) such that F(1, 0, 3) = 0 for (1, 3) ∈ R2, and
E is the set depicted in Fig. 4, then (2.30) holds and (2.35) is satisﬁed with  = R2,
but (2.36) is not.
Owing to Proposition 2.7, one might hope that Theorem 2.5 could be derived from
Theorem 2.10; this seems to be possible, however, only under extra regularity assump-
tions on u.
In view of the above discussion, it should be clear that our approach requires, besides
symmetrization techniques, a considerable use of tools from geometric measure theory
and from the related theory of BV functions. The necessary material on these topics is
collected in the next section. Section 4 is devoted to functionals deﬁned on Sobolev
functions, i.e. to the proofs of Theorems 2.1 and 2.2. The functionals of the generalized
normal are the object of Section 5, where Theorems 2.8–2.10 are established. Finally,
proofs of Theorems 2.4 and 2.5, dealing with BV functions, are presented in Section 6.
As observed above, Theorem 2.6 does not require a separate proof, since it is contained
in the ﬁrst part of that of Theorem 2.2.
3. Background
Let  be an open subset of Rn. The Sobolev space W 1,p() is the collection of
all functions from Lp() which are weakly differentiable in  and whose gradient
belongs to Lp(). By W 1,ploc () we denote the space of those functions which belong
to W 1,p(′) for every open set ′ ⊂⊂ .
The space of functions of bounded variation in  is denoted by BV (). Recall that a
function u ∈ L1() is said to be of bounded variation in  if its distributional gradient
Du is a vector-valued Radon measure in  whose total variation |Du| is ﬁnite in .
The space BVloc() is deﬁned accordingly.
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Pointwise properties of Sobolev and BV functions are suitably described in terms
of approximate continuity and differentiability. Given a measurable set E in Rn and a
point x ∈ Rn, the density of E at x is deﬁned by
D(E, x) = lim
r→0
Ln(E ∩ Br(x))
Ln(Br(x)) ,
provided that the limit on the right-hand side exists. Here, Br(x) denotes the ball,
centered at x, having radius r. The essential boundary of E is the Borel set
ME = Rn \ {x ∈ Rn : eitherD(E, x) = 0 or D(E, x) = 1}.
One has
M(E′ ∪ E′′) ∪ M(E′ ∩ E′′) ⊂ ME′ ∪ ME′′ (3.1)
for any measurable sets E′ and E′′ in Rn.
For any measurable function u in an open set  ⊂ Rn, the approximate upper and
lower limit of u at a point x are deﬁned as
u+(x) = inf {t : D({u > t}, x) = 0} and u−(x) = sup {t : D({u < t}, x) = 0} ,
respectively. The function u is said to be approximately continuous at x if u−(x) and
u+(x) are equal and ﬁnite. The common value of u−(x) and u+(x) at a point of
approximate continuity x is called the approximate limit of u at x and is denoted
by u˜(x). By Cu we denote the Borel set of all points at which u is approximately
continuous. The precise representative u∗ of u is deﬁned as
u∗(x) =
{
u−(x) + u+(x)
2
if u−(x) and u+(x) are both ﬁnite,
0 otherwise.
Clearly, u∗ ≡ u˜ in Cu. A locally integrable function u in  is said to be approximately
differentiable at x ∈ Cu if there exists a vector ∇u(x) in Rn, called the approximate
gradient of u at x, such that
lim
r→0
1
Ln(Br(x))
∫
Br(x)
|u(z) − u˜(x) − 〈∇u(x), z − x〉|
r
dz = 0.
The set of all points x ∈ Cu where u is approximately differentiable is a Borel set
denoted by Du. The subset of Du where ∇u = 0 and the subset where ∇u = 0 will be
denoted by D+u and D0u, respectively. If u ∈ BV (), then Ln( \ Du) = 0. Moreover,
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on denoting by Dau and by Dsu the absolutely continuous part and the singular part,
respectively, of Du with respect to Ln, we have that ∇u agrees Ln-a.e. with the density
of Dau with respect to Ln, and that |Dsu|(Du) = 0. Thus, in particular, W 1,1() can
be identiﬁed with the subspace of BV () of those functions in BV () such that
|Du|(B) = 0 for every Borel set B ⊂  satisfying Ln(B) = 0.
A measurable subset E of Rn is said to be of ﬁnite perimeter in an open set  ⊂ Rn
if DE is a vector-valued Radon measure with ﬁnite total variation in . The perimeter
of E in a Borel subset B of  is deﬁned by
P(E;B) = |DE |(B).
When B = Rn, we shall simply write P(E) instead of P(E;Rn). If E ∈ BVloc(),
then we say that E has locally ﬁnite perimeter in .
A characterization of functions of bounded variation in terms of their subgraphs
is provided by the following theorem (see [GMS, Part I: Chapter 4, Section 1.5,
Theorem 1 and Chapter 4, Section 2.4, Theorem 4]). Note that this theorem and The-
orem C below are stated in terms of a modiﬁed notion of subgraph of a function
u :  → R, deﬁned as
S−u = {(x, t) ∈ Rn+1 : x ∈ , t < u(x)}.
Theorem A. Let  be a bounded open subset of Rn and let u be a nonnegative function
from L1(). Then S−u is a set of ﬁnite perimeter in ×Rt if and only if u ∈ BV ().
Moreover, in this case,
P(S−u ;B × Rt ) =
∫
B
√
1 + |∇u|2 dx + |Dsu|(B)
for every Borel set B ⊂ .
Let E be a set of locally ﬁnite perimeter in an open subset  of Rn. We denote
by Ei , i = 1, . . . , n, the derivative of the measure DiE with respect to |DE |. The
reduced boundary ∗E of E is the set of all points x ∈  such that the vector
E(x) = (E1 (x), . . . , En (x)) exists and satisﬁes |E(x)| = 1. The vector E(x) is called
the generalized inner normal to E at x. We have that (see [AFP, Theorem 3.59])
DE = EHn−1 ∗E. (3.2)
Eq. (3.2) implies that
|DE | = Hn−1 ∗E (3.3)
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and that
|DiE | = |Ei |Hn−1 ∗E, i = 1, . . . , n. (3.4)
Since ∗E is a countably (n−1)-rectiﬁable set whose approximate tangent plane at any
x ∈ ∗E is orthogonal to E(x), then by the locality of the approximate tangent plane
(see [AFP, Remark 2.87]) one gets
Theorem B. Let  be an open subset of Rn and let E′ and E′′ be sets of locally ﬁnite
perimeter in . Then E′(x) = ±E′′(x) for Hn−1-a.e. x ∈ ∗E′ ∩ ∗E′′.
A result by Federer ([F]; see also [AFP, Theorem 3.61]) tells us that if E is a set of
locally ﬁnite perimeter in , then
∗E ∩  ⊂ ME ∩  and Hn−1
(
(ME \ ∗E) ∩ 
)
= 0. (3.5)
The reduced boundary of level sets plays a role in the coarea formula for Sobolev and
BV functions. In the general version for BV functions, such a formula tells us that,
given any u ∈ BV () and any Borel function g :  → [0,+∞],
∫

g d|Du| =
∫ +∞
−∞
dt
∫
∩∗{u>t}
g dHn−1 =
∫ +∞
−∞
dt
∫
{u− tu+}
g dHn−1. (3.6)
Note that, if u ∈ W 1,1(), then
u−(x) = u+(x) = u∗(x) for Hn−1-a.e. x ∈ Rn
(see [EG, Theorem 1, Section 4.8]). Thus, in this case, Eq. (3.6) can be written as
∫

g|∇u| dx =
∫ +∞
−∞
dt
∫
∩∗{u>t}
g dHn−1 =
∫ +∞
−∞
dt
∫
{u∗=t}
g dHn−1. (3.7)
The approximate gradient of a BV function and the generalized inner normal to its
subgraph are related by the next result (see [GMS, Part I, Chapter 4, Section 1.5,
Theorems 4 and 5]).
Theorem C. Let  be an open subset of Rn and let u ∈ BV (). Then
S−u (x, t) =
( ∇1u(x)√
1 + |∇u(x)|2 , . . . ,
∇nu(x)√
1 + |∇u(x)|2 ,
−1√
1 + |∇u(x)|2
)
(3.8)
A. Cianchi, N. Fusco /Advances in Mathematics 203 (2006) 673–728 689
for Hn-a.e. (x, t) ∈ ∗S−u ∩ (Du × Rt ) and

S−u
n+1(x, t) = 0 for Hn-a.e. (x, t) ∈ ∗S−u ∩ [( \ Du) × Rt ] .
In particular, if u ∈ W 1,1(), then (3.8) holds for Hn-a.e. (x, t) ∈ ∗S−u ∩ (× Rt ).
Observe that, if  is any open set and u ∈ BV (), then, by Theorem A, the set
S−u is of locally ﬁnite perimeter in ×Rt . Therefore, also Su is a set of locally ﬁnite
perimeter in × Rt and
∗Su ∩ (× R+t ) = ∗S−u ∩ (× R+t ) and
Su ≡ S−u on ∗Su ∩ (× R+t ). (3.9)
A special case of the coarea formula for rectiﬁable sets [AFP, Theorem 2.93 and Remark
2.94] states that if E is a set of locally ﬁnite perimeter in  and g is any Borel function
from  into [0,+∞], then
∫
∗E∩
g(x)|En (x)| dHn−1(x) =
∫
n−1()
dx′
∫
(∗E∩)x′
g(x′, y) dH0(y). (3.10)
We conclude this section with two theorems concerning one-dimensional sections of
sets of ﬁnite perimeter and one-dimensional restrictions of BV functions, respectively.
The ﬁrst result is due to Vol’pert [V]. In the present form, it can be easily deduced
from [AFP, Theorem 3.108].
Theorem D. Let E be a set of ﬁnite perimeter in . Then, for Ln−1-a.e. x′ ∈ n−1(),
Ex′ has ﬁnite perimeter in x′ , (3.11)
(∗E ∩ )x′ = ∗(Ex′) ∩ x′ , (3.12)
En (x
′, y) = 0 for every y such that (x′, y) ∈ ∗E ∩ , (3.13)
⎧⎨⎩
lim
z→y+
∗E(x′, z) = 1, lim
z→y−
∗E(x′, z) = 0 if En (x′, y) > 0,
lim
z→y+
∗E(x′, z) = 0, lim
z→y−
∗E(x′, z) = 1 if En (x′, y) < 0.
(3.14)
In particular, there exists a Borel set GE ⊂n−1(E)+∩ n−1() satisfying Ln−1(n−1
(E)+∩ n−1() \ GE)= 0 and such that (3.11)–(3.14) hold for every x′ ∈ GE .
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Theorem E. Let u ∈ BV () and set vx′(y) = u(x′, y) for every x′ ∈ n−1() and
y ∈ x′ . Then, for Ln−1-a.e. x′ ∈ n−1(), the function vx′ ∈ BV (x′) and,
(Cu)x′ ⊂ Cvx′ , (3.15)
dvx
′
dy
(y) = ∇yu(x′, y) for L1-a.e. y ∈ x′ , (3.16)
|Dsvx′ | ((Du)x′) = 0. (3.17)
In particular, for Ln−1-a.e. x′ ∈ n−1(), the set {y : vx′(y) > t} is of ﬁnite perimeter
in x′ for L1-a.e. t ∈ R, and L1({y : |vx′(y)| > t}) < ∞ for every t > 0.
Moreover, if u ∈ W 1,1(), then, for Ln−1-a.e. x′ ∈ n−1(), the function vx′ ∈
W 1,1(x′) and
u∗(x′, y) = (vx′)∗(y) for every y ∈ x′ . (3.18)
Proof. We prove only (3.15), (3.17) and (3.18), the other assertions being straight-
forward consequences of [AFP, Theorem 3.107]. Let us denote by Ju the jump set
of u (see e.g. [AFP, Deﬁnition 3.67]). Then, Ju ⊂  \ Cu [AFP, Proposition 3.69].
Moreover, owing to [AFP, Theorem 3.108], the function u∗(x′, ·) is continuous in
x′ \ (Ju)x′ for Ln−1-a.e. x′ ∈ n−1(). Therefore, for any such x′, we have that
(Cu)x′ ⊂ x′ \ (Ju)x′ ⊂ Cvx′ , whence (3.15) follows.
Consider now (3.17). From Eq. (3.104) in [AFP] we deduce that∫

	(x′, y) dDsyu(x′, y) =
∫
n−1()
dx′
∫
x′
	(x′, y) dDsvx′(y) (3.19)
for any bounded Borel function 	 in . Let us denote by C a countable dense subset
of C0(R). Fixed any 
 ∈ C, apply (3.19) with 	(x′, y) = g(x′)
(y)Du(x′, y), where
g is any function from C0(n−1()). Owing to the arbitrariness of g, we get that there
exists a measurable subset N
 of n−1() satisfying Ln−1(n−1() \ N
) = 0 and
such that ∫
x′

(y)Du(x
′, y) dDsvx′(y) = 0 for every x′ ∈ N
.
Hence, |Dsvx′ |((Du)x′) = 0 for every x′ ∈ ∩
∈CN
, and (3.17) holds.
Finally, recall that if u ∈ W 1,1(), then u∗(x′, ·) is absolutely continuous for Ln−1-
a.e. x′ ∈ n−1() (see e.g. [EG]). On the other hand, vx′ ∈ W 1,1(x′) for Ln−1-
a.e. x′ ∈ n−1(), and thus (vx′)∗ is also absolutely continuous. Since, for Ln−1-a.e.
x′ ∈ n−1(), one has vx′(y) = u∗(x′, y) for L1-a.e. y ∈ x′ , Eq. (3.18) immediately
follows. 
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4. Functionals of Sobolev functions
Our proof of Theorem 2.2 consists of several steps, one of which provides a proof of
Theorem 2.1. The ﬁrst step is contained in the following lemma, and yields formulas
for the approximate gradient of the distribution function of a Sobolev function.
Lemma 4.1. Let  be an open subset of Rn satisfying (2.10), and let u be a nonnega-
tive function from W 1,10,y (). Then u ∈ BV (×R+t ) for every open set  ⊂⊂ n−1(),
and, for Ln−1-a.e. x′ ∈ n−1(Su)+,
∇tu(x′, t) = −
∫
∗{y:u(x′,y)>t}
1
|∇yu| dH
0, (4.1)
∇iu(x′, t) =
∫
∗{y:u(x′,y)>t}
∇iu
|∇yu| dH
0 i = 1, . . . , n − 1, (4.2)
for L1-a.e. t ∈ (0,M(x′)).
Remark 4.2. The set ∗{y : u(x′, y) > t} can be replaced by {y : u∗(x′, y) = t} in
formulas (4.1) and (4.2). Actually,
∗{y : u(x′, y)>t} = ∗{y : u(x′, ·)∗(y)>t} = M{y : u(x′, ·)∗(y)>t}
= {y : (u(x′, ·)∗)−(y)t(u(x′, ·)∗)+(y)}
= {y : u(x′, ·)∗(y)= t} = {y : u∗(x′, y)= t},
for L1-a.e. t > 0, where the second equality is due to (3.5), the third (which holds for
L1-a.e. t > 0) is a consequence of (2.13) and (2.20) of [CF], the fourth holds because
precise representatives of one-dimensional Sobolev functions are continuous, and the
ﬁfth follows from (3.18).
Let us note that, in the special case where u is smooth enough and satisﬁes (2.8),
formulas (4.1) and (4.2) can be derived from [FM, Theorem 2.2].
Proof of Lemma 4.1. Let L be a positive number such that  ⊂ Rn−1 × (−L,L) and
let  be an open set such that  ⊂⊂ n−1(). For simplicity of notation, throughout
the proof the continuation by 0 of u outside  will be still denoted by u. Hence,
u ∈ W 1,1(×Ry) and u(x′, y) = 0 if |y| > L. Let 	 ∈ C10(×R+t ). Fubini’s theorem
and a standard rule on the differentiation of integrals ensure that∫
×R+t
∇i	(x′, t)u(x′, t) dx′dt
=
∫
×Ry×R+t
∇i	(x′, t)Su(x′, y, t) dx′dydt
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=
∫
×Ry
dx′dy
∫ u(x′,y)
0
∇i	(x′, t) dt
=
∫
×(−L,L)
∇i
(∫ u(x′,y)
0
	(x′, t) dt
)
dx′dy
−
∫
×(−L,L)
	(x′, u(x′, y))∇iu(x′, y) dx′dy, i = 1, . . . , n − 1. (4.3)
The last but one integral over × (−L,L) is easily seen to vanish. On the other hand,∫
∗Su∩(×(−L,L)×R+t )
	(x′, t)∇iu(x′, y)|Sut (x′, y, t)| dHn
=
∫
×(−L,L)
dx′dy
∫
(∗Su)x′,y∩R+t
	(x′, t)∇iu(x′, y) dH0(t)
=
∫
×(−L,L)
	(x′, u(x′, y))∇iu(x′, y) dx′dy, i = 1, . . . , n − 1, (4.4)
where the ﬁrst equality follows from an application of the coarea formula (3.10),
and the second holds since, by Theorem D, (∗Su)x′,y ∩ R+t = ∗(Su)x′,y ∩ R+t =
∗(0, u(x′, y)) ∩ R+t for Ln-a.e. (x′, y) ∈  × (−L,L). Owing to Theorem C and
to (3.9),
Su(x′, y, t) =
( ∇1u(x′, y)√
1 + |∇u|2 , . . . ,
∇n−1u(x′, y)√
1 + |∇u|2 ,
∇yu(x′, y)√
1 + |∇u|2 ,
−1√
1 + |∇u|2
)
(4.5)
for Hn-a.e. (x′, y, t) ∈ ∗Su ∩ (× (−L,L) × R+t ).
Combining (4.3)–(4.5) yields that, for i = 1, . . . , n − 1,∫
×R+t
∇i	(x′, t)u(x′, t) dx′dt
= −
∫
∗Su∩(×(−L,L)×R+t )
	(x′, t) ∇iu(x
′, y)√
1+|∇u|2 dH
n. (4.6)
Eq. (4.6) easily implies that the distributional derivative Diu is a ﬁnite Radon measure
in  × R+t . A similar argument shows that the same conclusion is also true for the
distributional derivative Dtu. Moreover, since
∫
×R+t u(x
′, t)dx′dt = ∫×Ryu(x′, y)dx′
dy < ∞, then u ∈ L1(×R+t ). Thus, u ∈ BV (×Ry). Eq. (4.6) also entails that∫
×R+t
	(x′, t) dDiu =
∫
∗Su∩(×(−L,L)×R+t )
	(x′, t) ∇iu(x
′, y)√
1+|∇u|2 dH
n (4.7)
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for every 	 ∈ C10(× R+t ), and hence, by density, for every 	 ∈ C(× R+t ) as well.
We want now to show that (4.7) continues to hold for every bounded Borel function
in × R+t . To this purpose, let us deﬁne the Borel measure m as
m(B) = |Diu|(B) + Hn(∗Su ∩ (B × Ry))
at any Borel subset B of  × R+t . Let 	 be any bounded Borel function in  × R+t .
Then, by Lusin’s theorem, for any ε > 0 there exists 	ε ∈ C( × R+t ) satisfying
‖	ε‖L∞‖	‖L∞ and m({(x′, t) : 	ε(x′, t) = 	(x′, t)}) < ε. Since (4.7) holds for 	ε,
it is easily seen that the absolute value of the difference of the left-hand and right-hand
sides of (4.7) for such a 	 does not exceed 4ε‖	‖L∞ . Thus, (4.7) holds also for 	,
thanks to the arbitrariness of ε.
Now, let GSu be the Borel set in n−1,n+1(Su)+∩(×R+t ), given by Theorem D, for
which (3.11)–(3.14) hold and let g ∈ C0(×R+t ). On applying (4.7) with 	 = GSu g,
making use of (4.5), and applying the coarea formula (3.10) we infer that
∫
×R+t
g(x′, t)GSu (x
′, t) dDiu
=
∫
∗Su∩(×Ry×R+t )
g(x′, t)GSu (x
′, t) ∇iu(x
′, y)√
1 + |∇u|2 dH
n
=
∫
∗Su∩(×Ry×R+t )
g(x′, t)GSu (x
′, t) ∇iu(x
′, y)
|∇yu(x′, y)| |
Su
y (x
′, y, t)| dHn
=
∫
×R+t
g(x′, t)GSu (x
′, t) dx′dt
∫
(∗Su)x′,t
∇iu(x′, y)
|∇yu(x′, y)| dH
0(y).
Owing to the arbitrariness of g, we may conclude that Diu GSu is absolutely contin-
uous with respect to Ln and agrees with GSu
(∫
(∗Su)x′,t
∇iu|∇yu| dH0
)
Ln. Consequently,
by (3.12), Eq. (4.2) holds for Ln-a.e. (x′, t) ∈ n−1,n+1(Su)+ ∩ (×R+t ). It is easy to
verify that
n−1,n+1(Su)+ is equivalent to
⋃
x′∈n−1(Su)+
{x′}×(0,M(x′)). (4.8)
Hence, for Ln−1-a.e. x′ ∈ n−1(Su)+, Eq. (4.2) holds for L1-a.e. t ∈ (0,M(x′)).
Eq. (4.1) follows on combining the fact that u(x′, ·) is a Sobolev function for Ln−1-
a.e. x′ ∈ n−1(Su)+, with a formula for the derivative of the distribution function of
a 1-variable Sobolev function given by Cianchi and Fusco [CF, Lemmas 3.1 and 2.4],
and making use of (3.16) for u (see also the proof of Proposition 2.3 below). 
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Lemma 4.3. Let  be an open subset of Rn and let p1. If u ∈ W 1,p0,y (), then
us ∈ W 1,p0,y (s).
Proof. Fixed any open set  ⊂⊂ n−1(), let 	 be any function from C1(Rn−1)
which is compactly supported in n−1() and satisﬁes 	 = 1 in . Since the function
v = 	u0 belongs to W 1,p(Rn), then vs ∈ W 1,p(Rn) (see [Bur]). However, vs(x′, y) =
us(x′, y) for every x′ ∈  and y ∈ R. Hence, us ∈ W 1,p(× Ry), and the conclusion
follows. 
Remark 4.4. Assume that  and u are as in Lemma 4.1. Then, by Lemma 4.3, the
function us ∈ W 1,10,y (). Moreover, by (2.4), n−1(Su)+ is equivalent to n−1(Sus)+.
Since us = u, then an application of Lemma 4.1 to us yields, for Ln−1-a.e. x′ ∈
n−1(Su)+,
∇tu(x′, t) = −
2
|∇yus| ∣∣∗{y:us(x′,y)>t} (4.9)
and
∇iu(x′, t) = 2
∇ius
|∇yus| ∣∣∗{y:us(x′,y)>t} (4.10)
for L1-a.e. t ∈ (0,M(x′)).
Formulas (4.1) and (4.2) are a key tool in our proof of Theorem 2.1. In particular,
unlike other available proofs of Pólya–Szegö-type inequalities for Steiner symmetriza-
tion, they enable us to avoid approximation arguments, at least when (2.8) and (2.10)
are in force, and thus to derive information about the equality case in (2.7).
Before we go into the proof of Theorem 2.1, let us establish Proposition 2.3.
Proof of Proposition 2.3. We have, for Ln−1-a.e. x′ ∈ Rn−1,
u(x
′, t) = L1 ({y : u(x′, y) = M(x′)})
+L1 ({y : ∇yu(x′, y) = 0, t < u(x′, y) < M(x′)})
+L1 ({y : ∇yu(x′, y) = 0, t < u(x′, y) < M(x′)})
(4.11)
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for every t ∈ (0,M(x′)). Now, if vx′ is deﬁned as in Theorem E, then, for Ln−1-a.e.
x′ ∈ Rn−1,
L1 ({y : ∇yu(x′, y) = 0, t < u(x′, y) < M(x′)})
=
∫
x′
{(vx′ )∗>t}{∇yu(x′,·)=0}
∣∣∣ d
dy
vx
′
(y)
∣∣∣
|∇yu(x′, y)|dy
=
∫ M(x′)
t
d
∫
{(vx′ )∗=}
1
|∇yu(x′, y)|dH
0(y)
=
∫ M(x′)
t
d
∫
∗{(vx′ )∗>}
1
|∇yu(x′, y)|dH
0(y)
=
∫ M(x′)
t
d
∫
∗{u(x′,·)>}
1
|∇yu(x′, y)|dH
0(y) (4.12)
for every t ∈ (0,M(x′)), where the ﬁrst equality holds thanks to (3.16), and the second
and third follow from an application of the coarea formula (3.7). Hence, for Ln−1-a.e.
x′ ∈ Rn−1,
u(x
′, t) = L1 ({y : u(x′, y) = M(x′)})
+L1 ({y : ∇yu(x′, y) = 0, t < u(x′, y) < M(x′)})
+
∫ M(x′)
t
d
∫
∗{u(x′,·)>}
1
|∇yu(x′, y)|dH
0(y) (4.13)
for every t ∈ (0,M(x′)). Since u = us , then, analogously, for Ln−1-a.e. x′ ∈ Rn−1,
u(x
′, t) = L1 ({y : us(x′, y) = M(x′)})
+L1 ({y : ∇yus(x′, y) = 0, t < us(x′, y) < M(x′)})
+
∫ M(x′)
t
d
∫
∗{us(x′,·)>}
1
|∇yus(x′, y)|dH
0(y) (4.14)
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for every t ∈ (0,M(x′)). By (3.16) and Lemma 2.4 of [CF], for Ln−1-a.e. x′ ∈ Rn−1,
d
dt
L1 ({y : ∇yu(x′, y) = 0, u(x′, y) > t})
= d
dt
L1 ({y : ∇yus(x′, y) = 0, us(x′, y) > t}) = 0
for L1-a.e. t > 0. Consequently,∫ M(x′)
t
d
∫
∗{y:u(x′,y)>}
1
|∇yu(x′, y)| dH
0(y)
=
∫ M(x′)
t
d
∫
∗{y:us(x′,y)>}
1
|∇yus(x′, y)| dH
0(y) (4.15)
for Ln−1-a.e. x′ ∈ Rn−1 and for L1-a.e. t ∈ (0,M(x′)). Since L1({y : u(x′, y) =
M(x′)}) = L1({y : us(x′, y)=M(x′)}), Eqs. (4.13) and (4.14) yield the conclusion. 
Proof of Theorem 2.1. We shall prove a stronger inequality than (2.7), namely that∫
B×Ry
f (∇us) dx
∫
B×Ry
f (∇u) dx (4.16)
for every Borel set B ⊂ n−1(). Here, and throughout the proof, we denote the
extension u0 simply by u.
Step 1: We assume here that  satisﬁes (2.10) and that u is a nonnegative function
from W 1,10,y () such that
L1 ({y : ∇yu(x′, y) = 0} ∩ {y : 0 < u(x′, y) < M(x′)}) = 0 (4.17)
for Ln−1-a.e. x′ ∈ n−1() such that M(x′) > 0. By Proposition 2.3, Eq. (4.17) is
fulﬁlled with u replaced by us as well. Hence, by Theorem E and the coarea formula
(3.7), we have that∫
{y:us(x′,y)>0}
f (∇us(x′, y)) dy =
∫ M(x′)
0
dt
∫
∗{y:us(x′,y)>t}
1
|∇yus|f (∇u
s) dH0
(4.18)
for Ln−1-a.e. x′ ∈ n−1() such that M(x′) > 0. Thus, assumption (2.6) and formulas
(4.9)–(4.10) ensure that, for any such x′,∫
∗{y:us(x′,y)>t}
1
|∇yus|f (∇1u
s, . . . ,∇n−1us,∇yus) dH0
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=
∫
∗{y:us(x′,y)>t}
1
|∇yus|f (∇1u
s, . . . ,∇n−1us, |∇yus|) dH0
= −∇tu(x′, t)f
( ∇1u(x′, t)
−∇tu(x′, t)
, . . . ,
∇n−1u(x′, t)
−∇tu(x′, t)
,
2
−∇tu(x′, t)
)
(4.19)
for L1-a.e. t ∈ (0,M(x′)). For Ln−1-a.e. x′ ∈ n−1(), the set {y : u(x′, y) > t} is of
ﬁnite perimeter in R for L1-a.e. t > 0, and L1({y : u(x′, y) > t}) < ∞ for t > 0 (see
Theorem E). Then, by the isoperimetric inequality in R,
2H0 (∗{y : u(x′, y) > t}) = ∫
∗{y:u(x′,y)>t}
dH0 (4.20)
for Ln−1-a.e. x′ ∈ n−1() such that M(x′) > 0 and for L1-a.e. t ∈ (0,M(x′)).
Assumption (2.6) implies that f (1, . . . , n−1, ·) is non decreasing in [0,+∞) for
every (1, . . . , n−1) ∈ Rn−1. Consequently, by (4.20) and Lemma 4.1, we have that,
for Ln−1-a.e. x′ ∈ n−1() such that M(x′) > 0,
−∇tu(x′, t)f
( ∇1u(x′, t)
−∇tu(x′, t)
, . . . ,
∇n−1u(x′, t)
−∇tu(x′, t)
,
2
−∇tu(x′, t)
)
f
⎛⎜⎜⎜⎝
∫
∗{...}
∇1u
|∇uy |dH
0
∫
∗{...}
dH0
|∇uy |
, . . . ,
∫
∗{...}
∇n−1u
|∇uy | dH
0
∫
∗{...}
dH0
|∇uy |
,
∫
∗{...}dH0∫
∗{...}
dH0
|∇uy |
⎞⎟⎟⎟⎠
·
∫
∗{...}
dH0
|∇uy | (4.21)
for L1-a.e. t ∈ (0,M(x′)). Here, ∗{. . .} is a shorthand for ∗{y : u(x′, y) > t}. Since
f is a convex function, then Jensen’s inequality and assumption (2.6) ensure that the
last expression

∫
∗{y:u(x′,y)>t}
1
|∇yu|f (∇1u, . . . ,∇n−1u,∇yu) dH
0. (4.22)
Combining (4.19), (4.21) and (4.22) leads to∫
∗{y:us(x′,y)>t}
1
|∇yus|f (∇1u
s, . . . ,∇n−1us,∇yus) dH0

∫
∗{y:u(x′,y)>t}
1
|∇yu|f (∇1u, . . . ,∇n−1u,∇yu) dH
0 (4.23)
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for Ln−1-a.e. x′ ∈ n−1() such that M(x′) > 0 and for L1-a.e. t ∈ (0,M(x′)).
Now, given any Borel subset B of n−1(), set B˜ = B ∩ {x′ : M(x′) > 0}. Since
∇us = 0 = ∇u Ln−1-a.e. in (B \ B˜) × Ry , on integrating (4.23) ﬁrst with respect to t
over (0,M(x′)), and then with respect to x′ over B˜, one gets∫
B×Ry
f (∇us) dx′dy =
∫
B˜
dx′
∫
{y:us(x′,y)>0}
f (∇us) dy
=
∫
B˜
dx′
∫ M(x′)
0
dt
∫
∗{y:us(x′,y)>t}
1
|∇yus|f (∇u
s) dH0

∫
B˜
dx′
∫ M(x′)
0
dt
∫
∗{y:u(x′,y)>t}
1
|∇yu|f (∇u)dH
0
=
∫
B×Ry
f (∇u) dx′ dy. (4.24)
Note that here we have made use of (4.18) and of an analogous equality for u.
Step 2: Let u be any nonnegative function from W 1,10,y () and let  be any open
set such that  ⊂⊂ n−1(). Lemma 4.5 below ensures that there exists a sequence
{uh} of nonnegative Lipschitz functions, with compact support in Rn, satisfying (4.17)
and converging strongly to u in W 1,1(× Ry). Assume, for a moment, that f satisﬁes
(2.14). Then f is globally Lipschitz continuous, and hence f (∇uh) converges to f (∇u)
in L1(×Ry). On the other hand, since Steiner rearrangement is continuous in L1 (see
e.g. [K1, p. 23]), then ush converges to us in L1(×Ry). Thus, by lower semicontinuity
(see [But, Theorem 4.2.8]) and by (4.24), we get∫
×Ry
f (∇us) dx  lim inf
h→∞
∫
×Ry
f (∇ush) dx
 lim inf
h→∞
∫
×Ry
f (∇uh) dx =
∫
×Ry
f (∇u) dx.
Hence (4.16) follows. Let us now remove assumption (2.14). Since f is nonnegative
and convex, there exist sequences {aj } of vectors in aj ∈ Rn and {bj } of real numbers
bj such that
f () = sup
j∈N
{〈aj , 〉 + bj } = sup
j∈N
{(〈aj , 〉 + bj )+} for every  ∈ Rn. (4.25)
Moreover, since f satisﬁes (2.6), then
f () = sup
j∈N
{(〈aj , 〉 + bj )+, (〈aj , 〉 + bj )+} for every  ∈ Rn, (4.26)
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where aj = ((aj )1, . . . , (aj )n−1,−(aj )n). Set, for N ∈ N,
fN() = sup
1 jN
{(〈aj , 〉 + bj )+, (〈aj , 〉 + bj )+} for  ∈ Rn. (4.27)
Obviously, fN() converges monotonically to f () for every  ∈ Rn. Since fN satisﬁes
(2.6) and (2.14), then (4.16) holds with f replaced by fN . Inequality (4.16) then follows
by monotone convergence. 
Lemma 4.5. Let  be an open subset of Rn−1, and let u be a nonnegative function
from W 1,p(×Ry). Then for every open set ′ ⊂⊂  and for every ε > 0 there exists
a nonnegative Lipschitz continuous function w, with compact support in Rn, such that
Ln ({x ∈ Rn : w(x) > 0, ∇yw(x) = 0}) = 0 (4.28)
and
‖u − w‖W 1,p(′×Ry) < ε. (4.29)
Proof. On multiplying u by a function 	 ∈ C1(Rn−1) with compact support in 
and such that 	 ≡ 1 in ′, we may assume, without loss of generality, that u ∈
W 1,p(Rn). Thus, given any ε > 0, there exists a function uε ∈ C10(Rn) such that uε0
and ‖u − uε‖W 1,p(Rn) < ε. Let r be any real number greater than 1 and such that
the support of uε is contained in Br(0). Standard approximation results ensure that a
polynomial pε exists such that ‖uε−pε‖C1(B2r (0)) < ε/rn/p. On replacing, if necessary,
pε by pε + ε/rn/p we may assume that pε(x) > 0 for every x ∈ B2r (0). Similarly,
on replacing, if necessary, pε by pε + y2, where  is a sufﬁciently small positive
number, we may also assume that ∇ypε does not vanish identically. Let r denote the
function from Rn into R deﬁned as r (x) = 1 if |x|r , r (x) = (4r2 − |x|2)/3r2 if
r < |x|2r and r (x) = 0 if |x|2r . Set w = pεr . Then it is easily seen that a
constant c, depending only on n and p, exists such that
‖u − w‖W 1,p(Rn) < cε,
whence (4.29) follows. Finally, (4.28) is a consequence of the fact that w(x) > 0 if
and only if x ∈ B2r (0), and that w agrees will the polynomial pε in Br(0) and with
the polynomial pεr in B2r (0) \ Br(0). 
Remark 4.6. Inequality (4.16) continues to hold even if, instead of assuming u ∈
W
1,1
0,y (), we take u ∈ W 1,p0,y () for some p > 1. To verify this assertion, set, for
ε > 0, uε = max{u− ε, 0} and observe that, since the support of uε has ﬁnite measure
in  × Ry for any open set  ⊂⊂ n−1(), then uε ∈ W 1,10,y (). Since (uε)s = (us)ε
700 A. Cianchi, N. Fusco /Advances in Mathematics 203 (2006) 673–728
and since ∇uε = ∇u{u>ε} Ln-a.e. in Rn, then by (4.16) applied with u replaced by
uε, and by monotone convergence,∫
B×Ry
f (∇us) dx = lim
ε→0+
∫
B×Ry
f (∇(us)ε) dx = lim
ε→0+
∫
B×Ry
f (∇(uε)s) dx
 lim
ε→0+
∫
B×Ry
f (∇uε) dx =
∫
B×Ry
f (∇u) dx.
By the next lemma, we begin our characterization of extremals in (2.7).
Lemma 4.7. Let f be as in Theorem 2.2. Let  be an open subset of Rn satisfying
(2.10) and let u be a nonnegative function from W 1,10,y () fulﬁlling (2.8) and (2.12).
Then, for Ln-a.e. (x′, t) ∈ n−1,n+1(Su)+, there exist y1(x′, t), y2(x′, t) ∈ R such that
y1(x′, t) < y2(x′, t) and that
{y : u(x′, y) > t} is equivalent to (y1(x′, t), y2(x′, t)), (4.30)
∇iu(x′, y1(x′, t)) = ∇iu(x′, y2(x′, t)), i = 1, . . . , n − 1, (4.31)
∇yu(x′, y1(x′, t)) = −∇yu(x′, y2(x′, t)). (4.32)
Proof. As in the proof of Theorem 2.1, we denote the extension u0 by u. Assumption
(2.12) ensures that equality necessarily holds in (4.24), with B replaced by n−1().
Thus, since, by (2.8), u > 0 Ln-a.e. in , equality holds in (4.23) for Ln−1-a.e. x′ ∈
n−1() and L1-a.e. t ∈ (0,M(x′)), and hence equality holds both in (4.21) and (4.22)
for the same x′ and t. Inasmuch as f (1, . . . , n−1, ·) is strictly increasing in [0,+∞),
equality holds in (4.20) whenever it holds in (4.21). Thus, by the isoperimetric theorem
in R, the set {y : u(x′, y) > t} is equivalent to some interval, say (y1(x′, t), y2(x′, t))
for Ln−1-a.e. x′ ∈ n−1() and for L1-a.e. t ∈ (0,M(x′)). Since u > 0 Ln-a.e. in ,
then n−1(Su)+ is equivalent to n−1(). Thus, (4.8) implies that
n−1,n+1(Su)+ is equivalent to
⋃
x′∈n−1()
{x′} × (0,M(x′)). (4.33)
Hence (4.30) follows.
Inequality (4.22) is derived via Jensen’s inequality. Thus, since f is strictly convex,
if equality holds in (4.22) for Ln−1-a.e. x′ ∈ n−1() and for L1-a.e. t ∈ (0,M(x′)),
then for the same values of x′ and t
∇iu∣∣∗{y:u(x′,y)>t} = ci(x′, t), i = 1, . . . , n − 1 (4.34)
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and
|∇yu|∣∣∗{y:u(x′,y)>t} = cy(x′, t) (4.35)
for some constants c1(x′, t), . . . , cn−1(x′, t), cy(x′, t). Since ∗{y : u(x′, y) > t} =
{y1(x′, t), y2(x′, t)} for Ln−1-a.e. x′ ∈ n−1() and for L1-a.e. t ∈ (0,M(x′)), then
(4.33)–(4.35) tell us that, for Ln-a.e. (x′, t) ∈ n−1,n+1(Su)+, Eq. (4.31) holds and
|∇yu(x′, y1(x′, t))| = |∇yu(x′, y2(x′, t))|. (4.36)
Finally, it is easily seen from (4.30) that for Ln-a.e. x′ ∈ n−1() the function y1(x′, ·)
agrees L1-a.e. in (0,M(x′)) with a nondecreasing function, whereas y2(x′, ·) agrees
L1-a.e. with a nonincreasing function in the same interval. Therefore (see e.g. [CF,
Lemma 4.1]), u(x′, ·) is equivalent to a function (whose level sets are open intervals)
which is nondecreasing in (−∞, 1(x′)) and nonincreasing in (2(x′),+∞), where
1(x
′) = ess sup
t<M(x′)
y1(x
′, t), 2(x′) = ess inf
t<M(x′)
y2(x
′, t). (4.37)
Hence, Eq. (4.36) implies, in fact, (4.32). 
Lemma 4.8. Let f be as in Theorem 2.2. Let  be an open subset of Rn satisfying
(2.10) and let u be a nonnegative function from W 1,10,y () fulﬁlling (2.8) and (2.12).
Let y1(x′, t) and y2(x′, t) be deﬁned as in Lemma 4.7. Then, there exists a function
b : n−1() → R such that, for Ln−1-a.e. x′ ∈ n−1(),
1
2 (y1(x
′, t) + y2(x′, t)) = b(x′) for L1-a.e. t ∈ (0,M(x′)). (4.38)
Proof. By (2.8), M(x′) > 0 for Ln−1-a.e. x′ ∈ n−1(). Let N be the subset of
n−1(), satisfying Ln−1(n−1() \ N) = 0, such that, for x′ ∈ N , M(x′) > 0 and
(4.30)–(4.32) hold for L1-a.e. t ∈ (0,M(x′)). Thus, for every x′ ∈ N , the set {y :
u(x′, y) = M(x′)} is equivalent to [1(x′), 2(x′)], where i (x′), i = 1, 2, are given by
(4.37). Deﬁne now I1 = (−∞, 1(x′)) and I2 = (2(x′),+∞), and set vx′i = u(x′, ·)∣∣Ii ,
i = 1, 2. By (2.8) and by Fubini’s theorem,
L1
(
{y : ∇yu(x′, y) = 0} ∩ {y : 0 < vx′i (y) < M(x′)}
)
= 0, i = 1, 2, (4.39)
for Ln−1-a.e. x′ ∈ N . We have, for Ln−1-a.e. x′ ∈ N and for every t ∈ (0,M(x′)),

vx
′
i
(t) = L1
(
{y : ∇yu(x′, y) = 0} ∩ {y : t < vx′i (y) < M(x′)}
)
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=
∫ M(x′)
t
d
∫
Ii∩∗{u(x′,·)>}
1
|∇yu(x′, y)| dH
0(y)
=
∫ M(x′)
t
1
|∇yu(x′, yi(x′, ))| d, i = 1, 2. (4.40)
Note that the ﬁrst equality in (4.40) is a consequence of (4.39), the second holds
analogously as in (4.12), and the third is due to (4.30). From (4.40) and (4.32) we
deduce that, for Ln−1-a.e. x′ ∈ n−1(),

vx
′
1
(t) = 
vx
′
2
(t) for every t ∈ (0,M(x′)).
Since
yi(x
′, t) = i (x′) + (−1)ivx′i (t), i = 1, 2,
Eq. (4.38) follows with b(x′) = 1(x
′) + 2(x′)
2
. 
Lemma 4.9. Let f be as in Theorem 2.2. Let  be an open subset of Rn satisfying
(2.10). Let u be a nonnegative function from W 1,10,y () fulﬁlling (2.8) and (2.12). If
b : n−1() → R is the function deﬁned in Lemma 4.8, then
b(x′) =
∫
x′
y dy
u(x′, 0)
for Ln−1-a.e. x′ ∈ n−1(). (4.41)
Proof. By (4.30) and (4.33), for Ln−1-a.e. x′ ∈ n−1(),
L1 ({y : u(x′, y) > t}) = y2(x′, t) − y1(x′, t) (4.42)
and ∫
{y:u(x′,y)>t}
y dy = 12 (y22 (x′, t) − y21 (x′, t))
for L1-a.e. t ∈ (0,M(x′)). Hence, by (4.38), for Ln−1-a.e. x′ ∈ n−1(),
b(x′) =
∫
{y:u(x′,y)>t}y dy
L1 ({y : u(x′, y) > t}) for L
1
-a.e. t ∈ (0,M(x′)). (4.43)
Thus, for Ln−1-a.e. x′ ∈ n−1(), we have that M(x′) > 0, that (4.43) holds for L1-a.e.
t ∈ (0,M(x′)), and that the function u(x′, ·) is measurable. Fix any such x′, and choose
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any decreasing sequence {tj } satisfying lim
j→∞ tj = 0 and such that (4.43) is fulﬁlled
with t = tj . The sequence of sets {y : u(x′, y) > tj } is obviously nondecreasing, and
{y : u(x′, y) > 0} = ⋃
j∈N
{y : u(x′, y) > tj }. Moreover,
{y : u(x′, y) > 0} is equivalent to x′ for Ln−1-a.e. x′ ∈ n−1(), (4.44)
owing to (2.8). Thus, since x′ is a bounded subset of R,
lim
j→∞
∫
{y:u(x′,y)>tj }
y dy =
∫
{y:u(x′,y)>0}
y dy =
∫
x′
y dy
and
lim
j→∞L
1 ({y : u(x′, y) > tj }) = L1 ({y : u(x′, y) > 0}) = u(x′, 0)
for Ln−1-a.e. x′ ∈ n−1(). The conclusion follows. 
Lemma 4.10. Let f,  and u be as in Theorem 2.2, and let b : n−1() → R be the
function deﬁned in Lemma 4.8. Then b ∈ W 1,1loc (n−1()).
Proof. Owing to formula (4.41), it sufﬁces to show that the function h : n−1() → R,
deﬁned as
h(x′) =
∫
x′
y dy for x′ ∈ n−1(),
is in W 1,1loc (n−1()), that u(x′, 0) ∈ W 1,1loc (n−1()), and that for every open set
 ⊂⊂ n−1() there exists a positive constant c such that u(x′, 0)c for every
x′ ∈ . Consider the function h. It is clearly measurable, and, since  is bounded in
the direction y, it is also bounded. Now, let L be a positive number such that  ⊂
n−1() × (−L,L). Fix any function 	 ∈ C10(n−1()) and any function 
 ∈ C10(R)
satisfying 
(y) = 1 for all y ∈ [−L,L]. Then∫
n−1()
∇i	(x′)h(x′) dx′ =
∫
n−1()
∇i	(x′) dx′
∫
x′
y dy =
∫

∇i	(x′)y dx′ dy
=
∫
n−1()×Ry
∇i	(x′)y(x′, y)
(y)dx′dy
= −
∫
n−1()×Ry
	(x′)ydDi(x′, y). (4.45)
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Notice that we have made use of the fact that  has locally ﬁnite perimeter in
n−1() × Ry . From (4.45) one immediately gets that h ∈ BVloc(n−1()) and that,
for every 	 ∈ C10(n−1()),∫
n−1()
	(x′) dDih(x′) =
∫
n−1()×Ry
	(x′)y dDi(x′, y),
i = 1, . . . , n − 1. (4.46)
An analogous argument as in the proof of Lemma 4.1 ensures that (4.46) holds, in fact,
for any bounded Borel function 	 : n−1() → R. Eq. (4.46) can be used to show
that
|Dh|(B)L|D|(B × Ry) (4.47)
for every open set B ⊂⊂ n−1(). By approximation, (4.47) still holds for any Borel
set B ⊂ n−1(). Owing to (3.3), to the coarea formula (3.10) and to assumption
(2.11),
|D|(B × Ry) = Hn−1
(
∗ ∩ (B × Ry)
) = ∫
B
dx′
∫
x′
dH0
|y |
. (4.48)
Combining (4.47) and (4.48) tells us that |Dh|(B) = 0 whenever Ln(B) = 0, whence
h ∈ W 1,1loc (n−1()). Owing to (4.44), a completely analogous argument shows that also
u(x
′, 0) ∈ W 1,1loc (n−1()). Finally, the fact that u(x′, 0) is bounded away from 0 on
any open subset  ⊂⊂ n−1() is again a consequence of (4.44) and of the fact that
L1(x′) is a lower semicontinuous function of x′ in n−1(). 
Proof of Theorem 2.2. Owing to (2.4), it sufﬁces to show that
(Su)s is equivalent to Su (4.49)
up to translations along the y-axis. As above, throughout the proof u will stand for its
extension u0. Let y1(x′, t) and y2(x′, t) be deﬁned as in Lemma 4.7, and let b be the
function given by Lemma 4.8. Let us set
z1(x
′, t) = b(x′) − 12u(x′, t), z2(x′, t) = b(x′) + 12u(x′, t)
for (x′, t) ∈ n−1()×R+t . Then, by Lemmas 4.1 and 4.10, zi ∈ BVloc(n−1()×R+t ),
i = 1, 2. Moreover, by (4.38), (4.42) and (4.33), a set N ⊂ n−1,n+1(Su)+ exists such
that Ln(n−1,n+1(Su)+ \ N) = 0 and
zi(x
′, t) = yi(x′, t)
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for (x′, t) ∈ N . Thus, thanks to Lemma 4.7, the set Su is equivalent to the set E
deﬁned by
E = {(x′, y, t) : (x′, t) ∈ n−1,n+1(Su)+, z1(x′, t) < y < z2(x′, t)} . (4.50)
Now, deﬁne
E1 =
{
(x′, y, t) : (x′, t) ∈ n−1() × R+t , y > z1(x′, t)
}
,
E2 =
{
(x′, y, t) : (x′, t) ∈ n−1() × R+t , y < z2(x′, t)
}
.
Observe that E is equivalent to E1 ∩ E2. By Theorem A, the sets E, E1 and E2 are
of ﬁnite perimeter in U × Ry for every bounded open set U ⊂⊂ n−1() × R+t , and
hence, by Theorem D, Borel sets GE , GE1 and GE2 exist such that
Ln (n−1,n+1(E)+ \ GE) = 0, Ln ((n−1() × R+t ) \ GEi ) = 0, i = 1, 2,
and (3.11)–(3.14) hold. In particular,
(∗E)x′,t = ∗(Ex′,t ) = {z1(x′, t), z2(x′, t)} for every (x′, t) ∈ GE (4.51)
(∗Ei)x′,t = ∗(Ei)x′,t = {zi(x′, t)} for every (x′, t) ∈ GEi , i = 1, 2. (4.52)
By Theorem B and by (3.14) of Theorem D, a Borel set S exists such that Hn(S) = 0
and
E(x′, y, t) = Ei (x′, y, t)
for (x′, y, t) ∈ [∗E ∩ ∗Ei \ S] ∩ [(GE ∩ GEi ) × Ry] . (4.53)
Note that, since orthogonal projections do not increase Hausdorff measure (see [AFP,
Proposition 2.49]), then Ln(n−1,n+1(S)) = 0.
We next claim that a subset R of n−1,n+1(E)+ exists such that Ln(n−1,n+1(E)+ \
R) = 0 and{
Ei (x
′, z1(x′, t), t) = Ei (x′, z2(x′, t), t), i = 1, . . . , n − 1, t,
Ey (x
′, z1(x′, t), t) = −Ey (x′, z2(x′, t), t)
(4.54)
for (x′, t) ∈ R. To verify this claim, recall from Theorem C that, since u ∈ W 1,1(×Ry)
for every open set  ⊂⊂ n−1(), a subset V of ∗E ∩ (n−1() × Ry × R+t ) exists
such that
Hn ([∗E ∩ (n−1() × Ry × R+t )] \ V ) = 0 (4.55)
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and
E(x′, y, t) =
( ∇1u(x′, y)√
1 + |∇u|2 , . . . ,
∇n−1u(x′, y)√
1 + |∇u|2 ,
∇yu(x′, y)√
1 + |∇u|2 ,
−1√
1 + |∇u|2
)
(4.56)
for every (x′, y, t) ∈ V . Set Q = n−1,n+1([∗E ∩ (n−1() × Ry × R+t )] \ V ). Eq.
(4.55) entails that Ln(Q) = 0. Next, observe that
(x′, zi(x′, t), t) ∈ V for Ln-a.e. (x′, t) ∈ n−1,n+1(E)+ \ Q. (4.57)
Indeed, owing to (4.51), the points (x′, zi(x′, t), t), i = 1, 2, belong to ∗E∩(n−1()×
Ry ×R+t ) for Ln-a.e. (x′, t) ∈ n−1,n+1(E)+. Moreover, if (x′, t) ∈ n−1,n+1(E)+ \Q,
then both (x′, z1(x′, t), t) and (x′, z2(x′, t), t) have to be in V, since if either of them
belongs to [∗E∩ (n−1()×Ry ×R+t )] \V , then (x′, t) ∈ Q. Eqs. (4.54) follow from
(4.57), (4.56) and from (4.31)–(4.32) of Lemma 4.7.
Finally, from Eq. (3.8) applied to z1 and z2, and from (4.51) we deduce that a set
T ⊂ n−1() × R+t exists such that Ln((n−1() × R+t ) \ T ) = 0 and
Ei (x′, zi(x′, t), t)
= (−1)i
( ∇1zi(x′, t)√
1+|∇zi |2
, . . . ,
∇n−1zi(x′, t)√
1+|∇zi |2
,
−1√
1+|∇zi |2
,
∇t zi(x′, t)√
1+|∇zi |2
)
,
i = 1, 2, (4.58)
for (x′, t) ∈ T . Now, set
Z = [n−1,n+1(E)+ ∩ N ∩ GE ∩ GE1 ∩ GE2 ∩ R ∩ T ] \ n−1,n+1(S),
and note that Ln(n−1,n+1(E)+ \Z) = 0. Combining (4.51)–(4.54) and (4.58) we infer
that
∇x′,t z1(x′, t) + ∇x′,t z2(x′, t) = 0
for (x′, t) ∈ Z, and hence for Ln-a.e. (x′, t) ∈ n−1,n+1(Su)+. Consequently,
∇x′,t b(x′) = 0 for Ln-a.e. (x′, t) ∈ n−1,n+1(Su)+. (4.59)
On taking into account (4.33), Eq. (4.59) easily implies that
∇x′b(x′) = 0 (4.60)
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for Ln−1-a.e. x′ ∈ n−1(). Thus, since b ∈ W 1,1loc (n−1()) and satisﬁes (4.60), and
n−1() is assumed to be connected, then a constant k exists such that b(x′) = k for
Ln−1-a.e. x′ ∈ n−1() (see e.g. [Z, Corollary 2.1.9]). Hence, (4.49) follows. 
5. Functionals of the normal
The present section is devoted to the proofs of Theorems 2.8–2.10. The general
scheme of these proofs is analogous to that of corresponding results in the special
case of perimeter contained in [CCF]. Several steps, however, require substantially new
arguments. We begin by recalling formulas for the approximate gradient of the function
E , in the same spirit as (4.1) and (4.2), which are proved in [CCF, Lemmas 3.1, 3.2].
Lemma 5.1. Let U be an open subset of Rn−1 ×Rt . Let E be a set of ﬁnite perimeter
in U × Ry such that Ln+1(E ∩ (U × Ry)) < +∞. Then E ∈ BV (U) and∫
U

(x′, t) dDiE(x′, t) =
∫
U×Ry

(x′, t) dDiE(x′, y, t), i = 1, . . . , n − 1, t,
(5.1)
for every bounded Borel function 
 in U. In particular
|DE |(A) |DE |(A × Ry)
for every Borel set A ⊂ U . Moreover, for Ln-a.e. (x′, t) ∈ n−1,n+1(E)+ ∩ U ,
∇iE(x′, t) =
∫
∗Ex′,t
Ei (x
′, y, t)
|Ey (x′, y, t)|
dH0(y), i = 1, . . . , n − 1, t. (5.2)
Remark 5.2. An application of formulas (5.2) to Es yields, in particular, that
∇iE(x′, t) = 2 
Es
i
|Esy |
∣∣∣
∗(Es)x′,t
, i = 1, . . . , n − 1, t, (5.3)
for Ln-a.e. (x′, t) ∈ n−1,n+1(E)+ ∩ U .
The next two lemmas play a role, in the proof of Theorem 2.8, in dealing with the
subset of ∗Es where Esy = 0.
Lemma 5.3. Let U be an open subset of Rn−1 × Rt . Let F : Rn+1 → [0,+∞) be a
convex function satisfying (2.21) and (2.24), and let E be a set of ﬁnite perimeter in
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U× Ry such that Ln+1(E ∩ (U× Ry)) < +∞. Then∫
∗Es∩(A×Ry)
F (E
s
) dHn 
∫
A
F
(
D1E
|DE | , . . . ,
Dn−1E
|DE | , 0,
DtE
|DE |
)
d|DE |
+F(0, . . . , 0, 1, 0)|DyEs |(A × Ry) (5.4)
for every Borel set A ⊂ U .
Proof. We may limit ourselves to consider the case where A is a bounded open set in
(5.4). In this case, we can ﬁnd a sequence of functions {k} from C∞(A) such that
k(x
′, t) > 0 for every (x′, t) ∈ A and every k ∈ N, k → E in L1(A), ∇kLn ⇀ DE
weakly* in A in the sense of measures, and∫
A
|∇k| dx′dt → |DE |(A). (5.5)
Let us set, for k ∈ N, Ek = {(x′, y, t) : (x′, t) ∈ A, |y| < k(x′, t)/2}. Then, Ek → Es
in L1(A × Ry) and a constant C exists such that
|DEk |(A × Ry) = P(Ek;A × Ry) = 2
∫
A
√
1 + |∇k|
2
4
dx′dt
 2Ln(A) +
∫
A
|∇k| dx′dtC
for every k ∈ N. Hence, one deduces that
DEk ⇀ DEs weakly* in A × Ry. (5.6)
Our assumptions on F ensure that∫
∗Es∩(A×Ry)
F (E
s
)dHn = 2
∫
∗Es∩(A×R+y )
F (E
s
)dHn
 2
∫
∗Es∩(A×R+y )
F (E
s
1 , . . . , 
Es
n−1, 0, E
s
t )dHn
+2
∫
∗Es∩(A×R+y )
F (0, . . . , 0, Esy , 0) dHn
= 2
∫
A×R+y
F
(
D1Es
|DEs |
, . . . ,
Dn−1Es
|DEs |
, 0,
DtEs
|DEs |
)
d|DEs |
+2F(0, . . . , 0, 1, 0)
∫
∗Es∩(A×R+y )
|Esy | dHn. (5.7)
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Thanks to (5.6) and to a lower semicontinuity theorem by Reshetnyak (see e.g. [AFP,
Theorem 2.38]), we have that
∫
A×R+y
F
(
D1Es
|DEs |
, . . . ,
Dn−1Es
|DEs |
, 0,
DtEs
|DEs |
)
d|DEs |
 lim inf
k→∞
∫
A×R+y
F
(
D1Ek
|DEk |
, . . . ,
Dn−1Ek
|DEk |
, 0,
DtEk
|DEk |
)
d|DEk |
= lim inf
k→∞
∫
∗Ek∩(A×R+y )
F
(
Ek1 , . . . , 
Ek
n−1, 0, 
Ek
t
)
dHn. (5.8)
Since k is a smooth function for every k ∈ N, then
Eki (x
′, y, t) = ∇ik(x
′, t)
2
(
1 + |∇k|
2
4
)−1/2
, i = 1, . . . , n − 1, t,
for every (x′, y, t) ∈ ∗Ek ∩(A×R+y ). Hence, combining (5.7)–(5.8) and recalling (3.4)
yield ∫
∗Es∩(A×Ry)
F (E
s
) dHn−1
 lim inf
k→∞
∫
∗Ek∩(A×R+y )
F
(
∇1k√
1 + |∇k|2/4
, . . . ,
∇n−1k√
1 + |∇k|2/4
, 0,
∇t k√
1 + |∇k|2/4
)
dHn + 2F(0, . . . , 0, 1, 0)
∫
∗Es∩(A×R+y )
|Esy | dHn
= lim inf
k→∞
∫
A
F(∇1k, . . . ,∇n−1k, 0,∇t k) dx′dt
+2F(0, . . . , 0, 1, 0)|DyEs |(A × R+y )
= lim inf
k→∞
∫
A
F
( ∇1k
|∇k| , . . . ,
∇n−1k
|∇k| , 0,
∇t k
|∇k|
)
|∇k| dx′dt
+2F(0, . . . , 0, 1, 0)|DyEs |(A × R+y ). (5.9)
Since ∇kLn ⇀ DE weakly* and (5.5) holds, then a continuity theorem by Reshetnyak
(see [AFP, Theorem 2.39]) tells us that
lim inf
k→∞
∫
A
F
(∇1k
|∇k| , . . . ,
∇n−1k
|∇k| , 0,
∇t k
|∇k|
)
|∇k|dx′dt
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=
∫
A
F
(
D1E
|DE | , . . . ,
Dn−1E
|DE | , 0,
DtE
|DE |
)
d|DE |. (5.10)
Inequality (5.4) follows from (5.9) and (5.10). 
Lemma 5.4. Let U be an open subset of Rn−1 × Rt . Let F : Rn+1 → [0,+∞) be a
convex function satisfying (2.21), and let E be a set of ﬁnite perimeter in U ×Ry such
that Ln+1(E ∩ (U× Ry)) < +∞. Then∫
A
F
(
D1E
|DE | , . . . ,
Dn−1E
|DE | , 0,
DtE
|DE |
)
d|DE |

∫
∗E∩(A×Ry)
F (E1 , . . . , 
E
n−1, 0, Et )dHn (5.11)
for every Borel set A ⊂ U .
Proof. As in the proof of Lemma 5.3 we may assume, without loss of generality, that
A is a bounded open set. Since F is a convex nonnegative function satisfying (2.21),
there exists a sequence {j } with j ∈ Rn+1 such that
F(1, . . . , n−1, 0, n+1) = sup
j∈N
{〈̂j , ̂〉+} for every  ∈ Rn+1, (5.12)
where ̂ = (1, . . . , n−1, n+1) ∈ Rn and ̂j is deﬁned analogously. From the repre-
sentation formula (5.12), we get that (see e.g. [AFP, Lemma 2.35])∫
A
F
(
D1E
|DE | , . . . ,
Dn−1E
|DE | , 0,
DtE
|DE |
)
d|DE |
= sup
⎧⎨⎩∑
j∈J
∫
Aj
〈 ̂j , DE|DE | 〉
+ d|DE |
⎫⎬⎭ , (5.13)
where the supremum is extended over all ﬁnite sets J ⊂ N and all families {Aj }j∈J of
pairwise disjoint open subsets of A. Now, ﬁx a family {Aj }j∈J , ﬁx j ∈ J and deﬁne
Pj =
{
(x′, t) ∈ Aj : 〈 ̂j , DE|DE | (x
′, t)〉0
}
.
On making use of (5.1) we get
∫
Aj
〈 ̂j , DE|DE | 〉
+d|DE |=
∫
U
Pj (x
′, t)
[
n−1∑
i=1
(j )i
DiE
|DE | + (j )n+1
DtE
|DE |
]
d|DE |
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=
n−1∑
i=1
∫
U
(j )i Pj (x
′, t) dDiE(x′, t)
+
∫
U
(j )n+1 Pj (x
′, t) dDtE(x′, t)
=
n−1∑
i=1
∫
U×Ry
(j )i Pj×Ry (x
′, y, t)dDiE
+
∫
U×Ry
(j )n+1 Pj×Ry (x
′, y, t) dDtE.
Hence, by (3.2), we infer that∫
Aj
〈 ̂j , DE|DE | 〉
+d|DE | =
∫
∗E
Pj×Ry 〈 ̂j , ̂E〉+dHn

∫
∗E
Aj×Ry 〈 ̂j , ̂E〉+dHn. (5.14)
From (5.12) and (5.14) one deduces that
∑
j∈J
∫
Aj
〈 ̂j , DE|DE | 〉
+d|DE | 
∑
j∈J
∫
∗E∩(Aj×Ry)
F (E1 , . . . , 
E
n−1, 0, Et ) dHn

∫
∗E∩(A×Ry)
F (E1 , . . . , 
E
n−1, 0, Et ) dHn.
(5.15)
Inequality (5.11) follows from (5.13) and (5.15). 
Proof of Theorem 2.8. Let us ﬁrst assume that Ln+1(E ∩ (U × Ry)) < +∞.
Let GEs be the set provided by Theorem D, with E replaced by Es. Given any Borel
set A ⊂ U , deﬁne A1 = A \GEs and A2 = A∩GEs . Inequalities (5.4) and (5.11), and
assumption (2.24), yield∫
∗Es∩(A1×Ry)
F (E
s
) dHn 
∫
∗E∩(A1×Ry)
F (E) dHn
+F(0, . . . , 0, 1, 0)|DyEs |(A1 × Ry). (5.16)
We have
|DyEs |(A1×Ry) =
∫
∗Es∩(A1×Ry)
|Esy |dHn=
∫
A1
H0((∗Es)x′,t)dx′dt
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=
∫
A1
H0(∗(Es)x′,t)dx′dt=0, (5.17)
where the ﬁrst equality is due to (3.4), the second to the coarea formula (3.10), the
third to Eq. (3.12), which holds for Ln-a.e. (x′, t) ∈ U and the fourth to the fact that
Ln(n−1,n+1(E)+ ∩ A1) = 0. From (5.16) and (5.17) we get∫
∗Es∩(A1×Ry)
F (E
s
) dHn
∫
∗E∩(A1×Ry)
F (E) dHn. (5.18)
As for A2, we have the following chain of equalities and inequalities (below, GE is
the set associated with E as in Theorem D):∫
∗Es∩(A2×Ry)
F (E
s
)dHn
=
∫
∗Es∩(A2×Ry)
F
(
E
s
|Esy |
)
|Esy |dHn (by (2.21))
=
∫
A2
dx′dt
∫
∗(Es)x′,t
F
(
E
s
1
|Esy |
, . . . ,
E
s
n−1
|Esy |
, 1,
E
s
t
|Esy |
)
dH0(y)
(by (2.24) and formula (3.10))
=
∫
A2
F(∇1E(x′, t), . . . ,∇n−1E(x′, t), 2,∇t E(x′, t)) dx′ dt
(by formulas (5.3))
=
∫
A2∩GE
F(∇1E(x′, t), . . . ,∇n−1E(x′, t), 2,∇t E(x′, t)) dx′ dt
(since Ln(A2\GE)=0)

∫
A2∩GE
F
(∫
∗Ex′,t
E1
|Ey |
dH0, . . . ,
∫
∗Ex′,t
En−1
|Ey |
dH0,
∫
∗Ex′,t
dH0,
∫
∗Ex′,t
Et
|Ey |
dH0
)
dx′dt
(by (5.2) and the isoperimetric inequality in R)

∫
A2∩GE
dx′ dt
∫
∗Ex′,t
F
(
E1
|Ey |
, . . . ,
En−1
|Ey |
, 1,
Et
|Ey |
)
dH0(y)
(by Jensen’s inequality)
=
∫
∗E∩[(A2∩GE)×Ry ]
F(E)dHn (by the coarea formula (3.10))
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
∫
∗E∩(A2×Ry)
F (E)dHn. (5.19)
The conclusion follows from (5.18) and (5.19).
If the set E is such that E < +∞ Ln-a.e. in U, then (2.25) is a straightforward
consequence of what we have already proved and of Lemma 5.5 below. Finally, if E
is a set of ﬁnite perimeter in Rn+1, the isoperimetric inequality (see [AFP, Theorem
3.46]) implies that either E or Rn+1 \E has ﬁnite measure, and in the latter case (2.26)
immediately follows, since Es is equivalent to Rn+1, and hence ∗Es = ∅. 
Lemma 5.5. Let U be an open subset of Rn−1 × Rt and let E be a set of ﬁnite
perimeter in U × Ry such that E(x′, t) < +∞ for Ln-a.e. (x′, t) ∈ U . Then
Ln+1(E ∩ (U ′ × Ry)) < +∞ (5.20)
for every open set U ′ ⊂⊂ U .
Proof. Let us ﬁx a U ′ ⊂⊂ U and set, for h ∈ N, Eh = E∩(U ′×(−h, h)). Without loss
of generality we may assume that U ′ is smooth. Then, Eh is a set of ﬁnite perimeter
in U ′ × Ry and, by (3.1),
MEh ∩ (U ′ × Ry) ⊂
(
ME ∪ {|y| = h}
)
∩ (U ′ × Ry). (5.21)
Therefore, since Ln+1(Eh ∩ (U ′ × Ry)) < +∞, from the ﬁrst part of the proof of
Theorem 2.8, and from (5.21), (3.3), (3.5) we have
P((Eh)
s;U ′ × Ry)P(Eh;U ′ × Ry)P(E;U ′ × Ry) + 2Ln(U ′). (5.22)
Denoting by mh the average of Eh on U ′, from (5.22), using the Poincaré inequality
for BV functions, we get∫ ′
U
|Eh(x′, t) − mh| dx′ dtc|DEh |(U ′)cP ((Eh)s;U ′ × Ry)
c[P(E;U ′ × Ry) + 2Ln(U ′)], (5.23)
for some constant c depending only on U ′. Passing possibly to a subsequence, we may
assume that mh → m ∈ [0,+∞], as h → +∞. Therefore, since Eh(x′, t) → E(x′, t)
for Ln-a.e. (x′, t) ∈ U ′, from (5.23), by Fatou’s lemma, we get that
∫ ′
U
|E(x′, t) − m| dx′ dtc[P(E;U ′ × Ry) + 2Ln(U ′)]. (5.24)
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Since E(x′, t) < +∞ for Ln-a.e. (x′, t) ∈ U ′, (5.23) implies that m < +∞ and that
E ∈ L1(U ′), whence (5.20) immediately follows. 
Proof of Theorem 2.9. Assumption (2.30) and inequality (2.25) entail that∫
∗Es∩(A2×Ry)
F (E
s
) dHn =
∫
∗E∩(A2×Ry)
F (E) dHn (5.25)
for every Borel subset A2 of A. Thus, by Lemma 5.5, on replacing, if necessary,
A by A ∩ U ′, where U ′ ⊂⊂ U , we may assume, without loss of generality, that
Ln+1(E∩ (U ×Ry)) < +∞. Therefore, on choosing A2 = A∩GE ∩GEs in (5.25), we
get that all the inequalities in (5.19) hold, in fact, as equalities. The ﬁrst one, combined
with assumption (2.27), ensures that H0(∗Ex′,t ) = 2 for Ln-a.e. (x′, t) ∈ A2, and hence
for Ln-a.e. (x′, t) ∈ n−1,n+1(E)+ ∩ A. By the isoperimetric theorem in R, assertion
(2.31) follows. If the second of the inequalities in (5.19) holds as an equality and
(2.28), (2.29) are in force, then
Ei (x
′, y1(x′, t), t)
|Ey (x′, y1(x′, t), t)|
= 
E
i (x
′, y2(x′, t), t)
|Ey (x′, y2(x′, t), t)|
, i = 1, . . . , n − 1, t, (5.26)
for Ln-a.e. (x′, t) ∈ A2, and hence for Ln-a.e. (x′, t) ∈ n−1,n+1(E)+ ∩ A. Since
|E(x′, y, t)| = 1 for (x′, y, t) ∈ ∗E, Eq. (5.26) implies (2.32) and
|Ey (x′, y1(x′, t), t)| = |Ey (x′, y2(x′, t), t)| (5.27)
for Ln-a.e. (x′, t) ∈ n−1,n+1(E)+ ∩A. Eq. (2.33) easily follows from (5.27), owing to
(3.14), Theorem D. 
The remaining part of this section is concerned with the proof of Theorem 2.10. The
following two lemmas deal with conditions (2.34)–(2.36).
Lemma 5.6. Let U be an open subset of Rn−1 ×Rt . Let E be a set of ﬁnite perimeter
in U × Ry and let A be a Borel subset of U. Let F : Rn+1 → [0,+∞) be a Borel
function. If
Hn
(
{(x′, y, t) ∈ ∗E : Ey (x′, y, t) = 0} ∩ (A × Ry)
)
= 0, (5.28)
then ∫
∗E∩(A′×Ry)
F (E) dHn = 0
for every Borel subset A′ of A such that Ln(A′) = 0. (5.29)
Assume, in addition, that (2.34) is fulﬁlled. Then (5.29) implies (5.28).
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Proof. Assume that E and A satisfy (5.28), and let A′ be as in (5.29). Then∫
∗E∩(A′×Ry)
F (E) dHn =
∫
∗E
1
|Ey |
{Ey =0}∩(A′×Ry)F (
E)|Ey | dHn
+
∫
∗E
{Ey =0}∩(A′×Ry)F (
E) dHn
=
∫
A′
dx′dt
∫
(∗E)x′,t
{Ey =0}
F(E)
|Ey |
dHn
+
∫
{Ey =0}∩(A′×Ry)
F (E) dHn,
where the second equality holds because of the coarea formula (3.10). Hence, (5.29)
follows, since Ln(A′) = 0 and (5.28) is in force.
Conversely, (5.29) and (2.34) imply that
Hn
(
{Ey = 0} ∩ (A′ × Ry)
)
= 0 (5.30)
for every A′ as in (5.29). In particular, we may choose A′ = A ∩ n−1,n+1(E)+ \ GE ,
where GE is the set given by Theorem D. Since Ey = 0 on GE × Ry , then {Ey =
0} ∩ ((A ∩ n−1,n+1(E)+) × Ry) = {Ey = 0} ∩ (A′ × Ry). Hence, by (5.30),
Hn
(
{Ey = 0} ∩ (A × Ry)
)
= Hn
(
{Ey = 0} ∩ ((A ∩ n−1,n+1(E)+) × Ry)
)
= Hn
(
{Ey = 0} ∩ (A′ × Ry)
)
= 0.
Lemma 5.7. Let U be an open subset of Rn−1 ×Rt . Let E be a set of ﬁnite perimeter
in U × Ry and let A be a Borel subset of U. Then (5.28) implies that
Hn
(
{(x′, y, t) ∈ ∗Es : Esy (x′, y, t) = 0} ∩ (A × Ry)
)
= 0. (5.31)
Conversely, if (2.30) and (2.34) are fulﬁlled, then (5.31) implies (5.28).
Proof. Assume that (5.28) is satisﬁed, and choose any convex function F : Rn+1 →
[0,+∞) satisfying (2.21), (2.24) and (2.34) (e.g. F() = ||). By Lemma 5.6,∫
∗E∩(A′×Ry)F (
E)dHn = 0 for every Borel set A′ ⊂ A such that Ln(A′) = 0. In-
equality (2.25) ensures that ∫∗Es∩(A′×Ry)F (Es)dHn = 0 as well. Owing to Lemma
5.6, Eq. (5.31) follows.
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In order to establish the reverse implication, observe that, if (2.30) holds, then, by
(2.25), we have in fact that∫
∗E∩(A′×Ry)
F (E) dHn =
∫
∗Es∩(A′×Ry)
F (E
s
) dHn (5.32)
for every Borel set A′ ⊂ A. Lemma 5.6 applied to Es, and Eqs. (5.31)–(5.32) imply
that ∫
∗E∩(A′×Ry)
F (E) dHn =
∫
∗Es∩(A′×Ry)
F (E
s
) dHn = 0 (5.33)
for every Borel set A′ ⊂ A such that Ln(A′) = 0. Owing to (2.34), Eq. (5.33) yields
(5.28), via Lemma 5.6. 
The purpose of Lemma 5.8 below is to show that, if E is any set of ﬁnite perimeter
in U × Ry satisfying (2.36) and (2.31) for some open set U ⊂ Rn−1 × Rt , and F
is a convex function as in Theorem 2.8, then the functional
∫
∗E∩(U×Ry)F (
E)dHn
is invariant under polarization (also called two-point symmetrization) of E about any
hyperplane of the form {y = }, with  ∈ R. This result plays a role in the proof of
Theorem 2.10, in the case where E is not necessarily bounded along the y-axis.
Lemma 5.8. Let U be an open subset of Rn−1×Rt . Let E be a set of ﬁnite perimeter in
U ×Ry having the property that there exist two functions y1, y2 : U → R such that, for
Ln-a.e. (x′, t) ∈ U , y1(x′, t)y2(x′, t) and Ex′,t is equivalent to (y1(x′, t), y2(x′, t)).
Given any  ∈ R, set
ŷ1 (x
′, t) = max{y1(x′, t)−, −y2(x′, t)}, ŷ2 (x′, t) = max{−y1(x′, t), y2(x′, t)−}
for (x′, t) ∈ U , and
Ê() = {(x′, y, t) : (x′, t) ∈ U and ŷ1 (x′, t) < y < ŷ2 (x′, t)}. (5.34)
Then Ê() is a set of ﬁnite perimeter in U × Ry and
Ê()
≡ E. (5.35)
Assume, in addition, that (2.36) is fulﬁlled. Then the same condition is fulﬁlled with E
replaced by Ê(), and∫
∗Ê()∩(U×Rt )
F (Ê() ) dHn =
∫
∗E∩(U×Rt )
F (E) dHn. (5.36)
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Moreover, if E satisﬁes (2.37), then the same condition is satisﬁed with E replaced
by Ê().
Proof. We assume that  = 0, the other cases being completely analogous, and denote
ŷ1 , ŷ

2 and Ê() simply by ŷ1, ŷ2 and Ê. We may also assume, without loss of gen-
erality that, for every (x′, t) ∈ U , y1(x′, t)y2(x′, t) and Ex′,t = (y1(x′, t), y2(x′, t)).
Deﬁnition (5.34) immediately implies (5.35), and hence the assertion concerning (2.37)
trivially follows.
Now, deﬁne E˜ = {(x′, y, t) : (x′,−y, t) ∈ E} and observe that
Ê is equivalent to
[
(E ∪ E˜) ∩ (U × (R+y ∪ {0}))
]
∪
[
(E ∩ E˜) ∩ (U × R−y )
]
. (5.37)
Thus, Ê is a set of ﬁnite perimeter in U ′ ×Ry for every open set U ′ ⊂⊂ U . Moreover,
from (5.37) and (3.1) we infer that MÊ ⊂ M(E ∪ E˜) ∪ M(E ∩ E˜) ∪ {y = 0} ⊂
ME ∪ ME˜ ∪ {y = 0}, whence condition (2.36) for Ê easily follows, owing to the
same condition for E and to (3.5).
Let us prove (5.36). Let GE , GE˜ , and GÊ be the subsets of U associated with E,
E˜ and Ê as in Theorem D. Clearly GE = GE˜ . Set G = GE ∩ GÊ . Then
(∗E)x′,t = ∗(Ex′,t ), (∗E˜)x′,t = ∗(E˜x′,t ), (∗Ê)x′,t = ∗(Êx′,t ) (5.38)
for every (x′, t) ∈ G. By the very deﬁnition of Ê, either Êx′,t = Ex′,t , or Êx′,t = E˜x′,t .
Thus, Eqs. (5.38) imply that
either (∗Ê)x′,t = (∗E)x′,t or (∗Ê)x′,t = (∗E˜)x′,t for each (x′, t) ∈ G. (5.39)
By (5.39), by (2.36) for Ê, and by the coarea formula (3.10), we have that Ê is, in
fact, a set of ﬁnite perimeter in U × Ry . We claim that there exists a set N ⊂ Rn+1
such that Hn(N) = 0 and
Ê(x′, y, t) =
{
E(x′, y, t) if (x′, y, t) ∈ (∗Ê ∩ ∗E ∩ (U × Ry)) \ N,
E˜(x′, y, t) if (x′, y, t) ∈ (∗Ê ∩ ∗E˜ ∩ (U × Ry)) \ N. (5.40)
Actually, the fact that (5.40) holds with the equalities replaced by Ê = ±E and
Ê = ±E˜ is a consequence of Theorem B. On the other hand, if (x′, y, t) ∈ ∗Ê ∩
∗E, namely if Êx′,t = (y1(x′, t), y2(x′, t)) = Ex′,t , then lim
y→y1(x′,t)+
∗̂
E
(x′, y, t) =
1 and lim
y→y2(x′,t)−
∗̂
E
(x′, y, t) = 1, whence, by (3.14), Êy (x′, y1(x′, t), t) > 0 and
Êy (x
′, y2(x′, t), t) < 0. Thus, the ﬁrst equality in (5.40) holds true. An analogous
argument proves the second equality in (5.40) when (x′, y, t) ∈ ∗Ê ∩ ∗E˜. From
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(5.40) we get that
Ê(x′, ·, t)
=
{
E(x′, ·, t) if (x′, t) ∈ (G\n−1,n+1(N)) ∩ n−1,n+1(∗Ê ∩ ∗E),
E˜(x′, ·, t) if (x′, t) ∈ (G\n−1,n+1(N)) ∩ n−1,n+1(∗Ê ∩ ∗E˜),
(5.41)
where n−1,n+1(N) satisﬁes Ln(n−1,n+1(N)) = 0. Thus,
∫
∗Ê∩(U×Ry)
F (Ê)dHn =
∫
∗Ê∩((G\n−1,n+1(N))×Ry)
F (Ê) dHn
=
∫
G\n−1,n+1(N)
dx′dt
∫
∗(Êx′,t )
F (Ê)
|Êy |
dH0
=
2∑
i=1
∫
G\n−1,n+1(N)
F (Ê(x′, ŷi (x′, t), t))
|Êy (x′, ŷi (x′, t), t)|
dx′ dt
=
∫
G\n−1,n+1(N)
dx′ dt
∫
∗(Ex′,t )
F (E)
|Ey |
dH0
=
∫
∗E∩(U×Ry)
F (E) dHn.
Note that the ﬁrst equality is due to (2.36) with E replaced by Ê, to Lemma 5.6 and
to the fact that Ln ((n−1,n+1(E)+ ∩ U) \ (G\n−1,n+1(N))) = 0; the second is an
application of the coarea formula (3.10); the fourth is a consequence of (5.39), (5.41)
and of the fact that if Êx′,t = E˜x′,t , then Ej (x′, yi(x′, t), t) = Êj (x′,−yi(x′, t), t)
(j = 1, . . . , n − 1, t) and Ey (x′, yi(x′, t), t) = −Êy (x′,−yi(x′, t), t) for i = 1, 2 and
for (x′, t) ∈ G; the ﬁfth is due to the ﬁrst three equalities applied with Ê replaced
by E. 
Proof of Theorem 2.10. Owing to Theorem 2.9, we may assume, without loss of
generality, that there exist functions y1, y2 : U → R such that
y1(x
′, t)y2(x′, t) and Ex′,t = (y1(x′, t), y2(x′, t)) (5.42)
for every (x′, t) ∈ U . The set E satisﬁes (2.37) and, by Lemma 5.7, it certainly satisﬁes
(2.36) as well. Suppose, for a moment, that E fulﬁlls the additional assumption that a
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constant k exists such that
either y1(x′, t)k for Ln-a.e. (x′, t) ∈ U,
or y2(x′, t)k for Ln-a.e. (x′, t) ∈ U. (5.43)
Lemma 3.3 of [CCF] ensures that, under (5.42), (2.36), (2.37) and (5.43), the functions
y1, y2 ∈ W 1,1loc (U). Let us deﬁne
E1 = {(x′, y, t) : (x′, t) ∈ U, y > y1(x′, t)},
E2 = {(x′, y, t) : (x′, t) ∈ U, y < y2(x′, t)}.
Then, by Theorem A, both E1 and E2 are sets of ﬁnite perimeter in U ′ ×Ry for every
open set U ′ ⊂⊂ U . The same argument as in the proof of Theorem 2.2 tells us that
(4.51)–(4.54) and (4.58) are fulﬁlled, with E1, E2 replaced by E1, E2 and with z1, z2
replaced by y1, y2, for Ln-a.e. (x′, t) ∈ U . Notice that, after these replacements, Eqs.
(4.54) turn into (2.32) and (2.33) of Theorem 2.9. We can thus conclude that
∇y1(x′, t) + ∇y2(x′, t) = 0 for Ln-a.e. (x′, t) ∈ U. (5.44)
Since, y1, y2 ∈ W 1,1loc (U), Eq. (5.44) entails that, for every connected component U of
U, a constant c exists such that
y1(x
′, t) + y2(x′, t) = c for Ln-a.e. (x′, t) ∈ U,
and hence the conclusion follows.
We have now to remove assumption (5.43). Given any  ∈ R, let Ê() be the set
deﬁned as in (5.34). Thanks to Lemma 5.8, the set Ê() is of ﬁnite perimeter in U×Ry ,
and (2.36)–(2.37) are satisﬁed with E replaced by Ê(); the additional assumption (5.43)
is also satisﬁed with y1, y2 replaced by ŷ1 , ŷ

2 , since ŷ

2 (x
′, t)0 f for (x′, t) ∈ U .
Furthermore,∫
∗Ê()∩(U×Ry)
F (Ê() ) dHn =
∫
∗E∩(U×Ry)
F (E) dHn
=
∫
∗Es∩(U×Ry)
F (E
s
) dHn
=
∫
∗(Ê())s∩(U×Ry)
F ((Ê())
s
) dHn,
where the ﬁrst equality is due to (5.36), the second to (2.30) and to (2.25), and the
third to the fact that Es = (Ê())s. Thus, from Theorem 2.9, we infer that (2.32) and
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(2.33) are fulﬁlled, with E replaced by Ê() and y1, y2 replaced by ŷ1 , ŷ2 , for Ln-
a.e. (x′, t) ∈ U (notice that n−1,n+1(E)+ ∩ U is equivalent to U, owing to (2.37)).
Thus, the same argument as above can be applied to conclude that, for each connected
component U of U, a constant c, exists such that
ŷ1 (x
′, t) + ŷ2 (x′, t) = c, for Ln-a.e. (x′, t) ∈ U. (5.45)
Choosing any two different values of  in (5.45) easily entails that y1(x′, t)+ y2(x′, t)
has to be constant Ln-a.e. in U. The proof is complete. 
6. Functionals of BV functions
Here, we accomplish the proofs of Theorems 2.4 and 2.5. The former relies upon
Theorem 2.8 and Proposition 2.7. The proof of this proposition makes use of Theorem
F below, an easy consequence of well-known relaxation results for integral functionals
depending on BV functions—see e.g. [AFP, Theorem 5.47]; [But].
Theorem F. Let f be a convex function satisfying (2.14). Let  be an open subset of
Rn, and let Jf be the functional deﬁned as in (2.15). If u ∈ BV () and {uk} is any
sequence in BV () such that uk → u in L1loc(), then
Jf (u;) lim inf
k→+∞ Jf (uk;). (6.1)
Moreover, for every u ∈ BV (), there exists a sequence {uh} in C1() such that
uh → u in L1loc() and
Jf (u;) = lim
h→+∞ Jf (uh;).
The next result tells us how properties of the integrand f are inherited by Ff .
Lemma 6.1. Let f : Rn → [0,+∞) be a convex function vanishing at 0. Then, the
function Ff deﬁned by (2.22) is a convex function satisfying (2.21). If, in addition, f
satisﬁes the same assumptions as in Theorem 2.5, then Ff satisﬁes (2.24), (2.27) and
(2.28) with K = Rn−1 × (R−t ∪ {0}).
Proof. Since f is a convex function such that f (0) = 0, then (4.25) holds with bj 0
for every j ∈ N. Therefore,
F() = sup
j∈N
{
n∑
i=1
(aj )ii + (bjn+1)+
}
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for every  ∈ Rn+1. Thus, F is a convex function satisfying (2.21). If f satisﬁes also
(2.6), then we infer from (4.26) that,
F() = sup
j∈N
{
n∑
i=1
(aj )ii + (bjn+1)+,
n∑
i=1
(aj )ii + (bjn+1)+
}
,
for every  ∈ Rn+1. Hence, (2.24) follows. The remaining assertions follow by ele-
mentary considerations. 
Proof of Proposition 2.7. Since Su ⊂ Rn ×R+t , then ∗Su ∩ (×R−t ) = ∅. Moreover,
Su(x′, y, 0) = (0, . . . , 0, 1) for Hn-a.e. (x′, y, 0) ∈ ∗Su ∩{t = 0}, by Theorem B, and
Ff (Su) = 0 for the same (x′, y, 0), since f (0) = 0. Thus, for every Borel set B ⊂ ,∫
∗Su∩(B×Rt )
Ff (
Su) dHn =
∫
∗Su∩(B×R+t )
Ff (
Su) dHn.
Similarly, we have
∫
∗S−u ∩(B×Rt )
Ff (
S−u ) dHn =
∫
∗S−u ∩(B×R+t )
Ff (
S−u ) dHn.
Consequently, by (3.9),
∫
∗Su∩(B×Rt )
Ff (
Su) dHn =
∫
∗S−u ∩(B×Rt )
Ff (
S−u ) dHn. (6.2)
Let us ﬁrst assume that u ∈ W 1,1loc ().
By Theorem C, Sut (x′, y, t) < 0 for Hn-a.e. (x′, y, t) ∈ ∗S−u . Thus, owing to
formulas (3.8) and to the coarea formula (3.10),∫
∗S−u ∩(B×Rt )
Ff (
S−u ) d =
∫
∗S−u ∩(B×Rt )
f
(
− 1
S
−
u
t
(
S−u
1 , . . . , 
S−u
n )
)
(−S−ut ) dHn
=
∫
∗S−u ∩(B×Rt )
f (∇u)|S−ut | dHn
=
∫
B
f (∇u) dx = Jf (u;B). (6.3)
Eq. (2.23) is established.
Let us next take into account the case where u ∈ BVloc() and let us ﬁx an open set
′ ⊂⊂ . By Theorem F applied with f () = √1 + ||2, we may choose a sequence
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of functions uh ∈ C1(′) such that uh → u in L1loc(′) and
∫
′
√
1 + |∇u|2 dx + |Dsu|(′) = lim
h→∞
∫
′
√
1 + |∇uh|2 dx. (6.4)
Denote, for simplicity, S−uh by S−h , and observe that S−h → S−u in L
1
loc(
′ × Rt )
and that, owing to (6.4), DS−h ⇀ DS−u weakly* in 
′×Rt and |DS−h |(
′ × Rt ) →
|DS−u |(′×Rt ) as h → ∞. From (6.1) and from the continuity theorem of Reshetnyak([AFP, Theorem 2.39]) we get
Jf (u;′)  lim inf
h→∞ Jf (uh;
′) = lim inf
h→∞
∫
∗S−h ∩(′×Rt )
Ff (
S−h ) dHn
=
∫
∗S−u ∩(′×Rt)
Ff (
S−u ) dHn =
∫
∗Su∩(′×Rt)
Ff (
Su) dHn. (6.5)
In order to prove the reverse inequality, ﬁx any ε > 0 and apply Theorem F with
fε() = f ()+ ε||. Thus a sequence {uh} of functions from C1(B) can be chosen in
such a way that uh → u in L1loc(B) and
Jfε (u;′) = lim
h→∞ Jfε (uh;
′). (6.6)
Since fε()ε|| for every t0, then (6.6) entails that the sequence |∇uh| is bounded
in L1(′). Hence, by Theorem A, on passing if necessary to a subsequence, we may
assume that DS−h ⇀ DS−u weakly* in 
′ ×Rt , where S−h is deﬁned as above. Thus,
from (6.6) and from the semicontinuity theorem of Reshetnyak ([AFP, Theorem 2.38])
we deduce that∫
∗S−u ∩(′×Rt )
Ffε (
S−u ) dHn  lim inf
h→∞
∫
∗S−h ∩(′×Rt )
Ffε (
S−h ) dHn
= lim
h→∞ Jfε (uh;
′) = Jfε (u;′). (6.7)
On letting ε go to 0+, we immediately get from (6.7) and (6.2) that
∫
∗Su∩(′×Rt )
Ff (
Su) dHnJf (u;′). (6.8)
Eq. (2.23) with B = ′ follows from (6.5) and (6.8). The general case where B is any
Borel set in  follows by approximation. 
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Proof of Theorem 2.4. We shall prove that if B is any Borel subset of n−1(), then
Jf (u
s;B × Ry)Jf (u;B × Ry), (6.9)
where we are again denoting u0 by u.
First, note that if u is any nonnegative function from BV0,y(), then us ∈ BV (×
Ry) for every open set  ⊂⊂ n−1(). Indeed, since u ∈ BV ( × Ry), then there
exists a sequence {uh} of nonnegative functions uh ∈ C1( × Ry), such that uh → u
in L1(U × Ry) and such that limh→∞
∫
×Ry|∇uh| dx = |Du|(× Ry). Thus, by the
continuity of Steiner symmetrization [K1, p. 23], ush → us in L1(U×Ry) and, by (4.16),
the sequence
∫
×Ry|∇ush| dx is bounded. Hence, one infers that us ∈ BV (× Ry).
Let us next establish (6.9) under the assumption that u has compact support in . By
Theorem A, Su is a set of ﬁnite perimeter in Rn+1. Thus, by Proposition 2.7, Theorem
2.8 and (2.4),
Jf (u
s;B × Ry) =
∫
∗Sus∩(B×Ry×Rt )
Ff (
Sus ) dHn

∫
∗Su∩(B×Ry×Rt )
Ff (
Su) dHn = Jf (u;B × Ry)
for every Borel set B ⊂ n−1(). Inequality (6.9) follows.
Finally, consider the general case where u is any nonnegative function from BV0,y().
Fixed any open set  ⊂⊂ n−1(), choose any function 	 ∈ C1(Rn−1) having compact
support in n−1() and such that 	 ≡ 1 in , and any function  ∈ C10(R) such that
(y) ≡ 1 in [−1, 1]. Deﬁne the function v in Rn as v = u	 and, for h ∈ N, the
functions vh as vh(x′, y) = v(x′, y)( yh ). Since v ∈ BV (Rn) and vh → v in L1(Rn),
then
Jf (u
s;× Ry) = Jf (vs;× Ry) lim inf
h→∞ Jf (v
s
h;× Ry). (6.10)
Moreover, it is easily veriﬁed that |D(v − vh)|(Rn) → 0 as h → ∞. Thus,
lim inf
h→∞ Jf (vh;× Ry) = Jf (v;× Ry) = Jf (u;× Ry). (6.11)
Inequality (6.9) with B =  follows from (6.10), (6.11) and from the same inequality
for vh. The general case where B is a Borel set can be derived by approximation. 
We now pass to the proof of Theorem 2.5. The next result plays an analogous role
as Lemma 4.7 in Section 4.
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Lemma 6.2. Let f be as in Theorem 2.5. Let  be an open subset of Rn satisfying
(2.10) and let u be a nonnegative function from BV0,y() satisfying (2.19). Then
there exist two functions y1, y2 : n−1,n+1(Su)+ → R such that, for Ln-a.e. (x′, t) ∈
n−1,n+1(Su)+,
(Su)x′,t is equivalent to (y1(x′, t), y2(x′, t)), (6.12)
Sui (x
′, y1(x′, t), t) = Sui (x′, y2(x′, t), t), i = 1, . . . , n − 1, t (6.13)
Suy (x′, y1(x′, t), t) = −Suy (x′, y2(x′, t), t). (6.14)
Proof. Combining (2.19) and (6.9) tells us that equality holds in (6.9) for every Borel
set B ⊂ n−1(). Given any open set  ⊂⊂ n−1(), let 	 be any smooth function
in Rn−1, compactly supported in n−1(), and such that 	 ≡ 1 in . Thus, deﬁned v
in Rn as v = u0	, we have that
Jf (v
s;× Ry) = Jf (v;× Ry).
Thus, by Proposition 2.7,∫
∗Svs∩(×Ry×Rt )
F (Svs ) dHn =
∫
∗Sv(×Ry×Rt )
F (Sv ) dHn. (6.15)
Since v is a nonnegative function from BV (Rn) which, owing to (2.10), has compact
support, then Sv is a set of ﬁnite perimeter in Rn+1. By Theorem C,(
Sv1
|Svy |
, . . . ,
Svn−1
|Svy |
,
Svt
|Svy |
)
∈ Rn−1 × (R−t ∪ {0}),
Hn-a.e. on ∗Sv ∩ (Rn−1 × Ry × R+t ). (6.16)
By (6.15)–(6.16) and by Lemma 6.1, the conclusion follows from Theorem 2.9, thanks
to the arbitrariness of . 
The BV counterpart of lemma of Lemma 4.8, contained in Lemma 6.4 below, requires
the following result.
Lemma 6.3. Let u be a nonnegative function from BV0,y() satisfying the conclusion
of Lemma 6.2. Assume, in addition, that u fulﬁlls (2.8). Then, for Ln−1-a.e. x′ ∈
n−1(),
(D+u )x′ (y1(x
′, t))
|∇yu(x′, y1(x′, t))| =
(D+u )x′ (y2(x
′, t))
|∇yu(x′, y2(x′, t))| for L
1
-a.e. t ∈ (0,M(x′)). (6.17)
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Proof. Our assumption on u ensures that there exists a subset G of n−1() satisfying
Ln−1(n−1() \G) = 0 and such that, for every x′ ∈ G, M(x′) > 0 and (6.12)–(6.14)
hold for L1-a.e. t ∈ (0,M(x′)). Thus, on setting L = (G × R+t ) ∩ n−1,n+1(Su)+, we
have that, for Ln-a.e. (x′, t) ∈ L, the set (Su)x′,t is equivalent to (y1(x′, t), y2(x′, t))
and (∗Su)x′,t = {y1(x′, t), y2(x′, t)}. Hence, we deduce that
n−1,n+1(∗Su) ∩ L is equivalent to L. (6.18)
By Theorem C, there exists a Borel subset P of ∗Su∩(Du×R+t ) such that Hn((∗Su∩
(Du × R+t )) \ P) = 0 and
Su(x′, y, t) =
( ∇1u(x′, y)√
1 + |∇u|2 , . . . ,
∇n−1u(x′, y)√
1 + |∇u|2 .
∇yu(x′, y)√
1 + |∇u|2 ,
−1√
1 + |∇u|2
)
(6.19)
for every (x′, y, t) ∈ P , and there exists a Borel subset Q of ∗Su ∩ (( \ Du) × R+t )
such that Hn((∗Su ∩ (( \ Du) × R+t ))) \ Q) = 0 and
Sut (x′, y, t) = 0 for every (x′, y, t) ∈ Q. (6.20)
Note that
n−1,n+1(P ∪ Q) ∩ L is equivalent to L, (6.21)
as a consequence of the fact that n−1,n+1(∗Su)\n−1,n+1(P ∪Q) ⊂ n−1,n+1(∗Su \
(P ∪Q)), of the fact that Ln(n−1,n+1(∗Su \ (P ∪Q))) = 0 and of (6.18). Obviously,
(6.21) implies that
(
n−1,n+1(P ) ∩ L
) ∪ (n−1,n+1(Q) ∩ L) is equivalent to L. (6.22)
Owing to (6.22) and to (4.33), we have that (x′, t) ∈ (n−1,n+1(P )∩L) ∪(n−1,n+1(Q)∩
L) for Ln−1-a.e. x′ ∈ G and for L1-a.e. t ∈ (0,M(x′)). Fix any such x′. Then,
for L1-a.e. t ∈ (0,M(x′)) satisfying (x′, t) ∈ n−1,n+1(P ) ∩ L, we have, by (6.19)–
(6.20) and (6.13), that either (x′, y1(x′, t), t), (x′, y2(x′, t), t) ∈ ∗Su ∩ (D+u × R+t ), or
(x′, y1(x′, t), t), (x′, y2(x′, t), t) ∈ ∗Su∩ (D0u×R+t ). Hence, either y1(x′, t), y2(x′, t) ∈
(D+u )x′ or y1(x′, t), y2(x′, t) ∈ (D0u)x′ and, thanks to (6.14), Eq. (6.17) holds. On the
other hand, for L1-a.e. t ∈ (0,M(x′)) such that (x′, t) ∈ n−1,n+1(Q) ∩ L, we have
by (6.19)–(6.20) and (6.13) that both (x′, y1(x′, t), t) and (x′, y2(x′, t), t) belong to
∗Su ∩ (( \ Du) × R+t ), whence y1(x′, t), y2(x′, t) ∈ (Du)x′ , and (6.17) holds also in
this case. 
Lemma 6.4. Let f be as in Theorem 2.5. Let  be an open subset of Rn and let u
be a nonnegative function from BV0,y() satisfying (2.8) and (2.19). Let y1, y2 be the
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functions appearing in Lemma 6.2. Then there exists a function b : n−1() → R such
that, for Ln−1-a.e. x′ ∈ n−1(),
1
2 (y1(x
′, t) + y2(x′, t)) = b(x′) for L1-a.e. t ∈ (0,M(x′)).
Proof. On adopting the same notations and proceeding along the same lines as in the
proof of Lemma 4.8, one arrives at

vx
′
i
(t) = L1
(
(D0u)x′ ∩ {vx
′
i > t}
)
+ L1
(
(D+u )x′ ∩ {vx
′
i > t}
)
= L1
(
(D+u )x′ ∩ {vx
′
i > t}
)
= L1 ((D+u )x′ ∩ {u(x′, ·)∗ > t} ∩ Ii) , i = 1, 2, (6.23)
for Ln−1-a.e. x′ ∈ n−1(). Notice that the second equality in (6.23) holds because of
(4.39). Owing to (3.17), we have that |Dsvx′i | (Du)x′ = 0 for Ln−1-a.e. x′ ∈ n−1().
Hence,
∫
Ii
{u(x′,·)∗>t}∩(D+u )x′ (y)
|∇yu| d|Dv
x′
i |
=
∫
Ii
{u(x′,·)∗>t}∩(D+u )x′ (y)
|∇yu| d|D
avx
′
i | +
∫
Ii
{u(x′,·)∗>t}∩(D+u )x′ (y)
|∇yu| d|D
svx
′
i |
=
∫
Ii
{u(x′,·)∗>t}∩(D+u )x′ (y)
|∇yu|
∣∣∣∣ ddy vx′i (y)
∣∣∣∣ dy
= L1 ((D+u )x′ ∩ {u(x′, ·)∗ > t} ∩ Ii) , i = 1, 2, (6.24)
for Ln−1-a.e. x′ ∈ n−1(). An application of the coarea formula (3.6) yields∫
Ii
{u(x′,·)∗>t}∩(D+u )x′ (y)
|∇yu| d|Dv
x′
i |
=
∫ M(x′)
0
d
∫
Ii∩∗{vx′i >}
{u(x′,·)∗>t}∩(D+u )x′ (y)
|∇yu| dH
0(y)
=
∫ M(x′)
0
d
∫
Ii∩∗{u(x′,·)>}
{u(x′,·)∗>t}∩(D+u )x′ (y)
|∇yu| dH
0(y), (6.25)
for Ln−1-a.e. x′ ∈ n−1(). Observe that
M{u(x′, ·) > } ∩ Cu(x′,·) ⊂ {u(x′, ·)∗ = } for  > 0,
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and hence, by (3.5),
∗{u(x′, ·) > } ∩ Cu(x′,·) ⊂ {u(x′, ·)∗ = } for L1-a.e.  > 0.
Thus, since (D+u )x′ ⊂ (Du)x′ ⊂ (Cu)x′ and since, by (3.15), (Cu)x′ ⊂ Cu(x′,·) for
Ln−1-a.e. x′ ∈ n−1(), then, for Ln−1-a.e. x′ ∈ n−1(), the set {u(x′, ·)∗ > t} ∩
∗{u(x′, ·) > } ∩ (D+u )x′ equals ∗{u(x′, ·) > } ∩ (D+u )x′ for L1-a.e.  ∈ (t,∞) and is
empty for L1-a.e.  ∈ (0, t]. Consequently,
∫ M(x′)
0
d
∫
Ii∩∗{u(x′,·)>}
{u(x′,·)∗>t}∩(D+u )x′ (y)
|∇yu| dH
0(y)
=
∫ M(x′)
t
d
∫
Ii∩∗{u(x′,·)>}
(D+u )x′ (y)
|∇yu| dH
0(y) (6.26)
for Ln−1-a.e. x′ ∈ n−1(). Combining (6.23)–(6.26) and recalling (6.12) yield that,
for Ln−1-a.e. x′ ∈ n−1(),

vx
′
i
(t) =
∫ M(x′)
t
d
∫
Ii∩∗{u(x′,·)>}
(D+u )x′ (y)
|∇yu| dH
0(y)
=
∫ M(x′)
t
(D+u )x′ (yi(x
′, ))
|∇yu(x′, yi(x′, ))|d, i = 1, 2, (6.27)
for t ∈ (0,M(x′)). Thanks to (6.17), the conclusion follows from (6.27) as in Lemma
4.8. 
Proof of Theorem 2.5. Lemmas 4.9 and 4.10 continue to hold, with exactly the same
proof, also if u ∈ BV0,y(). Thus, after replacing Lemmas 4.7 and 4.8 by Lemmas 6.2
and 6.4, respectively, the proof of the present theorem follows along the same lines
as that of Theorem 2.2. The only difference is that Eq. (4.54) do not even require a
proof, since they agree with (6.13) and (6.14). 
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