We consider a fermionic system at zero temperature interacting through an effective nonretarded potential of the type introduced by Nozières and Schmitt-Rink, and calculate the phase coherence length phase ͑associated with the spatial fluctuations of the superconducting order parameter͒ by exploiting a functional-integral formulation for the correlation functions and the associated loop expansion. This formulation is especially suited to follow the evolution of the fermionic system from a BCS-type superconductor for weak coupling to a Bose-condensed system for strong coupling, since in the latter limit a direct mapping of the original fermionic system onto an effective system of bosons with a residual boson-boson interaction can be established. Explicit calculations are performed at the one-loop order. The phase coherence length phase is compared with the coherence length pair for two-electron correlation, which is relevant to distinguish the weak-͑k F pair ӷ1͒ from the strong-͑k F pair Ӷ1͒ coupling limits ͑k F being the Fermi wave vector͒ as well as to follow the crossover in between. It is shown that phase coincides with pair down to k F pair Ӎ10, pair in turn coinciding with the Pippard coherence length. In the strong-coupling limit we find instead that phase ӷ pair , with pair coinciding with the radius of the bound-electron pair. From the mapping onto an effective system of bosons in the strong-coupling limit we further relate pair with the ''range'' of the residual boson-boson interaction, which is physically the only significant length associated with the dynamics of the bosonic system. ͓S0163-1829͑96͒02422-8͔
I. INTRODUCTION
There has been recently renewed interest in the crossover from BCS superconductivity to Bose-Einstein ͑BE͒ condensation, following the discovery of the high-temperature superconductors. [1] [2] [3] [4] [5] [6] [7] [8] In particular, the observation that these ͑as well as other ''exotic''͒ superconductors have considerably ͑i.e., 10 3 -10 4 times͒ shorter coherence length than conventional superconductors has prompted the suggestion that proper description of superconductivity in these materials might require an intermediate approach between the two limits represented by BCS theory and BE condensation. 9 In this context, it appears especially relevant to assess how the coherence length ͑which can be determined experimentally from the spatial fluctuations of the order parameter and which we shall consistently refer to as phase in the following͒ crosses over between these two limits. The purpose of this paper is to provide a detailed description of this crossover. 10 Evolution from weak-to strong-coupling superconductivity was addressed a few years ago by Nozières and Schmitt-Rink 11 ͑hereafter referred to as NSR͒ after the pioneering work by Leggett. 12 NSR follow this evolution by increasing the coupling strength of an effective fermionic attractive potential, and conclude that the evolution is ''smooth.'' The inclusion of fluctuations beyond mean field considered by NSR through the ladder approximation for the pairing susceptibility, however, has posed problems of physical consistency, 13 owing to the fact that the ladder approximation is not ''conserving.'' 14 This shortcoming was later overcome by Haussmann 15 who considered a fully ''conserving'' diagrammatic approach to describe the interacting Fermi system in the superconducting phase, whereby each single-particle Green's function is self-consistently determined. It turns out that keeping the full self-consistency is most important in the intermediate ͑crossover͒ region of interest, in order to account correctly for the mixture of fermionic and bosonic degrees of freedom. 15 The approaches of Refs. 13 and 15 ͑as well as the related work of Refs. 1-8͒ rely on an approximation scheme ͑i.e., BCS mean field plus fluctuations͒ which is well established in the weak-coupling limit. The fact that this procedure results in a sensible strong-coupling limit ͑i.e., the noninteracting Bose gas of Ref. 13 or the weakly interacting Bose gas of Ref. 15͒ can be related to the structure of the BCS wave function, which has built in the BE condensation as a limiting case. 16 There is, however, a priori no guarantee that the results in the strong-coupling limit would always provide a satisfactory description of the limiting system of interacting bosons.
For these reasons, we prefer to approach the bosonization process in reverse, that is, by setting up first a reliable approximation for the bosonic system and then determining how the bosonization procedure of the original fermionic system maps that approximation back onto a description of the weak-coupling limit. In this way, we can focus directly on improving the description of the bosonic limit, which is admittedly more difficult to deal with than the opposite weak-coupling limit, where the BCS approximation is expected to be invariably recovered as the fundamental starting point.
Focusing directly on the bosonic limit, however, leads us to confront a long-standing problem in the theory of interacting bosons. It has, in fact, long been known that conventional many-body ͑diagrammatic͒ methods for an interacting condensed Bose system can be quite generally organized within approximation schemes that are consistent either with conservation laws ͑''⌽-derivable'' approximations͒ or with the absence of a gap in the elementary excitations spectrum ͑''gapless'' approximations͒. 17 This difficulty does not appear in the corresponding scheme for self-consistent ''⌽-derivable'' ͑conserving͒ approximations for fermionic systems ͑even in the superconducting phase͒. 18 For these reasons, when dealing with condensed bosonic systems one prefers to abandon self-consistent schemes and resorts instead to approximation procedures whereby diagrams are selected in terms of an external small parameter ͑like the reduced density͒. 19 An approach formally alternative to conventional diagrammatic methods to set up a modified perturbation theory for a superfluid Bose system is the functional-integral method with the associated ''loop'' expansion, which allows for a unified description of superfluidity and superconductivity in terms of collective variables. 20 By this method, bosonic-like collective variables are introduced at the outset in the description of the fermionic superconducting system of interest via a Hubbard-Stratonovich transformation, in terms of which a mean-field approximation and the associated fluctuation corrections can be defined. Specifically, the mean-field approximation recovers the NSR results obtained at zero temperature, while systematic inclusion of fluctuation corrections by the loop expansion enables one to overcome the problems of physical consistency mentioned above for the NSR results. 21 In this context, it is worth mentioning the recent work by Traven 22 who considered the interaction between pair fluctuations ͑which are ignored by the standard Gaussian approximation͒ and demonstrated that it removes the pathological behavior of the thermodynamic functions obtained within the Gaussian approximation in two dimensions, thus stabilizing the low-temperature superfluid phase. We have also to mention in this context that the loop expansion associated with the functional integral can be formally mapped 23 in the bosonic limit onto the low-density expansion ͑which is conventionally used to select the relevant diagrammatic structure for the dilute Bose gas 19 ͒. Keeping all terms up to a given order in the expansion parameter further guarantees that conservation laws and Ward identities are satisfied up to the same order. It is in this sense that the problems originating from the ''gapless'' and ''⌽-derivable'' approximations are overcome by the ''loop'' expansion. In the following, we shall apply the functionalintegral method at the one-loop ͑i.e., the next-to-significant͒ order to the problem of the crossover between BCS and BE, with the same-model Hamiltonian adopted by NSR.
Returning, specifically, to the calculation of the phase coherence length phase at zero temperature, we will show that the one-loop calculation leads to a consistent picture for the crossover of this physical quantity, which varies from the Pippard coherence length 0 in the weak-coupling limit to the known result (4m B B )
Ϫ1/2 for a dilute Bose gas ͑with mass m B and chemical potential B ͒ in the strong-coupling limit. 19 These results will be contrasted with the ͑mean-field͒ calculation of the coherence length pair for two-electron correlation reported previously, 24 which ranges instead from 0 to the bound-state radius r 0 in the two limits. In Ref. 24 it was also concluded that ͑i͒ pair ͑through the dimensionless parameter k F pair ͒ is the relevant variable to follow the crossover from BCS to BE ͓and thus it does not serve to identify merely the two extreme BCS ͑k F pair ӷ1͒ and BE ͑k F pair Ӷ1͒ limits͔, and ͑ii͒ this crossover occurs in practice in a limited range of the variable k F pair ͑beginning at k F pair Ӎ10 on the BCS side͒. The calculation of phase reported here confirms this result, because we will find that phase Ӎ pair down to k F pair Ӎ10, with the two lengths starting to differentiate for smaller values of k F pair . 25 One can thus associate a single characteristic length to a BCS-type superconductor, which is generically identified ͑even for relatively strong coupling͒ by the existence of a well-defined Fermi surface. In the bosonic limit, we will find instead that phase ӷ pair , as expected, since the ''size'' of a single boson is by no means related to the range of the fluctuations of the order parameter. 26 We shall further show in this limit that pair is associated with the range of the residual boson-boson interaction, by mapping the original fermionic system onto an effective system of interacting bosons. In this way, a sensible and consistent description of the bosonization process results from our oneloop calculation, at least in the zero-temperature limit we are considering.
The plan of the paper is the following. In Sec. II we set up the calculation of phase at the one-loop order, by relying on a functional-integral representation of the correlation functions for a fermionic system interacting through an effective potential of the type introduced by NSR. We provide also analytic expressions of phase in the weak-and strong-coupling limits. In Sec. III we consider specifically the strongcoupling limit and perform a mapping of the effective action of the original fermionic system onto the corresponding action of a truly bosonic system, by exploiting features of the collective bosonic-like variables introduced in Sec. II via a Hubbard-Stratonovich transformation. In Sec. IV we present numerical results for phase ͑in three and lower dimensions͒ over the whole range of coupling, and especially across the narrow region of the variable k F pair where the actual crossover from BCS to BE takes place. Section V gives our conclusions. Details of the calculations as well as related additional material are given in the Appendixes. In particular, Appendix A obtains the shift of the order parameter which is required to make the NSR approach fully consistent at the one-loop level in the condensed phase ͑or in two dimensions 22 ͒. In Appendix D the ''universal'' curve, obtained previously in Ref. 24 for the chemical potential versus k F pair using the NSR separable interaction, is discussed further in the context of the ͑three-dimensional͒ negative-U Hubbard model and of the analytic two-dimensional solution of Ref. 2. operator with spin projection ͔, and follow their evolution as the fermionic system is driven toward its bosonic counterpart by increasing the ͑effective͒ attractive fermionic interaction. To this end ͑and for the reasons discussed in the Introduction͒, we shall rely on a functional-integral representation of the correlation functions and the associated loop expansion. Since some confusion has sometimes arisen in the literature between the inclusion of Gaussian fluctuations and the consistency of the loop expansion, 7, 13 we shall discuss the latter in some detail in the following ͑see also Appendix A͒.
To identify the range of the spatial fluctuations of the superconducting order parameter across the evolution from BCS to BE, we find it convenient to introduce the bosonictype operator
where the ͑real͒ function ͑͒ is assumed to be ''localized'' about ϭ0. The thermal average ͗͑R͒͘ can be then associated with the order parameter of the broken-symmetry phase. Since this order parameter is ͑in general͒ complex, we can further represent the operator ͑2.1͒ via its longitudinal and transverse components to the direction of broken symmetry:
where we have set ⌬ϭ͗͑R͒͘.
͑2.3͒
The relevant correlation functions for the operators ͑2.2͒ can then be defined as follows:
͑2.4a͒
where T is the imaginary-time T-ordering operator, the thermal average ͗•••͘ is taken at the equilibrium temperature ␤
Ϫ1
, and the Heisenberg representation for the field operators is implemented below. Note that the unnecessary dependence on the imaginary time has been eliminated in the expressions ͑2.4͒ by the time averaging.
For a homogeneous system, it is further convenient to introduce the Fourier transform of the operator ͑2.1͒:
where ͑k͒ is the Fourier transform of the function ͑͒ of Eq. ͑2.1͒, c ͑k͒ is the destruction operator of wave vector k and spin , and ⍀ is the volume occupied by the system. In terms of the operator ͑2.5͒ we rewrite
where the upper ͑lower͒ sign refers to F ʈ (F Ќ ). Note that the -averaging selects the zero-͑Matsubara͒ frequency component of the correlation functions within braces in Eq. ͑2.6͒. Note also that in Eq. ͑2.6͒ we have eventually considered ⌬ to be real.
Below a critical temperature, one expects to identify a finite coherence length for longitudinal correlations only. In particular, the behavior for small q of the integrand in Eq. ͑2.6͒ is of interest whenever the correlation function F ʈ ͑RϪRЈ͒ has a well-behaved ͑exponential͒ spatial decay. Since the broken-symmetry condition resides in the phase of the order parameter ͑2.3͒, in the following we shall identify as phase the coherence length associated with F ʈ . Physically, phase provides an estimate of the spatial dimension over which the phase fluctuations are correlated. In the strongcoupling ͑BE͒ limit one thus expects phase to be much larger than the typical size of the fermionic pairs ͑which, in this limit, constitute truly bosonic entities͒. In this context, it is relevant to introduce an additional length ͑say, pair ͒ which reduces to the size of the bound fermionic pair in the BE limit. On general ground, information on pair can be extracted from the fermionic pair-correlation function ͑with opposite spins͒
where n is the particle density and the constant Hartree term has been subtracted for convenience. For instance, at the mean-field level Eq. ͑2.7͒ becomes
where ͉⌽͘ is the BCS ground state, and pair can be obtained as
In the BE limit, pair obtained from Eq. ͑2.9͒ coincides with the bound-state radius of the associated two-fermion problem: At the mean-field level a single length enters the function ͑2.8͒ since no correlation is established between bound pairs. Beyond the mean field, however, correlation between bound pairs should occur and the length phase should affect g͑r͒. Nonetheless, in the BE limit we expect the magnitudes of the two lengths pair and phase to be widely separated, in such a way that pair can still be extracted from g͑r͒ by inspection. For this reason, in the following we shall restrict in practice to the mean-field definition ͑2.9͒ with g͑r͒ given by Eq. ͑2.8͒. In the weak-coupling limit, on the other hand, we expect no difference between phase and pair ͑apart, possibly, from a trivial normalization factor due to the respective definitions͒. In other words, in the weak-coupling limit a single length characterizes the correlation within a Cooper pair and among different Cooper pairs ͑the correlation originating essentially from Pauli exclusion principle͒.
To proceed in the calculation of phase ͑and pair ͒ we need a specific Hamiltonian to describe the interacting fermionic system. To connect with previous work on the crossover from BCS to BE, we adopt the model Hamiltonian considered by NSR:
with k ϭk 2 /2mϪ ͑ being the chemical potential͒. 28 This Hamiltonian differs from the usual BCS reduced Hamiltonian, 16 in that it allows for finite values of the ͑center-of-mass͒ momentum q of the pair operator c ↑ † c ↓ † while keeping the singlet spin pairing. Taking into account finite values of q is, in fact, necessary to represent the strongcoupling limit in terms of interacting bosons.
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For convenience, we also take the ͑effective͒ attractive interaction potential in Eq. ͑2.10͒ of the separable form (V Ͻ0):
͑2.11͒
In the usual BCS theory, w͑k͒ϭ͑⑀ c Ϫ͉ k ͉͒ specifies an abrupt cutoff about the Fermi surface ͑⑀ c being the cutoff energy͒. To treat the strong-coupling limit on the same footing of the weak-coupling limit, w͑k͒ should instead interpolate smoothly between small and large k. We take accordingly
with ␥Ͼ0. We have verified that the restriction 1/4Ͻ␥Ͻ3/4 ensures the relevant correlation functions to be well defined via their Fourier transforms, as well as the bound-state radius for the associated two-body problem to vanish in the limit ͉V͉→ϱ. In most of the following calculations we shall take the value ␥ϭ1/2 considered by NSR.
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A. Functional-integral approach
As discussed in the Introduction, although we are originally considering a system of interacting fermions, we are interested in treating properly the strong-coupling regime where the fermionic system gets mapped onto a system of interacting bosons. To this end, it is relevant to introduce for any coupling bosonic-like ͑collective͒ variables from the outset, which turn eventually into truly bosonic fields in the strong-coupling limit.
Functional integrals are especially suited for introducing collective variables and, at the same time, for providing one with conserving approximations even in the presence of condensates. 20 In this context, one obtains the relevant fermionic correlation functions by differentiating the generating functional 31 
Z͓,͔ϭ
with respect to the ''sources'' (), where
and
͑2.15͒
In these expressions, (c,c) and (,) are Grassmann variables, and
is the Hamiltonian associated in the action with the operator ͑2.10͒ and the choice ͑2.11͒ for the interaction potential. 
analogous to Nambu spinor transformation, with the shorthand notation kϭ͑k, s ͒ where s ϭ2(sϩ1/2)␤ Ϫ1 ͑s integer͒ is a fermionic Matsubara frequency. The generating functional ͑2.13͒ can thus be rewritten in the form
Z͓,͔ϭ
͐ D D Db*Db exp͕ϪSЈϪS int Ј ͖ ͐ D D Db*Db exp͕ϪSЈ͖ ,
͑2.20͒
where now
In Eq. ͑2.21͒, qϭ͑q, ͒ where ϭ2␤ Ϫ1 ͑ integer͒ is a bosonic Matsubara frequency, and M(k,kЈ) is the 2ϫ2 matrix
The Grassmann variables can be integrated out at this point in Eq. ͑2.20͒, yielding
Z͓,͔ϭ
where
is the effective bosonic action and
Note that the trace in Eq. ͑2.26͒ is performed over the fourmomentum (k) and Nambu spin (i) indices, and that S eff formally contains all powers in the bosonic variables b.
To proceed further, one usually considers a quadratic ͑Gaussian͒ expansion of the effective action ͑2.26͒ in terms of (bϪb 0 ) where b 0 is a mean-field value. In particular, in Ref. 7 this procedure has been applied to derive the analog of the time-dependent Ginzburg-Landau equation for the crossover problem from BCS to BE above the mean-field critical temperature ͑where b 0 vanishes identically͒. For the zerotemperature properties we are interested in, however, a straightforward Gaussian expansion is known to be not fully consistent since it omits contributions that are formally of the same order of the Gaussian contributions itself ͑cf., e.g., Ref.
34 for the zero-temperature properties of a three-dimensional dilute Bose gas and Ref. 22 for its two-dimensional counterpart͒. To keep full consistency at each stage of the calculation, we introduce a ͑formal͒ loop expansion in the generating functional ͑2.25͒ by ͑i͒ replacing the effective action S eff with S eff / where 0Ͻр1; ͑ii͒ regarding as the expansion parameter of the theory ͑to express, e.g., the correlation functions as power series in ͒; ͑iii͒ setting ϭ1 eventually at the end of the calculation. In this way, expansion of the relevant physical quantities up to a given order in guarantees conservation laws and Ward identities to be satisfied to the same order in the expansion. 35 Note that, contrary to other cases for which a ''small'' loop parameter naturally emerges from the physics of the problem, the introduction of a loop parameter in the present context might at first look somewhat artificial. As mentioned in the Introduction, however, it can be shown that the present loop expansion gets formally mapped onto a low-density expansion in the bosonic limit. 23 To implement the loop expansion, we set
͑2.28͒
where ⌬ 0 plays the role of a ͑complex͒ bosonic condensate and b > of its fluctuating part. The matrix ͑2.23͒ becomes accordingly
are independent of . Correspondingly, the effective action reads
͑2.32͒
The constant ⌬ 0 is determined, as usual, by requiring the coefficients of the linear terms in b > (qϭ0) and b > *(qϭ0) to vanish, yielding the BCS ''gap equation''
with ⌬͑k͒ϭ⌬ 0 w͑k͒ and
.32͒ is still exact. Approximations depend on the number of powers n/2 considered. In particular, the Gaussian approximation for S eff results upon keeping the next significant (nϭ2) order in , namely, by taking
is the ͑grand-canonical͒ free energy at the mean-field level 36 and S eff ͑2͒ is the quadratic form
͑2.36͒
In this expression
͑2.38͒
are the ordinary Gorkov functions. A(q)ϩ␤/V and B(q) represent normal and anomalous particle-particle bubbles, respectively, as depicted in Fig. 1 .
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In what follows, it is sufficient to retain the quadratic action ͑2.34͒ only, but for the calculation of the shift ⌬ 1 of the mean-field parameter ⌬ 0 for which it is necessary to keep also cubic terms in the expansion ͑2.32͒ of the effective action ͑see Appendix A͒. In this way, the ͑grand-canonical͒ free energy acquires the following correction to the next significant order beyond mean field:
where ⌬ 0 has been taken to be real and with the ''stability'' conditions
The chemical potential can be eventually eliminated in favor of the particle density n by solving nϭϪ(1/⍀)‫ץ‬F/‫ץ‬ with FϭF 0 ϩF 1 . In principle, the chemical potential need not be expanded in powers of since all conserving requirements can be directly expressed within the grand-canonical ensemble, the mapping between and n being established at the end of the calculation after having set ϭ1 in the expression for F. Nonetheless, one may alternatively regard as an internal parameter of the theory and expand it in series of at the outset ͑for details cf. Appendix C of Ref. 39͒. In the following, we calculate the physical quantities of interest keeping the value of unspecified, and expand in series of only in the final expressions.
B. Calculation of phase at the one-loop order
There remains to combine the calculation of the longitudinal (F ʈ ) and transverse (F Ќ ) correlation functions ͑2.6͒ with the loop expansion. For completeness, we report in the following the main steps of the calculation which might also serve for addressing additional correlation functions. For our specific purposes the relevant result is Eq. ͑2.56͒ below.
We need to relate first the broken-symmetry parameter ͑2.3͒ ͓cf. Eq. ͑2.5͔͒
with the mean-field value ⌬ 0 and the one-loop fluctuation contribution ⌬ 1 . To this end, we rely on the identity ͑proven in Appendix A͒
where the averages are taken, respectively, with actions ͑2.26͒ and ͑2.14͒. Comparison of Eq. ͑2.44͒ with the definition ͑2.43͒ then yields
with the notation ͑2.28͒ and the choice (k)ϭͱ⍀Vw(k).
The relation ͑2.45͒ is still exact. At the one-loop order it reduces to ⌬ϭ⌬ 0 ϩ⌬ 1 , as shown in Appendix A.
Next, we express the averages of four-fermion operators in Eq. ͑2.6͒ ͓which are taken with action ͑2.14͒ within the functional-integral formulation͔ in terms of products of matrix elements of the inverse of the matrix ͑2.23͒ ͓which are correspondingly averaged with action ͑2.26͔͒. We obtain
͑2.46͒
where is the ''direct'' contribution, and is the ''exchange'' counterpart. The loop expansion emerges at this point from the exact expressions ͑2.47͒ and ͑2.48͒ by interpreting the matrix M therein as being the matrix M ͑2.29͒. In this way, its inverse acquires the expansion
yielding for the required averages
with the understanding that the product ͗M ␣␤
͘ is evaluated at the relevant order in . ͓In the expressions above, the indices ␣, ␤, . . . refer to the four-vector k and the Nambu spinor component.͔ In particular, at the mean-field level Eq. ͑2.50͒ reduces to
with M 0 given by Eq. ͑2.30͒ ͑and ⌬ 0 taken eventually to be real͒. In this case the ''direct'' contribution ͑2.47͒ becomes
where use has been made of the gap equation ͑2.33͒. This contribution cancels the last term on the right-hand side of Eq. ͑2.46͒ since ⌬→⌬ 0 at the mean-field level. On the other hand, the ''exchange'' contribution ͑2.48͒ becomes
where A(q) and B(q) are given by Eqs. ͑2.37͒ and ͑2.38͒, respectively. ͓Equation ͑2.53͒ holds apart from a local term
proportional to the ␦ function of argument R, which is consistently neglected in the following.͔ In particular, in the zero-temperature limit Eq. ͑2.53͒ can be cast in the form
where the function to be summed over q is well behaved for all q and contributes a ''short-range'' function of R. Expression ͑2.54͒ will be studied numerically in Sec. IV to determine its range explicitly. The relevant ''long-range'' behavior in R results instead at the one-loop level. Entering Eq. ͑2.50͒ into Eq. ͑2.47͒, we obtain for the ''direct'' contribution
͑apart, again, from a term proportional to a ␦ function of R͒.
Note that the first term on the right-hand side of Eq. ͑2.55͒ results from the first term on the right-hand side of Eq. ͑2.50͒ together with Eqs. ͑2.44͒ and ͑2.45͒ ͑cf. Appendix A͒. In this term ⌬ is meant to contain also its one-loop shift ⌬ 1 ͑which is real when ⌬ 0 is real͒, making it to cancel with the last term of Eq. ͑2.46͒. Note further that the second term on the righthand side of Eq. ͑2.55͒ coincides formally ͑apart from a sign͒ with the mean-field contribution ͑2.53͒ once one sets ϭ1, and thus shares the same ''short-range'' character. The last term on the right-hand side of Eq. ͑2.55͒, on the other hand, yields the desired ''long-range'' behavior.
Before discussing this behavior in detail, it is worth representing graphically expression ͑2.47͒ at the order of the approximation ͑2.50͒. This is done in Fig. 2 for the terms of order . It is evident from the figure that the bosonic propagator ͑wiggly line͒ carries the external ͑four͒ momentum q, such that any singularity of this propagator for small values of q will affect the spatial decay of the ''direct'' contribution ͑2.47͒ to the correlation functions.
By contrast, in the ''exchange'' contribution ͑2.48͒ the bosonic propagator does not carry the external ͑four͒ momentum q since this propagator occurs entangled in the internal structure of the diagrams ͑cf. Fig. 3͒ . In this case the singularity of the propagator for small momenta is smoothed out by the internal ͑four͒ momentum integrations in the diagrams. For this reason, the ''exchange'' diagrams are not expected to contribute to the ''long-range'' behavior of the correlation functions ͑2.46͒ and are accordingly neglected in the following. 40 In conclusion, at the order ͑one-loop͒ we approximate the correlation functions ͑2.4͒ by the following expressions:
͑a͒ Graphical representation of a typical ''direct'' term of order in Eq. ͑2.47͒ before it is integrated over the wave vector q ͓recall that, by our definition ͑2.4͒ of the correlation functions, qϭ͑q, ϭ0͒ in this term͔. For simplicity, arrows distinguishing normal and anomalous single-particle Green's functions are not indicated. The wiggly line stands for the ͑transposed͒ matrix of the
, where b > (q) is the column vector of Eq. ͑2.36͒. This propagator is depicted in ͑b͒ ͑at the order considered in the present paper͒ as an infinite series of the original fermionic bubbles ͓dots represent the strength V of the separable potential ͑2.11͔͒. with A(q) and B(q) given by Eqs. ͑2.37͒ and ͑2.38͒, respectively. Note that in the normal phase ͓for which B(q)ϭ0͔ there is no distinction between longitudinal and transverse correlation functions. In the superconducting phase, on the other hand, a coherence length can be identified only for the longitudinal correlation function, as expected. This is because
vanishes owing to the gap equation ͑2.33͒. The other combination A͑q, ϭ0͒ϩB͑q, ϭ0͒ is instead finite for q→0.
If we restrict, in particular, to the zero-temperature limit, we obtain
are the usual BCS parameters. Note that f ͑q͒ϭf ͉͑q͉͒ and
provided ⌬ 0 0, owing again to the gap equation ͑2.33͒. For small values of q we can thus expand
and obtain the desired coherence length as follows:
provided b is also positive. In fact, entering the expansion ͑2.61͒ into Eq. ͑2.56a͒ yields for the leading ''long-range'' behavior ͑in three dimensions͒
with phase given by Eq. ͑2.62͒. Consideration of the expansion ͑2.61͒ is obviously sufficient provided the function f ͑q͒ has no other singularity.
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There remains to obtain an explicit expression for the coefficient b of the expansion ͑2.61͒, for generic values of the parameters characterizing the interaction potential ͑2.11͒. To this end, we expand Eq. ͑2.58͒ retaining all terms up to order q 2 and obtain ͑in three dimensions͒
with the notation
Quite generally, all terms within braces in Eq. ͑2.64͒ contribute to the value of b for intermediate coupling and the sum over the wave vector has correspondingly to be evaluated numerically. This task will be performed in Sec. IV. In the extreme ͑weak-and strong-coupling͒ limits, on the other hand, only a single term within braces in Eq. ͑2.64͒ ͑albeit different in the two cases͒ contributes to the value of b and the sum over the wave vector can be evaluated analytically.
C. Analytic results in the BCS and BE limits
It is worth showing in detail how the coefficients a and b of the expansion ͑2.61͒ can be evaluated analytically in the BCS and BE limits, by exploiting simplifying features of the calculation. Specifically, the sum over the wave vector in Eqs. ͑2.60͒ and ͑2.64͒ will be evaluated with the approximation ⌬ 0 /͉͉Ӷ1 that holds in both limits ͑albeit with Ͼ0 and Ͻ0, respectively͒. The main results of this section are given by Eqs. ͑2.68͒ and ͑2.78͒ below.
In the weak-coupling ͑BCS͒ limit the term ͑5/3͒͑k 2 /2m͒͑⌬ k /E k ͒ 2 within braces in Eq. ͑2.64͒ provides the dominant contribution, 42 yielding ͑in three dimensions͒
In the expression above, we have set
and yϭ/⌬ 0 . In addition, the last line of Eq. ͑2.66͒ has been obtained by exploiting the BCS condition ⌬ 0 Ӷ1 as well as the normalization w (yϭ0) ϭw(kϭ1)ϭ1. By the same token, the coefficient a given by Eq. ͑2.60͒ becomes in the BCS limit ͑in three dimensions͒
͑2.67͒
Entering the results ͑2.66͒ and ͑2.67͒ into Eq. ͑2.62͒, we obtain eventually
This result has to be compared with the BCS limit for pair ͓cf. Eqs. ͑2.8͒ and ͑2.9͔͒ obtained previously, 24 namely,
͑2.69͒
Apart from a numerical factor of order unity due to a different normalization in the respective definitions, phase is thus seen to coincide with pair in the ͑extreme͒ BCS limit, as expected. What is less obviously expected, however, is the fact that the ratio phase / pair maintains its BCS value &/3 Ӎ0.47 not only asymptotically ͑i.e., for k F pair Ϸ10 3 -10 4 ͒ but also down to k F pair Ӎ10 where bosonization starts to occur, as we shall verify in Sec. IV by calculating the expressions ͑2.9͒ and ͑2.62͒ numerically.
In the opposite strong-coupling ͑BE͒ limit, the term k /2 within braces in Eq. ͑2.64͒ provides instead the dominant contribution to the coefficient b, 43 yielding
͑2.70͒
with k 0 ϭk 2 /2mϩ⑀ 0 /2 ͓Ϫ⑀ 0 being the ͑lowest͒ eigenvalue of the associated eigenvalue problem for two fermions interacting via the potential ͑2.11͔͒. By the same token, we obtain for the coefficient a in the BE limit ͓cf. Eq. ͑2.60͔͒:
͑2.71͒
Upon taking the ratio
͑2.72͒
we recognize the quantity 1 to be the ͑positive͒ shift of the chemical potential ͑at the lowest significant order in ⌬ 0 /⑀ 0 ͒ with respect to the asymptotic value 0 ϭϪ⑀ 0 /2Ͻ0. To show this, we resort to the mean-field equation ͑2.33͒ in the zerotemperature limit
and expand in ⌬ 0 /⑀ 0
where 0 is solution to the bound-state equation
that gives 0 ϭϪ⑀ 0 /2. Entering the approximation ͑2.74͒ into Eq. ͑2.73͒ and expanding further E k Ϫ1 at the relevant order yields
͑2.76͒
where use has been made of Eq. ͑2.75͒. Solving for the shift 1 we obtain eventually 1 ϭ 1 2
as anticipated in Eq. ͑2.72͒. The expression ͑2.72͒ coincides formally with the ͑square of the͒ coherence length associated with a truly bosonic system in the limit of weak boson-boson interaction ͑or low density͒, whereby 2 1 ϭv(0)n B ͓v(0) being the zeromomentum component of the boson-boson interaction and n B the bosonic density͔. In Sec. III we shall obtain an explicit expression for the residual boson-boson interaction which results upon bosonization of the original fermionic system, and verify that the product of its zero-momentum component times the bosonic density coincides with the expression ͑2.77͒ for 2 1 ͑at least, at the one-loop order we are considering in this paper͒. We regard this result as being a rather compelling check on our one-loop calculation to provide a consistent description of the dilute interacting Bose gas, obtained through bosonization of the original fermionic system.
The above results hold for any reasonable choice of the function w͑k͒. With the specific form ͑2.12͒ and ␥ϭ1/2, the integrals occurring in Eqs. ͑2.75͒ and ͑2.77͒ can be performed analytically, yielding ͑in three dimensions͒
is a monotonically increasing function of c bounded between f (cϭ0)ϭ0 and f (cϭϱ)ϭ1. In particular, f (cϭ0.1) Ӎ0.286. The appropriate value of c ͓to be inserted in Eq. ͑2.78͔͒ is then provided by Eq. ͑2.75͒, which in the present context reads
By our assumptions on how the BE limit is achieved ͑cf. Ref.
43͒, the value of c is expected to be much smaller than unity, and thus f (c) to be at most of the order 1/3, yielding ͱ k 0 /8 for the maximum attainable value of k F phase BE . The dependence of phase BE on the interaction strength should be contrasted with the value of pair obtained previously in the BE limit ͑namely, pair BE ϭr 0 , r 0 being the mean radius of the bound-fermion pair͒, 24 such that phase BE ӷ pair BE for sensible choices of k 0 .
44 Again, this result is consistent with what we had expected in the bosonic limit, where the ''internal'' size r 0 of the bosons represents the smallest length in the problem and is certainly not related with the distance over which the fluctuations of the order parameter correlate.
III. MAPPING ONTO A BOSONIC SYSTEM IN THE STRONG-COUPLING LIMIT
One of the advantages for using the functional-integral approach in the crossover from BCS to BE is that it allows for a direct mapping of the original fermionic system in the strong-coupling limit onto an interacting bosonic system, at the level of the effective action. The Hubbard-Stratonovich decoupling ͑2.18͒ has, in fact, resulted in the effective bosonic action ͑2.26͒ for the boson-like complex variables b(q), which resembles a truly bosonic action albeit with an infinite number of couplings. Some caution, however, is in order since the single-particle propagator associated with b(q) lacks the characteristic equal-time step singularity that is expected for a bosonic propagator owing to the bosonic commutator [b,b † ]ϭ1. For this reason it will be necessary to reinterpret appropriately the field b(q) in Eq. ͑2.26͒, in order to recover a truly bosonic action in the strong-coupling limit.
The purpose of this section is to carry out in detail the mapping onto a bosonic system at the level of the effective action, so as to obtain the residual ͑quartic͒ interaction among the composite bosons constituted by fermionic pairs. 45 This method will enable us to obtain ͑at the one-loop order͒ the phase coherence length for the limiting bosonic system directly in terms of the parameters of the residual interaction, and to compare it with the result obtained for the BE limit in Sec. II. In this way, we will recover the expression for the coherence length of an interacting dilute Bose gas, 19 thus establishing a consistency check on the approach of Sec. II.
We begin by considering again the effective bosonic action ͑2.26͒ and expand tr lnM therein in powers of b(q) about bϭ0, rather than about the broken-symmetry value b 0 ϭ␤⌬ 0 as we did in Eq. ͑2.28͒. In addition, we shall not introduce here the loop parameter since it is not relevant to the following arguments. We thus split
͓cf. Eqs. ͑2.29͒-͑2.31͔͒, and obtain
with XϭM S Ϫ1 M R :
͑3.5͒
We retain first the quadratic terms in Eq. ͑3.4͒, that give
in the place of Eq. ͑2.36͒, the expression within brackets coinciding with A(q) given by Eq. ͑2.37͒ in the limit ⌬ 0 ϭ0. Keeping the same notation and performing the sum over the fermionic Matsubara frequencies, we obtain
where we have also replaced the bosonic Matsubara frequency i by the complex frequency z. Viewed as a function of z, A͑q,z͒ has a cut along the real frequency axis for Re zуϪ2 and no other singularity on the ͑physical͒ complex plane. In addition, it vanishes for real values of z only when ͉V͉ is large enough. In this case, we consider the limit ␤→Ϫϱ and replace Eq. ͑3.7͒ by for a given q is regular also when z→ q and nonvanishing over the whole z plane. This remark enables us to rewrite the quadratic action ͑3.6͒ in the form
which suggests rescaling b(q) by setting
Expressed in terms of the new variables bЈ(q), the quadratic action ͑3.12͒ reduces to that of a noninteracting Bose system with mass m B ϭ2m and chemical potential B ϭ2ϩ⑀ 0 . Note that the rescaling ͑3.13͒ is meaningful insofar as the solution q to Eq. ͑3.9͒ can be found ͓i.e., for ͉V͉ strong enough that the associated two-body problem possesses a bound state, cf. Eq. ͑2.75͔͒. In this case, the new field bЈ(q) acquires the meaning of a truly bosonic field from the (i ) Ϫ1 decay of its ͑bare͒ propagator for large ͉ ͉ ͑which, in turn, implies that the correct bosonic commutation rules are recovered for this field͒.
The rescaling ͑3.13͒ obviously affects also the higher (n Ͼ1) terms of the expansion ͑3.4͒, which correspond now to the interacting part of the action for the effective bosonic system with ''free'' action ͑3.12͒. In fact, contrary to an ordinary interacting Bose gas for which only the quartic (b 4 ) interaction exists, bosonization of the original fermionic system has resulted in the infinite set (b 4 ,b 6 ,b 8 , . . .) of interactions contained in Eq. ͑3.4͒. We shall, however, argue that, in the asymptotic limit of a dilute Bose gas obtained from bosonization of the original fermionic system when the condition ⑀ F /⑀ 0 Ӷ1 is satisfied, it is sufficient to retain only the quartic interaction to obtain all physical quantities of interest. It is thus worth examining first the quartic interaction in some detail.
From Eq. ͑3.5͒ we obtain for the term with nϭ2 of Eq. ͑3.4͒: 
where ͓cf. Eq. ͑3.11͔͒
at the leading order in the small parameter ͉ B ͉/⑀ 0 . We thus obtain
͑3.19͒
Note that v 2 (0) is positive and corresponds to a repulsive interaction between the composite bosons. 
͑3.22͒
͑k F Ϫ1 identifying the average interparticle distance͒, from which it follows that ⑀ F Ӷ⑀ 0 . At zero temperature in the broken-symmetry state, criterion ͑3.22͒ is equivalent to ⌬ 0 Ӷ͉͉. To show this, we assume that ⌬ 0 Ӷ͉͉ and approximate the ͑mean-field expression for the͒ density ͑in dimensions dϽ4͒ as follows:
͑3.23͒
for sufficiently large k 0 . This verifies our assumption consistently, since
Ӷ1.

͑3.24͒
At finite temperature, on the other hand, we may use either the Bogolubov result B ϳnv 2 (0) for temperatures lower than the ͑BE͒ critical temperature, or the ideal gas value ͉ B ͉ϳn 2/d for temperatures not too larger than the critical temperature. Taking into account Eq. ͑3.19͒, we obtain in the first case
͑3.25͒
that gives
Ӷ1.
͑3.26͒
In the second case we obtain instead
͑3.27͒
Recall that Eqs. ͑3.8͒ and ͑3.17͒ have been obtained with the condition ␤→Ϫϱ ͑which is equivalent to considering temperatures much smaller than the pair dissociation temperature ϳ⑀ 0 ͒. Implementing the bosonization criterion ⑀ F Ӷ⑀ 0 has required us to introduce, in addition, the BE critical temperature ͑Ӷ⑀ 0 ͒ and to verify the bosonization criterion in distinct temperature regimes. There remains to verify that the interaction terms with nϾ2 in Eq. ͑3.4͒ can be neglected in comparison with the quartic interaction (nϭ2), whenever the bosonization condition ⑀ F Ӷ⑀ 0 is satisfied. To this end, we write in analogy to Eqs. ͑3.14͒-͑3.16͒,
and consider only the case q 1 ϭ•••ϭq 2n ϭ0, for which
͑3.29͒
Note that appropriate powers of ␤⍀ have been introduced in the definition of v n , in accordance with the standard requirement on the Fourier transform of a generic interaction potential in perturbation theory ͑no care has, however, been paid to symmetrizing v n ͒. In this way, the expression ͑3.29͒ is finite in the limits ⍀→ϱ and/or ␤→ϱ ͓cf. Eq. ͑3.18͔͒. To get an estimate of v n (0), we consider the case w(k)ϭ1 and perform the frequency sum in the limit ␤→Ϫϱ:
Neglecting the interactions v n (0) with nϾ2 with respect to v 2 (0) relies on the following argument. Consider the ''effective'' n-boson interaction L n depicted in Fig. 4 , which is assembled from nϾ2 ͑bare͒ bosonic propagators arranged in a loop and n interactions v 2 (0):
with q given by Eq. ͑3.10͒ and B Ͻ0. For temperatures not too larger than the ͑BE͒ critical temperature ͓for which Eq. ͑3.27͒ holds͔, it can be readily shown that
͑3.32͒
with a finite constant of proportionality. ͓Note that the result ͑3.32͒ could have been guessed directly from dimensional analysis.͔ Comparison with Eq. ͑3.30͒ yields eventually
͑3.33͒
for nу3 and dϽ4, whenever the bosonization criterion ⑀ F Ӷ⑀ 0 is satisfied. In this case it is clear that all physical quantities can be obtained by retaining the quartic interaction (v 2 ) only. Below the critical temperature, on the other hand, the Bogolubov propagator has to be used in Eq. ͑3.31͒ in the place of the bare bosonic propagator. This replacement leads to ͑infrared͒ divergent integrals, which have to be handled by a suitable renormalization procedure. Although one might argue that an infinite constant of proportionality on the righthand side of Eq. ͑3.32͒ would make the condition v n (0)/L n Ӷ1 be satisfied a fortiori, consideration of the renormalization procedure is beyond the purposes of the present paper. This gives a clear warning that a complete description of the crossover from BCS to BE unavoidably requires one to face the peculiar problems arising in the bosonic limit.
In conclusion, we have shown that the action ͑3.4͒ can be reduced in the bosonization limit to the simpler form:
͑3.34͒ ͑apart from the constant term Ϫtr lnM S ͒, where v 2 (q 1 •••q 4 ) depends on its arguments in a complicated way ͓cf. Eq. ͑3.15͔͒. Nonetheless, for many purposes it should be possible to neglect ''retardation'' effects and replace v 2 (q 1 •••q 4 ) with v 2 (0) given by Eq. ͑3.19͒. In that case, the mapping of the original fermionic system onto a truly bosonic system is fully established.
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There remains to recall how the expression ͑3.21͒ for phase at zero temperature in the bosonic limit can be obtained directly from the bosonic action ͑3.34͒ with a constant v 2 (0). To this end, we set, as usual, bЈ(q)ϭͱ␤⍀␣␦ q,0 ϩb > Ј(q) and expand ͑3.34͒ up to quadratic order in b > Ј(q):
͑3.35͒
where the Bogolubov self-consistency condition B ϭv 2 (0)͉␣͉ 2 has been used. The single-particle bosonic propagators can then be readily obtained by inverting the Gaussian matrix in Eq. ͑3.35͒, yielding ͑in matrix form͒:
with the Bogolubov quasiparticle dispersion E q ϭͱ(q 2 /2m B ) 2 ϩ2͉␣͉ 2 v 2 (0)q 2 /2m B . We are actually interested in the longitudinal and transverse correlation functions, defined as ͓cf. Eqs. ͑2.4͔͒
where ͓cf. Eqs. ͑2.2͔͒
In terms of the propagators ͑3.36͒ we obtain ͑for real ␣͒
͑3.39b͒
In particular, the zero-frequency correlation functions read
͑3.40a͒
͑3.40b͒
with the approximate expressions on the right-hand side holding in the small-q limit, whereby
͑3.41͒
Here v S ϭͱ␣ 2 v 2 (0)/m B is the Bogolubov sound velocity and phase ϭ[4m B ␣ 2 v 2 (0)] Ϫ1/2 is the desired coherence length for longitudinal correlations. Recalling further that the ''condensate'' density ␣ 2 coincides with the particle density n B in the Bogolubov approximation, expression ͑3.21͒ ͑ob-tained in the bosonization limit͒ is eventually recovered. This completes our mapping. In the next section we will show numerically how the crossover for phase progresses from the BCS value ͑2.68͒ to the BE value ͑3.21͒.
IV. NUMERICAL RESULTS AND DISCUSSION
In Sec. II we have identified the coherence length phase , associated with the phase-phase correlation function of a superconducting fermionic system with attractive interaction ͑2.11͒, as given by Eq. ͑2.62͒ together with Eqs. ͑2.60͒ and ͑2.64͒. In that section we have also evaluated analytically the asymptotic expressions of phase in the extreme ͑weak-and strong-coupling͒ limits. There remains to obtain the behavior of phase in the intermediate-coupling regime, which is especially relevant for the crossover between the two limits. In this regime Eqs. ͑2.60͒ and ͑2.64͒ have to be evaluated numerically.
To this end, the mean-field parameters and ⌬ 0 need to be obtained first. In Appendix C and ⌬ 0 are conveniently expressed in terms of the variable k F pair in the special case k 0 ϭϱ. A similar scheme can be used for finite values of k 0 , for which and ⌬ 0 depend also on the parameter k 0 /k F . The behavior of vs k F pair for a wide range of values of k 0 /k F has been already given in Ref. 24 and is reported for the sake of comparison in Appendix D for k 0 ϭϱ.
The only mean-field quantity to be discussed here is the expression ͑2.54͒ for the longitudinal correlation function. Since the quantity within brackets ͑with the choice of the minus sign͒ in Eq. ͑2.54͒ coincides with twice the square of the coherence factor (u k u kϪq Ϫv k v kϪq ) entering expression ͑2.58͒, it is evident by inspection that
with f ͑q͒ given by Eq. ͑2.61͒ and
͑4.2͒
This identifies the characteristic ''range'' of the function F E ʈ ͑R͒ with (b/aЈ) 1/2 ͓cf. Eq. ͑2.62͒ and Ref. 41͔, which is reported vs k F pair in Fig. 5 for the choice ␥ϭ1/2 in Eq. ͑2.12͒. As anticipated in Sec. II, F E ʈ ͑R͒ can be considered to be a ''short-range'' function of R, since its range never exceeds pair in the BE limit and vanishes when k 0 →ϱ. For this reason, the coherence length phase cannot be identified at the mean-field level.
The ''long-range'' coherence length of interest can be identified instead by the one-loop calculation of Sec. II according to Eq. ͑2.62͒. In Fig. 6 k F phase is shown vs k F pair for ␥ϭ1/2 and several values of k 0 /k F ͑full lines͒. Also shown in the figure are ͑a͒ the asymptotic curve ͑thick line͒ corresponding to the k 0 ϭϱ calculation of Appendix C; ͑b͒ the boundary ͑dashed-dotted line͒ of the ''physical'' region identified by cϭ1/4 with c defined after Eq. ͑2.78͒; ͑c͒ the curve corresponding to ϭ0 ͑dotted line͒ where any remnant of the Fermi surface has definitely disappeared; ͑d͒ the extrapolation for k 0 ϭϱ of the analytic BCS and BE results obtained in Sec. II C ͑dashed line͒. Note that the values of phase have been uniformly multiplied by the factor 3/ͱ2 to make phase coinciding with pair in the BCS limit, taking into account their different definitions.
Note also the following features from Fig. 6 . ͑i͒ phase coincides with pair ͑irrespective of k 0 ͒ not only asymptotically in the BCS limit but also down to k F pair Ӎ10, where ͉ phase Ϫ pair ͉/ pair Ͻ0.03 for the values of k 0 reported in the figure. ͑ii͒ For k F pair Շ10 there appears a dependence on k 0 , which becomes quite pronounced in the BE limit.
͑iii͒ For given k 0 , the minimum value of phase occurs ͑approximately͒ at ϭ0 ͑dotted line͒.
͑iv͒ The ''physical'' boundary ͑dashed-dotted line͒ and the asymptotic k 0 ϭϱ curve ͑thick line͒ delimit a rather narrow strip for phase .
͑v͒ There exists an accumulation point ͑denoted by P in the figure͒ to which the results for ϭ0 converge when k 0 →0. P belongs also to the ''physical'' boundary.
͑vi͒ The extrapolation for k 0 →ϱ of the analytic BCS and BE results ͑dashed line͒ coincides with the asymptotic k 0 ϭϱ curve ͑thick line͒ except for a rather narrow region about k F pair Ӎ1 ͑or ϭ0͒. The region where the two curves depart from each other coincides approximately with the ''intermediate'' region identified in three dimensions from Fig. 11 in Appendix D. Figure 6 summarizes the main results of this section. For completeness, we also report in Fig. 7 the behavior of k F phase vs k F pair using two different values ͑␥ϭ0.4, 0.6͒ for the exponent of Eq. ͑2.12͒. Note that the conclusions ͑i͒-͑vi͒ drawn above for ␥ϭ1/2 remain valid, the main difference among results with different values of ␥ residing in the way they depart from the ''physical'' boundary. In this sense, the value ␥ϭ1/2 ͑considered by NSR͒ appears to be special.
All results reported above hold specifically in three dimensions. Results of k F phase vs k F pair for smaller values of the dimensionality (2рdр3) can be obtained by the method of Appendix C in the case k 0 ϭϱ and are reported in Fig. 8 . The results for dϭ2, however, have to be interpreted with caution since fluctuation effects ͑over and above those considered in the present paper͒ are especially effective in low dimensionality. Note, finally, from Fig. 8 that the value k F pair ϭ10 is still special, since it is ͑approximately͒ where the results obtained ͑with given value of k 0 ͒ for different dimensionalities begin to deviate from each other.
V. CONCLUDING REMARKS
In this paper we have described the zero-temperature behavior of the length phase associated with the fluctuations of the superconducting order parameter, following its crossover from BCS to BE limits. Since the breaking of the gauge symmetry is the phenomenon underlying both superconductivity and superfluidity, 48 determining how phase crosses over between the two limits is of definite relevance.
phase has been contrasted with the particle-correlation length pair , which serves to identify the BCS and BE limits as well as to specify the dynamical evolution in between. We have found that phase coincides with pair in the BCS limit and that phase ӷ pair in the BE limit, with an interesting behavior in between.
In our calculation we have identified phase and pair using definitions which are valid, in both cases, at the respective significant orders. Specifically, pair has been obtained at the mean-field level and phase at the one-loop order. Some final comments on this procedure, which deals with phase and pair on a different footing, are in order.
pair can be extracted from the fermionic pair-correlation function g͑r͒ defined by Eq. ͑2.7͒. Knowledge of pair , in turn, exhausts all relevant information contained in g͑r͒ whenever the underlying dynamical problem possesses a single characteristic length. We have verified that this is the case when g͑r͒ is calculated at the mean-field level ͓cf. Eq. ͑2.8͔͒, whereby pair reduces to the bound-state radius r 0 in the BE limit. This property, however, might not remain true when fluctuations are included, i.e., by calculating g͑r͒ at the one-loop order via Eq. ͑2.7͒. In this case, in fact, a second characteristic length ͑namely, phase ͒ is expected to appear in g͑r͒. Unfortunately, it is not possible to verify explicitly how phase enters g͑r͒ at the one-loop level by the method of Sec. II for evaluating the fermionic-correlation functions. It is, in fact, known from the work of Ref. 5 that determining the density response function ͓of which g͑r͒ is a particular case͔ requires one to include also the coupling between the density and phase-amplitude fluctuations, thus enlarging the Gaussian matrix of Eq. ͑2.36͒. Taking into account this coupling exceeds the purposes of the present paper. In any event, it should be sufficient for our purposes to identify pair at the mean-field level, since on physical ground no appreciable change is expected for the smallest length scale in the problem when including fluctuations.
We have further argued that phase , on the other hand, cannot be defined at the mean-field level, requiring one to consider explicitly the ͑one-loop͒ fluctuation corrections to the longitudinal correlator. It is known, however, that the longitudinal correlator is strongly coupled to the ͑singular͒ transverse correlator already at the next order of the loop expansion. 49 As a consequence, the longitudinal correlator itself develops singularities for small momenta. 50 Nevertheless, it can be argued that ͑at least in the bosonic limit͒ a characteristic length can still be extracted from the longitudinal correlator, this length being identified with our phase .
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For these reasons, our results for phase vs pair are expected to be essentially correct, both lengths being stable against the inclusion of higher-order fluctuations.
Following our approach to the bosonization problem stated in the Introduction, a deeper understanding of the BE limit should greatly help describing also the crossover problem. As mentioned above, proper treatment of the interacting-boson problem requires special care, owing to the occurrence of infrared singularities that strongly affect the calculation of physical quantities. The study of the largescale behavior of the bosonic propagator, together with the occurrence of intrinsic infrared singularities, then naturally leads us to consider a renormalization-group approach for handling these singularities. Work along these lines is still required for a full understanding of the interacting-boson problem. Such an approach, besides being useful for treating the original bosonization problem in the crossover region, has also renewed interest on its own after the recent discovery of a Bose-condensed system.
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APPENDIX A: BROKEN-SYMMETRY PARAMETER AT THE ONE-LOOP ORDER
In this Appendix we prove the identity ͑2.44͒, relating the broken-symmetry parameter ⌬ ͓cf. Eq. ͑2.43͔͒ of the original fermionic system to the average of the qϭ0 component of the bosonic-like variables b(q) introduced via the transformation ͑2.18͒. We shall also obtain an explicit expression for the shift ⌬ 1 of ⌬ at the one-loop order. Although the explicit value of ⌬ 1 is irrelevant for the calculation of the phase coherence length of Sec. II, ⌬ 1 enters in general the expressions of thermodynamic quantities and correlation functions other than ͑2.4͒, for which omitting ⌬ 1 might lead to inconsistencies. 13, 22 The identity ͑2.44͒ is proved by adding to the original fermionic action ͑2.14͒ the following bosonic-like source term: 
͑A2͒
where the average on the left-hand side is evaluated with the action ͑2.14͒. On the other hand, when introducing the Hubbard-Stratonovich transformation ͑2.18͒ the additional term ͑A1͒ can be reabsorbed by shifting the integration variable b(q) with qϭ0, i.e., by setting bЈ(qϭ0) ϭb(qϭ0)ϩ␤J 0 . In this way, one readily obtains
, ͑A3͒
where now the average on the left-hand side is evaluated with the action ͑2.26͒. Comparison of ͑A3͒ with ͑A2͒ yields eventually the result ͑2.44͒. The calculation of the ͑one-loop͒ shift ⌬ 1 is thus equivalent to that of the ͑one-loop͒ shift b 1 ϭ␤⌬ 1 of ͗b(q ϭ0)͘ S eff . According to a general procedure of functional integrals ͑cf., e.g., Appendix C of Ref. 39͒, this shift is given by
where 0 is the phase of the source J 0 in Eq. ͑A1͒, F 0 and F 1 are given by Eqs. ͑2.35͒ and ͑2.41͒, respectively, and b 0 ϭ␤⌬ 0 . Alternatively, ⌬ 1 can be evaluated in terms of the diagrammatic structure for the original fermionic system via the definition ͑2.44͒. This procedure has been used in deriving Eq. ͑2.55͒, where the first term on the right-hand side was obtained from the first term on the right-hand side of Eq. ͑2.50͒. It is interesting to show explicitly the equivalence of the two procedures at the one-loop order. Besides providing a nontrivial consistency check on our one-loop calculation, the following results may also serve, e.g., to obtain the oneloop correction to the chemical potential over and above its mean-field value.
We begin by writing the single-particle fermionic Green's functions in the form
where M Ϫ1 is the inverse of the matrix ͑2.23͒. We can then express the particle density in the form
ϩ ͒, and the order parameter ⌬ in the form
͑A7͒
Approximations are introduced at this point in the usual way, by ͑i͒ replacing S eff →S eff /, ͑ii͒ implementing the expansion via Eqs. ͑2.28͒ and ͑2.29͒, and ͑iii͒ expanding the resulting expressions in powers of . To the first significant order in beyond mean field we obtain
where S eff ͑2͒ is the ͑ independent͒ quadratic action ͑2.36͒ and the trace is performed over the indices k and i. In deriving Eq. ͑A8͒ we have used the expansion ͑2.49͒ for M Ϫ1 and included consistently the cubic (nϭ3) term in Eq. ͑2.32͒. We shall verify that the first term of order on the righthand side of Eq. ͑A8͒ represents a nontrivial self-energy correction to the bare propagator M 0 Ϫ1 , while the second term of order results by shifting the mean-field parameter
Ϫ1 . There remains to evaluate the contractions entering Eq. ͑A8͒. To this end, it is convenient to supplement the Gaussian action ͑2.36͒ by the source term V Ϫ1 ͓J 0 bЈ(qϭ0)* ϩJ 0 *b Ј(qϭ0)͔ ͓which is equivalent to Eq. ͑A1͔͒, in order to avoid spurious divergencies due to the presence of the Goldstone mode at qϭ0, allowing J 0 to vanish at the end of the calculation. We eventually obtain FIG. 9 . ͑a͒ Graphical representation of a typical term of Eq. ͑A9͒ ͑conventions are as in Fig. 2͒ ; ͑b͒ zero-momentum insertion of Eq. ͑A10͒.
depicted schematically in Fig. 9͑a͒ , and Fig. 9͑b͒ , with b 1 given by Eq. ͑A4͒.
In particular, when iϭ2 and iЈϭ1, entering ͑A9͒ and ͑A10͒ into ͑A8͒ with ϭ1 and the resulting expression into ͑A7͒ yields
where we have set
and made use of Eqs. ͑2.37͒ and ͑2.38͒. Upon manipulating the derivatives in Eq. ͑A4͒, it can be finally shown that the expression within brackets on the right-hand side of Eq. ͑A11͒ vanishes identically. Equation ͑A11͒ thus reduces to ⌬Ϫ⌬ 0 ϵ⌬ 1 ϭb 1 /␤, as expected. We remark finally that, when ⌬ 0 ϭ0, Eq. ͑A11͒ reduces to A(qϭ0)b 1 ϭ0, since in this case hϭ0 identically. This implies that ⌬ 1 ϭ0, too.
APPENDIX B: MOMENTUM DEPENDENCE OF THE INTERACTION POTENTIAL FOR COMPOSITE BOSONS
In Sec. III we have mapped the original fermionic system interacting via an attractive-potential onto an effective system of composite bosons, in the limit of strong fermionic attraction. We have also determined the ''strength'' of the effective residual interactions among the composite bosons, which led us to conclude that retaining only the quartic interaction is sufficient to describe the bosonization limit. In this Appendix we study the momentum dependence of the quartic interaction, from which we will conclude that pair identifies the characteristic length scale of the boson-boson interaction.
To this end, it is convenient to simplify the expression ͑3.15͒ by setting w͑kϭ1͒, that corresponds to taking k 0 ϭϱ from the outset in Eq. ͑2.12͒. It is then clear from dimensional analysis of Eq. ͑3.15͒, together with Eqs. ͑3.8͒-͑3.11͒ in the limits k 0 ϭϱ and ␤→Ϫϱ, that ͉͉ and (2m͉͉) Ϫ1/2 constitute the only energy and length scales in the problem, respectively. For scattering processes among the composite bosons which involve ͑Matsubara͒ frequencies small compared to ͉͉, one can thus set all ͑external͒ bosonic frequencies equal to zero in Eq. ͑3.15͒ because to this limit there corresponds a well-defined finite value of the interaction potential, as we have verified in Sec. III. We shall consistently not be particularly interested in the frequency dependence of the effective boson-boson potential. Regarding instead its momentum dependence, we would expect a truly bosonic potential to be cast in the ͑symmetrized͒ form: Ӷ1(iϭ1,...,4) with u͑q͒ϭconst. In other words, the residual boson-boson potential can itself be approximated by a ''contact'' potential provided only small-momentum scattering processes are considered.
To verify to what extent Eq. ͑B1͒ is valid, we consider explicitly two degenerate cases with ͑i͒ q 1 ϭq 2 ϭq 3 ϭq 4 ϭq and ͑ii͒ q 1 ϭϪq 2 ϭq and q 3 ϭq 4 ϭ0, for which Eq. ͑B1͒ would give v 2 (q,q,q,q)ϭ2u͑qϭ0͒ and v 2 (q,Ϫq,0,0) ϭ2u͑q͒, respectively. In the first case, we obtain for the ͑four͒ momentum sum in Eq. ͑3.15͒ ͑in three dimensions͒:
.
͑B2͒
which for ϭ0 and in three dimensions reduces to
. The desired values v 2 (q,q,q,q) and v 2 (q,Ϫq,0,0) are obtained eventually upon dividing the results ͑B2͒ and ͑B3͒, respectively, by ͉AЈ(q)͉ 2 and ͉AЈ(q)͉AЈ(0).
It is clear from the definition ͑3.11͒ of AЈ(q) ͓together with ͑3.8͒ of A(q)͔ that its computation requires a suitable ͑ultraviolet͒ regularization of the momentum integral when w͑k͒ϭ1. We follow here a standard procedure in the literature and introduce the scattering amplitude a s defined via the equation
in the center-of-mass reference frame of the two fermions. The ͑ultraviolet͒ divergent sum on the right-hand side of Eq. ͑B5͒ results in a finite value of a s by letting V→0 in a suitable way. A͑q,i ͒ given by Eq. ͑3.8͒ becomes accordingly
Solution of Eq. ͑3.9͒, in turn, yields
with ⑀ 0 defined via Eq. ͑3.10͒. In this way we obtain from Eq. ͑3.11͒
͑B8͒
where the last equality holds in three dimensions and 2ϭϪ⑀ 0 within our approximations. According to Eqs. ͑3.15͒ and ͑3.16͒, we obtain eventually for ϭ0 ͑in three dimensions͒
with q defined after Eq. ͑B4͒. The behavior of the expressions ͑B9͒ and ͑B10͒ versus q is depicted in Fig. 10 A final comment is in order. Although we have introduced the scattering amplitude a s via Eq. ͑B5͒ to comply with a standard procedure in the literature, it is clear that there exists a single characteristic length in the bosonic limit, which ͑in three dimensions͒ can be identified alternatively with a s , pair , or r 0 ͑r 0 being the bound-state radius for the associated two-fermion problem͒, the three lengths differing at most by numerical constants of order unity. With the ''contact'' potential V⍀␦͑r͒ adopted in this Appendix, in fact, we readily find for the solution of the two-fermion Schrödinger equation in momentum space:
plays the role of the bound-state equation. Eliminating V in favor of a s via Eq. ͑B5͒, we find eventually ͑in three dimensions͒:
By the same token, the bound-state radius r 0 is given by
where the last equality holds in three dimensions. Since we also know that r 0 coincides with pair in the BE limit, 24 the results of this Appendix could be expressed in terms of pair instead of a s . This procedure will consistently be adopted in Appendix C also in the BCS regime. Our preference for pair over a s stands from the fact that pair is ͑at least, in principle͒ experimentally accessible, since it pertains to the physical problem of interest ͑while a s is a fictitious parameter of the theory͒. Besides, we shall find in Appendix C that expressing the relevant physical quantities in terms of pair from the outset requires no explicit regularization of divergent expressions.
APPENDIX C: phase VS pair FOR A CONTACT POTENTIAL
In the text we have adopted a fermionic interaction potential of the ͑separable͒ form ͑2.11͒ with w͑k͒ given by Eq. ͑2.12͒. By doing so, we have introduced an intrinsic length scale (k 0 Ϫ1 ) for the potential, which we have exploited to simplify the regularization procedure and to explore the density dependence of the results. This additional flexibility has enabled us to verify the independence from k 0 of the relevant results in the BCS limit, although physical restrictions limit k 0 to ''large'' values ͑cf. Refs. 30 and 43͒. For this reason we have sometimes considered in the text the limit k 0 →ϱ for the final expressions, where they get considerably simplified ͑see also Ref. 44͒ .
The purpose of this Appendix is to study directly the case k 0 ϭϱ, for which w͑k͒ϭ1 and the interaction reduces to a ''contact'' potential in real space. This potential has already been considered in Appendix B to simplify the calculations; in that context, we have adopted a standard regularization procedure in terms of the scattering amplitude a s . Here we shall avoid introducing a s and use pair instead. Setting k 0 ϭϱ from the outset will also make some approximations used in the text for analytic calculations more transparent.
We begin by evaluating pair according to Eqs. ͑2.8͒ and ͑2.9͒ in d dimensions:
where now (k)ϭ1/E k ϭ( k 2 ϩ⌬ 0 2 )
. Here pair is a function of and ⌬ 0 only. ⌬ 0 , in turn, can be related to via the ͑zero-temperature mean-field expression of the͒ number density ͑or, alternatively, via k F ͒: 
Note that the interaction strength V does not appear explicitly in Eqs. ͑C1͒-͑C4͒ ͑this remains true even for w͑k͒ const͒. Inversion of Eqs. ͑C1͒ and ͑C2͒ yields and ⌬ 0 as functions of k F and pair , without invoking the gap equation ͑2.33͒. The lack of an intrinsic length ͑such as k 0 Ϫ1 ͒ in the potential enables us to write further:
where h () and h (⌬ 0 ) are functions of the dimensionless variable k F pair only ͑this is not true, however, when w͑k͒ const͒. As a consequence, we write from Eqs. ͑C3͒ and ͑C4͒:
where h () is an additional function of k F pair only. Quite generally, Eqs. ͑C5͒-͑C7͒ can be solved numerically ͑in spatial dimensions dϽ4͒ for any desired value of k F pair . This procedure has been used in Sec. IV to determine the limiting curves for k 0 ϭϱ as well as the dependence of phase on dimensionality. In the rest of this Appendix we discuss the analytic BCS and BE limits. We consider first the BCS limit and note that the integrals in Eqs. ͑C1͒-͑C4͒ can be cast in the form 
͑C11͒
since /⌬ 0 →ϱ in the BCS limit. Concerning the second integral on the right-hand side of Eq. ͑C9͒, it may or may not converge in the infrared when ⌬ 0 →0. If it does converge, this term can be safely neglected in comparison to ͑C10͒ for nϪmϾ1; otherwise, the procedure followed in Eq. ͑C9͒ can be iterated for the function HЈ()ϭ[H()ϪH(0)]/ in the place of H(), until the resulting integral converges. In any event, the terms generated in this way are subleading with respect to ͑C10͒ as ⌬ 0 →0, and can be neglected in the limit. The same procedure has been used in the text to obtain the results ͑2.66͒ and ͑2.67͒.
With the above approximations, we obtain from the leading terms of Eqs. ͑C1͒, ͑C3͒, and ͑C4͒ in the BCS limit:
havior of vs k F pair shown in Fig. 11 for 2рdр3 . The curve for dϭ3 coincides with the curve reported in Fig. 1 of Ref. 24 in the limit of low reduced density, and the curve for dϭ2 coincides with the two-dimensional analytic results given in Ref. 2 ͑once expressed in terms of k F pair ͒. Note also from Fig. 11 that, at the mean-field level, there is no significant difference between the results for dϭ2 and dϭ3.
The crossover from BCS to BE for the dϭ3 negative-U Hubbard model was originally discussed in Ref. 11 in terms of the interaction strength U. Here we repeat this mean-field calculation, by taking k F pair ͑in the place of U͒ as the variable driving the crossover. The calculation proceeds similarly to that for the continuum model, but for the additional inclusion of ͑normal-state͒ Hartree-Fock terms in the meanfield decoupling. 38 These terms are now relevant since they provide a sizable shift of the chemical potential near half filling of the electronic band, where they signal the occurrence of a liquid-gas phase separation through a nonmonotonic behavior of the chemical potential vs band filling. As the inclusion of pairing restores the correct increase of the chemical potential with filling, a Maxwell construction is required to determine the normal-state value of the chemical potential only.
The chemical potential vs k F pair for the dϭ3 negative-U Hubbard model is shown in Fig. 12 for several band fillings. Also shown for comparison is the curve for dϭ3 reproduced from Fig. 11 ͑dotted line͒. The comparison evidences the peculiar behavior of the Hubbard model near half filling ( f ϭ1/2), while the continuum-model results are recovered in the low-density limit ( f Ӷ1). Note that the qualitative behavior for the Hubbard model looks similar to that for the continuum model even at intermediate fillings.
Notwithstanding these similarities, a warning on the nature of the bosonic limit for the negative-U Hubbard model is in order. Contrary to what happens for the continuum model ͑or else, in the low-density limit f Ӷ1͒, the gap equation does not reduce to the bound-state equation for the twofermion problem when k F pair Ӷ1, since near half filling one finds ⌬ϭ͉͉ and the condition ⌬Ӷ͉͉ cannot be satisfied. As a consequence, the broken-symmetry state is not a BE condensate in the conventional sense, as discussed in Ref. 11. 
