Abstract-Hydride materials, used in hydrogen storage technologies, in powder form can be an explosion hazard and testing these materials using standard techniques is difficult. Research reported in this paper is an attempt to develop numerical methods to obtain explosion properties of such materials. In this work a one-dimensional transport-type model is presented to simulate the dust explosion process in a closed 20-L spherical vessel. Transport equations for energy, species and particle volume fraction are solved with the finite difference method, whilst velocity distribution and pressure are updated with numerical integration of the continuity equation. The model is first validated with experimental data and then applied to simulate the explosion process of an AB 2 -type alloy powder used for hydrogen storage.
INTRODUCTION
Hydrogen is seen as the preferred fuel for the future due to several reasons. For example hydrogen based transport and energy systems can be used to address the current trend in city air pollution arising mainly from carbon based fuels. The storage and transportation of the hydrogen plays a vital role in setting up hydrogen-based energy systems [1, 2] . Among the existing means of hydrogen storage, highpressure gaseous and cryogenically cooled liquid hydrogen forms the majority of capacity. The major shortcomings of these technologies are low energy density by mass and high cost of preparation (compression and liquefaction) [2] . Alternatively, metal hydride is an ideal hydrogen storage media with relatively high hydrogen storage capacity, moderate hydrogenation/ dehydrogenation temperatures and pressures, and moreover inherently safer than compressed gas and cryogenic liquid [1] . Metal hydride can provide a superior volumetric hydrogen density which is even higher than liquid hydrogen. In the past several decades, tremendous efforts have been put into the study of metal hydride for hydrogen storage [3] [4] [5] [6] [7] [8] [9] [10] . Results obtained have been encouraging [9] . Among various metallic candidates, the Zr and Ti-based AB 2 -type Laves phase alloy have been found to have good attributes for hydrogen storage, such as relatively high capacity, good kinetics, long life cycle and low cost of production, etc. [7, 8, 10] . In order to increase the efficiency of hydrogenation and dehydrogenation, these alloy products usually undergo post-processing ball-milling operations to increase the specific surface area, therefore the metal hydrides are used in the form of particulates. As a consequence, a flammable metal dust cloud can be potentially formed due to a leakage of the metal powder, which can be a significant explosion risk. It is essential to assess the dust explosion risks associated with storage materials. In assessing dust explosion hazards of materials the usual practice is to conduct standard tests such as minimum ignition energy (MIE), minimum ignition temperature in cloud (MIT cloud), minimum ignition temperature in layer (MIT layer), minimum explosible concentration (MEC), limiting oxygen concentration for combustion (LOC) and most importantly explosion severity tests (K st , P max ), in 20L and 1m 3 vessels. Depending on the results of these tests the material could be classified and required safety measures could be used to mitigate explosion hazard [11, 12] . However, metal hydrides used for hydrogen storage pose an added complication, i.e. most hydrogen storage metal hydrides are flammable and pyrophoric. Hence standard tests could not be performed to obtain explosion characteristics. The research reported in this paper attempts to address this problem by developing a numerical simulation methodology to obtain important data for metal hydride powders.
Modelling and numerical simulation of metal dust combustion/explosions is a very complex task. The major problems are defining cloud structure, properties and mechanisms involved in combustion. Despite these challenges a number of numerical models have been developed to simulate this process [13] [14] [15] [16] [17] [18] . The aim of this study is to develop a numerical model to simulate the 124 QG ,QWHUQDWLRQDO &RQIHUHQFH RQ *UHHQ (QHUJ\ DQG $SSOLFDWLRQV 
II. METHODOLOGY

A. Governing Equations
The explosion severity of a dust cloud is generally quantified with the maximum pressure rise, P max and the deflagration index, K st =(dp/dt) max •V 1/3 which represents the maximum pressure rise rate during the explosion. These parameters can be measured in a standard 20L apparatus in accordance with an international standard ISO 6184-1 [19, 20] . The testing chamber is a hollow sphere with a centre igniter and a particle distributor. Solid sample is stored in a high-pressure container and injected into the pre-evacuated chamber through the distributor at the beginning of the test. Igniter is then triggered to ignite the dust cloud after a short delay to allow sufficient dispersion. During the whole process of the explosion, overpressure generated can be recorded by a pressure sensor and hence the time evolution of the internal pressure can be obtained. The most straightforward way to reproduce this process numerically is to develop a one-dimensional model based on spherical symmetric co-ordinates to simulate the flame propagation with appropriate boundary conditions. Gas phase is assumed to obey the ideal gas law and the effect of solid phase is ignored as the solid volume fraction is fairly small.
The gas phase continuity under spherical co-ordinate is given by Equation (1). where U is the gas density (kg•m -3 ), t the time (s), r the radial distance (m) and u is the gas phase velocity (m•s -1 ). For simplicity, air is assumed to be composed of 78% nitrogen and 22% oxygen by volume. Thus, only one species transport equation needs to be solved for the gas phase to account for the consumption of oxygen during the explosion. The species equation of oxygen is given by Equation (2). ).
t D is assumed to be a constant ranging from 0.001 to 0.01 in this study, which correspondingly represents a certain amount of turbulence effect and can be determined using the Prandtl mixing theory [18] . The mass consumption rate of oxygen is in a stoichiometric relation to the combustion rate of the metal particle Z . Similar to the species equation, the gas phase energy equation can be written as Equation (3).
where T the temperature (K), p C the specific heat of the gas mixture (J•kg
) which can be calculated by mass weighed averaging using corresponding values of pure components, r h ' the combustion enthalpy based on per unit mass of the fuel (J•kg -1 ), f a factor to be determined in the simulation to ensure the correct flame temperature. For the sake of simplicity, a full set of solid phase equations are not solved in the current study, thus the gas phase temperature may be overestimated as a consequence of overestimation of the total heat released in the gas phase. At present, the factor f is used in the current explosion model to account for the effect of the solid phase. To decouple the pressure gradient from the energy equation, a new variable is defined as
where J is the specific heat ratio. Equation (3) can be rearranged into a new equation about φ without a pressure derivative term.
(4) Since the particle size of the solid phase in a dust cloud is considerably small, velocity of the particles can be assumed to be the same as the local gas phase velocity. The mass diffusion of the solid particles is also neglected due to high particle density. A governing equation of the solid volume fraction is then written immediately as follows. The above transport equations are solved sequentially to gain the corresponding variables of interest such as the species mass faction, the gas phase temperature, and the volume fraction of the solid phase. With these results, the velocity field and the gas phase pressure can be determined by direct integration of the continuity equation.
B. Combustion Models
In this paper, two candidate kinetic models, namely kinetic I and kinetic II, describing single spherical particle combustion are investigated and results obtained are compared against experimental data to find out which one is more suitable to describe the explosion process. Kinetic model I is formulated based on a surface reaction mechanism of [22] , where combustion rate is calculated by Equation (6). -type combustion law given by [23] . In this model the single particle combustion rate is then given by Equation (7) .
where W is a characteristic burning time of the single particle measured by experiments, which is related to particle life time and can be calculated by Equation (8).
where K is a burning rate constant. A problem with kinetic II model is the particle ignition. Different from kinetic I in which the minimum temperature required for the particle starts to burn is determined by the frequency factor and the activation energy through the Arrhenius law, no ignition temperature criterion is implied in kinetic II. Hence, an ignition temperature (T ig ) needs to be specified as the ignition criterion, indicating that no combustion happens when the temperature is lower than this ignition temperature.
C. Ignition and Initial Conditions
A suitable ignition method is required in order to start the explosion numerically. Two numerical ignition methods are used in this study and found to be approximately equivalent in propagating a flame. First method is to specify an ignition energy density which is evenly distributed in a spherical region with a radius of 1mm at the centre of the 20L-vessel. In this method, an energy source term is directly added to the energy equation and lasts a short period of time (e.g. 15 time steps) to simulate an instantaneous high-energy ignition source. The other method is to specify a high initial temperature field (2500K) within the ignition zone and reduce the initial concentration of fuel and oxidizer accordingly to simulate the early stage of the explosion right after ignition.
For initial conditions of the model, at 0 t , pressure is set to be the atmosphere pressure of 1atm. Initial field of φ for the energy equation is calculated from the initial temperature field through relation
where temperature depends on the ignition method used in an individual simulation run. For ignition method I, the initial temperature is evenly distributed in the whole domain with a constant value of 298K, whereas for ignition method II, temperature takes a value (e.g. 2500K) within the ignition zone and 298K elsewhere. Initial mass fractions of the gas mixture are given based on air at a thermodynamic standard state. Initial volume fraction of the metal particles varies correspondingly with the equivalence ratio investigated in each individual simulation run. Both the solid and gas are assumed to be static before ignition, therefore the initial main flow velocity is 0 throughout the whole domain.
III. NUMERICAL SIMULATIONS
Governing equations (2), (4) and (5) are solved by an implicit finite difference method. Fine temporal and spatial step sizes are used to guarantee a good accuracy of the solution. Table 1 gives the details of the numerical strategy used in the simulation.
Once the governing equations are solved, temperature can be recovered from the φ field. It should be noted that the pressure used in temperature recovery is taken from the previous iteration. Then, pressure, velocity are updated with numerical integrations in the whole domain according to corresponding methods described above. Density and molecular weight of the gas phase are also updated appropriately during this process. An iteration loop is finished when all variables are updated once. The loop is repeated if convergence has not been achieved. The maximum number of iteration of each time step is set to 10 which is found to be sufficient to achieve convergence. Spatial discretization scheme 2 nd order central differencing Linear solver TDMA
IV. RESULTS AND DISCUSSION
A. Flame Properties
The numerical model described in the above section is implemented through an in-house Fortran code named DUST. Spatial distributions of the key variables are plotted at intervals of several milliseconds to show the properties of a propagating flame during the explosion process, which are presented in Fig. 1 (a) -(e). Since the ignition method has no significant effect on the prediction of the main parameters interested in this work, all the simulation results presented in this article are obtained with ignition method II. Temperature evolution during the explosion is shown in Fig. 1(a) . It can be noted from Fig.1 (a) that temperatures of both the burned and unburned gas increase with the propagation of the flame during the explosion process, which can be attributed to significant pressure rise due to full confinement of the explosion chamber.
The velocity profiles obtained from the simulation are shown in Fig.1 (b) . It can be observed from Fig.1 (b) that the directions of the gas velocity are opposite on the two sides of the flame. They are both in and outward directions when observing from the centre of the flame. In the first 2/3 of the explosion, positive velocity is significant indicating that the propagation of the flame contributes the most to the overall gas movement. However, in the last 1/3 of the explosion, the gas emission from the flame contributes more due to a slowdown of the flame. Fig.1 (c), (d) and (e) show the distributions of reaction rate, oxygen mass fraction and fuel volume fraction, respectively. Chemical reactions are restricted within a thin layer of the flame for most of the time during the explosion. However, the reaction zone is slightly broadened towards the end of the explosion. For most of the time during the explosion event, solid is excessive. However, when it is close to the end of the explosion, oxygen becomes excessive. This reversal may have caused the broadening of the flame, which can be observed from Fig 1(c) ). 
B. Alloy Dust Explosion Properties
Since the experimental tests are still in progress, a preliminary comparison of the modeling effort is made and more data will be produced in the future for a detailed study. The explosion experiment is carried out with an alloy sample ranging from 20μm to 500μm at a mass concentration of 1000g•m -3 in a standard 20-L spherical testing chamber. The powder sample is injected from a compressed container into the pre-evacuated chamber at a gauge pressure of -0.6bar prior to ignition. Pressure starts to rise after ignition of the dust cloud and is then recorded continuously by the pressure sensor until the end of the explosion, see the blue line with hollow circles in Fig. 2 and Fig. 3 . Two important points corresponding to the peak pressure (denoted by +) and the maximum pressure rising rate (denoted by *) are identified by a post-processing software respectively for further processing of P max and K st .
The alloy is not a simple blend of different metals, chemical bonding and lattice structure will have great effect on the combustion features. Therefore, a simple heat loss factor might be invalid to account for the complex dissociation reactions. In addition, a detailed combustion mechanism might be more suitable than the current lumped single-step model, but this will pose great challenges to the numerical modelling. The explosion model with calibrated kinetic parameters is used to simulate this process at the same condition of the experiment. These calibrated parameters were obtained from a parametric study and given in Table 2 . Thermal properties of the metal components and their corresponding oxides used in the simulation are given in Table 3 and Table 4 , respectively. Results obtained with kinetic method I and kinetic method II are compared against experimental tests in Fig.2 and Fig 3, respectively. It can be noted that overpressure can be well predicted by the current explosion model either with kinetic method I or kinetic method II, provided that the model parameters can be carefully calibrated. However, the detailed evolutions of the overpressure predicted by the two kinetic methods are slightly different. The best performance of the current model is achieved when combined with kinetic method I that the predicted pressure history which almost overlaps with that measured by the experiment. The corresponding deflagration index predicted by this simulation is therefore very close to the experimental value, which are 59.4 and 63.8, respectively. In contrast, the kinetic method II does not capture the pressure history that well. Thus, the predicted deflagration index is underestimated by about 38%. V. CONCLUSIONS A 1-D explosion model has been developed in this paper to simulate the flame propagation of a metal dust cloud in a 20L-spherical chamber. In the model transport equations of energy, species and solid volume fraction are solved numerically. Velocity field of the gas phase and pressure within the chamber are calculated by integrating the continuity equation. Density of the gas phase is updated using the ideal gas equation of state. This model is referred to as a quasi-two-phase approach as compared with the work conducted by Ogle who employed a single-phase model to approximate the two-phase process. A lumped single-step combustion mechanism is used in the current explosion model. Then, two kinetic methods are used to calculate the combustion rate of the particles. The model is applied to simulate the explosion process of the alloy powder used for hydrogen storage. The results show correct behavior of velocity, density, temperature and other important variable in the explosion process. Two kinetic models have been tested for dust combustion and compared with experimental data. Kinetic method I appears to be more suitable to describe the metal dust explosion in terms of prediction of the pressure history. Although this is only a preliminary study, the results derived in this work will be of great significance for the safety assessment of the alloy powder in the process of fabrication, storage and transportation.
