A two-dimensional implementation of a new computational approach for the simulation of the microscopic chain conformations in dense linear polymers is presented. The macromolecular chains are represented as self-avoiding and mutually avoiding random walks on a fully populated lattice corresponding to the amorphous regions of a lamellar semicrystalline morphology. In this approach, information is generated based on a transfer matrix approach in terms of the permutations of the vertical and the horizontal bonds in the lattice rows. The data are then subsequently corrected to eliminate contributions from unwanted microscopic states containing closed loop ͑ring͒ chain structures. It is shown that the linear chain conformational entropy can be estimated from first principles by an efficient accounting of all the feasible microstates. In addition, statistical information on the chain conformations can also be obtained. The chain statistics presented here are compared with the predictions of ideal or nearly ideal random walks ͑Gambler's ruin models͒ from the literature where little or no excluded volume effects are taken into account. It is shown that the chain connectivity influences the chain statistics significantly.
INTRODUCTION
The morphology of semicrystalline polymers influences their mechanical properties critically. The shape and size of the crystallites are dictated primarily by a competition for the free-energy minimization between a high-entropy amorphous phase and a low-energy crystalline one. Critical for the resulting microstructure is the modification in the free energy of the amorphous phase resulting from its flowinduced deformation ͑if there is flow͒ subject to the chainconnectivity constraints with adjacent crystals.
Models ͑viz., adjacent and irregular re-entry͒ to study the lamellar morphology in semi-crystalline polymers were first proposed by Yoon and Flory 1 where they studied the scattering behavior of such systems. Since then, lattice models have been used extensively to study these systems. The application of lattice models in this regard falls into three categories. The first category consists of Gambler's ruin models, which represent the polymer chains in the amorphous regions either as purely ideal 2 or as one-step memory 3, 4 ͑nonreversal͒ random walks between two parallel crystalline boundaries. The main advantage of these models is their simplicity, which allows the derivation of exact, analytic results. However, they do not take into account the chain connectivity within the dense polymer lattice except in the mean-field sense that the overall chain segment density is uniform and matches the experimental density of the amorphous regions. Incidentally, the macromolecular chains in a dense system are constrained not only by themselves, but also by the neighboring chains. This explains why accounting only for the intrachain excluded volume interactions using self-avoiding random walks, an approach popularly used to represent the individual chains in dilute polymer solutions, is not sufficient to model dense amorphous polymer systems. 5 The second category of models [6] [7] [8] [9] [10] [11] [12] still treats the packing problem in a mean-field sense, that is, the chain segments are assumed to be distributed over the lattice according to a priori probabilities irrespective of excluded volume conflicts, but now the chain-segment probabilities are different near the crystalline boundaries from those in the bulk to account for a gradual dissipation of the crystalline order. The third category comprises Monte Carlo methods [13] [14] [15] [16] [17] applied to two-dimensional ͑2D͒ and threedimensional ͑3D͒ lattices, which account exactly for the chain connectivity and the excluded volume effects. In these methods, new configurations are generated either by employing recursive enrichment procedures 13, 14 in systems of single polymer chains or by employing chain motions, [15] [16] [17] such as reptation and kink motions, in systems of multiple chains. These chain motions require the lattice to have vacant sites to allow for chain mobility. Consequently, the efficiency of the corresponding algorithms [15] [16] [17] to generate an initial guess and subsequent configurations decreases dramatically as the lattice becomes dense. 5 Similarly, it has been noted 14 that when using enrichment procedures, lattice sizes of only up to 10 ϫ10 in two dimensions and 5ϫ5 in three dimensions can be used in the simulations of single Hamiltonian chains ͑a chain that visits all the lattice sites only once͒.
Alternatively, Monte Carlo algorithms have been de-veloped for fully populated lattices without requiring the lattice to have empty sites for the chain motions. [18] [19] [20] However, in the application of these algorithms to the semicrystalline lamellar morphology, 19 where no chain ends are involved, the only motion allowed is the flipping of parallel bonds for which the ergodicity is not as yet established. 18 Moreover, it is difficult in a Monte Carlo scheme to incorporate constraints on bond distributions that reflect the effect of flow deformation. Also, it is not possible to estimate absolute thermodynamic quantities such as the configurational entropy of the system.
In this work, we propose an alternative approach that is based upon an enumeration of all possible microscopic configurations. This approach can be performed efficiently in a computer by an algorithm that treats exactly the chain connectivity and the excluded volume issues for fully populated lattices. The algorithm also incorporates chainsegment orientation constraints, such as the ones imposed by a flow field. This approach allows us to obtain the configurational entropies for small lattice sizes through an exhaustive enumeration and to estimate them with tight statistical bounds for larger ones. The algorithm is also efficient in generating different chain conformations quickly, and it can incorporate vacant lattice sites or chain ends easily. Due to these features, we believe that it can also be used profitably to generate initial guesses for existing Monte Carlo schemes as well as to verify their ergodicity.
Recently, 2D and 3D lattice models have also been used extensively to study conformational characteristics of heteropolymers such as proteins. [21] [22] [23] In the simplest models, 22 a protein molecule is modeled as a sequence of two types of amino acids, hydrophobic ͑H͒ and polar ͑P͒. The amino acids interact with each other through contact potentials, with H-H contacts being favored. The major contribution to the thermodynamic stability of folded proteins arises from the hydrophobic interactions between nonpolar side chains in the core of the protein. Secondary structural elements such as ␣ helix and ␤ sheets are stabilized, in part, by local energetic interactions. A study of the general features of protein-folding process ͑for example, thermodynamic and kinetics of folding͒ thus requires the enumeration of an ensemble of conformations of proteins in the native ͑folded͒ and denatured ͑unfolded͒ states. We believe that the proposed approach can be modified to generate protein conformations efficiently and, therefore, it can also be used to test and improve existing Monte Carlo schemes in protein simulations.
Here we present a two-dimensional implementation of the algorithm. A straightforward extension to handle 3D lattices and energetic interactions is currently under way and will be the subject of a future publication. We begin by describing the problem in Sec. I. The solution methodology is outlined in Secs. II and III. The results of the proposed approach are discussed in Sec. IV, and the conclusions are presented in Sec. V.
I. PROBLEM SPECIFICATION
We consider, for simplicity, a square lattice ͑coordination numberϭ4͒ with N 0 sites in a row and a depth of L rows. The lattice columns are numbered sequentially from 1 to N 0 from left to right, and the rows are numbered sequentially from 1 to L from bottom to top. A coordinate frame is set up with the x and y axes parallel and perpendicular to the rows, respectively. The first and the last rows are considered adjacent to crystalline lattices occupied by macromolecular chains perfectly parallel to each other along the y direction. Thus, all the lattice sites in rows 1 and L have vertical connections from below and above, respectively. The chains continue in the amorphous region represented by the rest of the lattice so that the lattice is filled completely. This means that all the lattice sites must be occupied by the chain segments and each lattice site must be connected to two and only two ͑out of four͒ neighboring lattice sites. The chains are assumed to be long enough so that there are no free ends within the lattice. Periodic boundary conditions are imposed across the other two boundaries of the lattice, which simulate a lamella infinite in the lateral ͑along x) direction.
A connection between two adjacent lattice sites in the same row will be referred to as a horizontal bond, whereas a connection between two lattice sites in the same column but in adjacent rows will be referred to as a vertical bond. It is expedient to focus attention on bonds between consecutive segments of a chain, instead of on the segments. However, we need to caution the reader that in such a case ͑that is, when one works in terms of bond permutations from row to row instead of in terms of individual chains͒ it is possible that several of the generated microstates are ineligible for the study of linear polymer chains, as they contain closed-loop ͑ring͒ chain structures. We deal with this problem explicitly by correcting the number of microstates a posteriori through a statistical evaluation of the ratio of the number of microstates allowed ͑that is, those not containing rings͒ to the total number of microstates obtained through consideration of the bond permutations alone. Also, for simplicity, the density of the amorphous phase is assumed to be the same as that of the crystal. Moreover, this investigation focuses on completely flexible chains with no energy penalties associated with any chain conformation. Any effects of the interphase on the properties of the chains are thus completely entropically driven. It should be noted, however, that the proposed formalism can be easily extended to incorporate any energetic interactions accounted for via suitable Boltzmann factors, which can be taken into account in a postprocessing step in a similar fashion as the presence of chain rings mentioned above.
We refer to a feasible arrangement of vertical and horizontal bonds, which satisfies the space-filling constraints mentioned above, as a microstate. One such microstate is shown in Fig. 1 . In any particular microstate, a chain connecting the two crystalline boundaries is said to form a bridge, whereas a chain starting from one crystalline boundary and returning to the same crystalline boundary is said to form a loop. Our aim is to determine the total number of distinguishable microstates, denoted as ⍀, for a given distribution of vertical bonds, v, where v(k) is the number of vertical bonds entering the kth row ͑which can vary from row to row͒. We are also interested in obtaining statistical information on the loops and the bridges. In addition to v, we formulate another vector h such that h(k) is the number of horizontal bonds in the kth row. Noting that each lattice site has a valence of 2, conservation of valences of the lattice sites in the kth row leads to the following continuity equation:
with v(1)ϭv(N 0 ϩ1)ϭN 0 . Thus h is specified completely by specifying v.
In the following treatment, the parameter vector v is imposed as a constraint and is used to identify the macrostate of the system. This macrostate can be obtained at a specific flow deformation that results in an average segment orientation distribution represented by v. The correlation between the flow and the chain-segment orientation has been dealt with already within the context of a macroscopic nonequilibrium thermodynamic theory 24 and will not be discussed here. Alternatively, one can see v as an internal parameter with respect to which the free energy needs to be minimized in order to investigate the corresponding macrostate at equilibrium. The configurational entropy, S cr , of the corresponding macrostate is given by the Boltzmann fundamental entropy law as
where k B is the Boltzmann constant and ⍀(v;N 0 ,L) indicates the total number of microstates possible for a given distribution of vertical bonds, v, corresponding to a semicrystalline lattice of size N 0 ϫL. The subscript cr refers to the semicrystalline system. In the following discussion, for simplicity, we choose the units such that k B ϭ1 ͑as is customarily done͒ so that k B can be dropped from the entropy expression, Eq. ͑2͒.
II. SOLUTION METHODOLOGY
The solution methodology involves the computation of the entropy, discussed in Secs. II A and II B, below, and certain chain statistics of the corresponding microstructures, presented in Sec. II C. Note that the correction for the ring structures to the entropy calculations is always applied a posteriori based on multiplication of the total number of microstates, ⍀, by a correcting factor representing the proportion of microstates without rings in the microstates generated through the transfer matrix method used here. This factor is determined statistically by generating a large number of microstates and then examining whether they contain ring structures or not. Since this is a relatively straightforward task, attention is placed below on the evaluation of the uncorrected partition function and the corresponding entropy. Of course, exclusion of the ring structures in the evaluation of chain statistics is automatic by focusing our attention explicitly on those microstates that do not contain such structures.
A. Exact enumeration of ⍀
An arrangement of vertical bonds entering a row will be referred to as a permutation of vertical bonds entering that row. Thus, if N 0 ϭ4, then the permutation ͓1010͔ of vertical bonds entering a row indicates that there are two vertical bonds entering ͑from the previous row͒ lattice sites 1 and 3 of that row. In order to determine ⍀ for a given distribution of vertical bonds, v, we focus our attention on each individual row consecutively. Thus, all the possible permutations of vertical bonds entering each one of the rows are generated and stored first. For a particular row, say, k, the permutations are generated sequentially and numbered accordingly. The total number of permutations of the vertical bonds entering the kth row is ( v(k) N 0 ). It is clear from the construction of the permutations that if two rows have the same number of vertical bonds entering them, then the permutations of those vertical bonds entering the two rows will also be the same, and hence it is necessary to generate them only once. A further saving in memory requirements in storing the permutations can be obtained if the lattice sites in a row are grouped together to form modules and the information is stored per module rather than per site of that row. This approach is particularly useful for large lattice sizes. The module size used in the present investigation is 4, corresponding to a group of four lattice sites. This selection is arbitrary, any other number can be used as well. However, we have found that this number ͑4͒ gives the best compromise between the storage requirements and the CPU demands of a computer. For simplicity, we also require N 0 to be an exact multiple of 4. As an example, if N 0 is 8, then the permutation ͓10011110͔ can be represented compactly as ͓9 7͔ where 9 written in base 2 gives ͓1001͔ and 7 written in base 2 gives ͓1110͔. Note, that in converting from the decimal system to the binary system, we write the digits from left to right by convention. Once the necessary permutations are generated, the possibility of a horizontal connection between the permutations of vertical bonds entering a row and those leaving that row is examined. Since the permutations of vertical bonds entering each row are stored, it should be pointed out that the permutations of vertical bonds leaving a row correspond to those entering the next row. A connectivity matrix T k is then constructed for each row, k, with its elements T k (i, j) defined as Here the indices i and j go sequentially over all the permutations entering and leaving row k, respectively. The permutation i is said to connect with the permutation j if there exists a feasible permutation of horizontal bonds fully satisfying the valences of all the lattice sites in that row. Note that it is assumed implicitly in Eq. ͑3͒ that only one feasible permutation of horizontal bonds can exist for the given permutations i and j of the vertical bonds. This assumption is true except for a single degenerate case in which exactly one valence of each one of the lattice sites in a row is filled by the vertical bonds from either direction, in which case, there are two feasible permutations of horizontal bonds. However, since this event can occur at row k only when v(k)ϩv(kϩ1)ϭN 0 , and has a probability that decreases quickly to zero as N 0 →ϱ, it is neglected in the accounting here, for simplicity. The evaluation of T k (i, j) for small lattice sizes can be performed using a tree search along the available valences of the lattice sites in row k. This involves at the most N 0 comparisons. For large lattice sizes, the evaluation can be performed more efficiently using look-up tables if information about the permutations of the vertical bonds is stored beforehand in terms of groups of bonds ͑modules͒ as mentioned above. This involves first adding the corresponding modules of the permutations i and j written in a ternary ͑this time͒ number system. The use of a ternary system ͑base 3͒ allows us to represent one of the three possible occupied valences ͑0, 1 or 2͒ of each one of the sites in a module. In a look-up table, an entry corresponding to each possible ternary number of a module indicates that, if that module has a feasible connection of horizontal bonds, and if it does, the type of boundary conditions that are compatible with it. Thus, in the actual simulation, one can examine the connectivity directly per module rather than per each site, which reduces the time requirements significantly. If a feasible permutation of horizontal bonds is found, it is stored in order to obtain statistical information on the chains at a later stage.
The connectivity matrix
Note that the matrix corresponding to the first row, T 1 , is a row vector, since there is only one permutation of vertical bonds entering the first row ͑all 1's͒, and that corresponding to the last row, T L , is a column vector, since there is only one permutation of vertical bonds leaving the last row ͑all 1's͒. Once the connectivity matrices corresponding to all the rows are constructed, the total number of ͑not corrected for ring structures͒ microstates, ⍀, is simply given by
͑4͒
In performing the matrix-vector operations indicated in Eq. ͑4͒, it should be noted that one can easily explore the special ͑0, 1͒ structure of the sparse connectivity matrices to reduce the storage and CPU requirements significantly.
B. Enumeration of ⍀ using statistical sampling
Exact enumeration of the total number of microstates is feasible only for small lattices, typically up to N 0 ϭ16, since the possible number of permutations of vertical bonds increases exponentially with the lattice size. Thus, for larger lattices one needs to resort to approximative techniques which satisfy realistic memory and time requirements. One such technique is mentioned below. However, special care must be taken in its implementation to avoid introducing a systematic bias in the enumeration of ⍀, since only a limited configuration space is sampled. Due to this limitation, the proposed sampling technique is still quite time-consuming, since, in general, for large lattice sizes, it requires the evaluation of entropy using different sampling sizes and then extrapolation to the limit. One computer run of the sampling technique employed here consists of generating a specified limited number of permutations of vertical bonds entering each row, carrying out the connectivity analysis as usual ͑based on the permutations generated͒, and then estimating the total number of microstates by correcting for the sampling of a limited configuration space. A vector s is specified such that s(k) indicates the number of permutations of the vertical bonds entering the kth row that are generated. These permutations are generated randomly and then stored. The total number of microstates ͑not corrected for ring structures͒, ⍀, is then given by
with s(1)ϭ1. Here T 1 is a row vector of length s (2) , T L is a column vector of length s(L), and T k is a s(k)ϫs(k ϩ1) matrix. The whole run is repeated several times to obtain the mean and the variance of ⍀, which are calculated as
where N r is the total number of computer runs ͑correspond-ing to different initial random seeds͒ and ⍀ i is the result of run i. Of course, as in the case of the exact enumeration method outlined in Sec. II A, this needs to be followed by a correcting step for the microstates containing ring chains, as explained above.
C. Postprocessing for statistical information
Within both the above algorithms, in addition to evaluating the total number of microstates either exactly or using statistical sampling, information about the chain connectivity is stored in terms of the vertical and the horizontal bonds emanating from the various lattice sites. Hence, once the total number of microstates has been evaluated, a specified number of these microstates, N pp , is selected at random and processed to obtain statistical information on the individual chains. This is repeated N r times with different statistical selections. In this investigation, statistical information is collected for the number of loops (N L ) and bridges (N B ) per microstate, the lengths of loops (L L ) and bridges (L B ), and their distribution, N L,n and N B,n , for loops and bridges of length n, respectively. An estimate for the average and for the variance of the quantities pertaining to loops, for example, can then be calculated a posteriori as
is the discrete probability distribution, that is, the fraction of loops of length n. The average and the variance of the quantities pertaining to bridges can be estimated in a similar fashion.
III. REFERENCE STATE: AN AMORPHOUS LATTICE
In order to evaluate the entropic penalty imposed by the crystalline boundaries on the macromolecular chains in the amorphous phase, we need to calculate the difference between the entropy of a system with crystalline boundaries and that of a system at equilibrium in a completely amorphous state. A completely amorphous state is represented by a square lattice (LϭN 0 ) with periodic boundary conditions across all four boundaries. The calculation of entropy for such a system can be done efficiently using an eigenvalue analysis. For this system, the number of vertical bonds entering each row ͑including the first row͒ is the same for all the rows, that is,
say, for kϭ1, . . . ,L(ϭN 0 ). At equilibrium, since the number of valences occupied by the vertical bonds entering and leaving a row should, on average, equal those occupied by the horizontal bonds in that row, it implies that the number of horizontal bonds in a row should also be v am . Then, from Eq. ͑1͒, we have v am ϭN 0 /2. Since the number of vertical bonds entering all the rows is the same, the permutations of these vertical bonds associated with those rows are also the same. Hence, the connectivity matrices associated with all the rows are the same as well. Moreover, this matrix is square and symmetric. Due to the periodic boundary conditions at the entrance of the first row and at the exit of the last row, the total number of microstates is given by
͑9͒

Here T is a (
Note that all the eigenvalues of the matrix T are real, since the matrix is symmetric. This provides the following alternative evaluation of ⍀ ͑not corrected for ring structures͒ using Eq. ͑9͒ in the eigenvector space of T:
where p 's are the eigenvalues of T. The configurational entropy of the completely amorphous lattice, S am , is then given as
Thus the problem of finding the total number of microstates reduces to the problem of finding the eigenvalues of the connectivity matrix T. This can be done efficiently for smaller lattices using ESSL subroutine SSPEV, but for larger lattices it becomes too time-consuming. However, Eq. ͑10͒ indicates that, for large N 0 , ⍀ will be dominated by those eigenvalues that have the largest magnitudes. The eigenvalue spectrum for a completely amorphous lattice of size N 0 ϭ16 is shown in Fig. 2 . As can be clearly seen, there are only a few eigenvalues that have relatively high magnitudes. These few eigenvalues can be calculated very efficiently using the Arnoldi algorithm. 25, 26 We have used the ARPACK library available from the WWW site: ftp://ftp.caam.rice.edu/pub/software/ARPACK. Again, after the evaluation of all the microstates by the transfer matrix technique, there comes, exactly as mentioned in the semicrystalline case and which is of more importance here, the postprocessing correction due to the inclusion of ring structures in the counting of microstates by the transfer matrix method. This correction is done again by multiplying ⍀ by the fraction of the microstates not containing chain rings. This fraction depends on the number of vertical bonds per row as well as on the size of the lattice. For the largest lattice size used here (16ϫ16) and for 50% vertical bonds per row, approximately only 0.001% of the microstates generated by the transfer-matrix method contain exclusively linear chains. However, even in that case, the correction to the entropy can be calculated efficiently with the present method, which involves direct processing of fewer than 300ϫ10 5 microstates.
IV. RESULTS
A. Entropy calculations
Performance data for the exact-enumeration method are given in Table I . Computations were performed on an IBM 39H RISC6000 workstation. Note the exponential growth in the memory and the CPU requirements with the increasing lattice size. The CPU requirement for post-processing of the statistics and the exclusion of rings was about 18 s per 100,000 microstates generated by the transfer matrix method for a lattice of size 16ϫ16. Also, we show the fractions evaluated for the no-ring microstates for various indicative cases, both amorphous and semicrystalline, in Table II . Note the relatively large value for the semicrystalline case due to the semicrystalline boundary conditions. Figure 3 shows the reduced entropy, s cr ϵS cr /(N 0 L), evaluated by the exact-enumeration method, Eq. ͑4͒, and by the sampling technique, Eq. ͑5͒, for a semicrystalline system with N 0 ϭ16 and Lϭ5 as a function of the distribution of vertical bonds, v. In each case, the number of vertical bonds entering each row in the amorphous region ͑that is, from the second to the fifth rows͒ is chosen to be the same and this number divided by N 0 denotes the fraction ͑which equals 1Ϫ␣) of vertical bonds entering each row. We have reserved the notation ␣ for the fraction of horizontal bonds in a row due to its analogy with the Gambler's ruin models. Thus a fraction of 0.5 for a lattice size of N 0 ϭ16 corresponds to vϭ͓16 888816͔. Furthermore, the sampling size vector sϭ͓11000 1000 1000 1000͔ and the number of independent runs N r ϭ50 were chosen in the implementation of the sampling technique. The statistical results are shown with two standard deviations about the mean value. As can be seen from Fig. 3 , there is excellent agreement between the exact-enumeration method and the sampling technique. In using the sampling technique, each run corresponding to vϭ͓16 888816͔ required about 8.44 CPU seconds. Also shown in Fig. 3 are the results corrected for the presence of chain rings in the microstates. Note the small correction in all the cases.
To validate the Arnoldi technique employed for the completely amorphous system, the reduced ͑not corrected for ring structures͒ entropy, s am ϵS am /N 0 2 , for a square lattice N 0 ϫN 0 of size N 0 ϭ16 was calculated using the exact enumeration method, Eq. ͑10͒, and the Arnoldi technique Table I . Memory and CPU requirements "on an IBM 39H RISC6000 workstation… for a semicrystalline lattice. The separation between the two crystalline boundaries is Lϭ5, and the number of vertical bonds entering each row equals that of the horizontal bonds in that row (␣ϭ0.50). Table II . The fraction representing the proportion of microstates not containing ring chains in the microstates generated by the transfer matrix method. Note that this proportion is relatively high in the semicrystalline lattice due to the semicrystalline boundary conditions. using only 10 eigenvalues with the highest magnitudes. The exact-enumeration method yielded a value of 0.363544, whereas the Arnoldi technique gave a value of 0.364443. The exact calculation required about 6 CPU h and 320 Mbytes of memory, whereas the Arnoldi technique required only about 283 CPU s and roughly the same amount of memory. For a lamella whose lateral dimension is very large, thermodynamic quantities ͑such as entropy, energy, etc.͒, when scaled by the lateral dimension ͑lattice size͒, are expected to reach a constant value asymptotically for large lattice sizes ͑thermodynamic limit͒. Given that this limit is our goal, we seek a critical lattice size above which it is realized. The reduced entropy of the amorphous phase in the thermodynamic limit, s am ϱ , defined as
Lattice size
can be estimated by carrying out an asymptotic analysis for the amorphous phase. Figure 4 shows the results of such an analysis. Indeed, it is seen that the reduced entropy approaches an asymptotic value as the lattice size is increased. For these calculations the exact-enumeration method, Eq. ͑10͒, was used. The asymptotic value for the reduced entropy without accounting for the ring structures was estimated to be 0.3668. Upon correction for the ring chains, the value dropped to 0.3255, which provides an upper bound for the value of entropy/site for a single Hamiltonian walk on a 2D Manhattan lattice 27,28 ͑a square lattice with horizontal and vertical alternating orientations͒ given as G/ ͑approx 0.29156 . . . ͒, where G is the Catalan constant These values are significantly less than ln 2, which corresponds to the case in which no chain connectivity is accounted for. Figure 4 also indicates that a minimum lattice size of N 0 ϭ16 should be used to roughly approximate the thermodynamic limit. Statistical results corresponding to the fully amorphous state can be found in a recent publication 29 where it was shown that the critical exponent in the relationship between the mean end-to-end distance, R N , and the length of the subchain, N, R N ϳN 1/2 , can be obtained correctly using the proposed lattice approach.
Since we are primarily interested in studying the effects of crystalline boundaries on the amorphous phase, we define a relative reduced entropy for a semicrystalline macrostate, s cr * , as s cr *ϵs cr Ϫs am ϱ . ͑14͒
Using the value of the reduced entropy of the amorphous phase, s am ϱ , estimated above, the relative reduced entropy of the semicrystalline system can be calculated for various lattice sizes and for various probabilities of the vertical bonds in the amorphous region to estimate the dependence on the lattice size used in the calculations. The results ͑not corrected for the ring structures͒ are shown in Fig. 5 , where the relative reduced entropy is seen to roughly converge for a lattice of size N 0 ϭ16, which, therefore, appears to provide a reasonable estimate for the thermodynamic limit of the semicrystalline system as well.
B. Comparison with Gambler's ruin model
A lattice of size N 0 ϭ16 has been used to make comparisons with Gambler's ruin models. [2] [3] [4] 29 These comparisons are shown in Figs. 6-9. Only those microstates that do not contain ring chains have been used to obtain the desired statistical averages from the simulations. These averages are obtained using Eq. ͑7͒. Results from the simulations are plotted with two standard deviations about the mean value. The error bars are not visible where they are smaller than the symbol used to denote the mean value. The modified Gambler's ruin model, 3 in the present form, can be used to obtain results only for ␣ϭ0.5. Figure 6 shows the average bridge length and the average loop length as a function of the fraction of horizontal bonds, ␣. Figure 6 shows that there is significant deviation between the simulation results and the Gambler's ruin model predictions, indicative of the significance of the exact accounting for the chain connectivity and the excluded volume effect in the simulations. It can be seen from Fig.  6͑a͒ that as ␣→0, the average length of a bridge as evaluated by the simulations goes to 6 (ϭLϩ1), whereas that given by the Gambler's ruin model goes to a higher value. At ␣ϭ0, no horizontal bonds are allowed, and hence all the macromolecular chains run along the y direction connecting the two crystalline boundaries directly. In the Gambler's ruin model, these chains are allowed to fold back onto themselves, thus yielding a higher value for the average bridge length. The modified Gambler's ruin model, however, accurately predicts the value of the average bridge length for ␣ϭ0.50. Figure 6͑b͒ shows that the Gambler's ruin model fails to capture even the trend in the values of average loop lengths as a function of ␣. This is because most of the loops, especially for larger values of ␣, are of the adjacent re-entry type ͑comprised of three segments͒ due to the connectivity requirements at the crystalline boundary. This inhomogeneity is not captured by Gambler's ruin models. The modified Gambler's ruin model, in fact, predicts a higher value for the average loop length than that predicted by the Gambler's ruin model, since the chains are now expanded due to steric interactions.
For smaller values of ␣, direct connections between the two crystalline boundaries are favored and hence the effect of the finite size of the lattice on the computed averages is expected to be minimal. For higher values of ␣, however, the chains are encouraged to wander more along the lateral direction, and hence the finite size of the lattice could have a significant impact on the outcome of the simulations. Hence, simulations with a bigger lattice (N 0 ϭ32) were also performed for ␣ϭ0.75 and 0.875. It can be seen that the simulation results for the two lattice sizes, although qualitatively similar, show significant quantitative differences as far as the average bridge lengths are concerned. Figure 7 shows the probability for a walk to be a bridge, P B , as a function of ␣. It should be noted that the probability for a walk to be a loop, P L , is 1ϪP B . Whereas the Gambler's ruin model predicts these probabilities to be independent of ␣, simulations indicate a strong dependence on ␣. This dependence is expected because at smaller values of ␣, where there are fewer horizontal bonds than the vertical ones, it is more probable for a chain to form a bridge than a loop, since a loop requires at least one horizontal bond in order to form. Similarly, at higher values of ␣, it is more probable for a chain to form a loop due to the preponderance of horizontal bonds. Here the simulation results for the two lattice sizes are seen to compare well with each other. (a nϪ1 ϩ2a n ϩa nϩ1 ), was applied repeatedly to the simulation data in order to obtain smooth running averages over bridge lengths. The results of this ''coarse graining'' are indicated as the simulation average. The simulation average compares qualitatively with the trends exhibited by the Gambler's ruin model. The Gambler's ruin model, however, always predicts a lower maximum and an elongated tail as compared to the simulations. Simulation results for a larger lattice (N 0 ϭ32) are also shown for ␣ϭ0.75 and they are seen to compare well within statistical errors with those for the lattice of size N 0 ϭ16. These results indicate that the quantitative and in some cases qualitative differences between the Gambler's ruin model and the simulations persist even at large lattice sizes. Figure 9 shows the loop distribution, that is, the fraction of loops of length L L as a function of L L for various values of ␣. Again, the simulation results distinguish clearly between even and odd loop lengths. Moreover, it is seen that, for all values of ␣, most of the loops formed are of the adjacent re-entry ͑that is, tight folds͒ type. This is in qualitative agreement with the results reported in the literature obtained for flexible chains without any energetic interactions. 19 However, a quantitative comparison is not possible given the fact that the reported results have been obtained for a 3D lattice. The Gambler's ruin model always predicts a lower fraction of adjacent re-entry loops.
V. CONCLUSIONS
A new computational approach to study chain conformations in dense polymers using fully populated lattice models was presented. In this approach, information is generated in terms of the permutations of the vertical and the horizontal bonds connecting various lattice sites instead of the conventional procedures to generate it in terms of individual chains. This enables efficient generation of new microstates using a transfer-matrix calculation method that is followed by an a posteriori correction for ring chains. A feature unique to this approach is that it is possible to ob- tain estimates of the configurational entropy, or of the free energy, if energetic interactions are included. At the same time, it can also be used to obtain detailed information about the microstructure. A comparison with the previous mean-field results ͑Gambler's ruin models͒, in which chain connectivity and excluded volume interactions are not taken into account, has demonstrated large quantitative as well as qualitative differences. Alough only a 2D implementation of this approach is presented here, it can be extended to three dimensions as well. It is expected that this approach can also prove useful in the investigation of protein folding.
