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We present a numerically stable re-formulization of the transfer matrix method (TMM). The
iteration form of the traditional TMM is transformed into solving a set of linear equations. Our
method gains the new ability of calculating accurate wave-functions of higher dimensional disordered
systems. It also shows higher efficiency than the traditional TMM when treating finite systems. In
contrast to the diagonalization method, our method not only provides a new route for calculating
the wave-function corresponding to the boundary conditions of open systems in realistic transport
experiments, but also has advantages that the calculating wave energy/frequency can be tuned
continuously and the efficiency is much higher. Our new method is further used to identify the
necklace state in the two dimensional disordered Anderson model, where it shows advantage in
cooperating the wave-functions with the continuous transmission spectrum of open systems. The
new formulization is very simple to implement and can be readily generalized to various systems
such as spin-orbit coupling systems or optical systems.
I. INTRODUCTION
The transfer matrix method (TMM) is a powerful nu-
merical technical scheme for solving differential equa-
tions [1]. In condensed matter physics, it has been
successfully used for studying transport properties of
electronic systems for decades [2–4]. In particular, as-
sisted with the finite size scaling analysis [5], it is the
most frequently used method for analyzing the Ander-
son metal-insulator transition in disordered systems [2–
5]. The methodology is also widely used for electromag-
netic waves, elastic waves and many other systems [6, 7].
Despite the success of the TMM, for disordered sys-
tems with dimension higher than one, the method suf-
fers from serious numerical instability [2–4, 6]. Since the
eigenvalues of the disordered transfer matrices are of the
form e±α, as iterating the transfer matrices, the operat-
ing vectors rise exponentially with a set of different expo-
nents αi’s. The vector rising slowest will become inaccu-
rate after N iterations, provided that eN(αmin−αmax) < ,
where αmax(αmin) is the largest(smallest) exponent and
 is the accuracy of the computer [3]. If only calculat-
ing the transmission coefficient T , such a problem can be
overcome by applying the so-called “re-orthogonalization
process”, which saves the information of those vectors
contributing largest to T (likewise, the Landauer conduc-
tance g = Te2/h or the localization length) [2–4]. How-
ever, the numerical instability leads to a rather inflexi-
ble drawback that the steady-state wave-function, which
carries fundamental information for understanding trans-
port phenomena, is inaccessible in the traditional TMM,
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since accurate wave-functions demand all vectors in the
TMM iterations to be correct [8]. To obtain the accu-
rate wave-function, physicists usually directly diagonal-
ize the system Hamiltonian with some artificial bound-
ary conditions, such as periodic or hard-wall boundary
conditions [3, 4, 9]. But, under those boundary condi-
tions, the system is closed(such that the Hamiltonian
is Hermitian) [10], which is essentially different from
those open systems [10] treated in the TMM. An obvi-
ous result of the difference is that the transmission and
wave-function(responses) of open systems in the TMM
continuously change with the energy/frequency of inci-
dent waves(external excitation), while for closed systems
treated in the diagonalization one can only obtain wave-
functions at discrete eigenvalues. The boundary condi-
tions of the TMM directly correspond to realistic trans-
port experiments, such as electronic conductance or op-
tical transmission measurements, where the underlying
wave propagation and scattering phenomena are of prac-
tical and fundamental importance [10–12]. Nevertheless,
currently the wave-functions according to such boundary
conditions cannot be calculated from either the tradi-
tional TMM or the diagonalization.
Recently, the need for the wave-functions of the TMM
becomes pressing in studying transport properties of
higher dimensional disordered systems. Recent stud-
ies [13–23] approve that the transmission of the Ander-
son localized system is dominated by a kind of necklace
state(NS) predicted by Pendry [13] and Tartakovskii [14].
The NS is formed through the coupling between localized
states which are nearly degenerate and spatially near
each other. In transport experiments, it is character-
ized by the “chain of localized states” from the spatial
wave-functions and the continuous “mini-band” in the
transmission spectra [15, 16]. In one dimensional(1D)
disordered systems where the numerical instability does
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2not exist, the TMM has already been intensively used
to study the NS [13, 15, 17, 18, 20, 22]. It shows the
TMM has inherent advantages for studying those cou-
pled states, since both the “chain of localized states”
and the “mini-band” can be directly observed from the
calculated wave-functions and transmission spectra. In
higher dimensional systems, the NS is also predicted to
exist and even more important role of the NS is pre-
dicted [13, 22, 24–27]. Unfortunately, since the wave-
functions of higher dimensional TMM have so far been
hard to access, similar TMM studies of the NS in higher
dimensional systems cannot be carried out. Also, the
mini-band, the sign of the NS in spectra, cannot be ob-
tained by direct diagonalization of the Hamiltonian of
closed systems. In view of such a lack, the application
of the TMM could be largely extended if it could be im-
proved to obtain both accurate wave-functions and con-
tinuous transmission spectra of higher dimensional sys-
tems.
In this paper, we present a numerically stable re-
formulization of the TMM. The boundary conditions as
well as iterations of the traditional TMM are embedded
in a set of linear equations self-consistently. The linear
equations can be solved by refining its global solution
such that it is numerically stable. Both the wave-function
and the transmission spectra can be directly solved with
high accuracy by our new method. In addition to the new
ability of calculating the wave-functions of higher dimen-
sional disordered systems, our method is more efficient
than the traditional TMM since the stabilizing processes,
which are most time-consuming [2–4, 6, 8] in the tradi-
tional method, are not needed in our method. In contrast
to the diagonalization method, our method not only pro-
vides a route for studying the wave-functions of open sys-
tems (corresponding to realistic transport experiments),
but also shows much higher efficiency to obtain the wave-
function of a given energy/frequency. In our method the
calculating wave energy/frequency can be tuned contin-
uously while in the diagonalization method the wave-
functions are fixed with discrete eigenvalues. Those ad-
vantages make our method be very suitable to study the
mode-coupling effects in higher dimensional disordered
systems. As an example to show those advantages, we use
it to identify the NS in a two dimensional(2D) disordered
Anderson model. This is the first report of observation
of the NS in the 2D Anderson model. Our method can
be readily generalized to various transport studies, such
as electromagnetic/elastic waves propagation, or other
models of electronic systems [28].
This paper is arranged as follows. In Sec. II, we illus-
trate our new formulization with the 2D Anderson model.
(For models with spin-orbital coupling, see our other
work in Ref. [29].) In Sec. III, we first compare the results
of our method with the traditional TMM and the direct
diagonalization method. Then we discuss the memory
usage and computational efficiency of our method. Fi-
nally, we apply our method to identify the NS in the 2D
Anderson model. In Sec. IV, we conclude this paper.
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FIG. 1: A quasi-1D sample attached by two semi-infinite
clean leads on two sides. The sample length is L and the
cross section is M (in units of lattice constant).
II. THE FORMULIZATION
To give a demonstration, we consider the 2D Ander-
son tight binding model with diagonal disorder. Con-
sider a quasi-1D sample with length L and cross section
M(measured in units of lattice constant), attached by
two semi-infinite clean leads on two sides with the same
width, as schematically illustrated in Fig.1. Cutting the
strip into slices along the propagating direction x, the tra-
ditional TMM commonly expresses the transport prob-
lem as a recursion [2–4],(
Ψ(x+ 1)
Ψ(x)
)
= Mˆ(x)
(
Ψ(x)
Ψ(x− 1)
)
, (1)
where Ψ(x) = (Ψx,1, ...,Ψx,y,Ψx,M ) is a vector of length
M , Ψx,y represents the wave-function on site (x, y), and
Mˆ(x) is the transfer matrix of slice x,
Mˆ(x) =
(
[EI− Hˆ(x)] −I
I O
)
, (2)
with E being the wave energy measured in units of the
overlapping energy (t) between neighboring sites(we set
t = 1). I and O are respectively unit and zero matrices
with dimension M ×M . Hˆ(x) is the “slice Hamiltonian”
matrix:
Hˆ(x) =

x,1 1 1
1 x,2 1
· · ·
1 x,M−1 1
1 1 x,M
 , (3)
where the blanks denote zero, and the lower-left and the
upper-right non-zero elements reflect periodic boundary
conditions along the y direction. x,y is the on-site en-
ergy(also in units of the overlapping energy t), which is
set as zero in the clean leads and a random number uni-
formly distributed in [W/2,W/2] in the disordered sam-
ple. The boundary conditions are described in the basis
of eigenstates of clean leads [2–4, 6], Rˆ, ( i.e., the eigen-
vectors of Mˆlead)(
Ψˆ(L)
Ψˆ(L+ 1)
)
= Rˆ
(
O
tˆ
)
=
(
Rˆ11 Rˆ12
Rˆ21 Rˆ22
)(
O
tˆ
)
, (4)
3(
Ψˆ(0)
Ψˆ(1)
)
=
(
Rˆ11 Rˆ12
Rˆ21 Rˆ22
)(
rˆ
Iˆ
)
, (5)
where the columns of Rˆ, Rˆ(k)’s, are ordered as k =
1, 2, · · · ,M correspond to modes propagating or decaying
to the left direction and k = M + 1,M + 2, · · · , 2M cor-
respond to modes propagating or decaying to the right.
Rˆij ’s (i, j = 1, 2) are simply four M × M sub-blocks
of Rˆ. Detailed descriptions of Rˆ have been given in
many references, e.g., Refs. [3, 4, 6]. tˆ and rˆ respec-
tively give the transmission and reflection matrix with
respect to incident waves carrying unit currents (in each
mode) from the left. The transmission coefficient is given
by T =
∑N0
i,j=1 |tˆi,j |2, where N0 is the number of propa-
gating modes in the leads. Since the transfer matrix is
non-Hermitian, we need also the left eigenvectors of Mˆ ,
Lˆ, the rows of which are ordered the same as Rˆ. Usually
the right half of Rˆ gives initial vectors for the iteration
in eq.(1) and tˆ−1 is projected out by the lower half of Lˆ
at the end of the iteration [2–4, 6].
A numerical problem arises when carrying out the it-
erations in eq.(1) [2–4]. Since the eigenvalues of the
disordered transfer matrices are of the form e±α, on it-
erating eq.(1), the operating vectors rise exponentially
with a set of different exponents αi’s. Those ones that
rise the slowest, however, and have the largest contri-
butions to tˆ, will be inaccurate after N iterations, pro-
vided that eN(αmin−αmax) < , where αmax(αmin) is the
largest(smallest) exponent and  is the accuracy of the
computer [3]. This can be effectively overcome by a
stabilizing process called “re-orthogonalization” [2–4], in
which the information of those vectors that rise slowest
are reserved. But then those vectors rising fastest, which
are important for constructing the wave-functions, are
tend to be inaccurate. To calculate the wave-functions,
we try to get rid of the iteration form of eq.(1) while
preserving the boundary conditions eq.(4,5). Note that tˆ
and rˆ in eq.(4,5) can be eliminated, giving
Ψˆ(1) = Rˆ21Rˆ
−1
11 [Ψˆ(0)− Rˆ12] + Rˆ22, (6)
Ψˆ(L) = Rˆ12Rˆ
−1
22 Ψˆ(L+ 1), (7)
where Rˆ−111 , Rˆ
−1
22 are the inverse matrices of Rˆ11, Rˆ22.
Also note that the iteration of eq.(1) is essentially from
the discrete Schrodinger equation,
Ψˆ(x− 1) + (Hˆ(x)− E)Ψˆ(x) + Ψˆ(x+ 1) = O (8)
such that the whole description of the traditional TMM,
eq.(1,4,5), can be embodied in one set of linear equations
self-consistently as follows,

−Rˆ21Rˆ−111 I
I Hˆ(1)− EI I
I Hˆ(2)− EI I
· · ·
I Hˆ(L)− EI I
I −Rˆ12Rˆ−122


Ψˆ(0)
Ψˆ(1)
Ψˆ(2)
·
Ψˆ(L)
Ψˆ(L+ 1)
 =

Rˆ22 − Rˆ21Rˆ−111 Rˆ12
O
O
·
O
O
 , (9)
where Ψˆ(i)’s are the wave-functions needed to be solved.
This transformation is non-trivial since eq.(9) can be
solved globally by refinement of an initial guess of the so-
lution [30] but not unidirectional substitution from one
end, where the former is numerically stable while the
latter is similar to the iteration of eq.(1), being unsta-
ble. With the solutions of Ψˆ(i)’s, the transmission and
reflection matrices are then given by,
tˆ = Rˆ−122 Ψˆ(L+ 1), (10)
rˆ = Rˆ−111 [Ψˆ(0)− Rˆ12]. (11)
III. APPLICATIONS
A. Test Transmission Spectra and Wave-functions
To test our method, we calculate a random configura-
tion with size L×M = 100× 100 and disorder strength
W = 6. Fig.2(a) shows the transmission spectra calcu-
lated from our method (solid line) and the traditional
TMM (circles), where the “re-orthogonalization” is car-
ried out in each iteration step in the traditional TMM.
We can see these two results match perfectly with each
other. In the 2D disordered Anderson model all eigen-
states are localized. Each transmission peak in Fig.2(a)
represents a localized state and the valley between peaks
reflects the coupling strength between localized states
(and also the coupling condition to the environment)
[11–13, 18, 22]. Those states strongly localized near the
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FIG. 2: (Color online ) (a): Transmission spectra calculated
from our method (solid line) and the traditional TMM (cir-
cles). Red triangles denote eigenvalues resulting from diago-
nalization, where periodic boundary conditions are used in
both x and y directions. (b): |Ψ|2 corresponding to the
eigenenergy E = 0.02493 calculated from diagonalization.
(c): |Ψ|2 at the resonant energy (the same as (b)) calcu-
lated from our method. (d): |Ψ|2 at an off-resonant energy
(E = 0.0254) calculated from our method. We note that the
wave-function in the traditional TMM diverges and the diag-
onalization method cannot calculate the off-resonant case.
sample center are insensitive to the boundary conditions
in the sense that their eigenenergies and wave-functions
are almost unchanging when changing the boundary con-
ditions [31], such that we expect the transmission peaks
should roughly correspond to the eigenenergies obtained
from diagonalizing the same configuration with some ar-
tificial boundary conditions. The eigenenergies obtained
from diagonalizing the same configuration (with periodic
boundary conditions in both x and y directions) are plot-
ted by the red triangles in Fig.2(a). Indeed, we can see
each transmission peak precisely points to one diagonal-
ized eigenenergy. We note that the number of eigenener-
gies is larger than the number of transmission peaks and
some eigenenergies correspond to no transmission peak.
This is due to the differences in boundary conditions, for
example, some eigenstates cannot be excited from the x
direction but may be easily excited in the y direction.
More importantly, the wave-functions of our method
are compared to the eigenvectors of diagonalization. Be-
cause of the numerical instability, the wave-functions in
the traditional TMM diverge quickly (typically after 10
to 20 iterations). Although the boundary conditions of
the diagonalization are much different from the TMM,
for a state strongly localized near the sample center,
the diagonalized eigenvector still provides us an effec-
tive reference substance [31]. Fig.2(b) shows the |Ψ|2
distribution corresponding to the eigenvector at eigenen-
ergy E = 0.02493. This eigenenergy corresponds to a
high transmission peak indicated by the black arrow in
Fig.2(a). By choosing E the same as this eigenenergy,
the wave-function calculated from our method is shown
in Fig.2(c), where each mode is assumed to have an equal
contribution to the total wave-function. We can see these
two wave-functions are in excellent agreement. Since the
localized state is very close to the sample center, the res-
onant transport leads to a very high transmission peak.
Such a state is exactly the 2D Azbel state [32]. More-
over, since the energy in our method can be turned con-
tinuously, we can also calculate the off-resonant wave-
functions. Fig.2(d) shows such a case, where E = 0.0254
and T = 1.33× 10−3. It shows very clearly the localized
state can only be partially excited such that the wave-
function amplitude decays significantly along the x direc-
tion. For those localized states far away from the sam-
ple center, we observe a significant reduction of the peak
value and also an increasing of the peak width, which also
agrees with the understanding of resonant transport in
1D localized systems [32]. The consistency between our
method and both the traditional TMM and the diago-
nalization method proves that our method is confidently
reliable.
B. Memory Usage and Computational Efficiency
Formally, the main part of the matrix on the left side of
eq.(9) contains the Hamiltonian of the whole 2D system,
while in the traditional TMM we only need to store the
Hamiltonian of several slices. Hence the memory usage
of our method is much larger than the traditional TMM
and is comparable to the diagonalization method. The
traditional TMM can in principle calculate infinitely long
systems while the system size in our method is limited.
However, the main matrix on the left side of eq.(9) is
very sparse such that one can still achieve very large sys-
tems if sparse matrix technologies are used. The exact
memory test will depend on the algorithm implementa-
tion for solving sparse linear equations. With the PAR-
DISO solver [33], we have achieved a system size up to
M×L = 1600×1600 with 64GB computer memory for a
2D system, which is good enough to perform most stud-
ies, except the finite size scaling analysis of the localiza-
tion length of quasi-1D systems, which can be replaced
by the scaling analysis of the Landauer conductance of a
hypercube [5, 29] (i.e., square/cube for two/three dimen-
sions) in our method.
We next compare the efficiency of our new method with
the traditional TMM. We have implemented our method
with the PARDISO solver [33] for solving sparse linear
equations and the traditional TMM with LAPACK pack-
age [34] for inverting matrices. For the traditional TMM
the “re-orthogonalization” is performed after each 7 it-
erations. Fig.3 shows the averaged CPU time of both
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FIG. 3: (Color online ) Comparison of the averaged CPU
time between the traditional TMM and our new method. In
the left figure the system width M is fixed at 200 and in the
right figure the system length L is fixed at 200.
methods for one calculation(one energy) on a 2.53GHz
Intel(R) Xeon(R) processor. In Fig.3(a) the system
width M is set as 200 and L is changed from 100 to
500. The solid line marked by circles corresponds to our
method and the dashed line marked by squares corre-
sponds to the traditional TMM. It shows for both meth-
ods the CPU time scales almost linearly with system
length. Our method is moderately more efficient than
the traditional TMM. In Fig.3(b) the system length L
is set as 200 and M is changed from 100 to 300. On
increasing the system width M , which determines the
size of the matrices needed to be inverted in the “re-
orthogonalization” process of the traditional TMM, the
advantage of our method becomes clear. The main rea-
son for this performance is that the matrix inversions of
the “re-orthogonalization”, which will dominate the CPU
time of the traditional TMM [2–4], are not needed in our
method.
Since solving linear equations is usually faster than di-
agonalizing matrices of the same size, we do not discuss
the diagonalization method here. Actually, in many cases
we only care about a very small energy region and it is
very inefficient to diagonalize the full Hamiltonian to get
all eigenenergies of the system. For example, using LA-
PACK to diagonalize a L ×M = 100 × 100 system(the
matrix dimension is 104×104), one needs 5−6 hours on a
2.53GHz Intel(R) Xeon(R) processor, while our method
only needs 2−3 hours to calculate 10000 arbitrary energy
points.
To be brief, the numerical examinations show that
our method is moderately more efficient than the tradi-
tional TMM, especially for wider systems. Our method
is unique for calculating the wave-functions of higher di-
mensional disordered open systems and is superior for
treating finite systems. The traditional TMM, on the
other hand, has advantages in that it uses much less
memory and it can in principle calculate infinitely long
systems. It is particularly useful for applying the finite
size scaling analysis of the localization length of quasi-1D
systems [5].
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FIG. 4: (Color online ) A necklace state and its decomposi-
tion. (a) Transmission spectrum of a 100 × 100 sample with
W = 6(solid). The coupled peak represents a necklace state.
The dashed curves represent the resonant peaks of two local-
ized states shown in (d) and (e). (b-c): |Ψ|2 at the left and
right sub-peaks of the necklace state shown in (a). (d-e): |Ψ|2
of two localized states in the two sub-samples marked by the
dashed rectangles in (b) (or (c)). The sub-sample sizes are
60 × 60 in (d) and 60 × 40 in (e). As shown by the dashed
resonant peaks in (a), the two localized states in (d) and (e)
are nearly degenerate.
C. Necklace state in the 2D Anderson model
We next report an identification of the NS in the 2D
Anderson model, which also serves as an illustration of
the powerfulness of our new method. NSs [13, 14] are
quasi-extended states formed from degenerate coupling
of localized states. They can contribute very high trans-
mission “mini-bands” and dominate the transmission of
localized systems. Their fundamental properties and sta-
tistical evidence are widely studied in 1D systems [13–
22] and similar studies for higher dimensional systems
are insistently demanded [13, 22, 24–27]. The 1D NS
is characterized by the “chain of localized states” from
the spatial wave-functions and continuous phase evolu-
tion in its transmission “mini-band”. However, in 2D
systems, the NS is hard to be characterized as continu-
ous phase evolution in the transmission spectrum as in
the 1D case [15, 18, 22] since the phase distribution at
the outgoing interface is random. Here we identify the
2D NS by making certain the degenerate coupling origin
of the high transmission “mini-band”.
6A high transmission “mini-band” is shown in Fig.4(a),
at E = −1.7165. Here the “mini-band” exhibits as a
“coupled peak” with two sub-peaks. The electron den-
sities |Ψ|2 at those two sub-peak values, E = −1.71683
and E = −1.71617, are shown in Fig.4(b) and Fig.4(c)
respectively. Fig.4(b) and (c) show that the |Ψ|2 of
each sub-peak has two localization centers (the two high-
brightness regions in each sub-figure). The localization
centers of the two sub-peaks are very similar, showing
characteristics of bonded and anti-bonded states formed
from mode coupling [19]. To make certain the degener-
ate coupling’s origin, we take out two sub-samples around
those two localization centers, marked by the two dashed
rectangles in Fig.4(b) (or (c)), and calculate their trans-
mission spectra. Interestingly, the transmission spec-
tra of both sub-samples show resonant peaks(green and
cyan dashed curves in Fig.4(a)) at the same energy
E = −1.7165, which are very close to the central en-
ergy of the coupled peak. Electron densities of the cor-
responding localized states in the sub-samples are shown
in Fig.4(d) and Fig.4(e). We can see those two localized
states in the two sub-samples match up to the two local-
ization centers of Fig.4(b) and (c) very well. Summing
up those observations, if we combine the two sub-samples
containing degenerate localized states (d) and (e) into one
larger sample, we observe a coupled peak with two sub-
peaks (b) and (c). Such a coupled state is exactly the
NS in the 2D Anderson model. Similar to the 1D NS, it
contributes a very large transmission “mini-band”. But
the structure of the 2D NS seems more complicated than
the 1D one. The example in Fig.4 shows the positions
of localized states could be irregular, unlike the 1D case
where the localized states are evenly distributed along
the sample. We note that the implement as above can
hardly be realized by the direct diagonalization method.
It is very hard to detect the mode coupling from the dis-
crete eigenenergies of closed systems.
IV. SUMMARY AND DISCUSSIONS
In summary, we have presented a new formulation
of the TMM, which reformulates the traditional TMM
with a set of linear equations. Although the reformula-
tion is very simple, the new method adequately gains
many desired advantages. Comparing with the tradi-
tional TMM, which is numerically unstable and can only
calculate transmission of higher dimensional disorder sys-
tems when applying some stabilizing processes (such as
the re-orthogonalization process), our new method is nu-
merically stable such that it can accurately calculate
both the transmission and the wave-functions. With-
out the need of stabilizing processes, our method also
shows advantages in that it is more efficient and simpler
to implement. Comparing with the direct diagonaliza-
tion method, which also can calculate wave-functions of
higher dimensional disordered systems, our method not
only provides a route for studying the wave functions of
open systems corresponding to realistic transport exper-
iments, but also shows much higher efficiency in calcu-
lating the wave-functions at arbitrary specific energies.
That is to say, the calculating energy is controllable in
our method, while in the diagonalization the eigenener-
gies are determined by the Hamiltonian and boundary
conditions and one usually needs to solve all eigenener-
gies.
We have also used the new method to identify the NS
in the two dimensional Anderson model. It shows the NS
in a higher dimensional system can have much more com-
plex structure than the 1D NS. The advantage of coop-
erating with both the wave-functions and the continuous
transmission spectra makes our method very suitable for
studying mode-coupling effects in higher dimensional dis-
ordered systems. It is straightforward to generalize our
method to three dimensional or other modeling systems,
such as models containing spinorbit coupling [28], where
interesting phenomena will appear in the presence of the
Anderson transition [35]. The multifractality of wave-
functions near the Anderson transition [35] can also be
studied with our new method. It would be interesting
to use our method to study the multifractal behavior of
the wave-functions of open systems, which are connected
with the wave-packets in transport experiments (usually
the wave-packets can be constructed by linear combina-
tion of the diagonalized eigenstates) [36], and compare
them with those of the diagonalized eigenstates.
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