Psychophysical experiments have shown that human heading judgments can be biased by the presence of moving objects. Here we present a theoretical argument that motion differences can account for the direction of bias seen in humans. We further examine the responses of a computer simulation of a model for computing heading that uses motion-opponent operators similar to cells in the primate middle temporal visual area. When moving objects are present, this model shows similar biases to those seen with humans, suggesting that such a model may underlie human heading computations.
Introduction
When we move through the world, we often must judge our direction of motion (or heading) in the presence of moving objects. For example, when driving down a busy street we must be able to steer the car in the presence of other moving cars and pedestrians. People generally accomplish this task fairly easily. However, most models for computing heading rely on the assumption that the observer is moving through a stationary scene (Bruss & Horn, 1983; Cutting, Springer, Braren, & Johnson, 1992; Hatsopoulos & Warren, 1991; Heeger & Jepson, 1992; Lappe & Rauschecker, 1993; Longuet-Higgins & Prazdny, 1980; Perrone, 1992; Perrone & Stone, 1994; Rieger & Lawton, 1985; Royden, 1997) . The presence of a moving object adds conflicting motion information to the scene. This conflicting information can cause biases in the heading computed by the model unless the object can be located and excluded from the computation. The presence of a moving object does not significantly affect human heading judgments under many conditions (Cutting, Vishton, & Braren, 1995; Royden & Hildreth, 1996; Warren & Saunders, 1995) . However, under some conditions, human observers also show biases in heading judgments when a moving object is present (Royden & Hildreth, 1996; Warren & Saunders, 1995) . It is therefore possible that a model developed with the assumption of a stationary scene would exhibit heading biases that are similar to the human biases seen in the presence of moving objects. These biases may provide some insight into the mechanisms used by the visual system for computing heading. Here, we examine the effect of moving objects on the performance of a heading model that is based on the motion-opponent properties of cells in the primate middle temporal visual area (MT). The results show how this model can explain some perplexing findings in the human psychophysical studies.
When an observer moves in a straight line, the retinal images of all points in the scene move in a radial pattern, as shown in Fig. 1(a) . This motion of the images in the scene is known as the optic flow field. The center of this radial pattern, known as the focus of expansion (FOE), coincides with the observerÕs direction of motion (Gibson, 1950) . Thus one can easily compute heading from such an optic flow pattern by finding the best intersection of lines through the image velocity vectors corresponding to the points in the flow field. Unfortunately, this approach fails when the observer undergoes a rotation, as when he or she moves along a curved path ( Fig. 1(b) ), or when there are moving objects in the scene ( Fig. 1(c) ). The rotation adds an extra component to the flow field that disrupts the radial pattern so that the FOE no longer exists. The moving object adds velocity vectors that are inconsistent with the radial pattern, and thus can interfere with the calculation of heading. If the object moves in a straight line relative to the observer, it will have its own FOE. Thus a computation of the best intersection of lines through the velocity vectors would yield a point somewhere between the FOE for the stationary scene and the FOE for the moving object, as shown in Fig. 2 . Consequently, one might expect that a moving object would cause a bias in heading judgments towards its own FOE. This is true of most template models for heading, i.e. those that use templates of radial patterns of flow to estimate heading (Hatsopoulos & Warren, 1991; Warren & Saunders, 1995) . However, the psychophysical results show that humans only show this bias under some conditions, and in other conditions the biases do not conform to this prediction.
For motion in a straight line, recent psychophysical research has shown that under many conditions humans judge their heading accurately when a moving object is present (Royden & Hildreth, 1996; Warren & Saunders, 1995) . However, when the object crosses the observerÕs path, it causes a small bias in heading judgments. The size and direction of this bias depends on the position and 3D direction of motion of the moving object. When the object moves toward the observer, humans show a bias in their heading judgments in the direction of the objectÕs FOE (Royden & Hildreth, 1996; Warren & Saunders, 1995) , consistent with the predictions from a template model as described above. However, when the object moves laterally with respect to the observer (i.e. the object maintains a constant distance from the ob- Fig. 2 . Flow field generated from an observerÕs approach to two frontoparallel planes with a moving object in front. The object is outlined in the square. The image velocity vectors for the moving object are indicated by arrows and for the 2 transparent planes are indicated by line segments. The FOE for the stationary parts of the scene is shown with the black circle. The FOE for the object is shown by the black square. The open circle indicates the approximate expected heading estimate from a template model that uses velocity vectors as input. server during each trial), Royden and Hildreth found that observers show a small bias (%1 deg) in the direction of object motion. An object moving to the right causes a bias to the right, and a leftward moving object causes a leftward bias. This is the opposite of what one would expect from a template model which finds an average between the positions of the FOEs of the stationary and moving parts of the scene. The FOE of the moving object is in the direction opposite the lateral component of its 3D motion, so objects with a leftward component of motion would have an FOE to the right as shown in Fig. 2 . Thus, a template model should show a bias to the right for a leftward moving object. This is the opposite of the direction of bias shown by humans.
At first glance the results from the psychophysics might seem contradictory. In the case of object motion in depth, the bias is opposite the objectÕs lateral component of motion (and toward its FOE). In the case of pure lateral motion, however, the bias is in the same direction as the objectÕs lateral component of motion (and opposite its FOE). Here we show that the direction of these biases can be explained if one considers a mechanism for computing heading that uses velocity differences instead of the velocity vectors themselves.
A model using difference vectors for computing heading was originally proposed by Longuet-Higgins and Prazdny (1980) as a way to compute heading in the presence of rotations. To understand how this model behaves in the presence of moving objects, it is useful to understand the theory underlying the original formulation of the model for dealing with rotations. LonguetHiggins and Prazdny noted that when an observer is moving through the world, the image velocities in the flow field have two separate components, one which is due to the observerÕs translation (motion in a straight line) and one which is due to the observerÕs rotation. This can be seen from the following derivation. Consider a point P in a scene at a position ðX ; Y ; ZÞ. The image position, p, of that point on an image plane at focal distance of 1 unit from the center of projection is given by p ¼ ðx; yÞ ¼ ðX =Z; Y =ZÞ. For an observer moving through a scene with a translational velocity ðT x ; T y ; T z Þ and rotational velocity given by ðR x ; R y ; R z Þ, the image velocity of point p is given by the following equations:
where v x is the horizontal component of the image velocity and v y is the vertical component. These equations are each separable into a component that depends only on observer translation ðt x ; t y Þ and a component that depends only on observer rotation ðr x ; r y Þ.
The magnitude of the translation component depends on depth, Z, while the rotation component is independent of depth. Thus, if one has two points at different distances along a line of sight, for example at the border between two surfaces that are at different distances from the observer, subtracting the image velocity of one from the image velocity of the other will eliminate the rotation components and leave a ''difference vector'' that depends only on observer translation. The difference vector is given by:
where v xd is the horizontal component and v yd is the vertical component of the difference vector and Z 1 and Z 2 are the distances from the two different surfaces. Longuet-Higgins and Prazdny further showed that these difference vectors point directly toward or away from the observerÕs translational heading direction. Thus, by performing this vector subtraction between image velocities for adjacent points throughout the entire optic flow field, one can eliminate the rotation component of flow. One can then find the direction of translation by finding the intersection of lines through the resulting difference vectors, which will be non-zero at the locations of depth discontinuities.
This model was extended by Rieger and Lawton (1985) , who showed that the subtraction could be performed for points that were separated slightly on the image plane. Hildreth (1992) created a version of this model that located a heading that was consistent with velocity difference information from the majority of the regions in the scene, thus eliminating the effect of small moving objects. Hildreth (1992) pointed out that one could also use such a model to locate the image velocities due to moving objects, since those objects would generate difference vectors that were inconsistent with the radial pattern of the difference vectors associated with stationary parts of the scene. Finally, Royden (1997) showed that spatially extended motion-opponent operators that were designed based on the receptive field properties of neurons in the primate visual area MT could accomplish this motion subtraction well enough to compute the translational heading direction in the presence of rotations. It should be noted that, while these models were developed to compute heading in the presence of rotations, they also function well in the absence of rotations, provided there is some depth variation in the scene.
When there are moving objects in the scene, difference vectors generated at the borders of the moving object have directions that differ from the radial pattern of the difference vectors associated with the stationary part of the scene. If these difference vectors are included in the computation of heading, one would expect them to cause biases in the heading estimate related to the angle of the vectors. Thus, analyzing the directions of these vectors should lead to insight as to how models based on motion differences should be affected by moving objects. Fig. 3(a) shows the difference vectors generated at the borders of an object moving horizontally to the left for the conditions used in Experiment 1 of Royden and Hildreth (1996) . In this case lines through the vectors appear to intersect at a point to the left of the object, i.e. in the direction of object motion. This direction is consistent with the leftward bias shown by human observers. Fig. 3(b) shows the difference vectors generated at the borders of an object moving in depth whose FOE is to the right of the observerÕs heading (i.e. its lateral component of motion is to the left). These difference vectors appear to intersect at a point to the right of the observerÕs heading, consistent with the rightward bias shown by human observers. In fact, the difference vectors at the borders of a moving object can be shown to intersect at a single point that depends on the motion of the observer and the motion of the object. The difference vectors are given by the following equations:
where the observer motion relative to the stationary scene at distance Z 1 is (T x1 , T y1 , T z1 ) and the observer motion relative to the moving object at distance Z 2 is (T x2 , T y2 , T z2 ). The point of intersection of lines through these vectors is given as: Table 1 shows the intersection point for the difference vectors at the borders of the moving objects used in the experiments of Royden and Hildreth (1996) . In these experiments, each trial simulated observer motion toward two transparent frontoparallel planes of dots, at initial distances of 400 and 1000 cm from the observer. The simulated observer speed was 200 cm/s toward a position 6 deg to the right of center. The top two rows of the table show the calculated intersections of difference vectors for an object moving laterally with respect to the observer with a speed of 8.1 deg/s to the left or right. The bottom two rows show the calculated intersections for an object moving toward the observer with a speed of 300 cm/s and with an FOE at 1 deg or 10 deg to the right of center. For the laterally moving objects (Experiment 1 from Royden and Hildreth), the vectors intersect at a point that is shifted in the direction of motion of the object relative to the observer heading. For the objects moving in depth (Experiment 8 in Royden and Hildreth) , the vectors intersect at a point that is shifted in the direction of the objectÕs FOE. Thus, if all the difference vectors in the scene were used to compute the observerÕs heading, the difference vectors at the borders of the moving object should cause a bias that is consistent with that seen for human observers. To determine whether a physiological version of this difference vector model would exhibit these same tendencies, we tested the Royden (1997) model for its ability to compute heading in the presence of moving objects. Difference vectors for approach toward two frontoparallel planes with an object moving in depth toward the observer, with an FOE at 10 deg to the right of center. This FOE is to the right of the observerÕs heading, which is located at 6 deg to the right of center. The horizontal component of motion for this object is to the left. Note that the dotted lines extending through the difference vectors at the border of the object intersect at a point (indicated by the black square) to the right of the translational heading (indicated by the black circle).
The computational model
The computational model (described in more detail in Royden (1997) ) is based on the receptive field properties of neurons in area MT of the primate visual system. These cells have receptive fields with excitatory centers that are tuned to direction and speed of moving stimuli (Maunsell & van Essen, 1983 ). Thus they respond best to a visual stimulus within their receptive field that moves in a preferred direction of motion and their response decreases as the direction of motion deviates from this preferred direction. The cells are similarly tuned to the speed of the stimuli. In addition to the excitatory center, many of these cells exhibit an inhibitory ''surround''. Motion in this region, contiguous with the center region, inhibits the response of the cells to motion in the center (Allman, Miezin, & McGuiness, 1985; Raiguel, Van Hulle, Xiao, Marcar, & Orban, 1995) . For the majority of these cells, the inhibition is maximum when the direction of motion in the inhibitory region is in the preferred direction of motion of the excitatory region. Thus these cells respond poorly to uniform motion that covers both the excitatory and inhibitory regions of their receptive fields, and respond best when there is a difference in motion across the boundary between the center and surround. The spatial arrangement of the excitatory and inhibitory regions varies from cell to cell, with some exhibiting a centersurround structure and others exhibiting more asymmetric arrangements, with the inhibitory region on one side of the excitatory region (Xiao, Raiguel, Marcar, Koenderink, & Orban, 1995) .
The model uses a simplified implementation of these cells, shown in Fig. 4 (a). Each operator in the model (referred to from here on as ''motion-opponent operators'') has a receptive field in which one half is excitatory and the other half inhibitory. Both the excitatory and inhibitory sides are tuned to the same direction of Table showing the intersection of the difference vectors generated at the borders of moving objects for the conditions used in Royden and Hildreth (1996) and in the current study. Observer speed was 200 cm/s toward a position located at 6.0 deg to the right of center. The stationary scene consisted of 2 planes located at 400 and 1000 cm from the observer at the beginning of the trial. For the laterally moving object the motion was left or right with a speed of 8.1 deg/s at a distance of 400 cm from the observer. For the object motion in depth, the objectÕs speed was 300 cm/s with an FOE of 1 deg or 10 deg to the right of center. The initial distance of the object was 400 cm from the observer. Intersection points are given for the difference vectors generated from the object and the near plane and for the difference vectors generated from the object and the far plane, for the beginning (t ¼ 0 s) and end (t ¼ 0:8 s) of the trial. Negative numbers indicate positions to the left of center.
motion, and the response of the operator is computed as the response of the excitatory region minus the response of the inhibitory region. The response of each region of the receptive field is computed by finding the average velocity of visual features (dots in the simulation) that fall within that region and multiplying by the cosine of the angle between this average direction and the preferred direction of motion of the cell. The motion-opponent operators are organized as shown in Fig. 4(a) . Each region of the visual field is processed by a group of operators that have the same receptive field position but vary in their preferred direction of motion and in the angle of the axis between the excitatory and inhibitory regions. For a given visual input, the operator within this group that has the greatest response has a preferred direction that points approximately toward the point in the image that corresponds to the observerÕs translational direction of motion. These maximally responding operators then project to another layer of operators (Fig. 4(b) ). This second layer consists of operators that have large receptive fields that are templates for radial patterns of difference vectors. Each operator has a different preferred center of expansion for this radial pattern, corresponding to a preferred direction of translation of the observer. The operator that responds most strongly in this second layer indicates the direction of translation of the observer. The operators in this second layer have properties similar to some of the neurons found in the primate medial superior temporal visual area (MST). This area, which is thought to be involved in heading computation, receives input from area MT and has cells which respond to expanding or contracting motion within their receptive fields (Duffy & Wurtz, 1991; Graziano, Andersen, & Snowden, 1994; Saito et al., 1986; Tanaka & Saito, 1989) as would the template cells in the model. The mean square root of the area of the receptive fields of these cells is large, on the order of 40 deg, similar to the size of the template cells in the model (Tanaka & Saito, 1989) . Also, many of the cells in MST are tuned to different positions of the center of expansion (Duffy & Wurtz, 1995) , which is another feature of the modelÕs template cells. Thus the modelÕs two layers are similar to areas MT and MST of the primate visual system. This model computes translational heading well for simulations of motion through stationary scenes. It consistently computes translational heading well in the presence of simulated observer motions containing both translation and rotation. It is fairly robust in the presence of noise added to the image velocity vectors (see Royden, 1997 for a more thorough analysis of the model). The goal in the current set of studies is to examine this modelÕs behavior in the presence of moving objects. Because of its reliance on motion differences, one might expect this model to exhibit biases similar to those seen with human subjects, because the difference vectors along the borders of the objects point in the direction of these biases.
The model simulations
Simulations were run using the model described above and scenes that were similar to those used in Royden and Hildreth (1996) . The parameters of the model were similar to those used to generate good model performance in the presence of rotations (Royden, 1997) . However, it should be noted that the modelÕs response is fairly robust to changes in these parameters. Changing receptive field size by AE1 deg, varying the tuning width over a fairly broad range or decreasing the number of preferred directions had little effect on the model responses (Royden, 1997 ). In the current study, the radius of each operatorÕs receptive field was 2 deg, and the spacing of the receptive fields was 2 deg. Thus there was an overlap between adjacent operators. Each receptive field region was analyzed by 192 operators, representing 24 different preferred directions of motion (equally spaced between 0 and 360 deg) and eight different angles of the axis between the excitatory and inhibitory regions (evenly spaced between 0 and 180 deg). As described above, the response of each operator was computed as the response magnitude from the excitatory region minus the response magnitude in the inhibitory region. The response magnitude for each region was computed as the product of the speed of the average velocity within the region and the cosine of the angle between the direction of the average velocity and the preferred direction of the operator. This response is described in the following equation:
where h is the preferred direction of the operator, v avgþ and / þ are the speed and direction of the average motion in the excitatory part of the operatorÕs receptive field, and v avgÀ and / À are the speed and direction of the average motion in the inhibitory part of the operatorÕs receptive field.
The response of each of the template cells was computed as follows. Each template cell had a receptive field covering the entire field of view for the simulation (30 Â 30 deg). The centers of the radial patterns (i.e. the preferred heading direction) of the template cells were evenly spaced every 2 deg both horizontally and vertically between )12 and þ12 deg. Thus there were 169 total template cells. For each region of the visual field, the maximally responding motion-opponent operator projected to the template layer. For each template cell, a motion-opponent operator contributed to its response if the preferred direction of that operator pointed toward or away from the preferred radial center of the template cell, within a margin of error determined by the spacing between preferred centers. The motion-opponent operator contributed an amount equal to its magnitude of response weighted by a Gaussian function of the distance between the motion-opponent operatorÕs receptive field and the center of expansion of the template cell. Thus motion-opponent operators with receptive fields close to the center of expansion contributed more strongly to the template cellÕs response than those that are further away. The response can be described in the following equation:
Àðd 2 =2r 2 Þ where R op is the response of each motion-opponent operator and d is the distance between the center of the input operator and the center of the preferred radial pattern of the template cell. In each of the simulations run here, r is constant at 10.0 deg. The summation is over each of the maximally responding operators within the input field of the template cell.
The inputs to the model were computed based on the simulated scenes below. The 3D positions of individual points were randomly generated to lie on a given surface. The 2D image positions and velocities of these points were computed based on the 3D position of the point, and the observerÕs motion relative to that part of the scene. These 2D image velocities were then used as inputs to the model simulations. Simulations were run multiple times (usually 50) with different random positioning of points in each trial.
4. Simulation 1: heading with a laterally moving object
Conditions
This simulation replicated the conditions used in Experiment 1 of Royden and Hildreth (1996) , in which subjects viewed a simulated scene of an observer moving toward two transparent planes of moving dots that had an independently moving object in front of them. The object moved laterally with respect to the observer, i.e. it did not change depth during the trial. The two planes, consisting of 500 dots, were at initial positions of 400 and 1000 cm from the observer and the observerÕs speed relative to the planes was 200 cm/s. The simulated headings were 4, 5, 6 or 7 deg to the right of the center of the screen. The object was a 10 Â 10 deg square consisting of 80 points. It moved to the left or right at a speed of 8.1 deg/s. For a left moving object, object positions of )1. 4, 0.6, 4.7, 8.7, 10 .7 and 12.7 deg were tested. For the right moving object, positions of )9.9, )5.9, )1.9, 0.2, 2.2 and 6.3 deg were tested, as in the psychophysical experiments. In addition, one condition with no moving object present was also tested. The viewing window was 30 Â 30 deg. For each simulation run, the model program generated a set of points randomly positioned in the scene--500 points on the stationary planes and 80 points on the moving object. An image position and image velocity was then computed for each point in the scene. These positions and velocities were then used as input for the model. The model was tested for each of the 4 headings and for each of the 6 object positions plus the condition with no object present. Each condition was run 50 times. The data presented below show the average over the 50 trials.
Results
Fig . 5 shows the heading estimates of the model for the case with no moving object and for the case where there is a moving object present. In Fig. 5(a) , the moving objectÕs center is positioned at 1.4 deg to the left of the center of the visual field. In this condition, there is little effect of the moving object on the modelÕs heading estimates. The same was found for human observers in this condition, as can be seen from the human data from Royden and Hildreth (1996) , re-plotted in Fig. 5(b) . The model shows a slightly larger bias toward the center of the scene than this particular subject, even in the condition with no object present in the scene. This central bias is often seen with humans (Cutting et al., 1992; Royden & Hildreth, 1996) and the modelÕs bias is within the range seen for humans. For example, notice the central bias shown by the subject in Fig. 5(d) . Fig. 5(c) shows the model estimates for the condition with the moving object positioned at 10.7 deg to the right of center. In this case for each heading there is a substantial bias to the left caused by the presence of the moving object. This is similar to the bias seen in human observers in Royden and Hildreth, as shown for one observer in Fig. 5(d) . Fig. 6 compares the average bias generated by the model with that seen for human observers. The graph shows the average bias caused by the presence of a moving object in the scene, i.e. the difference in the heading estimate when the object is present and when the object is absent, with respect to the objectÕs position in the scene. The biases for the 4 different headings have been averaged together in these graphs. It is clear from this figure that the model shows a bias in the same direction and of a similar magnitude to that of human observers. For a leftward moving object, the average bias for the model had a maximum of 1.26 deg to the left, while the average bias for humans had a maximum of 0.94 deg to the left. For the rightward moving object the maximum average bias was 0.78 deg to the right, compared to 0.56 deg to the right for the humans. In both cases, the position of the object affected the size of the bias. When the object covered the FOE of the stationary scene, the effect was largest. This is due in part to the Gaussian weighting of the input to the template cells, with operators closer to the FOE having a larger weight. The model produced very consistent results for these conditions, with repeated runs of the simulation generating the same direction and similar magnitudes of bias. 
Simulation 2: heading with an object moving in depth

Conditions
This simulation used conditions similar to those in Royden and Hildreth Experiment 8, in which an object moved in depth relative to the observer. The stationary scene and the observer motion toward the scene were the same as in the first simulation, with the observer moving toward two transparent planes of dots with a speed of 200 cm/s. The moving object consisted of an opaque square of dots that moved toward the observer with a speed of 300 cm/s and an angle of motion relative to the observer of either 1 or 10 deg to the right of the center of the viewing window. The 1 deg direction of object motion was to the left of all simulated headings and the 10 deg direction of motion was to the right of all simulated headings. Object starting positions of 0.6, 2.25, 3.9, 5.5 and 7.1 deg were tested for both object motion directions. In addition, a starting position of )1.0 deg was tested for the object with a 1 deg FOE, and a starting position of 9.9 deg was tested for the object with a 10 deg FOE. The objectÕs starting size was 8 Â 8 deg. Because the layout of the scene changes considerably over time, with the object growing in size over the course of the trial as it approaches the observer, heading estimates were simulated for times of 0, 0.4 and 0.8 s into the trial. (The trials in the psychophysical experiments were 0.8 s long.) Each condition was run 50 times and the average heading estimate over these 50 trials is presented here. Fig. 7 shows the average bias generated by the model with respect to the starting position of the moving object for t ¼ 0 (Fig. 7(a) and (b) ) and 0.4 s (Fig. 7(c) and (d)). As predicted by the difference vector analysis above, the model shows a leftward bias for the moving object with a 1 deg FOE (to the left of the simulated headings) and a rightward bias for the moving object with a 10 deg FOE (to the right of the simulated heading). The bias increases with increasing time, with the biases for t ¼ 0:8 s reaching a maximum of 5.5 deg. This is not surprising, since the objectÕs image size grows from 8 Â 8 deg at the beginning of the trial to about 19 Â 19 deg at the end of the trial. Thus, there is much more information for heading computation along the Royden & Hildreth, 1996) . Error bars indicate 1 SE above and below each point. Thicker error bars are used for the model results. Graphs (a) and (c) show data for an object with FOE at 1 deg to the right of center (and therefore to the left of the simulated headings). Graphs (b) and (d) show data for an object with FOE at 10 deg to the right of center (and therefore to the right of the simulated headings).
Results
borders of the object at 0.8 s than there is at the beginning of the trial. This will lead to more influence of the object on heading judgments at the later times. The results of the human psychophysics (Royden & Hildreth, 1996 , Experiment 8) are also re-plotted on the graphs in Fig. 7 . The biases seen in humans fall somewhat in between the biases generated by the model at t ¼ 0 and 0.4 s. Fig. 8 plots the human data against the average of the model responses at t ¼ 0 and 0.4 s. The results of these two are quite similar. The maximum leftward bias for the object with a 1 deg FOE was 0.76 deg to the left for the human data and 0.57 deg to the left for the model data averaged between 0 and 0.4 s. For the object with the 10 deg FOE, the bias for humans was 0.36 deg to the right and for the model was 0.33 deg to the right. The overall shapes of the curves are also similar. The only major difference between the simulations and the human data is the leftward bias seen with human judgments for the rightmost object position for the object with the 10 deg FOE. The model did not exhibit this leftward bias.
Simulation 3: center-surround operators
Conditions
In this simulation we sought to test the effects of other spatial structures in the receptive fields of the motionopponent operators in MT. As stated above, the excitatory and inhibitory regions of the motion-opponent cells in MT can have several different spatial arrangements. These include the asymmetric arrangement used in the above simulations as well as a center-surround organization, in which the inhibitory region surrounds the excitatory region . Royden (1997) showed that the center-surround operators also are capable of determining heading in the presence of rotations, but they are less sensitive to gradual depth changes, such as those that occur with slanted planes. Given that these operators also compute motion differences, one would expect them to exhibit biases in the same direction as the asymmetric operators. We tested this by modifying the model to use center-surround operators instead of asymmetric operators. Each operator consisted of a central excitatory region, with radius 1.414 deg, with an outer inhibitory annulus with outer radius 2.0 deg. Each receptive field region was analyzed by 24 operators, representing 24 different preferred directions of motion, equally spaced between 0 and 360 deg. Because of the circular symmetry of the operators, it was unnecessary to have different operators representing the different angles of the axis between the excitatory and inhibitory regions. The receptive fields of each group of operators were spaced every 2 deg as with the asymmetric operators. The responses of the operators and the heading templates were computed as before. Simulations were run for the same conditions as for the previous two simulations. Simulations were run for times of 0, 0.2 and 0.4 s for the left and right moving object and 0 and 0.4 s for the looming objects. Each condition was run 50 times and the average heading estimate for the 50 trials is presented here.
Results
The results for the center-surround operators were similar to those found with the asymmetric operators. Fig. 9(a) and (b) show the results for the left and right moving objects for time t ¼ 0:2 s. Responses at the other times were similar both in the shape and magnitude of the response. The response for the left moving object is a similar shape to that of the asymmetric operators, but the bias is somewhat decreased, with a maximum of 1.04 deg, which is slightly less than the asymmetric maximum of 1.26 deg and slightly greater than the human average maximum of 0.94 deg. The response for the right moving object shows two peaks, one slightly to the left of the human and asymmetric peaks and one slightly to the right of these peaks. This dual peak could be due to the spatial structure of the center-surround operators, which compute the differences at two horizontal locations, one on either side of the center. The maximum bias for the rightward moving object was 0.5 deg, slightly less than the maximum response of 0.78 deg for the asymmetric operators and 0.56 deg for the human data. The average response for the asymmetric and center-surround operators, shown in Fig. 9(c) and (d) , is very similar to the human responses. Fig. 10 shows the results for simulations using an object moving in depth with an FOE of 1 deg or 10 deg to the right of center. The average response between times of 0 and 0.4 s is shown. The response of the model using center-surround operators is similar to that of the asymmetric operators except that the response is shifted to the left, toward the center of the viewing window, by a small amount. This results in a slightly larger leftward bias (a maximum shift of 0.29 deg) when the moving object has an FOE at 1 deg, while the rightward bias is diminished for the moving object with the FOE at 10 deg (a maximum shift of 0.32 deg). This shift results in a slight leftward bias for some of the object positions for the object with the 10 deg FOE, something also seen with the human results. The average biases between the asymmetric and center-surround simulations are of similar magnitude to those seen with humans, as shown in Fig. 10(c) and (d) .
Discussion
The data presented here show that a model based on the motion-opponent properties of the receptive fields of cells in primate visual area MT gives very similar heading results to those seen with human observers in the presence of moving objects. This is consistent with what might be expected for a model that makes use of motion differences to compute heading, since these motion differences lead to difference vectors at the borders of the moving objects that point in the direction of the observed bias. It is interesting to note that very little was added to the original model for computing heading in stationary scenes in order to achieve this result with moving objects. The only change was to add a Gaussian weighting to the connections between the motionopponent operators in the first layer and the template cells in the second layer of the model. It was not necessary to locate the moving object and remove it from the computation of heading, as suggested in other models, such as Hildreth (1992) . Instead, the similarity between the human and model results suggest that there need be no special mechanism to handle moving objects when computing heading. One can speculate that this is because the effects of the objects are small and only occur in special circumstances, when the object crosses the observerÕs path. Since the objects are moving, in most cases these conditions would only last a limited period of time. Thus there is no compelling reason to develop a separate mechanism to remove their effects.
Gaussian tuning of templates
As mentioned above, the one modification to the original model was to apply a Gaussian weighting to the inputs of the template layer. This weighting is only necessary to give the model the same position effect as seen with human observers. The Gaussian weighting causes the moving objects to have no effect on heading estimates when the objects are away from the FOE of the true heading (i.e. they are not crossing the observerÕs path). When it is not included, the model shows biases for all moving object positions. Warren and Saunders (1995) also added a Gaussian weighting to their template model to account for this position effect. It should be noted that this is not the only way one can achieve this result. For example, refining the heading estimate over time by increasing weight to motion inputs near the current heading estimate and decreasing weights from inputs further away, as suggested by Royden and Hildreth (1996) , also accomplishes the same result. This can be implemented through excitatory and inhibitory feedback connections between the two layers. Such a mechanism (either the Gaussian weighting or the refinements over time) would have a more general purpose than just that of decreasing the influence of moving objects. It would also have the effect of sharpening the tuning for the heading estimates. The image velocities near the FOE are the most informative for computing heading (Crowell & Banks, 1993 , so it makes sense to weigh this input more heavily than the less informative input velocities that are further from the FOE. This weighting has the dual result of lessening the effect of noise in the peripheral image velocity vectors and lessening the effects of moving objects that are not crossing the FOE.
Alternative neural architectures
The theoretical results presented here suggest that motion subtraction can lead to the biases seen when human subjects judge heading in the presence of moving objects. The results of simulations show that a model using motion-opponent operators to compute these motion differences can account for many of the effects seen with humans. The simulations show that both asymmetric and center-surround spatial arrangements for the receptive fields of these operators yield similar results, suggesting that the results are not dependent on the exact spatial organization of the receptive fields of the operators. Royden (1997) showed that the modelÕs heading responses were also fairly robust to added noise in the velocity field and changes in receptive field size, which suggests that changing these factors would not much change the results presented here. This is reassuring, as the operators used in these simulations are simplified versions of the neurons found in area MT of the primate, which exhibit a variety of receptive field organizations . More detailed models of these cells and their inhibitory surrounds will be necessary to ascertain whether they would exhibit the behavior shown in the current simulations.
While the results show that motion-opponent operators can account for most of the human results, there are other neural architectures that could lead to the same effects. Specifically, any neural architecture that leads to a subtraction of velocities from adjacent positions in the visual field will probably exhibit a similar set of results. For example, the inhibition could take place at the level of the connections between the MT neurons and MST cells, with pre-synaptic inhibition taking the place of the motion-opponent receptive field structure simulated here. Another possibility is subtraction at the level of the template layer. For example, Beintema and van den Berg (1998) present a model that makes use of the difference between two templates tuned for opposite directions of rotation when computing heading direction. It seems likely that such a model may also exhibit similar biases to those shown here, although it would be important to verify this by running the appropriate simulations.
Comparison of model and human results
The motion-opponent model presented here gives results that are very similar to the human results, but they are not identical. This is not surprising because the model uses motion-opponent operators that have simplified versions of the receptive fields of neurons found in MT. Furthermore, the interactions between the components of the model are much simpler than the architecture of the human visual system. It was not our intent to model the MT cells in detail, but rather to show that the motion-opponent receptive field structure could, in principle, account for much of the human data. The overall shape and size of the biases remain similar to that seen with human judgments even with a large change in the receptive field structure between the asymmetric and the center-surround operators, suggesting the basic result is fairly robust. In fact, the average result between these two types of operators fits the human data quite well.
There is one human data point that the model does not fit very well, and that is the leftward bias seen for the object moving in depth with an FOE of 10 deg and starting position of 8.7 deg. The model using asymmetric operators did not show this leftward bias at all. The model using center-surround operators showed a slight leftward bias for this position, but not as large as the human bias. There may be several reasons for this discrepancy. First, the difference could be due to the differences in receptive field structure between the model and actual MT cells. The center-surround structure shows a small leftward bias, and it could be that other variations of this structure would show a bigger bias. Second, both the model and humans have a tendency to report heading closer to the center of the screen as they become more uncertain of the heading. Adding noise to the model input tends to increase the central bias (Royden, 1997) , which in this case would be to the left of the simulated headings. It is possible that this condition leads to more uncertainty by the humans than other conditions, causing them to select a more central heading. The final possibility is that this leftward bias is due to some other heading mechanism that operates in addition to or instead of the motion subtraction model suggested here. While the motion subtraction model explains much of the human data, it is possible that this anomalous point will lead us to further insights into the mechanisms of heading perception.
Comparison with other models
While other models proposed for computing heading could easily add the Gaussian weighting scheme to deal with moving objects, the important property of the Royden (1997) model is that it relies on motion differences which lead to heading biases in the same direction as those seen with human observers. This is not true of template models that use image velocities directly as inputs, such as Hatsopoulos and Warren (1991) , or Warren and Saunders (1995) . These models give a bias in the direction opposite that seen for laterally moving objects. The Perrone and Stone (1994) model also makes use of image velocities as inputs to templates, and so one would predict that it would also show biases in the direction opposite object motion for the laterally moving objects, unlike human observers. It would be informative to test this model with these moving object conditions to confirm these predictions. However, the data presented here provide strong support for the idea that velocity differences are important in the mechanism for human heading judgments, since these differences can easily explain the biases seen in human heading judgments. Consequently this lends support to a model such as Royden (1997) or other models that make use of these velocity differences to compute heading.
Alternative explanations of heading biases
The results presented here suggest that velocity differences can explain the biases in human heading judgments that result from the presence of moving objects in the scene. While this explanation is attractive in that a single theory can explain much of the data, other explanations have been put forward and cannot be ruled out. Several researchers (Pack & Mingolla, 1998; Warren & Saunders, 1995) have suggested that the left and right biases seen with the laterally moving objects (e.g. simulation 1) may be the result of a system to compensate for eye movements. They argue that this lateral bias is similar to an illusory shift of the FOE seen when a plane of laterally moving dots is superimposed on a plane of dots moving in a radial pattern (Duffy & Wurtz, 1993) . While it is possible that the results for the laterally moving objects are the result of a mechanism for compensating for eye movements, it seems unlikely, since the observers in the experiments of Royden and Hildreth (1996) were fixating a stationary cross and therefore had a strong non-visual cue that their eyes were not moving. Furthermore, this does not account for the biases seen when the objects are moving in depth, as in simulation 2. These objects present a looming stimulus to the observer, which would likely not stimulate the eye movement compensation mechanism as strongly as the laterally moving objects. While these looming objects do have a component of lateral motion relative to the observer, the bias seen in these conditions is in the direction opposite that predicted by an eye movement compensation model. For example, the object with a 1 deg FOE, starting at a position 5.5 deg to the right of center would have a rightward component of motion relative to the observer. The eye movement compensation theory would predict a rightward bias in this case. However, a leftward bias is seen for human observers. Therefore, to account for the direction of bias seen with objects moving in depth, one must add a second mechanism. For example, Warren and Saunders (1995) suggested that when the FOE of the object is similar to the heading of the observer toward the stationary scene, then the perception is the average of the two. While it is possible that the two effects are the result of separate visual mechanisms, the fact that they can both be explained with a single model using motion differences makes the motion-opponent approach more appealing.
The similarity between the bias seen for laterally moving objects and in the illusion described by Duffy and Wurtz (1993) has been noted several times (Pack & Mingolla, 1998; Warren & Saunders, 1995) , and it is likely that they are related. Results from our lab (Royden & Conti, 2002) suggest that a motion-opponent model can also account for the biases seen in the Duffy and Wurtz illusion. The importance of this finding is that one does not have to relate it to eye movements at all, and therefore one does not have to define a separate mechanism for the biases seen with looming objects. Instead, a single explanation can account for multiple effects that result in heading biases. The likely relationship between the Duffy and Wurtz illusion and the biases seen with lateral moving objects suggests that other models that show shifts when presented with the Duffy and Wurtz stimuli may also show biases similar to the Royden model when presented with laterally moving objects. Such models include those of Lappe and Rauschecker (1995) and Beintema and van den Berg (1998) . Simulations using these models and appropriate stimuli would test this prediction. It is unclear whether these models would also show the same biases as humans with the looming objects. It would be interesting to run simulations to answer this question.
Timing of heading judgments
One interesting result in the current study is that the human data fits best with the results of simulations of the stimuli at the beginning of the trials. The model in its current form computes heading from instantaneous velocity information, while human observers have access to information for the entire duration of the trial, which was 0.8 s in Royden and Hildreth (1996) . However both the position of the peak heading biases and the magnitude of the biases fit the human data best when computed from velocities early in the trial. One cannot necessarily conclude from this that human observers make their judgments based on information at the beginning of the trial, since it is possible that some parameter changes in the model could lead to other results (although extensive experimentation in this lab has not revealed any such changes). However, it suggests that observers might rely more heavily on the information early in the trial. Beintema and van den Berg (2001) , have also found evidence that observersÕ heading judgments are based primarily on the information present early in the trial. This makes sense for the situation in which the object is moving in depth, because more information from the stationary part of the scene is available at the beginning of each trial than at the end.
The stationary part of the scene is progressively obscured by the image of the object as it expands. Observers can make heading judgments within a 100 ms duration of the stimulus and reach their highest accuracy after about 300 ms (Crowell, Royden, Banks, Swenson, & Sekuler, 1990) , so it would be feasible for people to form their judgments from the earliest parts of the trial. While it seems likely that the human estimates result from an integration of information over time, it is possible that the information from the most informative part of the trial, i.e. the beginning, is weighed more heavily.
Conclusion
In conclusion, the data presented here show that a model based on motion-opponent properties of cells in MT can account for most of the biases seen in human heading judgments in the presence of moving objects. This is an important finding, since it can explain the seemingly contradictory results from the human psychophysics, in which lateral object motion leads to judgment biases in the direction of the object motion, while object motion in depth leads to biases in the direction opposite the lateral component of object motion. It should be stressed that the model tested here was developed to describe how humans might judge their heading in the presence of rotations, assuming motion through a stationary scene. It is remarkable that, when applied to the novel situation of a scene containing moving objects, the model performs so similarly to humans. This lends support to the idea that the human mechanism for computing heading makes use of motion differences. Although there are a variety of mechanisms by which these differences may be computed, the fact that many MT cells have receptive field structures that could compute these velocity differences makes these cells likely candidates for the initial stage of computing heading.
