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Abstract
The dramatic increase in the number of connected devices and the significant growth of the
network traffic data have led to many security vulnerabilities and cyber-attacks. Hence, developing new methods to secure the network infrastructure and protect data from malicious
and unauthorized access becomes a vital aspect of communication network design. Intrusion
Detection Systems (IDSs), as common widely used security techniques, are critical to detect
network attacks and unauthorized network access and thus minimize further cyber-attack damages. However, there are a number of weaknesses that need to be addressed to make reliable
IDS for real-world applications. One of the fundamental challenges is the large number of
redundant and non-relevant data. Feature selection emerges as a necessary step in efficient IDS
design to overcome high dimensionality problem and enhance the performance of IDS through
the reduction of its complexity and the acceleration of the detection process. Moreover, detection algorithm has significant impact on the performance of IDS. Machine learning techniques
are widely used in such systems which is studied in details in this dissertation. One of the most
destructive activities in wireless networks such as MANET is packet dropping. The existence
of the intrusive attackers in the network is not the only cause of packet loss. In fact, packet
drop can occur because of faulty network. Hence, in order detect the packet dropping caused
by a malicious activity of an attacker, information from various layers of the protocol is needed
to detect malicious packet loss effectively. To this end, a novel cross-layer design for malicious
packet loss detection in MANET is proposed using features from physical layer, network layer
and MAC layer to make a better detection decision. Trust-based mechanism is adopted in this
design and a packet loss free routing algorithm is presented accordingly.
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Chapter 1
Introduction

1.1

Background and Problem Statement

The rapid growth of the computer network activities and the significant growth in the number of
computers and electronic devices have increased the rate of network attacks. Due to open environment in wireless communication, network security becomes even more crucial for wireless
networks. The attacks have become more sophisticated with more severe effect and are much
harder to be identified. Moreover, the growth in Internet application has made it extremely
difficult to process and analyze the Internet network traffic flow to find abnormality or attacks
in the network. In addition, since cyber-attacks that attempts to damage or destroy computer
systems and networks are increasing every day, network security becomes even more crucial.
Cyber-attacks are de- fined as any set of actions that cause to alter, disrupt, deceive, degrade, or
destroy adversary computer systems and networks. Security methods for wireless networks can
be categorized into three types, namely, prevention, detection and mitigation techniques. Any
attempt that tries to secure the wireless network to prevent attacks from happening is called
1

2

C HAPTER 1. I NTRODUCTION

prevention techniques. Authentication, cryptographic techniques, key exchange are some examples of prevention techniques. The conventional cryptography techniques are very effective
in preventing the network from external attackers. However, they cannot detect an internal
node which provides false routing information or a node that does not cooperate with other
nodes. Moreover, if an attacker could bypass the prevention step, meaning that prevention
techniques are not sufficient to provide security to the system against the attackers, intrusion
detection systems as the second line of defense comes into play. Whenever the network is
aware of the presence of an attacker, it is of a great importance to identify the attacker accurately and quickly. In this phase, the network tries to find the compromised nodes quickly and
accurately to prevent further harmful damages. Intrusion detection system is one of the very
important mechanisms being applied for this phase. However, current IDS suffers from low
detection accuracy and high false detection rate. Since the security level of the network, after
prevention techniques, relies on the performance of IDS and since IDS with higher malicious
behavior detection rate can indirectly provide more secrecy to the wireless networks, it is vital
to enhance IDS performance. Being motivated to improve the performance of intrusion detection systems, in this dissertation, the parameters that affect IDS performance are investigated
in details. The performance of IDS is affected by the features from the network traffic data
that are used to discriminate the network behavior into normal and abnormal as well as the
classification algorithm that is used to separate the normal network behavior from abnormal
behavior. Almost no intrusion detection can distinguish intrusive network connection from
normal ones directly from captured original packets. Feature extraction and feature selection
are necessarily required to obtain useful information from raw data. Moreover, extraction of
proper features can enhance the detection mechanism significantly. On the other hand, using
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machine learning techniques such as classification algorithms are commonly used in IDSs to
distinguish different classes of network behavior and categorize them accordingly. Since the
essence of both feature selection techniques and classification algorithms in IDS as two major
components that can affect overall IDS performance significantly is obvious, the effect of both
above-mentioned contributing factors are studied in details in this dissertation. On the other
hand, since the performance of single-layer IDS is not sufficient, using only one layer features
in IDS or in other words, having IDS reside in a single layer of the OSI protocol does not
provide desirable detection results, Moreover, having IDS reside in only one layer cause the
detection system be sensitive to the attacks associated with that particular layer and neglect the
attackers that aims other layers than where the IDS resides. Therefore, a cross- layer IDS as an
approach to utilize features from multiple layer of the protocol instead of a traditional single
layer attributes can be an effective solution and is studied in this dissertation. Being motivated
to observe the application of IDS is real-word network malicious behavior detection, the scenario of malicious packet loss detection in mobile Adhoc networks is presented. However,
instead of single layer IDS, a cross-layer mechanism is adopted to use multiple layers of the
protocol to detect malicious packet loss more effectively. Moreover, to consider non-malicious
causes of packet loss, a trust-based model is used to help distinguishing between malicious and
non-malicious causes of packet loss. Trust-based security mechanisms is another well-known
detection technique that have been used in many studies and are one of the popular techniques
to enhance the security of the routing protocols. Moreover, after identifying the malicious
nodes that drops the network packets intentionally to cause disruption in the network, the secure routing path from source to destination is established using trust values of the nodes and
the proposed cross-layer IDS.

4
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1.2

Research Motivation and Objectives

As mentioned earlier, there are several limitations and shortcomings with current intrusion
detection systems. In this dissertation the promising solutions to overcome the problem of
high dimensionality as well as low accuracy and the problems associated with the single-layer
IDS are proposed. The main research objectives of this dissertation can be categorized in three
folds as follows:
1. To enhance the overall intrusion detection system performance in terms of reducing the
required time to train and test the classification model, classification accuracy and effectiveness as well as complexity minimization by proposed feature selection method;
2. To analyze the effect of kernel functions and their related parameters on two well-known
classification algorithms, namely, support vector machine and relevance vector machine
to enhance the classification performance and compare their performance of in terms of
classification effectiveness and efficiency as well as applicability in terms of sparsity and
generalization capability;
3. To use multiple layers of the OSI protocol and use their related features in identifying
and detecting attacks more efficiently. Combination of attributes from proper layers can
help in achieving a significant enhancement the detection performance;

1.3

Dissertation Contribution

The need for feature selection techniques is vital since feature selection identifies the most
informative features and derive a subset of network traffic attributes that is free of irrelevancy
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and redundancy. The selection of features will enhance the efficiency of intrusion detection.
Moreover, feature selection reduces the complexity and training time since only a subset of all
features with less number of attributes from a whole dataset is used for detection of malicious
behavior in the network. The main contributions in the third chapter are:
1. A new feature selection techniques based on the correlation among feature and the symmetrical uncertainty is proposed;
2. The performance of the proposed feature selection technique is compared to other feature
selection techniques;
3. The performance of various well-known classification algorithms using subset of features
selected based on proposed feature selection algorithm are studied and compared;
4. The results illustrate that the proposed attribute selection technique with less number
of features not only results in less training time and less computation complexity but it
improves the performance in terms of accuracy and detection rate;
It is notable that with more number of features the accuracy increases but with the cost of
computational complexity and training time. However, if the number of contributing features
in defining the secrecy of the network traffic behavior is selected properly, one can reduce
the training time significantly to provide close to real-time training and decrease the complexity remarkably. It has been proved that the reduction in number of features can degrade the
performance since less number of features provide less amount of information about the network traffic behavior. On the other hand, if the right set of features are selected properly, not
only the intrusion detection becomes more efficient in terms of time consumption and com-

6
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plexity but also the detection accuracy can remain similar to using all the attributes. In other
words, feature selection maximizes the efficiency while it does not degrade the effectiveness
(e.g. detection accuracy) of the malicious network behavior detection, since there is a trade-off
between detection accuracy and training efficiency.
On the other hand, since classification algorithm is the core element of any intrusion detection, the selection of right classifier plays an important role in the detection accuracy and
the overall performance of the intrusion detection algorithm. In the fourth chapter, we focused
on investigation of the two well-known classification algorithms: Support Vector Machine
(SVM) and Relevance Vector Machine (RVM). First, we tested their performance on the wellknown NSL-KDD data set in which the classifier is responsible to categorize the normal and
anomaly network traffic instances accurately. In addition, since the performance of abovementioned classifiers highly relies on the selection of their parameters, the effect of different
Kernel Methods and their parameters on SVM classification performance on NSL-KDD data
set for intrusion detection purposes is investigated. Moreover, a comprehensive comparison
between SVM and RVM classifier in terms of detection performance, sparsity ability as well
as generalization and effectiveness is presented. The contribution in the fourth chapter are:
1. The effect of different type of kernel functions are studied on SVM and their performance
are compared in terms of accuracy, precision, F-measure and the area under ROC curve;
2. RVM and SVM are compared in terms of their sparsity property and the classifiers are
tested with different portion of the training set and the number of required support vectors
and relevant vectors are derived to compare the sparsity ability accordingly;
3. RVM and SVM are compared in terms of generalization property and classifiers are
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tested with difference portion of the testing set and the number of required support vectors and relevant vectors are derived to compare the generalization ability;

4. The required training time and complexity as well as classification performance in terms
of detection accuracy are studied for both SVM and RVM and compared accordingly;

In the fifth chapter, proposed cross-layer trust-based IDS for routing in MANET is studied in
details. In this Chapter, the objective is, first, to identify malicious packet dropping accurately
with less false positive rate and second, to obtain a secure and reliable path to enhance the efficiency and performance of MANETs free of both malicious and legitimate packet loss attacks.
Effective packet loss detection and providing secure and reliable routing path in the network is
proposed in this chapter using cross-layer trust-based detection system which is based on the
AODV protocol. Comparing to single layer IDS, it has significantly higher detection rate and
accuracy since it uses attributes and features from various layers of the protocol to make a decision about the performance of a node in the network. Different causes of packet loss to reduce
false positive rate in better identifying malicious packet loss in the network is considered. The
four contributions of this chapter are:

1. Extracted of informative feature from multi layers to define network traffic behavior and
be used in cross-layer intrusion detection system design;

2. Built a trust model based on legitimate causes of packet loss using cross-layer features;

3. Proposed a new cross-layer trust-based malicious packet loss detection algorithm;

4. Proposed a new secure routing path algorithm free of packet loss attack;

8
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There are two major contributions in our work comparing to similar studies available in the
literature. First, almost all of the constraints and limitations of the MANETs are taken into
consideration which is not the case in many research studies. Second, the performance of the
intrusion detection technique has considerably improved with proposed approach.

1.4

Dissertation Organization

The thesis is organized as follows:
In chapter II, a detailed background on security techniques for wireless communication
is provided. Chapter II an overview on prevention techniques, followed by a full description
of the detection techniques and their limitations and constraints. Different intrusion detection techniques are studied in details and the advantages and drawbacks of each approach is
presented. Finally mitigation techniques are studied.
In chapter III, first, a literature review on feature selection techniques is provided. Second, the proposed feature selection technique to reduce redundancy and irrelevant features to
decrease the complexity and training time is studied followed by feature selection algorithm.
Next the simulation results on NSL-KDD data set that us very commonly used dataset for
intrusion detection studies is presented with results and analysis discussion.
In chapter IV, two well-known classification algorithms, Support Vector Machine(SVM)
and Relevance Vector Machine(RVM) and their mathematical view is studied in details. The
effect of different parameters as well as kernel function as a very important factor on the classification performance is investigated and two classification algorithms are tested on NSL-KDD
dataset and compared in terms sparsity, generalization, classification and decision speed.
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Moreover, in chapter V, first, the notion of cross-layer IDS is explained. Second, different
types of attacks against various layers of the node protocol security are discussed is studied
precisely since without knowledge of attacks, neither can security measures be devised to protect wireless networks, nor can models be developed to detect intrusions. Therefore, more
information on attacks and security measures to counter those attacks are provided. . Thirdly,
cross-layer intrusion detection system is studied and a new cross-layer trust-based detection
techniques to detect malicious packet loss attacks more accurately is proposed. The idea behind cross-layer IDS is to use attributes in multiple layer of the protocol to detect an adversary
attack in one layer, here packet drop detection in network layer. Moreover, the proposed crosslayer IDS model and different components of the proposed model is studied. In addition a new
secure and reliable routing path selection free of the risk of packet loss attack is introduced.
Simulation results and performance analysis is provided.
Finally, the contributions from Chapters II to V are summarized and a brief conclusion and
recommendations for future work are presented in chapter VI.

Chapter 2
Introduction to Network Security
Challenges and Solutions
Exponential growth in the number of users from various heterogeneous devices has caused
a significant increase in the number of attacks. One of the essential threats to the security
of communication network is attacks by malicious individuals from inside and outside of the
system to disrupt the available services, or reveal their confidential information. Therefore,
security systems are required to be enhanced to be capable of detection of vast variety and
sophisticated attacks.
The security mechanism is a procedure of prevention, identification and recovering of the
network from security attacks. Security is basically a trade-off between the mitigation of
breaches against the costs of security and both of which are difficult to measure. The main
goal of security systems is to enhance the security of data and exchange information [2]. In
any security system, if the first line of defense, prevention technique, does not help to secure
the network from attackers, the second line of defense is required. The goal in any intrusion de10
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tection system is to maximizing the probability of malicious nodes detected as attackers (True
Positive Rate) while minimizing the probability of normal nodes being detected as attackers
(False Positive Rate) [3]. In general, security solutions can be classified as cryptography methods, intrusion detection systems, and trust-based or reputation based solutions [4]. IDS is a
method for attack detection by continuously monitoring and analyzing network functions [5].

2.1

Security Techniques in Wireless Communication Networks

The increase in a number of the computers and electronic devices as well as a number of attackers that threaten wireless networks are increasing rapidly. Moreover, attackers are becoming
more complex and difficult to detect every day. Hence, a security mechanism for wireless
networks is required to be adopted that can protect the wireless networks from intruders and
attackers. The fact is that all of the security services in wireless multi hop networks have a
similar objective which is to protect the network and transmitted information from attacks. All
security techniques aim to ensure confidentiality, integrity, and availability of the net- work and
they are the foundation of every security system [4].
Confidentiality Ensures the information would never reveal to unauthorized parties and
devices. Confidentiality is also called as secrecy which is used to make the information unapproachable to unlawful users. Cryptographic techniques are used to ensure the confidentiality
of the information transmission in the network;
Integrity Ensures that packets are transmitted without any modification in the content. In
other words, the received data should be correct and valid and without any alteration in transit
by an attacker. It verifies the content of the communicated data is ensured to be free from any
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Figure 2.1: Security Provisioning for Wireless Networks

type of alteration between the end points. Information must not be corrupted, degraded, or
modified. Simply, data integrity refers to the consistency and accuracy of data to ensure that
unauthorized parties are prevented from modifying data;

Availability Ensures the sustainability of the network functionality without any interruption due to security threats to the authorized parties. It ensures if information can reach the
destination via communication channel. Intrusion detection techniques are used to provide
availability to the network; Intrusions are any set of actions that attempt to compromise the integrity, confidentiality, and availability of the network resources [6]. There are typically three
levels of security mechanisms for wireless networks, namely: prevention techniques, detection
techniques and mitigation techniques.
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Security Prevention Techniques

Any defense strategies that are taken to secure the communication network before attacks are
happening are called security prevention techniques. Any attempt that tries to secure the wireless network to prevent attacks from happening is called prevention techniques. Although many
studies proposed various techniques and schemes for security prevention techniques, they cannot fully secure the networks. Authentication, cryptographic techniques and key exchange
are some examples of prevention techniques. All the cryptographic techniques are within this
category. Authentication, encryption, hashing and digital signature fall in this category. The
conventional cryptography techniques are very effective in preventing the network from external attackers; however, they cannot detect an internal node which provides false routing
information or a node that does not cooperate with other nodes.

Cryptography

Cryptography is the art of securing the message and is a technique in which data is stored and
transmitted in a particular form so that only intended user can read and process it. Cryptography is concerned with developing different types of techniques that prevent reading private
messages by the attackers. Any cryptographic techniques consist of encryption and decryption
which are the process of converting original message into a form unreadable by unauthorized
individuals and decoding the converted form of message to its original form to be readable to
the authorized party, respectively. Key exchange is the most common techniques in cryptography. In this approach, a secret key is shared between only the transmitter and the receiver
to encrypt and decrypt the data in a way that no other node in the network have the informa-
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tion about the password or the key. In this way, even if the message is captured by any other
node, it is useless since they cannot read the content of the message because it is encrypted.
The two communicants, here the transmitter and the receiver, in secret key system require the
prior communication of key, using a secure channel. However, it is very difficult to achieve in
practice.

Authentication
Authentication is the process that ensures and confirms a user’s identity. Authentication is the
process which allows a sender and receiver of information to validate each other. If the sender
and receiver of information cannot properly authenticate each other, there is no trust in the
activities or information provided by either parties.

2.1.2

Intrusion Detection Systems

In the detection phase, however, the network is aware of the attack that is present. If an attacker
manages to pass the measures taken by the prevention techniques, it means that there is a failure
in the network that needs to be defeated. This is when detection strategies come into play to
identify the nodes that are being compromised. Detection-based approaches have attracted lots
of attentions in the last few years since prevention techniques for security vulnerability such
as authentication and key-exchange methods are not capable of identifying and defending the
insider attacks effectively. Therefore, the need for misbehavior detection plays a vital role in
wireless networks. Intrusion detections have gained lots of attention among researchers due to
their significance ability and performance. Whenever the network is aware of the presence of
an attacker, the network tries to find the compromised nodes quickly and accurately to prevent
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more harmful damages.
Intrusion detection system is one of the very important mechanisms being applied for this
phase. Trust- based security mechanisms is another well-known detection technique that have
been used in many studies and are one of the popular techniques to enhance the security of the
routing protocols. Intrusion Detection was first introduced in [7]. IDS is a collection of tools,
methods, and resources available to help to identify, assessing and reporting any intrusions in
the network [8]. In [9], the authors defined IDS as a security mechanism that collects information from the net- work and by analyzing the gathered data to find abnormal behavior. Intrusion
detection is defined as deployed systems that try to identify any set of actions that compromise
the avail- ability, integrity, and confidentiality of the network resources [10]. In [11], the authors defined IDS as security systems that are responsible for the detection of any unauthorized
behavior within the network caused by compromised nodes with network disruption intention.
IDS targets to identify malicious frames that reside in the network as attackers and reduce misinterpretation of legitimate users as malicious ones [12]. Intrusion detections would provide all
or some of the very useful information about the location of the intruder, intruder IP, intrusion
type, time of the intrusion and the affected layer to the mitigation phase [8]. If the security
technique is powerful enough, it will be able to identify the attackers soon enough to eliminate
the severe damages to the network [13]. IDS are the fundamental infrastructures in security for
wireless networks to provide detection of sophisticated and hard-to-find attacks in the wireless
networks. The ultimate goal of the IDSs is to identify malicious activities due to the existence
of the attacks. Although IDSs has advanced in recent years, they still suffer from a numerous number of attacks. IDS is the second line of defense. The reason behind it is that other
cryptographic techniques deal with the external attacker nodes which are known as the second
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line of defense and IDS is responsible for identifying the internal attacks. The necessity of
Intrusion detection systems relies on the fact that conventional security techniques are not able
to identify the internal compromised node that attacks the network and is only able to identify
external attacker nodes.

In general, intrusion detection techniques can be categorized into five groups based on the
methodology they adopt, namely: Anomaly-based IDS, Misuse-based IDS, Hybrid IDS as well
as Hybrid Detection and Cross-layer IDS. Anomaly detection techniques focus on establishing
a model of normal behavior of the network that can be captured based on the network monitoring in normal condition. In contrary, misuse-based detection uses predefined attack patterns
and try to match the network traffic behavior pattern with previously known attacker models
and raise an alert about intrusive attack whenever there is a match. Specification-based IDS is a
mixture of the both above-mentioned techniques while cross-layer IDS aims to use multi-layer
attributes to enhance the detection accuracy.

The objective in any classification algorithm is categorize data into separate classes. Using
part of the whole data or in some cases using training data, a model based on previous data
with known behavioral classes are built, called training model. The model is then used to
classify new data called testing data. In other words, in the training phase, a set of data where
each instance consists of couple of attributes and the corresponding class label is used to build
a model and this model in further used in the testing phase where another, mostly new and
previously unseen, set of data with similar features but may differ in value is classified based
on their class labels.
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Classification of Intrusion Detection Systems Based on the Detection Approach

A. Anomaly-based IDS
Anomaly-based IDS relies on the statistical behavioral modeling. In this technique, normal
operations of the nodes are profiled. The detection of intrusions with this approach is based on
the deviation of the network behavior from normal instances. The behavior of the network can
be derived from the network traffic data. This approach relies on the historical data about the
various behavior of the network. The derived data from the network will be compared with the
predefined normal instance in the network and any deviation from normal network behavior
would raise an alarm. Every anomaly-based detection algorithm consists of two phases. In
training phase, a framework of the normal behavior of the network is created using a collection
of the network behavior traffic features and traffic characteristics. In the testing phase, however,
the ongoing network traffic is compared and testing with the training data to identify the nodes
that do not follow the normal behavior pattern and mark them as intruders [5].
The main two assumptions in this detection scheme are that the number of attackers is less
than the number of normal nodes and the intruder traffic pattern differs from the normal traffic pattern. Anomaly-based detection system derives the differences between network traffic
flow and the predefined normal behavior and if the difference exceed some threshold, defined
based on the sensitivity of the application for intrusion detection, it will raise an alarm about
the existence of an attacker in the network. This technique can detect novel attacks. One major advantage of anomaly-based intrusion detection is in its capability of detecting previously
unknown and new intrusions. It is a very interesting factor because in many environments not
all kinds of attacks can be predefined and new vulnerabilities can be introduced to the network
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and cause corruption in the network behavior. Some other advantages of anomaly-based IDS
are that it is very useful in an insider attack. Moreover, they are examining traffic and looking
for unusual or atypical behavior rather than looking for a particular pattern and as a result there
is no longer a need to keep a signature dictionary up to date.
However, this technique suffers from a high false positive rate due to the following reasons.
First, since collection of data over a period of time to derive normal network behavior pattern
might contain intrusive attacks as well, it might define the intrusive network operations as normal behavior and mislead the detection accordingly. Moreover, the establishment of normal
traffic records are done manually and any mistakes in defining the parameters that define the
network normal behavior might lead to a misleading decision by the detection algorithm. Another major concern with this approach is that the normal profile needs to be updated frequently
due to the rapid change in the network behavior [8]. The challenge in this approach is to how
to define the normal network behavior due to the fact that the normal behavior of the network
varies over time which can cause high false positive rate [4]. One way to address this issue is
to establish the normality of the network behavior by automated training, as suggested in [9].
Anomaly detection can be categorized into the following techniques:
a. Statistical-Based IDS In this approach, a normal profile is generated based on the captured network traffic. After monitoring the network, the anomaly scores are generated based on
the comparison with the normal references. The score difference represents if a network traffic
instance is normal or abnormal. In order to identify compromised or abnormal instances, there
required to be threshold which helps to distinguish normal activities form abnormal ones [17].
b. Knowledge-based IDS This approach relies on the prior knowledge about the network
parameters in normal operating condition as well as under attack situations [17]. In rule-
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based or knowledge-based approaches, an anomaly detector learns rules that describe normal
behavior of the system. A network event that is not covered by the defined rules is considered
anomalous.
c. Machine Learning-based IDS Data mining is designed to extract the pattern from any
datasets. These pattern can be used to identify abnormal behavior of the network from normal
ones. Therefore, they are useful for attack detection in communication networks. Machine
learning is one of the approaches in data mining techniques. Machine learning can learn the
pattern from the data and use the learned model to make predictions accordingly. In machine
learning based IDS, a pattern is generated to analyze the inputs and distinguish the normality or
abnormality of the traffic. Machine learning based IDS highly depends on the training set of instances [17]. Machine learning techniques are a broad range of identification and classification
techniques that evolve detection models based on the input of previous data. Learning techniques are commonly used in the literature for anomaly detection purposes. Machine learning
techniques can be further classified into supervised learning and unsupervised learning.
1. Supervised Learning: Supervised anomaly detection establishes the normal profile of
the system through training using labeled data set. The labeling process is very costly, in terms
of time consumption and probability of error in labeling.
2. Unsupervised Learning: In contrast to the supervised learning, in unsupervised learning, the detection does not rely on any prior knowledge of attacks or normal instances. In other
words, the training data is unlabeled in unsupervised learning algorithms. These techniques
can occur online due to its nature and has better accuracy comparing to supervise learning.
B. Misuse-based or Signature or rule-based IDS
Misuse-based detection model is also known as or signature-based IDS. Unlike anomaly de-
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tection that generates a normal pattern of the network and compares all other network traffic
behavior with what is known as normal behavior, misuse detection focus on the signature of the
attacks. In other words, the system models the intrusions and attacks and store a signature of
a set of known attacks and compare the network traffic data to find a match pattern to alert the
network about the existence of an intruder. In misuse detection scheme, all the network traffic
instances are compared with a predefined signature of previously known attacks. Despite its
efficiency in detection of previously known attacks in the network, misuse-based IDS fails to
new and novel attacks that the detection system does not have a signature of them.
In addition, another major shortcoming of this method relies on the fact that it is very difficult to define a signature of an attack with all its variations. In fact, the main concern about this
technique is the limitation of the predefined signature of attacks which makes this technique
to not be able to detect new unknown attacks and result in performance degradation. In other
words, in this approach, predefined attack rules and signatures are used for detection purposes.
Signature-based IDS works well with the known attack; however, it is unable to detect attack
for which it has not a signature in its data base. Due to the existence of the predefined rules, it
requires high computational power. Another major drawback of this approach is that the data
base needs to be updated continuously.
C. Hybrid IDS
Hybrid IDS combines the advantages of both anomaly-based and misused-based intrusion detection techniques. It uses the predefined normal behavior of the network to com- pare the
captured network traffic behavior and describe the correctness or the normality of the network
operation based on the predefined instances. Since this detection relies on the manual specifications, it has low false positive rate and is capable of detection of the new and unknown attacks
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[4]. This method is a combination of both misused and anomaly based intrusion detection
systems. This approach has low false positive rate and is capable of identifying unknown attacks as well. In other words, it uses the advantages of both anomaly-based and misused-based
IDS [17]. In this approach the deviation from correct operation of the network would raise an
alarm however, these normal operations are set manually. It uses behavioral specifications to
detect intrusions and depend on an expert to define a threshold for the system. This approach
is capable of the detection of the unseen attacks.
D. Cross-layer IDS
Cross-layer IDS extract features from multiple layer of the protocol to detect intrusion in either
a single layer or multiple layer of the protocol. Based on [10], if the IDS resides in one layer,
as observed in a various number of publications, the other layers are prone and very vulnerable
to the attacks. Cross-layer intrusion detection systems are extremely useful in determining the
attack that takes place in more than one layer of the protocol stack.
In the layered structure, the routing path and data forwarding behavior is determined by
network layer, the medium access and expected transmission time in link layer and power
control and rate control in the physical layer. Therefore, in a layered structure, where there is
no interaction among different layers, network layer, for instance, would not have access to any
information about whether there is a congestion in the network, or if there exists a node with
very low energy that cannot relay the transmitted message and hence results in the selection of
poor routing path which may consist malicious nodes and as a result the information packets
will be dropped due to other reasons than malicious activity in the network and the number of
false positive would increase significantly. Independent security solutions in every layer might
result in conflicts and degrade the performance. Therefore, to ensure the security and network
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reliability, the security solution should cooperative coordination among different layers which
would lead to robust intrusion detection systems [14]. Another issue in current IDS is that they
fail to distinguish between faulty network and true intrusions in the network which increase
false positive rate significantly.
Most of the single-layer intrusion detection schemes in the literature fail in distinguishing
malicious activity from faulty network behavior due to legitimate reasons [14]. Traditionally,
each layer of a protocol performed its tasks independently; however, in UDP protocol design,
even though application layer can directly connect to network layer bypassing transport layer
but with an inevitable delay which degrades the overall network performance. In this regard,
unlike layered architecture where every layer is only allowed to communicate with the adjacent
layers, cross-layer design can be of much help to significantly improve the performance due
to using the cross-layer information. A more comprehensive study on cross-layer IDS and its
design criteria is discussed in details in the fifth chapter.

Classification of Intrusion Detection Systems Based on the Place of Deployment
A. Host-based IDS
Host-based IDS is concerned with the events on the host that they are serving. They are capable
of detecting the following intrusions: changes to critical system files on the host, repeated
failure access attempts to the host, unusual process memory allocations, unusual CPU activity
or I/O activity. HIDS achieves this by either monitoring the real-time system usage of the
host or by examining log files on the host. HISDs are highly useful when an adversary tries
to intrude and steal sensitive and confidential information stored on a particular host. These
systems do not offer any form of defense for attacks against the other hosts in the same network.
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As such, some of the widespread applications of such IDS systems are in mainframe computers,
critical servers and common desktops.
B. Network-based IDS
Network-based IDS passively or actively listens to the network trans- missions, captures and
examines packets that are being transmitted. NIDS can analyze an entire packet, payload within
the packet, IP addresses or ports. Network-based IDSs work by studying the network traffic at
different levels of abstraction. The sole aim of such systems is to study network traffic and to
detect if there was an attack. If there was an attack, they either raise an alarm, create a log or
respond to the attack, depending on the way in which the systems were configured

2.1.3

Security Mitigation Techniques

After detection techniques distinguish between normal behavior from abnormal ones and after
the identification of the compromised nodes in the network, the network is entitled to remove
the malicious node and secure the network. Mitigation strategies are the response or the reaction of the network to the attack and is the final step in security systems to the attackers.
In mitigation step the information provided by detection technique such as identification
of the intruder, location of the intruder, the time of the intrusion, class of intrusion activity
whether active or passive, intrusion type as well as target layer of the intrusion are used. The
detected intrusions can be either bypassed such as revoking the adversary nodes from the network routing tables, ignored or even physically destroyed in more severe cases and applications. According to the security strategy. Applying Quality of Service (QoS) principals is one
effective approach to mitigate detected attacks. QoS techniques can be used both on packets
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and connection level. Resource allocation, for instance, is one commonly used techniques for
attack mitigation, in which, less resources (e.g. power, bandwidth, access time, etc.) are allocated to the malicious nodes as to that of the legitimate nodes. Further study in this regard
remains for future works.

2.2

Related Works and Suggested Studies

Intrusion detections are widely studied in the literature [15–20]. In [15], a survey of intrusion
prevention and detection techniques is provided and various detection and prevention methods
are classified and studied in details, including their advantages and drawbacks. Moreover, the
efficiency and the challenges on cloud computing and etc. are discussed. Similarly, the authors
in [16] and [17] surveyed various intrusion detection techniques. A taxonomy of intrusion
detection systems and detection principle are presented in [18]. A comprehensive review on
the learning and detection methods in IDS as well as a complete discussion on the problems
with existing intrusion detection systems is presented in [19] and [20].

Chapter 3
Feature Selection in IDS

3.1

Introduction

The dramatic increase in the network traffic data has become a major concern in security systems. Intrusion detection systems (IDSs), as common widely used security systems for communication networks, are not an exception. An IDS monitors the network traffic to detect
attacks through classifying the network traffic data into normal and abnormal classes. Due to
the high dimensionality of the network traffic data, it is not always feasible for an IDS to detect intrusions quickly and accurately. Therefore, it is essential to derive only the informative
features and attributes from the network traffic records that helps in intrusion detection and use
them to measure the normality of the traffic flow.
In this regard, feature selection emerges as a necessary step in designing an IDS to overcome its shortcoming and enhance its performance through the reduction of its complexity and
acceleration of the detection process. Features are the extracted from the network information
packets that are sampled over a period of time and they describe the network traffic pattern.
25
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Feature extraction and feature selection are one of the necessity of such systems due to the
fact that they can directly affect the performance of the detection mechanism. Feature Selections are adopted to find the most informative attributes from the network traffic flow while
removing irrelevant features and eliminating redundancies. Feature selection uses the correlation between network attributes to derive a small subset of the most informative attributes
that represent the network traffic behavior for security purposes. Beside the above-mentioned
advantages of feature selection in IDS, it accelerates the detection process since less number
of network traffic features are adopted and used in detection.
To this end, in this study, we address the problem of dimensionality reduction by proposing an efficient feature selection algorithm that considers the correlation between a sub- set of
features and the behavior class label. Correlation-based feature selection (CFS) and symmetrical uncertainty (SU) are the two correlation metrics used to measure the dependency level
between features and class labels, and among features. Experimental results on NSL- KDD
dataset shows that the proposed approach with fewer features, significantly outperforms the
existing schemes in terms of the training time, time taken to build the model, while it preserves
or increases the system accuracy. In addition, the efficiency of the proposed feature selection
technique is tested on different classification algorithms and comparison results indicates that
J48 classifier with the highest accuracy and precision values and lowest miss rate and false
alarm rate values, performs better with the proposed feature selection technique.
Intrusion detection system (IDS) is a security method for monitoring and analyzing the
network traffic patterns to find and report any abnormal behavior. A major concern in current
IDSs is the high dimensionality of the network data so that the classifiers cannot discriminate
the normal behavior of the system accurately and in a timely manner due to the existence of
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irrelevant and redundant features. Thus, they suffer from poor prediction, high computational
overheads and slow detection. On the other hand, due to the huge number of feature subsets
that can be selected from input features, depending on the feature set dimensionality, it is
challenging, if not impossible to use an exhaustive search and test each and every subset [67].
Therefore, the need for feature selection becomes inevitable.
Feature selection has been used as an efficient method to overcome the high dimensionality
of real network traffic data for IDSs results in less training time, minimization of learning overhead and improvement in learning performance. Unlike feature extraction that introduces new
features from a dataset, representing the network traffic data with a certain number of records
and set of features that characterize the behavior of each record, the goal in feature subset
selection is to choose the small set of the most informative features that characterize different network traffic behavior classes, efficiently and effectively [54]. Hence, feature selection
leads to minimizing the complexity and computational time. To this end, features with limited information to predict the network behavior should be removed. Moreover, features with
high correlation to one or more other features, called redundant features, should be eliminated.
High correlation between two features indicates one has a portion or all of the information of
the other features. Therefore, even though both features have valuable information, one is redundant and should be eliminated. Thus, redundancy reduction and irrelevant feature removal
are the two main objectives in any feature selection algorithm.
In order to find the best subset of features, evaluation techniques are required to find the
most important ones. Some techniques utilize machine learning algorithms, while others are
based on the statistics of training data [88]. Although using learning algorithms to evaluate the
importance of features results in higher values for accuracy, they are not efficient since they
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consume more time to build the model and have complex computation. Furthermore, training the system with learning algorithms causes the whole system to become biased towards a
particular classification algorithm [34]. In contrast, the filter methods that discriminate class
labels based on statistical characteristics of the training set, are much faster than machine learning techniques while maintaining the same accuracy. Since the amount of captured network
traffic data is immense and the filter method exhibits better performance when dealing with a
large number of features, we address our proposed feature selection based on the filter method.
Two main categories of filter-based feature selection methods are weighting algorithms, which
select good features individually, and a subset search selection in which the best subset among
all other subsets is selected based on evaluation metrics [54]. Our proposed method is based
on the latter case because the weighting technique does not consider the possible interaction
among features.
A group of carefully selected individual features does not necessarily outperform a good
group of features [19]. This indicates that good individual features are not always the best fit
in the feature subset selection because both linearity and non-linearity inter correlation among
feature should be taken into considerations. This led us to present a two-stage filter-based feature selection algorithm to measure the dependency (relevance) of features to the class label
and to other features1 . Our proposed algorithm is based on the least linear or non-linear correlation2 among features and highest correlation between features and the class label. In the first
stage, correlation-based feature selection (CFS) is used to select a candidate subset of features
with the maximum relevance to the target class label and minimum redundancy to the rest of

1
2

Note that correlation and mutual information are two demonstrations of dependency or relevance [67].
Throughout this study, the term "correlation" does not refer to any particular correlation measures.
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features, while in the second stage, symmetrical uncertainty (SU) eliminates the features with
high non-linear inter correlations. In other words, SU confirms whether candidate features are
good fit in the subset of selected features.
We compare our method with other well-known existing feature selection techniques, including information gain, chi-square evaluator and gain ratio. In addition, different feature
selection algorithms are tested with different classifiers and the performance of the selected
features is measured with different metrics (e.g. accuracy, detection rate, training time). It is
shown that with the selection of as few as the four best features based on the proposed method
on NSL-KDD, the complexity and computational time of the system are enhanced significantly
while preserving and improving in accuracy compared to other feature selection techniques as
well as the whole dataset.
As discussed earlier, the need for feature selection techniques are vital since feature selections selects the most informative features and derive a subset of network traffic attributes that
is free of irrelevant features. In addition, the redundant features are diminished in the selected
subset. The selection of features would help to enhance the efficiency of intrusion detection
since only the most informative features about the network traffic are used. Moreover, feature
selection reduces the complexity and training time since only a subset of all features with less
number of attributes from a whole dataset is used for detection of malicious behavior in the
network. It is notable that with more number of features the accuracy becomes higher; however with the cost of computational complexity and very high required training time. However,
if the number of contributing features in defining the secrecy of the network traffic behavior
is selected wisely, one can reduce the training time to provide close to real-time training and
decreasing the complexity. It has been proved that the reduction in number of features can de-
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grade the performance since less number of features provide less amount of information about
the network traffic behavior. On the other hand, if we select the right number of features, not
only the intrusion detection become more efficient in terms of time consumption and complexity but also the detection accuracy can remain similar to using all the attributes or in our case,
we could improve the detection performance slightly better.

3.2

Feature Selection Schemes

Different feature selection schemes based on dependency level have been discussed in the literature. Selection of features with minimum feature-feature redundancy and maximum featureclass relevance are the two fundamental basis of all these techniques.
Mutual information feature selection (MIFS) is a very well-known technique in which features based on the following criteria will create a subset.

X


f ( fi ) = argmax I(C; fi ) − β
I( f s ; fi )

(3.1)

f s ∈S

where C is the class label and fi and f s are features from input subset of features and selected
subset, S , respectively. I(X; Y) is the mutual information(MI) between X and Y and it represents the amount of knowledge one variable provides about the other. It is worth mentioning
that zero MI means two variables are independent and positive MI shows their dependency. It
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is defined as:

I(X; Y) =

Z Z

Z
Z
 p(X, Y) 
p(X, Y) log2
dxn dy =
. . . p(x1 , . . . , xn , Y)×
p(X)p(Y)
 p(x1 , . . . xn , Y) 
dx1 . . . dxn dy
log2
p(x1 , . . . , xn )p(Y)

(3.2)

where p(·) is the probability density function (PDF) and p(·, ·) is the mutual information. It can
also be defined as:

I(X; Y) = H(X) + H(Y) − H(X, Y)

(3.3)

where H(·) represents the entropy and is defined as:

H(X) = −

X

p(x) log2 p(x)

(3.4)

p(y, x) log2 p(y, x)

(3.5)

i

H(X, Y) = −

XX
j

i

In the equation (4.15), β is a manually tunable parameter and it is the major drawback of
this method. Additionally, the term on the left side measures the relevance of a feature to
characterizing the class label and the right-side term calculate the redundancy level between
already selected features and these two terms are not compatible if the number of features in
the selected subset increases, due to the fact that the terms do not grow equally [32]. Thus, a
parameter-free feature selection method, minimum redundancy maximum relevance(mRMR)
was proposed as a solution to compensate the limitations of the MIFS. The mRMR selects
features based on the most relevance to the class label and the least redundancy in the subset
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based on MI [67].

f ( fi ) = I(C; fi ) −

1 X
I( f s ; fi )
|S | f ∈S

(3.6)

s

where |S | is the number of features in the selected subset In [67], the author used mRMR to
build a candidate subset for given classification algorithms and derived a more compact feature
subset. Similarly, mRMR is used in [79] and the author re-weight the terms to make a balance
between importance and similarity.
Another method to compensate the constraints of MIFS is normalized mutual informationbased feature selection (NMIFS), presented in [32]. This method addresses the shortcoming
of MIFS and mRMR by taking the average of the normalized mutual information as a new
dependency metric [104].



I( f s ; fi )
1 X
G = argmax fi ∈F I(C; fi ) −
|S | f ∈S min{H( fi ), H( f s )}

(3.7)

s

However, selected subset, based on NMIFS, still suffers from redundancies. Hence, in [97],
the author proposed another criterion based on NMIFS, however, with a better balance between
left and right terms of the relevance criteria. According to the author the features maximizing
the following will be selected.




1 X
I( f s ; fi )
I(C; fi )
−
min{H(C), H( fi )} |S | f ∈S min{H( fi ), H( f s )}
s

(3.8)
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On the other hand, an improved NMIFS is proposed in [104] based on the following:

G = I(C, f ) − max

n

o
I( f ; s)
min{H( f ), H(C)}

(3.9)

In [9], the author proposed another approach to overcome the limitations of the MIFS by presenting a flexible mutual information-based feature selection technique (FMIFS). The selection
of the features is according to the following:

G = argmax fi ∈F



1 X I( f s ; fi ) 
I(C; fi ) −
|S | f ∈S I(C; fi )

(3.10)

s

in which fi ∈ F and f s ∈ S are features from the initial input set and selected subset of features
respectively. Features with positive values for G will be selected.

The major concern in the above-mentioned studies is that since the non-linearity correlation is calculated for all of the features from the input dataset, it may cause computational
overheads. In addition, since incremental search, meaning that one feature is selected at a
time, has been used in all of the above-mentioned feature selection techniques all the possible
interaction between features has not been considered. Fast correlation-based filter (FCBF) is
another feature selection method, which despite all the above-mentioned methods it uses SU
as a correlation measure, and unlike mRMR uses a backward selection technique. A modified
Kolmogorov-Smirnov (K-S) FCBF is presented in [88], in which symmetrical uncertainty (SU)
is used to remove irrelevant features and a K-S test is used to remove redundant ones [105].
Similarly, in [86], the author proposed a four-step FAST subset selection algorithm in which
SU is used to remove irrelevant features and eliminate redundancies. However, the major
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concern in this study, is defining the threshold (θ) in the first step to select relevant features.
CFS and SU are the two most widely used information theory measures in feature selection
techniques that find the linearity and non-linearity correlation between two variables, respectively [10] [29]. Both measures are used in our proposed feature selection algorithm and will
be further discussed in the following section.
In the first phase, training phase, the attributes that can accurately characterize the normal
behavior from abnormal ones are identified using statistical or data mining techniques and are
used to build a training model to be used in the testing phase. The first phase in any intrusion
detection system is to train the system with a proper model of normal or abnormal behavior. In
the testing phase, however, the system is capable of detecting intrusions based on the training
model. These two phases are depicted in Fig. 3.1 in more detail. In both phases, since raw
data is not compatible with some algorithms (e.g., SU cannot calculate continuous variables),
preprocessing techniques (e.g., transformation and normalization) are required to prepare the
captured data for the further processing. Next, in the training phase, the features contributing
more in the behavior classification of the network traffic data are selected based on feature
selection techniques, as shown in Fig. 3.1 in the dotted frame box. Then, the system is trained
with desired classifiers considering only selected features. In the testing phase, the classifier
distinguishes normal behavior from abnormal behavior with the help of the training model
using only selected features from the testing set as an input, known as a decision making step.
Ultimately, the performance of the overall detection system should meet the criterion with a
certain threshold, which is application dependent, in order to be able to label network traffic
records in the testing set, either "normal" or "intrusion". For cases that the desired criterion is
not satisfied, the system should start over the detection procedure.
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3.3

Proposed Feature Selection Model to Increase Performance Efficiency

3.3.1

Proposed Feature Selection Method

Feature selection as an essential part of any IDS can help make the process of training the
model less complex and faster while preserving or even improving the overall performance of
the system. Every feature selection technique starts with the subset generation, as shown in
Fig.3.1. Feature subsets are built using subset generation techniques which are not within the
scope of this research. Then, the most informative subset will be selected using a feature subset selection. The feature subset selection can be based on distance, divergence, consistency,
classification or dependency. In this study, we use dependency as a measure for relevance.
Furthermore, searching for the best subset will continue until the desired criterion is met. A
combination of both mutual information and Pearson correlation coefficient is used in this
study to find the best feature subset. The proposed feature selection method is based on two
dependency measures, correlation based feature selection and symmetrical uncertainty.

Correlation-based Feature Selection Technique to Remove Redundant Features
In the first step, CFS [40] is used to keep relevant features while removing redundant ones. CFS
evaluates the subset of features instead of individual attributes and is capable of determining the
usefulness of attributes by considering both redundancy among features and relevancy between
features and class label. CFS [41] is considered over MI, mainly because the calculation of
the PDF, specifically the estimation of multivariate densities, in a high dimensional dataset
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Figure 3.1: Intrusion detection system (IDS) model

increases computational time and complexity. Moreover, since mutual information is very
sensitive to calculation of PDFs, any error in the estimation of them, drops the efficiency of the
feature selection technique significantly [32]. The equation (3.11) indicates that the correlation
between the whole subset and the class label is a function of the correlation between individual
features with the class label and the inter correlation of features in the subset which can be
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defined as follows:



mrc f
CFS = rcsm = q
m + m(m − 1)r fi f j

(3.11)

where m is the total number of features in subset sm , rcsm is the total subset-class correlation
based on feature-class and feature-feature correlation, rc f is the average value of feature-class
label correlation and r fi f j is the average value of feature-feature inter correlation which are
represented by the following equations, (3.12) and (3.13), respectively.

 rc f1 + rc f2 + · · · + rc fm 
m
 r f1 f2 + r f1 f3 + · · · + r f1 fm 

rc f =
r fi f j =

m(m−1)
2

(3.12)
(3.13)

Consequently, (3.11) can be rewritten as:

 rc f + rc f2 + · · · + rc fm 
CFS = max p 1
Sm
m + 2(r f1 f2 + · · · + r fm f1 )

(3.14)

where r xy is the Pearson correlation coefficient between variables x and y and is defined as
follows:

PN

− x̄)(yi − ȳ)
PN
2
2
i=1 (yi − ȳ)
i=1 (xi − x̄)

r xy = corr(x; y) = q
PN

i=1 (xi

(3.15)

in which x̄ and ȳ are the mean values of x and y, respectively. The correlation coefficient r xy
varies from -1 to +1 where values close to ±1 indicates two features are almost correlated and
values around zero infers the features are uncorrelated. Since with an increase in the number of
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features, the CFS will increase due to their low correlation [40], this method might select more
number of features than is required to predict the class label. In addition, in real world communication, the dependency between network traffic data is not limited to the linear correlations.
Hence, along with linear correlation (CFS in this study), non-linear correlation should also be
considered and another metric with the capability of analyzing the non-linearity correlation
is required. Thus, regardless of the type of the existing inter correlation among features and
between features and class label, the system will be capable of finding characterizing features
to the system behavior. Therefore, further processing is required to minimize the number of
features in the candidate subset of features.

Symmetrical Uncertainty Technique to Remove Irrelevant Features

In the second step, symmetrical uncertainty is used to remove the features that do not collaborate with other features in the selected subset, in terms of the correlation to the class label. SU
is defined as follows:
S U( f j ; fz ) =

2I( f j ; fz )
H( f j ) + H( fz )

(3.16)

in which I(x; y) and H(x) can be calculated using the equation (3.3) and (3.4), respectively.
As the equation (3.16) reveals, SU uses MI and entropy. Since it only calculates the mutual
information between the selected number of features with corresponding class labels, it does
not have the limitations of max-dependency scheme mentioned earlier [86]. Here, mutual information is chosen over other statistical correlation techniques due to the limitations of other
statistical correlation techniques in determining the stochastically dependence and also they are
unable to detect non-linear dependency [27]. Mutual information, itself, may not be an effec-
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Figure 3.2: Testing phase of the intrusion detection system in WEKA
tive measure because they are biased toward the features which have greater values and neglect
the features with the smaller values [29, 88]. Hence, symmetrical uncertainty overcomes the
limitations of mutual information, by dividing it by the sum of the entropy of the features,
while using its advantages. Also, unlike the mutual information, SU is a normalized metric
and takes values between zero and one. Lower values for SU between two features implies the
mutual knowledge of features from each other is less and hence the redundancy is less.

3.3.2

Proposed Feature Selection Algorithm

The procedure of the proposed feature selection technique is presented in Algorithm 1. where C
indicates the class label, S N contains all subset of features generated by feature subset selection
and can be considered as the whole dataset, X is the selected subset of features based on CFS,
Y contains the weighted elements of X based on SU and Z is consist of the accuracy values
of the system removing features one by one, respectively. First, subsets of features are built
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Algorithm 1 Pseudo code of proposed feature selection algorithm
1: Input: feature subsets, S N = {s1 , s2 , . . . , sn }, and C is the class label
2: Output: best feature subset, sbest .
Step 1: Candidates selection: remove irrelevant and eliminate redundant features
3: Begin
4: for i = 1 to N do
5:
calculate CFS si and CFS si+1
6:
if CFS si+1 > CFS si then
7:
empty X and append elements of si+1 to X
8:
order elements of X in descending CFS value
9:
end if
10: end for
11: return X
Step 2: Confirmation of the selected candidates (further redundancy elimination)
12: Begin
13: for j = 1 to M do
14:
for z = 1 to M and z > j do
15:
Y ← S U( f j , fz )
16:
order elements of Y in descending S U value
17:
end for
18: end for
19: return S Uk : the element with the maximum value in Y
20: for k = 1 to M do
21:
find the corresponding j and z
22:
run the system with (X − f j ) features
23:
Z ← Acck
24: end for
25: return Z
26: for r = 1 to M do
27:
find Zr = argmax(Z(r + 1) − Z(r))
28:
if argmax(Z(r0 + 1) − Z(r0)) , argmax(Z(r + 1) − Z(r)) then find the corresponding j
and z associated with Zr
29:
sbest = X - f j
30:
else
31:
stop further feature removal
32:
end if
33: end for
34: return sbest
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with a forward selection technique that starts with an empty subset and adds features one by
one. Second, CFS is calculated for every subset of features and is compared to the rest. The
features with the highest CFS will be selected and make the subset of X. Due to the abovementioned reasons, there still might be features that do not collaborate with the rest of the
features in X. Therefore, in order to remove features which are not good fit in the candidate
subset of features, firstly, SU is calculated for every two features in X. Then, the SU values will
be stored and ordered descending in the new subset, Y. Next, backward elimination technique
helps to remove features with least S U. In this stage, the feature elimination will continue
until with elimination of more features results in significant decrease in accuracy. To this end,
considering K as an index of the element Y with the maximum value in, the accuracy of the
system is calculated for each feature removal from X and stored in Z. It is worth mentioning
that the accuracy here is calculated with the same training set. Finally, the iteration of feature
removal will stop when there can be more than one feature found that with its removal the
accuracy decrease equally. Considering this approach, we were able to select the four best
discriminative features from 41 features, in NSL-KDD.

3.4

Simulation Results and Performance Evaluation

In order to understand the effectiveness of the proposed feature selection technique in terms
of the training time, it should be evaluated relatively with other methods. Hence, we compare our work with six other filter-based feature selection techniques such as information gain,
gain ratio, chi-square and CFS in terms of the training time because according to the authors
in [55] these attribute evaluators outperform other filter-based feature selection schemes. In
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addition, the performance of each scheme is represented in terms of miss rate, false alarm rate,
precision, and accuracy. Furthermore, the proposed feature selection is tested with different
classifiers such as random forest, J48, PART, and C4.5. The computational time, the time to
build the training model, highly depends on the system configuration [81]. The experiments
were performed on a 64-bit Windows 10 operating system, with 8GB RAM and Intel Core-i5
at 3GHz. We used WEKA 3.7 [2] [39] as our data mining tool with a heap size of 100MB.
Fig. 3.2 demonstrates the simulation of the proposed intrusion detection system model. Both
training and testing phase, using proposed feature selection technique in WEKA. In our experiment, two separate sets are used for testing and training. The feature selection process and the
training the model are performed on training set while the classification and intrusion detection
use the test set. Cross-validation and percentage split of the data into training and testing sets
are two other possible approaches to define the test set. However, the results from testing may
be misleading due to utilizing the same dataset for both training and testing phases. Therefore,
applying the separate training set and testing set allows us to obtain more reliable results.

In our experiment, two separate sets are used for testing and training. The feature selection process and the training the model are performed on training set while the classification
and intrusion detection use the test set. Cross-validation and percentage split of the data into
training and testing sets are two other possible approaches to define the test set. However, the
results from testing may be misleading due to utilizing the same dataset for both training and
testing phases. Therefore, applying the separate training set and testing set allows us to obtain
more reliable results.
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Table 3.1: Confusion Matrix considering abnormal classes as a target
Actual Class Label
Normal
Abnormal

Prediction Class Label
Normal
Abnormal
True Negative False Positive
False Negative True Positive

Table 3.2: Confusion Matrix considering normal classes as a target
Actual Class Label
Normal
Abnormal

3.4.1

Prediction Class Label
Normal
Abnormal
True Positive False Negative
False Positive True Negative

NSL-KDD Dataset

We used NSL-KDD dataset in our experiment. NSL-KDD [78] is a very common, publicly
available dataset among researchers for IDS. Since NSL-KDD has labeled records for both
training and testing dataset and our proposed feature selection technique is based on supervised learning algorithms, this makes it an appropriate option. NSL-KDD [89] is derived from
KDDCUP 99 dataset with a fewer number of instances, however, with the same number of 42
features, including class labels. There are 125,973 instances in the NSL-KDD training dataset
while the testing set has 82,332 records.The datasets contain a total of 24 training attack types,
with an additional 14 types in the test data only. NSL-KDD [1] gives more realistic results
than the original KDDCUP 99 due to the fact that it has no duplicate records so that classifiers
cannot be biased towards the most frequent records. Also, the redundant records in this dataset
have been reduced significantly [35]. The feature in this dataset is divided into four types of
features, namely: Basic features, Traffic features, Content features, and Host-based features as
follows:

1. Basic features are all attributes that are obtained directly from examining the TCP/IP
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connection such as the session duration, protocol type and numbers of bytes from destination to source and vice versa;

2. Connection Based Traffic features are divided into connections made in a prior predetermined interval or over a number of connections with the first type focusing on connections having a common destination host as the target connection and the second looking
at connections with the same service type as the target connection;

3. Content features help to collect information that might help detect unusual or anomalous events. Typical features include a count of failed attempts to log onto the network,
number of times root was accessed or numbers of shell prompts;

4. Host Based attributes are related to the history of a particular host within a certain time
period;

NSK-KDD has several advantages over original KDD data set. First, since it does not contain redundant records in the training set, the classifier is not biased towards the more frequent
records. Secondly, the performance of the learners will not be biased by the methods with better detection rate on the frequent records due to not existence of the duplicate records. Thirdly,
the number of network traffic behavior instances (records) are reasonable in both training and
testing sets and therefore, there is no need to randomly select a small portion as training and
rest as testing like cross-validation.
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Evaluation Metrics

The performance of the proposed feature selection technique is tested with different evaluation
metrics such as: Detection Rate (DR), Accuracy (Acc) also known as Correctly Classified instances (CC), Precision (Pr), False Alarm Rate (FAR) also known as False Positive Rate (FPR)
and Miss Rate (MR). These metrics can be easily computed based on the confusion matrix.
Rows and columns of this matrix represent the actual and prediction class of each instance
respectively. The four components of the confusion matrix are: true positive (the number of instances predicted positive and they are actually positive), true negative (the number of instances
which were predicted negative and they are actually negative), false positive (the number of instances which were predicted positive however they are actually negative) and false negative
(the number of instances predicted negative but they are actually positive). Depending on
considering to find normal or abnormal classes, confusion matrix can be defined differently in
WEKA. The objective is to find abnormal classes and therefore, predicting an actual abnormal
class as a abnormal one will be our true positive and predicting an actual normal class as a
normal one will be our true negative, shown in Table 3.1.
In performance analysis of IDS, positive refers to the attack and negative data refers to the
normal data. Moreover, the decision of the detection is either right or wrong which can be
represented by true and false, respectively. Hence, there are four combination of the decisions
as follows:
True Positive(TP): The classifier correctly classifies the intrusion as the intrusion.
True Negative(TN): The classifier correctly classifies the normal behavior as normal.
False Positive(FP): The classifier misclassified normal behavior as intrusion.
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False Negative(FN): The classifier misclassified the intrusion as a normal.
Accuracy:Accuracy is defined as a measure of the correctness of an IDS which measures
the number of detection failure.

Accuracy =

TP + TN
T P + T N + FP + FN

(3.17)

Precision: This metric measures the percent of predicted intrusions versus total number of
real intrusions. The goal of the detection technique is to achieve high precision which can be
interpreted as less number of false alarm rate. and can be defined as where precision can obtain
values between zero and one.
Precision =

TP
T P + FP

(3.18)

Recall: Recall is covers the missing part from precision and is a complementary to recall
metric. Therefore, classifiers with higher recall are desired. Recall is also known as detection
rate. Similarly, the value of this metric also falls between zero and one.

Recall =

TP
T P + FN

(3.19)

and Miss Rate (MR) is the complementary of recall evaluation metric and is defined as:

MR =

FN
FN + T P

(3.20)

F-Measure: Since previously two metrics does not completely define the accuracy of an
IDS, the importance of F-Measure comes into play. F-Measure is a mixture of both metrics
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and is defined as the following formula. In other words, F-measure is the harmonic mean of
precision and recall.
F − Measure =

2
+

1
precision

1
recall

(3.21)

False Alarm Rate:
FAR = FPR =

FP
FP + T N

(3.22)

ROC curve: The Receiver Operating Characteristics (ROC) analysis are used to visualize
the relation between FP and TP. In ROC curve, the x-axis represents false alarm rate while
y-axis accommodates intrusion detection rate(TP). Received Operating Characteristics (ROC)
of the system is obtained in this study. The ROC curve visualizes the trade off between false
positive rate and true positive rate in x-axis and y-axis, respectively. For cases where the number of normal instances and abnormal instances are not balanced, it becomes more essential to
use ROC curve. When number of the class labels are not balanced, assuming 90% of instances
are normal while the rest of 10% of the instances in dataset are abnormal, the accuracy, for
instance, cannot be a good evaluation metric because if the classifier classifies all instances as
normal then the accuracy will be 90% which seems to be a good percentage value for accuracy,
while the performance of classifier is relatively poor [23]. Hence, the ROC curve is a good
alternative performance evaluator in such cases. The area under the ROC curves is calculated
for different classifiers in Table 3.5 and 3.6.

3.4.3

Experimental Results and Analysis

The training time (i.e. time required for the classifiers to build the training model) for several
feature selection techniques, namely: CFS, chi-squared, IG and GR are compared with ran-

48

C HAPTER 3. F EATURE S ELECTION IN IDS

Table 3.3: The performance of feature selection techniques with different classifier in terms of
detection rate
Classification algorithms
FST

J48

RF

PART RT

Bag

C4.5

Full dataset
CFS
Proposed
chi-squared
IG
GR

81.5
76.2
86.1
78.8
80.1
76

80.5
79.4
83.2
80.6
80.2
76.6

81.3
78.4
81.9
80.9
78.3
78.7

82.6
76.2
85.9
81.2
81
76

81.5
76.3
85.9
83.8
83.3
75.8

81.4
78.1
83.6
79.1
81.5
77.5

Table 3.4: The performance of feature selection techniques with different classifier in terms of
false positive rate
Classification algorithms
FST

J48

RF

PART RT

Bag

C4.5

Full dataset
CFS
Proposed
chi-squared
IG
GR

14.6
18.9
11.4
16.8
15.8
19

15.6
16.5
14.9
15.5
15.8
18.6

14.9
17.2
15.9
15.1
17.1
16.9

15.3
18.8
12.8
16.2
16.5
18.9

16.2
18.7
12.8
14.2
14.8
19.1

16
17.5
14.6
16.5
14.9
18

dom forest classifier in Fig. 3.3 The experiments are carried out on random forest classifier
in the testing phase since it has the longest training time relatively, which results in a better
illustration of the enhancement of the proposed technique in the overall performance of intrusion detection. As observed, the proposed scheme outperforms the existing techniques with
significantly less training time, less than 15 seconds. Since obtaining less training time is valuable only if the performance of the overall system is not degraded and the effectiveness of the
system is not compromised, we compare the performance of our technique in terms of miss
rate, false alarm rate, precision and accuracy with other schemes in Fig. 3.4. Comparing our
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Figure 3.3: Training times for different feature selection techniques
proposed technique with 4 features against using the full dataset with 42 features, the figure indicates that not only no degradation is observed, but even some enhancement has been obtained.
For instance, the miss rate and accuracy have been decreased around 3% and improved about
5% respectively. Moreover, it is shown that the proposed technique has the best performance
among other feature selection techniques. Table 3.3 and 3.4 demonstrate the performance of
different feature selection techniques tested with different classification algorithms, namely:
J48, random forest, PART, random tree, bagging and C4.5 in terms of detection rate and false
positive rate, respectively. As it can be observed, regardless of the classification algorithms,
the performance of the proposed technique significantly improves comparing to other schemes.
For instance, the detection rate of our proposed technique with 86.1% using J48 classifier outperforms the IG feature selection technique with detection rate of 80.1%. Similarly, Table 3.4
shows that the false alarm rate for the proposed technique with a significant drop comparing
to other schemes helps to enhance the performance. For example, considering C4.5 classifier,
the proposed scheme with 12.8% has significantly less false alarm rate than CFS and GR with
18.7% and 19.1%, respectively. It is notable that since separate sets are used for training and
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Figure 3.4: Performance comparison among different feature selection techniques

testing, the results are very accurate. However, on the other hand, when there is not different
sets for training and testing, one uses cross validation technique to provide training and testing
set from the whole single data set available. Using corss-validation technique has a drawback
that the results based on it may vary a little for every simulation run. It is due to the fact that
in cross-validation technique, the whole data set is divided into 10 parts as an example and
only one part is required to be considered as the testing set and the rest 9 parts are considered
as training set. However, since the selection of the testing part is arbitrary, cross validation
technique, iterate until all the individual parts of the whole training set are used as the testing
set. This may result in some variation in the results as different parts are used as the testing set
in every iteration. However, this is not the case in this study.
On the other hand, the performance of different classification algorithms, for a system with
the proposed selected feature and full dataset on NSL-KDD dataset are presented in Table 3.5
and Table 3.6, respectively. It is evident that, with respect to the significant decrease in the
training time, the overall performance of the system using four features is enhanced comparing
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Table 3.5: Classification results using only 4 features of NSL-KDD dataset
Performance Metrics
Classifiers
J48
Random forest
PART
Random tree
Bagging
C4.5

MR FAR
13.9
16.8
18.1
16.4
14.1
14.1

11.4
14.9
15.9
14.6
12.8
12.8

Acc

Pr

ROC

TT

86.1
83.2
81.8
83.6
85.9
85.9

88.2
84.7
83.8
85
86.8
86.8

91
90
90.7
83.7
91.6
89.1

3
14
7
1
5
1e-4

Table 3.6: Classification results using all 42 features of NSL-KDD dataset
Performance Metrics
Classifiers
J48
Random forest
PART
Random tree
bagging
C4.5

MR FAR
18.5
19.5
18.7
18.6
17.4
18.5

14.6
15.5
14.9
16
15.3
16.2

Acc

Pr

ROC

TT

81.5
80.4
81.3
81.4
82.6
81.5

85.8
85.2
85.6
83.7
84.3
83.5

84
95.9
81.7
82.7
92.8
82.2

36
84
49
3
55
8

to using 42 features, however with some exceptions. The false alarm rate for PART classifier,
for instance, with an increase about 1% has a negative impact on the performance of using 4
features, however since the other evaluation metrics has increased or maintained at the same
level, this adverse impact can be considered negligible. Moreover, among all classifiers, J48
classifier with the highest accuracy and precision and the lowest miss and false alarm rate, is
considered to be the best classifier for the proposed feature selection technique.
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C HAPTER 3. F EATURE S ELECTION IN IDS

Summary

In this study, a correlation-based feature selection technique for intrusion detection systems is
proposed. We showed that in order to determining good features, along with considering their
high correlation to class labels, and least inter correlations, the features should fit well in the
selected subset and considering the inter correlation among features after the selection of the
candidate subset is necessary and corresponding selected features are the best features contributing to discrimination of network behavior. Correlation-based feature selection(CFS) and
symmetrical uncertainty(SU) are the two dependency metrics used in this study. The proposed
feature selection technique is compared with other well-known feature selection algorithms
namely: CFS, IG, GR and chi-squared on NSL-KDD dataset. The results indicate that the proposed technique has considerably less training time while maintaining accuracy and precision.
In addition, different feature selection techniques are tested with different classifiers in terms of
detection rate and FAR. Regardless of the classification algorithm, the results indicate that the
proposed scheme out performs other techniques. Another observation from comparison results
between the proposed technique and using the full dataset is that J48 classification algorithm
performs better with proposed feature selection algorithm than other classifiers.

Chapter 4
Intrusion Detection Using SVM and RVM
Classification Algorithms

4.1

Introduction

Broadcast nature of wireless communications has caused wireless networks to be very accessible to non-legitimate users. Moreover, the rapid growth of the computer network activities and
the significant growth in the number of computers and electronic devices has increased the rate
of network attacks and the intruders and hence, network security becomes even more crucial
for wireless networks. Intrusions can be simply defined as a set of actions that compromise the
confidentiality, integrity of the data and the availability of resources in the network [56]. Intrusion detection has been introduced as a second line of defense and a is very effective approach
that involves monitoring of the network traffic pattern to detect malicious network behavior and
prevent further unauthorized access, activity or any change of the data [70]. Intrusion detection
system (IDS) analyses the network traffic patterns to find and report any abnormal behavior.
53

54C HAPTER 4. I NTRUSION D ETECTION U SING SVM AND RVM C LASSIFICATION A LGORITHMS
IDS was first introduced by [11].
IDS generally starts with preprocessing of the raw data and feature selection, in which it
identifies and chooses the most informative attributes that characterize different network traffic
behavior and have most of the contribution in differentiating different classes of the network
traffic pattern. Feature selection is used to eliminate redundant features and remove irrelevant
features for classification of the network traffic behavior into normal or abnormal classes [74].
After attribute selection, detection engine is the most important part of any IDSs that look
for the abnormality in the wireless network behavior for which machine learning techniques
have shown a great potential in distinguish normal network behavior from abnormal one providing accurate detection. The goal in machine learning techniques is to learn a model of
dependency model of the class labels on the features with the objective of providing an accurate prediction or classification of a previously unknown instance, here, the network traffic
instance [93]. However, a major concern and challenge in current IDSs is the effectiveness of
the machine learning algorithm1 that is used for abnormality behavior detection [53].
In the literature, many machine learning techniques have been discussed and compared and
among all of them, Support Vector Machine (SVM) is one of the most popular machine learning
algorithm used in the network traffic classification among researchers due to its good generalizations and classification accuracy. It is a supervised machine learning algorithm widely
used in anomaly detection. SVM is based on statistical learning and can be easily defined as a
discriminative classifier that segregates two class labels using a defined hyper-plane [70]. The
fundamental concept of the SVM is to find a decision hyperplane2 that can separate the classes
1

It is notable that in this study we only considered supervised learning, where the class label of each instance
is available in the training set
2
In one dimensional space, the separation plane is called the a point while in two dimensional space, it is called
a line; however, for more than two dimensional space hyperplane is the name of the separation plane [70]

4.1. I NTRODUCTION

55

effectively. SVM tries to separate the distinct classes by maximizing the gap between the hyperplanes that separate classes [69]. The goal is to have the hyperplane as far as possible from
data points of each class. meaning that, the distance between the hyperplane and the parallel
line to the hyperplane that crosses at least one of the instances from each class should be maximum. If the hyperplane has the same distance from the above-mentioned parallel lines, it is
the optimal hyperplane and the total distance to these two lines, in two class scenario, is called
the margin. In other words, the margin can be defined as the width that the boundary could be
increased by before hitting a data point. The goal of the SVM is to train the model that assigns
new unseen objects into a particular category.
Support vector machine creates a new feature space which is a finite-dimensional vector
space in which each vector represents features of a particular object. This machine learning
algorithm separates the input data into different classes based on different Kernel methods
that map the data into a higher dimensional space. Much of the benefit of SVMs comes from
the fact that they are not restricted to being linear classifiers. The kernel can introduce much
more flexibility for non-linear decision boundaries. In order to avoid over fitting, sophisticated
mathematical principles are applied and are going to be discussed further.
On the other hand, since most of the machine learning techniques provide a hard decision,
either 0 or 1 for normal and abnormal behavior, respectively, which does not provide the uncertainty measure about the decision, it becomes significantly important to consider the techniques
that provide the uncertainty about their prediction decision with utilizing the probability concept. Relevance Vector Machine(RVM) has attracted attentions due to its ability in providing
probabilistic decisions. To this end, the performance of the RVM, as one of the very powerful
machine learning techniques.
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Since performance of the intrusion detection system highly depends on the efficiency and
effectiveness of the classification algorithms, all contributing factors in performance enhancement should be taken into considerations. In order to elevate the performance of the SVM
and RVM, their parameters need to be optimally tuned and hence, one major contribution of
this study is to demonstrate the effect of the different parameters on the classification performance of these two algorithms. Moreover, to alleviate the low detection accuracy and high
false alarm rate which are the shortcoming of current IDSs, in this study, we demonstrate a
comparison analysis for different kernel techniques that can be used in SVM and studied the
effect of various kernel tricks on NSL-KDD data set.
In this study, we first investigate the effect of different Kernel Methods and their parameters
on SVM classification performance using NSL-KDD data set for intrusion detection purposes.
Moreover, the performance of SVM and RVM for intrusion detection is compared in terms of
detection performance, sparsity ability as well as generalization and effectiveness.

4.2

Support Vector Machine Technique for IDS

SVM is used to predict if the behavior of the network is normal or abnormal based on learning
from the training data. We wish to categorized new unseen network behavior into two separate
groups of normal and abnormal behaviors based on their properties and a set of known network
behavior instances which have been already categorized. In other words, SVM works on the
principle of fitting a boundary to a region of points which are all belong to a specific class label.
Once the boundary is fitted on the training data, it can predict the class label of a new sample
and determine which side of the built boundary it should reside.
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In SVM, support vectors3 are the data points from the training set which help in classification model construction. The vectors from the training data that are used for the prediction
are called support vectors(SVs). These SVs reside at the boundary of the classification and
closer to the separation line comparing to other vectors. After the training phase in which the
classification model is built, the rest of data points are not going to be used and hence, SVM
is a sparse model [63].Once SVM is trained using support vectors, the rest of the data points
become redundant and therefore any small changes of the data cannot severely affect the hyperplane. In fact, one of the main advantages of the SVM is that the classification model only
uses SVs and relies on the support vectors rather than the whole training dataset.
The objective in SVM is to find the optimal separating hyperplane since it can better classify
the training data and can be generalized better with test data. The optimal separating hyperplane maximizes the margin of the training data. This hyperplane is called Maximal Margin
Hyper plane (MMH). In the very simple cases, the linear hyperplane4 can be found with the
highest margin or distance from both classes. Margin space does not belong to any data point
classes. It is notable that one of the main advantages of SVM is that classification accuracy
has priority to the maximum margin. One of the key features of SVM is that the location of
the MMH only depends on the support vectors which are the training instances that lies on the
margin but not the hyperplane. In other words, the optimal classification occurs when such hyperplanes provide maximal distance to the nearest training points. In order to find the margin,
the perpendicular distance from each training observation is computed for a given separating
hyperplane and the smallest perpendicular distance from to a training instance is known as the

3
4

The reason behind calling these data points as support vectors is that, they help the boundary to be created
Hyperplane is a generic name of the boundary in more than three dimensional spaces
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Figure 4.1: Support Vector Machine Classifier Demonstration

margin. MMH guarantees that it is the farthest minimum distance to a training instance. In
more complicated scenarios where it is difficult to use a straight line to segregate, the data is
not linearly separable, SVM introduces new features to the feature set and then use the linear
hyper plane. SVM maps the input data into a much higher dimensional5 feature space, where
the separation decision surface can be found, using non-linear mapping in order to be able to
construct a decision surface that can maximize the margin between two classes and separate
them into two categories effectively. There are functions which take low dimensional input
space and transform it to higher dimensional space and are very useful in non-linear separation problems. In other words, in order not to introduce new features manually, SVM uses a
technique called Kernel which is a complex data transformation technique that provides new
features in order to make the problem linear, hence, it is easier to be solved. It is notable that
SVM classification accuracy highly depends on the kernel parameters. Using SVM to separate
normal classes from abnormal ones, it is essential to tune parameters carefully since they can
5

In SVM, each dimension represents a feature from the feature space and support vectors are instances from
the training set
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effectively improve the model performance or has an adverse effect on classification if they are
not tuned perfectly.
The classification of SVM not only depends on the selection of kernel functions but also
the performance of the SVM also highly relies on the training data, however, using the whole
data is not efficient. Therefore, SVM requires feature selection in advance on the training data
so that amount of information on the support vectors will decrease relatively and therefore, the
computation complexity and detection accuracy will enhance significantly [70].
Moreover, the key feature of Support Vector Machine(SVM) is that it tries to minimize
the error measurement in the training set and also maximize the margin between two classes
simultaneously which is an effective strategy to avoid over fitting6 . This helps to have a good
generalization and results in to have a sparse model highly dependent to a subset of kernel
functions. In other words, the sparse model is highly dependent to the support vectors which
are the examples in the training set that resides on the margin [93].
In addition, Support vector machine algorithm is memory efficient which is an interesting
capability for low memory sensors in wireless sensor networks. Additionally, this classification
algorithm is able to learn both simple and highly complex classification models. Another
interesting advantage of SVM comparing to other statistical methods are that it requires much
fewer samples than the number of variables. Moreover, SVM is known for its robustness(is
robust to a very large number of variables and small samples), efficiency and sparseness [106].
There are different types of SVM discussed in the literature. Linear SVM is commonly used
since it learns faster and is able to classify new instances as compared to the non-linear SVM.
6

It is notable that when a classifier learns to correctly predict output from given inputs in previously seen
samples but fails to do so in previously unseen samples, it is over fitted. In other words, over fitting basically
indicates that the MMH is a very good fit for the training instances however its performance is quite poor when
exposed to the testing instances.
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One-Class SVM [107] is used for unsupervised learning while C-SVM is used for supervised
learning [56]. In [37], the author used Wavelet kernel LS-SVM for anomaly detection while
Genetic SVM has been studied in [57]. An efficient SVM has been proposed to handle Port
scan attacks in [96] to detect port scan attacks. The author proposed SVM with Bat algorithm
for anomaly detection purposes [31]. In addition, an optimization method for parameters of the
SVM is provided for network intrusion detection in [102]. The performance of SVM is compared with the combination of SVM and other classification techniques [26]. Although, this
might provide better performance in terms of accuracy, sensitivity and specificity; however, the
complexity becomes an issue. Moreover, if one selects the optimum value for the parameters
that have significant effect on the performance of SVM, similar classification performance can
be achieved without sacrificing the computational overhead. Therefore, the goal is to gain better classification performance with tuning SVM parameters instead of combining it with other
classifiers. Support Vector Machine can be formulated as follows: Decision function

~ · x~j + b = 0
f (x) = w

(4.1)

~ is slope of the hyperplane , x~i are the feature values and b is the y-intercept of the
where w
hyperplane and f (x) is the classification function. In (4.1), the two dimensional scenario is
assumed. Since this study is based on a two-class dataset, the hyperplane that efficiently separates two classes resides between the two hyperplanes with the exact same distance from the
existing hyperplanes.
D=

|b1 − b2 |
~ k
kw

(4.2)
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Where D is the distance between two parallel hyperplanes. In order to optimize the hyperplane
margin in SVM, we want to maximize the gap between data points on the boundaries called
support vectors. In other words, we need to maximize the distance, (4.2). The linear primal
formulation objective function can be defined as maximizing the following:

2
D=
~ k
kw







y (~
w . x~j + b) − 1 > 0 f or yi = +1


 i
s.t 







w . x~j + b) − 1 6 0 f or yi = −1
yi (~

(4.3)

(4.4)

where i = 1, 2, .., N and N is the number of samples or instances. Equivalently, it can be
rewritten as:

1
min kWi k2
2

(4.5)

s.t yi ((~
w · x~j ) + b) − 1 > 0

(4.6)

The above-mentioned optimization problem is called primal formulation of linear SVMs and is
a Quadratic Programming (QP) with convex objective function and subject to linear constraint
with n variables which is the number of the features in dataset. QP optimization problems can
be easily and efficiently solved by greedy algorithms since every local minimum is a global
minimum. The solution of the quadratic optimization problem involves constructing a dual
problem where Lagrange multiplier αi is associated with every constraint in the primary problem. QP algorithms can identify which training points i.e. xi are the support vectors with
non-zero Lagrangian multiplier αi . In linear dual formulation case, the objective function is to
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maximize the following: For inseparable issues the following optimization problem should be
solved, where ξi is the slack variable and C is the regularization constant to control over fitting.
N

X
1
(ξi + ξi∗ )
min kWi k2 + C
2
i=1

(4.7)

s.t. ((~
w · x~j ) + b) − yi >  + ξi
yi − ((~
w · x~j ) − b) >  + ξi
ξi , ξi∗ > 0

(4.8)

Where ξi is used to relax the hard margin and C is used to manage the trade-off between classification error and maximal marginal of separation. The above formulation can be translated
into the equivalent dual optimization problem:

N
X
i=1

N

αi −

1X
αi α j yi y j x~i . x~j
2 i, j=1

s.t. 0 6 αi 6 C and

N
X

αi yi = 0

(4.9)

(4.10)

i=1

In the above equations, x~i contains the feature values and y is the class label. Parameter C in
the soft-margin SVM is the trade off between maximizing the margin and minimizing the classification error and w-vector will get a very small norm with the expense of misclassification.
Optimal classification occurs when hyperplanes provide maximal distance to the nearest training data points. It is computational efficient on large datasets. It is also memory efficient since
only subset of training set are used in the actual decision process of assigning new members,
only these points need to be stored in memory. SVM are fast and scalable however, the need to
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identify the right kernel function is very challenging. Therefore, the vector w is defined as:

~ =
w

N
X

αi yi x~i

(4.11)

i=1

~ T · x~i
b = yi − w

(4.12)

Then the solution becomes: To address the non-linear classification, kernel function is used
and therefore, the output of the classification follows:

N
X
f (~xi ) = sign( αi yi K(xi T · x~j ) + b)

(4.13)

i=1

This basically means that, given the new instances x, SVM classifies and make decisions based
on f (~xi ). It is notable that w is a vector with n elements and α is a vector with N elements
which represent the number of features and number of samples, respectively.
For the cases of having noisy instances, all data points cannot be classified correctly. Therefore,
slack variable ξi can be added to allow misclassification of difficult or noisy instances. Hence,
the optimization problem can be reformulated as follows:

4.3

Kernel Functions and Their Affect on SVM

Kernel function reflects the similarity of two data points and can be interpreted as a similarity
measure. As discussed earlier, in the cases where the linear decision surface does not exist and
the data is not linearly separable, SVM uses Kernel function to project the data into a richer
feature space and construct a hyperplane in that space. Kernels computes the dot products in
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some feature space without knowing what this feature space is. Basically the equations are all
the same however instead of x, we now use the mapped version of it which is Φ x . Therefore,
for instance, instead of equation (4.13) we can rewrite it as:

N
N
X
X
f (~xi ) = sgn( αi yi Φ(~xi ).Φ( x~j ) + b) = sgn( αi yi K(~xi , x~j ) + b)

(4.14)

i=1

i=1

There are different types of Kernel functions that helps solving non-linear classifications using
SVM. In the following kernel functions, xi and x j are two variables from feature space. It
is very challenging to find the appropriate kernel function in data sets with large number of
features.
Despite the effectiveness of kernel techniques in many applications, SVM demonstrate
different performance with different kernel functions [85]. The proper choice of the kernel
functions and the relative parameters can affect the performance of SVM significantly. The
most popular kernel functions are polynomial kernel, RBF or Gaussian kernel, Sigmoid kernel
as well as Linear kernel. RBF, in particular, has strong adaptation and convergence ability in
network intrusion detection applications [85].
Linear Kernel:
K(~xi , x~j ) = x~i . x~j

(4.15)

Gaussian Kernel: known as Radial Basis Function (RBF) Kernel

K(~xi , x~j ) = exp(−γ k x~i , x~j k2 ) while γ =

1
2σ2

(4.16)

In Gaussian Kernel mapping, geometrically, there are bumps or cavities centered at the training
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Table 4.1: Effect of Gamma Using RBF kernel function in SVM on NSL-KDD dataset
γ
0.01
0.05
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

no. of SVs Training Time
8266
5876
5043
4905
4557
4417
4380
4472
4573
4689

7100
9993.59
8661
4753
5073
4411
4456
4843
5335
5544

Testing Time RMSE TP rate F-Measure ROC
132
85.52
68.36
68.96
63.14
51.35
53.53
54.76
5587
68.95

50.16
48.71
48.68
48.41
47.83
47.7
47.61
47.58
47.59
47.48

74.8
76.3
76.3
76.6
77.1
77.2
77.3
77.4
77.4
77.5

74.6
76.1
76.2
76.4
77
77.1
77.2
77.3
77.3
77.3

77
78.3
78.3
78.5
79
79.1
79.2
79.3
79.3
79.4

data points. In other words, the resulting mapping function is a combination of bumps and
cavities. RBF kernel uses Euclidean distance. Since RBF kernel decreases with the distance
and ranges between zero and one, it can be considered as a similarity measure. In table 4.1, the
performance of SVM with RBF kernel function with different values for Gamma is studied.
From the table, it can be observed that classification performance of SVM using RBF kernel
is not highly dependent to γ and remains almost the same with variation of the value of γ.
However, γ highly affects the efficiency of the SVM. Table 4.1 shows that γ = 0.5 provides
the highest efficiency in terms of time required to train the model. Since SVM classification
algorithm using RBF kernel with γ = 0.5 requires fewer number of support vectors from the
training set to build the classification model, it therefore, requires less time to train the model7 .
Polynomial Kernel: Polynomial kernel uses both given features and a combination of the
the input features and similarities.

K(~xi , x~j ) = (p + x~i . x~j )q
7

(4.17)

Training time is highly dependent to the number of required vectors from the training set to build the classification model
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where xi and x j are the vector of features computed from training and testing samples; respectively while p is the parameter that trade off the influence of higher-order terms versus the
lower-order terms and q is the polynomial degree.
Sigmoid:
K(~xi , x~j ) = tanh(k~xi . x~j − δ)

(4.18)

The performance of support vector machine detection algorithm with different kernel techniques is shown in Table 4.2. As it can be observed from the table, Gaussian kernel function
performs the best comparing to linear, polynomial and sigmoid kernel functions in terms of
accuracy, precision and F-measure evaluation metrics. Moreover, the area under the curve is
higher in SVM with Gaussian kernel than other kernel techniques.

4.4

Relevance Vector Machine Technique for IDS

Relevance Vector Machine is a special form of the sparse kernel model which is based on the
Bayesian framework and very similar to Support Vector Machine. RVM tries to adapt the target
conditional distribution function, likelihood function as well as the link function to form the
changes in the target quantities [106]. RVM is a special case of a sparse kernel function model
which represents a Bayesian treatment of a generalized linear model of the similar function
form to SVM. The difference relies on the solution. RVM provides the probabilistic interpretation of the outputs. Fig. 4.2 illustrates the classification of two dimensional feature space
based using relevance vector machine with two class labels. The instances with red circle
around them shows the relevant vectors and the red line shows the separating line of the two
class labels. RVM have comparable performance to SVM in classification accuracy however,
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Table 4.2: Effect of Kernel Functions on SVM Without Feature Selection on NSL-KDD
Dataset
Kernel Function
Linear Kernel
Guassian Kernel
Polynomial Kernel
Sigmoidal Kernel

Accuracy Preciasion
64.3
72.3
56
53

65
81.5
32.4
56.7

F-measure

ROC

61.4
71.5
41.3
52.5

60.7
75.4
50
55.2

the sparsity, generalization ability as well as decision speed should be studied. RVM can overcome the disadvantages that are associated with SVM The most interesting feature of RVM
is that it requires fewer number of kernel functions [77]. RVM uses regression estimation to
obtain the distribution of the prediction values and provide a sparse solution based on kernel
functions [47]. RVM can easily handle the shortcoming associated with the SVM model and
elude the complexity by producing models that have both structure and parametrization process
which together, provide a better representation of the information content of the data. In RVM,
firstly, an independent Gaussian prior is used and in the second level Gamma hyper prior is used
for the variance parameters [95]. RVM requires more training time comparing to SVM since
it computes the prior information for prediction of the class relationship. However, the prediction time is almost similar in both SVM and RVM. This classification model is more robust
with less number of basis functions(RVs) [69]. Relevance Vector Machine(RVM) was first proposed by [93] and is based on Sparse Bayesian Learning(SBL). RVM leverage from requiring
fewer number of relevance vectors and has better generalization ability than SVM [47]. RVM
algorithm, like any other machine learning algorithm, falls into two phases: training phase in
which the classifier is trained with the labeled feature, here we assume a supervised learning,
and the testing phase which is also known as classification phase of the new instances [58, 77].
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Figure 4.2: Relevance Vector Machine Classifier Demonstration

In this study, we applied RVM classification algorithm to assess the security of the computer
network attacks and predict the normality or abnormality of the network behavior. SVM classification result are obtained through quadratic optimization while RVM is based on Bayesian
framework [77].

4.4.1

Training Phase of the Learning Process

We assume xi are the feature set while 1 < i < N and t0i are the class labels. In intrusion detection as a system, we want to implement the relevance vector machine as a learning algorithm,
we only have two classes, either 1 or 0 which indicates the existence of an intrusive node or a
secure network system; respectively. RVM classification function is defined as the following.

y(x; w) =

N
X
i=1

wi K(x, xi ) + w0

(4.19)
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where K(x, xi ) is the kernel function which defines one basis function for each example in the
training set and W is a vector consisting of the weights of the model and is defined by (4.23). If
we assume the probability of the occurrence of any of the classes follow a normal distribution,
we have:
N(x|µ, σ2 ) = √

1
2πσ

exp(−

x2
)
2σ2

(4.20)

Also, if we consider each of the class labels are independent random variable, we got:

p(t|W, σ ) =
2

N
Y

N

N(ti |y(Xi ; W), σ2 ) = (2πσ2 )− 2 exp(−

i=1

kt − Φk
)
2σ2

(4.21)

where t, W and Φ can be defined as below:

t = (t1 , t2 , ..., tN )T
W = [w0 , w1 , w2 , ..., wN ]T


1 K(x1 , x1 ) K(x1 , x2 )


1 K(x , x ) K(x , x )
2 1
2 2

Φ = 
 ..
..
..
 .
.
.


1 K(x , x ) K(x , x )
N 1
N 2

(4.22)
(4.23)
...
...
..

.

...



K(x1 , xN ) 


K(x2 , xN ) 


..

.



K(x , x )
N

(4.24)

N

Since there are many parameters in the training model, the estimation of maximum likelihood
for w and σ2 , it will suffer from sever over-fitting.

70C HAPTER 4. I NTRUSION D ETECTION U SING SVM AND RVM C LASSIFICATION A LGORITHMS

4.4.2

Classification Phase of the Testing Process

In the testing phase, new class labels t∗ are predicted based on the previously learned class
labels t. Therefore, the probability of new class labels given previously known class labels can
be find as follows:

p(t∗ |t) =

Z

p(t∗ |w, σ )p(w, σ |t)dwdσ =
2

2

2

Z

p(t∗ |w, σ2 )

p(t|w, σ2 )p(w, σ2 )
dwdσ2
p(2)

(4.25)

Appendix C provide a detailed description on how to classify new instanced in RVM and
elaborates the solution to 4.25.

4.5

Performance Comparison Between Support Vector Machine Technique and Relevance Vector Machine Technique

In the literature, there are some studies that focused on the performance comparison between
SVM and RVM [69,77,101,106]. The author compared the two classification algorithms based
on their application to uncertainty analysis in [77]. Relative Mean Square Error is used as the
metric for comparison and simulation results illustrated that the uncertainty will decrease with
increase in the sampling size. The authors in [101] investigate the comparison between two
classification techniques in terms of sparse property, generalization ability and decision speed;
however, in text detection application. On the other hand, [69] and [106] compared SVM
and RVM in terms of efficiency and effectiveness, respectively. SVM has high generalization
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capability. It can also reach the global optimum solution while having an excellent classification accuracy and have a good performance overall [85]. SVM is a better classifier due to the
following reasons [70]:
1. The learned classifier is based on the number of support vectors instead of the high
dimensional of the data and therefore, SVM is less vulnerable to over-fitting problem;
2. SVM has a good generalization ability because of the few numbers of support vectors;
3. SVM is very effective and efficient and robust and makes accurate decisions [28];
4. Combination of kernel functions with SVM increase the generalization capability and
help SVM to find the global optimum solution [28];
5. SVM relies on SVs for building the model therefore the size of the training data is not
an issue [56] and are insensitive to data dimension [28];
Despite SVM advantages, there are some limitations and drawbacks that SVM suffers from.
First, the computational complexity increases significantly with the increase in the number of
the samples in the training set, due to the fact that the number of the support vectors grows with
the size of the training set. Secondly, the predictions in SVM are ’hard’ binary decisions and it
is not based on the probabilistic prediction8 . In addition, in order to obtain kernel parameters
and the regularization coefficient, as SVM requires, the estimation of the error/margin tradeoff parameter "C" requires cross validation techniques which cause more complexity in the
training model and is wasteful in terms of computation and data. [93]. Moreover, the number
of basis functions grows linearly with the growth in the training sample size which limits the
8

Probabilistic prediction provides the uncertainness in the prediction decision
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sparse model [47]. It is also notable that another drawback of SVM is that the MMH and thus
the classification performance is significantly sensitive to the support vectors location. Apart
from the above-mentioned disadvantages, SVM can only support numeric data and all other
types of data require to be converted into numbers and also, if the normalization preprocessing
technique will be adopted on the training dataset, it will fasten the speed of the SVM [59]. SVM
is also very sensitive to the noise and even a relatively small number of mislabeled instances
can dramatically degrade the classification performance. Although SVM is known for its well
detection accuracy however, there are some drawbacks with this classifications algorithm [48]:
1. It provides a black-and-white and sharp decision about the predicted class labels, however, a probabilistic prediction is a more desirable method;
2. The number of support vectors, that are required from training set for the prediction of
the class labels of the testing set, grow rapidly with growth in the size of the training
set [101];
3. In SVM, kernel functions must satisfy Mercer’s condition;
4. The estimation of the parameter C(i.e. trade-off between error and margin) is waste of
data and computation [106];
5. There is no clear solution to determine the value of constant C and kernel parameters for
non-linear kernel [63];
The main difference between these two machine learning technique is that in RVM the kernel
function does not necessarily need to satisfy the Mercer’s condition which requires φ to be
a continuous symmetric kernel of a positive integral operator. RVM does not require to use
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Mercer function instead it uses arbitrary basis function [93]. The two classifiers are basically
from different principles. In SVM, the support vectors are defined by the hyperplane or known
as border line which are the samples from the training set that are not easy to be classified and
are located very close to the decision boundary of the classifier. However, in RVM, the samples
that are relatively more appealing to be the representative of the two classes. These samples
are located far from the decision boundaries of the classifier [95]. Unlike RVM, SVM is a
non-probabilistic learning algorithm since the features in the new instances fully determine its
location in the feature space and there is no stochastic element involved. However, much of the
benefit of SVM comes from the fact that it is not restricted to being linear classifier and with
utilizing Kernel trick they become more flexible by introducing various types of non-linear
decision boundaries.
Based on the characteristics of the SVM and RVM, relevance vector machine is a better
classifier in several aspects: first, since the number of the relevance vectors are much less
than those of support vectors in SVM, RVM is sparser comparatively. Moreover, RVM uses a
sparse prior probability while sparsity of the SVM comes from having support vectors a subset
of training set however since with the increase in the size of the training set, the number of
support vectors increases linearly, it can be concluded that RVM is sparser than SVM.
Second, in RVM, there is no regularization parameter C to be tuned as there is in SVM.
SVM can control over fitting by soft margin approach discussed earlier. Since SVM is a simple convex optimization problem, it guarantees to converge to a single global solution. It is
notable that RVM has its own drawback which is, in the training phase, RVM is involved in
the highly non-linear optimization process. However, if we consider having the classifier be
trained off-line, this issue is not of a great concern [95]. It is notable that SVM requires parame-
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ter selection while RVM does not have parameter limitation. RVM is based on Sparse Bayesian
Learning(SL) and SVM basis relies on the rule of structure risk minimum (SRM) [101, 103].
In this study, we are interested in comparing SVM and RVM based on sparsity ability,
generalization ability as well as classification accuracy. Computation complexity of SVM is
much greater than RVM due to higher number of samples of instances required for building
the classification model [77]. Despite all the advantages of RVM, this algorithm also suffers
from several disadvantages. One major issue with RVM is that it may reach the local maximum
while in SVM it is guaranteed to reach the global optimum due to the fact that the optimization function is convex. High memory requirement and computational complexity are other
drawbacks of RVM [63].

4.5.1

Performance Comparison in Terms of Sparsity

To measure the sparsity ability of SVM and RVM, we tested both classifiers on different portion
of training set and derived the number of required vectors from the training set to build the
model. SVM and RVM are tested on NSL-KDD dataset with 125973 number of samples in
training set and 22544 number of instances in the testing set. On training phase, the number
of support vectors needed for SVM with various different kernel functions and the number
of relevant vectors required for RVM to build the model are shown on figure 4.3. Based on
this figure, RVM is sparser than SVM due to the fewer required number of data points for
classification. In other words, the number of relevant vectors (RVs) is much fewer than support
vectors (SVs). From Fig 4.3 it can also be observed that with the grown in the training size,
the rate of grown in number of RVs and SVs are not the same. With the growth in the training
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Figure 4.3: Comparison of the Sparsity Ability of SVM and RVM
sample size, the number of required support vectors for SVM classification grows faster than
the number of required relevance vectors for RVM classification. In other words, the RV/SV
grows linearly with the growth in training instances.

4.5.2

Performance Comparison in Terms of Generalization

Generalization ability is an important factor in machine learning techniques. To compare the
generalization ability of both classifiers, we derived classification error rate, which can be easily computed based on accuracy of the classification algorithm. Since the increase in the error
rate in RVM is less than the increase in the error rate in SVM with respect to increase the testing set, RVM has better generalization ability than that of SVM. The performance comparison
of two classifiers, RVM and SVM are depicted in Fig. 4.4.

4.5.3

Performance Comparison in Terms of Classification

The performance comparison between RVM and SVM is evaluated using accuracy, precision
as well as the area under the ROC curve and F-measurement. Table 4.3 demonstrate that SVM
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Figure 4.4: Comparison of the Generalization Ability of SVM and RVM
Table 4.3: Classification Comparison between SVM and RVM
Kernel Function Accuracy Preciasion
SVM
RVM

72.3
74.2

81.5
83.3

F-measure

ROC

71.5
73.4

75.4
77.3

and RVM have comparable classification results. However, RVM classification is slightly better
than SVM.

4.5.4

Performance Comparison in Terms of Complexity

SVM and RVM both have complex mathematics and optimization problems to solve in order
to build the training model. The complexity of these classification techniques depends not only
to the training model construction, but it also highly depends on computation process that the
classifier is involved with. SVM complexity is in order two, O(n2 ) while RVM complexity is
in order three, O(n3 ). Therefore, RVM is more complex that SVM. Therefore, SVM are much
faster than RVM even though fewer number of data point are required and only because RVM
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required high-level computation which requires more time to train the model. However, on the
testing, on the other hand, RVM is much faster than SVM.

4.6

Summary

A comprehensive study on the effect of different kernel techniques on well-known support vector machine is presented. Moreover, relevance vector machine is used to classify the network
traffic instance. The advantages of using RVM over SVM relies on the fact that, first, RVM
requires less relevance vector machines comparing to the required support vector machine
in SVM. Second, RVM provide a probabilistic interpretation of the prediction. It basically
means than unlike almost all the classifiers that provide black and white decision on whether
a traffic instance is either normal or anomaly, RVM provides prediction decision based on the
probability of prediction on the behavior of that network traffic behavior instance. Based on the
comparison between classification algorithms, SVM with linear kernel has better performance
in terms of accuracy, precision and detection rate; however, on the other hand RVM with
much less number of relevance vectors has slightly less detection rate comparatively. Based
on the simulations results, RVM is sparser than SVM; i.e. the number of relevance vector
increases slower than that of support vectors with the grow in size of the training set. Moreover,
RVM is much faster in making decision than SVM and have better generalization ability than
SVM. However, the performance of SVM and RVM are comparable. The main advantage
of relevance vector machine over support vector machine is that, despite of the SVM which
provides a hard prediction, black and white decision about the behavior of an instance, RVM
find the probabilistic prediction of the class label.

Chapter 5
Cross-layer Trust-based IDS for Malicious
Packet Loss

5.1

Introduction

Mobile Ad hoc Network (MANET) is a multi hop wireless network consisting of self-configurable
mobile devices distributed in a geographical area with dynamic topology due to mobility nature of these networks. MANETs are equipped with wireless transmitter and receiver with
bi-directional links that communicate either directly or indirectly with other nodes in the network. Direct communication represents one-hop communication in which source and destination are within the same communication range. However, in the indirect communication,
source and destination have different communication range and therefore, the network relies
on the relay nodes and multi-hop communication to transmit information. In other words, every node is both transmitter and receiver because in cases where the destination is not in the
same communication range with the source, the intermediate nodes should relay the message
78
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to the destination [?]. In such networks, source node relies on the neighbor nodes to relay data
through multi-hop communication.
This type of network has become a necessary facet of our lives and the mobility nature
of these networks makes it a very interesting wireless network for the situations where the
nodes are required to have movement or in cases where providing and managing the network
infrastructure is costly and not efficient. MANETS have various applications such as military activities, disaster discovery, medical emergency discovery grows every day. In addition,
these wireless mobile networks can be applied in management and commercial services. For
instance, MANET can be used to establish a communication system for taxi cabs to provide
passengers information about the route directions, weather condition etc [25].
Despite all the potentials and interesting characteristics of MANETs, like every other wireless communication networks are not immune from intrusive attacks and are even more prone
due to inherent characteristics of these networks such as its mobility nature, since nodes can
easily join and leave the network, lack of infrastructure and lack of a centralized controlling
unit and administration as well as an open medium of MANETs, results in having attackers
come from all directions since there is no boundary for the network. Intrusive attacks can
be very harmful sometimes and have severe effects on the whole network performance and
therefore the need to identify and prevent it to further damage the network is essential. From
an application point of view, a robust MANET should be resilient to Denial of Service(DoS)
attacks and have the capability to identify attackers and prevent further damages because insecure environment and fundamental characteristics of these networks make it very challenging
to be applied in various applications [90].
Among all layers of the protocol stack, the network layer is more prone to different kinds

80

C HAPTER 5. C ROSS - LAYER T RUST- BASED IDS

FOR

M ALICIOUS PACKET L OSS

Destination

Source

Figure 5.1: MANET Topology

of attacks due to use of cooperative routing algorithms, limited battery resources and computational ability as well as the transient nature of the wireless communication [25]. One of the
most destructive malicious activities of an intruder is packet dropping. The malicious node
drops the received packet deliberately with the intention of causing disruption in the routing.
Since packet dropping is not always caused by an intrusive node, meaning that a node might
drop the packet due to low battery, congested buffer, etc. Since packet dropping can have several reasons, in order to find the malicious node, first, it is essential to know that the packet
dropping is caused by a malicious node only [82]. In order detect the packet dropping caused
by a malicious activity of an attacker, we need to use information from various layers of OSI
protocol to confirm whether it is caused by a compromised node deliberately dropping packets
or due to other non-malicious reasons.
Many studies have been done on security for wireless mobile networks, however, only a
few have pointed out the prospect of intrusion detections. Some general approaches to secure
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routing and integrity of such networks are a key generation, authentication, cryptography and
many other proposed schemes. However, the major problem with these approaches is that they
all have their own drawbacks and can sometimes be relatively expensive and not applicable for
many purposes. Despite various security mechanisms such as cryptography, message integrity,
coding, authentication, key management and many others that are proposed to avoid security
threats, wireless networks still suffer from many security vulnerabilities such as Denial of Services(DoS) attacks and these security mechanisms are not sufficient to identify various types
of attacks. The major shortcoming is to identify the internal attacker efficiently. low-overhead
preventive security methods have been proposed for wireless networks, such as key exchange,
ciphering algorithms, hashing methods to guarantee the confidentiality, availability, and integrity of these networks. However, they are incapable of protecting the network against a
disruptive attack that threatens the traffic flow in the network [45].
As discussed earlier in this dissertation, intrusion detection system is a promising solution
for network attack detection which can be applied to MANETs as well. However, the mobility
of the nodes, as well as the wireless link for communication, raises the challenge for IDS to
effectively detect attacks1 . Moreover, since the objective is to detect and remove malicious
nodes that drop the packets deliberately, it is important to understand other reasons that can
cause packet loss and be able to distinguish whether the packet loss is caused by malicious
nodes or is due to faulty networks. Since, single layer IDS have limited access to the network
features (i.e. have access to the data provided by the protocol layer where the IDS resides),
it cannot efficiently detect malicious packet loss and consider other faulty network causes of
network packet loss. In this regard, conventional single layer IDS cannot detect malicious
1

Since the network in MANETs is decentralized, the IDS resides in each and every node of the network [44]
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packet loss effectively.

Therefore, the problem of malicious packet loss detection in MANET considering features
from multiple layer of the protocol to eliminate the uncertainty about packet loss due to faulty
network as hence increase the accuracy of detection is studied in details in this chapter. In order
to enhance the probability of detection and reduce the false positive rate, a novel cross-layer
protocol design which enables information exchange across layers possible is proposed. Moreover, trust based mechanisms is used to distinguish between malicious packet losses and other
causes of packet losses. In this study, we have considered the cases where packet dropping
could be caused by low energy, congestion and other faulty network reasons. In cases where
the node has low energy, it refuses to relay and drops all the received packets since it does not
have the sufficient energy to transmit the packet or when two or more packets are received by
a node simultaneously, it has no choice but to drop one packet since its buffer space is limited
and incapable of accommodating more than one packet. Similarly, a non-legitimate node attempting to access the shared medium at the same time can cause a collision which results in
packet loss.

To this end, a novel cross-layer design for detection of malicious packet drop in MANET
is proposed in this chapter which uses three layers of the protocol namely: the physical layer,
network layer and MAC layer that collaborate to provide a better detection decision. Trustbased mechanism is used in this study for malicious node detection. The main contribution
of this work relies on addressing the problem of high false alarm rate in single layer intrusion
detection. In this study, we take advantage of using cross-layer design to have a better detection
of the malicious node dropping packets and excluding the node from routing path in MANETs.
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Cross-layer Intrusion Detection Technique

Here we discuss a number of intrusion detection systems have been proposed in the literature.
In [91], the authors proposed a cross-layer design where every layer has its own individual detection module and the correlation of the output from every layer obtain the detection decision.
A novel reliable routing using cross layer metrics is proposed in [64]. The combination of
traffic features from both MAC layer and network layer to provide more reliable routing path
in the network layer.
The authors in [82] have considered features from network layer and used them as metric
to distinguish malicious packet loss from packet drop caused by mobility. In this study, after
the detection process, link layer is responsible for updating the list of the neighbors and neglecting the malicious nodes. The study in [18], proposed a cross-layer design that correlates
the detection results from both single layer sessions as well as sessions taking place in multiple
layers of the protocol based on fuzzy logic mechanism.
The author considers using MAC layer and network layer to identify an intrusive attack in
the wireless network using AODV protocol in [51]. Principal components of the training set
are used to find the important components which reflect the distribution of the training data set.
then based on the value of the projection distance for each node as a threshold, the normality
of nodes is presented.
In [3], the authors proposed a cross-layer based on detection of new patterns of the routing
traffic, prioritizing them and adaptation to incremental updates of the detection model. In data
collection part, the proposed method collect information from across layer of the protocol from
traffic to dynamic topology and routing behavior. Next, the collected data are monitored, and
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new classified patterns are classified followed by data reduction and learning module to validate
the decision.
A cross-layer design to efficiently detect intrusions in wireless networks is proposed in [80].
In this work, the module to the link between layers and IDS is also proposed to reduce overhead during the data collection. A clustering algorithm has been used for anomaly detection.
Anomaly cross layer intrusion detection system has been proposed in [98] in order to increase
detection rate and reduce false alarm rate, using the interaction among physical layer, network,
and MAC layer in wireless mesh networks based on machine learning algorithms.
In [13], the authors considered only the collision as a legitimate reason for packet loss and
other reasons has not been taken into account. The major difference of proposed approach
with [76] is that it did not consider legitimate causes that can result in packet loss in the network. Despite all of the above-mentioned cross-layer designs, a cross-layer IDS is proposed
in [73] where the detection mechanism is shared among different layers of protocol which can
be interpreted as a system that has IDS in each layer of its protocol design. The author believes
that due to the presence of different kinds of protocols across each layer, it is difficult and at the
same time not effective and efficient to use a single layer detection mechanism. Moreover, the
author proposed cross-layer with the same approach of having IDSs at each layer in [90]. However, it has been proven that considering individual IDSs at each layer where the layers will
exchange the detection information. can result in significant processing over the head. Thw
study in [92] discussed the two possible cross-layer interactions: either through a structured
shared database where every layer interacts with a common shared database, which an interface between different layers of the protocol and detection component, or through information
exchange using direct interactions between two adjacent or on adjacent layers of the protocol

5.1. I NTRODUCTION

85

and their advantages and drawbacks. In the latter case, when a malicious activity in one layer
is detected it triggers the detection engine of other layers to confirm the attack in the network.
The authors suggested that if packet dropping attack is detected using watchdog mechanism,
in order to confirm the existence of this attack only due to malicious behavior of the network,
confirmation from other layers are required. Although this is a valid logic, however, since, in
this type of interactions, only two layers can exchange information at a given time slot, the
efficiency of the detection system degrades due to the delay in interactions of the layers. Other
potential shortcomings of direct interactions between layers are:
1. Not every direct interaction is helpful in performance enhancement.
2. More collected and shared information results in higher overhead (There is a trade-off
between false positive rate and overhead cost).
3. Loops of detection information exchange between layers has an adversary effect on stability.
4. The no-independent functionality of different layers of the protocol stack would lead to
loss of modularity.
In this cross-layer design, the modularity of the network is preserved due to the fact that only
necessary information is exposed to other layers through an interface. Moreover, since layers
only interact with a shared data based and it is responsible for coordination of information and
detection, the chance of the loop creation would be minimized and therefore the would be more
stability in the network.
Due to the above-mentioned disadvantages of the direct interaction cross layer design, im-
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plementation complexity, and based on the ease of management of the first approach, author
suggests that using a shared data based is preferred rather than using the direct interaction
between layers in [92].
Among all the studies in this research area, there are four well-known approaches for packet
loss detection, namely: watchdog, TWOACK [14], AACK [7] and EAACK [50]. Watchdog is
an efficient IDS that was proposed for MANET and many studies used it as the basis of their
work, however, watchdog detection mechanism fails to find malicious misbehaviors in the presence of a collision, limited transmission power, collusion, partially dropping [?]. TWOACK is
presented to tackle with the shortcomings of the watchdog mechanism and it is based on the
acknowledge message received from the next two hop to the source. It addresses the problem
of collision and limited transmission power; however, unlike watchdog mechanism that reports malicious nodes, TWOACK can only identify misbehaving links. Moreover, this method
suffers from a significant amount of overhead. Similarly, AACK method relies on acknowledgment from other nodes participating in the transmission. It has less amount of network
overhead comparing to TWOACK with similar throughput. The main issue with the following
IDSs is that they are still very prone to the false misbehavior report. In cases a node transmits ACK packet to the source even though it has not received any packet, the system fails
to identify malicious behavior in the network. When using acknowledgment-based detection
approach, it is crucial to validate the ACK packet and authentication; otherwise, the system
would be unable to identify intrusions. In another word, ACK packet is not a very reliable
measurement metric for IDSs. To address this issue, EAACK is proposed in [?] which adopt
digital signatures. Authors in [30], proposed a novel intrusion detection to detect packet dropping in MANET. The malicious node is identified using the comparison of the information of
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the normal routing path information and the path that is chosen by the attacker.
In [49], the author suggested there are two types of cross-layer IDS based on the number
of detection analysis units. The first category collects data from different layers and also has
multiple data analyzing units in every layer of the protocol. The detection decision is made by
the weighted correlation of the prediction from IDS in each layer. The major drawback of this
design is that having IDS at each layer significantly increase the overhead. However, in the
second category, all the collected data are used in a single detection analyzer which is located
in one optimal layer. In other words, the detection units perform independently of other layers.
The behavioral information and s from different layers are collected and all the processing for
malicious behavior detection are done in a single layer. In fact, the correlation among features
is the main essence of this cross-layer IDS design. Our work is based on the latter case in
which we consider the weighted correlation of features from 3 layers in order to find malicious
behavior in routing which is in the network layer.
Cross-layer design is one way of using the shared information among layers [43]. Crosslayer IDS provide a collaborative decision based on information from different layers. This
type of collaboration has the potential to offer higher detection accuracy and a low number
of false positive rate. Many IDSs have been proposed in the literature to identify the intruder
node however they mostly operate in a single layer of the OSI model or network model and
do not consider the collaboration and interaction among different layers. However, in crosslayer design, the information is exchanged among different layers and trigger multiple levels of
detection and use the knowledge of network [60]. Cross-layer design focuses on analyzing and
sharing statistics from different layers. In cross-layer design, the selection of the right layers of
the protocol is very critical to efficient and effective anomaly detection. Cross-layer approach
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monitors the network, communicate with different layers and exchange information. One of the
major concern with conventional implemented IDS is that they are misused-based IDS and due
to the rapid change in the appearance and effects of attackers, and considering that misusedbased detection suffers from low efficiency in detection of novel attacks, the predefined set of
attacker’s signature requires to be updated more frequently than before which is not suitable
for accurate attack detection. In addition, current IDS only consider one layer of the protocol to
detect compromised node in the network. However, some attackers can affect multiple layers of
the protocol and it differs from one layer to another. Hence, it is essential to consider multiple
layers into consideration for anomaly detection in the network traffic data [80].
Cross-layer IDS is an alternative solution to overcome the drawbacks of conventional IDS
and they have higher detection accuracy since more information is involved in detection of the
compromised node [12]. The wireless medium has caused the network to be more exposed
to different types of attacks. On the other hand, independent security mitigation techniques in
different layers may result in a conflict of interest and would lead to performance degradation
[92]. Robustness in cross-layer IDS design is a very important factor. The need for cross-layer
IDSs is inevitable due to several factors.

1. Attacks have become more sophisticated nowadays and conventional IDSs are not sufficient to detect such attacks and multiple levels of observation or maybe detection is
required to first, find the essence of attacks and second, to improve the detection accuracy at the same time.

2. The performance of single layer IDS is not sufficient and cross-layer IDS has relatively
better performance in terms of accuracy and false positive rate
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Cross-layer IDS utilize the shared information about the traffic patterns and attack traces from
nodes within the same communication range from multiple protocol layers. The ultimate goal
behind cross-layer approach for intrusion detection system is as follows:
- To detect multi layer attacks using multilayer features
- To enhance detection performance using parameters across layers of protocol stack.
In the proposed cross-layer design, different layers of the protocol, namely: network layer,
MAC layer, and physical layer collaborate and share information using a shared database to
exploit the information available across different layers and make it available to different on
adjacent layers. Collaboration among network layer, MAC layer, and the physical layer can
significantly enhance the detection of the intentional malicious packet loss in the network by
using cross-layer design. The objective of proposed cross-layer intrusion detection is to detect
malicious packet loss more accurately, while obtaining a more reliable and secure route from
source to the destination through collaboration among different layers of the protocol via shared
information database to improve efficiency and the performance of MANETs. Moreover, in
this study, the best routing path for data transmission is selected excluding the malicious node.
Cross-layer IDS are generally categorized into two information sharing mechanism. In centralized cross-layer IDS, the detection takes place in only one layer and other layers only share
and provide the required information and features to the layer that is responsible for detecting
the layer-specific attack; however, unlike the centralized mechanism, in the distributed crosslayer design, every layer is responsible for observing the network and identifying any malicious
activity and share detection results to other layers. In other words, in the distributed cross-layer
design the detection mechanism and the suspicious malicious nodes are shared among different
layers of the protocol and with this collaboration the protocol decides whether the suspicious
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node is an attacker or not. The collaboration among different layers gets confirmation from
different layers that the suspicious malicious node according to one layer is a malicious node
or not [60, 91].

Multiple Data Collection Multiple Data Analysis
In Multiple Data Collection and Multiple Data Analysis (MCMA), as [49] suggested, there
IDSs are in one layer of the protocol stack and the confirmation from each layer is required
to make a decision about the suspicious node. It can be interpreted as each layer has its own
detection mechanism and the correlation among detection decision of layers will provide the
final decision about the existence of an attacker in the network. The proposed cooperative
cross-layer detection in [13] is based on this technique. In this approach, first, the information
about the malicious behavior is obtained from different layers of the protocol stack and secondly, the identification of the malicious node and a final decision is based on the weighted and
correlation of the prediction from individual layers. This indicates that each layer is equipped
with its own IDS [90].

Multiple Data Collection Single Data Analysis
In Multiple Data Collection and Single Data Analysis(MCSA), the features across layers are
collected and used in one single layer which equipped with IDS. Using this technique, only one
detection analyzer is available for each node and may reside in any of the layers of the protocol
depending on the attacker type; however, it is notable that the features and data are collected not
only from the layer where the detection system resides but also from other adjacent and nonadjacent layers. Despite MCMA approach, in this cross-layer scheme, the detection unit resides
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in one layer using the obtained information from itself and other layers. The main advantage of
this scheme is that the energy consumption decreases significantly [90]. Collecting information
from various layers helps to confirm the malicious behavior in the network and detect malicious
nodes with more accuracy [16]

5.1.2

Trust-based Compromised Node Detection

A secure trust based intrusion detection system considering both direct and indirect trust value
calculation is proposed in [72]. Similar to EAACK approach, this technique is also based on
the acknowledgment packet. After receiving the RREQ message and checking the destination
IP, it sends ACK message to the source to represent that it has a path to the destination and if
the ACK message is received successfully the trust value of the path will increase, otherwise,
the source would look for a malicious attack. Authors in [38] proposed a trust-based ADOV
protocol design; however, the calculation of the trust value is not clearly stated. One possible
way to ensure secure communication is to have all communicating nodes trusted by building
a trust model [46] It is suggested that trustworthiness of the node in the network should not
be limited to the communication point of view and other metrics should also be taken into
considerations. In [21], the author considers the case that there are different intrusion detection
in a different layer and in order to determine a node to be malicious all the IDS existing in
different layers need to confirm it. There is a no trust region where suspicious nodes with packet
dropping, collision and misdirection attacks are put into and the detection continues. In [76]
the author proposed a cross-layer design in MANETs that utilize the physical layer features
such as transmission range, link stability and node degree to define the trust value of the nodes
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in the network. The node with the highest trust value will be chosen as an observer node and
is responsible for identifying the malicious node by considering the number of received and
forwarded packets. If a node only intercepts packet and do not forward them, the node will
be considered as a malicious node and its trust value will decrease. Also using the proposed
trust value, the route with the highest absolute value is considered to be the path for packet
transmission and MAC layer allocates the access time and access control. At the end, the node
with the least trust value is detected as an attacker. Despite what the author claimed, the node
with the least trust value is not necessarily an attacker due to the fact that we need to compare
the trust value of nodes with their initial trust values and consider the deviation of trust value
from its initial point.

5.2

Attack Types and Categories

In general, attacks can be categorized in three different ways. First, they are either active or
passive. Second, they are either internal attacks or external attacks. Third, based on their target
layer of the protocol.

5.2.1

Active Attacks Versus Passive Attacks

Security attacks against wireless ad-hoc networks are categorized into passive and active attacks. Passive attacks eavesdrop in the network to collect information. However, on the other
hand, active attacks cause trouble in the network and the attacker disrupts network operation.
Active attackers cause disruption in the network operations; however; the passive attackers
only monitor the network and collect information about the network to provide them to the ac-
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Table 5.1: DoS attacks in different layers of the protocol
Protocol OSI Layers

Attack

Physical

Jamming, Tampering,
eavesdropping, scrambling
Collision, Exhaustion,
Unfairness, Disruption MAC
Neglect and Greed, Homing,
Misdirection, Blackhole
Greyhole, Packet Drop
Sleep Deprivation, Sybil
Sinkhole, Hello Flood
Selective Forwarding
Spoofing and altering route information
Flooding, Desynchronization
Session Hijacking

Data link

Network

Transport

tive attackers. Spoofing, packet modification, black hole and grey hole and wormhole attacks,
as well as all DoS attacks [24] are examples of active attacks while eavesdropping and traffic
monitoring are considered as passive attacks [8]. Passive attacks do not disrupt the network
and only monitors the network to collect the valuable information by listening to the network
traffic. Passive attacks can obtain information about the network topology, the location of the
nodes and their identity and provide this information to the active ones. On the other hand,
active attacks try to gain unauthorized access and degrade the performance of the network [4].

5.2.2

Internal Attacks Versus External Attacks

Active attacks can further be categorized into two types of internal and external attacks. External attacks that are carried out by a node that does not belong to the network and internal
attacks are the ones that a node from inside the network acts maliciously. Internal attacks are
more severe and difficult to detect. Most of the studies in the literature address the external
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Table 5.2: Parameters in different layers of the protocol
Protocol OSI Layers
Physical

Data link

Network

Parameters
Channel switching frequency
Energy Level
Bandwidth, link loss rate
Access delay
No. of medium access
Duration of medium access
Data packet, route request,
route reply and route error,
link added, link modified,
route changed

attack detection; however, the efficient detection of internal attacks remains a problem which
this study addresses it. Insider or internal attacks lie within the MANET and can cause severe harm to the network. On the other hand, the external attackers are not a member of the
MANET. In comparison to the internal attackers, they are considered to have less harm to the
network [8]. The internal attackers can be the legitimate nodes with shared key information
and might participate in the routing process. These malicious attackers can disrupt the routing
process and can attack routing discovery phase or route maintenance phase [8]. Internal attacks
are harder to be mitigated since they have all the information about the network.

5.2.3

Layer-specific Attacks

Attacks can be further classified based on the layer they aim to cause disruption in. A list of attacks with their target layer is presented in table 5.2. For instance, jamming and eavesdropping
attacks disrupt physical layer while collision and packet drop attacks threaten data link layer
and network layer, respectively.
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5.3

Proposed Cross-layer Trust-based Malicious Packet Loss
Detection Architecture

As discussed earlier, the conventional methods failed to determining the real cause of packet
loss and the proposed protocol designs that aims to detect malicious packet drops ignore legitimate or natural causes of packet losses. These shortcomings motivated us to propose a
technique that can distinguish malicious packet loss from other packet loss causes. In this
study, packet loss refers to any kind of attacks that causes destination node to not receive transmitted packets from the source node and non-malicious packet loss refers to all the legitimate
reasons due to faulty networks. Packet drop is not always due to the existence of the malicious
node. This misbehavior of the network can be due to congestion, lack of energy, poor channel condition, for instance. Here, a brief description of each scenario is represented. If the
intrusion detection system is not well designed, the detection of malicious packet loss will be
with high false positive rate due to the above-mentioned legitimate packet loss reasons. Figure
5.2 demonstrates the three main components of the proposed cross-layer intrusion detection
design.

5.3.1

Data Collection and Feature Extraction

This unit is responsible to observe and monitor the events, preprocessing the captured data from
the network, extract features from physical, network and MAC layer and select the informative
features about packet loss detection, share all collected features in a shared data based for
all the contributing layers for access and finally present them to the intrusion detection unit.
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Figure 5.2: Proposed Cross-layer IDS Architecture

Cross-layer design helps to identify the correlation and relation between features from various
layers [51].

Cross-layer Features

The right combination of layers is crucial in the design of a cross-layer IDSs. Moreover, it
the right selection of layer statics is extremely important in cross-layer design. For instance,
a collaboration of network, MAC and physical layer are the best for routing attack detection
and to identify DoS attackers, it is better to include MAC layer features and statistics [49]. The
parameters or in other words, the information that is used and shared in the shared database
is extremely important in the proposed cross-layer protocol design since the lack of sufficient
information significantly degrades the performance of the network. Network traffic statistics
collected from both MAC layer and Network layer are essential in proposed technique. Moreover, physical layer characteristics also play an important role in detection mechanism. In
network layer, the forwarding behavior of the neighbor nodes is considered while in MAC
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layer, the wireless link quality is considered. The network layer is responsible for establishing
an end-to-end connection over the network and is responsible for discovering the route for the
packet to reach the destination.

Transport Layer Features all the number of RREQ messages, as well as RRER and RREP
messages, are available at the transport layer.

Network Layer Features All routing information are taken from network layer.

Link Layer Features MAC layer has information about the congestion and interception [44].
It is responsible for providing a secure and reliable link in the wireless network. This layer
allocates time-frequency or code spacing among mobile sharing wireless channels [43]. Information available in this layer are but not limited to the number of active data transmission,
the delay between data transmission rate and the number of data retransmissions. Moreover,
the link layer is responsible for keeping track of the mobility of nodes and updating the list of
neighboring nodes at every time instance. In the proposed technique, after defining the secure
routing path based on the trust model, the source node provides the secure route information
to the MAC layer to allocate less access time to the nodes with less trust value and give more
access time with nodes with higher trust values. In other words, MAC layer ensures that the
packet loss is not due to collision and therefore is due to buffering congestion. It counts the
number of sent RT S packets and received CT S packets. Any difference indicates that the
packet loss is due to the collision.
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Transmission power and bit error rate are the major contribution

of physical layer in malicious packet loss detection.

5.3.2

Intrusion Detection Based on Trust Model

When a packet is sent from node A to node B, after receiving the packet, node B can either
relay it to the next hop that is either destination node or another node in the routing path to
the destination, or it can be intercepted and drop the packet. There are several reasons that can
cause this failure to node B to receive or relay the received packet to the next hop. If the buffer
space of node B is full, it is incapable of accepting new packets and therefore drops the packets
due to buffer overflow. Channel error, on the other hand, can corrupt the packet content and
force node B to drop it since it is not readable [42]. In order to find the packet drop attack due
to malicious activity of an attacker node, we need to identify other motivations of a legitimate
node to drop the received packet. Through literature, this issue has been widely investigated
and possible motivations are described as: collision, the constraint is energy resources or even
mobility. A collision occurs when nodes try to access the shared medium at the same time.
Another legitimate reason for packet drop is the corruption of the packet due to signal losses,
interference or a high bit error rate.
In order to confirm that the suspicious malicious node which drops packets is an intrusive
node or in other words, a node drops the packets deliberately, each node in the network should
calculate the trust value of all its neighbor nodes based on its link stability, residual energy,
congestion and collision which are the legitimate causes of packet loss in the network.
In the beginning, it is considered that every node has a trust value of 1 in the network.
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With each data transmitted in the network, the trust values of each node are updated. This trust
value is then used in route request message which is further secured with the help of message
authentication code(MAC) calculated for each node.
The trust value of the destination is updated once it receives the route request and this value
will be sent to the source via RREP message. Then the source selects the route with the highest
trust value. Finally, the path information is presented to MAC layer for access time and access
control allocation which is also based on trust values.

Trust Model Generation
Trust is a concept that determines the availability, reliability, and quality of the service of a
node. Trust can be defined as the belief one node has about other nodes in the network based
on their behavior or recommendation from other nodes. The authors in [61] referred trust to
the belief one node holds on another node about the ability to successfully forward the packets.
Trust refers to the belief that one node holds about another node based on previous knowledge
or recommendations from other nodes [61]. Continuous evaluation of the performance of nodes
is vital to learn about the network behavior and it is considered for calculation of the trust value
of a particular node. However, in this study, we refer to the trust as a measurement of the
capability and ability of a node to forward the received packets. Using trust models to meditate
the network against various kinds of threats has become an essential aspect of MANETs.
Typically, there are two types of trust model establishment. It can be either based on calculation and recommendation from a third party which is an indirect way to obtain the trust
value of a node or it can be based on direct interactions [46]. In direct observation, an observer
estimates the trust value of one hop neighbors. Researchers use other nodes opinion or indirect
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trust observation to not be biased to the decision of one observer [99]. In direct observation the
monitoring node is the same node as the one evaluating the trust value; however, the indirect
observation, the other nodes, third party, collects the required evidence for the node that is
evaluating another nodes trust value. Indirect trust is the estimation of other nodes about the
trustworthiness of a target node that is collected by an observer node.In other words, the legitimacy of the neighbor node that provides feedback on the trustworthiness of a specific node
is not clear to the collector node. A malicious node can deliberately provide false feedback
about the target node. Hence, the uncertainty of the indirect observation information is an important issue and many works have focused on trust establishment based on unreliable indirect
observation [99]. Hence, since the trustworthy of the third parties is an issue itself and there
is no guarantee that the third parties are non-malicious nodes and also getting feedback from
neighbor nodes would increase the communication overhead which is not desirable investigation on the reliability of the indirect trust observation is not in the scope of this study and we
considered the direct trust observation in our work.
In this study, a trust based AODV protocol has been proposed for MANET that its measurements are from different layers of the protocol. This Trust-based Cross-layer AODV protocol
(CTAODV)2 . In this study, the trust value range is between 0 and 1 where 0 means no trust
while 1 refers to certain trustworthy of a node. Moreover, if the trust value of a node relies on
the range of [0, ∆a] it is considered as a malicious node and if its trust value falls in the range
of [∆a, 1], it is considered to be trusted and a normal node in the network. Where ∆a refers
to the predefined threshold3 for trust degree calculation. It is notable that this threshold can be
2

It worth mentioning that in this study we adopt MCSA where we collect data from the network, link and
physical layer and the detection or analysis unit resides in network layer to identify packet losses.
3
It is notable that all the threshold values used in this study and proposed algorithm are defined by historical
data. For instance, based on previous observation of the network behavior, it is known that if the residual energy
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easily defined based on the previous observation of the network. Statistical threshold values
for each parameter or features extracted from various layers of the protocol can be easily calculated during the training phase. The trust value that one node can hold from another node in
its neighborhood can be defined as below where T xy represent the trust value that node x holds
from node y as shown in equation 5.

T xy

k
X
[wi (A).T ] where 0 < T xy < 1
=

(5.1)

i=1

w1 + w2 + w3 + w4 = 1 and 0 < w1 , w2 , w3 , w4 < 1

(5.2)

Equation 5.1 shows that the overall trust value that one nodes from another node is the summation of the weighted individual trust models. In this study, we define individual trust models as
the legitimate reasons for packet loss. The summation of the weights of individual trust models
should not exceed one.
Collision:
In the proposed collision detection scheme, we introduced a novel scheme to enable the source
node to identify the collision in the network. When the transmitter does not receive acknowledge after the transmission starts, it selects the node with the highest trust value in the communication range of the transmitter and the relay node and assigns it to monitor the network.
This area is the best choice for the monitoring node to reside since the malicious node has to
be in the relay node transmission range in the worst case scenario in order to induce collision.
This monitoring node should be able to hear the from both the transmitter and malicious node
intending to cause a collision. It is responsible to observe the network and detecting the nodes
of a node drops below a certain value the node is not capable of participation in the transmission.
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that transmit at the same time and have one similar destination. It then provides a list of suspicious nodes to the transmitter and now it’s the responsibility of the transmitter node to identify
the malicious nodes based on the repetition of a node(s) in the suspicious list provided by the
monitoring node. Since mobility is one of the undeniable parts of the MANET, it is important
for the transmitter node to update the monitoring node periodically since one selected monitoring node may not be in the preferred communication range after some time. In this case, the
transmitter should assign a new monitoring node and get the suspicious list from the newly assigned monitoring node. The probability of a collision-free and error-free communication can
be calculated based on 5.3 and 5.4; respectively. Therefore, the probability of having packets
receive the intended destination without collision and error in the link can be calculated based
on 5.5.

Pcollision

f ree

= (1 − Pcol ).(1 − Pcol (1 − Pcol ))

(5.3)

Perror

f ree

= (1 − Perr )

(5.4)

T correctly recieved = Pcorrectly recieved = Pcollision

f ree .Perror f ree

(5.5)

Since Pcol is related to the traffic rate, it should be calculated based on the number of RTS and
CTS and in the case where these two packets are not received within the specific time period,
the probability of packet loss due to collision will increase. The probability of collision occur
in the network between two nodes can be calculated using the following formula:

Pcol =

(#RT S − #CT S )
#RT S

(5.6)
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Link Stability:
Received Signal Strength(RSS) alone, cannot be used to determine the links status due to the
mobility nature of MANET. Mobility can cause the network to be unstable and therefore RSS
is not a good indicator for link status. Alternatively, link stability can be used to measure the
connectivity between two nodes in the network. Link stability is defined by the transmission
range and distance between two nodes as follows:

T ls = Link S tability =

T ransmission Range
Distance

(5.7)

In general, the transmission range can be derived using the following equations:

Pr = 10 log Pt + Gt + Gr +(20 log

R
λ
) + 10η log( ) + P shadow path + P f ading
4πR
D

(5.8)

Where Pr is the received power and Pt is the transmission power into the antenna while Gt
and Gr are the antenna gain of the transmitter and antenna gain of the receiver respectively.
λ is the wavelength of the signal and R is the distance between the transmitter and receiver
antenna and D is the transmission range. Hence, in order to derive the transmission range,
knowing all other parameters in equations 5.8, D can be calculated. Moreover, P shadow path and
P f ading are the power due to shadowing and power due to fading, respectively. η is the path
loss component. It is notable that all the gains are in dB and therefore, the transmission range
would be in meter. Communication range is used since the network should know whether the
abnormal packet loss behavior is due to having the relay node moving and getting out of the
communication range of the transmitter node or the packet loss is due to the malicious activity
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of the relay node.
Residual Energy:
In every data transmission, the nodes that are involved in transmission lose energy at every data
transmission. At a critical energy level, the node is not able to participate in packet transmission
due to its low energy. In this case, packet loss is not due to malicious behavior. Instead,
the network and nodes are working normally and the packet drop is only because of the lack
of resources. As the authors suggested in [76], the residual energy is the remainder of the
node’s energy after a certain amount of time being active in transmission. It can be computed
based on the subtraction of the consumed energy while knowing the initial energy level of
each node. This is one of the very basic physical characteristics of nodes in wireless networks.
The probability of the residual energy can be easily derived based on the above-mentioned
equations
T re =

E I − EC
EI

(5.9)

Equation 5.9, shows the calculation of the trust model based on the residual energy where E I is
the initial energy level and EC is the consumed energy level of the same node that participate
in data transmission. The energy consumption level can be computed based on the following:

EC = ρNF NR Eb + ρNr Eb

(5.10)

where NF and NR are the number of forwarded packets and received packets while Eb is the
energy level per bit and ρ is the packet size in bits.
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Congestion:
Congestion can be measured and estimated using the free buffer space in the link layer. In order
to have congestion-free network and data transmission, only the nodes with sufficient buffer
space should forward the RREQ packets and participate in the routing. If the buffer level is
pretty low and cannot accommodate any more packets, it will drop RREQ packets. Therefore,
by comparing the number of RREQ and RREP, one could have a good estimation of the probability of having congestion in the network. Congestion occurs when a node tries to carry more
data that it can accommodate is capable of handling [20] or when multiple users try to access
the available resources to transmit their information and data. Congestion is one of the main
reasons for packet loss in the network.

Ret(x) = Bc (x) −

N
X

misize (x)

(5.11)

i=1

Retentiveness represent a node’s available buffer storage for the new packets that are sent to
it. In the above-mentioned formula, Bc (x) is the node’s buffer space capacity and

PN
i=1

misize (x)

is the summary of all message occupancies [68]. The trust value based on the probability of
congestion can be calculated as follows:

T cong− f ree = Pcong− f ree =


 mnew
size (x) − Ret(x)
mnew
size (x)

(5.12)

Congestion is estimated by measuring the free buffer space in the link layer. Therefore, only
the nodes with sufficient buffer space forward the route request packet and participate in the
routing process.
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Malicious Packet Loss Detection

In the proposed malicious packet loss detection, as discussed earlier, the detection is based
on cross-layer trust-based technique. The features are collected and extracted from physical,
network and data link layer and they are used in the trust model generation to build a trust model
based on legitimate causes of packet losses in the network. In order to detect the malicious
packet losses, we first need to calculate the trust value that one node holds from all its neighbors
based on the individual trust models.
In the first step, we try to derive a set of nodes that are suspicious to be malicious. However,
in order to do that, we need to make sure that the node is trusted. Unlike many works that believe if the trust value falls below a predefined threshold, it indicates that the node is malicious,
we claim that the if the trust value of one node from another node is less than threshold it only
indicates that if the packet loss occurs, it is based on legitimate reasons and cannot determine
existence of malicious node in the network. One main fact to support this idea is that, since
the characteristics of malicious node is in most of the cases ideal for instance in terms of energy efficiency or transmission range or even it cannot be a victim of another malicious node
causing disruption by collision, the node with low trust value is in contract with this notion due
to the fact that trust model is based on residual energy, collision-free, congestion-free and link
stability.
Therefore, if the trust value of one node from another node is less than a certain threshold,
the node cannot be malicious. In fact, all other nodes with higher trust value than the threshold
are suspicious to be the malicious node. This is the basis of creating a list of suspicious node
that have the potential to be malicious in the network. In order to detect the malicious node
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from the suspicious list, the number of received and forwarded packets are compared to determine whether a packet loss has occurred by a certain node or not. For cases where there is a
difference between the forwarded packets and received packets and if the node which drops the
packet is in the suspicious list, then it is certainly a malicious node that drops the packets deliberately. Algorithm 2 demonstrates the pseudo code for the proposed cross-layer trust-based
IDS for malicious packet loss detection.
The detection of malicious node is important since they should be eliminated from the
network and all the network-related operations. However, the node with low trust values should
remain in the network. Although, the node with low trust value cannot participate in routing
the transmitted packet to the destination, however, since the trust value of nodes get updated
frequently, i.e. after every packet transmission, it may obtain a higher trust value.

5.3.3

Response Module

The list of suspicious nodes generated by the monitoring unit. This list is sent to all the neighboring nodes. This unit distributes the decision made by detection analysis engine with the list
of intrusions to all nodes. This unit raises the flag to inform all the nodes in the network about
the intrusive attack and the intruder node.

5.4

Proposed Secure Path Selection

Secure routes are the key to provide reliability and enhance the throughput of the network.
After data collection about the network behavior from multiple layers, the data analysis module
which represents the layer that we aim to detect an attack in, will process the data to provide
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an informative decision about the normality of the network behavior. Based on proposed trust
model, the trust value of every node is evaluated to help in the selection of the next hop for
secure and reliable routing.

Using the provided trust values from the observer node to the source node and based on the
secure trust-based routing model proposed, the source node calculates the secure selected path

Algorithm 2 Proposed Trust-based Cross-layer Malicious Packet Loss Detection Algorithm
Input: No. of forwarded packets and No. of received packets, N=No. of nodes in the
network
Output: Malicious Node Detection
Step 1: Derive a suspicious list
1: for i = 1 to N do
2:
for j = 1 to M and j , i do
3:
Check neighbor table for node i
4:
Calculate Trust T ij for all neighbor nodes
5:
if 0 < T ij < T hreshold then return
6:
Put node j in the not trusted list
7:
else if T ij > T hreshold then return
8:
Put node j in the suspicious list
9:
elsereturn
10:
Eliminate the node from neighbor nodes
11:
end if
12:
end for
13: end for
Step 1: Detect malicious node
14: while No. o f recieved packets by j , No. o f f orwarded packets by i do
15:
if node j is in suspicious list then return
16:
node j is malicious
17:
elsereturn
18:
Eliminate trust value of node j
19:
end if
20: end while
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as the most reliable and secure path for routing.

p
(T V.Min Value). No. o f hops
No. o f hops

(5.13)

S elected S ecure Path = max(path − T rusti )

(5.14)

P
Path − T rust =

5.4.1

Observer Node Selection

In the proposed technique, the node with the highest absolute trust values will be selected as an
observer node. The observer node plays an important role in the proposed routing technique.
It is responsible for monitoring the nodes in the network, maintain and update the trust table
of nodes and broadcast these trust values to the neighboring nodes. It also calculates the trust
values of all possible routes to the destination. After every node in the network has the trust
values of their neighboring nodes, the previous observer node assigns the node with the highest
trust value as the next observer node. The responsibilities of the observer nodes are:
1.To monitor the network and calculate the trust values of the nodes
2.To update the table of the trust values of all the neighbor nodes
3.To broadcast the trust value of every node to source
4.To decrease the trust value of the nodes with malicious activity

5.5

Performance Evaluation

Network Simulator (NS2) is used for simulation which consists of the collection of network
protocols to enable simulation of various topologies with different types protocols. The proposed routing technique is implemented in AODV through coding with C++.
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Figure 5.3: Secure Path Selection Based on Trust-based Cross-layer AODV
Table 5.3: Trust Table
S
S
a
b
c
d
e

5.5.1

a
0.8

b
0.9
0.4

c
0.6
0.3
0.5

d

e

0.9
0.8
0.8

0.5
0.3

D

0.8
0.8
0.7

Validation of Trust Value Evaluation

To better demonstrate the proposed trust-based routing path selection, an example of secure
path selection from both malicious packet loss attack and faulty network that results in packet
loss, is provided. As it can be observed from Fig. 3, there is a network consisting of a single
transmitter and a receiver and there exist five nodes that relay the transmitted packet. Firstly,
each node calculates the trust values of all its neighbor nodes as demonstrated in Fig. 5.3. In
the second step, the compromised nodes that drops the packets are eliminated and all the links
from other nodes to it would not be used for routing. Moreover, the links with overall trust
values less than a threshold would not be used since these links are not reliable to relay the
packets to the next hop. The route with the highest trust values will be used for routing in the
network layer. At the start, the trust value of all nodes is equal to 1 and trust value changes due
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to receiving or losing packets based on the trust value formula. After the transmission starts,
the trust values will be updated in the network layer of AODV protocol. When the destination
node receives RREQ, the updated trust value of each node will be sent to the source with
RREP. Table 5.3 demonstrates the trust value between every two neighbor node. As it can be
seen from both Figure 5.3 and table 5.3, based on the proposed algorithm, node d is detected
to be a compromised node that drops the packets. Therefore, it is eliminated from the routing
table(shown in red color). Moreover, since T ab and T ac and T ce have trust values less than the
threshold (here T hr = 0.5), these links are also eliminated and not considered to be used in the
routing path. Based on the remaining legitimate nodes and links with high trust values, there
are three routing path available. In order to find the secure and reliable routing path, the path
trust should be calculated for each path based on equation 5.13 and 5.14. Therefore we have:
S → b → e → D Path-Trust= 1.2
S → b → c → D Path-Trust= 1.27
S → c → D Path-Trust= 0.3 based on the calculation of the path-trust values, the second
routing path consisting of nodes S,b,c and D is the most secure and reliable path.

5.5.2

Performance Metrics

In our simulation, we have considered the packet start time, end time, number of generated,
dropped and received packets as well as packet delivery ratio and false positive rate versus the
percentage of malicious nodes to all nodes in the network. The main goal of this study is to
improve the following metrics in intrusion detection systems:

1. Detection rate which is also known as true positive rate and represent the rate of correctly
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identifies attacks. The performance of the proposed protocol is analyzed using a number
of packet losses, packet delivery ratio and the number of received packets with a variation
of the number of the nodes, speed.

2. False alarm rate or false positive rate that represents the rate of normal behavior which
incorrectly identified as intrusion

It is notable that the Packet Delivery Ratio(PDR), routing overhead and average throughput has
also been taken into considerations.

PDR =

5.6

No. o f recieved packets
No. o f transmitted packets

(5.15)

Simulation Results

In this work, the proposed cross-layer design is compared to conventional single layer method
and other cross-layer designs in terms of false positive rate.

5.6.1

Assumption

In this study, couple of assumptions are considered. First, it is assumed that malicious node
never initiates route discovery since it does not have any data to transmit. In other words, an
adversary node never forwards RREQ message. Moreover, it is assumed that the malicious
node either drops the packets or forward it. The case where the malicious node forwards
the modified and corrupted version of packets remains for future work. In this study, its is also
assume that the number of malicious nodes is always less than legitimate nodes. In addition, we
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Table 5.4: Network Configuration for Performance Analysis
Number of nodes
Simulation time
Environment size
Channel Type
Propagation Model
MAC Type
Transmission rage
Routing Protocol
Antenna Type
Packet Size
Mobility Speed

50
20 sec
1000m x 1000m
Wireless Channel
Two Ray Ground
IEEE 802.11
180m
AODV
Bidirectional
512 Byte
20 m/s

consider that all mobile nodes are deployed randomly and it is assumed that all the nodes have
computing, storing and communication capability. A homogeneous system is considered where
every node has the similar initial energy level. Furthermore, we assume that there are enough
interactions between nodes that they only require direct trust and a third party to confirm the
trustworthy of a node(indirect trust) is not necessary required to be obtained. We suppose that
every node has a list of all its immediate neighbors and all immediate neighbors of a node have
a trust value of 1 which indicates that a node fully trusts its neighboring nodes initially and
after getting feedback from the behavior of the network, it will update the corresponding trust
values. In addition, both the source and the destination node are not malicious. The attack
model considered in this study does not consider the collaboration among attackers to cause a
problem in the network.

5.6.2

MANET Routing Protocol

MANET routing protocols are classified as proactive and reactive protocols. Proactive protocols are not as productive as reactive protocols and that is the main reason why Ad hoc
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On Demand Distance Vector(AODV) and Dynamic Source Routing(DSR) are mostly used in
MANETs [44]. AODV is a reactive routing protocol which unlike active protocols that rely on
routing table to establish a path to the destination, it finds a route to the destination whenever
a communication is needed [38]. AODV belongs to distance vector class in which every node
has knowledge about its neighbor nodes and the distance and cost to reach them. In AODV,
every node sends the routing table to the neighbor nodes, to support the connectivity of the
nodes in mobile ad-hoc networks, we used AODV(Ad-hoc On Demand Distance Vector) routing protocol is used in this study. In AODV, the relay nodes are responsible for finding a path
to the destination and sending PREQ to the neighboring node just like the transmitter. AODV
provide loop-free, self-starting and scalable network routing for ad hoc networks [76]. It is a
very productive protocol due to having fewer overheads and are mostly used for MANETs [44].
This protocol builds routes based on the desire of the source node and the communication links
depend on the sequence number of their corresponding nodes. Any changes in the network will
change the sequence and help to better identification of the recent network activity. It is notable
that the routes are maintained until they are no longer desired. In AODV four types of messages
are used to communicate between nodes, namely: route request message(RREQ), route reply
message(RREP), route error message(RERR) and route reply acknowledge message(RREPAck). Among which, the first two are used for route discovery while the rest are used for
maintenance. Once the source wants to establish a connection to the destination, it starts route
discovery phase. Finding a path to the destination is possible through broadcasting RREQ
message to all the immediate neighbors by the source node. When a source node requests a
route to a destination for which the route is unknown, it broadcasts PREQ to the network 4 . If
4

It is notable that this will happen if the source node does not have any route in its route table.
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a neighbor node finds a route through itself to the destination, it response with RREP packet.
Otherwise, it forwards the received RREQ packet to the network in its transmission and allows
other nodes to decide the path. Nodes which resides in the communication range of the source
node will send RREP to the source node under two circumstances: First, if it is the destination,
second if it has a route to the destination. Every node in the network keeps RREQ’s source IP
address and broadcast ID. Once the source receives the RREP it forwards packets to the node
it received the RREP from. If any neighbor node could find a routing passing through itself, it
replays back with RREP and if no neighbor node could find a path, then the source node will
generate RREQ again. This process will continue until the path from source to the destination
is established. During the data transmission, the source node updates its routing table based
on multiple RREP that it receives [84]. Based on this study, when the source node receives an
RREP message with secure selected path which differs from the previous path, it would revise
the routing information for the same destination and start to forward the data packets with the
new secure and reliable route. It is notable that AODV maintains the routing path information
while there is periodic traffic between source and destination and would disregard the path as
soon as it becomes inactive and the new route between source and destination become established [76]. If the link breaks, the source node will receive RRER to inform the source node
about the broken link. The source node will do the process of route discovery after it receives
RERR for the active route. In AODV, every node has its own routing table, all the nodes in the
network, the distance to the next hop. Every node sends to the whole routing table to the neighbor nodes [38]. If the source node later receives an RREP message which has fewer hop counts
or has better performance for routing it revises its routing table and forwards packets using the
better route. As long as the route is active, there is periodic data traffic between the source and
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destination, it maintains routes in the routing table otherwise it becomes inactive and deletes
the route. Each node contains a list of neighboring nodes to which it can communicate directly
through a "HELLO" message and it uses link layer to update the list and keep track of neighboring nodes to avoid resources consumption such as energy and bandwidth [82]. In AODV,
shortness of the path and freshness of the path which is readable through RREP message are
the important metrics to find the best route to the destination [83].

5.6.3

Simulation Environment

In this work, we have used the malicious nodes that drop the packets in simulated MANET
environment. All the simulations are conducted using Network Simulator(NS2) that have a
collection of all network protocols. It is an object oriented, event driven network simulator
written in C++ and OTcl. The simulation configuration as can be seen from table IIIconsist of
15, 20, 40 and 50 nodes distributed over a 1000m x 1000m area. The simulation was carried
for 50 seconds and packets are transmitted with constant bit rate(CBR) of 5 packets per second.
In order to determine the different behavior of the network, we have carried out the simulation
with different parameters. The hardware configuration used for the simulation are shown in
table 5.4.

Detection Performance
To evaluate the detection accuracy of the proposed trust-based cross-layer IDS, the performance of 5 packet loss detection including proposed technique in terms of false positive rate
with respect to the increase in the percentage of malicious node to the total number of nodes in
the network is studied in figure 5.4. It is clear that with the increase in the number of malicious
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Figure 5.4: Performance of Proposed Trust-based Cross-layer IDS in terms of False Positive
Rate

nodes, the accuracy will decrease and therefore, the detection system will have more false positive rate. From Fig 5.4, it can be observed that the proposed packet loss detection technique
has significantly less positive rate than conventional watchdog mechanism. Moreover, comparing to other techniques which are based on ACK packet, namely: TWOACK,AACK,EAACK,
trust-based cross-layer IDS outperforms other packet loss detection techniques. It is notable
that the significance of TCAODV is not limited to more accurate decision. The proposed
technique is more desirable since it can distinguish malicious packet loss from faulty network
packet losses which is extremely important.
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Figure 5.5: Comparison of Packet Delivery Ratio of Proposed Trust-based Cross-layer IDS
with Other Packet Loss Detection Technique

Secure Path Performance

Since detection of an adversary node (here, the node that maliciously drops the packets)is
not enough to secure the network from attacks that threaten the network, the network should be
smart enough to not use such nodes as relay on the path from source to destination. Therefore, it
is important to evaluate the performance of the detection mechanism in providing more secure
network and study the secure packet delivery ratio as well. In this regard, the performance of
the proposed malicious packet loss detection mechanism is studied in terms of packet delivery
ration with respect to percentage of the number of malicious nodes to the total number of
nodes in the network. Moreover, the packet delivery ration of proposed technique is compared
to related works in the literature. As Fig 5.5 demonstrates, fewer number of packets will
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be delivered as the number of malicious node grows because the accuracy of any detection
technique decreases with more number of malicious nodes and therefore, there might be some
malicious nodes that are used as relay as hence, the network experience low packet delivery
ratio. Moreover, Fig. 5.5 demonstrate that the proposed technique outperforms other packet
loss detection mechanism in terms of packet delivery ratio.

5.7

Summary

Detection-based approaches have attracted lots of attentions in the last few years since prevention techniques for security vulnerability such as authentication and key-management schemes
are not capable of identifying and defending the insider attacks effectively. Therefore, the
need for misbehavior detection plays a vital role in wireless networks. Among all the mitigation techniques in the literature, intrusion detections have gained lots of attention among
researchers due to their significance ability and performance. On the other hand, not all IDS
can provide accurate malicious behavior detection. Single layer IDS has significantly lower
detection rate and accuracy comparing to cross-layer IDSs since they use attributes and features from various layers of the protocol to make a decision about the performance of a node
in the network. In this study, we are interested in identifying the packet loss attack in the network. We considered different causes of packet loss to reduce false positive rate in identifying
malicious packet loss in the network better. Since packet loss attack happens in the network
and can severely affect the performance of routing in the net- work, the well-known approach
to secure network layer to provide more reliable and secure routing path is used in this study.
Effective packet loss detection and providing secure and reliable routing path in the network

120

C HAPTER 5. C ROSS - LAYER T RUST- BASED IDS

FOR

M ALICIOUS PACKET L OSS

is proposed in this study using cross-layer trust-based detection system which is based on the
AODV protocol. This work investigated harmful Denial of Services attack that is represented
in different forms across the different layer of the protocol stack. The main scope of this study
is to demonstrate the strength of the cross-layer approach to single layer intrusion detection
design. We have considered non-legitimate reasons for possible packet loss in the network to
determine malicious and non-malicious packet losses. Moreover, different contributing factors
to packet loss have been considered and used in this study. We showed how cross-layer design
can secure the communication between nodes and provide a secure traffic route between transmitter and receiver. The simulation conducted in NS2 illustrate that proposed scheme achieves
high performance in terms of false positive rate. The only drawback of the proposed scheme is
that it can be easily tricked by an on-off attacker in which the malicious node would act normal
in cases its trust value is significantly low to gain the trust from other neighboring nodes and
once its trust value obtains a certain level, it would act as a malicious node again. The study
for this attack remains for future works. The major drawback of this approach is that based
on its trust evaluation and detection mechanism, it is incapable of detection of the modified
packet transmission. Moreover, even though this approach is very effective in terms of the
performance of the network however with the cost of more overhead.

Chapter 6
Conclusion and Future Works

6.1

Conclusion

In the first chapter, motivation behind this study is presented. Security mechanism is one
of the fundamental parts of any wireless networks since many, if not all, of the application
rely on receiving a secure message. Therefore, the need for security of data transmission is
undeniable.In this study, we studied different aspects of detection techniques and focused on
the intrusion detection techniques specifically. IDS is a system that monitors and analyses the
network traffic behavior to identify any abnormality behavior in the network. There are many
challenges in design and implementation of such security systems that each chapter of work
focused on proposing an efficient solution to. Chapter II presented a comprehensive literature
review of existing studies in the area of security mechanisms for wireless networks. A vast
number of techniques are studied and their advantages and drawbacks are reviewed in this
chapter.
In the third chapter; however, a feature selection technique to derive the informative at121
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tributes about the network behavior is proposed. One of the major issue with current intrusion
detection technique is the huge number of data traffic instances with many attributes which all
are not necessary required for analyzing the network traffic behavior for security purposes.
Therefore, the raw data should be processed and only a set of informative network traffic
features to the detection engine should be derive. In chapter III a correlation-based feature
selection technique for intrusion detection systems is proposed. We showed that in order to
determining good features, along with considering their high correlation to class labels, and
least inter correlations, the features should fit well in the selected subset and considering the
inter correlation among features after the selection of the candidate subset is necessary and corresponding selected features are the best features contributing to discrimination of network behavior. Correlation-based feature selection(CFS) and symmetrical uncertainty(SU) are the two
dependency metrics used in this paper. The proposed feature selection technique is compared
with other well-known feature selection algorithms namely: CFS, IG, GR and chi-squared
on NSL-KDD dataset. The results indicate that the proposed technique has considerably less
training time while maintaining accuracy and precision. In addition, different feature selection
techniques are tested with different classifiers in terms of detection rate and FAR. Regardless
of the classification algorithm, the results indicate that the proposed scheme out performs other
techniques. Another observation from comparison results between the proposed technique and
using the full dataset is that J48 classification algorithm performs better with proposed feature
selection algorithm than other classifiers.
In the fourth chapter, two well-known classification algorithms are presented to detect misbehavior in wireless networks. The performance of support vector machine(SVM) and relevance vector machine(RVM) are illustrated and compared using feature selection techniques
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and without considering attribute selection. Moreover, the affect of different kernel functions,
that maps the data into the another dimension for better classification, is studied. Since RVM
relies on the less number of vectors to classify the instances into normal or anomaly categories
and hence requires less training time. On the other hand, despite the fact that SVM needs more
number of support vectors for classification, it demonstrate to have better performance.

On the other hand, not all IDS can provide accurate malicious behavior detection. Single
layer IDS has significantly lower detection rate and accuracy comparing to cross-layer IDSs
since they use attributes and features from various layers of the protocol to make a decision
about the performance of a node in the network. Chapter V studied identifying the packet loss
attack in the network using multi-layer features based on trust model. We have considered
non-legitimate reasons for possible packet loss in the network to determine malicious and nonmalicious packet losses to reduce false positive rate. Moreover, different contributing factors
to packet loss have been considered and used in this study. Since packet loss attack happens in
the network and can severely affect the performance of routing in the network, the well-known
approach to secure network layer to provide more reliable and secure routing path is used in
this study. Effective packet loss detection and providing secure and reliable routing path in
the network is proposed in this study using cross-layer trust-based detection system which
is based on the AODV protocol. Moreover, we showed how cross-layer design can secure
the communication between nodes and provide a secure traffic route between transmitter and
receiver.
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Future Works

IDS plays a vital role in securing the network from attacks due to its ability in detecting and
identifying attacks accurately and quickly which makes it a very important area of research.
This dissertation focused on efficiency enhancement of IDS and its applicability on real wireless networks, here MANET. However, the study in IDS design will require further investigation in future.
One possible direction for future studies is that since there is always a trade-off between
the performance accuracy and efficiency of intrusion detection systems, and also because difference wireless network systems with different application require security systems with different security level, building a statistical model of intrusion detection with feature selection
and detection strategy to meet the required performance.
Moreover, it is important to consider more features from network protocol and engage
upper layers, e.g. application layer to detect malicious packet loss attack in the network. Considering more layers and associated features will increase the accuracy of detection intrusive
nodes in the network. Although detection of the malicious packet loss is extremely important to
secure the routing path from source to destination, the importance of other malicious activities
and other attacks in the network should not be neglected. For example, one possible direction
for future works can be investigation on design of an accurate IDS to detect the modified packet
transmission since this study only covered the identification of the cases where the data packets
are lost but not modified. Moreover, the information that can be obtained from other layers of
the protocol stack, e.g. transport layer or application layer can be studied and use their features
in better detection of attackers and malicious nodes and provide more secure networks.
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In addition to the above-mentioned area of research for future work, one can consider the
existence of intrusion detection system design in every node of a network and use the collaboration among nodes to make decision, first, about the existence of an intruder and second
to identify the intrusive node. Game theory as one of the very powerful techniques in decision collaborative environments can be adopted for the cooperation of IDS from all or selected
nodes in the network for making decision about the normality or abnormality behavior of the
network.
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Feature Description in NSL-KDD Dataset
Index
1
2

Feature Name
duration
protocol-type

3

service

4

flag

5

src-bytes

6

dst-bytes

7

land

8
9
10
11

wrong-fragment
urgent
hot
num-failed-logins

12

logged-in

13

num-compromised

14

root-shell

15

su-attempted

16
17
18

num-root
num-file-creation
num-shells

19

num-access-file

Description
length of the connection
type of the protocol, e.g. tcp, udp, etc
network service on the destination,
e.g., http, telnet, etc
normal or error status of the connection
number of data bytes from
source to destination
number of data bytes from
destination to source
1 if connection is from/to
the same host/port; 0 otherwise
number of “wrong” fragments
number of urgent packets
number of “hot” indicators
number of failed login attempts
1 if successfully logged in;
0 otherwise
number of “compromised” conditions
1 if root shell is obtained;
0 otherwise
1 if “su root” command attempted;
0 otherwise
number of “root” accesses
number of file creation operations
number of shell prompts
number of operations on
access control files

Type
continuous
symbolic
symbolic
symbolic
continuous
continuous
symbolic
continuous
continuous
continuous
continuous
symbolic
continuous
continuous
contineous
continuous
continuous
continuous
continuous
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Index

Feature Name

20

num-outbound-cmds

21

is-host-login

22

is-guest-login

23

count

24

srv-count

25

serror-rate

26

srv-serror-rate

27

rerror-rate

28

srv-rerror-rate

29

same-srv-rate

30

diff-srv-rate

31

srv-diff-host-rate

32
33
34
35

dst-host-count
dst-host-srv-count
dst-host-same-srv-rate
dst-host-diff-srv-rate

36

dst-host-same-src-port-rate

37

dst-host-srv
-diff-host-rate

38

dst-host-serror-rate

39

dst-host-srv-serror-rate

40

dst-host-rerror-rate

41

dst-host-srv-rerror-rate

Description
number of outbound commands
in an ftp session
1 if the login belongs to
the “hot” list; 0 otherwise
1 if the login is a
“guest” login; 0 otherwise
number of connections to the same
host as the current connection
in the past two seconds
number of connections to the same
service as the current connection
in the past two seconds
percentage of connections
that have “SYN” errors
percentage of connections
that have “SYN” errors
percentage of connections
that have “REJ” errors
percentage of connections
to the same service
percentage of connections
to the same service
percentage of connections
to different services
percentage of connections
to different hosts
count for destination host
srv-count for destination host
same-srv-rate for destination hos
diff-srv-rate for destination host
same-src-port-rate for
destination host
diff-host-rate for destination host
serror-rate for
destination host
srv-serror-rate for
destination host
rerror-rate for
destination host
nsrv-serror-rate for
destination host

Type
continuous
symbolic
symbolic
continuous

continuous
continuous
continuous
continuous
continuous
continuous
continuous
continuous
continuous
continuous
continuous
continuous
continuous
continuous
continuous
continuous
continuous
continuous
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Appendix B - Classification Phase in RVM

In order to solve this equation, Maximum Likelihood (ML) can be applied however since the
element of the vector W are mostly non-zero in RVM, due to the fact that RVM uses relevance
vectors which are the vectors which have a certain distance to the hyperplane with a threshold,
it shows the weakness of the RVM. Hence, we introduce a prior distribution for w and our
best choice is to have it as a zero-mean Gaussian distribution. In other words we introduce a
parameter α to which the probability of W is Dependant on. In Bayesian scheme, maximum
likelihood estimation is adopted to calculate w. However, RVM is defined as the Gaussian prior
probability distribution to avoid over fitting. In other words, a sparse weight prior distribution
can be obtained in a way that different variance parameters are assigned for each weight.

p(wi |αi ) =

M
Y

N(wi |0, α−1
i )

i=1

N
Y
αi w2i
αi
)
=
√ exp(−
2
2π
i=0

(1)

where α = (α1 , ..., α M ) is a vector consisting of M hyper parameter. which are independent
random variables.
2α = [α0 , α1 , α2 , . . . , αN ]T

(2)

for which Gamma prior distribution is assigned

p(αi ) =

N
Y

Gamma(αi |a, b)

i=0

Gamma(αi |a, b) = Γ(a)−1 ba αa−1 exp−bα

(3)
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where Γ(a) = ta−1 e−t dt is the Gamma function and a and b are the constants and are set to
zero. Therefore, based on the above equations the weights can be easily obtained. To better
interpret it, RVM introduces the super parameter to each weight value leading to more sparse
algorithm [72]. Therefore, the prediction formula in (4.25) will be changed to the following:

p(t∗ |t) =

Z

p(t∗ |w, α, σ2 )p(w, α, σ2 |t)dwdαdσ2

(4)

The first term in the above equation can be rewritten as:

p(t∗ |w, α, σ2 ) = p(t∗ |w, σ2 ) = N(t∗ |y(x∗ ; w), σ2 )

(5)

While the second term in the (4) can be calculated using:

p(w, α, σ2 |t) =

p(w, t, α, σ2 ) p(w, t, α, σ2 ) p(t, α, σ2 )
=
= p(w|t, α, σ2 )p(α, σ2 |t)
p(t)
p(t, α, σ2 )
p(t)

(6)
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Similarly, in the equation (6) the first term and the second term can be found using equation
(5.3) and (26)

p(w|t, α, σ2 ) =

p(w, t, α, σ2 ) p(t|w, α, σ2 )p(w, α, σ2 )
=
=
p(t, α, σ2 )
p(t|α, σ2 )p(α, σ2 )

p(t|w, σ2 )p(w|α)
p(t|w, α, σ2 )p(w|α, σ2 )p(α, σ2 ) p(w|σ2 )p(w|α)
R
=
=
p(t|α, σ2 )p(α, σ2 )
p(t|α, σ2 )
p(t|w, σ2 )p(w|α)dw
N
Y
kt − Φwk2
2
2 − N2
2
N(ti |y(xi ; w), σ = (2πσ ) exp(−
p(t|w, σ ) =
)
2σ2
i=1
N
Y
αi w2i
αi
exp(−
)
√
2
2π
i=0
)
(
T −1
1
(w
−
µ)
Σ
(w
−
µ)
−
2
− N+1
p(w|t, α, σ ) = (2π) 2 |Σ| 2 exp −
2

p(w|α) =

N

1

p(t|α, σ2 ) = (2π)− 2 |Ω|− 2 exp(−

tT Ω−1 t
)
2

(7)
(8)
(9)
(10)
(11)

in which Φ is a N xN or N x(N ∗ M) matrices for single and multi kernel respectively and it is
formed by Φ = [φ x1 , ..., φ xN ]T with φ = [φ1 (xi − x1 ), ..., φ M (xi − xN )]T

Σ = (σ−2 ΦT Φ + A)−1

(12)

µ = σ−2 ΣΦT t


α0 0


 0 α1


A =  0 0


..
 ..
.
 .


0 0

(13)
0

···

0

···

α2 . . .
..
.

..

0

...

Ω = σ2 I + ΦA−1 ΦT

.



0 


0 



0 

.. 
. 


αN 

(14)

(15)

BIBLIOGRAPHY

141

Hence, the probabilistic prediction formula will be:

p(t∗ |t) =

Z

p(t∗ |w, α, σ2 )p(w|t, α, σ2 )p(α, σ2 |t)dwdαdσ2

(16)

Here, we used delta function to approximate in order to solve p(α, σ2 |t)dwdαdσ2 and since
p(α, σ2 |t) = p(t|α, σ2 )p(α)p(σ2 )

α MP = arg max(p(t|α, σ2 )p(α)

(17)

σ2MP = arg max(p(t|α, σ2 )p(σ2 )

(18)

α

σ2

Since p(α) and p(σ2 ) have the fixed values, if we find the (p(t|α, σ2 ), we can find p(α) and
p(σ2 ). Hence:

1
tT Ω−1 t
N
)
p(t|α, σ2 ) = (2π)− 2 |Ω|− 2 exp(−
2
Z
p(t∗ |t) =
p(t∗ |w, α, σ2 )p(w|t, α, σ2 )p(α, σ2 |t)dwdαdσ2

Z

p(t∗ |w, α, σ2 )p(w|t, α, σ2 )δ(α − α MP )δ(σ2 − σ2MP )dwdαdσ2

Z

p(t∗ |w, α MP , σ2MP )p(w|t, α MP , σ2MP )dw

≈
=

(19)

(20)
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The above equation is the product of the Gaussian functions, so we can get

p(t∗ |t) = N(t∗ |y∗ , σ2∗ )

(21)

y∗ = µT φ(x∗ )

(22)

σ2∗ = σ2MP + φ(x∗ )T

X

φ(x∗ )

(23)

φ(x∗ ) = [1, K(x∗ , x1 ), K(x∗ , x2 ), ..., K(x∗ , xN )]T ]

(24)

It is important to know that no delta function can be considered to effectively approximate the
probability mass associated with this ridge, yet any point along it implies an identical predictive
distribution and therefore it is reasonable to use delta function for approximation. Now the final
step is to find the α MP and σ2MP . using Maximum likelihood method, we have:

p(α, σ2 |t) ∝ p(t|α, σ2 )p(α)p(σ2 )(α MP , σ2MP ) = arg max p(t|α, σ2 )
α,σ2

− N2

p(t|α, σ ) = (2π)
2

− 12

|Ω|

tT Ω−1 t
)
exp(−
2

(25)
(26)

Since there is no closed-form solution for (25), in order to solve it, numerical solution can be
adopted by taking the differentiation of (26) equals to zero. Then we have:

αnew
=
i
(σ2 )new =

γi
µ2i

(27)

kt − Φµk2
PN
γi
N − i=0

(28)

γi = 1 − αi Σi,i

(29)
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In this study we adopt two-class classification and we wish to predict the posterior probability
of the classes for each instance in the test set. With utilizing the statistical convention and
generalize the linear model by applying the logistic sigmoid link function σ(y) = 1/(1 + e−y )
to y(X) and adopting Bernoulli distribution for P(t|X), the likelihood can be written as:

p(t|w) =

N
Y

σ{y(Xn ; W)tn [1 − σ{y(Xn ; W)}]1−tn

(30)

n=1

Since for the classification problems the posterior probability of weights can not the calculated
analytically and therefore no closed-form expression can be derived. The marginal likelihood
p(t|α) can no longer be obtained by integrating the weights from (30) and hence, an iterative
procedure needs to be used. One approach can be Laplace’s approximation. Using the Laplace
Theory [61], the maximum posterior probability estimation about w is equal to maximizing the
following formula:

log{p(t|w)p(w|α2 )} =

XN
n=1

1
[tn log yn + (1 − tn )(1 − log yn )]− W T AW
2

(31)

Laplace’s approach is basically a quadratic approximation to the log-posterior around its mode.

∇w ∇w log p(w|t, α)|wMP = −(ΦT BΦ + A)

(32)
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where B is equal to


β0 0 0


 0 β 0
1



B =  0 0 β2


 .. .. ..
 . . .


0 0 0



0 


0 



0 

.. 
. 


βN 

(33)

β = σ(y(xn ))[1 − σ(y(xn ))]

(34)

Σ = (ΦT BΦ + A)−1

(35)

···
···
...
..

.

...

W MP = ΣΦT Bt

(36)

The authors in [30] adopt another approximation. If α∗i represent the maximum a posteriori
(MAP) estimate of the hyper parameter αi . The weights can be obtained by maximizing the
following objective function:

J(w1 , w2 , ..., wN ) =

XN
i=1

log p(ti |wi ) +

XN
i=1

log p(wi |αi ∗ )

(37)

in which the likelihood of the class label and the prior on the parameters wi is corresponded by
first and second summation term. It is worth mentioning that only the samples associated with
non-zero wi called relevance vectors will contribute in the decision function. The gradient of
the function J with respect to w is:

∇J = −A∗ w − ΦT ( f − t)

(38)
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where f = [σ(y(x1 ))...σ(y(xN ))]T . The Hessian of J is

H = ∇2 (J) = −ΦT BΦ + A∗

(39)

Σ = −(H|WMAP )( − 1)

(40)

W MP = ΣΦT Bt

(41)
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Appendix C - DoS Attack Types
Denial of Service Attack is any kind of attack that is then the availability and accessibility of the
nodes to the network services. This attack prevents the legitimate nodes to use network assets.
Denial of Service attacks are easier to cause damage in the network and therefore are very
common on the Internet. In this Study, we focused on the Denial of Services attacks since they
are very disruptive and harmful to the network. DoS Attacks in Mobile Ad hoc Networks can
compromise any layer of the protocol stack. Denial of Service attacks affects the availability
of the network and prevent legal access to the network services. When a malicious node denies
network services by misdirecting, dropping or other attacks that threaten the availability of the
network, Denial of Service attack has been launched on the network.
Neglect and Greed:
In this type of attack, the malicious node acknowledges the packets are received but refuse to
forward it. It has its own way of prioritizing to decide which packets should be transmitted
first. The severity of this attack highly depends on the location of the compromised node [45].
Therefore it can be derived that the number of ACK cannot be a reliable metric for IDS.
Selective Forwarding:
The selective forwarding attack manipulates flaws in the network layer to disrupt communication and choose which packets to forward. The selection of dropped packet can be random [45].
Misdirection:
There are two types of misdirection in wireless networks. In type 1, an adversary node receives
the data packets and forward it to the wrong destination. It sends the traffic away from the
intended destination node. However, in type 2, the adversary node denies the availability of
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an existing route by sending a false RERR message and thus preventing access to the service
while there is no alternative route [21, 60, 90].
Packet Loss:
During the data transmission between source and destination, there might be some intermediate
nodes that relay the data packets. There might be some intermediate nodes that drop part or all
of the forwarded packets instead of forwarding them to the next hop or the destination. Packet
dropping attack is one of the very destructive denials of service attack in the network and very
hard to detect with the low false positive rate. There a basically two types of packet drop or in
general case, packet loss attack: malicious packet loss or legitimate packet loss which in this
paper we are interested in detection of malicious packet loss. Packet Losses may occur due
to three main reasons. First, the packet may get lost due to the existence and the presence of
an attacker node. Second, selfish nodes that aim to preserve its energy refuse to collaborate in
routing and drops the packets. Third, the packet loss can be due to other legitimate reasons that
has been fully investigated in this study. An adversary node can randomly or selectively, known
as a back hole and gray hole attack respectively drops either the control packets or data packets
at the network layer which has a significant effect on the availability of the node [60] [15]. A
malicious node can drop either the control packet or the data packet meaning that the malicious
node is not relaying to packets [21]. Black hole and gray hole attacks are the very common
kinds of packet dropping; however, with different dropping strategy. Black hole attack drops
all the packets while gray hole attack drops packets selectively and it is more difficult to be
mitigated [82].
Black hole In black hole attack, the attacker node compels transmitter node by advertising
to have the shortest path to the destination. It advertises its availability without checking its
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routing table through the RREP and it can easily intercept the packet and retain it. In a case,
if this message reaches the transmitter prior to the actual reply message, the malicious node
in the fake path, it will drop the packets and cause a denial of service to the network [44].
In other words, a malicious node can absorb all the network packets by claiming to have the
shortest path to the destination. After receiving RREQ, it immediately responds with RREP to
the source. Consequently, it convinced the source to have the best path to the destination and
hence, forward all the packets to it. The adversary node drops all the packets after receiving
them [83]. Black hole attack can sometimes be referred as sink-hole attack [8]. In this kind
of attack, the malicious node introduce itself to have the shortest path to the destination and
combine all nodes to forward their packets to it to relay them to the destination. However,
while other nodes are forwarding their packets, malicious node drops the packets [33].
Grey hole In gray hole attack; however, the malicious node drops the packet only from
selective nodes which make the detection even more difficult. In grey hole attacks, packets
from certain users or packets to certain destinations will be dropped. Greyhole attack is one of
the variations of the black hole attack and drops a selected bunch of packets. In this attack, the
malicious node drops selected packets and forward the rest [4].
Wormhole In wormhole attack the presence of at least two malicious nodes is required that
have better communication resources than regular nodes in the network [66]. The malicious
nodes in this kind of attack establish a link among themselves and after receiving the packets,
it forwards the packet to other malicious nodes instead of the destination. In other words,
the malicious node tunnels the packets to other location in the network. Wormhole attack
can cause disruption disorder and provide false routing information [75]. This attack diverts
the packets selectively to another point in the network. It is one of the sophisticated attacks
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in MANET networks. In this attack, the malicious node tunnels from one location in the
network to another malicious node located several hops away from the source and send the
captured packets to the other malicious node in the network [4]. The packets move faster in
the tunnel between two malicious nodes than in reliable links. This attack is very difficult to be
detected and relies on time delay and geographical location of the malicious nodes [4]. In other
words, wormhole attacker records the packets from one location and tunnel them to another
location in the network with the intention of applying some modification in the network [33].
A node should have high transmission power to be able to tunnel the data to another malicious
node [33]. After the packets are received by another malicious node in the network, it will
inject the data from that point to the network.
Sink-hole Sink-hole aims to capture all the traffic data through a malicious node using false
information. Sink-hole attacks misroute the packet to the compromised node by providing
the false information [33] wormhole attack, on the other hand, transmits the received packet
to another point in the network and replay them into the network from that point. Sinking
behavior happens when nodes do not cooperate in the routing and forwarding operations. In
other words, when nodes fail to relay the packet nodes exhibit sinking behavior. The malicious
node fails to forward the packets after sending RREP message to the initial route request from
neighbor nodes. therefore all packets are sent to the malicious node which has the intention
to forward them anywhere [49]. The attacker introduces itself to have the shortest path to the
destination and therefore all nodes transmit their packets to this node while it drops all the
received packets. The main intention of sink-hole attack is to attract all the traffic. Sink-hole
attacks provide fake or modified routing information [75]. Sinking behavior is an active attack
in which nodes do not cooperate in routing and drop either data packets or routing packets or
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both [43]. In this attack, the malicious node first agrees to participate in routing and forward the
packets; however, it refuses to forward the packets and fails to correctly cooperate in network
forwarding operation.
Collision In order to enable transmission in wireless networks, the channel needs to be
reserved for transmission through RTS/CTS packets and the legal node is able to transmit after
RTS/CTS exchange. However, if an adversary node transmits in the range of the transmission,
while the transmitter node is transmitting, a collision can occur in the wireless channel. The
main purpose of the attacker node is to prevent access to a specific node or to exhaust the transmitter’s resources by continuous transmission [60] [15]. A collision occurs when the intruder
sends the wrong control message initially. In fact, in this type of attack, the intruder sends
out a false RREP message indicating to have a route to the destination to all the neighboring
nodes requesting it without checking its routing table. This way all neighboring nodes trust the
malicious node and send their packets and malicious node intercept all the messages. In other
words, if an adversary node starts transmitting while the channel is reserved for another node
to transmit and it has already started transmitting collision occurs. The intention behind it is to
prevent access to a specific node or to exhausting the transmitting node1 [21]. Collisions can
occur due to natural reasons or due to intentional disruption. When two nodes attempt to access
the same shared medium at the same time, a natural collision occurs at the receiver node and the
corrupted packets cannot be received by the receiver node. It is notable that natural collision
highly depends on the traffic rate. However, there might be another node that does not follow
the rules at MAC layer and cause an intentional collision. The intentional collision is caused
1

Occurrence of collision due to either natural causes or due to the existence of an attacker does not change the
fact that the node that does not receive the packets is malicious or disruptive because this node is the victim of
collision attack
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by MAC layer attack and occurs when the node does not follow the MAC layer rules [42]. The
collision is very harmful in a way that even the collision of a single byte can damage the entire
message. Collision attack not only discards packets and consumes energy, but it also causes
corruption in control packets and data interference [75].
Malicious flooding:
Hello packets are used to inform nodes in the network about the new route. In this attack,
once the node with high transmission power and good signal strength sends out the Hello
messages to all the nodes in the network, the nodes suppose it is the neighboring node and start
to transmit to it. This node will then drop the packet after receiving it. Malicious flooding
deliberately exhausts the resources [75]. The ultimate goal of this attack is to exhaust the
network resources such as bandwidth, computational power, and residual energy. This attack
disrupts the network by sending out a large amount of fake routing control message which
leads to severe congestion and power and space consumption [4].
Sybil Attack:
The attacker has multiple identities and it provides false and misleading messages and also
causes resource exhaustion [75]. In this attack, the malicious node has multiple addresses and
represent as a group of nodes. They can either create a new identity or steal the identity of other
nodes. Therefore it prevents other nodes to use these identities. In this attack, the compromised
node creates and presents multiple fake identities in an open-access medium which can either
be stolen from other neighbors or be created by the adversary node [45]. The existence of the
number of Sybil attackers can cause in negligence of a legitimate node in many network tasks
which require collaboration like routing [8].
Spoofing:
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Spoofing modifies the content of the routing packets and is the most difficult attack to be
detected. Spoofing is done to deceive other nodes in the network by modifying the originator
address [49].
Rushing:
In rushing the attacker rushes to send the RREQ message to take the path which contains the
attacker node. To reduce the overhead due to route discovery, each node process only the
received RREQ and deny any other duplicate packets that arrive later. Rushing takes advantage
of this mechanism and quickly sends out the RREP [4].
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