Abstract. In recent years we have seen a vast increase in the volume of information published on weblog sites and also the creation of new web technologies where people discuss actual events. The need for automatic tools to organize this massive amount of information is clear, but the particular characteristics of weblogs such as shortness and overlapping vocabulary make this task difficult. In this work, we present a novel methodology to cluster weblog posts according to the topics discussed therein. This methodology is based on a generative probabilistic model in conjunction with a Self-Term Expansion methodology. We present our results which demonstrate a considerable improvement over the baseline.
Introduction
In recent years the World Wide Web has shown huge changes as a tool of socialization, bringing up new services and applications such as weblogs, wikis as part of the Web 2.0 technologies. The blogosphere is a new medium of expression, becoming more popular all around the world. We can find weblogs in all subjects from sports, games to politics and finance.
In order to manage the large amount of information published in the blogosphere, there is a clear need for systems that provide automatic organization of its content, in order to exploit the information more efficiently and retrieve only the information required for a particular user. Document clustering -the assignment of documents to previously unknown categories-has been used for this purpose [20] . We consider it more appropriate to employ clustering rather than classification, since the latter would require providing tags of categories in advance and in real scenarios we usually deal with information from the blogosphere without knowing the correct category tag.
The focus of this research work is to study a novel approach for clustering weblog posts according to their topics of discussion. For this purpose, we have based our approach in a topic detection method. Topic detection and tracking is a well-studied area [2] [3] , which focuses on extraction of significant topics and events from news articles. We consider the topic detection task as the problem of finding the most prominent topics in a collection of documents; in general terms, identifying a set of words that constitute topics in a collection of documents.
The main contribution in this work is a novel methodology of clustering weblog posts based on a topic detection model for text in conjunction with a Self-Term Expansion methodology [16] . In our approach we treat the weblog content purely as raw text, identifying the different topics inside of the documents and using this information in the clustering process.
In [15] , the features of weblogs are discussed, for instance, weblogs can be characterized as very short texts and with a general writing style. These are undesirable characteristics from a clustering perspective, as not enough discriminative information is provided. In order to tackle the particular characteristics of weblogs, we employ an expansion methodology, the Self-Term Expansion Methodology [16] , that does not use external resources, relying only on information included in the corpus itself then. Our hypothesis states that the application of this methodology can improve the quality of topic clusters, and further that the improvement will be more significant where the corpus is composed of well-delimited categories which share a low percentage of vocabulary (wide domain corpus).
The methodology we present consists of four parts. Firstly, it improves the representation of the text by means of a Self-Term Enriching Technique. External resources are not employed because we consider it difficult to identify appropriate linguistic resources for information such weblogs. Secondly, a Term Selection Technique is applied in order to select the most important and discriminative information of each category thereby reducing processing time for the next two steps. The third step is the use of the Latent Dirichlet Allocation method [5] , which is a generative probabilistic model for discrete data. We use this model to construct a set of reference vectors which can be used as categories prototypes for a better and faster clustering process. Finally, we use the well-known Jaccard coefficient [14] as a similarity measure to form the clusters.
The rest of this paper is organized as follows. Section 2 presents the related work. Section 3 describes the dataset used in the experiments. Section 4 explains our approach and the techniques used in our research work. Section 5 shows the obtained results. Section 6 provides an analysis of results and, finally, in Section 7 we present the conclusions.
Related Work
There are previous attempts on topic detection in online documents such as in [8] , where the authors present a topic detection system composed of three modules that attempt to model events and reportage in news. The first module (pre-processing) is used to select and weight the features, i.e., words that are representative of short events. The clustering module is a hybrid technique that uses a slow accurate hierarchical method with a fast partitional algorithm. Finally, the last module is the presentation module which displays each cluster to the user.
The task of finding a set of topic in a collection of documents has also been attempted in [21] ; the authors based their approach on the identification of clusters of keywords that are taken as representation of topics. They have employed the wellknown k-means algorithm to test some distance measures based on a distribution of words. The experiments were conducted using Wikipedia articles, reporting acceptable results, but the calculation of the distributions seems to be computational expensive.
Topic detection is also addressed in [18] , where the authors present a method which uses blogger's interests in order to extract topic words from weblogs. In this approach the authors assume that topic words are words commonly used by bloggers who share the same interests, and they use these topic words to compute similar interests between each two bloggers by using the cosine similarity measure. A topic score is assigned to each word. The processing time is also a problem in this approach, as they have pointed out, and the optimization for some of their calculations is needed.
Recently, the clustering of weblogs has become an active topic of research; for instance in [13] the authors build a word-page matrix by downloading weblog pages and have applied the k-means clustering algorithm with different weights assigned to the title, body, and comment parts. In [1] , the authors use weblog categories to build a category relation graph in order to join different categories; they use edges in the category relation graph to represent similarity between different categories and they represent nodes as categories. They also consider different values of link strengths and level of directories.
Our approach is focused on detecting the topic clusters contained in the corpus itself, and the novel aspect is based on using a topic detection method to identify possible references that could be used in the clustering process, and the expansion methodology in order to improve the representation of the weblogs.
Description of Dataset
In this section, we describe the corpus used in our experiments. The corpus is a subset of the ICWSM 2009 Spinn3r Blog Dataset 1 , the content of the data includes metadata such as the blog's homepage, timestamps, etc. The data is in XML format and according to the Spinn3r crawling 2 documentation; it is further arranged into tiers, approximating search engine ranking to some degree.
Even if the Spinn3r blog dataset contains several blogs sites in a number of different languages, we only focused the experiments carried out on the "Yahoo Answers", weblog site 3 -in which people share what they know and ask questions on any topic that matters to the user, in order to be answered by other users. We have extracted from this corpus two distinct subsets (see Fig. 1 ). The first subset contains 10 categories with 25,596 posts and vocabulary size of 66,729. It may be considered as "narrow domain", since the vocabulary in the categories is similar. The second 1 Clustering of narrow domains brings additional challenges to the clustering process. Moreover, the shortness of this kind of data will make this task more difficult. The purpose of constructing two subsets with these characteristics is to demonstrate the effectiveness of our method across both wide and narrow domains, and also to test the relative effectiveness of the approach in each case.
Regarding the categories tags, they were only used for gold standard construction purposes, and provide a better idea of the subsets used in our experiments. The posts are treated as raw text, i.e. we have not used any additional information provided by the XML tags. As a preprocessing step, we have removed stop words -high-frequency word that has not significant meaning in a phrase-and punctuation symbols as well.
Methodology Proposed
In this section, we present the techniques used in our approach in order to improve the quality of clusters. This methodology clusters weblog posts using prototypes as reference, therefore, we have also called this approach prototype/topic based clustering. Our approach is composed of three steps: the Self-Term Expansion Methodology (S-TEM), which consists of a Self-Term Enriching Technique and a Term Selection Technique. This is followed by the application of the Latent Dirichlet Allocation model and the prototype/topic based clustering process.
Self-Term Expansion Methodology
The Self-Term Expansion Methodology [16] comprises a twofold process: the SelfTerm Enriching Technique, which is a process of replacing terms with a set of corelated terms, and a Term Selection Technique with the role of identifying the relevant features. The idea behind Term Expansion has been studied in previous works such as [17] and [9] in which external resources have been employed. Term expansion has been used in many areas of natural language processing as in word disambiguation in [4] , in which WordNet [7] is used in order to expand all the senses of a word. However, in the particular case of the S-TEM methodology, we use only the information being clustered to perform the term expansion, i.e., no external resource is employed.
The technique consists of replacing terms of a web post with a set of co-related terms. We consider it particularly important to use the intrinsic information of the data set itself. A co-occurrence list is calculated from the target dataset by applying the Pointwise Mutual Information (PMI) [14] . PMI provides a value of relationship between two words; however, the level of this relationship must be empirically adjusted for each task. In this work, we found PMI equal or greater than 3 to be the best threshold. This threshold was established empirically. In other experiments [16] , a threshold of 6 was used; however, in weblog documents correlated terms are rarely found. This list will be used to expand every term of the original corpus.
The Self-Term Enriching Technique is defined formally in [16] as follows: Let D = {d 1 
, d 2 , . . . , d n } be a document collection with vocabulary V(D). Let us consider a subset of V (D)×V (D) of co-related terms as RT= {(t i , t j )|t i , t j V(D)} The RT expansion of D is D' = {d' 1 , d' 2 , . . . , d' n }, such that for all d i D, it satisfies two properties: 1) if t j d i then t j d' i , and 2) if t j d i then t' j d' i , with (t j , t' j )
RT. If RT is calculated by using the same target dataset, then we say that D' is the SelfTerm Expansion version of D. The degree of co-occurrence between a pair of terms is determined by a co-ocurrence method, this method is based on the assumption that two words are semantically similar if they occur in similar contexts [10] .
The Term Selection Technique helps us to identify the best features for the clustering process. However, it is also useful to reduce the computing time of the clustering algorithms. In particular, we have used Document Frequency (DF) [19] , which assigns the value DF(t) to each term t, where DF(t) means the number of posts in a collection, where t occurs. The Document Frequency technique assumes that low frequency terms will rarely appear in other documents; therefore, they will not have significance on the prediction of the class of a document.
Latent Dirichlet Allocation Model
In general, a topic model is a hierarchical Bayesian model that associates each document to a probability distribution over topics. The Latent Dirichlet Allocation (LDA) model [5] is derived from the idea of discovering short descriptions of the members of a collection, in particular discrete data, in order to allow efficient processing of huge collections, while keeping the essential statistical relationships that may be used in other tasks such as classification.
There are other sophisticated approaches that use dimensionality reduction techniques such as Latent Semantic Indexing (LSI) [6] , which can achieve significant compression in large corpora using single value decomposition of the X matrix to identify a linear subspace in the space of tf-idf features by capturing most of the variance in the corpora. An alternative model is probabilistic Latent Semantic Index (pLSI) [11] , in which the main idea is to model each word in a document as a sample
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Experiments
In this section, we present the experiments and results using the approach proposed in this research work. These experiments were carried out over the two subsets described in Section 3. Fig. 3 presents a comparison of our approach against the baseline for the wide domain corpus. We have obtained the baseline by generating the prototypes with the LDA method from the original posts, i.e., without using the S-TEM methodology in the construction of the prototypes, and finally, clustering the posts with the Jaccard coefficient. We have summarized the results in the graph showing the minimum, maximum and average F-measure value obtained from the different percentage of vocabulary selected (from 10% to 90% with steps of 10%) with the Term Selection Technique in the S-TEM methodology.
Wide Domain Subset

Fig. 3.
Clustering results using the "wide" domain corpus
The objective of using this selection is to reduce the noise (terms included in more than one category that can be highly correlated with discriminative information) generated by the enriching technique and to highlight the most important features of each category. We have obtained the best results when we have selected 10% of vocabulary (achieving an F-measure value of 0.53). It means that after the enriching process, it only needs 10% of the vocabulary to generate the best prototypes. We have also confirmed that in all the cases we have outperformed the baseline (0.26 in the best case). We have limited the number of terms selected by the LDA method from 100 to 3,000 terms per topic in order to confirm the minimum number of terms for the prototype which can give us acceptable results in the clustering process. Furthermore, by reducing the number of terms, we can reduce the processing time for the clustering task.
Narrow Domain Subset
In Fig. 4 we present the improvement that the S-TEM methodology provides to this clustering approach for the narrow domain corpus. In this particular case the gap between the baseline and the average is smaller. 100  200  300  400  500  600  700  800  900  1000  1100  1200  1300  1400  1500  1600  1700  1800  1900  2000  2100  2200  2300  2400  2500  2600  2700  2800  2900 In other words, the performance of our methodology is not as high as that obtained with wide domain, but in any case we still achieve an improvement. We consider that the reduced improvement in this domain is due to the fact that when the enrichment process expands the corpus, it introduces some noisy terms, i.e., terms that share many categories in this kind of domain. Even if we have used the Term Selection Technique to avoid this noisy information, it is difficult to highlight the discriminative information of each category. All of this makes the clustering task more difficult. Therefore, the size of the each document (in this case, weblog posts) is another important factor involved in this complex clustering process.
Analysis of Results
In this section, we discuss the results obtained in the experiments. As we expected we have obtained the best results with the wide domain corpus, because the categories share a low percentage of vocabulary. On the other hand, the narrow domain has a very high overlapping vocabulary between categories, which is a very important factor reflected in the clustering process. We have found out that the S-TEM methodology can help the generation of prototypes because the LDA has taken advantage of the expansion methodology. The improvement of the representation that S-TEM gives to the narrow domain posts is less because of the high overlapping vocabulary, and also the noise introduced by the enriching process derived from the Pointwise Mutual Information that is based on the frequency of correlated terms. It is also important to mention that we have outperformed the baseline in both cases (narrow and wide domain).
An additional aspect found in our experiment and shown in Figures 3 and 4 is that using nearly a thousand terms per category in the prototypes is good enough to get acceptable result the clustering process this may impact in the processing time due to we can manage relatively low-dimension vectors.
Conclusions and Further Work
We have presented a novel methodology to cluster weblogs based on a generative probabilistic model (LDA) in conjunction with an enriching methodology (S-TEM) 100  200  300  400  500  600  700  800  900  1000  1100  1200  1300  1400  1500  1600  1700  1800  1900  2000  2100  2200  2300  2400  2500  2600  2700  2800  2900  3000 F-measure value Number of terms selected by LDA method average min max baseline applied to two different kind of corpus, one considered as "narrow" domain with very similar categories, and other considered as "wide" domain with low overlapping vocabulary or dissimilar categories. We have confirmed that our approach works well with wide domain corpora obtaining 0.53 in F-measure with just 10% of the vocabulary to generate the best prototypes and it has also shown improved results (albeit with a smaller gain) with narrow domains. Finally, due to the simplicity of the clustering method used, our approach has shown acceptable ranges in the processing time.
In future work, we plan to modify our approach and cluster the expanded posts used in the generation of the prototypes with the objective of giving better information to the clustering process and improve representation of the post in particular in narrow domain. We are also interested in working on the scalability of our approach in order to be able to manage data sets with huge number of documents and classes. To further this aim, we are intending to adapt the approach described in [12] .
