benefits and costs to influence the rate allocation determined by an uninformed queue manager.
The model of an M/M/l queue is at the core of many models of a data communications network. In such networks, it is highly desirable for a controller to adjust the flow of throughput as a function of the impact such adjustments have on the users. Typically, there is a significant degree of communication between the network administration and the users to determine an "ideal" or efficient use of the common resource. For example, communication occurs via regular e-mail or by way of a users' committee that meets periodically and reallocations are made-the iterations of the process in this paper is a stylized model of such periodic communication and adjustment. The problem of manipulability through the reporting of false information becomes a crucial issue when such communication takes place. The approach to this problem in [l] is based on the planning algorithms for public goods provision developed by Malinvaud [12] and Drkze and de la VallCe Poussin [13] .
The current paper is motivated by [I] . The incentive compatible flow control algorithm given therein requires a subsidization of the users by the queue manager to ensure manipulation-proofness. We have argued that such subsidization renders the algorithm impractical and theoretically inconsistent. We have proposed a budget balanced flow control algorithm which is also incentive compatible.
It is assumed, however, that the users are myopic optimizers and maximize their utilities at each instant of the procedure rather than considering the entire time horizon. Allowing for far-sighted users leads to impossibility theorems (originating with [ 141) whch propose that incentive compatibility, budget balance and far-sightedness are incompatible requirements. In Chakravorti [ 151, we address this issue by weakening the incentive requirement in the context of flow control in a computer network.
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I. INTRODUCTION
As discussed by Haddad and Bernstein [l] , the standard discretetime quadratic performance criterion expresses the desire to maintain the state and the control variables in the neighborhood of the origin.
As is well known [2, pp. 504-5091, if regulation is desired about nonzero state and control offsets, then the nonzero set point problem presents no additional difficulty so long as the state set points can be translated to the origin and standard regulation theory can be applied. A closer inspection, however, reveals that such a translation may be either suboptimal or impossible. Specifically, the offset in the control may correspond to an unacceptably high level of control effort. Additionally, if the number of state variables with specified nonzero set points is greater than the number of controls, then an offset in the control to the origin does not exist.
Motivated by the work of Artstein and Leizarowitz [3] , [4] on the more general problem of periodic and nonperiodic tracking, the continuous-time nonzero set point problem via static output feedback was addressed by Bemstein and Haddad [5] while extensions to fixed-order (i.e., full-and reduced-order) dynamic compensation were reported in [6] . Haddad and Bernstein [I] also considered the discrete-time nonzero set point problem via static output feedback. The goal of the present paper is to extend the results given in [ l ] to the case of fixed-order dynamic compensation. As in the continuous-time case [6] , the solution we obtain has the satisfying Manuscript received May 20, 1993; revised November 6, 1993 
Notation and Definitions
n x n identity, transpose, group generalized inverse.
design a fixed-order dynamic compensator 
As shown by Haddad and Bemstein [l] , Q ( k ) and 7iz(k) satisfy (7)
To guarantee that J is finite and independent of initial conditions, we restrict our attention to the set of admissible stabilizing compensators 
N, s L T R ,~

-(fin + B T ( I -A)-Tfi)(I -A)-'?] (18)
and such that Q , P, Q, P satisfy
.
[ ( A -Q,VGIC)TP(A -Q,V,;IIC) + P,'R,-d-P,]ri, (20)
P = r T [ ( A -Q,VGIC)TP(A -QaV,;LIC) + PTRF~P,]T, (22) (23)
To obtain closed-loop expressions for the feedback gains we further restrict consideration to the set rank Q = rank P = rank QP = n,.
S" = {(A,, B,, C,) E S':
> 0}
Pro08
The proof is similar to the continuous-time proof given where 0 
S T ( I -A)-Tfil(I -A)-1B
In this paper we assume that S" is nonempty.
NECESSARY CONDITIONS FOR THE NONZERO SET POINT REGULATION PROBLEM
In this section we obtain necessary conditions for optimality that characterize solutions to the dynamic nonzero set point regulation problem. The following factorization lemma is needed for the statement of the main re,sult,. Remark 3.2: Note that the optimal gains a and aC explicitly depend on the constant disturbances y1 and 7 2 . As mentioned in Section II we assume that these constant disturbances are known or can be measured accurately.
Next, for clarity, we specialize Theorem 3.1 to the full-order LQG case. As discussed in Bernstein et al. [7] , in the full-order ({QG) case nc = n the Lyapunov equations 
and such that Q, P satisfy 
Remark 3.4:
It is easy to see that in the full-order case n, = n a solution to the nonzero set point problem exists as long as fi is positive definite. In the reduced-order case, however, the situation is more complex. 
Pro08
The proof is similar to the proof given in [1].
and such that P satisfies (34)
0
Once again, note that the closed-loop controller can be designed independently of the open-loop control. As will be seen in the next section, this feature is quite useful since it implies that the feedback gain E< can be designed without regard to the set point. Hence a change in the desired set point during on-line operation only requires updating a. As in the dynamic compensation case, we require that the constant disturbance be known.
V. ILLUSTRATIVE NUMERICAL EXAMPLE
In this section we apply Theorem 4.1 to an illustrative example. Our example is adopted from [2] and involves a position servo system. Specifically, the system involves a moving object in a plane with a rotating antenna at the origin of the plane, driven by an electric motor, that tracks the object at all times. The dynamics of the antenna are described by
I i ( t ) + B i ( t ) + IiO(t) = T ( t ) + w ( t ) (35)
where I is the mass moment of inertia, B is the viscous damping, K is the rotational stiffness, T ( t ) is the control torque applied by the motor, and w(t) is the disturbance torque caused by wind. The state space description of the system is given by where z ( t ) = [O(t) i(t)lT, kt is a voltage proportionality constant such that T ( t ) = k t u ( t ) and u ( t ) is the input voltage to the motor. 
A = e A h , B = 1 e A t B d t , VI = 1 e A t D D T e t d t ,
Assuming L1 = I z , LZ = 1, Rlz = 0, VIZ = 0, and y = 0, Theorem 4.1 was used to obtain the nonzero set point controllers for h = 0.05 sec. The results are compared with those obtained by simply employing the shifting technique discussed in [2] . The results are summarized as follows. Fig. 1 shows the responses of the angular positions and angular velocities of the closed-loop system to a step in the set point for both the optimal and shifting schemes. Fig. 2 shows the input voltage to the electric motor versus time. Note that the optimal scheme achieves both the tracking and regulation requirements with significantly less control effort over the shifting technique.
