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GENERALIZED FIXED POINT ALGEBRAS FOR COACTIONS
OF LOCALLY COMPACT QUANTUM GROUPS
ALCIDES BUSS
Abstract. We extend the construction of generalized fixed point algebras to
the setting of locally compact quantum groups – in the sense of Kustermans
and Vaes – following the treatment of Marc Rieffel, Ruy Exel and Ralf Meyer
in the group case. We mainly follow Meyer’s approach analyzing the construc-
tions in the realm of equivariant Hilbert modules.
We generalize the notion of continuous square-integrability, which is ex-
actly what one needs in order to define generalized fixed point algebras. As
in the group case, we prove that there is a correspondence between contin-
uously square-integrable Hilbert modules over an equivariant C∗-algebra B
and Hilbert modules over the reduced crossed product of B by the underlying
quantum group. The generalized fixed point algebra always appears as the al-
gebra of compact operators of the associated Hilbert module over the reduced
crossed product.
1. Introduction
Let G be a locally compact group and let X be a G-space, that is, a locally
compact Hausdorff space with a continuous action of G. The action of G on X is
called proper if the map G×X → X ×X , (t, x) 7→ (t · x, x) is proper in the sense
that inverse images of compact subsets are again compact.
Properness is a concept that enables properties of actions of non-compact groups
to resemble those of compact groups. Proper actions have many nice properties.
One of the most important ones is the fact that the orbit space G\X is again a
locally compact Hausdorff space.
A program to extend this notion to the setting of noncommutative dynamical
systems, that is, groups acting on C∗-algebras, was initiated by Marc Rieffel in
[26]. His idea relies on one basic result, namely, the fact that for a proper G-space
X , the commutative C∗-algebra C0(G\X) associated to the orbit space is Morita
equivalent to an ideal in the reduced crossed product C0(X)⋊r G, where we let G
act on C0(X) in the usual way. This ideal is the entire crossed product if and only
if the action is free.
The imprimitivity bimodule implementing the Morita equivalence between the
algebra C0(G\X) and the ideal in the crossed product turns out to be a suitable
completion of the space Cc(X) of compactly supported continuous functions on X .
Based on this fact, Rieffel called a (not necessarily commutative) G-C∗-algebra,
that is, a C∗-algebra A with a (strongly) continuous action of G, proper if there
exists a dense ∗-subalgebra A0 of A with some suitable properties (modeled on
Cc(X) in the commutative case) such that A0 can be completed to an imprimitiv-
ity bimodule between the generalized fixed point algebra Fix(A0) – obtained from
averaging elements of A0 along the given action – and a suitable ideal I(A0) in
2010 Mathematics Subject Classification. 46L55 (46L08, 81R50).
Key words and phrases. Quantum groups, coactions, generalized fixed point algebras, square-
integrability, crossed products, Hilbert modules.
This article is based on the author doctoral dissertation under supervision of Siegfried Echter-
hoff and Ralf Meyer. It has been supported by CNPq and CAPES.
1
2 ALCIDES BUSS
the reduced crossed product algebra A ⋊r G. Needless to say, in the commutative
case one takes A0 = Cc(X) to obtain Fix(A0) = C0(G\X). Thus Fix(A0) is a
noncommutative version of the orbit space. If, in addition, I(A0) is the whole
reduced crossed product, the action is called saturated. Saturation is therefore a
noncommutative manifestation of freeness. For other noncommutative notions of
freeness (for actions of finite/compact groups), we refer to [25].
Rieffel has further investigated his first definition of proper actions in a second
work [27]. He came out with another possible notion for noncommutative proper
actions, the so-called integrable actions. These include the proper actions previously
defined. In order to explain better this second definition, let us say that G acts on A
via an action α. A positive element a ∈ A is called integrable if there exists b in the
multiplier algebraM(A) of A such that for any positive linear functional θ on A, the
function t 7→ θ(αt(a)) is integrable in the ordinary sense, and
∫
G
θ(αt(a)) dt = θ(b).
In this case, it is natural to write b =
∫
αt(a) dt. However, we should point out that
this integral does not converge in Bochner’s sense, unless G is compact or a = 0,
because the integrand has constant norm. The G-C∗-algebra A is called integrable
if the space of integrable elements (that is, elements of A that can be written as a
linear combination of positive integrable elements) is dense in A.
Integrability is closely related to the notion of properness discussed previously.
Indeed, Rieffel proved in [27] that if A is proper, then it is also integrable. Further-
more, he also proved that in the commutative case A = C0(X), where X is some
locally compact G-space, A is integrable if and only if X is a proper G-space. More-
over, in this case Cc(X) consists of integrable elements and the generalized fixed
point algebra C0(G\X) is generated by the averages
∫
αt(a) dt with a ∈ Cc(X).
However, it was not clear to Rieffel in [27] whether, given an integrable G-C∗-al-
gebra A, there is a dense subspace A0 ⊆ A yielding the properness of A (as defined
in [26]) and hence the desired generalized fixed point algebra. He defined a “big
generalized fixed point algebra” generated by averages that worked in the commu-
tative case, but, in general, it was really too big to be Morita equivalent to an ideal
in the reduced crossed product. As explained by Ruy Exel in [9, 10], the problem
appears already in the case of Abelian groups.
Exel was more interested in another point, namely, to characterize the G-C∗-al-
gebras appearing as dual actions on cross-sectional C∗-algebras of Fell bundles (also
called C∗-algebraic bundles; see [11]).
Given an abelian group G with Pontrjagin dual Ĝ, the main result of [9] states
that the cross-sectional C∗-algebra C∗(B) of a Fell bundle B = {Bx}x∈Ĝ over Ĝ is
proper in Rieffel’s sense if we equip it with the dual action of G. Conversely, Exel
proved in [10] that a proper G-C∗-algebra can be realized as the cross-sectional
C∗-algebra of some Fell bundle over Ĝ. And the associated generalized fixed point
algebra can be identified with the unit fiber of the Fell bundle. To prove this re-
sult Exel defined in [10] an interesting relation between integrable elements called
relative continuity. Moreover, this relation turns out to be equivalent to the require-
ment that some natural operators belong to the crossed product algebra [10, The-
orem 7.5]. Due to this fact, if relative continuity is present, then it is possible to
construct a generalized fixed point algebra which is Morita equivalent to an ideal
in the crossed product [10, Section 9].
Thus relative continuity is closely related to the notion of proper action defined by
Rieffel in [26] and, in particular, this is a sufficient condition to find the generalized
fixed point algebra that Rieffel was looking for in [27].
However, some things were not clear in [10] (see Questions 9.4, 9.5 and 11.16)
and essentially these were the same problems that Rieffel met in [27]:
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Question 1.1. (1) Suppose that A is an integrable G-C∗-algebra. Is there a dense,
relatively continuous subspace of A?
(2) Are the generalized fixed point algebras associated to two different (say,
maximal) relatively continuous subspaces always the same?
The answers to these questions were given by Ralf Meyer in [23] where he also
generalized the notion of relative continuity to non-Abelian groups.
Meyer introduced in [22] the notion of square-integrability in the setting of group
actions on Hilbert modules and proved that the square-integrable actions on (count-
ably generated) Hilbert modules B-modules are exactly those satisfying an equivari-
ant version of the Kasparov Stabilization Theorem. Roughly speaking, this means
that all such Hilbert modules are direct summands of countably many copies of
L2(G,B), where B is some fixed G-C∗-algebra.
The main ingredient towards Meyer’s results is the construction of the so-called
bra-ket operators. Suppose that E is a Hilbert B,G-module, that is, a Hilbert B-
modules with a continuous action γ of G compatible with the action β of G on B.
Given an element ξ ∈ E , Meyer defined the following maps in [22, 23]:
〈〈ξ| : E → Cb(G,B), (〈〈ξ|η)(t) := 〈γt(ξ) |η〉,
|ξ〉〉 : Cc(G,B)→ E , |ξ〉〉f :=
∫
G
γt(ξ) · f(t) dt.
An element ξ ∈ E is said square-integrable if 〈〈ξ|η ∈ L2(G,B) for all η ∈ E . In this
case, 〈〈ξ| becomes an adjointable operator E → L2(G,B), whose adjoint extends |ξ〉〉
to an adjointable operator L2(G,B) → E ; we denote these extensions by 〈〈ξ| and
|ξ〉〉 as well. Conversely, if |ξ〉〉 extends to an adjointable operator L2(G,B) → E ,
then ξ is square-integrable. We say that E is square-integrable if the space Esi
of square-integrable elements is dense in E . This notion is equivalent to Rieffel’s
integrability as previously defined: an action on a C∗-algebra A is integrable if and
only if A is square-integrable as a A,G-Hilbert module.
The basic example of a square-integrable Hilbert B,G-module is L2(G,B) en-
dowed with the diagonal action β⊗λ, where we identify L2(G,B) ∼= B⊗L2(G) and
write λ for the left regular representation of G. Moreover, one can prove that direct
sums orG-invariant direct summands of square-integrable Hilbert B,G-modules are
again square-integrable. In particular, HB :=
⊕
n∈N L
2(G,B) is square-integrable,
and the stabilization theorem in [22] says that it is the “universal example” in
the sense that it contains (as direct summands) all the other countably generated
square-integrable Hilbert B,G-modules.
Now we turn our attention to the second work of Meyer [23]. Given square-
integrable elements ξ, η ∈ E , we write 〈〈ξ | η〉〉 := 〈〈ξ| ◦ |η〉〉 and |ξ〉〉〈〈η| := |ξ〉〉 ◦ 〈〈η|.
A short computation shows that the operators 〈〈ξ| : E → L2(G,B) and |η〉〉 :
L2(G,B) → E are G-equivariant. In particular, so are the operators 〈〈ξ | η〉〉 ∈
L(L2(G,B)) and |ξ〉〉〈〈η| ∈ L(E), where for any two Hilbert B-modules E1 and E2,
we denote by L(E1, E2) the space of all adjointable operators E1 → E2. We also
write LG(E1, E2) for the subspace of G-equivariant operators. Note that the space
of G-equivariant operators LG(E) is (canonically isomorphic to) the multiplier fixed
point algebraM1
(K(E)) and this should possibly contain a generalized fixed point
algebra. This indicates that the operators |ξ〉〉〈〈η| may generate a candidate for the
generalized fixed point algebra. On the other hand, the reduced crossed product al-
gebra B⋊rG has a canonical realization as a C
∗-subalgebra of LG(L2(G,B)). Our
basic principle is that a generalized fixed point algebra should be Morita equiva-
lent to some ideal in the reduced crossed product. This naturally leads us to the
following definition ([23, Definition 6.1]):
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Definition 1.2. A subset R ⊆ E consisting of square-integrable elements is called
relatively continuous if 〈〈R|R〉〉 := {〈〈ξ |η〉〉 : ξ, η ∈ R} ⊆ B ⋊r G.
Given a relatively continuous subset R ⊆ E , we define
F(E ,R) := span(|R〉〉 ◦B ⋊r G) ⊆ LG(L2(G,B), E).
By definition of relative continuity, F(E ,R) is a concrete Hilbert B ⋊r G-module
in the sense that it is a closed subspace of LG(L2(G,B), E) satisfying
F(E ,R) ◦B ⋊r G ⊆ F(E ,R) and F(E ,R)∗ ◦ F(E ,R) ⊆ B ⋊r G.
A concrete Hilbert B ⋊r G-module can be regarded as an abstract Hilbert B ⋊r G-
module in the obvious way. Conversely, any abstract Hilbert B⋊rG-module F can
be represented in an essentially unique way in LG(L2(G,B), EF ), where EF is the
balanced tensor product F ⊗B⋊rG L2(G,B) ([23, Theorem 5.3]).
The algebra of compact operators on F(E ,R) is canonically isomorphic to the
closed linear span of F(E ,R)◦F(E ,R)∗ ⊆ LG(E) which we denote by Fix(E ,R) and
call the generalized fixed point algebra associated to the pair (E ,R). It is therefore
Morita equivalent to the ideal I(E ,R) := span(F(E ,R)∗ ◦ F(E ,R)) ⊆ B ⋊r G and
F(E ,R) may be viewed as an imprimitivity Hilbert bimodule implementing this
Morita equivalence.
In general, there are many relatively continuous subspaces R ⊆ E yielding the
same Hilbert B ⋊r G-module F = F(E ,R) (and hence the same generalized fixed
point algebra). However, we can control this by imposing some more natural con-
ditions on R. We say that R is complete if it is a G-invariant B-submodule of
E (that is, γt(R) ⊆ R and R · B ⊆ R) which is closed with respect the si-norm:
‖ξ‖si := ‖ξ‖ + ‖|ξ〉〉‖. The completion of R is the smallest complete subspace Rc
containing R. If R is complete, then the Hilbert module F(E ,R) is just the closure
of |R〉〉 and, as a consequence, the generalized fixed point algebra Fix(E ,R) and
the ideal I(E ,R) are just the closed linear spans of |R〉〉〈〈R| and 〈〈R |R〉〉, respec-
tively. Moreover, we always have F(E ,R) = F(E ,Rc) for any relatively continuous
subset R and hence we can replace R by its completion to get the same results. If
we restrict attention to complete subspaces, then R is uniquely determined by the
Hilbert module F(E ,R) by the following result ([23, Theorem 6.1]):
Theorem 1.3. Let E be a Hilbert B,G-module. Then the map R 7→ F(E ,R) is
a bijection between complete, relatively continuous subspaces R ⊆ E and concrete
Hilbert B ⋊r G-modules F ⊆ LG
(
L2(G,B), E). The inverse map is given by the
assignment F 7→ RF := {ξ ∈ Esi : |ξ〉〉 ∈ F}. Moreover, R is dense in E if and only
if F(E ,R) is essential, meaning that spanF(E ,R)(L2(G,B)) = E.
A continuously square-integrable Hilbert B,G-module is a pair (E ,R) consisting
of a Hilbert B,G-module E and a dense, complete, relatively continuous subspace
R ⊆ E . This class forms a category if we take R-continuous G-equivariant opera-
tors as morphisms, that is, G-equivariant operators that are compatible with the
relatively continuous subspaces in the obvious way ([23]).
The construction (E ,R) 7→ F(E ,R) is a functor from the category of continuously
square-integrable Hilbert B,G-modules to the category of Hilbert B ⋊r G-modules
with morphisms as usual. Theorem 1.3 and the fact that any abstract Hilbert
module can be realized as a concrete one imply that (E ,R) 7→ F(E ,R) induces a
bijection between the isomorphism classes. Moreover, this construction is natural
and yields an equivalence between the respective categories ([23, Theorem 6.2]).
Using this correspondence, Meyer could give a negative answer to Question 1.1
analyzing the subtle difference between square-integrable and continuously square-
integrable representations on Hilbert spaces.
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1.1. The quantum case: our main results. The main goal of this paper is to
generalize the concepts and results above to the setting of locally compact quantum
groups in the sense of Kustermans and Vaes [21].
In [8] we defined the notion of square-integrable coactions of a locally compact
quantum group G on C∗-algebras and Hilbert modules generalizing the notion of
integrable (or proper) actions of groups mentioned above. The basic ingredient here
is the existence of a Haar weight on G which naturally leads us to the setting of
locally compact quantum groups. One basic example is the comultiplication of G
itself which is always integrable, for any locally compact quantum group. Moreover,
given coactions γA and γB of G on C∗-algebras A and B, respectively, and given a
nondegenerate G-equivariant ∗-homomorphism π : A →M(B), if γA is integrable,
then so is γB. As a consequence, we get that any dual coaction is integrable. In
particular, if G is regular, the dual coaction of G on the algebra of compact operators
K := K(L2(G)) is integrable, where L2(G) denotes the L2-Hilbert space associated
to the Haar weight of G. Moreover, even if G is not regular, K always has a canonical
coaction of G, and it is always integrable. More generally, we can always furnish
the tensor product A ⊗ K with a coaction of G (whenever A has a coaction of G)
and this coaction is also always integrable. In particular, any coaction is Morita
equivalent to an integrable coaction.
As in the group case, the basic example of a square-integrable Hilbert B,G-
module is B ⊗ L2(G) endowed with a canonical coaction of G. The main result in
[8] is the quantum version of the equivariant Kasparov Stabilization Theorem (see
[8, Theorem 6.1]).
Our main goal in this paper is to give the definition of relative continuity and gen-
eralized fixed point algebras in the setting of coactions of locally compact quantum
groups on Hilbert modules. In fact, once we have the bra-ket operators, the defini-
tions are exactly the same as in the group case. Given a relatively continuous subset
R in a Hilbert B,G-module E , we define, as in the group case, a concrete Hilbert
module F(E ,R) over the reduced crossed product B ⋊r Ĝ c (the reason for this
notation will be clear later). Again, the algebra of compact operators on F(E ,R)
is (canonically isomorphic to) the generalized fixed point algebra Fix(E ,R) and
therefore, it is Morita equivalent to the ideal I(E ,R) := span(F(E ,R)∗ ◦ F(E ,R))
in B ⋊r Ĝ c . If I(E ,R) is equal to B ⋊r Ĝ c , then we say that R is saturated.
One of the first examples that we analyze is the coaction of G on itself via the
comultiplication. We already mentioned that this coaction is always integrable,
but here is where the first difference appears: we prove that there is a non-zero
relatively continuous subset of G if and only if G is semi-regular. Moreover, there
is a saturated relatively continuous subset of G if and only if G is regular.
If G is compact, then any subset R ⊆ E is relatively continuous and the general-
ized fixed point algebra Fix(E) = Fix(E , E) is the usual fixed point algebra which
is therefore Morita equivalent to an ideal in the reduced crossed product.
The most important example is the Hilbert B,G-module B ⊗ L2(G). We prove
that we always can find a dense, relatively continuous subspaceR0 ⊆ B⊗L2(G) such
that F(B ⊗ L2(G),R0) = B ⋊r Ĝ c . In particular, this shows that reduced crossed
products appear as generalized fixed point algebras. This is a basic observation in
the group case.
We also analyze some completeness conditions of relatively continuous subsets.
The possible non-co-amenability of the quantum group brings about some technical
problems at this point. As in the group case, we can define complete subspaces, but
it turns out that completeness alone is not enough in general. We need an extra
condition that we call s-completeness. This is a sort of “slice map property” and
this is where the script “s” comes from. If G is co-amenable, then this condition
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reduces to completeness. Having these completeness conditions we can then define
a continuously square-integrable Hilbert B,G-module to be a pair (E ,R), where E is
Hilbert B,G-modules, and R is a dense, complete, relatively continuous subspace.
If, in addition, R is s-complete then we say that (E ,R) is an s-continuously square-
integrable Hilbert B,G-module.
One of our main results is a quantum version of Meyer’s Theorem 1.3 above. If we
replace completeness by s-completeness, then the result remains almost unchanged
in the quantum setting (see Theorem 7.3 below). As in the group case, this implies
that the construction (E ,R) 7→ F(E ,R) is an equivalence between the categories
of s-continuously square-integrable Hilbert B,G-modules and Hilbert modules over
the reduced crossed product B ⋊r Ĝ c . The inverse construction is given by the
assignment F 7→ (EF ,RF ), where EF := F ⊗B⋊rĜ c
(
B ⊗ L2(G)) and RF is the
s-completion of the algebraic tensor product F ⊙
B⋊rĜ
c R0.
Several applications and further developments of the theory of generalized fixed
point algebras have been already explored in the group case since Rieffel’s pioneering
work on proper actions [26]. To mention just a few, we refer to [1–3,12,13,17]. We
expect that in the future some of these applications will also be available in the
quantum world.
2. Preliminaries and notational conventions
Most of our notations will be as in [8]. For reader’s convenience, we review
some of these here. A (reduced) locally compact quantum group – in the sense
of Kustermans and Vaes [21] – will be generally denoted by G. This is, therefore,
a C∗-algebra endowed with a comultiplication ∆: G → M(G ⊗ G) and left and
right invariant faithful Haar weights ϕ and ψ, respectively, and all these data is
required to satisfy several technical conditions (see [21] for details). The symbol
⊗ will always mean the minimal tensor product between C∗-algebras in this paper,
and sometimes also denote (internal or external) tensor products between Hilbert
modules. The Haar weights on G are supposed to be lower semi-continuous and
they can be uniquely extended to strictly lower semi-continuous weights on the
multiplier C∗-algebra M(G). We use the same letters ϕ and ψ to denote these
extensions. The domain of ϕ will be denoted dom(ϕ). This is a strictly dense
∗-subalgebra of M(G) which is defined as the linear space of all positive elements
x ∈ M(G)+ with ϕ(x) < ∞; of course, we use the same kind of notation for ψ or
any other unbounded linear map. We shall fix a GNS-construction associated to ϕ:
this is a triple (H, ι,Λ), whereH is a Hilbert space, ι : G → L(H) is a nondegenerate
∗-homomorphism (with extension toM(G) also denoted ι) and an unbounded linear
map Λ: dom(Λ) := {x ∈ M(G) : ϕ(x∗x) < ∞} ⊆ M(G) → H with dense range
satisfying 〈Λ(x) |Λ(y)〉 = ϕ(x∗y) for all x, y ∈ dom(Λ) and Λ(xy) = ι(x)Λ(y) for
all x ∈ M(G) and y ∈ dom(Λ). The map Λ is closed with respect to the strict
topology on M(G) and the norm on H . Moreover, since ϕ is faithful, ι is a faithful
representation of G and we use it to identify G with its image in L(H) via ι. In
other words, we view ι as an inclusion map G →֒ L(H) and omit it from all formulas
(so, for instance, we have Λ(xy) = xΛ(y)). The Hilbert space H is also sometimes
denoted L2(G). Other objects associated to a quantum group, like the left and
right regular corepresentations W and V , the modular element δ, scaling constant
ν, and so on, will be reviewed throughout the text as need.
Of most importance for us will be the slice maps associated to ϕ and Λ. Given
an arbitrary C∗-algebra A, there is an unbounded linear idA ⊗ ϕ from a suitable
strictly dense (hereditary) ∗-subalgebra dom(idA ⊗ ϕ) ⊆ M(A ⊗ G) to M(A); a
positive element x ∈ M(A ⊗ G)+ belongs to dom(idA ⊗ ϕ) iff there is a ∈ M(A)
such that for all positive linear functionals θ ∈ A∗+, (θ ⊗ idG)(x) ∈ dom(ϕ) and
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in this case (idA ⊗ ϕ)(x) = a. There is also an unbounded linear map idA ⊗ Λ
from dom(idA ⊗ Λ) := {x ∈ M(A ⊗ G) : x∗x ∈ dom(idA ⊗ ϕ)} to M(A ⊗H) :=
L(A,A⊗H), where here A is viewed as (right) Hilbert A-module and A⊗H denotes
the usual Hilbert A-module defined as the (external) tensor product of A with H .
The space M(A ⊗ H) is also sometimes called the multiplier module of A ⊗ H ;
this is a Hilbert M(A)-module in the canonical way. The space dom(idA ⊗ Λ) is a
strictly dense left ideal in M(A ⊗ G) whose associated hereditary ∗-subalgebra is
dom(idA ⊗ ϕ), that is, every element of dom(idA ⊗ ϕ) is a linear combination of
products x∗y with x, y ∈ dom(idA ⊗ Λ). The map idA ⊗ Λ is closed for the strict
topology on M(A⊗ G) is the strong topology on M(A⊗H) and satisfies
(idA ⊗ Λ)(x)∗(idA ⊗ Λ)(y) = (idA ⊗ ϕ)(x∗y) for all x, y ∈ dom(idA ⊗ Λ);
(idA ⊗ Λ)(xy) = x · (idA ⊗ Λ)(y) for all x ∈M(A⊗ G), y ∈ dom(idA ⊗ Λ).
The full construction and further properties of the maps idA ⊗ ϕ and idA ⊗ Λ are
given in [20]. Recall that Λ is the GNS-map for ϕ; the map idA⊗Λ may be viewed
as a sort of generalized KSGNS-map for idA ⊗ ϕ. Using linking algebras, it is
possible to extend these constructions to Hilbert modules; we will have more to say
about that in the next section.
A coaction of G on a C∗-algebraB is a nondegenerate ∗-homomorphism γB : B →
M(B ⊗ G) satisfying (γB ⊗ id) ◦ γB = (id ⊗ ∆) ◦ γB. We are very flexible with
this definition in general in the sense that we do not assume, for instance, that γB
is injective or even that its range is contained in M˜(B ⊗ G) := {x ∈ M(B ⊗ G) :
x(1⊗G), (1⊗G)x ⊆ B⊗G}. We say that γB is continuous if the closed linear span
of γB(B)(1⊗ G) equals B ⊗ G, and in this case we say B is a G-C∗-algebra. Given
a continuous coaction, we define the reduced crossed product :
B ⋊r Ĝ
c
:= span
(
γB(B)(1 ⊗ Ĝ
c
)
) ⊆ L(B ⊗H),
where we have simply identified γB(B) as a subalgebra of L(B ⊗ H) using the
representation G →֒ L(H). Here Ĝ c = Jˆ ĜJˆ denotes the C∗-commutant of G, where
Jˆ is the modular conjugation of Ĝ (see [21] for further details). Continuity of the
coaction γB ensures that B ⋊r Ĝ c is a C∗-subalgebra of L(B ⊗H).
Let B be a C∗-algebra with a G-coaction γB , and let E be a (right) Hilbert
B-module. A coaction on E is a linear map γE : E →M(E ⊗G) := L(B ⊗G, E ⊗ G)
satisfying:
(1) γE(ξ · b) = γE(ξ)γB(b) for all ξ ∈ E , b ∈ B;
(2) γE(ξ)
∗γE(η) = γB(〈ξ |η〉B) for all ξ, η ∈ E ;
(3) γE is nondegenerate, meaning that span γE(E)(B ⊗ G) = E ⊗ G; and
(4) (γE⊗ id)◦γE = (id⊗∆)◦γE (this equation makes sense by nondegeneracy);
If the underlying coaction γB of G on B is continuous, we also say that E is a Hilbert
B,G-module. Notice that in this case we have span(γE(E)(1 ⊗ G)) = E ⊗ G. If, in
addition, span
(
(1E ⊗ G)γE(E)
)
= E ⊗ G, we say that a coaction γE is continuous
(this is not automatic, even if γB is continuous). The theory of coactions on Hilbert
modules has been developed in [5] and this is our main reference on the subject. For
a coaction on E , there is a canonical induced coaction γK(E) on the C∗-algebra K(E)
of compact operators on E satisfying γK(E)(|ξ〉〈η|) = γE(ξ)γE(η)∗, where |ξ〉〈η| ∈
K(E) denotes the compact operator defined by |ξ〉〈η|(ζ) := ξ〈η | ζ〉B . If γE is
continuous, so is γK(E). For a Hilbert B,G-module (E , γE), we define:
E ⋊r Ĝ
c
:= span
(
γE(E)(1B ⊗ Ĝ
c
)
) ⊆ L(B ⊗H, E ⊗H).
Here we are using the embedding G →֒ L(H) to view M(E ⊗ G) as a subspace of
M(E ⊗ K(H)) ∼= L(B ⊗H, E ⊗H). Observe that E ⋊r Ĝ c ⊆ LG(B ⊗H, E ⊗H) is
a concrete Hilbert B ⋊r Ĝ c -module (as defined in [23, Section 5]). Moreover, the
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map ξ ⊗ x 7→ γE(ξ)x yields a canonical isomorphism E ⊗
γB
(B ⋊r Ĝ c) ∼= E ⋊r Ĝ c . If
γE is continuous, then E ⋊r Ĝ c = span
(
(1K(E)⊗ Ĝ c)γE(E)
)
and we have a canonical
isomorphism K(E ⋊r Ĝ c) ∼= K(E) ⋊r Ĝ c .
Let E be a Hilbert B-module with a coaction γE of G. Given ω ∈ G∗ and
ξ ∈ M(E) we define
(2.1) ω ∗ ξ := (idE ⊗ ω)
(
γE(ξ)
)
.
This givesM(E) the structure of a Banach left G∗-module. Here we use the canoni-
cal Banach algebra structure on G∗: ω ·θ := (ω⊗θ)◦∆. In particular,M(E) is also
a Banach left L1(G)-module (this is a suitable Banach subalgebra of G∗ isomorphic
to the predual of von Neumann algebra G′′ ⊆ L(H); see Section 4 below and [21] for
the precise definition). But even if ξ ∈ E and ω ∈ L1(G), it is not true, in general,
that ω ∗ ξ ∈ E . However, if E is a Hilbert B,G-module, that is, if γB is continuous,
this is true and in this case the left action (2.1) turns E into a nondegenerate Ba-
nach left L1(G)-module, that is, span(L1(G) ∗ E) = E . This is related to the notion
of weak continuous actions defined in [4].
3. Review of square-integrable coactions
In this section we review the main results concerning square-integrability for
coactions of locally compact quantum group as studied in [8]. Throughout we fix
a locally compact quantum group G and denote its left Haar weight by ϕ. As in
the previous section, we fix a GNS-construction for ϕ of the form (H, ι,Λ), where
ι denotes the inclusion map G →֒ L(H).
Definition 3.1 (Definition 5.7 in [8]). Let E be a Hilbert B-module with a coaction
γE of G. We say that ξ ∈ M(E) is square-integrable if γE(ξ)∗(η ⊗ 1) ∈ M(B ⊗ G)
belongs to the domain of idB ⊗ Λ for all η ∈ E . We write M(E)si for the set
of all square-integrable elements of M(E), and Esi for the set of square-integrable
elements of E . We say that E (or the coaction γE) is square-integrable if Esi is dense
in E .
If A is a C∗-algebra with a coaction γA of G, we may view A as a Hilbert A-
module in the usual way, and therefore speak of square-integrable elements and
coactions in this case. It turns out that in the case of C∗-algebras one can give
a slightly different description of square-integrable coactions in terms of integrable
elements: an element a ∈ A+ is called integrable if γA(a) ∈ dom(idA ⊗ ϕ). An
arbitrary element (not necessarily positive) a ∈ A is said to be integrable if it
is a linear combination of positive integrable elements. We write A+i for the set
of positive integrable elements and Ai = spanA
+
i for the space of all integrable
elements. This is a hereditary ∗-subalgebra of A. Moreover, a ∈ A is square-
integrable if and only if aa∗ ∈ A+i . The coaction is called integrable if Ai is dense
in A (or equivalent, if A+i is dense in A
+). This is equivalent to square-integrability
of γA if A is considered as a Hilbert A-module as above. More generally, if γE is a
coaction of G on a Hilbert B-module E , and γK(E) denotes the induced coaction of G
on K(E), then an element ξ ∈ M(E) is square-integrable if and only if |ξ〉〈ξ| ∈ K(E)
is integrable (see Proposition 5.20 in [8]).
Square-integrable Hilbert B,G-modules are characterized by the existence of
sufficiently many adjointable G-equivariant operators E → B⊗H . We are going to
explain how we can construct such operators in what follows.
Let E be a Hilbert B-module with a coaction γE of G and suppose that ξ ∈
M(E)si. Then the equation
(3.2) 〈〈ξ|η := (idB ⊗ Λ)
(
γE(ξ)
∗(η ⊗ 1))
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defines an adjointable operator 〈〈ξ| : E → B ⊗ H (see [8, Lemma 5.17]). For all
b ∈ B and x ∈ dom(ϕ), we have γE(ξ)(b ⊗ s) ∈ dom(idE ⊗ ϕ) and the adjoint
operator |ξ〉〉 := 〈〈ξ|∗ is given by the formula
|ξ〉〉(b ⊗ Λ(x)) = (idE ⊗ ϕ)(γE(ξ)(b ⊗ x))
for all b ∈ B and x ∈ dom(ϕ). Here we are using the (unbounded) slice map idE ⊗
ϕ : dom(idE⊗ϕ) ⊆M(E⊗G)→M(E) induced by ϕ. One way to define this is pass
to the linking algebra L(E) =
( K(E) E
E∗ B
)
∼= K(E⊕B) of E , consider the (already
defined) slice idL(E)⊗ϕ : dom(idL(E)⊗ϕ) ⊆M(L(E)⊗G)→M(E) and taking the
“upper right corner” to get the slice idE ⊗ ϕ in such way that dom(idL(E) ⊗ ϕ) =(
dom(idK(E) ⊗ ϕ) dom(idE ⊗ ϕ)
dom(idE∗ ⊗ ϕ) dom(idB ⊗ ϕ)
)
and idL(E)⊗ϕ =
(
idK(E) ⊗ ϕ idE ⊗ ϕ
idE∗ ⊗ ϕ idB ⊗ ϕ
)
.
The slice idE∗ ⊗ ϕ defined in this way is an unbounded linear map from a suitable
domain dom(idE∗ ⊗ ϕ) ⊆ L(E ⊗ G, B ⊗ G) to L(E , B).
Similarly, one can construct the slices idE ⊗ Λ: dom(idE ⊗ Λ) ⊆ M(E ⊗ G) →
M(E ⊗H) and idE∗ ⊗ Λ: dom(idE∗ ⊗ Λ) ⊆ L(E ⊗ G, B ⊗ G) → L(E , B ⊗H) of Λ
in such way that idL(E) ⊗ Λ =
(
idK(E) ⊗ Λ idE ⊗ Λ
idE∗ ⊗ Λ idB ⊗ Λ
)
.
Defined in this way, an element X ∈ L(E ⊗ G, B ⊗ G) belongs to the domain of
idE∗ ⊗Λ if and only if X(η⊗ 1) belongs to the domain of idB ⊗Λ for all η ∈ E , and
in this case
(3.3) (idE∗ ⊗ Λ)(X)η = (idB ⊗ Λ)(X(η ⊗ 1)).
In particular, ξ ∈ M(E)si if and only if γE(ξ)∗ ∈ dom(idE∗ ⊗ Λ), and in this case
(3.4) 〈〈ξ| = (idE∗ ⊗ Λ)
(
γE(ξ)
∗
)
.
Example 3.5 (See also Example 5.16 in [8]). If G is a compact quantum group,
that is, if the Haar weight ϕ is bounded, then every Hilbert B-module E with a
coaction of G is square-integrable. Given any ξ ∈ M(E) the adjointable operator
〈〈ξ| ∈ L(E , B ⊗ H) can be described as follows: observe that Λ(x) = Λ(x · 1) =
xΛ(1) = x(δ1), where 1 is the unit of G and δ1 := Λ(1). More generally, the map
idB ⊗ Λ is given by
(idB ⊗ Λ)(x) = x(idB ⊗ Λ)(1B ⊗ 1) = x(1B ⊗ δ1)
for all x ∈M(B⊗G), where we have identifiedM(B⊗G) ⊆ L(B⊗H). Even more
generally, the map idE∗ ⊗ Λ can also be written in the form
(idE∗ ⊗ Λ)(x) = x(1E ⊗ δ1)
for all x ∈ dom(idE∗⊗Λ) = L(E ⊗G, B⊗G), where 1E denotes the identity operator
on E . Thus 1E⊗δ1 is an element of L(E)⊗H ⊆ L(E , E⊗H). Here we are identifying
L(B⊗G, E ⊗H) =M(E ⊗G) ⊆M(E ⊗K(H)) ∼= L(B⊗H, E ⊗H) and therefore x
is considered as an element of L(E ⊗ G, B ⊗ G) ⊆ L(E ⊗H,B ⊗H). In particular,
we get
〈〈ξ| = (idE∗ ⊗ Λ)
(
γE(ξ)
∗
)
= γE(ξ)
∗(1E ⊗ δ1)
for all ξ ∈M(E). The adjoint operator |ξ〉〉 ∈ L(B ⊗H, E) is therefore given by
|ξ〉〉 = (1E ⊗ δ∗1)γE(ξ),
where δ∗1 denotes the element of L(H,C) given by δ∗1(v) = 〈δ1 |v〉 for all v ∈ H .
It is useful to keep the group case in mind. As explained in [8, Example 5.14], for
a locally compact group G, if we consider the corresponding commutative quantum
group G = C0(G), then the theory of square-integrability specializes to the one
developed in [23]. In this case, if E is a Hilbert B,G-module with G action γ,
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and ξ ∈ Esi, the bra-ket operators are adjointable operators 〈〈ξ| : E → L2(G,B) ∼=
B ⊗ L2(G) and |ξ〉〉 : L2(G,B)→ E determined by the formulas:
(3.6) 〈〈ξ|(η)|t = 〈γt(ξ) |η〉B for all η ∈ E , t ∈ G,
and
(3.7) |ξ〉〉(f) =
∫
G
γt(ξ)f(t) dt for all f ∈ Cc(G,B) ⊆ L2(G,B).
The next result gives some basic properties of the bra-ket operators 〈〈ξ| and |ξ〉〉.
Given a C∗-algebra A with a coaction γA of G and an element a ∈ M(A)i, we
define E1(a) := (idA ⊗ ϕ)
(
γA(a)
) ∈ M(A). By [8, Lemma 4.10], E1(a) belongs to
the multiplier fixed point algebra M1(A) = {a ∈ M(A) : γA(a) = a ⊗ 1}. If α is
an action of a locally compact group G on A, then E1(a) can be interpreted as the
strict unconditional integral E1(a) =
∫ su
G
αt(a) dt (see [7, 9, 10] for further details).
Proposition 3.8. Let E be a Hilbert B-module with a coaction γE of G.
(i) If ξ, η ∈ M(E)si, then ξ ◦ η∗ ∈M
(K(E))
i
and |ξ〉〉〈〈η| = E1(ξ ◦ η∗).
In particular, if ξ, η ∈ Esi, then |ξ〉〈η| ∈ K(E)i and |ξ〉〉〈〈η| = E1(|ξ〉〈η|).
(ii) If ξ ∈M(E)si and b ∈M(B), then ξ · b ∈ M(E)si and |ξ · b〉〉 = |ξ〉〉 ◦ γB(b),
where we have identified γB(b) ∈M(B ⊗ G) ⊆ L(B ⊗H).
In particular, if ξ ∈ Esi (or even in M(E)si) and b ∈ B, then ξ · b ∈ Esi
and |ξ · b〉〉 = |ξ〉〉 ◦ γB(b).
(iii) Let F be another Hilbert B-module with a coaction of G. If ξ ∈M(E)si and
T ∈ LG(E ,F), then T ◦ ξ ∈M(F)si and |T ◦ ξ〉〉 = T ◦ |ξ〉〉.
In particular, if ξ ∈ Esi and T ∈ LG(E ,F), then T (ξ) ∈ Fsi and
|T (ξ)〉〉 = T ◦ |ξ〉〉.
(iv) If T ∈M(K(E))
si
and ξ ∈M(E), then T ◦ ξ ∈ M(E)si and
|T ◦ ξ〉〉 = |T 〉〉 ◦ γE(ξ).
In particular, if T ∈M(K(E))
si
and ξ ∈ E, then T (ξ) ∈ Esi and
|T (ξ)〉〉 = |T 〉〉 ◦ γE(ξ).
More generally, if π : A → L(E) is a G-equivariant nondegenerate ∗-
homomorphism, where A is a C∗-algebra with a coaction of G, then for all
a ∈M(A)si and ξ ∈M(E) we have π(a) ◦ ξ ∈M(E)si and
|π(a) ◦ ξ〉〉 = |π(a)〉〉γE(ξ) = (π ⊗ idH∗)(|a〉〉) ◦ γE(ξ).
(v) If ξ ∈M(E)si and η ∈ M(E), then ξ ◦ η∗ ∈M
(K(E))
si
and
|ξ ◦ η∗〉〉 = |ξ〉〉 ◦ γE(η)∗.
In particular, if ξ ∈ Esi and η ∈ E, then |ξ〉〈η| ∈ K(E)si and
||ξ〉〈η|〉〉 = |ξ〉〉 ◦ γE(η)∗.
In (iv) and (v) we are viewing M(E ⊗ G) = L(B ⊗ G, E ⊗ G) as a subspace of
L(B ⊗H, E ⊗H) and (hence) also L(E ⊗G, B ⊗G) as a subspace L(E ⊗H,B⊗H)
using the representation G →֒ L(H). In (iv) we also use the canonical isomorphism
L(E , E ⊗H) ∼= L(K(E),K(E) ⊗H).
Proof. Using the definition (3.2) of the bra-operators 〈〈ξ|, or alternatively its de-
scription in Equation (3.4), essentially all assertions will follow from properties of
the slice map idB⊗Λ described in [20, Propositions 3.18,3.27,3.38], or alternatively
the corresponding properties for the slice idE∗ ⊗ Λ (which can be derived from the
properties of idB ⊗ Λ using the linking algebras). So, for instance, the property:
(idB ⊗ Λ)(x)∗(idB ⊗ Λ)(y) = (idB ⊗ ϕ)(x∗y) for all x, y ∈ dom(idB ⊗ Λ)
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(which is proved in [20, Proposition 3.18]) has a corresponding analogue for idE∗⊗Λ:
(idE∗ ⊗ Λ)(x)∗(idE∗ ⊗ Λ)(y) = (idB ⊗ ϕ)(x∗y) for all x, y ∈ dom(idE∗ ⊗ Λ).
This together with Equation (3.4) yields item (i). Similarly, (ii) follows from:
(idE∗ ⊗ Λ)(xy) = x · (idE∗ ⊗ Λ)(y)
for all x ∈M(B⊗G) ⊆ L(B⊗H) and y ∈ dom(idE∗⊗Λ), which is also an extension
of the corresponding property of idB⊗Λ proved in [20, Proposition 3.18]. This same
result (applied to the linking algebra of E) also yields:
(idE∗ ⊗ Λ)(xy) = x · (idK(E) ⊗ Λ)(y)
for all x ∈ L(E ⊗ G, B ⊗ G) ⊆ L(E ⊗ H,B ⊗ H) and y ∈ dom(idK(E) ⊗ Λ) ⊆
M(K(E) ⊗ G) ∼= L(E ⊗ G); and also
(idE∗ ⊗ Λ)(xy) = x · (idE∗ ⊗ Λ)(y)
for all x ∈ L(E ⊗ G, B ⊗ G) and y ∈ dom(idE∗ ⊗ Λ) ⊆ L(E ⊗ G, B ⊗ G). These
properties then imply the first part of (iv) and (v). The second part in (iv) also
uses:
|π(a)〉〉 = (π ⊗ idH∗)(|a〉〉) for all a ∈ M(A)si.
This holds whenever π : A→M(B) is a nondegenerate ∗-homomorphism which is
equivariant: γB(π(a)) = (π⊗ id)(γA(a)). In fact, by Proposition 3.38 in [20], which
implies that for all X ∈ dom(idA ⊗ Λ), one has (π ⊗ id)(X) ∈ dom(idB ⊗ Λ) and
(idB ⊗ Λ)((π ⊗ id)(X)) = (π ⊗ idH)((idA ⊗ Λ)(X)). Hence,
〈〈π(ξ)| = (idB ⊗ Λ)
(
γB(π(ξ))
∗
)
= (idB ⊗ Λ)
(
(π ⊗ idG)γA(ξ)∗
)
= (π ⊗ idH)
(
(idA ⊗ Λ)
(
γA(ξ)
∗
))
= (π ⊗ idH)(〈〈ξ|).
Since (π ⊗ idH)(x)∗ = (π ⊗ idH∗)(x∗), it also follows from this equation that
|π(ξ)〉〉 = (π ⊗ idH∗)(|ξ〉〉).
Finally, item (iii) follows from the G-equivariance of T : γF (Tξ) = (T ⊗ 1)γE(ξ),
and the equality:
(idF∗ ⊗ Λ)(x(T ⊗ 1)) = (idE∗ ⊗ Λ)(x)T
which holds for all x ∈ dom(idE∗ ⊗ Λ) and T ∈ L(F , E) – this implies x(T ⊗
1) ∈ dom(idF∗ ⊗ Λ). In fact, using linking algebras, this last property follows
from the corresponding property for slices only involving C∗-algebras as proved in
[20, Proposition 3.27]. 
Let (E , γE)(B,γB) be a Hilbert B-module G-coaction. By [8, Lemma 5.28], if we
equip M(E)si with the so-called si-norm:
‖ξ‖si := ‖ξ‖+ ‖|ξ〉〉‖ = ‖ξ‖+ ‖〈〈ξ|‖ = ‖〈ξ|ξ〉‖ 12 + ‖〈〈ξ |ξ〉〉‖ 12 ,
then M(E)si is a Banach LG(E),M(B)-bimodule, that is, M(E)si is complete with
respect to ‖ · ‖si and for all ξ ∈ Esi, T ∈ LG(E) and b ∈ B, we have
‖Tξ‖si ≤ ‖T ‖‖ξ‖si and ‖ξb‖si ≤ ‖ξ‖si‖b‖.
Moreover, Esi is a closed submodule of M(E)si and hence also complete in its own.
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Remark 3.9. Suppose that G is a compact quantum group. We already know (see
Example 3.5) that in this case every Hilbert B-module E with a coaction of G is
square-integrable. By Proposition 3.8(i), we have
‖|ξ〉〉‖2 = ‖|ξ〉〉〈〈ξ|‖ = ‖(id⊗ ϕ)(γK(E)(|ξ〉〈ξ|))‖ ≤ ‖ϕ‖‖ξ‖
for all ξ ∈ Esi = E . Thus ‖ξ‖ ≤ ‖ξ‖si ≤ (1 + ‖ϕ‖)‖ξ‖. Therefore the si-norm and
the norm on E are equivalent.
Consider a Hilbert B-module E with a coaction γE of G. The bra-ket opera-
tors 〈〈ξ| ∈ L(E , B ⊗H) and |ξ〉〉 ∈ L(B ⊗ H, E) are G-equivariant, for any square-
integrable element ξ in E . In order to turn this into a precise statement, we have
to define a G-coaction on B ⊗ H . The coaction that works is a kind of balanced
tensor product of the coactions γB on B and a coaction γH on H which comes from
the left regular corepresentation W of G (this is a unitary multiplier in M(G ⊗ Ĝ),
where Ĝ ⊆ L(H) denotes the dual of G, and hence may be viewed as a unitary
in L(G ⊗ H); see [21] for the precise definition of W ). More precisely, this is the
coaction γB⊗H of G on B ⊗H defined by the formula:
(3.10) γB⊗H(ζ) := (1⊗ ΣW )(γB ⊗ id)(ζ) = Σ23W23(γB ⊗ id)(ζ), ζ ∈ B ⊗H,
where Σ : G ⊗H → H ⊗ G is the flip operator. Recall that WˆΣ = ΣW ∗, where Wˆ
is the left regular corepresentation of the dual of G. If we consider B = C with the
trivial coaction of G, then we get a coaction γH of G on H given by
γH(η) = ΣW (1⊗ η) = ΣWΣ∗(η ⊗ 1) = Wˆ ∗(η ⊗ 1), η ∈ H.
The above coaction on B⊗H is one of the basic examples of a square-integrable
coaction. In a similar way, there is a canonical G-coaction on the Hilbert B-module
E ⊗H which is always square-integrable (for any coaction on E).
The Kasparov Stabilization Theorem relates square-integrability of a given coac-
tion with B ⊗H :
Theorem 3.11 (Kasparov’s Stabilization Theorem, Theorem 6.1 in [8]). Let
B be a C∗-algebra with a coaction γB of G and let E be a countably generated
Hilbert B-module with a γB-compatible coaction of G. The following statements are
equivalent :
(i) E is square-integrable;
(ii) K(E) is integrable;
(iii) E ⊕HB ∼= HB as Hilbert B,G-modules;
(iv) E is a G-invariant direct summand of HB.
4. The L1-action on square-integrable elements
Let E be a Hilbert B,G-module. If ξ ∈ Esi and ω ∈ L1(G), then it is natural to
ask whether ω ∗ ξ ∈ Esi. However, if G is not unimodular, that is, if the modular
element is not trivial, then some problems appear. Let us analyze the group case
G = C0(G), where G is some locally compact group. Suppose that γE corresponds
to an action γ of G on E . Then for a function ω ∈ L1(G), the element ω ∗ ξ ∈ E is
given by
ω ∗ ξ =
∫
G
γt(ξ)ω(t) dt.
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Thus, for all f ∈ Cc(G,B), we have
|ω ∗ ξ〉〉f =
∫
G
∫
G
γst(ξ)f(s)ω(t) dt ds
=
∫
G
∫
G
γt(ξ)f(s)ω(s
−1t) dt ds
= |ξ〉〉(f ∗ ω),
where (f ∗ ω)(t) := ∫
G
f(s)ω(s−1t) ds =
∫
G
f(ts−1)δG(s)
−1ω(s) ds, where δG de-
notes the modular function of G. If ω satisfies
∫
G
δG(t)
− 1
2 |ω(t)| dt < ∞, then
the map ρω := [g 7→ g ∗ ω] defines a bounded operator on L2(G) with ‖ρω‖ ≤∫
G
δG(t)
− 1
2 |ω(t)| dt ([15, Theorem 20.13]). Note that f ∗ ω = (1B ⊗ ρω)(f). Thus,
if ξ ∈ Esi and ω ∈ L1(G) satisfies δ−
1
2
G ω ∈ L1(G), then ω ∗ ξ ∈ Esi and
|ω ∗ ξ〉〉 = |ξ〉〉(1B ⊗ ρω).
The hypothesis δ
− 1
2
G ω ∈ L1(G) is essential here in order to define the operator ρω.
In fact, if G is not unimodular, then there are functions ω ∈ L1(G) and g ∈ L2(G)
such that g ∗ ω /∈ L2(G) (see [15, 20.34]).
In order to generalize the results above for a general locally compact quantum
group G, we shall need the modular element. As usual the proof in the quantum set-
ting is much more technical. Let us recall that the modular element of G, denoted
by δ, is a strictly positive operator affiliated with G (see [14,31] for a precise defini-
tion) such that σt(δ) = ν
tδ for all t ∈ R and ψ = ϕδ (see [21]), where ψ is the right
invariant Haar weight, {σs}s∈R is the modular automorphism group of ϕ and ν is
the scaling constant of G. We also recall that ∆(δ) = δ ⊗ δ ([21, Proposition 7.9]).
Roughly speaking, the relation ψ = φδ means that ψ( · ) = ϕ(δ 12 · δ 12 ) and one can
define a GNS-construction for ψ of the form (H, ι,Γ) from the GNS-construction
(H, ι,Λ) for ϕ satisfying Γ( · ) = Λ( · δ 12 ) (see [19] for more details).
For each n ∈ N, we define
(4.1) en :=
n√
π
∫
R
exp(−n2t2)δit dt.
These elements behave very well with respect to the modular element. For instance,
they commute with any power of δ and σy(en)δ
z = δzσy(en) for all n ∈ N and
y, z ∈ C (see [19, Proposition 8.2] for further details).
We shall need a generalization of [30, Proposition 1.9.13]. This result says that
for all a ∈ dom(Λ), u ∈ dom(δ 12 ) and v ∈ H , we have (id ⊗ ωu,v)∆(a) ∈ dom(Λ)
(where ωu,v is the vector functional defined by ωu,v(x) := 〈u |xv〉) and
(4.2) Λ
(
(id⊗ ωu,v)∆(a)
)
= (id⊗ ω
δ
1
2 u,v
)(V )Λ(a),
where V is the right regular corepresentation of G, which is determined by:
(4.3) V
(
Γ(a)⊗ 1) = (Γ⊗ id)(∆(a)) for all a ∈ dom(Γ).
or, equivalently,
(4.4) (id⊗ ω)(V )Γ(a) = Γ((id⊗ ω)∆(a)) for all a ∈ dom(Γ) and ω ∈ L(H)∗.
The proof in [30, Proposition 1.9.13] can be easily generalized to slices with ϕ
and yields: for B a C∗-algebra, x ∈ dom(idB ⊗ Λ), u ∈ dom(δ 12 ) and v ∈ H ,
(4.5) (idB ⊗ idG ⊗ ωu,v)
(
(idB ⊗∆)(x)
) ∈ dom(idB ⊗ Λ) and
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(4.6) (idB ⊗ Λ)
(
(idB ⊗ idG ⊗ ωu,v)
(
(idB ⊗∆)(x)
))
=
(
1B ⊗ (idK(H) ⊗ ωδ 12 u,v)(V )
)
(idB ⊗ Λ)(x).
We are now ready to prove the main result of this section. Define
L100(G) := span{ωu,v : u ∈ H, v ∈ dom(δ
1
2 )}
Note that L100(G) is a dense subspace of L1(G) = span{ωu,v : u, v ∈ H}. Moreover,
L1(G) is the predual of the von Neumann algebra G′′ ⊆ L(H) generated by G, and
since this is in standard form (see ([28, 10.15])), we have L1(G) = {ωu,v : u, v ∈ H}
(see [29, V.3.15]). Thus the essential difference between L100(G) and L1(G) lies in
the difference between dom(δ
1
2 ) and H . In particular, if G is unimodular, then
L100(G) is equal to L1(G). We also define a map
ρ : L100(G)→ L(H), ρωu,v := (id⊗ ωu,δ 12 v)(V
∗)
for all u,∈ H and v ∈ dom(δ 12 ), and extend it linearly to L100(G). Note that if G is
unimodular, then ρω = (id⊗ ω)(V ∗) for all ω ∈ L1(G).
Proposition 4.7. Let E be a Hilbert B,G-module. Then, for all ξ ∈ Esi and
ω ∈ L100(G), we have ω ∗ ξ ∈ Esi and
|ω ∗ ξ〉〉 = |ξ〉〉(1B ⊗ ρω).
In particular, ‖ω ∗ ξ‖si ≤ ‖ω‖ρ‖ξ‖si, where ‖ω‖ρ := max{‖ω‖, ‖ρω‖}. Here ‖ω‖
denotes the norm of ω in L1(G) and ‖ρω‖ denotes the norm of the operator ρω ∈
L(H).
Proof. We may assume that ω = ωu,v, for u ∈ H and v ∈ dom(δ 12 ). We have
γE(ω ∗ ξ) = γE
(
(idE ⊗ ω)γE(ξ)
)
= (idE ⊗ idG ⊗ ω)
(
(γE ⊗ idG)γE(ξ)
)
= (idE ⊗ idG ⊗ ω)
(
(idE ⊗∆)γE (ξ)
)
.
Hence γE(ω ∗ ξ)∗ = (idE∗ ⊗ idG ⊗ ωv,u)
(
(idE∗ ⊗ ∆)γE(ξ)∗
)
. Since ξ ∈ Esi we have
γE(ξ)
∗ ∈ dom(idE∗ ⊗Λ) and hence, by (4.5) and (4.6), γE(ω ∗ ξ)∗ ∈ dom(idE∗ ⊗Λ),
that is, ω ∗ ξ ∈ Esi and
〈〈ω ∗ ξ| = (idE∗ ⊗ Λ)
(
γE(ω ∗ ξ)∗
)
= (idE∗ ⊗ Λ)
(
(idE∗ ⊗ idG ⊗ ωv,u)
(
(idE∗ ⊗∆)γE(ξ)∗
))
=
(
1B ⊗ (idK(H) ⊗ ωδ 12 v,u)(V )
)
(idE∗ ⊗ Λ)
(
γE(ξ)
∗
)
=
(
1B ⊗ (idK(H) ⊗ ω
δ
1
2 v,u
)(V )
)〈〈ξ|.
The formula |ω ∗ ξ〉〉 = |ξ〉〉(1B ⊗ ρω) now follows by taking adjoints. 
If G is unimodular, then Esi is actually a Banach left L1(G)-module. In order
to obtain a Banach left module also in the general non-unimodular case, we define
following subspace of L1(G):
L10(G) := {ω ∈ L1(G) : δ
1
2ω ∈ L1(G)},
where (δ
1
2ω)(x) := ω(xδ
1
2 ) for all left multipliers x of δ
1
2 . The condition δ
1
2ω ∈
L1(G) means that there is θ ∈ L1(G) such that θ(x) = ω(xδ 12 ) for all left multipliers
x of δ
1
2 , and in this case we put δ
1
2ω = θ.
Proposition 4.8. L10(G) is a subalgebra of L1(G).
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Proof. Take ω1, ω2 ∈ L10(G). Then, for every left multiplier x of δ
1
2 , we have
(ω1 · ω2)(xδ 12 ) = (ω1 ⊗ ω2)
(
∆(xδ
1
2 )
)
= (ω1 ⊗ ω2)
(
∆(x)(δ
1
2 ⊗ δ 12 ))
= (δ
1
2ω1 ⊗ δ 12ω2)∆(x)
=
(
(δ
1
2ω1) · (δ 12ω2)
)
(x).
Thus δ
1
2 (ω1 · ω2) ∈ L1(G), that is, ω1 · ω2 ∈ L10(G), and
(4.9) δ
1
2 (ω1 · ω2) = (δ 12ω1) · (δ 12ω2).
Now define the following norm on L10(G),
‖ω‖0 := max
{
‖ω‖, ‖δ 12ω‖
}
.
Proposition 4.10. The space L10(G) endowed with the norm ‖·‖0 (and the product
of L1(G)) is a Banach algebra.
Proof. By Equation (4.9), we have
‖ω1 · ω2‖0 ≤ ‖ω1‖0‖ω2‖0
for all ω1, ω2 ∈ L10(G). Thus all we have to prove is that L10(G) is a Banach space
with the norm ‖ · ‖0. Take a Cauchy sequence (ωn) in L10(G) (with respect to ‖ · ‖0).
Then, by definition of the norm ‖ · ‖0, both (ωn) and (δ 12ωn) are Cauchy sequences
in L1(G). Let ω and θ be the respective limits in L1(G). Then, for every left
multiplier x of δ
1
2 , we have
(δ
1
2ω)(x) = ω(xδ
1
2 ) = lim
n→∞
ωn(xδ
1
2 ) = lim
n→∞
δ
1
2ωn(x) = θ(x).
Hence δ
1
2ω = θ ∈ L1(G), that is, ω ∈ L10(G), and therefore ‖ωn − ω‖0 → 0. 
Note that L100(G) is contained in L10(G). If fact, if u ∈ L2(G) and v ∈ dom(δ
1
2 ),
then
(4.11) δ
1
2ωu,v(x) = ωu,v(xδ
1
2 ) = 〈u |xδ 12 v〉 = ω
u,δ
1
2 v
(x)
for every left multiplier x of δ
1
2 . This means that δ
1
2ωu,v = ω
u,δ
1
2 v
∈ L1(G).
Proposition 4.12. The subspace L100(G) is dense in L10(G) (with respect to ‖ · ‖0).
Proof. Let ω ∈ L10(G). Then ω ∈ L1(G) ∼= G′′∗ , the predual of the von Neumann
algebra G′′, which is in standard form, so that there exist u, v ∈ H such that ω =
ωu,v. Take a sequence (vk) ⊆ dom(δ 12 ) such that vk → v, and define vn,k := envk
(where en are defined as in Equation (4.1)). Since en commutes with δ
1
2 , it follows
that vn,k ∈ dom(δ 12 ). Observe that ωu,vn,k ∈ L100(G) for all n, k ∈ N. Since vn,k → v
as n, k→∞, we have ωu,vn,k → ωu,v in L1(G) as n, k→∞. Now note that
‖δ 12ωu,vn,k − δ
1
2ωu,v‖ = ‖δ 12ωu,envk − δ
1
2ωu,v‖
= ‖δ 12 enωu,vk − δ
1
2ωu,v‖
≤ ‖δ 12 enωu,vk − δ
1
2 enωu,v‖+ ‖δ 12 enωu,v − δ 12ωu,v‖.
For the second term above, we use enδ
1
2 = δ
1
2 en to get
‖δ 12 enωu,v − δ 12ωu,v‖ = ‖enδ 12ω − δ 12ω‖ → 0, as n→∞
For the first term, note that, for each fixed n, we have
‖δ 12 enωu,vk − δ
1
2 enωu,v‖ → 0, as k →∞.
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Thus we can find a sequence (kn) of natural numbers such that k1 < k2 < . . . and
‖δ 12 enωu,vk − δ
1
2 enωu,v‖ < 1/n.
Finally, defining vn := vn,kn , we conclude that ωn := ωu,vn ∈ L100(G) and
‖δ 12ωn − δ 12ω‖ ≤ 1/n+ ‖enδ 12ω − δ 12ω‖ → 0.
Therefore ‖ωn − ω‖0 ≤ ‖ωn − ω‖+ ‖δ 12ωn − δ 12ω‖ → 0. 
Define
ρ : L10(G)→ L(H), ρ(ω) := (id⊗ δ
1
2ω)(V ∗).
Note that ρ is, in fact, an extension of the map ρ : L100(G) → L(H) previously
defined, so that there is no problem of notation.
Proposition 4.13. The map ρ : L10(G)→ L(H) is an injective, contractive, algebra
anti-homomorphism whose image is dense in Ĝ c .
Proof. Consider the opposite Gop of G. The left regular corepresentation W op of
Gop is equal to ΣV ∗Σ (see [30, Proposition 1.14.10]). It follows that
ρ(ω) = (id⊗ δ 12ω)(V ∗) = (δ 12ω ⊗ id)(W op) = λop(δ 12ω)
for all ω ∈ L10(G). Since L1(G
op
) equals the opposite algebra of L1(G), we get
ρ(ω1 · ω2) = λ
op(
δ
1
2 (ω1 · ω2)
)
= λ
op(
(δ
1
2ω1) · (δ 12ω2)
)
= λ
op
(δ
1
2ω2)λ
op
(δ
1
2ω1)
= ρ(ω2)ρ(ω1).
Thus ρ is an anti-homomorphism. Note also that ‖ρ(ω)‖ ≤ ‖δ 12ω‖ ≤ ‖ω‖0. Hence
ρ is contractive. If ρ(ω) = λ
op
(δ
1
2ω) = 0, then δ
1
2ω = 0 because λ
op
is injective.
This implies ω(xδ
1
2 ) = 0 for every left multiplier x of δ
1
2 . Taking x = yenδ
− 1
2
we get ω(yen) = 0 for all n ∈ N and y ∈ G and hence ω = 0 because en → 1
strictly. Therefore ρ : L10(G) → L(H) is an injective, contractive, algebra anti-
homomorphism.
Finally, note that ρ
(
L10(G)
)
= λ
op(
δ
1
2L10(G)
) ⊆ Ĝop = Ĝ c . Since δ 12L10(G) con-
tains δ
1
2L100(G), which contains elements of the form ωu,δ 12 v, where u ∈ H and
v ∈ dom(δ 12 ), and since such elements span a dense subspace of L1(G), we conclude
that ρ
(
L10(G)
)
is dense in Ĝ c as well (the image of λop is dense in Ĝop = Ĝ c). 
The next result implies that Esi is a Banach left L10(G)-module.
Proposition 4.14. Let E be a Hilbert B,G-module. If ω ∈ L10(G) and ξ ∈ Esi, then
ω ∈ Esi and
|ω ∗ ξ〉〉 = |ξ〉〉(1B ⊗ ρω).
In particular, ‖ω ∗ ξ‖si ≤ ‖ω‖0‖ξ‖si for all ξ ∈ Esi and ω ∈ L10(G).
Proof. Let (ωn) be a sequence in L
1
00(G) converging to ω (with respect to ‖ · ‖0).
In particular, ωn → ω in L1(G), and hence ωn ∗ ξ → ω ∗ ξ in E . Since ρωn → ρω,
we also have
|ωn ∗ ξ〉〉 = |ξ〉〉(1B ⊗ ρωn)→ |ξ〉〉(1B ⊗ ρω).
This implies that (ωn∗ξ) is a Cauchy sequence with respect to ‖·‖si. By Lemma 5.28
in [8], this sequence converges to some η ∈ Esi. In particular, ωn ∗ ξ → η in E . It
follows that ω ∗ ξ = η ∈ Esi. Moreover,
|ω ∗ ξ〉〉 = |η〉〉 = lim
n
|ωn ∗ ξ〉〉 = lim
n
|ξ〉〉(1B ⊗ ρωn) = |ξ〉〉(1B ⊗ ρω). 
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Remark 4.15. Let us return to the group case, that is, G = C0(G), where G is
some locally compact group. There is a small difference of convention with respect
to the modular element δ of G = C0(G), in the sense that it is not given by the
modular function δG of G, but by its inverse, that is, by the function t 7→ δG(t)−1
(see comments after Definition 1.9.1 in [30]). It follows that L10(G) corresponds to
L10(G) = {ω ∈ L1(G) : δ−
1
2
G · ω ∈ L1(G)},
where · denotes pointwise multiplication. Given ω ∈ L10(G), the operator ρω ∈
L(L2(G)) corresponds to the operator given by right convolution with ω. Thus, for
groups, Proposition 4.14 says exactly what have already seen in the beginning of
this section.
Before finishing this section, we want to relate co-amenability of G (as defined
in [6]) with the existence of bounded approximate units for L10(G).
Proposition 4.16. The Banach algebra L10(G) has a bounded approximate unit if
and only if G is co-amenable.
Proof. Suppose that G is co-amenable. Then one can find an approximate unit (ωi)
for L1(G) ∼= M∗ consisting of normal states, where M := G′′ (see [16, Theorem 2]).
SinceM is in standard form, each ωi has the form ωi = ωξi,ξi , where ξi ∈ H are unit
vectors. By the Banach–Alaoglu Theorem, we may assume (by passing to a subnet,
if necessary) that ωi(x) → ǫ(x) for all x ∈ M , where ǫ ∈ M∗ is some state whose
restriction to G is (necessarily) the counit of G (see the proof of [6, Theorem 3.1]).
In particular,
ǫ(x) = lim
i
ωi(x) = lim
i
〈ξi |xξi〉 for all x ∈ M(G).
Let e ∈M(G) with ǫ(e) = 1. We claim that ‖eωi − ωi‖ → 0. In fact, recall that
ǫ is a ∗-homomorphism. Thus
‖eξi − ξi‖2 = 〈ξi |e∗eξi〉 − 〈ξi |e∗ξi〉 − 〈ξi |eξi〉+ 1→ ǫ(e∗e)− ǫ(e∗)− ǫ(e) + 1 = 0.
Hence
‖eωi − ωi‖ = ‖ωξi,eξi − ωξi,ξi‖ ≤ ‖eξi − ξi‖ → 0.
Note that this implies that (eωi) is also a (bounded) approximate unit for L
1(G).
Now suppose, in addition, that e is a right multiplier of δ
1
2 (for instance, one can
take e = en defined by Equation (4.1), for any n ∈ N). Then, for all ω ∈ L1(G), we
have eω ∈ L10(G) and
‖eω‖0 ≤ max
{
‖e‖, ‖δ 12 e‖
}
‖ω‖.
In other words, ω 7→ eω is a bounded linear map L1(G) → L10(G). Note that
ǫ(δ
1
2 e) = 1 (this follows from the relations ∆(δ) = δ ⊗ δ and (ǫ ⊗ id) ◦ ∆ =
id). From the claim we have just proved above (applied to δ
1
2 e), it follows that
‖δ 12 eωi − ωi‖ → 0 and therefore (δ 12 eωi) is also a (bounded) approximate unit
for L1(G). To complete the proof, we show that the (bounded) net (eωi) is an
approximate unit for L10(G). In fact, by Equation (4.9) and the fact that the nets
(eωi) and (δ
1
2 eωi) are approximate units for L
1(G), we get
‖(eωi) · ω − ω‖0 ≤ ‖(eωi) · ω − ω‖+ ‖(δ 12 eωi) · (δ 12ω)− δ 12ω‖ → 0
for any ω ∈ L10(G). Analogously, ‖ω · (eωi)− ω‖0 → 0 for all ω ∈ L10(G). 
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5. Relative continuity and generalized fixed point algebras
Throughout this section we fix a locally compact quantum group G. We also
fix a G-C∗-algebra B, that is, a C∗-algebra B endowed with a continuous coaction
γB : B →M(B ⊗ G) of G. Recall that the reduced crossed product is the C∗-sub-
algebra of L(B ⊗ H) defined as the closed linear span of operators of the form
γB(b)(1 ⊗ x) with b ∈ B and x ∈ Ĝ c . It is easy to see that these operators are
equivariant with respect to the coaction on B ⊗H defined in Equation (3.10). In
other words, B⋊r Ĝ c is a C∗-subalgebra of LG(B⊗H), the space of all G-equivariant
operators on B ⊗H .
Now let E be a G-equivariant B-module (henceforth also called a Hilbert B,G-
module), meaning a Hilbert B-module equipped with a G-coaction compatible with
γB. Recall that, given ξ, η ∈ Esi, the bra-ket operators 〈〈ξ |η〉〉 := 〈〈ξ| ◦ |η〉〉 (that is,
the composition of the operators 〈〈ξ| ∈ L(E , B ⊗ H) and |η〉〉 ∈ L(B ⊗ H, E)) live
in L(B ⊗H). These operators are also equivariant, that is, 〈〈ξ | η〉〉 ∈ LG(B ⊗H).
Therefore it is natural to ask whether 〈〈ξ | η〉〉 ∈ B ⋊r Ĝ c . This turns out to be a
crucial question and is therefore turned into a definition:
Definition 5.1. Let B be a G-C∗-algebra, let E be a Hilbert B,G-module, and
suppose that ξ, η ∈ Esi. We say that the pair (ξ, η) is relatively continuous , and
write ξ ∼rc η, if 〈〈ξ |η〉〉 ∈ B ⋊r Ĝ c . A subset R ⊆ Esi is called relatively continuous if
ξ ∼rc η for all ξ, η ∈ R, that is,
〈〈R|R〉〉 := {〈〈ξ |η〉〉 : ξ, η ∈ R} ⊆ B ⋊r Ĝ
c
.
For a relatively continuous subset R of E , we define the following subspaces:
F(E ,R) := span(|R〉〉 ◦B ⋊r Ĝ
c
) ⊆ L(B ⊗H, E),
I(E ,R) := span(B ⋊r Ĝ
c ◦ 〈〈R|R〉〉 ◦B ⋊r Ĝ
c
) ⊆ B ⋊r Ĝ
c
,
and the generalized fixed point algebra
Fix(E ,R) := span(|R〉〉 ◦B ⋊r Ĝ
c ◦ 〈〈R|) ⊆ L(E).
We say that R is saturated if I(E ,R) = B ⋊r Ĝ c .
Remark 5.2. (1) Relative continuity was first defined by Exel [10] in the case
of Abelian groups and was generalized to non-Abelian groups by Meyer in [23].
Our definition generalizes Meyer’s definition to quantum groups. Exel’s definition
involves integrable elements instead of square-integrable elements as above, but this
turns out to be essentially equivalent (see [7]).
(2) Relative continuity is not an equivalence relation. For instance, it is not
true, in general, that ξ ∼rc ξ. Of course, it is a symmetric relation, that is, if ξ ∼rc η,
then η ∼rc ξ. Note that it is not transitive, that is, the conditions ξ ∼rc η and η ∼rc ζ
do not imply that ξ ∼rc ζ because we always have ξ ∼rc 0 and 0 ∼rc ζ.
(3) Observe that we are assuming continuity of the coaction of G on B (because
this is necessary to define the reduced crossed product B ⋊r Ĝ c), but we do not
assume that the coaction of G on E is continuous. The reason for this is that the
coaction on H (or more generally on B⊗H) is not continuous in general, except if
G is regular; and this coaction will turn out to be the most important example in
order to develop the theory.
(4) Let E be a Hilbert B,G-module, and assume that R ⊆ E is a relatively
continuous subset. It is clear from the definition above that I(E ,R) is an ideal of
A := B ⋊r Ĝ c and Fix(E ,R) is a C∗-subalgebra of L(E). Let F := F(E ,R). Since
〈〈R|R〉〉 ⊆ A, we have
(5.3) span |R〉〉 ⊆ F .
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In fact, let (ei) be an approximate unit for A. If T is an operator on B ⊗H such
that T ∗T ∈ A, then we have
‖Tei − T ‖2 = ‖eiT ∗Tei − eiT ∗T − T ∗Tei + T ∗T ‖ → 0.
Note that, by definition, we have
(5.4) I(E ,R) = spanF∗ ◦ F and Fix(E ,R) = spanF ◦ F∗.
In particular, we get
(5.5) span〈〈R|R〉〉 ⊆ I(E ,R) and span |R〉〉〈〈R| ⊆ Fix(E ,R).
We are going to see later that the inclusions (5.3) and (5.5) become equalities if we
impose more conditions on R.
Proposition 5.6. Let E be a Hilbert B,G-module, let R ⊆ Esi be a relatively
continuous subset and denote A := B ⋊r Ĝ c . Then F := F(E ,R) ⊆ LG(B ⊗H, E)
is a concrete Hilbert A-module (as defined in [23, Section 5] in the group case),
meaning that F ◦A ⊆ F and F∗ ◦ F ⊆ A. Moreover, if R is dense in E, then F is
essential in the sense that spanF(B ⊗H) = E.
Proof. Since A ⊆ LG(B ⊗ H), and since the bra-ket operators are G-equivariant,
we have F ⊆ LG(B⊗H, E). From the definition of F , it is obvious that F ◦A ⊆ F
and F∗ ◦ F ⊆ A, and hence F is a concrete Hilbert A-module. Now, suppose that
R is dense in E . Since A is a nondegenerate C∗-subalgebra of L(B ⊗H), we have
A(B ⊗H) = B ⊗H . And since R is dense in E , Lemmas 5.17 and 6.2 in [8] imply
that span |R〉〉(B ⊗H) = E . Therefore
span
(F(B ⊗H)) = span(|R〉〉 ◦A(B ⊗H)) = span(|R〉〉(B ⊗H)) = E .
Hence F is essential. 
Proposition 5.6 and Equation (5.4) show that Fix(E ,R) is contained in LG(E).
Since LG(E) is (under the canonical identification L(E) ∼=M(K(E))) the multiplier
fixed point algebraM1
(K(E)) = {x ∈ M(K(E)) : γK(E)(x) = x⊗1}, we see that the
elements of Fix(E ,R) are fixed by the coaction of K(E) and Fix(E ,R) is a C∗-sub-
algebra of M1
(K(E)). Note that, by [23, Theorem 5.2] (or rather by its obvious
generalization to quantum groups), Fix(E ,R) is a nondegenerate C∗-subalgebra of
L(E) if and only if F(E ,R) is essential. For instance, this is the case if R is dense.
Proposition 5.7. Let E be a Hilbert B,G-module, and let R ⊆ Esi be a relatively
continuous subset of E. Then F(E ,R) is a Morita equivalence between the general-
ized fixed point algebra Fix(E ,R) and the ideal I(E ,R) in B ⋊r Ĝ c .
Proof. Theorem 5.2 in [23] yields a canonical identification K(F) ∼= spanF ◦ F∗ =
Fix(E ,R), where F := F(E ,R). And by definition of the A-valued inner product
on F : 〈x |y〉 := x∗ ◦ y, we have span{〈x|y〉 : x, y ∈ F} = spanF∗F = I(E ,R). 
In the situation above, R is, by definition, saturated if and only if I(E ,R) is the
entire reduced crossed product B ⋊r Ĝ c . Thus, in this case, F(E ,R) is a Morita
equivalence between Fix(E ,R) and B ⋊r Ĝ c .
For a locally compact group G, Cc(G) is a relatively continuous subspace of
the G-C∗-algebra C0(G) endowed with the translation action αt(f)|s = f(st) for
all t, s ∈ G and f ∈ C0(G). This action is equivalent to the action obtained
by considering C0(G) as a quantum group and letting it coact on itself by the
comultiplication.
Thus, it is natural to ask what happens in the general case of a locally compact
quantum group G coacting on itself by the comultiplication. The comultiplication,
viewed as a coaction of G on itself, is always integrable for locally compact quantum
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group (this is a special case of Proposition 4.20 in [8]), but here is a first place where
we see a difference between integrability and continuous integrability (meaning the
existence of a dense relatively continuous subspace):
Proposition 5.8. Let G be a locally compact quantum group and let G coact on
itself by the comultiplication ∆. Then there is a non-zero relatively continuous
subset of G if and only if G is semi-regular. In this case, any subset R ⊆ Gsi is
relatively continuous (in particular, Gsi itself is relatively continuous) and
F(G,R) = (1G ⊗H∗0 )W ⊆ L(G ⊗H,G), 1
where H0 := span
(Ĝ cΛ(GR∗)) ⊆ H and W ∈ L(G ⊗ H) is the left regular corep-
resentation of G (see [21, Section 4] for its definition). In particular, if R 6= {0},
then
Fix(G,R) = C1G ∼= C and I(G,R) = W ∗(1⊗K(H0))W ∼= K(H0).
There is a saturated, relatively continuous subset of G if and only if G is regular.
Recall that a quantum group G is called semi-regular if the C∗-subalgebra C :=
span(GĜ c) ⊆ L(H) contains K(H) and it is called regular if C = K(H).
Proof. Given x ∈ G+, from the left invariance of ϕ, it follows that x ∈ dom(ϕ)
if and only if ∆(x) ∈ dom(id ⊗ ϕ) (see Result 2.4 and Proposition 5.15 in [21]).
In other words, x ∈ G+i if and only if x ∈ dom(ϕ). Thus, for ξ ∈ G, we have
∆(ξ) ∈ dom(id ⊗ Λ) if and only if ξ ∈ Gsi if and only if ξξ∗ ∈ dom(ϕ), that is,
Gsi = dom(Λ)∗. Moreover, from [21, Result 2.10] (or also [30, Proposition 1.T2.3]),
it follows that
(id⊗ Λ)(∆(x)) = W ∗(1⊗ Λ(x)) for all x ∈ dom(Λ).
Therefore,
(5.9) 〈〈ξ| = (id⊗ Λ)(∆(ξ∗)) =W ∗(1 ⊗ Λ(ξ∗)) for all ξ ∈ Gsi.
It follows that
(5.10) 〈〈ξ |η〉〉 = W ∗(1⊗ |Λ(ξ∗)〉〈Λ(η∗)|)W ∈ W ∗(1⊗K(H))W for all ξ, η ∈ Gsi,
where, for u, v ∈ H , |u〉〈v| denotes the compact operator onH defined by |u〉〈v|(w) =
u〈v |w〉.
On the other hand, since ∆(x) = W ∗(1 ⊗ x)W and W ∈ M(G ⊗ Ĝ), it follows
that
(5.11) G ⋊r Ĝ
c
=W ∗(1 ⊗ C)W,
where C := span(GĜ c). Thus the existence of a non-zero relatively continuous
subset implies C ∩ K(H) 6= {0}. Since C is an irreducible C∗-subalgebra of L(H),
the condition C ∩ K(H) 6= {0} is equivalent to semi-regularity (see also [4, Propo-
sition 5.6]). Conversely, if G is semi-regular, then K(H) ⊆ C and hence any subset
R ⊆ Gsi = dom(Λ)∗ is relatively continuous by the same calculation above. More-
over, by Equations (5.9) and (5.11), we have
F(G,R) = span((1⊗Λ(R∗)∗)W (G⋊r Ĝ c)) = span((1⊗Λ(R∗)∗C)W ) = (1⊗H∗0 )W.
Finally, we prove that there is a saturated relatively continuous subset R ⊆ G
if and only if G is regular. In fact, if G is regular, then K(H) = C and hence for
R = dom(Λ)∗ we get
span〈〈R|R〉〉 = W ∗(1⊗ (span{|Λ(ξ)〉〈Λ(η)| : ξ, η ∈ dom(Λ)}))W
1Here H∗
0
denotes the set of all ξ∗ ∈ L(H,C), with ξ ∈ H0, where ξ∗ denotes the element of
L(H,C) given by ξ∗(η) = 〈ξ |η〉 for all η ∈ H.
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=W ∗(1⊗K(H))W = G ⋊r Ĝ
c
.
It follows from Equation (5.5) that I(G,R) = G ⋊r Ĝ c , that is, R is saturated.
Conversely, suppose that R ⊆ Gsi = dom(Λ)∗ is relatively continuous and saturated.
In particular,R 6= {0} and hence G is semi-regular. It follows from Equations (5.10)
and (5.11) that
G ⋊r Ĝ
c
= I(G,R) = span(G ⋊r Ĝ c(〈〈R|R〉〉)G ⋊r Ĝ c)
= span
(
W ∗(1 ⊗ C)(|Λ(R∗)〉〈Λ(R∗)|)(1 ⊗ C)W )
⊆W ∗(1⊗K(H))W ⊆ G ⋊r Ĝ
c
.
In the last inclusion above we have used the semi-regularity of G. We conclude that
W ∗(1⊗K(H))W = G ⋊r Ĝ c and this is equivalent to the regularity of G. 
Next, we analyze the G-Hilbert space H = L2(G). Recall that the coaction
on H is given by γH(ξ) = Wˆ
∗(ξ ⊗ 1) for all ξ ∈ H , where Wˆ is the left regular
corepresentation of the dual Ĝ. We already know that H is square-integrable. In
fact, this will follow again from the result below where we show that we can always
find a dense, relatively continuous subspace of H .
Before stating the result we need some preparation. Recall that G is equal to the
closure in L(H) of the space of the operators λˆ(ω) = (ω ⊗ id)(Wˆ ) with ω ∈ L(H)∗.
Similarly, the dual Ĝ of G is given by the closure of the operators λ(ω) = (ω⊗id)(W )
with ω ∈ L(H)∗. By Theorem 1.11.13 in [30], the dual left Haar weight ϕˆ of Ĝ has
a GNS-construction of the form (H, ιˆ, Λˆ), where ιˆ denotes the inclusion Ĝ →֒ L(H).
Let Tϕˆ ⊆ Ĝ be the Tomita ∗-algebra of the dual left Haar weight ϕˆ:
(5.12) Tϕˆ := {x ∈ Ĝ : x is analytic with respect to σˆ
and σˆz(x) ∈ dom(Λˆ) ∩ dom(Λˆ)∗, for all z ∈ C}.
We need the following result from [30, Proposition 1.11.25] (applied to the dual Ĝ,
and assuming the inner products to be linear in the second variable):
Lemma 5.13. For every a ∈ Tϕˆ and η ∈ H, we have
λˆ(ωΛˆ(a),η) ∈ dom(Λ) and Λ
(
λˆ(ωΛˆ(a),η)
)
= Jˆ σˆ i
2
(a)Jˆη,
where σˆ is the modular group of ϕˆ and Jˆ is the modular conjugation of ϕˆ in the
GNS-construction (H, ιˆ, Λˆ).
Proposition 5.14. Let G be a locally compact quantum group and consider H =
L2(G) with the coaction γH defined above. Then R := Λˆ(Tϕˆ) is a dense, relatively
continuous subspace of H and we have |ξ〉〉 = Jˆ σˆ i
2
(a)∗Jˆ for all ξ = Λˆ(a) ∈ R.
Moreover,
F(H,R) = I(H,R) = Fix(H,R) = Ĝ c .
Proof. By definition, we have
ξ ∈ Hsi ⇐⇒ γH(ξ)∗(η ⊗ 1) ∈ dom(Λ), ∀ η ∈ H ⇐⇒
(ξ∗ ⊗ 1)Wˆ (η ⊗ 1) = (ωξ,η ⊗ id)(Wˆ ) = λˆ(ωξ,η) ∈ dom(Λ), ∀ η ∈ H.
Lemma 5.13 implies that ξ := Λˆ(a) ∈ Hsi for all a ∈ Tϕˆ, and
〈〈ξ|η = Jˆ σˆ i
2
(a)Jˆη, ∀ η ∈ H.
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In other words, we have |ξ〉〉 = Jˆ σˆ i
2
(a)∗Jˆ . Moreover, since Jˆ σˆ i
2
(a)∗Jˆ ∈ Ĝ c =
C ⋊r Ĝ c , we get that R = Λˆ(Tϕˆ) is a dense, relatively continuous subspace of H .
Since Jˆ σˆ i
2
(Tϕˆ)∗Jˆ is dense in Ĝ c , we conclude that
F(H,R) = span(|R〉〉Ĝ c) = span(Jˆ σˆ i
2
(Tϕˆ)∗Jˆ Ĝ
c
) = Ĝ c .
And hence Fix(H,R) = I(H,R) = Ĝ c . 
Next, we consider one of the most important examples, namely, the Hilbert B,G-
module B ⊗ L2(G), where B is some fixed G-C∗-algebra. Recall that we always
consider B ⊗ L2(G) endowed with the coaction defined by Equation (3.10):
γB⊗H(ζ) = Σ23W23(γB ⊗ id)(ζ), ζ ∈ B ⊗H.
Proposition 5.15. Let B be a G-C∗-algebra. Then R := B ⊙ Λˆ(Tϕˆ) is a dense,
relatively continuous subspace of the Hilbert B,G-module B ⊗H, and
|b⊗ ξ〉〉 = (1B ⊗ Jˆ σˆ i
2
(a)∗Jˆ
)
γB(b) for all b ∈ B and ξ = Λˆ(a) ∈ Λˆ(Tϕˆ).
Moreover, F(B ⊗H,R) = I(B ⊗H,R) = Fix(B ⊗H) = B ⋊r Ĝ c .
Proof. This is a special case of Proposition 5.16 below, so we omit the proof. 
Recall that given a Hilbert B,G-module (E , γE), E⋊r Ĝ c denotes the closed linear
span of γE(E)(1B ⊗ Ĝ c) in L(B ⊗ H, E ⊗ H), where the embedding G →֒ L(H) is
used to view M(E ⊗ G) as a subspace of L(B ⊗H, E ⊗H). If the coaction of G on
E is continuous, E ⋊r Ĝ c is also the closed linear span of (1K(E) ⊗ Ĝ c)γE(E) and we
have a canonical isomorphism K(E ⋊r Ĝ c) ∼= K(E)⋊r Ĝ c (for the canonical coaction
on K(E) induced by γE).
We also consider on the Hilbert B-module E ⊗H the following coaction of G:
γE⊗H(ζ) = Σ23W23(γE ⊗ idH)(ζ), ζ ∈ E ⊗H,
where Σ : G ⊗H → H ⊗ G is the flip operator. Notice that this is a generalization
of the coaction on B ⊗ H defined by Equation (3.10). Thus, the following result
generalizes Proposition 5.15.
Proposition 5.16. Let E be a Hilbert B,G-module and consider on E ⊗ H the
coaction of G defined above. If ξ ∈ E and v ∈ Hsi, then ξ ⊗ v ∈ (E ⊗H)si and
|ξ ⊗ v〉〉 = (1E ⊗ |v〉〉)γE(ξ),
where here we view γE(ξ) ∈ M(E ⊗ G) as an element of L(B ⊗ H, E ⊗ H) using
the representation G →֒ L(H). Suppose that the coaction of G on E is continuous.
Then R := E ⊙ Λˆ(Tϕˆ) is a dense, relatively continuous subspace of E ⊗H, and
F(E⊗H,R) = E⋊rĜ
c
, Fix(E ,R) = K(E⋊rĜ
c
) ∼= K(E)⋊rĜ
c
, I(E ,R) = I⋊rĜ
c
,
where I := span〈E |E〉B (this is a G-invariant ideal in B). In particular, if E is full,
then R is saturated.
Proof. If v ∈ Hsi, then |v〉〈v| ∈ K(H)i and hence T ⊗ |v〉〈v| ∈ (K(E) ⊗ K(H))i for
all T ∈ K(E) because the canonical homomorphism K(E) → M(K(E) ⊗ K(H)) is
nondegenerate and G-equivariant. In particular, |ξ〉〈ξ| ⊗ |v〉〈v| ∈ (K(E) ⊗ K(H))i
for all ξ ∈ E . It follows from [8, Proposition 5.20] that ξ ⊗ v ∈ (E ⊗H)si.
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To compute 〈〈ξ ⊗ v|, first note that
γE⊗H(ξ ⊗ v) = Σ23W23(γE ⊗ idH)(ξ ⊗ v)
= Σ23W23(γE(ξ)⊗ v)
= Σ23W23(1E ⊗ 1G ⊗ v)γE (ξ)
= (1E ⊗ ΣW (1G ⊗ v))γE(ξ)
= (1E ⊗ γH(v))γE (ξ).
Now, if η ∈ E and ζ ∈ H , then
〈〈ξ ⊗ v|(η ⊗ ζ) = (idB ⊗ Λ)
(
γE⊗H(ξ ⊗ v)∗(η ⊗ ζ ⊗ 1)
)
= (idB ⊗ Λ)
(
γE(ξ)
∗(η ⊗ γH(v)∗(ζ ⊗ 1))
)
= (idB ⊗ Λ)
(
γE(ξ)
∗(η ⊗ 1)(1⊗ γH(v)∗(ζ ⊗ 1))
)
= γE(ξ)
∗(η ⊗ 1)(idB ⊗ Λ)
(
1⊗ γH(v)∗(ζ ⊗ 1)
)
= γE(ξ)
∗
(
η ⊗ Λ(γH(v)∗(ζ ⊗ 1))
)
= γE(ξ)
∗(1E ⊗ 〈〈v|)(η ⊗ ζ).
Therefore, 〈〈ξ ⊗ v| = γE(ξ)∗(1E ⊗ 〈〈v|), that is, |ξ ⊗ v〉〉 = (1E ⊗ |v〉〉)γE (ξ). If v ∈
Λˆ(Tϕˆ), then we know from Proposition 5.14 that |v〉〉 ∈ Ĝ c . Thus, if γE is continuous,
then
|ξ ⊗ v〉〉 = (1E ⊗ |v〉〉)γE(ξ) ∈ (1 ⊗ Ĝ
c
)γE(E) ⊆ E ⋊r Ĝ
c
.
Since E⋊r Ĝ c is a Hilbert B⋊r Ĝ c -module, it follows that R = E ⊙ Λˆ(Tϕˆ) is a dense
relatively continuous subspace of E ⊗H and
F(E ⊗H,R) = span(|R〉〉(B ⋊r Ĝ c))
= span
(
(1E ⊗ |Λˆ(Tϕˆ)〉〉)γE(E)(B ⋊r Ĝ
c
)
)
= span
(
(1E ⊗ Ĝ
c
)γE(E)(B ⋊r Ĝ
c
)
)
= span
(
(E ⋊r Ĝ
c
)(B ⋊r Ĝ
c
)
)
= E ⋊r Ĝ
c
.
It follows that
Fix(E ,R) = K(E ⋊r Ĝ
c
) ∼= K(E) ⋊r Ĝ
c
and I(E ,R) = I ⋊r Ĝ
c
. 
Remark 5.17. Let notation be as in Proposition 5.16. For each ξ ∈ E , the operator
γE(ξ) ∈M(E ⊗ G), considered as an element of L(B ⊗H, E ⊗H), is G-equivariant,
that is, for all ζ ∈ B ⊗H we have
γE⊗H(γE(ξ)ζ) = (γE (ξ)⊗ 1G)γB⊗H(ζ).
Therefore, by Proposition 3.8(iii), γE(ξ)ζ ∈ (E ⊗H)si for all ζ ∈ (B ⊗H)si, and
|γE(ξ)ζ〉〉 = γE(ξ)|ζ〉〉.
By Proposition 5.15, R := B ⊙ Λˆ(Tϕˆ) is a relatively continuous subspace of B ⊗H
and |R〉〉 is dense in B ⋊r Ĝ c . It follows that γE(E)R is a relatively continuous
subset of E ⊗H and
F(E ⊗H, γE(E)R) = span γE(E)(B ⋊r Ĝ
c
) = E ⋊r Ĝ
c
.
Since the linear span of γE(E)(B ⊗ G) is dense in E ⊗ G, it follows that the linear
span of γE(E)R is a dense, relatively continuous subspace of E ⊗H . Note that this
argument does not use continuity of the coaction γE .
For a compact group G, every subset of a Hilbert B,G-module is relatively
continuous. Now we show that this is also true for compact quantum groups.
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Proposition 5.18. Let G be a compact quantum group and let E be a Hilbert B,G-
module. Then any subset of E is relatively continuous. In particular, E itself is
relatively continuous. Moreover, we have
FE := F(E , E) = (1E ⊗ δ∗1)E ⋊r Ĝ
c
,
where δ1 := Λ(1) ∈ H and δ∗1 denotes the element of L(H,C) given by δ1(η) = 〈δ1 |
η〉 for all η ∈ H. The generalized fixed point algebra Fix(E) := Fix(E , E) is the
usual fixed point algebra
Fix(E) = (1⊗ δ∗1)K(E ⋊r Ĝ
c
)(1 ⊗ δ1) = {x ∈ K(E) : γK(E)(x) = x⊗ 1G},
and it is Morita equivalent to the ideal IE := I(E , E) ⊆ B ⋊r Ĝ c given by
IE = span(E ⋊r Ĝ
c
)∗(1⊗ p1)(E ⋊r Ĝ
c
) = span γE(E)∗(1E ⊗ p1)γE(E),
where p1 := |δ1〉〈δ1| ∈ K(H).
Proof. We already know that E = Esi. Thus we have to show that, for any ξ, η ∈ E ,
the element 〈〈ξ |η〉〉 belongs to B ⋊r Ĝ c . Recall from Example 3.5 that
〈〈ξ| = γE(ξ)∗(1K(E) ⊗ δ1) for all ξ ∈ E .
Thus
〈〈ξ |η〉〉 = γE(ξ)∗(1K(E) ⊗ p1)γE(η).
We may assume that ϕ is a state, that is, ϕ(1) = 1. Thus δ1 is a unitary vector
and hence p1 is a projection. Note also that ϕ = ωδ1,δ1 ∈ L1(G). We claim
that p1 = ρ(ϕ) (recall that ρ(ω) = (id ⊗ ω)(V ∗), where V is the right regular
corepresentation of G). In fact, by Equation (4.4), we have (using that compact
quantum groups are unimodular, so that Γ = Λ)
(id⊗ ϕ)(V )Λ(b) = Λ((id⊗ ϕ)∆(b)) = Λ(1ϕ(b)) = δ1ϕ(b)
for all b ∈ G. On the other hand
p1Λ(b) = |δ1〉〈δ1|Λ(b) = δ1〈Λ(1)|Λ(b)〉 = δ1ϕ(b).
Thus (id⊗ ϕ)(V ) = p1 and hence
ρ(ϕ) = (id⊗ ϕ)(V ∗) = (id⊗ ϕ)(V )∗ = p∗1 = p1.
In particular, p1 ∈ ρ(L1(G)) ⊆ Ĝ c . We conclude that the operator
〈〈ξ |η〉〉 = γE(ξ)∗(1K(E) ⊗ p1)γE(η)
=
(
(1K(E) ⊗ p1)γE(ξ)
)∗(
(1K(E) ⊗ p1)γE(η)
)
belongs to (E⋊r Ĝ c)∗(E⋊r Ĝ c) ⊆ B⋊r Ĝ c . Here we are using that compact quantum
groups are regular, so that γE is automatically continuous (see Proposition 5.8 in
[4]). Therefore any subset of E is relatively continuous.
The equation |ξ〉〉 = (1⊗ δ∗1)γE(ξ) yields
FE = span(1 ⊗ δ∗1)γE(E)(B ⋊r Ĝ
c
) = (1⊗ δ∗1)E ⋊r Ĝ
c
.
Hence
Fix(E) = span(1⊗ δ∗1)(E ⋊r Ĝ
c
)(E ⋊r Ĝ
c
)∗(1⊗ δ1) = (1 ⊗ δ∗1)K(E ⋊r Ĝ
c
)(1 ⊗ δ1),
which is therefore Morita equivalent to
IE = span(E ⋊r Ĝ
c
)∗(1⊗ p1)(E ⋊r Ĝ
c
).
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Since γE is continuous, the linear span of L
1(G) ∗ E is dense in E . Combining
this with Propositions 4.13 and 4.14 (and using that G is unimodular, so that
L10(G) = L1(G)), we get that
|E〉〉 = span((1⊗ δ∗1)γE(E)(1⊗ ρ(L1(G))))
= span
(
(1⊗ δ∗1)γE(E)(1 ⊗ Ĝ
c
)
)
= (1⊗ δ∗1)(E ⋊r Ĝ
c
) = FE .
In particular,
IE = span〈〈E |E〉〉 = span γE(E)∗(1 ⊗ p1)γE(E),
and (using the equality ωδ1,δ1 = ϕ)
Fix(E) = span |E〉〉〈〈E|
= span(1⊗ δ∗1)γK(E)(K(E))(1 ⊗ δ1)
= span(idK(E) ⊗ ϕ)(γK(E)(K(E)))
= {x ∈ K(E) : γK(E)(x) = x⊗ 1G},
where the last equality is proved in the following way: since γK(E)(K(E)) is contained
in M˜(K(E)⊗G) (which is equal to K(E)⊗G because G is unital), and since ϕ ∈ G∗,
we have
(idK(E) ⊗ ϕ)(γK(E)(K(E))) ⊆ {x ∈ K(E) : γK(E)(x) = x⊗ 1G}.
Conversely, if γK(E)(x) = x⊗ 1G , then (idK(E) ⊗ ϕ)(γK(E)(x)) = x, and therefore
Fix(E) = {x ∈ K(E) : γK(E)(x) = x⊗ 1G}. 
Remark 5.19. In the case of a G-C∗-algebra A with G compact, the Morita equiva-
lence between Fix(A) and the ideal IA in A⋊r Ĝ c was obtained by Ng in [24]. He
also defined an interesting condition on the coaction: γA is called effective if the
linear span of γA(A)(A ⊗ 1) is dense in A⊗ G. This condition implies that R = A
is saturated, that is, IA is equal to A ⋊r Ĝ c ([24, Lemma 2.6]). Thus, in this case,
Fix(A) is Morita equivalent to A ⋊r Ĝ c . Note that comultiplications are effective
and hence any dual coaction is effective. Observe that this result applied to the
comultiplication ∆ of G and combined with Proposition 5.8 yields a well-known
result: any compact quantum group is regular.
The following result provides a canonical way to associate relatively continuous
subspaces of E to relatively continuous subspaces of K(E). It also provides a for-
mula for the corresponding Hilbert modules over the reduced crossed product and
generalized fixed point algebras.
Proposition 5.20. Let G be a locally compact quantum group and let E be a Hilbert
B,G-module with a continuous coaction of G.
(i) Suppose that there is a left action π : A→ L(E) of a G-C∗-algebra A turning
E into a G-equivariant right-Hilbert A,B-bimodule. This means that π is
a G-equivariant nondegenerate ∗-homomorphism. We will use the module
notation for the left action: a · ξ := π(a)ξ for all a ∈ A and ξ ∈ E.
If R is a relatively continuous subset of A, then R · E is a relatively
continuous subset of E and
F(E ,R · E) = span(F(A,R) · E ⋊r Ĝ c) ∼= F(A,R)⊗A⋊rĜ c (E ⋊r Ĝ c),
where for x ∈ F(A,R) ⊆ L(A⊗H,A) and y ∈ E ⋊r Ĝ c ⊆ L(B ⊗H, E ⊗H)
we are using the notation x · y := (π ⊗ idH∗)(x)y. Observe that π ⊗ idH∗ :
L(A ⊗H,A) → L(E ⊗H, E) and therefore the composition (π ⊗ idH∗)(x)y
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makes sense. Note that L(A ⊗ H,A) ∼= M(A ⊗ H∗) and L(E ⊗ H, E) ∼=
M(K(E)⊗H∗).
In particular, if R is a relatively continuous subspace of K(E), then R(E)
is a relatively continuous subspace of E and
F(E ,R(E)) = span(F(K(E),R) ◦ (E ⋊r Ĝ c)) ∼= F(K(E),R) ⊗K(E)⋊rĜ c (E ⋊r Ĝ c).
(ii) If R is a relatively continuous subset of E, then |R〉〈E| is a relatively con-
tinuous subset of K(E) and
F(K(E), |R〉〈E|) = span(F(E ,R) ◦ (E∗ ⋊r Ĝ c)) ∼= F(E ,R)⊗B⋊rĜ c (E∗ ⋊r Ĝ c).
Proof. (i) It follows from Proposition 3.8(iv) that R·E ⊆ Esi and, for all a ∈ R and
ξ ∈ E , we have
|a · ξ〉〉 = (π ⊗ idH∗)(|a〉〉)γE(ξ) = |a〉〉 · γE(ξ).
Thus, for all a, b ∈ R and ξ, η ∈ E we get
〈〈a · ξ |b · η〉〉 = γE(ξ)∗(π ⊗ idK)(〈〈a |b〉〉)γE(η) = γE(ξ)∗(π ⋊r Ĝ
c
)(〈〈a |b〉〉)γE (η),
where K := K(H). Since R is relatively continuous, we have 〈〈a | b〉〉 ∈ A ⋊r Ĝ c .
Thus to prove that R · E is relatively continuous it is enough to prove that
γE(E)∗(π ⋊r Ĝ
c
)(A ⋊r Ĝ
c
)γE(E) ⊆ B ⋊r Ĝ
c
.
If c ∈ A, xˆ ∈ Ĝ c and ξ, η ∈ E then
γE(ξ)
∗(π ⋊r Ĝ
c
)((1 ⊗ xˆ)γA(c))γE (η) = γE(ξ)∗((1 ⊗ xˆ)γK(E)(π(c))γE (η)
= γE(ξ)
∗(1 ⊗ xˆ)γE(π(c)η) ⊆ (E ⋊r Ĝ
c
)∗(E ⋊r Ĝ
c
) ⊆ B ⋊r Ĝ
c
.
Hence R · E is relatively continuous. We compute
E ⋊r Ĝ
c
= (A⋊r Ĝ
c
) · (E ⋊r Ĝ
c
)
= (π ⋊r Ĝ
c
)(A ⋊r Ĝ
c
)(E ⋊r Ĝ
c
)
= (π ⊗ idK)(A⋊r Ĝ
c
)(E ⋊r Ĝ
c
),
and hence
F(E ,R · E) = span |R · E〉〉(B ⋊r Ĝ
c
)
= span(|R〉〉 · γE(E))(B ⋊r Ĝ
c
)
= span(π ⊗ idH∗)(|R〉〉)γE(E)(B ⋊r Ĝ
c
)
= span(π ⊗ idH∗)(|R〉〉)(E ⋊r Ĝ
c
)
= span(π ⊗ idH∗)(|R〉〉)(A ⋊r Ĝ
c
) · (E ⋊r Ĝ
c
)
= span(π ⊗ idH∗)(|R〉〉)(π ⊗ idK)(A⋊r Ĝ
c
)(E ⋊r Ĝ
c
)
= span(π ⊗ idH∗)
(|R〉〉(A⋊r Ĝ c))(E ⋊r Ĝ c)
= spanF(A,R) · (E ⋊r Ĝ
c
).
Finally, it is easy to see that the map x ⊗ y 7→ x · y, where x ∈ F(A,R) and
y ∈ E ⋊r Ĝ c , induces an isomorphism
F(A,R)⊗
A⋊rĜ
c (E ⋊r Ĝ
c
) ∼= spanF(A,R) · (E ⋊r Ĝ
c
).
(ii) By Proposition 3.8(v), we have |R〉〈E| ⊆ K(E)si and, for all ξ ∈ R, η ∈ E ,∣∣|ξ〉〈η|〉〉 = |ξ〉〉γE(η)∗.
Thus, if ξ1, ξ2 ∈ R and η1, η2 ∈ E we get〈〈|ξ1〉〈η1|∣∣|ξ2〉〈η2|〉〉 = γE(η1)〈〈ξ1 |ξ2〉〉γE(η2)∗ ∈ (E ⋊r Ĝ c)(E ⋊r Ĝ c)∗ ⊆ K(E)⋊r Ĝ c .
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Thus |R〉〈E| is relatively continuous and because E∗ ⋊r Ĝ c = (B ⋊r Ĝ c)(E∗ ⋊r Ĝ c)
we conclude that
F(K(E), |R〉〈E|) = span(∣∣|R〉〈E|〉〉(K(E) ⋊r Ĝ c))
= span
(|R〉〉γE(E)∗(K(E) ⋊r Ĝ c))
= span(|R〉〉(E∗ ⋊r Ĝ
c
))
= span
(|R〉〉(B ⋊r Ĝ c)(E∗ ⋊r Ĝ c))
= spanF(E ,R)(E∗ ⋊r Ĝ
c
).
Finally, it is easy to see that the map z ⊗ w 7→ z ◦ w, where z ∈ F(E ,R) and
w ∈ E∗ ⋊r Ĝ c , induces an isomorphism
F(E ,R) ⊗
B⋊rĜ
c (E∗ ⋊r Ĝ
c
) ∼= spanF(E ,R)(E∗ ⋊r Ĝ
c
). 
In the group case, it is a basic observation that A⋊rG appears as a generalized
fixed point algebra of A⊗K(L2(G)), where G is a locally compact group and A is a
G-C∗-algebra. Using the result above we can now prove the following generalization:
Proposition 5.21. Let G be a regular locally compact quantum group. Let E be a
Hilbert B,G-module with an injective coaction of G and consider the G-C∗-algebra
A ⊗ K, where A := K(E) and K := K(L2(G)). Then there is a dense, relatively
continuous subspace R ⊆ A⊗K such that
F(A⊗K,R) ∼= (A⋊r Ĝ
c
)⊗ L2(G)∗, Fix(A⊗K,R) ∼= A⋊r Ĝ
c
,
and I(A⊗K,R) ∼= (A⋊r Ĝ
c
)⊗K ∼= (A⊗K) ⋊r Ĝ
c
.
Hence A⋊r Ĝ c appears as a generalized fixed point algebra of A⊗K.
Proof. Note that γE is injective if and only if γA is injective. Thus (A, γA) is a
reduced coaction of G. Since G is regular we have the duality isomorphism:
A⋊r Ĝ
c
⋊r G ∼= A⊗K.
Hence (A ⊗ K) ⋊r Ĝ c ∼= (A ⋊r Ĝ c) ⊗ K. By Proposition 5.16, there is a dense,
relatively continuous subset R0 ⊆ E ⊗ L2(G) such that
F(E ⊗ L2(G),R0) = E ⋊r Ĝ
c ∼= E ⊗B (B ⋊r Ĝ
c
).
By Proposition 5.20(ii), R := span(|R0〉〈E|) is a dense, relatively continuous sub-
space of K(E ⊗ L2(G)) ∼= A⊗K and
F(A⊗K,R) ∼= F(E ⊗ L2(G),R0)⊗B⋊rĜ c (E ⊗ L
2(G))∗ ⋊r Ĝ
c
.
Now note that
(E ⊗ L2(G))∗ ⋊r Ĝ
c ∼= (E∗ ⊗ L2(G)∗)⊗A⊗K (A⊗K)⋊r Ĝ
c
∼= (E∗ ⊗ L2(G)∗)⊗A⊗K (A⋊r Ĝ
c
)⊗K
∼=
(E∗ ⊗A (A⋊r Ĝ c))⊗ (L2(G)∗ ⊗K K)
∼= (E∗ ⋊r Ĝ
c
)⊗ L2(G)∗.
Thus
F(A⊗K,R) ∼= (E ⋊r Ĝ
c
)⊗
B⋊rĜ
c (E∗ ⋊r Ĝ
c
)⊗ L2(G)∗ ∼= (A⋊r Ĝ
c
)⊗ L2(G)∗.
Therefore,
Fix(A⊗K,R) ∼= A⋊r Ĝ
c
and
I(A⊗K,R) ∼= (A⋊r Ĝ
c
)⊗K ∼= (A⊗K)⋊r Ĝ
c
. 
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In the situation above, we have A ⊗ K ∼= A ⋊r Ĝ c ⋊r G. Thus A ⊗ K is a dual
coaction and therefore the following result generalizes the proposition above.
Proposition 5.22. Let G be a regular locally compact quantum group and suppose
that E is a Hilbert B,G-module, where B is a reduced G-C∗-algebra. Consider the
dual coaction of Ĝ c on E⋊rĜ c . Then there is a dense, relatively continuous subspace
R of E ⋊r Ĝ c such that
F(E ⋊r Ĝ
c
,R) ∼= L2(G)∗ ⊗ E , Fix(E ⋊r Ĝ
c
,R) ∼= K(E),
and I(E ⋊r Ĝ
c
,R) ∼= I ⊗K ⊆ B ⊗K ∼= B ⋊r Ĝ
c
⋊r G,
where I := span〈E | E〉B ⊆ B and K := K
(
L2(G)). In particular, if E is full, then
R is saturated.
Proof. Let A := Ĝ c , where Ĝ c is regarded as a Ĝ c -C∗-algebra (with the comultipli-
cation as coaction). Since G is regular, Proposition 5.8 implies that R0 := Asi is a
dense, relatively continuous subspace of A and
F(A,R0) = (1G ⊗ L2(G)∗)W ∼= L2(G)∗.
The dual coaction on E⋊rĜ c is defined in such way that the canonical nondegenerate
∗-homomorphism π : A → L(E ⋊r Ĝ c), x 7→ π(x) := 1 ⊗ x, is Ĝ c -equivariant. So,
by Proposition 5.20(i), R := span(π(R0)(E ⋊r Ĝ c)) is a dense relatively continuous
subspace of E ⋊r Ĝ c and
F(E ⋊r Ĝ
c
,R) ∼= F(A,R0)⊗A⋊rG (E ⋊r Ĝ
c
⋊r G).
Since the coaction on B is reduced and G is regular, we have B⋊r Ĝ c ⋊r G ∼= B⊗K,
so that
E ⋊r Ĝ
c
⋊r G ∼= (E ⊗B (B ⋊r Ĝ
c
))⊗
B⋊rĜ
c (B ⋊r Ĝ
c
⋊r G)
∼= E ⊗B (B ⊗ K) ∼= E ⊗ K.
Since G is regular, we also have A⋊r G = Ĝ c ⋊r G ∼= K. Thus
F(E ⋊r Ĝ
c
,R) ∼= L2(G)∗ ⊗K (E ⊗ K) ∼= L2(G)∗ ⊗ E .
And therefore
Fix(E ⋊r Ĝ
c
,R) ∼= K(E) and I(E ⋊r Ĝ
c
,R) ∼= I ⊗K. 
6. Completions of relatively continuous subsets
In general, for a given Hilbert B,G-module E there might be several relatively
continuous subspaces R ⊆ E yielding the same Hilbert module F = F(E ,R). In
this section we impose more conditions on R to minimize these possibilities. For
this we shall use the Banach algebra L10(G) ⊆ L1(G) introduced in Section 4.
Definition 6.1. Let E be a Hilbert B,G-module. A subspace R ⊆ Esi is called
complete if R is ‖ · ‖si-closed, L10(G)-invariant and also B-invariant, that is, if ω ∗ ξ
and ξ · b belong to R for all ξ ∈ R, ω ∈ L10(G) and b ∈ B. Here ∗ denotes the
left action of L1(G) on E induced by the coaction of E (see Equation (2.1)) and ·
denotes the right B-action.
The completion of a subset R ⊆ Esi, denoted by Rc, is the smallest complete
subspace of Esi containing R.
Note that Esi is complete by Propositions 3.8(ii), 4.7 and [8, Lemma 5.28], and
hence R is complete if and only if R is an L10(G), B-invariant closed subspace of Esi.
Since the intersection of complete subspaces is clearly complete, the completion of
a subset R ⊆ Esi always exists and is the intersection of all complete subspaces
GENERALIZED FIXED POINT ALGEBRAS 29
of Esi containing R. If R ⊆ Esi is an L10(G), B-invariant subspace, then so is the
si-closure Rsi by Proposition 4.7 and [8, Lemma 5.29], and therefore Rc = Rsi. In
general, we can describe the completion of a subset R ⊆ Esi as the si-closure of the
smallest L10(G), B-invariant subspace of Esi containing R.
Proposition 6.2. Let E be a Hilbert B,G-module. If R ⊆ E is relatively continuous,
then so are R · B, L10(G) ∗ R and R
si
, and we have
F(E ,R) = F(E ,Rsi) = F(E ,R ·B) = F(E , L10(G) ∗ R).
Moreover, the completion Rc of R is also relatively continuous, and we have
F(E ,R) = F(E ,Rc).
Proof. Let ξ ∈ R, b ∈ B and ω ∈ L10(G). By Propositions 3.8(ii) and 4.7, we
have the formulas |ξ · b〉〉 = |ξ〉〉γB(b) and |ω ∗ ξ〉〉 = |ξ〉〉(1B ⊗ ρω). Since γB(b) and
(1B⊗ρω) are multipliers of B⋊r Ĝ c (remember that ρω ∈ Ĝ c ; see Proposition 4.13),
it follows thatR·B and L10(G)∗R are relatively continuous. And from the definition
of ‖ · ‖si it also follows that Rsi is relatively continuous.
Let A := B ⋊r Ĝ c . By definition of ‖ · ‖si and because R ⊆ Rsi, we get
F(E ,R) ⊆ F(E ,Rsi) = span(|Rsi〉〉 ◦A) ⊆ span(|R〉〉 ◦A) = F(E ,R).
Thus F(E ,R) = F(E ,Rsi). By Proposition 3.8(ii) and because the linear span of
γB(B)A is dense in A we get
F(E ,R · B) = span(|R〉〉γB(B)A) = F(E ,R).
Analogously, by Proposition 4.7, and because the linear span of (1 ⊗ ρ(L10(G))A is
dense in A (by Proposition 4.13), we get that F(E , L10(G)∗R) = F(E ,R). It follows
that Rc is relatively continuous as well and F(E ,Rc) = F(E ,R). 
Given a complete subspace R ⊆ Esi, Propositions 3.8(ii) and 4.7 imply that |R〉〉
is already a (concrete) A-module, where A := B ⋊r Ĝ c . In other words, we have
|R〉〉 ◦ A ⊆ |R〉〉. Therefore, if R is also relatively continuous, then it follows from
Equation (5.3) that
F(E ,R) = span(|R〉〉 ◦A) ⊆ |R〉〉 ⊆ F(E ,R),
that is, F(E ,R) = |R〉〉 for any complete, relatively continuous subspace. Combin-
ing this with Proposition 6.2 we get
(6.3) F(E ,R) = |Rc〉〉,
for any relatively continuous subset R ⊆ Esi.
Corollary 6.4. For any relatively continuous subset R of a Hilbert B,G-module E,
we have
Fix(E ,R) = span(|Rc〉〉〈〈Rc|) and I(E ,R) = span(〈〈Rc |Rc〉〉).
Since the bra-ket operators are G-equivariant we see (again) that Fix(E ,R) is a
C∗-subalgebra of LG(E) =M1
(K(E)). Proposition 3.8(i) yields the equality
(6.5) Fix(E ,R) = span{(idK(E) ⊗ ϕ)(γK(E)(|ξ〉〈η|)) : ξ, η ∈ Rc}.
The following result gives a useful criterion to show that a subspace is complete
or to calculate its completion.
Proposition 6.6. Let E be a Hilbert B,G-module, let R be a subspace of Esi and
suppose that D0 ⊆ L10(G) and B0 ⊆ B are dense subsets.
(i) R is complete if and only if it is si-closed, D0 ∗ R ⊆ R and R ·B0 ⊆ R.
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(ii) If D0 ∗R ⊆ Rsi and R·B0 ⊆ Rsi, then the completion of R is equal to Rsi.
Proof. By Proposition 4.7 and [8, Lemma 5.29], the left L10(G)-action and the right
B-action on Esi are continuous with respect to ‖ · ‖si. The assertions now follow
easily. 
At this point, the following question naturally appears. Let R,R′ ⊆ E be com-
plete, relatively continuous subspaces and suppose that F(E ,R) = F(E ,R′). Does
it follow that R = R′? For locally compact groups, that is, for G = C0(G), this is in
fact true ([23, Theorem 6.1]). Unfortunately, this is not the case for general locally
compact quantum groups. Problems appear for non-co-amenable locally compact
quantum groups G. In these cases, coactions are not necessarily injective. Take any
non-injective coaction (E , γE ) of a locally compact quantum group G. Note that any
ξ ∈ ker(γE ) is square-integrable with |ξ〉〉 = 0. Thus R := {0} and R′ := ker(γE) are
different complete, relatively continuous subspaces with F(E ,R) = F(E ,R′) = {0}.
In order to circumvent this problem we need an extra condition.
Definition 6.7. Let E be a Hilbert B,G-module. We say that a complete subspace
R ⊆ Esi is slice-complete, or shortly, s-complete if for all ξ ∈ Esi, with 〈〈ξ | ξ〉〉 ∈
B ⋊r Ĝ c , one has
ω ∗ ξ ∈ R for all ω ∈ L10(G) =⇒ ξ ∈ R.
The s-completion of a subset R ⊆ Esi, denoted by Rsc, is the smallest s-complete
subspace of Esi containing R.
Note that, by definition, Esi is s-complete, and intersections of s-complete sub-
spaces are again s-complete. Thus the s-completion of a subset R ⊆ Esi always
exists: it is the intersection of all s-complete subspaces of Esi containing R.
Note also that any s-complete subspace contains ker(γE) because ω ∗ ξ = 0 for
all ω ∈ L10(G) and ξ ∈ ker(γE). Thus, if γE is not injective, the trivial subspace
R = {0} is complete (and relatively continuous), but not s-complete. The converse
is also true:
Proposition 6.8. Let E be a Hilbert B,G-module. Then the s-completion of {0}
is ker(γE). In particular, {0} is s-complete if and only if γE is injective.
Proof. It suffices to show that R0 := ker(γE) is s-complete. Of course, R0 is
complete. Now suppose that ξ ∈ E and ω ∗ ξ ∈ R0 for all ω ∈ L10(G), that is,
0 = γE(ω ∗ ξ) = γE((idE ⊗ ω)(γE(ξ))) = (idE ⊗ idG ⊗ ω)(γE ⊗ idG)(γE (ξ)).
Since ω ∈ L10(G) is arbitrary, it follows that
0 = (γE ⊗ idG)
(
γE(ξ)
)
= (idE ⊗∆)
(
γE(ξ)
)
.
And finally, because ∆ is injective, we get γE(ξ) = 0, that is, ξ ∈ ker(γE ) = R0.
Therefore R0 is s-complete. 
If one restricts to injective coactions, that is, reduced coactions, then it is not
clear whether there exist examples of complete subspaces that are not s-complete.
Remark 6.9. Note that every complete subspace R ⊆ E satisfies the following
property: for all ξ ∈ Esi with 〈〈ξ |ξ〉〉 ∈ B⋊r Ĝ c , if ξ · b ∈ R for all b ∈ B, then ξ ∈ R.
In fact, let (ei) be an approximate unit for B. Then ξ · ei → ξ and γB(ei) → 1
strictly inM(B⋊r Ĝ c). Now the condition 〈〈ξ |ξ〉〉 ∈ B⋊r Ĝ c means that R′ := {ξ}
is relatively continuous. Thus F := F(E ,R′) is a (concrete) Hilbert A-module,
where A := B ⋊r Ĝ c . Thus, by Cohen’s Factorization Theorem, for any x ∈ F , the
map M(A) ∋ a 7→ x · a ∈ F is continuous for the strict topology on M(A) and the
norm topology on F . Equation (5.3) says that |ξ〉〉 ∈ F . Thus
|ξ · ei〉〉 = |ξ〉〉 ◦ γB(ei)→ |ξ〉〉.
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Hence ξ · ei → ξ in the si-norm and therefore ξ ∈ R.
Note that one important point above was the use of a (bounded) approximate
unit for B. In order to follow the same idea above and try to prove the same
property for the left L10(G)-action, that is, to prove that every complete subspace
is automatically s-complete, one needs a bounded approximate unit for L10(G), that
is, one needs co-amenability of G. This is the content of the next result.
Proposition 6.10. Let E be a Hilbert B,G-module and suppose that G is co-
amenable. Then every complete subspace R ⊆ Esi is automatically s-complete.
Proof. Let (ωi) be a bounded approximate unit for L
1
0(G) (Proposition 4.16). Then
ρωi → 1 strictly in M(B ⋊r Ĝ
c
). Using Proposition 4.14, one can now follow the
same idea as in Remark 6.9. 
Proposition 6.10 applies to actions of locally compact groups, that is, to coactions
of G = C0(G), where G is a locally compact group, because C0(G) is always co-
amenable as a quantum group. On the other hand, it does not apply to coactions
of groups, that is, to the dual C∗r (G), unless G is amenable. Indeed, the quantum
group C∗r (G) is co-amenable if and only if G is amenable.
Proposition 6.11. Let E be a Hilbert B,G-module, and let R be a complete, rela-
tively continuous subspace of Esi. Equipped with the si-norm, R is a nondegenerate
Banach right B-module, that is, R·B = R. Moreover, if G is co-amenable, then R
is also a nondegenerate Banach left L10(G)-module, that is, L10(G) ∗ R = R.
Proof. We already know that R is a Banach left L10(G)-module and also a Banach
right B-module. We only have to prove the nondegeneracy of the actions. Now, if
(ej) and (ωi) are bounded approximate units for B and L
1
0(G), respectively, then,
as we saw in Remark 6.9 and Proposition 6.10, we have ξ · ej → ξ and ωi ∗ ξ → ξ
with respect to the si-norm, for all ξ ∈ R. Therefore, by Cohen’s Factorization
Theorem, R ·B = R and L10(G) ∗ R = R. 
If G is not co-amenable, then the conclusion of Proposition 6.11 does not hold in
general. A trivial example can be found in the case of non-injective coactions. In
fact, if (E , γE) is a non-injective coaction, then R := ker(γE ) is relatively continuous
and s-complete (Proposition 6.8), but L1(G) ∗R = {0}. If one restricts to injective
coactions, then it is not clear whether there exist counterexamples.
Proposition 6.12. Let E be a Hilbert B,G-module and let F ⊆ LG(B ⊗ L2(G), E)
be a concrete Hilbert A-module, where A := B ⋊r Ĝ c . Define
RF := {ξ ∈ Esi : |ξ〉〉 ∈ F},
R0F := {x(K) : x ∈ F , K ∈ B ⊙ Λˆ(Tϕˆ)}.
Then R0F ⊆ RF , both R0F and RF are relatively continuous, RF is complete, and
|R0F 〉〉 and |RF 〉〉 are dense in F . In particular, we have
F(E ,R0F ) = F(E ,RF ) = F .
Proof. Let R0 := B ⊙ Λˆ(Tϕˆ) ⊆ B ⊗ L2(G). By Proposition 5.15, R0 is a relatively
continuous subset of B ⊗ L2(G) and |R0〉〉 is a dense subspace of A. Proposi-
tion 3.8(iii) implies that R0F ⊆ Esi and
|R0F 〉〉 = F ◦ |R0〉〉 ⊆ F ◦A ⊆ F .
Thus R0F ⊆ RF . This implies that |R0F 〉〉 ⊆ |RF 〉〉 ⊆ F . The equation above also
shows that |R0F 〉〉 is dense in F◦A which by Cohen’s Factorization Theorem is equal
to F . Since F∗◦F ⊆ A,RF (and thereforeR0F ) is relatively continuous. Since F is a
concrete A-module and Esi is L10(G), B-invariant, it follows from Propositions 3.8(ii)
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and 4.7 that RF is L10(G), B-invariant as well. From the definition of ‖ · ‖si and
because Esi is si-closed, it follows that RF is si-closed. Thus RF is complete. 
Remark 6.13. Proposition 6.12 is a quantum version of Meyer’s result [23, Propo-
sition 6.1] for classical groups. There is a small difference between our version and
Meyer’s version in [23], namely, the choice ofR0F . For groups, that is, for G = C0(G),
where G is some locally compact group, one can replace R0F by R˜0F := {x(K) : x ∈
F , K ∈ Cc(G,B)}. This set satisfies the same properties of R0F defined above (this
is exactly [23, Proposition 6.1]). The point here is that Cc(G,B) is also a relatively
continuous subset of L2(G,B) and F(L2(G,B),Cc(G,B)) = B⋊rG (this is proved
in [23]). For an arbitrary locally compact quantum group G we may take any rela-
tively continuous subset R0 ⊆ B ⊗ L2(G) satisfying F
(
B ⊗ L2(G),R0
)
= B ⋊r Ĝ c
and define R˜0F := {x(K) : x ∈ F , K ∈ R0}. An argument analogous to that in the
proof of Proposition 6.12 shows R˜0F ⊆ RF (so that R˜0F is relatively continuous)
and F(E , R˜0F ) = F(E ,RF ) = F . We are going to see later that if R˜0F is chosen
in this way, then the s-completion of R˜0F is equal to RF . In this sense, all such
choices are equivalent.
Proposition 6.14. Let F ⊆ LG(B⊗L2(G), E) be a concrete Hilbert B⋊rĜ c-module,
where E is some Hilbert B,G-module. Then RF is s-complete.
Proof. By Proposition 6.12, RF is complete. Suppose that ξ ∈ Esi is such that
〈〈ξ |ξ〉〉 ∈ B⋊r Ĝ c and ω ∗ ξ ∈ RF for all ω ∈ L10(G). By Proposition 4.7, this means
that
|ω ∗ ξ〉〉 = |ξ〉〉(1B ⊗ ρω) ∈ F
for all ω ∈ L10(G). Since ρ(L10(G)) is dense in Ĝ
c
, there is a bounded approximate
unit (ei) for Ĝ c of the form ei = ρ(ωi) with ωi ∈ L10(G) for all i. It follows that
(1B ⊗ ei) converges strictly to 1 in M(B ⋊r Ĝ c). Since 〈〈ξ |ξ〉〉 ∈ B ⋊r Ĝ c , we get
|ωi ∗ ξ〉〉 = |ξ〉〉
(
1B ⊗ ρ(ωi)
)→ |ξ〉〉.
Therefore |ξ〉〉 ∈ F , that is, ξ ∈ RF and hence RF is s-complete. 
7. Continuous square-integrability
Throughout this section, G denotes a locally compact quantum group and B denotes
a G-C∗-algebra. We are ready to give one of the main definitions of this paper.
Definition 7.1. A continuously square-integrable Hilbert B,G-module is a pair
(E ,R) consisting of a Hilbert B,G-module E and a dense, complete, relatively con-
tinuous subspace R ⊆ Esi. If, in addition, R is s-complete, then we say that (E ,R)
is an s-continuously square-integrable Hilbert B,G-module.
The generalized fixed point algebra associated to a continuously square-integrable
Hilbert B,G-module (E ,R) is the C∗-algebra Fix(E ,R) = span |R〉〉〈〈R|.
By Equation (6.5), the generalized fixed point algebra Fix(E ,R) is the closed
linear span of the “averages” (idK(E) ⊗ ϕ)(x) where x = |ξ〉〈η| with ξ, η ∈ R.
Note that in the group case G = C0(G), the average (idK(E) ⊗ ϕ)(x) is the strict-
unconditional integral
∫ su
G
αt(x) dt (as defined in [9]), where α is the corresponding
action of G on K(E). In particular, Fix(E ,R) is contained in the multiplier fixed
point algebra M1
(K(E)) = {x ∈ M(K(E)) : γK(E)(x) = x ⊗ 1} and thus elements
in Fix(E ,R) are fixed by the coaction of K(E). Proposition 5.7 tell us that Fix(E ,R)
is Morita equivalent to the ideal I(E ,R) = span〈〈R|R〉〉 ⊆ B⋊r Ĝ c , where F(E ,R)
is the canonical candidate for the imprimitivity Hilbert module.
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In what follows, we are going to generalize [23, Theorem 6.1] to the setting of
locally compact quantum groups. This result describes relatively continuous sub-
spaces via concrete Hilbert modules. First we need a preliminary result. Recall that
σ denotes the modular automorphism group and Tϕ denotes the Tomita ∗-algebra
of the left Haar weight ϕ (see Equation (5.12)).
Lemma 7.2. Let E be a Hilbert B,G-module. Let b ∈ Tϕ, ξ ∈ Esi and suppose that
a ∈ dom(Λ) is such that Λ(a) ∈ dom(δ 12 ). Define ω := ωΛ(b),Λ(a) = aϕb∗ ∈ L1(G)
and xω := aσ−i(b
∗) ∈ dom(Λ). Then ω ∗ ξ ∈ Esi and
‖ω ∗ ξ‖si ≤ cω‖|ξ〉〉‖,
where cω := max{‖Λ(xω)‖, ‖ρ(ω)‖}.
Proof. Lemma 5.17 in [8] implies ω ∗ ξ = |ξ〉〉(1B ⊗ Λ(xω)), so that ‖ω ∗ ξ‖ ≤
‖Λ(xω)‖‖|ξ〉〉‖. Proposition 4.7 says that ω ∗ ξ ∈ Esi and
|ω ∗ ξ〉〉 = |ξ〉〉(1B ⊗ ρω).
Hence ‖|ω ∗ ξ〉〉‖ ≤ ‖ρω‖‖|ξ〉〉‖. The desired result now follows. 
We are ready to proof one of our main results.
Theorem 7.3. Let G be a locally compact quantum group, and let E be a Hilbert
B,G-module. Then the map R 7→ F(E ,R) is a bijection between s-complete, rela-
tively continuous subspaces of E and concrete Hilbert B⋊r Ĝ c-modules F ⊆ LG(B⊗
L2(G), E). Its inverse is the map F 7→ RF . A concrete Hilbert module F is essential
if and only if RF is dense in E.
Proof. By Proposition 6.14, RF is relatively continuous and s-complete, so that
the map F 7→ RF is well-defined. By Proposition 6.12 we have F(E ,RF ) = F .
It remains to show that R = RF(E,R) for every s-complete, relatively continuous
subspace R of E . By Equation (5.3), we have R ⊆ RF(E,R). Let ξ ∈ RF(E,R).
Then, by definition of RF(E,R), we have |ξ〉〉 ∈ F(E ,R) = |R〉〉 (for the last equality
we have used Equation (6.3) and the assumption that R is complete). Thus there
is ξn ∈ R such that |ξn〉〉 → |ξ〉〉. Take any a ∈ dom(Λ) and b ∈ Tϕ such that
Λ(a) ∈ dom(δ 12 ) and define ω := aϕb∗ = ωu,v ∈ L10(G), where u := Λ(b) and
v := Λ(a). By Lemma 7.2, we have ‖ω ∗ η‖si ≤ cω‖|η〉〉‖ for all η ∈ Esi, where cω is
a constant depending only on ω. In particular,
‖ω ∗ ξ − ω ∗ ξn‖si ≤ cω‖|ξ〉〉 − |ξn〉〉‖ → 0.
Since R is complete, we get that ω ∗ ξ ∈ R. Thus ωΛ(b),Λ(a) ∗ ξ ∈ R for all
b ∈ Tϕ and a ∈ dom(Λ) with Λ(a) ∈ dom(δ 12 ). Now take any u ∈ H and v ∈
dom(δ
1
2 ) and observe that dom(δ
1
2 ) ∩ ran(Λ) is a core for δ 12 (see the proof of
[30, Proposition 1.9.5]). This means that there is a sequence (an) ⊆ dom(Λ) with
Λ(an) ∈ dom(δ 12 ) such that Λ(an) → v and δ 12 (Λ(an)) → δ 12 v. By Lemma 5.13 in
[19], Λ(Tϕ) is dense in H , so there is a sequence (bn) ⊆ Tϕ such that Λ(bn)→ u. It
follows that ωΛ(bn),Λ(an) → ωu,v in L1(G) and
ρ(ωΛ(bn),Λ(an)) = (id⊗ ωΛ(bn),δ 12 Λ(an))(V
∗)→ (id⊗ ω
u,δ
1
2 v
)(V ∗) = ρ(ωu,v).
Proposition 4.7 implies that ωΛ(bn),Λ(an)∗ξ → ωu,v∗ξ in the si-norm. Thus ω∗ξ ∈ R
for all ω ∈ L100(G) and hence also for all ω ∈ L10(G) because L100(G) is dense in L10(G)
andR is a Banach left L10(G)-module. SinceR is s-complete we conclude that ξ ∈ R.
Therefore R = RF(E,R).
If F is essential, then by the definition of R0F (see Proposition 6.12), the linear
span of R0F is dense in E . Thus RF ⊇ R0F is dense in E as well. Conversely, if RF
is dense, then F is essential by Proposition 5.6. 
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Corollary 7.4. Suppose G is a compact quantum group and E is a Hilbert B,G-
module. Then the map R 7→ F(E ,R) is a bijection between L1(G), B-invariant
closed subspaces of E satisfying
(7.5) ξ ∈ E and ω ∗ ξ ∈ R, ∀ω ∈ L1(G) =⇒ ξ ∈ R,
and concrete Hilbert B ⋊r Ĝ c-modules F ⊆ LG(B ⊗ L2(G), E). The inverse map is
given by F → RF .
Proof. Since G is compact, any subset of E is relatively continuous and the si-norm
is equivalent to the norm of E . Thus R ⊆ E is complete if and only if it is an
L1(G), B-invariant closed subspace of E (here we are using that G is unimodular so
that L1(G) = L10(G)). Such a subspace is s-complete if and only if it satisfies (7.5).
Thus the assertion is a special case of Theorem 7.3. 
Corollary 7.6. Let E be a Hilbert B,G-module, where G is a locally compact quan-
tum group, and suppose that R is a relatively continuous subset of E. Then the
s-completion of R is equal to RF(E,R). In particular, the s-completion of a rela-
tively continuous subset is also relatively continuous.
Proof. Let Rsc be the s-completion of R. By Proposition 6.14, RF(E,R) is relatively
continuous and s-complete and we have R ⊆ RF(E,R). Thus Rsc ⊆ RF(E,R). In
particular, Rsc is relatively continuous. Now it is easy to see that the maps R 7→
F(E ,R) and F 7→ RF preserve inclusion. Thus R ⊆ Rsc implies F(E ,R) ⊆
F(E ,Rsc). Since Rsc is relatively continuous and s-complete, Theorem 7.3 yields
RF(E,R) ⊆ RF(E,Rsc) = Rsc. Therefore RF(E,R) = Rsc. 
Corollary 7.7. Let E be a Hilbert B,G-module and suppose that G is co-amenable.
Let R ⊆ Esi be some relatively continuous subset. Then RF(E,R) is the completion
of R. In particular, R is complete if and only if R is equal to RF(E,R).
Proof. This follows from Proposition 6.10 and Corollary 7.6. 
The result above implies, in particular, that our definition of completeness of
relatively continuous subsets is equivalent to [23, Definition 6.2] in the case of
groups (see [23, Proposition 6.3]).
The following result gives a description of the s-completion of a relatively con-
tinuous subset.
Proposition 7.8. Let E be a Hilbert B,G-module, where G is a locally compact
quantum group and let R be a relatively continuous subset of E. Then the s-
completion of R is given by
Rsc = {ξ ∈ Esi : 〈〈ξ |ξ〉〉 ∈ B ⋊r Ĝ
c
and ω ∗ ξ ∈ Rc for all ω ∈ L10(G)},
where Rc denotes the completion of R.
Proof. Suppose that ξ ∈ Rsc = RF(E,R). By Equation (6.3), we have F(E ,R) =
|Rc〉〉 and hence there is a sequence (ξn) in Rc such that |ξn〉〉 → |ξ〉〉. As in the
proof of Theorem 7.3, this implies that ω ∗ ξ ∈ Rc for all ω ∈ L10(G). Thus
Rsc ⊆ {ξ ∈ Esi : 〈〈ξ |ξ〉〉 ∈ B ⋊r Ĝ
c
and ω ∗ ξ ∈ Rc for all ω ∈ L10(G)}.
And the other inclusion is trivial because Rsc is s-complete and Rc ⊆ Rsc. 
Corollary 7.9. Let E be a Hilbert B,G-module and let R ⊆ E be a relatively
continuous subset. Then
F(E ,R) = F(E ,Rsc).
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Proof. The inclusion R ⊆ Rsc implies F(E ,R) ⊆ F(E ,Rsc). On the other hand, if
ξ ∈ Rsc, then by the description of Rsc in Proposition 7.8, we have ω ∗ ξ ∈ Rc for
all ω ∈ L10(G). Thus
|ω ∗ ξ〉〉 = |ξ〉〉(1B ⊗ ρω) ∈ |Rc〉〉 ⊆ F(E ,Rc) = F(E ,R)
for all ω ∈ L100(G). Now taking a bounded approximate unit (ei) for Ĝ
c
of the form
ei = ρ(ωi), where ωi ∈ L10(G) for all i, it follows that |ξ〉〉 ∈ F(E ,R). Therefore
F(E ,Rsc) = |Rsc〉〉 ⊆ F(E ,R). 
8. Functoriality and naturality
Throughout this section we fix a locally compact quantum group G and C∗-algebra
B with a continuous coaction of G, that is, a G-C∗-algebra.
Definition 8.1. Let (E1,R1) and (E2,R2) be continuously square-integrable Hilbert
B,G-modules. An operator T ∈ LG(E1, E2) is called R-continuous if T (R1) ⊆ R2
and T ∗(R2) ⊆ R1.
Given a locally compact quantum group G and a G-C∗-algebra B, the contin-
uously square-integrable Hilbert B,G-modules form a category with R-continuous
adjointable operators as morphisms. The s-continuously square-integrable Hilbert
B,G-modules form a full subcategory. By Proposition 6.10, these categories are
identical if G is co-amenable.
In what follows, we analyze the functoriality of our constructions.
Proposition 8.2. Let G be a locally compact quantum group and let B be a G-
C∗-algebra. The construction (E ,R) 7→ F(E ,R) is a functor from the category
of continuously square-integrable Hilbert B,G-modules to the category of Hilbert
B ⋊r Ĝ c-modules.
Proof. Given an R-continuous G-equivariant operator T : (E1,R1)→ (E2,R2), the
associated adjointable operator T˜ : F(E1,R1)→ F(E2,R2) is given by T˜ (x) = T ◦x
for all x ∈ F(E1,R1) ⊆ LG(B ⊗ H, E1). Here one uses that |T (ξ)〉〉 = T ◦ |ξ〉〉 for
all ξ ∈ Esi and the fact that F(Ek,Rk) is the closure of |Rk〉〉, for k = 1, 2. Since
T (R1) ⊆ R2, this ensures that T˜ is a map F(E1,R1) → F(E2,R2). In the same
way, since T ∗(R2) ⊆ R1, the operator T˜ is, in fact, adjointable and its adjoint is
given by T˜ ∗(y) = T ∗ ◦ y for all y ∈ F(E2,R2). 
Given an abstract Hilbert B ⋊r Ĝ c -module F , we can, by [23, Theorem 5.1],
identify it with the concrete Hilbert B⋊r Ĝ c -module T (F) ⊆ LG(B⊗H, EF), where
EF := F ⊗A (B ⊗H), A := B ⋊r Ĝ c , and T : F → LG(B ⊗H, EF ) is the canonical
representation defined in [23, Equation (32)]. Recall that T (x)f = x ⊗A f for all
x ∈ F and f ∈ B ⊗ H . In this way we get an s-complete, relatively continuous
subspace RF ⊆ EF as in Proposition 6.12 by
RF := {ξ ∈ EF : ξ is square-integrable and |ξ〉〉 ∈ T (F)}.
Since F is essential, RF is dense EF . In fact, note that by Theorem 7.3 and
Proposition 6.12, RF is the s-completion of the linear span of T (F)
(
B⊙Λˆ(Tϕˆ)
)
and
this linear span equals F⊙A
(
B⊙Λˆ(Tϕˆ)
)
. Thus the pair (EF ,RF ) is a s-continuously
square-integrable Hilbert B,G-module.
Lemma 8.3. With notation as above we have F(EF ,RF ) = T (F).
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Proof. Since T (x) ∈ LG(B ⊗H, E) we have x⊗A ζ = T (x)ζ ∈ Esi for all x ∈ F and
ζ ∈ (B ⊗H)si and |x⊗A ζ〉〉 = |T (x)ζ〉〉 = T (x) ◦ |ζ〉〉. It follows that
F(EF ,RF ) = span(|R〉〉 ◦A)
= span(|F ⊙A R0〉〉 ◦A)
= span(T (F) ◦ |R0〉〉 ◦A)
= span(T (F) ◦A) = T (F). 
Proposition 8.4. The construction F 7→ (EF ,RF ) is a functor from the category
of Hilbert A-modules to the category of s-continuously square-integrable Hilbert B,G-
modules.
Proof. First, observe that the map F 7→ EF is functorial: to an adjointable operator
S : F1 → F2 we associate the G-equivariant adjointable operator S⊗A id : E1 → E2,
where Ek := Fk⊗A(B⊗H), k = 1, 2. It remains to show that S⊗Aid isR-continuous,
that is, (S ⊗A id)(R1) ⊆ R2 and (S ⊗A id)∗(R2) ⊆ R1, where Rk := RFk , k = 1, 2.
Since (S ⊗A id)∗ = S∗ ⊗A id, it is enough to show that (S ⊗A id)(R1) ⊆ R2. Let
Tk : Fk → LG(B ⊗H, Ek) be the canonical representation of Fk, that is, Tk(x)f =
x⊗A f for all x ∈ Ek and f ∈ B ⊗H . Note that (S ⊗A id) ◦ T1(x) = T2
(
S(x)
)
for
all x ∈ F1. Thus (S ⊗A id) ◦ T1(F1) ⊆ T2(F2). Combining this with the relation
|(S ⊗A id)ξ〉〉 = (S ⊗A id) ◦ |ξ〉〉, for every square-integrable element ξ ∈ E1 (see
Proposition 3.8(iii)), the desired result follows. 
Corollary 8.5. Let G be a locally compact quantum group and let B be a G-C∗-al-
gebra. Isomorphism classes of Hilbert modules over A := B ⋊r Ĝ c correspond bi-
jectively to isomorphism classes of s-continuously square-integrable Hilbert B,G-
modules via the functors
(8.6) (E ,R) 7→ F(E ,R) and F 7→ (EF ,RF ),
where EF := F ⊗A (B ⊗H) and RF is the s-completion of F ⊙A
(
B ⊙ Λˆ(Tϕˆ)
)
.
Proof. The maps in (8.6) are considered between isomorphism classes and are well-
defined by Propositions 8.2 and 8.4. To prove that they are inverse to each other,
let (E ,R) be an s-continuously square-integrable Hilbert B,G-module and define
F := F(E ,R). We have to prove that (EF ,RF ) ∼= (E ,R). Define U : EF → E by
U(x ⊗A ζ) := x(ζ) for all x ∈ F ⊆ LG(B ⊗H, E) and ζ ∈ B ⊗H . The unitary U
appears in Theorem 7.3 and is G-equivariant. It remains to show that U(RF ) =
R. Since RF ,R ⊆ E are relatively continuous and s-complete, it is enough to
show that F(E , U(RF )) = F(E ,R) = F . Note that U(RF ) is the s-completion of
U(F ⊙AR0) = spanF(R0), where R0 := B⊙ Λˆ(Tϕˆ). Since F ⊆ LG(B⊗H, E) and
|R0〉〉 = A, we have F(E ,RF ) = span(F ◦ A) = F . Therefore (E ,R) ∼= (EF ,RF).
Now assume that F is a Hilbert A-module and define (E ,R) := (EF ,RF). We
have to show that F ∼= F(E ,R). Let T : F → LG(B ⊗ H, EF ) be the canonical
representation of F as defined in [23, Equation (32)], that is, T (x)ζ := x ⊗A ζ for
all x ∈ F and ζ ∈ B ⊗H . By [23, Theorem 5.1], F ∼= T (F) as Hilbert A-modules,
and by Lemma 8.3, T (F) = F(E ,R), so that F ∼= T (F) = F(E ,R). 
Finally, we prove that our constructions are natural and yield an equivalence
between the respective categories.
Theorem 8.7. Let G be a locally compact quantum group, and let B be a G-
C∗-algebra. Let (E ,R) be an s-continuously square-integrable Hilbert B,G-module,
and let F := F(E ,R). Then there is a canonical, injective, strictly continuous
∗-homomorphism φ : L(F) → LG(E), whose range is the space of R-continuous
operators. It maps K(F) isometrically onto Fix(E ,R).
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The categories of s-continuously square-integrable Hilbert B,G-modules and Hilbert
modules over B ⋊r Ĝ c are equivalent via the functors (E ,R) 7→ F(E ,R) and F 7→
(EF ,RF ).
The generalized fixed point algebra Fix(E ,R) is the closed linear span of the
operators (idK(E) ⊗ ϕ)(|ξ〉〈η|) ∈ LG(E), ξ, η ∈ R, and it is Morita equivalent to the
ideal I(E ,R) = span{〈〈ξ |η〉〉 : ξ, η ∈ R} of B ⋊r Ĝ c .
Proof. Since R is s-complete, we have R = RF and F = |R〉〉 (by Corollary 7.6 and
Equation (6.3)). These facts together with Proposition 3.8(iii) imply that the setM
in [23, Theorem 5.2] equals the set of R-continuous operators. Therefore, the same
φ of [23, Theorem 5.2] yields the first statement. Combining this with Theorems 7.3
and [23, Theorem 5.1], we get the second statement. The last statement follows
from Equation (6.5) and Proposition 5.7. 
Corollary 8.8. Let G be a compact quantum group and suppose that B is a G-
C∗-algebra. Then the functor
F 7→ F ⊗
B⋊rĜ
c
(
B ⊗ L2(G))
is an equivalence between the categories of Hilbert B⋊r Ĝ c-modules and Hilbert B,G-
modules. In other words, any Hilbert B,G-module appears in this way for a unique
Hilbert module F over B ⋊r Ĝ c and the map L(F)→ LG(E) is an isomorphism.
Given a Hilbert B,G-module E, the generalized fixed point algebra associated to
E is the usual fixed point algebra:
Fix(E) = {x ∈ K(E) : γ(x) = x⊗ 1} ∼= K(FE),
where FE = F(E , E) is the Hilbert B ⋊r Ĝ c-module associated to E.
Proof. If G is compact, then any Hilbert B,G-module is continuously square-integra-
ble andR = E is the unique dense, complete, relatively continuous subspace. There-
fore there is no difference between the categories of continuously (and hence also
s-continuously) square-integrable Hilbert B,G-modules and arbitrary Hilbert B,G-
modules. The assertions now follow from Theorem 8.7. 
In particular, for compact quantum groups every Hilbert B,G-module is “proper”
in the following sense:
Definition 8.9. We say that a Hilbert B,G-module E is R-proper if there is a
unique dense, s-complete, relatively continuous subspace of E .
By Theorem 7.3, E is R-proper if and only if there is a unique concrete, essential
Hilbert B ⋊r Ĝ c -module F ⊆ LG(B ⊗ L2(G), E).
Recall that in the group case G = C0(G), a G-C∗-algebra A is called spectrally
proper if the canonical induced action of G on the primitive ideal space Prim(A) is
proper (see [23, Definition 9.2]). This class includes all the proper G-C∗-algebras
in the sense of Kasparov [18]. By Theorem 9.1 in [23], every Hilbert module over a
spectrally proper G-C∗-algebra is R-proper. In particular, a commutative G-C∗-al-
gebra C0(X) (where X is a locally compact G-space) is R-proper if X is a proper
G-space. Conversely, if C0(X) is R-proper, then it is, in particular, integrable and
therefore, by Rieffel’s Theorem 4.7 in [27], X is a proper G-space.
In the general quantum setting, unless G is compact, it is not easy to find non-
trivial examples of R-proper Hilbert modules. In this direction, we have the follow-
ing result:
Proposition 8.10. Let G be a locally compact quantum group and let G coact on
itself by the comultiplication. Then G is an R-proper G-C∗-algebra if and only if G
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is semi-regular, that is, K(L2(G)) is contained in C := span(GĜ c) ∼= G ⋊r Ĝ c . In
this case, R = Gsi is the unique dense, s-complete, relatively continuous subspace of
G. The Hilbert G ⋊r Ĝ c-module F(G,R) is isomorphic to the dual L2(G)∗ of L2(G)
considered as a Hilbert C-module in the canonical way. In particular, Fix(G,R) ∼= C
and I(G,R) ∼= K
(
L2(G)). The quantum group G is regular if and only if R is
saturated.
Proof. By Equation (5.9), we have
|ξ〉〉 = (1G ⊗ Λ(ξ∗)∗)W, 〈〈ξ| =W ∗(1G ⊗ Λ(ξ∗)), for all ξ ∈ Gsi = dom(Λ)∗.
Since G is semi-regular, K(H) ⊆ C := spanGĜ c and hence W ∗(1 ⊗ K(H))W ⊆
W ∗(1⊗C)W = G⋊ Ĝ c (see Equation (5.11)). Thus, if G is semi-regular, any subset
of Gsi is relatively continuous. Now note that if R0 ⊆ Gsi is a complete subspace,
then
F(G,R0) = |R0〉〉 =
(
1G ⊗ Λ(R∗0)∗
)
W = (1G ⊗H∗0 )W,
where H0 := Λ(R∗0) (which is a closed subspace of H = L2(G)). Equivalently,
F(G,R0)∗ = 〈〈R0| =W ∗(1G ⊗H0).
In particular, F(G,R)∗ = W ∗(1G ⊗H). Define the following linear map
T : ran(Λ) ⊆ L2(G)→ 〈〈R| ⊆ F(G,R)∗, T (Λ(ξ)) := W ∗(1G ⊗ Λ(ξ)).
Then (identifying C ∼= C1G ⊆M(G))〈
T (Λ(ξ))|T (Λ(η))〉 = (W ∗(1G ⊗ Λ(ξ)))∗W ∗(1G ⊗ Λ(η))
=
(
1G ⊗ Λ(ξ)∗
)
WW ∗
(
1G ⊗ Λ(η)
)
= 1Gϕ(ξ
∗η) = 〈Λ(ξ)|Λ(η)〉L2(G).
It follows that T extends to an isomorphism L2(G) ∼= F(G,R)∗ (as Hilbert spaces).
Thus F(G,R) ∼= L2(G)∗ as Hilbert modules overK
(
L2(G)) and hence also as Hilbert
modules over C.
Finally, suppose that R0 ⊆ Gsi is dense and s-complete. Then
I(G,R0) = span
{
W ∗(1G ⊗ |ξ〉〈η|)W : ξ, η ∈ Λ(R∗0)
}
= W ∗
(
1G ⊗K(H0)
)
W.
The subset I(G,R0) ⊆ W ∗
(
1G ⊗ K(H)
)
W ⊆ G ⋊r Ĝ c is an ideal of G ⋊r Ĝ c and
hence also of W ∗
(
1G ⊗K(H)
)
W . It follows that K(H0) is an ideal of K(H). Since
K(H) is simple, we get K(H0) = K(H) (H0 is not zero because R0 is dense in G).
Cohen’s Factorization Theorem yields H = K(H)H = K(H0)H = H0. Hence
F(G,R0) = (1G ⊗H∗0 )W = (1G ⊗H∗)W = F(G,R).
Therefore, R0 = R because both R0 and R are s-complete. The last assertion was
already proved in Proposition 5.8. 
Remark 8.11. Examples of non-semi-regular quantum groups have been constructed
in [4]. It has been observed there that for such examples the coaction of G on itself
via the comultiplication is in some sense not “proper”. We can now give this
statement a precise meaning if we agree that “proper” means R-proper.
Moreover, if we agree that a proper (that is, R-proper) coaction is “free” if
the corresponding dense, s-complete, relatively continuous subspace is, in addition,
saturated, then we can also say that the comultiplication of a locally compact
quantum group is proper and free if and only if it is regular.
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