A novel methodology that combines recent advances in computational statistics and reduced-order modeling is presented to explore the application of Bayesian statistical inference to a stochastic inverse problem in radiative heat transfer. The underlying objective of this work is to reveal the potential of using statistical approaches, mainly Bayesian computational statistics and spatial statistics, to solve data-driven stochastic optimization and uncertainty quantification problems raised in various complex continuum system design and control applications when the robustness and reliability requirements are critical. In this work, an unknown transient heat source in a three-dimensional participating medium is reconstructed from the temperature measurements. The heat source is modeled as a stochastic process, of which the joint posterior probability density function (PPDF) is computed using the Bayes' formula. Random errors in thermocouple readings are modeled as Gauss random variables. 'Maximum A Posteriori' (MAP) and posterior mean estimates of the heat source are then computed. A Markov chain Monte Carlo (MCMC) sampler composed of a cycle of symmetric MCMC kernels is designed to explore the posterior state space numerically. To expedite the sampling speed, a proper orthogonal decomposition (POD) based reduced order modeling technique is used in the likelihood computation. Typical heat source profiles are reconstructed using the simulated data to demonstrate the presented methodology. The results indicate that the Bayesian inference method can provide accurate point estimates as well as uncertainty quantification to the solution of the inverse radiation problem.
Introduction
Robustness and reliability have become the focus of modern design and control technology, towards which the development of efficient stochastic optimization and uncertainty quantification methodologies and algorithms is critical [1] . The majority of these optimization problems are data-driven in nature. Hence, the key steps in obtaining robust solutions are statistical data reduction, probabilistic modeling of uncertainties and quantification of uncertainty propagation in continuum systems [2] . Among various techniques being developed towards these goals, statistical learning is a rigorous approach for the reasons that it is non-deterministic in nature, it is able to generate complete probabilistic description of uncertainties and design solutions, it dynamically interacts with data, and it only requires deterministic solvers to compute the system response [3, 4] . In particular, most recent advances in Bayesian computational statistics [5, 6] and spatial statistics [7] provide more robust formulations for stochastic inverse problems, rich family of data kringing models and efficient numerical algorithms.
Despite all of the advantages of statistical learning, the application to stochastic inverse problems in complex continuum systems is restricted by the extensive computation cost. The degrees of freedom (DOF) in the direct simulation of a complex continuum system can easily reach hundreds of thousands or even higher. Usually the direct simulation involves solving coupled nonlinear partial differential equations (PDEs). Furthermore, the underlying multiphysical processes may happen over a range of length scales, therefore, multi-scale simulation algorithms have to be implemented. On the other hand, a computational statistics approach to optimization requires multiple runs of such direct simulation. To overcome this computation obstacle, reduced order-modeling techniques have to be introduced to reduce the direct simulation cost [8, 9] .
This work aims at introducing Bayesian computation and spatial statistics to the multidisciplinary engineering design/control community and demonstrating the feasibility of extending these advanced stochastic optimization techniques to complex design/control problems in continuum systems. The methodology is discussed within the context of inverse heat radiation problem, where heat sources are reconstructed from the temperature measurements within participating media [10] . However, it is rather general and applicable to other inverse problems as well.
Study of inverse thermal radiation problems has been stimulated by a wide range of applications including thermal control in space technology, combustion, high temperature forming and coating technology, solar energy utilization, high temperature engine, furnace technology and other [11, 12] . In participating media, radiation is generally accompanied by heat conduction and convection. In a direct simulation, a system of nonlinearly coupled PDEs governing temperature and radiation intensity evolution needs to be solved iteratively. Difficulties arise in the solution of such systems because the heat flux contributed by radiation varies nonlinearly with temperature, the radiation intensity varies in space and direction, and the radiation intensity equation is an integro-differential equation [13] . The direct radiation problem, in which the temperature distribution is computed with prescribed thermal properties, source generation and initial/boundary conditions, is often solved using a combination of spatial discretization methods such as finite volume or finite element methods (FEM) and ordinate approximation such as P N and S N methods [13] . Distinctly different from the well-posed direct radiation problem, the inverse problem is in general ill-posed, i.e. its solution is not unique and is unstable to small errors in the given data [14] .
The usual solution approaches restate the inverse problem as a least-squares minimization problem [14, 15] . Gradient optimization techniques are introduced and appropriate continuum or discrete sensitivity and/or adjoint problems are required [10, 16] . The ill-posedness of the inverse problem can be addressed using combination of appropriate regularization techniques including Tikhonov regularization [17] , the function specification method by Beck et al. [15] , Zabaras and Liu [18] and the iterative regularization technique by Alifanov [14] .
A new stochastic outlook to inverse thermal problems has recently been introduced using Bayesian inference [19, 20] , which can account for uncertainties in the measurement data and is able to provide probabilistic specification to the inverse solutions. Bayesian inference incorporates a priori information regarding the unknowns into a prior distribution model that is then combined with the likelihood to formulate the posterior probability density function (PPDF) [5, 6] . The method regularizes the ill-posed inverse problem through prior distribution modeling [21, 22] and in addition provides means to estimate the statistics of uncertainties [20] .
With the recent propagation of efficient sampling methods, such as Markov chain Monte Carlo (MCMC) [23] , the application of Bayesian inference to engineering inverse problems becomes feasible. MCMC provides large sample data set drawn from the PPDF. The samples can then be used to approximate the expectation of any function of the random unknowns. Running a Markov chain usually involves repetitive solution of the direct problem and this is the place where reduced-order models can play a critical role [24] . One widely used approach of model reduction is the computation of the proper orthogonal decomposition (POD) basis using the method of snapshots [25, 26] .
In this paper, the joint PPDF of the strength of a transient heat source at consecutive time points is computed through temperature measurements in 3D participating media. A MCMC sampler is designed to explore the posterior state space. The kernel of the MCMC sampler is composed of a cycle of simple symmetric MCMC kernels. In each computation of the likelihood, the direct problem is solved using model reduction. The remaining of this paper is organized in the following sequence. Section 2 introduces the inverse radiation problem with an outline of the direct simulation. The formulation of the likelihood is presented in Section 3 together with the prior distribution model and the PPDF under a Bayesian inference framework. The design of the MCMC sampler is discussed in Section 4 including the exploration of the posterior state space. Section 5 discusses the reduced-order modeling implementation. In Section 6, two examples of reconstruction of step and triangular heat source profiles are provided. Finally, Section 7 summarizes the observations of this numerical study.
Heat source reconstruction in 3D participating media
The schematic of the problem of interest is given in Fig. 1 . Inside the 3D domain V , heat conduction takes place simultaneously with absorption, scattering and emission of the electromagnetic waves. On the boundary surface S, the temperature is known and the electromagnetic waves are diffusively reflected. The governing equations for the temperature and radiation intensity evolution in the domain V are as follows:
where I b is the black body radiation intensity determined by Planck function:
and q r is the heat flux contributed by radiation:
On the surface S, the following holds:
In the above equations, T and I denote the temperature and radiation intensity, respectively, r is the position vector and s is the direction vector.
is the spatial approximation of a point heat source located at (x * , y * , z * ). In this work, a 3D normal density function is used for G. Ω stands for the solid angle over the entire space. ρ is the density of the medium, C p is the thermal capacity, k is the thermal conductivity, and κ, σ, are the absorption coefficient, scattering coefficient and boundary wall emissivity, respectively. Finally, σ b is the Stefan-Boltzmann constant and n is the unit normal vector on S and pointing into the domain.
In the inverse problem of interest, the heat source g(t) is the main unknown. Its calculation becomes feasible by providing the values of the temperature at a given number of locations within the domain as shown in Fig. 1 . Let Y denote the measured temperature data, i.e.
T , where
where i = 1, . . . , M , j = 1, . . . , N andt N = t max . M and N are the number of thermocouples and number of measurements at each site, respectively. ω is the random measurement noise. The inverse problem is then stated as follows: find an estimateĝ(t) of the real heat source g(t) such that the computed temperatures givenĝ(t) can match Y in some optimal sense. The direct problem must be solved before inverse calculation. The direct problem can be solved using a combination of the finite element method (FEM) in space discretization and the S 4 method in ordinate discretization. The iterative process at each time step to solve the coupled Eqs. (1) and (2) is summarized as follows: Here T (i) denotes the temperature solution at the i th time step (note that T (0) is a known initial temperature) and T
(i)
guess is the guessed temperature solution. In each iteration of the above procedure, the integro-differential Eq. (2) is solved using the S 4 method [13] . In this approach, the intensity I at each point is discretized into 24 directions. The integration over solid angles (directions) is approximated as weighted sums in these 24 directions. The direction vectors and the associated weights of the S 4 method are specified in [13] . In each direction, the governing equation for I can be written as follows:
The associated boundary condition takes the following form:
where I i is the intensity in the i th direction and w j is the weight of the j th direction. For any given temperature field, 24 equations as Eq. (8) with fixed direction vector s i need to be solved iteratively. It is noticed that Eq. (8) has a convection term s i · ∇I i , hence streamlineupwind/Petrov-Galerkin (SUPG) formulation [27] is used to stabilize the FEM equations. In summary, the weak formulations of temperature Eq. (1) and intensity Eq. (8) can be written as follows:
and
where W andW are the test functions of classical Galerkin and SUPG formulations, respectively. Using the above direct simulation framework, the total number of degrees of freedom for the system is N 3 n × 25, where N n is the number of nodes in each coordinate. Also note that there are two iteration loops in each time step. Thus, it is expected that a single run of the above full-order direct model solver will take a significant computation time.
Bayesian inverse formulation
To introduce the Bayesian formulation, the unknown heat source function is first discretized using linear finite element basis functions in time as follows:
where h i 's are the linear FEM basis functions, θ i 's are the corresponding nodal values ofĝ and m is the number of basis functions used. The inverse problem is then transformed to the estimation of the joint distribution of a discrete stochastic process {θ i , i = 1 : m}. The probability density function of θ (vector form of {θ i , i = 1 : m}) given Y can be written according to the Bayes's formula as:
where the conditional distribution p(θ|Y ) is called the posterior probability density function (PPDF), p(Y |θ) is the likelihood function and the marginal distribution p(θ) is called the prior distribution. Once the PPDF is known, various point estimators can be computed such as the 'Maximum A Posteriori' (MAP) estimator:
and the posterior mean estimator:θ
As a normalizing constant, the knowledge of p(Y ) can be avoided if the posterior state space can be explored up to the normalizing constant. This is actually true for the numerical sampling strategies adopted in the current work. Therefore, the PPDF can be evaluated as,
The likelihood function can be obtained from the following relationship,
where F is a direct solver that computes temperature at sensor locations given θ (Eq. (12)). Here, ω is a vector that contains identical independently distributed (i.i.d.) random errors generated from a normal distribution with mean 0 and standard deviation (std) σ T . Subsequently, the likelihood can be written as,
The prior distribution reflects the knowledge, if there is any, of the heat source, before Y is gathered. From an inverse point of view, the prior distribution model provides regularization to the ill-posed inverse problem [20] . In the current study, a specific form of Markov random fields (MRF) [28] is adopted for the prior distribution modeling of θ by treating the temporal direction as another (additional) 'spatial' coordinate. In general, the MRF can be mathematically expressed as follows:
where γ is a scaling parameter, Φ is an even function that determines the specific form of the MRF, the summation is over all pairs of sites i ∼ j that are defined as neighbors on the finite element discretization of θ, and W ij s are specified non-zero weights [6] . Let Φ(u) = 1 2 u 2 , the MRF can then be rewritten as:
In the one-parameter model of Eq. (20), the entries of the m × m matrix W are determined as, W ij = n i if i=j, W ij = −1 if i and j are adjacent, and as 0 otherwise. n i is the number of sites adjacent to site i. λ is a constant that controls the scaling of distribution of θ.
With the specified likelihood function in Eq. (18) and prior pdf in Eq. (20), the PPDF for the inverse problem can then be formulated as,
Both point estimates of MAP (Eq. (14)) and posterior mean (Eq. (15)) and probability bounds of the posterior distribution are computed based on this formulation.
MCMC sampler
The above introduced PPDF has an implicit form (likelihood has a numerical solver), hence, can only be explored numerically through Monte Carlo simulation. The idea of general Monte Carlo simulation is to approximate the expectation or higher order statistics of any function f (θ) of the random variable θ by the sample mean and sample statistics from a large set of i.i.d. samples {θ (i) , i = 1 : L} drawn from the target distribution p(θ),
The convergence is guaranteed by the strong law of large number. Therefore, the posterior mean estimate of Eq. (21) can be obtained through the above approximation, and the MAP estimate can be approximated as:θ
Notice that the target distribution in this study is the PPDF p(θ|Y ). The key step in Monte Carlo simulation is to draw the sample set from the high dimensional and implicit PPDF. Markov chain Monte Carlo (MCMC) algorithms provide such sampling strategy using the Markov chain mechanism [23] [29] . The basic form of MCMC, MetropolisHastings (MH) algorithm [30] , is reviewed here:
In the above algorithm, Nmcmc is the total number of runs, u is a random number sampled from the standard uniform distribution U (0, 1), p(θ) is the target distribution (PPDF here) and q( * |θ (i) ) is a proposal pdf that has standard form and generates candidate sample based upon the previous sample. By its design, the algorithm guarantees that the samples will converge to the target distribution for any proposal distribution.
In this study, a modified MH sampler is designed to update the vector θ one component at each time. The following notation is introduced:
m } in which, superscript (i) here refers to the i th sample and the subscript j refers to the j th component. The sampler is designed as follows:
2. For i = 0 : Nmcmc − 1
where, A(θ
} and
with σ qj is the std of the j th proposal pdf. The reason for updating a single component of θ at each MCMC step is to improve the acceptance probability. Using properly chosen σ qj in each of the proposal pdfs, the entire posterior state space can be visited with a reasonable acceptance ratio and with fast convergence speed. This sampler is essentially a cycle of m symmetric MCMC samplers [23] .
Since each run of MH requires a direct computation of the transient temperature field, it is essential to introduce reduced-order modeling.
Reduced-order modeling
For the convenience of reduced-order modeling implementation, the direct problem is separated into a homogeneous part and an inhomogeneous part, i.e. T = T I + T h and I = I I + I h . The homogeneous fields T h and I h are governed by:
The governing equations of inhomogeneous fields T I and I I can be obtained by subtracting equations (25) - (28) from complete equations in section 2. The reduced-order models are constructed for homogeneous T h and I h since the inhomogeneous fields only need to be solved once in the inverse procedure.
The POD method is considered in the current work for the reduced-order modeling. In this approach, the direct simulation result at each time step is expressed as a linear combination of a set of orthonormal basis functions. The coefficients associated with the basis field functions are then computed from the solution of ordinary differential equations (ODEs) derived by Galerkin projection. The basis functions can be extracted from computational or experimental database through solving the following eigenvalue problem [25] :
where U (i) is the i th field function (temperature or intensity field) from the database, N e is the size of the database, µ is the eigenvalue of operator KΨ =
Ψdv and Ψ is the corresponding eigenfunction. In this study, the basis is obtained using the method of snapshots as follows:
• Take an ensemble set {U (1) , U (2) , ..., U (Ne) }, where U (i) is the full-model solution of the PDEs at the i th time step. For temperature,
is I h (t = i∆t).
• Solve the eigenvalue problem CV = V µ, where C is an N e xN e matrix with C ij = 1 Ne V U (i) U (j) dv, µ is a N e xN e diagonal matrix with the i th diagonal entry µ i is the i th eigenvalue of C, and the corresponding eigenvector V i is the i th column of N e xN e matrix V.
• Compute the basis functions as
The set {Ψ 1 , Ψ 2 , ..., Ψ Ne } is orthonormal [25] . Note that the intensity I h is a function of both space and orientation, therefore, the volume integration in Eq. (29) and the followed eigenvalue analysis should be extended to V 4π dvdΩ for model reduction of I h . The idea of POD-based model reduction is to express the solutions of Eqs. (25)- (28) } denote the basis functions of I h , where K T and K I are the numbers of basis functions used for temperature and intensity fields, respectively. The solutions of the reduced-order model can be written as:
Substituting the above expressions into Eqs. (25) and (26), the following ordinary differential equations are obtained:
The related quantities in the above ODEs are defined as,
Solving Eqs. (32) and (33), the reduced-order solution can be obtained as follows:
(41)
It is seen that the total degrees of freedom are reduced to K T + K I , which is extremely small compared to the degrees of freedom of the full-order model simulation. Using this reduced-order solver of the direct analysis, we are now ready to investigate the inverse problem of interest.
Numerical examples
A numerical example is presented in this section to demonstrate the developed methodologies. The schematic of the problem is shown in Fig. 2 . The boundary conditions associated with Eqs. (1) and (2) are the following: 
is taken as the initial condition.
With the above specified conditions and a step heat source strength as shown in Fig. 3a , the full-order direct model is first solved on a 26 × 26 × 26 grid from t = 0 to t = 0.05s at 100 time steps. All 100 temperature and intensity fields are recorded as snapshots to obtain the reduced order basis. Eigenfunctions corresponding to the first 6 largest eigenvalues are used in the reduced-order model. Fig. 4 shows the 1st, 3rd and 6th eigenfunctions of I h on y = 0.5 along Simulation data are generated by adding i.i.d. zero-mean random Gaussian noise to the fullorder direct model solution at the thermocouple locations. For all studied cases, the temperature is assumed to be measured from t = 0 to t = 0.05s with a sampling interval ∆t = 0.001s, hence, there are totally 150 measurements for each case. 26 basis functions are used in the discretization ofĝ (t) with equal step size of dt = 0.002 s.
To obtain a good starting point of the modified MH sampler, an initialization step is first conducted by running the sampling algorithm while solely increasing the likelihood (i.e. instead of using the MCMC acceptance criterion, we calculate the likelihood of each sample -if the likelihood is increased, we kept it, otherwise, we disregarded it). A couple hundred runs of this procedure is enough to provide a good initial guess of θ. j . This is to guarantee that the proposal distribution can fully explore the posterior state space while concentrating on the highest density region. The regularization constant, λ is chosen to be 8.0e − 9, 5.0e − 9 and 2.0e − 9, respectively for the above three cases by using the heuristic method described in [20] (selecting the range of regularization parameter within which the computed point estimate remains practically unchanged). The overall acceptance ratio for the chain used in Fig. 7b is around 77.5%.
A triangular profile of heat source as shown in Fig. 3b is also reconstructed following the same procedures. Figure 8a plots the MAP estimates of triangular heat source when σ T has different values. The values of λ used here are 5.0e − 7, 1.0e − 7, 5.0e − 8 corresponding to values of σ T 0.005, 0.01, 0.02, respectively. It is again seen that the estimates are relatively stable to the change of magnitude of noise. Figure 8b plots the posterior mean estimate when σ T = 0.01. The same proposal distribution as in the previous cases is used for this run. The overall acceptance of the Markov chain is around 77.4%. It is seen that with simulated noise, the posterior mean estimate approximates the true heat flux quite well.
Discussion and conclusion
An inverse radiation problem is solved using a Bayesian statistical inference method. The posterior distribution of an unknown heat source is computed from temperature measurements by modeling the sensor error as Gauss random noise. A modified Metropolis-Hastings sampler is used to explore the posterior state space along which the POD method to reduce the computational cost. A Markov random field model is used to regularize the ill-posed inverse problem. The 
