Renewed calls for a systems biology reflect the hope hat enduring biological questions at single-cell and cell-population scales will be resolved as modern molecular biology, with its reductionist program, approaches a nearly-complete characterization of the molecular mechanisms of specific cellular processes. Due to the confounding complexity of biological organization across these scales, computational science is sought to complement the intuition of experimentalists. However, with respect to the molecular basis of cellular processes during development and disease, a gulf between feasible simulations and realistic biology persists. Formidable are the mathematical and computational challenges to conducting and validating cell population-scale simulations, drawn from single-cell level and molecular level details. Nonetheless, in some biological contexts, a focus on core processes crafted by evolution can yield coarse-grained mathematical models that retain explanatory potential despite drastic simplification of known biochemical kinetics.
Introduction
In the human brain, the operation of neuronal circuitry involves approximately 1.5 × 10 14 synaptic connections between approximately 10 11 neurons, where each neuron maintains between 5,000 and 200,000 synapses. 1 Neural activity driven by sensory experience plays a dominant role in determining which synapses persist and which are eliminated. Variability at the single neuron level, with respect to each neuron's repertoire of gene products, expands combinatorially the complexity of neuronal circuitry, and also presumably its information capacity.
During embryonic development, the production of this genetically heterogeneous population of neurons occurs subject to ordinary physiological noise. As such, developmental noise is poised to interact with spontaneous neural activity to individualize mammalian brain. 1 This could explain, for example, the individual risk of identical twins developing sporadic forms of neurological disorders, such as autism or schizophrenia.
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Improved understanding of the nature of normal neuronal variability will impact therapeutic approaches to neurological diseases. To accelerate this understanding, we are designing computational models of mammalian neuronogenesis -i.e. neuronal production-that account for neuronal variability. We follow a handful of tenets and operating assumptions to formalize a theoretical and computational framework for this modeling:
(i) Cell-extrinsic factors, such as those associated with cytoarchitectural features, cell growth, and various forms of metabolism, contribute to the regulation of neuronogenesis and variability; (ii) Cell-intrinsic factors, in part in response to cell-extrinsic factors, also regulate neuronogenesis and variability; (iii) The cellular response to DNA damage directly impacts NPC fate in response to genomic changes, and it may thus provide a useful central component for single-cell modeling that couples intrinsic and extrinsic factors and accounts for genomic change; (iv) Because the evolutionarily-conserved nature of the DNA damage response suggests that it is not itself heterogeneous in the developmental system we model, highly-simplified models of DNA damage response with only a handful of parameters may be instructive, avoiding the need to incorporate all known molecular-level details; (v) While some forms of ordinary biological noise are likely insulated against, other sources of noise may be key factors contributing to the expanding spectrum of genetic heterogeneity in NPCs observed in experimental studies; and (vi) Data characterizing neuronal variability and NPC population kinetics can be leveraged to adjust tunable parameters introduced in single-cell modeling, and to quantify the relationships inherent in these models.
In fleshing out these tenets, this article presents a straightforward approach for modeling developmental processes in terms of the cell population dynamics that result from an interplay of intrinsic and extrinsic cellular factors -here, specifically, we examine the interplay between DNA damage response and extracellular microenvironment, as it impacts NPC decision making. We discuss the formulation and validation of a family of multiscale mathematical models. Studying selected models within this family allows us to study various assumptions about the relationships between (i) physiologically-noisy endogenous DNA damage, (ii) the generation of neuronal variability through cell-specific genome rearrangement, and (iii) the population kinetics of neuronogenesis derived from the the individual daughter cell fates of dividing NPCs.
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The article is organized as follows: first, in Sec. 2, necessary context for the closure of this open biological system, neuronogenesis, is provided. Section 3 details cell population-level and cellular-level features observed during neuronogenesis in the mouse, including the neuronal heterogeneity that arises from genome rearrangement. Then, in Sec. 4 , we briefly review cell-intrinsic and cell-extrinsic factors influencing the daughter cell fates of dividing NPCs. Following this overview of the underlying biology, we present a family of multiscale mathematical models in Sec. 5 .
In their most complex form, these models incorporate a highly-simplified network of interacting environmental and genetic factors active during each NPC division, with a focus on the cellular response to DNA damage. Physiologically-noisy DNA damage, due in part to variation in NPC oxidative metabolism, drive these networks, generating cellular heterogeneity through a stochastic branching process. Importantly, we track the DNA damage history within each lineage as an indicator of lineage-specific genome arrangement, allowing for this history to influence daughter cell fate. We conclude by discussing generic computational and mathematical challenges to developing and validating these models.
On Closing the Open System of Neuronal Differentiation

A top-down modular approach
We focus on two forms of genome rearrangement -transposable element (TE) activity and the loss and/or gain of chromosomes (aneuploidy) -that are observed in mammalian embryonic cerebral cortical development. Through their operation, these mechanisms furnish a genetically diverse population of neurons. The resulting foundation for neuronal variability is then elaborated, in mature brain, through a variety of lower-level mechanisms, notably involving regulatory RNA and RNA processing and mostly dependent on synaptic activity.
We focus on only these mechanisms for a number of fundamental reasons. First, as we discuss in detail, TE activity and chromosome loss and/or gain are linked in that they both overlap with regulatory networks involved in the cellular DNA damage response (DDR). A highly-conserved evolutionary "module," the DDR network integrates signaling essential to DNA repair, transient and sustained cell cycle arrest, and the balance between cellular survival and programmed cell death. Because, DDR is an evolutionarily-conserved process that (i) participates in multiple mechanisms of neuronal variability and (ii) influences individual NPC fate a In (iii) and throughout the paper, "cell fate" refers to whether a daughter cell survives, and whether it proceeds through another division; it does not refer to a distinct regulatory state. However, it is reasonable to assume that changes in cell function -e.g., neuronal differentiationwill accompany those genetic modifications that affect cell viability and the cellular competence to proliferate.
decisions, we are interested in whether DDR in NPCs mediates a special relationship between the onset of TE activity and the fate decisions of the daughter cells from NPC divisions.
Our focus on DDR also derives from more specific observations: the presence of high levels of oxidative metabolism in the brain and therefore increased DNA damage from reactive oxygen species (ROS), 3,4 a strict requirement for certain DNA repair proteins during neurogenesis, 5,6 a broad spectrum of inherited TE insertions observed in mature neurons, 7, 8 observed positive feedback in some cellular systems between TE activity and DNA damage, 9 and the widespread presence of aneuploid NPCs and NPC death. 10, 11 Given that biological systems are distinct from physical systems in that they can exploit the presence of physiological noise, 12 these observations suggest the hypothesis that mammalian nervous system development may have evolved to exploit, for the outcome of neuronal variability, the cellular response to the endogenous DNA damage that accompanies ordinary oxidative metabolism. Importantly, from a computational point of view, DDR may offer a simplified network module that, when combined with other primary (e.g., microenvironmental) factors, can begin to explain the nature of NPC decision making. That is, a focus on DDR makes it feasible to construct and evaluate simplified quantitative mathematical models of neuronogenesis that couple cell cycle and cell fate control in response to variable intrinsic and extrinsic cues, despite drastic simplification of the underlying biology. As molecular-level data improves, these simplifications can be relaxed within a quantitative framework. We view this approach as "top-down," with respect to biological scale, as it contrasts with the "bottom-up" approach of incorporating all known molecularlevel detail. Because we incorporate both molecular-level and population-level constraints, some may instead wish to call this approach "middle-out." Note that "top-down" is also used to refer, in some systems biology and bioinformatics literature, to the inference of gene regulatory network connectivity, and co-regulation, from gene expression data. 13 Here, in contrast to such inverse problems, we are interested in forward modeling to better understand how these networks, subjected to physiological noise, give rise to a heterogeneous cellular population. To develop these forward models, we first reduce single-cell network complexity into effective network modules through appeal to higher-level -i.e., cellpopulation-level -experimental data. Parameters in simplified single-cell models also incorporate molecular-level constraints, such as rates of DNA damage and repair. Second, we place single-cell models within a branching process, constrained by data at the population level.
Biological robustness as a guide
To guide in the simplification, or reduction, of biological complexity, developmental noise plays an additional role. A common assertion is that biological systems would not have evolved were they not robust to physiological noise, and that, consequently, plausible models should be robust with respect to certain sources of noise. [14] [15] [16] For example, at the single cell level, robust cellular functions may emerge from the very topology, or connectivity, of the network of gene products, defining a network module. 17 That is, robust cellular processes do not rely on finely tuned kinetic parameters to define strengths of connections within a network. As such, mathematical representations of these networks -e.g., systems of differential equations -should yield biologically realistic output over a large volume of their associated parameter space.
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There is therefore a dual nature, or relativity, about biological robustness: on one hand, biological systems can exploit certain sources of noise, while on the other they are insulated to other sources of noise.
18 It is insulation from physiological and environmental noise that offers some hope for simplified yet useful and explanatory modeling through the design of a modular approach to biological organization. Our choice of DDR as a core module for NPC decision making satisfies the seeming need to cater such an approach to evolutionarily conserved processes.
Computing statistical variation in physiological model parameters, the biological robustness of a chosen model can be defined and quantified according to a portfolio of objective functionals derived from data. These functionals impose selected constraints on model structure at multiple levels of biological organization, making it possible to map out plausible, or data-consistent, regions of each parameter space associated with a given model structure. While simulated robustness to certain sources of noise does not imply that a mathematical model is plausible, it may be a strong indicator when coupled with experimental data and biological intuition. That is, the relative plausibilities of two model structures from two distinct model assumptions can be compared on the basis of the volumes of their respective parameter spaces that suitably match a shared portfolio of objective functions.
This paradigm [20] [21] [22] [23] presents an overarching minimization framework for validating multscale models that incorporate environmental, genetic, and epigenetic factors to simulate cellular behavior on a cell-population scale. Although ideally these models ought to account for all sources physiological noise at multiple levels of biological organization, this is not always a feasible goal. 24, 25 To build a framework for analyzing mathematical models of neuronogenesis, improving cell population-level data over generations of dividing NPCs in various genetic knock-out and wild-type mice will be incorporated within objective functionals used to quantify the relative robustness of simulations. Model validation will then rely on sparse sampling of high-dimensional probability spaces associated with uncertain model parameters, conducted within a stochastic branching point processes.
In the next section, we provide background on the biology of NPCs in order to place our model assumptions in context. In subsequent sections we detail how we plan to use biological robustness to distinguish between these assumptions.
Background on Neuronogenesis in the Mouse
NPC daughter cell fates determine the population kinetics of neuronogenesis
A cross-section of a sector of developing mouse cerebral cortex is depicted in Fig. 1 , along with a hierarchy of cell types. 29, 30 As discussed in more depth below, cell fate determinants of these cell types, and fate-specific markers to distinguish them are (Fig. 1) , and migrating neurons traverse these fibers to the expanding outer layer of developing cortex. Migration to the outer layer of developing cerebral cortex is assisted further by cues from younger generations of neurons that have settled in earlier-formed layers closer to the apical (or ventral) surface.
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SNPs also maintain attachments (through apical end feet) to the apical membrane but possess shorter basal processes that do not extend to the pial surface and that retreat during division. SNPs and RGCs may share the same ontogeny, having only this morphological distinction -for this reason, we do not speculate on placing SNPs within the hierarchy in Fig. 1(c) . The apical-ventral polarity of RGCs and SNPs may or may not be inherited by a given daughter cell depending in part on the orientation of the cleavage plane at NPC division. 32, 28 However, the precise biology of how cleavage plane orientation is established, and whether it is a cause or consequence of the respective fates of the two daughter cells, remains an open question.
The population of NPCs expands through symmetric proliferative divisions [i.e., one NPC → two NPCs, Figure 1 (d)] and is depleted by NPC death and by symmetric neurogenic divisions [i.e., 1 NPC → two neurons, Fig. 1(f) ]. Asymmetric neurogenic NPC divisions [i.e., 1 NPC → 1 NPC and 1 neuron, Fig. 1(e) ] are also observed, maintaining the NPC pool. Complicating this picture, symmetric and asymmetric neurogenic divisions can yield transit IPCs that migrate to the SVZ before undergoing an additional symmetric neurogenic division, thus amplifying neuronal VZ output [ Fig. 1(f After early expansion of the NPC population through proliferative -as opposed to neurogenic -divisions, the fraction of daughter cells leaving the VZ, terminally arresting the cell cycle, and beginning neuronal differentiation increases until E17, when the remaining radial glial NPCs differentiate to a glial cell fate. Takahashi et al. have estimated how the fraction of cells emigrating from the VZ each day increases, using cumulative (BdRU) labeling of newly synthesized DNA and counting each labeled cell.
35 Figure 2 (b) shows the Takahashi data for the increasing fraction of Q cells, modified to account for moderate levels of cell death after an initial expansion phase of negligible cell death, as reported by Chun et al.
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The above notion of symmetry in daughter cell fate does not include whether one (or both) of a pair of daughter cells initiates programmed cell death. There are conflicting accounts as to the extent of NPC apoptosis. [36] [37] [38] 10, 5 Arguments dismissing significant NPC death as implausible have not included the possibility that apoptosis only becomes significant after an initial expansion phase; 37,38 indeed, significant early cell death greatly lowers total neuronal production. Approximately 5.5 × 10 5 NPCs produce on the order of 2 × 10 7 projection neurons. 39 Utilizing the Takahashi data, we have recently demonstrated that, allowing for an initial phase (2-4 cell cycles) with low cell death, subsequently significant levels of NPC death (> 20%) are actually required to achieve this estimate of the overall output of projection neurons from the VZ. 39 More experimental data, alongside improved quantitative models, are needed to fully reconcile discrepancies in the reported rates of NPC death, but evidence supports significant levels of NPC death occur.
Takahashi et al. also report that at most 11 cell cycles occur within any given NPC lineage tree, and that the mean cell cycle length in the VZ increases [ Fig. 2(b) ] from eight to 18 hours. 34 Interestingly, more recent data clarifies this result and indicates that neurogenic NPC divisions are two to four hours longer than proliferative NPC divisions. 40 As in the case of cleavage plane orientation, it is not clear whether cell cycle lengthening is a cause or consequence of the transition from proliferative to neurogenic NPC divisions. Coupling the molecular basis of cell cycle progression and of cell fate control within a common modeling framework is necessary to begin to address this open question, and further resolve the nature of NPC death. The generation of neuronal variability may hold the key to designing such a modeling framework.
NPC genome rearrangement fosters neuronal mosaicism and influences cell fate
As already mentioned, DDR participates in the generation of neuronal variability and DDR couples networks involved in cell cycle and cell fate control. Also, a molecular marker of neurogenic NPC divisions is upregulated by p53, 40,41 a central effector of both cell cycle arrest and cell cycle exit in response to DNA damage.
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Next we provide some context for the relationships between these factors and processes.
Aneuploidy and retrotransposition lay a foundation for variability
About 30% of NPCs in the developing mouse brain are aneuploid. 11, 44, 45 Aneuploid subpopulations of neurons are characterized by significantly-altered gene expression patterns, owing to the many specific genes affected directly by specific chromosome loss and/or gain. 46 Further, due to complex gene regulatory networks, altered gene expression is not limited to just those genes located on a chromosome lost or gained. Hence, aneuploid lines of NPCs contribute to neuronal mosaicism at the chromosomal level. DNA damage, especially in the form of double-stranded breaks (DSBs), can lead to chromosomal mis-segregation at the division of a mother cell, leading to aneuploid daughter cells despite built-in DNA damage cell cycle checkpoints discussed in detail below. Also, DNA damage can compromise spindle checkpoints that ensure proper segregation of chromosomes at mitosis. Retrotranposons provide another source of neuronal mosaicism. Roughly 17% of the human genome consists of LINE-1 retrotransposable elements, 47 whereas, for perspective, only 2% of the genome codes for protein. Active LINE-1 retrotransposons (L1s) are relatively lengthy fragments (∼ 6000 bp) of the genome that, when transcribed, yield transcripts processed into double-stranded RNA (dsRNA). Unless various small interfering RNA intervene, L1 dsRNA are capable of inserting themselves back into a cell's genome via recombination, incurring DNA damage that requires repair and induces the cell's DDR. 48 L1s are active during neuronogenesis, contributing neuronal variability, 8 but the precise consequences of this form of somatic mosaicism, with respect to each cell's proteome and regulatory RNA, remain undetermined. There is, however, evidence of both random and site-specific retrotransposon insertion in other cellular systems. 
Do NPCs undergo selection related to neuronal variability?
Within the VZ and SVZ of developing mouse cortex, the presence of significant levels of cell death suggests that NPCs may be subject to some form of somatic selection. This process could be distinct from the apparent selection of post-mitotic neurons in newly forming cortical layers, where only 15-40% survive competition for target-derived growth factors. 50 Instead, NPC death could be the consequence of the genomic instability -which can lead to programmed cell death as part of a cell's DDR -that accompanies the generation of neuronal variability through retrotransposition. In support of this claim, significant NPC death creates a permissive environment for both lineage-specific genomic tinkering and modest variation in cell fate fractions over generations; in contrast, low levels of NPC death would indicate an evolutionarily implausible sensitivity to both of these forms of developmental noise.
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Recent unpublished data shows that between 80 and 250 L1 insertions occur within the genomes of post-mitotic neurons. 51 Interestingly, in yeast, increased transposable element (TE) activity is observed in the presence of high-levels of DNA damage from ionizing radiation. 9 Similarly, positive feedback might be amplifying retrotransposon activity over generations of NPCs in a lineage-specific manner. In particular, oxygen consumption in brain is high, relative to other tissues, yielding high levels of reactive oxidative species (ROS) that damage DNA. Thus, elevated retrotransposon activity in some daughter cells, in response to "aboveaverage" endogenous DNA damage endured by their mother NPC, offers a mechanism through which a selection process could foster neuronal diversity. NPC death and aneuploidy would then be due to DNA damage amplified beyond control by lineage-specific positive feedback. This is one hypothesis that can be tested through the modeling outlined below. If supported by future computational and experimental studies, DDR could provide a cell-intrinsic modular complement to the cell-extrinsic regulation of NPC fate decisions. In particular, it could explain how physiological noise drives developmental genomic tinkering that then provides a foundation for neuronal variability.
NPCs Respond to a Confluence of Intrinsic and Extrinsic Cues
Before introducing a family of models to begin to quantify the above relationships, we review briefly intrinsic and extrinsic factors in the cell cycle and cell fate control of NPCs.
The NPC microenvironmental niche
Cytoarchitectural features
Each NPC exists within its own distinct niche, characterized by the various cellextrinsic biological (i.e., microenvironmental) factors in contact with and signaling through the NPC's membrane. That is, the proliferative zones of cerebral cortical development form an ecological system in which NPCs compete for various nutrients and microenvironmental factors. 52 The individual identity of each NPC is manifest in its response to this niche, and this response reflects the genomic, epigenomic, and proteomic state of the NPC. In particular, an NPC's response to its microenvironment is contingent on ordinary cellular maintenance; that is, NPC response depends on the capacity to generate and manage the molecular components necessary to conduct the response. Complicating matters, the NPC response to intrinsic and extrinsic cues feeds back to alter local environments, as well as the future responses of both an NPC and its neighboring cells. Thus, cell-biological information flows in both directions and any separation of an NPC from its microenvironmental niche is somewhat artificial. By E11, a thin layer of neuroepithelial stem cells has grown to form the collective neurogenic niche of the pseudostratified ventricular epithelium (PVE) (Fig. 1) . Cell-extrinsic signaling factors that orchestrate formation of the PVE include the Wingless/Int-1 (Wnt) and sonic hedgehog (Shh) families, which are involved in developmental genetic programming across species. Gradients of these morphogens provide environmental cues that orient cells within their microenvironment, leading to cellular heterogeneity (patterning) with respect to gene expression and constitutive proteins. 53 Also active in this capacity is the transforming growth factor β (TGF-β) signaling network. 54 The microenvironment of each individual NPC varies with and is specified by the relative presence of these cell extrinsic factors. Lateral inhibition is a core process mediated by cell-cell adhesion in which a cell of one type can influence a neighboring cell to assume a different identifiable cell type. The result is a spatial pattern across a cell population, with respect to gene expression, that maintains subpopulations of cells of different type. Lateral inhibition is achieved via negative cross-regulation of the Delta-Notch signaling pathways in neighboring cells. In one cell, Delta is up-regulated by Notch while in neighboring cells Notch is upregulated by Delta, providing a negative feedback loop. During asymmetric neurogenic divisions of NPCs with a horizontal cleavage plane, Notch is confined to the daughter cell that will assume a neuronal fate.
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Consistent with this observation, Notch signaling is linked to the upregulation of transcription factors -such as NSCL1, NeuralD, and Math3 -implicated in the genetic specification of neuronal differentiation. 54 Several other genes -e.g., Ascl, atoh, and neurogenins, conserved from fruit flies to mammals -have been identified as neural-specific transcription factors, upregulated during neuronal differentiation in a manner that remains unresolved. 28, 54 However, while these transcriptional programs control the migration and integration of immature daughter neurons, this appears to occur after the mother NPC had committed to a neurogenic division.
Thus, within a lineage tree, early determinants of the transitions between the above modes of NPC division -symmetric proliferative, asymmetric neurogenic, and symmetric neurogenic -remain unresolved. As will be seen, DNA damage response pathways may play an early role in cell fate determination.
Growth and survival factors
To further illustrate the specificity of each NPC microenvironment, cell death releases various soluble growth factors that are present in the proliferative ventricular zones (VZ and SVZ), making them accessible to surviving neighboring NPCs. These growth factors -e.g., basic fibroblast growth factor (bFGF), epidermal growth factor (EGF) -promote both cell survival and cell proliferation by activating signal transduction pathways, such as the mitogen activated protein kinase (MAPK) cascade 55 . MAPK activity leads to upregulation of the E2F family of transcription factors, which in turn regulate a diverse set of genes involved in both cell growth control and DNA synthesis. E2F targets include c-Myc, which activates transcription of the cyclin dependent kinases that drive cell cycle progression. Extracellular growth factors such as bFGF and EGF may only induce cell division -i.e., be interpreted as mitogenic -in a cell-specific manner when other determinants of cellular identity are present. For example, mitogenic signaling of the MAPK pathway through Ras activation is anchorage-dependent, relying on focal adhesion kinase (FAK). 56 That is, without proper cell adhesion, MAPK signaling may only promote survival and not lead to an initiation of the cell cycle. Extensive modeling of this signal transduction pathway has been undertaken, including resolution of intracellular spatial effects. 57 In our model, we simply assume random variation over a population of NPCs in the availability of a single generic growth factor. We consider this generic growth factor as both driving metabolism and providing cellular maintenance through protein synthesis. Future modeling may require incorporating additional cell-extrinsic details by expanding the generic growth factor random variable into a more elaborate growth factor module within a single-cell model. A computational approach to model validation can dictate when such "refinements" of our initially coarse-grained model structure are in order. We use a Markov process in that we rely on the assumption that individual cells do not impact the fate decisions of their neighboring cells. As a first step toward relaxing this assumption, coupling and tracking both cellular states and microenvironmental niches may be possible without burdensome resolution of spatial variation in these niches. 
DDR impacts NPC survival, death, and differentiation
The above microenvironmental factors all play an essential role in overall cellular homeostasis, balancing cell proliferation, differentiation, and death. 59, 60 We aim to quantify whether normal variation in these microenvironmental cues -such as the availability of various growth and metabolic factors -drives variation in cell fate decision-making in a manner dependent on DDR. This variation introduces stochasticity in cellular metabolism and maintenance which, in turn, we allow to affect DNA damage rates from reactive oxidative species, protein synthesis rates, and the efficiency of DNA repair enzymes. Thus, random variation in a generic growth factor allows us to simulate stochastic DNA damage within a dividing NPC, as well as simulate variation in the response to this damage.
DNA repair, P53, and ATM
A wealth of molecular information is accumulating on the molecular mechanisms underlying the control of the cell cycle, DNA repair and cell death during neurogenesis. Overall, the data are consistent with a causal role of the related molecular checkpoints in the regulation of neurogenic differentiation (see Appendix). Endogenous sources of DNA damage, such as ordinary oxidative metabolism, place high demands on DNA repair mechanisms to avoid the accumulation of mutations, permit timely progression through the cell cycle, and avoid cell death due to sustained signaling of DNA damage. The molecular components of the DNA repair machinery depend on both the source and nature of the DNA lesion -e.g., whether a single-or double-stranded break follows from oxidation, ionizing radiation, stalled replication fork, or TE insertion -and on when it occurs with respect to cell cycle phase.
61-64 DNA damage, its recognition, and ultimate resolution all takes place in the context of the chromatin organization of DNA. Thus, the measure of fidelity of repair (and DNA replication) is not only genetic, but also epigenetic.
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The Ataxia telangiectasia-mutated (ATM) family of proteins plays a central role in recognizing DNA damage and inducing mechanisms of DNA repair, 62 as well as inducing both transient and sustained cell cycle arrest, e.g., through phosphorylation of p53. 42, 43, 66 The p53 family of transcription factors, which includes p63 and p73, is mutated in over 70% of all cancers, and serves as an "effector" of DDR (See Appendix). Cumulative post-translational modifications of p53 -phosphorylation and acetylation at distinct residues -lend specificity to its transcriptional activity, influencing the balance between cell cycle progression, cell cycle arrest, and programmed cell death. A complete modeling treatment of p53 signaling would include the combinatorial complexity of p53's modified states, accounting for the specific residues where post-translational modifications occur. However, it remains unclear how the coordination and combination of such modifications regulates p53's preferential transactivation of the many genes it targets.
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In single cell experiments of DNA damage from ionizing irradiation, pulses of activated p53 and ATM were observed, but with significant cell-to-cell variation. This result has led to speculation that the number of pulses impacts p53's specificity in gene transcription, potentially offering an insight into how the balance between survival and apoptosis is regulated. 67 For example, repeated pulses of p53 activity could result in cumulative post-translational modifications of p53, shifting its transcriptional activity from DNA repair and cell cycle arrest to programmed cell death. The latter involves the activation of caspases, which actively cleave specific targets, including DNA, executing the cell death program. Since p53 transactivates its own inhibitor, Mdm2, a mechanism of delayed negative feedback can explain the down regulation of p53 activity that characterizes each pulse.
Organizing DDR network complexity
We aim to model the DDR within the context of neuronal variability by greatly reducing known signaling network complexity and bringing in population-level constraints. In the most elaborate of our initial models of DDR, we introduce generic factors for DNA repair, DDR effector, cell cycle arrest, and programmed cell death. Given the known complexity of the networks underlying these processes (see Appendix Figs. [6] [7] [8] , it is helpful to view the space of all models as nested with respect to network complexity, or topology. For example, in lieu of a generic DNA repair factor, it may be necessary to distinguish between double-stranded break (DSB) recognition, DNA repair complex recruitment, and subsequent resolution of the damaged DNA. This motivates the need for the computational framework we are building, a framework for evaluating when it suffices, for example, to speak of an overall activity of repair in lieu of including more molecular-level details within a repair module -or within a repair submodule within the DDR module, as in this case. Similarly, a framework is needed to dictate when it is necessary to incorporate improving mathematical models of DNA repair and response, 68 cell cycle control,
69
MAPK signaling, 57 and apoptotic signaling.
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To explore model structures, and their integration as submodules, we require a computational framework linking individual daughter cell fate decisions to population-level data over generations of NPC divisions. Before introducing a simplified family of models for this purpose, we provide further background on links between DNA damage to NPC decision making.
Linking DNA damage to changing modes of NPC division
Cell cycle checkpoints activated in DDR are of particular interest, given the lengthened cell cycle times observed in neurogenic NPC divsions, as compared to proliferative NPC divisions. 71 The cyclin-dependent kinase inhibitor (CDKI) p27, for example, has long been linked to the terminal differentiation of neuronal cells. 72, 73 Also, Tis21, a target of p53 transactivation upregulated in response to DNA damage,
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is a marker for neurogenic NPC divisions. Tis21 mRNA is only detected in neuronproducing NPCs. Immunofluorescence detecting Tis21 activity led to the observation that neurogenic NPC divisions take several hours longer than the proliferative NPC divisions in which Tis21 is not observed. 71 The cell cycle length hypothesis holds that the difference between these two modes of divisions is a direct consequence of increased cell cycle duration, in that it allows enough time for an unidentified neuronal cell fate determinant to operate.
One way this might occur is through epigenetic mechanisms that alter gene expression as a consequence of intrinsic and extrinsic cues. For example, chromatin organization of precursor cell DNA is most susceptible to remodeling during S-phase due to the unpackaging and repackaging of DNA required by the replication process. To this line of thinking, the mere prolongation of S-phase due to activation of cell cycle checkpoints increases the likelihood of stochastic epigenomic changes.
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Further, repair of DNA damage also occurs in the context of chromatin, likewise increasing the likelihood of stochastic epigenetic events influencing the fates of the progeny of a dividing NPC.
As already discussed, asymmetry in inherited proteins (e.g., Notch, numb) and cytoarchitectural features (e.g., apical end feet and cell-cell adhesion properties) correlate with asymmetry in daughter cell fates, but whether they are cause or consequence of cell fate remains unclear. Epigenetic factors within a mother NPC may play a primary role in regulating these daughter cell fate determinants. 74 That is, changes in a daughter cell's gene expression, relative to its mother cell and perhaps sister cell, follow in part from chemical modifications that orchestrate chromatin remodeling during the cell cycle of the mother cell. For example, modifications of histones are mediated by histone deacetylase (HDAC) -which silences transcription by enabling histones to bind to DNA -and by histone acetyl transferase (HAT), which reverses such binding; also, methylation of both DNA and histones alters a cells epigenomic status. The epigenetic impact of cellular stress can be seen through the interaction of HDAC with Rb pocket proteins. 75 As illustrated in the Appendix, Fig. 7 , when pRb is not phosphorylated by either cyclin D/Cdk4 or cyclin E/Cdk2 complexes, it freely associates with and sequesters various E2F proteins, transcription factors for many genes that need to be active for progression through S-phase of the cell cycle. In addition to this suppression of pro-mitotic E2F activity, the pRb/E2F-1 complex associates with HDAC, potentially leading to the silenced mitogenic E2F expression that characterizes cell cycle exit. This implies a link between cellular stress and the transition from proliferative to neurogenic cell fate; that is, the inhibitory effect on cyclin/cdk complexes due to Cip1/Kip1 CDKIs has, as a potential consequence, pRB's association with E2F transcription factors and subsequent cell cycle exit. 
A Family of Stochastic Branching Processes
The above considerations lead us to construct a framework for quantifying different putative relationships between physiological and genetic factors, cell fate decision making, and the generation of neuronal variability. In particular, we aim to determine if simplified single-cell models, focused on the cellular response to endogenous DNA damage, are sufficient to explain data that constrains these relationships.
To this end, we introduce a family of models consisting of two classes of branching processes that (i) track genome rearrangements underlying somatic neuronal genetic variability, (ii) incorporate single cell models to assign NPC daughter cell fates, and (iii) are consistent with observed features of neuronogenesis in the mouse.
Next we outline the modeling choices these two classes share. Each model structure that follows from a specific set of modeling assumptions defines a set of model parameters. Then, each fixed set of model parameters associated with a given model structure yields different time-series data for (i) the distributions of individual NPC lineage histories of DNA damage and (ii) the distributions of daughter cell fate decisions. It is on the basis of this output that we seek to compare different model assumptions within a common framework.
Shared features within the model family
Cell cycle duration
To track DDR within a population of cells over generations, it is necessary to define the length of each cell cycle, ideally in a way that incorporates variability between individual NPCs length. One option is to tie the control of cell cycle progression to DDR signaling. This can be achieved simply by defining a baseline cell cycle duration, after which an NPC "divides" once the amount of any lingering unrepaired DSBs falls below a specified threshold value. This entails tuning the arrival rate of stochastic DNA damage, together with the threshold value, to be consistent with the Takahashi data on cell cycle duration over generations (Fig. 2 ). An alternative option is to assume that neurogenic NPC division length is independent of DNA damage history, and to impose cell cycle division times at random, with a mean duration according to the Takahashi data.
Irrespective of how individual cell cycle durations are determined, assigning cell fates to the daughter cells produced after each NPC cell cycle defines a branching process, within which distributions of stochastic DSB histories change. The two above options lead to differences in the evolving distributions of individual NPC DSB histories, with all other modeling choices being equal. As such, the plausibilities of the respective options can be determined by placing their respective DSB distributions alongside experimental characterizations of the DNA damage that accompanies the generation of neuronal variability.
Stochastic DNA damage
Estimates of physiologically-noisy endogenous DNA damage due to ordinary oxidative metabolism range from 50-500K lesions per day, per cell, mostly consisting of single-strand breaks.
3 Replicative stress, due to inevitable stalling and collapse of replication forks during the synthesis (S) phase of the cell cycle, presents another source of endogenous DNA damage. Below, we combine these sources of noisy DNA damage, viewing both as following from an accelerated metabolism in response to an elevated generic growth factor. During the simulated cell cycle of each NPC, we assume endogenous DSBs arrive stochastically, with the interval between each DSB arrival following a Poisson distribution. We write {t m − t m−1 } ∼ Exp(1/λ) as the interval between the (m − 1)th and the mth DSB, given a generic rate of DSB arrival, λ. Since we wish to treat metabolism and transposable element activity as distinct sources of damage, we define the rate of DSB arrival, λ, using two random variables, λ GF and λ TE respectively. Here, GF refers to a generic level of the various diffusible growth factors discussed in previous sections. Most simply, we define an overall DNA damage rate random variable λ = λ GF + βλ TE , for suitable values of β. As the rate of DSB arrival due to ROS is given by λ GF , a mean value µ(λ GF ) ∼ 0.5 corresponds to a reasonable expectation of 1 DSB every 2 hours, due to ordinary oxidative metabolismthis number is subject to improved NPC-specific estimates, and the experimental capacity to track low levels of DSBs (e.g. 10) in individual cells is improving rapidly.
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Within each lineage, we can increase TE activity in the presence of elevated DNA damage by allowing λ TE in each proliferative daughter cell (i.e., an NPC in the next generation) to be a function of the damage history of its mother NPC. To illustrate such a function, for a given NPC let DSB h denote the total number of DSBs that occurred within the NPC's mother cell. Also, let DSB µ be a suitablydefined mean history of DSBs for that mother cell's generation. Then, defining a sigmoidal function
serves to switch on TE element activity in the daughter cells of NPC that endure above average levels of DSBs. The parameter α determines the sharpness of the switch, β determines the maximum value of λ TE , and DSB µ determines where the switch occurs. Sample distributions for λ, over 11 generations, are shown in Fig. 3 . An alternative assumption is that TE activity in a daughter NPC is triggered independent of the DNA damage history of a mother NPC. To incorporate this assumption into models, we can turn on TE activity at random, essentially implementing a generic and undetermined developmental program for TE activity.
Experiments to distinguish between these different possible factors in TE activity will need to be designed and performed. In each case, single-cell simulations incorporate the above model assumptions and their associated parameters, yielding an ensemble of piece-wise constant DSB profiles; e.g., a given NPC cell cycle has a corresponding DSB profile given by
where T m and t m are the repair time and time of DSB arrival, respectively, for the mth DSB. Subject to improved NPC-specific estimates, we set the mean DSB repair time µ(T m ) = 2. When a daughter cell is assigned to divide again, then DSB h = L is used to form this NPC's DSB arrival rate according to Eq. (5.1). With all other model assumptions equal, two different population-level models, defined by different incorporated single-cell model assumptions, can be compared with respect to future experimental data characterizing DNA damage histories in NPCs (Fig. 4) , and their collective population kinetics.
Incorporating population kinetics
By design, randomly sampling λ GF and λ TE introduces variability, with respect to DSB history, among multiple simulated NPC divisions. This history can be incorporated, to varying degree, within designated protocols for assigning daughter cell Fig. 4 . Distributions of DSB histories in all daughter cells over 11 generations, corresponding to the above λ distributions. Tracking individual DNA damage histories over generations we can introduce and explore various protocols for linking this history to both the generation of NPC variability and NPC modes of division. Colors indicate the number of DSBs incurred in the mother of each daughter cell. In these simulations, P , Q, and D cells were assigned at random, independent of DSB history, according to the data in Fig. 2 . On the right, with TE feedback most active, dark red suggests a dying subpopulation. Imposing DSB history-dependent daughter cell fate alters these distributions, in a manner that might be experimentally observed.
fates. Imposing cell fate decisions based on DNA damage response signaling requires defining suitable probability functions p(x(ξ)), q(x(ξ)), and d(x(ξ))
, where x is a generic single-cell model state (see below) and all parameters used to formulate the single cell model are collected in the vector ξ.
Various options for defining these probabilities are discussed below to distinguish different subclasses of models within each class. Either the Takahashi and Chun data on the fractions of P , Q, and D cells can be imposed or these data can be used as a constraint on selected protocols for assigning these fates to each individual daughter cell. Overall, from founding population of approximately 5.5 × 10 5 , the fractions of P , Q, and D daughter cells at each of 11 generations should lead to between 1.0 × 10 7 and 2.7 × 10 7 differentiated Q cells, the cumulative ventricular zone (VZ) output. 39 These estimates already account for observed death in Q cells after their migration to cortical layers. Once defined, these probabilities generate a branching process over multiple cell cycles, as illustrated in Fig. 2 . Again at this level, as with single-cell models, different ways of defining the probabilities can be compared on the basis of population-level objectives.
Linking damage history to genetic mosaicism
Separate accounting for cells with normal (euploid) and abnormal (aneuploid) chromosomal compositions can be accomplished by introducing a vector index k ∈ Z 3 for single-cell states x k , where the first value indicates the generation of the cell, the second index enumerates the cells within each generation, and the third classifies each cell's karyotype (i.e., each cells chromosomal makeup). After each NPC cycle, we then require probabilities for defining transitions between different phenotypes (e.g., from a mother P cell to a daughter Q or D cell) and between different karyotypes (e.g., an euploid NPC that divides to produce two aneuploid daughters of either P , Q, or D fate). More elaborate accounting of each cell's lineage, phenotype, and genotype can also be conceived as a branching point process, 77 where each point at each generation would correspond to a specific genotype. For example, consider the first class of models discussed below, which follows from only considering x k = (DSB k (t)). Simply allowing k 3 in M := {0, 1}, we can define an irreversible ploidy transition probability from type 0 (normal, euploid NPC) to type 1 (aneuploid daughter NPC) according to the level of unrepaired DSBs at the end of the cell cycle; i.e., at mitosis, when the sister chromosomes are arranged and separated via the mitotic spindle. Thus, transitions from a type 0 NPC to two type 1 daughters can be made dependent on the values DSB k (T cc,k ), allowing for simulations to be coordinated with ongoing characterizations of aneuploid mosaicism. In this manner, we intend to validate choices made in defining euploid-aneuploid transition probailities. Similarly, the cell type space M can be expanded to account for changes in retrotranspon activity, in which case simulated evolving distributions of TE activity will link to improving experimental data on TE activity in NPCs.
While in the context of preventing cancer, the spindle checkpoint protects against the genomic instability that can accompany aneuploidy, it is not clear whether the role of the spindle checkpoint in the context of NPCs operates under the same constraints. Introducing simplified models of the mitotic spindle checkpoint and linking its activity to DNA damage will allow us to include, within objective functions for quantifying robustness, data that characterizes the creation and persistence of aneuploid subpopulations of NPCs. This will enable us to study whether aneuploidy in NPCs is merely the consequence of high levels of DNA damage, or whether the spindle checkpoint is uniquely regulated in the context of NPCs.
Class I models: Simple fate assignment protocols
Given the above shared features, in the first class of models we only track stochastic DSBs within a population of NPCs, over generations. We do not simulate simplified modules of DNA damage response signaling for each NPC within the ensemble population within this class. The model parameters within this class include those used to define (i) the stochastic DSBs within each NPC division (mean and variance for DSB arrival and repair rates), (ii) generational feedback, if incorporated, on transposable element activity, and (iii) daughter cell fate assignment protocols if they depend on mother NPC model states. For each cell fate assignment parameter that is introduced, population-level data provides a means of assessing plausible parameter value windows.
DDR independent cell fates
In this first subclass of models, P , Q, and D cell fates are assigned at random, with distributions following a synthesis of data (Fig. 2) on the fraction of migrating NPC offspring at each generation 35 (Takahashi data) and data on NPC death within the VZ (Chun data). 5,10,39 Models within this subclass allow us to investigate the impact on DSB history of assuming that cell fate decisions are independent of DDR signaling. Figure 4 presents two examples of this protocol, distinguished by the value of β used to define TE activity.
DDR dependent programmed cell death
In the second subclass, we impose a symmetric daughter cell death according to a simple measure of DDR, such as setting a threshold on the DSB history, DSB h , of the dividing NPC. There are two options, since the order in which death is assigned alters the resulting DSB history distribution among surviving cells. Either D cell fate can be assigned first depending on DSB h , followed by assigning P versus Q cell fates at random and independent of DSB h , or Q cell fates can be assigned first, with distributions consistent with Takahashi data, and then D cell fates assigned on the remaining population. The degree of freedom introduced in defining such a DSB threshold for assigning NPC death is constrained partly by the Takahashi and Chun data. Thus, models within this subclass allow us to explore the consistency, with respect to VZ output and population kinetics constraints, of linking DDR to NPC cell death using a simple DSB threshold. Further, the two orders in which daughter cell fate is assigned bias the distribution of DSB history among the Q cells at each generation. This provides a contrast to the above subclass of models, in which cell fate is independent of DDR. Note that in each subclass, DSB distributions of differentiating daughter cells are subject to the specific assumptions made regarding the relationship between GF, TE activity, DSB arrival rate, and mother cell DSB history. Hence, fixing this relationship allows us to compare simulated Q cell DSBhistory distributions, across subclasses.
Finally, it may be reasonable to expect the DSB threshold to increase over generations, perhaps in a lineage-specific manner. For example, a compromised ability to commit programmed cell death might follow from somatic mutations due to elevated DNA damage over generations within a lineage. Compromised cell death pathways might also accompany aneuploidy, 78 and these factors can be included as modeling advances.
DDR dependent differentiation and programmed cell death
For the third subclass, we again impose symmetric daughter cell death according to the DSB history of a mother NPC. To distinguish Q cells from P cells among the surviving daughter cells, we introduce a second threshold value. These models will be distinguished from the above if experimental characterizations of neurogenic versus proliferative divisions confirm that daughter Q cells follow from lineages with above average DSB histories. The Takahashi and Chun data sets on daughter cell fate fractions over generations can be used to constrain the threshold parameters introduced to define cell fate.
Class II models: Embedded intracellular network modeling
In the second class of models, NPC fate decision making is linked explicitly to singlecell DNA damage response signaling and mechanisms of neuronal variability. Given a protocol for defining cell cycle duration, we use dynamical systems with delays for single-cell models of DNA damage and cellular response. These simulations are then embedded within a branching process to compute generations of populations on a developmental time scale (see Fig. 5 ). To place these simplified single-cell models in context, we briefly provide some background on related efforts.
Related single-cell modeling efforts
To translate a qualitative network into a system differential equations, classical chemical kinetics leads to various approximations for biochemical kinetics (i.e., rate laws) with solutions displaying diverse saturation, switching, and oscillatory behavior in certain parameter regimes. 79 This typically follows from mass conservation (i.e. mass action kinetics) and quasi-steady state assumptions on saturation and enzymatic cooperativity (i.e., perturbation theory). Such assumptions reduce the number of equations and associated parameters. As a simple example, consider the single equatioṅ
as defining the dynamics of concentration of some molecular species, x(t), subject to linear degradation with rate parameter β and nonlinear cooperative activation due to the concentration y(t). Note that when y(t) = K, the rate of activation of x(t) is half its maximal value, νx(t). Also, the Hill coefficient, α, controls the sharpness of a switch between saturated activation levels and no activation at all. While these parameters align with physical intuition, their estimation within a cell is rather dubious, given the underlying assumption in mass action kinetics that the molecular species are well-mixed. Intracellular signaling is known to depend on intracellular localization of signaling molecules within sub-cellular compartments.
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Further, macromolecular crowding within a cell and its nucleus strongly influences diffusion, reaction, and transport rates, relative to protein size.
80-83
Discrete or continuous stochastic methods simulate more accurately the reaction kinetics of the usually small numbers of proteins, such as in the inherently-noisy expression of genes-much literature is devoted to this topic. [84] [85] [86] [87] [88] [89] [90] [91] Methods range from discrete Kolmogorov forward equations, to Langevin equations, to the the Gillespie method, to stochastic advection-diffusion systems. 12,92 Stochastic singlecell modeling is computationally costly, requiring multiple simulations for the generation of expected trajectories (ensembles) given approximation to a single source of noise, holding all other potential sources fixed. As a shortcut, it is reasonable to explore computing these ensembles in the process of generating cell populations by incorporating variation in certain biological factors. Physiological variation between cells has been demonstrated to play a significant role in many cellular systems, implying that modeling at a single cell level can be misleading. 12, 67, 93 For example, analysis of the abundance of active p53 within an irradiated population of cells indicated damped oscillations in p53 activity. Soon after this discovery a number of mathematical formulations of small qualitative networks of DNA damage, p53, Mdm2, and repair were proposed, together with parameter values for their interactions and respective degradations that simulate damped oscillations. Later single-cell studies revealed, however, that the damping was actually an artifact of averaging over the population of cells -i.e., while the average cell displays damped oscillations, no individual cells do. 94, 67 Similar single-cell studies of NPCs, in which the incidence and repair of each DSB can be tracked within each cell, promise to provide improved data for validating the models presented here.
A selected DDR module for single-cell simulations
Finally, a selected example of a simplified DNA damage response module is depicted in Fig. 5 , itself composed of distinct submodules. The abstract growth factor node, or submodule, accounts for the dichotomy of increased cellular metabolism: increased DNA damage accompanied by increased capacity to cope with this damage. Following the qualitative network pictured, incurred DSBs lead to up-regulation of an DDR "effector" node, the normalized activity of which we denote E(t). This central node is an abstraction of the network signaling attributed to DNA response proteins such as p53, ATM, DNAPK, Chk1, and Chk2 (see Appendix). We link E(t) to generic activity levels for repair, cell cycle arrest, and programmed cell death, which we denote R(t), A(t), and D(t), respectively.
These links incorporate certain features of the system, such as time delays to account for DSB repair rates and for rates of transcription and protein synthesis. For both types of delays, we use τ ∼ 2-3 hours. The rate of DSB arrival due to ROS depends on the random variable λ GF , which is given a mean rate of µ DSB (λ GF = 0.5) ∼ two DSBs/hour, subject to improved NPC-specific estimates. The contribution from transposible element activity then follows according to Eq. (5.1). To define a corresponding rate of DSB repair, we set the mth DSB repair time as T m ∼ 1 + 2(1 − R(t))N (0.5, 0.01) hours, where N (0.5, 0.01) is a normally distributed random variable with mean 0.5 and variance 0.01 Fig. 5 . A schematic diagram for a stochastic branching process with cell proliferatiion (P ), cell differentiation (Q), and cell death (D). In class II models, for each proliferating cell we define simplified models of DNA damage response signaling, such as the qualitative network depicted. We then track DNA damage and DNA repair throughout each cell cycle, and assign daughter cell fates at division based on selected assumptions about the influence of DNA damage response on these decisions.
With these assumptions, a stochastic piecewise constant DSB profile for each NPC division takes the form
where we have dropped the vector index k. To formulate the qualitative network depicted in Fig. 5 , we then have each realization of DSB(t) drive a system such as the following:
While the nonlinear rate functions that appear in the above system are inspired by Michaelis-Menten kinetics, there is no underlying asymptotic analysis to justify this approach. This is because the networks we consider are biologically abstract, with respect to the actual molecular-level mechanisms. However, the qualitative kinetic parameters ν j , K j and α j are useful in that they correspond, respectively, to a hypothetical maximal kinetic rate for the ith interaction at saturation, the level where this interaction is half its maximal rate, and the steepness with which low activation rates switch to the maximal activation rates during saturation. The true maximal rate is altered by bounding state space, due to factors of the form R max − R(t) that appear in the system of equations; that is, subject to initial conditions, the states of the above system satisfy
= (DSB(t), E(t), R(t), A(t), D(t))
T
where
and where T cc,k is the cell cycle duration for NPC k. We bound state spaces in this way for convenience, but the underlying assumption is reasonable both physically and biochemically. Additional assumptions lead to the equation for D(t), in which we employ an indicator function, I B , that equals 1 when B holds and 0 otherwise. We use
to define a simple measure of effector node history, so that the indicator function in the last equation links this history to an apoptosis switch, given some function η(GF ). Thus, in addition to GF 's role as a DNA damage factor and a mitotic factor driving NPC proliferation, GF here plays the role of a generic survival factor. Moreover, with the (1 + λ GF ) terms, GF also appears as a cellular maintenance factor. By introducing a suitable weighting function within the integral to define γ(t) we can account for sensitivity to DNA damage with resepect to cell cycle phase. This will be important in linking DNA damage within a NPC to the origin of each aneuploid lineage.
Variations within class II
The above highly simplified system is an abstraction of the p53 signaling network as it impacts DNA damage repair, both transient and sustained cell cycle arrest, and the initiation of programmed cell death. More detailed network models of the p53 signaling have been proposed in the literature, 69 but their focus is on the nature of the pulses of p53 activity observed in single cell experiments, behavior that may be due to the auto-regulatory negative feedback on p53 through the upregulation of one of its inhibitors, Mdm2. 42 Recently, pulsed activity of ATM has also been observed, and mathematical models of DDR have been tuned to match these observations.
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In a departure from these approaches, we have simplified DNA damage response pathways as much as possible to focus on links to the cell fate decision making that defines NPC population kinetics. Class II models allow us to explore alternative forms of effector node history [i.e., weighting functions in Eq. (5.6)] designed to mimic the cumulative post-translational modification of p53 believed to dictate the genes it targets for transcriptional activation. That is, p53 is a transcription factor for cell cycle checkpoint proteins and terminal cell cycle arrest (p21, p27 in Appendix) as well as the initiation of programmed cell death (pro-apoptotic Bcl-2 proteins, such as Bax and Bad in Appendix). The precise molecular biology of this preferential transcriptional activity is unknown, but a common hypothesis is that sustained levels of DNA damage lead to multiple p53 phosphorylations by ATM which alter p53's affinity for its various DNA binding sites. 95, 62, 42, 67 Consistent with this notion, the apoptosis switch involving Eq. (5.6) presents a way to assign, probabilistically, the fate of cell death to a daughter of an NPC with excessive DNA damage. Furthermore, we can define differentiation as dependent on relatively elevated cell cycle arrest due to intermediate levels of DNA damage (i.e., elevated activity of cyclin dependent kinase inhibitors, such as P21). Different ways of defining effector node history clearly impact the assignment of this fate, relative to assigning continued proliferation or cell death.
A robustness ⇐ plausibility framework for model validation
Having introduced the above family of models, we are now beginning specific studies to quantify the relative robustness of selected sets of the model assumptions, according to their corresponding model structures. To begin to discern whether a selection process based on DNA damage experience is operating to diversify neuronal populations, two versions of the above can be distinguished. If there is no such somatic selection, then data on the fractions of cells dying, dividing, and differentiating can be used to assign daughter cell fates at random, without regard to their DNA damage histories. In this scenario, DSBs can be tracked without simulating effector and other downstream nodes, so computation cost is minimal. Alternatively, the network model can be turned on and data on P , Q, and D fractions at each cell cycle can be used to validate both the cell fate assignment criteria and the model of DNA damage response. Then, in each case, simulated profiles of DNA damage histories within the P and Q subpopulations over generations can be compared to improving and on-going experimental characterization of genetic diversity. Data sets will be expanded through various genetic perturbations, such as knocking out executioner caspases that enact programmed cell death, or selected DNA repair enzymes.
For example, by tracking levels of DSBs at the ends of cell cycle, i.e., at division, subpopulations of aneuploid NPCs can be defined according to a threshold level of damage at division. If the experimentally determined profiles of the P and Q subpopulations do not match those of the randomly selected simulations, then this would suggest that DNA damage does indeed play a role. More extensive timeseries data on aneuploidy, transposable element activity, DNA damage history, and the timing and distribution of cell fate decisions will provide a portfolio of objective functions akin to the striped gene expression patterns attributed to the segment polarity network. 96 Then, against an objective functional composed of these attributes, the relative robustness of the selected network model in Fig. 5 can be assessed by repeatedly conducting simulations of generations of NPC populations to explore the parameter spaces associated with each formulation, mapping out the volume of parameter space that yields consistency with experimental data.
20,96,22
Subsequent refinements of these models will be compared and contrasted within this overarching computational framework for conducting model validation, viewing robustness as a prerequisite for plausibility.
Concluding Remarks
In summary, we have outlined a generic approach to model developmental processes in terms of the cell population dynamics that result from an interplay of intrinsic and extrinsic cellular factors. In particular, we have focused on the interplay between DNA damage response and extracellular microenvironment during NPC decision making, in the context of several mechanisms of neuronal variablity.
We presented a family of models that differ in both operating assumptions and the biological complexity incorporated, and we outlined how we expect to validate these models through appeals to biological robustness. Finally, below, we discuss future model validation and several mathematical and computational challenges it presents.
In parallel with experimental research, mathematical modeling offers a quantitative framework for formulating and testing simplified hypotheses by integrating putative mechanistic details at all levels, from the top down. Modeling presupposes that biology can be decomposed at a given level of organization into effectively distinct phenomena, and furthermore that the mechanisms responsible for a phenomenon of interest can be localized, as in the notion of modules.
100 This amounts to an artificial closure of an open biological system at distinct levels of its organization. 101 In our study of NPC decision making, we follow the six tenets listed in the introduction to define such a closure, treating the cellular response to DNA damage as one principle component, or loci of control, in the generation of neuronal diversity during neuronogenesis. This follows from decomposing brain development at the tissue level by focusing on the phenomena of neuronogenesis and neuronal variability. Subsequently, cellular response to DNA damage is decomposed into an abstraction of the known molecular components to identify lower-level loci of control. As modeling progresses, and experimental data improves, biological robustness will also be relied on to assess necessary simplifying assumptions about the underlying biological complexity. In the future, nests of progressively refined models will be constructed and assessed within a common robustness ⇐ plausibility validation framework. Future studies along these lines will rely on both improved experimental understanding and advancements in the sparse sampling of high-dimensional parameter spaces. The latter is needed to overcome the curse of dimensionality that hinders efforts to quantify uncertainty in stochastic differential equations. 102 The problem of sampling high-dimensions is related to the need for efficient, highdimensional numerical integration over probability spaces. 103, 104 Each dimension corresponds to an uncertain parameter, treated as a random variable. Then, computing expectations, for example, to quantify how uncertainty propagates through a system of equations, requires high-dimensional integraton. Common approaches to this problem are the quasi-Monte Carlo methods, Latin hyper-cube sampling, and lattice-based methods (e.g., using centroidal voronoi generators). Each of these different approaches to sampling are problem independent, and it is likely that significant improvements can be achieved by catering to the specific ways in which uncertainty arises. This is the case with sparse grid (e.g., Smolyak) collocation methods used to compute statistical quantities over tensor-product Fig. 7 . Cell cycle control in response to ordinary physiological stress. The molecular basis of cell cycle control is highly conserved from yeast to humans. 107 ,69 Progression through cell cycle phases depends on the formation and degradation of specific cyclins, in complex with specific cyclin dependent kinases (CDKs). Cell cycle checkpoints, in response to stress, initiate cell cycle arrest through CDK inhibitor (CDKI) activity in a manner dependent on cell cycle phase. At some point during G 1 , if the competency to perform the cell cycle is established given the availability of nutrients and growth factors, a cell enters S phase and begins DNA replication regardless of any subsequent removal of these mitogenic factors; this has been termed the restriction point (R). 108 Cyclin D mediates passage through R as follows: it is rapidly degraded by glycogen synthase kinase 3β (GSK-3β) in the event of growth factor withdrawal, but in the presence of growth factor, GSK-3β is phosphorylated and inactivated by Akt, thereby stabilizing Cyclin D and allowing increased levels of Cyclin D/Cdk 4,6 complexes. 109 These complexes, along with Cyclin E/Cdk 2, hyperphosphorylate Retinoblastoma protein family members (Rb, p130, p107), dissociating them from various E2F family members, which are then free to activate transcription of the genes encoding Cyclins E and A, creating a positive feedback loop. 110 probability spaces, 102 following generalized Polynomial Chaos (gPC) expansions for the solutions to stochastic differential equations.
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An immediate challenge presented by the above selection of models is the need to adapt methods of uncertainty quantification to the context of stochastic branching point processes, where again the distinction between "points" is derived from genome rearrangement events and transitions between cell type. Furthermore, brute force uncertainty quantification might be refined by innovative reducedorder modeling, a standard practice in the control of PDEs with uncertain coefficient functions. 106 Designing an analogous approach to reduce biochemical network Fig. 8 . Cell cycle arrest in response to DNA damage. Potentially fatal intrinsic and extrinsic cellular stresses initially activate the CDKIs appearing in Fig. 7 . This network can be used to join Figs. 6 and 7. Throughout S-phase, the fidelity of replication is continuously monitored by the same proteins involved in the repair of DNA damage. If activated by sensors of damage during G 1 and S, ATM promotes immediate arrest by phosphorylating Chk2, which transiently degrades Cdc25a and thereby prevents formation of Cyclin E/Cdk2 and Cyclin A/Cdk2 complexes 111 (Fig. 7) . Sustained arrest may follow from p53 transactivation of p21 Cip1 , which can eventually disrupt formation of Cyclin E/Cdk2, Cyclin A/Cdk2, and cyclin B/Cdk1 complexes. 62 ,112 ,113 A similar pathway, from Atr to Chk1 to Cdc25c, inhibits the activity of Cdk1 necessary for G 2 /M transition, 64 potentially followed by sustained arrest through p53 upregulation of 14-3-3σ. Distinct from the DNA damage checkpoints, the mitotic spindle checkpoint (not pictured) ensures that all copies of sister chromatids in a dividing NPC are arranged at the mitotic spindle appropriately so that, at division, the daughter cells will each receive the same number of chromosomes as the mother NPC. 114 In the event that the mitotic spindle fails, cell death of the dividing mother cell typically ensues (i.e., mitotic catastrophe), preventing cell lines with lost and/or gained chromosomes; i.e., aneuploidy.
model structure, as opposed to spatial structure, presents significant future challenges for the geometric analysis of conjugacy between dynamical systems derived from progressively simplified networks.
