Topology-based Clusterwise Regression for User Segmentation and Demand
  Forecasting by Rivera-Castro, Rodrigo et al.
Topology-based Clusterwise Regression for User Segmentation and Demand
Forecasting
Rodrigo Rivera-Castro ∗, Aleksandr Pletnev ∗, Polina Pilyugina ∗,
Grecia Diaz ∗, Ivan Nazarov ∗, Wanyi Zhu †, Evgeny Burnaev ∗
∗Skolkovo Institute of Science and Technology, †Alibaba Cloud Intelligence Business Group
Email: rodrigo.riveracastro@skoltech.ru
Abstract—Topological Data Analysis (TDA) is a recent ap-
proach to analyze data sets from the perspective of their
topological structure. Its use for time series data has been
limited. In this work, a system developed for a leading provider
of cloud computing combining both user segmentation and
demand forecasting is presented. It consists of a TDA-based
clustering method for time series inspired by a popular man-
agerial framework for customer segmentation and extended to
the case of clusterwise regression using matrix factorization
methods to forecast demand. Increasing customer loyalty and
producing accurate forecasts remain active topics of discussion
both for researchers and managers. Using a public and a
novel proprietary data set of commercial data, this research
shows that the proposed system enables analysts to both cluster
their user base and plan demand at a granular level with
significantly higher accuracy than a state of the art baseline.
This work thus seeks to introduce TDA-based clustering of
time series and clusterwise regression with matrix factorization
methods as viable tools for the practitioner.
1. Originality and Value
This research presents a machine learning based system
developed for a leading provider of cloud computing capable
of clustering its customer base into meaningful segments
and forecasting demand at a user level. Validated with real
data, the approach has yet to be deployed in production.
The contributions cover the areas of customer relationship
management (CRM) and demand forecasting. The proposed
system is ideal for individuals and organizations with domain
knowledge but limited understanding of machine learning
methods. The contributions are the following:
1) An industry case of customer base analysis and
demand prediction for a major provider of cloud
computing.
2) An application of time series clustering using Topo-
logical Data Analysis for commercial data.
3) A presentation of two novel cluster ensemble meth-
ods.
4) A novel clusterwise regression method using matrix
factorization techniques.
5) For reproducibility purposes, an implementation and
data set available for download 1.
2. Problem Statement
One of the world’s largest cloud computing providers
requires a better understanding of its customer base to be able
to offer tailored promotions and to assess better the expected
future demand for its services. The individual customer
demand amounts to millions of time series data to predict.
Given the novelty of the cloud computing offerings and
the flexibility it offers to customers, historic data is limited,
seasonality hard to detect and historic records often non-
representative. In summary, the data available at a customer
level is limited and hard to work with. As a consequence,
traditional forecasting techniques are largely ineffective.
Further, popular heuristics for customer segmentation such
as the Recency, Frequency, Monetary framework can be
misleading with two customers sharing the same score while
being very different, as seen in Figure 1.
Figure 1. Two customers can share the same Recency, Frequency and
Monetary scores. Yet, customer A is likely more alive than B
3. Introduction
Developing systematic customer insights from customer
loyalty data requires a system that can be easily adopted
by business analysts in the marketing and demand plan-
ning functions of a company. The aim of this work is to
present a new time series clustering model combining well-
understood managerial heuristics together with predictive
methods from the time series clustering and topological data
analysis literature such as clusterwise regression. Rather than
1. https://github.com/rodrigorivera/dsaa19
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relying purely on traditional heuristics such as the Recency,
Frequency, Monetary (RFM) framework to understand the
customer base, this work proposes a machine learning
pipeline consisting of multiple stages depicted in Figure 2.
The viability of this system is validated with customer data
gathered from two relevant data sets, one proprietary and
another public. Similarly, this proposal is not only useful
to assist in the managerial decision-making but also to help
improve prediction accuracy at a user level.
This work seeks as a first step to introduce Customer
Loyalty, the Recency Frequency Monetary, Time Series
Clustering and Topological Data Analysis in the Literature
Review. It proceeds to present the various elements of the pro-
posed system such as forecasting using Matrix Factorization,
clusterwise regression, clustering ensemble and topological
RFM. It then presents two relevant data sets, one commonly
used in the CRM literature and another novel one from
the cloud computing sector. In section 11, a baseline and
the methodology for evaluation is introduced. This research
concludes with a Discussion and Advice for the Practitioner
sections respectively.
4. Research Abstract and Goals
4.1. Aims and Backgrounds
The objective of this research is to present a system
combining customer segmentation inspired by an established
managerial framework together with a predictive method
that can be accessible to non-technical business experts.
CRM models emphasizing timing patters to predict future
purchase activities have been proposed previously by [2]
and [3] and serve as an inspiration for this work. The use
of novel machine learning methods is a promising area with
little academic research and insufficient efforts to expose
practitioners to them according to [4] and [5]. In addition,
over 40% of analysts still use primarily traditional forecasting
methods, [6].
4.2. Significance
There are significant incentives to develop methods
that can be easily adopted by quantitative marketeers. In
forecasting, for discrepancies as low as 2%, it is worth
improving the accuracy of a forecast, [7]. Yet, companies
struggle hiring the adequate personnel to address these tasks.
For example, a survey by [8] reported that over 70% of
surveyed businesses in Europe struggled hiring data science
personnel and over 60% are resorting to internal training to
upgrade the skills of existing business analysts. Similarly,
by 2020, Vietnam is expected to face a shortage of over 500
000 employees with data science and analytics skills and
over 80% of the local workforce do not have the necessary
skill set to fill this gap, [9]. This work seeks to alleviate this
situation by presenting a system based on state-of-the-art
methods that is both accurate as well as easy to communicate
to decision-makers.
4.3. Research Questions & Objectives
The research goal of this work is to propose an approach
combining user segmentation and demand forecasting that
can be adopted by business practitioners. For this purpose,
the study poses the questions: 1) Although RFM-inspired
models are attractive due to their increased accuracy, how
can they be extended to also offer forecasting at a granular
level? 2) How can methods based on clustering be integrated
to combine both segmentation and prediction? To achieve
the research goal, two objectives have been assigned: a) To
review the existing theory on enriching RFM to measure
customer loyalty more accurately; b) To make a performance
comparison between a state of the art baseline and the
proposed system. The object of research is the balance
between accessibility and precision of methods for customer
segmentation and demand prediction using time series clus-
tering topological data analysis and clusterwise regression
within the industry. The subject of the research is customer
segmentation combined with prediction of customer’s next
action.
5. Literature Review
5.1. Customer Loyalty
The literature covering Customer Loyalty is vast and
a thorough review is out of the scope of this work. This
study narrows it down by focusing on the combination of
existing frameworks for customer classification extended
with machine learning methods. Examples of this are the
combination of the Recency Frequency Monetary framework
with other techniques and extending its scope can be seen on
the recent work of [10]. They combined the Net Promoter
Score, a survey-based metric commonly used to predict
customer satisfaction and repurchase intention, together
with RFM; thus, giving additional meaning to NPS by
adding a quantitative factor based on purchase history. This
study follows the argument made by [11] that the use of
big data techniques must be used to update the customer
loyalty measurement in organizations. Firms benefit from
the use of sophisticated and advanced approaches. They
help uncover patterns in customer data, which can be linked
to business results, [12]. [10] advocate for the use of data
mining approaches to evaluate customer loyalty instead of
relying solely on survey-based measurement and statistical
techniques. An example of the use of data mining techniques
to assess customer loyalty is the work of [13], where they
combined RFM and K-Means, a clustering algorithm, to
measure the degree of customer loyalty to maximize the
profits of B2B businesses. The results showed a significant
improvement in the accuracy of the measurement of customer
loyalty. Another example of measuring customer loyalty with
big data is [14], where they combined user-generated content
from online chats. Machine learning based techniques have
also found their way in the development of predictors of
customer loyalty. An example of this is [15] for the retail
banking sector. Predictors related to demographic factors and
Figure 2. Proposed machine learning pipeline combining the Topological RFM framework, [1], clustering ensemble and clusterwise regression with matrix
factorization methods
customer’s perceptions of market conditions were proposed.
Other entries in the literature such as [16] and [17] sought
to identify customer churn and compared multiple machine
learning classifiers such as Support Vector Machine, logistic
regression, boosting, the Pareto/NBD model, a probabilistic
model, and the Recency Frequency Monetary model. They
concluded that for small data sets, Pareto/NBD offers the
best results. Yet, for companies with large customer bases,
boosting techniques are a better option. Boosting methods
for customer behavior are also discussed by [18] for non-
contractual settings, where they developed customer relevant
features and evaluated them using three regressors: Lasso,
extreme learning machine and gradient tree boosting.
5.2. Recency Frequency Monetary
Recency Frequency Monetary (RFM) is a managerial
metric originated in database marketing, a form of direct
marketing. In its original form, it seeks to increase response
rates by classifying customers into five equal groups based
on aspects of their past behavior. As a result, a three-digit
number is obtained. The lower the number, the higher the
probability of customer churn, [19]. [20] adopted RFM for
direct database marketing purposes. Since then, RFM has
been found to be an important predictor of future customer
life value (CLV) and customer behavior and churn, [17],
[21]. [22] observed that recency has the highest predictive
influence. It has therefore been widely used as a measure of
behavioral loyalty since its inception. The model transforms
customer transactional data into profitability scores; thus,
facilitating the categorization of customers based on their
purchasing behavior. To perform an RFM analysis, customers’
purchasing patterns must be observed over a predefined
period. In its original form, customers are first sorted based
on their recency values and then the customer base is divided
into five groups. Each customer then receives a rank. The
lowest recency value corresponds to a score of 5, whereas
the highest obtains a score of 1. Similarly, this procedure
is carried out for both frequency and monetary. Thus, each
customer obtain a three-digit score corresponding to the
combination of each RFM variable rank.
5.3. Time Series Clustering
Clustering time-series data is a technique used in many
areas to discover patterns. Broadly, clustering represents
partition n observations into k clusters, where a cluster is
characterized with the notions of homogeneity, the similarity
of observations within a cluster, and separation, which is the
dissimilarity of observations from different clusters. Formally,
this is defined as a set of n observations X = {~x1, . . . , ~xn},
where ~xi ∈ Rm, and the number of clusters k < n, the
objective is to partition X into k pairwise-disjoint clusters
P = {p1, . . . , pk}, such that the within-cluster sum of
squared distances is minimized:
P ∗ = arg min
P
k∑
j=1
∑
~xi∈pj
dist(~xi,~cj)
2,
where ~cj is the centroid of partition pj ∈ P . However, in
the Euclidean space this is an NP-hard optimization problem
for k ≥ 2, even for number of dimensions m = 2. For this
reason, heuristic methods to find the local optimum such
as K-means have been proposed. The K-means clustering
model is a popular data-mining technique used to segment
data points into groups, each containing data points similar
to one another and dissimilar to data points in other groups,
[23]. Similar to the original definition, it uses an iterative
algorithm that continuously readjusts until the best possible
segmentation is achieved. In each iteration of the algorithm,
each record is assigned to the cluster whose center is
closest. In the context of time series, [24] argues that their
unique characteristics make them unsuitable to conventional
clustering algorithms. In particular, the high dimensionality,
very high feature correlation, and typically large amount of
noise have been viewed detrimental to their performance.
Thus, research has focused on either (a) representing time
series in a lower dimension compatible with conventional
clustering algorithms or (b) use distance measures based on
raw time-series or its representations. The common thread in
both approaches is clustering of the transferred, extracted or
raw time-series using conventional clustering algorithms such
as k-means. However, [25] identify three main drawbacks:
(i) they cannot easily scale to large volumes of data, (ii) they
are domain-specific or only work for specific data sets, and
(iii) they are sensitive to outliers and noise.
5.4. Topological Data Analysis
Topological Data Analysis (TDA) is a recent field that
emerged from a combination of various statistical, computa-
tional, and topological methods during the first decade of the
century. It allows to find shape-like structures in the data and
has proven to be a powerful exploratory approach for noisy
and multi-dimensional data sets. For a detailed introduction,
the reader is invited to consult [26]. [27] highlights that
TDA is usually concerned with analyzing complex data
with a complicated geometric or topological structure. It
is possible to represent this structure with a family of
topological spaces, a filtration, defined as {Ka}a∈A⊂R if
Ka ⊂ Kb whenever a ≤ b. The inclusion of Ka ⊂ Kb
induces a homomorphism between the homology groups
Hk(Ka) and Hk(Kb). The persistent homology is an image
of Hk(Ka) in Hk(Kb), it encodes the k-cycles in Ka that
are independent with respect to boundaries in Kb. Thus,
Hk(a, b) :=
Zk(Ka)
(Bk(Kb)∩Zk(Ka)) with Zk as the cycle group
and Bk as the boundary group, both subgroups of the
k-th chain group Ck of K, a free Abelian group on its
set of oriented k-simplices. The popular representations of
persistent homology information are the barcode and the
persistence diagram. A barcode is a collection of intervals
[birth,death) each representing the birth, and death, values
of a persistent homology class. This collection of intervals
satisfies the condition that for every a ≤ b, the number of
intervals containing [a, b) is dim(Hk(a, b)). A persistence
diagram is the multi-set of points in the plane where each bar
in the barcode is sent to the point with first coordinate, its
birth time, and its second coordinate, its death time. After a
filtration of topological spaces is built from the observations,
a persistent homology is applied, a commonly used summary
statistic. This filtration can be summarized in terms of the
evolution of the homology. Thus, a summary from a single
complex object is created. This object can be a point cloud,
a graph, a time series, etc. A wide array of topological
summaries can be computed directly from a persistence
diagram or barcode. Each of these is a different expression
of the persistent homology in the form of a topological
summary statistic.
6. Clustering Ensemble
The main objective of a clustering ensemble is to combine
different base clusterings from a data set into a one that
improves robustness and quality of clustering results, [28].
The intuition behind a cluster ensemble is depicted in
Figure 3. Formally, it can be described as having a data set
X = {x1, ..., xN} which one wants to cluster into k clusters.
Then, Π = {pi1, ..., piM}, is a set of M base clusterings that
will be part of the Ensemble, where each pig represents a base
clustering of X that returns kg clusters, pig = {Cg1 , ..., Cgkg}
(kg is the number of clusters in the g-th base clustering). For
each xi ∈ X , Cg(xi) denotes the cluster label in the gth
base clustering to which data point xi belongs. The main
objective of this algorithm is to find a new final partition
pi∗ = {C∗1 , . . . , C∗k}, where k denotes the number of clusters
in the final clustering result, of a data set X that summarizes
the information from the cluster ensemble Π.
Figure 3. Process of Cluster ensemble, generate M base clusterings, then
combine these solutions using the Consensus Function to get the final
clusters of the data pi∗
6.1. Voting Ensemble based on Multivariate Gaus-
sian Mixture Models
This work proposes two novel methods for clustering en-
semble. The first one is done through a voting ensemble based
on Multivariate Gaussian Mixture Models. This technique
has been named GMM Voting. It seeks to find the partition
pi∗ by first finding the frequency in which a point is assigned
to a cluster across all base clusterings and then by applying
a Gaussian Mixture Model to find the final partition. The
proposed clustering ensemble differs from earlier approaches.
It can not be classified under the so-called voting methods,
a category of techniques, where one firstly solves the label
correspondence problem so that the labels are consistent
through the base clusterings, then applies plurality voting
system where each of the base clustering votes for a data
point to be assigned to a specific cluster, thus the data point is
assigned to the cluster where it was assigned for most of the
base clustering. The method cannot also be considered part
of the family of Mixture Models (MM) techniques, where
they intend to solve the problem by finding the probability
of assigning labels to the objects in the partitions using finite
MM. The proposed approach uses the Relabeling-Voting
Matrix solely as a representation of each data point and then
applies a Gaussian Mixture Model (GMM); in contrast to the
voting approach proposed in [29]. After having calculated
the Relabeling-Voting Matrix, they assign each data point
to the cluster with the highest votes. Compared to other
MM approaches, GMM Voting, differs in that other MM
approaches use directly the labels from the base clustering
as features for the MM without a previous processing. For
example, [30] uses the label vectors representing data points
and then uses a MM to fit non-Gaussian distributions to
the data. [31] generates base clusterings with a GMM first
and then applies the Bhattacharyya distance function to
calculate the distance between two components and create
the representative matrix. Lastly, an ensemble graph is built.
In [32], they make use of the GMM technique to calculate the
probability of assigning a data point to a candidate cluster for
each clustering method. After that, they use DempsterShafer
theory, [33], to decide the final result based on the sum of
confidences from different clustering methods.
6.1.1. Relabeling-Voting. The first step in the ensemble
algorithm is to calculate the Relabel-Voting matrix. This
matrix gives information about how frequently a point in
the data is assigned to each cluster. In this step, the voting
matrix is calculated following the method proposed by [29].
First, it is necessary to have consistency in the labels of each
clustering. Thus, the label C11 from clustering pi1 should
mean the same as C21 from pi2. In order to achieve the
most consistent labeling of clusters in every clustering, it
is required to solve a correspondence problem equivalent
to the maximum weight bipartite matching problem. It is
necessary to select a clustering as the reference clustering
pir from the M partitions in an ensemble Π , i.e., pir ∈ Π.
Once the reference clustering is defined, one can create a
contingency matrix Ω ∈ Rk×k containing a number of cluster
label co-occurrences counted for pir and other clusterings
pig from the ensemble, where k is the number of clusters in
each partition. Each entry Ω(l, l′) denotes the co-occurrence
statistics between labels l ∈ pir and l′ ∈ pig, is defined by
Ω(l, l′) =
∑
∀xi∈X w(xi) where w(xi) = 1, if C
r(xi) = l
and Cg(xi) = l′, otherwise w(xi) = 0. Further, Θ(l, l′)
must be defined. Θ ∈ Rk×k is another matrix representing
correspondences among labels of partitions pir and pig. An
entry Θ(l, l′) = 1, if label l ∈ pir corresponds to label
l′ ∈ pig , 0 otherwise. Having obtained Ω and Θ , the label
correspondence is solved by maximizing their sum of sums∑k
l=1
∑k
l′=1 Ω(l, l
′)Θ(l, l′). The solution can be found using
the Hungarian algorithm, [34], Then, each of the M − 1
remaining partitions is re-labeled with respect to the chosen
pir, by following the previously mentioned steps. Hence, a
globally consistent label set is employed to all partitions.
With this, a plurality voting can be employed to estimate the
Relabel-Voting Matrix RV ∈ NN×k.
6.1.2. Multivariate Gaussian Mixture Model. During the
second step, the algorithm finds the probability of each data
point xi ∈ X to be in a cluster C∗i from pi∗. It takes as a rep-
resentation of each data point xi the vectors from the Relabel-
Voting Matrix RVxi with RVxi = [RV
1(xi), . . . , RV
k(xi)],
where RV k(xi) is the number of votes for the xi point
in the k-th cluster. This can be described as a mixture
of kmax multivariate Gaussians densities where kmax is
an input parameter indicating the maximum number of
Gaussian distributions that the mixture model will ad-
just. It is required to find p(C∗k |RVxi , φˆ, µˆ, Σˆ), where µˆ
is the component means, Σˆ the co-variances and φˆ are
the mixture component weights with the constraint that∑kmax
i=1 φi = 1 the total probability distribution normalizes to
1. Thus, p(k) =
∑kmax
i=1 φiN(x|µi,Σi) and N(x|µi,Σi) =
1√
(2pi)k|Σi|
exp
{− 12 (x− µ1)TΣ−1i (x− µi)}. The GMM
is formulated as a maximum likelihood estimation problem,
which aims to find the best fitting mixture density for
the given data. An Expectation-Maximization algorithm
is applied to maximize the likelihood function. Finally,
the final parameter for finding the conditional probability
p(C∗k |RVxi , φˆ, µˆ, Σˆ) of each point in the data is used and the
label corresponding to the C∗k with the highest probability
is assigned. An example of this can be observed in Table 2.
6.2. Multivariate Gaussian Mixture Model based
Pairwise-Similarity
In addition to the clustering ensemble previously pre-
sented, this work introduces a second method called
GMM Pair. The difference with regards to the method
presented previously is that it calculates the frequency in
which two data points are assigned to the same cluster across
all base clusterings and then applies a GMM to find the final
partition. Therefore, on a first step, the Pair-wise similarity
matrix is computed as CO(xi, xj) =
∑M
g=1 Sg(xi, xj)
where, Sg(xi, xj) = 1 if Cg(xi) = Cg(xj) and 0 otherwise.
The second step computes a GMM.
7. Clusterwise Regression
According to [35], in clusterwise regression, given a data
set X ∈ Rn×d, Y ∈ Rn with n points and d features, one
tries to find a partition of the data into k disjoint clusters
that minimizes the sum of squared errors of linear regression
models inside each cluster. Thus,
minimize
Ci,wi,bi
k∑
i=1
∑
j∈Ci
(yj − xTj wi − bi)2
s.t. ∪ki=1 Ci = 1, . . . , n, Ci ∩ Cj = ∅ for i 6= j .
Clusterwise regression has known limitations such as being
a NP-hard problem and computationally slow. To overcome
this problematic, this research is inspired by the approach
proposed by [35] and adapts it for time series data. The
clusterwise regression is done with fixed labels and it
alternates between two steps: regression and labeling. During
the regression step, an individual model is fit into each cluster.
On the labeling step, each observation with a training error
exceeding the average of its respective cluster is re-assigned
to the cluster with the best result. This is done iteratively
until no further improvement can be achieved. As a next step,
to predict test labels, a classifier is trained on the objects xi
and the corresponding clusterwise labels. Thus, unlabeled
observations are assigned to the pre-existing clusters and
clusterwise regression can be then done on the enlarged
clusters.
8. Matrix Factorization
Another contribution of this work is the presentation of an
approach based on matrix factorization methods (MF). They
are used in a variety of applications such as recommender
systems, demand forecasting, [5], signal processing, [36],
computer vision, [37], and others.
Let Y be T × n sparse or dense matrix of observations
of n objects spanning the period of T time steps, i.e. each
column i = 1, . . . , n of Y is a times series y(i) = (Yti)Tt=1
related to the i-th object. For instance, Y may represent
consumption expenditures within a longitudinal study of
households, the hourly records of electricity consumption
at different substations, financial time series or changes in
stock levels. The problem of factorizing a fully or partially
observed T × n matrix Y consists of finding d-dimensional
factors Z and the corresponding factor loadings F , in the
form of T × d and d × n matrices respectively, such that
their product ZF most accurately recovers the observed Y ,
i.e. Yti ≈
∑d
j=1 ZtjFji. This is usually achieved by solving
the following optimization problem:
minimize
F,Z
1
2|Ω|‖PΩ(Y − ZF )‖2
+ λFRF (F ) + λZRZ(Z) ,
(1)
where Ω ⊂ {1..T} × {1..n} is the sparsity pattern of Y ,
PΩ zeroes out unobserved entries. The coefficients λF
and λZ are non-negative regularization coefficients which
govern the trade-off between the reconstruction error and
the regularizing terms RF and RZ . The latter depends
on the particular desired properties of the factorization,
such as sparsity or row-wise group sparsity, [38], typically
in conjunction with a Ridge regression-type penalty (`2
norm). The key issue with (1) is that without extra structural
requirements on Z it is impossible to apply this technique
to time series prediction. A recent paper, [39], proposes a
novel regularization term RZ for (1), that enables forecasting
beyond T by imposing autoregressive time-series properties
on the latent factors Z. The corresponding optimization
problem, which imposes AR(p) (autoregression of order p)
dynamics on the factors, is
minimize
F,Z,φ
1
2|Ω|‖PΩ(Y − ZF )‖2 + λF2 1dn‖F‖2 +
λφ
2
1
dp
‖φ‖2
+ λZ
2
(
(1− ηZ) 1Td‖Z‖2
+ ηZ
1
(T−p)d
d∑
j=1
T∑
t=p+1
(
Ztj −
p∑
i=1
φjiZt−i,j
)2)
.
(2)
In this formulation λφ regularizes and stabilizes the estimates
of autoregression coefficients φ, that determine the dynamics
of the latent factor Z, which are d-dimensional time series.
The parameter ηZ ∈ [0, 1] regulates the relative contribution
of the ridge-like and forecastability penalties to the estimation
of the factor series Z. Forecasting beyond the last observation
in Y is done using the estimated factors Z and the parameters
φ of their autoregressive dynamics. If z(j) = (Ztj)Tt=1 is the
time series of the j-th latent factor, then its h-step ahead
dynamic forecast beyond time T is calculated using
zˆ
(j)
T+h|T = φj1zˆ
(j)
T+h−1|T + · · ·+ φjpzˆ(j)T+h−p|T , (3)
with zˆ(j)T+h−k|T = z
(j)
T+h−k for any k ≥ h. Based on (3)
and the form of the matrix factorization, the h-step ahead
forecast for the i-th object’s time series is given by yˆ(i)T+h|T =∑d
j=1 zˆ
(j)
T+h|TFji. According to [39], the problem (2) could
be further modified to incorporate hierarchical relations
among the columns of Y by adding a structured `2-like
regularization on the loadings F . If A is the matrix of object
similarities, that correspond to the columns of Y , then the
regularizer on F could be
λF
2
(
(1− ηF ) 1dn‖F‖2 + ηF 1dn
∥∥F (I −ATD−1)∥∥2) , (4)
where D is the degree matrix of the graph corresponding
to A, and the parameter ηF ∈ [0, 1] balances the ridge-like
penalty and hierarchical regularization, which encourages
columns in F to be close to each other, if the corresponding
objects are similar according to A.
9. Topological RFM
This work discusses an extension to Topological RFM,
[1]. The method generates three time series from a seed time
series and replicates the RFM framework. Thus, it creates a
time series for Recency, last time a user event took place,
Frequency, how often a user has triggered an event, and
Monetary, the financial value of the events generated by the
user. Figure 4 shows the architecture proposed for Topologi-
cal RFM and subsection 15.2 details its respective five steps.
This structure is necessary to convert time series data into
an object that can be used by a topological data analysis
algorithm. Topological RFM is enhanced by converting it
into a clusterwise regression method. To achieve this, two
cluster ensemble methods were introduced in section 6. They
are used to combine the three clusters generated by RFM,
whereas in the original work, a heuristic was used. This
research adds further novelty by using a matrix factorization
method for demand forecasting, discussed in section 8, as the
regressor for the proposed clusterwise regression. To the best
knowledge of this work, matrix factorization methods have
not been used previously within the clusterwise regression
context nor cluster ensembles for TDA clustering of time
series.
10. Data Sets
10.1. CDNow
The CDNow data set has been commonly used in the
CRM literature. It contains the entire purchase history of a
cohort comprising 23,570 individuals from their first purchase
in the first quarter of 1997 up to the end of June 1998. This
is well reflected on the recency plot in Figure 5, almost
Figure 4. Topological RFM consisting of 3 time series per user and 3 instances of Time Delay Embeddings, Rips Filtrations, Persistence diagrams and
Barcode diagrams and K-means clusters
everyone in the cohort did not make a purchase recently and
this has been their only purchase according to the frequency
plot. Similarly, the monetary value is not large. This coincides
well with the type of product sold at the store, compact discs
with music. The data set can be downloaded 2.
Figure 5. Distribution of the Recency Frequency Monetary values for the
CDNow data set.
10.2. Cloud Computing Provider
This study presents a customer segmentation method de-
veloped for a cloud computing provider. The data represents
a small subset of the customer base. It contains observations
2. http://www.brucehardie.com/datasets/
with time stamps documenting whenever a customer has
booked computing (CPU) time with the provider between
2017 and 2018, the duration and the type of product booked.
The nature of the cloud computing industry is reflected in
the RFM distribution seen in Figure 6. Most customers have
used the service recently either rarely or frequently. This can
be explained by two common use cases in cloud computing.
The first one consists of booking a computing instance and
leave it running i.e., to service an Internet website. The
second use case is to book cloud computing on demand
for a specific task and once it is finished, shut down the
instance. This is also seen in the monetary plot, where again
two use cases appear. One corresponds to the occasional
user with a small budget and the other one to the intensive
user of computing services. As a further example, Figure 7
shows the demand of a randomly selected user. As discussed
previously, in this data set, there is a strong presence of
sporadic users with few values.
11. Experiments
To validate the proposed methods in this work, this study
carried out an assessment consisting of the following setting
described previously in Figure 2:
1) Fit Matrix Factorization on the full data set
2) Fit Baseline on the full data set,
3) Fit clusterwise regression with Matrix Factorization
using GMM Vote clusters,
4) Fit clusterwise regression with Matrix Factorization
using GMM Pair clusters,
5) Fit clusterwise regression with Theta Method using
GMM Vote clusters,
6) Fit clusterwise regression with Theta Method using
GMM Pair clusters.
Each of these experiments were done in batches of 2600,
5000 and 10000 time series. In the cases when the model was
fit on the full data set, the data was divided into a training and
Figure 6. Distribution of the Recency Frequency Monetary values for the
Cloud Computing data set.
Figure 7. Time Series of user 4170 from the Cloud Computing data set
test set using a 70%/30% split. In the case of the clusterwise
regression, a different approach was followed according to
the description in section 7; this looks as following. (a) 2000
time series were taken to train the clusterwise regression and
its classifier. (b) Out of those, 1400 (70%) were used for
the clusterwise regression. (c) The generated cluster labels
were then used to train the classifier, a gradient boosting tree.
(d) To test it, the other 600 (30%) time series were used.
(f) Whereas the amount of time series for the clusterwise
regression and its classifier remained constant throughout
the experiments, the number of unlabeled time series used
to evaluate the methods was increased in batches of 600,
3000 and 7000 respectively. (g) The testing phase consisted
on taking each batch and predicting their labels using the
classifier. With the labels, the time series were assigned to
their respective clusters and the clusterwise regression was
used to predict them. (h) As the data in question are time
TABLE 1. OVERVIEW OF RESULTS USING MEAN RMSE. LOW VALUES
ARE BETTER. BEST RESULTS FOR EACH BATCH IN BOLD. MF: MATRIX
FACTORIZATION. THETA: THETA METHOD
Dataset Model Method Batch RMSE
Cloud MF All data 2600 1.38
Cloud Theta All data 2600 1.28
Cloud MF GMM Vote 2600 1.20
Cloud Theta GMM Vote 2600 1.24
Cloud MF GMM Pair 2600 0.43
Cloud Theta GMM Pair 2600 0.93
Cloud MF All data 5000 1.49
Cloud Theta All data 5000 2.44
Cloud MF GMM Vote 5000 0.22
Cloud Theta GMM Vote 5000 1.28
Cloud MF GMM Pair 5000 1.08
Cloud Theta GMM Pair 5000 1.12
Cloud MF All data 10000 1.78
Cloud Theta All data 10000 1.60
Cloud MF GMM Vote 10000 0.25
Cloud Theta GMM Vote 10000 1.46
Cloud MF GMM Pair 10000 0.37
Cloud Theta GMM Pair 10000 1.4
CDNow MF All data 2600 2.72
CDNow Theta All data 2600 2.78
CDNow MF GMM Vote 2600 2.11
CDNow Theta GMM Vote 2600 2.10
CDNow MF GMM Pair 2600 2.40
CDNow Theta GMM Pair 2600 2.41
CDNow MF All data 5000 2.59
CDNow Theta All data 5000 2.63
CDNow MF GMM Vote 5000 1.32
CDNow Theta GMM Vote 5000 2.59
CDNow MF GMM Pair 5000 2.40
CDNow Theta GMM Pair 5000 2.41
CDNow MF All data 10000 3.14
CDNow Theta All data 10000 2.78
CDNow MF GMM Vote 10000 1.28
CDNow Theta GMM Vote 10000 2.35
CDNow MF GMM Pair 10000 2.26
CDNow Theta GMM Pair 10000 2.27
series, both predictive models, were trained with 70% of
the observations of a given time series and tested with the
other 30%. To compare the quality of the results, Root Mean
Square Error (RMSE) was used. This is defined as RMSE =√
1
T
∑T
t=1(x1,t − x2,t)2. The results of the experiment can
be found in Table 1.
11.1. Baseline
As a baseline for comparisons, the Theta method is used.
It decomposes a time series into two curves and aims at
magnifying the short- and long-term movement of the data.
Empirically, it has been successful in various time series
forecasting competitions. For a detailed explanation, the
reader can consult, [40].
12. Discussion and Learnings
This work seeks to expose the practitioner to state of
the art methods in the areas of Topological Data Analysis
and Time Series Clustering applied to problems in Customer
Relationship Management and demand planning by proposing
a machine learning system that can carry out both tasks. [1]
show that the RFM framework reproduced using TDA and
time series, Topological RFM, offers a superior performance
over similar alternatives and over its original inspiration,
the Recency Frequency Framework. This work takes this
model as a base with the objective of providing a unique
tool for customer segmentation and demand forecasting that
can be used across business departments. To achieve this, it
proposes to combine the RFM clusters using the clustering
ensembles presented in section 6 and fit these results into the
clusterwise regression methodology described in section 7
and the matrix factorization technique in section 8. Given
that other methods for time series prediction can be used in
the clusterwise process, as a benchmark the Theta method
described in subsection 11.1 was used. Section 11 carried
out a set of experiments to assess the suitability of this
system. The results show that a clusterwise regression with
matrix factorization consistently outperformed the baseline.
This is specially the case once the data sets started to be
increased. For example, for the cloud computing data set
a RMSE of 0.43 was obtained with 2600 time series. This
error was reduced to 0.22 once the batch size increased to
10000 time series. Similarly, for the CDNow data set, the
error was reduced from 2.10 for the Theta method and 2.11
for the MF method with 2600 time series to 1.28 using
10000 time series. It is worth noting that the performance
of the clustering ensemble can vary greatly. For this set
of experiments, GMM Vote gave largely the best results.
However, in some cases, GMM Pair can also be a viable
option. As it is the case in clusterwise regression, improving
the results came at the cost of long computing times. The
method is significantly slower than fitting the data set directly.
It is to be expected that the performance will only drop as
the data set increases its size. Similarly, Topological RFM is
also not suited for large data sets. Computing homologies is
expensive. Another limitation of this method is the lack of
established best practices for defining the size of the sliding
window to generate the point cloud. This can be especially
difficult whenever dealing with sparse time series data. Thus,
in order to improve the method, two bottle necks need to be
addressed. On one side, the computation of the time series
clusterings using TDA. On the other side, the labeling step
in the clusterwise regression.
13. Takeaways for the practitioner
This work has as its main audience the practitioner in
quantitative marketing or demand planning. Thus, it presented
a full system suited to segment and score her customer base
and forecast demand for each individual customer. This
is attractive as both CRM and demand planning problems
remain perennial in the industry. However, both tasks are
usually carried out by separate departments and individuals
with different profiles. This work provides a viable option to
address both of them at the same time. For the practitioner
to make best use of this method, she should first assess if
her time series are suited for TDA clustering. Extremely
sparse data is not adequate for this technique. Further, it is
well-known that the initialization of a clustering method can
provide vastly different outcomes each time. [35] suggest to
run multiple initializations and average their results. However,
the clustering ensembles presented here can also be used
with the same objective. The practitioner can have variations
of Topological RFM with changes such as the size of the
sliding window or the method to do the cluster itself and
then proceed to obtain a super cluster using a clustering
ensemble such as GMM Vote. Similarly, the practitioner has
to pay attention to the balance between the number of time
series used to train the clusterwise regression, the classifier
and the final amount used to predict. The combination of
clusterwise regression plus classifier allows the method to
handle medium-sized and even large data sets. It is possible
to observe a drop in performance once the amount of time
series to predict far exceeds the original training set. A final
benefit for the practitioner is the data set provided by this
study. It is unique and novel. There are no other public data
sets for B2B customer relationship management or demand
planning in the cloud computing sector.
14. Further directions
As a next step, this work will seek to cover very large
data sets. Both TDA clustering and clusterwise regression are
computationally intensive and only suited for medium-sized
data sets. An option is to use ideas of [41] and combine
TDA with Optimal Transport to speed up the computation of
persistence diagrams. Other possibility is to consider using
Optimal Transport methods for the labeling process during
the clusterwise regression. Another line of research is to
evaluate various initialization methods to define guidelines
and best practices for time series clustering with TDA and
clusterwise regression. A clear example of this is establishing
the best sizes for sliding windows under varying conditions.
Overall, TDA is a nascent field and to the best of the
knowledge of this study, on the algorithmic side, this is
the first work combining TDA for time series clustering
with clustering ensembles, clusterwise regression and matrix
factorization techniques. On the application side, this novel
combination is shown as an effective combination to carry
out CRM and demand forecasting together; thus, bridging the
gap between the marketing and demand planning functions
within a company. As the field grows in popularity and new
business applications appear, it is to be expected that TDA
clustering combined with clusterwise regression will become
an essential tool for the practitioner.
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15. Reproducibility
15.1. Cluster Ensembles
This work presented two novel cluster ensembles,
GMM Voting and GMM Pair. The respective algorithms
are defined as following:
Algorithm 1 GMM Voting
Input: Π, kmax(max number of clusters)
Output: pi∗
begin
Relabeling-Voting
Select pir ∈ Π
Maximize
∑k
l=1
∑k
l′=1 Ω(l, l
′)Θ(l, l′)
Compute RV Matrix
Multivariate GMM
Initialize φˆ, Σˆ, µˆ
do until η < dif : (η is a convergence criterion)
Expectation
Compute p(C∗k |xRVi , φˆ, µˆ, Σˆ)
Maximization
Update φˆ, Σˆ, µˆ
Compute loglikelihood
dif = loglikelihood− loglikelihood prev
end
pi∗(xi) = , where  ∈ [0, . . . , kmax] is the index of
component with the largest expected value, i = 1, . . . , N
return pi∗
end
Algorithm 2 GMM Pair
Input: Π, kmax (max number of clusters)
Output: pi∗
1: begin
2: Pairwise-Similarity
3: Compute CO(xi, xj)
4: Multivariate GMM
5: Initialize φˆ, Σˆ, mˆu
6: do until η < dif : (η is a convergence criterion)
7: Expectation
8: Compute p(C∗k |xCOi , φˆ, µˆ, Σˆ)
9: Maximization
10: Update φˆ, Σˆ, mˆu
11: Compute loglikelihood
12: dif = loglikelihood− loglikelihood prev
13: end
14: pi∗(xi) = , where  is the index of component with
largest expected value, i = 1, ..., N
15: return pi∗
16: end
TABLE 2. EXAMPLE OF CLUSTERING ENSEMBLE USING GMM Voting
pi1 pi2 p(C∗1 |RVxi ) p(C∗2 |RVxi ) pi∗
x1 C11 C
2
1 0.999 0.001 C
∗
1
x2 C11 C
2
2 0.943 0.057 C
∗
1
x3 C12 C
2
1 0.260 0.740 C
∗
2
x4 C12 C
2
2 0.115 0.885 C
∗
2
x5 C13 C
2
2 0.019 0.981 C
∗
2
15.2. Topological RFM
The ’Topological RFM’ pipeline consists of the following
steps:
1) As a first step, three time series are generated for
Recency, Frequency and Monetary respectively.
2) The time series have to be sliced. This is done using
sliding windows. The objective is to generate delay
embeddings that can be projected as a point cloud.
3) Once the three point clouds have been obtained, Rips
filtration, a popular algorithm in TDA, is used, with
the objective of obtaining death and birth complexes.
These processes can be visualized in the form of
persistence diagrams. The points of interest are those
outside of the diagonal.
4) As a fourth step, barcode diagrams are generated for
both 0- and 1- dimensional homologies. They help
to visualize the birth-death filtered complexes. The
focus is on the 1-dimensional homologies (loops).
The 0-dimensional ones do not provide relevant
information.
5) As a final step, a clustering is done using K-means
based on features extracted from the barcodes. The
number of clusters for each of Recency, Frequency
and Monetary is decided using the Elbow method,
a popular technique in cluster analysis.
