Abstract-The development and integration of social networking services and smartphones have made it easy for individuals to organize impromptu social activities anywhere and anytime. Main challenges arising in organizing impromptu activities are mostly due to the requirements of making timely invitations in accordance with the potential activity locations, corresponding to the locations of, and the relationships among the candidate attendees. Various combinations of candidate attendees and activity locations create a large solution space. Thus, in this paper, we propose Multiple Rally-Point Social Spatial Group Query (MRGQ), to select an appropriate activity location for a group of nearby attendees with tight social relationships. We first consider a special case of MRGQ, namely the Socio-Spatial Group Query (SSGQ), to determine a set of socially acquainted attendees while minimizing the total spatial distance to a specific activity location. We prove that SSGQ is NP-hard and formulate an Integer Linear Programming optimization model for SSGQ. We then develop an efficient algorithm, called SSGS, which employs effective pruning techniques to reduce the running time to determine the optimal solution. Moreover, we propose a heuristic algorithm for SSGQ to efficiently produce good solutions. We next consider the more general MRGQ. Although MRGQ is NP-hard, the number of attendees in practice is usually small enough such that an optimal solution can be found efficiently. Therefore, we first propose an Integer Linear Programming optimization model for MRGQ. We then design an efficient algorithm, called MAGS, which employs effective search space exploration and pruning strategies to reduce the running time for finding the optimal solution. We also propose to further optimize efficiency by indexing the potential activity locations. A user study demonstrates the strength of using SSGS and MAGS over manual coordination in terms of both solution quality and efficiency. Experimental results on real datasets show that our algorithms can process SSGQ and MRGQ efficiently and significantly outperform other baseline algorithms, including one based on the commercial parallel optimizer IBM CPLEX.
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INTRODUCTION
T HE successful development and integration of social networking services and smartphones have driven the recent emergence of location-based social networking (LBSN) services. Such services, including applications on Foursquare, Meetup, Facebook, and Google+, allow users to connect with friends, comment on events and places (e.g., restaurants, theaters, stores, etc.), and share their happenings and current locations. This availability of users' locations and their social information allows mobile users to instantly organize impromptu social activities anywhere anytime.
As an LBSN application, an impromptu activity planning service needs to account for both spatial and social factors. In other words, both the locations and friends considered need to be suitable for the activity, i.e., the location should be close to the participants so that they arrive in a timely manner, and the invited friends should already be acquainted with each other to ensure comity. Thus, a major challenge for impromptu activity planning lies in factoring in the distances from invitees' current locations to the activity locations, along with their shared social connectivity. Note that close friends may not be located near a specific activity location, while friends near a potential activity location may not enjoy tight social relationships. Moreover, when the number of candidate attendees increases, or when the number of activity locations grows, selecting the most suitable attendees and activity location becomes tedious and time-consuming. Therefore, impromptu activity planning would benefit significantly from efficient query processing algorithms that automatically recommend both attendees and an activity location.
Motivating example. The interplay of social relationships among activity attendees and the activity locations creates significant challenges for the organization of impromptu social activities. Fig. 1 shows a database of eight candidate attendees fv 1 ; ::; v 8 g with three potential activity locations Q ¼ fq 1 ; q 2 ; q 3 g. The social relationships among the candidate attendees are captured as a social graph (shown as the social layer in the figure), while the locations of the candidate attendees are shown as the spatial layer. Given a desired group size, 4, and a social constraint where each attendee can only be unfamiliar with at most one other attendee, an approach to select a group and the corresponding activity location with minimized total spatial distance is to issue a 4-nearest neighbor (4NN) query on each activity location. In the result, we obtain F 1 ¼ fv 2 ; v 3 ; v 4 ; v 5 g with the activity location q 1 . However, in this case, F 1 does not satisfy the required social constraint because both v 2 and v 3 are unacquainted with more than 1 other group member. Instead, if we focus on social tightness, we obtain group F 2 ¼ fv 1 ; v 6 ; v 7 ; v 8 g with activity location q 2 , where each attendee is familiar with all the other members. However, this group incurs a large spatial distance and thus is not suitable for an impromptu activity. In contrast, F 3 ¼ fv 1 ; v 2 ; v 5 ; v 6 g with activity location q 3 is probably the most suitable solution because each attendee in F 3 is unacquainted with no more than one other group member while incurring a small total spatial distance to q 3 .
In this paper, we propose a new query, namely Multiple Rally-Point Social Spatial Group Query (MRGQ), to determine a suitable activity location and a socially acquainted group which minimizes the total spatial distance to the activity location. MRGQ seeks a set of most-suitable attendees with a corresponding activity location by considering both social and spatial factors of impromptu activity planning. MRGQ is beneficial for real social network applications (e.g., Facebook) and can integrate with group buying websites (e.g., Groupon) to provide social-aware locationbased advertisements. We will discuss these issues in Section 2.2. Here, we assume that the service provider has access to the users' underlying social relationships along with their current locations. Let G ¼ ðV; EÞ be a social graph, where each vertex v 2 V is associated with a location l v , and two mutually acquainted vertices u and v are connected by an edge e u;v . Given a set of potential activity locations Q ¼ fq 1 ; ::; q n g, the planned number of activity attendees p, the number of unacquainted people each attendee may have k, and the maximum spatial distance t (i.e., spatial radius) from the chosen activity location to each of the selected attendees, MRGQ aims to find a set of p attendees from the social graph and an activity location q Ã from the potential activity location list, such that the total distance from each attendee to the activity location q Ã is minimal, and the distance from each attendee to the activity location q Ã is bounded by t. 1 Notice that MRGQ includes a social constraint (i.e., k) to ensure the familiarity between each attendee, i.e., each attendee can be unfamiliar with at most k other people in the selected group. By setting k, the coordinator can freely adjust the social atmosphere of the activity to accommodate different types of social activities. Formally, MRGQ is formulated as follows. Problem: Multiple Rally-Point Social Spatial Group Query. Given: A social graph G ¼ ðV; EÞ, location l v for each v 2 V , the number of attendees p, the set of potential activity locations Q, the familiarity constraint k, and the spatial radius t. Objective: MRGQðp; Q; k; tÞ finds hF; q Ã i where
, d v;q Ã t, and unfamiliarðv; F Þ k 3 , 8v 2 F . A straightforward approach for processing MRGQ is to enumerate all possible groups of p attendees for each activity location and eliminate those not satisfying the constraints on social familiarity and spatial radius. Then, this approach returns the pair of group and activity location which incur the minimum total spatial distance. This straightforward approach needs to enumerate jQj Á C jV j p candidate pairs of groups and locations, entailing an enormous search space. Indeed, as we show in the next section, MRGQ is NP-hard. However, as the size of p is relatively small in most practical impromptu activity scenarios, the problem can be solved efficiently. By carefully exploring the social and spatial constraints in MRGQ, we develop several processing strategies to obtain the optimal solution efficiently. We systematically examine the search space to avoid examining all combinations of candidate attendees and the activity locations. We incrementally select attendees with the corresponding activity location by giving priority to those attendees (i) who are close to an activity location, and (ii) who are close friends. Obtaining a group which satisfies both (i) and (ii) is non-trivial because an algorithm that addresses (i) should simultaneously choose suitable attendees and the nearest activity location. However, while achieving (i) may quickly obtain a group with small total spatial distance, it does not always result in a feasible group that satisfies the familiarity constraint. Alternatively, we can address (ii) by prioritizing the search for a group of attendees who know each other well. However, the group may not have the minimum spatial distance to the closest activity location. In summary, efficiently processing MRGQ requires carefully designed algorithms to select the attendees along with their nearby activity location while simultaneously satisfying the familiarity constraint.
To efficiently process MRGQ, we propose to index the attendees' locations and the activity locations. In addition, we design effective strategies for traversing the search space, including Socio-Spatial Ordering and All-Pair Distance Ordering (APDO), as well as a number of search space pruning rules, including Inner-Triangle Distance Pruning (ITDP), Outer-Triangle Distance Pruning (OTDP), Activity Location Distance Pruning (ALDP), and familiarity pruning, to reduce the processing time. During the selection of the attendees and the activity location, we address both the spatial distance among the candidate locations, and from attendees to activity locations. Meanwhile, the social connectivity of the attendees is also carefully explored. As such, we effectively prune redundant search space to find the optimal solution efficiently. 1. In most cases a user can specify p and Q according to the motivation of the corresponding group activity, such as a "buy three and get one free" coupon in a chain restaurant. While it may be more difficult for a user to specify the exact values of k and t, one promising way is to let the user select the ranges of the two parameters. Accordingly, the algorithm returns multiple solutions with different k and t so that the user can choose the most desirable one.
2. d v;q Ã is the spatial distance from v to q Ã . 3. The number of vertices in F which share no edge with v.
The contributions of this paper are summarized as follows.
We identify the organization of impromptu social activities as a new social networking application and formulate a novel query, MRGQ, to obtain the optimal set of invitees and a suitable activity location. MRGQ is unique because it specifies the familiarity constraint among the invitees. We prove that the problem is NPhard and inapproximable within any factor. We consider a special case of MRGQ, namely SSGQ, for considering only a single activity location. We prove that SSGQ is NP-hard and propose SSGS with various strategies for finding the optimal solution efficiently. In addition, we propose a heuristic algorithm for SSGQ, namely SSGMerge, which effectively exploits the structures of intermediate solutions, to obtain good solutions in polynomial time. We also propose an Integer Linear Programming (ILP) optimization model for SSGQ and demonstrate that SSGS outperforms ILP. To efficiently process MRGQ, we propose to index the locations of candidate attendees and the activity locations and propose an efficient algorithm, namely MAGS, which enables various search space traversing and pruning strategies to find the optimal solution efficiently. We also propose an Integer Linear Programming optimization model for MRGQ and demonstrate that MAGS outperforms ILP, even if it runs on a commercial integer programming optimizer with parallel computation. We conduct a user study with 206 people. The results demonstrate that our proposed algorithms significantly outperform manual coordination in terms of both solution quality and efficiency for both SSGQ and MRGQ. We also implement SSGQ in Facebook. We evaluate the performance of the proposed algorithms by conducting extensive experiments on real datasets. Experimental results manifest that SSGS and SSGMerge require much less time than the ILP optimization model with the commercial parallel optimizer IBM CPLEX [1]. Likewise, for MRGQ, MAGS outperforms the baseline algorithms in terms of both solution quality and efficiency, and is much more efficient than the ILP optimization model. The rest of this paper is summarized as follows. Section 2 analyzes MRGQ and proves that it is NP-hard. Section 3 introduces the related works. Section 4 studies a special case of MRGQ, namely SSGQ and details the proposed algorithms. Section 5 details the proposed algorithm to efficiently process MRGQ. Section 6 shows the results of our user study and experiments. Finally, Section 7 concludes this paper.
PROBLEM ANALYSIS AND APPLICATIONS
An MRGQ includes four parameters, i.e., p, Q, k and t, which respectively determine the size of the answer group, activity locations, familiarity constraint and spatial radius of the query, and all of which have a significant impact on processing strategies. First, as the size of group, p, increases, the solution space (which consists of all candidate groups) grows rapidly. While we prove that processing MRGQ is an NP-hard problem and thus very challenging, it can still be processed efficiently since the size of p is usually small in most practical cases. Second, candidate attendees located close to a candidate activity location q i could be prioritized for processing, as the search criteria aim to minimize the total spatial distance from the selected attendees to q i . As the size of Q increases, the search space also grows. Third, k dictates the tightness of social relationships among members in the invited group. A smaller k in MRGQ indicates that candidate attendees with tighter social relationships should be given priority. Finally, t reflects the need to avoid selecting candidates that are unacceptably far away from the selected activity location. These spatial and familiarity constraints can be employed for pruning of unqualified candidate groups. In the following, we first analyze the hardness of MRGQ and then discuss concrete application scenarios for MRGQ.
Problem Analysis
We prove that MRGQ is NP-hard and inapproximable within any factor, i.e., no approximation algorithm exists for MRGQ. We also propose an Integer Linear Programming optimization model for MRGQ which, via a commercial solver, such as CPLEX [1] , can obtain the optimal solution. Please refer to the online version [2] for the detailed descriptions of the ILP model.
Application Scenarios
We discuss the reasons why MRGQ is beneficial for real social applications, such as Facebook and Groupon.
1) The initiator is a person included in the solution group. The proposed MRGQ can be employed in various online social network applications, e.g., Facebook, to initiate impromptu activities. Facebook's Event function allows a user to initiate an activity by specifying the location and invitees. However, it may be difficult for the initiator to select a set of invitees with tight social relationships in real time, and the multiple candidate locations, e.g., branches in a popular chain restaurant, may make it difficult for the initiator to manually select a suitable location and the corresponding attendees. If MRGQ can be integrated with Facebook, the initiator only needs to specify a set of candidate activity locations along with the query parameters to quickly identify the invitees and a suitable activity location.
2) The initiator is not a person and thus not included in the solution group. In addition, deal-of-the-day services such as Groupon, can also benefit from MRGQ. Currently, Groupon recommends offered deals (e.g., coupons) to users according to their preferences or purchase histories. To take advantage of a given deal, a customer may need to organize a certain number of friends (e.g., "buy three get one"), and may be less inclined to buy the coupon if identifying a likely group poses difficulty. To address this issue, Groupon can exploit MRGQ to provide social-aware location-based advertisement. For example, to promote a chain restaurant, Groupon can identify groups with tight social relationships and thus identify branches suitable for each group. The social recommendation can be attached in the locationbased advertisement to increase the chance of the customer purchasing the coupon. In this case, Groupon is an initiator not included in the solution group.
RELATED WORK
Some LBSN applications, e.g., Meetup, have been available for activity coordination for some time. However, they are designed mainly for periodical meetings, e.g., a reading club or a user group for 3D printing. In this paper, we emphasize the scenarios of impromptu social activities where the time and effort for organizing an activity need to be minimized. As manual identification of candidate attendees, a common practice today, is tedious and time-consuming, we argue and show in this paper that, MRGQ is very useful for such scenarios as it recommends a group of suitable attendees and an activity location by taking both the social and spatial factors into account.
Researches on finding groups of socially connected members, e.g., team formation [4] , [5] , community search [6] , Social-Temporal Group Query [9] and Circle of Friend Query [10] , have been reported in the literature. Nevertheless, their research context and objectives are totally different from our research goal, i.e., exploring both the spatial and social dimensions in finding a group of friends and a location for an impromptu activity. Specifically, team formation [4] , [5] finds a group of experts with the required skills, while aiming to minimize the communication cost between these experts. Community search [6] finds a compact community that contains particular members, aiming to minimize the total degree in the community. Social-Temporal Group Query [9] checks the available times of attendees to find the group with the most suitable activity time. Circle of Friend Query [10] finds a group of friends by considering their social and spatial properties. The friends are not grouped to specific activity locations because no activity location is given in this query, and this query thus is not suitable for impromptu activity planning.
Relevant to our work, spatial queries for selecting a set of spatial points, aiming to minimize the total spatial distance, have been proposed for various scenarios [7] , [8] , [11] , [12] . However, in these works, the (social) connectivity among the spatial points is not considered. Specifically, given two sets of points P and Q, together with the number of points to be selected k, Group Nearest Neighbor Query [7] finds a set of k points in P such that the total spatial distance of the points to all points in Q is minimized. On the other hand, for a line segment and a set of points, Continuous Nearest Neighbor Search [8] returns the nearest neighbor of each point on the line segment. Meanwhile, Continuous Visible Nearest Neighbor Queries [11] and Continuous Obstructed Nearest Neighbor Query [12] extend Continuous Nearest Neighbor Search [8] by incorporating the obstacles in the problem designs, which may affect the visibility or distance between two points and lead to different results. Therefore, the above-mentioned queries focus only on the spatial dimension and thereby are not applicable to our scenario of LBSN applications.
To the best knowledge of the authors, researches on finding groups that consider constraints in both the spatial and social dimensions just started. Our work examines the interplay in both social and spatial dimensions, with an objective to find a group of mutually familiar attendees such that the total spatial distance to an activity location is minimized. We envisage that our research result can be employed in various LBSN applications for group recommendation.
SOCIO-SPATIAL GROUP QUERY (SSGQ)
The challenges for processing MRGQ lie in the interplay of social and spatial dimensions, along with the large solution space. In this section, we first consider a relaxed version of MRGQ with single activity location, i.e., Socio-Spatial Group Query. We formulate SSGQ and propose an Integer Linear Programming optimization model for SSGQ, which acts as a baseline for comparison with the proposed algorithms for SSGQ. We then propose an algorithm, called SSGS, to efficiently process SSGQ. We also propose a heuristic algorithm for SSGQ, namely SSGMerge, to find good solutions very efficiently. Due to the space constraint, the proof of NP-hardness, the ILP formulation, the pseudo code of SSGS, and the detailed description of SSGMerge are presented in [2] .
Specifically, SSGQ is formally defined as follows. Problem: Socio-Spatial Group Query. Given: A social graph G ¼ ðV; EÞ, location l v for each v 2 V , and an SSGQðp; q; k; tÞ where p is the number of attendees, q is the activity location, k is the familiarity constraint, and t is the spatial radius.
Objective: To find a set F V where jF j ¼ p and minimize the total spatial distance from F to q, i.e., P v2F d v;q , where d v;q t; 8v 2 F , and unfarmiliarðv; F Þ k 4 , 8v 2 F . Theorem 2. SSGQ is NP-hard.
Algorithm Design for SSGQ
Despite only considering a single activity location, processing SSGQ is still challenging since we need to account for the interplay between both social and spatial factors, which necessitates a systematic approach for group formation. Therefore, in this section, we propose an algorithm, called SSGS, to efficiently process SSGQ. SSGS adopts a branchand-bound group formation process to form feasible groups, i.e., those that consist of p members and satisfy the query constraints. The basic idea is to maintain an intermediate group S I and incrementally add a candidate member from the remaining set of candidates, S R , based on some ordering strategies to traverse the space of group formation. Given a candidate attendee set V and the activity location q, SSGS initializes S I ¼ ? and S R as the candidate attendees within the spatial radius of q. At each subsequent iteration, SSGS moves a candidate attendee from S R into S I until S I 4. The average number of vertices in F sharing no edge with v.
becomes a feasible solution. If S I is disqualified during the process, SSGS backtracks to the previous step to choose another candidate attendee from S R . When S I becomes feasible, SSGS saves it as the current best solution and backtracks to previous step to continue finding better groups. Obviously this process is slow, so the key issue is how to devise a traverse ordering strategy to quickly find a feasible group and devise effective rules to prune redundant groups.
One approach is to use an R-tree which indexes the locations of candidates to provide guidance, and select a candidate from S R with the shortest spatial distance to the activity location, which is referred as Distance Ordering. As such, we can use the spatial properties derived via the maximum bounding rectangles (MBR) in the R-tree and the constraints of SSGQ to prune unqualified candidates and thus reduce the search space. Another approach aims to quickly form a feasible group with small total spatial distance to the activity location for distance-based pruning adopting a Socio-Spatial Ordering, which prioritizes the growth of an intermediate group based on its social tightness. Recall that Distance Ordering first expands S I with the individuals closest to the query point q. For example, consider Fig. 2a as the input social graph (the number besides each node indicates the spatial distance to q), where p ¼ 3 and k ¼ 0. Fig. 2b presents the expansion of S I with only Distance Ordering, and the number besides each node in the branchand-bound tree represents the expansion sequence. As shown in Fig. 2b , the expansion sequence of these nodes is sorted according to the spatial distance to the query point. The leaf nodes in the branch-and-bound tree (i.e., the groups of p individuals) can be created according to the total spatial distance, i.e., a group with a smaller total spatial distance is generated earlier. However, employing only the Distance Ordering strategy is not always good because it ignores the social constraint of the generated groups. As a result, most groups generated at the early stage, e.g., fa; b; cg, fa; b; dg, fa; b; eg, and fa; b; fg, do not satisfy the familiarity constraint (i.e., k ¼ 0) even though they are the top-4 groups with the smallest total spatial distances.
To address the weakness of Distance Ordering, we combine the social connectivity and spatial distance to identify an intermediate group to be expanded in the next step. Intuitively, when an individual v is chosen by Distance Ordering, we move it into S I only when v also satisfies the social condition specified in Eq. (1). This social condition ensures that S I together with v leads to a group with the attendees familiar with each other. If v does not follow the above social condition, we find another individual u with Distance Ordering that satisfies the social condition. As such, both spatial and social factors are taken into account in Socio-Spatial Ordering.
More specifically, to ensure that the social connectivity of each selected individual v to the vertices in S I is good, a simple approach is to ensure that v can be selected only when the number of edges between v and the vertices in S I exceeds a given threshold. With a larger threshold, a candidate attendee that is familiar with more attendees currently in S I is inclined to be chosen. Nevertheless, parameter k is not examined for the current attendees in S I when v is added. Consequently, some attendees in this case may not have a sufficient number of neighbors in S I . By contrast, SSGS selects v only when v satisfies Eq. (1). Specifically, as Eq. (1) assumes that v is added to S I , SSGS examines whether the social connectivity of the new group S I [ fvg is sufficient according to the criterion k. Let F ðS I Þ denote the average number of acquainted members in S I , i.e., 
where u here is a dynamically adjusted parameter and set as k initially. Intuitively, when k ¼ p À 1, the activity allows all attendees to be mutually unfamiliar. In this case, Distance Ordering is the best strategy. In fact, Eq. (1) It is worth noting that Eq. (1) incorporates the dynamically adjusted parameter u. Instead of including k directly, it properly handles other cases with 0 < k < p À 1. When k ¼ 0, if no vertex from S R satisfies Eq. (1), it is not necessary to add any individual v from S R to S I because every solution growing from S I [ fvg does not follow the familiarity constraint. When k > 0, if no individual from S R satisfies Eq. (1), it does not imply that every solution growing from S I [ fvg does not have sufficient social connectivity. In contrast, it is possible to find an individual v in S R and a solution growing from S I [ fvg when other vertices added later bring a sufficient number of edges to the solution. Therefore, for k > 0, Socio-Spatial Ordering sets u as k initially and increases u if no vertex from S R can satisfy Eq. ( 1), until at least one vertex follows Eq. (1) and thereby is able to be selected for S I . Notice that Eq. (1) first maintains a high criterion for the social connectivity by setting u as k, in order to prioritize a vertex leading to sufficient social connectivity. If no vertex from S R can satisfy such a high criterion, Eq. (1) increases u to avoid filtering out any feasible solution. Thus, any vertex in S R that did not satisfy Eq. (1) previously will be examined later with a large u accordingly. Therefore, SSGS examines vertex c and finds out that
(1). Therefore, vertex c is moved into S I , and now S I ¼ fa; cg. We then expand S I by choosing vertex d, and S I ¼ fa; c; dg now is a feasible solution. In contrast, Distance Ordering selects vertex b after vertex a (as shown in the dashed-line in Fig. 2c ) and then sequentially constructs four intermediate groups fa; b; cg, fa; b; dg, fa; b; eg, and fa; b; fg. Unfortunately, none of these meets the familiarity constraint. As shown, this example illustrates that it is desirable to jointly consider spatial and social domains in order to find a feasible solution for SSGS earlier, because the obtained feasible solution is a key factor for the pruning strategy introduced below.
Pruning Strategies for SSGS
We also propose two pruning rules, namely Familiarity Pruning and Distance Pruning, which effectively filter out unqualified intermediate groups. The idea of Familiarity Pruning is to derive an upper bound on the number of acquaintances each member may have after new members are included into S I . Similarly, Distance Pruning identifies a lower bound on the total spatial distance of each group grown from S I . SSGS stops processing S I and backtracks if the current S I is pruned by Familiarity Pruning or Distance Pruning.
Familiarity Pruning. Specifically, the edges in any solution growing from S I can be divided into three categories: 1) E I : the set of edges connecting any two vertices in S I , 2) E R : the set of edges connecting any two vertices selected from S R , and 3) E IR : the set of edges connecting any two vertices in S I and the vertices selected from S R . Apparently, E I j j ¼ Notice that the number of edges in a feasible solution is half of the total degree of all the vertices in the solution. Therefore, with the above three categories of edges, Familiarity Pruning stops processing S I when the following condition holds,
In the above inequality, the left-hand-side is an upper bound on the average number of attendees acquainted to each person in any feasible solution growing from S I . The condition states that, on average, each attendee is acquainted with fewer than p À k À 1 other attendees. Familiarity Pruning stops processing S I and backtracks if solutions growing from S I via the exploration of S R do not satisfy the familiarity constraint.
For the social graph in Fig. 2a with p ¼ 3 and k ¼ 0, if S I ¼ fb; dg and S R ¼ fe; fg, SSGS stops processing S I and backtracks because
In other words, moving any vertex from S R to S I will never generate a feasible solution following the familiarity constraint.
Distance Pruning. For a given S I , p À jS I j vertices must be selected from S R to S I . Apparently, further processing of S I is unnecessary if S I and the p À jS I j vertices with the shortest spatial distances to q have a total distance larger than D, where D is the best solution value obtained so far. Therefore, Distance Pruning identifies a lower bound and stops processing S I when the following condition holds,
where the first term is the total spatial distance from the vertices in S I to q. For S R , only the vertex v min with the smallest spatial distance to q is accessed here, and ðp À jS I jÞd v min ;q represents a lower bound on the total spatial distance for the above p À jS I j vertices in S R . Consider the social graph in Fig. 2a with p ¼ 3 as an example. After a feasible solution fa; c; dg is explored, its total spatial distance 27 is assigned to D. When SSGS considers S I ¼ fa; bg and S R ¼ fe; fg, since P
Distance Pruning removes states fa; b; eg and fa; b; fg, stops processing S I ¼ fa; bg, and backtracks to the previous state accordingly.
ALGORITHM DESIGN FOR MRGQ
In this section, we turn our attention to Multiple Rally-Point Social Spatial Group Query, which finds 1) the most suitable activity location from a set of candidate locations and 2) a socially acquainted group with the minimal total spatial distance to the activity location. More specifically, MRGQ aims to find a pair hF; q Ã i, where F is a socially acquainted group of p people satisfying the familiarity constraint, and q Ã 2 Q is a location in Q such that hF; q Ã i incurs the minimum total spatial distance. MRGQ is more difficult than SSGQ since different candidate social groups are closer to different locations, which need to be carefully considered as well.
To address the issue of multiple candidate locations, a straightforward approach is to repeat the SSGS algorithm jQj times to sequentially find the best group for each location. Nevertheless, this straightforward approach is not efficient because a spatial correlation may exist among multiple activity locations and thus can be exploited. In addition, it is desirable to design some effective index structures to facilitate efficient traversal and pruning of the search space. In this work, we propose to index the candidates with an R-Tree, while indexing the activity locations with a BallTree [15] . Accordingly, we design new ordering strategies to quickly identify an activity location near an intermediate group of candidates satisfying the familiarity constraint and pruning strategies to avoid generating redundant h b F ; q i i pairs, where b F is a group of p candidates satisfying the familiarity constraint. Moreover, two effective strategies for traversing the search space are proposed, including All-Pair Distance Ordering and Single-Reference Distance Ordering (SRDO). Processing time is also improved by introducing a number of new search space pruning rules, including Inner-Triangle Distance Pruning, Outer-Triangle Distance Pruning, and Activity Location Distance Pruning. In summary, during the process of selecting attendees and an activity location, we exploit both the spatial distances among different candidate locations as well as the distances from attendees to activity locations to effectively prune redundant search space to efficiently find the optimal solution.
In Section 2, we present an Integer Linear Programming formulation for MRGQ which can obtain an optimal solution via a commercial solver, such as the IBM CPLEX [1] parallel optimizer, one of the fastest commercial parallel solvers. However, as shown in Section 6, this still requires an unacceptable amount of time to find the optimal solution because MRGQ needs to simultaneously process the spatial and social dimensions. Therefore, in Section 5.2, we design a new algorithm to efficiently process MRGQ.
Baseline Algorithms for MRGQ
The baseline algorithms are extensions of SSGS mentioned in Section 4. While Socio-Spatial Ordering and Distance Pruning remain the same, we extend Familiarity Pruning introduced in Section 4.2 to tailor the familiarity constraint for MRGQ. Specifically, if one of the following conditions holds, Familiarity Pruning stops moving any candidates into S I , and the algorithm backtracks to the previous step to consider other candidate attendees,
where N v is the set of neighbors of v in V . In Eq. (4), min v2S I jN v \ S I j represents the minimum number of neighbors for each individual v in S I . In other words, jS I j À min v2S I jN v \ S I j À 1 is the maximum number of unacquainted members for v in S I , and À1 is incorporated above to exclude v herself. If jS I j À min v2S I jN v \ S I j À 1 > k, at least one individual in S I has more than k unacquainted members in S I . This situation violates the familiarity constraint. Therefore, the pruning strategy holds since any group growing from the current S I will never satisfy the familiarity constraint.
Eq. (4) considers the vertex degrees of the individuals in S I . In contrast, the pruning condition specified in Eq. (5) considers the degrees of the individuals that have not been moved into S I , i.e., those individuals that are in S R . In the right-hand-side (RHS) of Eq. (5), ðp À jS I jÞ is the number of individuals that need to be moved from S R to S I . On the other hand, for any solution group that satisfies the familiarity constraint, the degree of each member is at least ðp À k À 1Þ in the group. Therefore, if S R has an individual u with the number of neighbors in S R smaller than ðp À jS I j À k À 1Þ, S I will never grow into a feasible solution when u is selected into S I . In other words, if the total number of neighbors that all individuals in S R have (i.e., P v2S R jS R \ N v j) is smaller than ðp À jS I jÞðp À jS I j À k À 1Þ, selecting any ðp À jS I jÞ individuals from S R into S I will never generate a feasible solution, and thus this intermediate group can be trimmed accordingly.
For example, if p ¼ 4, k ¼ 0 and the social graph is shown in Fig. 2a . If S I ¼ fa; eg, then this S I can be pruned by Eq. (4) since 2 À 0 > 0 þ 1 holds, i.e., at least one vertex in current S I does not have enough friends to satisfy the familiarity constraint. Similarly, if p ¼ 5; k ¼ 0 and S I ¼ fag, S R ¼ fb; c; d; e; fg, S I can also be pruned by Eq. (5) because 1 þ 2 þ 1 þ 3 þ 1 < ð5 À 1Þð5 À 1 À 0 À 1Þ holds, i.e., the candidates in S R do not provide sufficient social tightness for the current S I to satisfy the familiarity constraint.
In the following, we introduce two baseline algorithms, namely SSP and SFGP.
Sequential SSGQ Processing (SSP). As discussed earlier, an intuitive approach for answering MRGQ is to sequentially invoke algorithm SSGS for each activity location. However, even though the intermediate best solution can be exploited to prune inferior solutions not yet examined, this approach still incurs a huge query processing cost because it does not simultaneously trim multiple activity locations. Therefore, we improve SSP to SFGP as follows.
Sequential Feasible Groups Processing (SFGP). In contrast to SSP that sequentially explores jQj branch-and-bound trees (i.e., one for each activity location), SFGP constructs only one branch-and-bound tree to facilitate joint exploration of the spatial and social dimensions. In addition to S I and S R , for each node in the tree, SFGP also maintains a set Q I of remaining activity locations that need to be explored. Initially, setting S I ¼ ? , S R ¼ V , and Q I ¼ Q, SFGP first finds a reference activity location q ref 2 Q I to guide the exploration, where q ref is the closest location to a candidate attendee u 2 S R (i.e., q ref and u are the spatially closest pair). As such, q ref can lead to a smaller total spatial distance in early stages of SFGP. Afterwards, SFGP moves candidates from S R into S I according to Socio-Spatial Ordering (introduced in Section 4.1) based on q ref . After moving a candidate from S R into S I , SFGP determines whether S I can be pruned by Familiarity Pruning mentioned in Eqs. (4) and (5) . If S I is pruned by Familiarity Pruning, SFGP stops moving candidates into the current S I and backtracks because the current S I cannot grow into any feasible solutions. Moreover, each time a candidate is moved into S I , SFGP examines each activity location q i 2 Q I with the Distance Pruning condition (introduced in Section 4.2). An activity location q i will be removed from Q I if it is distant from most members in S I (i.e., q i is pruned by Distance Pruning). While expanding S I , if Q I becomes empty (i.e., all activity locations in Q I are pruned), SFGP stops the expansion and backtracks.
When S I contains exactly p candidates and satisfies the familiarity constraint, SFGP computes the spatial distances from S I to each activity location in Q I , and extracts the activity location q 2 Q I which incurs the minimum spatial distance to S I . If the spatial distance from S I to q is smaller than the current minimum distance D, SFGP records S I ; q h i, updates D and backtracks to examine other possible solutions. When the search space is explored, SFGP outputs the recorded best solution and the corresponding activity location. An illustrative example and the pseudo code of SFGP are presented in [2] .
As compared to SSP, SFGP jointly examines the activity locations and candidate attendees, and employs Distance Pruning to effectively remove the activity locations that do not lead to better solutions. It then utilizes Familiarity Pruning to discard the intermediate groups that cannot grow into feasible solutions. Moreover, SFGP avoids the repeated explorations of different social groups, i.e., the same social group may be generated and examined for jQj times in SSP. As shown in Section 6, SFGP outperforms SSP. However, after carefully examining SFGP, we still find a number of areas that can be further improved, and thus propose a more efficient algorithm as detailed below.
Algorithm MAGS for MRGQ
Although SFGP is able to prune redundant activity locations, it relies on sequential scans over Q I to determine whether a location in Q I can be safely pruned. Therefore, for every q i in Q I , SFGP has to calculate a lower bound on the total spatial distance of the feasible solution generated from S I and q i according to Distance Pruning. On the other hand, identifying q ref needs a scan over the activity locations in Q I . Moreover, the selected q ref may not always be good because SFGP decides q ref before the first candidate attendee is moved into S I , instead of adaptively changing q ref as S I grows.
To address these issues, we propose an algorithm, namely Multiple Activity-Location Group Selection (MAGS), to efficiently process MRGQ. Similar to SFGP, MAGS processes multiple activity locations simultaneously. However, MAGS incorporates the following new ideas: a) an index of activity locations, b) new distance ordering strategies, including Single-Reference Distance Ordering and All-Pair Distance Ordering, and c) new distance pruning strategies, including Activity Location Distance Pruning, Outer-Triangle Distance Pruning and Inner-Triangle Distance Pruning. Using an index for the activity locations avoids sequential scans of the activity locations in Q I (i.e., for the selection of q ref and pruning of unnecessary locations). The new distance ordering strategies obtain q ref more efficiently and enable q ref to change during the expansion of S I . As a result, feasible solutions with smaller total spatial distances can be obtained more effectively. Moreover, the new distance pruning strategies exploit the interplay between S I and the activity locations, as well as the mutual distances of different locations, to effectively and simultaneously prune multiple activity locations.
Indexing the Activity Locations
As previously mentioned, SFGP incurs many sequential scans over the activity locations due to Distance Pruning, i.e., each time a candidate is moved into S I , Q I needs to be scanned to determine whether some activity locations can be pruned.
Moreover, as SFGP extracts q ref 2 Q I and u 2 S R at the beginning, q ref is not always the closest activity location for S I to be expanded afterward, especially when S I does not include u. Therefore, the proposed All-Pair Distance Ordering (APDO) is designed to dynamically select q ref 2 Q I and u 2 S R according to the current S I (as described in Section 5.4). More specifically, the next attendee u that will be moved to S I One way to avoid sequential scans over Q I is to index the activity locations in an index structure. This may facilitate rapid estimation of the spatial distances from activity candidates to potential activity locations and thus allow distance pruning strategies to immediately remove redundant activity locations from Q I . With such an index structure, triangular inequality may be exploited in distance pruning strategies to further reduce distance computations (detailed later). Although the index structure has to be constructed at runtime, it can be reused many times in query processing.
We adopt BallTree [15] to index the activity locations. In BallTree, each activity location q i 2 Q is stored as a leaf node, and each internal node in BallTree is the smallest ball covering all the children balls. Here, a ball B is associated with its center ctrðBÞ and radius rðBÞ, as illustrated in Fig. 3a . The distance lower bound from a candidate u to a ball B on 2D space can be computed as MINDIST ðu; BÞ ¼ d u;ctrðBÞ À rðBÞ. The leaves of the BallTree in Fig. 3b are the activity locations, while the internal nodes in the tree corresponds to a ball containing multiple activity locations.
BallTree enables the removal of many unqualified locations at once, as illustrated in Fig. 4a . To simultaneously explore and prune multiple activity locations, a lower bound on the total spatial distance from S I ¼ fs 1 ; s 2 g to a ball, e.g., B 1 , can be derived. If this distance lower bound exceeds the currently best solution value D, it assures that no activity location in B 1 will produce a better solution with any social group grown from S I . Thus, all activity locations in B 1 can be safely pruned. In Fig. 4a , P
MINDIST ðs i ; B 1 Þ serves as a lower bound on the total spatial distance from S I to q 1 and q 2 . Moreover, we can employ triangular inequality to avoid the distance computation of P 
d s i ;ctrðB 1 Þ À jS I j Á r ðB 2 Þ. Therefore, only the distance from ctrðB 1 Þ to ctrðB 2 Þ needs to be computed, together with P s i 2S I d s i ;ctrðB 1 Þ , to derive a lower bound on the spatial distance from S I to B 2 . In summary, instead of invoking sequential scans which need jS I j Á m distance computations to find the total spatial distances from S I to m activity locations, indexing activity locations in BallTree requires only jS I j þ ðn À 1Þ distance computations, where n is the number of balls.
An alternative index is R-Tree, but we argue that BallTree is more suitable for indexing activity locations here. Fig. 4b illustrates an example where the activity locations are indexed in an R-Tree. As shown, minimum bounding rectangles (MBRs) are used to provide boundary information over locations inside them. In Fig. 4b , P
MINDIST ðs i ; M 1 Þ serves as a lower bound on the total spatial distance from S I to q 1 and q 2 , where MINDIST ðs i ; M 1 Þ denotes the minimum distance from s i to MBR M 1 . However, it is difficult to employ triangular inequality with R-Tree to quickly obtain a lower bound on P
MINDIST ðs i ; M 2 Þ. As shown in Fig. 4b , where
Therefore, it is necessary to compute MINDIST ðs 1 ; M 2 Þ and MINDIST ðs 2 ; M 2 Þ directly, incurring jS I j Án on-line distance computations to derive all lower bounds, wheren is the number of MBRs. In contrast, BallTree needs only jS I j þ ðn À 1Þ distance computations with n balls. Therefore, BallTree is preferable to R-Tree in our MAGS design.
BallTree brings two advantages to MAGS: 1) BallTree enables the design of efficient distance ordering strategies. By traversing both R-Tree (for indexing candidate attendees) and BallTree (for indexing activity locations), our proposed distance ordering strategies avoid redundant examinations of candidate attendees and activity locations to extract the reference activity location q ref . The new distance ordering strategies, combined with the original SocioSpatial Ordering mentioned in Section 4.1, are promising to find good feasible solutions quickly and prune redundant search space effectively. 2) BallTree enables distance-based pruning of activity locations at once in the early stages. Moreover, the lower bound on the total spatial distance from a set of balls to S I can be quickly obtained to facilitate pruning. In the following, we first propose two distance ordering strategies and then introduce the distance pruning strategies based on R-Tree and BallTree.
Distance Ordering
While Socio-Spatial Ordering in SSGS is applicable to MAGS, its design does not consider selections of activity locations. Here we propose a new distance ordering strategies for MAGS, namely All-Pair Distance Ordering (APDO). It adaptively changes the optimal activity location according to different S I , and always chooses the best activity location when a new attendee is included into S I to minimize the total spatial distance from S I to the new reference activity location q ref .
In addition, we also propose a simplified version of APDO, namely Single-Reference Distance Ordering (SRDO), which selects the reference activity location only when selecting the first candidate attendee of each intermediate group. SRDO is regarded as a baseline in our experiments. The detailed description of SRDO and the pseudo codes of MAGS with SRDO and APDO are presented in [2] .
All-Pair Distance Ordering. 
A straightforward approach to select v c and q ref is to scan over the entire sets of S R and Q I . However, this approach requires jS R j þ jS I j ð ÞÁj Q I j distance computations when we move a candidate into S I . To reduce this overhead, we traverse both R-Tree and BallTree simultaneously, to reduce unnecessary distance computations.
Two lists U R and U B are maintained during the traversal of R-Tree and BallTree. At each stage, MBR M i and ball B j are extracted from U R and U B based on the following score function:
where MINDIST ðv; B j Þ ¼ d v;ctrðB j Þ À rðB j Þ and MINDIST ðM i ; B j Þ cannot exceed t. In Eq. (7), the first term represents the minimum total spatial distance from S I to any activity location within B j , while the second term represents the minimum spatial distance from a candidate attendee in M i to an activity location in B j . After extracting M i and B j from Eq. (7), if M i is not a leaf node on R-Tree, we pop it from U R and insert its children into U R . Similarly, if B j is a non-leaf node on BallTree, we also pop it from U B and insert its children into U B . As such, APDO extracts v c and q ref without accessing the candidate attendees and activity locations distant from each other. We repeat the above procedure until M i and B j are both leaf nodes and M i 2 S R . Finally, we move v c from S R into S I and continue the branch-and-bound search. Moreover, during the above procedure, if MINDIST ðv c ; B i Þ > t for a ball B i , all the activity locations within B i can be removed from Q I since no activity locations in B i satisfies the spatial radius constraint. APDO iteratively extracts v c and q ref which incur the minimum spatial distance so as to avoid the situation where q ref is only close to a small number of candidate attendees but distant from the others. Moreover, APDO also allows for the early pruning of activity locations that are distant from the candidate attendees. This effectively reduces computation overhead when performing distance pruning strategies afterwards. table) . APDO first inserts the root of R-Tree, M 0 , into U R , and inserts the root of BallTree, B 0 , into U B . There is only one element in each list, and MINDIST ðM 0 ; B 0 Þ ¼ 0 since they overlap. Thus, APDO extracts M 0 and B 0 and inserts their children into U R and U B , respectively. Now, U R ¼ fM 1 ; M 2 g and U B ¼ fB 1 ; B 2 g. APDO then extracts M 2 and B 2 from each list since MINDIST ðM 2 ; B 2 Þ is the smallest one. Afterwards, we insert the children of M 2 and B 2 into the lists, respectively, and now U R ¼ fM 1 ; c; dg and U B ¼ fB 1 ; q 3 ; q 4 g. APDO finds that d and q 4 incur the minimum spatial distance, and the first candidate to be moved into S I is d with the corresponding q ref as q 4 .
To choose the second candidate v c and update q ref (see the second column in the table), we insert the roots M 0 and B 0 of the R-Tree and BallTree into U R and U B , respectively. Then M 0 and B 0 are extracted to insert their children, i.e., U R ¼ fM 1 ; M 2 g and U B ¼ fB 1 ; B 2 g. Since M 2 and B 2 minimize Eq. (7), their children are inserted, i.e., U R ¼ fM 1 ; cg and U B ¼ fB 1 ; q 3 ; q 4 g. Note that here d is not inserted into U R since it is not within S R . Now, M 1 and q 3 minimize Eq. (7) since MINDIST ðM 1 ; q 3 Þ ¼ 0, i.e., M 1 and q 3 overlap. Therefore, M 1 is popped from U R with its children inserted back into U R . Thus, U R ¼ fa; b; cg and U B ¼ fB 1 ; q 3 ; q 4 g. Among them, P 
Distance Pruning Strategies
To avoid examining redundant activity locations, a simple approach is to apply Distance Pruning (see Section 4.2) to derive the lower bounds on the total spatial distance from S I to each activity location. If the lower bound is larger than the currently best solution value, the activity location can be safely discarded from future expansions of S I . However, the above approach is computation intensive because the total distance from each attendee in S I to each activity location needs to be obtained. In the following, we introduce a number of new pruning strategies designed to boost the efficiency in trimming redundant search space when a new attendee is added to S I .
We first propose Outer-Triangle Distance Pruning (OTDP) and Inner-Triangle Distance Pruning (ITDP) to derive the distance lower bounds with triangular inequality, which incur only small computation overhead. We then propose Activity Location Distance Pruning (ALDP), which derives the lower bounds with the help of R-Tree and BallTree to facilitate pruning of activity locations in balls simultaneously. In the following, we first discuss OTDP and ITDP for pruning single locations (point versions). This is then extended to pruning balls of locations (ball versions). Since points can be viewed as degenerated balls, the point versions of OTDP and ITDP can be treated as special cases of ball versions. The detailed description of Activity Location Distance Pruning is presented in [2] . Moreover, the detailed proofs of pruning strategies are presented in Appendix B, available in the online supplemental material.
Outer-Triangle Distance Pruning. The strategy is to derive a lower bound on the total spatial distance from S I to an activity location q y according to the total spatial distance from S I to another activity location q x derived before. Here, Outer-Triangle indicates that the derivation of triangular inequality is through activity locations, i.e., outside S I . On the other hand, Inner-Triangle Distance Pruning (which will be detailed later), derives the distance lower bounds with triangular inequality purely based on the attendees in S I .
Consider an activity location q y under examination. Let q x be an examined location, d s i ;qx denote the spatial distance from an attendee s i 2 S I to q x , and d q x ;q y denote the spatial distance from q x to q y . As shown in Fig. 6a , the lower bound on the spatial distance from s i to q y can be derived as d qx;qy À d s i ;qx < d s i ;qy according to triangular inequality. Therefore, a lower bound on the total spatial distance from S I to q y could be computed as
On the other hand, to compose a group with exactly p attendees, MAGS needs to select the remaining p À jS I j attendees from S R into S I . A lower bound on the total spatial distance of these p À jS I j attendees to q y is ðp À jS I jÞ Á d v min ;q y , where d v min ;q y denotes the minimum spatial distance from q y to any candidates in S R . Therefore, let D denote the currently best solution value, the following lemma specifies Outer-Triangle Distance Pruning. Lemma 1. If jS I j Á d q x ;q y À P jS I j i¼1 d s i ;q x þ ðpÀ jS I jÞ Á d v min ;q y ! D, q y never produces a better solution for any set of candidates expanded from S I .
Since
P jS I j i¼1 d s i ;qx is computed when we access q x , we only need to compute d q x ;q y instead of each d s i ;q y . More importantly, it is possible to improve Outer-Triangle Distance Pruning from a single location to a ball of locations, as shown in Fig. 6b , to prune multiple redundant activity locations in the early stages of MAGS.
Specifically, when we consider two balls B x and B y instead of two locations q x and q y , a lower bound on the spatial distance from s i 2 S I to any location in B y can be computed as d ctrðBxÞ;ctrðByÞ À d s i ;ctrðBxÞ À rðB y Þ, as shown in Fig. 6b . Therefore, a lower bound on the total spatial distance from S I to any location in B y is jS I j Á d ctrðBxÞ;ctrðByÞ À P Pruning derives the distance lower bounds based on the distance from S I to another previously-calculated activity location. On the other hand, the idea of Inner-Triangle Distance Pruning is that, when the attendees in S I are sparser, the total spatial distance from S I to some activity locations may also increase. Therefore, Inner-Triangle Distance Pruning removes redundant activity locations by deriving the lower bounds of the total spatial distance from attendees in S I to activity locations, based on the spatial distances of attendees in S I . Fig. 7a shows a case where S I contains three attendees. In this case, the distance among each pair of attendees in S I , i.e., d s i ;s j (solid lines) is used to derive a lower bound on the total spatial distance from s i , s j to q x (dotted lines), i.e., d s i ;q x þ d s j ;q x > d s i ;s j . Therefore, Fig. 7a shows a set of lower bounds on the spatial distance from s i to any location Note that jS I j À 1 must be included in the denominator to prevent overestimation of duplicated distance d s i ;s j . In addition, the first term can be constructed incrementally as S I expands, which does not require recomputation at each iteration. Therefore, Inner-Triangle Distance Pruning can be performed efficiently.
It is more efficient to trim off multiple unnecessary activity locations all together. Since ð
Þ is a lower bound on the total spatial distance from S I to a point (the center of ball B x of locations), we can subtract this term with jS I j Á rðB x Þ to obtain a lower bound on the total spatial distance from S I to any location in B x , as shown in Fig. 7b . Moreover, similar to OTDP, we can replace ðp À jS I jÞd v min ;q x in Lemma 3 by its lower bound ðp À jS I jÞmin M i 2U R MINDIST ðM i ; B x Þ. Therefore, given a ball B x , all activity locations within B x can be safely pruned according to the following lemma. Here we briefly analyze the above distance pruning strategies. Let m denote the number of distance computations for ðp À jS I jÞ Á min M i 2U R MINDIST ðM i ; B x Þ. Activity Location Distance Pruning incurs the highest computation overhead, i.e., ðn Á jS I j þ mÞ, as distance computations are required for n balls (for each ball, it derives MINDIST ðs i ; B x Þ; 8s i 2 S I ). On the other hand, Outer-Triangle Distance Pruning incurs ðjS I j þ n þ m À 1Þ distance computations, for n balls in the worst case, including jS I j computations for the total spatial distance from S I to ctrðB x Þ, and ðn À 1Þ computations for the distances from ctrðB x Þ to the centers of the other ðn À 1Þ balls. Similarly, when deriving the lower bound on S I and B x , Inner-Triangle Distance Pruning only considers the distances between each pair of attendees in S I , which can be computed incrementally and cached in early stages. Therefore, each time a new attendee is added to S I , Inner-Triangle Distance Pruning performs ðjS I j À 1 þ mÞ distance computations for n balls. Therefore, Outer-Triangle Distance Pruning and Inner-Triangle Distance Pruning are much more efficient than Activity Location Distance Pruning.
Discussions
User interests and existence of sponsors. We propose a generalized model to support the scenarios in terms of user interests. Let h v;q denote the interest measure (i.e., how an individual v prefers a candidate location q) of a person v in an activity to be held at location q. A small interest measure h v;q implies that v highly prefers the activities to be associated with q. Similar to the spatial radius constraint in SSGQ and MRGQ, a new interest constraint h v;q < h is added to the two problems, where h denotes the interest threshold of an activity. For a candidate member v that prefers only karaoke studios and bars, the interest measure from v to coffee shops will be set to a large value exceeding the threshold. Thus, v in this case will never be selected for an activity in q.
MRGQ and SSGQ can also flexibly handle the case when sponsors of the activity exist. Here, we describe a generalized graph model for the scenarios with sponsors. The sponsors are represented by a set S of new nodes in SSGQ and MRGQ. Here each sponsor s in S is connected to a person v if s is correlated to v, e.g., v is an employee, a former student, or a regular customer of s. This link information can be acquired from the address directories, personal Facebook profiles, or customer databases. To support SSGQ and MRGQ with sponsors, the set S is added to the solution at the beginning of SSGS and MAGS. As such, these two algorithms will automatically find a solution group with correlation to S (i.e., the attendees that S would like to sponsor). Moreover, if the activity locations are provided by a sponsor, such as a chain restaurant, all branches of the chain restaurant group can be included in the candidate location set Q. Note that the group size p needs to be increased by S j j in the scenarios with sponsors, and the representatives of each sponsor can also be initially added to the solution group.
Performance of MAGS for MRGQ in threshold graph. In Graph Theory, analyzing the tractability of NP-hard graph problems in special graph classes is very important for theoreticians. Therefore, we prove that MAGS can find the optimal solution in polynomial time in a special graph class, namely, threshold graph [16] in Appendix C, available in the online supplemental material.
Dynamically changing user locations. We also discuss the issue when user locations are dynamically changing in Appendix D, available in the online supplemental material.
EXPERIMENTAL RESULTS
We implement SSGQ in Facebook and recruit 206 people from various backgrounds (e.g., students, and public and private sector workers) to compare solution quality and time overhead for answering SSGQ and MRGQ via manual coordination and our proposed algorithms. Each user completes 24 SSGQ tasks and 20 MRGQ tasks with the social graphs extracted from their social networks in Facebook, together with their spatial locations sampled from their Facebook Checkin records.
In addition to the real dataset collected from the 206 study participants, we evaluate the performance and the solution quality of SSGS, SSGMerge (the heuristic algorithm for SSGQ mentioned in Section 4) and MAGS using a large real dataset, DataSet_4SQ, obtained by crawling Foursquare [21] , one of the most representative LBSNs, for a month. DataSet_4SQ contains both the social and spatial information of 153,577 individuals. Moreover, we also compare MAGS with two relevant algorithms, namely Geo-Social Circle of Friend Query (gCoFQ) [14] and p-Nearest Neighbor (pNN), to evaluate the solution quality and performance. In addition to DataSet_4SQ, we also evaluate MAGS for MRGQ on a large real dataset, DataSet_Youtube [22] , which is a social network extracted from Youtube video-sharing website with 1,134,890 individuals. The activity location q for SSGQ and Q for MRGQ are randomly selected from DataSet_4SQ, and we measure 50 samples in each scenario. Due to the space constraint, the user study of SSGQ, comparisons of SSGS and SSGMerge, comparisons of MAGS with other approaches, and the evaluations on Dataset_Youtube are presented in [2] .
User Study
We perform the user study with 20 MRGQ tasks. These MRGQ tasks span various p, k, and jQj, where t is fixed to 10 km. In the user study, MAGS is equipped with APDO and all the proposed pruning strategies. We also compare the solution quality with an algorithm called GreedyManual (GM), which imitates the behavior of manual coordination. GM first finds the candidates within radius t of each activity location and picks the activity location which has the largest number of candidates nearby. Afterwards, if there exists a feasible group, GM returns it. Otherwise, it repeats the above procedure with the remaining activity locations. Fig. 8 compares manual coordination and MAGS to answer MRGQ in the user study. Fig. 8a demonstrates that the solutions from manual coordination incur larger spatial distance and thereby are not optimal. When the number of activity locations increases, it is easier to find a group of attendees and an activity location with a smaller total spatial distance. In addition, the correctness rate in Fig. 8b shows that even when p ¼ 5, the solutions obtained by manual coordination are not guaranteed to follow the social constraint, especially for a smaller k, because it is very challenging for a user to jointly minimize the total spatial distance and ensure the social constraint. In Fig. 8c , we let each user freely select five people and analyze the familiarity parameter preferred by each person in activities. The minimum k here represents the smallest k to meet the familiarity constraint in user selection. With this parameter extracted from the manual solution, we regard it as an input parameter for an MRGQ query in the same social network. The results demonstrate that users are difficult to handle small k and large jQj due to the need to examine many more combinations. Thus, the distances obtained by manual coordination are more deviated from the optimal solution obtained by MAGS.
Figs. 8d shows that as p increases, the correctness rate and solution quality of manual coordination significantly deteriorate because it becomes more difficult for a user to find a tight social group. In Fig. 8e , each user can freely select any number of people for forming the group with k ¼ 3. Manual p in this figure indicates the average group size measured in the user study. As jQj increases, the selected group size drops because it becomes more challenging to find the optimal group. Moreover, users need much more time to find the group when jQj grows, even with a small group size and a loose requirement on the social connectivity, i.e., p ¼ f4; 5g and k ¼ 3. Finally, Fig. 8f presents the time spent to find the solutions in different scenarios. The result indicates that MRGQ is challenging for manual coordination, especially for a large number of potential candidate locations. Fig. 8g compares the computation time and solution quality of GreedyManual and MAGS. Although GM obtains the solutions within a smaller time, the solution quality is much worse than MAGS. This is because GM stops when a feasible group is obtained, which cannot effectively obtain the optimal solution.
Since MRGQ can also consider the user interests (discussed in Section 5.6), we also compare the user satisfaction with or without considering user interests. We ask the users to choose 20 activity locations in MRGQ, where each location is tagged as coffee shop, restaurant, bar, etc. The interest measure of each activity location q i to each user u is specified as h u;q i between 0 and 1 by the user. We let each user compare the groups selected by MAGS and the user herself. Fig. 8h with p ¼ 7 and k ¼ 3 compares the user satisfaction with and without user interests incorporated. The results manifest that 68 and 75 percent of the users agree that the groups selected by MAGS outperform the manually selected groups before and after incorporating the interests, respectively. Moreover, the increment of the users that choose "Better" after incorporating the user interests mainly come from those who previously chose "Acceptable". The results demonstrate that incorporating user interests indeed improves the user satisfaction.
Performance Evaluation of Proposed Algorithms for MRGQ
We evaluate the effectiveness and efficiency of the proposed algorithms for MRGQ. APDO and SRDO denote MAGS with All-Pair Distance Ordering and Single-Reference Distance Ordering (a simplified version of APDO, which is mentioned in Section 5.4), respectively, while Socio-Spatial Ordering and Familiarity Pruning mentioned in Section 5.1 are also included. In our experiments, unless specifically indicated, we set k ¼ 4, p ¼ 8, jQj ¼ 10; 000, and the maximum value of t is 15 km. Fig. 9 first compares MAGS in MRGQ with the related works on DataSet_4SQ, where MAGS is equipped with APDO, Socio-Spatial Ordering and the proposed pruning strategies. 1) Geo-Social Circle of Friend Query (gCoFQ) [14] aims to find a group of p people to minimize the linear combination of the social diameter and spatial diameter (maximum spatial distance between each pair of group members) of the selected group. In other words, there is no activity location in gCoFQ. In the experiments, gCoFQ is implemented to limit the spatial diameter within 2t, and the nearest activity location after gCoFQ identifies the group is returned as the solution. On the other hand, 2) pNN extracts the group of p members along with their nearest activity location without considering the familiarity constraint. Figs. 9a and 9b compare the computation time and solution quality. Although pNN obtains the group with the minimum time and distance, as shown in Fig. 9c , the minimum k of the obtained group (i.e., the minimum number of unfamiliar members each attendee has in the group) is far from the specified k value, i.e., k ¼ 4. In other words, the solution returned by pNN is not feasible to MGRQ. The solution quality of gCoFQ is worse than the other two algorithms because gCoFQ does not examine activity locations during the group formation process, while Fig. 9c shows that gCoFQ is also difficult to follow the familiarity constraint. In contrast, MAGS follows the familiarity constraint and can identify the optimal group along with the nearest activity location. Fig. 9d compares the social diameter of the groups obtained by gCoFQ and MAGS, and the results of pNN are not able to be displayed because the groups obtained by pNN are usually disconnected. This figure manifests that, although MAGS is not designed to minimize the social diameter, the social diameter is still close to gCoFQ. Fig. 10 evaluates the efficiency of MAGS on DataSet_4SQ. Fig. 10a compares the computation time of the proposed algorithms with different values of t. Given its massive search space, SSP incurs the largest computation time as t grows. On the other hand, equipped with Socio-Spatial Ordering, BallTree, Distance Pruning, and Familiarity Pruning, SRDO and APDO effectively reduce the time to acquire Figs. 10c and 10d present the impact of the proposed pruning strategies, i.e., Outer-Triangle Distance Pruning, Inner-Triangle Distance Pruning, Activity Location Distance Pruning, and Familiarity Pruning shown in Eqs. (4) and (5) in Section 5.1 (denoted as SP_1 and SP_2). The results manifest that these pruning strategies effectively process the spatial and social relationships and indeed are critical for efficiently processing MRGQ. Moreover, the first Familiarity Pruning (SP_1) is more powerful than the second one (SP_2) since it derives a tighter upper bound on the number of people acquainted with each member in S I .
CONCLUSION
To address the need of automatic activity planning based on the social and spatial relationships of attendees and activity locations, we define a new query, namely MRGQ, to jointly find the optimal set of attendees and the best activity location among multiple activity locations. We also study a special case of MRGQ, namely SSGQ, which only features a single activity location. We show that processing MRGQ is NP-hard and inapproximable within any factor. We formulate MRGQ with Integer Linear Programming and propose an efficient algorithm, namely MAGS. In addition to indexing the candidate attendees in R-Tree, we propose to index the candidate locations in BallTree, and devise various ordering and pruning strategies based on the social and spatial relationships. Experimental results show that the computation time required by single threaded MAGS is much smaller than using an IBM CPLEX parallel optimizer. Moreover, we show that the problem of processing SSGQ is NPhard and devise an efficient algorithm, namely SSGS, to process SSGQ. Various strategies, including Distance Ordering, Socio-Spatial Ordering, Distance Pruning, and Familiarity Pruning are proposed to prune redundant search space and obtain the optimal solution efficiently. We also implement SSGQ in Facebook and conduct user studies for both SSGQ and MRGQ to demonstrate that the proposed algorithms significantly outperform manual coordination in terms of both solution quality and efficiency.
