Abstract. This work develops a singular perturbation theory for initial-value problems of nonlinear rst-order hyperbolic systems with sti source terms in several space variables. It is observed that under reasonable assumptions, many equations of classical physics of that type admit a structural stability condition. This condition is equivalent to the well-known subcharacteristic condition for one-dimensional 2 2-systems and the well-known time-like condition for scalar second-order hyperbolic equations with a small positive parameter multiplying the highest derivatives. Under this stability condition, we construct a formal asymptotic expansion for the solution to the nonlinear problems. Furthermore, assuming some regularity of the solutions to the limiting inner problems and the reduced problems, we prove the existence of classical solutions in the uniform time interval where the reduced problem has a smooth solution and justify the validity of the formal expansion.
Here U is the unknown n-vector function of (x; t) (x 1 ; x 2 ; ; x d ; t) 2 R d 0; +1), A j = A j (U)(j = 1; 2; ; d) and Q = Q(U) are the respective n n-matrix and n-vector smooth functions of U 2 G R n (an open set called state space), U(x; ) is a given initial value function and is a small positive parameter. The subscripts (except j) denote the corresponding partial derivatives. For simplicity, we assume that A j (j = 1; 2; ; d) and Q do not depend on x; t and ; moreover, U(x; ) is periodic in x with period (1; 1; ; 1) 2 R d . For the general cases, the reader may consult my thesis 20] .
The aim of this work is to investigate the limiting problem as goes to zero from the viewpoint of singular perturbations.
First-order hyperbolic systems with sti source terms model a large number of di erent physical phenomena. In particalar, important examples occur in the kinetic theory 16], for U 2 E;
(ii). as a hyperbolic system, (1.1) is symmetrizable, that is, there is a positive de nite Hermitian matrix A 0 (U) such that A 0 (U)A j (U) = A j (U)A 0 (U) for U 2 G and j = 1; 2; ; d; (iii) . the hyperbolic part and the source term are coupled in the following sense A 0 (U)Q U (U) + Q U (U)A 0 (U) ?P (U) 0 0 0 I r P(U)
for U 2 E:
Here Q U is the Jacobian of Q, the superscript "*" denotes the transpose operator acting on matrices and I r is the r-order unit matrix. We know from 5] that (i) is just the usual assumption in the corresponding theory for ordinary di erential equations, that is, d = 0. At this point, several comments are proper. The above stability condition is equivalent to the well-known subcharacteristic condition in 19] and 13] for one-dimensional 2 2-systems with r = 1 and the well-known time-like condition used in 7], 4] and 6] for scalar second-order hyperbolic equations with a small positive parameter multiplying the highest derivatives. See also 18]. In addition, it has been pointed out respectively in 17] and 1] that a simpli ed model for reacting ow and the one-dimensional Broadwell model of the Boltzmann equation, both consisting of three equations with r = 1, satisfy a weaker stability condition, which consists of (i), (ii) and (iii)': the hyperbolic part and the source term are coupled in the following sense A 0 (U)Q U (U) + Q U (U)A 0 (U) 0 for U 2 E:
More stability conditions for the system of the form (1.1) can be found in my thesis 20] and they provide the reader how the above stability condition was proposed.
After the completion of this work in 1992 the author got to know 2] (and 3]) where a notion of a strictly convex entropy is introduced for the system of the form (1.1) with the source term admitting a nontrivial constant annihilator. We note that there exist physical examples in magnetohydrodynamics whose source terms have not such an annihilator. On the other hand, the following has been pointed out in the proof of Theorem 2.2 in 2] that the existence of a convex entropy implies the above weaker stability condition. We will prove that the weaker one implies the stability condition if r = 1 or A 0 (U)Q U (U) is Hermitian.
We also remark that Kreiss in 11] studied the system of the form (1.1) under the assumption that A j (j = 1; 2; ; d) are Hermitian and Q U is skew Hermitian. The latter Singular Perturbations of First-Order Hyperbolic Systems 3 implies that all eigenvalues of Q U are pure imaginary, while in present case Q U has always eigenvalues with non-zero real parts (r > 0).
In addition, the author would like to mention that this work was completed and reported in 1992 (see 20] and 21]). Afterwards, many papers on this kind of problems have shown up (see, e.g., 8] and 15]). In particular, it is worthwhile to point out that based on the subcharacteristic condition, the authors in 8] proposed a new approach to construct shock-capturing numerical schemes, without using Riemann solvers, for conservation laws. It seems that the above stabilty condition plays a key role in studying the problems of this kind. See 22] to know that the stability condition implies the stability of relaxation shock pro les for the simpli ed model system for reacting ow in 17] and 12].
Assume the structural stability condition and that the limiting inner problem (for xed x) dĨ d = Q(Ũ) withĨ(x; 0) = U(x; 0) (1.2) has a unique solutionĨ(x; ) de ned on 0; +1) whose limitĨ(x; +1) exists. Then a formal asymptotic expansion
can be constructed. Here m is a prescribed positive integer; the leading term U 0 of the outer expansion solves the reduced problem Q(U 0 ) =0;
U 0 (x; 0) =Ĩ(x; +1);
where P I (U 0 ) is the (n ? r) n-matrix consisting of the rst (n ? r) rows of P(U 0 ); and the leading term I 0 of the boundary-layer correction expansion is de ned as follows I 0 (x; t= ) =Ĩ(x; t= ) ? U 0 (x; 0): Furthermore, the formal asymptotic expansion U satis es
with being a positive constant. The system of equations in (1.3) is called the equilibrium system. Note that our construction of the formal asymptotic expansions needs fewer structural conditions than those of the earlier works (see 5] and the references cited therein) in the context of ordinbary di erential equations, that is, d = 0 in (1.1).
We use an energy method to analyse the asymptotic expansions. Assuming the stability condition and some regularity of the solutions to the limiting inner problem and the reduced problem, we show the existence of classical solutions U in the -independent time interval where the reduced problem has a smooth solution and the validity of the formal asymptotic expansion.
A direct corollary of the validity theorem is
Note that the error estimate improves that of 1] for the one-dimensional Broadwell model of the Boltzmann equation, in that the convergence rate here is independent of the dimension d and we require only m 1 for any d 0.
In 2], the equilibrium system in conservation form is derived for the system in conservation form with the source term having a nontrivial constant annihilator. It is pointed out there that the equilibrium system is endowed with a naturally reduced entropy when the original system possesses a strictly convex entropy. Thus, one might expect the validity of asymptotic expansions for non-smooth solutions.
This paper is organized as follows. Section 2 is concerned with some relations between our stability condition and the weaker one, the strictly convex entropy condition in 2], and the subcharacteristic condition in 19] and 13]. In Section 3, we show that the stability condition is satis ed by some important physical examples. A formal asymptotic expansion is constructed in Section 4 and estimated in Section 5. In section 6 we justify the validity of the asymptotic expansion and prove the existence result.
On the Stability Condition
In this section we point out some relations between our stability condition and the weaker one, the strictly convex entropy condition in 2], and the subcharacteristic condition in 19] and 13].
We begin with the following elementary fact. matrix (with the same partition as that in (i) and (iii)) and there is a positive semide nite Hermitian r r-matrix (U) such that A 0 (U)Q U (U) + Q U (U)A 0 (U) = ?P (U) 0 0 0 (U) P(U): Furthermore, if either r = 1 or A 0 (U)Q U (U) is Hermitian, then (U) is positive de nite.
Note that (i) always holds if the rank of Q U (U) for U 2 E is equal to the number of its non-zero eigenvalues. This lemma provides a method to check whether a given system satis es the stability condition. Proof. Set A = P ? (U)A 0 (U)P ?1 (U). Since PQ U P ?1 is block-diagonal, the inequality in (iii)' implies that is not invertible. Next, we point out the relation between our stability condition and the entropy condition in 2]. In that paper, the authors considered the system in (1.1) with CQ(U) 0 (2.2) for some constant (n ? r) n full-rank matrix C (annihilator). The system satis es the entropy condition if there is a strictly convex smooth function (U) such that (1) . UU (U)A j (U) is symmetric for each j and U 2 G; (2) . U (U)Q(U) 0 for U 2 G; (3) . for any U 2 G the following three relations are equivalent Q(U) = 0; U (U)Q(U) = 0; U (U) = v C for some (n ? r)-vector v:
In addition, it is assumed in some way in 2] that the rank r of Q U (U) is equal to the number of its non-zero eigenvalues.
Lemma 2.3. Assume the rank of Q U (U) for U 2 E is equal to the number of its non-zero eigenvalues. Then the entropy condition implies the weak stability condition.
Proof. The assumption of the lemma immediately implies (i) with some P(U). Let (U) be the strictly convex entropy. Then A 0 (U) =: UU (U) is symmetric positive de nite and therefore (ii) is just (1) . To see the inequality in (iii)', we observe from (2) that U (U)Q(U) takes maximum values at U 2 E. Thus, at such U, the Hessian matrix is non-positive, that is,
Here we have used that Q(U) = 0, U (U) = v C due to (3) and the relation in (2.2). Now we point out an equivalent version of the stability condition for multi-dimensional 2 2-systems with r = 1 Thus, the stability condition is satis ed. Conversely, assume the stability condition is satis ed with some P and A 0 . In view of Lemma 2.2, there exist 1 ; 2 > 0 such that P ? A 0 P ?1 = diag( 1 ; 2 ): Here P may be assumed to be P 0 . In fact, since Q U has distinct eigenvalues 0 and q v (6 = 0), the general form of P satisfying (i) of the stability condition is P = DP 0 with D being an arbitrary invertible diagonal matrix. It follows from (iii) in the stability condition that 2 q v < 0 and thereby q v < 0. On the other hand, since A 0 A j are all symmetric with A j = f ju f jv g ju g jv ; so are P ? A 0 P ?1 PA j P ?1 = diag( 1 ; 2 )PA j P ?1 . By writing out the explicit expression of PA j P ?1 , we see immediately that the relation in (2.4) is satis ed by 1 and 2 . Hence, the proof is complete.
We conclude this section by showing the equivalence of our stability condition and the subcharacteristic condition in 19] and 13] for one-dimensional 2 2-systems with r = 1. Indeed, the subcharacteristic condition is that at (u; v) = (u; h(u)), q v < 0 and det f u ?
) is the characteristics of the equilibrium system. If the subcharacteristic condition holds, then 1 
satis ed by 1 and 2 so chosen. Since the sign of 1 (u; v); 2 (u; v) and ?q v (u; v) do not change for (u; v) close to (u; h(u)), our stability condition is veri ed. Conversely, we only need to notice that the relation in (2.4) implied that in (2.5).
Examples and Applications
This section is devoted to some important physical examples satisfying our stability condition. We will often use Lemma 2.2.
Equations in the Kinetic Theory of Gases
Discrete velocity models of the Boltzmann equation in the kinetic theory of gases have the form
Here U is an n-vector with components being the density functions; A j (j = 1; 2; ; d) are (constant) diagonal matrices; Q(U), known as the collision operator, is an n-vector with quadratic forms of U as components; is proportional to the mean free path of particles under consideration. For details we refer to 16].
On physical grounds, the solution components of (3.1) are non-negative. As in 1] which treats the one-dimensional Broadwell model, we assume that the solution components are For lots of models widely studied, such as Carleman models, Broadwell models, etc., Q U (U) can be decomposed as Q U (U) = A(U)A 0 (U); (3.2) where A(U) is a negative semide nite Hermitian matrix and A 0 (U) is a diagonal matrix.
Obviously, A 0 (U) symmetrizes the A j 's. Furthermore, we can prove that if A 0 (U) is positive de nite, then the stability condition is satis ed. Indeed, we have Lemma 3.1. Let (3.2) hold with A; A 0 being negative semide nite Hermitian and positive de nite, respectively. Then there is an invertible matrix P such that PQ U = P and A 0 Q U = P P;
where is a diagonal matrix with non-positive entries.
Proof. Since A 1=2 0 AA 1=2 0 is Hermitian, there is a unitary matrix H such that A 1=2 0 AA 1=2 0 = H H with being a diagonal matrix. Furthermore, is negative semide nite since so is A and A 0 is positive de nite. Take P = HA The one-dimensional coplanar model: n = 4, Q 1 (U) = Q 2 (U) = u 3 u 4 ? u 1 u 2 and Q 3 (U) = Q 4 (U) = ?Q 1 (U). With the X de ned above, we see Q U (U) = ?X X X ?X diag(u 2 ; u 1 ; u 4 ; u 3 ) A(U)A 0 (U):
It is easy to verify that the eigenvalues of the symmetric matrix A(U) are -4 and 0 with the multiplicity 3. And A 0 (U) is positive de nite for U 2 G.
Similarly we can show that the one-, two-dimensional Broadwell models both have the formal structure in (3.2).
A Simpli ed Model for Reacting Flow
In order to develop numerical methods for chemically reacting ow problems, LeVeque and others in 12] (see also 17]) presented the following simpli ed mathematical model for reacting ow t + u x + u x = 0; u t + uu x + ?1 p x = 0; s t + us x = s e ( ) ? s ; (3.3) where and u are the respective density and uid velocity, s is the mass fracion of one mode of a two-mode gas, p = p( ; s) is the pressure, and s e ( ) is a given equilibrium distribution function of .
Here we show that this model system admits the stability condition. ? (E ? uB) ; (3.5) where ; p and u are the respective uid density, pressure and velocity, B is the magnetic induction, and E is the electric eld; is the ratio of speci c heats, c is the velocity of light, 1= is the dielectric constant, and 1= is the electric conductivity.
Unlike Whitham in 19], we consider the relativistic e ect and therefore do not omit the displacement current E t = .
Singular Perturbations of First-Order Hyperbolic Systems 11 Now we show that the above system satis es our stability condition. To this end, set U = ? ; u; p; B; E and Q(U) = ? 0; ?1 B; ( ? 1)(E ? uB); 0; ? (E ? uB). Then Obviously,~ andB are independent of . Thus we deduce from the second and the last equations that (Ẽ ?ũB) = ?( +~ ?1B2 )(Ẽ ?ũB):
Therefore, (Ẽ?ũB)( ) decays exponentially to zero as goes to in nity since +~ ?1B2 > 0. Substituting (Ẽ ?ũB)( ) into the second, the third and the last equations, we easily know that the limits ofũ( );p( ) andẼ( ) exist as goes to in nity and they converge exponentially to the limits.
By using the explicit expression of P in (3.6), we can write out the corresponding equilibrium system as follows t + u x + u x = 0; B t + uB x + Bu x = 0; p t + up x + pu x = 0; (u t + uu x + ?1 p x ) + B(E t + c 2 B x ) = 0; E = uB:
Note that there is no a constant annihilator C 2 R 4 5 such that CQ(U) 0: Such an assumption is required in 2].
Inviscid gas dynamics with relaxation
In changing ow the internal energy may lag behind the equilibrium value corresponding to the ambient pressure and density. This is the so-called relaxation e ect and the equations of motion take the following form ( Obviously,~ andũ are independent of . Thus we deduce from the last two equations that (Ẽ ? ~ ?1p ) = ?(1 + ( ? 1))(Ẽ ? ~ ?1p ): Therefore, (Ẽ ? ~ ?1p )( ) decays exponentially to zero as goes to in nity. Substituting (Ẽ ? ~ ?1p )( ) into the last two equations, we easily know that the limits ofp( ) and E( ) exist as goes to in nity and they converge exponentially to the limits.
By using the explicit expression of P in (3.9), we can write out the corresponding equilibrium system as follows Experience suggests that the outer expansion approximates the exact solution away from t = 0, and thereby we establish some relations among the coe cients of the expansion in (4.1). From now on we take m = 1 for simplicity. Expanding (U) into power series in and equating the coe cients of ?1 and 0 to zero, we obtain Q(U 0 (x; t)) = 0; (4.4)
And the coe cient of 1 is
Because of the equation in (4.4), U 0 lies on the equilibrium manifold de ned by Q(U) = 0. In view of the stability condition, the invertible matrix P = P(U 0 ) is well de ned and diagonalizes Q U (U 0 ), that is, PQ U (U 0 ) = 0 0 0Ŝ(U 0 ) P:
Let P I ; P II be the matrices composed of the rst (n?r) and last r rows of P, respectively. Multiplying the equation in (4.5) with P from the left we get
A j (U 0 )U 0x j = 0: (4. Under the stability condition, the system in (4.10) can be converted to a symmetrizable (semilinear) hyperbolic system for P I U 1 . In fact, (4.6) is a symmetrizable hyperbolic system for U 1 provided that F 1 is known. Thus, it is easy to see that we have a symmetrizable hyperbolic system for PU 1 if PF 1 is given. Since P ? A 0 (U 0 )P ?1 is of the block-diagonal form (see Lemma 2.2), the system in (4.10) is a symmetrizable hyperbolic system for P I U 1 if P II U 1 is provided by the relation in (4.8).
Note that (4.4), together with the equations in (4.7), is just the equilibrium system. Thus, U 0 and U 1 will be completely determined provided that we specify the initial values for P I U 0 and P I U 1 . Once U 0 and U 1 are determined, we have (U) = F 1 (x; t) + 2 R 1 : By setting S(x; ) = P(U 0 (x; 0))Q U (Ĩ 0 )P ?1 (U 0 (x; 0)) and V (x; ) = P(U 0 (x; 0))Ĩ 1 , we derive from the last equation that dV d = S(x; )V ? diag(0;Ŝ(U 0 (x; 0)))P(U 0 (x; 0))U 1 (x; 0) + P(U 0 (x; 0))R(x; ): (4.14)
We also expand the prescribed initial value U 0 (x; ) into power series in U(x; ) = U(x) + U 1 (x) + O( 2 ): (4.15)
Now we brie y show how to determine the coe cients of the expansions. A further discussion will be given in the next section. First, we takeĨ 0 (x; 0) = U(x). This, together with the equation in (4.13), is precisely the limiting inner problem, which will be assumed to have a unique continuous solution converging toĨ 0 (x; 1) 2 E as goes to in nity. KnowingĨ 0 (x; 1), we consider the equilibrium system (4.4) and (4.7) with U 0 (x; 0) = I 0 (x; 1), which is the reduced problem. Moreover, P II U 1 is also obtained by (4.8). Then we solve (4.14) with V (x; 0) = P(U 0 (x; 0)) U 1 (x). We will show in the next section that V (x; ) exists uniquely, decays exponentially to V (x; 1) and V II (x; 1) = (P II U 1 )(x; 0). Thus, we take (P I U 1 )(x; 0) = V I (x; 1) and solve the symmetrizable hyperbolic system in (4.10) to get P I U 1 .
In conclusion, we have determined all coe cients in expansions (4.1) and (4.2). Furthermore, we see from (4.3), (4.11), (4.12) and (4.15) that
U (x; 0) = U (x; 0) + O ( 2 ):
Here F 2 = R 1 + R 2 .
Finally, we point out that higher-order approximations can be constructed similarly. Moreover, the higher-order terms U k (x; t) with k 2 in the outer expansion satisfy linear equations with successively known nonhomogeneous terms.
Estimates of the Expansions
In this section we show some regularity properties and estimates of U ; F 1 and F 2 constructed in the previous section.
First of all, let us agree on some notations. For vectors U; V 2 C k and matrix A 2 C l k our basic inner product and norm are < U; V >= U V; jUj =< U; U > 1=2 and jAj = maxfjAUj : jUj = 1g:
is the space of square integrable (vector-or matrix-valued) functions
on . jjAjj and (U; V ) denote its norm and inner product, respectively. In case U; V and A are functions of another variable t as well as x 2 , we write jjA(t)jj and (U(t); V (t)) to remind the reader that the norm and the inner product are computed with respect to x while t is viewed as a parameter. Similar notations will be adopted for the function spaces introduced below. For a nonnegative integer s, the Sobolev space H s is de ned as the space of functions which and their distribution derivatives of order s are all in L 2 .
We use jjAjj s and (U; V ) s to denote the norm and the inner product of H s . Let R be an open subset of some real Euclid space. We denote by C(R) (resp. C k (R) with k being a positive integer or 1) the space of continuous (resp. k-times continuously di erentiable) functions on R. C b (R) (resp. C k b (R)) is a subspace of C(R) (resp. C k (R)) whose elements (resp. and all derivatives of order k) are bounded on R. C b (R) and C k b (R) are both Banach spaces respectively for the norms jAj 0;R = sup jA(x)j; x 2 R and jAj k;R = sup j@ Aj 0;R ; j j k :
We also adopt the multi-index notations in 9] and denote them by Greek alphabets ; and so on. When it can be inferred from the context, the subscript R will frequently be omitted from the above notations. In addition, we denote by C k ? Our further arguments are based on the following assumption on the two solutions respectively to the limiting inner problem and the reduced problem.
Assumption: (1) . The limiting inner problem (4.13) withĨ 0 (x; 0) = U(x; 0) has a unique solutionĨ 0 (x; ) in C ? 0; +1); H s+2 , which decays exponentially toĨ 0 (x; +1) 2 E in H s+2 as goes to in nity. Here s s 0 + 1. We also assume that A j (j = 1; 2; ; d); Q;Ŝ and P are in C s+2 (G) and U 1 (x) 
Now we show that jjI 1 ( )jj s decays exponentially to zero as goes to in nity. To do so, we rst estimate jjS( ; )?S( )jj s for xed . Since Q UU (5.14) for su ciently small .
In conclusion, we have estimates in (5.6) for U , (4.9) + (5.4) for F 1 and (5.7) + (5.14) for F 2 .
Validity of Expansions and Existence
Having constructed a su ciently regular asymptotic solution U to the initial value problem in (1.1), we prove here the existence of a smooth solution in the -independent time interval, where U exists, and the validity of the expansion solution under the stability condition and similar regularity assumptions as that in the previous section.
For the sake of exactness, we refer to the results in the previous section and make the following assumption for U , F 1 Assumption A: (1) . A j (j = 0; 1; 2; ; d); Q 2 C 1 (G) and U( ; ) Another consequence of Theorem 6.1 is that we can write U (x; t) = U 0 (x; t) + I 0 (x; t= ) + U 1 (x; t) + I 1 (x; t= ) + O( 3=2 ) (6.4) due to the form of U . This is just the asymptotic expansion of U (x; t). Now we turn to prove Theorem 6.1 and begin with the following nonlinear Gronwalltype inequality. Thus we have the rst line in (6.14).
For jjF 2 (t)jj, recall that F 2 (t) = P 5 k=1 f k (t Combining the estimates in (6.15)-(6.19) and using the elementary inequality a k 1+a s+1 for a 0 and 0 k s + 1 yields the second line in (6.14) .
Substituting the estimates in (6.14) into the inequality in Lemma 6. (1 + B (t))(1 + s+1 (t))dt : (6.22) Denote by 2 (T) the right-hand side of (6.22) , that is, (T) = C(T 1 + 1) exp C Z T 0 (1 + B (t))(1 + s+1 (t))dt :
Recall that (t) jjU (t) ? U (t)jj s CjjW(t)jj s . Then 2 (t) C (t) due to (6.22) and (0) = C(T 1 + 1) . Moreover, 0 (t) C(1 + B (t)) (t) + C(1 + B (t)) (s+3)=2 (t): This completes the proof.
