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Abstract 
Traffic congestion threatens our economy and the environment. People spend 
extra time in traffic jams, reducing their available leisure time. Particularly in 
Brisbane, Australia, due to the growing trends of population and car ownership, the 
city’s road infrastructure is under increasing pressure. However, construction of new 
roads is not always a feasible solution due to the tremendous cost of keeping up with 
the increasing demand. Thus, traffic control, the efficient utilisation of existing road 
infrastructure, is essential for decreasing traffic congestion in cities. To do this, 
appropriate models and monitoring method for large cities are essential.  
 Recently, a macroscopic modelling for large urban network, the Macroscopic 
Fundamental Diagram (MFD), has been verified and investigated for area-wide 
network monitoring and control purposes. Similarly to the conventional link-based 
fundamental diagram, MFD represents an area traffic state by defining the traffic 
throughput of an area at given density levels, and describes the dynamics of area-
wide traffic conditions. However, the key characteristics and derivation of the MFD 
with the available data set are not yet well established. This research project aims to 
fill this gap, focusing on the case of the Brisbane network. 
 Firstly, the properties of the MFD under heterogeneous conditions were 
explored in a simulation environment. A grid-network analysis with explicit 
information provision into account revealed that drivers’ adaptation to traffic 
congestion made significant impact on the shape of the MFD. The more drivers 
become adaptive, the more evenly they are distributed among the network, increasing 
the network throughput. The system becomes more stable during the recovery period, 
which helps quick resolution of severe congestion. The results confirmed the impact 
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of information provision on the MFD shape. More importantly, the MFD is able to 
capture the effect of different policies. Thus it is suitable for traffic monitoring. 
 Next, in order to apply the MFD to the real world, a reliable variable 
estimation was examined, particularly for traffic density. Signalised arterials are 
characterised with stop-and-go behaviour due to traffic lights, therefore point 
measurements, such as stop line detectors, cannot be a section representative. This 
research employed an input-output method for section density estimation, by fusing 
probe sample data such as Bluetooth samples, stop line detectors and signal phases. 
The method was tested in a simulation network, then applied to a real data set from 
the Brisbane urban network. 
 The Brisbane MFD derived showed a low scattered shape, confirming the 
existence of the MFD in the Brisbane signalised network. Although the whole 
network diagram showed only the free flow regime, the plots captures the congestion 
dynamics well. Partitioning the network into several sub-regions enabled the MFD to 
exhibit different shapes reflecting regional characteristics. This confirmed the 
importance of the network partitioning for appropriate representation of the network 
performance.  
 Finally, a framework for a Brisbane network analysis was proposed. 
Considering the radial network structure, corridor-based traffic monitoring was 
suggested for the Brisbane arterial network. This research demonstrated a method to 
identify traffic heterogeneity along a corridor in order to determine the zone size for 
the MFD analysis. Instead of analysing a local phenomenon of a particular bottleneck 
section, the proposed method identified the road stretch which could be considered as 
a single system. This macroscopic view of traffic helps comprehensive monitoring of 
a large urban area, and contributes to coordinated traffic controls.  
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Chapter 1 Introduction 
1.1 BACKGROUND 
Traffic congestion threatens our economy and the environment. People spend 
extra time in traffic jams, reducing their available leisure time. The Federal 
Government Bureau of Transport and Regional Economics’ report “Estimating urban 
traffic and congestion cost trends for Australian cities” estimates that the social costs 
of congestion will increase to $3 billion in 2020 from $1.2 billion in 2005 (Bureau of 
Infrastructure Transport and Regional Economics, 2007). Particularly in Brisbane, 
due to the growing trend of population and car ownership, the city’s road 
infrastructure is under increasing pressure. Construction of new roads is not always a 
feasible solution due to the tremendous costs keeping up with the increasing demand.  
Efficient use of existing road infrastructure is essential for dealing with the 
urban traffic congestion. Measures include traffic controls, such as ramp metering 
and variable speed limits (VSL) for motorways, and road pricing, optimised signal 
controls for signalised arterial networks. The underlining objectives are to achieve 
ideal traffic conditions by controlling the demand side, the drivers, so that they utilise 
the existing network assets, without any further construction. For successful control 
of a large urban network, proper models and indicators for the area are needed. The 
control requires appropriately monitoring the congestion and understanding the 
network performance characteristics in order to identify the best timing and area to 
be controlled.  
Conventionally, traffic monitoring has relied on microscopic models, which 
deal with single road sections. Intensive research has been done in this field for the 
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past few decades, for both motorways and arterial urban corridors. Various models 
have been proposed to estimate and/or predict traffic state variables, such as travel 
time, traffic volume and density. This approach has been successful when applied to 
motorways and major arterial routes, which consist of a single corridor that has 
limited interaction with neighbouring routes. However, for larger urban network 
monitoring, these microscopic models and indicators show limited benefits. 
Firstly, section-based monitoring looks only at the location of interest. The 
section modelling and indicators are successful in estimating and predicting the local 
traffic conditions of a particular part of the network, individually. However, since 
traffic congestion has a spatially wider impact, such local monitoring could lead to 
‘blind’ control, which could fail to optimise area-wide traffic conditions. Thus, it is 
more desirable to see the congested area as a whole for efficient control, particularly 
for complex urban networks.  
Secondly, although conventional indicators, such as travel time, speed and 
density, describe basic road performance, they do not indicate the traffic states, such 
as whether the road is congested or not. For instance, travel time information is vital 
for drivers to determine their departure time and routes. However, the information 
provides only the time needed from point A to B, which does not really identify how 
congested the road sections are. From the road authority’s point of view, it is 
important to identify the congestion levels, as well as the gap between the current 
condition and the ideal state for timely implementation of the necessary control. 
For area-wide traffic modelling and monitoring, recent research has explored 
the relationship between network ‘production’, the weighted sum (or mean) of flows 
of all links, and ‘accumulation’, the weighted sum (or mean) of link densities (both 
quantities are weighted with the link lengths – units of lane-kilometers). This 
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relationship, widely referred as the Macroscopic Fundamental Diagram (MFD), 
illustrates area traffic states as area average flow or traffic throughput of an area at 
given density levels. Therefore, intensive research has been made for the last several 
years on its potential use for the assessment of area traffic states.  
However, most of this work has been conducted in simulations, where the 
tested environments have been limited to particular traffic conditions. Thus, there is a 
lack of understanding of how the MFD changes under different policy 
implementations, such as dynamic information provisions. Also, the MFD requires 
traffic density (or occupancy) to be estimated, which is challenging in signalised 
urban networks.  
This thesis proposes a framework for area-wide network monitoring using the 
MFD as an indicator. This work particularly focuses on understanding the MFD in 
various traffic states and the deriving the MFD from a signalised urban network with 
available data sets, as well as discussing network partitioning for monitoring 
purposes in the case of Brisbane, Australia.  
1.2 PROBLEM STATEMENTS 
Regardless of the recent research initiatives, the properties of the MFD are still 
under discussion. Particularly, the impact of different policies on the MFD shape is 
not well investigated in large networks, since the analyses have largely been 
conducted in simple abstract networks. Understanding how the MFD captures 
different traffic conditions is essential knowledge when employing the MFD for 
network monitoring.  
Also, the method for deriving the MFD is still not established in signalised 
urban networks. Most works have been reported using freeway data sets. Despite the 
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recent development in traffic data acquisition from various sources, such as probe 
vehicles, there are limited empirical examples of the MFD with real data set from 
signalised arterial networks.  
Furthermore, the practical application of the MFD for network monitoring has 
been reported in very few examples (Horiguchi et al., 2010). For monitoring with the 
MFD, detailed discussion on the MFD dynamics and the partitioning strategies is 
essential in real network environment.  
1.3 AIMS AND CONTRIBUTIONS 
The aim of this research is to propose the framework of the Brisbane network 
monitoring with the MFD as an indicator. To achieve this, the following four tasks 
are achieved. 
1. Understanding the shape of the MFD under different traffic states to 
gain deeper knowledge on the dynamics and properties of the MFD.  
2. Developing and validating the traffic density estimation method for 
signalised urban sections. 
3. Applying the density estimation method to the Brisbane network, and 
deriving the Brisbane network MFD with different network partitioning 
strategies. 
4. Developing the framework of corridor base analysis for Brisbane 
network monitoring 
The five key contributions of this research project are outlined below. 
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1. Identified en-route information provision impact on the traffic 
distribution and network performance represented with the MFD in 
simulation environment. 
2. Proposed traffic density estimation method for signalised arterial 
sections with loop detector, signal phase and Bluetooth samples by 
extending an existing travel time estimation model, CUPRITE, then 
validated its accuracy in a simulation network.  
3. Applied the density estimation method to the Brisbane network and 
empirically confirmed the existence of the Brisbane network MFD. 
4. Illustrated the traffic performance of sub-regions with the MFDs, and 
also confirmed the traffic dynamics during a major incident, which 
empirically showed the capability of the MFD for traffic state 
surveillance.  
5. Proposed the framework for corridor MFD’s analysis aiming to 
determine ideal zone size along corridors with empirical examples. 
1.4 THESIS OUTLINE 
This thesis consists of seven chapters. The contents of the remaining chapters 
are briefly outlined below. 
Chapter 2 presents a comprehensive review on macroscopic modelling of urban 
networks. Firstly, the history of this field is described from early works to the recent 
developments. Key research findings are then reviewed, with particular focus on the 
properties of the MFD. Finally, application of the MFD for traffic control and 
monitoring is briefly presented. 
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Chapter 3 develops deeper understanding about the Macroscopic Fundamental 
Diagram (MFD). Through grid-network simulation with various en-route information 
penetration rates, this chapter reveals the MFD shapes under different traffic 
distributions. By dividing the test network into two zones, the difference in MFD 
shapes from different network properties is presented. 
Before moving onto the real network analysis, Chapter 4 presents the density 
estimation method for signalised arterial sections with stop line loop detectors, signal 
phases and probe samples. The density method is proposed as an extension of an 
existing method, CUPRITE, which was originally developed for section average 
travel-time estimation using cumulative plots at upstream and downstream of the 
section. The estimation accuracy is then tested in simulation network. The simulation 
is also incorporated with the probe samples’ measurement error assuming Bluetooth 
data. 
Chapter 5 presents the Brisbane network MFD. By applying the density 
estimation outlined in Chapter 4, the whole network MFD is derived. The network is 
then partitioned using two different zoning strategies, each of which has regional 
MFDs that capture the regional traffic characteristics including the impact of a major 
incident. 
From the Brisbane network topology and the traffic states’ characteristics 
presented in Chapter 5, Chapter 6 proposes the framework of corridor MFD analysis 
for Brisbane network monitoring.  
Finally, conclusions are summarised in Chapter 7. 
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Chapter 2 Literature Review 
2.1 INTRODUCTION 
Abundant research has already been done in describing and modelling traffic 
states. This chapter reviews the existing methods and research in this field, beginning 
with the conventional congestion measures. Then it explores the macroscopic 
modelling, moving from a historical overview to more recent remarkable and rapid 
developments and findings in macroscopic relationships among traffic states 
variables, the key characteristics of such relationships and the proposed applications 
of these models. Through the critical review of the previous works, the significance 
of this thesis is identified.  
2.2 TRAFFIC CONGESTION MEASURES  
2.2.1 Highway Capacity Manual measures ─ Level of Service 
The Highway Capacity Manual (HCM) (Transportation Research Board, 2010) 
is the most widely used standard for traffic engineering studies and practices. The 
HCM has provided concepts and analytical procedures for computing capacity and 
for evaluating quality of service of various road facilities, such as highways, arterial 
roads, and signalised/un-signalised intersections. The quality of service is measured 
with quantitative indices to characterise operational traffic conditions: such indices 
as traffic density, volume-to-capacity ratio, average speed, travel time and 
intersection delay, depending on facility types. Then, these quantitative indices are 
transformed into a qualitative scale, the level of service (LOS), which represents a 
range of operating traffic conditions, or congestion severity, with six discrete classes 
from A to F (Table 2-1). The main advantage of the LOS measure is that it is easily 
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understood by a non-technical audience; thus it is widely used as a basis for 
congestion measures by most public agencies in the USA (Lomax et al., 1997). 
However, the LOS measure is criticised because it represents only local traffic states 
and does not capture regional congestion conditions (Byrne and Mulhall, 1995). 
Hamad and Kikuchi (2002) and Lomax, et al. (1997) claim that the use of the LOS 
measure could be misleading due to the lack of consensus among agencies regarding 
the conditions near the threshold of congestion. 
Table 2-1 Level of Service and corresponding traffic conditions (Transportation Research 
Board, 2010) 
LOS Traffic conditions 
A 
Represents a free flow. Individual users are virtually unaffected by others in 
the traffic stream. Freedom to select desired speeds and to manoeuvre within 
the traffic stream is extremely high. 
B 
Represents the range of stable flow but the presence of other users in the 
traffic stream begins to be noticeable. Freedom to select desired speeds is 
relatively unaffected but there is a slight decline in the freedom to manoeuvre 
within the traffic stream from LOS A. 
C 
Represents the range of stable flow but the selection of speed is affected by 
the presence of others. Manoeuvring within the traffic stream requires 
substantial vigilance on the part of the user. 
D Represents high-density but stable flow. Speed and freedom to manoeuvre are 
severely restricted. 
E 
Represents operating conditions at or near capacity level. All speeds are 
reduced to a low but relatively uniform value. Freedom to manoeuvre within 
the traffic stream is extremely difficult. 
F Represents forced or breakdown flow 
 
2.2.2 Travel time measures 
Travel time based measures define the congestion level with travel time, the 
time spent by drivers in travelling a road segment. By quantifying the level of 
congestion, this travel time explicitly represents the cost of travel, and thus plays a 
crucial role in road performance monitoring. 
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Lomax, et al. (1997) introduced the indicator for travel rate (TR), as defined in 
equation 2-1, which defines the time (in minutes) needed to travel a unit length (per 
mile). It can be used for specific road sections or for the average of an entire 
corridor. Estimates of travel rate can be compared to a target value that represents the 
boundary between acceptable and unacceptable levels of congestion (or the threshold 
of congestion), as explained in section 2.2.3.1.  
    
 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Texas Transportation Institute (2005) developed travel rate index and section 
travel time. Travel rate index compares peak period travel time and the target traffic 
conditions (e.g. free flow) as shown in equation 2-2. The travel time represents the 
section travel time weighted with traffic volume or person (in vehicle-minutes or 
person-minutes) as defined in equation 2-3 and 2-4. 
  
    !"   #$%  2-2 
    · 
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" ' ( ' ) 2-3 
   · 
   !" ' ( ' ) ' )* 2-4 
where  !"  and  #$%  denote actual and target travel rate (in minutes per 
mile), respectively. (  is the section length (in miles), )  and )*  are the vehicle 
volume (vehicles) and average vehicle occupancy (person/vehicle), respectively.  
2.2.3 Delay measures 
2.2.3.1 Definition of congestion threshold  
The significance of congestion can be related to estimating delay. Delay is 
referred to as the additional time spend by drivers, in comparison to the free flow or 
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acceptable travel time. For delay estimation, various threshold values have been 
proposed for the start of delay.  
Lindley (1987) defined the threshold at the volume-to-capacity ratio (v/c) of 
0.77, which is equivalent to the average speed of 55 miles per hour (mph or 88 
km/h). The boundary corresponds to the condition between LOS C and D presented 
in the Highway Capacity Manual 1985 (Transportation Research Board, 1984). The 
literature also proposed the congestion severity index to be the ratio of total excess 
travel time (total delay) to the total trip distance (vehicle-miles of travel).  
Lomax, et al. (1997) introduced an indicator, travel rate (TR) as defined in 
equation 2-1, which represents the time (in minutes) needed to travel a unit length 
(per mile). To determine the thresholds for the start of congestion, the literature 
proposed acceptable travel rates for different roadway categories, defining the 
maximum time to travel a road segment without experiencing an unacceptable level 
of congestion, based on the consensus among various stakeholders, such as road 
users (both citizens and businesses), road authorities and transportation professionals. 
The examples of such values are summarised in Table 2-2 (for peak period). 
Table 2-2 Example of acceptable travel rate (Lomax et al., 1997) 
Peak Period 
`Area Type 
Acceptable Travel Rates (minutes per mile) 
Freeway 
Mainline 
Freeway 
HOV Lane 
Major 
Street 
Bus on 
Street 
Rail in 
Street Bike 
Central Business 
District 1.7 1.0 5.0 7.0 6.0 6.0 
Central City/ 
Major Activity Centre 1.5 1.0 3.0 5.0 4.5 5.5 
Suburban 1.33 1.0 2.4 4.0 4.0 5.0 
Fringe 1.2 0.9 2.0 3.5 3.0 4.0 
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The other attempts to define the thresholds include: 
• 60 mph for freeways and 35 mph for arterial roads (Schrank and 
Lomax, 2009) 
• The 85th percentile speed in the off-peak period as the free flow speed 
(Texas Transportation Institute, 2005) 
• Posted speed limit (D’Este et al., 1999, Austroads, 2007). 
2.2.3.2 Quantification of congestion with delay measures 
Delay can be defined as the difference between actual travel time and the 
threshold of congestion (or target condition). The basic measure of delay can be 
defined as equation 2-5 and 2-6 (Lomax, et al. (1997)). 
 +,  · 
   !" -  #$%  ' ) 2-5 
 +,  · 
   !" -  #$%  ' ) ' )* 2-6 
where  !"  and  #$%  denote actual and target travel time (in minutes), 
respectively. )  and )*  are the vehicle volume (vehicles) and vehicle occupancy 
(person/vehicle), respectively.  By aggregating the delay across a whole corridor or 
an area, total delay is calculated for wider area evaluation.  
Lomax, et al. (1997) proposed three delay-related indicators, delay rate (DR), 
relative delay rate (RDR) and delay ratio (DRA) (equation 2-7, 2-8 and 2-9), based 
on the travel rate as defined in equation 2-1. 
 
+   !" -  #$%  2-7 
 
+  + #$%  2-8 
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where  !" and  #$%  denote actual and acceptable travel rate (in minutes per 
mile), respectively. 
Delay rate quantifies the actual congestion levels as the excess amount of time 
experienced by travellers over the acceptable level of congestion (in minutes per 
mile). The relative delay rate and the delay ratio are the normalised delay rate, which 
can be used to compare congestion levels across different road categories. The 
relative delay rate compares congestion levels to the level of acceptable congestion, 
whereas the delay ratio is a comparison of congestion levels to the actual travel rate.  
Taylor (1992) and D’Este, et al.. (1999) also examined similar index as defined 
in equation 2-10. It compares the delay and the target traffic condition (free flow, or 
posted speed limit). 
 
.
 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#$%  2-10 
These indicators can be useful tools to quantify the congestion levels (delay 
rate) and to compare the relative congestion levels between various road types (e.g. 
freeways and signalized arterials). However the measures are limited for the 
evaluation of particular road sections, and cannot be used for assessing area-wide 
congestion levels. Also, the delay measures represent the relative congestion level 
against the target (or threshold) traffic states, as shown in section 2.2.3.1. Therefore, 
the choice of the threshold plays a crucial role in applying delay-based measures. 
However, there is no common consensus on the target traffic states, and thus careful 
consideration is needed for individual applications. 
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2.2.4 Other congestion indices 
Some researchers have developed other congestion indicators by adding 
several congestion-related components and normalising values in an equation. The 
roadway congestion index (RCI), developed by Schrank and Lomax (2009), is 
defined as a weighted average of vehicle miles travelled (VMT) per lane-mile (Ln-
Mi) of freeway and principal arterial, as shown in equation 2-11.  
 .  )/0#%%12( · / · )/0#%%12 3 )/# %#4"( · / · )/# %#4"14,000 · )/0#%%12 3 5,000 · )/# %#4"  2-11 
where the constant values, 14,000 and 5,000, are parameters to represent the target 
vehicle miles travelled per lane-mile for freeway and arterial, respectively. The value 
may vary for different road sections, depending on the target traffic conditions. An 
RCI greater than or equal to 1.0 indicates the undesirable level of congestion. 
Lomax, et al. (1997) proposed a corridor mobility index (CMI). The CMI 
consists of the speed of person movement value divided by some normalising value. 
The speed of person movement is the product of passenger volume and average 
speed for a particular route and is typically expressed as person-miles per hour. 
A similar indicator, Productivity, was proposed (Austroads, 2007) and applied 
by Somers (2010). Productivity is defined as the product of vehicle flow 
(pcu/hour/lane) and average speed (km/h) divided by the product of normalisation 
flow and speed, as shown in equation 2-12. 
 9
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where <*#= and :;<*#= are the normalisation speed and flow, respectively. 
Austroads (2007) recommends the normalisation speed to be 80km/h and the 
normalisation flow rate 2000pcu/hour/lane. 
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These indicators are designed for monitoring motorways or major arterials. The 
use of these indices relies on the benchmark traffic states or the threshold of 
acceptable traffic conditions, which may vary for different road sections. The 
selection of such states, which requires detailed information about each section’s 
traffic state to determine the undesirable states, could be challenging for large area 
monitoring.  
2.3 MACROSCOPIC OBSERVATION OF TRAFFIC NETWORK 
2.3.1 Earlier works with empirical observations 
Many research attempts have been made for network wide performance 
evaluation during the past 40 years. Most early works were empirical, observing 
traffic characteristics and examining general formulae to describe macroscopic 
relationships. The works revealed functional dependencies among network wide 
traffic variables such as average speed, distance from the city centre, and road 
spacing. Various macroscopic models were proposed in this line. However, the 
results were based on a few observations, and thus considered as tentative.  
Early work by Wardrop (1952) and Smeed (1966) dealt with the development 
of macroscopic models for arterials, later extended to general network models. 
Smeed (1966, Smeed, 1968) proposed a function relating the number of vehicles 
which can enter the central area of a city with the area of the city, the traction of area 
devoted to roads expressed in vehicles per unit time per unit width of road. The 
model was fitted with data from several cities. Although the work deduced that the 
number of vehicles which can circulate in a town depends strongly on their average 
speed, this work did not explain the phenomena in overcrowded cities.  
Thomson (1967) collected data from streets in central London for 14 years, and 
figured out a linearly decreasing function of average speed and flow. Wardrop (1968) 
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proposed the function between average speed and flow by incorporating average 
street width and average signal spacing. Still, the work only confirmed the 
monotonic decreasing relationship. Zahavi (1972) attempted to reveal the 
relationship between traffic intensity (the distance travelled per unit area), the road 
density (the length or area of roads per unit area) and the space mean speed. Through 
analysing various cities in the United Kingdom and the United States, that work 
proposed a monotonic function that inversely relates speed to flow. While monotonic 
relationship explains the lightly congested network performance, these models 
cannot describe heavily congested network performance (such as the network during 
rush hours).  Godfrey (1969) was among the first to propose a non-monotonic model. 
The work examined the relationship between the average speed and the concentration 
(the number of vehicles in the network), and also between average speed and the 
vehicle-miles travelled per hour. The model was developed with moving observers 
(i.e. floating vehicles) and a set of aerial photos to estimate the traffic concentration. 
The model identified a certain concentration where the maximum flow is expected, 
as seen in a single section fundamental diagram. However, this model is also 
estimated with only a few data points, and thus needs further validation.  
2.3.2 Two-fluid model 
Later, a more general model, the two-fluid model, developed to establish the 
theoretical background of macroscopic traffic relations in large cities, was applied to 
a greater extent than the other models previously described in section 2.3.1. Herman 
and Prigogine (1979) assumed that the traffic in a network can be divided into two 
components, one corresponding to moving vehicles and the other to stopping 
vehicles due to traffic control devices, incidents, and congestions, but not for parking, 
which is considered to be out of the traffic stream. The model was proposed to 
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characterise the quality of urban network traffic by relating the trip time to the stop 
time (both for per unit length). The proposed model was further developed and 
validated with real data collected in various cities in the US. Herman, et al. (1988) 
also explored the influence of driver type (normal, conservative and aggressive) to 
the two-fluid model parameters, concluding that the model is sensitive to driver 
behaviours. 
Remarkable observations were made by Mahmassani, et al. (1987) and  
Williams, et al. (1987) regarding the network-level relationships among the three 
fundamental traffic flow variables, flow (Q), density (K) and speed (V), in line with 
the two-fluid model framework. Through simulation work, they empirically figured 
out the Q-V-K relations in the network level, which are similar to their counterparts 
for individual road sections. These researchers also numerically verified the 
fundamental relationship >  ?) for network-wide aggregated variables. The same 
research also compared the simulated values with the derived formulae as a 
consequence of the two-fluid model (Ardekani and R. Herman, 1987). The emulated 
variables fitted well to the simulated ones, which supported the two fluid model 
being a theoretical base to describe network-level traffic states. However, one 
limitation of the two-fluid model was its validity under different demand patterns 
(Daganzo, 2007). Insensitiveness to the exogenous conditions (e.g., OD demand 
patterns) is essential for the development of robust and reliable monitoring and 
control of urban network. 
2.3.3 Recent development based on Input-Output system description 
More recently, Daganzo (2007) reinitiated modelling urban gridlock 
phenomena with macroscopic variables under an “Input-Output” system description. 
By relating the exit flow rate (the rate at which vehicles leave the system) and the 
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number of vehicles in the system (vehicle accumulation), the reference showed an 
Accumulation-Based (AB) system description and control for rush-hour traffic and 
gridlock dynamics. It is argued that the proposed concept holds for homogeneously 
congested network, given that the external conditions, such as the demand and 
control strategies, change slowly over time.  
Following this abstract examination, Geroliminis (2007) and Geroliminis and 
Daganzo (2008) empirically observed the macroscopic relationship among 
aggregated variables: ‘production’, the weighted sum of flows of all links, and 
‘accumulation’, the weighted sum of link densities (both quantities are weighted with 
the link lengths – units of lane-kilometres). The existence of a network-level 
fundamental diagram (also called a Macroscopic Fundamental Diagram, MFD) has 
been confirmed to have three distinctive regimes, free flow, capacity and congested, 
as observed in the fundamental diagram for single road sections. The analysis results, 
from a microscopic simulation of San Francisco Business District (2007) and a field 
observation in downtown Yokohama (2008), showed that the well-defined MFD 
exists for homogeneously congested areas, but that the conventional flow-density 
relationships for individual links displayed highly scattered plots. This research also 
demonstrated that the relationship holds for very different demand distributions (over 
both time and space), and thus the MFD is independent of the demand.  
The findings encouraged the accumulation (or area average density) based 
monitoring and control. Therefore, since this research, various research attempts 
have been made to explore the detailed characteristics of the MFD both empirically 
and theoretically.  
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2.4 THE KEY CHARACTERISTICS OF THE MFD 
2.4.1 Derivation of the MFD in ideal conditions 
Since the existence of the MFD has been confirmed, theoretical insights have 
been gained on the shape of the MFD. Daganzo and Geroliminis (2008) proposed 
analytical formulae by applying variational theory and introducing moving observers 
(Daganzo, 2005b, Daganzo, 2005a). The method has set the foundation of the 
analytical deviation of the MFD by giving the upper bounds of the diagram. 
However, it is limited only to networks with strong regularities in topology, signal 
settings and demand loading, such as a symmetric network structure, and the slow-
varying demand and control strategies.  
Leclercq and Geroliminis (2013) extended the earlier analytical model 
(Daganzo and Geroliminis, 2008) to a more general model, that relaxes the regularity 
conditions of network topologies. The literature also explored the shapes of the MFD 
under different route choice principles in the analytical framework, as detailed later 
in section 2.4.3. 
Courbon and Leclercq (2011) and Leclercq, et al. (2014) compared three 
methods to compute the MFD diagram: the analytical method proposed by Daganzo 
and Geroliminis (2008), the trajectory-based method based on Edie’s method (1963), 
and the loop detector method. The trajectory-based method considers all the traffic 
states during the trip across the network to estimate flow and density (like GPS 
enabled probe vehicles). On the other hand, the loop detector method captures the 
traffic states at the point where the detectors are installed. The authors compared the 
methods with the analytical one as a reference, and concluded that the trajectory-
based method was able to estimate the MFD quite accurately. Also, combination of 
speed information from trajectory data and loop detector counts give accurate results 
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even when sampling rate is low (<10%), whereas the accuracy of the loop detector 
method depended largely on the detector locations as expressed with the distance 
from the signalised intersections. The literatures provide useful guideline for deriving 
the MFD. Although the MFD solely from trajectory data is ideal, obtaining such 
detailed data from full traffic is challenging. Therefore, the combination of trajectory 
and loop detector method could be realistic.  
Saberi, et al., (2014) further extended the trajectory-based estimation method 
from single corridor analysis to general network. The literature extended the 
conventional two-dimensional time-space diagram employed in the original Edie’s 
method (1963) to three-dimensional one by adding another dimension in space. 
Through simulation tests, they verified the proposed method was able to estimate 
network level variables consistently with the concept of the MFD. 
2.4.2 Impact of congestion homogeneity 
The analytical derivation of the MFD requires defining suitable time-space 
graphs to encompass all the relevant paths for moving observers under variational 
theory, and thus is computationally intensive. Therefore, empirical studies have 
commonly been conducted in a simulation environment or with a real data set, which 
revealed some important findings on the MFD in general network and traffic 
conditions.  
The key requirement of the well-defined shape of the MFD is the congestion 
homogeneity over the network. Buisson and Ladier (2009) were the first to show 
empirical examples of the MFD when the congestion is not homogeneously 
distributed. Through the analyses, carried out using the real data set from a medium-
sized city network in France, they found hysteresis-like deviations in the MFD shape 
when there were strikes of truck drivers. The drivers were driving slowly on the 
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motorway, which resulted in serious diversion in the MFD curve from that of normal 
conditions. They also conducted comparative analysis on the MFD shapes with 
different detector locations and network types. They found 1) that the distance 
between detectors and traffic signals has a strong impact on the slope of the MFD, 
and 2) that the shapes of the MFD are strongly correlated with the type of network 
(ring roads vs radial roads, highways vs surface streets) and land uses (centremost 
urban area vs residential arterials).  
The cause of the scatters in the MFD was further investigated. Buisson and 
Ladier (2009) also observed hysteresis loops that had higher flow for the same 
density level in the onset and lower in the offset periods. This loop was recreated in 
the simulation of the Amsterdam network conducted by Ji, et al.. (2010). They 
visually checked the time-space traffic density contour plot, and confirmed that 
uneven congestion in the onset and offset could be another source of heterogeneity, 
causing hysteresis loops in the MFD.  
Cassidy, et al. (2011) studied the MFD for a freeway road network. They 
conclude, based on real data, that the MFD holds only in cases when all lanes on all 
links in the whole network are either a congested or an uncongested regime. In a case 
where the data set is not properly filtered and there is a mix of these conditions on 
the studied stretch, the noisy-looking scatters are observed below the MFD, which 
would be expected with the filtered data set.  
The effect of spatial variability of congestion on the MFD shape was further 
explored. Mazloumian, et al. (2010) and Knoop, et al. (2011) identified that the 
spatial distribution of link densities is one of the key components for determining the 
scatters in the MFD shape. They deployed a grid-network simulation model with a 
periodic boundary condition in which the number of vehicles in the network was 
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fixed. The drivers kept circulating in the network indefinitely while choosing their 
routes randomly. The works revealed that the variance of link densities over different 
locations is an important aspect of determining the total network performance (or 
network flow). The authors provided the reasoning that “an inhomogeneity 
(heterogeneity) in the spatial distribution of car density increases the probability of 
spill over, which substantially decreases the network flow”. Later, Knoop, et al. 
(2013) formulated a continuous Generalised MFD (GMFD), which related the 
network production as a function of network accumulation and the spatial 
heterogeneity of link densities. Knoop and Hoogendoorn (2013) presented empirical 
observations of the GMFD from real data from the freeway ring road in Amsterdam. 
Geroliminis and Sun (2011b, 2011a) empirically confirmed the effect of the 
heterogeneous distribution of traffic in the MFD shape. They conducted statistical 
tests on the spatial distribution of link densities of a signalised arterial network (in 
downtown Yokohama, Japan), where the MFD shows less scattered curve, and 
freeway network (in Twin Cities, Minnesota), where a hysteresis loop was identified 
in the MFD. The tests confirmed that if the spatial distribution of link densities 
exhibits similar histograms for two different time intervals with the same number of 
vehicles in the network, then the same average flows should be observed for these 
different time intervals. The signalised arterial network satisfied this condition, 
whereas the freeway network in Twin Cities, Minnesota, did not. Hence, significant 
scatters were observed in the freeway MFDs.  
Saberi and Mahmassani (2012, 2013) also explored the hysteresis phenomena 
and capacity drop in freeway networks in Portland. They observed higher variation 
of densities during the recovery period, which caused a lower flow, resulting in a 
hysteresis loop (Saberi and Mahmassani, 2012). Also, through the comparison of 
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different highway networks in Portland, Irvine and Chicago, they identified the 
freeway capacity drop caused 1) the inability of the freeway network to sustain the 
peak throughput for a relatively long time, and 2) the instability of network traffic 
during the reloading (afternoon peak) after an incomplete recovery from the initial 
loading (morning peak). 
Based on these findings, Ji and Geroliminis (2012) proposed a network 
partitioning algorithm for heterogeneously congested large networks (San Francisco 
Business District). The authors explored the zones so that the variation of link 
densities within each zone is minimised. They also proposed a boundary adjustment 
method to keep the compactness of zones, to be used for perimeter control. The 
method is computationally efficient and theoretically sound. However, the studied 
traffic state was static, and hence, the gained zones are optimised only for the given 
traffic state; the zoning could not be optimum when the congestion propagates both 
temporally and spatially.  
2.4.3 Impact of drivers’ turning behaviours and adaptation 
As observed in Mazloumian, et al. (2010), drivers tend to distribute unevenly 
when a fixed number of drivers are circulating in a network while randomly choosing 
their routes. This causes heterogeneous conditions resulting in significant scatters in 
the MFD. Daganzo, et al. (2011) found a theoretical explanation for this phenomena 
using a simple analytical model. The paper, based on a two-bin model, showed that 
the system becomes unevenly congested systematically due to random turns at 
intersections, creating one bin more congested than the others. This causes a 
bifurcation in the MFD at a network-specific critical density, leading the system to 
gridlock. This phenomenon has been confirmed in a simple two ring road network 
(Gayah and Daganzo, 2011b) and in a more realistic grid network. The same research 
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(Daganzo et al., 2011) also showed that if drivers choose their routes adaptively in 
real-time, then the tendency toward unevenness is reduced, and the bifurcation point 
density significantly increases, that is, the system become less likely to reach 
gridlock.  
Gayah and Daganzo (2011a) explored the hysteresis loop with the help of the 
two-bin model. They generalised the model by introducing exogenous inflow and 
outflow in order to account for the traffic dynamics during rush hours. The research 
showed that the system is inherently unstable during the recovery phase, because the 
congestion resolves more slowly in more congested areas than in less congested 
areas, and thus the spatial heterogeneity increases. This unstable phenomenon causes 
clockwise hysteresis loops in the MFD, taking the lower flow during the recovery 
phase rather than in the loading phase. They also confirmed that the instability during 
the recovery could be reduced if a sufficient number of drivers choose their routes  
adaptively in respond to congestions. Thus the hysteresis loops can be avoided when 
the driver adaptivity is high.  
Mahmassani, et al. (2013) and Tsubota, et al. (2013) compared the dynamic 
information provision impact on the MFD shape in a simulation environment. 
Mahmassani, et al. (2013), through the gridlock simulation conducted for the 
Chicago CBD network, confirmed that the more drivers adaptively choose the routes 
in response to congestions, the smaller the gridlock size becomes. In fact, when 
100% of drivers are adaptive, no gridlock forms. Tsubota, et al. (2013) conducted 
grid network simulation with different adaptive drivers’ ratios. They also confirmed 
that the dynamic information has an impact on drivers’ distribution among the 
network. When more drivers are adaptive, the traffic spreads more homogeneously, 
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resulting in higher network throughput. These findings support the theoretical 
examination by Gayah and Daganzo (2011a). 
Leclercq and Geroliminis (2013) investigated the shapes of the MFD under 
different route choice principles in an analytical framework. They estimated the 
MFDs under Wardrop’s principle (user equilibrium), the logit model and the system 
optimum condition. The results supported the finding in Mazloumian, et al. (2010): 
the variance of link densities is the key variable determining the MFD shape. An 
interesting observation was that, under congested conditions, the results of user 
equilibrium and system optimum were very close. This indicates that the benefit of 
optimum routing aiming at system optimum could be limited for a congested 
network.  
Zhang, et al. (2013) compared the network performance represented with the 
MFD under various adaptive signal control strategies. They conducted grid network 
simulations with three different adaptive signal models, the SCATS (Sydney 
Coordinated Adaptive Traffic System) for corridor control (SCATS-S), the SCATS 
for local intersection optimisation (SCATS-L) and the highly-adaptive (idealised) 
self-organizing traffic lights (SOTL) system (Gershenson, 2005, de Gier, 2011). The 
research showed that the MFD shows hysteresis under heterogeneity during loading 
and unloading periods. Also, by uniformly distributing the traffic throughout the 
network with adaptive control, a higher network performance (average flow) was 
achieved, as observed in the adaptive routing cases (Mahmassani et al., 2013, 
Tsubota et al., 2013). 
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2.5 APPLICATION OF THE MFD FOR TRAFFIC 
MONITORING AND CONTROL 
Although the properties of the MFD are still under investigation, there have 
already been various studies reported that aim to utilise the MFD for traffic 
monitoring and control. Daganzo (2007) first introduced the concept of the MFD 
aiming to monitor and control complex city networks without full knowledge of the 
traffic. The basic concept was Accumulation-based control, which optimises the 
aggregate vehicular accumulations in the area (reservoir).  
The first few attempts were made for freeway ramp metering strategies whose 
aim was to optimise the number of vehicles in the network (Geroliminis et al., 2011, 
Yoshii et al., 2010). Although the MFD was originally proposed for urban networks, 
it is suitable for identifying control targets for coordinated metering control of 
various on-ramps at the same time based on the monitoring of a longer stretch of the 
network. Moreover, the model, which explicitly considers both the freeway and the 
surface network, is presented by Haddad, et al. (2013). 
 For urban network controls, perimeter controls (or gating strategies) identify 
the area(s) to be controlled and implement the inflow control (or gating) with 
modifying signals at the boundaries, targeting the vehicle accumulation to maximise 
the area performance. Keyvan-Ekbatani, et al. (2012), Keyvan-Ekbatani, et al. (2013, 
2014) proposed feedback-based single reservoir gating. Haddad and Geroliminis 
(2012) formulated the control of the two-reservoir system, and showed the feasibility 
of the method. Geroliminis, et al. (2013) formulated predictive control for the two-
reservoir system. Aboudolas and Geroliminis (2013) proposed a more general N-
reservoir system control, and implemented to the San Francisco Business District 
network homogeneously partitioned by Ji and Geroliminis (2012).  
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In addition to perimeter controls, the MFD is utilised for a zone-based routing 
system (Knoop et al., 2012), cordon pricing (Geroliminis and Levinson, 2009, Zheng 
et al., 2012), evaluation of network performance with mixed traffic (Xie et al., 2013) 
and policy implecation on road space allocation for various transportation modes 
(Zheng and Geroliminis, 2013). The works by Xie, et al. (2013) and Zheng and 
Geroliminis (2013) in particular is notable, since it expanded the conventional single-
mode MFD to a multimodal framework, indicating a possible research direction 
toward more general crowd dynamics (including public transport, bicycles and  
pedestrians).  
Lastly, Horiguchi, et al. (2010) proposed a mesh-wise traffic monitoring and 
information broadcasting framework using the MFD. They partitioned the Tokyo 
network into 1 km meshes, characterising each mesh with a MFD derived from 
floating car data. By introducing two indicators, traffic fluidity and singularity, they 
constructed an intuitive traffic state map for a large urban area for real time 
broadcasting. However, the zone was arbitrarily determined without considering the 
properties of the MFD. Thus, the traffic states within zones can be heterogeneous.  
2.6 DISCUSSIONS AND CONCLUSIONS 
This chapter surveyed macroscopic modelling for urban network from early 
works based on empirical observations, to two-fluid model, and to the recent findings 
based on Input-Output system description, later extended to, so called, MFD. In the 
early works about the MFD (Daganzo, 2007, Daganzo and Geroliminis, 2008), the 
discussion largely relied on theoretical formulations under the regularity conditions, 
where a network is homogeneously loaded and the macroscopic dynamics is 
perfectly predictable; the conditions include slow-varying demand and external 
factors (e.g. controls), well-distributed demand, homogeneous network with similar 
 Chapter 2: Literature Review 27 
links and redundant network where drivers have enough route choice options. A 
well-defined (less scattered) diagram describes the dynamics of network congestion 
as a function of network density. Thus, it is expected to be utilised for network 
control and monitoring. 
Successful application of the MFD relies on the crisp shape of the MFD under 
homogeneous traffic conditions. However, as more empirical examples are 
presented, the regularity conditions are no longer valid, and new insights have been 
gained on the MFDs under heterogeneous conditions, such conditions as the network 
consisting of different road types, the fast-changing demand and heterogeneously 
distributed congestion (Buisson and Ladier, 2009, Daganzo et al., 2011, Geroliminis 
and Sun, 2011a, Ji et al., 2010). The resulting MFDs are highly scattered with 
hysteresis-like loops and/or bifurcation points at lower densities. The existence of 
such scatters implies that the area contains different traffic states, such as free flow 
and congested parts. Thus, the scattered MFD could lead to misunderstanding of the 
network conditions, and may result in inefficient control and monitoring. 
Intensive research has been done to understand the causes of the scatters. 
Significant finding has been made by Mazloumian, et al. (2010) and Geroliminis and 
Sun (2011b) on the measurement of network homogeneity in relation to the MFD’s 
shapes. They identified variations of link densities has strong impact on the network 
throughput (flow); larger variations of link density result in smaller flow, which 
causes the scatters in the MFD. In other words, the well-defined MFD is expected 
when the variations of link densities are small.  
Based on the finding, Ji and Geroliminis (2012) has proposed a method for 
homogeneous zoning, which aim to minimise the standard deviation of link densities 
within zones. However, the algorithm assumes static traffic states. Moreover, the 
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method is developed for a CBD area, where many route choice options are available, 
thanks to dense links. This highlights the need for another zoning strategy designed 
for less dense networks, such as radial networks, where fewer alternative routes are 
available, and the traffic states have strong directionality (e.g., inbound and outbound 
directions).  
 Another stream of research directed towards understanding what causes traffic 
heterogeneity, which results in scattered plots on the MFD. Driver’s adaptivity to 
traffic states is a major component as the literatures show in section 2.4.3. Since 
drivers’ behaviour (e.g. route choice principle) is a key input for simulation models, 
further investigation is needed for reliable simulation analysis. 
Another limitation of the existing works is that most work has been conducted 
in traffic simulation environments or using loop detector data from freeway 
networks. There are limited examples from signalised arterial networks using real 
data sets. As Courbon and Leclercq (2011) shows, the MFD derived with loop 
detector data of signalised sections is highly affected by the location of the detectors, 
so the use of vehicles’ trajectory (from probe vehicles) is preferable as encouraged in 
literatures (Leclercq et al., 2014, Saberi et al., 2014). However, considering the 
limited availability of such data, development of a widely applicable method is 
needed for empirical analysis of the MFD.  
To conclude the literature review, the questions to be explored in the following 
chapters are summarised below: 
• How en-route information provision affects the traffic distribution 
represented with standard deviation of link densities, and the shape of the 
MFD,  
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• How to estimate the MFD of a signalised arterial network using available 
data sources in the real world,  
• What properties the MFD from non-grid type network, such as radial 
network of Brisbane, exhibits, and 
• How the network should be partitioned for better monitoring of such 
network. 
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Chapter 3 Macroscopic Fundamental 
Diagram – Understanding Its Characteristics 
3.1 INTRODUCTION 
This chapter focuses on deeper understanding of the Macroscopic Fundamental 
Diagram (MFD). The properties of the MFD are intensively explored in Section 2.4, 
and some key properties have been identified. These previous research has set 
remarkable milestones for practical applications of the MFD. However, the analyses 
have been limited to particular traffic conditions, and the impact of other factors such 
as information provisions and drivers’ behaviour has not been well investigated, 
particularly for larger networks.  
The impact of drivers’ route choice on network performance under real-time 
information provision has been extensively explored (Abdel-Aty and Abdalla, 2004, 
Bustillos et al., 2011, Emmerink et al., 1995, Mahmassani and Chen, 1991, Peeta et 
al., 2000, Pel et al., 2009, Qian and Zhang, 2012). These researchers confirmed that 
1) pre-trip information and en-route information have the potential to improve 
network performance, and 2) optimal penetration rates can be identified in particular 
network settings, based on network performance measurements such as average 
travel time and total travel time. The MFD also represents network-wide traffic 
performance, and therefore, the MFD shapes can be affected by different information 
types and/or drivers’ route choice behaviours.  
As summarised in section 2.4.3, several recent studies have identified that 
drivers’ adaptation to traffic conditions affects the stability of the MFD shape in a 
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way that the bifurcation point density increases as the route choice becomes more 
adaptive (Daganzo et al., 2011, Daganzo, 2011). Also, adaptive route choice can 
reduce the hysteresis in the MFD during the recovery phase for simple networks 
(Gayah and Daganzo, 2011a). In parallel, Mahmassani, et al. (2013) investigated the 
effect of adaptive drivers in the shape of the MFD through simulation in the Chicago 
network. Since most studies on the MFD have been conducted in simulation 
environments, where the driver’s route choice model plays a crucial role, it is 
worthwhile to further investigate the impact of such a factor on the MFD shapes in 
large networks. 
This chapter aims to investigate the effect of dynamic information provision on 
network performance by employing the MFD as a measurement, and to demonstrate 
how different scenarios are captured in the MFD’s shapes. Two types of drivers are 
introduced, en-route (dynamic) informed drivers and normal drivers. En-route 
informed drivers, who are considered as equipped vehicle’s drivers, can choose the 
best routes every update interval based on a route choice principle. For normal 
drivers, two types are examined, pre-trip route choice drivers and habitual drivers. 
Pre-trip route choice drivers decide their routes from origin to destination at the time 
of departure, and do not change their route while travelling. Habitual drivers learn 
the best routes through day-to-day driving experiences anticipating recurrent traffic 
conditions. By changing the ratio of the en-route and normal drivers, different 
scenarios are emulated in a simulation environment in order to investigate how 
drivers’ adaptation to the traffic congestion influences the network conditions and the 
MFD shape. 
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3.2 DRIVERS’ TYPES AND INFORMATION PROVISION 
ASSUMPTIONS 
3.2.1 Information types and drivers’ route choice ─ the brief review 
 Drivers may select their routes before departure, based on their experience, 
anticipating recurrent traffic conditions. Or, under en-route real-time information 
provision, they may adjust routes during the trip, responding to the latest traffic 
conditions. In reality, travellers are most likely to consider making both pre-trip and 
en-route route choices, and various models have been proposed to assess this hybrid 
route choice behaviour (Pel et al., 2009, Qian and Zhang, 2012). Mahmassani and 
Chen (1991) conducted a numerical simulation experiment to assess the effectiveness 
of two different information sources, en-route and origin-based information, for five 
levels of market penetration cases. They deduced the optimum penetration rate for 
particular traffic conditions. However, the relative effectiveness of en-route versus 
home-based (pre-trip) information is highly subject to the initial conditions (the base 
case without information) (Mahmassani and Chen, 1991). Recently, Pel, et al. (2009) 
and Qian and Zhang (2012) proposed hybrid route choice models which explicitly 
consider both habitual route and en-route route choices. The habitual route sets are 
defined as Dynamic (Predictive) User Equilibrium (DUE) conditions, where actual 
experienced path travel times are equal for all used paths. They confirmed that en-
route information provision to a small portion of travellers can lead to better network 
performance than DUE conditions can.  
This research aims to demonstrate the impact of en-route information provision 
on network performance by employing the MFD as a measurement. The following 
sections describe the base case and en-route (dynamic) route choice models 
employed in this study.  
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3.2.2 En-route route choice model 
This study employs logit-type route choice models for the dynamic informed 
drivers’ behaviour. Logit type models are among the most popular route choice 
models. Based on discrete choice theory, Logit models assign a probability to each 
alternative path between each origin-destination (Ben-Akiva and Lerman, 1985). One 
of their well-known drawbacks is of an Independence of Irrelevant Alternatives 
(IIA), which refers to the inability of Logit function to distinguish between highly 
overlapping routes. In order to overcome this IIA problem, in this study we employ 
the C-Logit model, which is able to take the network topology into account and 
which allows for alternative routes with little overlapping by introducing an index for 
the degree of overlapping in the utility term (Cascetta et al., 1996). The choice 
probability 9@  of each alternative path A  belonging to the available path set   is 
formulated as: 
 9@  BCDEFGD∑ BCIEFGI"JK , 3-1 
where )4 is the perceived utility for alternative path , which is equal to the minus of 
the travel time of path  . L  is the scale factor, which determines the drivers’ 
sensitivity to the travel time difference among alternative paths. The term .M@  is 
denoted as ‘commonality factor (CF)’ of path A, which is proportional to the degree 
of overlapping of path A with other alternative paths. Thus, highly overlapped paths 
have a larger .M factor and therefore smaller utility with respect to similar paths. .M@   
is calculated as follows: 
 .M@  N ·  O P ("@("Q/S(@Q/ST
U ,"JK  3-2 
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where L"@ is the length of sections shared by paths l and k, while L4 and L@ are the 
length of paths l and k respectively. Depending on the two-factor parameters β and γ, 
the ‘commonality factor’ is weighted. Larger β means that the overlapping factor has 
greater importance with respect to the utility V4 ; γ is a positive parameter, whose 
influence is smaller than β and which has the opposite effect: the smaller γ is, the 
more significant the overlapping factor is.  
3.2.3 Penetration rate of en-route information 
In order to assess the effect of drivers’ adaptation to congestion, we test 
different en-route information penetration cases. En-route informed drivers 
(equipped vehicle’s drivers) are capable of receiving the latest traffic information 
every update interval (i.e. 5 minutes), and search the preferred routes adaptively once 
the new information is available. On the other hand, drivers without en-route 
information stick to the prescribed routes from origin to destination centroids and 
never change their routes throughout their journey. By changing these drivers’ ratio, 
the impact of drivers’ adaptivity to congestion is investigated. In this study, en-route 
informed drivers’ ratio = 0%, 20%, 40%, 60%, 80% and 100% are considered. That 
is, if the ratio is 80%, then 80% of the vehicles are dynamically informed and change 
their routes adaptively, and the remaining 20% follow the stored routes. Ratios 0% or 
100% are considered because they provide useful insights about the limits of 
potential route guidance strategies. 
3.2.4 Base case route choice models 
Here, the route choice for normal drivers (the drivers without dynamic en-route 
information) is discussed. The drivers may choose their routes before departure 
based on the current traffic conditions, or based on their past experience, anticipating 
recurrent traffic conditions. In the former case, they receive updated traffic 
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information only at home and determine their routes before leaving. Once they start 
the journey, they stay on the pre-determined paths and never change their routes 
(pre-trip route choice drivers). In the latter case, they have already learned their “best” 
route sets through daily experiences (habitual drivers).  
The habitual drivers are supposed to have perfect information about the normal 
traffic conditions of their choice sets. However in reality, drivers normally stick to a 
particular route unless there are any special incidents, thus they might not have full 
knowledge about the other routes. Therefore, habitual drivers may also consult pre-
departure information to seek for better options. To represent such behaviour, it is 
worth to consider the pre-trip route choice drivers, not only the habitual drivers. 
Pre-trip route choice drivers 
The pre-trip route choice drivers select the best routes at the departure, based 
on the current information received at home. They can access the traffic information 
only at the network entrance and choose their routes based on the information at their 
departures under the principle outlined in Section 3.2.2. Once they leave the origin 
centroid, their routes are fixed and do not change during their journey. 
Habitual drivers 
Habitual drivers follow the pre-determined routes from origin to destination, 
and cannot deviate from these prescribed routes. There are several ways for 
prescribed route generation (Qian and Zhang, 2012) that imitates daily learning 
experiences. Among these, an iterative procedure is widely used in many Dynamic 
Traffic Assignment (DTA) applications. The method allows travellers to choose a 
different route based on experienced route travel times in the next iteration. 
Repeating this process leads to a user equilibrium condition where drivers can no 
longer reduce their travel costs by switching routes (Carey and Ge, 2012, Varia and 
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Dhingra, 2004). This research employs the iterative procedure to generate prescribed 
route sets that reflect habitual drivers’ day-to-day learning process.  
3.3 SIMULATION FRAMEWORK  
3.3.1 Test network 
The test network imitates a Manhattan type network, which consists of 20 x 20 
regular grids with 300 metre two-way links and 600 metre entrance/exit links, as 
shown in Figure 3-1. This study employs an AIMSUN microscopic simulation model 
as a simulation platform (Barceló and Casas, 2004). All intersections are signalised 
with the same setting, that is, a 90 seconds cycle with 50% green split and 3 seconds 
of loss time. Saturation flow rate is set to 1,800 veh/hour/lane. At all intersection, 
drivers are allowed either through movement, left or right turn, as depicted in the 
intersection layouts (Figure 3-1). Through movements and left turns are always given 
priority over right turns; right turning vehicles must give ways when conflicts occur. 
The network has two different geometries, an inner area and an outer area. The outer 
area has 3 lanes for each direction, whereas the inner area links have 2 lanes in order 
to represent a central business district (CBD) with less capacity.  
 
Figure 3-1 Test network and intersection layout 
Inner area (CBD)
Outer area
Entrance/Exit links
Outside centroids
CBD centroids
600 m
300 m
Intersection layout
Inner area
Outer area
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3.3.2 Simulation settings 
Centroids, shown as blue dots in Figure 3-1, are set at entrance/exit links and 
the CBD area. All demand is generated in the periphery of the network. Figure 3-2 
illustrates the demand profile generated from each origin centroid. The simulation 
starts with an empty network and vehicles are loaded for 3 hours. In the beginning, 
each origin generates 400 veh/hour/origin in total, 75% of which is coming into the 
CBD centroids and 25% is going across the network to the opposite side. The 
demand increases during the first 1 hour up to 800 veh/hour/origin, and decreases 
after 2 hours. The demand is determined so as not to have a virtual queue outside of 
the network, that is, so there is no waiting vehicle in the entrance links. After 3 
hours, the simulation keeps running without additional demand input in order to 
empty the network. 
 
Figure 3-2 Demand Profile 
 
For the route choice parameters, this analysis selects a scale factor  L  100 
(1/hour), where most drivers choose the shorter route if the travel time difference is 
greater than 3 minutes, and γ  1. These are the default values of AIMSUN. The 
realistic parameters should be chosen with considering the travel time variation 
among different routes, that is, the standard deviation to average path cost ratio (i.e., 
coefficient of variation of path costs) as recommended in Cascetta, et al., (1996). The 
sensitivity analysis of the scale factor  L  will be conducted later in this chapter 
(section 3.7). 
time
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Preferred β value is between minimum and maximum travel time of the paths 
measured in hours (Transport Simulation Systems). Considering the network size, 
β  0.5 is selected in order to make sure that β is greater than the free flow travel 
time. 
The habitual drivers’ route sets are generated through an iterative dynamic 
network loading step. The Method of Successive Average (MSA) (Carey and Ge, 
2012) is employed for path flow reassignment process. The path costs are equalised 
among 3 alternative paths per origin-destination pairs. The path sets at the 20th 
iteration is used for their route set. 
3.3.3 The Macroscopic Fundamental Diagram 
The simulation results are aggregated every 5 minutes. Simulation outputs 
include section flow and section density per lane. Then, area average flow > and 
density + are calculated according to the following definitions (Mahmassani et al., 
1984a) for every 5 minutes (time t is omitted from the equations): 
 >  ∑ ]4444∑ 444 , 3-3 
 +  ∑ 4444∑ 444 , 3-4 
Where  denotes individual link  in the network. ]4 is the average flow per lane 
of the link , 4 is the traffic density per lane of link i, 4 is the length of link i and 4 
is the number of lanes of link . For drawing the MFD, only links in inner and outer 
area are considered, and the data from entrance and exit links are excluded. The 
MFD is obtained by estimating scattered plots of the area space-mean flow and the 
density. The simulation is replicated 3 times, and the outputs are averaged for 
estimating the MFD. 
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3.4 RESULTS ─ THE MFD 
3.4.1 Pre-trip route choice drivers as base case 
Figure 3-3 shows the MFD with the pre-trip route choice drivers as the base 
case. The diagram illustrates the MFD for the first 3 hours (during the loading 
period) from the whole network data, with different ratios of en-route informed 
drivers. It shows the maximum flow rate when the critical density is around 20 to 25 
veh/km/lane, regardless of the equipped vehicles’ ratio, and then a flow drop is 
observed in higher density regimes.  
The maximum flow is the lowest (250 veh/h/lane), when every driver is given 
only the pre-trip information, with no adaptation (0% case), and the maximum flow 
rate increases as the en-route informed drivers’ ratio increases up to 60%. The 
maximum flow rate in the 60% case is about 300 veh/h/lane, 20% improvement from 
the 0% case. When drivers can access the pre-trip information only, their route 
choices are based on the traffic condition at their departure time, and the routes are 
fixed during their journey. Since conditions are dynamic and the best option at the 
departure may no longer be the best when they actually use the routes, the pre-trip 
route choice can induce the demand concentration on some particular routes. On the 
other hand, the en-route information enables drivers to switch to better routes during 
the trip, avoiding the density concentration and delaying the onset of congestion. 
Therefore, the network is utilised better when more drivers are dynamically 
informed, and the higher throughput is achieved. 
Higher than the 60% cases, no major improvement is observed in terms of the 
maximum flow rate. However, when one looks at the congestion regime (density > 
25%) in the diagrams, the flow rate drop is less significant for higher en-route 
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informed ratio cases. The results suggest the effectiveness of information provision 
in avoiding the severe breakdown, and this effect is observable in the MFD shapes.  
 
Figure 3-3 Whole Network MFD for Different En-Route Informed Drivers’ Ratio (0, 20, 40, 60, 
80 and 100%) (For the First 3 Hours) with pre-trip informed drivers as base case 
 
Figure 3-4 (a) and (b) show the MFD for the whole simulation period. A strong 
hysteresis shape appears during the recovery phase, that is, the MFD takes the lower 
flow during the recovery phase. The system becomes unstable during the recovery, 
and due to this, the congestion resolves unevenly, increasing the spatial heterogeneity 
(Gayah and Daganzo, 2011a). Interestingly, the hysteresis is less significant when 
more drivers are adaptive; the recovery loop is closer to the one during the loading 
period in Figure 3-4 (b). Similar hysteresis loops have been observed for arterial and 
freeway networks in Geroliminis and Sun (2011a), Gayah and Daganzo (2011a) and 
Mahmassani, et al.. (2013). 
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Figure 3-4 Whole Network MFD for Different En-Route Informed Drivers’ Ratio (0%, 20%, 
40%, 60%, 80% and 100%) ((a) For Whole Period (0%, 20% and 40%), (b) For Whole Period 
(60%, 80% and 100%)) with pre-trip informed drivers as base case 
 
3.4.2 Habitual drivers as base case 
Figure 3-5 shows the MFD for the first 3 hours of simulation (during the 
loading period) with habitual drivers as the base case. The maximum flow is 
significantly smaller than the pre-trip route choice drivers case (Figure 3-3) because, 
in habitual drivers case (Figure 3-5), the path costs are equalised among only 3 
alternative paths (as explained in section 3.3.2), thus the system experience severer 
grid-lock. Nevertheless, the tendency is consistent with the one presented in Figure 
3-3. The diagrams show the maximum flow rate when the density is around 40 
veh/km/lane. The flow keeps constant in the higher density regime, even in the 0% 
case. This is because the inner centroids are given unlimited capacity, where the 
vehicles are absorbed upon arrivals. Due to this, vehicles keep flowing to the 
centroids, and the centre of the network never becomes congested. Thus, the flow 
keeps a constant value. When the network becomes congested, severe breakdown 
occurs in the inner area (CBD) and prevents some drivers from reaching destinations. 
Due to this, drivers take circular routes, instead of reaching their destinations. Thus, 
the flow does not drop even when the density becomes significantly high, and trip 
completions decrease. 
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Figure 3-6 shows the trip completion rates during the loading period. The trip 
completions reach their maximum when the area density is around 10 veh/km/lane, 
and then decrease as the density increases (Figure 3-6 (a)). Figure 3-6 (b) compares 
the maximum trip completions for different en-route informed drivers’ ratios. The 
maximum trip completions are at their lowest (1,470 veh/5min) when every driver 
follows the prescribed habitual route sets (0% case); the maximum trip completions 
increase as the en-route informed drivers’ ratio increases up to 80%. The maximum 
flow rate in the 80% case is about 1,730 veh/5min, a 17% improvement from the 0% 
case. When drivers cannot access en-route information, their routes are fixed 
throughout their journey, and drivers cannot avoid significant breakdowns. On the 
other hand, the en-route information enables drivers to switch to better routes during 
the trip, which avoids traffic concentration. Therefore, the network is utilised better 
when more drivers are dynamically informed, and higher trip completions are 
achieved. 
 
Figure 3-5 Whole Network MFD for Different En-Route Informed Drivers’ Ratio (0%, 20%, 
40%, 60%, 80% and 100%) for the First 3 Hours with habitual drivers as base case 
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Figure 3-6 Trip Completions for Different En-Route Informed Drivers’ Ratio (0, 20, 40, 60, 80 
and 100%) ((a) Trip Completions and Area Density for the First 3 Hours, (b) Maximum Trip 
Completions) with habitual drivers as base case 
 
Figure 3-7 (a) and (b) show the MFD for the whole simulation period. A strong 
hysteresis shape appears during the recovery phase, as observed in Figure 3-4. This 
confirms the impact of dynamic information provision on stabilising the system 
during the recovery process. 
 
   
Figure 3-7 Whole Network MFD for Different En-Route Informed Drivers’ Ratio (0, 20, 40, 60, 
80 and 100%) ((a) For Whole Period (0, 20 and 40%), (b) For Whole Period (60, 80 and 100%)) 
 
3.5 COMPARISON WITH CONVENTIONAL INDICATORS 
To further investigate the system performance, two additional indicators are 
introduced: Total Travel Time and Total Travel Distance, defined as  
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where 4  and ]4  denote the average speed and flow per lane of link i during time step 
t, respectively. Total output of the network as expressed by trip completions is also 
estimated.  
3.5.1 Pre-trip route choice drivers as base case 
Figure 3-8 (a) compares the total travel time among different en-route informed 
drivers’ ratios when pre-trip route choice drivers are considered as the base case. 
This is calculated for the whole simulation period until every generated vehicle 
finishes the trip, so that all the traffic’s travel time is taken into account. The network 
performs better as the adaptive drivers increase up to 40%, whereas the graph shows 
the inverse trend over 60%. Note that the number of trip completions during the first 
3 hours of the simulation (Figure 3-8 (c)), is lower. When too many drivers have 
access to dynamic information, they tend to keep switching their routes too much 
instead of reaching their destinations, which causes a non-optimum situation in terms 
of system performance. Also, as a result of this behaviour, the network space-mean 
flow does not decrease even in the higher densities in the MFD (Figure 3-3). 
In fact, the total travel distance, calculated during the first 3 hours (Figure 3-8 
(b)), shows monotonic increase as the adaptive drivers’ ratio increases, while the trip 
completions during the same period is the highest when the adaptive drivers’ ratio is 
60%, and drops in the higher ratio cases (Figure 3-8 (c)). These results suggest that 
drivers are experiencing longer travel distances as they get more adaptive to the 
congestion, which causes worse system performance in terms of the total travel time. 
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Figure 3-8 Additional Indicators for Different En-Route Informed Drivers’ Ratio (0, 20, 40, 60, 
80 and 100%) ((a) Total Travel Time for Whole Period, (b) Total Travel Distance during the 
First 3 Hours, (c) Trip Completions during the First 3 Hours) 
 
3.5.2 Habitual drivers as base case 
Figure 3-9 (a) compares the total travel time among different en-route informed 
drivers’ ratio with habitual drivers as base case. Similarly to Figure 3-8, the network 
performs better as the adaptive drivers increase up to 60%, whereas the graph shows 
the inverse trend over 80% cases. On the other hand, the total travel distance, 
calculated during the first 3 hours (Figure 3-9 (b)), shows monotonic increase as the 
adaptive drivers’ ratio increases, which highlights that drivers tend to choose longer 
routes to avoid congestion, whereas the total trip completions during the same period 
is the highest when the adaptive drivers’ ratio is 40%, and drops in the higher ratio 
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cases (Figure 3-9 (c)). These results suggest that adaptive drivers are experiencing 
longer travel distances by keep switching routes to avoid congestion, which 
decreases the trip completion rate. Hence, a worse system performance in terms of 
the total travel time is observed when there are too many adaptive drivers. 
 
 
 
Figure 3-9 Additional Indicators for Different En-Route Informed Drivers’ Ratio (0, 20, 40, 60, 
80 and 100%) ((a) Total Travel Time for Whole Period, (b) Total Travel Distance during the 
First 3 Hours, (c) Trip Completions during the First 3 Hours) 
 
3.6 SPATIAL DISTRIBUTION OF LINK DENSITIES AND THE 
MFD 
3.6.1 Pre-trip route choice drivers as base case 
Figure 3-10 (a) summarises the relationships between area densities and spatial 
distribution of link densities, represented by their coefficient of variation, .) , the 
ratio of standard deviation to the mean, every 5 minutes.  
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 .)  + /+  _1` O a4, - + bSc4dQ + e  3-7 
where ` and +  denote the total number of links in the network and the standard 
deviation of link densities respectively. 
Different lines show the different adaptive drivers’ ratio. The simulation starts 
from the empty network, and the coefficient of variation increases during the first 
half-hour, until the network fills with traffic. Then the trend exhibits monotonic 
decrease as the average density increases, indicating that the network becomes more 
homogeneously congested. It should also be noted that, for every average density, the 
coefficient of variation is smaller when the adaptive drivers’ ratio increases. The 
more drivers are adaptive to traffic situation, the less the coefficient of variation is; 
hence, the traffic is more evenly distributed among the network, which increases the 
network flow (Mazloumian et al., 2010) .  
 As observed in Figure 3-10 (a), the system shows a different density 
distribution by changing the adaptive drivers’ ratio even when the area density is the 
same. Figure 3-10 (b) relates the area average flow and the standard deviation of link 
densities. Different lines represent the different area average densities. The lines 
show the monotonic decrease as the standard deviation increases for any average 
densities, as reported in Mazloumian, et al. (2010) and Knoop and Hoogendoorn 
(2011). The upper and lower bounds of the plots correspond with the adaptive 
drivers’ ratio = 100% and 0% cases respectively. The en-route information affects 
the drivers’ distribution among the network. The more adaptive the drivers are, the 
more they are evenly distributed and the less the standard deviation of link densities 
is, and hence, the higher throughput is observed in the MFD.  
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Figure 3-10 Spatial Distribution of Link Densities and Area Average Flow ((a) Coefficient of 
Variation of Link Densities and Average Density for Different En-Route Informed Drivers’ 
Ratio (0, 20, 40, 60, 80 and 100%), (b) Average Flow and Standard Deviation of Link Densities 
for Different Average Densities) 
 
3.6.2 Habitual drivers as base case 
Figure 3-11 summarises the relationships between area densities and spatial 
distribution of link densities when habitual drivers are taken as base case. The trend 
holds a similar trend to that observed in Figure 3-10. An interesting observation is 
that CV (in Figure 3-11 (a)) is maximum for a value close to the critical density (10 
veh/km/lane) that maximises the network output in Figure 3-11 (a), independent of 
the adaptation ratio. This also shows that even with advanced route guidance 
techniques, some stochasticity in the distribution of congestion is unavoidable.   
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Figure 3-11 Spatial Distribution of Link Densities and Area Average Flow ((a) Coefficient of 
Variation of Link Densities and Average Density for Different En-Route Informed Drivers’ 
Ratio (0, 20, 40, 60, 80 and 100%), (b) Average Flow and Standard Deviation of Link Densities 
for Different Average Densities) 
3.7 IMPACT OF ROUTE CHOICE PARAMETER 
3.7.1 Sensitivity analysis of logit scale factor 
In the last section, a constant logit scale factor  L  100 was selected for the 
route choice model. Drivers’ sensitivity to the travel time difference is determined by 
the scale factor L, and an appropriate value has to be selected by considering the OD 
travel time difference among the alternative routes. In this section, the sensitivity 
analysis is conducted. For the base case, only pre-trip route choice drivers are 
considered, as in this case, both en-route informed drivers and base case drivers 
follow the logit model. Thus, the larger difference is expected by changing the scale 
factor, which helps to understand the influence of the model parameters.  
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Figure 3-12 illustrates the drivers’ sensitivity to the travel time difference 
between two alternative paths by considering the actual OD travel time variation. 
The x-axis shows the travel time differences among the alternatives, and the y-axis is 
the drivers’ probability to choose the shorter route. When the scale factor L is 100, 
the drivers are very sensitive to the travel time difference among the alternatives; 
most drivers choose the shorter path with only 3 minutes time difference, which is 
considered to be unrealistic. Therefore, in this section, two more scale factors, L =1 
and 10, are selected in order to make sure of the impact of information provision to 
the network performance and the MFD shapes. When L  = 10, almost all drivers 
choose the shorter route if the travel time difference is greater than 1,500 seconds, 
whereas when L = 1, only 60% choose the shorter path and therefore, the choice 
becomes more random.  
  
Figure 3-12 Probability of Choosing the Shorter Route 
 
3.7.2 Results ─ Impact of dynamic information provision 
Figure 3-13 (a)-(d) compares the whole network MFD with different scale 
factors for each en-route informed drivers’ ratio. Since no major difference was 
observed in higher penetration ratio cases (60, 80 and 100%) in Figure 3-3, only 4 
cases (en-route informed drivers’ ratio = 0, 20, 40 and 80%) have been selected.  
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Figure 3-13 confirms that the more en-route drivers’ are being informed with 
dynamic information, the higher maximum throughputs are observed in the MFDs. 
Also, in the higher density regime, less flow drop is observed. These tendencies are 
consistent with the findings from Figure 3-3.  
3.7.3 Results ─ Sensitivity of route choice parameter 
When area density is less than 20 veh/km/lane, lower flow is observed in θ = 
100 cases regardless of the en-route informed drivers’ ratio (see Figure 3-13 (a)-(d)). 
This is because drivers are so sensitive to travel time differences in θ = 100 cases that 
they tend to choose some particular routes, which cause demand concentration even 
when the area density is still small. In θ = 1 and 10 cases, on the other hand, drivers 
are less sensitive to the travel time, and they tend to distribute more among the 
alternative paths, which results in the better network performance when the system is 
less congested. Also, this is a more realistic representation of route choice.  
However, in the larger density region, around the 30 to 35 veh/km/lane, the 
flow drops more significantly in θ = 1 cases when there are en-route informed drivers 
(see Figure 3-13 (b)-(d)). Once the system gets congested, less sensitive drivers fail 
to choose the better routes, even when they are informed with dynamic information, 
and get stuck on the congested paths, which makes the congestion worse. On the 
other hand, if the drivers are more sensitive to the travel time difference (θ = 10 and 
100 cases), they are capable of choosing the routes more adaptively and so avoid 
severe breakdown. Thus, the value θ = 10 is considered as the most appropriate for 
the simulation environment. 
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(a) En-route informed ratio =  0% 
 
(c) En-route informed ratio =  40% 
 
(b) En-route informed ratio =  20% 
 
(d) En-route informed ratio =  80% 
Figure 3-13 Whole Network MFD For Different Scale Factors (En-Route Informed Drivers’ 
Ratio = (a) 0%, (b) 20%, (c) 40% and (d) 80%) 
 
3.8 MFD AND NETWORK TYPE 
The studied network consists of two different geometries, the outer area with 
three-lane links and the inner area with two-lane links, giving an outer area with 
more capacity than that of the inner area. The inner area contains internal 
destinations, while the outer area has only external destinations, as shown in Figure 
3-1. By separating the data set considering the network topology and the distribution 
of destinations, we might observe a different network performance. Figure 3-14 
compares three estimated MFDs for the whole network, the outer area and the inner 
area, when the scale factor θ = 10 for different en-route informed drivers’ ratio, with 
the pre-trip route choice drivers as base case.  
When one compares the maximum flow of the inner and outer MFD, higher 
throughput observed in the inner zone is common among every en-route information 
ratio cases. The congestion starts from the inner area due to demand concentration 
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and less capacity. Thereafter, the queue spills back to the outer area, which induces 
the breakdown in the outer area. The maximum throughput of the outer area is 
therefore controlled by the congestion flow level in the inner area.  
(a) En-route informed ratio =  0% 
 
(d) En-route informed ratio =  60% 
(b) En-route informed ratio =  20% 
 
(e) En-route informed ratio =  80% 
(c) En-route informed ratio =  40% 
 
(f) En-route informed ratio =  100% 
Figure 3-14 MFD for Different Networks Geometries (Whole Network, Outer and Inner Zones) 
Under Different Percentage of Drivers with En-Route Information ((a) to (f) from 0% to 100%) 
 
Figure 3-15 compares the time-series flow values, when en-route informed 
drivers’ ratio is 20% as an example. In the beginning of the simulation, the inner area 
flow quickly increases, since most demand is coming into the CBD area, which has 
less capacity. Then the flow in the inner area starts decreasing after 3000 seconds 
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time, when the inner area accumulation reaches the critical value of congestion. On 
the other hand, the outer area flow still keeps increasing until the flow of the inner 
and outer areas are balanced. At this time, inner area congestion propagates among 
the network and starts controlling the outer zone flow, causing the flow drop in the 
outer area (like an active bottleneck).  
As such, the MFD shape characterizes the network geometry as well as the 
centroid configurations. The whole network MFD is mostly similar to the outer zone 
MFD, because the outer zone has more links and lanes, and when all the data is 
mixed up, the outer zone traffic condition becomes dominant. Therefore, the whole 
network MFD does not represent the inner zone network performance. In order to 
assess the area performance comprehensively, proper network partitioning is 
essential with considering network types and demand patterns (see for example (Ji 
and Geroliminis, 2012)).  
With regard to the information provision’s impact on the MFD shape in Figure 
3-14 (θ = 10 case), the more drivers who have access to the dynamic information, the 
higher maximum throughput is achieved in both inner and outer zones. In addition, 
the lesser flow drop is observed in the higher density region, over 20 veh/km/lane. 
These results are consistent with the tendencies observed in the whole network 
MFDs in Figure 3-3 and Figure 3-13, and confirm that the zone MFD shape is also 
affected by the information provision, as observed for the whole network MFD,.  
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Figure 3-15 Comparison of Time Series Flow Values and MFD (En-Route Informed Drivers’ 
Ratio = 20%) 
3.9 CONCLUSIONS 
This chapter aimed to analyse the impact of drivers’ route choice behaviour on 
the network performance represented by the MFD. Although several recent studies 
have identified the impact of drivers’ adaptive behaviours on the MFD shapes (as 
reviewed in section 2.4.3), the studied networks were simple and/or employed 
unrealistic conditions, such as the periodic boundary. In this work, the similar topic, 
the information provision impact on the MFD shape, was explored using the 
simulation with larger network consisting of two different geometries (the inner and 
the outer area) and time-varying demand input. 
Two types of drivers with different information provisions were introduced. 
The first were en-route informed drivers, who were informed of the latest traffic 
information every 5 minutes and were able to choose their best routes based on the 
updated information adaptively. The other were normal drivers. For normal drivers, 
we employed two assumptions, pre-trip route choice drivers and habitual drivers. 
Pre-trip informed drivers can choose their best routes only at the network entrance 
based on the traffic condition at their departure. Habitual drivers know their best 
routes through day-to-day learning process, and stay with these routes. The 
simulation analysis using a 20 x 20 grid network revealed the following conclusions. 
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The whole network MFD confirmed that drivers’ route choice behaviour has an 
impact on network throughput. The more drivers are dynamically informed, the 
higher maximum throughput is observed in the whole network MFD. Also, with 
higher adaptation, drivers are more evenly distributed among the network and the 
link densities get more homogeneous, which results in the higher area throughput. 
Note also that the congestion regime of whole network MFD shows the less drops 
and/or the recovery in the average flow as drivers become more adaptive to dynamic 
route choice. These findings were agreed with both normal driver cases. The results 
suggest that the traffic information has a potential to avoid a serious breakdown of 
system performance. Furthermore, once the network is partitioned in two zones, the 
inner zone and outer zone exhibit different MFD shapes, which reflects the 
congestion propagation dynamics determined by the network geometries and the 
centroid configuration. The observed differences in the MFD shape for the inner and 
the outer area highlight the importance of the consideration of appropriate 
partitioning of the network.  
Based on the above findings, this chapter confirmed that network performance 
is highly affected by information provision and route choice behaviours, as deduced 
in earlier studies, and that the MFD is able to capture the impact of these factors. To 
be aware of these properties is of great importance in any simulation-based analyses, 
as the MFD shape is highly affected by the route choice behaviour. Thus, suitable 
models should be chosen for obtaining a reasonable output. Regarding the practical 
perspectives, the results confirmed the capability of the MFD to measure the policy 
impact, such as information provision benefit and the importance of route guidance 
information to improve system performance.  
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Chapter 4 Density Estimation for Signalised 
Arterials 
4.1 INTRODUCTION 
In order to apply the MFD to the real world, the estimation of reliable variables 
are essential. The variables include section traffic flow and density. The urban 
signalised network is usually equipped with stop-line detectors and/or mid-link 
detectors. These detectors count vehicles and measure the occupancy that can be 
converted into traffic density. Although density is a key variable in the MFD 
analysis, the signalised networks’ density estimation from point measurements 
cannot be straightforward. Signalised arterials are characterised with stop-and-go 
behaviour due to traffic lights. During the red phase, more vehicles stay near the stop 
line, and therefore the occupancy (or density) observed at stop lines tends to be high. 
On the other hand, assuming upstream detectors, vehicles just flow in without 
interruption and the measured occupancy (or density) tends to be low upstream 
(Figure 4-1). Thus the density from a point measurement cannot be representative of 
the whole section. Particularly, the density from the stop-line detectors is greatly 
affected by the stopping vehicles during red time phases (Wu et al., 2011). Therefore, 
the development of sound estimation methods is necessary. 
 
Figure 4-1 Detector locations and the tendency of measured occupancy 
@Stop line
Always queuing
> Occ tends to High
@Upstream
Usually free flow
> Occ tends to Low
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This chapter proposes a density estimation method for signalised arterial 
sections with reliable data sources, loop detectors, signal phases and probe samples. 
The method is tested in a simulation environment to assess the estimation accuracy.  
4.2 DENSITY ESTIMATION FOR SIGNALISED ARTERIALS 
4.2.1 Density estimation methods 
A number of publications on density estimation models exist for signalised 
arterial sections. Models include classical input-and-output procedures (Sharma et 
al., 2007, Webster, 1958), the use of Kalman filetering with occupancy as a 
measurement (Papageorgiou and Vigos, 2008, Qian et al., 2012, Vigos et al., 2008), 
the model based on kinematic wave theory (Liu et al., 2009), and the use of mobile 
sensors to estimate intersection delay and queue length (Ban et al., 2011). This 
previous research has shown promising results, with possible direction for further 
improvements. However, the study sites have been limited to the sections without 
mid-link sink and/or source points, where conservation of vehicles is expected within 
the section.   
When the vehicles’ conservation is assumed, density is available simply from 
vehicles’ cumulative counts at upstream and downstream of the section, that is, the 
subtraction of cumulative counts at downstream from the one at upstream gives the 
number of vehicles existing in the link. However, this method is subject to detectors’ 
counting errors and mid-link sources and sinks, which violate the vehicles’ 
conservation assumption and cause significant errors in estimation. In order to 
overcome this issue, the CUmulative plots and Probe Integration for Travel timE 
estimation (CUPRITE) (Bhaskar et al., 2009, Bhaskar et al., 2010a, Bhaskar et al., 
2011) model has been proposed, which integrates probe vehicle data with cumulative 
counts. Although it is originally designed to estimate link travel time, CUPRITE 
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calculates the link density at the same time. This research, by employing the 
CUPRITE model, develops a method of density estimation suitable for signalised 
networks with mid-link sinks and sources.  
4.2.2 The classical procedure and its issue 
Cumulative plots are the cumulative number of vehicles over time at a specific 
location of the network. The classical density estimation deploys the cumulative 
plots at upstream and downstream ends of the section. The vertical distance of the 
upstream and downstream plots at given time, t, represents the number of vehicles 
between these two locations.  
This method is robust and works well assuming the detectors’ counts are 
perfect and the vehicles’ conservation law within a section is satisfied, that is, when 
the plots consist of only the vehicles that traverse the whole section, and there are no 
trip generation and/or sinks within a section. However, practically, detectors are not 
perfect. They easily cause 5% counting errors due to various reasons. 
More importantly, urban networks have various infrastructures that work as 
mid-link sources and sinks. For instance, on-street parking works as both mid-link 
sink and source; One-way side streets could be either sinks or sources. Because of 
these, one can easily observe non-conservation of vehicles between upstream and 
downstream-end urban arterials. Due to the detectors’ counting error, the non-
conservation of vehicles between plots location, and any such combination over time, 
there is relative deviation (RD) among the plots.  
In order to explain RD, let us consider the network with only a mid-link sink, 
where an upstream detector is overcounting. In Figure 4-2, U(t) is the cumulative 
plots observed from the overcounting upstream detector; U’(t) is from a perfect 
detector, which counts only the vehicles traversing the whole section. U(t) deviates 
 60 Chapter 5: Density Estimation for Signalised Arterials 
from U’(t), or there is RD between U(t) and D(t). If RD is left unchecked, then the 
error can exponentially grow with time. This causes significant over-/under- 
estimation in section density. Hence, the RD issue is critical in the application of the 
classical procedure. In practice, a complex combination of detector errors, mid-link 
sources, and mid-link sinks over time defines the relative deviation for each 
estimation interval. 
 
Figure 4-2 Relative Deviation (RD) in mid-link sink section 
 
4.2.3 CUPRITE for density estimation 
In order to address the RD issue associated with the classical procedure, 
CUPRITE integrates probe vehicle samples with cumulative plots. By introducing 
probe samples that traverse the whole section, the cumulative plots are modified and 
the counting inconsistencies can be reduced or cancelled. This method was originally 
developed for average travel time estimation as represented with the horizontal 
distance of the redefined plots. This can be extended for section density estimation 
by measuring the vertical distance of the plots, the number of vehicles in the section.  
Here probe vehicles are the vehicles equipped with vehicle tracking equipment. 
We assume that the times when the probe vehicle is at upstream (tu) and downstream 
(td) locations are accurately obtained. The travel time of this vehicle is td – tu. We 
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define the rank of the probe vehicle in the cumulative plots as D(td) (given that 
downstream counts are correct and we fix probe’s rank with downstream cumulative 
plots D(t)) and define the point through which upstream plots U(t) should pass.  
Figure 4-3 and Figure 4-4 summarise the CUPRITE architecture for density 
estimation, assuming a mid-link sink case, where an upstream detector is 
overcounting (for detail, refer to Bhaskar, et al. (2011)).  
Step 1: Cumulative plots are defined with upstream and downstream detector 
counts (refer to Bhaskar, et al. (2010a) for details on how to integrate loop and signal 
data for estimation of cumulative plots). 
Step 2: Probe data (the list of [tu] and [td]) is fixed with downstream cumulative 
plots and the rank for each probe vehicle is defined [D(td)].  
Step 3: Points through which U(t) should pass are defined from the list of [tu] 
and [D(td)]. 
Step 4: U(t) is redefined by vertical scaling and shifting the plots so that it 
passes through the points defined in Step 3 (refer to Bhaskar, et al. (2011) for details 
about Step 2 to Step 4). 
Step 5: Finally, the number of vehicle at given time t is estimated as the 
vertical distance between the plots, which is then converted to density. 
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Figure 4-3 Illustration of CUPRITE for density estimation 
 
 
 
Figure 4-4 Architecture of CUPRITE for density estimation 
 
 
4.2.4 Properties of CUPRITE for density estimation 
CUPRITE assumes either upstream or downstream counts are correct. The 
reliable plots are used as reference points to determine the point to pass by 
integrating with the probe samples. The others are modified accordingly. When 
applied to density estimation, CUPRITE exhibits a tendency towards either over or 
under estimation depending on which curve is used for the reference. 
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Practically, downstream counts are more reliable than the upstream ones when 
the section is equipped with stop-line detectors. This is because upstream counts (or 
inflow to the study section) cannot be measured directly with stop line detectors. The 
detectors measure only the total number of vehicles which pass the stop lines, and 
cannot separate the different turns which share the same lane. In order to measure the 
inflow to the study section, the turning proportion at the upstream has to be estimated, 
which is hard to obtain in the real world (refer to Bhaskar, et al. (2012)). Due to the 
lack of turning proportion information, upstream counts inherently are more 
erroneous than downstream ones, assuming stop line detectors. Hence, the 
downstream curve is more reliable, and modifying the upstream curve is usually a 
better strategy for CUPRITE in a real world application.  
However, in density estimation, another issue is raised: the reliability of 
detector counts could also depend on the mid-link location, which is discussed with 
the help of simplified system description. The section variables are summarised in 
Figure 4-5. If there is no mid-link section (Figure 4-5 (a)), the section density is then 
formulated in a discrete form as: 
 ∆? gQ  ∆? 3 ∆
 - ∆
  4-1 
 ? gQ  ? 3 ∆
∆  -   4-2 
where ?  is the section density at time 
,   and   are measured upstream and 
downstream flow, ∆ is the section length and ∆
 is the unit time. 
In order to assess the influence of the mid-link location, two extreme cases are 
considered: when it is located at the most upstream, and at the most downstream. 
These are described in Figure 4-5 (b) and (c), respectively, where ]h  denotes the 
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mid-link sinking flow.   i  and    i  are the effective upstream and downstream 
flows, which actually flow in/exit from the section, respectively.  
 
Figure 4-5 Simplified system description  
 
If the mid-link section is at the most upstream (Figure 4-5 (b)), the measured 
upstream flow    includes both traversing vehicles and the sinking vehicles, 
whereas the measured downstream flow   consists of only the traversing vehicles. 
The effective section inflow   i can be written using the measured upstream flow 
  and the sinking flow ]h , as presented in equation 4-3. 
   i   - ]h  4-3 
Substituting   ifor    in equation 4-2 gives: 
 ? gQ  ? 3 ∆
∆ a - ]h -  b 4-4 
Using equation 4-4, let us discuss which curve should be considered as reliable, 
whether the upstream or the downstream curve, for CUPRITE application.  
When the downstream curve is considered to be correct and used for the 
reference, the upstream curve is modified accordingly, as illustrated in Figure 4-6 (a). 
This corresponds to estimating   - ]h  based on  , which is reasonable as the 
(a) Without mid-link section
(b) Mid-link sink at most upstream (c) Mid-link sink at most downstream
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downstream flow   measures only the vehicles traversing the whole section, and so 
is more reliable in density estimation. However, if the upstream curve is considered 
to be correct, the downstream curve is modified as shown in Figure 4-6 (b). This 
coincides with the case where the measured upstream flow   is used to estimate 
]h 3  . Since the measured upstream flow   includes both traversing vehicles 
and sinking vehicles, using  as the reference could cause overestimation of the 
density.  
On the other hand, if the mid-link section is at the most downstream (Figure 
4-5 (c)), the measured upstream flow   consists of all the vehicles (traversing and 
sinking), whereas the measured downstream flow   does not include the sinking 
vehicles, which actually traverse the whole section, and so contributes the section 
density. The effective section outflow   i  can be written using the measured 
downstream flow   and the sinking flow ]h , as presented in equation 4-5. 
   i   3 ]h  4-5 
Substituting   ifor    in equation 4-2 gives: 
 ? gQ  ? 3 ∆
∆ a -  3 ]h b 4-6 
In this case, the upstream count is more reliable for density estimation, so 
estimating the downstream curve based on the upstream curve would be a better 
strategy (Figure 4-6 (b)).  
The above discussing focuses on only the mid-link sink case, but this can be 
extended to mid-link source case by giving a negative value to ]h . Normally, the 
location of the mid-link sink/source can be known when it is a side street or marked 
parking. However, it will be difficult to know whether the facility acts as sink or 
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source. For instance, if there is a two-directional side street, then it can act as both a 
mid-link sink and source. Nevertheless, whether j
or +
 should be modified 
should be determined with appropriate engineering judgement, considering the 
impact of site characteristics on CUPRITE application. 
In order to assess the impact of these issues, the following section demonstrates 
the results from both strategies; 1) assuming downstream as correct and modifying 
upstream, and 2) assuming upstream as correct and modifying downstream.  
 
Figure 4-6 Illustration of the CUPRITE application 
 
4.2.5 Benchmark estimation 
In order to keep the consistency, benchmark density is also measured with 
cumulative plots. For this, we install additional detectors in the mid-link (M1 and M2 
in Figure 4-7), that is, the immediate upstream and downstream of the mid-link 
time
Cu
m
u
la
tiv
e 
ve
hi
cl
e 
co
u
n
ts
Cu
m
u
la
tiv
e 
ve
hi
cl
e 
co
u
n
ts
time
(a) Modifying upstream plots
(b) Modifying downstream plots
Probe samples
 Chapter 5: Density Estimation for Signalised Arterials 67 
source and/or sink, which provides cumulative curves, M1(t) and M2(t), respectively. 
The set of plots directly measure the number of vehicles between upstream and mid-
link (from U to M1) and between mid-link and downstream (from M2 to D), which is, 
in turn, converted to the benchmark density. The benchmark value is calculated as 
(modify the equation for density): 
 kA
  aj
 - /1
b 3 /2
 - +
 4-7 
 
Figure 4-7 Benchmark density 
4.3 DENSITY ESTIMATION TESTING 
4.3.1 The Simulation Settings 
Here, we evaluate the performance of the methodology under the scenarios 
where cumulative plots have significant RD. We consider mid-link sources and sinks. 
As discussed earlier, mid-link sources and sinks violate the vehicles’ conservation 
assumption within the link, which is vital for the application of cumulative plots. We 
apply CUPRITE to estimate the density under different scenarios. The estimated 
density is evaluated against the benchmark density as defined in equation 4-7. 
The testing network consists of a two-lane section between two consecutive 
signalised intersections with 120 seconds cycle time and 0.25 green split. The section 
has one mid-link sink (or source) point at 840 metres from the downstream 
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intersection (Figure 4-7). The vehicles for the mid-link sink (or source) are randomly 
selected from the vehicles traversing the section.  
Demand is generated for 3 hours, which increases during the first hour, keeps 
the maximum for the next hour and then decreases in the last hour. The degree of 
saturation at the downstream intersection is set to 1.1. With regard to the significance 
of RD, 10% mid-link sink/source cases are tested. The percentage of sink vehicles is 
defined as the ratio of vehicles lost into the sink to the vehicles observed at upstream. 
The percentage of source vehicles is defined as the ratio of vehicles gained from the 
source to the vehicles departing from downstream.  
4.3.2 Selection of probe samples 
Probe samples are randomly selected from the individual simulated vehicles’ 
data for each estimation interval, i.e. 6 minutes (triple of the signal cycle). One probe 
sample is chosen for each interval, which is equivalent to approximately 1% of the 
population. The selected vehicles represent all the population within the estimation 
interval. When the probe sample is small, the estimated density could be highly 
biased depending on the probe samples’ positions in the queue, i.e. selecting the 
vehicles in the head of the queue tends to underestimate the section density, and vice 
versa. In order to avoid this bias, the CUPRITE estimation is replicated 20 times for 
each test scenario. Probe samples are randomly selected for each replication so that 
the samples’ position in the queue does not become biased.  
   
4.3.3 The results ─ mid-link away from the downstream intersection 
4.3.3.1 Mid-link sink case 
Figure 4-8 shows the estimation results of the mid-link sink case. The scatter 
plots (right figure) are of the peak period (from 1 to 2 hours). The results are 
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aggregated every estimation interval, i.e. 6 minutes. In order to assess the estimation 
accuracy, let us introduce the index, the accuracy (%), as defined below. 
 /9m  ∑ |oA4 - .j9m4|oA44 `  4-8 
 ,%  1 - /9m q 100 4-9 
The accuracy index is calculated for the peak period (from 1 to 2 hours). 
Considering the downstream curve D(t) to be correct (and modifying upstream 
one U(t)) gives better accuracy (94.39%) than considering U(t) to be correct 
(89.72%). When considering U(t) as correct and modifying D(t), every vehicle 
entering from upstream, including the one sinking in the mid-link section, is counted 
in the density estimation. In this case, the vehicles which actually sink in the mid-
link section are added into the queue at the downstream intersection. This has a 
significant impact on the density estimation. On the other hand, when considering 
D(t) as correct, the obtained curve is based only on the vehicles traversing the whole 
section. Since upstream of the mid-link section (between U and M1 in Figure 4-7) is 
free flowing, the sinking vehicles stay in the section for only a short period. Thus 
they do not have a significant impact on the section density, and so this case can be 
approximated to be the same as Figure 4-5 (b).  
 70 Chapter 5: Density Estimation for Signalised Arterials 
     
Figure 4-8 CUPRITE estimation vs Benchmark (mid-link sink) 
 
 
 
 
Figure 4-9 Illustration of sinking vehicles’ impact on section density  
 
4.3.3.2 Mid-link source case 
Figure 4-10 summarises the results of the mid-link source case, in this case, 
considering U(t) to be correct results in underestimation. In the mid-link source case, 
vehicles coming from the mid-link section should contribute to the queue at the 
downstream intersection, whose impact is not negligible in section density. If U(t) is 
assumed as correct and D(t) is modified, only the vehicles traversing the whole 
section are considered, and the ones coming from the mid-link section cannot be 
taken into the density estimation. This causes an underestimation of density. 
Therefore, taking D(t) as the correct one is a reasonable strategy. Also, the result 
supports the discussion in section 4.2.4 
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Figure 4-10 CUPRITE estimation vs Benchmark (mid-link source) 
 
 
 
Figure 4-11 Illustration of sourcing vehicles’ impact on section density 
 
 
4.3.4 Impact of network geometry ─ mid-link close to the downstream 
intersection 
As discussed in Section 4.2.4, if the mid-link section is located close to the 
downstream intersection, ignoring the sinking vehicle should impact the density 
estimation. Figure 4-12 illustrates the impact of the mid-link sink section on the 
density estimation. When the mid-link sinking point is away from the downstream 
intersection and the queue does not build up to the mid-link point, the sinking 
vehicles can reach the point at the free-flow speed. Since they stay in the section for 
only a short period, their impact on section density is quite limited. However, if the 
mid-link point is closer to the downstream intersection, the queue most likely blocks 
the sinking point. Here the sinking vehicles have to stay in the queue before reaching 
the point, and therefore they do contribute to the section density.   
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Figure 4-12 Impact of network geometry in density estimation 
This section demonstrates the issue associated with the mid-link sink case and 
proposes a more preferable approach for applying CUPRITE in density estimation. 
Figure 4-13 shows the test network with the mid-link section at 20 metres from the 
downstream intersection. 
 
Figure 4-13 Test network with mid-link section close to the downstream intersection 
 
 Figure 4-14 shows the estimation results of a 10% mid-link sink when a 
queue blocks the mid-link sinking point. Assuming the downstream curve as correct 
(and modifying the upstream curve) underestimates the density (92.03%) during the 
peak period, whereas assuming upstream as correct results in better estimation 
(93.01%). When the downstream curve is taken as reliable and the upstream curve is 
modified, the obtained curve is based only on vehicles traversing the whole section 
and ignores the vehicles sinking in the mid-link section (Figure 4-6 (a)). As 
discussed in section 4.2.4, the sinking vehicles are not negligible for section density 
in this network configuration. Therefore, the density is systematically 
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underestimated, and the accuracy decreases, compared with the case where the mid-
link point is away from the downstream intersection (Figure 4-8).  
 On the other hand, when the upstream curve is considered as reliable (Figure 
4-6 (b)), every vehicle, including the one sinking in the mid-link section, is counted 
in the density estimation. The estimation accuracy improves from the one where the 
mid-link point is located in the middle of the section (Figure 4-8). Since sinking 
vehicles go through the section almost entirely in this network configuration, adding 
them into the density estimation has a positive impact on the section density 
estimation as explained in section 4.2.4.  
  
Figure 4-14 CUPRITE estimation vs Benchmark (mid-link sink with queue blocking the mid-
link section) 
 
 
4.3.5 Impact of turning proportion at the upstream intersection 
The above results are derived from an ideal environment, where a turning 
proportion is available, and the inflow to the study section (i.e. upstream counts) is 
perfectly obtained. However, the accurate turning proportion information is rarely 
available in the real world, assuming stop line detectors. Here, the impact of the lack 
of turning proportion is demonstrated. Normally, left and/or right turns share lanes 
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with through movements. Without turning proportions, one cannot distinguish the 
counts of different turns, and this makes estimating the upstream counts challenging.  
Figure 4-15 (a) demonstrates the estimation results when the turning proportion 
is unknown. Considering U(t) as correct significantly overestimates the density. 
Here, all the vehicles, including the ones that did not actually enter the section, are 
taken into the upstream counts. If the U(t) is assumed to be correct, and the D(t) is 
modified accordingly, the obtained curves take ‘upright‘ shape (Figure 4-15 (b)). 
This exaggerates the vertical distance between the U(t) and D(t), and hence, 
overestimates the density. 
As discussed in section 4.2.4 and 4.3.4, assuming the downstream counts as 
correct is not always the better strategy when the mid-link section is very close to the 
downstream intersection and the queue reaches the mid-link sinking point. However, 
due to the difficulty of obtaining the turning proportion, upstream counts are not 
desirable to be the reference when the section is equipped with stop line detectors. 
Therefore, assuming the downstream counts as correct could be a general rule for 
density estimation with the CUPRITE model when it is applied to a section equipped 
with stop line detectors.  
   
Figure 4-15 (a) CUPRITE estimation vs Benchmark and (b) Illustration of modified cumulative 
plots (mid-link sink, without turning proportions) 
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4.3.6 Recommendation for practical use of CUPRITE for density estimation 
As discussed in analytical form (section 4.2.4) and in simulation (section 4.3.3 
and 4.3.4), there are mainly two factors that affect the density estimation accuracy: 
• Site characteristics ─ locations of the mid-link points 
• Reliability of the cumulative counts ─ availability of turning proportions 
Depending on these, it has to be determined whether upstream or downstream 
counts should be considered to be correct. The discussion in an analytical form 
(section 4.2.4) revealed that when a mid-link point is located at the very end of the 
road section, upstream counts should be used as correct one, and vice versa. This 
finding has been confirmed in simulation tests (section 4.3.3). The location of the 
mid-link sinks/sources can be identified when they are side streets or parking sites. 
However, it is challenging to know whether they act as sink or source, and how many 
vehicles sink or source at each point. Appropriate engineering judgement must be 
made for section by section considering the impact of site characteristics, which 
could be tedious when the number of sections is large. 
The reliability of the cumulative counts is another factor to be considered on 
CUPRITE application, which has more significant impact than the locations of mid-
link points, according to the simulation tests (section 4.3.4). In general, whether 
upstream or downstream is considered as correct should be identified considering the 
confidence in the accuracy of the respective cumulative counts.  If detectors are 
installed at stop lines (e.g., SCATS), downstream counts are more reliable than 
upstream ones as discussed in section 4.3.4 when turning proportions are not 
available. On the other hand, if loops are at the upstream entrance (e.g., SCOOTS), 
one has more confidence in upstream counts.  
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The series of simulation tests lead to the recommendation for practical use of 
CUPRITE for density estimation as follows: 
• For sections equipped with stop line detectors, upstream counts should 
be redefined assuming downstream counts are correct. 
• For sections equipped with upstream detectors, downstream counts 
should be redefined assuming upstream counts are correct. 
Since Brisbane signalised network is controlled by SCATS using stop line 
detectors, the following analyses use the downstream counts as correct, and upstream 
counts are modified. 
4.4 CONSIDERATION OF PROBE SAMPLE MEASUREMENT 
ERRORS 
The analysis in section 4.3 has been conducted in a perfect environment: the 
loop detector counts are perfect and the timestamps of probe vehicles are accurately 
recorded. However, in reality, there are various sources of errors. Particularly, the 
probe samples’ timestamp could be a major source of error depending on their 
communication methods. In order to properly assess the density estimation accuracy, 
these errors have to be considered in an accuracy evaluation.  
In this section, the errors associated with probe samples are explored, and their 
impact is assessed in a simulation environment. For probe sample, Bluetooth data is 
considered, as it is a major probe data available in Brisbane network. This section 
first explains emulating Bluetooth samples in simulation, and the errors components. 
Then the error are formulated and reproduced in the simulation environment. Finally 
the density estimation accuracy with Bluetooth measurement errors is presented. 
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4.4.1 Bluetooth communication system and associated errors 
Bluetooth, a type of short-range communication protocol utilised for wireless 
communication between fixed and mobile devices, replaces cable connections. It is 
installed in a variety of products such as mobile phones, laptops, headsets and 
vehicles. Recently, this Bluetooth technology is gaining more attention from 
transport agencies as a complementary traffic data source. 
For instance, in Brisbane, there are over 200 intersections equipped with 
Bluetooth Media Access Control Scanners (BMS). The BMS scanner has a particular 
range of communication, termed a “zone”. They scan the zone and read the Media 
Access Control (MAC) address of the active Bluetooth devices within the range. The 
MAC address is a unique, anonymous identifier assigned to each Bluetooth device. If 
the same MAC address is found in different BMS scanners, the difference in 
timestamps gives the travel time between the two locations. This way, the uniqueness 
of the MAC address makes it possible to track the devices throughout the transport 
network; these records are utilised as probe samples. 
The BMS scanners have a particular range of communication, depending on 
the power of the Bluetooth radio transmitter device, normally around 100 metre 
radius. Thus, the Bluetooth records are referred to as zone base detection, in contrast 
to point detection (e.g. Automatic Vehicle Identification (AVI) data). Table 4-1 
shows the sample of Bluetooth records available from Brisbane BMS scanners. The 
field includes: 
1) Record ID: Sequence ID assigned to each row 
2) Device ID: Unique encrypted number for MAC ID of the Bluetooth device  
3) Area ID: The BMS scanner’s location ID (intersection ID) 
4) Timestamp: The time when the BMS scanner first records the Bluetooth device 
5) Duration: The time difference between the first and the last detection of the 
Bluetooth device at the BMS scanner. 
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These are conceptually illustrated in Figure 4-16.  
Table 4-1 Sample of Brisbane Bluetooth record 
Record ID Device ID Area ID Timestamp Duration 
1 2660751 10087 2012-10-22 00:00:14 1 
2 15283 10087 2012-10-22 00:00:18 21 
3 1712502 10087 2012-10-22 00:00:42 62 
 
 
Figure 4-16 Conceptual illustration of Bluetooth record 
 
The BMS scanner does not continuously record the Bluetooth devices in the 
zone. Rather, it has a particular scanning cycle, termed the “enquiry cycle”, and the 
timestamp and duration are rounded with the cycle. Also, it is not always 
immediately after the Bluetooth devices enter the BMS zone that they are discovered 
by the scanner. It may take some time. Due to these, the Bluetooth records include 
temporal errors (as discussed in Bhaskar and Chung (2013)). 
Figure 4-17 summarises the variables. A Bluetooth device enters the BMS zone 
at time rs, and is first discovered by the scanner at time r0t. As the reported time is 
rounded with the enquiry cycle (i.e. 20 seconds), its timestamp in the record is rsi . 
The vehicle is last discovered at time r"t , and the timestamp is recorded at rui . 
However, the actual exit time from the zone is ru. The actual entering and exiting 
time, rs  and ru , are directly available from simulation by installing detectors 
Timestamp
Timestamp
(at the first detection)
Last detection time
Duration
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BMS coverage 
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indicating the zone entrance and exit. In order to mimic Bluetooth records in 
simulation, the timestamp, rsi  and rui , have to be emulated. 
 
Figure 4-17 Time-space diagram illustrating the variables from Bhaskar, et al. (2013) 
 
Also, in order to incorporate the Bluetooth records with CUPRITE, the 
timestamp at the stop line is needed, whereas the timestamp and exit time (= the last 
detection time) are measured at the entrance and exit of the BMS scanner zone as 
illustrated in Figure 4-16 and Figure 4-17. The next subsection outlines the method 
to emulate Bluetooth data in simulation environment. 
4.4.2 Simulation considering Bluetooth measurement errors  
As explained in Section 4.4.1, the actual entering and exiting time, rs and ru, 
are directly available from simulation by installing detectors 100 metre upstream and 
downstream of the intersection (assuming BMS coverage area is 100 metre radius). 
The emulated Bluetooth timestamp of the first and last detections, rsi  and rui , is 
expressed as follows using the temporal errors, vs and vu. 
 rsi   rs 3 vs 4-10 
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 rwi   ru 3 vu 4-11 
As proven by Bhaskar and Chung (2013), vs  and vu  follow a Generalised 
Gaussian Distribution (GGD) with the constraints: 
 vs x 0; vw x -C{ 4-12 
where C{ denotes the BMS enquiry cycle.  
Now, the emulated duration i and actual duration  are obtained as below.  
 i  rwi - rsi   4-13 
   ru - rs 4-14 
Figure 4-18 shows the relationship between the emulated duration (d’) and the 
real duration (d). The emulated duration takes discrete values corresponding to the 
enquiry cycle C{ (20 seconds), whereas the actual duration is continuous. When zero 
duration is observed (i.e., the Bluetooth device is recorded only once in the zone), we 
set one (1) duration following the Brisbane BMS record format.  
 
Figure 4-18 Relationship between emulated (d’) and real duration (d) 
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Now, the Bluetooth timestamp is converted to the stop line timestamp in order 
to incorporate with the CUPRITE model. The stop line passing time r| is formulated 
as follows: 
 r|  ru - ∆ 4-15 
where ∆ denotes the time to travel from the stop line to the exit of the zone. Similarly, 
the emulated stop line timestamp r}i  is  
 τ}i  τwi - ∆i 4-16 
By estimating ∆ from duration , the stop line timestamp r| can be estimated.   
Figure 4-19 shows the relationship between actual duration   and ∆  observed in 
simulation, where the speed limit of the road section is 60 km/h. There is a functional 
relationship between  and ∆ as shown below. 
 ∆ a · dQE 4-17 
where a and o are parameters which are determined by zone size and speed limit. For 
the example shown in Figure 4-19, a  8.061 and o  0.945, with S  0.998. By 
replacing the actual duration  with the emulated duration i in equation 4-17, we 
can estimate ∆i , and thus the emulated stop line timestamp r}i  is obtained via 
equation 4-16. The whole process is summarised in Figure 4-20. 
 
Figure 4-19 Relationship between actual duration and ∆ 
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Figure 4-20 Calculation steps for estimating the emulated stop line timestamp with Bluetooth 
measurement errors 
 
4.4.3 Results  
CUPRITE is applied to the simulation results that have Bluetooth measurement 
errors. The simulation settings are the same as described in Section 4.3, and the 
probe data has generated considering the Bluetooth error components with the 
process outlined in Section 4.4.2.  
Figure 4-21 and Figure 4-22 summarise the CUPRITE density estimation 
results. Following the discussion in Section 4.3.3, the results are based on the case 
where the downstream curve is assumed to be correct and the upstream curve is 
modified accordingly. The accuracy slightly decreases in both the mid-link sink 
(Figure 4-21) and the source (Figure 4-22) cases, compared with the ones without 
error components (as shown in Figure 4-8 and Figure 4-10). Still, both graphs show 
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reasonable performance, which confirms the effectiveness of CUPRITE for density 
estimation.  
  
Figure 4-21 CUPRITE estimation vs Benchmark (mid-link sink with Bluetooth measurement 
errors)  
 
  
Figure 4-22 CUPRITE estimation vs Benchmark (mid-link source with Bluetooth measurement 
errors)  
 
4.4.4 Impact of probes’ penetration rates 
In the series of the above tests, one probe sample, which is approximately 1% 
of the population, is selected for each interval to apply the CUPRITE. Here, in order 
to assess the impact of the penetration rate of the probe sample, various cases are 
assumed from 1%, to 20%, being consistent with the observed penetration of 
Bluetooth data from Brisbane arterial network (Bhaskar et al., 2013).  
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To test under different congestion levels, various scenarios are simulated with 
the degree of saturation at the downstream intersection during the peak period 
ranging from 0.9, 0.95, 1.0, 1.1 to 1.2; each scenario is replicated 10 times with 
different random seeds. For each replication, the CUPRITE density estimation is 
performed considering 5 penetration levels, 1%, 5%, 10%, 15% and 20%. The 
estimationis performed 20 times with different sets of probe samples for each 
scenario as mentioned in Section 4.3.2.  
Figure 4-23 and Figure 4-24 summarise the CUPRITE density estimation 
results from the aforementioned simulation settings. Given the section is equipped 
with stop-line detectors, the results are based on the case where the downstream 
curve is assumed correct and the upstream curve is redefined accordingly. Figure  
and Figure  are from mid-link sink and mid-link source respectively. The graphs 
compare the accuracy indicator as presented in equation 4-9. Overall, the better 
accuracy is obtained as the penetration rate increases. When 20% of vehicles are 
equipped with the Bluetooth communication, the results show 96.96% of accuracy 
for 10% sink case, and 95.76% for 10% source case, which validates the 
effectiveness of CUPRITE for the density estimation of signalised arterial sections. 
 
 
Figure 4-23 Estimation accuracy for various penetration rates (mid-link sink cases with 
Bluetooth measurement errors) 
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Figure 4-24 Estimation accuracy for various penetration rates (mid-link source cases with 
Bluetooth measurement errors)  
 
4.5 CONCLUSIONS 
This chapter aimed to propose a reliable density estimation method for 
signalised arterials with available data sources such as stop line detector and probe 
samples. In order to overcome the RD issue associated with urban arterials with mid-
link sink/source, CUPRITE was extended for density estimation. Basic properties of 
the CUPRITE for density estimation were discussed. The method was then tested in 
a controlled environment. Through a couple of test cases with mid-link sink and 
source, we demonstrated that CUPRITE was capable of estimating density with 
reasonable accuracy in the signalised section, even when the Bluetooth measurement 
errors were introduced in the simulation. The results confirmed that fixing the 
downstream curve gives better density estimation assuming stop line detectors are 
installed, unless the queue blocks the mid-link sink points.  
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Chapter 5 Macroscopic Fundamental 
Diagram for the Brisbane Network 
5.1 INTRODUCTION 
This chapter is devoted to demonstrating empirical examples of Macroscopic 
Fundamental Diagram (MFD) of the signalised arterial network in Brisbane, 
Australia. Recent studies have confirmed the existence of the MFD with dynamic 
features in several networks with real data sets (Buisson and Ladier, 2009, 
Geroliminis and Daganzo, 2008, Saberi and Mahmassani, 2013). However, most 
previous work has been conducted in highway networks, and real world examples 
from signalised arterial network are few. This chapter demonstrates shows empirical 
examples of the Brisbane MFD from a real world data set using the method outlined 
in Section 4.2.3. Firstly, a corridor MFD is demonstrated, and then a whole network 
MFD is presented. The network is partitioned into several regions in order to confirm 
the difference in the MFD shapes between the whole network and the regions. Based 
on these, discussion follows on practical applications of the diagrams. 
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5.2 DATA DESCRIPTIONS 
5.2.1 Stop line detector and signal phase data 
5.2.1.1 Data overview  
The signal controls in Brisbane surface streets are equipped with the Sydney 
Coordinated Adaptive Traffic System (SCATS). The signalised intersections are 
centrally controlled and the data from the controller is logged and stored by Brisbane 
City Council. The detector counts and the signal phases for this study are collected 
from the SCATS traffic reporter and history reader. 
 The vehicle counts are measured at stop lines for each lane and aggregated 
every 5 minutes. The aggregated counts are integrated with the signal phase data, in 
which the counts during the signal red phase are assigned to be zero, and counts are 
uniformly assigned only during the signal green phase within the detection interval. 
Refer to Bhaskar, et al. (2010b) for the methodology for integration of signal timings 
with aggregated traffic counts from detector data for accurate representation of 
cumulative plots. 
5.2.1.2 Construction of cumulative plots 
Matching detectors with signal phases 
In order to fuse detector counts with signal phase data, the detectors and 
corresponding signal phases have to be matched. Here the process is described with 
the help of the example of intersection 188 at the corner of Coronation Drive and 
Cribb Street (see intersection plan in Figure 5-1). The count data consists of the 
“time” (aggregated every 5 minutes), the “detector number” and the “vehicle count” 
(Table 5-1). The detectors, installed for each lane at the stop line, are numbered as 
indicated in Figure 5-1.  
The signal phase data consists of the following five fields. 
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 Date: The record date 
 Start time: The phase start time 
 End time: The phase end time 
 Duration: The phase duration (= End time – Start time) 
 Phase: The phase ID, named alphabetically (A, B, C, …) 
Table 5-2 shows a sample of the phase data. The phase IDs and corresponding 
green directions are illustrated in Figure 5-1 (with arrow diagrams).  
In order to obtain the in/out flow profile of a study section, the detectors are 
matched with corresponding signal phases. Let us consider the inflow indicated with 
the green arrow in Figure 5-1 as an example. The inflow to the section is from two 
directions: one from Coronation Drive, another from Cribb Street. The flow from 
Coronation Drive is counted with detectors 1, 2 and 3. The corresponding signal 
phase is ‘A’, as indicated in the signal phase diagram in Figure 5-1. The other flow is 
from Cribb Street, which passes detector 8. The signal phase corresponding with this 
direction is ‘B’ and ‘C’ (as shown in Figure 5-1). This is summarised in Table 5-3. 
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Table 5-1 Sample of 5 minutes count data 
Time Detector Count 
0:05 1 2 
0:05 2 2 
0:05 3 26 
0:05 4 20 
0:05 5 5 
0:05 6 2 
0:05 7 2 
0:05 9 0 
0:10 1 0 
0:10 2 1 
0:10 3 17 
0:10 4 11 
0:10 5 6 
0:10 6 1 
0:10 7 1 
0:10 9 0 
0:15 1 3 
0:15 2 3 
0:15 3 12 
0:15 4 17 
0:15 5 4 
 
Table 5-2 Sample of signal phase data 
Date Start Time End Time Duration Phase 
Mon 22-Oct-2012 0:00:00 0:01:56 116 A 
Mon 22-Oct-2012 0:01:56 0:02:09 13 B 
Mon 22-Oct-2012 0:02:09 0:03:14 65 A 
Mon 22-Oct-2012 0:03:14 0:03:27 13 B 
Mon 22-Oct-2012 0:03:27 0:04:33 66 A 
Mon 22-Oct-2012 0:04:33 0:04:46 13 B 
Mon 22-Oct-2012 0:04:46 0:05:55 69 A 
Mon 22-Oct-2012 0:05:55 0:06:10 15 B 
Mon 22-Oct-2012 0:06:10 0:07:23 73 A 
Mon 22-Oct-2012 0:07:23 0:07:36 13 B 
Mon 22-Oct-2012 0:07:36 0:08:33 57 A 
Mon 22-Oct-2012 0:08:33 0:08:45 12 B 
Mon 22-Oct-2012 0:08:45 0:09:55 70 A 
Mon 22-Oct-2012 0:09:55 0:10:09 14 B 
Mon 22-Oct-2012 0:10:09 0:11:20 71 A 
Mon 22-Oct-2012 0:11:20 0:11:32 12 B 
Mon 22-Oct-2012 0:11:32 0:12:34 62 A 
Mon 22-Oct-2012 0:12:34 0:12:46 12 B 
Mon 22-Oct-2012 0:12:46 0:13:55 69 A 
Mon 22-Oct-2012 0:13:55 0:14:08 13 B 
 
 
 
 Chapter 5: Macroscopic Fundamental Diagram for the Brisbane Network 91 
Table 5-3 Example of matching table of detector numbers and signal phase IDs 
Intersection Detector Signal phase 
188 1 A 
 2 A 
 3 A 
 8 B, C 
 
Fusing detector counts with signal phases 
Signalised arterial sections are characterised with stop-and-go movements due 
to traffic lights. This causes variation in the traffic flow profile, and section variables, 
such as section travel time and density, also shows fluctuation. For successful 
application of CUPRITE, this flow pattern has to be captured in the cumulative 
counts as accurately as possible (Bhaskar et al., 2010b).  
In case only detector data is available, it is aggregated every detection interval 
(i.e. 5 minutes). When the cumulative counts during a interval   is ` , the flow 
pattern is considered to be uniform, with a slope of `/, throughout the interval as 
illustrated with a gray thin line in Figure 5-2. If the aggregation interval is small 
enough (e.g. 20 seconds or pulse data), this assumption is reasonable enough to 
capture the flow profile. However, when the interval is larger, this method could lose 
variation in the flow pattern. 
In addition to detector counts, signal phase data is also available. The counts 
during the red phase are assumed to be zero, and the counts are uniformly assigned to 
green phases within the detection interval as indicated with black thick lines, as 
illustrated in Figure 5-2. The slope during green and red time (_ and _, 
respectively) is obtained as below. 
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 _  ` O 
44e_  0  5-1 
where 
4 denotes the th green time within a detection interval. Refer to Bhaskar, et 
al. (2010b) for detailed methodology and discussion for integration of signal timings 
with aggregated traffic counts from detector data for accurate representation of 
cumulative plots. 
 
Figure 5-2 Construction of cumulative counts diagram with detector counts and signal phases 
 
5.2.2 Bluetooth records as probe vehicle samples 
5.2.2.1 Data overview  
Bluetooth Media Access Control Scanners (BMS) have been installed at major 
intersections by Brisbane City Council for traffic monitoring purposes. As at 
October, 2013, over 200 intersections were equipped with the BMS scanners. These 
Bluetooth scanners have a particular range of coverage area (e.g. 100 meter radius), 
within which the scanner detects any Bluetooth equipped devices, and records their 
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Media Access Control (MAC) ID and Timestamp. MAC ID is a unique anonymous 
identifier allocated to each device. By matching MAC IDs at two different locations, 
the travel time can be calculated as the difference of the timestamps. If vehicles with 
active Bluetooth devices are recorded at two successive intersections, the difference 
of the upstream and downstream passing time gives the individual vehicles’ space-
mean travel time. Thus, these Bluetooth records can be deployed as probe vehicle 
samples. These data supplements the loop and signal phase data for estimating 
section densities of the Brisbane arterial network. 
5.2.2.2 Bluetooth data cleansing 
 As discussed in Kieu, et al. (2012) and Tsubota, et al. (2011), Bluetooth data 
collected by BMS scanners is from various devices such as mobile phones, laptops 
and other electronic devices. Thus, the data set includes various transportation modes 
not only cars, but also pedestrians, bicycles and atypical vehicles such as couriers. 
Such modes exhibit extremely longer travel time, although the sample size would be 
small. This causes significant noisy-looking scatters in Bluetooth travel time profile. 
Segregation of the records from different modes is out of the scope of this research. 
However, outlier filtering is essential before applying these data to density 
estimation. Here, the filtering method is briefly explained. 
 The Median Absolute Deviation technique is applied for removing outliers in 
the travel time profile. The method defines Upper Bound and Lower Bound Values 
(UBV and LBV, respectively) from sample median and median absolute deviation 
from the median (MAD). The samples larger than the UBV or smaller than the LBV 
are considered to be outliers. The MAD is more resilient to outliers than standard 
deviation, as the MAD utilises the distance from the median of the population. In the 
case of standard deviation, the distance from the mean is used, and the outliers with 
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large deviations are given more weight. The MAD, on the other hand, is less 
sensitive to the small samples with extreme values, and thus is more suitable for 
filtering Bluetooth data. 
The UBV and LBV are defined as: 
 jk)   3 : 5-2 
 (k)   - : 5-3 
where   is the standard deviation from the MAD, which is approximated as  
1.4826 ' /+, assuming that the data is normally distributed. The MAD is given 
with the formulae below. 
 /+  4 - . 5-4 
The value of : defines the scatter of the sample. The parameter : is a scale factor 
that determines the gap between UBV and LBV, the upper and lower bounds of the 
valid data. For this study, :  2 is chosen, as suggested in Kieu, et al. (2012), for 
filtering Bluetooth travel time data. Figure 5-3 shows the example of filtering. The 
green dotted line shows the evolution of the MAD over time, and the blue lines are 
the UBV and LBV. The grey dots represent the outliers; whereas the red dots are 
considered as valid and are used for the CUPRITE application for density estimation.  
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Figure 5-3 Example of Bluetooth travel time filtering results 
 
5.3 CORRIDOR MFD 
5.3.1 Definition of MFD 
 The MFD is defined as the relationship between network ‘production’, the 
weighted sum of flows of all links, and ‘accumulation’, the weighted sum of link 
densities (both quantities are weighted with the link lengths – units of lane-
kilometres). In this study, the section flows are measured at the downstream stop line 
of sections and aggregated every 5 minutes. The average section densities are 
estimated with the method outlined in 4.2.3. Figure 5-4 illustrates the variables for 
estimating the MFD in this study.  
 The area average flow >  and density ?  are then calculated by averaging 
section variables across an area, according to the following definitions (Mahmassani 
et al., 1984b) for every 5 minutes (time 
 is omitted from the equations). 
 >  ∑ ]4444∑ 44 4 , 5-5 
 ?  ∑ A4444∑ 44 4 , 5-6 
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Where ]4 and A4 are the flow and the density of section , respectively. 4 and 4 are 
the length and the number of lanes of section . 
 
 
Figure 5-4 Conceptual illustration of variables 
 
A section consists of several sub-sections with different numbers of lanes. The 
representative number of lanes for a section , 4, is defined as the weighted average 
of the number of sub-section lanes, which is given as follows. 
.  4  ∑ 4,4,∑ 4, , 5-7 
where 4,  and 4,  denote the length and number of lanes of sub-section  , in a 
section .  
5.3.2 Study site – a major corridor 
 Figure 5-5 shows a major corridor of Brisbane, Coronation drive (traffic 
inbound towards CBD). Length of the section is 4.2 km, with 3 lanes each direction. 
Bluetooth scanners (BMS scanners) are located at signalised intersections, which are 
highlighted as yellow dots in Figure 5-5. 
Section flow qi
Section density: ki
Section length: li
Number of lanes: ni
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Figure 5-5 Bluetooth scanner locations 
 
 
5.3.3 Corridor MFD of Coronation Drive 
 Figure 5-6 illustrates the corridor MFD of Coronation Drive (inbound 
direction), the relation between the average flow > and density ? of the corridor as 
defined in equation 5-5 and 5-6, for the 22nd October 2012. The morning plots show 
the critical regime; the flow reaches the maximum (around 90 (veh/5min/lane)) when 
the density is around 30 (veh/km/lane). On the other hand, the afternoon plots stay in 
free flow regime. It is remarkable that the morning plots form a clockwise hysteresis 
loop; the lower flow is observed during the offset of congestion, as reported in 
several literatures for freeway networks (Geroliminis and Sun, 2011b, Saberi and 
Mahmassani, 2013). Congestion tends to be spatially heterogeneous during the offset 
of congestion (Gayah and Daganzo, 2011b, Geroliminis and Sun, 2011a). Also, a 
corridor has no (or limited) route choice option, like freeway networks, where drivers 
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become less adaptive to traffic conditions (Gayah and Daganzo, 2011b, Geroliminis 
and Sun, 2011a).  
 
Figure 5-6 Corridor MFD based on CUPRITE (Coronation Drive inbound, 22nd October 2012) 
 
5.3.4 Comparison with alternative data source 
5.3.4.1 Overview of taxi data 
One of the major limitations of Bluetooth data is that the data is available only 
at the major intersections equipped with BMS scanners, thus it covers only the 
particular subset of the network. In addition to Bluetooth data, another type of probe 
sample, taxi GPS log, is available in Brisbane. Unlike the Bluetooth data, taxi GPS 
covers wider range of the network including minor streets. Also, it provides detailed 
trajectories of individual vehicles. Therefore, if plenty sample is available, it can be 
used as a more appropriate estimator of the network traffic states.  
The behaviour of taxis is not identical to the normal vehicles because they 
follow circuitous routes to search for passengers; wait in a queue at taxi ranks; or 
stop more frequently to pick up passengers. Nevertheless, such special behaviours 
are normally seen when they are empty, and once they are occupied by passengers, 
the taxi can be assumed as proximity of ordinary cars.  
Table 5-4 shows the sample data of the taxi log from Brisbane network. The 
data provides timestamp, geolocation (longitude and latitude), vehicle speed, driving 
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direction (counter clockwise angle from the horizontal axis (latitude lines)) and the 
states of the taxi. The states include: 
• “Meter On” (state 1) indicating the taxi is carrying passengers, 
• “Logged On” (state 2) indicating the taxi is empty, 
• “Ignition On” (state 3) and “Ignition Off” (state 4) indicating the taxi starts 
and stops the engine, respectively. 
This study uses only the passenger-carrying taxis (state 1) as an estimator of 
the corridor traffic states. The MFD, the relation of flow and density of all vehicles, 
is estimated by scaling up the flow and density of the taxis, as further discussed later 
in section 5.3.4.2.  
Table 5-4 Sample of taxi GPS log 
Vehicle Status Time Latitude Longitude Speed Direction 
1204 Logged On 2012-10-22 00:00:00.017 -27.4582 153.0354 0 0 
955 Meter On 2012-10-22 00:00:00.030 -27.5323 153.0578 99 168 
1165 Logged On 2012-10-22 00:00:00.030 -27.4981 153.0897 27 8 
1174 Logged On 2012-10-22 00:00:00.030 -27.4588 153.0132 0 0 
 
5.3.4.2 Estimation of the corridor MFD based on Edie’s definition 
A taxi itself acts as a sensor moving in a network, and reports their locations in 
the space (geo-locations) and timestamps every uplink intervals (i.e., 30 seconds), 
with which their trajectories are reconstructed on a time-space diagram (Figure 5-7). 
Unlike the measurements by local observations, such as loop detectors, this data 
provides information about the spatial and temporal aspects of the traffic conditions. 
The generalised definitions of traffic flow variables, such as flow, density and speed, 
were originally introduced by Edie (1963) based on the two-dimensional diagram as 
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presented in Figure 5-7, to describe traffic states of a single corridor. These consider 
the full behaviours of individual vehicles in time and space, and will be more reliable 
estimates of traffic states if enough data is available. Recent advancement in new 
measurement techniques, such as GPS enabled devices, has made it possible to 
obtain trajectories from more vehicles. Consequently, the traffic state estimation 
utilising such measurement has become of interest to researchers (Leclercq et al., 
2014, Saberi et al., 2014). It should be noted that a extended form of Edie’s 
definitions has been proposed by Saberi, et al. (2014) to describe traffic states of a 
network, not only of a single corridor, based on three-dimensional time-space 
diagram. However, this study still focuses on a single corridor, thus original 
definitions by Edie (1963) is employed. 
 
Figure 5-7 Illustration of time-space diagram and variables 
 
Data cleansing – map matching and trip extraction 
The taxi GPS log data provides whole trajectories of taxis within a day. Before 
estimating traffic states, the data has to be cleansed to extract trips along the study 
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site (i.e., Coronation drive) from the continuous trajectories. This study employs the 
following steps to determine the trips along the study site: 
• Step 1: Data extraction along the study site 
• Step 2: States of taxi 
• Step 3: Large time gap between the plots 
• Step 4: U-turn 
Step 1: The GPS plots along the study site are extracted based on their distance 
from the nearest section and the driving direction. Firstly, 10-metre buffer zone is 
defined along the corridor, and any plots outside the buffer are removed from the 
analysis. Then, for the remaining plots, the angle of the driving direction, θ1, is 
checked with respect to the closest section. If the angle exceeds 20 degree, the plots 
are removed. Figure 5-8 illustrates data extraction in step 1. 
Step 2: The states of taxi are to extract the passenger-carrying taxis as 
discussed in section 5.3.4.1. The logs with “Meter On” (State 1) are extracted to be 
served in the following analysis. 
Step 3: The GPS log is recorded every uplink interval (i.e., 30 seconds). 
However, longer time gap can occur due to communication errors, states being 
switched from “Meter On” to others (e.g., “Logged On”) and/or the taxi driving into 
side streets and coming back to the study site. When a gap is small, say a few 
minutes, it would be safe to bridge the gap by connecting the points before and after 
the gap, assuming the gap is due to communication errors and the trip continues. 
However, when a gap is large, say over 10 minutes, other events could occur during 
this time, such as the taxi dropping off and picking up passengers, the taxi driving 
outside the study site. In this study, 10 minutes (600 seconds) is used as a threshold 
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to determine whether the gap is end of the trip, based on the actual frequency of gaps 
(Figure 5-9). Nearly 84% of gaps are within 3 minutes (180 seconds). The other 16% 
gaps range from 10 minutes to a few hours or more, which clearly separate trips.  
Step 4: Finally, the shape of the trajectory is checked to exclude U-turns or 
loops because the study section is one-directional single corridor; there should not be 
any loops. The shape is checked using consecutive two plots in a trip and their 
driving direction (Figure 5-10). If the angle of the current driving direction at time t, 
θ2 , with respect to the next position at time t+1 exceeds a threshold value, the taxi is 
assumed to take a U-turn. Considering the shape of the corridor, 90 degree is used as 
the threshold. 
 
 
Figure 5-8 Illustration of taxi data cleansing (step 1) 
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Figure 5-9 Frequency of time gap (step 3) on 22nd October 2012 
 
 
Figure 5-10 Illustration of U-turn check 
 
Trip distribution in space 
The distribution of taxi trips may or may not be spatially homogeneous; more 
taxis may be observed closer to the CBD area. If the proportion of the taxis to the full 
traffic is same (or similar) throughout the corridor, the trajectories of taxis equally 
represent the traffic states at any sections of the corridor, thus the corridor can be 
treated as a whole; otherwise the traffic states must be estimated section by section 
considering the taxi penetration rate of each section.  
Figure 5-11 summarises the spatial distribution of taxi trips. The horizontal 
axis (x-axis) shows the starting location of a trip, the distance from the entrance of 
the corridor. The vertical axis (y-axis) is the trip distance. All the trips are mapped 
onto the diagram inside the triangular area bounded with the hypotenuse line defined 
as y=L-x, where L is the corridor length (left hand side of Figure 5-11). For instance, 
0.0%
10.0%
20.0%
30.0%
40.0%
50.0%
3
0
6
0
9
0
1
2
0
1
5
0
1
8
0
2
1
0
2
4
0
2
7
0
3
0
0
3
3
0
3
6
0
3
9
0
4
2
0
4
5
0
4
8
0
5
1
0
5
4
0
5
7
0
6
0
0
M
o
re
F
re
q
u
e
n
cy
Time gap (seconds)
2θ
Taxi position 
at time t
Taxi position 
at time t+1
Driving direction 
at time t
 104 Chapter 5: Macroscopic Fundamental Diagram for the Brisbane Network 
a taxi, which enters at the entrance (x=0) and travels 4,000 metres (y=4,000) along 
the corridor, is plotted at (0, 4000). Regardless of the entering locations, all the trips 
travelling towards the end of the corridor are plotted along the hypotenuse. 
The contour on the right hand side of Figure 5-11 shows the frequency of the 
trips. Most plots are mapped along the hypotenuse line, indicating most taxis 
travelling towards the end; entering into the CBD area. However, the trip distribution 
is not uniform over the space. Plots are more dense around x=3,500, where another 
major road (i.e., Inner City Bypass) connects with Coronation drive. This observation 
confirms that the taxi trajectories do not equally represent over the corridor. 
Therefore the traffic states must be estimated section by section. 
 
Figure 5-11 Spatial distribution of taxi trips on 22nd October 2012 
 
Variable estimation based on Edie’s definition 
The traffic states are estimated section by section using taxi trajectory data. 
The sections are defined as consecutive two yellow dots in Figure 5-5. Let us 
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and density, are defined based on Total Distance Travelled and Total Time Spent by 
taxi (TDT’ and TTS’, respectively) as defined below, for section i. 
.  
+4i  O 4,@@  
5-8 
.  
4i  O 4,@@  
5-9 
Where 4,@  and 4,@  denote the distance travelled and time spent by vehicle A  in 
section , respectively. Then, the flow and density of taxi samples are defined as: 
.  ]4  +4i/4 · 4 ·  5-10 
.  A4  4i/4 · 4 ·  5-11 
Where ]4 and A4 denote the flow and density of taxi samples in section . 4 and 4 
are the number of lanes and the length of section , respectively.  is the aggregation 
interval. Then, the flow (]4) and density (A4) of full traffic is estimated as: 
.  ]4  ]4/4 5-12 
.  A4  A4/4 5-13 
Where 4 is the proportion of the number of taxi to full traffic counts in section . 
Finally the area average flow > and density ? are calculated as defined by equations 
5-5 and 5-6. 
Results – comparison of MFDs 
Figure 5-12 shows the corridor MFD from taxi trajectory data. The graph on 
the right presents the closer look at the red square of the left graph. The morning 
plots show that the flow reaches the maximum (around 70 (veh/5min/lane)) when the 
density is around 25 (veh/km/lane), whereas the afternoon plots stay in free flow 
regime. Also, the plots exhibit hysteresis-like loops during the morning peak, as 
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observed in the MFD estimated using CUPRITE (Figure 5-6). However, the flow and 
density estimated from the taxi data are smaller than the one from CUPRITE. Figure 
5-13 compares the MFDs from two methods, the one from CUPRITE and the other 
from taxi data. Also, Figure 5-14 summarises the time-series of variables (density 
and flow) from the different methods. As the figures show, the variables estimated 
from taxi trajectories are smaller, only about two-thirds of the values estimated from 
CUPRITE.  
This is because the taxi samples do not always represent the traffic states of the 
whole corridor. Figure 5-15 summarises the penetration of taxi samples for each 
section during morning peak (from 6AM to 11AM). The penetration rate is below 
3% for most of the time. Moreover, there are instances when no taxi sample is 
available in one or more sections, during which traffic states cannot be estimated.  
  
Figure 5-12 Corridor MFD from taxi data (5 min aggregation, Coronation Drive inbound, 22nd 
October 2012) 
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Figure 5-13 Comparison of MFDs from CUPRITE and taxi data (5 min aggregation, 
Coronation Drive inbound, 22nd October 2012) 
 
 
 
Figure 5-14 Comparison of time-series of variables from CUPRITE and taxi data (left: density, 
right: flow, 5 min aggregation, Coronation Drive inbound, 22nd October 2012) 
 
 
 
Figure 5-15 Penetration rate of taxi samples (5 min aggregation, Coronation Drive inbound, 
22nd October 2012) 
 
Another problem in using taxi data is found by checking their average trip 
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line in the figure. The average taxi trip length is, however, shorter in many instances, 
which means that the taxi samples represent only fractions of the sections, not the 
whole. Due to this, the variables based on taxi trajectories are mostly underestimated. 
Contrary to this, CUPRITE employs Bluetooth samples that traverse the whole 
sections, and it considers the section-wide traffic conditions.  
 
Figure 5-16 Average trip length of taxi samples in section 4 (5 min aggregation, Coronation 
Drive inbound, 22nd October 2012) 
 
5.3.5 Discussion 
Although taxi samples provide information from wider area of a network 
including minor streets, their sample size is still small compared to Bluetooth 
samples. Moreover, full trajectories across whole sections are rarely available from 
current taxi data. With the lack of full trajectories, the variable estimation using taxi 
GPS log is still considered to be unreliable. Therefore, in the following analyses, the 
variables are estimated using CUPRITE incorporated with Bluetooth samples, which 
employs the samples traversing whole sections, and therefore enables more reliable 
variable estimation.  
5.4 BRISBANE NETWORK MFD 
5.4.1 Study site –whole network of Brisbane 
 Figure 5-17 shows the Brisbane network. The yellow dots are intersections 
equipped with Bluetooth scanners (BMS scanners) as at October 2012. White lines 
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heading to the CBD area with few connections between radial corridors. Study 
sections are defined with two consecutive dots along the routes. Figure 5-17 shows 
all the 184 intersections equipped with Bluetooth scanners in October 2012. 
However, some scanners are not available depending on the days. Also, stop line 
detector counts can include erroneous records due to unexpected incidents such as 
road works and signal malfunction. Such records cause significant errors in 
cumulative plots and the density estimation. In this study, the records from the 
following intersections have been removed from the analysis. The remaining 155 
intersections’ data is used for the MFD analysis. 
• The intersections with error records in stop line detector counts throughout a 
day 
• The intersections that have no or too little (i.e. less than 50 in a day) 
Bluetooth records 
 
Figure 5-17 Bluetooth scanner locations 
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5.4.2 Brisbane whole network MFD 
 Figure 5-18 illustrates the whole Brisbane MFD, the relation between the area 
average flow > and density ? as defined in equation 5-5 and 5-6, for the week of 
22nd to 26th October 2012. The plots, of 155 intersections (301 sections), show well-
defined relationship with little scatters. This result confirms the existence of the 
whole network MFD in the Brisbane network. The diagram mostly shows a free flow 
regime, i.e. the area average flow increases as the area average density increases. 
However, we also observe a little flow drop in the plots from the 25th, which shows 
that the whole network becomes saturated.  
 Figure 5-19 summarises the MFD from the 22nd for different times of the day 
to see how the MFD captures the congestion dynamics. In the morning, the system 
starts getting filled after 6AM, and both density and flow take the maximum around 
8AM. Then, as the density decreases, the flow also decreases. After 9AM, the 
morning peak finishes and the plots stay at a point during off-peak hours (shown as a 
red circle). In the afternoon, the network gets congested again after 3PM and shows 
the peak around 5:20PM. The MFD then goes back towards the origin point.  
 
Figure 5-18 Whole Brisbane MFD (22nd – 26th Oct, 2012)  
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Figure 5-19 Whole Brisbane MFD for different times of the day (22nd Oct 2012)  
 
5.4.3 Regional MFDs 
 In order to further investigate the system characteristics, the network is 
divided into 4 regions considering the physical barriers (i.e. river) and the network 
shape. Figure 5-20 shows the 4 regions used in the following analysis. Figure 5-21 
summarises the MFDs from different regions. When comparing the MFD shapes of 
different regions, one can find a peak in the MFD of region 2 (Figure 5-21 (2)). 
When the density reaches 25 (veh/km/lane), the flow becomes maximum, and then 
starts slightly decreasing, where the system becomes the critical condition. Such a 
shape is not found in the other regions (Figure 5-21 (1, 3 and 4)). These figures 
capture regional differences in the network conditions. Thus, network partitioning 
helps better understanding of network performance, as suggested in Tsubota, et al. 
(2013), based on the simulation experiments. 
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Figure 5-20 Brisbane regions 
 
   
  
Figure 5-21 MFDs for different regions (22nd – 26th Oct, 2012) 
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5.4.4 Similarity of the MFDs from different day 
The MFD captures the area-wide traffic performance if the network is 
homogeneously partitioned. This is a unique function of the network, so the diagram 
will exhibit a crisp shape with low levels of scatter even when the MFDs of various 
days are plotted. In order to confirm the existence of the well-defined MFD in the 
Brisbane network, the similarities of the diagrams across different days are tested.  
The similarity is measured by comparing the plot of a particular day with the 
averaged MFD. The fundamental diagram can be approximated with various 
functional relationships, as comprehensively summarised in Hall (2001). Among 
these, one of the most widely accepted form is the 2nd-order polynomial curve fitting 
(the parabolic curve), originally proposed by Greenshields (1935) for highway traffic 
flow modelling and recently applied to approximate the MFD by Horiguchi, et al. 
(2010). The general functional form is: 
.  >  ;Q? 3 ;S?S 5-14 
where > and ? are the area-average flow and density, as defined in equation 5-5 and 
5-6. ;Q and ;S are the parameters to be estimated by minimising the squared error 
between the approximated curve and the input values. When measuring the similarity 
of the 
-day plot, the averaged MFD is estimated using the data set without the 

 -day data: >t, ?t |    , where the subscript   represents the 
 -day 
data. The similarity of the 
-day is then measured by calculating the coefficient of 
determination, S , of observed flow on the 
 -day, >< , and the averaged 
(approximated) flow as estimated using equation 5-14. The coefficient of 
determination of the 
 -day plots, <S , is defined as the square of correlation 
coefficient < .  
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.  
<  ∑ > - > >< - ><  ∑ > - > S ∑ >< - >< S  5-15 
where the superscription 
 represents the data at time 
. >  and ><  are the means of 
approximated and nth-day flow. The variables are illustrated in Figure 5-22. 
 
Figure 5-22 Comparison of nth-day plots and the averaged (approximated) MFD 
 
The method is applied to the MFDs presented in Figure 5-18 and Figure 5-21, 
the whole network MFD and the regional MFDs, in order to evaluate the similarity of 
different days. Figure 5-23 compares the S  values of each day. Different lines 
represent the different zones (the whole network and the 4 regions). The whole 
network and the 3 region (region 1, 2 and 4) show similar  S values across the days, 
confirming the existence of the well-defined MFDs in these areas. However in region 
3, the similarity drops significantly on the 23rd, indicating that a singular event 
would occur on this day. This singularity can also be observed visually in Figure 
5-21 (3).  
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Figure 5-23 Similarity of the MFDs between different days (measured using R2) 
 
5.4.5 Impact of a major incident on the regional MFD 
 In region 3 (Figure 5-21 (3)), abnormal scatters are found in the morning 
plots; this was not observed in the whole network MFD (Figure 5-18). During this 
morning, an extremely long travel time is observed in some sections in region 3 due 
to a major accident. At 1:00AM on the 23rd, a semi-trailer crashed into a house along 
Ipswich Road at Annerley, a major arterial connecting southern suburbs and the 
CBD. Due to this, the southbound (outbound) of the Ipswich Road had to be closed 
for rescue until 8:40AM (Calligeros, 2012).  
 Figure 5-24 shows Bluetooth travel time plots of heavily congested sections. 
The plots show that some vehicles experienced 10 to 20 minutes to travel the 1 to 1.5 
km sections around 6:30AM to 8:30AM. This is 4 to 5 times more than usual. The 
southbound of Ipswich Road was seriously congested (see graph A in Figure 5-24) 
due to the road closure. Northbound was also affected (see graph B in Figure 5-24), 
although northbound was not subject to the closure. This is thought to be an impact 
of drivers’ rubbernecking behaviours around the accident area.  
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The scatters in the MFD of region 3 reflect these local congestions (Figure 
5-25). In region 3, the AM plots deviate from the normal plots at 6:30AM (as 
numbered with (1)). From 7:10AM, the MFD deviates further, taking reduced flow 
values (2). Around 8:20AM, the density takes the maximum (3), and the plots go 
back to the normal line at 8:50AM (4). 
 
Figure 5-24 Local congestions on 23rd Oct 2012 
 
Table 5-5 compares the MFD shapes with the descriptions in the traffic 
incident detail report provided by the Department of Transport and Main Roads of 
Queensland Government. The MFD shapes agree with the details in the Incident 
Report. This confirms that, with appropriate network partitioning, the impact of a 
local incident can be described well by the regional MFD. This finding supports the 
use of the MFD for traffic surveillance and determining suitable zone sizes for area-
wide traffic controls. 
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Figure 5-25 MFD of region 3 (23rd Oct 2012) 
 
Table 5-5 Comparison of Traffic Incident Detail Report and the MFD Point  
 
Time Traffic Incident Detail Report Corresponding Points in the MFD 
6:15AM Both inbound lanes open. Delays (1) Small delays before the 
morning peak 
7:04AM No delays observed. Inbound (IB) traffic 
normal for AM Peak. No delay outbound 
(OB). 
 
7:12AM Notification of delays IB in Clem7 (2) Delay starts due to morning 
peak demand in Inbound (IB) 
7:14AM Some delays building OB back to 
Woolloongabba. 
(2) Delay starts in outbound (OB) 
7:22AM Buses on Ipswich Rd IB are reporting 20 
minutes delays 
 
8:27AM IB delays back beyond Beaudesert Road. OB 
to Woolloongabba 
(3) Delay reaches further 
upstream. Peak of the delays 
8:30AM Delay currently at Fairfield Rd (3) Delay propagates to nearby 
roads parallel to Ipswich Rd. 
8:39AM Observed road reopened. Delay cleared. (4) Road reopen and congestion 
start recovering 
8:47AM Ipswich Rd Annerley reopended after truck v 
House. All lanes open both directions. No 
delays. 
(4) Back to normal 
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5.4.6 Concentric zoning 
The Brisbane network consists of typical radial routes with few connections 
with each other. The routes head to the CBD area, and normally, the congestion 
builds up from the centre towards the outer area. For this type of network, the 
partitioning based on the distance from the CBD could be more appropriate. In this 
section, the Brisbane MFD is further explored with another partitioning, using 
concentric circles and a physical boundary. 
Public transport in Brisbane employs a zone fare system. The zones consist of 
concentric circles starting in Brisbane city centre, and the zone number increases as 
the distance from the CBD increases. The study area includes zones 1 to 4. The 
number of sections within each zone significantly varies; there are 32 sections in fare 
zone 1 and 7 sections in zone 4, but 199 sections in fare zone 2 (as summarised in 
Table 5-6, left hand column). In order to equalise the number of sections, another 
circle is drawn at 3,500 metres from the city centre. Also, fare zones 3 and 4 are 
merged into one zone.  
In addition to the distance from the city centre, the Brisbane road network is 
characterised with a physical boundary, the Brisbane river. The network is naturally 
partitioned into north and south, and there is limited access between these. 
Considering these conditions, the zoning is reconstructed as summarised in Table 
5-6, right hand column. 
Figure 5-26 illustrates such zoning: 1) the distance from the city centre and 2) 
the physical boundary, the Brisbane river. With this new zoning, the MFDs are 
derived in order to assess the impact of the distance from the CBD.  
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Table 5-6 Zones and the number of sections 
Public transport 
fare zone number 
Number of 
sections 
 New zone 
number 
Number of 
sections 
1 32 1 (North) 54 
2 199 
 
 
4 (South) 55 
  
2 (North) 66 
5 (South) 56 
3 63 3 (North) 25 
4 7 6 (South) 45 
 
 
Figure 5-26 Partitioning based on concentric circles and physical boundary 
 
Figure 5-27 summarises the MFDs of the concentric circles with a physical 
boundary. As expected, the inner MFDs (zones 1 and 4) show the highest maximum 
density, reaching over 30 (vehicles/km/lane). As the distance from the city centre 
increases, the MFDs exhibit lesser maximum density, around 25 (vehicles/km/lane) 
in the middle areas (zones 2 and 5), and around 20 (vehicles/km/lane) in the outer 
1
2
3
6
5
4
3500m
Boundary of 
Fare zone 2 & 3
Physical Boundary
(Brisbane river)
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area (zones 3 and 6). The inner and middle zone MFDs show the critical regime, 
where the flow shows the maximum (zones 1, 2 and 4), whereas the outer zone only 
shows the free flow regime. These diagrams confirm the nature of the congestion 
propagation in the Brisbane network, that is, the congestion builds up from the 
centre, and as the distance from the city centre increases, the congestion becomes 
less significant. It is also noted that the scatters caused by the incident on 23rd 
October is still observed in the MFDs from zones 4 and 5. 
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5.5 COMPARISON OF DIFFERENT ZONING STRATEGIES 
In this chapter, two zoning strategies are presented based on the network 
structure (Figure 5-20) and concentric circles (Figure 5-26). These strategies are 
evaluated based on their homogeneity. The effectiveness of the partitioning with 
regard to the MFD shapes can be measured with the coefficient of variation (CV) of 
section densities as presented in section 3.6, using the equation 3-7.  
Figure 5-28 compares the CV of section densities across different regions when 
the network is partitioned into 4 regions based on the network structure. The line 
charts are CVs of different days, and the bar chart is the average of 5 days. Although 
the values change for different days, smaller CVs are observed in region 1 and 4, 
which is less congested than region 2 and 3 according to the MFDs (Figure 5-21). 
The comparison of 5 days average confirms that all regions show slightly smaller 
CVs than the one of the whole network. This indicates that the traffic conditions 
become homogeneous by partitioning the network. 
 
Figure 5-28 Comparison of zoning strategy (four regions shown in Figure 5-20) 
 
Figure 5-29 compares the CVs when concentric zoning is applied. The line 
charts show significant fluctuation across different days. Nevertheless, the average 
regional CVs are smaller than the whole network, showing the regional traffic states 
are more homogeneous than the whole network. 
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For both partitioning, regional CVs are smaller than the whole network; and 
the values of regional CVs are compatible, ranging between 0.55 and 0.8. Therefore, 
both strategies are equally effective in homogenising the area traffic conditions, but 
this comparison does not answer which strategy is more appropriate. Although the 
indicator, CV of section densities, provides how well the network is partitioned, the 
strategies should be selected considering the network structure and the purpose of the 
zoning. Further discussion on the partitioning for Brisbane network monitoring is 
carried out in the next chapter.  
 
Figure 5-29 Comparison of zoning strategy (concentric zones shown in Figure 5-26) 
 
5.6 DISCUSSION AND CONCLUSIONS 
 This chapter showed empirical examples of the Brisbane MFDs with a real 
data set. The traffic densities were estimated with the method described in Section 
4.2.3 using traffic counts and signal phases from the SCATS system, and the 
Bluetooth samples collected by Brisbane City Council. The results confirmed that the 
MFD with a well-defined shape exists in the Brisbane signalised network. Although 
the whole network diagram mostly showed only the free flow regime, the plots 
captured the congestion dynamics well, from the onset to the offset of congestion. 
Also, by partitioning the network into several regions, the MFD exhibited a different 
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shape in region 2 with a critical regime (Figure 5-21 (2)), whereas other regions 
showed only a free flow regime. This suggested the importance of the network 
partitioning for appropriate representation of the network performance. On the 23rd 
October, abnormal scatters were found in region 3 (Figure 5-21 (3)) due to severe 
congestion in some sections; this was not well captured in the whole network MFD 
(Figure 5-18). The close look at the regional MFD on the 23rd (Figure 5-25) 
illustrated the congestion propagation and dissolution as recorded in the incident 
detail report. This further addressed the needs of network partitioning for better 
understanding and monitoring of the network conditions for area-wide control 
purposes.  
These findings motivated further research needs for the MFD for network 
surveillance and control. The Brisbane network consists of typical radial routes with 
few inter-connections. The routes head to the CBD area, and the congestion normally 
builds up from the centre towards the outer area. For this type of network, 
partitioning based on the distance from the CBD could be more appropriate, such as 
concentric circles similar to the public transport fare zones, as shown in Figure 5-26. 
The results captured the congestion propagation in the Brisbane network. The inner 
zones are more congested than the outer ones, as expected for a radial network with a 
single CBD.  
It should be noted that the present analysis is based on the currently available 
data sources, Bluetooth samples and loop detector counts. Therefore, the study site is 
limited to the sections equipped with BMS scanners; a particular subset of Brisbane 
network. Another probe sample, taxi GPS log, could overcome this limitation, as it 
does not rely on fixed sensors, and covers wider range of the network including side 
streets. Although current taxi data has its limitations, such as the low penetration rate 
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and the lack of full trajectories, it is worthwhile to explore the use of this 
supplemental data source. 
This chapter led to the conclusion that having a partitioned network with 
appropriate zones helps to understand how congestion develops within the zone, and 
also helps to identify the areas that work as bottlenecks. This information enables 
effective area traffic management such as congestion pricing and signal coordination. 
In order to grasp further insight into practical application of the zone based network 
monitoring, a framework for effective zoning is presented and discussed in the next 
chapter. 
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Chapter 6 Brisbane network partitioning 
based on corridor MFDs 
6.1 INTRODUCTION 
The existence of the MFD in the Brisbane network has been confirmed with 
the empirical examples in Chapter 5. Through the analyses on the MFDs with two 
different partitioning strategies, the Brisbane network characteristics were presented 
with regional MFDs. In this chapter, the MFD is further investigated along corridors 
for traffic monitoring purpose. First, the basic concept and the framework on 
determining the zones are presented. Then, major corridors are analysed to 
empirically reveal the key features of the corridor MFDs. Finally, discussion and 
recommendations for Brisbane network partitioning follow.  
6.2 FRAMEWORK FOR ANALYSIS 
6.2.1 Basic concept for partitioning 
The primary objective of partitioning is the network traffic monitoring and 
control. Through the monitoring, the network traffic conditions are properly 
identified, and necessary measures are taken accordingly in a timely manner. Thus, 
the partitioning should be consistent with available control strategies, and also with 
the network traffic characteristics. In order to determine the partitioning framework, 
the available controls and Brisbane traffic patterns are presented here. 
Available control strategies 
The Brisbane network consists of radial routes as presented in Figure 5-17. The 
routes have few connections in between, and there are few route choice options. This 
is partly due to the available data sources. This study is highly dependent on 
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Bluetooth samples to estimate section travel time when applying the density 
estimation method. The Bluetooth scanners are installed mainly along major arterials, 
and the method is applicable only for such sections unless other data sources, which 
complement adjacent sections, are available. Thus, given the current data sets, the 
monitoring is conducted on a corridor basis. 
With this network configuration, the control relying on drivers’ route choices 
(whether voluntary or compulsory), such as dynamic route guidance, is hard to 
implement; even if implemented, the benefit could be limited. Instead, one might be 
interested in corridor management, such as coordinated signal controls. Consequently, 
the partitioning will focus on the corridor monitoring purpose. 
Brisbane traffic characteristics 
A radial network normally has a city centre (CBD area) and residential areas. 
The traffic patterns in such a network are strongly directional. For instance, the roads 
carry commuting traffic toward the city centre in the morning, and the inbound roads 
are more congested. In the evening, on the other hand, the traffic departs from the 
centre heading back to the residential areas, which causes congestions in outbound 
roads. In the morning particularly, since most traffic concentrates on the centre, 
higher density is expected in the inner part of the network.  
This feature is confirmed in the Brisbane network as illustrated in Figure 5-27. 
Higher density is observed in the inner zones than in the middle and outer zones. 
These findings support that the Brisbane road network exhibits directional traffic 
patterns. Therefore, the monitoring should also be based on directional way, i.e., with 
the MFD drawn for each direction along corridors.  
 128 Chapter 6: Brisbane network partitioning based on corridor MFDs 
6.2.2 Framework of the partitioning 
This subsection describes the framework to determine the zone size along 
corridors. As discussed, the zones shall be 1) corridor based, and 2) directional 
(either for inbound or outbound). Based on these key concepts, detailed procedures 
to derive corridor MFDs are presented below. 
Corridor traffic states are not homogeneous. Given inbound direction, the 
downstream sections, which are close to the city centre, are likely to become 
congested as the demand concentrates from adjacent roads, exceeding the section 
capacity and creating a bottleneck. On the other hand, the upstream sections could be 
less congested unless the queue spills back from the downstream. If a MFD is drawn 
for the whole corridor, it averages two different traffic states, both congested and 
uncongested. Such a diagram may exhibit only a free flow regime (or bit of a critical 
regime) even if the downstream sections are heavily jammed (Figure 6-1).  
 
Figure 6-1 Illustration of averaging two sections with different traffic states 
 
This phenomenon is observed in the MFDs presented in Chapter 5. The whole 
network MFD mainly exhibits a free flow regime with a small critical portion (Figure 
5-18). However, when the network is partitioned into four regions, the MFD from 
region 2 clearly shows a critical regime with a small drop, which demonstrates that 
the region is nearly congested (Figure 5-21). These examples clearly show that the 
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MFD does not capture the congestion dynamics properly if the area is too large and 
includes different traffic states. On the other hand, if the area is too small (consisting 
of single or a few section(s), for instance), the diagram describes only the local 
traffic phenomena , which is governed by the stochasticity of the traffic (due to the 
difference of individual drivers behaviours, for example), and thus could show 
significant scatters, as presented in Geroliminis and Daganzo (2008). The ideal zone 
is the area which is large enough that the diagram can show stable and invariant 
shapes, but not too large to describe the corridor congestion dynamics properly.  
In order to achieve such zoning, a heuristic procedure is employed. The zoning 
starts from a single bottleneck section along the corridor, >AQ , as illustrated in 
Figure 6-2. This diagram at the bottleneck section should exhibit a congestion regime, 
but describes only the local (section) performance. In the next iteration, an upstream 
section is added to the zone, and the diagram consisting of two section variables is 
defined, >AS . Assuming all the sections show similar congestion patterns, the 
diagrams converges to a stationary curve by repeating this process due to the law of 
large numbers, i.e. the more data that is aggregated, the less influence the traffic 
stochasticity has. However, once a section with different traffic patterns is added (e.g. 
the downstream sections are congested whereas the newly added section is free 
flowing), the shape of the diagram should show remarkable change.  
 
Figure 6-2 Iterative process for constructing zone MFDs along corridor 
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6.2.3 Indicators for the zones 
6.2.3.1 Convergence criterion; Convergence Indicator 
In order to evaluate the convergence process, this study compares the MFD’s 
shapes of each iteration with the indicator defined below, as illustrated in Figure 6-3. 
.  m <gQ  _> <gQ - > <> < 
S 3 ? <gQ - ? <? < 
S
 
6-1 
where > < and ? < denote the average flow and density points at time 
 on the MFD 
of 
 iteration, that is the MFD from  sections. m <gQ defines the relative error 
of the MFD plot at ( 3 1
 iterations, compared with the plot at 
 iteration, at 
time 
.  
 
Figure 6-3 Illustration of the convergence indicator ─ relative error of nth and (n+1)th iteration 
 
The relative error, m <gQ, is calculated for every time interval, 5 minutes. 
By taking the average of m <gQ over specific time period, i.e. during day time 
from 5AM to 8PM, the average error, m%<gQ, between two consecutive iterations 
is calculated.  
.  m%<gQ  1` O m <gQc dQ  6-2 
where `  is the number of the time intervals during the study period. With this 
indicator, major corridors in Brisbane are analysed to empirically figure out the size 
of zones. By gradually expanding the zone from a bottleneck to the upstream 
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sections, the relationship between the MFD’s shapes and zone size (the length of the 
zone along the corridor) is investigated.  
6.2.3.2 Evaluation of the homogeneity: Variation Indicator 
The partitioning is then evaluated with respect to the homogeneity of the zone. 
The key requirement of the well-defined MFD is that the area is partitioned 
homogeneously, defined using the standard deviation of the link densities within the 
area (Mazloumian et al., 2010, Geroliminis and Sun, 2011b). Although the corridor-
base zoning should also be evaluated accordingly (as presented in section 5.5), it 
would be difficult to appropriately measure the standard deviation, since the number 
of sections along a corridor is very limited. In this study, different indicator is 
employed to evaluate the zone homogeneity. 
The MFD of an area is calculated by averaging the flow and density of sections 
within the area, as defined by equations 5-5 and 5-6. If the area is perfectly 
homogeneous, that is, if the traffic states change in the same way for all the sections, 
the averaged relation of flow and density (the MFD) can capture the area traffic state 
properly. On the other hand, if some sections become congested but the others are 
free flowing, the averaged diagram would show lower flow than it would be if the 
area traffic states were homogeneous, as illustrated in Figure 6-4.  
 
Figure 6-4 Section diagrams and an averaged diagram in a heterogeneous case 
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In order to assess the homogeneity, a metric,  4, , is introduced, as defined 
below. 
  4,  A 4 - A S 3 ] 4 - ] S 6-3 
where A 4 and ] 4 are the density and flow of the section  at time 
. The indicator,  4,, 
measures the distance between two plots on section fundamental diagrams from two 
different sections within an area, both measured at the same time 
, quantifying the 
variation of the two section fundamental diagrams. The indicator,  4,, is calculated 
for every pair of the plots within an area. Figure 6-5 illustrates the case of an area 
consisting of three sections. 
 
Figure 6-5 Illustration of the variation indicator ─ the case of 3 sections  
 
The indicator,  4,, is then averaged for all the pairs out of  sections.   
.  + <  ∑ ∑  4,<d4gQ<EQ4dQ .S<  6-4 
where + < is the averaged indicator at time 
, and  is the number of sections in an 
area. + < is calculated for every time interval, and then is averaged over specific time 
period, from 5AM to 8PM.  
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.  +%<  1` O + <c dQ  6-5 
where +%<  is the average variation of the  section fundamental diagrams within an 
area. The indicator defines the homogeneity of the area using the distance of 
individual plots from the sections in the area. 
6.3 CORRIDOR BASE ANALYSIS FOR DETERMINING THE 
ZONE SIZE 
6.3.1 Major congested corridors 
This section analyses the Brisbane corridor MFDs with the indicator presented 
in Section 6.2.2. The zone starts from the downstream bottleneck and expands 
toward the upstream, section by section. For each iteration, the convergence indicator 
is calculated to figure out how the corridor MFD changes depending on the zone size 
and/or section’s traffic characteristics.  
Figure 6-6 shows the major arterial corridors in Brisbane. The zoning mainly 
intends to monitor the underperforming parts of the network. Therefore, the 
examination will be conducted for congested corridors. In order to extract the study 
sites, whole corridor MFDs are drawn for the inbound directions of these 8 roads. 
Figure 6-7 summarises the corridor MFDs on 22nd October, 2012. Most corridors 
show only a free flow regime: (1) Gympie Road, (2) Kingsford Smith Drive, (3) 
Wynnum Road, (5) Fairfield-Annerley Road and (7) Milton Road. However, three 
corridors exhibit a critical regime: (4) Ipswich Road, (6) Coronation Drive and (8) 
Kelvin Grove Road. In particular, (4) Ipswich Road and (8) Kelvin Grove Road show 
flow drop in higher density regimes (as indicated with red arrows), showing that the 
corridors fall into congested states. These three sections are served for the corridor 
base analyses in the following sections (as highlighted with red colour in Figure 6-6).   
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Figure 6-6 Major 8 corridors (inbound) 
  
5 km
2) Kingsford Smith Dr
1) Gympie Rd
8) Kelvin Grove Rd
7) Milton Rd
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 Chapter 6: Brisbane network partitioning based on corridor MFDs 135 
  
  
  
  
Figure 6-7 Whole corridor MFDs for the major 8 corridors on 22nd Oct 2012 
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6.3.2 Corridor base analyses  
6.3.2.1 Coronation Drive 
Figure 6-8 illustrates the study site of Coronation Drive, consisting of 8 
sections. The zoning starts at the downstream bottleneck section. Figure 6-9 
summarises the MFDs for each step, and Figure 6-10 shows the convergence process 
while expanding the zone along the corridor. The relative error (equation 6-2) 
decreases to 0.05 until the 5th is added to the zone. However, when the 6th section is 
added, the error increases up to 0.1. This suggests that the traffic characteristics 
change at the 6th section. 
To confirm this, Figure 6-11 compares the MFD from 1st to 5th sections 
(downstream sections) with the one from 6th to 8th sections (upstream sections). 
While the downstream sections show critical and congested regimes, the upstream 
mainly shows free flow regime. These diagrams demonstrate the congested and 
uncongested area along Coronation Drive, and the two areas would be separately 
monitored for efficiently manage the most critical area (the downstream sections).  
 
Figure 6-8 Coronation Drive map (inbound) 
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Figure 6-9 Coronation Drive corridor MFDs (inbound) 
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Figure 6-10 Zone size and average Errors of Coronation Drive (inbound) 
 
 
Figure 6-11 Comparison of the MFDs from two different zones along Coronation Drive 
(inbound) 
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investigate the characteristics of individual sections, the section fundamental 
diagrams are summarised in Appendix B.   
The 4th section exhibits lower free flow speed than the other sections (see the 
red guideline in Appendix B, indicating 70 km/h, for comparison), which would 
make the section 4 a singular part along the corridor. This would be because of the 
signal setting at the downstream intersection. The section 4 merges with another 
main street, Benson St, as shown in Figure 6-13, so the g/C ratio for the inbound is 
relatively lower than the other intersections along Coronation Drive. The average g/C 
ratio at the downstream intersection is 0.62 during the morning peak and 0.60 during 
the evening peak, whereas, at the other major intersections, the inbound is given 0.7 
to 0.8 of g/C ratio, as summarised in Appendix C. The g/C ratio is a major 
component to determine the intersection delay, assuming uniform arrivals, as shown 
in equation 6-6 (Transportation Research Board, 2010). 
.  Q  0.5C1 - g/CS1 - min 1, X · g/C 6-6 
where Q  is uniform control delay assuming uniform arrivals (second/veh), C is the 
cycle length (second),  is the effective green time (second) and  is the degree of 
saturation. As shown, smaller g/C leads the longer uniform control delay, reducing 
the average speed of the section.  
The variation indicator (Figure 6-12) could capture this singularity, while the 
convergence indicator could not (Figure 6-10), as the convergence indicator also 
considers the section length. The variation indicator is more sensitive to the 
individual section characteristics, so would be more desirable for evaluating the zone 
homogeneity, particularly when the lengths of the sections are significantly different 
(Figure 6-8). The resulting MFDs are shown in Figure 6-14. 
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Note that when the MFD is plotted without considering the section length, that 
is, when the MFD is drawn using unweighted averages of flow and density, the 
convergence indicator is also capable of capturing the singularity at section 4 (Figure 
6-15). Thus, both indicators could be applied when the section lengths are similar 
throughout the corridor.  
 
Figure 6-12 Zone size and average variation of Coronation Drive (inbound) 
 
 
 
Figure 6-13 g/C ratio at the downstream of the section 4 
 
D2 D3 D4 D7
*Dn : the similarity of n fundamental diagrams in an area
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•Downstream intersection (152)
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 Chapter 6: Brisbane network partitioning based on corridor MFDs 141 
 
Figure 6-14 Comparison of the MFDs from two different zones along Coronation Drive 
(inbound) 
 
 
Figure 6-15 Zone size and average Errors of Coronation Drive (inbound) without considering 
the section lengths 
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the lower flow is from the evening peak, as shown in Figure 6-9. This means the 
corridor capacity becomes lower in the evening peak.  
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One possible cause of this phenomenon is the difference of signal settings. In 
the morning, inbound carries more traffic than outbound, and thus longer green time 
and/or better coordination are given to the inbound direction. However, in the 
evening, although the inbound direction shows another peak, the outbound is more 
heavily used by returning commuters and is given priority in the signal setting.  
In fact, the section fundamental diagrams of section 1 and 2 show slightly 
higher flow in the morning and the lower flow in the afternoon (Figure 6-16). Table 
6-1 summarises the difference of average g/C ratios during the morning and evening 
peaks at the downstream intersection. Detailed graphs are found in Appendix C. 
There is no significant difference in section 2. However, the g/C ratio at the 
downstream intersection of section 1 shows notable change; the g/C ratio decreases 
by 11.8%, from 0.76 in the morning peak to 0.67 in the evening peak. This results in 
11.8% reduction in the capacity of section 1, which is obvious from the definition of 
the signalised intersection capacity .. 
.  .   · g/C 6-7 
where  is the saturation flow rate, a constant value. This reduction in the capacity 
could lead the lower flow in the section throughput, as observed in Figure 6-16 (a).  
   
Figure 6-16 Comparison of section diagrams from morning and afternoon on the 22nd Oct ((a) 
section 1, (b) section 2) 
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Table 6-1 Comparison of the average g/C during the morning and evening peak at the 
downstream intersection 
 Morning peak  
Average g/C 
Evening Peak 
Average g/C 
Difference 
Section 1 0.76 0.67 -11.8% 
Section 2 0.68 0.68 - 
 
The comparison of detector counts gives another perspective. Figure 6-17 
compares the 5-days average peak flow rates in the morning and in the evening, 
measured by the stop-line detector at the upstream and the downstream intersection 
of section 1. The stop-line flow reduces by 11% from the morning to the evening 
peak at both upstream and downstream (Figure 6-17). The reduction in the 
downstream flow could be caused by the reduction in the intersection capacity. 
Similar reduction is observed at the upstream, the inflow to the section 1. This leads 
a hypothesis that the queue in the section 1 spills back to the upstream section, the 
section 2, thus the capacity of the section 2 is controlled by the section 1, resulting in 
the lower flow in the section 2 (as seen in Figure 6-16 (b)). See Appendix D for a 
numerical example using a simulation. 
 
  
Figure 6-17 Stop-line detector counts at (a) the upstream and (b) the downstream intersection of 
section 1 
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6.3.2.2 Ipswich Road 
Figure 6-18 shows the study site of Ipswich Road. There are 5 sections along 
the road. The zoning starts from the most downstream section, which is the closest to 
the CBD, thus is considered to be the bottleneck. Then, the zone expands to one 
upstream section in the next iteration, and so forth, until reaching the last section. 
Figure 6-19 summarises the derived MFDs for each step. The diagram from the 1st 
section scatters significantly. As the zone expands through merging with upstream 
sections, the diagrams form stationary shapes with less scatters.  
Figure 6-20 summarises how the corridor MFDs change as the zone expands. 
The graph shows the average errors from 5AM to 8PM for each expansion step. The 
relative error (defined in equations 6-1 and 6-2) monotonically decreases as the zone 
expands. This suggests that the sections within the study site show similar traffic 
patterns, and that these sections can be considered as a zone. Note that the results 
from the 24th and 26th of October exhibit different trends (as indicated with the red 
circles). On these days, Bluetooth travel time was not available in the afternoon of 
the 24th and in the morning of the 26th, and the density estimation could not be 
applied for these periods. Therefore, they are excluded from the examination. 
Figure 6-21 shows the relationship between the zone size and the variation of 
the section diagrams (defined in equation 6-3 to 6-5). Note that the data from the 
24th and 26th are excluded due to the missing data. The variation does not change by 
increasing the zone size, indicating that the section diagrams show very similar 
shapes throughout the corridor. On the 23rd, larger variation is observed due to the 
severe incident (Figure 5-24). 
Let us have a close look at the final MFD, consisting of all sections from 1st to 
5th (left bottom of Figure 6-19). One can observe extremely high densities (and low 
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flows) on the 23rd, when the major incident occurred in the most downstream section 
(Figure 5-24). The corridor MFD captures the incident impact more clearly than the 
regional MFD shown in Figure 5-25. Thus, the corridor MFD would represent the 
congestion severity better.  
In order to focus on the normal days’ traffic states, the incident day (the 23rd) 
is excluded from the final MFD. The diagrams of normal days (right bottom of 
Figure 6-19) show slight drops particularly on the 22nd, which was not observed in 
regional MFDs (Figure 5-21). This also confirms the effectiveness of the corridor 
MFDs for careful monitoring of traffic. 
 
Figure 6-18 Ipswich Road map (inbound) 
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Figure 6-19 Ipswich Road corridor MFDs (inbound) 
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Figure 6-20 Zone size and average errors of Ipswich Road (inbound) 
 
 
 
Figure 6-21 Zone size and average variation of Ipswich Road (inbound) 
 
  
Error2 Error3 Error4 Error5
*Errorn :the error between nth and (n-1)th diagram
**Missing data in the first section in 24th afternoon and 26th morning
0
5
10
15
20
25
0 2000 4000 6000
A
v
e
ra
g
e
 V
a
ri
a
ti
o
n
 
(f
o
r 
d
a
y
 t
im
e
, 5
A
M
-8
P
M
)
Zone size (metre)
22nd
23rd
25th
D2 D3 D4 D5
*Dn : the similarity of n fundamental diagrams in an area
** The data from 24th and 26th are excluded due to the missing data
 148 Chapter 6: Brisbane network partitioning based on corridor MFDs 
6.3.2.3 Kelvin Grove Road 
Figure 6-22 shows the study site of Kelvin Grove Road, consisting of 7 
sections. Figure 6-23 summarises the MFDs for each step, and Figure 6-24 shows the 
convergence process while expanding the zone along the corridor. The relative error 
(equation 6-2) goes up and down, and does not show any tendency. Particularly, 
when the 3rd and the 5th section are added, the errors show a sudden drop. This is 
because the 3rd and 5th sections are relatively short among the other sections. Thus 
adding them does not make any significant difference in the MFD shape, which 
results in a smaller relative error.  
 
Figure 6-22 Kelvin Grove Road map (inbound) 
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Figure 6-23 Kelvin Grove Road corridor MFDs (inbound) 
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Figure 6-24 Zone size and average Errors of Kelvin Grove Road (inbound) with original 
sections 
 
In order to ease this bias, the 3rd section is merged with the 4th, and the 5th 
with the 6th, making larger sections, as indicated in Figure 6-22 with blue arrows. 
Figure 6-25 shows the convergence process with the modified sections. The relative 
error monotonically decreases as the zone size increases. This suggests that these 
sections show similar traffic trends, and therefore, they can be considered as a single 
zone.  
The variation indicator (equation 6-5) also shows the invariant value as the 
zone size increases (Figure 6-26), indicating that the section diagrams show very 
similar shapes throughout the corridor. Thus, these five sections can be considered as 
a single zone. However, this is confirmed only with the 5 sections. Further 
investigation for a longer stretch is needed once more data is available.  
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Figure 6-25 Zone size and average Errors of Kelvin Grove Road (inbound) with modified 
sections 
 
 
Figure 6-26 Zone size and average variation of Kelvin Grove Road (inbound) 
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The corridor MFDs of Ipswich Road and Kelvin Grove Road showed 
converging trend as the zone size increases. This indicates that the sections along 
these corridors have similar traffic states, i.e. the corridor showed homogeneous 
traffic states. However, Coronation Drive showed two distinctive zones, congested 
and uncongested. For such case, the MFD should be drawn separately for proper 
representation of the corridor traffic states. For the zone boundary, variation indicator 
(equation 6-5) could identify the singular section better than the convergence 
indicator (equation 6-2). This was because the convergence indicator could be 
insensitive when the section lengths are significantly different, i.e. both long and 
short sections exist along a corridor. However, when the section lengths could be 
considered to be similar throughout the corridor, both indicators would be applied for 
determining the zone boundary. 
Due to the limitation in data availability, the studied stretch was short, 
particularly for Ipswich Road and Kelvin Grove Road. Further investigation is 
recommended once more data is available for a longer stretch, or in a simulation 
environment. Note also that, as seen in the Coronation Drive MFDs, the difference of 
signal setting in the morning and evening peaks, as well as the congestion spill back, 
could have an impact on the MFD shape, particularly when one looks at directional 
MFD. This should also be further investigated in the future. 
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Chapter 7 Conclusions 
7.1 KEY ACHIEVEMENTS AND CONCLUSIONS  
The key achievements and conclusions of this research project are summarised 
in response to the aims described in Section 1.3. 
Understanding the shapes of the MFD under different traffic states to gain deeper 
knowledge on the dynamics and properties of the MFD  
The grid-network simulation conducted in Chapter 2 compared the MFD 
shapes under different degrees of traffic heterogeneity created by various drivers’ 
adaptivity. It was shown that en-route information provision has an impact on traffic 
distribution among the network. The more drivers become adaptive, the more evenly 
they are distributed. Due to this, the shape of the MFD changed depending on the en-
route information penetration rates. Another remarkable finding was that the 
hysteresis loop of the MFD becomes smaller when more drivers are adaptive to 
traffic congestions. This finding empirically supports the theoretical examination by 
Daganzo, et al. (2011) in simple networks, which encourages revisiting the studies on 
information provision benefit with the MFD as an indicator.  
Also, when the network is partitioned into two zones, the inner zone and the 
outer zone exhibited different MFD shapes; this reflects the congestion propagation 
dynamics determined by the network geometries and the centroid configuration. The 
observed difference in the MFD shape for the inner and the outer areas highlights the 
importance of considering appropriate partitioning of the network. 
Developing and validating the traffic density estimation method for signalised 
urban sections  
A density estimation method was proposed by extending the application of 
CUPRITE, originally proposed for section travel time estimation utilising the 
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concept of cumulative plot constructed with a stop line loop detector, a signal phase 
and probe samples. The method was tested for density estimation of signalised 
arterial sections, and some inherent estimation tendencies were discussed. The 
accuracy was validated in a controlled environment. Through a couple of test cases 
with mid-link sink and source, it was demonstrated that CUPRITE was capable of 
estimating density with reasonable accuracy in the signalised section, even when 
Bluetooth measurement errors were introduced in the simulation. The results also 
confirmed that fixing the downstream curve gives better density estimation, 
assuming stop line detectors are installed, unless the queue blocks the mid-link sink 
points.  
Applying the density estimation method to the Brisbane network, and deriving the 
Brisbane network MFD with different network partitioning strategies  
Using the density estimation method, the existence of empirical examples of 
the Brisbane network MFD was confirmed with the stop line loop detector, signal 
phase and Bluetooth samples. Although the whole network diagram mostly showed 
only the free flow regime, the plots captured the congestion dynamics well, from the 
onset to the offset of congestion. 
Following the whole network MFD, two different network partitioning 
strategies were tested; one was based on the network shape, and the other on the 
distance from the city centre and the physical boundary (Brisbane river). The 
regional MFDs exhibited different shapes, which captured the regional traffic 
characteristics, including the impact of a major incident.  
Through the analyses, it was concluded that having a partitioned network with 
appropriate zones helps to understand how congestion develops within and through 
the zone(s), and to identify the areas that work as bottlenecks. This information 
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enables effective area traffic management such as congestion pricing and signal 
coordination.  
Developing the framework of corridor base analysis for Brisbane network 
monitoring  
The framework of corridor base MFDs’ analysis for Brisbane network 
monitoring was proposed. A heuristic zone expansion was presented, starting from 
the most downstream section and gradually expanding towards upstream sections 
until the MFD shape converges. For measuring the shapes of MFDs, two indicators, 
the convergence indicator and the variation indicator, were proposed. The corridor 
MFDs of Ipswich Road and Kelvin Grove Road showed converging trend as the zone 
size increased. This indicates that the sections along these corridors have similar 
traffic states. However, the Coronation Drive showed two distinctive zones, 
congested and uncongested. For such a case, the MFDs should be drawn separately 
for proper representation of the corridor traffic states.  
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7.2 FUTURE RESEARCH NEEDS AND RECOMMENDATIONS  
While achieving the research objectives, this research project also identified 
further research needs for traffic monitoring utilising the MFD. Recommendations 
for future research are summarised below. 
Evaluation of road management policies with the MFD 
This study has identified that the MFD captures the dynamic (en-route) 
information provision impact. Although this study focused only on the relationships 
between the MFD shapes and vehicular distribution by the information, it is 
worthwhile to further explore the way to utilise the MFD for evaluating road 
management policies, by achieving the three tasks as outlined below.  
Firstly, appropriate network zoning is needed. A framework for corridor 
analysis utilising the MFD has been proposed in this thesis. For identifying zones 
along a corridor, the concept of expanding zone from a bottleneck section, and the 
indicators for evaluating the zones were presented. For a practical application of 
these, the framework needs to be further sophisticated by analysing more corridors 
for longer periods. Also, different indicators should be tested for determining zones 
consisting of sections with similar traffic patterns.   
Secondly, the definition of congestion threshold should be further sophisticated. 
As overviewed in section 2.2, there are abundant ways of measuring congestion 
levels, which could be utilised for management efficiencies. However, there is no 
common consensus on the definition of the congestion threshold (or the target traffic 
condition), which becomes the baseline for measuring the congestion levels. Further, 
one of the commonly accepted definitions, the threshold based on the target volume-
to-capacity ratio (v/c), requires detailed section information, which would be 
challenging to collect from large urban network (Figure 7-1(a)). The MFD, on the 
 Chapter 7: Conclusions 157 
other hand, indicates the target traffic state of the area, as a sweet spot (Figure 
7-1(b)), and could be utilised for assessing the impact of traffic managements by 
comparing the current traffic state with the ideal condition. 
 
Figure 7-1 Illustration of the definition of the target traffic condition ((a) using volume-to-
capacity ratio, (b) using the MFD) 
 
Further investigation and discussion on the MFD of radial network 
To the author’s best knowledge, there is no empirical study conducted for a 
radial network MFD. The studies on practical applications of the MFD for control 
and monitoring have assumed the grid-type networks (such as large CBD area), 
where there are many route choice options. A radial network in Brisbane, on the 
other hand, has fewer route choice options, and the traffic patterns would be highly 
dependent on the traffic direction (e.g. inbound or outbound).  
From the theoretical point of view, the findings from the simulation study need 
to be further generalised using radial (or star-shaped) network and dynamic evolving 
demand profile. The present study in this thesis (Chapter 3), as well as the works by 
other researchers (Knoop and Hoogendoorn, 2011, Mahmassani et al., 2013) have 
relied on grid-type networks. As the literature review (Chapter 2) has identified, 
there is a lack of discussion on the relation between the MFD’s property and network 
shapes. Brisbane network in particular shows typical radial type network with a 
smaller CBD area. Further investigation in different network type will add more 
theoretical insight to the body of this research field. 
v/c
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Target speed
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(0.85~0.9)
V
Lost speed
Average density
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Free flow
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For practical use of the MFD, segregation considering the directional traffic 
patterns is essential for properly monitoring and controlling such network. A more 
detailed discussion would be interesting to see zone to zone congestion dynamics in 
concentric zoning. The findings would shed light for practical studies on wider 
application of the MFD. 
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Appendix A: Comparison of the nth-day MFD and the approximated MFD 
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Appendix B: Fundamental diagrams of each section along Coronation Drive ─ 
numbered from the downstream  
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Appendix C: 5 min-average g/C ratio of major signalised intersections along 
Coronation Drive ─ average of 5 days  
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Appendix D: Simulation work to confirm the impact of g/C ratio on the 
shapes of section fundamental diagrams 
In order to numerically confirm the impact of g/C ratio on the shapes of 
section fundamental diagrams, a simulation is conducted for section 1 and 2. 
Figure D-1 presents the study section.  
 
Figure D-1 Illustration of the study section 
The g/C ratio of the intersection B (the downstream of section 2) is set to be 
0.75, from the SCATS data. For the intersection A (the downstream of section 1), 
two cases are considered; for the morning, the g/C is set to be 0.8 throughout the 
simulation period, whereas, for the evening, the g/C is 0.8 before the peak of the 
demand, and decreases to 0.7 during the peak (see Figure D-2).  
The total demand is determined so that the degree of saturation of intersection 
A becomes 1.05 when the maximum demand, qmax, is generated. In the morning 
peak, the maximum demand qmax=5,300 (veh/hour), whereas, in the evening peak, 
qmax=4,630 (veh/hour). As shown in Figure D-1, the demand is generated from two 
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directions; from the upstream of section 2 and from the adjacent street of the section 
2, so that the intersection B does not reach the saturation.  
Figure D-3 presents the simulation results, the average of 5 replications with 
different random seeds. The section 1 shows lower throughput when the g/C is 0.7, 
due to the smaller capacity. The section 2 also shows lower flow, since the queue in 
the section 1 spills backs and blocks the upstream intersection (intersection B), 
causing the queuing in the section 2, as shown in Figure D-4. Thus, when 
intersection A is oversaturated, the congestion propagates towards the upstream, so 
the upstream intersection could be controlled by the downstream intersection 
capacity.   
 
Figure D-2 Demand profile 
  
Figure D-3 Test results ─ The section fundamental diagrams ((a) Section 1 and 
(b) section 2) 
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Figure D-4 Queue spill back from section 1  
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