Let K be a self-similar set satisfying the open set condition. Following Kaimanovich's elegant idea [25] , it has been proved that on the symbolic space X of K a natural augmented tree structure E exists; it is hyperbolic, and the hyperbolic boundary ∂ H X with the Gromov metric is Hölder equivalent to K. In this paper we consider certain reversible random walks with return ratio 0 < λ < 1 on (X, E). We show that the Martin boundary M can be identified with ∂ H X and K. With this setup and a device of Silverstein [41] , we obtain precise estimates of the Martin kernel and the Naïm kernel in terms of the Gromov product. Moreover, the Naïm kernel turns out to be a jump kernel satisfying the estimate Θ(ξ, η) ≍ |ξ − η| −(α+β) , where α is the Hausdorff dimension of K and β depends on λ. For suitable β, the kernel defines a regular non-local Dirichlet form on K. This extends the results of Kigami [27] concerning random walks on certain trees with Cantor-type sets as boundaries (see also [5] ). In [41], Silverstein showed that for such Markov chain, there is an energy form E M on M that satisfies E M [ϕ] = E X [Hϕ], and E M has the expression E M [ϕ] = M M |ϕ(ξ) − ϕ(η)| 2 Θ(ξ, η) dν(ξ)dν(η). (1.4)
Introduction
Let D be the open unit disk, and let T be the boundary circle parameterized by {θ : 0 ≤ θ < 2π}. Let Indeed, it can be shown that
This integral is called the Douglas integral (see [14, Section 1.2] ). From the probabilistic point of view, the Dirichlet form in (1.1) is associated with a Brownian motion on D. The hitting distribution of the Brownian motion at the boundary T (starting from 0) is the uniform distribution dθ 2π ; the induced Dirichlet form in (1. 2) corresponds to the reflecting Brownian motion on D time-changed by its local time on T, and defines a jump process on T which is a Cauchy process [6] .
The above consideration has a counterpart in Markov chain theory. Let {Z n } ∞ n=0 be a transient Markov chain on an infinite discrete set X with transition probability P . According to the discrete potential theory of Markov chains [12, 44, 45] , a chain starting at the reference point ϑ will converge to the Martin boundary M at infinity, and defines a hitting distribution ν = ν ϑ on M. Also, there is a Martin kernel K(x, ξ), x ∈ X, ξ ∈ M, which plays the same role as the Poisson kernel: if we define (Hϕ)(x) = M ϕ(ξ)K(x, ξ)dν(ξ),
x ∈ X, then u = Hϕ is harmonic on X, i.e., u = P u. We call a Markov chain reversible if the transition probability is of the form P (x, y) = c(x, y)/m(x), where c(x, y) = c(y, x) ≥ 0, and m(x) = y∈X c(x, y). We define a graph energy E X on X by
Here Θ(·, ·) is called the Naïm's Θ-kernel (or simply, the Naïm kernel). It was first introduced in classical potential theory by Naïm [36] , and a general Douglas integral formula (corresponding to (1. 2)) on Euclidean domain was proved by Doob [11] . Recently, Georgakopoulos introduced a class of "group-walk random graphs", and he outlined a study of the Poisson boundary and the Naïm kernel using electrical network theory in [15] .
The domain of E M in (1.4) consists of square integrable functions ϕ such that E M [ϕ] < ∞. If the domain is dense in L 2 (M, ν), then E M defines a non-local Dirichlet form. In the analysis of fractals, there is a large literature on the study of local and non-local Dirichlet forms as well as their associated heat kernels on self-similar sets, d-sets and more general metric measure spaces [6, 7, [16] [17] [18] 22, 26, 27, 38, 39, 42, 43] . In many cases, a non-local form can be obtained by subordination of a local form, and has a jump kernel with order |ξ − η| −(α+β) , where α is the Hausdorff dimension of the underlying set and β is the walk dimension of the corresponding stable-like process [7, 42] .
For a self-similar set K generated by an iterated function system (IFS), there is a symbolic space (coding space) Σ * which gives a convenient representation of any ξ ∈ K (analogous to the dyadic expansion of a real number). If the IFS satisfies the open set condition (OSC), then the representation is unique for generic points of K. Recently, there are studies of random walks on Σ * such that K can be identified with the Martin boundary M under the canonical homeomorphism [8-10, 24, 25, 31, 32, 34] . In particular, Kaimanovich [25] used the Sierpiński gasket to introduce a natural augmented tree (Sierpiński graph) by adding horizontal edges on Σ * according to the intersections of the cells from the IFS. This work brings into play the hyperbolic structure and hyperbolic boundary which are powerful tool for studying random walks on the graph. Kaimanovich's augmented tree was extended to general self-similar sets in [33, 35] .
In this paper we will study random walks on the augmented trees (Σ * , E) and their induced Dirichlet forms on K. We investigate a class of reversible random walks on (Σ * , E) so that (i) the self-similar set K can be identified with the Martin boundary, and (ii) the hitting distribution ν = ν ϑ is the normalized Hausdorff measure on K, and the Naïm kernel is of order |ξ − η| −(α+β) .
As a special case, Kigami [27] studied reversible random walks on trees where the Martin boundaries are Cantor-type sets. He used the resistance metric to give explicit expressions of the hitting distribution ν and the Martin kernel K(x, y). Also, under the volume doubling property of ν with respect to the resistance metric, he studied the associated jump process and estimates of the heat kernel. These results were extended to the non-compact case in [28] . Recently, a duality between reversible random walks on trees and certain jump processes on the boundaries was studied in detail in [5] .
denote an IFS of contractive similitudes, and let K denote the self-similar set generated. For simplicity, here we only state the case where the IFS is homogenous (all the maps S i have the same contraction ratio r). Following standard notations, we let Σ = {1, 2, . . . , N }, Σ n = {x = i 1 · · · i n : i 1 , · · · , i n ∈ Σ}, n ≥ 1 (by convention Σ 0 = {ϑ}) and use |x| to denote the length of x; also we let Σ * := ∞ n=0 Σ n , the set of finite words, and Σ ∞ := {i 1 i 2 · · · : i 1 , i 2 , · · · ∈ Σ}, the set of infinite words. There is a natural surjection κ : Σ ∞ → K defined by
where S i1i2···im = S i1 • S i2 • · · · • S im . Hence each ξ ∈ K admits a symbolic representation (coding) ω ∈ Σ ∞ .
The symbolic space Σ * has a natural tree structure E v which is referred to as the set of "vertical edges". To consider (i) above, we enrich this simple graph by adding more "horizontal edges", denoted by E h , to reflect the behaviors of the neighboring cells of K at each level:
where γ > 0 is any fixed constant (see Definition (3.4) ). We write X n = n j=1 Σ j , and X = Σ * for brevity, and let E = E v ∪ E h . We call (X, E) the augmented tree of K. This notion was invented by Kaimanovich in [25] , where the last condition in (1.5) was replaced by S x (K) ∩ S y (K) = ∅. For general IFS (even with the OSC), there are certain technical difficulties to identify K with the graph at infinity [LW1]; the modification in (1.5) is from [LW3] which avoids the superfluous conditions in [LW1].
Recall that for a hyperbolic graph X, there is a Gromov product (x|y) for x, y ∈ X, a Gromov metric ̺ a (x, y) = e −a(x|y) on X, and a hyperbolic boundary ∂ H X with ̺ a (·, ·) extended to ∂ H X (see Section 2 below for more details). Theorem 1.1. [25, 33, 35] For any IFS the augmented tree (X, E) is hyperbolic. Moreover, there is a canonical identification ι : ∂ H X → K (independent of γ > 0), such that K and ∂ H X are Hölder equivalent, i.e., ̺ a (ξ, η) ≍ |ι(ξ) − ι(η)| −a/ log r .
For a homogenous IFS {S
satisfying the open set condition (OSC), the self-similar set has Hausdorff dimension α = log N/| log r|. For 0 < λ < 1, we define a class of reversible random walks on (X, E) with conductance
x ∈ X.
and c(x, y) ≍ c(x, x − ) for (x, y) ∈ E h where x − is the parent of x (here ≍ means the two terms dominate each other by two constants C 1 , C 2 independent of the variables), and call it a λ-natural random walk (λ-NRW) (see Definition 4.4) . Here r α corresponds to the natural weight p i = r α of the IFS {S i } N i=1 which generates, as a self-similar measure, the normalized Hausdorff measure H α on K; the parameter λ is the ratio of the probabilities for the walk to go upward or downward at each x (see (4.1) and Section 4). Note that a simple random walk (SRW) has transition probability
where deg(x) is the number of edges joining x. It is easy to see that a SRW is a 1/N -NRW with c(x, x − ) = c(x, y) = 1 for (x, y) ∈ E h . Using Theorem 1.1 and a well-known result of Ancona [1, 2, 44] on uniformly irreducible random walks on hyperbolic graphs, we prove the following theorem (Theorem 5.1) which extends [25, Theorem 4.7] for the Sierpiński graph with the simple random walk.
Theorem 1.2. Suppose in addition, the IFS satisfies the OSC, let {Z n } ∞ n=0 be a λ-NRW on (X, E). Then the hyperbolic boundary ∂ H X, the Martin boundary M and the self-similar set K are all homeomorphic under the canonical mapping.
The above theorem allows us to identify K with the two boundaries. More importantly, we are able to use the hyperbolic structure to give sharp estimates of the Martin and Naïm kernels for the λ-NRW on (X, E). Theorem 1.3. The hitting distribution ν = ν ϑ of the λ-NRW on (X, E) is the normalized Hausdorff measure H α on K, and the Martin kernel satisfies the estimate
x ∈ X, ξ ∈ K.
To derive the hitting distribution, a main part is to show that F n (ϑ, x) := P ϑ (Z τn = x) equals r αn for |x| = n, where τ n is the first hitting time at level n (Theorem 4.6). The result then follows from a limiting argument (Theorem 5.6). Recall that the Martin kernel is given by
where G(x, y) is the Green function, and F (x, y) is the probability of the chain ever visiting y from x. The estimates of F (x, ϑ) (Proposition 4.1), F (ϑ, x) (Theorem 4.6) and F (x, y) (Theorem 5.3) are the core of the proof, they need substantial use of the reversibility of the chain as well as the hyperbolicity of (X, E).
Following Silverstein [41] , the Naïm kernel is defined by
.
It is the discrete analogue of the kernel studied by [36] in classical potential theory. It is easy to extend Θ(x, y) to Θ(x, η) for η ∈ K, but the extension to Θ(ξ, η) for ξ ∈ K is much more involved. In [36] , the extension involves Cartan's fine topology; in Markov chain theory, Silverstein [41] proved the identity
where ℓ ξ k (z) is the probability for the ξ-process to last exit the kth-level at z (see (6.1), (6.2)). Analyzing the above limit, we have (Theorem 6.3) Theorem 1.4. For the λ-NRW on (X, E) with the energy form as in (1.3), the Naïm kernel is asymptotically given by
Consequently by Theorem 1.1 and (1.4), the induced energy form satisfies
The domain D K of E K consists of all functions in L 2 (K, ν) that possess finite E K -energies, and equals the Besov space Λ α,β/2 2,2 on K [42] . Let β * be the critical exponent such that Λ α,β/2 2,2 ∩ C(K) is dense in C(K) for all 0 < β < β * , then the pair (E K , D K ) with β ∈ (0, β * ) is a non-local Dirichlet form. There are certain values of β for which the Dirichlet forms are known to be regular [7, 16, 17, 42] , and there are some standard examples where the values of β * can be determined explicitly [22, 30] . These issues will be discussed in Section 7, and more detail in the forthcoming paper [29] . For a more recent development, Grigor'yan and Yang [19] reconstructed the corresponding reflective process of the λ-NRW on the Sierpiński graph and its boundary analogous to the Brownian motion on the closed unit disk, and use this device and Theorem 1.4 to study the critical exponent β * .
In the text the theorems are presented in greater generality. We will define a preaugmented tree on an N -ary tree that has the hyperbolic property (Definition 3.2). Many results for the random walks will hold on such graphs. For an IFS {S i } N i=1 that is not homogeneous, we need to re-adjust the levels Σ n as in (3.2) and restrict to the natural weights p i = r α i , where r i is the contraction ratio of S i , and α satisfies N i=1 r α i = 1. Furthermore, we can set up a more general λ-quasi-natural random walk (λ-QNRW) (Definition 4.4), which corresponds to weights {p i } N i=1 , that gives a doubling self-similar measure, and Theorems 1.2 and 1.3 are still valid (the hitting distribution becomes the self-similar measure defined by the weights
For the organization of the paper, we first recall some basic facts about hyperbolic graphs and the potential theory of Markov chains in Section 2. In Section 3 we introduce the augmented tree (X, E) on the symbolic space and study its hyperbolic structure. In Section 4, we study the classes of λ-QNRW and λ-NRW and estimate the associated probabilities. Theorems 1.2 and 1.3 are proved in Section 5. After a brief review of the Naïm kernel, we prove Theorem 1.4 in Section 6. Finally, the induced Dirichlet forms will be discussed in Section 7.
Preliminaries
This section presents a quick summary of hyperbolic graphs and the potential theory of Markov chains we need throughout the paper. For more details, the reader can refer to the excellent monograph [44] by Woess.
Let X be a countable set. An (undirected simple) graph is a pair (X, E) where E is a symmetric subset of X × X \ {(x, x) : x ∈ X}. We call x ∈ X a vertex, and (x, y) ∈ E an edge (denoted by x ∼ y). For x ∈ X, the degree of x, denoted by deg(x), is the number of edges joining x. We say that (X, E) is of bounded degree if sup x∈X deg(x) < ∞. For x, y ∈ X, a path from x to y with length n is a finite sequence [x 0 , x 1 , . . . , x n ] such that x 0 = x, x n = y, and (x i , x i+1 ) ∈ E for all 0 ≤ i ≤ n − 1. We always assume that (X, E) is connected, i.e., any two vertices can be connected by a path. A graph is called a tree if any two points can be connected by a unique non-self-intersecting path.
We use π(x, y) to denote a path connecting two vertices x and y with minimum length, and call it a geodesic path. The length of π(x, y) defines a metric d(x, y) on X. Let ϑ be any fixed vertex in X regarded as the root. We define the Gromov product by
where |x| = d(ϑ, x).
Clearly, every tree is hyperbolic with δ = 0. For a hyperbolic graph (X, E), we choose a > 0 satisfying e δa < √ 2, and define This ̺ a (·, ·) on X × X is equivalent to a metric, and is called Gromov metric for convenience.
Definition 2.2. Let X H denote the completion of (X, ̺ a ). The hyperbolic boundary of (X, E) is defined as ∂ H X = X H \ X.
The hyperbolic boundary ∂ H X is compact and can be regarded as the collection of all (infinite) geodesic rays starting at ϑ, where two rays (x n ) n and (y n ) n are identified if lim n→∞ (x n |y n ) = ∞.
Next we consider random walks on a graph (X, E). Let {Z n } ∞ n=0 be a Markov chain on X with transition probability P . We write P(· | Z 0 = x) = P x (·) for short. A function u on X is said to be harmonic (with respect to P ) if P u = u where P u(x) = y∈X P (x, y)u(y) = E x u(Z 1 ). The Green function with respect to P is G(x, y) := ∞ k=0 P k (x, y). We always assume that the Markov chain is irreducible and transient, i.e., 0 < G(x, y) < ∞ for any x, y ∈ X. We define F (x, y) as the probability that the chain starting from x ever visits y, i.e.,
F (x, y) := P x (∃ n ≥ 0 such that Z n = y).
It is clear that G(x, y) = F (x, y)G(y, y).
Fix a reference point ϑ ∈ X. We define the Martin kernel by
The following definition is taken from [44] .
Definition 2.3. The Martin compactification of (X, P ) is the minimal compactification X of X such that the Martin kernel K(x, ·) extends continuously to X for all x ∈ X. The set M = X \ X is called the Martin boundary of (X, P ).
It is known that under the Martin topology, {Z n } ∞ n=0 converges almost surely to a Mvalued random variable Z ∞ . For x ∈ X, we define the hitting distribution ν x to be the distribution of Z ∞ on M under P x . The measure ν x is absolutely continuous with respect to ν ϑ , and the Radon-Nikodym density is dν x /dν ϑ = K(x, ·). For u ∈ L 1 (M, ν ϑ ), we define its Poisson integral by
Clearly Hu is harmonic on X since K(·, ξ) is harmonic for all ξ ∈ M. A nonnegative harmonic function h on X is called minimal if h(ϑ) = 1 and if h ′ ≤ h such that h ′ is nonnegative harmonic functions on X, then h ′ /h is constant. We define the minimal Martin boundary as M min = {ξ ∈ M : K(·, ξ) is minimal}. Then Z ∞ ∈ M min with probability 1, and ν ϑ is supported on M min . We will make use of M min in Section 6 (Lemma 6.1).
We say that P has bounded range if sup{d(x, y) : P (x, y) > 0 for some x, y ∈ X} < ∞, and is uniformly irreducible if there exist ǫ > 0 and k 0 such that for any x ∼ y, there exist k ≤ k 0 with P k (x, y) ≥ ǫ. The spectral radius of P is r(P ) = lim sup n→∞ (P n (x, y)) 1/n ∈ (0, 1], x, y ∈ X.
(Note that the limsup is independent of x and y [44] .) The following important result is due to Ancona [1, 2] , and the specific version we use is taken from [44, Theorem 27.1] .
is a hyperbolic graph, P is uniformly irreducible with bounded range, and r(P ) < 1. Then for any δ ≥ 0, there is a constant C δ ≥ 1 such that for any x, y ∈ X and u within distance δ from a geodesic segment between x and y,
(2.5)
Moreover, the Martin boundary equals the minimal Martin boundary, and is homeomorphic to the hyperbolic boundary.
We focus on the class of (transient) reversible random walks on (X, E) where the transition function P satisfies
and is 0 elsewhere. Here c(x, y) = c(y, x) > 0 for each pair (x, y) ∈ E. We call c(x, y) the conductance of the edge (x, y), and m(x) = y∈X,y∼x c(x, y) > 0 the total conductance at x. To apply Theorems 2.4, we need to check the condition r(P ) < 1. Here we cite a geometric characterization of this condition in [44, Theorem 10.3] which will be used in Section 5. For
be the boundary of A and let c(∂A) = (x,y)∈∂A c(x, y) (analogous to the surface area of A). We also view m(A) = x∈A m(x) as the "volume" of A.
Proposition 2.5. Suppose P is a reversible random walk on (X, E). Then r(P ) < 1 if and only if (X, P ) satisfies the strong isoperimetric inequality: there exists η > 0 such that
for all finite subsets A ⊂ X.
3 Self-similar sets and augmented trees
, N ≥ 2, be an iterated function system (IFS) of contractive similitudes on R d where S i has contraction ratios r i ∈ (0, 1). The self-similar set K of the IFS is the unique non-empty compact set in R d satisfying
For a set of positive probability weights {p i } N i=1 , there is a unique self-similar measure µ satisfying the identity
The OSC is the most basic condition imposed on the IFS. It is known that under this condition, the Hausdorff dimension of K, denoted by dim
Furthermore, if we take p i = r α i , i = 1, · · · , N , then the self-similar measure is the normalized α-Hausdorff measure on K. We call such weights {p i } N i=1 the natural weight of the IFS. The IFS gives rise to a symbolic space. Let Σ * and Σ ∞ be respectively the sets of finite indices (words) and infinite indices as in Section 1. For x = i 1 · · · i n ∈ Σ * , we let S x be the composition S x = S i1 • · · ·• S in , and the contraction ratio of S x is denoted by r x = r i1 · · · r in . There exists a natural surjection κ :
Hence each ξ ∈ K admits a symbolic representation (coding) ω ∈ Σ ∞ . Under the OSC, the representation is unique, except a µ-null set, for any self-similar measure µ.
The finite word space Σ * has a natural tree structure where x ∼ y if y = xi or x = yi for some i ∈ Σ. Here the empty word ϑ is the root. The canonical metric on Σ * is ρ r (x, y) = r x∧y (0 < r < 1), where x ∧ y = min{k : i k+1 = j k+1 }. Note that x ∧ y coincides with the Gromov product, and ρ r is a visual metric as in (2.3); the (hyperbolic) boundary is Σ ∞ , and is a Cantor-type set. The symbolic space is a convenient tool to study the self-similar set K, but obviously it misses many properties of K. Following Kaimanovich's idea [25] , we will define an "augmented tree" by adding more edges to Σ * .
First, to deal with an IFS with different contraction ratios, we modify the symbolic space by grouping together words that have approximately the same contraction ratios. Let r = min{r i : 1 ≤ i ≤ N }. Define, for n ≥ 1,
and J 0 = {ϑ} by convention. Clearly, J n ∩ J m = ∅ for n = m. We define the modified symbolic space as X = ∞ k=0 J k . We write |x| = n if x ∈ J n , and use x − to denote the parent of x ∈ X, i.e., the unique word in X such that |x − | = |x| − 1. We also define
has equal contraction ratio (homogeneous IFS), then J n = Σ n and x −k is just x with the last k alphabets deleted. The following basic lemma is known. 
Proof. Note that p x = r α x , and by definition r x ∈ (r n+1 , r n ] for x ∈ J n . Also the OSC implies that p x = µ(S x (K)), and hence (i) follows. Observe that
As r x ∈ (r n+1 , r n ], we have (#J n )r α(n+1) < 1 ≤ (#J n )r αn . This implies (ii).
To introduce a graph structure on X, we let
be the set of edges of the original tree structure on X, and use the notation x ∼ v y for (x, y) ∈ E v . We call E v the set of vertical edges of X. Now we augment the tree by adding more horizontal edges.
For any vertices x, y in (X, E), we say that the geodesic π(x, y) is a horizontal geodesic if it consists of horizontal edges only, and define vertical geodesics analogously. The geodesic between two vertices x, y may not be unique (see Figure 1 ), but there is always a canonical geodesic such that there exist u, v ∈ π(x, y) with
is a horizontal geodesic and π(x, u), π(v, y) are vertical geodesics.
(ii) for any geodesic π ′ (x, y), dist(ϑ, π(x, y)) ≤ dist(ϑ, π ′ (x, y)).
If we let ℓ = dist(ϑ, π(u, v)), and h = d(u, v), then the canonical geodesic has a simple geometric interpretation for the Gromov product (2.1),
We will use this expression frequently. As a consequence we have (see also [25, Theorem 3.13] for the "no big squares" condition) The concept of pre-augmented tree is rather flexible (see Remark 2 in the following). For our purpose, we will use the following specific horizontal edge set.
It is direct to check that (X, E γ ) is a pre-augmented tree. As the constant γ > 0 has no significance on the edges in the levels J n when n is large, we will omit the superscript γ in the notations when there is no confusion. The following theorem is the main reason for introducing the augmented tree.
be an IFS of contractive similitudes and let K be the self-similar set. Let (X, E) be the augmented tree. Then
and (x n ) n is a geodesic ray converging to ξ. Under this map, K is Hölder
be an IFS on R d defined by
Then the self-similar set K is the d-dimensional Sierpiński gasket. When d = 1, K is simply the unit interval; when d = 2, K is the standard Sierpiński gasket. Theorem 3.5 was first proved in [25, Section 3] for the Sierpiński gaskets with a slightly different horizontal edge set E 0 h (see Section 1; call this augmented tree the Sierpiński graph). The extension to general self-similar sets was in [33] , where we need to assume, in addition, the OSC and some geometric condition on K. For many standard cases, E γ h = E 0 h for small γ, but there are examples where they are different for any γ > 0. The setup in Definition 3.4 with γ > 0 allows us to avoid the delicate behavior on S x (K) ∩ S y (K) without changing the boundary. Consequently, in [35] , the technical assumptions in [33] were eliminated, and Theorem 3.5 was stated in the most general setting.
Remark 2. A pre-augmented tree can be constructed easily, and can be trivial; for example, we can connect all the vertices in each level by edges and still form a hyperbolic graph. On the other hand, if we augment the tree by suitable edges, we can obtain other interesting graphs.
For example, starting with the binary augmented tree of the interval (d = 1 in Remark 1), we can add one more horizontal edge on each level to connect the two end vertices. This new graph is a pre-augmented tree and is hyperbolic (see Figure 2 or [37] ). It is easy to modify the proof of Theorem 3.5 and show that the hyperbolic boundary is Hölder equivalent to the unit circle.
Figure 2: The circle as a hyperbolic boundary
That an augmented tree has bounded degree is important when we consider random walks on it. This property is verified when the IFS has the OSC. To conclude this section, we will use the special form of the canonical geodesic to provide more information of the Gromov product in the augmented tree, which will be needed in Section 6. Note that x n ∈ J n for any geodesic ray (x n ) ∞ n=0 in X (starting from ϑ).
Lemma 3.7. Let (X, E) be a pre-augmented tree as in Definition 3.2. Let z ∈ X, and let (x n ) ∞ n=0 and (y n ) ∞ n=0 be two distinct geodesic rays from ϑ. Then we have
(ii) {(x n |z)} n is increasing, and (x n |z) = (x k |z) for n ≥ k;
(iii) {(x n |y n )} n is increasing, and there exists ℓ such that (x n |y n ) = (x ℓ |y ℓ ) for n ≥ ℓ.
Proof. (i) For n ≥ |z| := k, consider the canonical geodesic π(x n , z) = π(x n , u) ∪ π(u, v) ∪ π(v, z), where π(u, v) is a horizontal geodesic, and π(x n , u), π(v, z) are vertical geodesics.
Since |x n | = n ≥ |k| ≥ |u| = |v|, x k lies on the vertical geodesic π(x n , u). Hence (i) follows from
(ii) That {(x n |z)} is increasing in n follows by checking the definition of the Gromov product. Then by (i), we have
(iii) By the same proof as the above, we see that {(x n |y n )} n is increasing. Let M be the maximal length of the horizontal geodesics in (X, E) (by Proposition 3.3). Since the two rays are distinct, we have lim n→∞ (x n |y n ) < ∞. Then there exists a positive integer ℓ such that d(x n , y n ) > M for any n > ℓ. That canonical geodesic π(x n , y n ) is not horizontal means both x n−1 and y n−1 lie in the two vertical segments of π(x n , y n ) respectively. Now (iii) follows since (x n |y n ) = 2n − d(x n , y n ) = 2(n − 1) − d(x n−1 , y n−1 ) = (x n−1 |y n−1 ), n > ℓ. Proof. We first observe from Theorem 3.5 that ξ ∈ S xn (K) ∩ S x ′ n (K). Thus S xn (K) ∩ S x ′ n (K) = ∅, and by (3.5) either x n = x ′ n or x n ∼ h x ′ n . It follows that d(x n , x ′ n ) ≤ 1 for all n. Then the triangle inequality implies
For the second part, we need only to replace the above z by y n and y ′ n respectively and apply the triangle inequality.
From the corollary, we can extend the Gromov product to ∂ H X by
and (ξ|η) = sup lim n→∞ (x n |y n ) , ξ, η ∈ ∂ H X, (3.8) where the supremum is taken over all geodesic rays (x n ) n and (y n ) n that converge to ξ and η respectively.
Constant return ratio and quasi-natural RW
Let {Z n } ∞ n=0 be a reversible random walk on the pre-augmented tree (X, E). For x ∈ X \{ϑ}, we define the return ratio at x by
For λ > 0, we introduce the following condition on the transition probability P :
For example, the SRW on the augmented tree of a homogeneous IFS We begin by finding the value of F m (x, ϑ) for a reversible random walk with condition (R λ ), which is the most basic identity to be used in this section and Theorem 5.3.
n=0 be a reversible random walk on a pre-augmented tree (X, E) that satisfies (R λ ) for some λ > 0. Then for m ≥ 1 and x ∈ X m ,
Remark. We thank Professor J. Kigami for informing us for the following proof which shortened the original one.
Proof. For n ≥ 0, let t(n) = inf{k ≥ n : |Z k | = |Z n |} be the first time that the random walk jumps to a different level from time n. Define a sequence of stopping times {n k } ∞ k=0 by letting n 0 = 0 and n k = t(n k−1 ) for k ≥ 1. For k ≥ 0, let L k = |Z n k | denote the level of the chain. It can be checked directly that {L k } ∞ k=0 is a birth and death chain on the nonnegative integers with the following transition probabilities: P L (0, 1) = 1, P L (ℓ, ℓ − 1) = λ/(1 + λ), and P L (ℓ, ℓ + 1) = 1/(1 + λ) for ℓ ≥ 1. Let T ℓ be the first time that L k visits level ℓ, then the expression (4.2) of F m (x, ϑ) = P(T 0 < T m | L 0 = |x|) for x ∈ X m follows from standard calculations for birth and death chains.
Observe that for |x| < m, F m (x, ϑ) ր F (x, ϑ) as m → ∞, the second part follows by taking limit of (4.2).
Since our main interest is on transient random walks, we will assume λ ∈ (0, 1) throughout the paper. As a simple consequence of Proposition 4.1 we have the follow result on the Green function, which will be needed to consider F m (ϑ, x) and F (ϑ, x).
n=0 be a reversible random walk on a pre-augmented tree (X, E), and G m (·, ·) be the Green function of {Z
, the probability that the random walk returns to ϑ after starting at the root ϑ). The lemma follows from this identity together with the one-step formula U m (ϑ, ϑ) = x∈J1 P m (ϑ, x)F m (x, ϑ) and Proposition 4.1.
n=0 be a reversible random walk on a pre-augmented tree (X, E) that satisfies condition (R λ ). Then for m ≥ 1 and x ∈ J m , In view of the expression of F m (ϑ, x) in (4.3), we will introduce a class of conductance c(x, y) so that the limits exist as m → ∞. (We can not take the limit directly, as x ∈ J m depends on m.)
(Here the bounds of ≍ are independent of J m , m ≥ 1). Furthermore, if the IFS satisfies the OSC and p i = r α i , the natural weights of the IFS, we call {Z n } ∞ n=0 a natural random walk with return ratio λ (λ-NRW) on (X, E).
For a homogeneous IFS, using Σ n = J n , it is direct to check from P (x, y) = c(x,y) m(x) , x ∼ y that P (x, x − ) = C x λ, and P (x, xi) = C x p i for some C x > 0. Clearly the walk has constant return ratio λ. More generally, we have Proposition 4.5. Let {Z n } ∞ n=0 be a λ-QNRW on the pre-augmented tree (X, E). Then {Z n } ∞ n=0 satisfies condition (R λ ). Also m(ϑ) = λ −1 , and if (X, E) is of bounded degree, then
Proof. For x ∈ X \ {ϑ}, by (4.1), we have λ(x) = λp x /( y:y − =x p y ) = λ. Hence the walk satisfies condition (R λ ). Also, m(ϑ) = y∈J1 p y λ −1 = λ −1 , and (4.4) is straightforward by the bounded degree assumption.
We now apply the previous results to make the following conclusion.
Theorem 4.6. Let {Z n } ∞ n=0 be a λ-QNRW on a pre-augmented tree (X, E) with bounded degree. Then
5)
Furthermore, F (ϑ, x) ≍ p x (the bounds depend on λ) for any x ∈ X.
Proof. For m ≥ 1 and for x ∈ J m , Propositions 4.3 and 4.5 imply that
Note that we cannot directly send m → ∞ as x ∈ J m depends on m. Instead, we observe that
Also, note that P is reversible, and hence m(x)G(x, ϑ) = m(ϑ)G(ϑ, x) for any vertex x ∈ X. Hence, for x ∈ X \ {ϑ}, by Proposition 4.1, Lemma 4.2 and Proposition 4.5, we have
This shows that F (ϑ, x) ≍ p x .
Remark 1. In general, we cannot expect a λ-QNRW to have the strict reversibility property (i.e., 0 < M −1 ≤ c(x, y) ≤ M for any x ∼ y). More precisely, we can show that if the IFS satisfies the OSC, then strict reversibility of λ-QNRW implies that λ = r α , where r = min 1≤i≤N r i .
Indeed, suppose strict reversibility holds, and let c(J m ) = x∈Jm c(x, x − ), m ≥ 0. Then by (4.1), we have c(
This implies λ ≤ r α . On the other hand,
yields λ ≥ r α , and hence λ = r α . It follows that in Definition 4.4(i), we must have p i = r α i , the natural weight to have the strict reversibility property. 
For the λ-NRW this restriction is fulfilled, as the natural weights satisfy p x = r α x ≍ r α|x| for all x ∈ X. In particular, for a homogeneous IFS that satisfies the OSC and has contraction ratio r, the SRW on a pre-augmented tree (X, E) is a 1 N -NRW, as p i = 1/N = r α , λ = N −1 and c(x, x − ) = 1. However, for the λ-QNRW, we have to choose special probability weights so that p x ≍ p y , x ∼ h y. For instance, if K is the d-dimensional Sierpiński graph, one can derive from p x ≍ p y , x ∼ h y that all p i 's are equal. Hence the λ-QNRW on the corresponding augmented tree must be the λ-NRW.
Example 4.7. If K is the Sierpiński carpet, and the IFS is
. . , 8, and the q i 's are the four vertices and four mid-points of the edges of a square, and is labeled clockwise starting from the top left corner. Consider the preaugmented tree (X, E) with E h defined by x ∼ h y if |x| = |y| and dim H K x ∩ K y = 1. Then it is direct to check that one obtains a λ-QNRW with probability weight {p i } 8 i=1 on (X, E) if and only if p 1 = p 3 = p 5 = p 7 , p 2 = p 6 , and p 4 = p 8 . Note that with this weight, the self-similar measure is a doubling measure [46] , i.e, there exists a constant C > 0 such that for any ξ ∈ K and any δ > 0, we have µ(B(ξ; 2δ)) ≤ Cµ(B(ξ; δ)).
In general, we can make use of a result in [46] to characterize the probability weights {p i } N i=1 that admit a λ-QNRW.
be an IFS with OSC, K be the self-similar set, and µ be the selfsimilar measure generated by
admits a λ-QNRW on the augmented tree (X, E) if and only if µ is a doubling measure on K.
Proof. Let K x = S x (K). For F ⊂ R d , let |F | = diam(F ), and B(F ; δ) := {ξ ∈ R d : dist(ξ, F ) ≤ δ} be the closed δ-neighborhood of F . Consider the following two conditions:
(ii) Replace the quantifiers of (i) to "if for any C 1 > 0, there exists C 2 > 0 such that . . .".
In [46, Theorem 2.3], it was proved that (i) ⇒ µ is a doubling measure ⇒ (ii). We will prove (ii) ⇒ {p i } N i=1 admits a QNRW ⇒ (i). Hence all four conditions are equivalent, proving the theorem. Assume (ii) and let C 1 = (γ + |K|)r −1 , where r = min 1≤i≤N r i , and γ is as in (3.5) . Then by (3.5), x ∼ h y implies K x ⊂B(K y ; γr |x| + r x |K|) ⊂B(K y ; (γ + |K|)r |x| ) ⊂ B(K y ; C 1 r y ).
Then by (ii), p x ≤ C 2 p y for some C 2 > 0; by the same reason, p y ≤ C 2 p x . Hence for 0 < λ < 1, c(x, x − ) = p x λ −|x| ≍ p y λ −|y| = c(y, y − ) for all x ∼ h y. We can choose, for instance, c(x, y) = c(x, x − )c(y, y − ) to get a λ-QNRW on (X, E).
Next we assume {p i } N i=1 admits a λ-QNRW on (X, E). We first define an integer N 0 = ⌈log r/ log r ′ ⌉ where r ′ = max 1≤i≤N r i . Then for p = min 1≤i≤N p i , and for any z ∈ X, we have p z ≥ p N0 p z − since the difference of the length of the words z and z − is at most N 0 .
The λ-QNRW implies that p x λ −|x| = c(x, x − ) ≍ c(x, y) ≍ c(y, y − ) = p y λ −|y| for any x ∼ h y. Therefore there exists C > 0 such that p x ≤ Cp y for any x ∼ h y. Let C 1 = min{γ, (1 − r)(2r) −1 |K|} > 0. It follows that for any y ∈ J m , 1 (by (3.2) ). We claim that p x ≤ Cp −N0 p y . Indeed, let x m ∈ J m such that it is on the same vertical path of x. Then either K x ⊂ K xm or K xm ⊂ K x . We have three distinct cases: To conclude the proof, we let w, v ∈ Σ * \ {ϑ}. We can choose u, t ∈ X such that
Let C 2 = Cp −3N0 . Then (i) follows.
Martin boundary and hitting distribution
In this section we focus on the boundary behavior of natural random walks on augmented trees. We first show that Ancona's Theorem (Theorem 2.4) can be applied to identify the Martin and hyperbolic boundaries with the self-similar sets. This extends [25, Theorem 4.7] for the SRW on the Sierpiński graph.
Theorem 5.1. Let (X, E) be a pre-augmented tree which is hyperbolic and has bounded degree, and let {Z n } ∞ n=0 be a λ-QNRW on (X, E). Then the transition probability P satisfies the hypotheses in Theorem 2.4. Hence M = M min , and the hyperbolic boundary ∂ H X and M are homeomorphic under the canonical mapping.
In particular, if the IFS satisfies the OSC, and (X, E) is the augmented tree as in (3.5), then ∂ H X, M and the self-similar set K are all homeomorphic under the canonical mapping.
Proof. We need to check that the conditions in Ancona's theorem (Theorem 2.4) are satisfied. Clearly P is of bounded range. That
follows from Definition 4.4 and (4.4). Hence P is uniformly irreducible. It remains to show that r(P ) < 1. By Proposition 2.5, it suffices to show that (X, P ) satisfies the strong isoperimetric inequality.
Consider the subtree T = (X, E v ), and restrict the random walk to T . The transition probability is given by
Note that m T (ϑ) = m(ϑ). We claim that the transition probability P T satisfies the following strong isoperimetric inequality:
for all finite subsets A ⊂ X. To prove the claim, we can first assume that A is nonempty and connected (otherwise check (5.2) for each connected component and then sum them up). We use induction on n := min{m : A ⊂ X m }. It is clear that if n = 0, then A = {ϑ} and m T (A) = m(ϑ) = c T (∂A) implies (5.2) . Suppose that for some n ≥ 1, (5.2) holds for any finite connected subset in X n−1 . Consider a connected subset A ⊂ X such that min{m : A ⊂ X m } = n. If #A = 1, then m T (A) = c T (∂A) implies (5.2). Now we suppose #A ≥ 2. Then for any x ∈ A ∩ J n , x − ∈ A since T is a tree and A is connected. Hence
This completes the proof of the claim. Next observe that for any x ∈ X \ {ϑ}, there exists
(by bounded degree and (4.4))
This together with the above claim imply the following strong isoperimetric inequality on (X, E):
For the last part, we observe the OSC implies that the the augmented tree (X, E) is of bounded degree (Proposition 3.6), and Theorem 3.5 and the above give the homeomorphism among K, ∂ H X and M.
Since r(P ) < 1 as shown in the above proof, we can apply the first part of Theorem 2.4 to obtain the same inequality for F (x, y) of the λ-QNRW.
Corollary 5.2. Let (X, E) be a hyperbolic pre-augmented tree with bounded degree, and let {Z n } ∞ n=0 be a λ-QNRW on (X, E). Then for δ ≥ 0, there is a constant C δ ≥ 1 such that for any x, y ∈ X and u within distance δ from a geodesic segment between x and y,
The above corollary allows us to give a useful estimate for F (x, y) in terms of the Gromov product, which will be essential in the estimates of the Martin kernel and the Naïm kernel. For this, we need to restrict our consideration to the IFS satisfying the OSC, and to the class of natural random walks with natural weights p i = r α i , 1 ≤ i ≤ N . In this case, we have p x = µ(S x (K)) = r α x ≍ r αm for x ∈ J m , where r = min 1≤i≤N {r i }, α is the Hausdorff dimension of K, and µ is the self-similar measure corresponding to {p i } N i=1 (Lemma 3.1).
be an IFS satisfying the OSC, and let {Z n } ∞ n=0 be a λ-NRW on the augmented tree (X, E). Then Proof. Consider the canonical geodesic π(x, y) = π(x, u) ∪ π(u, v) ∪ π(v, y) as in Section 3. It follows from Corollary 5.2 that For the estimate of the Martin kernel, we recall that K(x, y) = G(x,y) G(ϑ,y) = F (x,y) F (ϑ,y) , and the Gromov product (x|ξ) is defined for ξ ∈ ∂ H X (see (3.7) ). Using the above estimate of F (x, y), the second part follows.
In the following, we will assume the IFS satisfies the OSC, so the augmented tree (X, E) has bounded degree (Proposition 3.6). By Theorem 5.1, we identify K with the Martin boundary M of a λ-QNRW {Z n } ∞ n=0 . We will study the hitting distribution on M ≈ K starting from the root ϑ.
First we construct a projection {Z
satisfying the OSC, we let O be an open set in the OSC such that O ∩ K = ∅ [40] . Define a projection ι : X → K by selecting arbitrarily
We extend ι to X = X ∪ M by defining ι(ξ) = ξ for ξ ∈ M(≈ K). Then a sequence {x n } n ⊂ X with |x n | → ∞ converges to ξ ∈ X if and only if ι(x n ) → ι(ξ) ∈ K in the Euclidean topology. Hence ι is continuous on X, and ι| M is the canonical homeomorphism of M onto K. Also we have
4)
Let ν ϑ be the distribution of Z ∞ , and ν the distribution of ι(Z ∞ ). It is direct to check that ν = ν ϑ • ι −1 on K. For later use, we shall write P = P ϑ and E = E ϑ if there is no confusion.
For ℓ ≥ 1, let τ ℓ := inf{n ≥ 0 : Z n ∈ J ℓ } be the first hitting time of J ℓ . Then by Theorem 4.6, the distribution of Z τ ℓ is given by
where µ is the self-similar measure associated with the probability weight {p i } N i=1 . Note that under the OSC, µ(S x (K) ∩ S y (K)) = 0 for x ∈ J m , x = y. Also P ι(Z τ ℓ ) ∈ S x (K) ∩ S y (K) = 0 for any x, y ∈ J m , x = y.
. It follows that for x ∈ J m and ι(Z τ ℓ (ω)) ∈ S x (K), ℓ ≥ m, Z τ ℓ (ω) must be of the form xu for some u ∈ Σ * and xu ∈ J ℓ . By (5.5), K) ).
Using the fact that P(Z τ ℓ = xz, Z τ ℓ = yz ′ ) = 0 and adopting the same argument, the second part follows.
To obtain the hitting distribution ν ϑ , a simple minded approach is to take limit of ℓ in (5.6) to obtain P ι(Z ∞ ) ∈ S x (K) = µ(S x (K)). However this requires that χ Sx(K) (ι(Z τ ℓ )) → χ Sx(K) (ι(Z ∞ )) a.e., but we cannot make such conclusion directly, as the convergence for the composition f (ι(Z τ ℓ )) generally requires the continuity of f [4] . We need to go through a more detailed analysis.
Lemma 5.5. For any two distinct x, x ′ ∈ J m , we have
Proof. For x ∈ J m , and k > m, we let
Let F k,x = w∈F k,x S w (K). Then F k,x is a decreasing sequence of sets in k and the limit set is y∈Jm\{x} (S y (K) ∩ S x (K)), which is a µ-null set by the OSC. This implies that lim k→∞ µ(F k,x ) = 0.
Let T k,x = S x (K) F k,x . By a similar argument as in Proposition 5.4, we can show that
Observe that K \ T k,x has positive Euclidian distance to S x (K). Hence ι(Z ∞ ) ∈ S x (K) implies that ι(Z n ) is eventually in T k,x , which means lim n→∞ χ T k,x (ι(Z n )) = 1. Now for two distinct x, x ′ ∈ J m , if S x (K) ∩ S x ′ (K) = ∅, then the lemma is obviously true. Hence assume that S x (K) ∩ S x ′ (K) = ∅. Let T k,x and T k,x ′ be defined as the above. Then 5.7) ).
By the limit in the first paragraph, we have ν(S x (K) ∩ S x ′ (K)) ≤ lim k→∞ µ(T k,x ∩ T k,x ′ ) = µ((S x (K) ∩ S x ′ (K)) = 0, and this completes the proof.
Theorem 5.6. Let {S i } N i=1 be an IFS with the OSC, and let K be the self-similar set. Suppose {Z n } ∞ n=0 is a λ-QNRW on the augmented tree (X, E) associated with a set of probability weights {p i } N i=1 . Then the hitting distribution ν ϑ is the self-similar measure µ with weights
Proof. To prove the theorem, it suffices to show that ν(S x (K)) = p x for m ≥ 1 and x ∈ J m . Then ν is the unique self-similar measure with weights {p i } N i=1 . To this end, we fix m ≥ 1 and x ∈ J m . Let
be the 'interior' of the m-cell S x (K). Then any sequence of points in K that has a limit in U x must be in U x eventually. Therefore ι(Z ∞ ) ∈ U x implies lim n→∞ χ Ux (ι(Z n )) = 1. Hence by using Fatou's lemma as in Lemma 5.4, we have
= µ(S x (K)) = p x (by Proposition 5.4).
Summing the above inequality over x ∈ J m , we have 1 = ν(K) ≤ x∈Jm ν(S x (K)) ≤ x∈Jm p x = 1. Thus ν(S x (K)) = p x for x ∈ J m . This completes the proof of the theorem.
Estimation of the Naïm kernel
Let P be a transient reversible random walk on a countable set X. For x, y ∈ X, we define the Θ-kernel by
This kernel is clearly positive and symmetric (by m(x)G(x, y) = m(y)G(y, x)) on X × X, and can be extended to Θ(x, η) on X × X continuously (as K(x, y) does), but it is more difficult to extend to X × X. We first recall the extension of Θ(ξ, η) on X × X in [41] . For ξ ∈ M, we define the ξ-process by setting the transition probability P ξ (x, y) = P (x, y)K(y, ξ) K(x, ξ) . (6.1) (It is also known as the h-transform of P [12] , by taking the harmonic function h = K(·, ξ) on X.) Clearly P ξ is a transition probability since K(·, ξ) is harmonic on X. For the ξprocess, we denote the corresponding ever-visiting probability and Green function by F ξ (·, ·) and G ξ (·, ·) respectively. The following lemma can be found in [45, Corollary 7 .51]. 
where P ξ ϑ is the probability corresponding to the ξ-process. The following lemma is from [41, Lemma 1.9]. In view of Lemmas 6.1 and 6.2, Silverstein [41] extended the Naïm kernel on M × M by Θ(ξ, η) = lim k→∞ z∈X ℓ ξ k (z)Θ(z, η) for ξ, η ∈ M. We will apply this to the λ-NRW on the augmented tree. Since the walk satisfies |Z n+1 | − |Z n | ∈ {0, ±1}, the identity reduces to
Here is the main theorem of this section.
be an IFS that satisfies the OSC, and let K be the self-similar set. Let {Z n } ∞ n=0 be a λ-NRW on the augmented tree (X, E). Then We fix two geodesic rays (x n ) ∞ n=0 and (y n ) ∞ n=0 starting from ϑ such that (x n ) tends to ξ, (y n ) tends to η, and (ξ|η) = lim n→∞ (x n |y n ).
We first estimate Θ(ξ, η) from below. Following Lemma 3.7(iii), there exists a positive integer ℓ such that (ξ|η) = (x n |y n ) for all n ≥ ℓ. Let T ξ = S x ℓ (K) ∪ ( y∼ h x ℓ S y (K)). For z ∈ ι −1 (T ξ ) with |z| ≥ ℓ, let z ℓ ∈ J ℓ ∩ π(ϑ, z). Then d(z ℓ , x ℓ ) = 0 or 1. By Lemma 3.7(ii), (iii) and the triangle inequality (see (3.6)), we have
As K is identified with M (Theorem 5.1), Lemma 6.1 implies that ι(Z n ) converges to ξ P ξ ϑ -almost surely. Let t ξ = sup{n ≥ ℓ : ι(Z n ) / ∈ T ξ } + 1, i.e., the first time that Z n enters ι −1 (T ξ ) and then stays inside. Clearly P ξ ϑ (t ξ < ∞) = 1. Therefore we can choose an integer m 1 such that P ξ ϑ (t ξ ≤ τ * m1 ) ≥ 1/2. By Lemma 6.2, (6.3) and (6.4),
To obtain the upper bound, we first observe that ℓ ξ k (z) ≤ G ξ (ϑ, z) = G(ϑ, z)K(z, ξ). This together with the reversibility G(ϑ, z) = (m(z)/m(ϑ))G(z, ϑ) imply
(the ≍ is a consequence of Proposition 4.5, Theorem 5.3 and Lemma 3.7(ii)). Let Φ(z) denote the summand in the above sum. Using Lemma 3.7(iii) and the triangle inequality, we have
where M is the maximal length of the horizontal geodesics. As (X, E) is of bounded degree (Lemma 3.6), it is direct to check that #F k (w) ≤ C 1 for some C 1 > 0 independent of w and k. Our aim is to show that for sufficient large n, the sum z∈J k+n Φ(z) is concentrated on the n-th descendants of F k (x k ) ∪ F k (y k ). This enables us to obtain the desired upper bound.
To this end, for z ∈ J k , we let J n (z) denote the set of n-th descendants of z in J k+n . For z / ∈ F k (x k ) and z (1) ∈ J 1 (z), it is clear that d(z (1) , x k+1 ) ≥ d(z, x k ) > M , which yields z (1) / ∈ F k+1 (x k+1 ). Moreover, by the same argument as in Lemma 3.7(iii), we have (z (1) 
). It follows that Φ(z (1) ) = λr α Φ(z) for any z ∈ F c k , and hence inductively,
Also by the same proof as Lemma 3.1, we have
Now choose n 0 such that δ = r −α λ n0 < 1. It follows from (6.5)-(6.7) that for any k ≥ 1,
By iteration, we have for any integer q ≥ 1, and any k ∈ {1, 2, · · · , n 0 },
This completes the upper estimation of Θ(ξ, η).
We remark that for homogeneous IFS, the SRW is a special example of λ-NRW with λ = 1/N = r α . Hence by Theorem 6.3, Θ(ξ, η) ≍ |ξ − η| −2α . Also for the example in Section 3, Remark 2 (see Figure 2 ), the above theorem (with slight adjustment) shows that for the SRW there, the Naïm kernel Θ(ξ, η) ≍ |ξ − η| −2 , which resembles the classical case of the kernel in the Douglas integral (1.2) on the unit circle.
We also remark that there is an analogous result for the more general random walks on N -ary trees investigated by Kigami [27] . For the λ-QNRW on the N -homogeneous tree T defined by a set of probability weights {p i } N i=1 , the effective resistance between x ∈ T and Σ x with respect to the sub-tree T x is R x = λ |x|+1 /((1 − λ)p x ), which can be derived from the combined resistance by iteration. Since the hitting distribution ν is the self-similar measure of {p i } N i=1 on the Cantor set Σ ∞ as Martin boundary, we have ν(Σ ∞ x ) = p x . In the notations of [27] , D x := ν(Σ ∞ x )R x = λ |x|+1 /(1 − λ), λ x = 1/D x = (1 − λ)/λ |x|+1 , and N (ξ, η) = (ξ|η). Following [27, Theorem 5.6] , we can rewrite his jump kernel J(ξ, η) for such λ-QNRW as . In particular, for the λ-NRW on the N -homogeneous tree, p x = N −|x| , and we have the following estimate:
where α = | log N/ log r| is the Hausdorff dimension of the Cantor set Σ ∞ . It coincides with Theorem 6.3.
Induced Dirichlet forms
In this section we use the λ-NRW and the Naïm kernel to induce an energy form on K, and make some remarks about the known results for it to be a Dirichlet form. First we summarize some general results that hold for all transient reversible random walks.
Let (X, E) be a countably infinite, connected, locally finite graph, and let {Z n } ∞ n=0 be a transient reversible random walk on (X, E) with conductance c and total conductance m. The graph energy of a (real) function f on X is defined by
We let D X , the domain of E X , be the set of f :
The graph energy defines a non-negative definite symmetric form E X (f, g) on D X by polarization. Moreover, if we fix any x 0 ∈ X, then D X is a Hilbert space under the inner product f, Proof. The first statement was actually proved in [3, Theorem 1.1] without the assumption that f is harmonic. We only need this result when f is harmonic, and the proof is easy for this case. Fix x ∈ X, we claim that E x [f (Z n ) 2 ] is bounded. In fact, Since f is harmonic,
Using the reversibility, we have G(x, y) = m(y) m(x) G(y, x) ≤ m(y) m(x) G(x, x). Therefore, by (7.1) ,
and the claim follows. Consequently, {f (Z n )} ∞ n=0 is an L 2 -bounded martingale under P x . The martingale convergence theorem implies the almost surely convergence and L 2 -convergence.
Let Y = lim n→∞ f (Z n ). Note that Y is a final random variable, i.e. Y • θ = Y a.s. where θ is the shift operator on the path space. Hence there exists a measurable function u on M such that Y = u(Z ∞ ) a.s. (under any P x ) (see [12] ). It is clear that u is unique ν-a.e. Now since Y ∈ L 2 (P ϑ ), we have As a direct consequence of Theorem 6.3 and the above, we have
be an IFS on R d that satisfies the OSC, and let K be the selfsimilar set. Let {Z n } ∞ n=0 be a λ-NRW on the augmented tree (X, E). Then
where α = dim H K, and β = log λ log r .
Next we recall the definition of Dirichlet form (see [6, 14] ). Let X be a locally compact separable metric space together with a positive Radon measure µ such that supp(µ) = X; also let C 0 (X) denote the space of continuous function on X with compact support. Definition 7.4. A Dirichlet form (E, D) on L 2 (X, µ) is a bilinear form which is symmetric, non-negative definite, closed, Markovian and densely defined on L 2 (X, µ). It is called regular if the subspace D ∩ C 0 (X) is dense in D with the E 1 -norm, and is dense in C 0 (X) with the supremum norm. It is called local if for two functions u, v ∈ D having disjoint compact supports, E(u, v) = 0.
It is easy to see that the bilinear form E K (·, ·) in Theorem 7.3 is symmetric, non-negative definite, closed and Markovian. For it to be a Dirichlet form, we need to show that its domain D K is dense in L 2 (K, ν). In view of the fact that the Naïm kernel in Theorem 7.3 satisfies the estimate Θ(ξ, η) ≍ |ξ − η| −(α+β) , we introduce the following Besov space on L 2 (X, µ) (see [16, 17, 21, 22, 42] ).
For convenience, we assume that X ⊂ R d and is equipped with the Euclidean distance; we also assume that X has Hausdorff dimension α, and µ(B(x; r)) ≍ r α for all x ∈ X and 0 < r < 1. We call such X an α-set [23] . For σ > 0, and for u ∈ L 2 (X, µ), we define ∩ C 0 (X) is dense in C 0 (X)}. (7.5) It is called the critical exponent of the family Λ α,β/2 2,2 β>0
. The value of β * is already known for some standard cases: for the Euclidean space R d , we have α = d, β * = 2. For d-dimensional Sierpiński gasket, then α = log(d + 1)/ log 2, and β * = log(d + 3)/ log 2 [22] . There are also extensions to nested fractals and related Besov spaces [38, 39] , and evaluation of some other specific cases [30] . For Cantor-type set as the boundary of an infinite binary tree, it follows from [27, Theorem 5.6 ] that β * = ∞. In general, we know that if a metric measure space (X, µ) satisfies µ(B(x; r)) ≍ r α for all x ∈ X and 0 < r < 1, then β * ≥ 2. If in addition X satisfies the chain condition [16] , then β * ≤ α + 1.
Continuing the statement in Theorem 7.3, we have the following conclusion. . Therefore, if β < β * , then (E K , D K ) is a non-local Dirichlet form on L 2 (K, ν).
The proof of (7.6) and that D K is the Besov space Λ α,β/2 2,2 are in [42] . The following proposition deals with the regularity of the induced Dirichlet form. Proposition 7.6. Let {S i } N i=1 be an IFS of contractive similitudes with the OSC, and let K be the self-similar set. For a λ-NRW on the augmented tree (X, E), if either (i) λ ∈ (r 2 , 1), or (ii) α < β * and λ ∈ (r β * , r α ), then the induced form (E K , D K ) is a regular non-local Dirichlet form on L 2 (K, ν).
Moreover, if 2 ≤ α < β * and λ ∈ [r α , r 2 ], let D * K = C(K) ∩ D K , where the closure is taken under the norm || · || Λ α,β/2 2,2 . Then (E K , D * K ) is a regular non-local Dirichlet form on L 2 (K, ν).
Proof. It is well-known that K equipped with Euclidean metric and α-Hausdorff measure is an α-set. As β * ≥ 2, the assumption λ ∈ (r 2 , 1) in (i) implies 0 < β < 2(≤ β * ). It follows from [42, Theorem 3] that the Dirichlet form (E K , D K ) is regular.
For (ii), we have α < β < β * , and the domain D K is embedded into the Lipschitz space of Hölder exponent (β − α)/2 (see [16, Theorem 4.11] ). Hence (E K , D K ) is regular.
For the last part, we have 2 ≤ β ≤ α < β * . Let β 0 = (α + β * )/2. Then α < β 0 < β * . Hence by the above paragraph, D This implies that C(K) ∩ D K is dense in L 2 (K, ν) and in C(K), and (E K , D * K ) is regular.
Remark. In the proof of the last part, we cannot prove C(K) ∩ D K is dense in D K with the E 1 -norm. Hence we use D * K = C(K) ∩ D K instead of the original D K . Also we do not know the regularity of the Dirichlet form for 2 ≤ β < β * ≤ α.
By [14, Theorems 7.2.1, 7.2.2], we know that a regular Dirichlet form (E K , D K ) on L 2 (K, ν) generates an associated Hunt jump process with transition density function (heat kernel) p(t, ξ, η). For 0 < β < 2 , i.e., λ ∈ (r 2 , 1), it has been shown in [7] that the heat kernel satisfies the following estimate: p(t, ξ, η) ≍ min t −α/β , t |ξ − η| α+β , ξ, η ∈ K, 0 < t ≤ 1.
We do not have estimates of p(t, ξ, η) for α < β < β * or for other cases in general.
The Besov spaces at the critical exponent β * are particularly important, and are not completely understood. In fact, there is another class of Besov spaces Λ α,σ 2,∞ involved (see [16, 17] ). For example on R d , β * = 2, and we have Λ d, 1 2,2 (R d ) = {0}, but Λ d,1 2,∞ equals the Sobolev space W 1 2 (R d ), the domain of classical Dirichlet form that generates the Gaussian heat kernel. Similar situations hold for self-similar sets (and more general metric measure spaces) that admit local Dirichlet forms and subgaussian kernels [16, 17] . In forthcoming paper [29] , we will give a more detailed discussion, and provide a criterion to determine the exponent β * .
