For each graph we construct a chain complex whose graded Euler characteristic is the chromatic polynomial of the graph. We show the homology groups satisfy a long exact sequence which corresponds to the well-known deletion-contraction rule. This work is motivated by Khovanov's work on categorification of the Jones polynomial of knots.
Introduction
In recent years, there have been a great deal of interests in Khovanov homology theory introduced in [K00] . For each link L in S 3 , Khovanov defines a family of homology groups H ij (L) whose Euler characteristic i,j (−1) i q j rk(H i,j (L)) is the Jones polynomial of L. These groups were constructed through a categorification process which starts with a state sum of the Jones polynomial, constructs a group for each term in the summation, and then defines boundary maps between these groups appropriately. More recently, in [KR04] , Khovanov and Rozansky have extended the theory for SU (n) invariants for each positive integer n.
It is natural to ask if similar categorifications can be done for other invariants with state sums. In this paper, we establish a homology theory that categorifies the chromatic polynomial for graphs. This theory is based on the polynomial algebra with one variable X satisfying X 2 = 0. We show our homology theory satisfies a long exact sequence which can be considered as a categorification for the well-known deletion-contraction rule for the chromatic polynomial. This exact sequence helps us to compute the homology groups of several classes of graphs. In particular, we point out that torsions do occur in the homology for some graphs.
Some natural questions remain open to our homology theory. What do these groups mean geometrically? Is there a connection with Khovanov's homology theories for knots? What if replace our algebra with other algebras? We will discuss some of these questions at the end of paper.
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2 From a graph to homology groups
A diagram for the chromatic polynomial
We begin with a brief review for the chromatic polynomial. Let G be a graph with vertex set V (G) and edge set E(G). For each positive integer λ, let {1, 2, · · · , λ} be the set of λ-colors. A λ-coloring of G is an assignment of a λ-color to vertices of G such that vertices that are connected by an edge in G always have different colors. Let P G (λ) be the number of λ-colorings of G. It is well-known that P G (λ) satisfies the deletion-contraction relation P G (λ) = P G−e (λ) − P G/e (λ) Furthermore, it is obvious that P Nn (λ) = λ n where N n is the graph with n vertices and no edges.
These two equations uniquely determines P G (λ). They also imply that P G (λ) is always a polynomial of λ, known as the chromatic polynomial.
There is another formula for P G (λ) that is useful for us. For each s ⊆ E(G), let [G : s] be the graph whose vertex set is V (G) and whose edge set is s, let k(s) be the number of connected components of [G : s] . We have
Equivalently, grouping the terms s with the same number of edges yields state sum formula
Formula (1) follows easily from the well-known state sum formula for the
, where the rank function r(s) is the number of vertices of G minus the number of connected components of [G : s] . One simply applies the known relation
Our chain complex will depend on an ordering of the edges of the graph. Thus, let G = (V, E) be a graph with an ordering on its n edges. For each s ⊆ E, the spanning subgraph [G : s] (spanning means that it contains all the vertices of G) can be described unambiguously by an element ε = (ε 1 , ε 2 , ...., ε n ) of {0, 1} n with the convention ε i = 1 if the edge e i is in s and ε i = 0 otherwise.
This ε is called the label of s and will be denoted ε s or simply ε. Conversely, to any ε ∈ {0, 1} n , we can associate a set s ε of edges of G that corresponds to ε.
When we think of s in terms of the label ε, we may refer to the graph [G : s] as G ε .
The procedure of taking all the spanning subgraphs of G, of computing their number of connected components in order to determine their contribution to the chromatic polynomial as in the state sum of the formula (2) can be summarized by a diagram illustrated in Figure ( 1), in which we write λ = 1 + q for reasons that will become clear soon.
Each subset of edges s (represented in Figure ( 1) by a labeled rectangle) corresponds to a term in the state sum and therefore will be called a state. Equivalently, if we think of the state in term of its label, we might call it a vertex of the cube {0, 1}
n . Each state corresponds to a subset s of E, the n-list of 0 ′ s and 1 ′ s at the bottom of each rectangle is its label and the term of the form (1 + q)
is its contribution to the chromatic polynomial (without sign). Note that we have drawn all the states that have the same number of edges in the same column, so that the column with label i = i 0 contains all the states with i 0 edges. Such states are called the states of height i 0 . We denote the height of a state with label ε by |ε|. 
- (1+q) = (1+q)q(q-1) = λ(λ−1)(λ−2) as expected. 2.2 The cubic complex construction of the chain complex
The chain groups
We are going to assign a graded Z-module to each state and define a notion of graded dimension so that the (1 + q) k that appears in the rectangle is the graded dimension of this Z-module. The construction is similar to Bar-Natan's description for the Khovanov homology for knots and links [BN02] .
Graded dimension of a graded Z-module
where
Remark 2 M may have torsion but the graded dimension will not detect it.
Notation 3
We denote by Z(q k ) the rank one free Z-module generated by one element of degree k. We refer to Z(q 0 ) simply as Z.
Example 4 Let M be the graded free Z-module with two basis elements 1 and X whose degrees are 0 and 1 respectively. We have M = Z⊕ZX and q dim M = 1 + q. This is the Z-module we will use to construct our chain complex.
The direct sum and tensor product can be defined in the graded category in an obvious way. The following proposition follows easily from definition and the proof is omitted.
Proposition 5 Let M and N be a graded Z-modules.
We will need one more tool:
In other words, all the degrees are increased by ℓ.
It is easy to check that M ⊗ Z(q) ∼ = M {1}, the Z-module isomorphic to M with degree of every element raised up by 1.
We are now ready to explain our construction. Let G be a graph with n ordered edges, and let M be as in Example (4). To each vertex ε = (ε 1 , ε 2 , ...., ε n ) of the cube {0, 1} n , we associate the graded free Z-module
where k ε is the number of components of G ε , by assigning a copy of M to each connected component and then taking tensor product. This is shown in Figure  ( 2). Now, q dim M ε (G) is the polynomial that appears in the vertex ε of the cube in Figure (1 
To get the chain groups, we "flatten" the cube by taking direct sums along the columns. A more precise definition is:
The grading is given by the degree of the elements and we can write the i-th chain group as
For example, the elements of degree one of C 1 (K 3 ) are the linear combinations with coefficients in Z of the following six elements:
These elements form a basis of the free Z-module C 1,1 (K 3 ). This will lead to a second description of our chain complex explained in section 2.3. 
Definition 10
The graded Euler characteristic χ q (C) of a graded chain complex C is the alternating sum of the graded dimensions of its homology groups, i.e.
The following was observed in [BN02] . For convenience of the reader, we include a proof here.
Proposition 11 If the differential is degree preserving and all chain groups are finite dimensional, the graded Euler characteristic is also equal to the alternating sum of the graded dimensions of its chain groups i.e.
Proof. The corresponding result for the non graded case is well known i.e. for a finite chain complex
. Now, let C be a graded chain complex with a degree preserving differential. With the above notations, decomposing elements by degree yields
Since the differential is degree preserving, the restriction to elements of degree j, i.e. 0 → C 0,j → C 1,j → ... → C n,j → 0 is a chain complex. The previous result tells us
multiply this by q j and take the sum over all values of j and you get the announced result, since
In the next paragraph we will attach a degree preserving differential to the groups C i (G) and thus get a chain complex C(G). Using the above proposition, we see that by construction, the Euler characteristic of this chain complex will be equal to the chromatic polynomial of the graph G (with λ = 1 + q) 
The differential
C (K ) 3 C (K ) 3 1 2 d 1 d 0 d 2 ξ =0 (-1) d ξ ξ ξ =2 (-1) d ξ ξ ξ =1 (-1) d ξ ξ + + + i=3
Figure 3: The differentials
We are first going to define maps between some vertices of the cube {0, 1} n , called per-edge maps since they correspond to edges of the cube. We will then build the differential by summing them along columns.
Recall that each vertex of the cube {0, 1} n is labeled with some ε = (ε 1 , ...., ε n ) ∈ {0, 1} n .
Between which vertices are there per-edge maps?
There is a map between two vertices if one of the markers ε i is changed from 0 to 1 when you go from the first vertex to the second vertex and all the other ε i are unchanged, and no map otherwise.
Denote by ε the label of the first vertex. If the marker which is changed from 0 to 1 has index i 0 then the map will be labeled d
For example, in the above diagram, the label 0 * 1 of the map d + 0 * 1 means its domain is the vertex labeled 001 and its target is the vertex labeled 011. The superscript + indicates that we have not assigned signs to the map yet.
Definition of the per-edge maps: Changing exactly one marker from 0 to 1 corresponds to adding an edge. △ If adding that edge doesn't affect the number of components, then the map is identity on M ⊗k .
△ If adding that edge decreases the number of components by one, then we set d
to be identity on the tensor factors corresponding to components that don't participate and we complete the definition of d
Note that identity and m are degree preserving so d
where |ε| is the number of 1's in ε and (−1) ε is defined in the next paragraph. Assign a ±1 factor to the per-edge maps d n is commutative. This is because the multiplication map m is associative and commutative. To get the differential d to satisfy d • d = 0, it is enough to assign a ±1 factor to these maps in the following way: Assign −1 to the maps that have an odd number of 1's before the star in their label ε, and 1 to the others. This is what was denoted (−1) ε in the definition of the differential. In Figure ( 3), we have indicated the maps for which (−1) ε = −1 by a little circle at the tail of the arrow.
A straightforward calculation implies:
Now, we really have a chain complex C(G) where the chain groups and the differential are defined as in the previous two paragraphs, and according to Proposition (11), we have:
Theorem 13 The Euler characteristic of this chain complex C(G) is equal to the chromatic polynomial of the graph G (with λ = 1 + q).
The homology groups are independent of the ordering of the edges
Let G be a graph with edges labeled 1 to n. For any permutation σ of {1, .., n}, we define G σ to be the same graph but with edges labeled in the following way:
The edge which was labeled k in G is labeled σ(k) in G σ In other words, G is obtained from G σ by permuting the labels of the edges of G according to σ.
Theorem 14
The chain complexes C(G) and C(G σ ) are isomorphic and therefore, the homology groups are isomorphic. In other words, the homology groups are independent of the ordering of the edges so they are well defined graph invariants.
Proof. Since S n is generated by the permutations of the form (k, k + 1) it is enough to prove the result when σ = (k, k + 1).
We will define a map f such that the following diagram commutes
is the direct sum of the states with height i, it is enough to define f on each of those states.
For any subset s of E with i edges, there is a state in C i (G) and one in C i (G σ ) that correspond exactly to those edges. Let ε = (ε 1 , ...., ε n ) stand for ε s (G), the label of s in G. The situation is illustrated by the following diagram.
....ε ε ...
The markers not written (replaced by dots) are equal.
The dotted lines means we don't specify which the edges are there.
The states have the same subsets of edges but different labels.
Figure 4: Impact of re-ordering of the edges
Let f s be the map between these two states that is equal to −id if ε k = ε k+1 = 1 and equal to id otherwise.
Let f :
f is obviously an isomorphism and the fact that the diagram commutes can be checked by looking at the four cases (ε k , ε k+1 ) = (0, 0), (ε k , ε k+1 ) = (1, 0), (ε k , ε k+1 ) = (0, 1) and (ε k , ε k+1 ) = (1, 1).
A Poincaré polynomial
We define a 2-variable polynomial
In the following proposition, (a) follows immediately from Theorem (14) and (b) follows from our construction.
This polynomial is a convenient way to store the information about the free part of the homology groups and is, by construction, enough to recover the chromatic polynomial.
Another Description: The enhanced state construction
These homology groups have another description that is similar to Viro's description for the Khovanov homology for knots [V02] . We explain the details below. Let {1, X} be a set of colors, and * be product on Z[1, X] defined by 1 * 1 = 1, 1 * X = X * 1 = X and X * X = 0
Let G = (V, E) be a graph with an ordering on its edges. An enhanced state of G is S = (s, c), where s ⊆ E and c is an assignment of 1 or X to each connected component of the spanning subgraph [G : s]. For each enhanced state S, define i(S) = # of edges in s, and j(S) = # of X in c.
Note that i(S) depends only on the underlying state s, not on the color assignment that makes it an enhanced state, so we may write it i(s).
Let C i,j (G) := Span < S|S is an enhanced state of G with i(S) = i, j(S) = j >, where the span is taken over Z.
We define the differential
as follows. For each enhanced state S = (s, c) in
where n(e) is the number of edges in s that are ordered before e, S e is an enhanced state or 0 defined as follows. Let s e = s ∪ {e}. Let E 1 , · · · , E k be the components of [G : s] . If e connects some E i , say E 1 , to itself, then the components of [G : (s ∪ {e})] are E 1 ∪ {e}, E 2 , · · · , E k . We define c e (E 1 ∪ {e}) = c(E 1 ), c e (E 2 ) = c(E 2 ), · · · , c e (E k ) = c(E k ), and S e is the enhanced state (s e , c e ).
If e connects some E i to E j , say E 1 to E 2 , then the components of [G :
Note that if c(E 1 ) = c(E 2 ) = X, c e (E 1 ∪ E 2 ∪ {e}) = X * X = 0, and therefore c e is not considered as a coloring. In this case, we let S e = 0. In all other cases, c e is a coloring and we let S e be the enhanced state (s e , c e ).
One may find it helpful to think of d as the operation that adds each edge not in s, adjusts the coloring using * , and then sums up the states using appropriate signs. In the case when an illegal color of 0 appears, due to the product X * X = 0, the contribution from that edge is counted as 0.
This construction is equivalent to the cubic complex construction.
At first sight, the two constructions look different because the cubic complex construction yields only one chain complex whereas the enhanced states construction gives rise to a sequence of chain complexes, one for each degree j. This can be easily solved by splitting the chain complex of the cubic complex construction into a sequence of chain complexes, one for each degree j. More precisely, let C = 0 → C 0 → C 1 → ... → C n → 0 be a graded chain complex with a degree preserving differential. Decomposing elements of each chain group by degree yields C r = ⊕ j≥0 C r,j . Since the differential is degree preserving, the restriction to elements of degree j, i.e. 0 → C 0,j → C 1,j → ... → C n,j → 0 is a chain complex denoted C j .
We are now ready to see that for a fixed j, the chain complexes obtained via the two construction are isomorphic. For this paragraph, denote the one obtained via the cubic complex construction by C j and the one obtained via the enhanced state construction by C j . Both chain complexes have free chain groups so it is enough to define the chain map on basis elements. We will associate each enhanced state S = (s, c) of C i,j (G) to an unique basis element in C i,j (G) and show that this defines an isomorphism of chain complexes. First, s ⊆ E(G) naturally corresponds to the vertex ε = (ε 1 , · · · , ε n ) of the cube, where ε k = 1 if e k ∈ s and ε k = 0 otherwise. The corresponding Z-module M ε (G) is obtained by assigning a copy of M to each connected component of [G, s] and then taking tensor product. The color c naturally corresponds to the basis element x 1 ⊗ · · · ⊗ x k where x ℓ is the color associated to the ℓ-th component of [G : s] .
It is not difficult to see that this defines an isomorphism on the chain group that commutes with the differentials. Therefore, the two complexes are isomorphic.
Properties
In this section, we demonstrate some properties of our homology theory, as well as some computational examples.
An Exact Sequence
The chromatic polynomial satisfies a well-known deletion-contraction rule: P (G, λ) = P (G − e, λ) − P (G/e, λ). Here we show that our homology groups satisfy a naturally constructed long exact sequence involving G, G − e , and G/e. Furthermore, by taking the Euler-characteristic of the long exact sequence, we recover the deletion-contraction rule. Thus our long exact sequence can be considered as a "categorification" of the deletion-contraction rule.
△ We explain the exact sequence in terms of the enhanced state sum approach. Let G be a graph and e be an edge of G. We order the edges of G so that e is the last edge. This induces natural orderings on G/e and on G − e by deleting e from the list. We define homomorphisms α ij :
These two maps will be abbreviated by α and β from now on. Let v e and w e be the two vertices in G connected by e. Intuitively, α expands v e by adding e, and β is the projection maps. We explain more details here. It is an enhanced state in C i,j (G). Extend α linearly and we obtain a homomorphism α :
. Let S = (s, c) be an enhanced state of G. If e ∈ s, S is automatically an enhanced state of G − e and we define β(S) = S. If e ∈ s, we define β(S) = 0. Again, we extend β linearly to obtain the map β :
. One can sum up over j, and denote the maps by α i :
. Again, they will be abbreviated by α and β. Both are degree preserving maps since the index j is preserved.
Lemma 16 α and β are chain maps such that 0
Proof. First we show that α is a chain map. That is,
commutes. Let (s, c) be an enhanced state of G/e, we have
where n G (e i ) is the number of edges in s ∪ {e} that are ordered before e i in G.
We also have
where n G/e (e i ) is the number of edges in s that are ordered before e i in G/e. The two summations contain the same list of e i 's since E(G) − (s ∪ {e}) = E(G/e) − s. It is also easy to see that ( c) ei = (c ei ). Finally, n G (e i ) = n G/e (e i ) since e is ordered last. It follows that d G • α = α • d G/e and therefore α is a chain map.
Next, we show that β is a chain map by proving the commutativity of
Let S = (s, c) be an enhanced state of G.
△ If e ∈ s, we have β(S) = 0 and thus d G−e • β(S) = 0. We also have
corresponds to the terms with e i = e, and S 2 = (−1) nG(ei) (s ∪ {e}, c e ) corresponds to the term e i = e. By our definition of β, β(S 1 ) = S 1 , β(S 2 ) = 0. Finally, n G (e i ) = n G−e (e i ) since e is ordered last, and it follows that d G−e • β(S) = β • d G (S) as well in this case.
Next, we prove the exactness. Each element in C i−1,j (G/e) can be written as x = n k (s k , c k ) where n k = 0 and (s k , c k )'s are pairwise distinct enhanced states of G/e. It is not hard to see that (s k ,c k )'s are pairwise distinct enhanced states of G.
. Hence ker α = 0. Next, Imα = Span < (s, c)|(s, c) is an enhanced state of G and e ∈ s >= ker β. Finally, β is a projection map that maps onto C i,j (G − e).
The Zig-Zag lemma in homological algebra implies :
Thus we need to understand the map
By Theorem (21),
by a natural isomorphism h * , which is induced by the isomorphism h described as follows. Each enhanced state S in C k (G 1 ⊔ {v}) either assigns the color 1 to v, or the color X to v. If it assigns 1 to v, h sends S to (−1) |s| (S 1 , 0) where S 1 is the "restriction" of S to G 1 and |s| is the number of edges of the underlying set s of S = (s, c). If it assigns X to v, h sends S to (−1) |s| (0, S 1 ⊗ q). This extends to a degree preserving isomorphism on chain groups and induces the isomorphism h * on homology groups.
We therefore will identify
x is the equivalence class of a sum of terms of the form (s, c) in G 1 . Under the map (h * ) −1 , each of these terms is "extended" to be an element in C k (G 1 ⊔ {v}) by adding v to [G 1 : s] and assigning it the color 1. The final result is then multiplied by (−1) k . The map γ * is described in Remark 18. Let y be in H k (G 1 ⊔ {v}). y is the equivalence class of a sum of terms of the form (s, c) in H k (G 1 ⊔ {v}). Basically, for each each (s, c), γ * adds the edge e, adjusts the colorings, then contracts e to a point and multiplies the result by (−1)
k . Hence applying (h * ) −1 then γ * yields the original graph G 1 . The color for each state in x remains the same since v is colored by 1 and multiplication by 1 is the identity map. This proves that γ * • (h * ) −1 (x, 0) = x. The claim implies that γ * is onto for each k. Thus the above long exact sequence becomes a collection of short exact sequences.
After passing to the isomorphism h * , the exact sequence becomes
Lemma 25 Let A and B be graded abelian groups, and p : A ⊕ B → A be a degree preserving projection with p(a, 0) = a for all a ∈ A. Then ker p ∼ = B via a degree preserving isomorphism.
It is a standard exercise to verify that f is a degree preserving isomorphism from B to ker p.
Trees, circuits graphs
We describe the homology groups for several classes of graphs.
Example 26 Let N 1 be the graph with 1 vertex and no edge. We have P N1 = λ = 1 + q. The only enhanced states of N 1 are (∅, 1) and (∅, X), which generate
, and H i (N 1 ) = 0 for all i = 0.
Example 27 More generally, the graph with n vertices and no edges is called the null graph of order n and denoted by N n . A similar argument implies
This also follows from the Künneth type formula in Theorem (21).
Example 28 Let G = T n , a tree with n edges. We can obtain G by starting from a one point graph, and then adding pendant edges successively. Thus Theorem (24) and Example (26) imply
A basis for H 0 (T n ) can be described as follows. Let V (T n ) = {v 0 , v 1 , · · · , v n } be the set of vertices of T n . Let σ : V (T n ) → {±1} be an assignment of ±1 to the vertices of T n such that vertices that are adjacent in G always have opposite signs. It is easy to see that such a σ exists (e.g. let σ(v) = (−1) d(v0,v) where d(v 0 , v) is the number of edges in T n that connect v 0 to v). Furthermore, σ is unique up to multiplication by −1. For each i = 0, 1, · · · , n, let S i = (∅, c i ) be the enhanced state in which s = ∅ and c i assigns 1 to v i and X to v j for each
, and let ε 2 = (∅, c) be the enhanced state with s = ∅ and c assigns X to each vertex v j for j = 0, · · · , n. Then ε 1 is a generator for Z(q n ) and ε 2 is a generator for Z(q n+1 ) in H 0 (T n ). An example is shown below.
A dotted line indicates a place with no edge but where there was an edge in G. 
where ε ′ 2 is the state of C 0 (G/e) that labels every vertex by X. Thus γ * (ε 1 ) = 0 if n is even, and γ(ε 2 ) = 2ε ′ 2 if n is odd. It follows that ker γ * = Span < ε 1 , ε 2 > if n is even, and ker γ * = Span < ε 2 > if n is odd. Therefore
if n is odd and n > 2. △ Next, we determine H 1 (C n ) using the same exact sequence. We follow the discussion above. If n is even, γ * = 0, and therefore
. As a summary, we have
if n is odd and n ≥ 2 0 if n = 0.
The following table illustrate our computational result (up to n = 6 and k = 4) for circuit graphs.
We note that, for all n ≥ 3, H * (C n ) contains torsion. We will analyze such phenomenon for a general graph in future work.
Questions: What's next
We ask a few questions that arise naturally in our work. Question 1. What does these homology groups mean geometrically? The chromatic polynomial has a clear geometric interpretation. It is not clear what our homology groups measure. We note that these homology groups are not functions of the matroid type of the graph since the graph made of two triangles glued at one vertex and the graph which is the disjoint union of two triangles have the same matroid type but different homology groups. In fact, they have different chromatic polynomials. Question 2. How strong are these homology groups? First note that by theorem (14), changing the ordering on the edges yields an isomorphic chain complex so the isomorphism classes of chain complexes are well defined graph invariants. They are stronger than the homology groups since they can distinguish some graphs with loops. The homology groups are at least as strong as the chromatic polynomial. But we do not know if there are graphs distinguishable by the homology groups but not by the chromatic polynomial. We do know that the Tutte polynomial can sometimes distinguish graphs with the same homology groups (e.g. graphs with loops all have 0 homology groups). But we don't know whether there are examples in the other direction. We can ask similar questions about the 2-variable polynomial R G (t, q) which encompasses the information about the free part of the groups.
Question 3. What is the relationship with the Khovanov homology for knots?
We expect such a relationship given the known relationship between Jones type knot invariants and Tutte type invariants for graphs. For example, Theorem (24) on pendant edges should corresponds to the change of Khovanov homology for framed links under type 1 Redemeister move. Note, however, that the Jones polynomial does not correspond to the chromatic polynomial, instead, it corresponds to the Tutte polynomial evaluated at (x, 1 x ). Thus some work is still needed to uncover the expected relationship. Question 4. Can these homology groups contain a torsion other than Z 2 ? We already know when these groups have torsion : A loopless graph will always have a Z 2 torsion provided it contains a cycle of length at least 3. This is joint work with Jzef Przytycki and will be explained in a future paper. It is interesting to note that the torsion elements in our examples are all of order 2. We would like to know whether the order of torsion elements are all 2, or perhaps powers of 2, in general. Question 5. What can we get if we replace our algebra by another algebra? As noted, our construction is based on the algebra Z[X] modulo X 2 = 0. As suggested by M. Khovanov, it is possible to extend our construction using other algebras, and we would like to know whether this yields more information.
