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Un premier objectif que l’on se fixe dans ce cours sur les surfaces de Riemann est
de de´montrer la formule de Riemann-Hurwitz et la formule du genre des courbes
planes, due a` Plu¨cker. Un deuxie`me objectif est de parvenir a` la dualite´ de Serre et
au the´ore`me de Riemann-Roch. On finit par e´voquer le the´ore`me d’Abel-Jacobi.
Ce cours se concentre donc principalement sur les surfaces de Riemann compactes
et on pourra par exemple consulter les re´fe´rences [MIR], [REY], [BRI] et [DON]
pour en connaˆıtre davantage. Les e´nonce´s des travaux dirige´s, assure´s par Bruno
Se´vennec, sont fournis en annexe.
Les notes de cours que voici ont e´te´ re´dige´es par Matthieu Dussaule, il s’agit
d’un cours de niveau Master 1 dispense´ a` l’E´cole normale supe´rieure Lyon aux
printemps 2014, 2015 et 2016.
Universite´ de Lyon, Universite´ Lyon 1, CNRS, Institut Camille Jordan.
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I Surfaces de Riemann
1.1 De´finitions
De´finition I.1. On appelle varie´te´ diffe´rentielle de dimension n tout espace topologique
se´pare´ Σ recouvert par un nombre au plus de´nombrable de cartes.
Une carte est la donne´ee d’un ouvert U de Σ, d’un ouvert V de Rn et d’un home´omorphisme
ϕ : U Ñ V tels que si deux cartes U1 et U2 se rencontrent, l’application de changement
de cartes ϕ2  ϕ
1
1 : ϕ1pU1 X U2q Ñ ϕ2pU1 X U2q soit un C8-diffe´omorphisme.
Lorsque n  2, Σ est aussi appele´e surface diffe´rentielle. Lorsque n  1, Σ est aussi
appele´e courbe lisse.
Exemple I.2. Les ensembles suivants sont des varie´te´s diffe´rentielles (toutes de dimen-
sion deux).
1) Le disque ouvert ∆  tpx, yq P R2, x2   y2   1u.
2) La sphe`re S2  tpx, y, zq P R3, x2   y2   z2  1u
3) Le tore T2  R2{Z2  R{Z R{Z, home´omorphe a` S1  S1.
Contre-Exemple I.3. En revanche les ensembles suivants ne sont pas des varie´te´s
diffe´rentielles
1) La re´union de deux copies de R2 ou` l’on identifie les points de R2zt0u. En effet toutes
les proprie´te´s d’une varie´te´ diffe´rentielle sont ve´rifie´es excepte´e celle d’espace se´pare´ !
2) Le produit de la droite longue par elle meˆme n’est pas une surface diffe´rentielle parce
qu’elle n’est pas recouverte par un nombre au plus de´nombrable de cartes.
Remarque I.4. On peut aussi de´finir des varie´te´s topologiques C0 en imposant seule-
ment que les changements de cartes soient des home´omorphismes. Dans ce cas la notion
de dimension a encore un sens graˆce au the´ore`me d’invariance du domaine de Brouwer.
De´finition I.5. La re´union des cartes d’une varie´te´ diffe´rentielle est appele´e un atlas
et deux atlas sont dits compatibles si et seulement si leur re´union reste un atlas.
De´finition I.6. Une varie´te´ complexe de dimension n est un espace topologique se´pare´
Σ recouvert par un nombre au plus de´nombrable de cartes.
Une carte est la donne´e d’un ouvert U de Σ, d’un ouvert V de Cn et d’un home´omorphisme
ϕ : U Ñ V tels que si deux cartes U1 et U2 se rencontrent, l’application de changement
de cartes ϕ2  ϕ
1
1 : ϕ1pU1 X U2q Ñ ϕ2pU1 X U2q soit un biholomorphisme.
Lorsque n  1, Σ est aussi appele´e courbe complexe ou surface de Riemann.
Rappelons qu’une application entre ouverts de Cn est holomorphe lorsque sa diffe´rentielle
est C-line´aire et qu’elle est biholomorphe lorsqu’elle posse`de de plus un inverse holo-
morphe.
Exemple I.7. Voici quelques exemples de surfaces de Riemann
1) C, C, CzF ou` F est un ferme´ de C sont des courbes complexes.
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2) Un re´seau de C est par de´finition un sous-groupe discret cocompact de C, c-a`-d a`
quotient compact. Si Λ est un re´seau, C{Λ est une courbe complexe, appele´e courbe
elliptique. Elle est home´omorphe au tore T2.
3) La sphe`re de Riemann Cˆ : C Y t8u est obtenue en recollant deux copies de C, V1
et V2  C a` l’aide de l’application de recollement
C  V1zt0u Ñ C  V2zt0u
z ÞÑ 1{z
C’est une surface de Riemann home´omorphe a` la sphe`re S2. (si l’on choisit comme
cartes les projections ste´re´ographiques de cette sphe`re centre´es en deux poˆles, alors
z ÞÑ 1{z devient le changement de cartes, voir l’exercice 4 du TD1).
4) On peut remplacer C dans l’exemple 2 par le disque unite´ ouvert ∆ et Λ par un sous-
groupe du groupe des biholomorphismes de ∆ qui agˆıt de fac¸on discre`te sans point fixe
et avec quotient compact. Il existe de tels sous-groupes. Alors de la meˆme manie`re, le
quotient ∆{Λ he´rite d’une structure de courbe complexe. Un atlas est donne´ par des
inverses locaux de la projection ∆ Ñ ∆{Λ.
Proposition I.8. Toute courbe complexe est en particulier une surface diffe´rentielle.
De´monstration. En effet, C est diffe´omorphe a` R2 et un biholomorphisme entre ouverts
de C est en particulier un diffe´omorphisme entre ces ouverts.
Les exemples 2, 3 et 4 pre´ce´dents sont des surfaces de Riemann compactes. Ce sont
donc en particulier des surfaces diffe´rentielles compactes. Il s’agit respectivement du tore
T2, de la sphe`re S2, et de surfaces orientables de genre plus grand que deux :
Exemple 2 Exemple 3 Exemple 4
Remarque I.9. Si f : V1  C Ñ V2  C est un biholomorphisme, alors en tout point
z de C, le jacobien Jaczf vaut |f 1pzq|2 (exercice). Donc en particulier Jaczf ¡ 0. Par
suite, les applications de changement de cartes de la surface diffe´rentiable associe´e sont
des diffe´omorphismes entre ouverts de R2 qui pre´servent l’orientation de R2. Les surfaces
de Riemann sont donc orientables et meˆme canoniquement oriente´es !
De manie`re ge´ne´rale, un principe fondamental est que toute proprie´te´ de Kn ( K  R
ou C ici) qui est pre´serve´e par les changements de cartes d’un atlas passent en des
proprie´te´s de la varie´te´. Une autre manifestation de ce principe est la suivante :
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De´finition I.10. Une application f : Σ Ñ Σ1 entre varie´te´s diffe´rentielles est dite de
classe Ck (respectivement diffe´rentiable) si et seulement si pour toute carte ϕ de Σ et ψ
de Σ1, la compose´e ψ  f  ϕ1 est de classe Ck (respectivement diffe´rentiable).
Cette de´finition suit le principe ge´ne´ral e´nonce´ ci-dessus dans la mesure ou` un
diffe´omorphisme pre´serve la re´gularite´ d’une fonction.
Remarque I.11. La Proposition I.8 posse`de en fait la re´ciproque suivante et je remercie
Jean-Claude Sikorav de m’avoir indique´ les re´fe´rences de ce The´ore`me I.12.
The´ore`me I.12 (Gauss, Korm, Lichtenstein, Ahlfors, Bers). Toute surface diffe´rentielle
orientable posse`de une structure de surface de Riemann compatible, c’est-a`-dire peut eˆtre
munie d’un atlas complexe compatible.
1.2 Fibre´ tangent
De´finition I.13. Soit Σ une varie´te´ diffe´rentielle (respectivement complexe) de dimen-
sion n, munie d’un atlas tϕi : Ui Ñ Viu. On appelle fibre´ tangent, et on note TΣ
la varie´te´ diffe´rentielle (respectivement complexe) obtenue par recollement des ouverts
Vi Kn par les applications de recollement
Φi,j : ϕipUi X Ujq Kn Ñ ϕjpUi X Ujq Kn
px, vq ÞÑ
 
ϕj  ϕ
1
i pxq, dxpϕj  ϕ
1
i qpvq

Les projections sur le premier facteur px, vq P ViKn ÞÑ x P Vi induisent une projection
pi : px, vq P TΣ ÞÑ x P Σ dont les fibres sont des espaces vectoriels re´els (respectivement
complexes) (toujours selon le meˆme principe ge´ne´ral, car les projections et la structure
d’espace vectoriel sont pre´serve´es par les changements de cartes induits par les applica-
tions de recollement).
De´finition I.14. Pour tout point x P Σ, on note TxΣ l’espace vectoriel pi
1pxq  TΣ,
que l’on appelle espace tangent a` Σ au point x. Les e´le´ments de TxΣ sont les vecteurs
tangents a` Σ au point x.
Les vecteurs tangents a` Σ au point x sont en fait les vecteurs de´rive´s en x des courbes
trace´es sur Σ et passant par x. En effet, soit γ :s  , rÑ Σ une application de classe
C1. telle que γp0q  x (cette notion a bien un sens d’apre`s la De´finition I.10). Soit alors
ϕ1 : U1 Ñ V1 une carte contenant x. Quitte a` restreindre , l’image de γ est incluse dans
U1. On note alors v1 : pϕ1γq
1p0q. C’est un vecteur de Kn. Si ϕ2 : U2 Ñ V2 est une autre
carte contenant x, et si on de´finit de meˆme v2 : pϕ2γq
1p0q, alors dxpϕ2ϕ
1
1 qpv1q  v2,
de sorte que ces vecteurs sont identifie´s par l’application de recollement Φ1,2 de TΣ et
de´finissent un e´le´ment v de TxΣ. Ce vecteur est par de´finition le vecteur de´rive´ de γ en
0 et note´ γ1p0q : v.
Exemple I.15. Voici quelques exemples de fibre´s tangents.
1) Si Σ  S2, alors TΣ peut eˆtre vu comme tpx, vq P S2  R3, xx, vy  0u. Remarquons
que ce fibre´ est non trivial, il n’est pas isomorphe comme fibre´, ni meˆme diffe´omorphe,
a` S2  R2.
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2) Par contre, si Σ  C{Λ est une courbe elliptique, alors TΣ  Σ  C. En fait
TC  C C canoniquement, et TΣ  pC Cq {Λ, ou` Λ agˆıt par
Λ TCÑ TC
λ, px, vq ÞÑ px  λ, vq
de sorte que Λ n’agˆıt pas sur le second facteur.
De´finition I.16. Soit f : Σ Ñ Σ1 une application diffe´rentiable entre varie´te´s diffe´rentielles
(respectivement complexes). On appelle diffe´rentielle de f , et on note df l’application in-
duite
df : TΣ Ñ TΣ1
px, vq ÞÑ px, dxfpvqq
telle que si x  γp0q et v  γ1p0q, avec les notations pre´ce´dentes, alors dxfpvq :
pf  γq1p0q.
Si ϕ1 : U1 Ñ V1 (respectivement ψ1 : U
1
1 Ñ V
1
1) est une carte de Σ (respectivement de
Σ1), alors l’application df se lit dans les cartes associe´es
Φ1 : Π
1pU1q  TΣ Ñ V1  Kn (respectivement Ψ1 : Π1pU 11q  TΣ1 Ñ V 11  Kn)
comme l’application
V1 Kn Ñ V 11 Kn
pz1, v1q ÞÑ
 
ψ1  f  ϕ
1
1 pz1q, dz1pψ1  f  ϕ
1
1 qpv1q

Dans les cartes ϕ2 : U2 Ñ V2 (respectivement ψ2 : U
1
2 Ñ V
1
2), elle se lit
V2 Kn Ñ V 12 Kn
pz2, v2q ÞÑ
 
ψ2  f  ϕ
1
2 pz2q, dz2pψ2  f  ϕ
1
2 qpv2q
.
Ces applications dans les cartes se recollent par les applications de recollement Φ1,2
et Ψ1,2 de TΣ et TΣ
1 pour de´finir l’application df .
Remarque I.17. 1) Attention, si la notion d’application de classe C2 entre varie´te´s a
bien un sens, voir la De´finition I.10, et qu’une telle application posse`de une diffe´rentielle
bien de´finie par la De´finition I.16, elle ne posse`de pas en ge´ne´ral de diffe´rentielle se-
conde intrinse`que canoniquement de´finie.
2) D’autre part, si une varie´te´ diffe´rentielle Σ est orientable, alors l’orientation cano-
nique de Rn induit une orientation sur chaque espace tangent TxΣ de Σ, orientation
qui de´pend continuˆment du point x de Σ. Re´ciproquement, s’il est possible de munir
chaque espace tangent TxΣ d’une orientation de sorte que cette orientation de´pende
continuˆment du point x de Σ, alors Σ est orientable.
1.3 Applications holomorphes
De´finition I.18. Une application f : Σ Ñ Σ1 entre surfaces de Riemann est dite holo-
morphe si et seulement si pour toutes cartes ϕ de Σ et ψ de Σ1, la fonction ψ  f  ϕ1
est holomorphe entre ouverts de C.
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En effet, la composition par un biholomorphisme pre´serve le caracte`re holomorphe
d’une fonction. La De´finition I.18 provient donc encore du principe fondamental : les
notions pre´serve´es par les changements de cartes passent en des notions sur la varie´te´.
Rappels I.19. Soit f : U  CÑ C une fonction holomorphe telle que fp0q  0. Alors si
f 1p0q  0, f est un biholomorphisme local (the´ore`me d’inversion locale holomorphe), et
dans tous les cas, si f n’est pas constante, il existe un entier k non nul, et un complexe
a non nul tels que fpzq  azk   pzkq. De plus, il existe alors un biholomorphisme
ϕ : V  U ÑW  U tel que 0 P V , 0 PW , ϕp0q  0 et f  ϕpzq  zk.
Aussi, toute fonction holomorphe est localement modele´e sur une des applications
z P C ÞÑ zk P C, k ¥ 0. L’entier k est appele´ l’odre d’annulation de f en 0, et note´
ord0pfq.
De´finition I.20. Une fonction f : Σ Ñ C de´finie sur une surface de Riemann est dite
me´romorphe si et seulement si pour toute carte ϕ de Σ, f ϕ1 est me´romorphe sur un
ouvert de C.
Rappels I.21. Une fonction f : U  C Ñ C est dite me´romorphe si et seulement si
elle est de´finie et holomorphe en dehors d’un ensemble discret de points en lesquels elle
a des poˆles. Un point z0 de U est un poˆle s’il existe un entier naturel k non nul tel
que pz  z0q
kf se prolonge en une fonction holomorphe au voisinage de z0. Le plus petit
entier k ve´rifiant cette proprie´te´ est appele´ l’odre du poˆle et note´ ordz0pfq. En fait, au
voisinage V de z0, f posse`de un de´veloppement en se´rie de Laurent
f : z P V ÞÑ fpzq 
 8¸
jordz0 pfq
ajpz  z0q
j ,
ou` aj P C et aordz0 pfq  0.
Exemple I.22. z P C ÞÑ P pzqQpzq P C, ou` P et Q sont des polynoˆmes, est me´romorphe.
Proposition I.23. Toute fonction me´romorphe sur une surface de Riemann Σ de´finit
une application holomorphe Σ Ñ Cˆ, fournissant une correspondance bijective entre les
fonctions me´romorphes sur Σ et les applications holomorphes de Σ vers la sphe`re de
Riemann qui ne sont pas constante e´gales a` 8.
De´monstration. Par de´finition, lorsqu’une fonction me´romorphe f n’est pas de´finie, elle
prend la valeur 8, de sorte qu’elle de´finit une application F : Σ Ñ Cˆ. Soit alors
ϕ0 : U0 Ñ V0  C la carte de Cˆ contenant 0 et ϕ8 : U8 Ñ V8  C la carte de Cˆ
contenant 8.
Alors ϕ0  F  f est holomorphe et ϕ8  F  pϕ8  ϕ
1
0 q  pϕ0  F q  1{f est
e´galement holomorphe la` ou` elle est de´finie. Cette application F est donc holomorphe
au sens de la De´finition I.18 et non constante e´gale a` 8. Re´ciproquement, si F : Σ Ñ Cˆ
est holomorphe non constante e´gale a` 8, alors f  ϕ0  F est me´romorphe sur Σ et F
est en correspondance avec f .
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Proposition I.24. Soit f : Σ Ñ C une fonction me´romorphe sur une surface de Rie-
mann compacte, alors
°
zPΣ
ordzpfq  0.
De´monstration. On peut supposer que f n’est pas constante. D’apre`s la Proposition I.23,
f induit une application F : Σ Ñ Cˆ holomorphe non constante. F1t8u est compact
et discret, donc est fini. On note F1t8u  tz1, ..., zku. D’apre`s la forme normale des
applications holomorphes, il existe un voisinage V de t8u dans Cˆ et des voisinages
U1, ..., Uk disjoints de z1, ..., zk respectivement tels que F
1pV q  U1 \ ... \ Uk, et tels
que F|Ui : Ui Ñ V soit conjugue´ a` z ÞÑ z
ordzi pfq. En particulier, le nombre de points
dans la pre´image F1ppq, compte´ avec multiplicite´, ne de´pend pas du choix de p P V . Le
re´sultat vaut au voisinage de 8 mais de la meˆme manie`re au voisinage de n’importe quel
point z de Cˆ. Ainsi le nombre d’e´le´ments de la pre´image de F , compte´ avec multiplicite´,
est une fonction localement constante. La connexite´ de Cˆ entraˆıne que c’est une fonction
constante appele´e le degre´ de F et note´ dpF q. En appliquant ce re´sultat en 0 et 8, on
de´duit le re´sultat.
Cette de´monstration repose en fait sur la notion de reveˆtement ramifie´s que l’on va
introduire au §1.4.1.
Exercice I.25. Montrer que toute fonction holomorphe F : Cˆ Ñ Cˆ est de la forme
F pzq  P {Q, ou` P et Q sont des polynoˆmes homoge`nes a` deux variables et de meˆme
degre´. Ce degre´ commun co¨ıncide avec le degre´ de F (voir l’exercice 1 du TD2).
1.4 Formule de Riemann-Hurwitz
1.4.1 Reveˆtements ramifie´s
De´finition I.26. Une application p : X Ñ Y entre varie´te´s diffe´rentielles de meˆme
dimension est appele´e reveˆtement si et seulement si tout point y de Y posse`de un voi-
sinage V tel que p1pV q soit une re´union disjointe non vide d’ouverts \
iPI
Ui, et tel que
p|Ui : Ui Ñ V soit un diffe´omorphisme.
On dit aussi que X est un reveˆtement de Y mais l’application p est importante.
Exemple I.27. Voici quelques exemples de reveˆtements :
1) L’application exp : θ P R ÞÑ exppiθq P U1 est un reveˆtement du cercle.
2) La projection CÑ C{Λ, ou` Λ est un re´seau de C, est un reveˆtement.
3) L’application z P U1 ÞÑ zk P U1, ou` k de´signe un entier strictement positif, est un
reveˆtement. Mais si on note ∆  tz P C, |z|   1u, z P ∆ ÞÑ zk P ∆ n’est pas un
reveˆtement pour k ¥ 2. Attention aux ensembles de de´part et d’arrive´e !
Le nombre de pre´images d’un reveˆtement p est une fonction localement constante
sur Y a` valeur dans N Y t 8u, appele´e degre´ du reveˆtement lorsqu’elle est constante,
par exemple lorsque Y est connexe.
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De´finition I.28. Une application p : Σ Ñ Σ1 entre surfaces diffe´rentielles est un
reveˆtement ramifie´ si et seulement si tout point y de Σ1 posse`de un voisinage V tel
que p1pV q soit une re´union disjointe non vide d’ouverts \
iPI
Ui et tel que p|Ui : Ui Ñ V
soit modele´e sur z P ∆ ÞÑ zk P ∆, k ¥ 1.
On peut donner les meˆmes de´finitions avec des espaces topologiques ou des surfaces
de Riemann plutoˆt que des surfaces diffe´rentielles. Dans la De´finition I.28, on dit modele´.
Cela signifie conjugue´ avec un home´omorphisme si on parle de reveˆtements ramifie´ entre
espaces topologiques, avec un diffe´omorphisme si on parle de surfaces diffe´rentielles, avec
un biholomorphisme si on parle de surfaces de Riemann...
Le nombre de pre´images, compte´ avec multiplicite´, d’un reveˆtement ramifie´
p : Σ Ñ Σ1 est une fonction localement constante sur Σ1 a` valeur dans NYt 8u, appele´e
degre´ du reveˆtement lorsqu’elle est constante, par exemple lorsque Σ1 est connexe.
Exemple I.29. Voici quelques exemples de reveˆtements ramifie´s :
1) Un reveˆtement entre surfaces de Riemann est un reveˆtement ramifie´.
2) L’application z P C ÞÑ zk P C est un reveˆtement ramifie´ (mais pas un reveˆtement
comme on l’a vu).
3) Toute application holomorphe non constante entre surfaces de Riemann compactes
est un reveˆtement ramifie´. Pour montrer ceci on proce`de de la meˆme fac¸on que dans
la Proposition I.24.
1.4.2 1-formes me´romorphes
De´finition I.30. Une 1-forme holomorphe (respectivement me´romorphe) sur une sur-
face de Riemann Σ est la donne´e, en chaque point z P Σ (repectivement en chaque point
qui n’est pas un poˆle), d’une forme C-line´aire sur TzΣ qui de´pende holomorphiquement
(respectivement me´romorphiquement) du point z.
Si λ est une 1-forme holomorphe (repectivement me´romorphe) sur Σ et si
ϕi : Ui  Σ Ñ Vi  C est une carte de Σ, alors dans cette carte, λ s’e´crit λi  fipzqdz
ou` fi est une fonction holomorphe (repectivement me´romorphe) de Vi.
Si ϕj : Uj  Σ Ñ Vj  C est une autre carte, λ se lit dans cette nouvelle carte
λj  fjpzqdz, ou` fj est holomorphe (respectivement me´romorphe), et λi est le tire´ en
arrie`re par le changement de cartes pϕj  ϕ
1
i q de λj, ce qu’on e´crit λi  pϕj  ϕ
1
i q
λj.
Ainsi, pour tout z P Vi et tout v P TzVi,
λipzqpvq  λjppϕj  ϕ
1
i qpzqq  dzpϕj  ϕ
1
i qpvq.
Remarque I.31. Localement, une 1-forme ressemble a` une fonction holomorphe parce
que c’est en tout point x de Σ un e´le´ment de T xΣ qui est isomorphe a` C. Mais attention,
cet isomorphisme n’est pas canonique, il est ici donne´ par la base dz qui de´pend du choix
de la carte. Globalement, une 1-forme et une fonction sont deux choses bien diffe´rentes.
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En fait, re´ciproquement, la donne´e sur chaque ouvert Vi de C d’une 1-forme ho-
lomorphe (repectivement me´romorphe) λi, telle que lorsque deux ouverts de cartes Ui
et Uj s’intersectent, on ait λi  pϕj  ϕ
1
i q
λj , permet de de´finir par recollement une
1-forme holomorphe (respectivement me´romorphe) λ sur Σ telle que λ|Ui  ϕ

i λi.
De plus, pour tout x dans Σ, ordϕipxqpfiq  ordϕjpxqpfjq, avec les notations de la
De´finition I.30. On de´finit l’ordre d’annulation de λ comme e´tant cette quantite´, que
l’on note aussi ordxpλq. C’est encore une fois une notion pre´serve´e par les changements
de cartes qui passe donc en une notion sur la varie´te´.
Exemple I.32. 1) La fonction dz : h P C ÞÑ h P C est une 1-forme holomorphe
constante sur C.
2) Cette 1-forme dz passe au quotient en une 1-forme holomorphe sur C{Λ, quel que
soit le re´seau Λ de C.
3) Sur la sphe`re de Riemann, soit λ0 la 1-forme holomorphe dz sur V0  C, et λ8 la
1-forme me´romorphe pϕ0ϕ
1
8 q
λ0 sur V8  C, ou` ϕ0ϕ18 pzq  1z est le changement
de cartes sur Cˆ. Aussi, pour tout z P C, λ8pzq  λ0p1{zq  d
 
1
z

  1
z2
dz a un poˆle
double en z  0.
Ces deux formes de´finissent donc une 1-forme me´romorphe sur Cˆ qui ne s’annule
pas, mais posse`de un poˆle double en 8.
Proposition I.33. Soit Σ une surface de Riemann compacte. Alors la quantite´
°
zPΣ
ordzpλq
ne de´pend pas du choix de la 1-forme me´romorphe non nulle λ de Σ.
De´monstration. Soient λ et θ deux 1-formes me´romorphes sur Σ. Alors θ  f.λ, ou` f
est une fonction me´romorphe sur Σ. En effet, lues dans chaque ouvert de carte, θi 
fiλi, ou` fi : Vi Ñ C est me´romorphe. Les 1-formes satisfont θi  pϕj  ϕ1i qθj et
λi  pϕj  ϕ
1
i q
λj , de sorte que θi  fiλi  pfjq|ϕjϕ1i
λj  dpϕj  ϕ
1
i q  fjλi. Donc
fi  pfjq|ϕjϕ1i
sur l’ouvert pϕj ϕ
1
i q
1pVjq  Vi, et ces donne´es locales se recollent en
une fonction me´romorphe sur Σ.
Or, pour tout point x de Σ, ordxpfλq  ordxpfq   ordxpλq, (rappelons que l’on
compte les ze´ros et les poˆles avec multiplicite´). D’autre part,
°
xPΣ
ordxpfq  0 par la
Proposition I.24, de sorte que
°
zPΣ
ordzpθq 
°
zPΣ
ordzpλq, ce que l’on voulait de´montrer.
Dans les exemples pre´ce´dents, on a exhibe´ des formes me´romorphes sur Cˆ et sur C{Λ,
et on de´duit de ces exemples et de la Proposition I.33 que la somme des ordres d’une
1-forme me´romorphe sur Cˆ fait -2 et sur C{Λ fait 0. On voit la diffe´rence globalement
avec une fonction me´romorphe dont la somme des ordres fait toujours ze´ro d’apre`s le
Proposition I.24, diffe´rence signale´e dans la Remarque I.31.
De´finition I.34. On appelle caracte´ristique d’Euler d’une surface de Riemann compacte
la quantite´ χpzq  
°
zPΣ
ordzpλq, ou` λ est une 1-forme me´romorphe non nulle de Σ.
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On de´duit des remarques pre´ce´dentes que la caracte´ristique d’Euler de la sphe`re de
Riemann vaut 2 tandis que celle d’une courbe elliptique vaut 0.
Corollaire I.35. Il n’existe pas de 1-forme holomorphe non nulle sur la sphe`re de Rie-
mann.
1.4.3 Digression : La caracte´ristique d’Euler
On pourra consulter [BRE] pour en connaˆıtre davantage sur cette partie.
De´finition I.36. Un complexe simplicial de dimension 2 est une re´union de triangles
telle que l’intersection entre deux triangles est soit vide, soit un sommet, soit une arreˆte.
Exemple I.37. Le te´trae`dre, l’octae`dre et l’icosae`dre sont trois exemples de complexes
simpliciaux. Mais attention, dans la De´finition I.36, on n’a pas suppose´ que le complexe
simplicial se plonge dans R3.
1) Le te´trae`dre :
2) L’octae`dre :
3) L’icosae`dre :
De´finition I.38. On appelle triangulation d’une surface diffe´rentielle Σ tout home´omorphisme
entre Σ et un complexe simplicial de dimension deux.
Remarque I.39. Toute areˆte appartient alors a` exactement deux triangles.
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De´finition I.40. La caracte´ristique d’Euler d’une triangulation finie T sur une surface
diffe´rentielle Σ est la quantite´ suivante :
χpT q  CardpSq  CardpAq   CardpT q,
ou` S (respectivement A, respectivement T ) de´signe l’ensemble des sommets (respective-
ment des areˆtes, respectivement des triangles) de T .
Exemple I.41. On peut calculer la caracte´ristique d’Euler des complexes simpliciaux
de l’Exemple I.37 (on remarquera que tous les sommets, toutes les areˆtes et tous les
triangles apparaissent sur les dessins) :
1) Pour le te´trae`dre, Card(S)=4, Card(A)=6 et Card(T )=4, donc la caracte´ristique du
te´trae`dre vaut 2.
2) Pour l’octae`dre, Card(S)=6, Card(A)=12 et Card(T )=8, donc la caracte´ristique de
l’octae`dre vaut 2.
3) Pour l’icosae`dre, Card(S)=12, Card(A)=30 et Card(T )=20, donc la caracte´ristique
de l’icosae`dre vaut 2.
Exemple I.42. On calcule maitenant la caracte´ristique d’Euler d’une triangulation du
tore T2. On rappelle qu’on obtient le tore en identifiant les coˆte´s oppose´s deux a` deux
d’un rectangle comme ceci :
Ñ
a
a
Ñ
b Ò Ò b
On e´quipe le tore de la triangulation suivante :
Cette triangulation posse`de 9 sommets, 27 areˆtes et 18 triangles, sa caracte´ristique d’Eu-
ler est donc nulle.
The´ore`me I.43. Soit Σ une surface diffe´rentielle compacte. Alors Σ posse`de une tri-
angulation et la caracte´ristique d’Euler de toute triangulation est la meˆme.
De´finition I.44. Au vu du The´ore`me I.43, on appelle caracte´ristique d’Euler d’une
surface diffe´rentielle compacte la caracte´ristique d’Euler de ses triangulations.
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Exemple I.45. Avant de donner une ide´e de de´monstration du The´ore`me I.43, en voici
quelques exemples d’application.
1) D’apre`s les calculs qui pre´ce`dent, la caracte´ristique d’Euler de la sphe`re S2 vaut 2 et
celle du tore T2 vaut 0.
2) On va montrer que la caracte´ristique d’Euler d’une surface connexe de genre g vaut
2 2g. On rappelle qu’une surface de genre g est un tore a` g trous. On note Σg une
telle surface et on fait les dessins pour g  2 :
Σg 
On peut obtenir Σg en enlevant 2g disques a` une sphe`re et en y recollant g cylindres,
ce qui forme g ! anses "(on obtient une surface home´omorphe a` Σg).
Σg 
On munit la sphe`re d’une triangulation ayant beaucoup de triangles, et les 2g disques
que l’on enle`ve sont en fait chacun des re´unions de deux triangles :

Le bord du disque a quatre areˆtes. Pour pouvoir recoller les cylindres, il faut que
chaque composante de leur bord posse`de e´galement 4 areˆtes. On triangule donc les
cylindres que l’on rajoute de la manie`re suivante :
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La caracte´ristique d’Euler du cylindre vaut 16-40+24=0, et celle du disque est 4-
5+2=1. Enfin on note C le cylindre, et D le disque, pour obtenir :
χpΣgq  χpS
2q  2gχpDq   gχpCq  2 2g  1  g  0  2 2g.
Corollaire I.46. La caracte´ristique d’Euler est invariante par home´omorphisme. Donc
en particulier, Σg  Σg1 si et seulement si g  g
1.
De´monstration. Voici en trois e´tapes une strate´gie de de´monstration de la Proposition
I.43.
1) On montre l’existence d’une triangulation par la me´thode de H. Whitney en com-
menc¸ant par plonger Σ dans un RN puis en intersectant Σ avec le re´seau ZN , ou`
 est choisi ! petit ". Lorsque l’on zoom en un point, une sous-varie´te´ de dimension
2 ressemble a` un plan, donc l’intersection avec le pavage en cubes de taille  de RN
de´coupe la surface en polygoˆnes qu’il suffit de de´couper en triangles.
2) La caracte´ristique d’Euler d’une triangulation ne change pas lorsque l’on effectue une
subdivision :
3)
The´ore`me I.47. Deux triangulations posse`dent une subdivision commune, a` home´omorphisme
pre`s.
Proposition I.48. Soit Σ une surface de Riemann compacte. Alors ses caracte´ristiques
d’Euler au sens des De´finitions I.34 et I.44 co¨ıncident.
De´monstration. Voici en trois e´tapes une strate´gie de de´monstration de la Proposition
I.48.
1) On associe a` toute triangulation dont les areˆtes sont lisses un champ de vecteurs non
de´ge´ne´re´ dont la somme des indices co¨ıncide avec la caracte´risitique d’Euler de la
triangulation.
2) La somme des indices d’un champ de vecteurs de Σ ne de´pend pas du choix du
champ de vecteurs. C’est en fait l’indice d’intersection de la surface de TΣ de´finie
par ce champ de vecteurs avec la section nulle (voir l’exercice 1 du TD3).
3) Si λ est une 1-forme me´romorphe sur Σ, on choisit un champ de vecteurs non de´ge´ne´re´
V de Σ, holomorphe au voisinage des poˆles de λ, de sorte que λpV q soit une fonction
C8 de Σ s’annulant transversalement. L’indice total d’annulation de λpV q co¨ıncide
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avec la somme de l’ordre d’annulation de λ et de l’indice total d’annulation de V ,
donc avec la diffe´rence des caracte´ristiques d’Euler de Σ au sens des de´finitions I.34
et I.44.
4) On conclut alors en remarquant que l’indice total d’annulation d’une fonction lisse
sur Σ est nul, c’est l’indice d’intersection de son graphe dans ΣC avec Σt0u. Un
re´sultat a` comparer avec la Proposition I.24.
1.4.4 Formule de Riemann-Hurwitz
Soit p : Σ Ñ Σ1 un reveˆtement ramifie´ entre sufaces diffe´rentielles et z0 P Σ un
point critique de p. Par de´finition, au voisinage de z0, p est conjugue´ a` l’application
z P CÑ zk P C, ou` k ¥ 1.
De´finition I.49. L’entier k  1 est appele´ l’indice de ramification de p en z0.
Cet indice de ramification est l’ordre d’annulation de p1 en z0.
The´ore`me I.50 (Formule de Riemann-Hurwitz). Soit p : Σ Ñ Σ1 un reveˆtement ramifie´
de degre´ d entre surfaces diffe´rentielles compactes. Alors
χpΣq  dχpΣ1q R,
ou` R de´signe la somme des indices de ramification des points critiques de p.
On propose deux de´monstrations du The´ore`me I.50.
(Premie`re de´monstration). Supposons que Σ et Σ1 soient des surfaces de Riemann et
que p soit holomorphe. Soit λ1 une 1-forme me´romorphe sur Σ1, dont on suppose pour
simplifier les ze´ros et les poˆles disjoints des valeurs critiques de p. (On peut en fait
toujours choisir une telle 1-forme me´romorphe, mais cela ne´cessiterait une de´monstration,
tout comme l’existence meˆme d’une 1-forme me´romorphe en fait, voir le The´ore`me II.56
et les remarques qui suivent). On tire en arrie`re λ1 par p et on pose λ  pλ1. Alors
λpzq  λ1pppzqq  dzp. Les poˆles de λ sont les pre´images des poˆles de λ
1 et chaque poˆle
de λ1 d’ordre k posse`de exactement d pre´images, tous poˆles d’ordre k de λ. Les ze´ros
de λ correspondent aux pre´images des ze´ros de λ1 et aux points critiques de p. Dans le
premier cas, comme pour les poˆles, la contribution a` la somme des ordres d’annulation
vaut d fois celle de λ1, et dans le deuxie`me cas chaque point critique z0 de p d’indice
de ramification r ¡ 0 est un ze´ro d’ordre r de λ. Finalement, on a les deux e´galite´s
suivantes : ¸
z poˆle de λ
ordzpλq  d
¸
z1 poˆle de λ1
ordz1pλ
1q,
¸
z ze´ro de λ
ordzpλq  d
¸
z1 ze´ro de λ1
ordz1pλ
1q  R.
On en de´duit χpΣq  dχpΣ1q R.
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Exercice I.51. Montrer la meˆme formule sans supposer que les ze´ros et poˆles de λ1 sont
disjoints des valeurs critiques de p.
(Deuxie`me de´monstration). On choisit une triangulation τ 1 de Σ1 telle que chaque valeur
critique de p soit un sommet de la triangulation et telle que chaque areˆte de chaque
triangle soit dans un ouvert mode`le du reveˆtement. Alors la pre´image τ de τ 1 par p
fournit une triangulation de Σ. De plus, au-dessus de chaque triangle ou areˆte de τ 1 se
trouvent exactement d triangles ou areˆtes de τ . Il en est de meˆme au-dessus de chaque
sommet de τ 1 qui n’est pas valeur critique de p. Enfin au-dessus des valeurs critiques de
p, il y en a R de moins au total. Ainsi, CardpSq  dCardpS1qR, CardpAq  dCardpA1q
et CardpT q  dCardpT 1q, donc χpΣq  dχpΣ1q R.
Corollaire I.52. 1) Soit p : Σ Ñ Σ1 un reveˆtement de degre´ d, alors χpΣq  dχpΣ1q.
En particulier, il n’existe pas de reveˆtement non trivial de la sphe`re de Riemann dans
elle-meˆme.
2) Plus ge´ne´ralement, si p : Σ Ñ Σ1 est un reveˆtement ramifie´ et si χpΣ1q ¤ 0, alors
χpΣq ¤ χpΣ1q. En particulier, il n’existe pas d’application holomorphe non constante
de Cˆ dans C{Λ, ou de Cˆ dans Σ avec χpΣq ¤ 0.
1.5 Les courbes projectives lisses
1.5.1 Les espaces projectifs complexes
De´finition I.53. On appelle espace projectif complexe de dimension n l’espace des
droites vectorielles complexes de Cn 1. Il est note´ CPn ou P pCn 1q. C’est le quotient
pCn 1zt0uq{px  λx, λ P Cq.
Tout point x de CPn est donc repre´sente´ de fac¸on unique par un pn   1q-uplet de
nombres complexes non tous nuls modulo multiplication de tous ces nombres par un
meˆme scalaire λ P C. Un tel pn  1q-uplet modulo cette relation d’e´quivalence est note´
rx0 : ... : xns et appele´ coordonne´e homoge`ne du point x de CPn.
On note p : Cn 1zt0u Ñ CPn
px0, ..., xnq ÞÑ rx0 : ... : xns
et pour tout i P t0, ..., nu, on note
Ui  trx0 : ... : xns P CPn, xi  0u et Vi  tpx0, ..., xnq P Cn 1, xi  1u.
On note enfin
ϕi : Ui Ñ Vi
rx0 : ... : xns ÞÑ p
x0
xi
, ..., xi1xi , 1,
xi 1
xi
, ..., xnxi q
.
Alors, les applications ϕi de´finissent un atlas de CPn dont les cartes sont appele´es
cartes affines standard. On en de´duit la proposition suivante :
Proposition I.54. Quel que soit n P N, l’espace projectif complexe CPn est une varie´te´
complexe compacte connexe de dimension n.
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De´monstration. L’atlas forme´ par les cartes affines standard munit CPn d’une structure
de varie´te´ complexe de dimension n. De plus, la restriction de p a` la sphe`re S2n 1  Cn 1
est continue et surjective. Comme S2n 1 est compacte et connexe, il en est de meˆme pour
CPn.
Notons Wi  ϕipUi X Ujq et Wj  ϕjpUi X Ujq, de sorte que
Wi  tpx0, ..., xnq, xi  1, xj  0u
et
Wj  tpx0, ..., xnq, xj  1, xi  0u.
Alors, le changement de cartes entre Vi  tpx0, ..., xnq, xi  1u et Vj  tpx0, ..., xnq, xj 
1u s’e´crit
ϕj  ϕ
1
i : Wi Ñ Wj
px0, ..., xnq ÞÑ p
x0
xj
, ...,
xj1
xj
, 1,
xj 1
xj
, ..., xi1xj ,
1
xj
, xi 1xj , ...,
xn
xj
q.
Exemple I.55. 1) La droite projective complexe CP 1 est biholomorphe a` la sphe`re de
Riemann Cˆ. Elle est en effet recouverte par deux copies de C, ϕ0 : U0 Ñ V0  C et
ϕ1 : U1 Ñ V1  C et l’application de changement de cartes s’e´crit ϕ1  ϕ10 : z P
V0zt0u ÞÑ
1
z P V1zt0u d’apre`s ce qui pre´ce`de.
C’est la re´union disjointe de U1  V1  C et du singleton tr1 : 0su, l’axe des abscisses.
2) De meˆme le plan projectif complexe est une re´union disjointe :
CP 2  U2 \ P prx0 : x1 : 0sq  C2 \ CP 1  C2 \ C\ tpointu,
et de manie`re ge´ne´rale, CPn  Cn \ CPn1.
Exercice I.56. L’espace projectif re´el de dimension n est de meˆme une varie´te´ diffe´rentielle
compacte connexe de dimension n, note´e RPn  P pRn 1q, de´finie par pRn 1zt0uq{px 
λx, λ P Rq.
1) Montrer que RP 1 est diffe´omorphe au cercle S1.
2) Montrer que RP 2 est non orientable, re´union d’un disque et d’un ruban de Mo¨bius.
3) Montrer qu’en ge´ne´ral, RPn  Sn{px  xq est orientable si et seulement si n est
impair.
1.5.2 Les courbes planes
De´finition I.57. On appelle courbe projective lisse toute sous-varie´te´ complexe compacte
de dimension un d’un espace projectif complexe.
Ces courbes projectives sont donc des surfaces de Riemann compactes plonge´es dans
un espace projectif.
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Exercice I.58. Montrer que si une surface de Riemann compacte Σ se plonge dans
CPn, alors elle se plonge e´galement dans CP 3 et s’immerge dans CP 2 (voir l’exercice 2
du TD4).
E´tudions le cas particulier des courbes planes. Soit P P CrX0, X1, X2szt0u un po-
lynoˆme homoge`ne de degre´ d ¡ 0, c’est-a`-dire tel que pour tout complexe λ, et pour
tous complexes x0, x1, x2, on a P pλx0, λx1, λx2q  λ
dP px0, x1, x2q. Le lieu d’annulation
de P dans C3 est un coˆne, un ensemble de droites de C3, qui passe donc au quotient en
un sous-ensemble de CP 2 note´ VP  trx0, x1, x2s P CP 2, P px0, x1, x2q  0u.
Attention : la fonction polynoˆmiale P : C3 Ñ C ne passe pas au quotient en une
fonction sur CP 2, puisque les autres ensembles de niveaux de P ne sont pas des coˆnes.
D’ailleurs, CP 2 e´tant compacte, toute fonction holomorphe sur CP 2 est constante, puis-
qu’une telle fonction est sinon ouverte et atteint son maximum.
Exemple I.59. 1. Si P pX0, X1, X2q  X2, alors VP  trX0, X1, 0s P CP 2u  CP 1
est une droite.
2. Si P pX0, X1, X2q  X
2
0   X
2
1   X
2
2 , alors la trace de VP dans toute carte affine
standard est une conique lisse.
Par exemple, ϕ2pVP X U2q  tpx0, x1, 1q P C3, P px0, x1, 1q  0u
 tpx0, x1q P C2, x20   x21  1u.
.
VP est donc une conique projective lisse.
De´finition I.60. On appelle courbe affine complexe toute trace dans une carte affine
standard d’une courbe projective complexe.
Proposition I.61. Soit P P CrX0, X1, X2s un polynoˆme homoge`ne tel que P , BPBX0 ,
BP
BX1
et BPBX2 n’ont pas de ze´ros en commun en dehors de 0 P C
3. Alors VP est une sous-varie´te´
de dimension un de CP 2.
De´monstration. Le re´sultat de´coule du the´ore`me des fonctions implicites applique´ dans
chaque carte affine standard de CP 2. Dans la carte φ0 : U0 Ñ V0 par exemple, VP X U0
se lit comme le lieu d’annulation du polynoˆme QpX1, X2q  P p1, X1, X2q. On a
BQ
BX1

BP
BX1
p1, X1, X2q et
BQ
BX2
 BPBX2 p1, X1, X2q. Or le polynoˆme P est homoge`ne, de sorte que
pour tout λ P C, P pλX0, λX1, λX2q  λdP pX0, X1, X2q. Par de´rivation en λ, on obtient
la relation d’Euler X0
BP
BX0
  X1
BP
BX1
  X2
BP
BX2
 dP pX0, X1, X2q. Le point p1, X1, X2q
e´tant dans VP , on a
BP
BX0
  X1
BP
BX1
  X2
BP
BX2
 0, de sorte que BPBX1 et
BP
BX2
ne peuvent
pas simultane´ment s’annuler par hypothe`se. Ainsi, d|pX1,X2qQ est surjectif, 0 est valeur
re´gulie`re et d’apre`s le the´ore`me des fonctions implicites, VP XU0 est une sous-varie´te´ de
U0  C2. Il en est de meˆme pour VP X U1 et VP X U2, d’ou` le re´sultat.
Exercice I.62. 1. Montrer que l’ensemble des polynoˆmes de degre´ d qui satisfont les
hypothe`ses de la Proposition I.61 forme un ouvert dense et connexe par arcs dans
l’ensemble des polynoˆmes de degre´ d de CrX0, X1, X2s (pour la topologie d’espace
vectoriel de dimension fini norme´, on pourra d’ailleurs commencer par calculer la
dimension de cet espace vectoriel).
18
2. Montrer qu’en particulier tous ces polynoˆmes sont irre´ductibles (voir l’exercice 1
du TD5).
The´ore`me I.63 (Formule de Plu¨cker du genre pour les courbes planes). Soit P P
CrX0, X1, X2s un polynoˆme homoge`ne de degre´ d satisfaisant les hypothe`ses de la Pro-
position I.61. Alors χpVP q  2 2g, avec g 
pd1qpd2q
2 .
De´monstration. Tout d’abord, l’action naturelle de GL3pCq sur C3 envoie droite sur
droite donc passe au quotient en une action de GL3pCq sur CP 2. De plus, l’action de
GL3pCq sur C3 est transitive sur les droites et sur les plans. Son action sur CP 2 est donc
transitive sur les points et les droites projectives.
D’autre part, soit O P CP 2zVP . Quitte a` composer P par un e´le´ment de GL3pCq, on
peut supposer que O  r0 : 0 : 1s P U2  CP 2. L’ensemble des droites projectives qui
passent par O est identifie´ par la carte affine standard ϕ2 : U2 Ñ V2  C2 a` l’ensemble
des droites de C2 qui passent par 0, c’est donc une droite projective CP 1. On en de´duit
une application holomorphe non constante pi : VP Ñ CP 1 qui a` un point p de VP associe
la droite projective passant par O et p. C’est un reveˆtement ramifie´ par le troisie`me
point de l’Exemple I.29. On va calculer son degre´ et son indice total de ramification
pour de´duire le re´sultat de la formule de Riemann-Hurwitz.
Soit D  rX0, X1s P CP 1 une droite projective qui passe par O, valeur re´gulie`re de pi.
Alors, D X VP X U2  tλ P C, P pλX0, λX1, 1q  0u, ou` on note encore P la restriction
de P a` V2.
Notons Qpλq  P pλX0, λX1, 1q
 R0pX0, X1q   λR1pX0, X1q   ...  λ
dRdpX0, X1q
avec R0, ..., Rd des polynoˆmes homoge`nes de degre´ 0,...,d respectivement.
Si RdpX0, X1q  0, alors Q est de degre´ d. Or Rd n’est pas le polynoˆme nul, puisque
P est irre´ductible, donc ne se factorise pas par X2. Par suite, Rd a d racines dans
CP 1 (compte´es avec multiplicite´) correspondant aux points d’intersection de VP avec la
droite a` l’infini trX0 : X1 : 0s P CP 2u. On choisit D en dehors de ce lieu d’annulation de
RdpX0, X1q. Alors l’ensemble DXVP co¨ıncide avec DXVP XU2 et s’identifie aux racines
de Q. Le polynoˆme Q posse`de d racines distinctes de`s que Q et Q1 n’ont pas de racines en
commun, c’est-a`-dire de`s que pX0, X1q n’est pas racine du polynoˆme RespQ,Q
1q. Ainsi
pi est de degre´ d.
Les points de ramification de pi sont les points critiques de pi, ils correspondent aux
droites D  p0, pq tangente a` VP , c’est-a`-dire aux points ou` Q posse`de une racine mul-
tiple. Quitte a` composer P par un e´le´ment de GL3pCq, on peut en effet supposer que
la droite a` l’infini trX0 : X1 : 0s P CP 2u ne contient aucun de ces points de rami-
fication (qui sont en nombre fini) et intersecte VP en d points distincts (Rd est alors
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sans point multiple). On introduit RespQ,Q1q 
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
R0 0 R1 0
R1
. . . 2R2
. . .
... R0
...
. . .
...
... dRd R1
Rd
...
. . .
...
. . .
...
. . .
...
0 Rd 0 dRd
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
C’est le de´terminant d’une matrice carre´e de taille 2d 1. Ce de´terminant s’annule si et
seulement si degpQq   d ou degpQq  d et Q posse`de une racine multiple. Les points ou`
degpQq   d correspondent aux racines de Rd, c’est-a`-dire aux d points distincts d’inter-
section entre VP et la droite a` l’infini trX0 : X1 : 0s P CP 2u. Les points ou` Q posse`de
une racine multiple correspondent aux points de ramification de pi, et la multiplicite´
de la racine vaut 1  l’indice de ramification en ce point. Aussi, degpRespQ,Q1qq  d 
indice de ramification total. (En fait, pour un choix ge´ne´rique de O P CP 2zVP , tous
les points de ramification sont simples, c-a`-d d’indice 1, et toutes les valeurs critiques
correspondantes sont distinctes, en dehors des racines de Rd).
Or degpRespQ,Q1qq  degp
¸
σPS2d1
pσqaσp1q,1...aσp2d1q,2d1q
¤ pσp1q  1q   pσp2q  2q   ...  pσpd 1q  pd 1qq
  σpdq   pσpd  1q  1q   ...  pσp2d 1q  pd 1qq
¤
2d1¸
i1
i 2
d1¸
i1
i  d2
.
D’autre part, si R1  ...  Rd1  0, et R0  0  Rd, alors degpRespQ,Q
1qq  d2.
Donc degpRespQ,Q1qq  d2 sur un ouvert dense et finalement, l’indice de ramification
total de pi vaut d2  d.
Ainsi, par la formule de Riemann-Hurwitz, χpVP q  2d pd
2  dq  3d d2. On en
de´duit χpVP q  2 2g, avec g 
pd1qpd2q
2 .
Exemple I.64.
Si d  1, χpVP q  2, g  0.
Si d  2, χpVP q  2, g  0.
Si d  3, χpVP q  0, g  1.
Si d  4, χpVP q  4, g  3.
On conclut cette premie`re partie par un exercice :
Exercice I.65. 1) Montrer que VP est connexe sous les hypothe`ses du The´ore`me I.63.
2) A` l’aide d’une projection ste´re´ographique, montrer que toute conique projective lisse
posse`de un parame´trage par la sphe`re de Riemann.
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II Fibre´s en droites holomorphes
2.1 Fibre´s vectoriels, sections
2.1.1 Fibre´s vectoriels re´els et complexes
De´finition II.1. Un fibre´ vectoriel re´el (respectivement complexe) sur une varie´te´ diffe´rentielle
Σ est la donne´e d’une varie´te´ diffe´rentielle E et d’une submersion p : E Ñ Σ dont les
fibres sont des espaces vectoriels et qui est localement triviale, c’est-a`-dire qu’il existe un
recouvrement de E par des ouverts p1pUiq, ou` pUiqiPI est un recouvrement de Σ, ainsi
que des diffe´omorphismes appele´s trivialisations locales Φi : p
1pUiq Ñ UiK
k, tels que
les applications de changement de trivialisation
Φi,j : Φj  Φ
1
i : pUi X Ujq K
k Ñ pUi X Ujq K
k
soient de la forme Φi,jpx, vq  px, gi,jpxqpvqq ou` gi,j est un e´le´ment de C8pUiXUj , GLnpKqq.
L’entier k est appele´ le rang du fibre´.
Exemple II.2. 1) Le fibre´ trivial :
Pour toute varie´te´ diffe´rentielle Σ et tout k P N, p : px, vq P Σ  Kk Ñ x P Σ
munit Σ  Kk d’une structure de fibre´ vectoriel de rang k appele´ fibre´ trivial. Par
de´finition, tout fibre´ est localement modele´ sur le fibre´ trivial, c’est pourquoi on dit
qu’il est localement trivial.
2) Le fibre´ tangent :
Pour toute varie´te´ diffe´rentielle Σ, la projection p : TΣ Ñ Σ e´quipe TΣ d’une
structure de fibre´ vectoriel re´el de rang n  dimRΣ, muni des trivialisations locales
Φi : p
1pUiq Ñ Ui  Rn, avec changements de trivialisation
Φi,j : px, vq P pUi X Ujq  Rn ÞÑ px, dϕipxqpϕj  ϕ
1
i qpvqq P pUi X Ujq  R
n.
Remarque II.3. 1) La De´finition II.1 permet de construire des fibre´s vectoriels en re-
collant des confettis tous semblables, des produits V Rn ou` V est une boule de Rn,
par des applications de recollement qui sont des C8-diffe´omorphismes line´aires dans
les fibres de la forme
px, vq P pWi  Viq  Rn ÞÑ pφi,jpxq, gi,jpxqpvqq P pWj  Vjq  Rn,
avec gi,jpxq P GLnpRq et gi,k  gj,k  gi,j.
2) Si p : E Ñ Σ est un fibre´ vectoriel complexe de rang k, c’est en particulier un fibre´
vectoriel re´el de rang 2k, par oubli de la structure complexe. Re´ciproquement, un fibre´
vectoriel re´el de rang 2k peut-eˆtre muni d’une structure de fibre´ vectoriel complexe sur
une surface diffe´rentielle Σ si et seulement s’il existe un diffe´omorphisme J : E Ñ E
tel le diagramme
E
J
ÝÝÝÝÑ Ep p
Σ
id
ÝÝÝÝÑ Σ
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soit commutatif, et tel que la restriction de J aux fibres de p soit line´aire et satisfait
J2  Id. Un tel endomorphisme permet de de´finir une multiplication par i dans les
fibres et donc d’e´tendre la multiplication des scalaires re´els en multiplication par les
scalaires complexes.
2.1.2 Fibre´s vectoriels holomorphes
De´finition II.4. Un fibre´ vectoriel holomorphe de rang k sur une varie´te´ complexe Σ
est la donne´e d’une varie´te´ complexe E munie d’une submersion holomorphe p : E Ñ Σ
localement triviale dont les fibres sont des espaces vectoriels complexes.
C’est-a`-dire qu’il existe un recouvrement ouvert pUiqiPI de Σ et des biholomorphismes
Φi : p
1pUiq Ñ Ui Ck appele´s trivialisations locales, tels que les changement de trivia-
lisations
Φi,j : Φj  Φ
1
i : pUi X Ujq  C
k Ñ pUi X Ujq  Ck
soient de la forme Φi,jpx, vq  px, gi,jpxqpvqq, ou` gi,j : UiXUj Ñ GLnpCq est holomorphe.
Exemple II.5. 1) Le fibre´ trivial p : px, vq P ΣCk ÞÑ x P Σ sur une varie´te´ complexe.
2) Le fibre´ tangent p : TΣ Ñ Σ d’une varie´te´ complexe.
3) Le fibre´ tautologique sur CPn :
Soit γ l’ensemble des couples ppx0, ..., xnq, ru0 : ... : unsq P Cn 1  CPn qui ve´rifient
rx0 : ... : xns  ru0 : ... : uns lorsque px0, ..., xnq  0. Alors la projection
p2 : γ Ñ CPn sur le deuxie`me facteur e´quipe γ d’une structure de fibre´ en droites
holomorphe sur CPn appele´ fibre´ tautologique. γ|ru0:...:uns  p
1
2 pru0 : ... : unsq est la
droite complexe de Cn 1 que repre´sente ru0 : ... : uns.
4) Les fibre´s en droite sur CP 1 :
Soient ϕ0 : U0 Ñ V0  C et ϕ1 : U1 Ñ V1  C les deux cartes affines stan-
dard de CP 1. On rappelle que l’application de changement de cartes est donne´e par
z P V0zt0u ÞÑ 1{z P V1zt0u. Soit k P Z. On note Lk le fibre´ en droites holomorphe sur
CP 1 obtenu en recollant V0  C et V1  C par l’application pz, vq ÞÑ p1{z, p1{zqkvq,
c’est-a`-dire g0,1pzq  p1{zq
k.
Exercice II.6. Ve´rifier que L0 est isomorphe au fibre´ trivial, L1 au fibre´ tautolo-
gique, et L2 au fibre´ tangent TCP 1 (voir l’exercice 3 du TD6).
5) Plus ge´ne´ralement, soit Σ une surface de Riemann, soit x P Σ, et soit k P Z. Soit
ϕ : pU, xq Ñ pV, 0q  C une carte au voisinage de x. On note Lkx le fibre´ en droites
holomorphe sur Σ obtenu en recollant pΣztxuqC et U C par py, vq ÞÑ py, ϕpyqkvq.
De´finition II.7. Soit p : E Ñ Σ un fibre´ vectoriel holomorphe sur la varie´te´ complexe
Σ. On appelle sous-fibre´ de E toute sous-varie´te´ complexe F de E telle que la restriction
de p a` F e´quipe F d’une structure de fibre´ vectoriel holomorphe.
On appelle fibre´ quotient de E par F le fibre´ vectoriel holomorphe dont les fibres sont
les quotients des fibres de E par celles de F . L’application de changement de trivialisation
est induite par celle de E.
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Exemple II.8. Le fibre´ tautologique γ est par de´finition un sous-fibre´ du fibre´ trivial de
rang n  1 de CPn.
De´finition II.9. Un morphisme entre fibre´s vectoriels holomorphes p1 : E1 Ñ Σ et
p2 : E2 Ñ Σ sur la varie´te´ complexe Σ est un biholomorphisme Ψ : E1 Ñ E2 tel que le
diagramme
E1
Ψ
ÝÝÝÝÑ E2p1 p2
Σ
id
ÝÝÝÝÑ Σ
soit commutatif et tel que la restriction de Ψ a` chaque fibre soit line´aire. Un automor-
phisme de fibre´s est un morphisme inversible.
De´finition II.10. Soit p : E Ñ Σ un fibre´ vectoriel holomorphe et ϕ : C Ñ Σ une
application holomorphe entre varie´te´s complexes. On appelle tire´ en arrie`re de E par ϕ
le fibre´ vectoriel holomorphe ϕE de C de´fini par
ϕE  tpx, eq P C  E,ϕpxq  ppequ,
muni de la projection sur le premier facteur.
Remarque II.11. Un diagramme commutatif
E1
Ψ
ÝÝÝÝÑ E2p1 p2
Σ
ϕ
ÝÝÝÝÑ Σ1
analogue a` celui de la De´finition II.9 s’interpre`te comme un morphisme de fibre´ entre
E1 et ϕ
E2 sur Σ.
Exemple II.12. Soit ϕ : Σ Ñ X un plongement holomorphe d’une surface de Riemann
Σ dans une varie´te´ complexe X. Alors la diffe´rentielle de ϕ de´finit un morphisme injectif
TΣ ãÑ ϕTX dont le quotient est appele´ fibre´ normal a` Σ dans X et note´ NΣ{X .
Exercice II.13. 1) CP 1 s’injecte dans CP 2 comme droite projective. Montrer que NCP 1{CP 2
est isomorphe a` L1.
2) Montrer que pour tout x dans CP 1 et pour tout entier k, Lkx est isomorphe a` Lk sur
CP 1. C’est faux sur une courbe elliptique : si Σ est une courbe elliptique et x  y
dans Σ, alors Lx et Ly ne sont pas isomorphes.
2.1.3 Faisceau des sections
De´finition II.14. Soit p : E Ñ Σ un fibre´ vectoriel holomorphe et U  Σ un ouvert. On
appelle section holomorphe de E de´finie sur U toute application holomorphe s : U Ñ E
telle que p  s  idU . Lorsque U  Σ, s est appele´e section globale.
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Exemple II.15. Si p : ΣCk Ñ Σ est le fibre´ trivial de rang k, et U  Σ est un ouvert,
alors une section s de p sur U est le graphe d’une fonction holomorphe U Ñ Ck. Cette
notion de section d’un fibre´ ge´ne´ralise donc la notion de fonction holomorphe sur une
varie´te´.
Proposition II.16. Soit p : Σ  Ck Ñ Σ le fibre´ trivial de rang k sur une surface de
Riemann compacte connexe Σ. Alors les seules section holomorphes globales de p sont
les sections constantes.
De´monstration. Soit s une section holomorphe globale de p. C’est le graphe d’une fonc-
tion holomorphe f : Σ Ñ Ck. Alors sa norme atteint son maximum en un point x P Σ.
On e´crit f  pf1, ...fkq et on peut supposer que f2pxq  ...  fkpxq  0. Soit ϕ : ∆ Ñ Σ
un parame´trage local de Σ, avec ϕp0q  x, ou` ∆ de´signe le disque unite´ de C. Alors
f1  ϕ : ∆ Ñ C atteint son maximum en 0. On en de´duit que f1 est constante, puis que
f est constante.
Remarque II.17. Dans un fibre´ quelconque, la notion de section constante ou locale-
ment constante n’a pas de sens.
Exercice II.18. 1) Montrer que l’espace vectoriel des sections globales de Lk Ñ CP 1
est isomorphe a` t0u si k   0 et a` l’espace des polynoˆmes homoge`nes de degre´ k a` 2
variables complexes si k ¥ 0 (voir l’exercice 3 du TD6).
2) En de´duire que Lk est isomorphe a` Lm si et seulement si k  m pour k,m P Z.
3) E´tablir un re´sultat analogue sur CPn.
Pour tout fibre´ vectoriel holomorphe E sur une surface de Riemann Σ et tout ouvert
U de Σ, on note ΓpU,Eq l’espace vectoriel complexe des sections holomorphes de E
de´finies sur U et OU l’anneau des fonctions holomorphes de´finies sur U a` valeurs dans
C, de sorte que ΓpU,Eq est un module sur l’anneau OU .
Ces OU -modules sont munis de morphismes de restriction. Pour tout ouvert V  U ,
rU,V : s P ΓpU,Eq ÞÑ s|V P ΓpV,Eq. Ils satisfont, pour tous ouverts W  V  U ,
rU,W  rV,W  rU,V . Par ailleurs, rU,U est l’identite´ sur ΓpU,Eq, et ΓpH, Eq  t0u.
En outre, si U est recouvert par des ouverts pViqiPI et s P ΓpU,Eq est tel que pour
tout i P I, rU,Vipsq  0 P ΓpVi, Eq, alors s  0 P ΓpU,Eq. De meˆme, si pour tout i P I,
on dispose de si P ΓpVi, Eq tels que pour tous i et j, rVi,ViXVj psiq  rVj ,ViXVj psjq, alors il
existe s P ΓpU,Eq tel que pour tout i, rU,Vipsq  si.
Ces quelques proprie´te´s tre`s simples font de ces ensembles de sections de E ce que
l’on appelle un faisceau. Lorsque le fibre´ E est le fibre´ trivial de rang 1, c-a`-d E  ΣC,
alors le faisceau des sections est le faisceau OΣ des fonctions holomorphes de´finies sur
des ouverts de Σ. En ge´ne´ral,
De´finition II.19. Un faisceau en groupes abe´liens F sur un espace topologique Σ est la
donne´e pour tout ouvert U de Σ d’un groupe abe´lien FpUq et pour tout ouvert V  U d’un
morphisme de restriction rU,V : FpUq Ñ FpV q qui ve´rifient les conditions suivantes :
1) FpHq  t0u.
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2) rU,U  IdFpUq.
3) Si W  V  U , alors rU,W  rV,W  rU,V .
4) Si pViqiPI est un recouvrement de U par des ouverts et si s P FpUq est tel que pour
tout i P I, rU,Vipsq  0, alors s  0.
5) Si pViqiPI est un recouvrement de U par des ouverts et psi P FpViqqiPI est tel que pour
tous i  j P I, rVi,ViXVj psiq  rVj ,ViXVj psjq, alors il existe s P FpUq tel que pour tout
i P I, rU,Vipsq  si.
2.2 Cohomologie de Cˇech
On pourra consulter [KOD] par exemple pour en connaˆıtre davantage sur ce para-
graphe.
2.2.1 Cas d’un fibre´ holomorphe
Soit F un fibre´ vectoriel holomorphe sur une surface de Riemann Σ. Soit U  pUiqiPI
un recouvrement de Σ par des ouverts. Pour tout entier p positif ou nul, on note CppU , F q
l’ensemble des suites de sections holomorphes
s  psi0,...,ipqi0,...,ip
ikil
P Π
i0,...,ip
ikil
ΓpUi0 X ...X Uip , F q,
ve´rifiant la condition combinatoire suivante :
@σ P Sp 1, siσp0q,...,iσppq  pσqsi0,...,ip .
C’est un C-espace vectoriel, et pour p entier positif ou nul, on introduit le morphisme
dp suivant que l’on appelle morphisme de cobord :
dp : CppU , F q Ñ Cp 1pU , F q
s  psi0,...,ipqi0,...,ip
ikil
ÞÑ pσj0,...,jp 1qj0,...,jp 1
jkjl
ou` σj0,...,jp 1 
p 1°
i0
p1qipsj0,...,jˆi,...,jp 1q|Uj0X...XUjp 1 et jˆi signifie que l’on a enleve´ l’in-
dice ji. On a ainsi une de´finition purement combinatoire des espaces C
ppU , F q et du
morphisme de cobord. On appelle espace des cochaˆınes de Cˇech de degre´ p l’espace
CppU , F q.
Exercice II.20. Ve´rifier que pour toute permutation θ de Sp 2, on a l’e´galite´ suivante :
σjθp0q,...,jθpp 1q  pθqσj0,...,jp 1 .
On pourra ve´rifier l’e´galite´ sur les transpositions p0, 1q, ..., pp, p   1q. Ainsi, dp est bien
de´finie.
25
On en de´duit la suite 0 Ñ C0pU , F q d0Ñ C1pU , F q d1Ñ ... dp1Ñ CppU , F q dpÑ ... d’espaces
vectoriels et de morphismes.
Proposition II.21. Pour tout p ¥ 0, dp 1  dp  0.
De´monstration. La preuve est purement combinatoire. Soit s  psi0,...,ipqi0,...,ip
ikil
P CppU , F q.
Alors dps  pσj0,...,jp 1qj0,...,jp 1
jkjl
 σ, dp 1  dps  dp 1σ  pλn0,...,np 2qn0,...,np 2
nknl
 λ.
Avec ces notations fixe´es, on a
λn0,...,np 2 
p 2¸
a0
p1qapσn0,...,xna,...,np 2q|Un0X...XUnp 2

p 2¸
a0
p1qa p
a1¸
b0
p1qbpsn0,...,xnb,...,xna,...,np 2q|Un0X...XUnp 2
 
p 2¸
ba 1
p1qb1psn0,...,xna,...,xnb,...,np 2q|Un0X...XUnp 2 q

¸
0¤a b¤p 2
pp1qa b   p1qa b1qpsn0,...,xna,...,xnb,...,np 2q|Un0X...XUnp 2
 0
De´finition II.22. Une suite de groupes abe´liens C  pCpqpPZ et de morphismes
dp : Cp Ñ Cp 1 ve´rifiant dp 1  dp  0 est appele´e complexe de cochaˆınes. Les groupes
HppCq  Kerpdpq{Impdp1q sont appele´s les groupes de cohomologie du complexe. Un
e´le´ment de ZppCq  Kerpdpq est appele´ un cocyle et un e´le´ment de BppCq  Impdp1q
est apele´ un cobord.
Ainsi a` tout fibre´ holomorphe F sur une surface de Riemann Σ (en fait sur une
varie´te´ complexe Σ) munie d’un recouvrement par des ouverts U  pUiqiPI est associe´
un complexe de Cˇech CpU , F q qui posse`de des groupes de cohomologie de Cˇech note´s
H˘pU , F q.
Exemple II.23. Si Σ  CP 1, et F  Lk, k P Z, on e´quipe Σ du recouvrement
U  tU0, U1u donne´ par l’atlas standard. Alors, ΓpU0, Lkq  OC  ΓpU1, Lkq et
ΓpU0 X U1, Lkq  OC. Soit s  ps0, s1q P C0pU , Lkq. Les fonctions holomorphes sur
C tout entier sont des se´ries entie`res, ainsi si on de´signe par ϕi les cartes affines stan-
dard de Σ et par Φi les trivialisations de Lk associe´es, on e´crit
Φ0  s0  ϕ
1
0 pzq 
8¸
i0
aiz
i
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et de meˆme
Φ1  s1  ϕ
1
1 pzq 
8¸
i0
biz
i.
Alors, si on change de cartes, on a
Φ0  s1  ϕ
1
0 pzq 
8¸
i0
zk
bi
zi
.
Enfin, d0s  ps1q|U0XU1  ps0q|U0XU1, ce qui se lit dans les cartes
Φ0  d
0s  ϕ10 pzq 
k¸
i8
bkiz
i 
8¸
i0
aiz
i
 Ainsi, si k   0, Kerpd0q  0 et Cokerpd0q  C|k|2rzs, ou` on note par abus C1rzs
l’espace vectoriel nul t0u. On a donc H˘0pU , Lkq  0 et H˘1pU , Lkq  C|k|1.
 Si k ¥ 0, alors Kerpd0q  Ckrzs et Cokerpd0q  0, donc H˘0pU , Lkq  Ck 1 et
H˘1pU , Lkq  0.
Proposition II.24. Soit F un fibre´ vectoriel holomorphe sur une surface de Riemann
Σ munie d’un recouvrement U . Alors H˘0pU , F q  ΓpΣ, F q.
De´monstration. On introduit le morphisme  : ΓpΣ, F q ÞÑ C0pU , F q que l’on de´finit par
psq  psiqiPI ou` si  s|Ui . Alors d
0    0. En effet, si s P ΓpΣ, F q est une section, alors
d0  psq  pσi0,i1qi0i1 avec σi0,i1  psi1q|U0XU1  psi0q|U0XU1  s|U0XU1  s|U0XU1 , donc
d0  psq  0.
Ainsi,  est a` valeurs dans H˘0pU , F q. Il ne reste qu’a` montrer qu’ est un isomor-
phisme. D’apre`s la quatrie`me proprie´te´ des faisceaux donne´e par la De´finition II.19, si
pour tout i P I, si  s|Ui  0, alors s  0. Donc si psq  0, s  0, d’ou` l’injectivite´ du
morphisme . D’autre part, d’apre`s la cinquie`me proprie´te´ des faisceaux de la De´finition
II.19, si psiqiPI P C
0pU , F q est tellle que pour tous i  j, psiq|UiXUj  psjq|UiXUj , c-a`-
d psiqiPI P Z
0pCq, alors il existe une section s telle que s|Ui  si pour tout i. Alors
psq  psiqiPI , d’ou` la surjectivite´ du morphisme .
A` ce stade, les groupes de cohomologie de Cˇech H˘pU , F q de´pendent du recouvrement
U de Σ. On peut toutefois de´finir des groupes de cohomologie de Cˇech qui n’en de´pendent
pas en conside´rant les raffinements de recouvrement, notion que l’on de´finit a` pre´sent.
De´finition II.25. On dit qu’un recouvrement V  pVjqjPJ de la varie´te´ diffe´rentielle Σ
est un raffinement du recouvrement U  pUiqiPI lorsqu’il existe une application ϕ : J Ñ I
appele´e application de raffinement telle que pour tout j P J , Vj  Uϕpjq. L’application de
raffinement ϕ induit pour tout entier p positif ou nul un morphisme ϕp de´fini par
ϕp : CppU , F q Ñ CppV, F q
psi0,...,ipqi0,...,ip
ikil
ÞÑ pσj0,...,jpqj0,...,jp
jkjl
avec σj0,...,jp  psϕpj0q,...,ϕpjpqq|Vj0X...XVjp si @k  l, ϕpjkq  ϕpjlq, et σj0,...,jp  0 sinon.
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Lemme II.26. Soit V  pVjqjPJ un raffinement d’un recouvrement U  pUiqiPI de la
surface Σ, et soit ϕ : J Ñ I une application de raffinement. Alors pour tout entier p
positif ou nul, on a dp  ϕp  ϕp 1  dp, que l’on abre`ge en dϕ  ϕd.
Une telle famille de morphismes qui commutent avec le cobord d est appele´ mor-
phisme de complexes, ou application de chaˆınes.
De´monstration. Soit s  psi0,...,ipq P C
ppU , F q, alors
dp  ϕppsq  dpppsϕpj0q,...,ϕpjpqqq
 pσj0,...,jp 1q
avec σj0,...,jp 1 
p 1°
i0
p1qips
ϕpj0q,...,{ϕpjiq,...,ϕpjp 1q
q|Vj0X...XVjp 1 .
D’autre part, on a aussi ϕp 1 dppsq  ϕp 1pσq, ou` σ  pσi0,...,ip 1q, avec σi0,...,ip 1 
p 1°
k0
p1qkpsi0,..., pik,...,ip 1q|Ui0X...XUip 1 . Ainsi,
ϕp 1  dppsq  pσj0,...,jp 1q  d
p  ϕppsq.
En fait, les ope´rations combinatoire de raffinement et de suppression d’indice commutent.
Une telle application de chaˆınes induit un morphisme en cohomologie ϕ de H˘pU , F q
dans H˘pV, F q, car elle envoie les cocyles sur les cocyles et les cobords sur les cobords
(ceci provient de la relation de commutation de ϕ avec d). Enfin ce morphisme en co-
homologie ne de´pend pas du choix de l’application de raffinement ϕ. En effet si ϕ et ψ
sont deux applications de raffinement, on pose
K : CppU , F q Ñ Cp1pV, F q
s  psi0,...,ipq ÞÑ pσj0,...jp1q,
avec σj0,...,jp1 
p1°
i0
p1qisϕpj0q,...,ϕpjiq,ψpjiq,...,ψpjp1q.
Lemme II.27. Soit V un raffinement d’un recouvrement U d’une surface diffe´rentielle
Σ, et ϕ et ψ deux applications de raffinement. Alors ψ  ϕ  d K  K  d.
De´monstration. Soit s  psi0,...,ipq P C
ppU , F q. Pour fixer les notations, soient dpsq  σ,
Kpsq  z, dpzq  ζ, Kpσq  τ . Alors,
σj0,...,jp 1 
p 1¸
k0
p1qksj0,...,jˆk,...,jp 1 ,
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et donc
τj0,...,jp 
p¸
i0
p1qi
i¸
k0
p1qks
ϕpj0q,...,{ϕpjkq,...,ϕpjiq,ψpjiq,...,ψpjpq
 
p¸
i0
p1qi
p¸
ki
p1qk 1s
ϕpj0q,...,ϕpjiq,ψpjiq,...,{ψpjkq,...,ψpjpq
.
Dans la seconde somme apparaˆıt le terme p1qk 1 puisqu’on a double´ un indice lors
du passage de ϕ a` ψ. En isolant dans ces deux sommes les termes k  i, on obtient
p°
i0
sϕpj0q,...,ϕpji1q,ψpjiq,...,ψppq et 
p°
i0
sϕpj0q,...,ϕpjiq,ψpji 1q,...,ψppq. En les sommant, on obtient
une somme te´lescopique, et les seuls deux termes qui ne sont pas annule´s sont sψpj0q,...,ψpjpq
et sϕpj0q,...,ϕpjpq, c’est-a`-dire ψpsq et ϕpsq. On a donc
K  dpsq 
p¸
i1
p1qi
i1¸
k0
p1qks
ϕpj0q,...,{ϕpjkq,...,ϕpjiq,ψpjiq,...,ψpjpq
 
p1¸
i0
p1qi
p¸
ki
p1qk 1s
ϕpj0q,...,ϕpjiq,ψpjiq,...,{ψpjkq,...,ψpjpq
  ψpsq  ϕpsq.
D’autre part, zj0,...,jp1 
p1°
i0
p1qisϕpj0q,...,ϕpjiq,ψpjiq,...,ψpjp1q. Donc si on applique d
, on
obtient
ζj0,...,jp 
p¸
k1
p1qk
k1¸
i0
p1qis
ϕpj0q,...,,ϕpjiq,ψpjiq,...{ψpjkq,...,ψpjpq
 
p1¸
k0
p1qk
p¸
ik 1
p1qi1s
ϕpj0q,...,{ϕpjkq,...,ϕpjiq,ψpjiq,...,ψpjpq
Ainsi on sommant les deux expressions obtenues, il ne reste que ψpsq  ϕpsq, ce qui
ache`ve la preuve.
Une telle famille de morphismes K satisfaisant les conclusions du Lemme II.27 est
appele´e homotopie entre les applications de chaˆınes ϕ et ψ. Deux applications de
chaˆınes homotopes induisent le meˆme morphisme en cohomologie.
On conclut a` pre´sent tout le travail qui pre´ce`de. Si V est un raffinement d’un re-
couvrement U , alors les applications de raffinement induisent un morphisme unique,
canonique donc, de H˘pU , F q dans H˘pV, F q. Deux recouvrements de Σ posse`dent tou-
jours un raffinement commun. On de´finit la cohomologie de Cˇech de Σ a` valeurs dans
le fibre´ F comme la limite directe sur les recouvrements de Σ des cohomologies de
Cˇech associe´es a` ces recouvrements : H˘pΣ, F q  limÝÑU
H˘pU , F q. Par de´finition donc,
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H˘pΣ, F q  p

U
H˘pU , F qq{  avec s P H˘pU , F q  s1 P H˘pU 1, F q s’il existe un raffine-
ment commun V a` U et U 1 tel que ϕU ,Vpsq  ϕU 1,Vps1q.
Cette forme explicite n’est pas tre`s maniable et on peut en fait souvent calculer la
cohomologie de Cˇech a` l’aide d’un recouvrement bien choisi.
De´finition II.28. Un recouvrement U  pUiqiPI de Σ est dit acyclique pour le fibre´ F
lorsque pour tous entier p ¡ 0 et q ¥ 0, et pour tous indices i0, ..., iq avec ik  il, on a
H˘ppUi0 X ...X Uiq , F q  0.
The´ore`me II.29 (Leray). Soit U un recouvrement de la surface de Riemann Σ acyclique
pour le fibre´ F . Alors H˘pU , F q  H˘pΣ, F q.
Le The´ore`me II.29 est admis. On termine ce paragraphe par la proposition suivante :
Proposition II.30. Soit F un fibre´ vectoriel holomorphe sur une surface de Riemann
Σ. Alors pour tout p ¡ 2, H˘ppΣ, F q  0.
En fait ce re´sultat vaut pour tout faisceau, pas seulement celui des sections holo-
morphes d’un fibre´. De plus, sous les hypothe`ses de la Proposition II.30, on a meˆme
H˘2pΣ, F q  0, voir le The´ore`me II.53.
De´monstration. E´quipons Σ d’une triangulation (voir la def I.38). Pour chaque sommet s
de la triangulation, on associe l’ouvert Us forme´ de l’inte´rieur de la re´union des triangles
qui contiennent s comme sommet, comme le sugge`re la figure ci-dessous ou` Us est la
zone grise´e,
On en de´duit un recouvrement U  pUsqsPS de Σ. Or, tout sommet de la triangulation
est contenu dans un unique ouvert du recouvrement, tout point inte´rieur a` une areˆte
est contenu dans exactement deux ouverts du recouvrement et tout point inte´rieur a`
un triangle dans exactement trois ouverts, associe´s aux trois sommets du triangle. On
en de´duit que pour tout p ¡ 2, CppU , F q  0, de sorte que H˘ppU , F q  0. Comme
tout recouvrement de Σ posse`de un raffinement de ce type, associe´ a` une triangulation
suffisamment fine de Σ, on en de´duit pour tout p ¡ 2, H˘ppΣ, F q  0.
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2.2.2 Le cas du faisceau constant
2.2.2.1 De´finition
Notons C (respectivement Z, respectivement R) le faisceau des fonctions localement
constantes a` valeurs dans C (respectivement dans Z, respectivement dans R). Pour tout
ouvert U de Σ on note ΓpU,Cq  tfonctions de U dans C localement constantesu (donc
constantes si U est connexe).
Exercice II.31. 1) Ve´rifier que C,Z,R satisfont bien les cinq axiomes d’un faisceau
donne´s par la De´finition II.19.
2) Ve´rifier que ce ne serait pas le cas si on prenait les fonctions constantes et non pas
localement constantes.
On de´finit comme au §2.2.1 les groupes de cohomologies de Cˇech H˘pΣ,Cq a` va-
leur dans le faisceau C (la meˆme de´finition s’applique a` tout faisceau sur Σ). D’apre`s
le the´ore`me de Leray (The´ore`me II.29), ces groupes de cohomologie peuvent se calculer
sur un recouvrement U dont toutes les intersections d’ouverts sont contractiles, comme
par exemple ceux associe´s a` une triangulation, apparus au cours de la preuve de la
Proposition II.30. Un tel recouvrement U se trouve en effet eˆtre acyclique pour le fais-
ceau constant, au sens de la De´finition II.28. En fait, les ouverts contractiles de Σ sont
diffe´omorphes au disque unite´ ouvert ∆ de R2, de sorte qu’il suffit de ve´rifier que pour
tout p strictement positif, H˘pp∆,Cq  0. (Attention ! Un espace contractile de dimension
3 n’est pas ne´cessairement diffe´omorphe a` la boule unite´ de R3). Comme Σ est ferme´e
(compacte sans bord), on en de´duit en particulier que H˘pΣ,Cq est de dimension finie.
2.2.2.2 La cohomologie simpliciale
Soit Σ une surface diffe´rentielle que l’on munit d’une triangulation τ . Notons peiqiPI
les sommets de la triangulation. Chaque areˆte de τ dont les sommets adjacents sont ei, ej ,
avec i  j est note´e rei, ejs et l’ordre induit une orientation de l’areˆte. On convient que
rei, ejs  rej , eis. De meˆme, chaque triangle de sommets ei, ej , ek, avec i  j  k  i, est
note´ rei, ej , eks, et on convient que pour tout σ P S3, reσpiq, eσpjq, eσpkqs  pσqrei, ej , eks.
On appelle simplexes les sommets, les areˆtes et les triangles de la triangulation. Pour
tout entier p compris entre 0 et 2, et quels que soient les indices i0, ..., ip, on en de´duit
une expression du bord des simplexes
Bprei0 , ..., eips 
p¸
j0
p1qjrei0 , ..., eˆij , ..., eips.
Attention, on a de´fini un bord, et non un cobord comme pre´ce´demment, c’est-a`-dire
qu’on perd une dimension plutoˆt que d’en gagner une en appliquant B. Dans la figure
suivante, on voit que les changements de signe dans la de´finition de B proviennent de
l’orientation induite sur le bord des simplexes.
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ei ej
 
¡
fi fj
fk
 

On a alors B1prei, ejs  ej  ei et B2prfi, fj , fks  rfi, fjs   rfj , fks  rfi, fks que l’on
peut re´e´crire rfi, fjs   rfj , fks   rfk, fis.
Pour tout entier p compris entre 0 et 2, on pose Cppτ,Cq  t
°
finie
aiσi, ai P C, σi P τu
ou` σi est un simplexe de τ . On note aussi C
ppτ,Cq  HompCppτ,Cq,Cq. Les e´le´ments
de Cppτ,Cq,Cq (respectivement Cppτ,Cq,Cq) sont appele´s p-chaˆınes (respectivement p-
cochaˆınes) simpliciales. Ces groupes abe´liens (ou C-espaces vectoriels) sont munis de
morphismes de bord et de cobord :
Bp : Cppτ,Cq Ñ Cp1pτ,Cq°
finie
aiσi ÞÑ
°
finie
aiBppσiq,
dp : Cppτ,Cq Ñ Cp 1pτ,Cq°
finie
aiσ

i ÞÑ
°
finie
aipσ

i  Bp 1q
.
La notation σi de´signe l’application duale, c-a`-d la forme line´aire qui au simplexe σi
associe 1 et aux autres simplexes associe 0. En fait avec ces notations, dp= tpBp 1q.
Lemme II.32. Pour toute triangulation τ sur une surface diffe´rentielle Σ et pour tout
p ¥ 0, dp 1  dp  0 et Bp  Bp 1  0.
De´monstration. C’est la meˆme de´monstration combinatoire que la de´monstration de la
Proposition II.21 puisque la de´finition combinatoire est analogue.
On en de´duit des complexes
0
B0Ð C0pτ,Cq
B1Ð C1pτ,Cq
B2Ð C2pτ,Cq Ð 0
et
0 Ñ C0pτ,Cq d
0
Ñ C1pτ,Cq d
1
Ñ C2pτ,Cq Ñ 0
dont les groupes d’homologie sont note´s Hpτ,Cq et Hpτ,Cq respectivement et appele´s
homologie et cohomologie simpliciale de τ .
The´ore`me II.33. Pour toute surface diffe´rentielle Σ, les groupes d’homologie et de co-
homologie simpliciale ne de´pendent pas du choix de la triangulation. On note ces groupes
HpΣ,Cq et HpΣ,Cq plutoˆt que Hpτ,Cq et Hpτ,Cq. De plus, HpΣ,Cq  H˘pΣ,Cq.
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De´monstration. On munit Σ d’une triangulation et on conside`re le recouvrement U as-
socie´ comme dans la de´monstration de la Proposition II.30. Ce recouvrement se trouve
eˆtre acyclique au sens de la De´finition II.28, de sorte que d’apre`s le the´ore`me de Le-
ray (The´ore`me II.29), H˘pΣ,Cq  H˘pU ,Cq. Or, toute intersection de pp   1q ouverts de
ce recouvrement est soit vide, soit contient un unique p-simplexe, pour 0 ¤ p ¤ 2, et
toute fonction localement constante sur cette intersection est constante. En associant
cette constante au p-simplexe en question, on en de´duit un isomorphisme tautologique
C˘pU ,Cq Ñ Cpτ,Cq qui induit un isomorphisme en cohomologie, d’ou` le re´sultat.
Exercice II.34. 1) Calculer l’homologie et la cohomologie simpliciale de R2,∆,CP 1,C{Λ,RP 2,
a` coefficients dans C, R, Q, Z et Z{2Z.
2) Montrer que l’homologie et la cohomologie simpliciale sont invariantes par subdivision
barycentriques.
2.3 Groupe de Picard
2.3.1 Ope´rations sur les fibre´s vectoriels
Soient Π1 : F1 Ñ Σ et Π2 : F2 Ñ Σ deux fibre´s vectoriels holomorphes sur une
surface de Riemann Σ. On note :
* F1`F2  tpv1, v2q P F1F2,Π1pv1q  Π2pv2qu. La fibre en chaque x P Σ est la somme
directe Π11 pxq `Π
1
2 pxq des fibres de F1 et F2 au-dessus de x.
* detpF1q le fibre´ dont la fibre en chaque x P Σ est Λ
k1pΠ11 pxqq ou` k1 est le rang de F1.
* F 1 le fibre´ dont la fibre en chaque x P Σ est le dual pΠ
1
1 pxqq
 de Π11 pxq.
* F1bF2 le fibre´ dont la fibre en chaque x P Σ est le produit tensoriel Π
1
1 pxqbΠ
1
2 pxq.
Soit U  pUiqiPI un recouvrement de Σ suffisamment fin pour que F1 et F2 soient tri-
vialisables sur ces ouverts. On note Φi : F1|Ui Ñ UiCk1 et Ψi : F2|Ui Ñ UiCk2 des tri-
vialisations locales de ces fibre´s avec les changements de trivialisation
Φi,j  Φj  Φ
1
i : pUi X Ujq  Ck1 Ñ pUi X Ujq  Ck1
px, v1q ÞÑ px, gi,jpxqpv1qq
Ψi,j  Ψj Ψ
1
i : pUi X Ujq  Ck2 Ñ pUi X Ujq  Ck2
px, v2q ÞÑ px, hi,jpxqpv2qq
ou` gi,j : Ui X Uj Ñ Glk1pCq et hi,j : Ui X Uj Ñ Glk2pCq sont holomorphes et telles
que gi,k  gj,kgi,j et hi,k  hj,khi,j . Alors :
* F1 ` F2 est de´fini par le changement de trivialisation
pUi X Ujq  pCk1 ` Ck2q Ñ pUi X Ujq  pCk1 ` Ck2q
px, pv1, v2qq ÞÑ

x,

gi,jpxq 0
0 hi,jpxq


v1
v2



.
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* F1 b F2 est de´fini par le changement de trivialisation
pUi X Ujq  pCk1 b Ck2q Ñ pUi X Ujq  pCk1 b Ck2q
px, pv1, v2qq ÞÑ px, gi,jpxqpv1q b hi,jpxqpv2qq.
* detpF1q est de´fini par le changement de trivialisation
pUi X Ujq  C Ñ pUi X Ujq  C
px, vq ÞÑ px, detpgi,jpxqqvq.
* F 1 est de´fini par le changement de trivialisation
pUi X Ujq  Ck1 Ñ pUi X Ujq  Ck1
px, vq ÞÑ px,t pgi,jpxq
1qvq.
Exemple II.35. Pour tous k, l P Z, les fibre´s Lk et Lk sur CP 1 sont duaux et on a
l’isomorphisme Lk b Ll  Lk l.
2.3.2 Groupe de Picard
Proposition II.36. L’ensemble des classes d’isomorphismes de fibre´s en droites holo-
morphes sur une surface de Riemann Σ, muni du produit tensoriel de fibre´s, forme un
groupe abe´lien.
De´monstration. Si M et N sont deux tels fibre´s, alors M b N est un fibre´ en droites
dont la classe d’isomorphisme ne de´pend que de celles de M et N . Le fibre´ trivial est
e´le´ment neutre pour cette loi de composition et le fibre´ dual L est l’inverse de L. De
plus, la loi b est associative et commutative.
De´finition II.37. On appelle groupe de Picard d’une surface de Riemann Σ et on note
PicpΣq, le groupe des classes d’isomorphisme de fibre´s en droites holomorphes sur Σ,
donne´ par la Proposition II.36.
Proposition II.38. Soit Σ une surface de Riemann. Les groupes PicpΣq et H˘1pΣ,OΣq
sont isomorphes.
De´monstration. A` tout fibre´ en droites L, on va associer un 1-cocyle g P Z˘1pΣ,OΣq dont
on dira qu’il de´finit L. On montrera alors que rLs P PicpΣq ÞÑ rgs P H˘1pΣ,OΣq est un
isomorphisme.
Soit L un fibre´ en droites holomorphe sur Σ. Soit U  pUiqiPI un recouvrement de
Σ par des ouverts qui trivialise L. Soit Φi : L|Ui Ñ Ui  C des trivialisations locales et
soient
Φi,j  Φj  Φ
1
i : pUi X Ujq  C Ñ pUi X Ujq  C
px, v1q ÞÑ px, gi,jpxqpv1qq
les changements de trivialisation. Ces changement de trivialisation fournissent en par-
ticulier pour tous i  j P I des fonctions gi,j : Ui X Uj Ñ C telles que gj,i  g1i,j .
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Notons OΣ le faisceau des fonctions holomorphes de Σ qui ne s’annulent pas, munies de
la structure de groupe multiplicatif. La collection g  pgi,jqijPI de´finit une 1-cochaˆıne
de Cˇech g P C˘1pU ,OΣq. De plus, si i  j  k  i P I, on a gi,kpxq  gj,kpxqgi,jpxq, ce que
l’on re´e´crit gj,kg
1
i,k gi,j  1, de sorte que d
1g  1, l’e´le´ment neutre de C˘2pU ,OΣq. Ainsi
g est un 1-cocycle de Cˇech. Soit a` pre´sent M un fibre´ en droites holomorphe sur Σ iso-
morphe a` L et f : M Ñ L un isomorphisme. Quitte a` raffiner U , on peut supposer qu’il
trivialise L et M a` la fois. On note h  phi,jqijPI le 1-cocycle fourni par la trivialisation
de M . Dans chaque trivialisation Ui C, l’isomorphisme f est donne´ par une collection
de morphismes
Fi : Ui  C Ñ Ui  C
px, vq ÞÑ px, fipxqvq
ou` fi : Ui Ñ C est holomorphe et telle que les diagrammes suivants commutent
pUi X Ujq  C
Ψi,j
ÝÝÝÝÑ pUi X Ujq  CFi Fj
pUi X Ujq  C
Φi,j
ÝÝÝÝÑ pUi X Ujq  C.
On en de´duit la condition de recollement
@i  j P I,@x P Ui X Uj , gi,jpxqfipxq  fjpxqhi,jpxq,
condition que l’on re´e´crit gi,j  hi,jfjf
1
i .
Ainsi, g  h.d0f P C˘1pU ,OΣq ou` f  pfiqiPI P C˘0pU ,OΣq, de sorte que les classes de
cohomologie de g et h sont les meˆmes dans H˘1pU ,OΣq et a fortiori dans H˘1pΣ,OΣq.
Soit alors θ : PicpΣq Ñ H˘1pΣ,OΣq l’application ainsi de´finie. C’est un morphisme
de groupes d’apre`s les proprie´te´s e´nonce´es au §2.3.1. Ce morphisme est injectif. En
effet, si rgs  1 P H˘1pΣ,OΣq, il existe par de´finition un recouvrement U de Σ tel que
g  1 P H˘1pU ,OΣq. Il existe alors f P C˘0pU ,OΣq telle que g  d0f . Cette 0-cochaˆıne
f de´finit alors un isomorphisme entre le fibre´ L que de´finit g et le fibre´ trivial. Enfin θ
est surjectif puisque pour tout rgs P H˘1pΣ,OΣq, il existe un recouvrement U de Σ tel
que rgs P H˘1pU ,OΣq. Cette classe de cohomologie est repre´sente´e par un 1-cocycle g 
pgi,jqijPI P Z˘
1pU ,OΣq. Ce 1-cocycle permet de de´finir un fibre´ en droites holomorphe L
en recollant des fibre´s triviaux Ui  C par des changements de trivialisation
pUi X Ujq  C Ñ pUi X Ujq  C
px, v1q ÞÑ px, gi,jpxqpv1qq
.
Comme gi,k  gj,kgi,j puisque d
1g  1, on obtient bien un fibre´ en droites holomorphe.
2.4 Diviseurs
2.4.1 Degre´ et diviseurs de sections
Soit L un fibre´ en droites holomorphe sur une surface de Riemann Σ. Soit s une
section me´romorphe non nulle de L. Pour tout z P Σ, on note ordzpsq l’ordre d’annulation
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de s au point z, de sorte que ordzpsq ¡ 0 si et seulement si s s’annule en z et ordzpsq   0
si et seulement si s admet un poˆle en z. Cet ordre est bien de´fini puisque dans une
trivialisation locale s se lit comme une fonction me´romorphe et l’ordre d’annulation de
cette fonction me´romorphe ne de´pend pas du choix de la trivialisation.
De´finition II.39. On appelle diviseur de la section me´romorphe non nulle s du fibre´
en droites holomorphe L sur Σ la somme formelle
°
zPΣ
pordzpsqq .z, que l’on note divpsq.
Lorsque Σ est compacte, on appelle degre´ de ce diviseur l’entier
°
zPΣ
pordzpsqq que
l’on note degpdivpsqq. On convient que divp0q  0 et degpdivp0qq  0.
Lorsque L est le fibre´ trivial sur Σ compacte, s est une fonction me´romorphe et
d’apre`s la Proposition I.24, degpdivpsqq  0.
De´finition II.40. Le diviseur d’une fonction me´romorphe sur Σ est appele´ diviseur
principal.
Proposition II.41. Soient s et s1 deux sections me´romorphes non nulles d’un fibre´
en droites holomorphe L sur une surface de Riemann Σ. Alors divpsq  divps1q est un
diviseur principal. En particulier, si Σ est compacte, degpdivpsqq  degpdivps1qq
Lorsque L  T Σ, s et s1 sont des 1-formes me´romorphes sur Σ et l’e´galite´ degpdivpsqq 
degpdivps1qq suit de la Proposition I.33.
De´monstration. On proce`de comme dans la de´monstration de la Proposition I.33. Il
existe une fonction me´romorphe sur Σ telle que s  fs1. En effet, si U  pUiqiPI est
un recouvrement de Σ par des ouverts sur lesquels L est trivialisable et g  pgi,jqijPI
le 1-cocycle de Cˇech associe´ a` un choix de trivialisation sur chaque ouvert, alors, pour
tout i P I, s se lit dans la trivialisation de L|Ui comme une fonction me´romorphe si
sur Ui et s
1 comme une fonction me´romorphe s1i telles que sj  gi,jsi et s
1
j  gi,js
1
i sur
l’intersection Ui X Uj . En posant fi 
si
s1i
, on obtient des fonctions me´romorphes fi qui
ve´rifient, pour tous i  j P I, pfiq|UiXUj  pfjq|UiXUj , de sorte qu’elles se recollent en une
fonction me´romorphe globale f sur Σ telle que s  fs1. Or pour tout z P Σ, ordzpfs
1q 
ordzpfq   ordzps
1q. On en de´duit donc que divpsq  divpfq   divps1q, puisque le diviseur
divpsq  divps1q est principal au sens de la De´finition II.40. Lorsque Σ est compacte, il
suit de la Proposition I.24 que degpdivpfqq  0, d’ou` degpdivpsqq  degpdivps1qq.
De´finition II.42. On appelle degre´ du fibre´ en droites holomorphe L sur une surface
de Riemann compacte Σ le degre´ commun de ses sections me´romorphes non nulles. Il
est note´ degpLq.
Exemple II.43. On a degpT Σq  χpΣq d’apre`s la De´finition I.34. Le degre´ du fibre´
trivial est nul.
Proposition II.44. Soit Σ une surface de Riemann compacte. Alors l’application degre´
deg : L P PicpΣq ÞÑ degpLq P Z est un morphisme de groupes. En particulier, pour tout
fibre´ en droites holomorphe L sur Σ, degpLq  degpLq.
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On en de´duit que degpTΣq  χpΣq
De´monstration. Si L et L1 sont deux fibre´s en droites isomorphes, alors degpLq  degpL1q,
de sorte que deg passe bien au quotient en une application de´finie sur PicpΣq. Si L et
L1 sont deux fibre´s en droites holomorphes sur Σ et s et s1 des sections me´romorphes
de ces fibre´s, alors s b s1 est une section me´romorphe de L b L1. Soit U  pUiqiPI un
recouvrement de Σ par des ouverts sur lesquels L et L1 sont trivialisables. Soient g et
g1 les 1-cocyles de Cˇech associe´s a` des trivialisations locales. Alors, pour tout i P I, s se
lit dans la trivialisation de L sur Ui comme une fonction me´romorphe si et s
1 comme
une fonction me´romorphe s1i. Par suite s b s
1 se lit comme la fonction me´romorphe
sis
1
i et de plus pour tous i  j, sj  gi,jsi, s
1
j  g
1
i,js
1
i, donc sjs
1
j  gi,jg
1
i,jsis
1
i. Ainsi,
divps b s1q  divpsq   divps1q et degpdivps b s1qq  degpdivpsqq   degpdivps1qq. On en
de´duit que degpLb L1q  degpLq   degpL1q. En particulier, en notant L0 le fibre´ trivial
sur Σ, on a degpL0q  degpLb L
q  degpLq   degpLq.
En fait, si s est une section me´romorphe de L, 1s s’interpre`te comme une section
me´romorphe de L, c’est le recollement des fonctions 1si sur Ui. D’apre`s ce qui pre´ce`de,
s.1s  1, section du fibre´ trivial.
Remarque II.45. On n’a pas utilise´ le fait que Σ e´tait compacte dans la preuve de la
Proposition II.44 pour e´tablir l’e´galite´ divpsb s1q  divpsq   divps1q.
Proposition II.46. Soit s (respectivement s1) une section me´romorphe non nulle d’un
fibre´ en droite L (respectivement L1) sur une surface de Riemann Σ. Si divpsq  divps1q
alors L et L1 sont isomorphes.
De´monstration. Soit s  1s la section me´romorphe de L
 qui satisfait s b s  1, la
section constante du fibre´ trivial. Alors divpsq  divpsq et par suite, d’apre`s l’e´galite´
de la remarque II.45, divps b s1q  divpsq   divps1q  0 par hypothe`se. Donc s b s1
est une section holomorphe du fibre´ L bL1 qui ne s’annule pas. Cette section trivialise
le fibre´ L b L1 puisque l’application
Σ C Ñ L b L1
px, vq ÞÑ px, s b s1pxqvq
est un isomorphisme de fibre´s. Ainsi rL1s  rLs1  rLs dans PicpΣq par unicite´ de
l’inverse dans un groupe, de sorte que L et L1 sont isomorphes.
Exercice II.47. Montrer que deg : PicpCP 1q Ñ Z est un isomorphisme.
2.4.2 Fibre´ associe´ a` un diviseur
Soit Σ une surface de Riemann.
De´finition II.48. On appelle diviseur de Σ toute fonction de Σ dans Z nulle sauf
en un nombre discret de points, donc fini si Σ est compacte. Un tel diviseur est note´°
zPΣ
az.z, avec az P Z. L’ensemble des diviseurs de Σ forme un groupe abe´lien note´ DivpΣq.
L’ensemble des diviseurs principaux de Σ forme un sous-groupe (distingue´) de DivpΣq.
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Soit D 
°
zPΣ
az.z un diviseur de Σ et soit pziqiPI l’ensemble discret des points de Σ en
lesquels az  0. Pour tout i P I, on choisit un couple pUi, giq tel que Ui est un voisinage de
zi dans Σ et gi : Ui 99K C est une fonction me´romorphe sur Ui telle que divpgiq  azi .zi.
Par exemple, Ui est une carte locale et lue dans cette carte, gi est de la forme z ÞÑ z
azi .
On suppose de plus que ces ouverts Ui sont disjoints. On pose alors U0  Σz

iPI
tziu


pour obtenir un recouvrement U  tU0, Ui, i P Iu de Σ par des ouverts. On de´finit le
fibre´ en droites holomorphe LD sur Σ en recollant les fibre´s triviaux U0 C et Ui C a`
l’aide des applications de recollement
Φ0,i : pU0 X Uiq  C Ñ pUiztziuq  C
pz, vq ÞÑ pz, gipzqvq
La section constante 1 de U0C  pLDq|U0 se prolonge alors en une section me´romorphe
sD sur LD qui se lit dans les trivialisations au-dessus de Ui comme la fonction me´romorphe
gi. En particulier, divpsDq 
°
iPI
divpgiq  D. D’apre`s la Proposition II.46, la classe d’iso-
morphisme de LD ne de´pend pas du choix des couples pUi, giqiPI .
Proposition II.49. Soit Σ une surface de Riemann. L’application
DivpΣq Ñ PicpΣq
D ÞÑ rLDs
est un morphisme de groupes surjectif de noyau le sous-groupe des diviseurs principaux.
De´monstration. Soit rLs P PicpΣq et s une section me´romorphe non nulle du fibre´ L (on
admet l’existence d’une telle section, voir le The´ore`me II.56, ou sinon on se contente de
montrer que l’image du morphisme est le sous-groupe du groupe de Picard des fibre´s qui
posse`dent une section me´romorphe non nulle).
D’apre`s la Proposition II.46, L est isomorphe au fibre´ Ldivpsq de sorte que rLs ap-
partient a` l’image de l’application. Par ailleurs, c’est un morphisme de goupes puisque
divpsD b sD1q  divpsDq   divpsD1q  D  D
1. Enfin, si D est dans le noyau de ce mor-
phisme, c’est le diviseur d’une fonction me´romorphe sD, section me´romorphe du fibre´
trivial.
Exercice II.50. 1) Soit Σ  C{Λ et Div0pΣq le sous-groupe des diviseurs de degre´ 0.
On de´finit l’application d’Abel
A : Div0pΣq Ñ Σ  C{Λ°
zPΣ
az.z ÞÑ
°
zPΣ
az.z
La deuxie`me somme est une somme au sens de la loi de groupe dans C{Λ.
a) Montrer que si D est principal, alors ApDq  0 dans C{Λ, de sorte que A passe
au quotient en un morphisme A : Pic0pΣq Ñ Σ.
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b) Montrer que ce morphisme est surjectif. Il est e´galement injectif. Pour montrer
qu’il est injectif, on peut utiliser des quotients de fonction the´tas ou dans le cas
de CP 1 des fonctions rationelles. On pourra consulter [MIR] et voir les exercices
2 et 3 du TD9.
2) Soit D un diviseur de Σ. Identifier les groupes H˘0pΣ, LDq et H˘
1pΣ, LDq.
2.5 Dualite´ de Serre et the´ore`me de Riemann-Roch
2.5.1 L’ope´rateur de Cauchy-Riemann
Soit F un fibre´ vectoriel holomorphe sur une surface de Riemann Σ et U  pUiqiPI un
recouvrement de Σ par des ouverts sur lesquels F est trivialisable. Soit Φi : F|Ui Ñ UiC
k
un choix de trivialisation et
Φi,j  Φj  Φ
1
i : pUi X Ujq  Ck Ñ pUi X Ujq  Ck
px, vq ÞÑ px, gi,jpxqvq
les changements de trivialisation. Soit s : Σ Ñ F une section C8 de F . Elle se lit dans
les trivialisations si  pi  Φi  s : Ui Ñ Ck de sorte que pour tous i  j et pour tout
x de Ui X Uj , sjpxq  gi,jpxq  sipxq et dxsj  dxgi,jpxq  sipxq   gi,jpxq  dxsi. A` cause
du premier terme dxgi,jpxq  sipxq, les donne´es locales de dxsi ne se recollent pas en une
section de T ΣbF . La diffe´rentielle de s existe comme application line´aire de TΣ dans
TF mais il n’y a pas de notion canonique de diffe´rentielle de s qui aille de TΣ dans
F comme dans le cas des fonctions Σ Ñ Ck. Toutefois le fibre´ F est ici holomorphe
et comme on va le voir, la moitie´ de cette diffe´rentielle existe. Sur les fibres au-dessus
d’un point x ainsi que sur Ck on dispose d’une multiplication par le nombre imaginaire
i. Pour ne pas confondre avec les indices, on note ı la multiplication par ce nombre de
sorte que l’on peut conside´rer les fonctions ı  dxsi  ı. On note alors"
Bxsi 
1
2pdxsi   ı  dxsi  ıq la partie C antiline´aire de dxsi
Bxsi 
1
2pdxsi  ı  dxsi  ıq la partie C line´aire de dxsi
Alors comme gi,j est holomorphe, Bgi,j  0 de sorte que sur UiXUj , Bsj  gi,j Bsi. Ainsi
les applications C-antiline´aires se recollent pour de´finir une section du fibre´ Λ0,1Σ b F
des applications C-antiline´aires de TΣ dans F .
De´finition II.51. On appelle ope´rateur de Cauchy-Riemann ou (0,1)-connexion de F
l’ope´rateur B : s P ΓpΣ, F q ÞÑ Bs P ΓpΣ,Λ0,1Σ b F q qui se lit dans les trivialisations
locales de F comme l’ope´rateur B standard (partie C-antiline´aire de la diffe´rentielle).
Cet ope´rateur de Cauchy-Riemann satisfait la re`gle de Leibniz suivante : @U  Σ
ouvert, @f : U
C1
Ñ C, @s P ΓpU,F q, Bpfsq  pBfqs   fBs ou` le premier B est l’ope´rateur
standard et le deuxie`me, celui du fibre´ F .
Remarque II.52. En fait, re´ciproquement, e´tant donne´ un fibre´ vectoriel complexe F
sur une surface de Riemann Σ et une application B : ΓpΣ, F q Ñ ΓpΣ,Λ0,1Σ b F q qui
satisfait la re`gle de Leibniz, il existe une unique structure de fibre´ vectoriel holomorphe
sur F dont l’ope´rateur de Cauchy-Riemann associe´ est B.
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2.5.2 Dualite´ de Serre et the´ore`me de Riemann-Roch
The´ore`me II.53 (Dualite´ de Serre). Soit L un fibre´ en droites holomorphe sur une
surface de Riemann compacte Σ. On note KΣ le fibre´ cotangent T
Σ. Alors
1) H˘2pΣ, Lq  0,
2) H˘1pΣ, Lq  H˘0pΣ,KΣ b L
q et H˘0pΣ, Lq  H˘1pΣ,KΣ b L
q.
C’est en fait le deuxie`me point du The´ore`me II.53 qu’on appelle dualite´ de Serre.
De´monstration. Notons C8pLq le faisceau des sections de classe C8 du fibre´ L et Ω0,1pLq
le faisceau des sections de classe C8 du fibre´ Λ0,1Σ b L. Le noyau de l’ope´rateur de
Cauchy-Riemann B : C8pLq Ñ Ω0,1pLq est le sous-faisceau OΣpLq des sections holo-
morphes de L. Le morphisme de faisceau est par ailleurs surjectif, c’est-a`-dire que pour
tout x de Σ, il existe un voisinage U de x tel que B : C8pU,Lq Ñ C8pU,Λ0,1 b Lq
est surjectif. Cela re´sulte du lemme de Dolbeault suivant qui est admis (et de´montre´
dans[FOR] par exemple).
Lemme II.54 (lemme de Dolbeault). Pour toute fonction lisse g : ∆ Ñ C ou` l’on note
∆  tz P C, |z|   1u, il existe une fonction lisse f : ∆ Ñ C telle que pour tout z P ∆,
Bfpzq  gpzqdz.
On a donc la suite exacte courte de faisceaux 0 Ñ OΣpLq injÑ C8pLq BÑ Ω0,1pLq Ñ 0.
On en de´duit une suite exacte longue en cohomologie :
0 Ñ H˘0pΣ,OΣpLqq Ñ H˘0pΣ, C8pLqq Ñ H˘0pΣ,Ω0,1pLqq
Ñ H˘1pΣ,OΣpLqq Ñ H˘1pΣ, C8pLqq Ñ H˘1pΣ,Ω0,1pLqq
Ñ H˘2pΣ,OΣpLqq Ñ H˘2pΣ, C8pLqq Ñ H˘2pΣ,Ω0,1pLqq Ñ 0
On note δp : H˘ppΣ,Ω0,1pLqq Ñ H˘p 1pΣ,OΣpLqq les morphismes de connexion de´finis
comme suit. Soit U  pUiqiPI un recouvrement de Σ par des ouverts dont toutes les inter-
sections sont soit vides soit biholomorphes au disque unite´ de C, par exemple le recouvre-
ment associe´ a` une triangulation comme dans la de´monstration de la Proposition II.30,
d’apre`s le the´ore`me d’uniformisation de Riemann. Alors pour tout s  psi0,...,ipqikil
dans C˘ppU ,Ω0,1pLqq, il existe t  pti0,...,ipqikil dans C˘ppU , C8pLqq tel que Bt  s, bien
de´fini modulo un e´le´ment de C˘ppΣ,OΣpLqq. Si s P Z˘ppU ,Ω0,1pLqq, la relation dps  0
n’implique pas dpt  0 mais seulement Bpdptq  dps  0.
Soit donc τ  dpt P KerpBq. Par de´finition, dp 1τ  0, donc τ est un cocycle et
la classe de cohomologie de ce cocycle ne de´pend pas du choix de t. On pose rτ s 
δprss. A` pre´sent, l’existence de partitions de l’unite´ implique que pour tout p ¡ 0,
H˘ppΣ, C8pLqq  H˘ppΣ,Ω0,1pLqq  0 (voir l’exercice 2 du TD8). On en de´duit que
H˘2pΣ,OΣpLqq  0 et que H˘1pΣ,OΣpLqq  CokerpB : C8pΣ, Lq Ñ Ω0,1pΣ, Lqq. (Remar-
quons que ce dernier conoyau est par de´finition le groupe de cohomologie de Dolbeault
H0,1pΣ, Lq, la cohomologie de Dolbeault e´tant un analogue de la cohomologie de de
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Rham dans lequel l’ope´rateur B joue le roˆle de la diffe´rentielle exte´rieure d). D’autre
part on introduit les formes biline´aires non de´ge´ne´re´es :
Ω1,0pΣ, Lq  Ω0,1pΣ, Lq Ñ R
pα, βq ÞÑ
»
Σ
α^ β
et Ω1,1pΣ, Lq  C8pΣ, Lq Ñ R
pω, fq ÞÑ
»
Σ
fω
qui permettent d’identifier Ω1,0pΣ, Lq au dual de Ω0,1pΣ, Lq et Ω1,1pΣ, Lq au dual de
C8pΣ, Lq. De plus, pour tout α P Ω1,0pΣ, Lq et pout tout f P C8pΣ, Lq, on a
»
Σ
α^ Bf  
»
Σ
Bpfαq 
»
Σ
fBα
 
»
Σ
dpfαq 
»
Σ
fBα
 
»
Σ
fBα par Stokes.
Par suite l’adjoint de B est l’ope´rateur B : Ω1,0pΣ, Lq Ñ Ω1,1pΣ, Lq dont les noyau et
conoyau sont isomorphes a` H˘0pΣ,KΣ bL
q et H˘1pΣ,KΣ bL
q respectivement, d’apre`s
la Proposition II.24 et ce qui pre´ce`de. On en de´duit que H˘0pΣ,KΣ b L
q s’injecte dans
H˘1pΣ, Lq, puisque les ze´ros d’une section holomorphe de KΣ b L
 sont isole´s et qu’il
existe donc toujours un e´le´ment de Ω0,1pΣ, Lq a` support dans le voisinage d’un point
contre lequel une telle section ne s’annule pas. Il re´sulte du Lemme de Weyl que ce
morphisme injectif H˘0pΣ,KΣ b L
q Ñ H˘1pΣ, Lq est un isomorphisme (admis). On a
alors de meˆme les isomorphismes
H˘1pΣ,KΣ b L
q  H˘0pΣ,KΣ b pKΣ b L
qq  H˘0pΣ, Lq,
ce qui conclut le the´ore`me.
Corollaire II.55. Soit L un fibre´ en droites holomorphe sur une surface de Riemann
compacte Σ.
1) Si degpLq   0, alors H˘0pΣ, Lq  0.
2) Si degpLq ¡ 2g  2  χpΣq, alors H˘1pΣ, Lq  0.
De´monstration. L’ordre d’annulation d’une fonction holomorphe ou d’une section holo-
morphe est positif en chaque point. Par suite, si L posse`de une section holomorphe non
nulle s, alors 0 ¤ degpdivpsqq  degpLq. De meˆme par de´finition, degpKΣq  2g2. Donc
si degpLq ¡ 2g  2, alors degpKΣ b L
q   0 et H˘0pΣ,KΣ b L
q  0, puis H˘1pΣ, Lq  0
d’apre`s la dualite´ de Serre.
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Dans les deux cas donne´s par le Corollaire II.55, un seul groupe de cohomologie de
Cˇech du fibre´ n’est pas nul. Il reste encore a` connaˆıtre sa dimension, qui est donne´e par
le the´ore`me suivant.
The´ore`me II.56 (Riemann-Roch). Soit L un fibre´ en droites holomorphe sur une
surface de Riemann Σ compacte et connexe. Alors dimH˘0pΣ, Lq  dimH˘1pΣ, Lq 
degpLq   1 gpΣq.
De´monstration. Soit D un diviseur tel que L  LD. Un tel diviseur est donne´ par la
Proposition II.49. On e´crit D 
°
iPI
aizi avec ai P Z et pziqiPI un ensemble fini de points
distincts de Σ. Soit U0  Σz

iPI
tziu. Le fibre´ L se trivialise au dessus de U0. Dans cette
trivialisation, toute section holomorphe (locale) de´finie sur un ouvert U se lit comme une
fonction holomorphe sur U XU0. Cette fonction holomorphe se prolonge en une fonction
me´romorphe sur U ayant un poˆle d’ordre au plus ai en zi si ai ¡ 0 ou un ze´ro d’ordre
au moins |ai| en zi si ai   0. En effet d’apre`s la sous-section 2.4.2, et avec les meˆmes
notations, gif est holomorphe sur U XUi, c’est-a`-dire divpfq  D ¥ 0 (c-a`-d un diviseur
dont tous les coefficients sont positifs). Soit z P Σ et D1  D   z. On de´duit de ce
qui pre´ce`de un morphisme de faisceaux 0 Ñ OΣpLDq Ñ OΣpLD1q. Le faisceau quotient,
appele´ faisceau gratte-ciel et note´ Lz, est de´fini par :
@U  Σ,ΓpU,Lzq 
"
t0u si z R U
pLD1qz sinon
ou` pLD1qz est la fibre de LD1 en z. Le morphisme evz : OΣpLD1q Ñ Lz associe a` toute
section s de LD1 de´finie sur un ouvert U contenant z sa valeur au point z et 0 si U ne
contient pas z. C’est le morphisme d’e´valuation au point z. On en de´duit une suite exacte
courte 0 Ñ OΣpLDq Ñ OΣpLD1q evzÑ Lz Ñ 0 puisqu’une section holomorphe locale de
OΣpLD1q qui appartient au noyau de evz se lit comme une fonction me´romorphe f telle
que divpfq  D ¥ 0. Cette suite courte induit la suite exacte longue en cohomologie
0 Ñ H˘0pΣ, LDq Ñ H˘
0pΣ, LD1q
ev0
Ñ H˘0pΣ, Lzq
Ñ H˘1pΣ, LDq Ñ H˘
1pΣ, LD1q
ev0
Ñ H˘1pΣ, Lzq Ñ 0.
Par de´finition, dimpH˘0pΣ, Lzqq  1 et H˘
1pΣ, Lzq  0 puisque C˘
1pU , Lzq  0 de`s que
U est un recouvrement dont un seul ouvert contient z. On a donc l’alternative ev0 est
nul ou ev0 est surjectif. Dans le premier cas dimpH˘1pΣ, LDqq  1  dimpH˘
1pΣ, LD1qq et
H˘0pΣ, LDq  H˘
0pΣ, LD1q. Dans le deuxie`me, dimpH˘
0pΣ, LD1qq  1   dimpH˘
0pΣ, LDqq
et H˘1pΣ, LDq  H˘
1pΣ, LD1q. En notant χpLq  dimpH˘
0pΣ, Lqq  dimpH˘1pΣ, Lqq, on
aboutit a` la relation χpLD zq  χpLDq   1 (il n’e´tait en fait pas ne´cessaire d’utiliser la
Proposition II.49 au de´but de cette de´monstration pour aboutir a` cette relation).
Soit alors D2 un diviseur positif tel que D   D2 soit positif. Par ce qui pre´ce`de
χpLD D2q  χpLDq   degpD
2q et χpLD D2q  χpL0q   degpD   D
2q ou` 0 de´signe le
diviseur nul, donc L0 le fibre´ trivial, de sorte que χpLDq  χpL0q degpDq. Il reste donc
a` montrer que χpL0q  1 gpΣq. Comme Σ est compacte et connexe, les seules sections
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globales du fibre´ trivial sont constantes, de sorte que dimpH˘0pΣ, L0qq  1. Il s’agit donc
de montrer que
dimpH˘1pΣ, L0qq  g  dimpH˘
0pΣ,KΣqq
par dualite´ de Serre. En fait, la de´finition classique du genre en ge´ome´trie alge´brique est
g  dimpH˘0pΣ,KΣqq, mais avec notre de´finition, ce dernier point re´sulte du The´ore`me
de Hodge par exemple et on l’admet. En fait, 2g  dimCpH
1pΣ,Cqq (cohomologie de de
Rham) et donc
2g  dimpH1,0pΣ,Cqq   dimpH0,1pΣ,Cqq  2dimpH0,1pΣ,Cqq,
ou` H1,0pΣ,Cqq et H0,1pΣ,Cq sont les groupes de cohomologie de Dolbeault qui sont
conjugue´s l’un de l’autre. Or on a vu dans la de´monstration du The´ore`me II.53 que
H0,1pΣ,Cq  H˘1pΣ,OΣq.
On e´nonce a` pre´sent quelques conse´quences du the´ore`me de Riemann-Roch.
1) dimpH˘0pΣ,KΣqq  dimpH˘
1pΣ,OΣqq  g. Ainsi toute surface de Riemann de genre g
posse`de exactement g 1-formes holomorphes line´airement inde´pendantes. Ce nombre
de 1-formes inde´pendantes est en fait la de´finition classique du genre en ge´ome´trie
alge´brique.
Exemple II.57.  Σ  CP 1 n’a pas de 1-forme holomorphe non nulle d’apre`s le
Corollaire I.35.
 Σ  C{Λ, la 1-forme dz engendre l’espace des 1-formes holomorphes de Σ.
2) Si degpLq ¡ g  1, alors Σ posse`de des sections holomorphes globales non nulles.
En choisissant L  LD, on en de´duit l’existence de fonctions me´romorphes sur Σ.
Si degpLq ¥ 2g   1, ces fonctions permettent meˆme de plonger Σ dans un espace
projectif de grande dimension, ce qui prouve que Σ est projective.
Corollaire II.58. Toute courbe Σ de genre 0 est isomorphe a` CP 1.
De´monstration. Soit z P Σ et D  z. Si gpΣq  0, alors dimpH˘0pΣ,OΣpLDqq ¥ 2 par
Riemann-Roch. Par conse´quent, il existe ne´cessairement une fonction me´romorphe f sur
Σ ayant un unique poˆle simple en z puisque toute section holomorphe de LD se lit comme
une fonction me´romorphe sur Σ avec au plus un poˆle simple en z, et les fonctions n’ayant
pas de poˆles sont holomorphes donc constantes. Cette fonction me´romorphe f de´finit un
reveˆtement ramifie´ de Σ sur CP 1 de degre´ 1. Ce reveˆtement est donc un isomorphisme
(sans point de ramification en particulier).
2.5.3 The´ore`me d’Abel-Jacobi
Soit Σ une surface de Riemann compacte. On vient de voir que dimpH˘0pΣ,KΣqq  g.
Soit γ un lacet oriente´ de Σ, C1 par morceaux (par exemple une re´union d’areˆtes d’une
triangulation τ de classe C1 de Σ). Il fournit une forme line´aire
λγ : H˘
0pΣ,KΣq Ñ C.
α ÞÑ
»
γ
α
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Cette forme donne par de´finition un morphisme
Z1pτ,Cq Ñ pH˘0pΣ,KΣqq.
γ ÞÑ λγ
Alors, si γ1 et γ2 sont homologues, il existe δ P C2pτ,Cq tel que Bδ  γ2  γ1 et d’apre`s
le The´ore`me de Stokes, on a »
δ
dα 
»
Bδ
α 
»
γ2
α
»
γ1
α.
Or α est holomorphe donc Bα  0 et comme dimΣ  1, TzΣ ne posse`de pas de forme
C-biline´aire antisyme´trique non nulle et ce pour tout z, de sorte que dα  Bα  0.
Par suite,
»
γ2
α 
»
γ1
α et donc λγ1  λγ2 . L’application γ ÞÑ λγ ne de´pend que de la
classe d’homologie de γ et fournit donc un morphisme λ : H1pΣ,Zq Ñ H˘0pΣ,KΣq (avec
H1pΣ,Zq  Z2g et H˘0pΣ,KΣq  Cg).
De´finition II.59. Le sous-groupe Λ  Impλq est appele´ sous-groupe des pe´riodes de Σ
et le quotient JacpΣq  H˘0pΣ,KΣq
{Λ est appele´ Jacobienne de Σ.
Ce sous-groupe Λ satisfait les ! relations biline´aires de Riemann "dont il re´sulte en
particulier que c’est un re´seau (voir l’exercice 1 du TD10). Par suite JacpΣq est compacte.
C’est un tore complexe. Soit z0 P Σ. On de´finit l’application d’Abel-Jacobi
Az0 : Σ Ñ JacpΣq
z ÞÑ pα ÞÑ
³
γz0,z
αq modpΛq
ou` γz0,z est un chemin de Σ qui relie z0 a` z. Az0 ne de´pend pas du choix du chemin mais
de´pend du choix de z0. Cette application se prolonge en un morphisme sur le groupe des
diviseurs
Az0 : DivpΣq Ñ JacpΣq°
zPΣ
azz ÞÑ
°
zPΣ
azAz0pzq,
ou` la deuxie`me somme est la loi de groupe dans JacpΣq. La restriction de ce morphisme
au groupe Div0pΣq des diviseurs de degre´ 0 ne de´pend pas du choix de z0 (exercice). On
en de´duit un morphisme A : Div0pΣq Ñ JacpΣq, voir l’exercice II.50 du §2.4.2.
Concluons finalement ce cours par les The´ore`mes d’Abel et de Jacobi suivants que
l’on admet. On pourra consulter [MIR] pour une de´monstration du premier.
The´ore`me II.60 (Abel). Soit Σ une surface de Riemann compacte et D P Div0pΣq,
alors D est principal si et seulement si ApDq  0.
D’apre`s ce the´ore`me d’Abel et la Proposition II.49 qui identifie Pic0pΣq au quotient
de Div0pΣq par les diviseurs principaux, A induit un morphisme de groupes injectif
A : Pic0pΣq Ñ JacpΣq.
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The´ore`me II.61 (Jacobi). Soit Σ une surface de Riemann compacte connexe. Alors
l’application d’Abel
A : Pic0pΣq Ñ JacpΣq
est surjective et e´tablit donc un isomorphisme.
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TD 1
Exercice 1
a) Rappeler pourquoi Sn1  tpx1, . . . , xnq P Rn | x21        x2n  1u est une
sous-varie´te´ de Rn.
b) En donner un atlas avec deux cartes, et le changement de carte correspondant.
c) Que dire de X  tpz1, . . . , znq P Cn | z21        z2n  1u ? Montrer que X est
diffe´omorphe a` la sous-varie´te´ Y de Rn  Rn des pu, vq tels que |u|  1 et xu, vy  0.
d) Soit Tn  pR{Zqn  Rn{Zn. Munir Tn d’un atlas C8 dont les changements de
cartes sont localement des translations entre ouverts de Rn.
Exercice 2
a) Soit f : U Ñ C une fonction holomorphe dans un ouvert U de C. Si U contient le
disque ferme´ Dpa, rq, rappeler la formule de Cauchy exprimant fpaq comme une inte´grale
curviligne sur le cercle Cpa, rq, et la de´finition de cette inte´grale curviligne.
b) En de´duire que si U est connexe et si la fonction |f | atteint son supremum en
un point de U , |f | est constante.
c) Rappeler pourquoi toute fonction holomorphe non constante f : U Ñ C est
ouverte (U est suppose´ connexe) : l’image de tout ouvert de U est un ouvert de Cˆ.
d) En de´duire que dans la question b), f est constante (”principe du maximum
du module”).
Exercice 3 On note D le disque unite´ ouvert de C. a) Soit f : D Ñ D une
application holomorphe telle que fp0q  0. Montrer que l’on peut e´crire fpzq  zgpzq,
pour une fonction holomorphe g : DÑ C. Que vaut gp0q ?
b) En utilisant l’exercice 2, en de´duire le lemme de Schwarz : on a |f 1p0q| ¤ 1, et
s’il y a e´galite´, fpzq  λz pour un nombre complexe λ de module 1.
c) Soit a un point de D. Ve´rifier que z ÞÑ pz  aq{p1  azq est une bijection
holomorphe de D Ñ D, d’inverse holomorphe (un ”biholomorphisme”). Expliquer au
passage pourquoi une bijection holomorphe est toujours d’inverse holomorphe.
d) En de´duire que tout biholomorphisme φ : D Ñ D est de la forme φpzq 
λpz  aq{p1 azq, avec |λ|  1 et a P D.
e) Montrer que l’application z ÞÑ pz  iq{pz   iq de´finit un biholomorphisme du
demi-plan supe´rieur H  tz P C | Imz ¡ 0u vers D, et en de´duire la forme des biholo-
morphismes de H vers lui-meˆme.
Exercice 4 Soit S2 la sphe`re unite´ de R3, de coordonne´es px, y, zq.
a)Exprimer la projection ste´re´ographique φ0 de U0  S2ztp0, 0, 1qu vers le plan
z  0, depuis le poˆle tp0, 0, 1qu. Idem pour φ1 de U0  S2ztp0, 0,1qu vers le plan z  0.
47
b) On conside`re les identifications j0 : px, yq ÞÑ x iy, j1 : px, yq ÞÑ x  iy du plan
z  0 avec C, et les applications ψk  jk  φk : Uk Ñ C, k  0, 1. Ve´rifier que dans
U0 X U1, le produit ψ0.ψ1 est constant e´gal a` 1.
c) Qu’en de´duire concernant le changement de carte ψ1  ψ
1
0 ?
Exercice 5 On conside`re l’application exp : CÑ C, z ÞÑ ez.
a) Montrer que pour tout re´el a, la restriction de exp a` la bande =pzq Psa, a  2pir
est un diffe´omorphisme sur son image.
b) Montrer que tout chemin continu γ : r0, 1s Ñ C se ”rele`ve” en un chemin
continu γ˜ : r0, 1s Ñ C tel que exp γ˜  γ, et que tout autre rele`vement continu est de la
forme γ˜   2ipik pour un k P Z.
Exercice 6 Soit C  tpz1, z2q P C2 | z21   z22  1u. C’est une sous-varie´te´ de
C2  R4 (exercice 1).
a) Soit p1 : C
1  Cztz2  0u Ñ Czt1u la premie`re projection. Montrer que p1
est un diffe´omorphisme local.
b) Montrer que tout chemin continu γ : r0, 1s Ñ Czt1u se ”rele`ve” en un chemin
continu γ˜ : r0, 1s Ñ C 1 tel que p1  γ˜  γ, et qu’il y a exactement deux tels rele`vements.
c)* Montrer que tout chemin continu γ : r0, 1s Ñ C se ”rele`ve” en un chemin
continu γ˜ : r0, 1s Ñ C tel que z1  γ˜  γ.
Exercice 7
a) Soit f : C Ñ C holomorphe telle que fp1{nq  1{n2 pour tout entier n ¥ 1.
Que dire de f ? (penser au ”principe des ze´ros isole´s”)
b) Soit f : C Ñ C holomorphe telle que |fpzq| ¤ Cp1   |z|qn, C ¡ 0, n P N.
Montrer que f est un polynoˆme complexe de degre´ au plus n (on pourra penser a` la
formule de Cauchy pour les de´rive´es d’une fonction holomorphe).
c) De´duire du cas n  0 de la question pre´ce´dente que tout polynoˆme complexe
non constant a une racine (”the´ore`me fondamental de l’alge`bre”).
Exercice 8 On rappelle le ”principe des singularite´ inexistantes” : si f : Uztau Ñ
C est holomorphe et borne´e au voisinage de a P U , U ouvert de C, elle se prolonge en
une fonction holomorphe sur U .
a) Soit f : C Ñ C holomorphe et propre, c-a`-d telle que l’image re´ciproque de
tout compact est compacte. Montrer que la fonction gpzq  1{fp1{zq est holomorphe et
borne´e dans un disque e´pointe´ Dp0, rqzt0u, pour r ¡ 0 assez petit.
b) En de´duire que f est un polynoˆme complexe.
c) Montrer que tout biholomorphisme f : C Ñ C est de la forme fpzq  az   b,
a, b P C, a  0.
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Exercice 9 Une fonction holomorphe f : Uztau Ñ C est dite me´romorphe en
a P U (U ouvert de C) si fpzq  gpzq{pz aqn pour une fonction holomorphe g : U Ñ C
et un entier n P N.
a) Soit f : Czta1, . . . , amu Ñ C holomorphe, me´romorphe en a1, . . . , am. Montrer
que si fpzq a une limite (e´ventuellement infinie) quand |z| Ñ 8, fpzq est une fraction
rationnelle en z, fpzq  ppzq{qpzq P Cˆpzq, avec ppzq, qpzq deux polynomes complexes.
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TD 2
Exercice 1 Soit f : CˆÑ Cˆ une application holomorphe diffe´rente de l’application
constante 8.
a) Montrer qu’il existe deux polynoˆmes P,Q P Crzs sans racine commune tels que
pour tout z P C, on ait
fpzq  P pzq{Qpzq si Qpzq  0
fpzq  8 si Qpzq  0
fp8q  limzÑ8 P pzq{Qpzq.
b) Montrer que si pP1, Q1q est une autre solution, on a P1  λP , Q1  λQ pour
un nombre complexe non nul λ. On note alors par abus fpzq  P pzq{Qpzq pour tout
z P C, et on identifie f a` la fraction rationnelle P {Q P Cˆpzq.
c) Soit d  suppdegP,degQq P N. Montrer que pour tout t P Cˆ sauf un nombre
fini, f1ptq est de cardinal d. On appelle d le degre´ de f (ou de la fraction rationnelle
P {Q). Si d ¡ 0, montrer que f : CˆÑ Cˆ est un reveˆtement ramifie´.
d) De´duire de ce qui pre´ce`de que tout biholomorphisme f : CˆÑ˜Cˆ est de la forme
fpzq  paz   bq{pcz   dq
pour une matrice complexe inversible

a b
c d


qui est bien de´finie a` un facteur complexe
pre`s, et que l’on peut supposer de de´terminant 1. Autrement dit AutpCˆq  PGL2pCq 
PSL2pCq.
e) (exemples) Si k ¥ 1 est entier, z ÞÑ zk de´finit un reveˆtement ramifie´ CˆÑ Cˆ, de
degre´ k, dont la restriction C Ñ C est un reveˆtement (non ramifie´).
Pour c P C, quelles sont les valeurs critiques de z ÞÑ z2   c de Cˆ dans Cˆ ? Les points
critiques ?
Exercice 2 Soit U un ouvert de C, et f : U Ñ Cˆ une fonction me´romorphe dans
U . Pour tout a P U , f admet un de´veloppement de Laurent
fpzq 
¸
kPZ
ckpz  aq
k,
ou` ck  0 pour k   k0, et la se´rie converge si 0   |z  a|   r0. On appelle c1 le re´sidu
de f (mieux : de fpzqdz) au point a. On le note Resafpzqdz. Bien suˆr, si a n’est pas un
poˆle de f , ce re´sidu est nul.
a) Montrer que
Resafpzqdz 
1
2ipi
»
Cpa,rq
fpzq dz
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pour 0   r   r0, ou` Cpa, rq de´signe le cercle tz | |za|  ru, oriente´ trigonome´triquement.
b) Soit Ω  U un ouvert relativement compact tel que BΩ  ΩzΩ  U soit une
courbe C1 par morceaux e´vitant les poˆles de f . Montrer que l’on a
1
2ipi
»
BΩ
fpzqdz 
¸
aPΩ
Resafpzqdz,
ou` BΩ est oriente´e comme bord de Ω, c-a`-d ”normale sortante d’abord”. (On pourra
admettre – ou se souvenir – que si Ω ne contient aucun poˆle de f , l’inte´grale du premier
membre est nulle).
Exercice 3 On de´finit un cercle Γ  Cˆ comme tout sous-ensemble ferme´ infini de
Cˆ, distinct de Cˆ, dont la trace sur C est de la forme
ΓX C  tz P C | α|z|2   2Repβzq   γ  0u
avec α, γ P R, β P C (en particulier, pα, βq  p0, 0q).
a) Soit f P AutpCˆq, fpzq  paz   bq{pcz   dq, a, b, c, d P C, ad  bc  0. Montrer
que pour tout cercle Γ  Cˆ, f1pΓq est un cercle de Cˆ.
b) Deux cercles Γ1,Γ2  Cˆ sont dits orthogonaux si ils s’intersectent en un point a,
et leurs espaces tangents re´els TaΓ1, TaΓ2 sont orthogonaux dans TaCˆ (c’est inde´pendant
du point d’intersection). Montrer que tout f P AutpCˆq pre´serve l’orthogonalite´ des
cercles.
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TD 3
Toutes les varie´te´s et applications entre elles dans ce qui suit sont suppose´es de classe
C8, par commodite´.
Exercice 1 Soit V un champ de vecteurs tangents sur une varie´te´ M .
a) Montrer que si V s’annule en a P M , il existe une unique application line´aire
V 1paq : TaM Ñ TaM telle que pour tout chemin diffe´rentiable γ : RÑM avec γp0q  a,
on ait V 1paqγ1p0q  limtÑ0 V pγptqq{t.
On dit que a est un ze´ro (ou point singulier) non-de´ge´ne´re´ de V si V 1paq est bijective.
On appelle alors indice de ce point singulier le signe (1) de detV 1paq.
Si M est compacte et si tous les ze´ros de V sont non-de´ge´ne´re´s, ils ont en nombre
fini, et on pose indpV q 
°
V paq0 sgnpdetV
1paqq P Z.
b) Plus ge´ne´ralement, soit M , N deux varie´te´s, f : M Ñ N une application C8,
p : F Ñ N un fibre´ vectoriel re´el (C8 aussi). Soit φ : M Ñ F une application C8 telle
que p  φ  f . Si a PM et φpaq  0fpaq, de´finir de meˆme φ
1paq : TaM Ñ Ffpaq.
c) Si M,N sont des varie´te´s, et f : M Ñ N une application dont la diffe´rentielle
est surjective en tout point de M , rappeler pourquoi toutes les fibres f1pyq, y P N sont
des sous-varie´te´s de M , d’espace tangent Txf
1pyq  kerTxf .
d) Soit V0, V1 deux champs de vecteurs a` ze´ros non-de´ge´nere´s sur M . On suppose
qu’il existe V : Mr0, 1s Ñ TM de classe C8 avec V px, tq P TxM , V px, jq  Vjpxq pour
j  0, 1, et telle que si V s’annule en px, tq, V 1px, tq : Tpx,tqpMr0, 1sq  TxMRÑ TxM
est surjective .
On veut montrer que l’on a indpV0q  indpV1q P Z.
Montrer que V 1p0M q (0M est la section nulle de TM) est une sous-varie´te´ de di-
mension 1 (une courbe, ge´ne´ralement non connexe) dans M  r0, 1s.
e) En de´duire dans un premier temps que indpV0q et indpV1q ont la meˆme parite´.
f) On va maintenant orienter la courbe Z  V 1p0M q  tV  0u, pour montrer
que indpV0q  indpV1q.
Si px, tq P Z, on a Tpx,tqZ  kerV
1px, tq : TxM ` RÑ TxM .
Il s’agit de de´finir pour tout px, tq P Z une orientation de la droite Dpx, tq 
kerpV 1px, tq : TxM ` R Ñ TxMq, qui de´pende continuˆment (et donc constantement)
de px, tq.
Montrer qu’on peut choisir de fac¸on continue (et meˆme C8) un supple´mentaire
Dpx, tqK a` Dpx, tq.
g) Observer que la restriction de V 1px, tq a`Dpx, tqK donne un isomorphisme line´aire
Φpx, tq : Dpx, tqK Ñ TxM , continu en px, tq P Z. En de´duire que l’e´galite´ TxM ` R 
Dpx, tqK `Dpx, tq de´finit une orientation de la droite Dpx, tq.
h) En de´duire que indpV0q  indpV1q P Z (indication : compter les extre´mite´s des
courbes oriente´es avec des signes).
i) On va montrer que V de la question ci-dessus existe toujours. La valeur commune
des indpV q est ”l’indice de Poincare´-Hopf, ou caracte´ristique d’Euler” de la varie´te´ M .
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j) (Transversalite´) Soit X,Y deux varie´te´s, f : X Ñ Y une application, et S  Y
une sous-varie´te´. On dit que f est transversale a` S si pour tout x P X tel que fpxq  y P
S, on a TyY  imTxf TyS (somme non ne´cessairement directe). Ve´rifier les affirmations
qui suivent.
Le the´ore`me des fonctions implicites entraˆıne que f1pSq est une sous-varie´te´ de X.
Noter que c’est le cas si fpXq X S  H, auquel cas f1pSq est vide. Si S  tyu est un
point, la transversalite´ signifie que f est une submersion en tout point de f1pyq.
Si Y  TX, S  0X  X  TX (section nulle),et f : X Ñ TX est un champ de
vecteurs tangents a` X, la transversalite´ signifie que les ze´ros de f son non de´ge´ne´re´s.
Si X  M  r0, 1s, Y  TM , S  0M (section nulle), et f  V comme dans la
question d), la transversalite´ e´quivaut a` l’hypothe`se sur V de cette question.
L’existence sur M d’un champ de vecteurs tangents avec ses ze´ros non de´ge´ne´re´s et
le fait que pour deux tels champs V0, V1 il existe V comme dans la question d) re´sulte
du
Lemme I.62. Pour toute varie´te´ M compacte et tout fibre´ vectoriel p : E Ñ M , les
sections de p transversales a` la section nulle constituent un ouvert dense de l’espace des
sections de p : E ÑM , muni de la topologie naturelle qui en fait un espace de Baire.
Preuve. Soit pUiqiPI un recouvrement ouvert fini de M trivialisant pour p, de sorte
que φi : p
1pUiq  Ui  Rk, et soit pχiqiPI une partition de l’unite´ C8 subordonne´e a`
pUiqiPI . On conside`re P  pRkqI (”espace de parame`tres”), et l’application C8
F : M  P Ñ E,
px, vq  px, pviqiPIq ÞÑ
¸
iPI
χipxqφ
1
i px, viq.
Soit f : M Ñ E une section C8 de p. Tout v P P de´finit une section C8 ”perturbe´e”
fv : x ÞÑ fpxq F px, vq de p : E ÑM , et il suffit de montrer qu’il y a des v P P  pRkqI
aussi proches qu’on veut de 0 tels que fv soit transversale a` 0E .
On voit facilement que
G : M  P Ñ E,
px, vq ÞÑ fpxq   F px, vq
est transversale a` la section nulle 0E : si Gpx, vq  0x P 0E , en notant Ex  p
1pxq la
fibre de p en x, l’image de TGpx, vq contient Ex  T0xEx (conside´rer un i P I tel que
χipxq ¡ 0, et utiliser vi), qui est supple´mentaire de T0x0E .
Si Z de´signe la sous-varie´te´ G1p0Eq  M  P , la projection q : Z Ñ P est C
8, et
v P P en est une valeur re´gulie`re si et seulement si fv  G |q1pvq est transversale a` la
section nulle.
Dire que v P P est une valeur re´gulie`re de q : Z Ñ P e´quivaut a` la surjectivite´ de
Tqpx, vq : Tpx,vqZ Ñ TvP  P pour tout x ve´rifiant fvpxq  0x.
En conside´rant les applications line´aires
A  TGpx, vq : Tpx,vqpM  P q Ñ T0xE{T0x0E ,
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surjective par hypothe`se, et
B  Tpr2px, vq : Tpx,vqpM  P q Ñ TvP,
ceci e´quivaut a` la surjectivite´ de B restreinte a` kerA  Tpx,vqZ. Mais on voit aise´ment
que c’est e´quivalent a` la surjectivite´ de A restreinte a` kerB  TxM  tvu, c-a`-d a` la
transversalite´ en x de fv a` la section nulle. cqfd.
On conclut par le lemme de Sard, qui entraˆıne que les valeurs re´gulie`res de q sont
denses dans P (en fait de mesure pleine).
Exercice 2
a) Soit a, b, c trois points distincts dans Cˆ. Montrer qu’il existe une unique homo-
graphie h P PSL2pCq  AutpCˆq telle que hpaq  8, hpbq  0, hpcq  1.
b) Soit a, b, c, d quatre points distincts dans Cˆ, h l’homographie associe´e a` a, b, c
dans la question pre´ce´dente. On de´finit le birapport ra, b, c, ds comme l’image de d par h.
Quelles sont les valeurs prises par le birapport quand on permute les points a, b, c, d ?
c) Soit φpzq  pz2  z   1q3{pzp1  zqq2, fraction rationnelle de degre´ 6. Montrer
que la valeur φpra, b, c, dsq est invariante par permutation de a, b, c, d.
Exercice 3 Soit P P CrXs un polynoˆme complexe de degre´ d ¡ 1, sans racine
multiple. On conside`re
X  tpx, yq P C2 | y2  P pxqu
a) Montrer que X est une sous-varie´te´ complexe de C2 (donc une surface de Rie-
mann), et que p : X Ñ C, px, yq ÞÑ x est un reveˆtement ramifie´ holomorphe de degre´ 2,
ramifie´ aux points px, 0q tels que P pxq  0.
b) Si d est impair (resp. pair), montrer qu’au voisinage de l’infini p est un reveˆtement
non trivial (resp. trivial).
c) En de´duire l’existence d’une surface de Riemann compacte pX, obtenue en ajou-
tant un ou deux points a` X, et d’un reveˆtement ramifie´ holomorphe pˆ : pX Ñ Cˆ prolon-
geant p.
Exercice 4 Un re´seau dans C est un sous-groupe engendre´ par deux vecteurs
line´airement inde´pendants sur R. Si Λ est un tel re´seau, C{Λ a une structure naturelle de
surface de Riemann, pour laquelle l’application quotient q : CÑ C{Λ est un reveˆtement
holomorphe.
a) Soit Λ,Λ1 deux re´seaux de C, et soit f : C{Λ Ñ C{Λ1 une application holo-
morphe. Montrer qu’il existe une application holomorphe f˜ : C Ñ C relevant f , et une
application h : Λ Ñ Λ1, telles que pour tous z P C, λ P Λ, f˜pz   λq  f˜pzq   hpλq.
b) Montrer que h est un morphisme de groupes.
c) On suppose que f est un biholomorphisme. Montrer qu’alors f˜ est bijective,
f˜pzq  az b, (a  0), et Λ1  aΛ. En de´duire l’existence d’une famille non de´nombrable
de courbes C{Λ deux a` deux non isomorphes.
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Exercice 1
a) Montrer que l’espace projectif re´el RPn est orientable si et seulement si n est
impair. Identifier RPn pour n  1, 2, 3.
b) Montrer que toute varie´te´ complexe est orientable (et meˆme oriente´e).
Exercice 2 Soit C  CPn une courbe projective complexe (lisse). Pour x P C, la
droite projective tangente τxC  CPn est l’unique droite projective tangente a` C en x.
a) Pour p P CPn et H  CPn un hyperplan projectif ne contenant pas p, soit
pip : CPnztpu Ñ H  CPn1
la projection sur H depuis p, de´finie par : la droite ppxq coupe H en pippxq.
Montrer que l’ensemble des p tels que pip|C : C Ñ H  CPn1 n’est pas une im-
mersion est la re´union des droites projectives tangentes a` C (conside´rer la re´union des
txu  τxC dans C  CPn, x P C).
b) En de´duire que si n ¥ 3, il existe p telle que pip|C : C Ñ H  CPn1 est une
immersion.
c) Montrer que l’ensemble des p tels que pip|C : C Ñ H  CPn1 n’est pas injective
est la re´union des droites projectives se´cantes a` C, c-a`-d intersectant C en au moins deux
points.
d) En de´duire que si n ¡ 3, il existe p tel que pip|C : C Ñ H  CPn1 soit un
plongement (c-a`-d une immersion injective).
e) Conclure que C se plonge dans CP 3 et s’immerge dans CP 2 (holomorphique-
ment).
Exercice 3 Soit Λ re´seau dans C, c’est-a`-dire un sous-groupe engendre´ par deux
vecteurs line´airement inde´pendants sur R. Si Λ est un tel re´seau, E  C{Λ a une structure
naturelle de surface de Riemann (une ”courbe elliptique”), pour laquelle l’application
quotient q : CÑ C{Λ est un reveˆtement holomorphe.
a) Montrer que ppzq  1{z2  
°
λPΛzt0up1{pz   λq
2  1{λ2qq de´finit une fonction
me´romorphe paire sur C, avec poˆles (doubles) sur Λ.
b) Montrer que ppz   λq  ppzq pour z P CzΛ, λ P Λ (conside´rer p1pzq). Donc p
de´finit une fonction me´romorphe (non constante) sur E  C{Λ.
c)Montrer que la fonction p ve´rifie dans CzΛ l’e´quation diffe´rentielle
p1pzq2  4ppzq3  g2ppzq  g3
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avec
g2  60
¸
λPΛzt0u
1
λ4
, g3  140
¸
λPΛzt0u
1
λ6
d) En de´duire que z ÞÑ rX0 : X1 : X2s  r1 : ppzq : p
1pzqs de´finit un plongement
de E dans CP 2, d’image la courbe d’e´quation
X0X
2
2  4X
3
1  g2X
2
0X1  g3X
3
0 .
(reprise de la feuille de TD 3)
Exercice 4
a) Soit a, b, c trois points distincts dans Cˆ. Montrer qu’il existe une unique homo-
graphie h P PSL2pCq  AutpCˆq telle que hpaq  8, hpbq  0, hpcq  1.
b) Soit a, b, c, d quatre points distincts dans Cˆ, h l’homographie associe´e a` a, b, c
dans la question pre´ce´dente. On de´finit le birapport ra, b, c, ds comme l’image de d par h.
Quelles sont les valeurs prises par le birapport quand on permute les points a, b, c, d ?
c) Soit φpzq  pz2  z   1q3{pzp1  zqq2, fraction rationnelle de degre´ 6. Montrer
que la valeur φpra, b, c, dsq est invariante par permutation de a, b, c, d.
Exercice 5 Soit P P CrXs un polynoˆme complexe de degre´ d ¡ 1, sans racine
multiple. On conside`re
X  tpx, yq P C2 | y2  P pxqu
a) Montrer que X est une sous-varie´te´ complexe de C2 (donc une surface de Rie-
mann), et que p : X Ñ C, px, yq ÞÑ x est un reveˆtement ramifie´ holomorphe de degre´ 2,
ramifie´ aux points px, 0q tels que P pxq  0.
b) Si d est impair (resp. pair), montrer qu’au voisinage de l’infini p est un reveˆtement
non trivial (resp. trivial).
c) En de´duire l’existence d’une surface de Riemann compacte pX, obtenue en ajou-
tant un ou deux points a` X, et d’un reveˆtement ramifie´ holomorphe pˆ : pX Ñ Cˆ prolon-
geant p.
Exercice 6 Un re´seau dans C est un sous-groupe engendre´ par deux vecteurs
line´airement inde´pendants sur R. Si Λ est un tel re´seau, C{Λ a une structure naturelle de
surface de Riemann, pour laquelle l’application quotient q : CÑ C{Λ est un reveˆtement
holomorphe.
a) Soit Λ,Λ1 deux re´seaux de C, et soit f : C{Λ Ñ C{Λ1 une application holo-
morphe. Montrer qu’il existe une application holomorphe f˜ : C Ñ C relevant f , et une
application h : Λ Ñ Λ1, telles que pour tous z P C, λ P Λ, f˜pz   λq  f˜pzq   hpλq.
b) Montrer que h est un morphisme de groupes.
c) On suppose que f est un biholomorphisme. Montrer qu’alors f˜ est bijective,
f˜pzq  az b, (a  0), et Λ1  aΛ. En de´duire l’existence d’une famille non de´nombrable
de courbes C{Λ deux a` deux non isomorphes.
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Exercice 1 Soit Vd  CrX0, X1, X2sd l’espace vectoriel complexe des polynoˆmes
homoge`nes complexes de degre´ d ¥ 1. On note Xα  Xα00 X
α1
1 X
α2
2 pour tout multi-indice
α  pα0, α1, α2q P N3, de degre´ |α|  α0 α1 α2. On note Pα le coefficient de Xα dans
P P Vd.
a) Calculer la dimension de Vd.
b) Montrer que l’ensemble Z  P pVdq  CP 2  CPN  CP 2 des prP s, rXsq tels
que P pXq  0 est une sous-varie´te´ complexe lisse de codimension 1 (on pourra se placer
dans des cartes affines Pα  1, Xi  1 et conside´rer la fonction pP,Xq ÞÑ P pXq).
c) Soit q : Z Ñ P pVdq la restriction a` Z de la premie`re projection pr1 : P pVdq 
CP 2 Ñ P pVdq. Montrer que rP s P P pVdq est une valeur re´gulie`re de q si et seulement
si P : C3zt0u Ñ C est tranversale a` 0 P C. Montrer que ceci e´quivaut au fait que P et
ses de´rive´es partielles ne s’annulent pas simultane´ment en dehors de 0 P C3. Dans ce
cas q1prP sq est une surface de Riemann, d’e´quation projective P  0 dans CP 2 (une
courbe plane lisse).
d) En de´duire que l’ensemble des rP s P P pVdq satisfaisant ces conditions est un
ouvert dense de P pVdq.
e)* Montrer que si rP s est dans cet ouvert dense, P est irre´ductible.
f)* Montrer que si rP s est dans cet ouvert dense, la courbe pP  0q est connexe.
Exercice 2 Soit Q une forme quadratique complexe non-de´ge´ne´re´e sur C3.
a) Montrer queQ  0 de´finit une courbe plane lisse (au sens de l’exercice pre´ce´dent).
On dit que C  tQ  0u est une conique lisse.
b) Montrer que quitte a` changer de base dans C3, on peut supposer QpX,Y, Zq 
XZ  Y 2.
c) En de´duire que C  tQ  0u est l’image de l’application
f : CP 1 Ñ CP 2
pu : vq ÞÑ pu2 : uv : v2q.
d) Montrer que f de´finit un isomorphisme (biholomorphisme) de CP 1 vers C.
e) Retrouver ge´ome´triquement le re´sultat pre´ce´dant, en s’aidant de la projection
a` partir d’un point dans CP 2.
(reprise) Exercice 3 Un re´seau dans C est un sous-groupe engendre´ par deux
vecteurs line´airement inde´pendants sur R. Si Λ est un tel re´seau, C{Λ a une structure
naturelle de surface de Riemann, pour laquelle l’application quotient q : C Ñ C{Λ est
un reveˆtement holomorphe.
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a) Soit Λ,Λ1 deux re´seaux de C, et soit f : C{Λ Ñ C{Λ1 une application holo-
morphe. Montrer qu’il existe une application holomorphe f˜ : C Ñ C relevant f , et une
application h : Λ Ñ Λ1, telles que pour tous z P C, λ P Λ, f˜pz   λq  f˜pzq   hpλq.
b) Montrer que h est un morphisme de groupes.
c) On suppose que f est un biholomorphisme. Montrer qu’alors f˜ est bijective,
f˜pzq  az b, (a  0), et Λ1  aΛ. En de´duire l’existence d’une famille non de´nombrable
de courbes C{Λ deux a` deux non isomorphes. Par exemple C{pZ  itZq pour t ¥ 1.
d) On suppose maintenant seulement que f est non constante. Montrer que f est
un reveˆtement, en conside´rant les formes diffe´rentielles holomorphes ω  dz sur C{Λ1 et
fω sur C{Λ.
Exercice 4 Soit Λ re´seau dans C, c’est-a`-dire un sous-groupe engendre´ par deux
vecteurs line´airement inde´pendants sur R. Si Λ est un tel re´seau, E  C{Λ a une structure
naturelle de surface de Riemann (une ”courbe elliptique”), pour laquelle l’application
quotient q : CÑ C{Λ est un reveˆtement holomorphe.
a) Montrer que ppzq  1{z2  
°
λPΛzt0up1{pz   λq
2  1{λ2qq de´finit une fonction
me´romorphe paire sur C, avec poˆles (doubles) sur Λ.
b) Montrer que ppz   λq  ppzq pour z P CzΛ, λ P Λ (conside´rer p1pzq). Donc p
de´finit une fonction me´romorphe (non constante) sur E  C{Λ.
c)Montrer que la fonction p ve´rifie dans CzΛ l’e´quation diffe´rentielle
p1pzq2  4ppzq3  g2ppzq  g3
avec
g2  60
¸
λPΛzt0u
1
λ4
, g3  140
¸
λPΛzt0u
1
λ6
d) En de´duire que z ÞÑ rX0 : X1 : X2s  r1 : ppzq : p
1pzqs de´finit un plongement
de E dans CP 2, d’image la courbe d’e´quation
X0X
2
2  4X
3
1  g2X
2
0X1  g3X
3
0 .
Exercice 5 Soit P P CrXs un polynoˆme complexe de degre´ d ¡ 1, sans racine
multiple. On conside`re
X  tpx, yq P C2 | y2  P pxqu
a) Montrer que X est une sous-varie´te´ complexe de C2 (donc une surface de Rie-
mann), et que p : X Ñ C, px, yq ÞÑ x est un reveˆtement ramifie´ holomorphe de degre´ 2,
ramifie´ aux points px, 0q tels que P pxq  0.
b) Si d est impair (resp. pair), montrer qu’au voisinage de l’infini p est un reveˆtement
non trivial (resp. trivial).
c) En de´duire l’existence d’une surface de Riemann compacte pX, obtenue en ajou-
tant un ou deux points a` X, et d’un reveˆtement ramifie´ holomorphe pˆ : pX Ñ Cˆ prolon-
geant p.
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Exercice 1 Soit Λ re´seau dans C, c’est-a`-dire un sous-groupe engendre´ par deux
vecteurs line´airement inde´pendants sur R. Si Λ est un tel re´seau, E  C{Λ a une structure
naturelle de surface de Riemann (une ”courbe elliptique”), pour laquelle l’application
quotient q : CÑ C{Λ est un reveˆtement holomorphe.
a) Montrer que ppzq  1{z2  
°
λPΛzt0up1{pz   λq
2  1{λ2qq de´finit une fonction
me´romorphe paire sur C, avec poˆles (doubles) sur Λ.
b) Montrer que ppz   λq  ppzq pour z P CzΛ, λ P Λ (conside´rer p1pzq). Donc p
de´finit une fonction me´romorphe (non constante) sur E  C{Λ.
c)Montrer que la fonction p ve´rifie dans CzΛ l’e´quation diffe´rentielle
p1pzq2  4ppzq3  g2ppzq  g3
avec
g2  60
¸
λPΛzt0u
1
λ4
, g3  140
¸
λPΛzt0u
1
λ6
d) En de´duire que z ÞÑ rX0 : X1 : X2s  r1 : ppzq : p
1pzqs de´finit un plongement
de E dans CP 2, d’image la courbe d’e´quation
X0X
2
2  4X
3
1  g2X
2
0X1  g3X
3
0 .
Exercice 2
a) Soit Λ,Λ1 deux re´seaux de C, et soit f : C{Λ Ñ C{Λ1 une application holo-
morphe. Montrer qu’il existe une application holomorphe f˜ : C Ñ C relevant f , et une
application h : Λ Ñ Λ1, telles que pour tous z P C, λ P Λ, f˜pz   λq  f˜pzq   hpλq.
b) Montrer que h est un morphisme de groupes.
c) On suppose que f est un biholomorphisme. Montrer qu’alors f˜ est bijective,
f˜pzq  az b, (a  0), et Λ1  aΛ. En de´duire l’existence d’une famille non de´nombrable
de courbes C{Λ deux a` deux non isomorphes. Par exemple C{pZ  itZq pour t ¥ 1.
d) On suppose maintenant seulement que f est non constante. Montrer que f est
un reveˆtement, en conside´rant les formes diffe´rentielles holomorphes ω  dz sur C{Λ1 et
fω sur C{Λ.
Exercice 3 Pour i  0, 1 soit Ui  CP 1px0:x1q l’ouvert txi  0u, muni de la
coordonne´e holomorphe zi : Ui  C, avec z0  x1{x0, z1  x0{x1. On note Lk, k P Z, le
fibre´ en doites holomorphe sur CP 1 de´fini comme recollement des fibre´s triviaux U0C,
U1  C par le changement de trivialisation (holomorphe)
pU0 X U1q  CÑ pU0 X U1q  C
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pp, vq ÞÑ pp, z0ppq
kvq.
a) Montrer que L0 est le fibre´ trivial CP 1  C, et L1 est isomorphe au fibre´
tautologique γ des ppx0 : x1q, py0, y1qq P CP 1  C2 tels que x0y1  x1y0.
b) Montrer que L2 est isomorphe au fibre´ tangent TCP 1.
c) Soit p  p0 : 0 : 1q P CP 2, et
pi : CP 2ztpu Ñ CP 1
la projection
px0 : x1 : x2q ÞÑ px0 : x1q.
Montrer que pi a une structure de fibre´ en droites holomorphe, qui le rend isomorphe
au fibre´ L1. En de´duire que L1 est isomorphe au fibre´ normal a` CP 1 dans CP 2, de´fini
comme le quotient TCP 2|CP 1{TCP 1.
d) Montrer qu’une section holomorphe globale de Lk s’identifie a` une fonction
holomorphe f : CÑ C telle que zkfpzq est borne´e au voisinage de l’infini.
e) En de´duire que si k   0, toute section holomorphe globale de Lk est nulle, et si
k ¥ 0, l’espace vectoriel des sections holomorphes globales de Lk est isomorphe a` celui
des polynoˆmes homoge`nes de degre´ k en deux variables, Crx0, x1sk (ou encore a` l’espace
Crzs¤k des polynoˆmes de degre´ ¤ k en une variable).
Exercice 4 Si C est une surface de Riemann, x P C et z : U  D  C une
coordonne´e locale holomorphe centre´e en x, on de´finit pour tout k P Z un fibre´ en
droites holomorphe Lkx sur C comme recollement des fibre´s triviaux pCztxuqC, U C
par le changement de trivialisation (holomorphe)
pUztxuq  CÑ pUztxuq  C
pp, vq ÞÑ pp, zppqkvq.
a) Pourquoi est-ce inde´pendant (a` isomorphisme pre`s) du choix de la coordonne´e
locale z ?
b) Montrer que pour une surface de Riemann C, l’espace des sections holomorphes
globales de Lkx (x P C, k P Z) s’identifie a` celui des fonctions me´romorphes sur C,
holomorphes en dehors de x, et ayant en x un poˆle d’ordre au plus k si k ¥ 0, et un ze´ro
d’ordre au moins k si k   0.
c) On conside`re C  CP 1 et x  8  p0 : 1q P CP 1. Ve´rifier que Lk8  Lk.
d) Soit x  p1 : aq P CP 1zt8u. On pose U  CP 1ztx,8u, identifie´ a` Cztau, et on
conside`re l’application
φ : Lkx|U Ñ Lk|U
qui sur les fibres au-dessus de z P U est donne´e par
ξ ÞÑ pz  aqkξ.
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Montrer que φ est un isomorphisme de fibre´s en droites holomorphes, et qu’il se prolonge
en un isomorphisme Lkx Ñ Lk.
e) Si A P GL2pCq, on note encore A l’automorphisme induit par A sur CP 1.
Montrer que ALkx est isomorphe a` Lky, ou` Apyq  x.
f) En de´duire que ALk  Lk pour tout x P CP 1.
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Exercice 1 Soit X un espace topologique. On rappelle qu’un pre´faisceau de
groupes abe´liens sur X est une application F qui associe a` chaque ouvert U de X un
groupe abe´lien FpUq, et a` chaque inclusion pV  Uq entre ouverts de X un morphisme
”restriction” ρpV,Uq : FpUq Ñ FpV q, qui ve´rifie ρpU,Uq  IdFpUq et ρpW,V qρpV,Uq 
ρpW,Uq pour W  V  U . On note aussi ρpV,Uqpsq  s|V pour s P FpUq.
Un faisceau de groupes abe´liens sur X est un pre´faisceau F tel que pour tout ouvert
U de X, tout recouvrement ouvert pUiqiPI de U , et toute famille psiqiPI , si P FpUiq,
ve´rifiant si|UiXUj  sj |UiXUj pour tous i, j P I, il existe un unique s P FpUq ve´rifiant
s|Ui  si pour tout i P I. En particulier on a FpHq  0 : c’est le cas I  H !
a) Soit F un pre´faisceau de groupes abe´liens sur X. Pour tout p P X, on de´finit
Fp, ”fibre” de F en p, comme l’ensemble des germes de sections de F en p, c-a`-d le
quotient de
²
UQpFpUq par la relation d’e´quivalence pU, sU q  pV, sV q ssi il existe W Q p,
W  U X V , tel que sU |W  sV |W (U, V,W de´signent bien suˆr des ouverts de X).
Ve´rifier que la loi pU, sU q pV, sV q  pUXV, sU |UXV  sV |UXV q de´finit sur le quotient
Fp une structure de groupe abe´lien.
Si s P FpUq et p P U , on note sp l’image de pU, sq dans Fp.
b) On munit la re´union disjointe EF 
²
pPX Fp de la topologie engendre´e par les
ouverts de la forme tsp | p P Uu pour tout ouvert U de X et toute section s P FpUq.
Montrer que l’intersection de deux tels ouverts est encore de cette forme (ils forment une
”base d’ouverts”), et que la projection pi : EF Ñ X est un home´omorphisme local.
c) On de´finit pFpUq pour tout ouvert U de X comme l’ensemble des sections conti-
nues s : U Ñ EF de pi. Ve´rifier que pF est un faisceau (de groupes abe´liens) sur X, et que
le morphisme de pre´faisceaux e´vident uF : F Ñ pF donne des isomorphismes Fp Ñ pFp
pour tout p P X. On appelle pF le faisceau associe´ au pre´faisceau F .
d) Ve´rifier la ”proprie´te´ universelle” suivante de pF : pour tout faisceau G de
groupes abe´liens surX et tout morphisme de pre´faisceaux de groupes abe´liens φ : F Ñ G,
il existe un unique morphisme de faisceaux φˆ : pF Ñ G tel que φ  φˆ  uF .
e) Quel est le faisceau associe´ au pre´faisceau F de´fini par FpUq  Z pour tout
ouvert U de X, et l’identite´ pour restriction ?
Exercice 2 Soit X un espace topologique, U  pUiqiPI , V  pVjqjPJ deux re-
couvrements ouverts de X tels que V est plus fin que U . On se donne deux fonctions
λ, λ1 : J Ñ I telles que Vj  Uλpjq, Vj  Uλ1pjq.
Si F est un faisceau sur X, on conside`re les morphismes ρλ, ρλ1 : CpU ,Fq Ñ
CpV,Fq de complexes de cochaˆınes, avec par exemple
ρλ : C
ppU ,Fq Ñ CppV,Fq
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ρλpcqpj0, . . . , jpq  cpλpj0q, . . . , λpjpqq|Vj0...jp .
On se propose de montrer que ρλ, ρλ1 de´finissent le meˆme morphisme H
pU ,Fq Ñ
HpV,Fq en cohomologie.
a) Montrer qu’il suffit d’exhiber des morphismes de groupes abe´liens
hp : C
p 1pU ,Fq Ñ CppV,Fq, p ¥ 0
tels que sur CppU ,Fq
ρλ1  ρλ  hp  δ   δ  hp1, p ¥ 0
en convenant que h1  0.
b) On pose f  ρλ1  ρλ. Pour c P C
1pU ,Fq, j P J , soit
h0pcqpjq  cpλpjq, λ
1pjqq|Vj .
Ve´rifier que pour tout c P C0pU ,Fq, fpcq  h0pδcq.
c) Pour c P C1pU ,Fq, calculer fpcq  δh0pcq. En de´duire que si on de´finit pour
tout c P C2pU ,Fq
h1pcqpj0, j1q  cpλpj0q, λ
1pj0q, λ
1pj1qq|Vj0j1  cpλpj0q, λpj1q, λ
1pj1qq|Vj0j1 ,
on a f1  δ  h0   h1  δ. Interpre´ter ces calculs par une de´composition d’un carre´ de
sommets 0, 1, 01, 11 en deux triangles, et du bord du carre´ en deux paires d’intervalles.
d) Ge´ne´ralisant ce qui pre´ce`de, on pose pour c P Cp 1pU ,Fq
hppcqpj0, . . . , jpq 
¸
0¤k¤p
p1qkcpλpj0q, . . . , λpjkq, λ
1pjkq, . . . , λ
1pjpqq.
Ve´rifier que fp  hp  δ   δ  hp1. Essayer d’interpre´ter la figure correspondante pour
p  2 comme de´composition en 3-simplexes d’un prisme a` base triangulaire et de son
bord.
Exercice 3 Soit X un espace topologique. On note ZX le faisceau de groupes
abe´liens sur X de´fini par ZXpUq  groupe des fonctions localement constantes U Ñ Z.
La cohomologie HpX,ZXq est aussi note´e HpX,Zq ou HˇpX,Zq.
a) Rappeler pourquoi ZX est un faisceau.
b) Soit X  S1 le cercle unite´ de C, muni de la topologie usuelle. Soit U  pU0, U1q
le recouvrement ouvert de X  S1 de´fini par U0  S
1zt1u, U1  S
1zt1u. Expliciter
CppU ,ZXq et δ : CppU ,ZXq Ñ Cp 1pU ,ZXq, p ¥ 0.
c) En de´duire que HppU ,ZXq  Z pour p  0, 1, et HppU ,ZXq  0 si p ¡ 1.
On peut montrer que U est ZX -acyclique, et donc par le the´ore`me de Leray admis en
cours HppS1,Zq est isomorphe a` Z pour p  0, 1 et nul sinon. On va le montrer plus
directement.
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d) Montrer que pour tout recouvrement ouvert U de X  S1  R{Z, il existe un
n ¡ 0 tel que le recouvrement Vn  pVjqjPZ{2nZ de´fini par Vj spj  1q{2n, pj   1q{2nr
pmod 1q est plus fin que U .
e) Expliciter CpVn,ZXq et sa diffe´rentielle δ, puis ρn : HpVn,ZXq Ñ HpVn 1,ZXq,
en observant que Vn 1 est plus fin que Vn. En de´duire que HppS1,Zq est isomorphe a` Z
pour p  0, 1 et est nul sinon.
f) Adapter les deux questions pre´ce´dentes a`X  r0, 1s pour montrer queHppr0, 1s,Zq
est isomorphe a` Z pour p  0, nul sinon.
Exercice 4 Soit X  CP 1  tpx0 : x1qu muni de sa topologie usuelle et du
recouvrement ouvert U  pUiq0¤i¤1, Ui  txi  0u.
a) Expliciter le complexe CpU ,ZXq et sa diffe´rentielle δ.
b) En de´duire que HppU ,ZXq est isomorphe a` Z si p  0 et est nul sinon.
c) Admettant que H2pCP 1,Zq  Z, en conclure que le recouvrement U n’est pas
ZX -acyclique. De fait on a H1pU0 X U1,Zq  H1pC,Zq  Z
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Exercice 1 Dans cet exercice, on prend pour coefficients Z ou un corps k.
a) De´finir une triangulation disque ferme´ D2, et calculer l’homologie et la coho-
mologie simpliciales associe´es.
b) De´finir une triangulation du plan R2, et calculer l’homologie et la cohomologie
simpliciales associe´es.
c) De´finir une triangulation de la sphe`re S2, et calculer l’homologie et la cohomo-
logie simpliciales associe´es.
d) De´finir une triangulation du tore sphe`re T2, et calculer l’homologie et la coho-
mologie simpliciales associe´es.
e) De´finir une triangulation du plan projectif re´el RP 2, et calculer l’homologie et
la cohomologie simpliciales associe´es.
Exercice 2 Soit X une varie´te´ C8 (paracompacte), et A le faisceau des germes
de fonctions C8 sur X.
a) Soit U  pUiqiPI un recouvrement ouvert localement fini de X, et χi une parti-
tion de l’unite´ subordonne´e.
Si V est un ouvert de X, i P I, et f P ApV X Uiq est une fonction C8, montrer que
la fonction χif P ApV X Uiq se prolonge par ze´ro en une fonction pχifq0V P ApV q.
b) On de´finit pour p ¥ 0 une application
hp : C
p 1pU ,Aq Ñ CppU ,Aq
par hppcq  c
1, ou`
c1pi0, . . . , ipq 
¸
iPI
pχicpi, i0, . . . , ipqq
0
Ui0X...XUip
.
Montrer que pour p ¥ 1, on a
hp  δ   δ  hp1  IdCppU ,Aq.
c) En de´duire que HppU ,Aq  0 pour p ¥ 1.
Exercice 3 Soit X une surface de Riemann compacte. On note O (resp. M) le
faisceau des germes de fonctions holomorphes (resp. me´romorphes) sur X. Le proble`me
de Mittag-Leﬄer sur X consiste a` de´terminer, e´tant donne´ des points pj , j  1, . . . , r
de X, des coordonne´es locales zj centre´es en ces points, et des ”parties polaires”¸
1¤k¤nj
aj,kz
k
j ,
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s’il existe une fonction me´romorphe sur X ayant ces parties polaires prescrites aux points
pj , et holomorphe ailleurs. On va traduire ce proble`me en termes de cohomologie de Cech.
a) Expliciter la de´finition du faisceau quotientM{O, c-a`-d la de´finition de ΓpU,M{Oq,
pour U ouvert de X.
b) Soit U  pUjq0¤j¤n avec U0  Cztp1, . . . , pru, et Uj , j ¥ 1 un disque |zj |   rj
dans le domaine de la coordonne´e zj , ne contenant aucun zk, k  j.
Construire dans tout Uj une fonction me´romorphe fj PMpUjq solution du proble`me
dans cet ouvert.
c) Montrer que
cij  fi|UiXUj  fj |UiXUj , i  j, i, j P I
de´finit un 1-cocycle de U a` valeurs dans O.
d) Montrer que si on remplace les fi par fi   gi, avec gi P OpUiq, c change par un
1-cobord de U a` valeurs dans O.
e) En de´duire que le proble`me posse`de une solution si et seulement si la classe de
cohomologie rcs P H1pU ,Oq est nulle.
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Exercice 1 Si X est une surface de Riemann compacte, on note DivpXq son groupe
des diviseurs, Div0pXq le sous-groupe des diviseurs de degre´ 0 et PpXq le sous-groupe
des diviseurs des fonctions me´romorphes sur X (diviseurs principaux). On rappelle que
PicpXq  H1pX,OXq  DivpXq{PpXq.
a) Soit X  CP 1  Cˆ  CY t8u. Montrer que tout e´le´ment de Div0pCˆq est de la
forme ¸
i
nippaiq  p8qq ,
pour des ai P C, ni P Z.
b) En de´duire que l’application degre´ est un isomorphisme PicpCP 1q  Z, et que
PicpCP 1q est engendre´ par la classe du fibre´ Op1q, dual du fibre´ tautologique.
Exercice 2 Soit Λ  Zλ1 ` Zλ2 un re´seau de C, λ1, λ2 P C et f : C 99K C une
fonction me´romorphe non nulle telle que fpz λq  fpzq quels que soient z P C et λ P Λ.
Pour tout w P C, on pose Dw  tw   t1λ1   t2λ1 , 0 ¤ t1, t2   1u.
a) Montrer que la projection Dw Ñ C{Λ est bijective.
b) Soit w P C tel que BDw ne contient ni ze´ro ni poˆle de f .
Montrer que
°
zPDw
reszpfq  0, ou` reszpfq de´signe le re´sidu de f au point z.
c) Avec les meˆmes hypothe`ses, montrer que
°
zPDw
ordzpfq  0, ou` ordzpfq P Z
de´signe l’ordre du ze´ro (¡ 0) ou poˆle (  0) z de f .
d) En utilisant la fonction z P C 99K z f
1pzq
fpzq P C, conclure que
°
zPDw
ordzpfqz P
Λ. On pourra utiliser le fait que si γ : r0, 1s Ñ C est C1 et γp0q  γp1q, on a³1
0 γ
1ptq{γptq dt P 2ipiZ.
e) En de´duire que pour la courbe elliptique E  C{Λ, le morphisme de groupes
(d’Abel) A : Div0pEq Ñ E de´fini par ppq  p0q ÞÑ p pour tout p P Ezt0u s’annule sur le
sous-groupe P pEq des diviseurs principaux, et passe donc au quotient en un morphisme
α : Pic0pEq Ñ E, qui est surjectif.
Exercice 3 Soit E  C{Λ une courbe elliptique, ou` Λ  Zλ1 ` Zλ2 est un
re´seau. On se propose de montrer que Pic0pEq  Div0pEq{P pEq est isomorphe a` E via
le morphisme d’Abel α de l’exercice pre´ce´dent.
a) Montrer que E est isomorphe a` C{pZ` Zτq pour un τ P C, Impτq ¡ 0.
Dans la suite, on supposera Λ  Z` Zτ .
b) Montrer que la se´rie ¸
nPZ
eipipn
2τ 2nzq
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de´finit une fonction holomorphe non constante z ÞÑ θpzq sur C (on pourra conside´rer
θ1p0q).
c) Montrer que
θpz   1q  θpzq et θpz   τq  eipipτ 2zqθpzq.
d) Ve´rifier que θpp1  τq{2q  0.
e) Montrer qu’il existe c  c1 c2τ Ps1{2, 1{2r s1{2, 1{2rτ tel que la fonction
θ n’a pas de ze´ro sur le bord du paralle´logramme
Pc  c  r0, 1s   r0, 1sτ  rc1, c1   1s   rc2, c2   1sτ.
f) Calculer »
BPc
θ1pzq{θpzq dz,
et en de´duire que θ1p0q  p1  τq{2  Λ et que tous ces ze´ros sont simples.
g) Pour a P C on pose θapzq  θpz  a  p1  τq{2q. En particulier θ1a p0q  a Λ
et tous ces ze´ros sont simples.
Soient a1, . . . , an, b1, . . . , bn P C tels que
°n
i1 ai
°n
i1 bi P Z. Montrer que la fonction
me´romorphe
F pzq 
±
i θaipzq±
i θbipzq
est Λ-pe´riodique sur C.
Elle de´finit donc une fonction me´romorphe f : C{Λ  E Ñ Cˆ, telle que divpfq °
ippiq 
°
ipqiq, avec pi  ai   Λ, qi  bi   Λ, i  1, . . . , n.
h) De´duire de ce qui pre´ce`de que le noyau du morphisme de groupes
A : Div0pEq Ñ E¸
i
ni ppiq ÞÑ
¸
i
nipi P E  C{Λ
est contenu dans le groupe PpEq des diviseurs principaux.
i) On a vu (exercice pre´ce´dent) que si f : E Ñ Cˆ est me´romorphe non nulle et
Pc  C un paralle´logramme comme question e), on a¸
zPPc
ordzpfqz P Λ
.
Conclure que P pEq  kerA, et que Pic0pEq  E.
j) Montrer que l’espace quotient
L  pC Cq{pz, vq  pz   1, vq  pz   τ, eipipτ 2zqvq
muni de sa projection sur C{Λ de´finit un fibre´ en droites holomorphe de degre´ 1 sur C{Λ
(on pourra identifier θ a` une section de ce fibre´).
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En particulier deg : PicpEq Ñ Z est surjective et PicpEq  E  Z.
Exercice 4 Soit X une surface de Riemann compacte, D un diviseur sur X, et
LD le fibre´ en droites associe´.
a) Identifier H0pX,LDq a` l’espace LpDq des fonctions me´romorphes f sur X telles
que divpfq  D ¥ 0. Montrer que LpDq est de dimension finie, nulle ou ¤ 1  degpDq.
b) Tenter de de´crire H1pX,LDq (penser au proble`me de Mittag-Leﬄer).
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Exercice 1 (Relations biline´aires de Riemann) Soit X une surface de Riemann
compacte de genre g ¥ 1 obtenue par identification des coˆte´s d’un 4g-gone P de bord
oriente´
a1, b1, a
1
1 , b
1
1 , . . . , ag, bg, a
1
g , b
1
g .
Les aj , bj deviennent dans X des courbes ferme´es (lisses) encore note´s (abusivement) de
la meˆme fac¸on. Si α est une 1-forme C8 sur X, on pose Ajpαq 
³
aj
α, Bjpαq 
³
bj
α.
On fixe un point o dans l’inte´rieur de P , et pour toute 1-forme C8 ferme´e β sur X et
tout x P P , on pose
fβpxq 
» x
o
β.
Cette inte´grale est prise le long d’un chemin lisse dans P qui joint o a` x, et ne de´pend
pas du chemin car P est simplement connexe et β ferme´e.
a) Montrer que pour toute 1-forme C8 α sur X et toute 1-forme C8 ferme´e β sur
X, on a »
BP
fβ α 
g¸
j1
pAjpβqBjpαq BjpβqAjpαqq.
b) Soit ω P ΩpXq  H0pX,Ω1Xq une 1-forme holomorphe non nulle sur X. Montrer
que
Im
g¸
i1
AjpωqBjpωq   0.
En particulier les Ajpωq ne sont pas tous nuls.
c) En de´duire que si pω1, . . . , ωgq est une base complexe de ΩpXq, la matrice g g
complexe A  pAjpωkqqjk est inversible. Par un changement de base, on peut donc
supposer que
Ajpωkq  δjk,
c-a`-d A  Idg, ce que l’on fera par la suite.
d) Montrer que la matrice g  g complexe B  pBjpωkqqjk est syme´trique.
e) Montrer que la matrice syme´trique re´elle ImB est de´finie positive.
f) La jacobienne JpXq  Pic0pXq  Div0pXq{P pXq est isomorphe par l’applica-
tion d’Abel-Jacobi au tore complexe ΩpXq{Λ, ou` le re´seau des pe´riodes Λ  ΩpXq  Cg
est l’image de H1pX,Zq par l’application d’inte´gration
rγs ÞÑ pω ÞÑ
»
γ
ωq.
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De´duire de ce qui pre´ce`de que l’on peut prendre Λ  Zg ` BZg, avec B syme´trique
complexe a` partie imaginaire de´finie positive.
g) Montrer que pour g ¥ 2, un re´seau ge´ne´ral Λ  Z2g de Cg ne peut pas eˆtre le
re´seau des pe´riodes d’une surface de Riemann de genre g.
h) Si B est une matrice syme´trique complexe g  g a` partie imaginaire de´finie
positive, on de´finit θ : Cg Ñ C par
θpzq 
¸
λPZg
exppipipλ Bλ  2λ  zqq.
Montrer que c’est une se´rie absolument convergente, et que la fonction holomorphe
de plusieurs variables complexes ainsi de´finie ve´rifie θpz   µq  θpzq et θpz   Bµq 
exppipipµ Bµ  2µ  zqq θpzq pour µ P Zg (x  y de´signe
°
j xjyj).
i) Comme dans le cas des courbes elliptiques, ces ”fonctions theta” permettent de
plonger Cg{pZg`BZgq dans un espace projectif complexe (de grande dimension) et d’en
faire une varie´te´ alge´brique (une ”varie´te´ abe´lienne”). Explorer cette piste (on pourra
consulter Mumford ”Tata lectures on theta”, ”Curves and their Jacobians”, Riemann (of
course) ou autre chose, comme un cours de Pierre de la Harpe a` Trieste sur les varie´te´s
abe´liennes). Il y a des liens avec certaines e´quations aux de´rive´es partielles (Korteweg-de
Vries, alias KdV). C’est un vaste sujet, digne d’inte´reˆt.
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