Abstract. We consider direct and inverse scattering for the Laplace-Beltrami operator with electromagnetic potentials in domains with smooth surfaces upon which we impose interface conditions. The boundary conditions used encompass physical models of imperfect transmission arising in acoustics, quantum scattering, semiconductors, and geophysics.
1. Introduction. Consider the Laplace-Beltrami operator with electromagnetic potentials in R n :
where all the coefficients are real-valued and L = − for |x| ≥ R. In its full form, this operator is the Hamiltonian for a quantum particle in an electromagnetic field constrained to a Riemannian manifold. It also can be used to model wave propagation in anisotropic media. In this paper, we study inverse scattering for this operator when it is defined with interface conditions across smooth embedded surfaces.
To explain this in detail, fix some bounded open connected domain Ω with smooth boundary ∂Ω. Define the boundary operators, In the sequel, we denote the matrix in (1.6) as T (x) and refer to it as the interface matrix, or transfer matrix. It is worthwhile to remark that we make no assumptions here on the coefficients or the interface to guarantee there is in fact a boundary. This allows us to use the above problem to also study transmission cracks which occur if L e = L i everywhere and T = I on some subset of the boundary. Similarly this boundary value problem also covers the case when there may just be a "tear" in the coefficients, i.e. L i and L e smoothly connect and T is trivial on some subset of the boundary.
Let us briefly formulate the scattering problem. The direct problem is to show there exists a solution w(x, kω) solving (1.4)-(1.7) that has the asymptotic form, ), (1.8) where a(θ, ω, k) is the scattering amplitude for some k > 0. The inverse problem is to show that the scattering amplitude uniquely characterizes the perturbations to the exterior coefficients. For the transmission obstacles given above, this entails showing that the location of the boundary and the transfer matrix is uniquely determined everywhere that at least one of the following holds: (1) the coefficients are not smooth across ∂Ω or (2) T = I. Also, we want to prove that the Dirichlet-to-Neumann operator is uniquely determined on ∂Ω.
Without any further restrictions on the transfer matrix or the coefficients, there are some constant factors by which we can change the interface and interior coefficients which do not affect the fixed energy scattering amplitude. Moreover, altering the coefficients and interfaces in this manner will produce a different obstacle. Indeed, we prove the scattering operator can distinguish two such obstacles, whereas the fixed-energy scattering amplitude cannot. In most practical applications, however, the boundary conditions (1.6) are subject to constraints which remove these degeneracies. This is discussed in detail in section 2.2. In the interest of obtaining the most general results, we prove the uniqueness of the inverse problem up to these constants, and then interpret the results in physically interesting cases afterward.
Our main theorems, as well as some background, are given in section 2. In section 2.1, we formulate our result on the forward problem and in section 2.2 cite physical examples in which these boundary conditions arise. In section 2.3 the results on the inverse problem are given, and in section 2.4 we discuss previous work on scattering from transmission obstacles and interfaces.
The plan of the remainder of the paper is as follows. After reviewing preliminary material on semi-geodesic coordinates, layer potentials, and wave front sets in section 3, we solve the direct problem in section 4 by reducing the problem to a system of pseudodifferential equations on ∂Ω. In section 5, we solve the inverse problem when there are only electric potentials. In this case the analysis of certain boundary operators is simplified since the first two terms of the symbol of the Dirichlet-to-Neumann operator are known. In section 6, the full symbol of the Dirichlet-to-Neumann operator is recalled and we formulate a theorem on boundary determination in the presence of anisotropic media and electromagnetic potentials. This prepares us to solve the general inverse problem in section 7 in which case a much more exhaustive analysis is required to prove the uniqueness. The reason for this definition is that if we define L to be an operator equal to L i on Ω, L e on R n \Ω, and impose interface conditions of the form (1.6) on ∂Ω, then the adjoint of L, as defined in the L 2 -inner product, will be the same as L if and only if (2.1) holds. This is proven in section 4.2. We also show there that (2.1) is equivalent to the energy flux being equal on each side of the boundary.
The distinction between self-adjoint and non-self-adjoint conditions is relevant since it affects the solvability of the forward problem. In particular, it is in general not possible to prove the uniqueness with non-self-adjoint boundary conditions. Nonetheless, we prove solvability off of a discrete set of energies in this case.
Results on the Direct Problem.
We always assume that: The term b(x) requires special consideration since it contributes to the leading term of the system of pseudodifferential equations to which the direct problem is reduced. The conditions in (2.4) describe an analog of partially coated obstacles for transmission obstacles, which we introduce to model transmission obstacles with a resistive coating on a subset of the boundary. Finally, assume a, c, and d are smooth everywhere and b is smooth on Π and ∂Ω\Π. Unless otherwise stated, we always assume (2.2) and (2.3) or (2.4) holds for every transfer matrix.
Our main result on the direct scattering problem is: Theorem 2.1. Say T satisfies (2.2) and (2.3) or (2.4) . Then for all but a discrete set of k ∈ (0, ∞) there exists a solution to (1.4) -(1.7) of the form,
as |x| → ∞, θ = These results are proven in section 4.
Physical Background.
It is worthwhile to briefly relate our problem explicitly to the case of acoustic scattering in anisotropic media. In this situation, to model the inhomogeneities one uses an operator of the general form,
where we assume η(x) = 0 and γ jk (x) = δ jk for |x| large. For n ≥ 3 we can set
2−n γ jk and multiply through by √ g in (1.4) to obtain an operator of the form (2.7). Moreover, it is straightforward to check that (if A j = 0),
Thus, an interface for operators of the form (2.7) has the form,
where for g jk and γ jk related as above,
Despite the simpler form of the transfer matrix, we will always use the LaplaceBeltrami operator even when discussing acoustic wave propagation in anisotropic media since using the Laplace-Beltrami considerably simplifies some of the calculations, especially when it is necessary to make coordinate changes.
We now discuss some physical examples. Recall that the natural transmission conditions at an interface have the form,
A simple application of Green's function yields these conditions. Note there are no density terms for operators of the form (2.7).
Imperfect interfaces occur originally in the study of elastodynamic waves passing between two different elastic media which are not in perfect contact. Interpreted in the context of acoustic waves, the boundary conditions have the form,
See [3] and [33] for background and references. Physically, we can interpret α and β as the relative compressibility and permeability of a thin membrane separating the two regions [33] . These interface conditions are easily converted into boundary conditions of the form (1.6) and the resultant interface matrix looks like,
Of course, for operators of the form (2.7), the interface matrix does not have the density terms.
In the case β = 0, the boundary conditions are known as spring-contact boundary conditions. For background on their use, see the review given in [3] . In this paper the authors also derive a more accurate mathematical model (than the spring contact BCs) for 2 dimensional sound harmonic waves separated by a thin layer which turn out to be of the form (2.11)-(2.12) except that (2.12) has an additional correction term dependent on second order tangential derivatives at the surface.
The resistive and conductive transmission boundary conditions, which arise in geophysics, are also of this form (see [1] and the references therein). Resistive conditions arise if α is complex-valued and β = 0 in (2.13) -(2.14) and conductive conditions are given by assuming β is complex-valued and α = 0 in (2.13)-(2.14).
In quantum scattering the simplest example of boundary conditions of the form (1.6) arises in the model of an electron wave passing through a δ-like potential. Assuming the media is Euclidean for simplicity, then if V (x) = κδ ∂Ω , it is easy to derive the transfer matrix will have the form (see [13] ),
In general, the boundary conditions describing scattering from electric potentials of the above form is given by equations (2.13)-(2.14) with α = 0. Finally, transfer matrix boundary conditions have also been in use for many years in the effective mass method which is used to model the electronic states of semiconducting materials containing abrupt interfaces between materials of different compositions. Transfer matrix heterojunctions, as they are known in the literature, are used in this context to connect wave functions, known as envelopes, across regions of different chemical composition and through barriers of yet a third material. See [2] and [32] for a review of their use as well as various physical interpretations of the matrix elements.
Results on the Inverse Problem.
2.3.1. Non-Uniqueness. Consider (1.4)-(1.7). There are two types of alterations which do not affect the scattering amplitude:
When describing physical phenomena, the model of a transmission obstacle will generally be selected in such a fashion that these constants do not arise. We will discuss a number of restrictions that remove these constants shortly.
The first type of non-uniqueness results from the fact that if we multiply the interface by a constant, we can multiply the solution on the interior by the inverse of that constant without affecting the solution on the exterior. Of course, this type of degeneracy will not affect the full scattering operator and is somewhat trivial.
The second type of non-uniqueness is obtained by replacing ( (1.5) and then changing the interface matrix accordingly. The precise powers of ρ are selected in such a way that self-adjoint boundary conditions remain self-adjoint. Note that as a result of this type of non-uniqueness, there are always an infinite number of obstacles which are not identical to the background but which nonetheless are "invisible" to the scattering amplitude at a given fixed energy. Such obstacles, moreover, are distinguishable from the background by the scattering operator. It is worthwhile to formulate some restrictions which force the constants to be one. τ = 1 if any of the following hold:
• The boundary conditions are self-adjoint.
• Any non-zero element of the interface matrix is fixed. ρ = 1 if any of the following hold:
• Any non-zero element of the interface matrix is fixed.
Note for imperfect interfaces, the boundary conditions (2.15) are self-adjoint and
so that both τ and ρ are 1. The resistive and conductive boundary conditions, as well as the boundary conditions describing scattering from delta-like potentials, are a subset of imperfect interface boundary conditions (2.15) .
In order to simplify notation in the future, we say (
Inverse Problem. Our main result is that the fixed-energy scattering amplitude uniquely determines the obstacles up to the constant factors described above. We interpret these results in the case of imperfect interfaces afterwards. First consider the location and let an obstacle be defined by three elements {Ω, T, L i }. Ω is a subset of R n , T is the interface matrix, and L i is an operator of the form (1.1) which describes the physical properties of the interior of the obstacle. and some fixed k > 0 uniquely determines the location of all points x 0 ∈ ∂Ω at which there does not exist τ > 0, ρ > 0 such that,
smoothly connect in the normal direction at x 0 . When the constants are one, this means we uniquely determine all points on the boundary where either T = I or the coefficients do not smoothly connect. Now consider the boundary conditions. Below Λ j denotes the Dirichlet-to-Neumann operator on ∂Ω for the operator L 
These results are proven in sections 5 and 7. As is proven in section 6 the equality of the symbols of the Dirichlet-to-Neumann operators implies that ( 
n−1 and some k > 0 implies,
2.4. Historical Remarks and Overview of Approach. Already there has been extensive study of direct and inverse scattering from transmission obstacles in the case of perfectly transmitting interfaces and constant isotropic media on the interior and exterior (see the review article [5] and books [6] and [7] for a full history). The most general results in this case are due to Kirsch and Päivärinta [21] , in which the authors consider the scattering problem for transmission obstacles embedded in known electric inhomogeneities with boundary conditions of the form
(with τ constant) and containing unknown electric potentials. Here τ represents the inverse of the density of the interior constant isotropic media so that these boundary conditions are in fact self-adjoint. They prove the fixed energy scattering data uniquely determine the location of the obstacle, the boundary conditions, and the interior electric potentials. Recently there has also been greater focus on the scattering problem when the obstacle contains anisotropic media (see [4] , [7] , [9] , [15] , [27] , and [28] ). The anisotropic media is modeled in these papers using an operator of the form ∇ • A(x)∇ and the inverse scattering problem of determining the location is solved under various restrictions on A(x). The recovery of the interior media is not considered in these papers. As is well-known, for n ≥ 3 this problem is equivalent to the one we consider with a Laplace-Beltrami operator. A closely related problem is obtained by allowing inhomogeneous media on the interior (i.e. media with variable, isotropic density). The related direct scattering problem is considered by Martin [24] and Werner [34] and the inverse problem by Isakov [20] . The main result of [20] is that the fixed energy scattering data uniquely determine the location of the obstacle as well as the media at the boundary of the obstacle. Inhomogeneous media are covered by our work for n ≥ 3 by using the metric g jk (x) = ρ(x) 2−n 2 δ jk where ρ is the inhomogeneous density. There has been little previous work on general boundary conditions of the type we consider. The only results we are aware of with off-diagonal elements in the transfer matrix are for resistive and conductive boundary conditions (see [1] , [14] and [16] ) with the Helmholtz equation on the interior and exterior. In these papers the direct scattering problem is solved and in [16] it is shown the fixed energy scattering data uniquely determine the boundary conditions and the location of an obstacle with conductive interfaces. Finally, we are unaware of previous work with with non-self-adjoint boundary conditions.
To solve the inverse problem we investigate the behavior of the singularity of the Green's function near the boundary of obstacles. The idea to consider the behavior of Green's function is originally due to Isakov [20] . We obtain a precise formula for the singularity of the Green's function in terms of the interface matrix and the symbol of the Dirichlet-to-Neumann operator as the pole approaches some point on the boundary. This is a different approach than the one used by Isakov [20] , Kirsch and Päivärinta [21] , or Hettlich [16] in that we focus on the singularity itself, rather than on the behavior of the solution on the interior or on a subset of the boundary as the pole approaches the obstacle.
A similar formula for the singularity of the Green's function has been obtained by Potthast and Stratis [29] for a transmission obstacle with boundary conditions of the form
without exterior or interior potentials and with the same wave number on the interior as the exterior.
For the recovery of the boundary conditions and the Dirichlet-to-Neumann operator, the main idea is to analyze the symbol of the boundary operator,
on ∂Ω which we prove is uniquely determined from the singularity as well. Here
really represents a parametrix of the pseudodifferential operator Λ i •b−d (the invertibility does not necessarily hold). We show that one can extract all the necessary information, i.e. the the interface conditions and the symbol of the Dirichletto-Neumann operator, from this operator where to explicitly calculate the full symbol we use the full symbol of the Dirichlet-to-Neumann as derived in [12] or [23] .
3. Preliminaries. In this section we collect some basic facts about semi-geodesic coordinates, layer potentials, and wave front sets that will be fundamental for our analysis.
First we recall the semi-geodesic (i.e. boundary normal) coordinates at the surface ∂Ω. In semi-geodesic coordinates around some p ∈ ∂Ω, ∂Ω has coordinates (x , 0) and the outward pointing normal to the surface points in the positive x n direction. Let us briefly recall their construction. For each q ∈ ∂Ω, define γ q : (− , ) → R n to be the unit-speed geodesic with q at γ q (0) and normal to ∂Ω there and such that t < 0 implies γ q (0) ∈ Ω. Now let (x 1 , . . . ,x n−1 ) be any local coordinates for ∂Ω near some p ∈ ∂Ω. We can extend the coordinates smoothly into R n \Ω and into Ω by having them be constant along each normal geodesic γ q . If we takex n to be the parameter along each γ q , then one can check that (x 1 , . . . ,x n−1 ,x n ) form coordinates in R n in some neighborhood of p. Note in these coordinates,x n = 0 impliesx ∈ ∂Ω and the metric will have the form
Often when there is no chance of confusion we will use (x 1 , . . . , x n ) also as the semigeodesic coordinates (e.g. ∂Ω will have coordinates (x , 0)). Also, we shall denote a function f in the semi-geodesic coordinatesf . It is particularly important to note that the selection of the coordinates on ∂Ω is arbitrary since often we will want to compare different or unknown metrics on ∂Ω. In particular, assume g e and g i are metrics as above and let (x 1 , . . . ,x n−1 ) be any local coordinates on ∂Ω. Then we can form separate semi-geodesic coordinates for g e and g i in a neighborhood of some point p ∈ ∂Ω of the form (x 1 , . . . ,x n−1 ,x n e ) and (
We will use the following notation when using pseudodifferential operators. Below let S be the class of Schwartz functions and H s the standard Sobolev spaces. See, for example, [10] or [30] . Let X be an open set in R n and recall the symbol classes
We say a(x, D) is a pseudodifferential operator of order m. Moreover, a(x, D) can be extended to a continuous operator from H
Now let L be an operator of the form (1.1) and let G(x, y, k) denote the fundamental solution for L − k 2 with the outgoing radiation conditions (as constructed in [26] for example). Then the single layer potential S on ∂Ω is defined by,
This is smoothing from ∂Ω to R n \∂Ω which means it is of order −∞. We are particularly interested in its behavior as a map from functions on the boundary into itself as obtained when x is restricted to the boundary. Let S + , respectively S − , denote the operator obtained when x is restricted to ∂Ω limiting from above, respectively below. Both are the sum of a properly supported elliptic pseudodifferential operator on ∂Ω of order −1 and a term with smoothing kernel. The latter condition means the kernel is in C ∞ (X × X). Though this is already well-known, a brief outline of this fact is given below since it will often be necessary to refer to the construction of layer potentials. For simplicity assume we are on a half-space and that we are a given an operator of the form L − k 2 that is equal to zero outside some large ball with fundamental solution G(x, y). Modulo smoothing terms, this is the situation obtained by restricting to a local coordinate chart using the semi-geodesic coordinates. Now,
is the symbol of the parametrix for L − k 2 , and the integral is defined as an oscillatory integral. Let φ(x ) ∈ C ∞ 0 (R n−1 ). Then the single layer potential is defined as follows:
where + is equal to i times the sum of residues in the upper half plane (see chapter 18 of [19] for a more detailed account). Using that,
where theĝ denotes we are in semi-geodesic coordinates, it is easy to derive the principal symbol of the layer potential (as well as its jump relations). Let S + (resp. S − ) denote the operator obtained from (3.1) by taking the limit of x from above (resp. below). Also, let ( 
Also,
We now recall some basic facts about wave front sets of distributions from [18] and [19] . Given a compactly supported distribution v ∈ E (R n ), letṽ(ξ) be its Fourier transform and define the cone Σ(v) to be all η ∈ R n \{0} having no conic neighborhood V such that,
For X an open set in R n and u ∈ D (X), define for x ∈ X,
As a specific example, note W F (δ(x − y)) = y × R n \{0}, sinceδ = 1. Now we consider characteristic sets and wave front sets of pseudodifferential operators. Let A ∈ L m be an operator with principal symbol a(
Denote Char A the set of characteristic points of A. In particular, note Char P = ∅ for any elliptic differential operator. This leads to an alternate definition of the wave front set:
From which it is easy to prove the following theorem,
As an example relevant to us, if
. The last part of the theory we need to recall is the definition of the wave front set of a pseudodifferential operator. Let A ∈ L m (X) be a properly supported pseudodifferential operator with symbol a(x, ξ) ∈ S m as above. Then its kernel is,
where the integral is defined as an oscillatory integral.
See for example Prop. 18.1.26 in [19] . In light of (3.2), this gives an alternate proof that W F (G(x, y)) = y × R n \{0}. Our interest in wave front sets is due to the next two propositions.
Proof. By a discussion analogous to that preceding Theorem 3.3, it is easy to see that modulo a smoothing kernel, lim y↓x * ∂Ω G(x, y)| x∈∂Ω is the kernel of an elliptic pseudodifferential operator (in the variables x and x * ). Therefore the claim follows from (3.4) . Proposition 3.6. Say P 1 (x, D) and
Proof. This is an immediate consequence of Theorem 3.4.
4. The Direct Problem. Consider scattering from a general transmission obstacle as in (1.4)-(1.7). Because it significantly complicates the problem when b is both zero and non-zero, we initially assume that either
In section 4.1, we will solve the direct problem assuming T satisfies (2.2), (2.6), and (4.1) or (4.2) and then in 4.2 consider the non-self-adjoint problem when just (2.2) and (4.1) or (4.2) is satisfied. Finally, in section 4.3 we solve the problem for general scatterers when only (2.2) and (2.3) or (2.4) hold by considering a mixed boundary value problem and using the results of the previous sections.
Recall first from [26] , Lemma 4.1. If u satisfies (− − k 2 )u = 0 outside of B S and u satisfies the outgoing radiation conditions,
where 
taking the imaginary part of both sides, plugging the expansion (4.4) in the integral over ∂B R , and letting R tend to infinity, we obtain,
Using the boundary conditions (4.7) and also (2.2) and (2.6), Plugging this into (4.9) we get,
Note bc has no imaginary part as a result of (2.6) and the imaginary components of −bd and −ac are each less than zero by (2.2) and (2.6). Therefore u = O( ) and so Rellich's lemma and unique continuation imply u = 0 in R n \Ω (see e.g. [26] ). The boundary conditions give us that u − | ∂Ω = 0 and γ
1,i
− u = 0 which by the uniqueness of the Cauchy problem implies u = 0 in Ω (see, for example, [17] [26] . NoteG e (x, y) = E + (x − y) for x, y large where E + (x − y) is the outgoing fundamental solution of the Helmholtz equation. We look for G e and G i in the form
where S e and S i are single layer potentials forG e andG i on ∂Ω as defined in section 3. Fix y ∈ R n \Ω. Then the boundary conditions (4.7) give us the following system of pseudodifferential equations on ∂Ω:
We want to show the matrix B of pseudodifferential operators on the left hand side is uniquely invertible. Note B is bounded 
Using the jump relations given in Theorem 3.3, we see that
Therefore it is easy to see that y i = 0 in R n \Ω (see for example [26] ) and so another application of the jump relations implies φ i = 0. Similarly, y e solves (L e − k 2 )y e = 0 in Ω and y e | ∂Ω = 0. Therefore, since we are assuming k 2 is not a Dirichlet eigenvalue for L e on Ω, y e must be identically zero in Ω and another application of the jump relations proves that φ e = 0. In the case k 2 is a Dirichlet eigenvalue for L e on Ω there are a number of methods we could use to solve the problem. One would be to use different layer potentials (like the ones used in [26] ) or use a sum of single and double layer potentials as is utilized in [6] . Instead, here we will alter the equation on the interior of Ω following the approach taken in [11] . In particular, pick some constant q such that k 2 is not a Dirichlet eigenvalue of L e + q on Ω. Let χ Ω be the distribution equal to 1 on Ω and 0 every else. One can construct the Green's function G e (x, y) to solve,
as in [11] and it will have the same jump relations as those given in 3.3. Therefore the preceding argument with this alteration to the exterior Green's function can be used. Define the Green's function G(x, y) for y ∈ ∂Ω by,
where to avoid y ∈ ∂Ω, we can interpret the integrals as being over R n \∂Ω since ∂Ω is a set of Lebesgue measure zero.
Proof. [Proof of Theorem 2.1 (in the dissipative case and assuming either (4.1)
and we look for a solution to (1.4)-(1.7) of the form,
for two smooth functions ψ e (x) and ψ i (x) on ∂Ω. Plugging w(x, kω) into (1.6) leads to a system of pseudodifferential equations on ∂Ω of the form (4.10) with of course different functions on the right-hand side. This is solvable as in the proof of the previous theorem. That w(x, kω) has the correct asymptotics follows from Lemma 4.1.
4.2.
General Non-Self-Adjoint Problem. First we find the boundary conditions of the adjoint problem.
Theorem 4.4. The adjoint boundary value problem to (4.5)-(4.8) has transfer matrix,
in place of T and the solution v must satisfy the incoming radiation conditions,
instead of the outgoing radiation conditions (4.8 
Here
Integrating over some large ball B R instead of R n in (4.14) and applying Green's formula, we obtain,
In order that the integrals over ∂B R vanish, it is easy to see that v must satisfy the incoming radiation conditions. Assuming this to be the case and taking the limit as R → ∞, the remaining integrals over ∂Ω will give us the form of T * . In particular, we must have,
where we use the notation f, g h = ∂Ω f g h dS x . Plugging in the boundary conditions (4.7) this becomes, 
S. O'Dell
It follows that,
which completes the proof.
It follows from this result that the problem is self-adjoint when both (2.2) and (2.6) are satisfied and b and c have no imaginary component. This is not surprising since Im u + γ 1,e + u and Im u − γ 1,i − u physically represent the exterior and interior flux at the boundary and, as shown in the proof of Lemma 4.2, they are equal precisely when (2.2) and (2.6) hold and the imaginary components of the off-diagonal terms are zero.
We now finish the proof of Theorem 2.1 by constructing the Green's function for (4.5)-(4.8) when the transfer matrix is only assumed to satisfy (2.2) and (4.1) or (4.2).
Theorem 4.5. Assume T satisfies (2.2) and (4.1) or (4.2). Then for all but a discrete set of k > 0, there exists G
e (x, y, k) and
Proof. We will prove this by constructing G(x, y, z) for all but a discrete set of z in C. Note for all but a discrete set of z ∈ C, there exists fundamental solutions
, where for z > 0 these fundamental solutions have the outgoing radiation conditions (see [26] ). In fact we know the poles must occur on the imaginary axis. Define K to be this discrete subset of C. In order to solve the transmission problem for z outside of this discrete set, as in the proof of Theorem 4. Here the layer potentials are with respect to the operators G e (x, y, z) and
and let (x 1 , . . . , x n−1 , 0) be local coordinates for ∂Ω around some point y ∈ ∂Ω. Furthermore, letĝ jk i andĝ jk e be the restriction of the interior and exterior metrics to ∂Ω with respect to this coordinate system. Then in some neighborhood of y, the layer potentials have the following symbols in the calculus of the pseudodifferential operators with a parameter for z ∈ Λ\K (see [26] and [30] ): 
. Assume z ∈ Λ\K and |z| ≥ R for some large R. Since we are assuming either (4.1) or (4.2), it is not difficult to construct an operator
and T is compact on the same space. Thus, (I + T (z)) −1 , and hence M (z) −1 , exists for z ∈ (Λ\K) ∩ {|z| ≥ R} for some large R > 0. Now let B (z) be a parametrix for M (z) constructed using the regular pseudodifferential calculus (i.e the KohnNirenberg quantization). Then, M (z)B (z) = I+T (z) for some compact T (z). Moreover, (I + T (z))
−1 , and hence M (z) −1 , exists for all but a discrete set of z ∈ C (see [31] ). Note it was necessary to separately consider T (z), B(z) and T (z), B (z) since the construction of B(z) and T (z) becomes problematic on the positive real axis (because the denominator of the principal symbol of the single layer potential may be zero there in the parameter-dependent calculus). 
since z only appears on terms of order −1.
The following theorem relates the Green's function and its adjoint. Note by arguments similar to those given in [26] , the set of k > 0 on which G(x, y, k) and
As R tends to infinity the integral over ∂B R tends to zero since Gf and G * g satisfy the outgoing radiation conditions. Thus,
. Note in the self-adjoint case this proves G(x, y, k) = G(y, x, k) for all k > 0.
Direct Problem for General Obstacles.
We now prove the full result for obstacles satisfying only (2.2) As in [26] (see also [10] ), solving (4.10) reduces to finding g ∈H 
where P 0 and Q 1 are pseudodifferential operators of order 0 and 1 on ∂Ω. In fact, after a trivial but lengthy calculation we find (in semi-geodesic coordinates),
Since Q 1 has strongly elliptic principal symbol by (2.4), it follows that (I + Q 1 ) is Fredholm with index 0. Therefore ρ Π (M M −1 0 ) is also Fredholm with index 0. In the self-adjoint case, or more generally whenever (2.6) holds, the necessary uniqueness follows by Lemma 4.2 and the proof in this case is finished.
For the non-self-adjoint case, since Q 1 is elliptic, we can find a matrix of pseudodifferential operators B such that,
Therefore using the parameter-dependent pseudodifferential calculus as in section 4.2, we can prove invertibility for all but a discrete set of k > 0.
We remark that that the φ e and φ i obtained by the above argument are both in H 1 2 (∂Ω) which implies the Green's functions G e (x, y) and G i (x, y) are in H 2 (R n \Ω) and H 2 (Ω) away from the pole. This means the application of Green's formula is valid in the uniqueness proofs, or in establishing the scattering amplitude uniquely determines the Green's function (as below). See [26] for a more detailed discussion.
4.4.
Green's Function and the Scattering Amplitude. Assume we are given two obstacles, {Ω 1 , T 1 (x), L 1 } and {Ω 2 , T 2 (x) L 2 }, along with their respective scattering data, a 1 (θ, ω, k) and a 2 (θ, ω, k). We recall the following theorem from [26] (where Theorem 4.4 establishes that the adjoint Green's function exists).
Theorem 4.8.
) and x = y. Strictly speaking the proof of the theorem requires all the obstacles to be impenetrable. However, the alterations for the case of transmission obstacles are minor. Note this theorem holds even when the boundary conditions are non-self-adjoint.
This also establishes the equivalence of the scattering problem and the inverse boundary value problem on the boundary of a ball large enough to contain all the scatterers. See [26] .
Inverse Problem for Constant Isotropic Media with Electric Potentials. For this entire section assume
By assuming the metrics are the same (and known) at the surface of the scatterer and that there are no magnetic potentials we avoid some difficult technicalities while still preserving the general idea of all of the proofs. After recalling the symbol of the Dirichlet-to-Neumann operator in section 6, as well as formulating some basic properties on boundary determination, we will be prepared for the more exhaustive analysis required in the case of a non-trivial metric and electromagnetic potentials given in section 7.
Location.
First we analyze the behavior of the singularity of the Green's function in a neighborhood of the boundary of an obstacle.
We say the obstacle Ω is well-defined at x 0 if x 0 ∈ ∂Π and at least one of the following holds:
1. T (x 0 ) = τ I for some τ > 0 2. V e and V i do not smoothly connect along the normal direction at x 0 . The following lemma proves a singularity develops in G e (x, y) −G e (x, y) as y approaches x ∈ ∂Ω which is well-defined and the subsequent corollary gives an exact formula for the principal symbol of the single layer potential of G e (x, y) obtained as y ↓ x * ∈ ∂Ω. Lemma 5.1. ∂Ω is well-defined at x 0 if and only if
Proof. Say first that k 2 is not a Dirichlet eigenvalue of either − +V e or − +V i on Ω. This restriction will be removed at the end of the proof. Note the Dirichlet-to-
We rewrite (4.10) in the form,
e (x, y).
Define Λ e e = −γ 1,e + S e (S e + ) −1 to be the Dirichlet-to-Neumann operator of the exterior problem for − +V e (x)−k 2 (with outgoing radiation conditions) and Λ e the Dirichletto-Neumann operator for − +V e (x)−k 2 on Ω. Using that Λ iGi (x, y) = γ
i (x, y), we can rewrite the above equation as,
And since Λ
G e (x, y).
We want to invert the operator on the left-hand side, at least at the symbol level, in order to obtain a formula for the singularity of S
where m −1 (x, ξ) is some operator of order -1. Let P be a local parametrix of
e which exists since we are assuming x * ∈ ∂Π. Then, in an appropriate neighborhood of x * ,
where ∼ denotes equality modulo C ∞ . In the following corollary we use the above formula to find the principal symbol of the single layer potential of G e (x, y) obtained by taking the limit as y ↓ x * ∈ ∂Ω. For now, it suffices to show that a singularity necessarily develops in (5.1) as y ↓ x * ∈ ∂Ω which will be the case unless,
for all x in a neighborhood of x * . This condition is sufficient by Proposition 3.6. For all x 0 ∈ ∂Ω near x * , we see that equality of both sides of (5.2) is equivalent to,
However, for this to be true we need b(x 0 ) = 0, and
. Using the composition formula for pseudodifferential operators, this becomes,
From the coefficient of 1 we see that a = d and it follows that ∂ ξ j 1 D x j a and c must equal zero. The former implies a = τ for some constant τ . Of course if the boundary conditions are self-adjoint, τ = 1. Therefore σ(Λ i ) = σ(Λ e ). It is wellknown that the symbol of the Dirichlet-to-Neumann operator uniquely determines the electric potential, along with all its normal derivatives, at the surface (see [22] or the following section). This contradicts that the obstacle is well-defined at x * and proves a singularity must form in (5.1) as y ↓ x * ∈ ∂Ω.
It still remains to consider the case when k 2 is a Dirichlet eigenvalue of − +V i (x) on Ω. In this case, let φ i (x), φ e (x) be solutions to the equation,
in some neighborhood of x 8 . Specifically, as discussed in Theorem 4.5, there exists a parametrix of the matrix of pseudodifferential operators on the left hand side. We want φ i and φ e to be the functions obtained by applying this parametrix to the right hand side. Since neither (S
−1 necessarily exist, we understand these terms to refer to parametrices too. The proof then proceeds in the same fashion.
The following corollary of equation (5.1) gives the principal symbol of the transpose of the layer potential of G e (x, y) on ∂Ω.
t refer to the transpose of the single layer potential of
where we are in local, semi-geodesic coordinates.
Note that if T = I, we recover the principal symbol of the usual single layer potential on ∂Ω forG e (x, y) as given in Theorem 3.3. It is now easy to show that the location of the obstacle is uniquely determined everywhere it is well-defined. Assume
Proof. Say there exists a point
where the closure of Γ 1 is taken with respect to ∂Ω. Fix some neighborhood Γ such that
On the other hand, since x * is a positive distance away from Γ 2 , it is easy to see that,
This is a contradiction and proves the theorem.
Transfer
Matrix and Dirichlet-to-Neumann Operator. The following theorem proves the transfer matrix and the full symbol of the Dirichlet-to-Neumann operator are uniquely determined on the boundary. Also, if the Dirichlet-to-Neumann operator on the boundary exists, we show it is uniquely determined. is not a Dirichlet eigenvalue of − + V i (x) on Ω so that Λ i exists. This restriction is easily removed as discussed at the end of the proof of Lemma 5.1.
The proof will rely on an analysis of the symbol of the operator,
.
We first need to show that this pseudodifferential operator on ∂Ω is uniquely determined from G e (x, y). We know,
Rewriting this by using that γ
, we obtain for y ∈ R n \Ω and x ∈ ∂Ω that,
+ G e (x, y).
is elliptic, the previous equality implies,
Note this only holds in a local neighborhood of any point on the boundary that is not in ∂Π.
Fix some x 0 ∈ ∂Ω\∂Π. Since γ 1,e + G e (x, y) is known for all y ∈ R n \Ω, so is the limit as y ↓ x 0 ∈ ∂Ω. Now, by Corollary 5.2 and Proposition 3.5, W F (G e (x, x 0 )| ∂Ω ) = x 0 × S n−2 since this is true ofG e (x, x 0 ). Therefore the symbol of the operator acting on G e (x, x 0 ) is uniquely determined by Proposition 3.6. This reduces the problem to showing that
uniquely determines a(x 0 ), b(x 0 ), c(x 0 ), and d(x 0 ) which will be accomplished by analyzing the symbol.
Recall that the symbol of the Dirichlet-to-Neumann operator on ∂Ω has the form (in local semi-geodesic coordinates around x 0 ),
where 1 = (
and 0 does not depend on V (x) (see [22] or section 6). It will considerably simplify the notation in the future to define the product,
Also, in analyzing the symbol, we separate the proof into the cases where b = 0 and b = 0. Note we can immediately tell whether b = 0 in some neighborhood of x 0 or whether b = 0 there by the asymptotics of G e (x, y) given in Corollary 5.2. Finally, it is worth mentioning that if we only consider the self-adjoint case, the analysis of the symbol can be simplified.
First consider the simpler case in which b(x) = 0 for all x in some neighborhood of x 0 . Then at x 0 and in local semi-geodesic coordinates around x 0 ∈ ∂Ω, (5.6) looks like,
Thus, at any x 0 , we uniquely determine ( 1 , a) 
Thus by (5.10),
which combined with (5.11) implies that A much more detailed analysis is needed when b(x) = 0. Let t = det T . We claim, in local semi-geodesic coordinates around any x 0 ∈ ∂Ω (and in a sufficiently small neighborhood such that b = 0),
Before obtaining this formula, we show this finishes the proof that the transfer matrix is uniquely determined. Given two transfer matrices, we know:
Now, (5.15) implies,
which in view of (5.17) implies that there exists a constant τ > 0 such that To prove the symbol has the form (5.13) we will solve for B(x , ξ ) = ∞ j=0 r −j (x , ξ ) using the composition formula for pseudodifferential operators. By (5.6),
Plugging in the symbol of the Dirichlet-to-Neumann operator (5.7) we obtain (up to terms of order −2),
Equating terms by order of homogeneity, this becomes,
From (5.18) we see that r 0 = a b . Thus, (5.19) can be rewritten,
A simple calculation shows that,
so that (5.19) can be simplified to,
Therefore,
Plugging in the formulas for r 0 and r −1 and expanding the term Π 1 ( 0 b, a b ) as above, (5.20) becomes,
A trivial, but lengthy, calculation shows that,
Plugging this into the previous equation, expanding Π 1 ( 1 b, det T 1 b 2 ) as previously, and solving for r −2 we finish the proof of (5.13).
Finally, we show that for k 2 not a Dirichlet eigenvalue of Ω, the Dirichlet-toNeumann operator Λ i on ∂Ω is uniquely determined. By (5.4), we know,
for y ∈ R n \Ω. Therefore it suffices to note that a(
, which is proven in the following lemma.
Then, using the boundary conditions, it follows that 6. The Symbol of the Dirichlet-to-Neumann Operator and Boundary Determination. In this section we recall the symbol of the Dirichlet-to-Neumann operator and prove that it uniquely determines g, A and V at the boundary of the obstacle modulo gauge transformations and diffeomorphisms of the metric that do not affect the operator at the boundary. Note these results hold for complex-valued electromagnetic potentials as well.
Let L be a Schrödinger operator of the form,
with (A 1 (x), . . . , A n ) and q(x) infinitely smooth and fix some compact, connected subset Ω ⊂ R n . Consider the boundary value problem for f ∈ H 1 2 (∂Ω),
Then the Dirichlet-to-Neumann map, Λ :
where ν is the outward pointing normal in Euclidean coordinates. Before introducing the symbol, it will help to simplify the operator. In a neighborhood of an arbitrary point x 0 ∈ ∂Ω introduce semi-geodesic coordinates (which we shall continue to denote by x = (x , x n )) so that x n = 0 is the equation of ∂Ω. In these coordinates,
where
Above, as well as in the sequel,
. We now select a gauge κ(x) such that κ(x , 0) = 1 and
Note κ is easily found by assuming κ(x) = e −iψ(x) for some ψ(x) equal to zero on the boundary. We then have,
which we will rewrite in the following form,
If we define Λ to be the Dirichlet-to-Neumann operator corresponding to the operator L , then Λ f = ∂û(x ,0) ∂xn and Λ f = Λf . We want to show the symbol of the Dirichlet-to-Neumann operator uniquely determines the value ofĝ, A , andq, as well as all their normal derivatives, on the boundary. Hereĝ| ∂Ω is independent of a diffeomorphism of the metric and the A j (x) (1 ≤ j ≤ n − 1) are the result of specifying a particular gauge (i.e. one that makesÂ n (x) = 0). Therefore the metric and potentials, along with all powers of their normal derivatives, are uniquely defined at the boundary. Boundary determination from the symbol of the Dirichlet-to-Neumann operator has been proven by Kohn and Vogelius [22] for the case g jk = δ jk and A = 0, by Lee and Uhlmann [23] for arbitrary g and A = 0, V = 0 and by Nakamura, Sun and Uhlmann [25] or Eskin [12] for g jk = δ jk and real-valued A, V . We slightly improve these results to show the uniqueness for arbitrary {g, A, V } by investigating not only terms of a specific order of homogeneity in the symbol but also terms of a specific type of homogeneity. To explain what is meant by type, note both ξ j and (
2 are of order 1, but they are of different type.
The following theorem gives the exact symbol of the Dirichlet-to-Neumann operator. For the proof see [12] , [22] , [23] or [25] .
Theorem 6.1. The symbol of the Dirichlet-to-Neumann operator is
and for m < 0,
K=p+r−m
The expansion gives us an immediate corollary on boundary determination. Corollary 6.2. σ(Λ ) uniquely determines (for all p > 0 and 1 ≤ j ≤ n − 1) (
Proof. In This implies the claim (note we can recover A fromÃ).
7. Inverse Problem for Anisotropic Media and Electromagnetic Potentials. Our arguments will closely follow those in section 5. In order to avoid excessive indices, we denote p j = Proof. Substituting the latter into the former, we obtain,
On the other hand,
2) Therefore (7.1) and (7.2) imply that Π 1 (p 2 , f ) = 0 from which it follows that f must be constant.
First consider the location. We say an obstacle is well-defined at x 0 if there is does not exist σ > 0 and ρ > 0 such that conditions (i) and (ii) Proof. By the same reasoning as in the proof of Lemma 5.1, we know a singularity inG e (x, y) − G e (x, y) will form as y ↓ x ∈ ∂Ω unless, are equal by the previous statement, it follows that Π 1 ( 1 , a) = 0 (since these terms are of a specific homogeneity type). Thus there exists τ such that a = τ ρ − n 2 . Therefore d = τ ρ 1− n 2 and so c = 0. We leave it to the reader to verify that in the self-adjoint case, τ = 1.
Note we have proved the following corollary which is of interest in its own right. We will only consider the case that b j (x) = 0 since the other case follows similarly. Using (x , ξ ) to denote we are in local semigeodesic coordinates and restricting to a sufficiently small neighborhood,
1 ,
Equating terms by order and type of homogeneity in the equality B 1 (x , ξ ) = B 2 (x , ξ ), we get: for y ∈ R n \Ω. By Lemma 5.5, the behavior of the Dirichlet-to-Neumann operator on the above functions determines the operator. The above relations on the elements of the transfer matrix therefore imply Λ 1 = ρΛ 2 .
By Lemma 7.2, we can apply Theorem 5.3 to locate the obstacle. Therefore, Lemma 7.2 and Theorem 7.5 prove Theorems 2.2 and 2.3.
