We derive exact (ensemble-tight) error and erasure exponents for the asymmetric broadcast channel given a random superposition codebook. We consider Forney's optimal decoder for both messages and the message pair for the receiver that decodes both messages. We prove that the optimal decoder designed to decode the pair of messages achieves the optimal tradeoff between the total and undetected exponents associated with the optimal decoder for the private message. We propose convex optimization procedures to evaluate the exponents. Numerical examples are presented to illustrate the results.
I. INTRODUCTION
The broadcast channel [1] has been extensively studied in multi-user information theory. Although the capacity region is still unknown, some special cases have been solved. One solved example is the broadcast channel with degraded message sets, also known as the asymmetric broadcast channel (ABC). For this channel, the strong receiver desires to decode the private message m 1 and the common message m 2 while the weak receiver desires to decode only m 2 .
The capacity region for the ABC was derived by Körner and Marton and is well known [2] . The earliest work on error exponents is that by Körner and Sgarro [3] . Later, Kaspi and Merhav [4] improved this work by deriving a tighter lower bound for the error exponent. Most recently, Averbuch et al. derived the exact random coding error exponents and expurgated exponents for the ensemble of fixed composition codes in [5] and [6] , respectively.
In this paper, we study error exponents for decoding with an erasure option, where the decoders may, instead of decoding the message(s), output an erasure symbol. For the discrete memoryless channel (DMC), Forney in [7] found the optimal decoder and derived a lower bound the total and undetected error exponents using Gallager-style bounding techniques. Csiszár and Körner [8, Thm. 10 .11] derived universally attainable erasure and error exponents using a generalization of the maximum mutual information (MMI) decoder. Telatar [9] also analyzed an erasure decoding rule with a general decoding metric. Moulin [10] generalized this family of decoders and proposed a new decoder parameterized by a weighting function. Recently, Merhav [11] derived lower bounds to these exponents by using a novel typeclass enumerator method. In a breakthrough, Somekh-Baruch and Merhav [12] derived the exact random coding exponents for erasure decoding. Recently, Huleihel et al. [13] showed that the random coding exponent for erasure decoding is not universally achievable and established a simple relation between the total and undetected error exponents. Weinberger and Merhav [14] analyzed a simplified decoder for erasure decoding. For the ABC, Tan [15] derived lower bounds on the total and undetected error exponents of an extended version of the universal decoder in [8, Thm. 10.11] .
Moreover, Merhav in [16] analzyed a random coding scheme with a binning structure and showed that a suboptimal bin index decoder achieves the random coding error exponent for decoding the bin index. In this paper, we generalize this result by considering a superposition structure and erasure decoding for the ABC. We show that the optimal decoder for the pair of messages (m 1 , m 2 ) achieves the optimal tradeoff between the total and undetected exponents pertaining to the private message m 1 . Our main technical contribution is to handle statistical dependencies between codewords that share the same cloud center (see (32)). Lemma 4 proves an equality between E t 1 and E t Y , which partially ameliorates this problem. Finally, we show that the minimizations required to evaluate these error exponents can be cast as convex optimization problems, and thus, can be solved efficiently. We also present a numerical example to illustrate these exponents.
II. SYSTEM MODEL
We consider a discrete memoryless ABC W : X → Y × Z with a finite input alphabet X , finite output alphabets Y and Z and a transition probability matrix {W (y, z|x) :
Assume there is a random codebook C with superposition structure for this ABC, where the message pair (m 1 , m 2 ) is for user Y and the common message m 2 is for user Z. Specifically, fix a distribution P UX (u, x) and randomly generate M 2 = e nR2 "cloud centers" {u n (m 2 ) :
Decoders with erasure options are given by g 1 :
where e j is the erasure symbol for message m j , j = 1, 2.
In this paper, we focus on six different error probabilities associated to terminal Y. Define the disjoint decoding regions according to the decoder g 1 as D m1m2 = {y n : g 1 (y n ) = (m 1 , m 2 )}. Moreover, let {D m1 : m 1 ∈ M 1 } and {D m2 : m 2 ∈ M 2 } be the disjoint decoding regions associated to messages m 1 and m 2 respectively, i.e., D m1 = m2∈M2 D m1m2 and similarly for D m2 . For terminal Y, define for message m j , j = 1, 2 and the message pair (m 1 , m 2 ), the conditional total error and undetected error probabilities as
Then we may define the average total and undetected error probabilities at terminal Y as follows:
Using the Neyman-Pearson theorem, Forney [7] showed that the best trade-off between the average total and undetected error probabilities is attained by the decoding regions
where P (y n |C 1 (m 1 )) 1 M2 m2∈M2 W n Y (y n |x n (m 1 , m 2 )) and similarly for Pr(y n |C 2 (m 2 )).
We would like to find the exact error exponents
These are the exponents associated with the expectation of the error probabilities, where the expectation is taken w.r.t. the randomness of the codebook C. In other words,
and similarly for the other exponents.
III. MAIN RESULT
The main result in this paper are stated below in Theorems 1 and 2, establishing exact random coding error exponents for the messages m j , j = 1, 2, and the message pair at terminal Y.
For a given probability distribution Q on U ×X ×Y, define
with P UXY (u, x, y) P UX (u, x)W Y (y|x) and the sets L 1 and L 2 are defined as
Theorem 2: The error exponents E t 2 and E u 2 are given by
and
whereQ in (24) is equal toQ =Q X|UYQUY .
IV. CONVEX OPTIMIZATION ISSUES
To evaluate E t 1 in Theorem 1, we need to solve the minimization problems D and G. As will be shown below, these problems can be solved efficiently even though they are not convex.
For the second term G, i.e., (18) , we can partition the feasible region of the inner minimization into two parts, namely
We denote the corresponding minimization problems pertaining to G in (18) in which the function |·| + is inactive or active as G 1 and G 2 , respectively. We thus have G = min{G 1 , G 2 }.
As the minimization problem G 2 is convex, it can be solved efficiently. However G 1 is non-convex due to the non-convex constraint β ≥ 0 in the inner optimization. For the inner optimization, if we remove this constraint, the modified problem, denoted as G 1 , is convex and can be solved efficiently.
Proposition 3:
For the optimization problem G 1 , if the optimal solution to the inner optimization of the modified problem G 1 is not feasible for the original problem G 1 , i.e., β < 0, the optimal value of G as that for G 2 .
Proof: Let Q * 1 and Q * 2 be optimal solutions to the modified and original inner optimizations respectively. Assume to the contrary that β(Q * 2 , R 1 ) > 0. Due to the continuity of β, there exists a conditional probability distribution Q = αQ * 1 + (1 − α)Q * 2 for some α ∈ (0, 1) that satisfies β(Q, R 1 ) = 0. As the constraint in L 2 is convex in Q (the right-hand-side | − β(Q, R 1 )| + = 0 in this case), the solution Q is feasible. Note that the optimal value of objective function is β(Q * 2 , R 1 ) > 0 while β(Q, R 1 ) = 0. This is a contradiction. Hence, there exists an optimal solution to the original inner optimization problem satisfying β = 0. Moreover, this optimal solution of G 1 (i.e., (Q * , Q * ) with β(Q * X|UYQ * UY , R 1 ) = 0) is also feasible for G 2 . As a result, in this case, the optimal value of G is equal to that for G 2 .
In summary, we can solve the non-convex optimization problem G by solving two convex problems G 2 and G 1 . Consequently, G can be solved efficiently.
For D in (17), similarly, we can partition the feasible region of the inner minimization into four parts and denote the corresponding inner optimization problems as follows:
1) γ ≥ 0 and β ≥ 0: 
We can rewrite the objective function of D 1 (and D 3 ) as min
. Therefore, by using a similar argument as that for G 1 above, we can remove the non-convex constraint β ≥ 0 in D 1 due to D 2 . We can also remove the non-convex constraint γ + β ≥ 0 in D 3 due to D 4 . We can merge these two modified optimizations D 1 and D 3 into a new convex optimization problem D 5 , i.e., D 5 = min γ + β s.t Ω ≤ 0 (28) . For the second term D 2 , we can also remove the non-convex constraint γ ≥ 0 in D 2 due to D 4 . In summary, we can solve the minimization problem D efficiently, as the remaining case D 4 is a convex minimization problem.
Similarly to the above, we can also efficiently calculate E t 2 in Theorem 2 as s 0 (Q, R 1 ) is a convex minimization problem.
V. NUMERICAL EVALUATIONS In this section, we present a numerical example to illustrate the values of the error exponents in Theorem 1 and 2. Specifically, we consider binary symmetric channels (BSCs): Y = X⊕Z 2 , where X, Y, Z 2 ∈ {0, 1} and Z 2 ∼ Bern(p 2 ). Let U be binary as well and U ∼ Bern(0.5). Also, let X = U ⊕Z 1 , where Z 1 ∈ {0, 1} and Z 1 ∼ Bern(p 1 ). In this example, we fix p 1 = 0.1 and p 2 = 0.2, and all the rates are in nats. All the Matlab code to reproduce the figures can be found at https://www.ece.nus.edu.sg/stfpage/vtan/isit18.zip.
When T = 0, the exponent is same as that for maximum likelihood (ML) decoding (see Forney [7] ). We obtain a threedimensional exponent-rate region (E t j , R 1 , R 2 ) for decoding (m 1 , m 2 ). To obtain a two-dimensional plot, we consider projections: we fix one rate and vary the other rate and plot the error exponent E t j , j = 1, 2. Figure 1 shows one projection for R 1 = 0.02 and R 1 = 0.08 nats/channel use. For message m 1 , the range of R 2 for which E t 1 > 0 (i.e., R 2 < 0.17 for R 1 = 0.02 and R 2 = 0 for R 1 = 0.08) coincides the capacity region for decoding only message m 1 , namely
Moreover, we see that E t 1 for a fixed R 1 is horizontal for R 2 below a critical value and curved for R 2 above this value. For message m 1 , the range of R 2 for which E t 2 > 0 (i.e., R 2 < 0.17 for R 1 = 0.02 and R 2 < 0.12 for R 1 = 0.08) coincides with the capacity region for decoding only m 2 , i.e., Figure 2 shows the other projection for R 2 = 0.05 and R 2 = 0.15 nats/channel use. It also can be checked that the range of R 1 for both messages (m 1 , m 2 ) coincides the capacity region. When R 2 = 0.05 ≤ I(U ; Y ), we see that the curve of E t rapidly decreases for R 1 below a critical value and remains horizontal for R 1 above the critical value. When R 2 = 0.15 ≥ I(U ; Y ), we see that two error exponents E t 1 and E t 2 are equal. Figures 3 and 4 illustrate the optimal trade-off between the total error exponent and the undetected error exponent as a function of the threshold T for two different pairs of (R 1 , R 2 ). We see that for both messages the total error exponent decreases and the undetected error exponent increases when the threshold T increases. We also see that the smallest threshold T for which the total error exponent is zero depends on the rate pair (R 1 , R 2 ) and decreases as either rate increases.
VI. PROOF SKETCH OF THEOREM 1
In the following, we provide a sketch of the proof of Theorem 1. For the full details, please refer to [17] . In particular, the proof of the crucial Lemma 4 can be found in [17, Appendix A] .
Assume that the true transmitted message pair is (m 1 , m 2 ) = (1, 1). Denote the sub-codebook {u n (m 2 ) : m 2 ∈ M 2 \ {1}} as C U . Given the optimal decoding region in (9) , the average total error probability for message m 1 is
(32) where the condition on c U in (32) is due to the shared "cloud" codebook {u n (m 2 ), m 2 ∈ M 2 }.
Next, we calculate the error probability given (u n , x n , y n ) with joint typeQ UXY and the sub-codebook c U ,
where (36) is due to Lemma 4 below.
Lemma 4: For given y n , c U and T ≥ 0, we have
Let N 1 (Q UXY ) be the number of codeword pairs (u n (m 2 ), x n (m 1 , m 2 )) whose joint type with y n is
where Q = Q UX|YQY . By using by now standard large deviations analysis (see Merhav [18, pp. 167-169 ]), we have
with the minimum over an empty set is defined to be infinity. Finally, after averaging over (U n (1), X n (1, 1), Y n ), we have
where the outer expectation is over (U n (1), X n (1, 1), Y n ).
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Similarly, we can prove that
Then, due to (37), we have E t 1 = min{D, G}. For the total error probability of the message pair, according to the optimal decoding region (10), we obtain
As the difference between F 1 and F 1 is only in the number of m 1 (the rates are asymptotically equal), the exponents of 
This concludes the proof.
VII. PROOF SKETCH OF THEOREM 2
Assume the true transmitted message pair is (m 1 , m 2 ) = (1, 1). The average total error probability for message M 2 associated to the decoding region in (9) is given by
E (U n (1),X n (1,1),Y n ) [Pr{ * |u n , x n , y n }] (50) Similarly, for (u n , x n , y n ) with joint typeQ UXY , we have Pr m 2 =1 P (y n |C 2 (m 2 )) > P (y n |C 2 (1))e −nT = Pr{F 1 > (F 3 + F 2 ) · e −nT } (51) . = Pr{F 1 > max{F 3 , F 2 } · e −nT } (52) . = min Pr{F 1 > F 3 · e −nT }, Pr{F 1 > F 2 · e −nT } (53) Let S = 1 n ln F 2 and > 0 be arbitrarily small, then Pr{F 1 > F 2 · e −nT |(u n , x n , y n )} = s Pr{S = s|(u n , x n , y n )} × Pr{F 1 > e n(s−T ) |(u n , x n , y n )} (54) . = i Pr{i ≤ S < (i + 1) |(u n , x n , y n )} × Pr{F 1 > e n(i −T ) |(u n , x n , y n )} (55) . = i≥s0(Q,R1)/ exp{−E 5 (Q UY , i )} × Pr{F 1 > e n(i −T ) |(u n , x n , y n )} (56) . = Pr{F 1 > e n[s0(Q,R1)−T ] |(u n , x n , y n )} (57) where (56) is from Lemma 5 below, and (57) is from the facts that the dominant contribution to the sum over i is due to the term i = s 0 (Q, R 1 )/ and E 5 (Q UY , s 0 (Q, R 1 )) = 0.
Lemma 5: For (u n , x n , y n ) with joint typeQ UXY , we have
Pr e nt ≤ m 1 =1 W n Y (y n |X n (m 1 , 1)) ≤ e n(t+ ) u n , x n , y n .
(59) Since the right-hand-side of the inequality in (57) is constant for a given triple (u n , x n , y n ), similarly to the calculation for Pr{F 1 > F 3 · e −nT }, we obtain lim n→∞ − 1 n ln E Pr{F 1 > F 2 · e −nT |(U n , X n , Y n )} = K, (60) where the expectation is w.r.t. the randomness of the whole codebook. From (53), we obtain E t 2 = max{D, K}. Finally, the equality E u 2 = E t 2 + T is due to [13, Lemma 1].
