We consider a population dynamics model coupling cell growth to a diffusion in the space of metabolic phenotypes as it can be obtained from realistic constraints-based modelling. In the asymptotic regime of slow diffusion, that coincides with the relevant experimental range, the resulting non-linear Fokker-Planck equation is solved for the steady state in the WKB approximation that maps it into the ground state of a quantum particle in an Airy potential plus a centrifugal term. We retrieve scaling laws for growth rate fluctuations and time response with respect to the distance from the maximum growth rate suggesting that suboptimal populations can be faster in maintaining homeostasis.
Introduction
The problem of statistical mechanics of studying the emerging macroscopic behavior of a system from the microscopic dynamics of its interacting units has been successfully solved in many condensed matter issues but its concepts and techniques reach beyond physics. Indeed it is of the greatest interest to apply the methods of statistical physics to molecular biology [1, 2] . The inherent complexity of many biological phenomena requires a faithful integration of many microscopic biochemical mechanisms and in turn an analysis of the interplay between noise and interactions that could borrow from the tools of statistical mechanics. Examples range from the study of structural changes of polymers in solutions [3] in terms of self-interacting random walks to modeling brain functions and neural networks with disordered spin models [4] . In particular, the process of cell growth can be in principle studied by analysing the dynamics of a large network of enzymatic reactions (metabolism) where the growth rate becomes a function of the metabolic state by simple stoichiometric calculations. The simplest choice of a metabolic state that maximizes the growth, based on the exponential taking over of the fastest phenotype, has lead to qualitative and semi-quantitative predictions of the metabolic state and its response to genetic knock-outs for stationary growing microbial cultures, a framework that has been called flux balance analysis (FBA) [5] . On the other hand, a simple experimental observation is that growth rates fluctuate from cell to cell in the same population even for stationary cultures of identical (isogenic) cells. We remark that recent advancements in tracking techniques and/or keeping stationary conditions in growing cultures [6, 7] have lead to the possibility of measuring single cell growth rates and division times distributions with unprecedented precision and stability raising a surge of interest about the laws ruling growth rate variability, that are known to be connected with many general biological issues like aging [6] , size homeostasis [8] , the quest for mechanisms that trigger cell division [9] and noise in gene expression levels [10] , in particular of metabolic enzymes [11] . From the point of view of modelling, and in regards to the connections with the underlying metabolic dynamics, an understanding of such fluctuations would require to extend the FBA approach that by definition retrieves a single value and no fluctuations. An extension of the FBA approach in order to incorporate the fluctuations that naturally arise taking into consideration an underlying microscopic dynamics was recently proposed in [12] where both a maxentropy approach (i.e. based on fixing the average growth rate in the metabolic space) and a simple diffusive model have been put forward. The former revealed that fastgrowing phenotypes occupy a very low-entropy region of the metabolic space and from a biological point of view this would imply that enzyme expression levels shall be highly fine tuned in this region, possibly overcoming shot noise limits [13] . The latter leads to the following non-linear Fokker-Planck equation for the evolution of the probability distribution ( ) of growth-rates or fitnesṡ
where log ( ) is the entropy of the fitness in the space of metabolic phenotypes and is a diffusion parameter that, when fitting the model against experimental distribution [12] , is seen to be of very low (adimensional) value: in the range 10 −6 −10 −4 . It should be noticed that the term ⟨ ⟩ in principle renders the equation non-linear and its resolution challenging. Given the low value of the diffusion parameter, in this paper we address a precise mathematical analysis of the small diffusion (i.e. ) limit of the steady-state and time response of the model. Quite remarkably, we will show after a rather non-standard WKB analysis that the steady state and the time response of the model are described by the ground state and the first excited state of a quantum particle in a Airy potential plus a centrifugal term, i.e. that is governed by the Hamiltonian
where is the exponent ruling the asymptotic behavior of approaching the maximum growth rate allowed by the constraints. Moreover, we will find in this regime scaling laws for growth fluctuations and time response as a function of the mean growth rate distance from the max − ⟨ ⟩:
suggesting that suboptimal (w.r.t to growth) populations can be more efficient (faster) in maintaining metabolic homeostasis, given the divergence → ∞ while ⟨ ⟩ → . The paper is organized as follows. We will first outline in a background section the definition of the metabolic space and of the model. Then we will report our analytical and numerical results for the steady state and its response. We will finally draw out our conclusions and perspectives in the last section.
Background
The highly conserved set of enzymatic reactions in cells devoted to free energy transduction, the processing of small organic compounds and the production of cell's building blocks is the so called intermediate metabolism. Nowadays this set can be reconstructed directly from the genome by keeping track of the proteins encoded in the DNA that are devoted to metabolic functions [14] . For time scales slower than diffusion (≃ 10 −3 s in E.Coli [15] ), metabolic dynamics can be modeled as a well-mixed chemical reaction network in which metabolites participate in reactions with the stoichiometry encoded in a matrix S = { }. Further, a phenomenological reaction consisting of a drain in fixed proportions of biomass metabolites can added in order to model cell growth. The concentrations change in time according to mass-balance equationsċ
where is the flux of the reaction that is in turn a (possibly experimentally unknown) function of the concentration levels (c). For timescales faster than gene expressions (≃ 10 2 s[15]) we can consider the steady state (homeostasis) and bound the fluxes in certain ranges ∈ [ min , max ] that take into account thermodynamical irreversibility, kinetic limits and physiological constraints. The set of constraints
defines a convex polytope in the space of reaction fluxes that we will call the space of feasible metabolic phenotypes. An uniform sampling of such space can be performed by an an hit-and-run Monte Carlo Markov chain [16] in feasible times [17] after suited preprocessing [18] . Previous samplings on different models retrieves marginal growth rate distributions well fitted by the formula
where ( ) stands approximately for − −1, where is the dimension of the polytope and d the dimension of the subspace where is maximized (minimized), i.e. ≃ − 1 for the case of a vertex. In the following we will consider the problem in the general form but, when comparing to numerical simulation we will consider the E Coli catabolic core from the genome scale reconstruction iAF1260 in a glucose limited minimal medium [19] . After removing leaves, this is a chemical reaction network consisting of = 86 reactions among = 68 metabolites, the dimensionality of the space of steady states is = 23. The flat distribution of growth rates in glucose limited minimal medium is well fitted by the parameters = 22, = 0 (figure 1).
We will consider now the dynamical model defined in [12] that we briefly recall here. It consists of a standard exponential growth coupled with diffusion in the aforementioned space.
If we denote by ( ) the number of bacteria growing at rate this follows the equation˙(
where ( → ′ ) stands for the transition rate from a phenotype with growth rate to one with growth rate ′ . Metabolic changes are assumed to occur so that the space of phenotypes is explored in an unbiased way (i.e. we will impose the detailed balance condition with respect to the flat distribution ) and with a fixed time scale :
If we consider a discrete random walk implementation of this dynamics, where only transitions → ± with sufficiently small are allowed, in the limit , → 0 ( probability ( ) = ∑︀ ′ ′ :
where represents the "diffusion constant" of the population in the phenotypic space. For sake of simplicity we will re-scale with max , that implies → max and → / 3 max . Once the space (encoded by ) is fixed , is the only free parameter of this model. Previous fits [12] of experimental distributions of microbial growth rates with the stationary numerical solutions of this model retrieve very low values for (adimensional), i.e. in the range 10 −6 − 10 −4 . This justifies the approach that we will present in the next section, where we will perform a WKB approximation of the equation considering as small parameter.
Results
In this section we will make a precise analysis of the steady state solution and its response to perturbation in the limit of slow diffusion using the WKB approximation that we will compare with numerical computation finding a good agreement, highlighting scaling laws for growth fluctuations and time response
Steady state solution
Here we consider the steady state of the Fokker-Planck equation (8) . For sake of definiteness we stick to a marginal distribution of the form (4), namely ( ) = (1 − ) for , ∈ N, > 1. However we notice that the mathematical theory below is largely independent on the exact form of ( ). In particular the asymptotic form of the steady state, in the limit → 0, depends only on the local behavior of for → 1.
A boundary value problem In this subsection we show that the nonlinear differential equation describing the steady state solution can be mapped into a boundary value problem for a linear differential equation -a simplification of great usefulness.
The equation for a stationary solution reads
Here ∈ [0, 1]. > 1, ≥ 0 are integer numbers, is a a positive real number and
for any non-negative function ( ). As a first step we must discuss which boundary conditions the steady state solution satisfies. The Fokker-Planck equation (8) is only well-defined if we impose the conservation of the total probability ∫︀ 1 0 ( , ), which reads
]︂]︂ = 0 (10)
We notice that the above condition allow us to transform the nonlinear differential equation (9) into a linear one by substituting the nonlinear term ⟨ ⟩ with an arbitrary constant . Indeed, if satisfies the linear ODE
together with the condition (10) then = ⟨ ⟩. In fact, integrating (11) and using (10) one gets
The linear ODE (11) has two Fuchsian singularities at = 1, = 0. This is more easily seen expanding the term with the logarithm and write the equation in the form
Remarkably, we can use local analysis around the singularities to map the conservation of probability into boundary conditions for .
Close to = 0 any solution will look like
. ‡ We remark that in the case = 1, one solutions behave as and the other as log ).
Similarly, close to = 1, any solution will look like ( − 1)
The conservation equation (10) is easily integrated to get
Taking into account the possible local behavior at = 0, 1 of the solution , the above conditions imply that ( ) = (1 − ) for ∼ 1 and -if ≥ 1 -that ( ) = for ∼ 0. On the contrary, in the case = 0, satisfies at 0 the Robin-type boundary condition ′ (0) + (0) = 0 We have therefore characterized the steady state as a non-negative solution of the following boundary value problem for the linear ODE (11):
satisfies the linear ODE (11) for some ∈ R.
Given a function satisfying (i,ii,iii) above then
It is well-known [20] that the above boundary value problem admits an infinite discrete set of (eigen-)solutions but one and only one positive solution, namely the ground state of the problem. This will be discussed more thoroughly in the next paragraph.
Variational problem In this subsection we show that the steady state satisfy a variational problem. This will allow us to prove that the steady state is unique, that the mean ⟨ ⟩ of the state state is a decreasing function of the diffusion parameter and, finally, that for → 0 the mean value ⟨ ⟩ approaches 1 with rate
In order to use the powerful variational techniques, as a first step we must transform the ODE (11) into the standard Sturm-Liouville form. This is very simple. We just have to define the new function ( ) = ( )/ ( ) that satisfies the ODE
After our previous discussion ( ) satisfies the same boundary condition as ( ) and thus ( ) is a regular at = 0, 1.
As a second step, we introduce the functionals
whose variational derivatives are easily computed as
Using the principle of the Lagrange multipliers, we deduce that the differential equation (12) for the function is just the equation for a critical point of the functional [ ] subject to the constrain [ ] = 1. In this interpretation is minus the Lagrange multiplier. Since ( ) is by definition positive, the standard Sturm-Liouville theory -see e.g. [21] asserts that is the unique minimum of the functional.
We have now arrived to a second -variational -characterization of the steady state ; indeed, the following statements are equivalent:
(i) is such that there exists a positive solution of the boundary value problem for the liner ODE (11) .
As we anticipated using the above variational characterization we can infer some useful information about the steady state and its mean. For convenience of the reader and for future reference, we collect this information in the following Lemma. (ii) Fixed and , the mean ⟨ ⟩ ( ) of the unique stationary solution is a monotone decreasing function of .
(iii) Fixed and , we have
and in particular lim →0 ⟨ ⟩ ( ) = 1
We analyze the three statements separately. Statement (i) is equivalent to the uniqueness of the ground state for Sturm-Liouville variational problem; this is a standard results, see e.g. [20] Chapter 9 and [21] Chpater 6. Statement (ii) is a direct consequence of the fact that the functional [ ] is a monotone decreasing function of while the
In case = 0 the Robin boundary condition ′ (0) + (0) = 0 must be imposed. constrain = 1 is independent of . Finally statement [(iii)] is obtained by minimizing the functional [ ] on a family of Gaussian test functions whose mean and standard deviation depend on .
These computations can be found in the Appendix below.
Remark 1. We notice here that the exact minimizer in the small limit is actually not a Gaussian function but a different function (16) , related to the Airy function that we will introduce in the next paragraph. However the Gaussian approximation reproduces correctly the exponent of the asymptotic behavior, namely 1 3 , of both the mean 1 − ⟨ ⟩ and of the standard deviation of the stationary distribution.
In fig. 3 (left) we show a comparison of this predicted scaling of the average growth rate (as well as of its standard deviation, fig. 3 right, see next section) with numerical simulations for the case of the core catabolic core of E.Coli where we find a very good agreement for low values of . WKB approximation and the exact asymptotic expansions In this Section we discuss the asymptotic analysis of the steady state distribution in the WKB limit → 0. For sake of simplicity we present here the main results, together with some heuristic justification, and we leave the details and the full mathematical justification to the Appendix.
As we have shown using the variational method, the mean ⟨ ⟩ of the steady state approaches 1 with rate at least
Since the distribution takes value from [0, 1], we deduce that it is concentrated in an interval of amplitude − 1 3 on the left side of = 1. In order to analyze the steady state in this interval we rescale the variable ( ) = − 1 3 (1 − ) and the steady-state
With this definition the rescaled distribution ( ) is easily seen to satisfy the Airy-like differential equation
More precisely, as we show in the Appendix, ( ) is unique solution of the above differential equation satisfying the requirements (i) ( ) is non-negative. More precisely ( ) > 0 for 0 < < +∞.
(iii) lim →∞ ( ) = 0.
(iv) Normalization:
Properties (i-iv) above reflect the corresponding properties of the steady-state, respectively is positive, ∝ (1 − ) , is localized close to = 1 and is normalized. Because of properties ( , , ) above, the number is actually the ground state of the Hamiltonian
and ( ) is the corresponding normalized eigenfunction. Since the potential is positive then is a strictly positive number. For large , a standard quantum-mechanical estimates based on the minimization of the potential yields . We notice that the full spectrum of the Hamiltonian (18) is actually known to be computable via the Bethe Ansatz equation of the Quantum-KdV equation (or the conformal limit of the Six Vertex Model), see [22, 23] . However no explicit solution by means of special functions exists unless = 2, in which case the spectrum of (18) coincide with minus the zeros of ′ (e.g. ( = 2) = 1.0188...). In fig. 4 (top) we show the form of the function /2 ( ) computed by expanding in Airy function upto the 6 ℎ order for the case = 22 as well as (fig. 4 , bottom) the stationary distributions that can be obtained from it upon rescaling ( ) = − 1 3 (1 − ) compared with numerical simulations, where we find a very good agreement.
Apart from the mean ⟨ ⟩, all higher momenta of the steady state can be computed from ( ). In fact, as our computations show, see in particular (32,32) in the Appendix, the steady state is exponentially suppressed away from ∼ 1. Therefore, using the change of variable (16) , we see that the following asymptotic identity holds
where ⟨ ⟩ = , as can be seen integrating by part (17) and using property (iv).
Therefore, we have ⟨ ⟩ = 1 − where is the ground state energy of the Airy Hamiltonian (18) and Σ is defined by the formula
Eliminating the parameter , we find that the following scaling law holds in the limit
Relaxation time Here we compute the relaxation time in the → 0 regime. We use the usual method of linear stability: we linearize the FP equation around the steady state and look for eigensolutions of the linearized operator. Namely, we add a small perturbation to the steady state ( ) = 0 ( ) + ( ) (with ∫︀ 1 0 ( ) = 0 to ensure that ∫︀ 1 0 ( ) = 1) and look for the smallest positive number such that the perturbation relax as ( , ) = − ( , 0). By definition, the relaxation time is then simply −1 .
The linearized equation is as follows
where ⟨ ⟩ = ∫︀ 1 0 ( ) . Since, as we have already discussed, in the small regime ( ) is localized at ∼ 1 (and exponentially suppressed for < 1), then too must be localized at ∼ 1. Therefore we can analyze using the same scaling analysis that we used to analyze ( ) -see equation (16):
)︀ , we find that the linearized equation for the perturbation has a well-defined limit if and only if = 
Here = 1 − where is the ground-state energy of the Airy like Hamiltonian (18) and 1 the energy of the first excitation.
We therefore immediately deduce that the relaxation time scales as − 1 3 ∼ − 1 3 .
and thus
We are left to show that = 1 − . To this aim we notice that ( ) must be an eigenvector of the following operator
where ∫︀ ∞ 0 1+ 2 · applied to a function is simply ∫︀ ∞ 0 ( ) 1+ 2 . We actually compute that the full spectrum of the operator is of the form ( ) − , where ( ) is the − ℎ excited state of the Airy-like Hamiltonian H (18) . Indeed, we define
Then an easy computation -recall ∫︀ ∞ 0 1+ 2 ( ) = -shows that ( ( ) = ( ( ) − ) ( ). We finally remark that the condition ∫︀ = 0 is (asymptotically) equivalent to the condition ∫︀ ∞ 0 2 ( ) = 0 which is a direct consequence of (21) and ̸ = 0. 
Conclusions
The present richness of data in molecular biology could gain many insights from a systemic perspective. This in turn could gain theoretical insights from physics, in particular from statistical mechanics, in terms of rigorous methods and quantitative modelling. Many of the current analysis coupling cell metabolism and growth relies on the assumption of growth maximization (FBA) that by definition cannot assess fluctuations. In this draft we studied the model defined in [12] where the metabolic dynamics is connected to cell growth through a simple diffusion-replication process in the space of metabolic phenotypes as it can be obtained from realistic constraints-based modelling. We have shown that the steady states of the resulting non-linear Fokker Planck equation can be mapped through the WKB approximation onto the ground states of a quantum particle in an Airy potential plus a centrifugal term, finding a good agreement with numerical simulations for a case of interest, i.e a core catabolic network of E.Coli. In the asymptotic regime we have found scaling laws for growth fluctuations and time response that can be tested against experimental data. Apart from the experimental evidence of fluctuations, a strict maximization of the growth rate shows a divergent response time even in this simple diffusive framework. On the other hand our analysis shows that suboptimal average values of the growth rate, as observed experimentally, can be thus more efficient in maintaining homeostasis. In agreement with intuition that come from statistical mechanics we have found that increasing fluctuations lower the response time, and in turn fluctuations are, in this context akin to constrained optimization, proportional to the distance from the maximum growth rate. We finally outline some interesting future perspectives that can stem from this work. Data analysis or dedicated experiments are needed in order to prove the scaling laws that we have found. In particular it would be interesting to have a clearer interpretation and/or a direct estimate of . Then, the model in principle retrieves dynamical trajectories for the entire metabolic network, e.g. giving predictions for the steady state distributions and time response of the all enzymatic fluxes, that will be interesting to compare against experimental data. We do point out that this can be considered as a minimal model in which to explore the dynamical interplay between the fitness and its entropy in the space of phenotypes (constrained by physical chemistry for the case of metabolism) within a given population. In this sense it would be interesting to work out solutions beyond the WKB approximation that is valid for slow diffusion (that is nearby the corner where the fitness is maximized).
Appendix

Best Gaussian Approximation
In this section we prove Lemma (1) (iii). We show using a variational estimate that, fixed the parameters and , the mean value ⟨ ⟩ of the steady state has the following asymptotic behavior for small
.
To this aim we use the characterization via the Rayleigh quotient (14), i.e.
where the functionals , are defined in (13) . We evaluate the Rayleigh quotient on a family of Gaussian approximation and find that the supremum on this family is 1 −
Since the actual supremum is, by definition, a value between this estimate and 1 (because ⟨ ⟩ < 1 for any function) then we conclude that ⟨ ⟩ = 1 − ( 1 3 ), that is ⟨ ⟩ approaches 1 with a rate at least 1 3 . If = 0 the steady state solution is not well-defined, however the functionals still are. This reflects in the fact while the Rayleigh quotient has a supremum, it has no maximum if = 0. It is both instructive and useful to compute that the supremum for = 0 is 1. This is easily seen by evaluating the functionals on a family of approximations of a -function centered at = 1.
Let us thus define ( , ) ( , > 0) as the (positive) square root of the Gaussian distribution with mean 1 − and standard deviation , namely
The Rayleigh quotient for these Gaussian approximation reads
This can be easily estimated with the help of the Laplace's method. In fact, in the small and limit the following formula holds (recall that ( ) = (1 − ) ))
for some unimportant constants > 0, . The above computations gives that the small and limit of the Rayleigh quotient is 1 − 1 0 (︀ 1 + ( ) )︀ + ( ). Therefore the supremum with respect to the Gaussian family -attained by taking the limit , → 0 -is 1. This proves that the supremum is actually 1.
In order to estimate the supremum of the Rayleigh quotient for small but different from zero, we can use the same family of test functions. However, since for ̸ = 0 the actual minimizer ( ) has a finite standard deviation and the mean is smaller than one 1, we let the parameters , of the test function to depend on the small parameter and look for the best approximation possible. More precisely, we first let = , = for some , > 0 and obtain the estimate − [ ] [ ] = 1 − (︀ )︀ for some depending on , . Subsequently we optimize , in order to get the biggest possible . As it will turn out, the optimal choice is = = 1 3 that yields = 1 3 . Assuming ≤ , after formula (24)
2 , we can compute the Rayleigh quotient in the small (and thus small , ) limit using the above formula. Indeed, provided ≤ , we get )︀ .
WKB Analysis
Here we compute dominant asymptotics of the steady state ( ), ∈ [0, 1] in the small limit, uniformly in the whole unit interval. As we have shown in the main body of the paper, is a positive solution of the ODE
that close to the singularities = 0, 1 behaves as
The limit → 0 is a singular limit of the above ODE. In this limit there are in principle three regions in which assumes different asymptotic behaviors [24] . The first region is when is close to a singularity, namely ∼ 0, 1: in this region the solutions have a Bessel asymptotics. The second region is the bulk, when is away from the singularities and , i.e. ̸ = 0, 1, : in the bulk the solutions have a WKB asymptotics. The third and final region is when is close to ( is called the turning point in the WKB theory),: for ∼ the solutions have an Airy asymptotics. However the specific equation (25) is rather non-standard because, as we know form the variational analysis, the turning point is approaching 1 as → 0 and thus it is merging with the singularity = 1. The merging of the Bessel and Airy asymptotics yields, as we will shortly show, an asymptotic governed by a Schrödinger equation with an Airy potential plus a centrifugal term.
Asymptotic for ∼ 0 We start by computing the small limit of (25) for ∼ 0. To this aim we make the transformation = − 1 2 , 0 ( ) = ( Disregarding the higher order term the general solution of the latter equation [25] is
where ( , ) is the modified Bessel function of the first kind of order . Since ( , ) ∝ as → 0 and 0 ( ) ∝ , we deduce that the correct behavior is given by 0 = 0. Inserting the original variable (and relabeling the constant 0 ), we deduce that
for some 0 > 0 to be computed.
WKB bulk asymptotic
In the bulk, that is for 0 < < , the solutions of (11) obey the standard WKB asymptotic, namely ( ) ∼ ( ) = ( ) ± − 1 2 ( ) for some rational function ( ). An easy computation yields
In order to compute the parameters , we must match the WKB and Bessel asymptotic in that transition region where both are valid, namely for = ( ) for 0 < < 1 2 . This boils down to compare the → 0 expansion of the WKB asymptotic with the → ∞ expansion of the Bessel asymptotic
Computing the small expansion of the WKB asymptotic one gets
On the other side, the modified Bessel function has the well known [25] behavior at infinity ( , ) ∼ √ 2 : Using the latter formula and (26) one gets
We conclude that the matching yields = 0 and 0 = . Then in the bulk the steady-state solution has the asymptotic
for some > 0 to be computed. The asymptotic for ∼ ∼ 1
As we know from the variation estimate = 1 − ( 1 3 ). Therefore, without losing in generality, we can assume that = 1 − In order to analyze the steady state in the region ∼ 1, we rescale the variable ( ) = − 1 3 (1 − ) and the steady-state
With this definition the rescaled distribution 1 ( ) is easily seen to satisfy the Airy-like differential equation
Close to → 0 the solutions of the above equation behaves as 1 ∝ with = ± 2 . Since ∼ (1 − ) , we must impose the non trivial condition 1 ∝ 2 .
In order to further characterize the solution 1 of (29) we we must match the asymptotic at ∼ 1 with the bulk asymptotic (27) in a transition region where both approximation are feasible, namely for 1 − = ( ) with 0 < < 1 3 . Similarly to the previous matching of asymptotics, this is done by comparing the → ∞ limit of (28) to the → 1 limit of the bulk behavior (27). From the standard (WKB) asymptotic analysis -see [24] -of equation (29) we know that our solution has the following asymptotics for ≫ 0
where 1 , 1 are constants depending on the parameters , and on the normalization at = 0. Inserting the original variables and , the above asymptotics reads .
By the matching procedures we conclude that = 1 −1/2 6 and 1 = 0. Namely 1 ( ) decays as → ∞.
We have thus proven that the function 1 ( ) satisfies the properties (i,ii,iii) of the function ( ) that we had introduced in the main body of the paper -see the discussion below equation (16) . Therefore 1 ( ) coincides -up to the normalization-to ( ). Moreover, since our computation of the factors 0 , shows that is asymptotically suppressed for < 1, then
We deduce that ∫︀ ∞ 0 2 1 ( ) = 1 and thus 1 actually coincides with ( ). Summing up the result of our asymptotic computations, we can give a uniform asymptotic description of the steady state in the whole unit interval:
where the prime and the dot stand for derivation with respect to and , respectively. We divide the interval [0, 1] in equal parts of length ℎ = 1/ and consider the discrete equation, upon considering discrete evaluation of the derivatives:
and analogous formula for ′′ . The discrete time evolution equations read ,
This forward simple scheme is numerically stable and convergent if < 1 2 ℎ 2 [26] . The relaxation time has been calculated numerically by keeping track during a simulation of the L1 distance in time between the current distribution and the stationary one,
starting from a perturbed state of the form ( , = 0) ∝ ( ) , where | | << 1. The decay of the distance in time is well fitted by an exponential law
with a decay constant 1/ that depends on alone, as soon as | | << 1.
