Abstract-Flocking algorithms essentially consist of three components: alignment, cohesion, and separation. To track a desired trajectory, the flock center should move along the desired trajectory, and thus, the fourth component, navigation, is necessary. The alignment, cohesion, and navigation components are well implemented through consensus protocols and tracking controls, while the separation component is designed through heuristic-based approaches. This paper proposes a fuzzy logic solution to the separation component. The TS rules and Gaussian membership functions are used in fuzzy logic. For fixed network flocking, a standard stability proof by using LaSalle's invariance principle is provided. For dynamic network flocking, a Filipov solution definition is given for nonsmooth dynamics. Then, a LaSalle's invariance principle for nonsmooth dynamics is used to prove the stability. A group of mobile robots with double integrator dynamics is simulated for the flocking algorithms in a 2-D environment.
I. INTRODUCTION

I
T IS WELL known that flocking behavior of living beings has certain advantages, such as avoiding predators, increasing the chance of finding food, saving energy, etc. Examples include flocks of birds, schools of fish, herds of wildebeest, and colonies of bacteria. Potential engineering applications of such cooperative behavior include automated highway systems [1] , [2] , cooperative robot reconnaissance [3] , manipulation operation [4] , formation flight control [5] , [6] , deployment of distributed sensor arrays [7] , etc.
Flocking behavior has been studied in robotics within three structures-behavior-based structure, leader-follower structure, and virtual leader structure. The flocking control in a behavior-based structure is established by building up a group of formation-related behaviors [3] . It is suitable for uncertain environments, but lacks a rigorous theoretic analysis. The leader-follower structure is constructed by a string of chains where each robot follows a single robot (l − φ model) or two robots (l − l model) [8] , [9] . However, the chain structure leads to a poor disturbance rejection property. The virtual leader structure is inspired by the biological model where the center of all robot positions jointly represents a single, possible fictitious leader. Reynolds [10] simulated a flock of birds in flight with a common average heading, and they avoid colliding with each other. There is no leader broadcasting instructions in the flock and each bird has a local control strategy. There are three com- ponents in the local strategy of each bird: separation steering to avoid crowding, alignment steering toward the average heading of neighbors, and cohesion steering toward the average position of neighbors. A similar model was proposed by Vicsek in [11] and its convergence proofs were recently given in [12] and [13] . For robots with double integrator dynamics, flocking algorithms have been proven stable for both fixed and dynamic networks [14] , [15] . In particular, a navigation component is added to the flocking algorithm, which is very demanding in formation control and other practical applications [15] . Further, the use of a navigation component eliminates the requirement of the connectivity property of a graph.
Speed consensus protocol [16] , [17] and standard linear tracking control approaches are used for alignment, cohesion, and navigation components, while the separation component relies on a repulsive potential function, of which a minimum value exists at the point where the distance between neighbor robots is fixed. For fixed network flocking where the neighbors of a robot include all other robots, the stability can be analyzed by using LaSalle's invariance principle. For dynamic or switched network flocking where the neighbors of a robot are those robots who can be ranged through limited ranging sensors or communication channels, nonsmooth system analysis has been used in [14] . To avoid nonsmooth control analysis, special potential functions can be designed [15] .
In this paper, we use fuzzy logic to design a control function for the separation component. This control function is the gradient of a potential-like function, which can guarantee the flocking stability. The fuzzy logic control function consists of T-K rules and Gaussian membership functions. They are designed based on stability analysis. For practical applications, it is expected that minimized control effects are used. The advantage of using fuzzy logic to design the separation control function is the guarantee of system stability with constrained magnitude of control inputs. The popularly used artificial potential function [14] generates the repulsive force, which is inversely proportional to the distance. It cannot constrain the magnitude of control inputs as the magnitude of control inputs becomes very large when the distance between neighbor robots becomes small. Also, it could cause erratic behavior when the large force drives robot to move far away from the flocking. The control inputs of potential functions contain the robot's position and neighbors' positions. Thus, the noise of control inputs comes from robot localization and communication between robots. The fuzzy potential function can suppress the input noise. We analyze the flocking stability under a class of input uncertainties. In addition, the use of fuzzy control function provides an opportunity for learning of the flocking algorithms through using fuzzy policy reinforcement learning.
The robots with double integrator dynamics are used in this paper. An algebraic graph is used to model the flocking dynamics. We discuss the stability of both fixed and dynamic network flocking. For dynamic network flocking, Filippov solutions are used to define the solution concept [18] . Clarke's generalized gradient [19] and set-value derivative [20] are used to simplify the stability analysis. The nonsmooth stability analysis for dynamic network flocking based on [20, Th. 3] is presented.
The rest of the paper is organized as follows. Section II presents a flocking model for robots with double integrator dynamics. Section III describes distributed flocking algorithms. Section IV proposes a fuzzy separation control function and nonsmooth control approach. The stability analysis of both fixed and dynamic network flocking is given in Section V. The simulations of the proposed flocking algorithms are provided in Section VI. Finally, our conclusions and future work are briefly summarized in Section VII.
II. FLOCK MODEL
A. Robot Dynamics
Given N robots in a group, each robot is described by its double integrator dynamics. For a robot i with n dimensional coordinates
T ∈ R n , the state and control vectors are
, N). The robot dynamics iṡ
where
The matrix I (n ) is the identity matrix of dimension n. The states of all N robots in a group can be concatenated into vec-
where A = aI (N ) , B = b1 T , and 1 = [1, . . . , 1]. The group center can be denoted by a virtual center state
T . q c is the virtual center's configuration, which is the average of all states:
Then, the following results are true for the virtual center:
Thus, the dynamics of the virtue center iṡ
Let
T be the desired state vector for the group center. The desired state z d should also have the same dynamics with the robot dynamics (1):
Definition 1 (Flock definition):
The configuration q i is called flock if: 1) the distances q i − q j between any two neighbor robots are asymptotically convergent to a fixed value; 2) the velocity mismatchesq i −q j of all robots are asymptotically convergent to zero; 3) the center trajectory q c is asymptotically convergent to a desired trajectory q d ; 4) no collision between robots occurs during the flocking.
B. Flock Graph
A graph can be used to represent the flocking interconnection between robots. A vertex of the graph corresponds to a robot, and edges of the graph capture the dependence of interconnections. Formally, a graph G = (V, E) consists of a set of vertices V = {v 1 , . . . , v N }, indexed by robots in the group, and a set of edges E = {(v i , v j ) ∈ V × V}, containing unordered pairs of distinct vertices. Assuming the graph has no loops, that is,
A graph is connected if, for any vertices (v i , v j ) ∈ V, there exists a path of edges in E from v i to v j . The incidence matrix D(G) of a graph G is the {0, 1}-matrix with rows and columns indexed by vertices V and edges of E, respectively, such that the ijth element of D(G) is equal to 1 if the vertex i is in the edge j and 0 otherwise. If the graph G has N vertices and |E| edges, then incidence matrix D(G) of the graph G has order N × |E| [21] . Because graph G is undirected, the matrix D(G) is symmetric. Let ∆(G) be the diagonal N × N matrix with rows and columns indexed by V with ii entry equal to the valency of vertex i. Following [21] , Laplacian of a graph G is defined as L(G):
For a graph G, it is known the rank of its Laplacian L(G) is N − |E|. Laplacian L(G) is symmetric and positive semidefinite. Let r denote the distance that a robot can range via ranging sensors or communicate via wireless radio links.
Definition 2 (Neighbor definition):
Robot j is called a neighbor of robot i if the Euclidean distance r ij between robots i and j is less than or equal to r. All neighbors of robot i compose its neighbor set N i .
For fixed network flocking, each robot i can range or communicate with all other group members. Therefore, the graph G is fixed and will not vary with time. However, for dynamic or switching network flocking, the neighbor set N i of robot i changes with time due to the limited ranging value r. Accordingly, the graph G will vary with time and can be denoted as 
where k a > 0 is a n-dimensional diagonal matrix. This is the so-called velocity consensus protocol [16] , [12] , which can asymptotically make the velocity of robot i equal to the average velocity of its neighbors. Collectively, the alignment control function of all robots can be written as a vector u
where ⊗ is the Kronecker product. For cohesion and navigation components, all robots' states z i should tend to be the same as the desired state z d . The state feedback control function for robot i should be as
is the feedback gain and k c > 0 is a ndimensional diagonal matrix. From (4), (5), and (10), it can be seen that the cohesion and navigation control function of the virtual center has the same state feedback law:
Using the sum of u a i in (8) and u c i in (10) as a control function, all robots will move toward the desired trajectory. Fig. 1 shows that 20 2-D robots randomly starting from different positions with different velocities will asymptotically converge to the desired trajectory, a circle. It can be seen that separation control is necessary for flocking, which can separate all robots with a fixed distance and avoid collision with each other during flocking.
B. Separation Control
In general, a function g ij (q i , q j ) can be defined as the separation control function between robot i and its neighbor robot j. This function is a state feedback function. The separation control function of robot i should include all effects from all its neighbors:
A smooth repulsive potential function V ij (r ij ) can be used to generate the separation control function. The repulsive potential function V ij (r ij ) should have a minimum value at r ij = d where d is a predefined distance. When the Euclidian distance r ij = q i − q j is less than d, the control function should be negative to repulse neighbor robots from getting too close. When the Euclidian distance r ij is larger than d, the control function should be positive to attract neighbor robots to move closer. The gradient of repulsive potential function V ij (r ij ) is the separation function g ij (q i , q j ):
The separation control function of robot i is
All control functions can be added together to form a state feedback control function u i for flocking:
In the next section, the separation control function is implemented by fuzzy logic.
IV. FUZZY SEPARATION CONTROL
A. Fuzzy Logic Control Function
Fuzzy logic can build any nonlinear function mappings based on human experience. The separation control function can be built through a set of fuzzy logic rules. Therefore, fuzzy logic employed as the separation function can be used for flocking control.
A set of fuzzy logic rules can map an input s to a deterministic control h(s). For the kth dimension state 
The Gaussian function can be used to define the fuzzy set membership function 
The crisp output u ij is calculated by the center of area method (19) where M is the number of fuzzy rules.
B. Fuzzy Separation Control Function
The separation control function u s i is an n-dimensional vector. Let g ij denote the nth-dimension fuzzy separation control function between robots i and j. Due to the symmetry of the robot dynamics (1), control functions in different dimensions are the same. For the kth dimension, the fuzzy input s
The fuzzy output is defined as 
Denote the gradient of the repulsive potential function V ij (r ij ) as
From (19), we have
The fuzzy control function between robots i and j is
For distributed control, robot i needs to sum up all control functions g ij (q i , q j ) from its neighbors to generate the separation control function u s i :
C. Nonsmooth Control
For fixed network flocking, the control function u i is smooth as u s i is smooth. For dynamic network flocking, the control function u i is not a smooth function as the neighbors of each robot are changing during flocking, i.e., the graph G is changing. The energy function used to analyze the stability is also a nonsmooth function.
To analyze nonsmooth dynamics, some known facts pertaining to differential inclusions and nonsmooth analysis are necessary. As the classical notion of solution is not appropriate and needs to be generalized, a solution definition for the nonsmooth dynamics, the Filippov solution [18] , is used first. Its formal definition is given in the Appendix. Other terms will be introduced in the next section.
With the state feedback in fixed network flocking, the robot dynamics (2) is an autonomous system:
In dynamic network flocking, the autonomous system is defined as a differential inclusioṅ
where 
In [22] , a calculus is provided to simplify the calculation of differential inclusions. As f (z, t)
T , using the calculus, we have
D. Saturation Constraint of Separation Control Signal
The using of fuzzy logic to design the separation function can constrain the magnitude of input signals. This is desirable for practical systems with input saturation constraints. From (22) to (24), we know
where κ is a positive constant. Equation (29) shows that the separation control signal is saturated constrained. 
A. Fixed Network Flocking Stability
The flocking control with fixed neighbor set N i is
An energy function is defined as
, and
is the repulsive potential function: . Hence, V ij (r ij ) can be designed positive definite by using proper fuzzy rules, i.e., V s (z) can be positive definite.
2) The derivative of the energy function V (z) is seminegative definite.V
.
From (33) to (35), we havė
Therefore, as long as (a − bk c ) ≤ 0,V is seminegative definite. This can be achieved by selecting the control gain k c as [a, b] is controllable. 3) LaSalle's invariance principle.
AsV (z) is seminegative definite, V (z) is therefore monotonically decreasing for all t ≥ 0. Based on this nonincreasing property of V (z) and given Ω c = {z : V (z) ≤ c}, Ω c is an invariant set. This bounded set and Further, when the flocking converges to stable
There is an equilibrium point at r ij = d where ∇ r i j V (z) = 0. Thus, the distance between two neighbor robots converges to the equilibrium point. 4) There are no collisions with each other.
By contradiction, assume there exists a time t = t 1 when two robots k, l collide, i.e., q k (t 1 ) = q l (t 1 ). The potential function V kl (q k , q l ) at q k (t 1 ) = q l (t 1 ) is a constant
At t = t 1 , defining the constant V kl (q k , q l )| q k =q l larger than c leads to V s (q(t 1 )) ≥ c, which is in contradiction with the invariant set Ω c . Therefore, no two robots collide at any time t ≥ 0. Remark 1: To consider some input uncertainties, the flocking control (30) can also be expressed as
where w(t) ∈ R nN denotes the unknown uncertainties with a known upper bound w u ≥ w(t) . Based on the similar results as in the proof of Theorem 1, we havė
where Q 1 = Q − (1/2)I (nN ) and λ min (Q 1 ) is the smallest eigenvalue of Q 1 . For the connected graph, all eigenvalues of Laplacian matrix λ i (L) ≥ 0. We can select k a and k c to make λ min (Q 1 ) > 0. Then, we have the following result.
Whenever q − 1 T ⊗q c > w u / λ min (Q 1 ),V (z) < 0. Then, the asymptotical stability of the perturbed closed-loop system is proved according to Lyapunov's stability theorem.
B. Dynamic Network Flocking Stability
The flocking control with dynamic neighbor set N
The separation control function u s i is no longer a smooth function as σ(t) varies with time. For the differential equations with discontinuous right-hand sides, nonsmooth energy functions nationally arise.
Definition 3 (Nonsmooth repulsive potential function):
The repulsive potential function between two robots i and j for the nonsmooth separation control function (27) can be defined as follows:
This function is in the form of the pointwise maximum of two smooth functions. Hence, it is a regular function [23] . Due to the use of nonsmooth repulsive potential function, the classical notion of gradient is not appropriate. Clarke's generalized gradient can be used to analyze the nonsmooth stability [19] . The generalized gradient at a point z can be viewed as a set-valued map equal to the convex closure of the limiting gradient near z. The formal definition of the generalized gradient is given in the Appendix.
The generalized gradient of U ij (r ij ) can be calculated based on the control function (27) and the directional generalized derivative given in the Appendix as follows:
The repulsive potential function U s (q) of the group is defined as
The energy function
is, therefore, a nonsmooth and regular function. Its generalized gradient is
There are three versions of LaSalle's invariance principle in the nonsmooth analysis. In [23] , the regular function and solution uniqueness are used. In [24] , the regular function and solution uniqueness are not required. It needs to define the worst case of the gradient. In [20] , the regular function is required, but not solution uniqueness. In the following, the version in [20] is used to prove the stability. Theorem 2 (Dynamic network flocking stability theorem): For dynamic network flocking, starting from Ω c = {z : V (z) ≤ c}, the flocking as defined in Definition 1 is asymptotically stable under the state feedback control u i (39).
Proof: LaSalle's invariance principle in the nonsmooth analysis provided in [20] needs to calculate a set-valued derivative. The definition of the set-valued derivative is given in the Appendix. For the differential inclusion (26), by using the generalized gradient (41) and (43), the set-valued derivative iṡ
The largest weakly invariant subset of
Applying Theorem 3 provided in the Appendix to the system described by (26), it follows that, for the initial conditions in Ω c , Filippov trajectories of the system converge to the largest weakly invariant set E = {z ∈ Ω c : z c = z d ,q i =q c }. Or, it can be stated that the flock center state z c converges asymptotically to z d and all robot velocitiesq i converge to the center speedq c .
Finally, with the same argument as that in the fixed network flocking stability, the distance between neighbor robots converges to a fixed value and the collision between neighbor robots can be avoided.
VI. SIMULATIONS
Eight fuzzy sets are designed for the fuzzy control input r 2 ij − d 2 . They are LN, N, SN, Z, SP, P, LP, and P P as shown in Fig. 2 . Eight fuzzy rules are designed as follows: 
| r i j =d is not exactly equal to zero, but very close to zero. Therefore, these rules meet the conditions analyzed in the stability proof of Theorem 1.
2-D robots are used (n = 2). The control gains are selected to be k c = I (2) and k a = I (2) . The four eigenvalues of 
A. Simulation Results by Using Fuzzy Potential Function
The fixed network flocking algorithm is tested first. Twenty robots are used, and all of them are connected with each other. The simulation results are shown in Fig. 3 for the straight line and Fig. 4 for the circle. The cohesion radius is defined as the maximum distance between any two robots. It converges to a stable level as shown in the left bottom of Fig. 5 for the circle tracking. The velocity A random noise w(t) with the upper bound w u = 0.25 is used to test the control robustness discussed in Section V. All other parameters are the same as earlier. The tracking of the straight line is simulated with the noise signal. The results are shown in Fig. 9 for trajectories and Fig. 10 for the convergent performance. As they are expected, the trajectories and performances are not as smooth as the simulation results without noise. However, the flocking is still stable and its center still tracks the desired trajectory. The velocities, separation control signals, cohesion radius, and velocity mismatch also show the convergent performance. 
B. Comparison Results
A typical potential function for separation control [14] is the one defined as
and its gradient can be found as
This potential function can generate a very large repulsive force between two neighbor robots when the distance is very small. Sometimes, the force is so large that the robots move too far away from the flocking center. Fig. 11 shows one of these scenarios. As can be seen, the two robots pointed to by an arrow are initially very close to each other. The very large repulsive force moves them away. Although finally they move back to the flocking cluster under the control of the cohesion component, the flocking undergoes erratic behavior. The large repulsive force and large velocity can be found from the top of Fig. 12 . Obviously, the cohesion radius and the velocity mismatch are also large, as can be seen from the bottom of Fig. 12 .
Our proposed fuzzy potential function can avoid such erratic behavior. We use the same simulation setting as the one described earlier except for the potential function V ij (r ij ). We also use the same initial positions and velocities. The simulation result is shown in Fig. 13 . It clearly shows the two robots pointed to by an arrow do not move too far away and the flocking behavior is fairly smooth.
The simulation performances shown in Fig. 14 further confirm the result. Especially, the separation control signals are limited (the right top of Fig. 14) . Also, the cohesion radius and the velocity mismatch are much smaller than those using the potential function (46). The simulation result with noise v(t) by using the fuzzy potential function is shown in Fig. 15 . Although the tracking trajectories are not smooth, the flocking behavior is still reasonable. We have not shown the simulation result without noise v(t) by using the fuzzy potential function as it has a better behavior than in Fig. 15 .
The simulation result without noise v(t) by using the potential function (46) is shown in Fig. 16 . The flocking behavior is fairly smooth. However, it becomes erratic after adding noise v(t) as shown in Fig. 17 . By comparing Figs. 15 and 17, it can be seen that the fuzzy potential function has a good property in suppressing the noise.
VII. CONCLUSION
In flocking algorithms, consensus protocol and tracking control have been formally developed. However, the separation control is defined through ad hoc potential functions. This paper presents a fuzzy logic approach to the separation control. By using fuzzy logic, a set of basic fuzzy rules plays the roles of separation control functions. These rules can be designed by human intuition and experience. The designed fuzzy separation function can constrain the control inputs as the constrained control inputs are demanding in practical applications.
For both fixed and dynamic network flocking, the stability analysis shows that the fuzzy separation control function can be used to stabilize the flocking. In the dynamic network flocking, this is achieved by using nonsmooth analysis. The proposed control algorithm also has the robustness property with respect to a class of input uncertainty.
In the next step, the fuzzy separation control function will be learned through simulation. A policy gradient reinforcement learning algorithm can be used to learn the fuzzy logic control function. To do so, the fuzzy separation control function needs to be parameterized and stochastic. We also plan to handle the obstacle avoiding problem in the flocking algorithm through modeling obstacles as the neighbors of robots.
APPENDIX
Definition 4 (Filippov solution definition):
A vector function z(·) is called a solution of (26) where µ is the Lebesgue measure and co denotes the convex closure. The content of Filippov's solution is that the tangent vector to a solution must lie in the convex closure of the limiting values of the vector filed in progressively smaller neighborhoods around the solution to be defined at the points even where the vector filed itself is not defined, such as at the interface of two regions in a piece-wise defined vector field. Using this definition, nonsmooth of f occurs in a set of zero measure, and this nonsmooth occurrence will not affect the differential inclusions, i.e., Filippov's solution [18] , [23] . Clarke's generalized gradient and generalized directional derivative are particularly useful in simplifying proofs of nonsmooth stability [19] . 
where Ω v is the set of measure zero where the gradient of V is not defined. 
The following lemma links the generalized gradient and generalized directional derivative. Lemma 1: Let V be Lipschitz near z, then V • (z, w) = max{ ξ, w |ξ ∈ ∂V (z)}.
In [20] , a set-valued derivative V with respect to (26) is defined to analyze the stability.
Definition 7 (Set-valued derivative):
The set-valued derivative of V is defined aṡ V (z) = {a ∈ R : ∃v ∈ K[f ](z, t), pv = a, ∀p ∈ ∂V (z)}.
(53) In case V is differentiable at z, one hasV (z) = {∇V (z)v, v ∈ K[f ](z, t)}. Moreover,V (z) is, in general, a proper subset of the setV (z) used in [23] .
Lemma 2: Let z be a solution of the differential inclusions (26) and let V be a locally Lipschitz continuous and regular function. Then, (d/dt)V (z) exists almost everywhere and (d/dt)V (z) ∈ V (z) almost everywhere.
To use LaSalle's invariance principle for nonsmooth analysis, a weakly invariant set is required [20] .
Definition 8 (Weakly invariant set definition):
A set Ω m is called a weakly invariant set for (26) if through each point z ∈ Ω m , there exists a maximal solution of (26) lying in Ω m .
Finally, a LaSalle's invariance principle for nonsmooth analysis is given [20] .
Theorem 3: Let V : R m → R be a locally Lipschitz continuous and regular function for (26). Assume for some l > 0, the connected component L l of the level set {z ∈ R n : V (z) ≤ l} such that 0 ∈ L l is bounded. Let
and let M be the largest weakly invariant subset of Z V ∩ L l . Then z(·) approaches to M as t → ∞.
