Limits of multipole pluricomplex Green functions by Magnusson, Jon I. et al.
ar
X
iv
:1
10
3.
22
96
v2
  [
ma
th.
CV
]  
7 S
ep
 20
11
LIMITS OF MULTIPOLE PLURICOMPLEX GREEN
FUNCTIONS
JO´N I. MAGNU´SSON, ALEXANDER RASHKOVSKII, RAGNAR
SIGURDSSON, PASCAL J. THOMAS
Abstract. Let Ω be a bounded hyperconvex domain in Cn, 0 ∈
Ω, and Sε a family of N poles in Ω, all tending to 0 as ε tends to
0. To each Sε we associate its vanishing ideal Iε and pluricomplex
Green function Gε = GIε .
Suppose that, as ε tends to 0, (Iε)ε converges to I (local uniform
convergence), and that (Gε)ε converges to G, locally uniformly
away from 0; then G ≥ GI . If the Hilbert-Samuel multiplicity of
I is strictly larger than its length (codimension, equal to N here),
then (Gε)ε cannot converge to GI . Conversely, if I is a complete
intersection ideal, then (Gε)ε converges to GI . We work out the
case of three poles.
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1. Introduction
1.1. Definitions. The aim of this paper is to study convergence of
pluricomplex Green functions with simple logarithmic poles at finitely
many points as the poles tend to a single point. Pluricomplex Green
functions with logarithmic singularities have been studied by many au-
thors at different levels of generality. See e.g. Demailly [10], [29], Lem-
pert [19], Lelong [18], La´russon and Sigurdsson [17] , and Rashkovskii
and Sigurdsson [24]. We restrict our attention to the case when Ω is a
hyperconvex, bounded, contractible domain in Cn containing the origin
0 and we let O(Ω) denote the space of all holomorphic functions on Ω.
If I is an ideal in O(Ω), then we let V (I) denote the zero variety of
I, consisting of all common zeros of the functions in I, and for every
subset S of Ω we let I(S) denote the ideal of all functions vanishing
on S.
We will only consider ideals I in O(Ω), such that V (I) is a finite set.
The elements of I may be defined by local conditions, but by Cartan’s
Theorem B, there are finitely many generators ψj ∈ O(Ω) such that
for any f ∈ I, there exists hj ∈ O(Ω) such that f =
∑
j hjψj , see e.g.
[16, Theorem 7.2.9, p. 190].
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Definition 1.1. Let I be an ideal of Ω. For each a ∈ Ω, let (ψa,i)i be
a (local) system of generators. Then
GΩI (z) := sup
{
u(z) : u ∈ PSH−(Ω),
u(z) ≤ max
i
log |ψa,i|+O(1), ∀a ∈ Ω
}
.
Note that the condition is meaningful only when a ∈ V (I). It can
be proved that I ⊂ J implies GI ≤ GJ . In the special case when S is
a finite set in Ω and I = I(S), we write GI(S) = GS: this case reduces
to Pluricomplex Green functions with logarithmic singularities.
We know that GS depends continuously on the poles when those
remain a fixed distance apart [18], and would like to know what happens
when S coalesces to a single point.
The setup of our problem is the following. Let A be a subset of C
with the origin in its closure A and let (Iε)ε∈A be a family of ideals in
O(Ω). We are interested in the convergence of GIε as A ∋ ε → 0 in
general and in particular for the special case when Iε = I(Sε), where
Sε is a set of N distinct points a
ε
1, . . . , a
ε
N all tending to 0.
We consider ideals of holomorphic functions as points in the Douady
space, with the attendant topology (see Section 3 for definitions).
When convergence is locally uniform, one inequality always holds
between the limit Green function and the one derived from limits of
ideals.
Proposition 1.2. If GIε converges uniformly to g on compact subsets
of Ω \ {0}, and if the family (Iε) converges, then
G lim
ε→0
Iε ≤ lim
ε→0
GIε.
This is proved in Section 4, after Lemma 4.5.
The one-pole pluricomplex Green function can be seen as a funda-
mental solution to the complex Monge-Ampe`re operator (ddc)n, where
d = ∂ + ∂¯, dc := 1
2πi
(∂ − ∂¯). The choice of constant in dc ensures that
(ddc log ‖ · ‖)n = δ0, the Dirac mass at the origin.
When f ∈ C2, (ddcf)n is a multiple of the determinant of the complex
Hessian matrix. This operator can be extended to plurisubharmonic
functions which are bounded outside of a compact subset of Ω [2], [11,
Chap. III, §3]. If u is plurisubharmonic and (ddcu)n = 0 on an open set
ω, we say that u is maximal plurisubharmonic on ω. This is equivalent
to a form of the maximum principle: if ω0 ⋐ ω, v ∈ PSH(ω0) and
u ≥ v on ∂ω0, then u ≥ v on ω0.
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Corollary 1.3. Under the hypotheses of Proposition 1.2,(
ddc lim
ε→0
GIε
)n
≤
(
ddcG lim
ε→0
Iε
)n
.
In particular, since V (lim
ε→0
Iε) = {0}, then lim
ε→0
GIε is maximal plurisub-
harmonic outside the origin.
This is proved at the end of Section 4.
1.2. Another definition of convergence of ideals. Since many an-
alysts, including some authors of the present work, are not familiar with
the Douady space, we have found it useful to work with a more con-
crete approach to the convergence of ideals. It also allows us to work
with notions of limes superior and inferior when the family of ideals
fails to converge.
Definition 1.4. We call lower limit of (Iε)ε∈A, denoted by lim inf
A∋ε→0
Iε,
the set of all f ∈ O(Ω) such that fε → f locally uniformly, i.e. uni-
formly on every compact subset of Ω, as A ∋ ε→ 0, where fε ∈ Iε.
We call upper limit of (Iε)ε∈A, denoted by lim sup
A∋ε→0
Iε, the subspace of
O(Ω) generated by all functions f such that fj → f locally uniformly,
as j →∞ for some sequence εj → 0 in A and fj ∈ Iεj .
If they are equal then we say that the family Iε converges and write
lim
A∋ε→0
Iε for the common value of the upper and lower limits.
Of course lim inf
A∋ε→0
Iε ⊂ lim sup
A∋ε→0
Iε, and it is easy to see that the lower
and upper limits of (Iε)ε∈A are ideals in O(Ω). If it is clear from the
context which set A we are referring to, then we drop the symbol A ∋
from the subscript. Properties following from this definition are given
in Section 2.
This is equivalent to the notion of convergence inherited from the
Douady space, see Proposition 3.1 and the Remark following it, in
Section 3.
The inequality always between the limit Green function and the
Green function of a limit ideal survives under much weaker hypotheses.
Proposition 1.5. If V (lim inf
ε→0
Iε) = {0}, then
Glim inf
ε→0
Iε ≤ lim inf
ε→0
GIε +O(1).
This Proposition will be proved in Section 4, after Lemma 4.2.
Still without convergence of ideals, but under more stringent conver-
gence hypotheses for the Green functions, we have the following.
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Proposition 1.6. If GIε converges uniformly to g on compact subsets
of Ω \ {0}, then Glim sup
ε→0
Iε ≤ g.
This is proved in Section 4, after Lemma 4.5.
1.3. Main results. In some privileged situations, equality will hold in
Proposition 1.2.
Definition 1.7. The family of ideals (Iε) satisfies the Uniform Com-
plete Intersection Condition if for any ε, there exists a map Ψ0 and
maps Ψε from a neighborhood of Ω to C
n such that Ψ0 is proper from
Ω to Ψ0(Ω), and
(1) {aεj , 1 ≤ j ≤ N} = Ψ−1ε {0}, for all ε;
(2) For all ε 6= 0, 1 ≤ j ≤ N and z in a neighborhood of aεj,∣∣log ‖Ψε(z)‖ − log ‖z − aεj‖∣∣ ≤ C(ε) <∞;
(3) limε→0Ψε = Ψ0 = (Ψ
1
0, . . . ,Ψ
n
0 ), uniformly on Ω.
Notice that the first two conditions imply Iε = 〈Ψ1ε, . . . ,Ψnε 〉.
Theorem 1.8. Let (Iε) be a family of ideals satifying the complete
intersection condition, set Sε = V (Iε) and I0 = 〈Ψ10, . . . ,Ψn0〉. Then
(1) lim
ε→0
Iε = I0,
(2) lim
ε→0
Gε = GI0, and the convergence is locally uniform on Ω\{0}.
This theorem is proved in Section 5.
We shall see that the above equalities only rarely hold. We need to
recall the notions of length and multiplicity for an ideal.
Definition 1.9. Let I be an ideal of O(Ω) such that V (I) is a finite
set.
(1) The length of I is ℓ(I) := dimO/I.
(2) The Hilbert-Samuel multiplicity of I is
e(I) = lim
k→∞
n!
kn
ℓ(Ik).
(3) If I admits a set of n generators, it is called a parameter ideal,
or complete intersection ideal.
Multiplicity is no smaller than length, and they match only in very
particular cases.
Proposition 1.10. [30, Ch. VIII, Theorem 23] If V (I) = {a}, e(I) ≥
ℓ(I), and e(I) = ℓ(I) if and only if I is a complete intersection ideal.
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The next theorem is our main general result. Its converse direction
shows that the second conclusion of Theorem 1.8 can be deduced from
hypotheses about the limit ideal only.
Theorem 1.11. Let Iε = I(Sε), where Sε is a set of N points all
tending to 0 and assume that limε→0 Iε = I. Then (GIε) converges to
GI locally uniformly on Ω\{0} if and only if I is a complete intersection
ideal.
This theorem is proved in Section 5.
1.4. Examples. Note that in the case where I requires more than n
generators, the sequence (GIε) may converge, to a limit which is not
the Green function of an ideal. The first case when this can occur is
when n = 2 and N = 3.
We fix some notations. As usual, for a ∈ Ω,
Ma := I{a} = 〈z1 − a1, . . . , zn − an〉.
Recall that
ℓ(Ma) = 1, ℓ(M
p
a) =
(
n + p− 1
n
)
, p ≥ 1.
If I is the ideal of all functions vanishing atN distinct points a1, . . . , aN ,
then ℓ(I) = N .
For ε ∈ C, let aεi ∈ Ω ⊂ C2, 1 ≤ i ≤ 3, be three distinct points, Sε :=
{aε1, aε2, aε3}, with limε→0 aεi = 0, 1 ≤ i ≤ 3; Gε := GSε, Iε := I(Sε).
Let vεi := [a
ε
j − aεk] ∈ P1, where {i, j, k} = {1, 2, 3}, j, k 6= i.
Theorem 1.12. Assume that there exists A ⊂ C\{0} with 0 ∈ A¯ such
that vi = limA∋ε→0 v
ε
i . Let v˜i ∈ C2, 1 ≤ i ≤ 3, be such that ‖v˜i‖ = 1
and [v˜i] = vi.
(i) If there exist i, j such that vi 6= vj, then limε→0 Iε = M20, and
Gε → g locally uniformly on Ω \ {0} as A ∋ ε → 0, where
g ∈ PSH(Ω) is extremal on Ω \ {0}, g(z) ≤ 3
2
log ‖z‖+O(1) as
z → 0, and for ζ ∈ C we have
g(ζv) =
{
2 log |ζ |+O(1), v = v˜i, 1 ≤ i ≤ 3,
3
2
log |ζ |+O(1), v ∈ C2 \ ∪1≤i≤3Cv˜i.
(ii) There exists an infinite set A of families a := {{aε1, aε2, aε3}, ε ∈ C},
such that for any a ∈ A, v1 = v2 = v3 = [1 : 0], limε→0 Iε = Ia
and limε→0Gε = g
a, where the ideals Ia (respectively the func-
tions ga) are distinct for distinct values of a.
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This theorem is proved in Section 6.
Remark 1. In Section 6, we also give a general picture of the con-
vergence (or not) of Green functions for two poles tending to the origin,
and in the case of three poles, after Proposition 6.2, more detailed de-
scriptions of the possible functions g, which depend on whether the vi
are all distinct or not.
Remark 2. Since P1 is compact, any family {vεi }ε∈E admits a con-
vergent subfamily. For a E ′ ⊂ E such that each {vεi }ε∈E′ is convergent,
one of the above cases will apply. If different subfamilies lead to distinct
limits, the original family {Gε, ε ∈ E} is not convergent. In particular,
if V denotes the cluster set of the sets {vεi , 1 ≤ i ≤ 3}, and if we have
#V ≥ 4, the family {Gε, ε ∈ E} is not convergent.
1.5. Open questions. When dealing with plurisubharmonic functions,
it is natural to consider “weak” convergence, in the L1loc sense. This is
in fact enough to obtain first estimates of the mass of a limit of Green
functions.
Proposition 1.13. Let Sε be a set of N points all tending to 0. Suppose
that g = limε→0GSε exists in L
1
loc. Then
(ddcg)n(Ω) ≤ lim inf
ε→0
(ddcGSε)
n(Ω) = N.
The proof of this useful fact, which relies mostly on a result in [6],
will be given in Section 4, before Lemma 4.2.
However, to obtain a better behavior we would like to make sure,
in particular, that the Monge-Ampe`re mass of the limit function is
concentrated at the origin. This happens when convergence is locally
uniform on Ω \ {0} (Corollary 1.3). Given the rigid nature of Green
functions, is it possible to find any situation where this better kind of
convergence is not realized?
Theorem 1.12 and the following remarks show that the same ideal
M
2
0 can be obtained as limit of many distinct families Iε of ideals based
on three points, which give rise to distinct families of Green functions
with different limits g, all of which, however, share the property that
(ddcg)2 = 3δ0 = ℓ(M
2
0)δV (M20).
Is there any natural way to associate to an ideal I such that V (I) =
{0} a plurisubharmonic function hI such that (ddchI)n = ℓ(I)δ0 ?
Any such correspondence, however, is not likely to be one-to-one ;
for instance, if we take any two independent linear forms ψ1, ψ2 on C
2,
then in general 〈ψ21, ψ22〉 6= 〈z21 , z22〉; however they have the same Green
functions, which by Theorem 1.8 are the limits of Green functions of
certain families of 4-point sets.
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1.6. Acknowledgements & origins of the question. It is known
that the Green function is smaller than another holomorphic invariant,
the Lempert function [8], [4]. When looking for cases where this in-
equality is strict, for single poles, we had to consider situations where
S = Sε depended on a parameter, and the poles of S were tending to
a same point as ε→ 0 [26]. This led us to consider limε→0GSε.
The work on this paper spanned many years, from the first time
that Nguyen Van Trao asked the last-named author about the limit of
a Green function with three poles, to the present. Over that period,
we have benefitted from many conversations with kind and patient
colleagues about one aspect or another of this work. Although writ-
ing down a list runs the risk of omission, we’d like to thank (from A
to Z) Eric Amar, Mats Andersson, Eric Bedford, Jean-Paul Calvi, Ur-
ban Cegrell, Jean-Pierre Demailly, Philippe Eyssidieux, Vincent Guedj,
Nguyen Quang Dieu, Mikael Passare, Evgeny Poletsky, Mark Spivakovsky,
Elizabeth Wulcan, Alain Yger, and Ahmed Zeriahi.
2. Convergence of ideals
Lemma 2.1. If ℓ(Iε) ≤ N for all ε ∈ A, then ℓ(lim sup
A∋ε→0
Iε) ≤ N .
Proof. Suppose k > N and f 1, . . . , fk ∈ O(Ω). By the hypothesis, for
any ε ∈ A, there exist λmε ∈ C, 1 ≤ m ≤ k, not all zero, such that
k∑
m=1
λmε f
m = gε ∈ Iε.
We can normalize the coefficients λmε such that maxm |λmε | = 1, and
by passing to a subsequence, and renumbering the fm if needed, we
can assume λ1ε = 1, |λmε | ≤ 1 for 2 ≤ m ≤ k. Then by using the
compactness of D, we can pass to another subsequence εj such that
limj→∞ λ
m
εj
= λm ∈ D, 2 ≤ m ≤ k. This implies that lim gεj =: g exists
(locally uniformly) and
f 1 +
k∑
m=2
λmfm = g ∈ lim sup
A∋ε→0
Iε.
So the system [f 1], . . . , [fk] is not linearly independent inO(Ω)/ lim sup
A∋ε→0
Iε.

Lemma 2.2. If for each ε ∈ A, Iε is an ideal based on N distinct
points, all tending to 0 as ε tends to 0, and if ℓ(Iε) ≥ N for all ε ∈ A,
then ℓ(lim inf
A∋ε→0
Iε) ≥ N .
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Proof. Let πj denote the projection to the j-th coordinate axis. Let
V (Iε) = {aε1, . . . , aεN}.
We can split A into a finite union of sets Ak such that for each k,
j ∈ {1, . . . , n}, #πj({aε1, . . . , aεN}) = Nk,j is independent of ε. The sets
Ak which don’t have the origin in their closure do not concern us; let
us now consider one that does, which we will denote again by A, and
write Nj = Nk,j. Then let
Pε := π1({aε1, . . . , aεN})× · · · × πn({aε1, . . . , aεN}) (cartesian product)
and Jε the set of all f ∈ O(Ω) vanishing on Pε. It is easy to see that
ℓ(Jε) = #Pε =
∏n
j=1Nj ≤ Nn.
Lemma 2.3. Under the hypotheses of Lemma 2.2,
lim
ε→0
Jε = J :=
{
f ∈ O(Ω) : ∂
k1+···+knf
∂zk11 . . . ∂z
kn
n
(0) = 0, 1 ≤ j ≤ n, 0 ≤ kj ≤ Nj − 1
}
.
Lemma 2.3 will be proved below. Note that it is a special case of the
first statement in Theorem 1.8.
Let I := lim inf
A∋ε→0
Iε. Since Jε ⊂ Iε, it is easy to see that J ⊂ I.
Then ℓ(I) = ℓ(J )− dim(I/J ) =∏nj=1Nj − dim(I/J ), and
N ≤ ℓ(Iε) = ℓ(Jε)− dim(Iε/Jε) =
n∏
j=1
Nj − dim(Iε/Jε).
So to prove Lemma 2.2, it will be enough to show that dim(I/J ) ≤∏n
j=1Nj −N , by using the fact that dim(Iε/Jε) ≤
∏n
j=1Nj −N .
Let k >
∏n
j=1Nj−N and f 1, . . . , fk ∈ I. By the definition of lim inf,
for any ε ∈ A, there exist f 1ε , . . . , fkε ∈ Iε such that limε→0 fmε = fm,
1 ≤ m ≤ k. By the bound on the dimension of Iε/Jε, there exists
gε ∈ Jε and coefficients λmε ∈ C, 1 ≤ m ≤ k, not all zero, such that
k∑
m=1
λmε f
m
ε = gε.
Now we pass to a subsequence exactly as in the proof of Lemma 2.1,
using in addition the convergence of the fmε , to find
f 1 +
k∑
m=2
λmfm = g,
with g = lim gεj ∈ lim sup
A∋ε→0
Jε = J , since the family (Jε) converges.
This proves that the system [f 1], . . . , [fk] is not linearly independent
in I/J . 
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Corollary 2.4. If (Iε) is a convergent family of point-based ideals,
ℓ(limε→0 Iε) = limε→0 ℓ(Iε).
Proof of Lemma 2.3. Denote the elements of πj({aε1, . . . , aεN}) by αi,εj ,
1 ≤ i ≤ Nj , 1 ≤ j ≤ n. Let ψεj (ζ) := (ζ−α1,εj ) · · · (ζ−αNj ,εj ), for ζ ∈ C.
Suppose that f ∈ J . Then there are holomorphic functions hj,
1 ≤ j ≤ n, such that
f(z) =
n∑
j=1
z
Nj
j hj(z).
Setting
fε(z) =
n∑
j=1
ψεj (zj)hj(z),
we have a family of fε ∈ Jε such that f = limε→0 fε.
Conversely, let limk→∞ fεk = f , where fεk ∈ Jεk , εk → 0. By rescal-
ing, we might assume that D
n ⊂ Ω. One can prove by induction on n
that if fε ∈ Jε, and |ε| is small enough so that |αi,εj | < 1 for all i, j,
then ∫
(∂D)n
fε(z1, . . . , zn)∏n
j=1 ψ
ε
j (zj)
dz1 . . . dzn = 0.
Applying this to fεk , and passing to the limit as k →∞, we find
∂N1+···+Nn−nf
∂zN1−11 . . . ∂z
Nn−1
n
(0) =
1
(2πi)n
∫
(∂D)n
f(z1, . . . , zn)∏n
j=1 z
Nj
j
dz1 . . . dzn = 0.
The same result will hold replacing each Nj by any kj ≤ Nj , simply by
taking appropriate subsets of P ε. 
3. The Douady space and the cycle space of Ω
The aim of this section is to show that the convergence notion we
introduced in the previous section is in fact equivalent to convergence
in the Douady space of Ω (see proposition 3.1 below.)
3.1. The Douady space of Ω. A flat and proper family of subspaces
of Ω is a pair of complex spaces (S, Z) such that Z is a subspace of
S × Ω and such that the natural projection π : Z → S is a flat and
proper holomorphic map. The space S is called the parameter space
and the space Z is called the graph of the family.
Due to the natural identification {s}×Ω ≃ Ω we think of this as a
family of compact subspaces (Zs)s∈S in Ω parametrized by the space
S where Zs denotes the analytic fibre of π over the point s.
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Since π is a proper holomorphic map the spaces Zs are all compact
complex subspaces of Ω and consequently finite. Hence π is a finite
(and proper) holomorphic map and in that case one knows that π
is flat if and only if the direct image sheaf π∗OZ is a locally free
OS−module (of finite rank); see [14]. This again is equivalent to say
that, on each connected component of S, all the fibres of the sheaf
π∗OZ are complex vector spaces of the same dimension. But the fibre
of π∗OZ at the point s is naturally isomorphic to the quotient space
Γ(Ω,OΩ)/Is where Is denotes the ideal of Zs in Γ(Ω,OΩ). In other
words the map π is flat if and only if the length of Is is a locally
constant function on S.
From [13] we know that every complex space admits a universal flat
and proper family. In our setting this means that there exists a flat
and proper family (D,X) of subspaces in Ω having the following
universal property:
• If (S, Z) is any flat and proper family of subspaces of Ω then
there exists a unique holomorphic map f : S → D such that
Z is the pullback of X by f × idΩ.
This implies in particular that the space D, which is by definition
the Douady space of Ω, parametrizes (in a one-to-one way) all the
compact subspaces of Ω; in other words every compact subspace of
Ω appears exactly once in the family (Xt)t∈D. In the sequel we will
denote It the OΩ-ideal corresponding to Xt and put It := Γ(Ω, It).
We have a natural decomposition D = ⊔k≥1Dk, where Dk denotes
the open subspace of D formed by those t such that It is of length
k.
3.2. The cycle space of Ω. Let Symk(Ω) denote the k-th symmet-
ric product of Ω, i.e. the normal complex space obtained as a quotient
of Ωk by the natural action of the k-th symmetric group. One can
think of every element in Symk as a given set of points each with
a multiplicity. These elements are usually called 0-cycles and each
one of them can be expressed in a unique way as n1x1 + · · · + nlxl,
where x1, . . . , xl are mutually distinct, nj is the multiplicity of xj
and consequently n1 + · · ·+ nl = k.
Since every compact complex subspace of Ω is finite the disjoint
union
C :=
⊔
k≥1
Symk(Ω)
is the cycle space of Ω.
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For every k we have a natural holomorphic map from the reduction
of Dk to Sym
k(Ω) defined in the following way (see for instance [1]
or [20]):
To each t in Dk we associate the 0-cycle n1x1 + · · · + nlxl
where x1, . . . , xl are the mutually distinct points of Xt and nj :=
dimCOΩ,xj/(It)xj .
Moreover this map is proper [21]. Hence we obtain a proper holo-
morphic map
µ : Dred −→ C
where Dred denotes the reduction of D.
3.3. Topology of the Douady-space of Ω. Since the topological
space underlying D is first countable the following proposition char-
acterizes its topology.
Proposition 3.1. Let (tj)j≥1 be a sequence in D and let a be a
point in D. Then the sequence (tj)j≥1 converges to a in D if and
only if the following two conditions are satisfied:
(1) The sequence (µ(tj))j≥1 converges to µ(a) in C.
(2) lim
j→∞
Itj = Ia, where the limit is taken in the sense of Definition
1.4.
Proof. Suppose that the sequence (tj)j≥1 converges to a in D. Then
condition (1) is satisfied because the map µ is continuous.
To prove that condition (2) is fulfilled it is sufficient to show that
limt→a It = Ia. Without loss of generality we may replace D by a
Stein open (connected) neighbourhood T of a in D and we may
assume T is reduced since flatness is preserved by base change. We
still denote X the restriction of the graph X to T and let I be
the corresponding OT×Ω-ideal.
Let us first prove that Ia ⊆ lim inf
t→a
It. To do so take any function f in
Ia. Then since T×Ω is Stein there exists a function g in Γ(T ×Ω, I)
such that g(a, z) = f(z) for all z in Xa. Now for every t in T
define a function ft on Ω by setting
ft(z) := g(t, z).
Then it is clear that ft ∈ It and we obviously have ft → f uniformly
on every compact set in Ω.
To prove that lim sup
t→a
It ⊆ Ia suppose we have a sequence of points
(xν)ν in T converging to a and for each ν a function fν in
Ixν such that the sequence (fν)ν converges locally uniformly to a
function f in Γ(Ω,OΩ). Now each fν defines a global holomorphic
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section σν of the locally free sheaf π∗OX on T and they converge
locally uniformly to the holomorphic global section σ defined by f
as ν →∞. Now if τ is a global section of π∗OX defined by a global
holomorphic function g on Ω then the “value”, τ(t), of τ at a
point t in T is the image of g in the C−vector space
(π∗OX)t ⊗OT,t C ≃ Γ(Xt,OXt) ≃ Γ(Ω,OΩ)/It
In particular τ(t) = 0 is equivalent to g ∈ It. Since σν(tν) = 0 it
follows that σ(a) = 0 and consequently f ∈ Ia.
Conversely, suppose that the sequence (tj)j≥1 satisfies the two con-
ditions and assume that it does not tend to a. Then the point a
admits an open neighbourhood V in D outside of which there exists
a subsequence (tjl)l≥1 of (tj)j≥1.
Since the map µ : Dred −→ C is proper we may, without loss of
generality, assume that the subsequence (tjl)l≥1 converges to a point
b in the fibre µ−1(µ(a)). From what we proved above it then follows
that
Ia = lim
j→∞
Itj = lim
l→∞
Itjl = Ib
in contradiction to the fact that tjl /∈ V for all l. 
Remark. Assuming the hypothesis of Section 2 let us denote ι :
A → D the canonical mapping that associates to each ǫ in A the
compact complex subspace of Ω defined by Iǫ. If I0 := limǫ→0 Iǫ
exists then I0 defines a point in D and we get
lim
ǫ→0
ι(ǫ) = ι(0).
4. General inequalities
Suppose throughout this section that we are given a family of ideals
Iε ⊂ O(Ω).
4.1. First estimates.
Lemma 4.1. Let Ω be a bounded hyperconvex domain such that 0 ∈ Ω.
Let Sε = {aεj , 1 ≤ j ≤ N}, with limε→0 aεj = 0, 1 ≤ j ≤ N .
Then for any δ > 0, there exists ε0 = ε0(δ) > 0 such that for any
z ∈ Ω \ B¯(0, δ), for any ε such that |ε| ≤ ε0,
(N + δ)G0(z) ≤ GSε(z) ≤ (1− δ)G0(z).
Remark. This implies that the family GSε is equicontinuous near
∂Ω. As a consequence, a subsequence GSεj converges uniformly on
compacta of Ω \ {0} if and only if it converges uniformly on compacta
of Ω \ {0}.
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Proof. It is well known that
N∑
j=1
Gaεj (z) ≤ GSε(z) ≤ min1≤j≤N Gaεj (z).
We will compare each of the Gaεj (z) to G0(z). There are all equal to 0
on ∂Ω.
There are numbers 0 < r1 < r2, r2 ≥ 1, such that B¯(0, r1) ⊂ Ω ⊂
B(0, r2), so
log
‖z‖
r2
≤ G0(z) ≤ log ‖z‖
r1
.
Now we take z such that ‖z‖ = δ1 ≤ δ, δ1 to be chosen below. Then
for |aεj| < δ,
Gaεj (z) ≤ log
‖z − aεj‖
r1 − ‖aεj‖
≤ log δ1
r1
+ 1,
for |ε| small enough (depending on δ1). We can choose δ1 so small that
log δ1 − log r1 + 1 ≤ (1− δ) log δ1 − log r2 ≤ (1− δ) log δ1
r2
,
so that Gaεj (z) ≤ (1 − δ)G0(z) when ‖z‖ = δ1. Since G0 is maximal
plurisubharmonic on Ω\ B¯(0, δ1), and Gaεj (z) = (1− δ)G0(z) = 0 when
z ∈ ∂Ω, the inequality holds on the whole of Ω \ B¯(0, δ1).
In a similar way, for‖z‖ = δ1 ≤ δ, and |aεj | < δ,
Gaεj (z) ≥ log
‖z − aεj‖
r2 + ‖aεj‖
≥ log δ1
r2
− 1,
for |ε| small enough. We can choose δ1 so small that
log δ1 − log r2 − 1 ≥ (1 + δ/N) log δ1
r1
,
so that Gaεj (z) ≥ (1+ δ/N)G0(z) when ‖z‖ = δ1, and the inequality on
the whole of Ω \ B¯(0, δ1) follows by maximality of Gaεj . 
Proof of Proposition 1.13. The first claim in [6, Lemma 2.1] states
that if u, uj ∈ F(Ω) and uj converges weakly to u, then for any w ∈
PSH−(Ω),
lim sup
j→∞
∫
Ω
w(ddcuj)
n ≤
∫
Ω
w(ddcu)n.
Since Ω is hyperconvex, for any compact K ⊂ Ω we can find a function
w ∈ PSH−(Ω) such that −1 ≤ w on Ω and w ≡ −1 on K. If we can
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apply the above inequality to uj = GSεj and u = g, we find the desired
inequality.
It remains to see that all those functions belong to Cegrell’s class
F(Ω), as defined in [5, Definition 4.6], or in [6]. Recall that E0 is
the class of all bounded functions v ∈ PSH(Ω) which tend to 0 at
the boundary and such that
∫
(ddcv)n < ∞. Then u ∈ F(Ω) if and
only if there exists a sequence uj decreasing to u with uj ∈ E0 and
supj
∫
(ddcuj)
n <∞.
By Lemma 4.1, for j large enough, GSεj ≥ (N + δ)G0(z), and
therefore their weak limit g must satisfy the same inequality (almost
everywhere). Hence, for any natural number m, max(−m, g) and
max(−m,GSεj ) have bounded Monge Ampe`re mass, with the same
bound, and vanish on the boundary of Ω. Since g (resp. GSεj ) is the
decreasing limit of max(−m, g) (resp. max(−m,GSεj )), those functions
do belong to the class F(Ω). ✷
4.2. Inequalities involving limit ideals. Let I∗ := lim infε→0 Iε.
We make the additional assumption that V (I∗) = {0}. A general
lower bound can then be expressed in terms of I∗.
Lemma 4.2. For any η > 0 and any neighborhood ω of 0, there exists
ε0 > 0 such that for |ε| < ε0,
GIε(z) ≥ (e(I∗) + η)G0(z), for z ∈ Ω \ ω.
In particular, lim infε→0GIε ≥ e(I∗)G0.
In order to prove this Lemma, we need to use the notion of integral
closure of an ideal.
Definition 4.3. The integral closure I¯ of an ideal I of a ring A is
the set of all f ∈ A such that there exist m ∈ N∗ and ai ∈ Im−i,
0 ≤ i ≤ m− 1 such that
fm +
m−1∑
i=0
aif
i = 0.
We say that an ideal J ⊂ I is a reduction of I if and only if J¯ = I¯.
It follows from the Brianc¸on-Skoda Theorem [3] that
I¯ =
{
u ∈ O(Ω) : |u| ≤ Cmax
i
|ψa,i|, near each a ∈ Ω
}
,
see e.g. [11, Corollary 10.5].
Thus GΩ
I¯
= GΩI . This provides many examples of distinct ideals
with the same Green function, and is at the root of the phenomena of
non-convergence.
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Proof of Lemma 4.2.
There exists a reduction J of I∗ generated by exactly n functions,
say f 1, . . . , fn ∈ O(Ω) (see e.g. [11, Chapter VIII, Lemma 10.3, p.
394]). Let f := (f 1, . . . , fn). Since GJ = GJ¯ = GI∗ , [24, Theorem 2.5]
implies GI∗ = log ‖f‖ + O(1), and the multiplicity of the mapping f
at 0 equals e(I∗).
By definition of lim infε→0 Iε, there are functions f jε tending to f j
locally uniformly on Ω, for 1 ≤ j ≤ n. Then let
Jε := 〈f 1ε , . . . , fnε 〉 ⊂ Iε.
Let mε,k be the multiplicity at the point aε,k ∈ V (Jε) of the mapping
fε. Therefore, using for instance [9, Chap. 2, Theorem 1, p. 60]
(statement 8),
Jε ⊃ ∩kMmε,kaε,k =: Kε,
which implies
GIε ≥ GJε ≥ GKε ≥
∑
k
mε,kGaε,k .
By Rouche´’s theorem (see e.g. [28, §5.2]), when |ε| < ε0,
∑
kmε,k ≤
e(I∗). Since each Gaε,k → G0 uniformly on Ω \ ω, we have
Gaε,k ≥
(
1 +
η
e(I∗)
)
G0
on Ω \ ω for |ε| < ε0 and so,
GIε ≥
∑
k
mε,k
(
1 +
η
e(I∗)
)
G0 ≥ (e(I∗) + η)G0.
✷
Proof of Proposition 1.5.
As in the proof of Lemma 4.2 above, if J is a reduction of I∗ and
J = 〈f 1, . . . , fn〉,
(4.1) GI∗ = log ‖f‖+O(1).
Given some Ω′ relatively compact in Ω, we can assume supΩ′ ‖f‖ < 1.
Then for |ε| < ε0, supΩ′ ‖fε‖ < 1, where fε = (f 1ε , . . . , fnε ), again as
above. Thus for z ∈ Ω′,
(4.2) log ‖fε(z)‖ ≤ GΩ′Iε(z).
By Lemma 4.2, for all z ∈ ∂Ω′, for |ε| < ε0,
GIε(z) ≥ (e(I∗) + 1) inf
Ω\Ω′
G0(z) =: A.
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Since GIε−A is maximal on Ω\{0}, nonnegative on ∂Ω′ and GIε−A =
GΩ
′
Iε +O(1) near 0, we have
GIε −A ≥ GΩ
′
Iε
on Ω′, so (4.2) gives, for z ∈ Ω′,
log ‖fε(z)‖+ A ≤ GIε(z).
Since fε converges to f uniformly on Ω
′, log ‖f(z)‖+A ≤ lim infε→0GIε(z)
on Ω′, so (4.1) implies GI∗ ≤ lim infε→0GIε(z) +O(1). ✷
Remark. If GIε converges uniformly to g on compact subsets of
Ω \ {0}, then Proposition 1.5 implies that GI∗ ≤ g.
4.3. Uniform convergence. We start with a sufficient condition for
uniform convergence that will be useful in particular in Section 6. We
need a bit of shorthand from [7].
Definition 4.4. Let u1, u2 ∈ PSH(Ω), such that u−11 {−∞} = u−12 {−∞} =
{0}. We say that u1 and u2 are equivalent near 0, and we write
u1 ∼0 u2, if and only if there exists a neighborhood U of 0 such that
u1 − u2|U ∈ L∞(U).
This implies that (ddcu1)
n({0}) = (ddcu2)n({0}).
Lemma 4.5. Suppose that there exists a function G from Ω to [−∞, 0]
and a constant C > 0 such that for any δ ∈ (0, δ0], there exists ε(δ) > 0
such that for any ε with |ε| < ε(δ), for any z such that ‖z‖ = δ,
|GSε(z)−G(z)| ≤ C.
Then limε→0GSε(z) = g(z), uniformly on compacta of Ω \ {0}, and
clearly g ∼0 G.
Proof. It is enough to see that for any δ0 > 0, for any η > 0, there
exists ε0 > 0 such that for any ε1, ε2 with |ε1|, |ε2| < ε0, for any z ∈
Ω \B(0, δ0),
(4.3) (1 + η)GSε1 (z) ≤ GSε2 (z) ≤ (1− η)GSε1 (z).
By the hypothesis, and by Lemma 4.1, G(z) ≤ 1
2
G0(z) + C. Therefore
there exists δ1 ∈ (0, δ0) such that for ‖z‖ = δ < δ1,
(1 + η)G(z) ≤ G(z)− C < G(z) + C ≤ (1− η)G(z).
Using the hypothesis once again, there exists ε(δ) > 0 such that for
any ε with |ε| < ε(δ), for any z such that ‖z‖ = δ, (4.3) holds. Both
functions GSε1 and GSε2 are maximal plurisubharmonic, and equal to
0 on ∂Ω, so those inequalities extend to Ω \B(0, δ) ⊃ Ω \B(0, δ0). 
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Proof of Propositions 1.2 and 1.6.
Denote I∗ := lim supε→0 Iε. Let h ∈ I∗, supΩ′ |h| < 1; let (hεj)j be
a sequence of holomorphic functions converging uniformly to h such
that hεj ∈ Iεj . Then log |hεj | ≤ GΩ′Iεj on Ω′ and so, as in the proof of
Proposition 1.5,
log |hεj | ≤ GΩIεj + A.
Therefore log |h| ≤ g + A and thus, applying this to any generator of
I∗, GI∗ ≤ g.
Proposition 1.2 then follows as a special case. ✷
Proof of Corollary 1.3. Let g := limε→0GIε, I := limε→0 Iε. Since
we have uniform convergence on any compact subset of Ω \ ω, it is
easy to show that g also is maximal plurisubharmonic on any such
compactum, and therefore on the whole of Ω \ {0}. So (ddcg)n = µδ0,
and by Proposition 1.13,
µ = (ddcg)n(Ω) ≤ lim inf
ε→0
(ddcGIε)
n(Ω) = N = ℓ(I) ≤ e(I) = (ddcGI)n(Ω),
which implies the claimed inequality between the Monge-Ampe`re mea-
sures. ✷
5. Convergence and Non-Convergence
5.1. Proof of Theorem 1.8.
Since the family (‖Ψε‖)ε is bounded on Ω, there is a constant C such
that log ‖Ψε‖−C ∈ PSH−(Ω), and it admits logarithmic singularities
at the points aεj , thus log ‖Ψε‖ − C ≤ Gε.
Since Ψε has n components, it is well-known that log ‖Ψε‖ is a max-
imal plurisubharmonic function on Ω \ Sε (by composition with the
holomorphic map, it is enough to check it for u(z) := log ‖z‖2, an el-
ementary computation). If a ∈ Ψ−10 {0}, then for any small enough
δ > 0, 0 < min∂B(a,δ) ‖Ψ0‖, so if Ψ−1ε {0} ∩ B(a, δ) was empty, uniform
convergence and maximality of log ‖Ψε‖ would imply that
min
B(a,δ)
log ‖Ψε‖ > −1 + log( min
∂B(a,δ)
‖Ψ0‖) > −∞
for |ε| small enough, which contradicts lim ‖Ψε(a)‖ = 0.
Since all the points of Ψ−1ε {0} tend to 0, we have Ψ−10 {0} = {0}, and
for any compact K ⊂ Ω \ {0}, any ε close enough to 0, minK ‖Ψε‖ ≥
cK > 0, thus Gε ≤ log ‖Ψε‖ − log cK . Since GΩS (z) = −∞ iff z ∈ S,
and GS(z) ≤ log ‖z − s‖+ O(1) in a neighborhood of each s ∈ S [10],
[18], using [24, Lemma 4.1], we see that
(5.1) Gε ≤ log ‖Ψε‖+O(1),
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where the O(1) is independent of ε.
On the other hand, by the very definition of I0 and of its Green func-
tion, GI0 ≥ log ‖Ψ0‖+ O(1). By [24, Theorem 2.5], GI0 ≤ log ‖Ψ0‖ +
O(1) in a neighborhood of 0, and again [24, Lemma 4.1] shows that
(5.2) GI0 ≤ log ‖Ψ0‖+O(1) on Ω.
The hypothesis of uniform convergence of the Ψjε shows that we can
apply Lemma 4.5 with G = log ‖Ψ0‖, therefore limε→0Gε = g =
log ‖Ψ0‖ + O(1), with uniform convergence on compacta of Ω \ {0}.
Furthermore, g|∂Ω = 0, and the uniform convergence implies that g is
maximal plurisubharmonic on Ω\{0}, so we can apply [24, Lemma 4.1]
in both directions to conclude that g = GI0 , which proves the second
statement in Theorem 1.8.
Now we prove the statement about ideals. For any f ∈ I0,
f =
n∑
i=1
hiΨ
i
0 = lim
ε→0
n∑
i=1
hiΨ
i
ε,
with uniform convergence on compacta, so that I0 ⊂ lim infε→0 Iε.
To prove the reverse inclusion, we need to use the characterization of
an ideal IΨ := 〈Ψ1, . . . ,Ψn〉 by multidimensional residues. For simplic-
ity, we assume that Ψ−1(0) ∩ Ω = {0}, so that a holomorphic function
belongs to IΨ if and only if its germ at 0 is in the ideal of germs with
the same generators, IΨ,0 (recall that Ω is contractible and bounded).
We take the next definition from [28, §5.1, p. 14].
Definition 5.1. Let Ψ be a holomorphic mapping ω −→ Cn where ω is
a bounded neighborhood of 0 in Cn, with Ψ−1(0)∩ω = {0}. We choose
a real n-dimensional chain
Γ = Γδ(Ψ) :=
{
z ∈ ω : |Ψj| = δj , 1 ≤ j ≤ n
}
,
where δj > 0 are small enough so that Γ
δ(Ψ) be relatively compact in
ω, with its orientation determined by the condition d(argΨ1) ∧ · · · ∧
d(argΨn) ≥ 0 (by Sard’s lemma, we can choose values of δ such that Γ
is smooth). Let h be holomorphic on ω. The local residue of h at the
point 0 is
res0,Ψ(h) :=
1
(2πi)n
∫
Γ
hdz1 ∧ · · · ∧ dzn
Ψ1 · · ·Ψn .
This residue is well-defined in the sense that it does not depend on
the choice of a particular Γ [28, p. 15]. In fact it can be computed
by integration on ∂ω. We omit the formula, but a consequence is the
”continuity principle” [28, §5.4, Proposition, p. 20]. We apply it to
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the situation of Theorem 1.8. By the hypothesis on Ψε, for |ε| ≤ ε0,
Sε = Ψ
−1
ε (0) ⊂ ω and is made up of isolated zeroes.
Proposition 5.2. Let h be holomorphic in a neighborhood of ω, then
lim
ε→0
∑
p∈Sε
resp,Ψεh = res0,Ψ0h.
The characterization of the ideal IΨ follows immediately from the
Local Duality Theorem [28, §5.6, p. 23].
Theorem 5.3. A germ h of holomorphic function belongs to the ideal
IΨ,0 of germs of functions at 0 generated by the components of Ψ if and
only if for any holomorphic germ g at 0, res0,Ψ(hg) = 0.
We return to the proof. Suppose that f ∈ O(Ω) and there exists
sequences (fj) ⊂ O(Ω) and εj → 0 such that fj ∈ Iεj , fj → f as
j →∞, uniformly on compacta of Ω. Take any holomorphic germ g at
0, and ω a neighborhood of 0 small enough so that g is holomorphic in
a neighborhood of ω and we can apply Proposition 5.2. Then for any
p ∈ Sεj , resp,Ψεj fjg = 0 by the ”only if” part of Theorem 5.3, therefore
resp,Ψ0fg = limj→∞ 0 by Proposition 5.2, and the ”if” part of Theorem
5.3 shows that f ∈ I0. ✷
5.2. Proof of Theorem 1.11.
In the ”only if” direction, we prove a slightly stronger statement
than in the Theorem: we only assume that g = limε→0GIε in L
1
loc, and
we don’t assume that (Iε)ε converges. Write I = lim infε→0 Iε. Then,
by Lemma 2.2, N ≤ ℓ(I). On the other hand, by Proposition 1.13,
(ddcg)n(Ω) ≤ lim infε→0(ddcGε)n(Ω) = N .
On the other hand, the Hilbert-Samuel multiplicity of an ideal, which
is invariant under integral closure [11, Theorem 10.4 (b)], like its Green
function, is indeed related to it.
Proposition 5.4. If V (I) = {a}, (ddcGI)n = e(I)δa.
A proof can be found for instance in [12, Lemma 2.1, p. 4].
Now suppose that ℓ(I) < e(I). Then
(ddcg)n(Ω) ≤ N ≤ ℓ(I) < e(I) = (ddcGI)n(Ω),
thus g 6= GI .
Note that the same proof can be done when ε tends to 0 along a
subset. We omit the details.
Conversely, let ψ1, . . . , ψn be generators of I; we may assume them
to be defined on a neighborhood of Ω. Since Iε → I, for any ε ∈
(0, ε0) there exist functions ψk,ε ∈ Iε converging to ψk uniformly on
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compacts of Ω, 1 ≤ k ≤ n. Then by Rouche´’s theorem (see e.g. [28,
§5.2, Proposition 3, p. 16]), each mapping Ψε = (ψ1,ε, . . . , ψn,ε) has
isolated zeros, say at points aj(ε), 1 ≤ j ≤ N(ε), and their total
number, counted with the corresponding multiplicities mj(ε), equals
the multiplicity of the mapping Ψ = (ψ1, . . . , ψn) at 0. The latter
equals N because having n generators is equivalent to the condition
e(I) = ℓ(I), and ℓ(I) = lim ℓ(Iε) = N by Lemmas 2.1, 2.2.
By construction, IΨε ⊆ Iε, and
ℓ(IΨε) ≤
∑
j
ℓ
(
(IΨε)aj(ε)
) ≤ N = ℓ(Iε),
so both ideals coincide. Therefore Gε = GIε = GIΨε and the family IΨε
satisfies the Uniform Complete Intersection condition, so an application
of Theorem 1.8 completes the proof. ✷
6. Example : two and three points systems
6.1. The case of two points. We begin by sketching what hap-
pens in the case where Sε = {p1(ε), p2(ε)} (two distinct points), with
limε→0 p1(ε) = limε→0 p2(ε) = 0 ∈ Ω. By compactness, there is a sub-
sequence εj such that [p1(εj)− p2(εj)]→ ν ∈ Pn−1C, where [z] denotes
the class of z in Pn−1C, for z ∈ Cn \ {0}. From now on we assume that
ε ∈ {εj} and drop the subscript. By applying translations tending to
0, we may assume that p1(ε) = 0.
Pick orthonormal bases B := (v1, . . . , vn) such that [v1] = ν, and
Bε := (vε1, . . . , vεn) tending to (v1, . . . , vn) such that [p2(ε)] = [vε1], so
that p2(ε) = ρεv
ε
1, ρε → 0. Let (ξ1, . . . , ξn), resp. (ξε1, . . . , ξεn) stand
for the coordinates in B, resp. Bε. Finally, for R > 0, DR := {z :
max |ξj| < R}, DεR := {z : max |ξεj | < R}.
Lemma 6.1. [15] If Si ⊂ Ωi ⊂ Cni, i = 1, 2, then
GΩ1×Ω2S1×S2 (z1, z2) = max
(
GΩ1S1 (z1), G
Ω2
S2
(z2)
)
.
Thus
G
DεR
Sε
(z) = max
(
log
∣∣∣∣ξε1(ρε − ξε1)R2 − ξε1ρ¯ε
∣∣∣∣ , log
∣∣∣∣ξεjR
∣∣∣∣ , 2 ≤ j ≤ n
)
.
There are 0 < R1 < R2 such that for |ε| small enough, DεR1 ⊂ Ω ⊂ DεR2 ,
so
G
DεR1
Sε
(z) ≥ GΩSε(z) ≥ G
DεR2
Sε
(z).
The above inequality and an elementary computation show that, set-
ting g(z) := max(log |ξ1|2, log |ξj|, 2 ≤ j ≤ n), there are constants
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C1, C2 ∈ R such that if z ∈ Ω \B(0, r0) and |ε| < ε0(r0),
g(z) + C1 ≤ GΩSε(z) ≤ g(z) + C2.
By Lemma 4.5, GΩSε converges locally uniformly on Ω \ {0} to G =
g + O(1). This means in particular that G(ζv1) = 2 log |ζ | + O(1),
while for any vector v not colinear to v1, G(ζv) = log |ζ |+O(1). As a
consequence, if there are two subsequences {εj}, {ε˜j} such that v1 6= v˜1
(with the obvious notation), then GΩSε doesn’t admit any limit, while
if limε→0[p2(ε)] exists (i.e. any convergent subsequence converges to
the same limit), then limε→0G
Ω
Sε = G = g + O(1), with local uniform
convergence. This necessary and sufficient condition for convergence
can be expressed by saying that pε2 converges in the blow-up at 0 of C
n.
It is the same as for convergence of two-point Lempert functions [27,
Theorem 3.3].
6.2. When all directions coincide. Proof of Theorem 1.12, part (2).
Consider the following family of examples, where α ∈ C:
Sε :=
{
(0, 0); (ε, αε2); (−ε, αε2)} .
The ideal of functions vanishing on Sε is clearly generated by {z1(z21 −
ε2), z2 − αz21}, so its limiting ideal is < z31 , z2 − αz21 > which depends
on α. This is a case where the Uniform Complete Intersection con-
dition holds, and the limiting Green functions will be equivalent to
max (3 log |z1|, log |z2 − αz21 |), so they are distinct for distinct values of
α. ✷
6.3. Three points, two directions : limit ideal. To prove the
first part of Theorem 1.12, we first deal with the statement about
convergence of ideals.
Consider a function holomorphic in a neighborhood of the origin
in Cn vanishing in two points a, b, close enough to 0. Renormalizing
if needed, we assume that f is holomorphic on the ball B(a, 1). Let
d := ‖a− b‖, v := 1
d
(b− a), fa,b(ζ) := f(a+ ζv) ∈ O(D). Then∫
∂D
fa,b(ζ)
ζ(ζ − d)dζ = 0,
so if we have a sequence fε vanishing on aε, bε → 0, and converging
uniformly on compacta to f , and if vε → v, then f(0, 0) = 0 and∫
∂D
f(ζv)
ζ2
dζ = 0,
thus ∂vf(0, 0) = 0. This is another special case of the first state-
ment of Theorem 1.8. In case (i) of Theorem 1.12, we may assume
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i = 3, j = 2 and perform this reasoning with (aε, bε) = (a
ε
1, a
ε
2) and
(aε, bε) = (a
ε
1, a
ε
3); the relevant vectors converge to two independent
directions, v3 and v2 respectively, we are in dimension 2, therefore all
first partial derivatives of f must vanish at the origin. This means that
lim supε→0 Iε ⊂M20.
To get the converse inclusion, it will be enough to approximate the
generators ofM20. Since this ideal (as well as the notion of convergence)
is invariant under invertible linear maps, we may reduce ourselves to
the case where v3 = [1 : 0] and v2 = [0 : 1]. Then a
ε
1 = (x1(ε), x2(ε)),
where xj(ε) = o(1), j = 1, 2; and a
ε
2 − aε1 = (ρ2(ε), δ2(ε)), aε3 − aε1 =
(δ3(ε), ρ3(ε)), where δj(ε) = o(ρj(ε)), j = 2, 3. Then
z21 = lim
ε→0
(z1−x1(ε)−ρ2(ε))
(
z1 − x1(ε)− δ3(ε)
ρ3(ε)
(z2 − x2(ε))
)
∈ lim inf
ε→0
Iε,
z1z2 = lim
ε→0
(
z1 − x1(ε)− δ3(ε)
ρ3(ε)
(z2 − x2(ε))
)(
z2 − x2(ε)− δ2(ε)
ρ2(ε)
(z1 − x1(ε))
)
∈ lim inf
ε→0
Iε,
and a similar computation takes care of z22 .
6.4. First reduction : changing the axes. The rest of this section
is devoted to the more intricate proof of the convergence of Green
functions, which will be carried out by reduction to two model cases,
given in the proposition below. We use the notation from Definition
4.4.
6.4.1. Model Cases.
Proposition 6.2. With the hypotheses and notations of Theorem 1.12,
suppose furthermore that Ω = D2 and that there are functions δi(ε) with
δi(ε)/ε→ 0, 1 ≤ i ≤ 4 and ω(ε)→ 0 such that
aε1 = (0, 0), a
ε
2 = (ε, δ1(ε)),
and either
(1) aε3 = (δ2(ε), ε+ δ3(ε))
(2) or aε3 = (δ4(ε)ω(ε), δ4(ε)),
then there exists plurisubharmonic functions g1, g2 such that in case
(i), i = 1, 2, limε→0Gε = gi, uniformly on compacta of D
2 \ {0}, and
g1 ∼0 H, g2 ∼0 F , where H and F are described below. Consequently,
(ddcgi)
2 = 3δ0, i = 1, 2.
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We now construct the auxiliary functions H(z) and F (z). The fol-
lowing gives a partition of the extended complex plane :
D3 := D¯(−1, 1
2
), D1 := D¯ \ D3, D2 := C ∪ {∞} \ (D1 ∪ D3).
We now define a partition of D2 \ {0}.
D0 :=
{
z ∈ D2 \ {0} : |z2| ≤ |z1|2, or |z1| ≤ |z2|2, or |z1 + z2| ≤ |z1|2
}
Dj :=
{
z ∈ D2 \ (D0 ∪ {0}) : z2
z1
∈ Dj
}
, j = 1, 2, 3.
Here is the piecewise definition of our auxiliary function.
(6.1) H(z) :=


max(2 log |z1|, 2 log |z2|) if z ∈ D0,
log |z1|+ 12 log |z2| if z ∈ D1,
1
2
log |z1|+ log |z2| if z ∈ D2,
log |z1|+ 12 log |z1 + z2| if z ∈ D3.
The definition of the auxiliary function F requires another partition
of the bidisk.
D′0 :=
{
z ∈ D2 \ {0} : |z2| ≤ |z1|3/2 or |z1| ≤ |z2|2
}
, D′1 := D
2\(D′0∪{0}).
(6.2) F (z) :=
{
max(2 log |z1|, 2 log |z2|) if z ∈ D′0,
1
2
log |z1|+ log |z2| if z ∈ D′1.
6.4.2. Changing the coordinates. To reduce ourselves to the cases oc-
curring in Proposition 6.2, we will need to make linear changes of co-
ordinates.
Definition 6.3. We say that a function G : Ω → R is admissible if
and only if
(6.3)
∀R > 1, ∃C(R) such that ∀z ∈ Ω ∩ 1
R
Ω, |G(z)−G(Rz)| ≤ C(R).
In particular, G ∼0 G′ for any dilation G′ of G. When G is un-
bounded, this forces it to have logarithmic growth. We will see that
this onerous looking hypothesis is actually satisfied in the examples we
are interested in.
Lemma 6.4. Let Ω be a bounded hyperconvex domain, 0 ∈ Ω. Suppose
that (Sε) ⊂ Ω is such that for any R > 0, limε→0GRSε(z) = gR(z),
uniformly on compacta of Ω \ {0}, and that there exists a function G
on Ω such that for any R > 0, gR ∼0 G, and G is admissible. Let Φ be
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an invertible linear map of Cn, and Ω1 a domain satisfying the same
hypotheses as Ω.
Then limε→0G
Ω1
Φ−1(Sε)
(z) = g˜(z), uniformly on compacta of Ω1 \ {0},
with g˜(z) ∼0 g ◦ Φ.
Proof. Let 0 < R1 < R2 be such that R1Ω ⊂ Φ(Ω1) ⊂ R2Ω. Since
GΩ1Φ−1(Sε)(z) = G
Φ(Ω1)
Sε
(Φ(z)), we have
GΩ
R−1
2
Sε
(
1
R2
Φ(z)) = GR2ΩSε (Φ(z)) ≤ GΩ1Φ−1(Sε)(z) ≤ GR1ΩSε (Φ(z)) = GΩR−11 Sε(
1
R1
Φ(z)).
Let δ > 0. On Ω \B(0, δ), for ε small enough,
GΩ1Φ−1(Sε)(z) ≥ gR−12 (
1
R2
Φ(z))− 1 ≥ G( 1
R2
Φ(z))− C1 ≥ G(Φ(z))− C2,
and
GΩ1Φ−1(Sε)(z) ≤ gR−11 (
1
R1
Φ(z)) + 1 ≤ G( 1
R1
Φ(z)) + C3 ≤ G(Φ(z)) + C4.
So the hypotheses of Lemma 4.5 are satisfied, with the function G ◦ Φ
instead of G. 
6.4.3. Perturbations. The following lemma and its corollary will be use-
ful to get rid of higher order perturbations of the family (Sε).
Lemma 6.5. Let Ω be a bounded hyperconvex domain such that the
function GΩ0 is Lipschitz in a neighborhood of ∂Ω. There exists δ0 > 0
such that the following holds for any δ ∈ (0, δ0].
Let S, S ′ ⊂ B(0, δ) ⊂⊂ Ω, #S = #S ′ = N . Suppose there exists
a biholomorphic map Φ from Ω to Φ(Ω) such that Φ(S) = S ′, and
‖Φ(z)− z‖ ≤ δ for any z ∈ Ω such that dist(z, ∂Ω) ≥ δ.
Then there are constants C1, C2 > 0 depending only on N and Ω
such that for any z verifying GΩ{0}(z) ≤ −C1δ,
GΩS′(Φ(z)) ≤ GΩS (z) + C2δ.
Proof. Let
Ωδ :=
{
z ∈ Ω : GΩ0 (z) < inf
dist(z,∂Ω)≤δ
GΩ0
}
.
Since Ωδ ⊂ {z ∈ Ω : dist(z, ∂Ω) ≥ δ}, Φ(Ωδ) ⊂ Ω.
Since GΩ0 is Lipschitz in a neighborhood of ∂Ω, Ωδ ⊃ {z ∈ Ω :
GΩ0 (z) ≤ −C1δ}.
By Lemma 4.1, for δ small enough, on ∂Ωδ
2NC1δ +G
Ω
S (z) ≥ −2NGΩ0 (z) +GΩS (z) ≥ 0.
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So the plurisubharmonic functions GΩS′ ◦ Φ and GΩS + 2NC1δ have the
same singularities on the set S, the first one is negative and the second
one positive on ∂Ωδ, and the second one is maximal psh; by [24, Lemma
4.1], we have
GΩS′ ◦ Φ(z) ≤ GΩS (z) + 2NC1δ,
for all z ∈ Ωδ, q.e.d. 
Corollary 6.6. Under the hypotheses of Lemma 6.5, suppose that we
have a family (Sε) such that limε→0GSε(z) = g(z), uniformly on com-
pacta of Ω \ {0}, and a family of biholomorphic mappings Φε(z) =
z + Θε(z), with limε→0 ‖Θε‖L = 0, where ‖ · ‖L denote the Lipschitz
norm (‖F‖L := supz∈Ω ‖F (z)‖+ supz,w∈Ω ‖F (z)−F (w)‖‖z−w‖ ).
Then limε→0GΦε(Sε)(z) = g(z), uniformly on compacta of Ω \ {0}.
Proof. Given K ⊂⊂ Ω \ {0} and η > 0, choose K1 such that K ⊂⊂
K1 ⊂⊂ Ω \ {0}. For ε small enough, Φε(K) ⊂ K1 and Φε(K1) ⊃ K.
Choose ε small enough so that for all z ∈ K1, |GSε(z)− g(z)| < η/4.
By Lemma 6.5 applied to Φε and to Φ
−1
ε , for ε small enough,
GSε(Φ
−1
ε (z))− η/4 ≤ GΦε(Sε)(z) ≤ GSε(Φ−1ε (z)) + η/4.
Because of the continuity of each Gε [18] and of the uniform conver-
gence, g is (uniformly) continuous on K1, so that for ε small enough,
z ∈ K1, |g(z)− g(Φ−1ε (z))| < η/4. Putting all the inequalities together
we get |GΦε(Sε)(z)− g(z)| < η for z ∈ K. 
6.4.4. Reduction to the Model Cases. Proof of Theorem 1.12, part (1).
By applying Corollary 6.6 to the translations Φε(z) = z− aε1, we see
that we may assume aε1 = 0 for all ε.
We need to check that we may apply Lemma 6.4.
Lemma 6.7. The functions H and F defined after Proposition 6.2 are
admissible.
Proof. When there is an i ∈ {0, 1, 2, 3} such that both z and Rz ∈ Di,
the property follows immediately from the formula for H . Otherwise,
in cases where (for instance) z ∈ D1 and Rz ∈ D0, it is a straighforward
computation. The constants C(R) are fixed multiples of logR. The
computation is similar (if anything, easier) for F . 
In the generic case where all the vi in the statement of Theorem 1.12
are distinct, we choose an invertible linear map Φ such that [Φ(v˜3)] =
[1 : 0], [Φ(v˜2)] = [0 : 1], [Φ(v˜1)] = [1 : −1] (this follows from an
elementary computation with matrices, or from the well-known fact
that Mo¨bius maps on the Riemann sphere are transitive on triples of
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points). By Lemma 6.4, we can reduce ourselves to studying Φ(Sε),
which means that we take
(6.4) aε1 = (0, 0), a
ε
2 = (ρ2(ε), η2(ε)), a
ε
3 = (η3(ε), ρ3(ε)),
with all coordinates tending to 0 and, given the new values of v3 and
v2, limε→0 ηj(ε)/ρj(ε) = 0, j = 2, 3.
If we set γ(ε) := η3(ε)−ρ2(ε)
ρ3(ε)−η2(ε)
, then vε1 = [γ(ε) : 1], so limε→0 γ(ε) = −1.
Hence
lim
ε→0
ρ2(ε)
ρ3(ε)
= lim
ε→0
η3(ε)
ρ3(ε)
− γ(ε)
1− γ(ε)η2(ε)
ρ2(ε)
= 1.
Now denote by ε what was denoted ρ2(ε) (if the application was not
one-to-one, there is some ambiguity in our new notations, but all
possibles choices will give subfamilies converging to the same limit).
Then η2(ε) becomes δ1(ε), η3(ε) becomes δ2(ε), and ρ3(ε) becomes
ε(1 + o(1)) = ε + δ3(ε). We are reduced to case (1) of Proposition
6.2.
On the other hand, in the degenerate case where v1 = v3 6= v2, we
can still take Φ such that [Φ(v˜3)] = [1 : 0] = [Φ(v˜1)], [Φ(v˜2)] = [0 : 1].
Then (6.4) and the limits following it still hold. But, setting γ(ε) as
before, we have limε→0 γ(ε) =∞, so
lim
ε→0
ρ2(ε)
ρ3(ε)
= lim
ε→0
γ(ε)−1 η3(ε)
ρ3(ε)
− 1
γ(ε)−1 − η2(ε)
ρ2(ε)
=∞.
Again, denote by ε what was denoted ρ2(ε), then ρ3(ε) = o(ρ2(ε))
becomes δ4(ε) and η3(ε) = o(ρ3(ε)) becomes δ4(ε)ω(ε); we are reduced
to case (2) of Proposition 6.2.
The properties about the decrease of g in Theorem 1.12 are invari-
ant under linear changes of coordinates, and are easily verified on the
functions F and H . ✷
6.5. Simplified model cases. Proof of Proposition 6.2.
We apply Corollary 6.6 with the map
Φε(z) = (z1, z2) +
(
δ2(ε)
ε
z2,
δ1(ε)
ε
z1 +
δ3(ε)
ε
z2
)
,
which transforms the system {(0, 0), (ε, 0), (0, ε)} into the one given in
case (1) of Proposition 6.2. The proof of that case reduces to:
Lemma 6.8 (Generic case). Suppose that Sε = {(0, 0), (ε, 0), (0, ε)}.
Then limε→0Gε = gH , uniformly on compacta of D
2 \ {0}, and gH ∼0
H.
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For case (2), we use the map
Φε(z) = (z1, z2) +
(
ω(ε)z2,
δ1(ε)
ε
z1
)
,
which maps the system Sε = {(0, 0), (ε, 0), (0, δ4(ε))} to the one given
in case (2). We exchange the axes, setting Fˇ (z1, z2) = F (z2, z1). For
simplicity of notation, we also write ρ := δ4. The proof reduces to:
Lemma 6.9 (Degenerate case). Let Sε = {(0, 0), (ρ(ε), 0), (0, ε)}, where
limε→0 ρ(ε)/ε = 0. Then limε→0Gε = gF , uniformly on compacta of
D2 \ {0}, and gF ∼0 Fˇ .
✷
6.6. Lower estimate. Now we start the proof of Lemmas 6.8 and 6.9.
Let ψε(z) := z1 +
ρ(ε)
ε
z2 − ρ(ε) (where ρ(ε) = ε or ρ(ε) = o(ε)). Let
Lε(z) = max
(
1
2
log |z1z2ψε(z)| , log
∣∣∣∣∣z1 ρ(ε)− z11− ρ(ε)z1
∣∣∣∣∣ , log
∣∣∣∣z2 ε− z21− εz2
∣∣∣∣
)
−1
2
log 3.
Lemma 6.10. Suppose that |ρ(ε)| ≤ |ε| for any ε, then
Gε(z) ≥ Lε(z), for any z ∈ D2.
Furthermore, limε→0Lε exists uniformly on any compact subset of D
2 \
{0}, and
(1) if ρ(ε) = ε, then limε→0 Lε ∼0 H;
(2) if ρ(ε) = o(ε), then limε→0Lε ∼0 Fˇ .
Proof. Let S ′ε := Sε ∪ {(ρ(ε), ε)}. This is a product set and by Lemma
6.1, we get
Gε(z) ≥ GS′ε(z) = max
(
log
∣∣∣∣∣z1 ρ(ε)− z11− ρ(ε)z1
∣∣∣∣∣ , log
∣∣∣∣z2 ε− z21− εz2
∣∣∣∣
)
.
At each of the three points of Sε, exactly two of the three holomorphic
functions z1, z2 and ψε(z) vanish, and |z1z2ψε(z)| ≤ 3 for all z ∈ D2, so
Gε(z) ≥ 1
2
log |z1z2ψε(z)| − 1
2
log 3,
because the right hand side is a negative plurisubharmonic function
with the correct singularities.
It is easy to see that
lim
ε→0
Lε(z) = max
(
1
2
log |z1z2(z1 + z2)| , 2 log |z1|, 2 log |z2|
)
− 1
2
log 3
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if ρ(ε) = ε, and
lim
ε→0
Lε(z) = max
(
1
2
log |z21z2|, 2 log |z1|, 2 log |z2|
)
− 1
2
log 3
if ρ(ε) = o(ε), with uniform convergence on any compact subset of
D2 \ {0}.
We give only the estimate from below of limε→0Lε in the inequalities
implicit in (1) and (2) (those are the only ones needed to prove Lemmas
6.8 and 6.9).
First we deal with statement (1) in the Lemma.
For z ∈ D0, the inequality is immediate. For z ∈ D1,
∣∣∣z2z1 + 1
∣∣∣ ≥ 12 ,
so |z1z2(z1 + z2)| ≥ |z1z2|12 |z1|, and we get
lim
ε→0
Lε(z) ≥ 1
2
log |z1z2(z1 + z2)| − 1
2
log 3 ≥ H(z)− 1
2
log 6.
By considering the image of the disk D3 under the inversion ζ 7→
1/ζ , we see that
∣∣∣z2z1 + 1
∣∣∣ ≥ 12 implies ∣∣∣z1z2 + 1
∣∣∣ ≥ 13 , so for z ∈ D2,
1
2
log |z1z2(z1 + z2)| ≥ 12 log |z1z22 | − 12 log 3 = H(z)− 12 log 3.
Finally, for z ∈ D3,
∣∣∣z2z1 + 1
∣∣∣ ≤ 12 , so |z2| ≥ 12 |z1| and 12 log |z1z2(z1 + z2)| ≥
1
2
log |z21(z1 + z2)| − 12 log 2 = H(z)− 12 log 2.
In case (2), the computations are even easier. 
6.7. Upper estimates for the generic case. We will now estimate
Gε from above by constructing certain analytic discs. This should be
compared with [25].
In what follows, Sε and Gε are as in Lemma 6.8.
6.7.1. Near the coordinate axes.
Lemma 6.11. Let δ > 0. For any η > 0 there exists m = m(δ, η) > 0
such that for any ε ∈ D(0, m), for any z1, z2 ∈ D0 \D(0, δ)2,
Gε(z1, z2) ≤ 2 log (max(|z1|, |z2|)) + η.
Proof. Suppose for instance that |z2| ≤ |z1|2. Then max(|z1|, |z2|) =
|z1| and δ ≤ |z1|. Let
ϕ˜ε(ζ) :=
(
ζ,
ζ(ζ − ε)
z1(z1 − ε)z2
)
.
Since ∣∣∣∣ z2z1(z1 − ε)
∣∣∣∣ =
∣∣∣∣∣z2z21
1
1− ε
z1
∣∣∣∣∣ ≤ 1∣∣∣1− |ε|δ ∣∣∣ ,
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we can choose 0 < γ = O(|ε|) such that ϕ(ζ) := ϕ˜
(
ζ
1+γ
)
defines a map
from D to D2.
Now Gε ◦ ϕ ∈ SH−(D), and it has logarithmic singularities at 0 and
(1 + γ)ε, so (using the explicit formula for the Green function in the
unit disk)
Gε(z1, z2) = Gε ◦ ϕ((1 + γ)z1) ≤ log
∣∣∣∣(1 + γ)z1 (1 + γ)(z1 − ε)1− |1 + γ|2z1ε¯
∣∣∣∣ ,
which yields the required inequality for |ε| < m.
If |z1| ≤ |z2|2, we just exchange the roles of the coordinates. If
|z1 + z2| ≤ |z1|2, we perform an analogous computation with
ϕ˜ε(ζ) := (ζ, (ζ − ε)(αζ − 1)) , α := z1 + z2 − ε
z1(z1 − ε) .

6.7.2. Analytic discs for the most common case. Away from the excep-
tional region D0, the construction of the analytic disks is more delicate.
Lemma 6.12. Let δ > 0. Let (z1, z2) ∈ D2\(D0∪D(0, δ)2),
∣∣∣z1z2 + 1
∣∣∣ ≥
1
2
.
For any η > 0 there exists m > 0 such that for any α ∈ D(0, m),
there exists ϕ ∈ O(D,D2) and ζ1, ζ2 ∈ D(0, η), ζ3 ∈ D such that
||ζ3|2 −max(|z1|, |z2|)| ≤ η and
ϕ(0) = (0, 0), ϕ(ζ1) = (α
2, 0), ϕ(ζ2) = (0, α
2), ϕ(ζ3) = (z1, z2).
Proof. Case 1. |z2|2 ≤ |z1| ≤ |z2|.
Let ξ1, ξ2 ∈ D(0, 12) ⊂ C. We define a mapping from D to C2 by
(6.5) ϕ˜ξ(ζ) :=
(
z1
z2
(1 + ξ1)ζ(ζ − ζ˜2), (1 + ξ2)ζ(ζ − ζ˜1)
)
,
with ζ˜1, ζ˜2 to be defined below. We note that ϕ˜ξ(0) = (0, 0), and
ϕ˜ξ(ζ˜1) =
(
z1
z2
(1 + ξ1)ζ˜1(ζ˜1 − ζ˜2), 0
)
,(6.6)
ϕ˜ξ(ζ˜2) =
(
0, (1 + ξ2)ζ˜2(ζ˜2 − ζ˜1)
)
.(6.7)
We will need the auxiliary quantity
µ := α
(
1
1 + ξ2
+
1
1 + ξ1
z2
z1
)1/2
,
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where we choose one particular square root of 1 + z2
z1
, and define the
above square root to be continuous in a neighborhood of ξ1 = 0, ξ2 = 0
(we may need to reduce the size of the disk where ξ1, ξ2 can be chosen).
Note that
∣∣∣z1z2 + 1
∣∣∣ ≥ 12 implies ∣∣∣ z2z1 + 1
∣∣∣ ≥ 13 , and that ∣∣∣ z2z1
∣∣∣ = ∣∣∣z22z1 1z2
∣∣∣ ≤
1
δ
, so that for ξ1, ξ2 small enough,
1
4
|α| ≤ |µ| ≤ 2√
δ
|α|.
We now set
ζ˜1 :=
α2
(1 + ξ1)µ
z2
z1
, ζ˜2 := ζ˜1 − µ = − α
2
(1 + ξ2)µ
.
Substituting this into (6.6), (6.7), we get
ϕ˜ξ(ζ˜1) =
(
z1
z2
(1 + ξ1)ζ˜1µ, 0
)
= (α2, 0),(6.8)
ϕ˜ξ(ζ˜2) =
(
0,−(1 + ξ2)ζ˜2µ
)
= (0, α2).(6.9)
We have an analytic disk passing through all three poles, now we
need to have it go through the point z. Let ζ˜3 := z
1/2
2 (it doesn’t
matter which square root we choose). Then
ϕ˜ξ(ζ˜3)− (z1, z2) =
(
z1ξ1 +
(1 + ξ1)α
2
(1 + ξ2)µ
z1
z
1/2
2
, z2ξ2 − (1 + ξ2)α
2
(1 + ξ1)µ
z
3/2
2
z1
)
=: (z1 (ξ1 − Φ1(ξ, α)) , z2 (ξ2 − Φ2(ξ, α))) .
Since α2/µ = O(|α|) and
∣∣∣∣ z1z1/2
2
∣∣∣∣ ≤ 1/η,
∣∣∣∣z3/22z1
∣∣∣∣ ≤ 1/η2, for |α| small
enough, the map ξ 7→ Φ(ξ, α) is contractive, so there exists a unique
ξ0 such that ξ0 = Φ(ξ0, α), and ‖ξ0‖ ≤ Cδ−1|α|. Let ϕ˜(ζ) := ϕ˜ξ0(ζ).
The map ϕ˜ hits the correct points, but in general ϕ˜(D) 6⊂ D2. How-
ever, the estimates on µ and ξ0 imply that
ϕ˜(ζ) =
(
z1
z2
ζ2, ζ2
)
+O(δ−1|α|),
so using the Schwarz Lemma there exists 0 < γ = O(δ−1|α|) such that
letting
ϕ(ζ) := ϕ˜
(
ζ
1 + γ
)
, ζj := (1 + γ)ζ˜j, 1 ≤ j ≤ 3,
we have a map and points in the disk satisfying the conclusions of the
Lemma for |α| small enough.
Case 2. |z1|2 ≤ |z2| ≤ |z1|.
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The computations are almost exactly the same once we exchange z1
and z2. 
6.7.3. Upper estimate from the analytic disks. It is easy to deduce from
the previous Lemma a rough global estimate on the function Gε.
Lemma 6.13. Then there exists C > 0 such that for any δ > 0,
there is an m = m(δ) > 0 such that for any ε ∈ D(0, m), for any
(z1, z2) ∈ D2 \ (D0 ∪D(0, δ)2),
Gε(z1, z2) ≤ 3
2
log (max(|z1|, |z2|)) + C.
Notice that for (z1, z2) ∈ D0 \ D(0, δ)2, Lemma 6.11 gives an even
better estimate, so that the result actually holds on the whole of D2 \
D(0, δ)2.
Proof. If
∣∣∣z1z2 + 1
∣∣∣ ≥ 12 , then by choosing an analytic disk ϕ as in Lemma
6.12 with α = ε1/2, we have Gε ◦ ϕ ∈ SH−(D), with three logarithmic
poles, and a reasoning similar to the proof of Lemma 6.11 shows that
Gε(z) ≤ 32 log (max(|z1|, |z2|))+1 when η is small enough, and therefore
when |ε| is small enough.
To deal with the remaining case, consider the affine biholomorphism
L(z1, z2) := (z1, ε− z1 − z2).
It sends S3,ε to itself (changing the roles of the points) and the set{∣∣∣z1z2 + 1
∣∣∣ < 12} to {∣∣∣ w1w2−ε + 1
∣∣∣ > 2}. Also, L−1(D2) ⊂ 3D2 for |ε| ≤ 1.
So
GD
2
ε (
z
3
) = G3D
2
3ε (z) ≤ GL
−1(D2)
3ε (z) = G
D2
3ε (L(z)),
therefore for |ε| small enough with respect to δ, we have
∣∣∣L1(3z)L2(3z) + 1
∣∣∣ > 12
and
GD
2
ε (z) ≤ GD
2
3ε (L(3z))
≤ 3
2
log (max(|L1(3z)|, |L2(3z)|)) + 1 ≤ 3
2
log (max(|z1|, |z2|)) + C.
. 
6.7.4. End of proof of Lemma 6.8.
Any compact subset of D2\{0} is contained in D2\D(0, δ)2 for some
δ > 0.
Case 1. |z1|2 ≤ |z2| ≤ |z1|.
Consider the holomorphic map from D to D2 given by ϕ(ζ) = (ζ, z2
z1
ζ),
and u := Gε ◦ϕ ∈ SH−(D). By Lemma 6.13, for any δ1 > 0 and ζ such
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that |ζ | = δ1, |ε| < m(δ1), we have u(ζ) ≤ 32 log δ1 + C. On the other
hand, when |z2| < |z1|, if |ζ | =
∣∣∣ z2z1
∣∣∣, then ϕ(ζ) ∈ {w : |w2| ≤ |w1|2} and
by Lemma 6.11, for any η1 > 0 we can choose |ε| small enough so that
u(ζ) ≤ 2 log
∣∣∣∣z2z1
∣∣∣∣+ η1.
Applying the three-circle theorem, we get, for any ζ ∈ D(0,
∣∣∣z2z1
∣∣∣) \
D(0, δ1),
(6.10)
u(ζ) ≤
log
∣∣∣z2z1
∣∣∣− log |ζ |
log
∣∣∣z2z1
∣∣∣− log δ1
(
3
2
log δ1 + C
)
+
log |ζ | − log δ1
log
∣∣∣ z2z1
∣∣∣− log δ1
(
2 log
∣∣∣∣z2z1
∣∣∣∣+ η1
)
.
This inequality still holds in the case |z2| = |z1|, simply using the fact
that u ≤ 0. We may apply it for ζ = z1. Let η2 > 0. Then
log
∣∣∣z2z1
∣∣∣− log |z1|
log
∣∣∣z2z1
∣∣∣− log δ1
(
3
2
log δ1 + C
)
= (log |z2| − 2 log |z1|)
−3
2
+ C
| log δ1|
1− | log
∣
∣
∣
z2
z1
∣
∣
∣|
| log δ1|
,
and for δ1 small enough (depending on η2 and δ),
−3
2
+ C
| log δ1|
1− | log
∣
∣
∣
z2
z1
∣
∣
∣|
| log δ1|
≤ −3
2
+
C
| log δ1| ≤ −
3
2
+
η2
| log δ| ≤ −
3
2
+
η2
log |z2| − 2 log |z1| ,
since 0 < log |z2| − 2 log |z1| ≤ − log |z1| ≤ − log δ. Finally the first
term of the right hand side of (6.10) is bounded above by
−3
2
(log |z2| − 2 log |z1|) + η2.
For the second term, note first that if
(
2 log
∣∣∣ z2z1
∣∣∣+ η1) > 0, we can just
bound the second term by that quantity. Otherwise, for |z2| < |z1| and
δ1 small enough (depending only on δ)
log |z1| − log δ1
log
∣∣∣z2z1
∣∣∣− log δ1 =
1− |log |z1||
| log δ1|
1− | log
∣
∣
∣
z2
z1
∣
∣
∣|
| log δ1|
≥ 1− |log |z1||| log δ1| ≥
1− η2
2 |log δ| ≥ 1−
η2
2
∣∣∣log ∣∣∣z2z1
∣∣∣∣∣∣ ≥ 1 +
η2
2 log
∣∣∣z2z1
∣∣∣ + η1 ,
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and therefore the second term verifies
log |z1| − log δ1
log
∣∣∣z2z1
∣∣∣− log δ1
(
2 log
∣∣∣∣z2z1
∣∣∣∣ + η1
)
≤ 2 log
∣∣∣∣z2z1
∣∣∣∣ + η1 + η2.
For |z1| = |z2|, this inequality is immediate Putting together the two
estimates, for δ1 small enough (depending on δ, η2), and for |ε| small
enough (depending on δ1, η1),
Gε(z1, z2) = u(z1) ≤ log |z1|+ 1
2
log |z2|+ η1 + 2η2,
which yields the upper estimate from Lemma 6.8.
Case 2. |z2|2 ≤ |z1| ≤ |z2|.
The same proof works, exchanging the roles of the coordinates.
Case 3. |z1|2 ≤ |z1 + z2| ≤ 12 |z1|.
Using the same map ϕ, defined only for |ζ | < 2/3, computations
similar to those of Case 1 (where z2 is replaced by z1 + z2) yield the
desired result. ✷
6.8. Upper estimates for the degenerate case. From now on, Sε
and Gε are as in Lemma 6.9.
6.8.1. Upper estimate for the most common case.
Lemma 6.14. Let δ > 0. Let (z1, z2) ∈ D2 \ (D0 ∪D(0, δ)2). Let s be
a function in a neighborhood of 0 is C such that limζ→0 s(ζ) = 0.
Then there exists m > 0 such that for any α ∈ D(0, m), and for any
η > 0 there exists ϕ ∈ O(D,D2) and ζ1, ζ2 ∈ D(0, η), ζ3 ∈ D such that
||ζ3|2 −max(|z1|, |z2|)| ≤ η and
ϕ(0) = (0, 0), ϕ(ζ1) = ([αs(α)]
2, 0), ϕ(ζ2) = (0, α
2), ϕ(ζ3) = (z1, z2).
Proof. We proceed as in the proof of Lemma 6.12, with a few changes.
Case 1. |z2|2 ≤ |z1| ≤ |z2|.
Let ξ1, ξ2 ∈ D(0, 12) ⊂ C. We define the mapping ϕ˜ξ from D to C2
as before, but ζ˜1, ζ˜2 are defined by
µ := α
(
1
1 + ξ2
+
s(α)2
1 + ξ1
z2
z1
)1/2
,
ζ˜1 :=
α2s(α)2
(1 + ξ1)µ
z2
z1
, ζ˜2 := ζ˜1 − µ = − α
2
(1 + ξ2)µ
.
This ensures that ϕ˜ξ takes the required values at ζ˜1 and ζ˜2.
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As before,
∣∣∣z2z1
∣∣∣ ≤ 1δ , so that for ξ1, ξ2 small enough and |α| ≤ m(δ) ,∣∣∣ s(α)21+ξ1 z2z1
∣∣∣ ≤ 16 , thus
1
2
|α| ≤ |µ| ≤ 2|α|.
The only point that remains to be modified in the previous proof is
that
Φ2(ξ, α) := −(1 + ξ2)α
2s(α)2
(1 + ξ1)µ
z
1/2
2
z1
,
which can only improve the contractivity of Φ.
Case 2. |z1|2 ≤ |z2| ≤ |z1|.
There we set
µ := α
(
z1
z2
1
1 + ξ2
+
s(α)2
1 + ξ1
)1/2
,
ζ˜1 := − α
2s(α)2
(1 + ξ1)µ
, ζ˜2 := ζ˜1 + µ = − α
2
(1 + ξ2)µ
z1
z2
.
Again, we see that 1 ≤
∣∣∣ z1z2
∣∣∣ ≤ 1δ , so for α small enough,
1√
2
|α| ≤ |µ| ≤ 2√
δ
|α|.
The proof proceeds as before, with the single change
Φ2(ξ, α) :=
(1 + ξ2)α
2s(α)2
(1 + ξ1)µ
1
z
1/2
1
.

The following statement is proved from the previous Lemma exactly
as Lemma 6.13, with a simpler proof as we don’t need to consider the
values of z1
z2
+ 1.
Corollary 6.15. Under the hypotheses of Lemma 6.14, there exists
C > 0 such that for any δ > 0, there is an m = m(δ) > 0 such that for
any ε ∈ D(0, m), for any (z1, z2) ∈ D2 \ (D0 ∪D(0, δ)2),
Gε(z1, z2) ≤ 3
2
log (max(|z1|, |z2|)) + C.
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6.8.2. Upper estimate near the coordinate axes. Now we need to esti-
mate the (faster) decrease of the Green function on the exceptional
region Dˇ′0 :=
{
z ∈ D2 \ {0} : |z1| ≤ |z2|3/2 or |z2| ≤ |z1|2
}
.
Lemma 6.16. Let δ > 0. For any η > 0 there exists m = m(δ, η) > 0
such that for any ε ∈ D(0, m), for any (z1, z2) ∈ Dˇ′0 \D(0, δ)2,
Gε(z1, z2) ≤ 2 log (max(|z1|, |z2|)) + η.
Proof. In the cases |z2| ≤ |z1|2 or |z1| ≤ |z2|2 , the proof of Lemma 6.11
will apply.
When |z2|2 < |z1| ≤ |z2|3/2, some new trick is required. This time,
the analytic disk we construct will have to pass twice through one of
the poles; this should be compared to Poletsky’s theorem [23], [22],
see also [17], where the Green function is recovered from analytic disks
that may have to hit the pole(s) more than once. Our disks will be
perturbations of the Neil parabola ζ 7→ (ζ3, ζ2).
We write s(ε) = ρ(ε)/ε = o(1).
Choose complex numbers λ, µ such that
λ2 :=
z1
z2(z2 − ε)
(
z1
z2 − ε + s(ε)
)
; µ2 := ε+
(
s(ε)
2λ
)2
.
Let
Ψλ,µ(ζ) :=
((
λζ − 1
2
s(ε)
)
(ζ2 − µ2), ζ2 −
(
s(ε)
2λ
)2)
.
Then by construction
Ψλ,µ(µ) = Ψλ,µ(−µ) = (0, ε),Ψλ,µ(s(ε)
2λ
) = (0, 0),Ψλ,µ(−s(ε)
2λ
) = (εs(ε), 0),
so we have a disk passing through all three poles of Gε. Furthermore,
choosing
ζz :=
1
λ
(
z1
z2 − ε + s(ε)
)
,
we have Ψλ,µ(ζz) = z. Notice that
ζ2z =
z2(z2 − ε)
z1
(
z1
z2 − ε + s(ε)
)
,
so there is some ε0(δ, η) > 0 such that for |ε| < ε0(δ, η), for any z /∈
D(0, δ)2 such that |z2|2 < |z1| ≤ |z2|3/2,
(6.11)
∣∣|ζz| − |z2|1/2∣∣ ≤ η.
In particular, if z remains in a compact subset of D2 avoiding the origin,
by choosing η small enough we ensure that ζ ∈ D. We need a more
general fact.
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Claim.
Let η > 0, and δ > 0. Then there exists ε1 = ε1(δ, η) > 0 such
that for any ε with |ε| ≤ ε1, for any z ∈ D2 \ D(0, δ)2 such that
|z2|2 < |z1| ≤ |z2|3/2, we have Ψλ,µ(D(0, 1− η)) ⊂ D2.
Proof of the Claim.
For |ε| ≤ δ/2, |z2|/2 ≤ |z2 − ε| ≤ 2|z2|, so
|λ|2 ≥
∣∣∣∣ z12z22
∣∣∣∣
(∣∣∣∣ z12z2
∣∣∣∣− |s(ε)|
)
≥
∣∣∣∣ z218z32
∣∣∣∣ ≥ δ8 ,
for ε small enough. So when |ζ | ≤ 1− η,
|Ψλ,µ,2(ζ)| ≤ (1− η)2 + 2|s(ε)|
2
δ
< 1
for ε small enough.
In a similar way, given η′, for ε small enough depending on δ and η′,
we have |z2| ≤ (1 + η′)|z2 − ε|, so
|λ|2 ≤ (1 + η′)2
∣∣∣∣z1z22
∣∣∣∣
(∣∣∣∣z1z2
∣∣∣∣+ |s(ε)|(1 + η′)
)
≤ (1 + η′)3
∣∣∣∣z21z32
∣∣∣∣ ≤ (1 + η′)3
for ε small enough. Choose η′ so that (1 + η′)3 = (1 + η). When
|ζ | ≤ 1− η,
|Ψλ,µ,1(ζ)| ≤
(
(1 + η)(1− η) + 1
2
|s(ε)|
)(
(1− η)2 + |ε|+ 4|s(ε)|
2
δ
)
< 1
for ε small enough. 
So now the function v(ζ) := Gε (Ψλ,µ((1− η)ζ)) is negative and sub-
harmonic on D. Furthermore, it has logarithmic poles at the points
± µ
1−η
and ± s(ε)
2λ(1−η)
; in the cases when µ = 0 or s(ε) = 0, we get a
double logarithmic pole at the corresponding point.
Denote dD(ζ, ξ) :=
∣∣∣ ζ−ξ1−ζξ¯
∣∣∣. Then
Gε(z) = v(ζz) ≤ log dD(ζz, µ
1− η ) + log dD(ζz,−
µ
1− η )
+ log dD(ζz,
s(ε)
2λ(1− η)) + log dD(ζz,−
s(ε)
2λ(1− η)).
By (6.11), choosing m(δ, η) accordingly, we have, for |ε| ≤ m, Gε(z) ≤
4 log |z2|1/2+O(η). Changing the value of η, we have the conclusion. 
6.8.3. End of proof of Lemma 6.9.
In the case where |z2| ≤ |z1|, the proof goes exactly as for Lemma
6.8 (without having to take into account the value of z2
z1
+ 1).
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When |z1| ≤ |z2|, it is enough to consider the case where |z1| ≥ |z2|3/2
(Lemma 6.16 takes care of the remaining case).
Consider the analytic disk
ϕ(ζ) =
(
z1
z2
ζ, ζ
)
, and u(ζ) := Gε (ϕ(ζ)) .
Let δ1 < δ, to be chosen later. By Corollary 6.15, for |ζ | = δ1,
u(ζ) = Gε (ϕ(ζ)) ≤ 3
2
log δ1 + C.
On the other hand, if |ζ | =
∣∣∣ z1z2
∣∣∣2, then ϕ(ζ) ∈ {w : |w1| ≤ |w2|3/2} and
by Lemma 6.16, for any η1 > 0 we can choose |ε| small enough so that
u(ζ) ≤ 4 log
∣∣∣∣z1z2
∣∣∣∣+ η1.
Applying the three-circle theorem for ζ = z2, we get
(6.12) Gε(z) = u(z2) ≤
2 log
∣∣∣ z1z2
∣∣∣− log |z2|
2 log
∣∣∣z1z2
∣∣∣− log δ1
(
3
2
log δ1 + C
)
+
log |z2| − log δ1
2 log
∣∣∣z1z2
∣∣∣− log δ1
(
4 log
∣∣∣∣z1z2
∣∣∣∣ + η1
)
.
Let η2 > 0. In order to estimate the first term in the right hand side
of the above inequality, we use
3
2
log δ1 + C
2 log
∣∣∣z1z2
∣∣∣− log δ1 =
−3
2
+ C
| log δ1|
1 +
2 log
∣
∣
∣
z1
z2
∣
∣
∣
| log δ1|
≤ −3
2
+
C
| log δ1| ,
for δ1 small enough. Notice that 2 log
∣∣∣z1z2
∣∣∣− log |z2| = log ∣∣∣z21z3
2
∣∣∣ ≥ 0, and
also log
∣∣∣z21z3
2
∣∣∣ ≤ − log |z2| ≤ − log δ, so
−3
2
+
C
| log δ1| ≤ −
3
2
+
η2
| log δ| ≤ −
3
2
+
η2
log
∣∣∣z21z3
2
∣∣∣ .
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To estimate the second term in the right hand side of (6.12), it is
enough to consider the case where 4 log
∣∣∣z1z2
∣∣∣+ η1 < 0. We use
log |z2| − log δ1
2 log
∣∣∣z1z2
∣∣∣− log δ1 =
1− |log |z2||
| log δ1|
1− 2| log
∣
∣
∣
z1
z2
∣
∣
∣|
| log δ1|
≥ 1− |log |z2||| log δ1| ≥
1− η2|4 log δ + η1| ≥ 1−
η2∣∣∣4 log ∣∣∣z1z2
∣∣∣ + η1∣∣∣ ,
for δ1 small enough.
Finally, (6.12) implies
u(z2) ≤ −3
2
(
2 log
∣∣∣∣z1z2
∣∣∣∣− log |z2|
)
+ η2 + 4 log
∣∣∣∣z1z2
∣∣∣∣+ η1 + η2,
from which the desired estimate follows. ✷
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