Abstract. We prove a Berry-Esseen type inequality for approximating expectations of sufficiently smooth functions f , like f = | · | 3 , with respect to standardized convolutions of laws P 1 , . . . , P n on the real line by corresponding expectations based on symmetric two-point laws Q 1 , . . . , Q n isoscedastic to the P i . Equality is attained for every possible constellation of the Lipschitz constant f L and the variances and the third centred absolute moments of the P i . The error bound is strictly smaller than 1 6 times the Lyapunov ratio times f L , and tends to zero also if n is fixed and the third standardized absolute moments of the P i tend to one.
. Proofs concerning ζ 3 -distances between normal and convolutions of symmetric two-point laws 30
1. Introduction and main results
Introduction.
In statistics and various other applications of probability theory, inconvenient or even intractable distributions are often approximated by relying on some limit theorem. The most popular among such approximations is the normal approximation to distributions of sums of a large number n of independent or weakly dependent random variables with appropriate mean and variance which is based on the central limit theorem. However, to use effectively any approximation in practice one needs an explicit and convenient estimate of its accuracy, and such an estimate may be not as sharp as one might wish. For the purpose of improving the error-bounds one can introduce further terms into the approximating law (leading to the so-called asymptotic expansions) and reach arbitrarily high accuracy, but this requires some additional assumptions on the original distribution. For example, in case of approximating the sums of independent random variables these conditions are: (i) finiteness of the higher-order moments of the random summands and (ii) some kind of smoothness either of the distributions of random summands or of the metric under consideration.
On the other hand, from the general theory of summation of independent random variables it follows that approximation by infinitely divisible distributions may be more effective even without any moment conditions due to the better error-bound, which is, in the i.i.d. case, for the Kolmogorov metric, of the order O(n −2/3 ) [2, 3, 4] , rather than O(n −1/2 ) as usual in the CLT, but such an approximation may be inconvenient, because the sequence of penultimate approximating infinitely divisible distributions that guarantees the rate O(n −2/3 ) may be very complicated and usually is not given in an explicit form. Recall that an approximation, depending on the sample size n not only through location-scale parameters and, in the present context, usually being merely asymptotically normal itself, is sometimes called a penultimate approximation, a terminology apparently first introduced in extreme value theory [22] . A recent example of an explicit and convenient penultimate approximation even in the total variation metric, but only for distributions with an absolutely continuous part and finite fourth-order moments, can be found in [9] , where an infinitely divisible shifted-gamma approximation with matching first three moments was proved to have the rate O(n −1 ). In this paper, as an alternative to the normal approximation, we propose and evaluate another penultimate approximation only assuming finiteness of the third-order moments. Our approximation is in the i.i.d. case of the same rate O(n −1/2 ) as the normal approximation, but its error bound depends more favourably on the standardized third absolute moments of the convolved distributions, and can in fact tend to zero even for n fixed. As the approximating distribution we take the n-fold convolution of the symmetric two-point laws with the same variances as the original laws, which is asymptotically normal itself. Thus, in a terminology used for example in [35, chapter 4] , our approximations are laws of Rademacher averages rather than Gaussian laws.
As a corollary, for the approximation of a standardized characteristic function by its Taylor polynomial of degree 2, a new explicit and asymptotically exact error-bound given the absolute third-order moment is obtained in (12) below.
Moreover, trivially using the triangle inequality together with the asymptotic normality of the penultimate distribution, which is valid to a higher order due to vanishing third cumulants and due to the smoothness of the metric under consideration, we obtain a sharp upper bound for the accuracy of the normal approximation which improves an already optimal estimate due to Tyurin [61, 62, 63] for some constellations (see Theorems 1.2, 1.14 below). This improvement is possible due to a more favourable dependence of our estimate on the moments of the convolved distributions.
First attempts of a more effective use of the information on the first three moments of the convolved distributions in the estimates of the accuracy of the normal approximation for the Kolmogorov metric were undertaken by Ikeda [30] and Zahl [67] who used some additional conditions on the values of the first three moments and by Prawitz [46] and Bentkus [5] who made those conditions more explicit (for the detailed review see [59, Sections 2.1.1 and 2.4]). The problem of optimization of use of moment-type information in the estimates of the accuracy of the normal approximation was posed in [55, 56, 54, 57] where it was called the problem of optimization of the structure of convergence rate estimates and where this problem was partially solved for estimates of the Kolmogorov and the weighted uniform metrics.
More precisely, let X, X 1 , . . . , X n denote independent and, for simplicity in this introduction, identically distributed (i.i.d.) random variables (r.v.'s) on a certain probability space (Ω, A, P) with EX = 0, EX 2 = 1,
where Φ is the standard normal distribution function. The problem of optimization of the structure of asymptotic convergence rate estimates stated in [55, 56, 54, 57] may be formulated as follows: For every ∈ [1, ∞[ find the greatest lower bound of all possible numbers g( ) such that for all sufficiently large n (2) sup
It is easy to see that this greatest lower bound has the form g * ( ) = lim →0+ sup n∈N, X √ n ∆ n (X) : EX = 0, EX 2 = 1, E|X| 3 = ≤ √ n , moreover, inequality (2) with g( ) = g * ( ) still holds true, hence, the greatest lower bound is attained and equals to g * ( ) for every ≥ 1. The problem of evaluation of the optimal function g * ( ), ≥ 1, is very complicated. Historically the first investigations were done in the class of linear functions of the form g( ) = c , where Chistyakov [11] finally managed to find an optimal one. Namely, from Esseen's result [20] it follows that c ≥ C E , where C E := √ 10 + 3 6 √ 2π = 0.4097 . . . , and Chistyakov [11] proved that (2) holds true with
In particular, we have an exact linear upper bound g * ( ) ≤ C E · . In fact, Esseen's results from [20] allow to construct tighter lower bounds for g * in the class of nonlinear functions. More explicitly, from Esseen's [19] asymptotic expansion
uniformly in x ∈ R, where h is the span in case of a lattice distribution of X and
]-valued function, in [20] Esseen, first, deduced that
Second, he considered and solved an extremal problem yielding an exact upper bound of the R.H.S. of (3) in terms of E|X| 3 only, namely, he proved that
with equality attained iff X ∼ ±X
E
, that is, iff X is distributed as either X or −X with = E , where here and below
and X with ≥ 1 denotes a r.v. with the two-point distribution uniquely defined by the conditions EX = 0, EX 2 = 1, EX 3 ≥ 0, and E|X | 3 = , namely
This, finally, made it possible to evaluate in the same paper [20] the value of the asymptotically the best constant in the Berry-Esseen inequality, which was, in fact, already introduced above as C E :
The expression on the L.H.S. here trivially serves as a lower bound for the factor c in (2) with g( ) = c . We refer to [17] for the corresponding result where arbitrary intervals replace the unbounded ones ]−∞, x] implicit in the definition (1) of ∆ n (X). Turning now to not necessarily linear functions, Esseen's result (3) immediately implies that the optimal function g * satisfies
for every ≥ 1. Since g * ( ) ≤ g 1 ( ) and g 0 ( ) = g 1 ( ) := C E · iff = E , we conclude that g * ( ) = g 1 ( ) iff = E , i.e. Chistyakov's optimal linear upper bound is indeed optimal only in one point = E . In recent papers [55, 54] the optimal function g * was found on a nondegenerate, but still bounded interval, containing E , namely, it has been proved that (2) holds for every ≥ 1 with
with equality throughout for ≥ 6 √ 3 (4 − √ 3 )/6 = 1.2185 . . . , where
and it has been demonstrated that g 2 ( ) = g 0 ( ) for 1 ≤ ≤ 3 1/4 (4 − √ 3 )/ √ 6 = 1.2185 . . . , yielding the equality g * ( ) = g 0 ( ) on the above interval. In particular, g
Moreover, in [55, 54] there have been obtained explicit estimates of the remainder term ε in (2) with g = g 2 yielding the universal bound ε( ) ≤ 2 3/2 for all > 0. An extension of (2) to the non-i.i.d. case has also been obtained in [55, 54] in the form
with the same function g 2 , where the supremum is taken over all n and all centred distributions of X 1 , . . . , X n such that
. . , n. These bounds improve the earlier results of Bentkus [5] and Prawitz [46] .
In case of i.i.d. two-point random summands distributed as X recently Schulz [50] proved that the remainder term ε in (2) with g = g 2 can be omitted for 1 ≤ ≤ 5 √ 2 /6 = 1.1785 . . . (which corresponds to p ∈ [1/3, 2/3]), generalizing the earlier result by Hipp and Mattner [26] originally obtained for = 1. Also, in [50] it is proved that ∆ n (X ) ≤ √ 10 + 3 6 √ 2π for every ≥ 1 and n ∈ N.
The present paper can in its main parts be regarded as a transfer and then improvement of some of the above results from the Kolmogorov to the appropriate Zolotarev metric, namely ζ 3 .
For the related topic of asymptotic expansions of expectations of smooth functions in the CLT, where rigorous results go back at least to Cramér [12, p. 45, (41a) ] in the case of characteristic functions, and to von Bahr [64] in the case of moments and absolute moments, we may refer in chronological order to the surveys in [6, section 25 , that section apparently unchanged from its earlier 1986 edition], [24, Chapter 2] , and [42, pp. 196-197] , and to the more recent papers [8, 7, 31] . From the vast literature on asymptotic expansions of distribution functions, and thus expectations of certain non-smooth functions, for which one may also consult the monographs just cited, let us just mention the recent paper [1] . This paper is organized as follows. Subsections 1.2, 1.3, 1.4, and 1.5 present exact formulations of the main results with discussion. Sections 5 and 6 contain the proofs of the main results. The latter are based on Hoeffding's [28] and Tyurin's [61, 62, 63] results for extremal values of linear and quasi-convex functionals under given moment conditions treated in a novel way in section 3, the previously obtained bound on the third-order moment given the absolute third-order moment [58] as well as a new exact absolute third moment recentering inequality presented in Lemma 2.5, various properties of ζ-metrics, in particular in connection with the s-convex ordering [13] as treated in section 4, and the properties of the Krawtchouk polynomials [36] associated to the symmetric binomial law used in section 6.
The main results of this paper have been anounced without proofs in [38] .
1.2. Notation. Let Prob(R) stand for the set of all probability distributions on the real line, Prob s (R) := {P ∈ Prob(R) :
. We write N σ for the centred normal law on R with standard deviation σ ∈ [0, ∞[, and N := N 1 for the standard normal law with distribution function Φ. The one-point law concentrated at a ∈ R is denoted by δ a . For n ∈ N = {1, 2, . . .}, let B n,
* n , where the asterisk * indicates convolution, denote the binomial law with B n,
If P ∈ P 3 , then we let P denote its standardization, that is, the image of P under the map x → (x − µ(P ))/σ(P ), and
its standardized third absolute moment; of course then (P ) ≥ 1, and (P ) = 1 iff
. Further, let P 3 := {P ∈ P 3 : µ(P ) = 0, σ(P ) = 1} = { P : P ∈ P 3 }. The tilde notation just introduced should not lead to confusion with a more standard one, used also here, for indicating equality of laws of random variables, as in X ∼ Y , or for specifying the law of a random variable, as in X ∼ P .
We use the terms like "positive", "increasing", and "convex" in the wide sense, adding "strictly" when appropriate. Also, "interval" may refer to any convex subset of R, possibly degenerated to one point or even to the empty set. Finally, we use the de Finetti indicator notation, (statement) := 1 if "statement" is true, (statement) := 0 otherwise, for example in (47) below. 
The notation A here is as used in [58, pp. 194, 208] , so let us note that there is an inconsequential typo in the formula for A ( ) in [58, p. 208] , where 3/2 should be 3 /2. 
of order α ∈ ]0, 1]. It is well known that for E finite-dimensional, and also more generally as discussed in [16] , the condition f ∈ C m,1 (I, E) is equivalent to f (m) being absolutely continuous with its then Lebesgue-almost everywhere existing derivative
Our main result is:
. . , P n ∈ P 3 , E be a Banach space, and f ∈ C 2,1 (R, E). Then we have
, and i := (P i ). If each P i is a two-point law and if the centred third moments of the P i are all ≥ 0 or all ≤ 0, and if also f (x) = cx 3 for x ∈ R, with a constant c ∈ E, then equality holds in (7) .
Clearly, in the homoscedastic case of σ 1 = . . . = σ n , the approximating law * n i=1 Q i in Theorem 1.2 is just the standardized symmetric binomial law B n, 1 2 . And in the i.i.d. case of P 1 = . . . = P n =: P , inequality (7) further simplifies to
with equality whenever P is a two-point law and f (x) = cx 3 . Here are three examples of applications of Theorem 1.2, of which the first one, however, is a mock one. 
with equality attained for two-point laws, by applying (8) with E = R, n = 1, and f (x) := x 3 , since for P ∈ P 3 , we have
and f L = 6. However, (9) is used in Step 6 of our proof of Theorem 1.2 given in section 5.
Example 1.4. In Theorem 1.2, let E = C and f (x) = e itx for some t ∈ R. Then, writing ϕ for the characteristic function of * n i=1 P i , we get
since here f L = sup x∈R |f (x)| = |t| 3 . In (10), we have asymptotic equality for t → 0 if all the P i are two-point laws with equi-signed third centred moments, by equality in (7) for f = (·) 3 and by a Taylor expansion inside the modulus on the left hand side of (10). Moreover, using
which follows by rewriting the central term in (11) 
x 4 inside the last expectation above, we obtain from (10) the following estimate for the accuracy of the approximation of ϕ by the first terms of its Taylor expansion:
In particular, with n = 1 we have
for all t ∈ R and an arbitrary r.v. X with EX = 0, EX 2 = 1, := E|X| 3 < ∞, where the inequality turns into the asymptotic equality as t → 0 whenever X is a two-point r.v.
Inequality (12) for small t improves the bound [58, Corollary 4] , where
with the final inequality following from considering x ↓ 0. Indeed, for every ≥ 1, we have A( ) < 1 by Lemma 1.1 and hence get 
by f L = 6, where by formula (86) stated and proved below, we have explicitly
Let us note that B n, 1 2 | · | 3 can not be replaced by any other function of n without invalidating (13), since the R.H.S. of (13) is zero if the X i are symmetrically Bernoullidistributed; an analogous remark applies to every application of Theorem 1.2 in the i.i.d. case.
In Theorem 1.8 below, we rewrite Theorem 1.2 in terms of Zolotarev's distance ζ 3 . On the one hand this actually prepares for the proof of Theorem 1.2. On the other hand it allows, by simply using the triangle inequality combined with Theorem 1.9 below, to obtain the quite sharp normal approximation result in Theorem 1.10. Since in turn the proof of Theorem 1.9 uses ζ 4 , let us recall here the definition and some basic and wellknown properties of ζ s in general. For more properties of Zolotarev distances needed in the present paper, including new results as well as apparently previously unpublished detailed proofs of some "well-known" results, we refer to section 4 below. Standard references on ζ-distances include the monographs [68] , [47] , and [52] .
We will use the notation introduced around (6), here with I = E = R.
, we put
is called the Zolotarev distance of order s from P to Q, and one further defines a weighted variation distance as
Let us note that in [68, p. 44 ] and [52, p. 100], our F ∞ s is denoted by F s , and that in these books our F s is implicitly used without any convenient notation. The latter may have led to some of the clearly existing confusion in the literature. For example, one finds in several publications, usually obscured by employing random variable notation, in effect the definition (14) with F s in place of F ∞ s , which makes sense, and then no difference by the apparantly not completely trivial Theorem 1.7(d) below, iff P, Q ∈ Prob s (R). As a recent example of such an unclear "definition" without assuming P, Q ∈ Prob s (R), we can mention [40, (8) , the case of s = 1, µ = ν the standard Cauchy law, once Y = X and once Y = −X, f the identity] where, however, the error is immediately admitted. (a) For P, Q ∈ Prob(R), the value of ζ s (P, Q) does not change if in the definition of F s the functions f are assumed to be E-valued rather than R-valued, with E any Banach space not degenerated to one point.
(b) On Prob(R), ζ s is an extended metric, that is, a metric except that it may also assume the value ∞.
(c) For P ∈ Prob(R) and Q ∈ Prob s (R), we have the equivalence chain (14) , that is, we have
R). Then we may omit the boundedness condition on f in the definition
and we further have
References or proofs for Theorem 1.7 are given in section 4, together with further facts about ζ s . With the above preparations, we can state: (18) with equality whenever each P i is a two-point law and also the centred third moments of the P i are all ≥ 0 or all ≤ 0.
. , n} be as in Theorem 1.2. Then we have
Indeed, if Theorem 1.2 is assumed to be true, then applying the definition of ζ 3 immediately yields inequality (18) , and using also (16) from Theorem 1.7(d) yields the accompanying equality statement. Conversely, if (18) is proved, then, using (17), we get Theorem 1.2 in the case of E = R and except for the equality statement. 
plays the role of a higher order error term, as is made explicit by the following auxiliary result. Theorem 1.9. For n ∈ N, we have, with the first equality to be read from right to left due to the O(n −2 ),
if n is odd,
if n is even
where ζ(·) is the Riemann zeta-function, in particular ζ(
The above lower bound for ε n holds even with equality in case of n = 1, by Example 4.3 below, and we conjecture that, in the general case, it is at least asymptotically exact. Theorem 1.10. For P ∈ P 3 and n ∈ N, we have
where, on the right, the leading term for n → ∞ is optimal in the sense of B( ) 6 = sup (22) and the leading term for → 1+ is asymptotically exact in the sense of
Remark 1.11. In (22) we can also interchange the limit with the supremum over f ∈ F 3 producing the definition of ζ 3 , namely, we have
In fact, every permutation of the two suprema and the limit in (22) can be used.
Remark 1.12. Inequality (21) often improves Tyurin's estimate [61, 62, 63] (with [61] actually being the final one among the three papers)
in the i.i.d. case, where the latter takes the form
and is optimal in the sense that the factor 1/6 cannot be made less if (P ) is allowed to be arbitrarily large. Indeed, in view of B( ) < and ε n = O(n −1 ), inequality (21) improves (25) for every value of ≥ 1 and every sufficiently large n ∈ N, namely, iff
which is surely true for
Here is a ], then, denoting q : 
Remark 1.15. Inequality (27) improves Tyurin's already optimal bound (24) iff
Thus, as already indicated at the end of subsection 1.1, Theorems 1.2 and 1.14 can be regarded as extensions of the results previously obtained in [55, 56, 54, 57] for the uniform metric to ζ 3 -metric, so that the bounds (21) and (27) can be called asymptotic estimates with an optimal structure.
Auxiliary analytic results
2.1. Two-point Hermite interpolation, and approximation in F s . The purpose of Lemma 2.1 is to prepare through its parts (c) and (d) for a proof of Lemma 2.2, which in turn is used in section 4 below in our proof of Theorem 1.7. 
Lemma 2.1 (On two-point Hermite interpolation polynomials). Let
m 0 , m 1 ∈ N 0 , V i := R {0,...,m i } for i ∈ {0, 1}, and V := V 0 × V 1 . For distinct x 0 , x 1 ∈ R and for y = (y 0 , y 1 ) = (y 0,j ) m 0 j=0 , (y 1,j ) m 1 j=0 ∈ V , let p = p x 0 ,x 1 ,y = p x 0 ,x 1 ,y 0 ,p (j) (x i ) = y i,j for i ∈ {0, 1} and j ∈ {0, . . . , m i }. (28) (a) Linearity. Given distinct x 0 , x 1 ∈ R, the map V y → p x 0 ,x 1 ,
y is linear with respect to the obvious vector space structures; in particular we have
(b) Change of variables. For y ∈ V and distinct x 0 , x 1 ∈ R, we have 
Proof. The existence and uniqueness of p are well-known, and easily imply (a) and (b).
(c) By (a) and (b), the latter applied to p x 0 ,x 1 ,y 0 ,0 and also to p x 1 ,x 0 ,y 1 ,0 , we may assume that we have x 0 = 0, x 1 = 1, y 1 = 0. Then the case of y 0 = 0 is trivial, and so we assume from now on that at least one coordinate of y 0 is even strictly positive, and we put
We then have 
, and then (30) is trivially true even with c = 0; hence we may assume that k ∈ {0, . . . , m 0 + m 1 + 1} is fixed in this proof. Using finitedimensionality of V , we may further assume that · = · ∞ , that is, y = max i,j |y i,j | for y ∈ V , see e.g. [51, pp. 192, 175] . Given now y and x 0 , x 1 as in the claim, we apply (b) with z as defined there to get
where c denotes the norm of the linear map V z → p
, with respect to the supremum norms on the two vector spaces, and c < ∞ by finite-dimensionality of V again, see e.g. [51, p. 279 ].
We recall the definitions of F Let n ∈ N. We define y ∈ V = R {0,...,m} × R {0,...,m} by y 0,j := n−1 n f (j) (n) and y 1,j := 0 for j ∈ {0, . . . , m}, and we then apply Lemma 2.1(d) with k := m + 1, x 0 := n, and x 1 := b n with b n ≥ n + 1 chosen so large that we have c y
and hence, by (30) , so that p n := p n,bn,y satisfies
We analogously choose a n ≤ −n − 1 with |a n | so large that the polynomial q n of degree at most 2m + 1 and with q (j) n (a n ) = 0 and q
We finally put, using the de Finetti notation introduced in subsection 1.2,
Then f n ∈ C m (R, R) and f n is bounded. Thus to get f n ∈ F 
So let −∞ < u < v < ∞, and let us abbreviate g := f
, and so we may assume a n ≤ u and v ≤ b n . In the case of a n ≤ u ≤ −n and n ≤ v ≤ b n , we use in the second step below (32) and (33) , and also (34) with f in place of f n , to get
The remaining cases needed to prove (34) 
where 
Thus, from the definition it immediately follows that a function is 0-convex iff it is nonnegative, 1-convex iff it is nondecreasing, and 2-convex iff it is convex in the usual sense. Higher order convexity was first considered by Hopf in his dissertation [29] and was further extensively developed by Popoviciu in his thesis [45] . If P (x 1 , . . . , x s ; f |·) is the unique Lagrange polynomial of degree at most s − 1 that interpolates f at the points x 1 < x 2 < . . . < x s , then [45] , [34, Chapter 15] 
and thus f is s-convex on I iff for every choice of −∞ =: 
and f convex on I. Then we have f ≥ 0 on I. If further u ∈ I \ {s, t} satisfies f (u) = 0, then we have f = 0 on the convex hull of {s, t, u}.
Proof. The existence of f and its convexity yield the 4-convexity of f ; hence for every choice of t 1 , t 2 , t 3 , t 4 ∈ I with t 1 < t 2 < t 3 < t 4 
To prove now the lemma, we may assume s < t. Assumption (36) says that p := 0 is the Hermite interpolation polynomial of degree ≤ 3 for f and the nodes t 1 := t 2 := s and t 3 := t 4 := t, and hence we get f ≥ 0 on I. If further u is as stated, then we prove also f ≤ 0 on the convex hull of {s, t, u}, by applying the previous paragraph to p := 0, but now with (t 1 , t 2 , t 3 , t 4 ) := (u, s, s, t) if u < s, := (s, u, u, t) if s < u < t, using that then also f (u) = 0 due to f ≥ 0 and f (u) = 0, and finally := (s, t, t, u) if t < u. 
Lemma 2.4. Let f : R → R be differentiable and let s, t ∈ R with |s| = |t|. (a) There are unique a, b, c, d ∈ R such that
and the inequality between f and g in (38) or ( where
for v ≤ |r| and
for v > |r|. Equality in (40) is attained at least (and at most as well if v > 0) at the two points x = −u · sgn(r) and x = v · sgn(r).
Using monotonicity of the expectation, Lemma 2.4(c) trivially yields the following Lemma 2.5. For every r ∈ R \ {0}, u > v ≥ 0 and every P ∈ Prob 3 (R), we have 
(b) Lemma 2.3 applied to g − f or to f − g yields the first equivalences in (38) and ( as the new variable, we may assume that r = −1, that is, f (x) = |x + 1|
3 for x ∈ R, and
3 for x ∈ R. Since s, t ∈ [−1, ∞[ and f = f on [−1, ∞[, our present g is also the osculatory interpolation to the polynomial f . Hence the present formulae for the coefficients of g follow from part (b) with A = D = 1, B = C = 3, and in view of s + t = u − v > 0 we get from (38) that f (x) = f (x) ≤ g(x) holds for x ∈ [−1, ∞[, and in view of st = −uv ≤ 0 we have either equality iff x ∈ {s, t}, or s = v = 0. So, setting
it is enough to prove now h < 0 on ]−∞, −1[. We have
and, using u > v ≥ 0 from (45) and also (44), we get
and hence, for x ∈ ]−∞, −1[, using (43) with r = −1 in the central step, and v ∈ [0, 1] from (45) in the last,
Thus h is strictly increasing, and hence we get, for
so that h is strictly decreasing, and we get, again for
as desired. For sets A, B ⊆ R and n ∈ N 0 , we put A 
the (possibly infinite) number of (inequivalent) sign changes of f , and the restrictions of f obey the rule
Let us from now on assume for simplicity that D = I is an interval. For n ∈ N 0 then clearly S − (f ) = n is equivalent to the following condition: There exist a z = (z 1 , . . . , z n ) ∈ I n ≤ and nonempty (but possibly one-point) intervals I 0 , . . . , I n with n j=0 I j = I and such that, for j ∈ {0, . . . , n}, we have f (x)f (y) ≥ 0 for x, y ∈ I j , but in case of j ≥ 1 also sup I j−1 = z j = inf I j and f (x)f (y) < 0 for some x ∈ I j−1 and y ∈ I j . If this condition holds, let us call every z as above a sign change tuple of f , every entry z i of such a z a sign change of f , and two different sign changes of f inequivalent if they both occur in one sign change tuple. If in addition f is left-or right-continuous, then obviously every such z belongs to I We will need the following variant of Rolle's theorem.
Lemma 2.7. Let I ⊆ R be an interval and let f : I → [0, ∞[ be absolutely continuous, not identically zero, and vanishing in the limit at the boundary points inf I and sup I.
Then there exist ξ, η ∈ I with ξ < η and f (ξ) > 0 > f (η).
Proof. We choose a maximizer x 0 for f . Then x 0 is not a boundary point of I, and we have ) is a negative number as indicated in (49) below, see oeis.org/A059750 in [41] . Lemma 2.9. For n ∈ N = {1, 2, . . .}, we have
with equality in the limit as n → ∞.
Proof. Let a n denote the left hand side of the inequality in (49) . Then a n − a n+1 = 2
< 0 by the tangent bound at 1 for the concave function √ · . Hence the sequence (a n ) n≥1 is strictly increasing. Since we have lim n→∞ a n = ζ(1/2) by ], or see [66, p. 192 , (4.1)] for a more elementary proof, the inequality in (49) follows.
On few-point reduction theorems
In this section, we recall some reduction theorems partially used below, with apparently some novelty in part (b) of the first one. For Tyurin's Theorem 3.3 we provide a proof perhaps more natural than the original one.
The term "component" below is meant in the usual topological sense of "maximal connected subset", here of a subset M of R k . [48, p. 153, Satz 5] , whereas in our version and say in case of k ≥ 3, one of the functions f i could for example be an indicator of a subinterval of X , since then, assuming the remaining functions to be continuous, M would have at most three components. For a general measurable space (X , A), Theorem 3.1(a) is stated in [33] , where also further references are given.
In the course of the proof of our main result below, Theorem 3.1(a) allows us to restrict attention to 5-point laws, which are still rather complex objects. Using instead Theorem 3.1(b) would permit us to consider only 4-point laws. However, the following generalization of a result [28, p. 269, Theorem 2.1 with n = 1] of Hoeffding from 1955, combined with Theorem 3.1(a) and with the concavity of the function B from (4), allows a reduction to 3-point laws, which turn out to be sufficiently tractable analytically. Let us remark that using just Hoeffding's result would again only lead to a reduction to 4-point laws.
For the rest of this section all laws considered are finitely supported and are hence for notational simplicity regarded as defined on the power set of the basic set X . [28] ). Let X be a set, let k ∈ N, and let f 1 , . . . , f k be real-valued functions on X . Then every finitely supported law P on X is a finite convex combination n j=1 λ j P j of laws P j each concentrated on k + 1 or fewer support points of P and satisfying P j f i = P f i for each i ∈ {1, . . . , k}.
Theorem 3.2 (implicitly Hoeffding 1955,
Proof. Replacing X by {x ∈ X : P ({x}) > 0}, we may assume that X is finite and is the set of all support points of P . Then
is a convex and compact subset of the finite-dimensional vector space of all R-valued measures on X , with P ∈ K. Hence, by Minkowski's theorem [27, p. 42, Theorem 2.3.4], P is a finite convex combination n j=1 λ j P j of extreme points P j of K, and then each P j is concentrated in at most k + 1 points:
Indeed, suppose that Q = x∈X q x δ x ∈ K is such that its set of support points X 0 := {x ∈ X : q x > 0} contains at least k + 2 elements. Then
is a subspace of dimension at least 1 of R X 0 , hence contains a nonzero r, so that we have
for some ε > 0, and Q = 
Let F : P → R be quasi-convex, that is, satisfying F (λP + (1 − λ)Q) ≤ max{F (P ), F (Q)} for P, Q ∈ P and λ ∈ [0, 1]. Then sup{F (P ) : P ∈ P} = sup{F (P ) : P ∈ P, #supp P ≤ k + 1}.
Proof. Applying the representation P = n j=1 λ j P j from Theorem 3.2, and the quasiconvexity condition on F extended by induction, immediately yields the claim.
Let us finally mention [65, 43] as starting points for some more sophisticated results related to this section. 
| using dominated convergence for Qf n , dominated convergence for P f n in case of P f < ∞, and Fatou's Lemma for P f n in case of P f = ∞, and we conclude that P f < ∞, that is P ∈ Prob s (R); and for j ∈ {1, . . . , m} and n ∈ N then (16) from part (d) applies to the monomial n(·) j ∈ F s , and letting n → ∞ yields µ j (P ) = µ j (Q). If the second condition in (15) holds, then the third follows easily using (35) , compare [52, pp. 102-103] . Finally, the third condition in (15) implies the first, in view of ν s (P, Q) ≤ ν s (P ) + ν s (Q). The remaining claims follow obviously.
Let us next recall two further well-known properties of ζ s , with s ∈ ]0, ∞[ arbitrary, needed below. The first is its regularity ζ s (P * R, Q * R) ≤ ζ s (P, Q) for P, Q, R ∈ Prob(R) (50) proved e.g. in [52, p. 101] , which, given Theorem 1.7(b), is equivalent to its semiadditivity
compare [52, p. 48] . To formulate the second, we use here, as well as later in some proofs, the obvious random variable notation ζ s (X, Y ) := ζ s (P, Q) if X, Y are R-valued r.v.'s with X ∼ P and Y ∼ Q. Then we have the homogeneity
the obvious proof of which being given in [52, p. 102 ].
The following Lemma, which is presented in [52, pp. 108-112] without explicit constants, allows us in the proof of Theorem 1.14, in a case where aX ∼ P and aY ∼ Q with small a, to use the homogeneity (52) with a better exponent than possible by just using (50) . We recall that N σ denotes the centred normal law on R with variance σ 2 . and letting ϕ denote the standard normal density, we put
Lemma 4.1. Let P, Q ∈ Prob(R) and s, t, σ ∈ ]0, ∞[. Then we have
In particular, if t ∈ N, hence m = t − 1, β = 1, and
and the first few of these constants can be explicitly computed, for example
Proof. We shall follow the outline of the reasoning employed in [52, Lemma 2.10.1]. Let ϕ σ (x) := σ −1 ϕ(x/σ) for x ∈ R. Given any f ∈ F ∞ s , and writing
it is sufficient to prove that h ∈ F ∞ s+t , for then we would get (53) as desired. So let f ∈ F ∞ s and let g and h be defined through (54) . Then h is obviously bounded, and, with
it remains to prove that we have
If k ∈ N 0 with k ≥ , then we obtain, for x, y ∈ R,
where, to justify differentiation under the integral, we may in (56) apply the dominated convergence theorem successively using polynomial bounds on the derivatives f , . . . , f ( ) , compare (35) and the ensuing line, and we may treat (57) similarly, or remember it as a well-known special case of the differentiability of Laplace transforms, see for example [37, Example] ; at the last step in (58) we used f ∈ F s and the change of variables z → σz. Specializing (57) to k := + m + 1 and using at the first step below ϕ
Let us now first assume that we have α + β ≤ 1, and hence n = + m and γ = α + β. Then, using (59) at the second step below, we get
and taking a geometric mean of this bound and the one from (58) with k := n, with the exponents u := β/(1 − α) ∈ ]0, 1] and 1 − u, yields (55) in the present case.
Let us finally assume that we have α+β > 1, and hence n = +m+1 and γ = α+β −1. Then, applying below (59) to x and to y, we get
and taking a geometric mean of this bound and the one from (58) In Steps 6 and 7 of our proof of Theorem 1.2, we will use Theorem 4.2 stated below, which collects or refines results known from [68] , [13] , and [10] . In particular, Theo- is defined to mean that P, Q ∈ Prob s−1 (R) and that P f ≤ Qf holds for every s-convex function f : R → R such that P f and Qf are well-defined (possibly infinite). Thus ≤ 1-cx is just the usual stochastic order ≤ st on Prob(R), ≤ 2-cx is the usual convex order ≤ cx on Prob 1 (R), and ≤ 3-cx is what we use below. By considering the s-convex function ±(·) k with k ∈ {1, . . . , s − 1}, it is clear that (60) necessitates 0 and (x + ) 0 due to 0 0 := 1. For a law P ∈ Prob(R), let F and F denote its ordinary and "upper" distribution functions, that is, F (x) := P (]−∞, x]) and F (x) := P ([x, ∞[) for x ∈ R, and we then define F k (t) and F k (t) for k ∈ N and t ∈ R inductively by F 1 := F ,
and hence get, as follows by inserting the right hand sides from (63) into the integrals in (62) and using Fubini, (62) and (63), let
(a) For k ∈ {1, . . . , s} and t ∈ R, we have
and, if P − Q is symmetric, then also
here the one-sided limit signs, namely "+" in the argument of H k in (65) and (67) , and "−" in the argument of H k in (66) , can be omitted if k ≥ 2.
Let I denote the smallest interval satisfying P (I) = Q(I) = 1. Then, for each k ∈ {1, . . . , s}, we have H k = 0 on R \ I and
If in addition P, Q ∈ Prob s (R), then we have
and a function f ∈ F s satisfies
iff its Lebesgue-a.e. existing derivative of order s satisfies Proof. (a) For every t ∈ R, (63) yields that
is a function of µ 1 (P ), . . . , µ k−1 (P ), and (−1) (61) yields (65) and (66) . If now P − Q is assumed to be symmetric, then, using this at the second step below, and using (63) applied to Q and to P at the first and fourth steps, and (65) at the fifth, we get (67) through
Back in the general case, since (· − t) (68) follows using (64) and (65) .
Assume now P, Q ∈ Prob s (R). If f ∈ F s , then the representation f (x) = s−1 j=0
and a Fubini calculation, valid due to f (s)
∞ ≤ 1 and the moment assumption just introduced, and using (65) with k = s, yield the formula
By applying (74) to f ∈ F ∞ s and using f (s) ∞ ≤ 1 we get "≤" in (69). By applying (74) to a function f ∈ F s with f (s) (x) = sgn(H s (x)) for Lebesgue-a.e. x, and using Theorem 1.7(d), we get "≥" in (69). Finally, (69) and (74) yield the claim involving (71).
(b) Using (68), the implications (B 1 ) ⇒ (B 2 ) ⇒ . . . ⇒ (B s ) follow from Lemma 2.8 up to the statement involving (47), since (62) yields H k+1 (t) = −H k (t) for k ∈ {1, . . . , s − 1} and t ∈ R, except for at most countably many t in case of k = 1. The equivalence (B s ) ⇔ H s ≥ 0 is trivial, and the equivalence H s ≥ 0 ⇔ P ≤ s−cx Q is [13, Theorem 3.2], using (63) . Since (71) holds for f from (72) iff H s ≥ 0, using the left-continuity of H s and also H s = 0 on R \ I for the "only if" part, the final equivalence follows from part (a). Let x 0 ∈ R and f be as in (73). Then f (s) (x) = sgn(x − x 0 ) for x ∈ R \ {x 0 }, and hence (71) holds iff (x 0 ) is a sign change tuple for H s and H s is lastly positive. Hence the stated equivalence involving "some" and "some and every" follows using part (a).
The final claim of part (c) follows using the "More precisely" statement of Lemma 2.8. From the following example, which in particular computes ε 1 from (19), the results (75) and (76) are used in the proofs of Theorems 1.14 and 1.9 in section 6 below. For proving (75) and (76) using Theorem 4.2, let us change here the notation and put for the rest of this proof
Then, using from now on the notation of Theorem 4.2 with these P, Q, and first with s ∈ {1, 2, 3, 4} arbitrary, we have (61) 
If, finally, s = 3, then assumption (C 1 ) of Theorem 4.2(c) is fulfilled, hence so is (C 3 ), and, by symmetry of P and of Q, Theorem 4.2(d) now yields
Proofs of the main results
Proof of Theorem 1.2. We will use random variable notation whenever this appears to be more convenient. So, in addition to the assumptions of Theorem 1.2, let X i ∼ P i and Y i ∼ Q i be 2n independent random variables on some probability space with expectation operator E. Without loss of generality, we assume the P i to be centred, that is, EX i = 0 for each i.
Step 1. Equality in (7) occurs under the stated conditions. Indeed, we then have * n i=1 Q i f = 0 by symmetry, and thus
by the equality statement in Example 1.3, that is, by a rather easy part of [58, Theorem 6] .
Step 2. We may assume that the Banach space E is the real line R, with the norm being the usual modulus. Indeed, assume Theorem 1.2 to be true in this special case.
Then, for the given general f , the Hahn-Banach theorem [49, Theorem 5.20 ] yields an R-linear functional : E → R of norm 1 satisfying the first of the following equalities
and thus an application of inequality (7) to • f in place of f and using ( (7) as stated (for example, in the particular case of E = C we may put (z) := (cz), where stands for the real part and c = c f ∈ C is such that |c| = 1 and c · *
Step 3. It is enough to prove inequality (18), since we have |P f − Qf | ≤ f L ζ 3 (P, Q) for P, Q ∈ Prob 3 (R) and f ∈ C 2,1 (R, R) by (17) with s := 3, and in view of Steps 1 and 2.
Step 4. It is enough to prove inequality (18) in case of n = 1, since assuming this special case to be true yields the penultimate step below in
where we have used the homogeneity (52) at the second and fourth steps, and the semiadditivity (51) at the third.
Step 5. Let us write for the rest of this proof Q := holds for P ∈ P 3 and f ∈ C 2,1 (R, R) with f L ≤ 1. Let f 1 (x) := x, f 2 (x) := x 2 , and f 3 (x) := |x| 3 for x ∈ R. Given now P ∈ P 3 and f ∈ C 2,1 (R, R) with f L ≤ 1, we can apply Theorem 3.1(a) to P and to the functions f 1 , f 2 , f 3 , and f 4 := f to conclude, since the left hand side of (80) is a function of P f 3 and P f 4 , that it is enough to prove (80) under the additional assumption that P has at most 5 support points. (Using instead of Theorem 3.1(a) the a bit deeper Theorem 3.1(b), which applies by the continuity of the functions f i and the connectedness of R, we could reduce "5" above to "4", but this does not appear to help in what follows.) Hence it is enough to prove (79) for P ∈ P where P := {P ∈ Prob(R) : #supp P < ∞, P f 1 = 0, P f 2 = 1}.
Let F (P ) be the left hand side of (79) for P ∈ P. Then F is a convex R-valued functional on P, since P → (P ) = P f 3 is linear on P, B is concave by Lemma 1.1, and P → ζ 3 (P, Q) is convex since it is the supremum of the affine functionals P → P f − Qf with f ∈ C 2,1 (R, R). Hence Tyurin's Theorem 3.3, with k := 2, shows that it is enough to prove (79) for P standardized and having at most three support points. So, for the remaining two steps, let
with some α ≤ β ≤ γ, p, q > 0, p + q < 1, pα + qβ + (1 − p − q)γ = 0, and pα 2 + qβ 2 + (1 − p − q)γ 2 = 1. Let us further apply the notation H k of Theorem 4.2 with s := 3 to the present P from (81) and Q from (78). Then H 1 has at most 5 − 2 = 3 sign changes, since with S := {α, −1, β, 1, γ}, only the elements of S \ {min S, max S} can be sign changes.
Step 6. Assume in this step that H 1 has at most two sign changes. Then, since H 1 or −H 1 is lastly positive, Theorem 4.2(b) applied to (P, Q) or to (Q, P ) yields the first equality in
where the final inequality comes from [58, Theorem 6] , that is, from (9) of Example 1.3.
Step 7. Assume finally that H 1 has exactly three sign changes. Then we have α < −1 < β < 1 < γ, and the (unique) sign change tuple of H 1 is (−1, β, 1 B( (P )), using Lemma 1.1. So let now r = 0. Then there is a (unique) two-point law P ∈ P 3 with (P ) = (P ) and concentrated in points v · sgn(r) and −u · sgn(r) with certain u > v > 0, compare the distribution of X in subsection 1.1 above. Lemma 2.5 yields |x − r| 3 dP (x) < a r (u, v) + c r (u, v) + d r (u, v) (P ) = |x − r| 3 dP (x) using also standardizedness of P, P and (P ) = (P ). Hence, using also (82) in the first step below, we get ζ 3 (P, Q) < 1 6 |x − r| 3 d(P − Q)(x) ≤ ζ 3 (P , Q).
Finally, Step 6 applied to P in place of P , which is legitimate since the H 1 corresponding to the two-point law P has at most two sign changes, yields ζ 3 (P , Q) ≤ 
for k ∈ {1, . . . , n−1}, so that ε n ≤ ζ 3 (Y, Z)σ For the lower bound, let us recall for n, k ∈ N 0 the kth Krawtchouk polynomial P n k associated to the symmetric binomial law B n, 1 2 as defined in [36, pp. 130, 151-154 , the case of q = 2 and hence γ = 1] and also, with the unnecessary restriction k ≤ n, in [15, section 6.2 on p. 298, the special case of p = 
