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Abstract
Using the supersymmetric formalism we compute exactly at finite N the expectation of the Wilson
loop in the Gaussian Unitary Ensemble and derive an exact formula for the spectral density at finite
N . We obtain the same result by a second method relying on enumerative combinatorics and show
that it leads to a novel proof of the Harer-Zagier series formula.
1 Introduction
The Gaussian Unitary Ensemble (GUE) is among the best known classical random matrix ensembles [7].
Like in other random matrix ensembles, all the interesting quantities in the GUE (e.g. the eigenvalue
density) have a controlled 1/N expansion, where N is the size of the matrix. This expansion can be
systematically explored order by order: in particular the eigenvalue density converges in the large N
limit to the Wigner semicircle law [13].
The GUE has been studied by a variety of methods, from orthogonal polynomials and combinatorial
techniques [3] to the supersymmetric formalism [4, 6]. One of the most striking features of the super-
symmetric formalism is that one is able to find integral expressions (for instance for the spectral density)
which depend only parametrically on N and are adapted to a saddle point analysis. The 1/N expansion
is systematically recovered by computing the corrections to the leading saddle point result [10].
In this paper we do not use this standard saddle point analysis, but rather use the supersymmetric
formalism to derive exact results at finite N in the GUE. We first obtain in Section 2 an exact expression
for the expectation of the Wilson loop observable. Using this result, we obtain in Section 3 an exact
expression for the spectral density in the GUE at finite N and discuss its 1/N expansion. In the second
part of this paper, section 4, we obtain the expectation of the Wilson loop by a second method using
a version of the BEST theorem [1, 12] in combinatorics adapted to undirected multi graphs and find a
novel proof of the Harer-Zagier series formula [2].
2 The Wilson loop in the GUE
Let H be a N ×N Hermitian matrix and let us denote:
[dH] ≡ ∏
a
√
NdHaa√
2π
∏
a<b
NdHabdH¯ab
2πı
, ⟨f(H)⟩GUE ≡ ∫ [dH] e−N2 Tr[H2] f(H) ,
with f any function of H . The expectation of the Wilson loop observable in the GUE is:
I(t,N) ≡ ⟨ 1
N
Tr [eıtH]⟩
GUE
= ∫ [dH] e−N2 Tr[H2] 1
N
Tr [eıtH] , (2.1)
where t is a complex number. The main result of this paper is an exact formula for this expectation.
Theorem 2.1. The expectation of the Wilson loop in the GUE is:
I(t,N) = e− t22N ⎡⎢⎢⎢⎢⎣
N−1∑
q=0
1
N q+1
( N
q + 1)(−t2)
q
q!
⎤⎥⎥⎥⎥⎦ .
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Proof. See section 2.1
This result has already been derived in the literature [5] using orthogonal polynomials. We derive it
here using the supersymmetric formalism. This exact formula has several interesting limit cases I(0,N) =
1, I(t,1) = e− t22 and:
I(t,∞) = ∞∑
q=0
(−t2)q(q + 1)!q! .
A tight upper bound on the expectation of the Wilson loop is:
∣I(t,N)∣ ≤ ∣e− t22N ∣ ⎛⎝ ∞∑q=0 ∣t∣
2q(q + 1)!q!⎞⎠ = e− 12NR(t2) ∑q≥0 1(2q)! (2q)!(q + 1)!q! ∣t∣2q ≤ e− 12NR(t2)e2∣t∣ , ∀t ∈ C .
2.1 Proof of Theorem 2.1
We first review briefly supersymmetric Gaussian integrals. Following [4,9], let us consider 2N Grassmann
variables χi, χ¯i , i = 1, . . .N with:
χiχj = −χjχi , χiχ¯j = −χ¯jχi , χ¯iχ¯j = −χ¯jχ¯i ,
∫ dχi χi = ∂
∂χi
χi = 1 = ∫ dχ¯i χ¯i = ∂
∂χ¯i
χ¯i ,
and 2N commuting variables φ¯i, φi i = 1 . . .N . Denoting [dχ¯dχ] ≡ ∏Ni=1 dχ¯idχi and [dφ¯dφ] ≡ ∏Ni=1 dφ¯idφi2π ,
we have for any (invertible) N ×N matrix M :
∫ [dφ¯dφ] e−φ¯Mφ = 1
det(M) , ∫ [dχ¯dχ] e−χ¯Mχ = det(M) ,
∫ [dχ¯dχ][dφ¯dφ] e−φ¯Mφ−χ¯Mχ φ¯aφb = (M−1)ba .
For any matrices A,D with commuting entries and B,C with Grassmann entries, the supersymmetric
Gaussian integral:
∫ [dχ¯dχ][dφ¯dφ] e
−(φ¯ χ¯)
⎛⎜
⎝
A B
C D
⎞⎟
⎠
⎛⎜
⎝
φ
χ
⎞⎟
⎠ = ∫ [dχ¯dχ][dφ¯dφ]e−φ¯Aφ−(χ¯+φ¯BD−1)D(χ+D−1Cφ)+φ¯BD−1Cφ ,
is computed by changing variables to ψ¯ = χ¯ + φ¯BD−1 and ψ = χ +D−1Cφ and equals the inverse of the
Berezinian [4, 9]:
∫ [dχ¯dχ][dφ¯dφ] e
−(φ¯ χ¯)
⎛
⎜
⎝
A B
C D
⎞
⎟
⎠
⎛
⎜
⎝
φ
χ
⎞
⎟
⎠ = detD
det(A −BD−1C) .
In this formula [det(A −BD−1C)]−1 is understood as a polynomial in the entries of B and C starting
with a [det(A)]−1 term.
Integral representation of the resolvent. The expectation of the resolvent can be seen as the
Laplace transform of the expectation of the Wilson loop:
ωN(z) = 1
N
⟨ 1
z − ıH ⟩GUE = ∫ ∞0 dt e−ztI(t,N) ,
where the Laplace transform converges for R(z) > 0. Observe that the resolvent as defined here differs by
an overall constant factor from the standard definition [3]. The Wilson loop is then the inverse Laplace
transform of the resolvent:
I(t,N) = ∫ γ+ı∞
γ−ı∞
ds
2πı
estωN(s) ,
where γ is a positive real number.
We represent the resolvent as a supersymmetric integral [4, 11]:
ωN(z) = 1
N
⟨Tr [ 1
z − ıH ]⟩GUE = ∫ [dχ¯dχ][dφ¯dφ] (φ¯ ⋅ φ)N e−zφ¯⋅φ−zχ¯⋅χ ⟨eı∑a,b(φ¯aφb+χ¯aχb)Hab⟩GUE ,
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where φ¯ ⋅ φ ≡ ∑Ni=1 φ¯iφi, χ¯ ⋅ χ ≡ ∑Ni=1 χ¯iχi, and the integrals over the commuting variables converge as
R(z) > 0. Observe that for any fixed matrix M we have:
⟨e∑a,bMabHab⟩
GUE
= e 12N ∑a,bMabMba ,
hence, using:
(φ¯aφb + χ¯aχb)(φ¯bφa + χ¯bχa) = (φ¯ ⋅ φ)2 − (χ¯ ⋅ χ)2 + 2 (χ¯ ⋅ φ) (φ¯ ⋅ χ) ,
the expectation of the resolvent becomes:
ωN(z) = ∫ [dχ¯dχ][dφ¯dφ] 1
N
(φ¯ ⋅ φ) e−zφ¯⋅φ−zχ¯⋅χ− 12N [(φ¯⋅φ)2−(χ¯⋅χ)2+2(χ¯⋅φ)(φ¯⋅χ)] .
The key idea is that the resolvent, which for now is expressed as an integral over 2N commuting and
2N anti commuting variables can be expressed as an integral over only 2 commuting variables. The fist
step consists in using the Hubbard-Stratonovich transformation:
e−
1
2N
(φ¯⋅φ)2 = ∫ [dA] e−N2 A2+ıA(φ¯⋅φ) , e 12N (χ¯⋅χ)2 = ∫ [dD] e−N2 D2+D(χ¯⋅χ) ,
e−
1
N
(χ¯⋅φ)(φ¯⋅χ) = ∫ [dBdC]e−NBC+(χ¯⋅φ)C−B(φ¯⋅χ) ,
where [dA] ≡ √NdA√
2π
, [dD] ≡ √NdD√
2π
and ∫ [dBdC] ≡ 1N ∂B∂C such that all the Gaussian integrals are
normalized. The crucial point is that A,B,C,D are now only one dimensional (commuting and anti
commuting) variables. The expectation of the resolvent then becomes:
ωN =∫ [dχ¯dχ][dφ¯dφ][dA][dD][dBdC] (φ¯ ⋅ φ)
N
×
× exp{−N
2
A2 − N
2
D2 −NBC − (φ¯ χ¯) [(z − ıA B−C z −D)⊗ IN](φχ)} ,
where IN is the identity N ×N matrix. The integral over φ¯, φ, χ¯, χ is now factored and can be directly
evaluated:
ωN(z) = ∫ [dA][dD][dBdC]e−N2 A2−N2 D2−NBC 1
N
[1
ı
∂
∂A
]⎛⎜⎝
(z −D)
[z − ıA +B (z −D)−1C]
⎞⎟⎠
N
.
Expanding the polynomial in B and C, we obtain:
ωN = ∫ [dA][dD][dBdC]e−N2 A2−N2 D2−NBC 1
N
[1
i
∂
∂A
] [( z −D
z − ıA)
N (1 − N(z − ıA) (z −D)BC)] ,
and computing the derivative with respect to A we get:
ωN = ∫ [dA][dD][dBdC] e−N2 A2−N2 D2−NBC ⎡⎢⎢⎢⎣ (z −D)
N
(z − ıA)N+1 −BC(N + 1)
(z −D)N−1
(z − ıA)N+2
⎤⎥⎥⎥⎦ .
Finally, evaluating Grassmann integral (taking into account its normalization) we have:
ωN(z) = ∫ [dA][dD] e−N2 A2−N2 D2 ⎡⎢⎢⎢⎣ (z −D)
N
(z − ıA)N+1 +
N + 1
N
(z −D)N−1
(z − ıA)N+2
⎤⎥⎥⎥⎦ .
2.1.1 Inverse Laplace transform
In order to compute the expectation of the Wilson loop, all that remains to be done is to compute the
inverse Laplace transform of the resolvent:
I(t,N) = ∫ γ+ı∞
γ−ı∞
ds
2πı
etsωN (s) =
= ∫ γ+ı∞
γ−ı∞
ds
2πı
ets∫ [dA][dD] e−N2 A2−N2 D2 ⎡⎢⎢⎢⎣
(s −D)N
(s − ıA)N+1 +
N + 1
N
(s −D)N−1
(s − ıA)N+2
⎤⎥⎥⎥⎦ ,
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with γ a positive real number. The integrand has a pole on the imaginary axis in s0 = ıA. Closing the
contour by a semicircle at infinity in the left half complex plane and then shrinking to a circle C of finite
radius around ıA, we obtain:
I(t,N) = ∫ [dAdD] e−N2 A2−N2 D2 ∫
C
ds
2πı
eitAet(s−iA)×
× ⎡⎢⎢⎢⎣
(s − ıA + ıA −D)N
(s − ıA)N+1 +
N + 1
N
(s − ıA + ıA −D)N−1
(s − ıA)N+2
⎤⎥⎥⎥⎦= ∫ [dAdD] e−N2 A2−N2 D2 ∫
C
ds
2πı
eitA×
× [ 1(s − ıA)N+1 ∑n≥0
tn
n!
(s − ıA)n N∑
q=0
(N
q
)(s − ıA)q(ıA −D)N−q+
+ 1(s − ıA)N+2 ∑n≥0
tn
n!
(s − ıA)n N + 1
N
N−1∑
q=0
(N − 1
q
)(s − ıA)q(ıA −D)N−1−q] .
The integral over s can now be computed using the residue theorem:
I(t,N) = ∫ [dAdD] e−N2 A2−N2 D2eitA [ N∑
n=0
tn
n!
( N
N − n)(ıA −D)n +
N+1∑
n=2
tn
n!
N + 1
N
( N − 1
N + 1 − n)(ıA −D)n−2] .
Changing variables to D =H + ıA we get:
I(t,N) = ∫ [dA][dH] e−N2 A2−N2 (H+ıA)2+ıtA×
× [ N∑
n=0
tn
n!
( N
N − n)(−H)n +
N+1∑
n=2
tn
n!
N + 1
N
( N − 1
N + 1 − n)(−H)n−2] =
= ∫ [dA][dH] e−N2 H2−ıNHA+ıtA [ N∑
n=0
tn
n!
( N
N − n)(−H)n +
N+1∑
n=2
tn
n!
N + 1
N
( N − 1
N + 1 − n)(−H)n−2] ,
which is (reinstating the normalizations of the measures on A and H):
I(t,N) = ∫ NdAdH2π e−N2 H2−ıAN(H− tN )×
× [ N∑
n=0
tn
n!
( N
N − n)(−H)n +
N+1∑
n=2
tn
n!
N + 1
N
( N − 1
N + 1 − n)(−H)n−2] =
= ∫ dH δ (H − t
N
) e−N2 H2×
× [ N∑
n=0
tn
n!
( N
N − n)(−H)n +
N+1∑
n=2
tn
n!
N + 1
N
( N − 1
N + 1 − n)(−H)n−2] =
= e− t22N [ N∑
n=0
tn
n!
( N
N − n)(−
t
N
)n + N+1∑
n=2
tn
n!
N + 1
N
( N − 1
N + 1 − n)(−
t
N
)n−2] =
= e− t22N ⎡⎢⎢⎢⎣
N∑
q=0
(−t2)q 1
q!
1
N q
(N
q
) + N∑
q=1
(−t2)q −1(q + 1)!
N + 1
N
(N − 1
N − q)
1
N q−1
⎤⎥⎥⎥⎦ ,
where in the second sum q = n − 1. Separating the term with q = 0 and observing that the term with
q = N is zero we obtain:
I(t,N) = e− t22N ⎧⎪⎪⎨⎪⎪⎩1 +
N−1∑
q=1
(−t2)q [ 1
q!
1
N q
(N
q
) − 1(q + 1)!N + 1N (N − 1N − q) 1N q−1 ]⎫⎪⎪⎬⎪⎪⎭ ,
and Theorem 2.1 follows as:
1
q!
1
N q
(N
q
) − 1(q + 1)!N + 1N (N − 1N − q) 1N q−1 = N !q!N qq!(N − q)! − (N + 1)(N − 1)!(q + 1)!N(N − q)!(q − 1)!N q−1 =
= (N − 1)!
q!N q(q − 1)!(N − q)! [Nq − N + 1q + 1 ] = (N − 1)!q!N q(q − 1)!(N − q)! (N − q)q(q + 1) = (N − 1)!q!(q + 1)!N q(N − 1 − q) == 1
q!
1
N q+1
( N
q + 1) .
4
3 The spectral density
The spectral density in the GUE [3] is the Fourier transform in the sense of distributions of the expectation
of the Wilson loop:
I(t,N) = ⟨ 1
N
Tr [eıtH]⟩
GUE
= ∫ dλ ρN(λ)eıtλ ⇒ ρN(λ) = 1
2π
∫ ∞
−∞
dt e−ıλtI(t,N) .
This formula can also be recovered by noting that the spectral density is the discontinuity of the resolvent:
ρN(λ) = 1
2πı
lim
ǫ→0
[ 1
N
⟨ 1
H − λ − ıǫ⟩GUE − 1N ⟨ 1H − λ + ıǫ⟩GUE] == 1
2π
lim
ǫ→0
[ωN(ǫ + ıλ) − ωN(−ǫ + ıλ)] = 1
2π
lim
ǫ→0
∫ ∞
0
dt e−ǫt [e−ıλt + eıλt] I(t,N) =
= 1
2π
∫ ∞
−∞
dt e−ıλtI(t,N) .
Using Theorem 2.1, the spectral density at finite N writes:
ρN(λ) = 1
2π
N−1∑
q=0
1
N q+1
( N
q + 1) 1q! ∫ ∞−∞ dt eıtλ− t22N (−t2)q = N−1∑q=0 1N q+1 ( Nq + 1) 1q! ( ∂∂λ)
2q ⎡⎢⎢⎢⎢⎣
√
N
2π
e−
Nλ2
2
⎤⎥⎥⎥⎥⎦ ,
which can be further written in terms of Hermite functions.
Albeit this formula is exact, it is somewhat difficult to handle. In particular, the large N limit and
the 1/N expansion are not obvious. In order to study the spectral density at finite N in more detail, let
us compute it moments (expectations of monomials in λ). The odd moments are zero, while the even
ones are:
⟨Tr [H2l]
N
⟩
GUE
= ⟨λ2l⟩ = ∫ dλ ρN(λ)λ2l =
= N−1∑
q2=0
1
N q2+1
( N
q2 + 1) 1q2! ∫ dλ
⎧⎪⎪⎨⎪⎪⎩( ∂∂λ)
2q2 ⎡⎢⎢⎢⎢⎣
√
N
2π
e−
Nλ2
2
⎤⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭λ2l =
= min{l,N−1}∑
q2=0
1
N q2+1
( N
q2 + 1) 1q2! ∫ dλ
√
N
2π
e−
Nλ2
2
(2l)!(2l − 2q2)!λ2l−2q2 =
= min{l,N−1}∑
q2=0
1
N q2+1
( N
q2 + 1) 1q2! (2l)!2l−q2(l − q2)! 1N l−q2 . (3.2)
In this form one can for instance recover the large N limit of the moments:
lim
N→∞
⟨Tr [H2l]
N
⟩
GUE
= (2l)!
l!(l + 1)! ,
reproducing, as expected, the moments of the Wigner semicircle distribution ρ∞(λ) = 12π√4 − λ2. How-
ever, the 1/N expansion is somewhat involved, as the expansion of the binomial coefficient in 1/N is
alternated. For instance all the odd powers of 1/N in Eq. (3.2) cancel out, which seems somewhat
mysterious in the equation as written.
In order to recover the 1/N expansion of the moments as a series in 1/N with positive coefficients we
use the following identity:
∫
CR
dw
2πı
1
2
(w + 1N
w − 1
N
)N (w − 1
N
)q2 = ⎧⎪⎪⎨⎪⎪⎩
2
q2
Nq2+1
( N
q2+1
) , q2 ≤ N − 1
0 , q2 ≥ N ,
where CR is a circle of radius R > 1 in the complex plane centered at 1/N . While for now this represen-
tation is just a convenient trick, it is natural in view of Section 4.2. The even moments at finite N admit
the following integral representation:
⟨Tr [H2l]
N
⟩
GUE
= (2l)!
2ll! ∫CR
dw
2πı
1
2
(w + 1N
w − 1
N
)N l∑
q2=0
( l
q2
)(w − 1
N
)q2 1
N l−q2
=
5
= (2l)!
2ll!
∫
CR
dw
2πı
1
2
(1 + 1wN
1 − 1
wN
)N wl .
This integral can now be expanded in 1/N using:
(1 + 1wN
1 − 1
wN
)N = eN[ln(1+ 1wN )−ln(1− 1wN )] = e∑q≥0 1N2q 22q+1 1w2q+1 ,
to obtain:
⟨Tr [H2l]
N
⟩
GUE
= (2l)!
2ll!
∑
g≥0
1
N2g
∫
CR
dw
2πı
1
2
⎡⎢⎢⎢⎢⎣
∑ qkq=g∑
kq≥0
∏
q≥0
1
kq!
( 2(2q + 1)w2q+1 )
kq⎤⎥⎥⎥⎥⎦wl =
= (2l)!
l!
∑
g≥0
1
22gN2g
⎡⎢⎢⎢⎢⎢⎢⎣
∑qkq=g
∑q kq=l−2g+1∑
kq≥0
∏
q≥0
1
kq!
1(2q + 1)kq
⎤⎥⎥⎥⎥⎥⎥⎦ . (3.3)
4 Connection with enumerative combinatorics
In this section we derive Theorem 2.1 using enumerative combinatorics techniques and then use it to find
a novel proof of the Harer-Zagier series formula.
4.1 A BEST theorem for undirected multi-graphs
A standard manipulation in field theory consists in representing Gaussian integrals as differential opera-
tors. In particular the expectation of a monomial in H in the GUE is:
⟨Tr [H2l]
N
⟩
GUE
= ⎡⎢⎢⎢⎣e 12N ∑Na,b=1 ∂∂Hab ∂∂Hba Tr [H
2l]
N
⎤⎥⎥⎥⎦H=0 =
⎡⎢⎢⎢⎢⎢⎣
1
l!
1
N l+1
⎛⎝12 N∑a,b=1 ∂∂Hab ∂∂Hba⎞⎠
l
Tr [H2l]⎤⎥⎥⎥⎥⎥⎦H=0 .
Combining this with Eq. (3.2) yields:
1
l!
⎡⎢⎢⎢⎢⎢⎣
⎛⎝12 N∑a,b=1 ∂∂Hab ∂∂Hba⎞⎠
l
Tr [H2l]⎤⎥⎥⎥⎥⎥⎦H=0 =
min{l,N−1}∑
q2=0
( N
q2 + 1) (2l)!2l−q2q2!(l − q2)! . (4.4)
Both sides of this equation admit a combinatorial interpretation.
The left hand side. Let us consider N vertices labeled 1, . . .N . An undirected multi graph over a
subset of the vertices {1, . . .N} is identified by the multiplicities lGab ≥ 1 of the edges {a, b} = {b, a}:
G = {{a, b}lGab ∣ {a, b} ⊂ {1, . . .N}} .
Both multiple edges and self loops are allowed. The multiplicities of the edges can be completed to a
list lGpq for any pair {p, q} ⊂ {1, . . .N} by setting lGpq = 0 if there is no edge in G connecting p and q. We
denote E(G) the (multi) set of the edges of G and V (G) ⊂ {1, . . .N} the set of vertices of G.
Let us denote ∂
∂Hab
≡ ∂ab. The differential operator in the left hand side of Eq. (4.4) can be expanded
in multi graphs G:
1
l!
⎛⎝12 N∑a,b=1∂ab∂ba⎞⎠
l = ( N∑
a=1
1
2
(∂aa)2 + ∑
1≤a<b≤N
∂ab∂ba)l =
= ∣E(G)∣=l∑
G
(∏
a<b
1
lG
ab
!
(∂ab∂ba)lGab)⎛⎝∏a 1lGaa! (12(∂aa)2)
lGaa⎞⎠ .
Let us reorganize the sum by the number ∣V (G)∣ = q2 + 1 of vertices of G:
1
l!
⎛⎝12 N∑a,b=1∂ab∂ba⎞⎠
l = min{l,N−1}∑
q2=0
∣V (G)∣=q2+1
∣E(G)∣=l∑
G
(∏
a<b
1
lG
ab
!
(∂ab∂ba)lGab)⎛⎝∏a 1lGaa! (12(∂aa)2)
lGaa⎞⎠ .
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Let us associate to any undirected multi graph G the directed multi graph di(G) obtained by splitting
all the undirected edges {a, b} of G into a pair of directed arcs (a, b) and (b, a). The number of arcs
of di(G) is twice the number of edges of G. Self loops {a, a} in G are also split in di(G) into pairs of
directed arcs (a, a) and (a, a). The arcs of di(G) are canonically paired into pairs corresponding to the
edges of G.
An Eulerian cycle in di(G) is a cycle which visits every arc of di(G) exactly once respecting its
orientation. Such a cycle can be rooted by fixing its first step to be a certain fixed arc. We denote
NE−di(G) the number of Eulerian cycles of di(G).
Proposition 4.1. For any multi graph G with l edges we have:
(∏
a<b
1
lG
ab
!
(∂ab∂ba)lGab)⎛⎝∏a 1lGaa! (12(∂aa)2)
lGaa⎞⎠Tr[H2l] = NE−di(G) .
Proof. Consider a term with fixed indices in the trace. The first H in this term has a first index, say a.
Some derivative must act on it to go to its second index, say b which is identical with the first index on
the second H and some derivative must act on the second H and so on. Hence any two indices in Tr[Hn]
are connected by a path of oriented arcs (a, b) and every edge {a, b} in G is encountered exactly twice in
the derivative operator, once corresponding to the arc (a, b) and once corresponding to the arc (b, a).
Observe that Eulerian cycles in di(G) exist if and only if G is connected.
In particular, the result of acting with the derivatives corresponding to a multi graph on a trace does
not depend on the labels of its vertices: given a connected graph with q2 + 1 vertices, there are ( Nq2+1)
labeling of the vertices which lead to the same result. The left hand side in Eq. (4.4) is then:
min{l,N−1}∑
q2=0
( N
q2 + 1)
V (G)={1,...q2+1}
∣E(G)∣=l∑
G connected
NE−dir (G) ,
where the sum runs over multi graphs whose vertices have fixed labels {1, . . . q2 + 1}.
The right hand side. The right hand side of Eq. (4.4):
min{l,N−1}∑
q2=0
( N
q2 + 1)
(2l)!
2l−q2q2!(l − q2)! ,
also has a combinatorial interpretation. Indeed, (2q2)!
q2!
is the number of plane trees with vertices labels
{1, . . . q2}, and:
1
2l−q2(l − q2)!
(2l)!
(2q2)! ,
counts the number of ways to decorate a plane tree by (l−q2) excess loop edges to obtain a combinatorial
map M , hence:
(2l)!
2l−q2q2!(l − q2)! =
V (M)={1,...q2+1}
∣E(M)∣=l∑
M connected
1 .
A rooted combinatorial map is a combinatorial map with a marked edge and an orientation chosen
for this edge. Any combinatorial map M has a canonically associated undirected multi graph Gr(M)
with the same vertices and the same edges as M : Gr(M) ignores the order of the half edges around the
vertices of M .
It follows that Eq. (4.4), which we proved by a direct computation, is implied by the following
(stronger) combinatorial result.
Proposition 4.2. Let G be an undirected multi graph with vertices labeled {1, . . . q2 + 1}. There is a one
to one correspondence between the Eulerian cycles in di (G) rooted at (a, b) and the combinatorial maps
M with Gr(M) = G rooted at (a, b) with a chosen (plane) spanning tree T .
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Figure 4.1: Maps M with Gr(M) = G with chosen trees T and Eulerian paths in di(G). The tree edges
are solid, the loop edges are dashed and the root edge is indicated by an arrow.
Proof. The proof of this theorem is very close to the proof of the BEST theorem [1,12] in combinatorics.
If G has multiple edges and self loops, one first labels the multiple edges and self loops and then proceeds.
An example of the bijection described below is presented in Fig. 4.1.
From a map M (with Gr(M) = G) and a tree T to an Eulerian cycle in di(G). A clockwise
orientation of the faces of the map induces opposite orientations on the sides of the edges. Around
any vertex, the sides of the edges are alternatively outgoing and incoming i.e., turning counterclockwise
around a vertex, the outgoing side of the edge e is followed by the incoming side of the edge e which
is followed by the outgoing side of the successor of e and so on. Stepping along the sides of the edges
in M is equivalent to stepping along the corresponding arcs in di(G). Start by stepping along the side(a, b) of the root edge, from a to b. At all the subsequent steps, leave the current vertex v on the first
available outgoing side of an edge (i.e. not yet used in the cycle) counted counterclockwise starting from
the incoming side of the unique edge in T hooked to v which goes towards the root vertex a (or starting
from the incoming side of the root edge (a, b) itself if v = a). It is easy to show that the cycle thus
obtained is Eulerian in Gr(M) by induction starting from the root vertex.
From a cycle in di(G) to M and T . List the arcs in the cycle in the order they are encountered:
(a, b)(b, c) . . . .
The edges of M are the canonical pairs of arcs of di(G). Build the vertices of M by adding the edges
around a vertex v in the order in which the outgoing arcs (v, ⋅) are encountered in the list. Declare the
last edge in the list which exits v as the tree edge hooked to v which goes towards the root.
4.2 The Harer-Zagier series formula
One can attempt to compute the expectation of the Wilson loop directly. Expanding the exponential in
Eq. (2.1) and taking into account that a Gaussian integral with an odd number of insertions is 0 gives:
I(t,N) =∑
l≥0
(−t2)l
(2l)! ∫ [dH] e−
N
2
TrH2 1
N
Tr(H2l) . (4.5)
This Gaussian integral can be evaluated [3] as a sum over Feynman graphs which in the case of the
GUE are rooted combinatorial maps. Each map has only one vertex of coordination 2l (hence l edges)
and F = 1+ l−2g faces, where g is the genus of the map. Such maps are sometimes called rooted rosettes.
Each rosette contributes to the evaluation of Eq. (4.5) a term N−2g therefore, denoting Cg(l) the number
of rooted rosettes with a vertex of coordination 2l and genus g, we have:
I(t,N) =∑
l≥0
(−t2)l
(2l)! ∑g≥0N
−2gCg(l) = 1 + ∑
g≥0,l>0
(−t2)l
2ll!
Cg(l)(2l − 1)!!
1
N2g
.
Concerning the numbers Cg(l), it is well known that ∑g≥0 Cg(l) = (2l− 1)!! and C0(l) = 1l+1(2ll ) which
in particular implies that for all N ≥ 1 and for all complex t, ∣I(t,N)∣ ≤ e 12 ∣t∣2 (a much weaker bound than
the one we derived starting from the exact formula). Eq. (3.3) yields an exact formula for Cg(l):
Cg(l) = (2l)!
l!22g
∑qkq=g
∑kq=l−2g+1∑
kq≥0
∏
q≥0
1
kq!(2q + 1)kq ,
8
which coincides with Proposition 6 of [2] upon summing over k0. Let us denote f(x,N) the generating
function of the numbers Cg(l):
f(x,N) = ∑
p>0,∑ g≥0
Cg(p)
(2p − 1)!!x
p+1 1
N2g
.
The main remark is that I(ı√2u,N) − 1 is the Borel transform of 1
x
f(x,N), therefore:
1
x
f(x,N) = 1
x
∫ ∞
0
du e−
u
x (I(ı√2u) − 1) ,
and using Theorem 2.1 we obtain:
f(x,N) = ∫ ∞
0
du e−
u
x
⎡⎢⎢⎢⎣e
u
N
N−1∑
q=0
1
N q+1
( N
q + 1)
2quq
q!
− 1⎤⎥⎥⎥⎦ =
N−1∑
q=0
1
N q+1
( N
q + 1)2qq! 1( 1
x
− 1
N
)q+1 q! − x
= 1
2
N−1∑
q=0
( N
q + 1)(2xN )q+1 1(1 − x
N
)q+1 − x = 12 (1 +
2x
N
1 − x
N
)N − 1
2
− x
= 1
2
(1 + xN
1 − x
N
)N − 1
2
− x ,
reproducing the Harer-Zagier [8] series formula.
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