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We define by minc
∑
{u,v}∈E(G) |c(u) − c(v)| the min-cost MC(G) of a graph G, where the
minimum is taken over all proper colorings c . Themin-cost-chromatic number χM(G) is then
defined to be the (smallest) number of colors k for which there exists a proper k-coloring c
attainingMC(G). We give constructions of graphs Gwhere χ(G) is arbitrarily smaller than
χM(G). On the other hand, we prove that for every 3-regular graph G′, χM(G′) ≤ 4 and for
every 4-regular line graph G′′, χM(G′′) ≤ 5. Moreover, we show that the decision problem
whether χM(G) = k is NP-hard for k ≥ 3.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In the following G = G(V , E) denotes always a finite, simple, undirected graph without loops with |V (G)| = n and
|E(G)| = m. For a graph Gwe denote by Ck(G) the set of all proper k-colorings of G. Also, C(G) denotes the set of all proper
colorings of G. By χ(G) we denote the chromatic number of G, i.e., the smallest number k such that Ck(G) 6= ∅. deg(v)
denotes the degree of a vertex v, and ∆(G) is the maximum degree of G. By H := G[W ] we denote the induced subgraph
with V (H) = W and E(H) = {{i, j} ∈ E(G)|i, j ∈ W }. Furthermore, Kr is the complete graph on r vertices and by a diamond
we denote a K4 with one edge missing. Finally, the line graph L(G) of a graph G is defined as follows: V (L(G)) = E(G), and
E(L(G)) = {{e1, e2} ⊆ V (L(G)) | e1 6= e2, e1 ∩ e2 6= ∅}. Moreover, we call a graph H a line graph if there exists another graph
Gwith L(G) = H .
The problem. For a graph G, we define its min-costMC(G) as
MC(G) = min
c∈C(G)
∑
{i,j}∈E
|c(i)− c(j)|.
The min-cost-chromatic number χM(G) is then defined to be the smallest number of colors k for which the min-cost is
attained. Denote furthermore byMCk(G) the min-cost when restricting to c ∈ Ck(G), for all k ≥ χ(G) andMCk(G) = ∞, for
all k < χ(G). Clearly,MC(G) ≤ MCk(G) for any k.
The organization of the paper is as follows: In Section 2 we relate χM to χ . We start with Section 2.1 where we show that
for some specific classes of graphs the min-cost-chromatic number of G equals its chromatic number. Moreover we show
that for every graph G there is a graph H that is in some sense very similar to G such that χ(G) = χM(H). As a consequence
we obtain part (ii) of the following theorem.
Theorem 1. Deciding whether χM(G) = k is
(i) polynomial-time solvable in n if k = 2, and
(ii) NP-hard for any integer k ≥ 3.
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In contrast to Section 2.1, in Section 2.2 we give constructions to show that in general the min-cost-chromatic number
can be much bigger than the chromatic number and also that the value of
∑
{u,v}∈E |c(u) − c(v)| can be arbitrarily smaller
when using more colors than the chromatic number. Ultimately we show the following.
Theorem 2. There are graphs G1 and G2 with χ(G1) = χ(G2) = 3 such that
(i) χM(G1) = Θ(n), and
(ii) MC3(G2) ≥ Θ(n2)+MC(G2).
It is remarkable that χM can even by far outrange the maximum degree of a graph. The graph G1 constructed in the proof
of Theorem 2(i) has maximum degree 4. Hence a Brooks-type theorem which gives an upper bound for χM(G) in terms of
∆(G) is in general not possible.
Nevertheless, in Section 3 we give some positive results in this direction by proving the following two theorems:
Theorem 3. Let G be a 3-regular graph. Then 2 ≤ χM(G) ≤ 4, both bounds being sharp.
Theorem 4. Let G be a 4-regular line graph. Then χM(G) ≤ 5.
Finally, in Section 4 we mention some of the several open problems in this area.
Relatedwork. As far aswe know, our particular problem has not been addressed so far, but there aremany similar problems
which have found a lot of attraction. These problems and their relationships to our particular problem are discussed next.
First recall the Minimum Linear Arrangement problem: given a graph G = G(V , E) with |V | = n, find a layout c , that is,
a bijective function c : V → [n], which minimizes∑{u,v}∈E |c(u) − c(v)|. The problem is known to be NP-hard [2]. The
difference to our problem is that in our case c does not have to be a bijection from V to [n], but it can map the set of vertices
to [k], where k can be smaller than n.
Another problem which is closely related to our problem is the H-coloring problem. This problem asks whether or not
an input graph G admits a graph homomorphism to a fixed graph H , and any homomorphism of G to H is also called an
H-coloring of G. The H-coloring problem is known to be NP-complete unless H is bipartite or contains a loop [3]. For the
weighted version, if H is a fixed complete reflexive graph with weighted loops and edges (all weights being non-negative),
theMinimum Graph Homomorphism problem asks to provide a mapping c from V (G) to V (H) of minimum cost. The cost of a
mapping is the sum of the weights of the edges {c(u), c(v)} in H over all edges {u, v} in G. It is known that in the case where
all weights are strictly positive and there is no self-loop with the least weight the problem is MAXSNP-hard [1]. Note that
since computing MCk(G) is equivalent to the Minimum Graph Homomorphism problem, it is clear that computing MC(G) is
NP-hard. The difference between (weighted) H-coloring problems and our problem is that in our case H is not a fixed graph,
but its number of vertices depends on our choice of k.
Closely related to our problem is also the Span T-coloring problem: given a graph G = G(V , E) and a finite set of integers
T including 0, the T -span of a function f : V → Z+ ∪ {0} is defined as maxu∈V f (u)−minv∈V f (v) subject to the condition
that for any {u, v} ∈ E we must have |f (u)− f (v)| 6∈ T . The T -span of a graph is then defined as the minimum T -span over
all functions satisfying the above conditions. The problem has been studied extensively (see e.g. [4]). Whereas in the Span
T -coloring problem the goal is to minimize themaximum spread of colors used, in our problemwe try to minimize the total
spread of colors, summed over all edges.
Our concept of min-cost-chromatic number is also very closely related to the cost-chromatic number defined by
Supowit [9] (see also [8]): in this concept every color has an associated cost, which is counted every time this color is
assigned to a vertex. For a given set of costs, aminimum cost coloring with respect to this concept is a vertex coloring which
makes the total cost of the coloring as small as possible, and the cost-chromatic number is the minimum number of colors
needed to produce a minimum-cost coloring of the graph. This concept is a generalization of the chromatic sum problem: in
this problem one tries to minimize the sum of colors (a color is also counted every time it is assigned to a vertex) among all
proper colorings with natural numbers, and the strength of a graph is then defined as theminimumnumber of colors needed
to obtain the chromatic sum (for an introduction of this concept see [7]). Our problem is very similar in spirit, but our cost
function is quite different — we do not assign a cost to a vertex directly, but we rather measure the cost of edges.
Finally, recall also the vertex coloring with minimum edge weights problem which is defined as follows: given a graph
G = G(V , E) and a cost matrix Cuv ∈ Rk×k for each {u, v} ∈ E, find an assignment f : V → [k]minimizing∑{i,j}∈E c ijf (i)f (j).
This problem is known to be NP-hard [5]. The difference to our problem is that in our case k is not fixed, but a parameter
which is to be optimized.
2. The relation between χM and χ
We start with a very simple observation.
Lemma 1. χ(G) ≤ χM(G) ≤ n.
R. Berke, D. Mitsche / Discrete Mathematics 310 (2010) 561–569 563
Proof. The lower bound is clear, since c has to be a proper coloring of the vertices. For the upper bound, suppose for
contradiction that χM(G) > nwith the corresponding proper coloring c . Since shifting all numbers does not changeMC(G),
we can assume w.l.o.g. that there exists a vertex v with c(v) = 1. Then there is at least one color r ∈ [n] such that no
vertex is mapped to r under c. Let r ′ denote the smallest such color. Then by setting c(v) := c(v)− 1 for all vertices v with
c(v) > r ′ we obtain a proper coloring of at most the same cost. By iterating the argument, we will finally end up with a
proper coloring of at most the same cost using at most n colors. 
The (non)sharpness of the bounds is discussed in the following two sections.
2.1. χM close to χ
Let us investigate several classes of graphs.
Lemma 2. Let G be the complete graph on n vertices. Then
(i) χM(G) = n,
(ii) MC(G) =
(
n+1
3
)
, and
(iii) a proper coloring c attains MC(G) if and only if c uses n consecutive colors.
Proof. By Lemma 1, χM(G) = n, showing part (i).
For a proper coloring c using colors 1, . . . , n, the contribution of all
( n
2
)
edges toMC(G) is 1(n− 1)+ 2(n− 2)+ · · · +
i(n− i)+ · · · + (n− 2)(n− (n− 2))+ (n− 1)(n− (n− 1)) =
(
n+1
3
)
, proving part (ii) and the necessary part of (iii).
For the sufficient part of (iii) we assume that c does not use n consecutive colors (but uses w.l.o.g. color 1). Take the
smallest color r < n such that no vertex is mapped to r under c. Let v be the only vertex with c(v) = 1. Then setting
c(v) := r yields a proper coloring of strictly smaller cost, since all edges {v,w} with c(w) ∈ {2, . . . , r − 1} together
contribute exactly the same as before, and all edges {v,w} with c(w) > r (there exists at least one such edge) contribute
strictly less. Iterating this argument, we get that every proper coloring c attainingMC(G) uses n consecutive colors. 
Lemma 3. Let G be bipartite. Then χ(G) = χM(G).
Proof. Observe that each edge has to contribute at least one to the min-cost, i.e., MC(G) ≥ m always holds. In a bipartite
graph the bound can be achieved when c is chosen to be any proper 2-coloring (using two consecutive numbers as colors)
of the graph. 
Lemma 4. MC(G) = m iff G is bipartite.
Proof. If G is bipartite, then as shown in Lemma 3, for any proper 2-coloring c we have MC(G) = m. If on the other hand
MC(G) = m for some proper coloring c , then any edge of Gmust be incident to two vertices whose images under c are two
consecutive numbers. Thus we can set A := {1, 3, . . . , 2k − 1} (if 2k colors are used) or A := {1, 3, . . . , 2k + 1} (if 2k + 1
colors are used), B := {2, 4, . . . , 2k} and V (G) = VA ∪ VB, where VA = ⋃i∈A c−1(i) and VB = ⋃i∈B c−1(i), and clearly A and
B are disjoint. 
Corollary 1. Let G be an odd cycle. Then χ(G) = χM(G) = 3.
Proof. By Lemma 4 we know that MC(G) = m iff G is bipartite. Hence, for an odd cycle of length 2k + 1 with vertices
v1, . . . , v2k+1 we must have MC(G) ≥ 2k + 2. This bound can easily be achieved by the proper coloring c(vi) := 1,
i = 1, 3, . . . , 2k− 1, c(vj) := 2, j = 2, 4, . . . , 2k and c(v2k+1) := 3. 
Lemma 5. Let k ≥ 3 be an integer. For every graph G with χ(G) = k there is a graph H ⊇ G with χM(H) = k.
Proof. By Lemma 1, we have χM(H) ≥ χ(H) ≥ χ(G) = k, since for every graph H ⊇ G, we have χ(H) ≥ χ(G).
In order to make sure that χM(H) ≤ k, we construct a graph H from G as follows. For every edge e ∈ E(G)we add a copy
of Kk, denoted by K (e), to G. We identify exactly one edge of K (e) with the edge e. All other edges of K (e) remain disjoint from
any other edge of the newly constructed graph H . We denote this set of k-cliques byK = {K (e) | e ∈ E(G)}.
Observe now that from χ(G) = k it immediately follows that χ(H) = k as well, since any proper k-coloring of G can be
extended to a proper k-coloring of H . Indeed, let c be a proper k-coloring of G. We simply color the k − 2 many vertices of
V (K (e)) \ e for each K (e) ∈ K with the k− 2 colors not appearing on any two of the endpoints of e = {u, v}, i.e., from the set
of colors [k] \ {c(u), c(v)}.
By construction, the graph H contains at least m = |E(G)| edge-disjoint k-cliques, namely the k-cliques fromK . Thus,
we haveMC(H) ≥ m MC(Kk).
564 R. Berke, D. Mitsche / Discrete Mathematics 310 (2010) 561–569
Fig. 1. An interval graph GI with χ(GI ) = 3 and χM (GI ) = 4 together with a proper coloring attainingMC(GI ).
Let us compute the min-cost for a proper k-coloring c of H on k consecutive colors.∑
{u,v}∈E(G)
|c(u)− c(v)| =
∑
K∈K
∑
{u,v}∈E(K)
|c(u)− c(v)|
= m MC(Kk).
The first equality follows from the fact that the k-cliques from K cover all edges of H . The last equality follows from
Lemma 2(iii). Hence the min-cost of any proper k-coloring attainsMC(H). 
Now we have all prerequisites at hand to prove Theorem 1.
Proof of Theorem 1. Part (i) of the theorem follows immediately from Lemma 3.
Let us nowprove part (ii). From Lemma5we directly obtain a reduction from thewell-knownproblemwhetherχ(G) ≤ k
which was proved to be NP-hard in [6] to the problem whether χM(G) = k. For that we assume that there is an algorithm
A which decides χM(H) in polynomial time in the size of H . In order to decide whether χ(G) ≤ k we apply Lemma 5 to G.
A closer look into the proof of Lemma 5 reveals that the new graph H can be constructed in linear time from the original
graph G, hence we obtain H from G in polynomial time. Then we make use ofA to decide whether χM(H) = k and obtain a
polynomial-time decision algorithm for the problem χ(G) ≤ k. 
2.2. χM far from χ
Wewill next show that in general, formany other classes of graphs,χ(G) < χM(G). For thiswe need the following simple
helper lemma.
Lemma 6. Let G be a graph whose edge set contains r pairwise edge-disjoint cliques Kl. Then MC(G) ≥ r
(
l+1
3
)
+m− r
(
l
2
)
.
Proof. By Lemma 2 we already know that for Kl any optimal proper coloring uses l consecutive colors, and its contribution
toMC(G) is
(
l+1
3
)
. Since the cliques by assumption are edge-disjoint, the total contribution of all cliques is at least r
(
l+1
3
)
.
All remainingm− r
(
l
2
)
edges of G contribute at least a value of one toMC(G), yielding the desired bound. 
We give a construction of a 3-colorable interval graph G for which we have 3 = χ(G) < χM(G).
Construction 1. Let I1, . . . , I8 denote eight intervals on the real line sorted in ascending order of left endpoint. Let GI be the
following graph: V (GI) := {I1, . . . , I8} and let E(GI) := {{I1, I2}, {I1, I3}, {I1, I4}, {I2, I3}, {I2, I4}, {I2, I5}, {I5, I6}, {I5, I7}, {I5, I8},
{I6, I7}, {I6, I8}}. The graph is realizable as an interval graph, as Fig. 1 shows.
Lemma 7. For GI as in Construction 1, 3 = χ(GI) < χM(GI) = 4 (with MC(GI) = 13 and MC3(GI) = 14).
Proof. It is easy to see that χ(GI) = 3. On the other hand, the edge set of GI contains two edge-disjoint triangles
(GI [{I1, I2, I3}] and GI [{I5, I6, I7}], for example), so by Lemma 6 we have MC(GI) ≥ 13. Using four colors, this bound can
be attained by setting c(I1) := 1, c(I3) := c(I4) := c(I5) := 2, c(I2) := c(I7) := c(I8) := 3, c(I6) := 4 (see Fig. 1). Using
at most three colors, this bound cannot be achieved, however: if I1 and I2 get two consecutive colors (w.l.o.g. c(I1) := 1,
c(I2) := 2), both edges from I1 to I3 and from I1 to I4 will contribute at least two to the overall min-cost, and since the
triangle GI [{I5, I6, I7}] is not yet colored, we get that the min-cost is at least 14 in this case. If I1 and I2 get colors 1 and 3
(w.l.o.g.) under c , I5 has to get color 2 such that the edge between I2 and I5 contributes only one to the overall min-cost.
Then, since we are using only three colors, both edges from I6 to I7 and from I6 to I8 will contribute a value of two, which
together with the triangle GI [{I1, I2, I3}] gives that also in this case, the min-cost is 14, and thusMC3(GI) ≥ 14. This bound
can be attained by setting c(I1) := c(I6) := 1, c(I3) := c(I4) := c(I5) := 2, c(I2) := c(I7) := c(I8) := 3, and therefore
MC3(GI) = 14. 
While in Construction 1, by Lemma 7, the optimal value of MC(GI) is only by one less than the optimal value among
all proper colorings using exactly χ(GI) many colors, this difference can get arbitrarily large. This is shown in the next
construction.
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Fig. 2. A graph GT with χ(GT ) = 3 and χM (GT ) = 4 withΘ(n2)+MC(GT ) ≤ MC3(GT ) together with a proper coloring attainingMC(GT ).
Fig. 3. A graph Li , i ≥ 1, with χ(Li) = 3 and χM (Li) = i+ 2.
Construction 2. Let GT be the graph as shown in Fig. 2. That is, V (GT ) = A ∪ B, where |A| = |B| = n/2, A ∩ B = ∅ and A as
well as B consist of n/6 pairwise vertex-disjoint triangles each. Any pair of triangles in A and B is connected by three edges in the
way as shown in Fig. 2.
Let us now prove Theorem 2(ii) by showing the following lemma.
Lemma 8. For GT as in Construction 2,Θ(n2)+MC(GT ) ≤ MC3(GT ).
Proof. Observe that χ(GT ) = 3: color any triangle in A such that the top vertex always gets color 1, the leftmost vertex
color 2 and the rightmost color 3, and for any triangle in B the top vertex gets color 2, the leftmost vertex gets color 3 and
the rightmost color 1. Now, to show that χM(GT ) = 4, fix an arbitrary triangle tA in A and an arbitrary triangle tB in B and
let H denote the induced subgraph GT [tA ∪ tB]. By Lemma 6, MC(H) ≥ 11, and this bound can be attained by coloring the
vertices in tA with colors 1, 2 and 3 as before, and coloring the vertices in tB with colors 2, 3 and 4, as shown in Fig. 2. Using
only three colors, all three edges between any triangle in A and any triangle in Bwill together contribute a value of four (one
edge has to contribute two), and in particular MC3(H) = 12. Since all edges going between any two pairs of triangles in A
and B are all pairwise disjoint and since there areΘ(n2) pairs of triangles,Θ(n2)+MC(GT ) ≤ MC3(GT ). 
Remark. So far we have seen examples of graphs in whichMCχ(G)(G) MC(G), but in all these cases we had χ(G)+ 1 =
χM(G). Now, it is possible to generalize the ‘‘basic gadget’’ of Construction 2 (two triangles A and B which are connected as
in Fig. 2): instead of two triangles one can take r − 1 disjoint copies of Kr (call these cliques old), and between any pair of
cliques the ith vertex of one clique (for an arbitrary, but fixed ordering of the vertices) is adjacent to the ith vertex of the
other clique, i ∈ [r]. All edges between different old cliques form r disjoint cliques of size r − 1, call these cliques new. By a
similar argument as above, one can show that in this case χ(G) = r . Furthermore, χM(G) = 2(r − 1): note that at least one
of the r new cliques of size r − 1 must be such that no vertex of this clique uses color r − 1. Call this clique C . Thus, if less
than 2(r−1) colors are used, the vertices of C are not labeled by r−1 consecutive numbers. Using the colors i, . . . , r+ i−1,
for the ith old clique of size r (as in the construction above), i ∈ [r], also all new cliques of size r − 1 are numbered by r − 1
consecutive numbers, and by Lemma 2, the overall min-cost is smaller. However, the ratio between χ(G) and χM(G) can get
even worse, as shown in the next construction.
Finally we show Theorem 2(i).
Construction 3. Let D be a graph isomorphic to a diamond and let Li be the graph shown in Fig. 3. That is, V (Li) = {u1, . . . ,
ui+1} ∪ {v1, . . . , vi+1} with Li[{uj, uj+1, vj, vj+1}] ∼= D for j ∈ [i].
Lemma 9. For the graph Li, i ≥ 1, it holds true that χ(Li) = 3, but χM(Li) = i+ 2 = n(Li)/2+ 1.
Proof. Observe first that χ(Li) = 3. Indeed, let c(uj) := (j+2)(mod 3)+1 and c(vj) := j(mod 3)+1. It is not hard to check
that c is a proper 3-coloring of Li.
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Fig. 4. The situation before Case 1.
Let us now prove that χM(Li) = i+ 2. First we show thatMC(Li) ≥ |E(Li)| + i. This follows immediately from the simple
fact that there is a set T of imany edge-disjoint triangles in Li (for example the sets {uj, uj+1, vi}, j ∈ [i]) and for each triangle
T it holds thatMC(T ) = E(T )+ 1. ThereforeMC(Li) ≥ |E(Li)| + i.
Also we observe that in total Li contains 2i many triangles (the triples of vertices {uj, uj+1, vi}, j ∈ [i] and {uj, vj, vj+1},
j ∈ [i]). Hence in order for a proper coloring c to achieve a min-cost of |E(Li)| + i, the edge of a triangle contributing more
than one to the overall min-cost has to be shared by two triangles and also the edges contributing more than one have to
form amatching. Therefore the edge {u1, v2} has to contribute two (it is the only edge of the triangle with vertices u1, v1, v2
that is shared with another triangle). This causes the edge {u2, v3} to contribute two, and so on. Hence every proper coloring
of Li achieving a min-cost |E(Li)| + i is such that |c(uj) − c(vj+1)| = 2, j ∈ [i], and all other edges contribute one. Without
loss of generality let us assume that c(u1) = 1, c(v1) = 2 and c(v2) = 3. Thenwemust have that c(vj) = j+1 and c(uj) = j
(for any j ∈ [i]) for every such proper coloring c with min-cost MC(Li) = |E(Li)| + i. We conclude that χ(Li) = c(vi+1)
= i+ 2. 
Remark. The graph in Construction 3 can be made 4-regular, resulting in a new graph Ci as follows:
Let Ci denote the graph L6i where the vertex u1 of L6i is identified with the vertex u6i+1 and the vertex v1 is identified with
the vertex v6i+1. Hence Ci is 4-regular. Still it holds thatχ(Ci) = 3.Without a proof we claim thatχM(Ci) = Θ(n(Ci)) = Θ(i)
(an optimal coloring is obtained by setting c(uj) := j, j ∈ [3i], c(vj) := j+1, j ∈ [3i], c(u3i+1) := 3i+3, c(uj) := c(uj−1)−1,
j ∈ {3i+ 2, . . . , 6i}, c(v3i+1) := 3i+ 2, c(vj) := c(vj−1)− 1, j ∈ {3i+ 2, . . . , 6i}).
Remark. The min-cost-chromatic number is non-monotone with respect to edge addition. Consider the two graphs L3
and L′3, which is the graph L3 with one additional edge {v2, u3}. We know that χM(L3) = 5. On the other hand it is not
hard to see that χM(L′3) = 4 (for example one can consider the following optimal proper coloring c using only 4 colors:
c(u1) := c(u3) := 1, c(u2) := c(u4) := c(v1) := 2, c(v2) := c(v4) := 3 and c(v4) := 4).
3. Upper bounds for some regular graphs
In this section we give some bounds of χM(G) for G being d-regular, if d is either 3 or 4.
We start with the 3-regular case.
Proof of Theorem 3. Clearly, χM(G) ≥ 2, and to show that the lower bound is sharp, consider for example the three-
dimensional cube C3 on eight vertices. C3 is 3-regular and also bipartite, and thus by Lemma 3, χM(C3) = 2.
To prove the upper bound, suppose for contradiction that the optimal proper coloring uses l ≥ 5 colors. We will then
construct a proper coloring of at most the same cost using l− 1 colors. By iterating the argument we will finally arrive at a
proper coloring with at most the same cost using at most four colors.
Consider a proper coloring c : V → [l] which minimizes the total cost, where l ≥ 5. Now consider an arbitrary vertex v
with c(v) = l. If v is not adjacent to a vertex of color l− 1, we set c(v) := l− 1 and we obtain a proper coloring of strictly
less cost. Furthermore, if v is not adjacent to a vertex of color l− 2, we can set c(v) := l− 2 and we obtain a proper coloring
of at most the same cost. Hence we can suppose that v is adjacent to at least one vertex of color l− 1 and one vertex of color
l− 2. If the third neighbor of v has color l− 4 or smaller or if it has color l− 2, setting c(v) := l− 3 will yield a better proper
coloring. If the third neighbor of v has color l− 3, we can set c(v) := l− 4 without increasing the overall min-cost. Hence
we can assume that all vertices v of color l are such that its three neighbors u1, u2 and u3 obtain colors l− 1, l− 1 and l− 2,
respectively, cf. Fig. 4. Call now the two vertices different from v but adjacent to u1 (u2, respectively) to be w1 and w2 (x1
and x2, respectively). Note thatwi and xj need not have to be different vertices. Now we have seven cases.
Case 1: Either bothw1 andw2 (w.l.o.g. we consider neighbors of u1) get colors strictly less than l− 2, or one of them gets a color
strictly less than l− 2 and the other gets color l.
In this case we can set c(u1) := l− 2 and c(v) := l− 3 without increasing the min-cost.
Case 2:w1 gets color l− 2, andw2 gets color l− 4 or smaller.
In this case, setting c(u1) := l− 3 and c(v) := l− 4 will produce a proper coloring without increasing the min-cost.
Case 3:w1 gets color l− 2,w2 gets color l− 3.
In this case, we can set c(u1) := l− 4 and c(v) := l− 3 to obtain a proper coloring of the same cost.
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Fig. 5. The two remaining cases.
Case 4: Bothw1 andw2 get color l.
Observe that the two neighbors of w1 (w2, respectively) different from u1 (u2, respectively) receive colors l − 1 and l − 2.
Therefore we can set c(w1) := c(w2) := l − 3, c(u1) := l − 2 and c(v) := l − 3 and we maintain the cost of the proper
coloring.
Case 5: All verticesw1,w2, x1 and x2 get color l− 2.
In this case, by setting c(u1) := c(u2) := l− 3 and c(v) := l− 4 we get a proper coloring of the same cost.
After applying the five cases whenever possible, we can assume that each vertex of color l− 1 being adjacent to a vertex of
color l is such that both its two other neighbors get colors l− 2 or one of them gets l and the other l− 2, and for any vertex
of color l at least one of its two neighbors of color l− 1 has the latter color scheme among its neighbors, see also Fig. 5. We
deal with these two cases now.
Case 6:w1 andw2 get color l− 2, x1 gets color l and x2 gets color l− 2.
In this case consider the maximal alternating l/(l − 1)-path starting at u1. Observe that any vertex on this path except for
u1 and the other endpoint of the path (which is also of color l− 1) is adjacent to exactly one vertex of color l− 2 outside the
path. The two endpoints of the path are adjacent to two vertices of color l− 2 outside the path. Now, we can easily switch
the colors of the vertices on the path: color l is switched to l− 4, and color l− 1 is switched to l− 3. More formally: let u1,
v, u2, x1, z1, y1, . . . , zr−1, yr−1, zr denote the order of the vertices as they appear in the path. Then by setting c(zi) := l− 3,
i ∈ [r], c(yi) := l− 4, i ∈ [r − 1], c(x1) := l− 4, c(u1) := l− 3, c(v) := l− 4 and c(u2) := l− 3 we obtain a proper coloring
of the same cost.
Case 7:w1 and x1 get color l,w2 and x2 get color l− 2.
Consider again themaximal l/(l−1)-path or l/(l−1)-cycle v is contained in. If v is contained in amaximal l/(l−1)-path,
then we can switch the colors of all vertices on the path as in Case 6. If v is contained in an l/(l − 1)-cycle (which must be
even), note that all vertices on the cycle have exactly one more neighbor of color l − 2 outside the cycle, and we can again
switch all vertices on the cycle of colors l to l− 4 and all vertices on the cycle of colors l− 1 to l− 3.
The upper bound of 4 is sharp, as can be seen for example by K4 or a graph consisting of two disjoint triangles which are
matched with three edges (as in Construction 2). 
Proof of Theorem 4. As in the proof of Theorem 3, we assume for contradiction that χM(G) = l ≥ 6 and we will then
show an (l − 1)-coloring of the graph with at most the same cost. We can assume that G is connected, otherwise we treat
each connected component separately. Coloring the vertices of G properly is equivalent to coloring the edges ofH (such that
edges sharing a common vertex receive different colors), where G = L(H). For simplicity we assume that the vertices of G
are named as the edges of H , so that the notation c(e) for an edge e = {u, v} of H is well defined. Now observe that H is
either a star with 5 leaves, or H is 3-regular, or H is such that for every edge e = {u, v}, deg(u) = 4 and deg(v) = 2.
If H is a star with 5 leaves, then G = K5, and by Lemma 2 we have χM(G) = 5 (which shows that the bound is sharp).
If H is a graph where every edge e = {u, v} is incident to three other edges at vertex u and to one other edge at vertex v,
then consider an arbitrary edge e = {u, v} ∈ E(H)with c(e) = l. If these four edges sharing a common vertex with e do not
have the colors l− 1, l− 1, l− 2 and l− 3, respectively, then it is easy to see that the color of e can be changed to a smaller
value without increasing the min-cost. Hence, we can assume that every edge e = {u, v} colored l is such that at vertex u
three edges colored with l − 1, l − 2 and l − 3 are incident to e, and at vertex v an edge colored with l − 1 is incident to e.
Consider the maximal l/(l− 1)-path or l/(l− 1)-cycle e is contained in. If e is contained in an l/(l− 1)-cycle (which must be
even), we can switch all edges on the cycle of color l (including e) to l− 4 and all edges on the cycle of color l− 1 to l− 5 to
obtain a proper coloring of the same cost. Otherwise, consider the maximal l/(l− 1)-path P which contains e and consider
the two extreme edges e1 = {u1, v1} and e2 = {u2, v2} of P which both have to be of color l − 1, where ui (i = 1, 2) are
inner vertices of P . Now observe that exactly one of these two edges (w.l.o.g. e2) is incident to three other edges at its inner
vertex. The three edges adjacent to e1 at vertex v1 have to have colors l− 2, l− 3 and l− 4, since otherwise the color of e1
can be changed to a smaller color without increasing the min-cost. If these three edges indeed get colors l − 2, l − 3 and
l− 4, then we can switch all edges on P of color l− 1 (excluding e2) to l− 5, and all edges on P of color l to l− 4 to obtain a
proper coloring of at most the same cost.
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The case when H is 3-regular is slightly more complicated. Again consider an arbitrary edge e = {u, v} ∈ E(H) with
c(e) = l. As before, we can assume that the edges sharing vertex uwith e receive colors l−1 and l−2, and the edges sharing
vertex v with e receive colors l − 1 and l − 3. Again consider the maximal l/(l − 1)-path or l/(l − 1)-cycle e is contained
in. The case when e is contained in such a cycle is treated as before. Hence we consider the maximal l/(l− 1)-path P which
contains e and consider the two extreme edges e1 and e2 of P which both have to be of color l−1. Call the only edge incident
to e1 and to an edge of color l on P to be f1, and call the only edge incident to e2 and to an edge of color l on P to be f2. Observe
that f1 and f2 either obtain colors l − 2 or l − 3. If they both obtain color l − 2, then there is an edge e′ on the path of color
l− 1 which is incident to two edges of color l and two edges of color l− 3, and hence we can change the color of e′ to l− 2
without increasing the min-cost (and consequently later on change the color of at least one edge colored l on this path).
Hence we can assume w.l.o.g. that the edge f2 receives color l− 3. Call the two edges different from f1 (f2, respectively) and
not of color l but incident to e1 (e2, respectively) g1 and h1 (g2 and h2, respectively). Observe that since c(f2) = l− 3, we can
also assume w.l.o.g. that c(g2) = l− 2 (otherwise we change the color of e2 to l− 2). If the color of h2 is l− 5 or smaller, we
switch the color of e2 to l− 4.
First we assume that c(f1) = l− 3. Then (using the same arguments) we can assume w.l.o.g. that g1 receives color l− 2
and h1 receives either color l− 3 or l− 4.
Case 1: h1 and h2 both receive colors l− 3.
In this case we can switch all edges of color l− 1 on P (including e1 and e2) to color l− 4 and all edges of color l on P to
color l− 5.
Case 2: h1 and h2 both receive colors l− 4.
In this case we can switch all edges of color l− 1 on P (including e1 and e2) to color l− 5 and all edges of color l on P to
color l− 4.
Case 3: h1 receives color l− 3, and h2 receives color l− 4 (the case when c(h1) = l− 4 and c(h2) = l− 3 is analogous).
In this case there exists at least one edge e′ on P of color l− 1 which is incident to two edges of color l and two edges of
color l− 2. Switch the color of e′ (and of all such edges on P with this coloring scheme on its neighbors) to l− 3, switch the
color of all other edges of color l− 1 on P to l− 5, and the color of all edges of color l on P to l− 4.
Hence we can assume that c(f1) = l− 2. Observe that we can assume w.l.o.g. that g1 receives color l− 3 (otherwise we
set the color of e1 to l− 3). If the color of h1 is l− 5 or smaller, we can switch the color of e1 to l− 4 without increasing the
min-cost. Hence we can assume that h1 receives color l− 2 or l− 4.
Case 4: h1 receives color l− 2 and h2 receives color l− 3.
We do the same as in Case 1.
Case 5: h1 receives color l− 2 and h2 receives color l− 4.
In this case all edges on P of color l receive color l− 4, and all edges on P of color l− 1 (excluding e1) receive color l− 5. The
color of e1 remains l− 1.
Case 6: h1 receives color l− 4 and h2 receives either color l− 3 or color l− 4.
We do the same as in Case 2. 
4. Conclusion
We have shown that for some restricted classes χ(G) is close to χM(G). Namely, for 3-regular graphs G′, we have that
χM(G′) ≤ 4 and for 4-regular line graphs G′′, χM(G′′) ≤ 5. On the other hand there are 4-regular graphs G for which χM(G)
can be arbitrarily bigger than χ(G). Moreover, we have seen that the determination of χM(G) is in general NP-hard. We
mention two interesting open questions in this area:
• We have shown that for G being 3-regular, 2 ≤ χM(G) ≤ 4, both bounds being sharp. What is the expected value of
χM(G) for a random 3-regular graph (e.g. drawn from the Configuration Model)? We conjecture that it is 3 (or very close
to 3).
• Determine other classes of graphs for which χ(G) is close to χM(G). Is there another subclass of 4-regular graphs for
which χM(G) is bounded by a constant?
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