Introduction
As a man-machine interface technology, AR (Augmented Reality) simply renders virtual information on to real objects [1] . In order to achieve geometrically valid rendering, one needs to track the object of interest to be augmented. This can in principle be done using computer vision techniques. The target object of interest can be detected and tracked in a live video stream. The target can be a simple planar marker [2, 3] or any three-dimensional (3D) object [4, 5] . Known model of the object can be used to determine the position and ori- * Visiting Gebze Technical University entation of the object. Rendering of the virtual object follows easily.
In practice, two-dimensional (2D) planar targets are frequently used as an object of interest (see Figure 1) . These type of targets are easy to track. Many algorithms have been proposed [6, 2, 7] that detect the target in the given image and track it in the consecutive images. Detection algorithms employ a feature-based approach where interest points are matched with that of the reference views. Recent advances in hardware and algorithms have sparked an interest in deep learning algorithms. Deep learning methods have successfully been used in complex recognition tasks such as written digits recognition and object classification. Specifically, convolutional neural networks (CNNs) have been successfully used in large scale detection tasks [8, 9] .
Robust detection of objects for AR is still a challenging problem. As the AR applications are moving more on the mobile devices, efficient and robust detection algorithms are being sought. Since deep learning has shown successful results in large scale object detection, interest point detection can be done using CNNs as well. This paper introduces a study where existing deep learning architectures (e.g., AlexNet and GoogleNet) have been modified to address the target detection problem for AR. We have shown that the resulting detector's performance is as good as the state of detection algorithms and sometimes much better. The method is currently not fast enough to run on mobile devices but work is underway to make it faster.
In the rest of this document, we first review the state of art detection methods for AR tracking. We than introduce our method along with a few others for comparison. After presenting the experimental results and discussions we conclude with direction for future research.
Background
Model-based (or target image) AR tracking involves two major steps. First, the target is detected in the incoming video stream using a detection algorithm (see [2] for a complete treatment of AR tracking problem). The detection step, also known as tracker initialization, yields the pose of the camera with respect to the known target. This initial pose is in turn used by a tracking algorithm in the second step. The tracking continues till the target is no longer tracked in which case the detector step kicks in. Usually tracking is more robust and less time and resource consuming than detection. Therefore, as long as possible, tracking algorithm is employed and detection algorithm is only used when necessary.
Since tracking is out of scope of this paper, the reader is referred to [2] or [5] for further reading. The detection step on the other hand involves finding a set of matches between the incoming and the reference images. Figure 2 depicts the major steps in the detection process. An off-line stage, i.e., training, is employed to find out the most relevant interest point and their identifying descriptors.
Commonly used interest points include [10, 11, 12] . Many descriptors such as SIFT [13] , ORB [14] and HIPS [7] exist. These are based on the fact that there are textual information around the interest point that makes the point valuable in matching. The training step concludes by deciding what features to use. During detection step the incoming image goes through the same interest point extraction and feature descriptor calculation processes as in training. The calculated features are matched against the reference. A model fitting procedure is followed. Usualy robust methods such as RANSAC [15] or one of its variants like PROSAC [16] are employed. The robust fitting procedure ensures that the matched features generate a geometricall consistent model. In particular, for the 2D case, the model is a simple homography [17] .
The detection procedure is well established and current work is focused either on improving the robustness of the matching algorithms or speeding up the model fitting procedure. For matching, new feature descriptors are being developed that is faster (with a lot of consideration given to mobile devices) [7] and more robust with respect to illumination and pose changes. The model fitting procedure is still one of the bottlenecks in the process as it requires a good ratio of inliers vs outliers.
The detection step can in principle be done with any detector including a deep neural network based method. Up to our knowledge, there are no work that uses CNNs for detection in AR. Deep learning has been used in object class detection successfully. More recent approaches have been successfully used in large scale object detection problems [8, 9] . Platforms such as CAFFE [18] and DIGITS make it possible to easily train new CNNs on powerfull GPUs such as NVidia Tesla K20Xm.
The Method
We introduce a deep convolutional neural network detector called DeepAR. It is based on one of the well known CNN architectures, i.e., AlexNet [19] . We also describe an efficient matching algorithm, HIPS [7] , that we have implemented for comparison purposes.
DeepAR: Following the feature-based detection approaches, our method treats the correspondence problem as a recognition problem. A set of keypoints (a.k.a. interest points or corners) are extracted in the reference image using one of the well-known corner detection algorithms such as FAST [11] or Harris [10] . Patches of size 15 × 15 pixels are extracted around these key points. In order to learn their representations, we generate a number of rendered views of the target simulating scale, orientation and illumination changes likely to appear in the test images. The patches around the keypoint represents a class. Our problem then becomes a classification task where a given patch is labeled as one of the existing keypoints (see Figure 3 ). For CNN implementation, we have started with AlexNet [19] and trained our network to detect the patches. Our subsequent tests suggested some minor modifications to the network but for the sake of clarity we have kept the original network as is. We used 100 epochs in training. For training, we used mini batches of size 50. For learning rate an exponential decay function is used. We trained the network using 80% of our data for training and 20% of it for validation. Testing is donee using the test images not present in the training set. We have experimented a few of these parameters and found no significant difference in performance.
HIPS: We have implementend the method described in [7] . We build feature descriptors from a large set of training images covering the entire range of viewpoints to achieve a rotation and scale invariant descriptor. For each viewpoint, small rotation, transformation and blur is added for increased robustness.
As in the DeepAR case, FAST feature detector is used to detect features on a reference image. 15 × 15 patches are extracted around each feature. They are normalized such that they have zero mean and unit standard deviation to provide robustness against illumination changes. HIPS requires a 8 × 8 sparsely sampled patch extracted from the original patches (see Figure 4) .
Once the 8 × 8 patches has been extracted for all viewpoints, each pixel in the patch is quantised into 5 histogram bins. Each bin represents probability of intensity appearance at selected position in all samples around corresponding feature detected. We set the bit at selected position of the selected histogram bin, if the intensity appearance probability in the histogram is less than 5%. Otherwise, we clear the bit in the corresponding bin on training patches (see Figure 5 ). We set the bit at selected histogram bin if intensity falls into this bin; otherwise, clear the bit on the runtime patches. Thus, final feature descriptor needs 320 bit (40 bytes) memory for each feature. To match training and runtime descriptors, we need to calculate dissimilarity scores. Dissimilarity scores can be simply computed by counting the number of bits where both bits in the same position equal to "1". We simply AND each of descriptor rows and OR the final results. Computing the dissimilarity score requires 5 ANDs, 4 ORs and a bit count of a 64 bit integer. Bit count is computed quickly using lookup tables or a single CPU instruction if available. We declare a match if dissimilarity score is less than a threshold (typically 5).
An indexing scheme is used to avoid linear search when matching with a large database of features. Each of the samples selected (see Figure 4) for the index is quantized to a single bit: 1 if the intensity is above the mean of the sample and 0 otherwise. The 13 samples are then concatenated to form a 13-bit integer. Only patches with the same index is matched exhaustively.
Experimental Verification
The proposed algorithm has been implemented, tested and compared against state of art methods using real data. Two image targets (Pebbles and Pottery) have been used to do the assessments. The reference images of the targets in Figure 6 have been used to train the detection algorithms. Five test images per target are used in testing. The test images are given in Figure 7 to provide the reader with an idea about the variation in viewpoint and imaging conditions compared to the reference targets. In order to train the algorithms, about 100 corner points are selected using the algorithm described in [11] . These points are shown in Figure 8 overlaid on the reference images. Around 6000 images are rendered from the reference view to account for variations in scale, viewing angle, illumination and sensor noise. The rendering process largely follows [7] (see Figure 9 for a few sample patches generated using this process). We have implemented a version of the algorithm by [7] that is fine tuned for best performance on each of the test cases. The algorithm is described in the previous section for completeness. Some of the details of these fine tuning is outside the scope of this paper. It should be stated for completeness that the implementation shows better performance than what is reported in the original paper. The extracted patches are fed to the training algorithm for both DeepAR and HIPS methods. The details of these two algorithms are provided in the previous section. We report the performance of the two algorithms in several different ways. Each provides a particular way of evaluating the results of a detector to be used in an AR tracker.
In order to assess the accuracy of the methods, the test images are manually marked. In other words, the ground truth locations of the markers are known up to sub-pixel accuracy. The manual marking is used to calculate the ground truth homography (please see [17] for a detailed discussion on how to calculate the homography) between the original target and the test image. The accuracy of the estimated homography can be calculated using the re-projection error:
where H is the homography between the reference and the test image, p r is an interest point in the reference image and p m is the corresponding ground truth location of that point. || · || 2 indicates the Euclidean distance calculated with the first two entries of the normalized homogenous coordinates of p m and Hp r , the projected point in the manually marked test image. Overall Detector Performance: As explained earlier, after the interest points are matched, they are fed to a robust model fitting algorithm, e.g., RANSAC [15] , to enforce the geometric constraints leading the pose of the camera. In our case the targets are planar, therefore the geometric constraints will be captured by a 3 × 3 homography matrix.
The performance of the final camera pose can be measured using the average re-projection error over all interest points. Table 1 shows the error for estimated homographies for DeepAR and ORB methods. ORB [14] is another detection method that has a commonly used implementation in OpenCV [20] . As expected, DeepAR performs better than ORB as the implementation is optimized for this type of detection tasks. Table 1 : Overall performance of the DeepAR compared to ORB. Re-projection error for the calculated homography against the ground truth is calculated using (1).
Interest Point Location: Feature detection is expected to be location sensitive. In other words, if the corners are not located properly, the detectors may not match the right patches in the reference view. Even though the corner detectors (i.e., [10, 11] ) are sub-pixel accurate, they tend to generate a lot of superfluous corners. Non-maximal suppression [21] is usually employed to get rid of the extraneous points but it still can cause localization errors. A detector should be immune to patch localization to ease the burden on the robust model fitting procedures such as RANSAC.
We have tested the detection accuracy when the patch locations are erroneous. For this we have extracted patches within the several pixel neighborhood of the original patch and checked if the match can be established. Figure 10 shows the result of this test. DeepAR method does very well within close proximity of the original feature except in one of the frames where the viewing angle is quite oblique. It performs consistently better when the distance to the original feature is relatively big. This shows that DeepAR method is a detector that can generalize for the cases where the feature localization is poor.
Inliers and Outliers: We would like to make sure that RANSAC process starts with many inliers and at the same time with very little outliers. Figure 11 shows the comparison on number of inliers for both methods. DeepAR method produces consistently more inliers than HIPS. However, as can be seen in Figure 12 the percentage of inliers vs outliers are less for DeepAR. It generates more inliers but at the same time more outliers as well. HIPS assigns an uncertainty to the resulting matches. This is used to filter out most of the out- liers. DeepAR finds the close matches with very high certainty. When we look at the rank 2 matches as well, the number of outliers reduces to a quarter. This suggests that there are multiple patches with similar signatures and a further filtering may be necessary to distinguish them.
Number of RANSAC Iterations: Another implication of having a higher inlier-outlier ratio is that RANSAC may need a high nunber of iterations for finding the homography. In order to test the effect of DeepAR generating higher number of outliers, we designed a simple test. For all available test images, we have taken one at random and taken a fixed number (50 matches in this casse) of matches at random. We then fed these into RANSAC to find the homography. We calculated the resulting modeling error as explained earlier.
As it can be seen in Figure 13 , DeepAR method consistently finds better matches for RANSAC. With a fixed number of iterations, matches provided by DeepAR results in more accurate model fitting. Figure 14 shows the same analysis on individual frames of the Pottery test images. In this case only 200 iterations of RANSAC is used. Figure 13: The effect of the number of RANSAC iterations on accuracy of estimated homography given the detected matches using DeepAR (in dark blue) and HIPS (light gray). Even though DeepAR has larger outlier-inlier ratio, its detected features consistently finds better homographies with the same number of RANSAC iterations.
Timing Analysis: An important criterion for com- paring the detection methods is the timing performance. DeepAR method works on a given image of size 640x480 pixels in about 3 seconds on an off-the-shelf desktop Nvidia GPU. The detection process for HIPS on the other hand requires on the order tens of milliseconds. As explained in the previous paragraphs, the number of iterations required for RANSAC is much less in the case of DeepAR. For similar accuracies, HIPS would need many more number of iterations which could prove to be costly. We cannot make a definitive statement about the benefit of this result yet. Although the time performance of the DeepAR system is not excellent we have observed the potential to make it much faster. The software developed in order to test these models were mostly written in interpreted languages. This significantly dropped our performance. The use of a low level compiled language would be to our benefit. Graphical processors on mobile devices has also developed significantly throughout the years. Using these mobile graphical processors will also increase our computational speed. However we did not have the time nor resources at the time of writing this paper to experiment with these ideas. Our future work will address this point further.
This section mostly presented the results on the Pottery test images. It should be noted that similar results are observed when the Pebbles test images are used. These are omitted in the text due to space limitations.
Conclusions
This study has shown that deep convolutional neural networks can be trained to detect targets for augmented reality tracking. The target image is rendered to create many synthetic views from different angles and under different illumination conditions. The detection performance is shown to be comparable (if not better than) to one of the best algorithms in the literature. The detector performance is very strong especially in the presence of error in feature localization. The method can also be tailored to applications when the viewing geometry and illumination conditions are known in advance. In this case, the rendered training views can be customized to reflect the needs of the application.
In future work the detector will be extended to handle 3D objects in addition to 2D image targets. This poses additional issues in matching as viewpoint variations are more severe for locally non-planar patches. We believe that a CNN can be trained to detect these type of patches as well. We are also planning to design a simpler CNN to improve the timing performance. Our initial tests with customized CNNs gave promising results. Further research will look into the grouping of patches. As stated in the previous section, even though there are many more outliers generated by DeepAR method, when we look at the best two matches, the chances of finding the match increases four folds. This suggests that some patches are very similar and there needs to be another layer of filtering (or detector). A hierarchical CNN based detector will be explored.
