Electricity prices are characterised by strong autoregressive persistence, periodicity (e.g. intraday, day-of-the week and month-of-the-year effects), large spikes or jumps, GARCH and -as evidenced by recent findings-periodic volatility. We propose a multivariate model of volatility that decomposes volatility multiplicatively into a non-stationary (e.g. periodic) part and a stationary part with log-GARCH dynamics. Since the model belongs to the log-GARCH class, the model is robust to spikes or jumps, allows for a rich variety of volatility dynamics without restrictive positivity constraints, can be estimated equation-by-equation by means of standard methods even in the presence of feedback, and allows for Dynamic Conditional Correlations (DCCs) that can -optionally-be estimated subsequent to the volatilities. We use the model to study the hourly day-ahead system prices at Nord Pool, and find extensive evidence of periodic volatility and volatility feedback. We also find that volatility is characterised by (positive) leverage in half of the hours, and that a DCC model provides a better fit of the conditional correlations than a Constant Conditional Correlation (CCC) model. JEL Classification: C22, C32, C51, C58.
Modelling the uncertainty or volatility of electricity prices is of great importance for energy market participants. On the supply side, producers of electricity need estimates of the time-varying price volatility in order to determine the risks of future production levels. On the demand side, consumers of electricity need the same type of information in order to ascertain the risks associated with decisions about when and where to produce goods, and in order to hedge against adverse price changes. It is well known that electricity prices are characterised by autoregressive persistence, periodicity eects (e.g. hour-of-the-day, day-of-the-week and month-of-the-year eects) in the conditional mean, see e.g. Bunn (2000) , Knittel and Roberts (2005) , Janczura et al. (2013) , and Weron (2014) . It is also well known that the volatility of electricity prices is characterised by Autoregressive Conditional Heteroscedasticity (ARCH) and large spikes or jumps, see e.g. Escribano et al. (2002 Escribano et al. ( , 2011 , Koopman et al. (2007) , and Hellstr om et al. (2012) . Since the periodicity eects in the conditional mean usually account for a considerable proportion of the conditional mean dynamics, it is reasonable to conjecture that the same may also be the case for volatility. Recently, this line of research has received increasing attention. Bauwens et al. (2013, Section 4.2) , for example, in a three-dimensional multivariate model of monthly, quarterly and yearly Phelix baseload futures at the European Energy Exchange, nd that volatility depends on the number of days-to-delivery, i.e. that the volatility increases as the future in question approaches maturity. Sucarrat et al. (2016, Section 4) , in a two-dimensional multivariate model of peak and o-peak day-ahead prices in the Oslo region (Nord Pool), nd that day-of-the-week eects matter for volatility, and that peak volatility dynamics is less persistent than o-2 peak. Dupuis (2016) , in a fteen-dimensional multivariate model of electricity prices in the New York area, includes dummies in the volatility equations to accommodate hour-of-the-day and day-of-the-week eects.
There are two main challenges in the multivariate modelling of electricity price volatility. The rst is the socalled \curse of dimensionality": As the multivariate dimension grows, joint estimation of the full model becomes infeasible in practice due to the number of parameters that has to be estimated. This problem is not specic to electricity prices, but it is more severe. The reason is that volatility is likely to depend on additional covariates, e.g. weather and market specic stochastic conditioning variables, in addition to periodicity eects similar to those that often characterise the conditional mean dynamics. Moreover, if standard or non-exponential GARCH models are used, then the curse of dimensionality problem is compounded, since the covariates and/or their parameters need to be restricted in estimation in order to ensure the positivity of tted volatility. An example in which such a parameter restriction is needed in electricity price markets is the socalled \inverse leverage eect", as coined by Knittel and Roberts (2005) , whereby negative shocks in one period leads to a reduction in volatility in the next period.
1 Knittel and Roberts (2005) avoid the need for a restriction by using Nelson's (1991) Exponential GARCH (EGARCH). However, as is well-known, the EGARCH is not robust to spikes.
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This leads to the second main challenge in the modelling of electricity prices: The occurrence of price spikes. It is well-known that the ordinary GARCH model is not robust to such spikes. This is because the spikes aect estimation and inference inadvertently , Gregory and Reeves (2010) ), and because it makes the model propensive to volatility forecast failure subsequent to the spikes, see e.g. Harvey and Sucarrat (2014, Introduction) . One multivariate model specication that has been put forward as being able to accommodate fat-tailed standardised errors, is the exponential version of the Generalised Autoregressive Score (GAS) model, see e.g. Creal et al. (2011) . However, even univariate versions of this model can be very dicult to estimate due to its nature (see the section on \Computational challenges" in Sucarrat (2013, p. 142)) , and the problem is compounded even further in the multivariate case.
We propose a multivariate model of electricity price volatility that is robust to spikes, that sidesteps the curse of dimensionality through equation-by-equation estimation, and which can include both deterministic and stochastic covariates to accommodate periodicity eects, leverage, the eect of weather-related variables, and so on. The model we propose is a multivariate multiplicative component log-GARCH-X model that decomposes volatility multiplicatively into a non-stationary 1 In stock markets, by contrast, a negative shock is usually followed by an increase. Arguably, the inverse leverage eect should instead be referred to as negative asymmetry, since the eect is not due to leverage in many markets (e.g. electricity and currency markets), and because a negative parameter value is not obtained as the mathematical inverse of a positive parameter.
2 This is the reason why Nelson proposed his model in combination with the Generalised Error Distribution (GED) rather than with the standardised Student's t, since the unconditional variance will generally not exist if the standardised error is distributed as the latter, see Nelson (1991, p. 365 ). deterministic part of arbitrary form, and a stationary stochastic part. In order to enable equation-by-equation estimation, we make use of recent ideas developed formally in Francq and Zako an (2015) , and in Francq and Sucarrat (2015) . In particular, our model allows for feedback volatility eects among the equations, and Dynamic Conditional Correlations (DCCs) that { optionally { can be estimated subsequent to the volatility equations. As long as the DCC specication is appropriately chosen, this will ensure positive deniteness of the conditional covariance matrix. The model we propose can be viewed as a generalisation of Sucarrat et al. (2016, Section 4) in two ways. First, the deterministic component is much more general, since it can be of arbitrary form (i.e. it needs not be a linear combination of non-stochastic covariates). Second, we set up the estimation problem in such a way that the deterministic and stationary parts can be estimated separately, each by common methods that are widely available. In particular, in many cases the deterministic part will be estimable by an Ordinary Least Squares (OLS) regression, and the stochastic part will be estimable via an ARMA-regression. The equation-by-equation estimation procedure that we propose is thus readily implemented in software that is widely available. We use the model to study the multivariate volatility of hourly day-ahead system prices at Nord Pool. We nd extensive evidence of periodicity in the volatility in that it depends on the day-of-the-week, and in that volatility dynamics varies intradaily. We also nd extensive evidence of volatility feedback from adjacent hours. Leverage (of positive type), however, is only present in about half the instances, and it is at its strongest from 1am to 6am. In only a single instance { at midnight { does a plain log-GARCH(1,1) without periodicity provide a better t of the volatility. Finally, we also nd that the corrected DCC (cDCC) of Aielli (2013) provides a better t of the conditional correlations than a Constant Conditional Correlation (CCC) specication. Interestingly, the conditional correlations are found to be at their strongest among adjacent hours, and that the strength is inversely related to the degree of adjacency: The further away, the weaker the correlation. This has implication for risk-management, since it implies that portfolios risk is reduced if the degree of adjacency among the portfolio components is reduced.
The rest of the paper is organised as follows. The next section, Section 2, outlines the model and the equation-by-equation estimation procedure. Section 3 contains our study of hourly day-ahead price volatility at Nord Pool. Section 4 contains the conclusions, whereas tables and gures are located at the end after the references. Alternatively, if r t is relative return (this approach is preferable in markets where negative prices are possible), then S t = (r t + 1) S t 1 . Finally, to accommodate that our model belongs to the log-GARCH class of models, and in order to enable equation-by-equation estimation, we need to add the two assumptions m = 1; : : : ; M : P t 1 ( mt = 0) = 0; (4) mt is independent of p t 1 ; (5) where P t 1 (¡) denotes a probability conditional on the past. The rst assumption is standard in log-GARCH models, but can be relaxed via the modications suggested in Sucarrat and Escribano (2013) , and in . The second assumption enables equation-by-equation estimation of 2 t in the case where the conditional correlations (i.e. the o-diagonals of R t ) are dynamic and dependent on the past, i.e. they are DCCs, see Francq and Zako an (2015) , and Francq and Sucarrat (2015) .
Periodic volatility means volatility is not covariance-stationary, since then the unconditional variance E( 2 t ) depends on t. The most common approach to nonstationary volatility is to decompose 2 t multiplicatively, see (amongst other) Van Bellegem and Von Sachs (2004), Engle and Rangel (2008) , Mazur and Pipien (2012) , and Terasvirta (2014a, 2014b) . This means where g t is the non-stationary component and h t is the stationary component (typically a GARCH-like process). In our model, the non-stationary component is specied as ln g t = (ln g 1 ( 1 ; x 1t ); : : : ; ln g M ( M ; x Mt )) H ; (7) where ln g 1 ; : : : ; ln g M are known functions (linear or nonlinear), x 1t ; : : : ; x Mt are known, non-stochastic regressors, and 1 ; : : : ; M are unknown parameters to be estimated. We do not restrict the x mt 's nor the functions ln g m to be equal across equations, and the ln g m 's can assume a variety of shapes. In the simplest case the ln g m 's are linear functions made up of time dummies (calendar eects, etc.), but it can also assume the shape of an exponential spline as in Engle and Rangel (2008) , the Fourier Flexible Form (FFF) as in Mazur and Pipien (2012) , or smooth threshold models as in Terasvirta (2014a, 2014b) . Under appropriate assumptions, the functions may also be estimated nonparametrically, as in Van Bellegem and Von Sachs (2004) .
The stationary component is specied as 
Equation-by-equation estimation
In our model, given by (1)- (8) 2. Fit an ARMA model to the residuals b y mt from the rst step. Below, we show that the error-term y mt from Step 1 is in fact governed by a meancorrected ARMA representation of ln h mt . Due to the relationships between the parameters of the log-GARCH model and the parameters of the meancorrected ARMA-representation, this provides consistent estimates of all the log-GARCH parameters apart from the intercept ! m . As we will show, however, an estimate of ! m is not needed in order to estimate 2 mt . Nevertheless, ! m can { if needed { be estimated subsequently in a fourth step (see below).
3. Estimate the log-moment E(ln 2 mt ) needed to complete the estimate of 2 mt .
As we show below, estimation of E(ln 2 mt ) is straightforward by means of a simple formula made up of the residuals from Step 2. We now provide the details of this three step estimator.
Step 1 Step 2 consists of estimating (17) Step 3 thus consists of estimating E(ln Step 2. (20) is the smearing estimate of Duan (1983 (23) where is a parameter-matrix of appropriate size. Contrary to non-exponential GARCH models, we do not need to impose any non-negativity constraints on , nor on the variables in x where y m;t , y t and u mt are dened as earlier. The practical consequence of this is that the three step estimation procedure described above only requires one minor modication: Estimate (25) instead of (17) in Step 2. The other steps are unchanged, and if an estimate of ! m is needed, then formula (22) can still be used.
Dynamic Conditional Correlations (DCCs)
Assumption (5) (2013), see e.g. the empirical section of Francq and Sucarrat (2015) . Another option is the robust (to spikes) DCC model proposed for electricity prices by Dupuis (2016) . 3 The volatility of hourly day-ahead system prices at Nord Pool
Data
Nord Pool Spot AS is one of the largest energy exchanges in the world measured in traded volume of terrawatts per hour (TWh). Currently 380 members operate on the exchange, and these include public and private energy producers, energy intensive industries, large consumers, distributors, funds, investment companies, banks, brokers, utility companies and nancial institutions. Arguably, the most important price at the exchange is the \system price". This is because it constitutes some sort of aggregate or equilibrium price (it is determined by the intersection of the aggregate supply and demand curves of all bids and oers), and because it is used as reference in nancial contracts { used for hedging and risk management { traded at Nasdaq Commodities.
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Our rawdata consist of the hourly day-ahead system prices in Euros per kw/h from 1 January 2010 to 20 May 2014. This amounts to T = 1601 daily observations for each m before dierencing and lagging. The price at day t in hour m we denote S mt , where m = 1; : : : ; 24. Note that S 1t should be interpreted as the price from midnight to 1am in day t, S 2t is the price from 1am to 2am in day t, and so on. The daily log-return for hour m, denoted r mt , is dened as ln S m;t ln S m;t 1 , i.e. the daily log-return for hour m. Graphs of S mt and r mt are contained in Figures 1 and 2, whereas the top graph in Figure 3 . The prices and returns exhibit the usual characteristics, i.e. that price variability is substantially larger than those of stocks, stock indices and exchange rates, and that big spikes or jumps occur relatively frequently. On average, the price is highest at 9am and lowest at 4am. There are no negative prices in our data, but ve spurious zeros due to daylight saving time.
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These zeros we replace by the average of the two adjacent values. 
Models of the mean and volatility
We start by tting a conditional mean specication to the vector r t of daily returns.
A restricted Vector Autoregressive (VAR) model is formulated and estimated, where each equation contains its own AR-lags from 1 to 7 and daily impulse dummies (Tuesday to Sunday). The total number of estimated parameters in each equation is thus fourteen: One intercept + seven AR-parameters + six dummy-parameters.
The second column of Table 1 and the second graph in Figure 3 contain the Rsquareds of the twenty-four conditional mean equations. As is clear, predictability varies substantially across the day, since the R-squareds range from only 5% when m = 1 to a peak of 50% when m = 9. As a whole, the graph clearly indicates that the explanatory power is higher in peak hours, i.e. from about m = 7 to about m = 19.
We t ve dierent multivariate volatility models to the vector of errors t . The models we label (a) { (e), and in each of the ve models equation m is given by The idea is to include those log-ARCH terms that are most likely to have a feedback eect on the volatility of equation m. Finally, the variable x m;t 1 is a lagged meancorrected asymmetry or \leverage" term, where the lagged asymmetry term is given by I f m;t 1 <0g .
Estimation of the ve multivariate models all together takes about thirty seconds on an average laptop, and we experience no numerical issues. estimation results are contained in Table 1 . For comparison we use the Schwarz (1978) information criterion (BIC), which favours parsimony. The best model in hour m according to the BIC is identied with an asterisk ( £ ) to the right of its BICvalue. In all but one case the best model is either (d) or (e). In other words, in all but one case the best model contains periodicity and feedback terms. The exception occurs at midnight, i.e. for m = 24, in which model (a) is the best according to the BIC. If we only compare (a), (b) and (c) against each other to obtain a more detailed idea of the importance of periodicity, then we see that either (b) or (c) performs better in 17 out of the 24 hours. Moreover, the periods in which (a) performs better are clustered in the evening, since they are m = 17; 18; 19; 20; 21; 22 and 24. Finally, with respect to leverage, equation (e) performs better than (d) in 12 instances, whereas the opposite is the case in 11 instances. In other words, there is evidence of leverage in about half of the hours. Interestingly, whenever present, the leverage is always positive { i.e. we nd no evidence of the socalled inverse (i.e. negative) leverage eect, and most of the instances of leverage occurs at night from m = 21 to m = 6. Summarised, then, our results provides extensive evidence of periodicity and feedback eects in the volatility, and in about half of the hours there is leverage. In only a single instance, at midnight, did the plain log-GARCH(1,1) perform better than the other specications.
The third, fourth and fth graphs in Figure 3 m . The estimated value is zero if the best model in hour m does not contain leverage, and it is notable that the strongest impact is clustered at night, from m = 1 to m = 6. Thereafter, leverage is either zero or very small.
Dynamic Conditional Correlations
To obtain estimates of the o-diagonals of H t , an estimate of R t = E t 1 ( H t t ) is needed. To this end we t the corrected DCC (cDCC) model of Aielli (2013) , which is a modied version of Engle's (2002) is that of model (d). And so on.
Recalling that R t is both the conditional correlation and covariance matrix of t , estimation of 1 and 2 by Gaussian Quasi Maximum Likelihood ( E( 1t 1t ) = 1. Next, the unconditional correlations fall gradually until they reach their lowest point at m = 23, in which the estimate is 0.2. In other words, almost without exception b E( it m+1;t ) is stronger than b E( it m+2;t ), which is stronger than b E( it m+3;t ), and so on. Similarly, whenever i > 1, b E( it m 1;t ) is stronger than b E( it m 2;t ), which is stronger than b E( it m 3;t ), and so on. So just as in the case of volatility feedback (see above), there is a clear adjacency eect among correlations.
Estimation of the cDCC entails tting a total of 24 ¡ (24 1)=2 = 276 distinct conditional correlation paths. Figure 5 contains graphs of the rst 24, i.e. of b E t 1 ( 1t mt ) for m = 1; : : : ; 24. Graphically, they appear relatively at around their unconditional values, so one may ask whether the cDCC provides a better t than a Constant Conditional Correlation (CCC) specication. The Gaussian loglikelihood of the cDCC is given by the formula in (27) at the estimated values b 1 , b 2 . Similarly, the log-likelihood of the CCC specication is obtained by replacing b R t with the sample covariance matrix of b t b H t in the same formula. The two values are 20725:7 (cDCC) and 20938:0 (CCC), so the former produces a better t in terms of the (quasi) log-likelihood. In terms of the BIC, computed in terms of the average 13 (quasi) log-likelihood with T = 1592, and dening the cDCC to be characterised by 2 parameters and the CCC by 0, then this yields BIC values of 26.05 (cDCC) and 26.30 (CCC), respectively. In other words, the DCC specication is also warranted according to the BIC. 4 Conclusions
We propose a multivariate model of electricity price volatility that decomposes volatility multiplicatively into a non-stationary part (e.g. periodic) of arbitrary form, and a stationary part with log-GARCH dynamics. The model is robust to spikes or jumps, a common characteristic of electricity prices, the model allows for a rich variety of volatility dynamics without restrictive positivity constraints, it can be estimated equation-by-equation by means of standard methods in widely available software, and Dynamic Conditional Correlations (DCCs) can { optionally { be estimated subsequent to the volatilities. In a study of the hourly day-ahead system prices at Nord Pool, we nd extensive evidence of periodic volatility and volatility feedback, and that about half of the hours exhibit (positive) leverage. The strength of the ARCH, GARCH and leverage eects depend on the hour of the day. In only a single instance (at midnight) does the plain log-GARCH(1,1) perform better than the other specications. We also nd that the conditional correlations are time-varying, and that the conditional correlations are at their strongest in adjacent hours. This may have implications for risk-management, since it implies that portfolios risk is reduced if the degree of adjacency among the components of a portfolio prices is reduced. 
