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Abstract
We investigate the sequence (Pn(z))
∞
n=0 of random polynomials generated by the three-
term recurrence relation Pn+1(z) = zPn(z) − anPn−1(z), n ≥ 1, with initial conditions
Pℓ(z) = z
ℓ, ℓ = 0, 1, assuming that (an)n∈Z is a sequence of positive i.i.d. random variables.
(Pn(z))
∞
n=0 is a sequence of orthogonal polynomials on the real line, and Pn is the charac-
teristic polynomial of a Jacobi matrix Jn. We investigate the relation between the common
distribution of the recurrence coefficients an and two other distributions obtained as weak
limits of the averaged empirical and spectral measures of Jn. Our main result is a descrip-
tion of combinatorial relations between the moments of the aforementioned distributions
in terms of certain classes of colored planar trees. Our approach is combinatorial, and the
starting point of the analysis is a formula of P. Flajolet for weight polynomials associated
with labelled Dyck paths.
Keywords: Random polynomial, orthogonal polynomial, three-term recurrence rela-
tion, spectral measure, Dyck path, colored tree.
MSC 2010: Primary 60G55, 42C05; Secondary 05C05.
1 Introduction
Let µ be a Borel probability measure on (0,+∞), and let (an)n∈Z be a sequence of i.i.d.
random variables with distribution µ, taking values in (0,+∞). We assume that all moments
of µ are finite, i.e.,
mk :=
∫
xkdµ(x) <∞, for all k ∈ Z≥0. (1.1)
We emphasize that these hypotheses will be maintained throughout our work.
In this paper we consider the sequence of random polynomials (Pn)
∞
n=0 generated by the
three-term recurrence relation
zPn(z) = Pn+1(z) + anPn−1(z), n ≥ 1, (1.2)
with initial conditions
Pℓ(z) = z
ℓ, ℓ = 0, 1.
Note that Pn(z) is a monic polynomial of degree n, and for each realization of the random
variables (an)n∈Z, the sequence (Pn(z))
∞
n=0 is a sequence of orthogonal polynomials on the
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real line. The primary goal of this work is to study the relationship between µ and the
asymptotic behavior of two discrete random measures associated with Pn that will be defined
shortly.
Let H denote the tridiagonal infinite matrix
H =

0 1
a1 0 1
a2 0 1
a3 0 1
. . .
. . .
. . .
 (1.3)
and let Hn denote its principal n× n truncation
Hn =

0 1
a1 0
. . .
. . .
. . . 1
an−1 0
 . (1.4)
From the recurrence (1.2) we easily get the relation
Pn(z) = det(zIn −Hn)
with In denoting the n×n identity matrix. Hence the zeros of Pn are the eigenvalues of Hn.
As it is well known, these eigenvalues are real and simple and will be indicated as follows:
λ
(n)
1 < λ
(n)
2 < . . . < λ
(n)
n .
In this paper, we will use the notation
σn :=
1
n
n∑
j=1
δ
λ
(n)
j
(1.5)
for the empirical measure associated with Hn, where δλ denotes as usual the Dirac unit
measure at λ. Since Hn is diagonalizable, we have the relation∫
xk dσn(x) =
1
n
Tr (Hkn), k ∈ Z≥0. (1.6)
We will also analyze another random measure associated with Hn. This is the measure
τn defined on [λ
(n)
1 , λ
(n)
n ] with moments given by∫
xk dτn(x) = 〈Hkne1, e1〉 = Hkn(1, 1), k ∈ Z≥0. (1.7)
Because of the identity
Hkn(1, 1) = J
k
n(1, 1), k ∈ Z≥0,
where Jn is the finite Jacobi matrix
Jn =

0
√
a1
√
a1 0
. . .
. . .
. . .
√
an−1√
an−1 0
 ,
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the measure τn is known as the spectral measure of Jn. A basic result in the theory of finite
Jacobi matrices, which the reader can easily check, is that τn has the expression
τn =
n∑
j=1
q2j,n δλ(n)
j
, qj,n = |v(n)j (1)|, (1.8)
where {v(n)1 , . . . , v(n)n } is any orthonormal basis in Rn formed by eigenvectors associated
with the eigenvalues λ
(n)
1 , . . . , λ
(n)
n , respectively. The first (and last) component of each
eigenvector v
(n)
j is non-zero, so qj,n > 0 for all 1 ≤ j ≤ n, and we have
∑n
j=1 q
2
j,n = 1.
In the theory of orthogonal polynomials on the real line, the coefficients q2j,n are known as
Christoffel numbers. For a description of their important role in the study of orthogonal
polynomials and Pade´ approximation, see e.g. sections 5 and 6 of Chapter 2 in [7].
In this paper we analyze the relationship between µ and two probability distributions
obtained as weak limits of the average measures Eσn and Eτn. Our main result is a combina-
torial description of the mutual relations between the moments of these three distributions
in terms of certain classes of planar trees.
We wish to mention some closely related works on random Jacobi matrices which partly
motivated our work. Popescu [8] studied the asymptotic distribution of eigenvalues of gen-
eral Jacobi matrices assuming certain growth conditions on the off-diagonal entries, and a
boundedness condition on the diagonal entries, see [8, Theorem 1]. Even though the situation
he analyzes differs from ours, in view of [8, Remark 2], it seems that after an appropriate nor-
malization he obtains moment sequences that seem to be related as our sequences (mk)
∞
k=0
and (ωn)
∞
n=0 defined in (1.1) and (3.2). If this is the case, then our Theorem 4.3 provides the
combinatorial interpretation that he posed as an open question in his remark. Duy [4] and
Duy-Shirai [5] studied the asymptotic behavior of spectral measures of Jacobi matrices that
are obtained as tridiagonal models of Gaussian, Wishart and MANOVA beta ensembles.
This paper is structured as follows. In Section 2 we introduce certain classes of lattice
paths and associated weight polynomials. We first express the moments (1.6) and (1.7) in
terms of these weight polynomials. Then we turn our attention to the analysis of weight
polynomials associated with Dyck paths and generalized Dyck paths, and analyze relations
between these polynomials in terms of formal Laurent series. In Section 3 we introduce the
two sequences (αn)
∞
n=0 and (ωn)
∞
n=0 that form the main object of study of our work. In
Proposition 3.1 and Theorem 3.2 we describe some analytic relations between these sequences
and the sequence (mk)
∞
k=0. In Section 4 we introduce four classes of rooted planar trees,
which are used to describe combinatorial relations between the sequences (mk)
∞
k=0, (αn)
∞
n=0,
and (ωn)
∞
n=0, see Theorems 4.1 through 4.4. These combinatorial relations are more direct
than those described in Section 3, as they do not involve the intermediate quantities defined
in (3.3). Finally, in Section 5 we show that under an additional condition, the averages Eτn
and Eσn converge to symmetric probability measures whose even moments are given by the
sequences (αn)
∞
n=0 and (ωn)
∞
n=0, respectively.
2 Lattice paths and associated weight polynomials
In this section we introduce certain lattice paths and associated weight polynomials, which
constitute the first ingredients in our analysis. This approach is classical for the study of
orthogonal polynomials, random polynomials and random matrices. In the area of orthog-
onal polynomials it goes back at least to the work of Viennot [10], and in random matrices
applications of this approach abound.
2.1 Path representation of quantities of interest
We consider the oriented graph G = (V, E) with set of vertices V := Z≥0×Z and set of edges
E := Eu ∪ Ed,
3
where
Eu := {(n,m)→ (n+ 1,m+ 1) : n ∈ Z≥0, m ∈ Z} (the up steps),
Ed := {(n,m)→ (n+ 1,m− 1) : n ∈ Z≥0, m ∈ Z} (the down steps).
Here, v → v′ indicates the edge with initial vertex v and ending vertex v′. By a path on G
we mean a finite sequence of edges
γ = e1e2 · · · ek, (2.1)
where for each 1 ≤ j ≤ k − 1, the ending vertex of ej conicides with the initial vertex of
ej+1. We say that the path in (2.1) has length k. If (n,m) ∈ V is a vertex in the path γ,
we say that γ has height m at time n. We define max(γ) to be the maximum of all the
heights of γ, and min(γ) to be the minimum of all the heights of γ. Also, if q ∈ Z and γ is
a path, we denote by γ + q the path obtained by shifting γ vertically |q| units upwards or
downwards according to whether q is positive or negative.
Let (an)n∈Z be the sequence of random variables that we considered before. To each
edge we associate a weight as follows:
w((n,m)→ (n+ 1, m+ 1)) = 1, w((n,m)→ (n+ 1, m− 1)) = am−1. (2.2)
Hence, all upstep edges have weight 1 and a downstep edge has a weight that depends on
the ordinate of its ending vertex. If γ is now a path on G, we define its weight by
w(γ) =
∏
e⊂γ
w(e), (2.3)
the product being taken over all edges of γ.
With these notions introduced, we now turn to the analysis of the traces Tr (Hkn), where
Hn is the n× n matrix in (1.4). We have
Tr (Hkn) =
∑
1≤i1,...,ik≤n
hi1,i2hi2,i3 · · ·hik−1,ikhik,i1 , (2.4)
where hi,j , i, j ≥ 1, is the (i, j)-entry of H . For short, we will write
hi := hi1,i2hi2,i3 · · ·hik−1,ikhik,i1 , i := (i1, i2, . . . , ik, i1). (2.5)
From the form of Hn it follows that the only nonzero terms (2.5) that appear in the trace
(2.4) are those associated with vectors i such that for each j = 1, . . . , k, we have |ij−ij+1| = 1
(where ik+1 = i1).
With this in mind, we defineA(n, k, i) to be the set of all vectors i = (i1, . . . , ik+1) ∈ Nk+1
with the following properties:
1) Each component satisfies 1 ≤ ij ≤ n, and ik+1 = i1 = i.
2) For each j = 1, . . . , k, we have |ij − ij+1| = 1.
To each vector i ∈ A(n, k, i) we associate a path γi = e1e2 · · · ek of length k on G having
edges
ej : (j − 1, ij)→ (j, ij+1), 1 ≤ j ≤ k. (2.6)
Thus, γi is a path with starting point (0, i1) and ending point (k, i1). It is clear that the map
i 7→ γi is one-to-one, and we will denote by P(n, k, i) the image under this map of A(n, k, i).
Thus, P(n, k, i) is the collection of all paths γ on G satisfying 1 ≤ min(γ) ≤ max(γ) ≤ n
and having initial point (0, i) and ending point (k, i).
In virtue of (2.4) and (2.5) we have
Tr (Hkn) =
n∑
i=1
∑
i∈A(n,k,i)
hi =
n∑
i=1
∑
i∈A(n,k,i)
w(γi)
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where the second equality follows from the fact that for each 1 ≤ j ≤ k, the entry hij ,ij+1
is precisely the weight of the edge ej in (2.6). In virtue of the bijection between A(n, k, i)
and P(n, k, i), we can also write
Tr (Hkn) =
n∑
i=1
∑
γ∈P(n,k,i)
w(γ). (2.7)
Similarly, the (1, 1)-entry of Hkn can be expressed in the form
Hkn(1, 1) =
∑
γ∈P(n,k,1)
w(γ). (2.8)
If γ ∈ P(n, k, i), since the path starts and ends at the same height, necessarily
card {up steps in γ} = card {down steps in γ}, (2.9)
implying that k is even (k is the total number of edges in γ). In particular, if k is odd, then
P(n, k, i) = ∅ for all 1 ≤ i ≤ n, and therefore
k odd =⇒ Tr (Hkn) = Hkn(1, 1) = 0. (2.10)
2.2 Generalized Dyck paths and associated weight polynomi-
als
In the previous subsection we observed that the trace of Hkn is naturally associated with
the collections of paths P(n, k, i). However, for the asymptotic analysis of these traces, it is
convenient to consider a more uniform and less restricted collection of paths that we define
next.
For any n ∈ Z≥0, let Pn denote the collection of all paths on G of length 2n with starting
point (0, 0) and ending point (2n, 0). We will refer to Pn as the collection of generalized Dyck
paths of length 2n (also known as flawed Dyck paths). Note that there are
(
2n
n
)
different
paths in Pn.
There are two natural involutions I : Pn −→ Pn that can be defined on Pn, i.e., maps
with the property that I2 is the identity. One is the map γ 7→ γ defined by taking the
symmetric image with respect to the real axis, and the other one is the map γ 7→ γ∗ defined
by taking the symmetric image with respect to the vertical line x = n.
An important subset of Pn is the collection of Dyck paths of length 2n, which we will
denote by Dn. This collection consists of those paths γ ∈ Pn such that min(γ) = 0. It is
well known that the cardinality of Dn is
Cn =
1
n+ 1
(
2n
n
)
,
the nth Catalan number. Observe also that Dn = D∗n, i.e., Dn is invariant under the
involution γ 7→ γ∗. See Figures 1 and 2 for examples of a Dyck path and a generalized Dyck
path.
To make our formulas below more symmetric, we will adopt a new notation for the
random variables an with n < 0, namely we define
bn := a−n−1, n ∈ Z≥0. (2.11)
We now introduce three sequences of polynomials (Wn)
∞
n=0, (An)
∞
n=0 and (Bn)
∞
n=0, de-
fined as the weight polynomials associated with the collections of paths Pn, Dn and Dn,
5
1 2 3 4 5 6 7 8 9 10 11 12 13 14
1
2
3
Figure 1: Example of a Dyck path of length 14 with weight a30a
3
1a2.
1 2 3 4 5 6 7 8 9 10 11 12 13 14
1
2
0
−1
−2
Figure 2: Example of a generalized Dyck path of length 14 with weight a20a1b
3
0b1.
respectively, where Dn is the image of Dn under the map γ 7→ γ. Precisely, for each n ∈ Z≥0,
we let
Wn =
∑
γ∈Pn
w(γ), (2.12)
An =
∑
γ∈Dn
w(γ), (2.13)
Bn =
∑
γ∈Dn
w(γ), (2.14)
where by definition W0 = A0 = B0 = 1. In general, if S ⊂ Pn, then we call the expression∑
γ∈S
w(γ)
the weight polynomial associated with S .
Observe that Wn is a polynomial in the 2n variables a0, . . . , an−1 and b0, . . . , bn−1, while
An and Bn are polynomials in the n variables a0, . . . , an−1 and b0, . . . , bn−1, respectively.
To emphasize this dependence, sometimes we write
Wn = Wn(a0, . . . , an−1; b0, . . . , bn−1),
An = An(a0, . . . , an−1),
Bn = Bn(b0, . . . , bn−1).
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The explicit expressions of some of these polynomials are given below:
A0 = 1
A1 = a0
A2 = a0(a0 + a1)
A3 = a0(a
2
0 + 2a0a1 + a
2
1 + a1a2)
W0 = 1
W1 = a0 + b0
W2 = a0(a0 + a1) + 2a0b0 + b0(b0 + b1)
W3 = a0(a
2
0 + 2a0a1 + a
2
1 + a1a2) + a0b0(3a0 + 3b0 + 2a1 + 2b1) + b0(b
2
0 + 2b0b1 + b
2
1 + b1b2).
In the following proposition we gather some elementary properties of these weight poly-
nomials:
Proposition 2.1. The following properties hold for every n ∈ Z≥0:
1) The polynomials Wn, An, Bn are homogeneous polynomials of degree n.
2) We have the symmetry property
Wn(a0, . . . , an−1; b0, . . . , bn−1) = Wn(b0, . . . , bn−1; a0, . . . , an−1).
3) We have
Bn = An(b0, . . . , bn−1).
Proof. The weight of any path γ ∈ Pn is the product of n variables in {ai, bi}n−1i=0 since the
path contains exactly n down steps. This proves the first statement.
It is easy to see that for any γ ∈ Pn, w(γ) is obtained from w(γ) by replacing any
variable ai by bi, and any variable bi by ai. Therefore
Wn(a0, . . . , an−1; b0, . . . , bn−1) =
∑
γ∈Pn
w(γ) =
∑
γ∈Pn
w(γ) = Wn(b0 . . . , bn−1; a0, . . . , an−1).
The third statement is obvious.
We also need to define the following polynomials obtained from (2.13)–(2.14) by shifting
the variables. For each k ≥ 0, let
A(k)n := An(ak, . . . , ak+n−1) n ≥ 0, (2.15)
B(k)n := Bn(bk, . . . , bk+n−1) n ≥ 0, (2.16)
in particular An = A
(0)
n , Bn = B
(0)
n for all n.
In this paper we will frequently use formal Laurent series in the space C((z−1)), equipped
with the usual addition and multiplication of series, which makes this space a field. We define
the following series:
W (z) :=
∞∑
n=0
Wn
z2n+1
, (2.17)
A(k)(z) :=
∞∑
n=0
A
(k)
n
z2n+1
, k ≥ 0, (2.18)
B(k)(z) :=
∞∑
n=0
B
(k)
n
z2n+1
, k ≥ 0. (2.19)
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In the case k = 0, we use the notation
A(z) :=
∞∑
n=0
An
z2n+1
, (2.20)
B(z) :=
∞∑
n=0
Bn
z2n+1
. (2.21)
The decoupling formula that we present in (2.22) is well-known in the theory of deter-
ministic bi-infinite Jacobi matrices and is due to Masson-Repka [6], who gave an analytic
proof of it in their paper. We give here a combinatorial proof of this formula based on lattice
paths.
Proposition 2.2. The following relation holds:
W (z) =
1
z − a0A(1)(z)− b0B(1)(z) . (2.22)
We also have that for each k ≥ 0,
A(k)(z) =
1
z − akA(k+1)(z) , (2.23)
B(k)(z) =
1
z − bkB(k+1)(z) . (2.24)
Proof. First, consider the set P̂n ⊂ Pn consisting of all paths γ that do not touch the real line
except at times 0 and 2n. The portion of a path γ ∈ P̂n that corresponds to the time interval
[1, 2n − 1] is either above the line y = 1 or below the line y = −1, and therefore it can be
identified with the translation of a path in Dn−1 or in Dn−1, respectively. This identification
shows that the weight polynomial of P̂n is exactly the polynomial a0A(1)n−1 + b0B(1)n−1.
We can partition the set Pn into different subsets by looking at the first time that a
path returns to zero. For each k = 1, . . . , n, we define Sk ⊂ Pn to be the set of all paths
that return first to zero at time 2k. Then the sets Sk indeed form a partition of Pn, and
any path in Sk is a concatenation of a path in P̂k with a horizontal translation of a path in
Pn−k. Hence the weight polynomial of Sk is (a0A(1)k−1+ b0B(1)k−1)Wn−k and adding we obtain
the relation
Wn =
n∑
k=1
(a0A
(1)
k−1 + b0B
(1)
k−1)Wn−k, n ≥ 1.
In terms of series this means
zW (z)− 1 = (a0A(1)(z) + b0B(1)(z))W (z),
which gives (2.22).
If we use the same argument above, replacing Pn by Dn and Dn, we will obtain (2.23)–
(2.24) in the case k = 0. Since the polynomials A(k) and B(k) all have the same structure,
it is obvious that the same relation will also hold for any k ≥ 1.
Corollary 2.3. We have the relation
W (z) =
1
A(z)−1 +B(z)−1 − z . (2.25)
For any k ≥ 1, we have
A(z) =
1
z − a0
z − a1
z − . . . − ak−1
z − akA(k+1)(z)
, (2.26)
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and a similar identity holds between the B polynomials.
Proof. The relations follow immediately from (2.22)–(2.24).
In view of (2.25) and (2.26), the series A(z) and W (z) are naturally connected to certain
random continued fractions:
A(z)→ 1
z − a0
z − a1
z − a2
. . .
W (z)→ 1
z − a0
z − a1
z − a2
. . .
− b0
z − b1
z − b2
. . .
.
2.3 Explicit formulae for the weight polynomials
In this subsection we give some explicit formulae for the weight polynomials defined in
(2.12)–(2.14). We first introduce some definitions and notations.
Given an integer n ≥ 1, let
C(n) := {(n0, . . . , nr) : n0 + · · ·+ nr = n, nj ∈ N for all 0 ≤ j ≤ r} (2.27)
denote the set of all integer compositions of n. For example,
C(4) = {(4), (3, 1), (1, 3), (2, 2), (2, 1, 1), (1, 2, 1), (1, 1, 2), (1, 1, 1, 1)}.
It is also convenient to define the set
C(0) := {e} (2.28)
whose only element is the empty sequence e.
The following formulas for the polynomials An and Bn are due to Flajolet [3, Prop. 3B]:
For any n ∈ Z≥0,
An =
∑
(n0,...,nr)∈C(n)
(
n0 + n1 − 1
n0 − 1
)(
n1 + n2 − 1
n1 − 1
)
· · ·
(
nr−1 + nr − 1
nr−1 − 1
)
an00 a
n1
1 · · · anrr ,
(2.29)
Bn =
∑
(n0,...,nr)∈C(n)
(
n0 + n1 − 1
n0 − 1
)(
n1 + n2 − 1
n1 − 1
)
· · ·
(
nr−1 + nr − 1
nr−1 − 1
)
bn00 b
n1
1 · · · bnrr .
(2.30)
In the case n = 0, we understand the right-hand sides of (2.29)–(2.30) to be 1, and if n ≥ 1,
r = 0, the product of the binomials to be 1 as well. In [3], Flajolet gives the polynomials
An the name Stieltjes-Rogers polynomials.
In order to make our formulas below more compact and manageable, we introduce some
more definitions and notations. Given n ∈ Z≥0 and a composition n ∈ C(n), we define
ρ1(n) :=
{∏r−1
j=0
(
nj+nj+1−1
nj−1
)
if n = (n0, . . . , nr), r ≥ 1,
1 if n = (n), n ≥ 1, or n = e, (2.31)
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where e is the element in (2.28). We also define
a(n) :=
{∏r
j=0 a
nj
j if n = (n0, . . . , nr), r ≥ 0,
1 if n = e,
(2.32)
and similarly
b(n) :=
{∏r
j=0 b
nj
j if n = (n0, . . . , nr), r ≥ 0,
1 if n = e.
(2.33)
With these definitions, (2.29)–(2.30) take the form
An =
∑
n∈C(n)
ρ1(n)a(n), (2.34)
Bn =
∑
n∈C(n)
ρ1(n) b(n). (2.35)
Our main goal in this subsection is to prove a formula for the polynomials Wn that is
analogous to (2.34)–(2.34). To accomplish this we need some more definitions.
Given n ∈ Z≥0, let
Ĉ(n) :=
n⋃
j=0
C(j) × C(n− j), (2.36)
i.e., Ĉ(n) consists of all pairs (p, q) with p ∈ C(j) and q ∈ C(n − j) for some 0 ≤ j ≤ n.
Additionally, for a given (p, q) ∈ Ĉ(n) we define
ρ2((p, q)) :=

(
n0+n
′
0
n0
)
ρ1(p) ρ1(q) if p = (n0, . . . , nr), r ≥ 0, q = (n′0, . . . , n′s), s ≥ 0,
ρ1(p) if q = e,
ρ1(q) if p = e.
(2.37)
Using (2.36)–(2.37), we give in (2.46) below a formula for Wn.
In the sequel, we use the notation
X(z) := A(1)(z), Y (z) := B(1)(z),
see (2.18)–(2.19). Then, in virtue of (2.22)–(2.24), we have
W (z) =
1
z − (a0X(z) + b0Y (z)) , (2.38)
A(z) =
1
z − a0X(z) , (2.39)
B(z) =
1
z − b0Y (z) . (2.40)
Finally, given a formal Laurent series S(z) ∈ C((z−1)), the notation [S]n will indicate
the coefficient of z−n in the expression of S(z). If S(z) is not the zero series, we define
deg(S) := max{n ∈ Z : [S]−n 6= 0}. (2.41)
Note that this agrees with the definition of degree of a polynomial in z.
Proposition 2.4. For any n ≥ 0,
An =
n∑
k=0
ak0 [X
k]2n−k ,
Bn =
n∑
k=0
bk0 [Y
k]2n−k.
(2.42)
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Moreover, for every k = 0, . . . , n,
[Xk]2n−k =
∑
(n1,...,nr)∈C(n−k)
(
k + n1 − 1
k − 1
)(
n1 + n2 − 1
n1 − 1
)
· · ·
(
nr−1 + nr − 1
nr−1 − 1
)
an11 · · · anrr ,
(2.43)
[Y k]2n−k =
∑
(n1,...,nr)∈C(n−k)
(
k + n1 − 1
k − 1
)(
n1 + n2 − 1
n1 − 1
)
· · ·
(
nr−1 + nr − 1
nr−1 − 1
)
bn11 · · · bnrr ,
(2.44)
where C(n−k) is defined in (2.27)–(2.28). The right-hand side in (2.43)–(2.44) is understood
to be 1 in the case n = k. For each k = 0, . . . , n, the expression ak0 [X
k]2n−k is the weight
polynomial associated with the set of all Dyck paths of length 2n with exactly k returns to
zero.
Proof. The two formulas in (2.42) follow immediately from Lemma 6.1 and the two relations
(2.39)–(2.40).
To justify (2.43), observe that the first relation in (2.42) gives a decomposition of An
into n + 1 different groups of terms, where the group ak0 [X
k]2n−k gathers all terms in the
expression of An whose a0 factor is exactly a
k
0 . Therefore, the expression for a
k
0 [X
k]2n−k
is obtained by taking n0 = k in (2.29). This gives immediately (2.43) after dividing by a
k
0 .
The proof for (2.44) is obviously the same. The last statement in the Lemma also follows
immediately.
In the proof of (2.46) below, we will apply (2.43)–(2.44) in the case when k = 0, n > 0.
In this case, we obviously have [Xk]2n−k = [Y
k]2n−k = 0, which we get through the formulas
(2.43)–(2.44) if we adopt, as in [3], the convention(
n
−1
)
= δn,−1 (2.45)
where δ is Kronecker’s symbol. Indeed, if k = 0, n > 0, with this convention we get(
k+n1−1
k−1
)
=
(
n1−1
−1
)
= 0 since n1 ≥ 1.
Theorem 2.5. The following formula holds for every n ≥ 0:
Wn =
∑
(p,q)∈Ĉ(n)
ρ2((p, q))a(p) b(q), (2.46)
see (2.36)–(2.37) and (2.32)–(2.33) for the meaning of notation.
Proof. First, from (2.38) and Lemma 6.1, we obtain that for every n ≥ 0,
Wn =
n∑
m=0
[(a0X + b0Y )
m]2n−m =
n∑
m=0
m∑
k=0
(
m
k
)
ak0 b
m−k
0 [X
k Y m−k]2n−m. (2.47)
In order to make the formula symmetric, we rewrite the above expression in the form
Wn =
n∑
m=0
∑
n0+n
′
0=m
(
n0 + n
′
0
n0
)
an00 b
n′0
0 [X
n0 Y n
′
0 ]2n−m, (2.48)
where the second summation is taken over the set
{(n0, n′0) ∈ Z2≥0 : n0 + n′0 = m}.
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Now we identify the coefficient [Xn0 Y n
′
0 ]2n−m in the series expansion of X
n0 Y n
′
0 . Writing
Xn0 (z)Y n
′
0(z) =
∞∑
i=0
[Xn0 ]n0+2i
zn0+2i
∞∑
j=0
[Y n
′
0 ]n′0+2j
zn
′
0+2j
,
we deduce that
[Xn0 Y n
′
0 ]2n−m =
n−m∑
j=0
[Xn0 ]n0+2j [Y
n′0 ]2n−m−2j−n0 . (2.49)
Applying (2.43)–(2.44),
[Xn0 ]n0+2j =
∑
(n1,...,nr)∈C(j)
(
n0 + n1 − 1
n0 − 1
)
· · ·
(
nr−1 + nr − 1
nr−1 − 1
)
an11 · · · anrr , (2.50)
[Y n
′
0 ]2n−m−2j−n0 =
∑
(n′1,...,n
′
s)∈C(n−m−j)
(
n′0 + n
′
1 − 1
n′0 − 1
)
· · ·
(
n′s−1 + n
′
s − 1
n′s−1 − 1
)
b
n′1
1 · · · bn
′
s
s .
(2.51)
Combining (2.48)–(2.51) we obtain
Wn =
n∑
m=0
∑
n0+n
′
0=m
n−m∑
j=0
∑
(n1,...,nr)∈C(j)
(n′1,...,n
′
s)∈C(n−m−j)
π(n0, . . . , nr;n
′
0, . . . , n
′
s) a
n0
0 · · · anrr bn
′
0
0 · · · bn
′
s
s
(2.52)
where
π(n0, . . . , nr;n
′
0, . . . , n
′
s) =
(
n0 + n
′
0
n0
)
×
r−1∏
k=0
(
nk + nk+1 − 1
nk − 1
)
×
s−1∏
k=0
(
n′k + n
′
k+1 − 1
n′k − 1
)
.
(2.53)
The expression in (2.52) reduces to the expression in (2.46). Indeed, observe first that some
terms in (2.52) give a null contribution. These are the terms obtained by taking n0 = 0 and
j > 0, or taking n′0 = 0 and j < n − m. In both cases the expression (2.53) is zero as a
consequence of (2.45). In the remaining cases, if we construct the vectors p = (n0, . . . , nr)
and q = (n′0, . . . , n
′
s), then clearly (p, q) ∈ Ĉ(n) (if one of the vectors is the zero vector, we
identify it with the element e in C(0)) and we have
π(n0, . . . , nr;n
′
0, . . . , n
′
s) a
n0
0 · · · anrr bn
′
0
0 · · · bn
′
s
s = ρ2((p, q)) a(p) b(q).
It is also clear that there is a one-to-one correspondance between the terms in (2.52) that
give a non-zero contribution and the set of all pairs (p, q) ∈ Ĉ(n). With this we conclude
the proof.
Below we present alternative formulae for the polynomials An and Wn. These formulae
are, however, not convenient for our purposes, and they will not be used in the rest of the
paper, but we include them for their independent interest. Formula (2.54) for An appears
in Touchard [9]. It is also a particular case of what Aptekarev-Kaliaguine-Van Iseghem [1,
sections 1 and 3] call genetic sums. For the sake of completeness, we give an independent
proof of (2.54). Note also that, in contrast to (2.46), the formula given below for Wn is
asymmetric, in the sense that we write Wn as a polynomial in the variables {aj}n−1j=−n,
instead of the variables {aj , bj}n−1j=0 .
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Proposition 2.6. The following formulas hold for every n ≥ 0,
An =
0∑
i1=0
i1+1∑
i2=0
i2+1∑
i3=0
· · ·
in−1+1∑
in=0
n∏
j=1
aij , (2.54)
Wn =
n−1∑
i1=−1
n−2∑
i2=i1−1
n−3∑
i3=i2−1
· · ·
0∑
in=in−1−1
n∏
j=1
aij . (2.55)
Proof. Given a general path γ ∈ Pn, we denote by dj , j = 1, . . . , n, the jth down step edge
of γ, counting from left to right.
We first prove (2.55). For each j = 1, . . . , n, let aij be the weight of the edge dj in
the general path γ, i.e., aij = w(dj), cf. (2.2). We first look at the possible values for
ai1 = w(d1). These values are clearly those with index in the range −1 ≤ i1 ≤ n − 1, and
observe that the number of up step edges that precede d1 is i1 + 1. Indeed, i1 = −1 if
d1 is the first edge in γ, i1 = 0 if d1 is the second edge in γ, and so on, up to the value
i1 = n − 1 in case that the first n edges in γ are all up step edges. For a fixed value of
i1, the number of remaining up step edges that follow d1 is n − i1 − 1. Hence the possible
values for ai2 = w(d2) are those with index in the range i1 − 1 ≤ i2 ≤ n − 2, where the
upper bound is obtained by adding n − i1 − 1, the number of remaining up step edges, to
i1 − 1. For a fixed value of i2 in that range, the total number of up step edges that precede
d2 is (i1 + 1) + (i2 − i1 + 1) = i2 + 2, so the total number of up step edges that follow d2
is n− i2 − 2. In general, given 2 ≤ j ≤ n, suppose that one of the possible values for ij−1
is fixed, and the number of up step edges that follow dj−1 is n− ij−1 − j + 1. Then clearly
the possible values for ij are in the range ij−1 − 1 ≤ ij ≤ n− j, and the number of up step
edges that follow dj is n − ij − j. This shows that the collection of all possible values for
w(γ), γ ∈ Pn, is exactly given by (2.55).
The proof of (2.54) follows the same reasoning, with the difference that the analysis is
done backwards instead of forward. Now we let aij := w(dn−j+1), 1 ≤ j ≤ m, so ai1 is the
weight of the last down step dn, ai2 is the weight of dn−1, and so on. If γ ∈ Dn is a Dyck
path, then necessarily its last edge is the down step edge dn that joins the points (2n− 1, 1)
and (2n, 0), hence ai1 = a0. The possible values for ai2 are a0 (if there is exactly one up
step edge between dn−1 and dn) and a1 (if there is no up step edge between dn−1 and dn),
i.e., 0 ≤ i2 ≤ 1. So the number of up step edges between dn−1 and dn is 1− i2. For a fixed
value of i2, the possible values for i3 are in the range 0 ≤ i3 ≤ i2 + 1, since between dn−2
and dn−1 one can have at most i2 + 1 up step edges. For a fixed value of i3, the number of
up step edges between dn−2 and dn−1 is i2 − i3 + 1, so the total number of up step edges
that precede dn−2 is n− (i2 − i3 + 1) − (1− i2) = n+ i3 − 2. In general, by induction one
can show that for each 2 ≤ j ≤ n, the possible values for ij are 0 ≤ ij ≤ ij−1 + 1 and the
total number of up step edges that precede dn−j+1 is n+ ij − j +1. In the final case j = n,
this shows that the number of up steps that precede d1 is precisely in + 1. This concludes
the proof of (2.54).
3 The sequences (αn)
∞
n=0, (ωn)
∞
n=0, and associated for-
mal series
In this section we describe some properties of the two sequences (αn)
∞
n=0 and (ωn)
∞
n=0 defined
by
αn := E(An), n ≥ 0, (3.1)
ωn := E(Wn), n ≥ 0. (3.2)
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Note that in virtue of (1.1) and the definition of the polynomials An and Wn, the values αn
and ωn are finite for all n. The first few values are
α0 = 1
α1 = m1
α2 = m2 +m
2
1
α3 = m3 + 3m2m1 +m
3
1
α4 = m4 + 4m3m1 + 3m
2
2 + 5m2m
2
1 +m
4
1
α5 = m5 + 5m4m1 + 10m3m2 + 7m3m
2
1 + 11m
2
2m1 + 7m2m
3
1 +m
5
1
ω0 = 1
ω1 = 2m1
ω2 = 2m2 + 4m
2
1
ω3 = 2m3 + 12m2m1 + 6m
3
1
ω4 = 2m4 + 16m3m1 + 12m
2
2 + 32m2m
2
1 + 8m
4
1
ω5 = 2m5 + 20m4m1 + 40m3m2 + 50m3m
2
1 + 70m
2
2m1 + 60m2m
3
1 + 10m
5
1.
In this section we also define the quantities
α(k)n := E([A
k]k+2n), k, n ∈ Z≥0, (3.3)
where A is the series in (2.20). These values are all finite. Observe that α
(k)
0 = 1 for all
k ≥ 0 and α(0)n = 0 for all n > 0. Also note that α(1)n = αn for all n ≥ 0.
We also introduce the following formal Laurent series:
gk(z) :=
∞∑
n=0
α
(k)
n
z2n+k
, k ≥ 0, (3.4)
f(z) :=
∞∑
n=0
ωn
z2n+1
, (3.5)
and note that g0 ≡ 1. Finally, in analogy to (2.32)–(2.33) we define, for each n ∈ C(n),
n ≥ 0, the function
m(n) :=
{∏r
j=0 mnj if n = (n0, . . . , nr), r ≥ 0,
1 if n = e.
(3.6)
Proposition 3.1. The following identities hold. For every n ∈ Z≥0,
αn =
∑
n∈C(n)
ρ1(n)m(n), (3.7)
ωn =
∑
(p,q)∈Ĉ(n)
ρ2(p, q)m(p)m(q). (3.8)
For all k, n ∈ Z≥0,
α(k)n =
∑
n∈C(n)
(
n(1) + k − 1
k − 1
)
ρ1(n)m(n), (3.9)
where n(1) denotes the first entry of n.
Proof. The formulas are obtained immediately by taking the expected value in (2.29), (2.46)
and (2.43), and using the fact that the random variables {an, bn}∞n=0 are i.i.d. with moments
(1.1). Also note that E([Xk]k+2n) = E([A
k]k+2n) for all k, n ≥ 0.
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Before we state our next result, we make a clarification regarding the expressions on the
right-hand sides of (3.13)–(3.15). In general, the addition of infinitely many series in the
space C((z−1)) is not well-defined. However, if we have a sequence (ξn(z))
∞
n=0 of series such
that deg(ξn) −→ −∞ as n → ∞ (cf. (2.41)), then the expression ξ(z) = ∑∞n=0 ξn(z) is
well-defined as the series whose coefficients are [ξ]j =
∑∞
n=0[ξn]j , j ∈ Z, since the latter
summation is in fact finite for every j. This is the case of the expressions on the right-hand
sides of (3.13)–(3.15).
Theorem 3.2. The following relations hold. For any n ≥ 0,
α(k)n =
n∑
j=0
(
j + k − 1
k − 1
)
mj α
(j)
n−j , k ≥ 0, (3.10)
ωn =
n∑
j=0
n−j∑
ℓ=0
mj α
(j)
ℓ α
(j+1)
n−j−ℓ, (3.11)
ωn =
n∑
j=0
j∑
i=0
n−j∑
ℓ=0
(
j
i
)
mimj−i α
(i)
ℓ α
(j−i)
n−j−ℓ. (3.12)
We also have the following relations:
gk(z) =
∞∑
j=0
(
j + k − 1
k − 1
)
mj gj(z)
zj+k
, k ≥ 0, (3.13)
f(z) =
∞∑
j=0
mj gj(z) gj+1(z), (3.14)
f(z) =
∞∑
j=0
j∑
i=0
(
j
i
)
mimj−i gi(z) gj−i(z)
zj+1
. (3.15)
Proof. From the relations (2.39) and (6.5), where in the latter we take R = A and S = a0X,
we obtain
[Ak]k+2n =
n∑
j=0
(
j + k − 1
k − 1
)
aj0 [X
j ]2n−j .
Taking expectation, and using the facts that the random variables a0 and [X
j ]ℓ are inde-
pendent and E([Xk]k+2m) = E([A
k]k+2m), we obtain (3.10). The identity (3.12) is obtained
by taking expectation in (2.47) and in (2.49), and taking into account that the random
variables a0, b0, [X
j ]ℓ and [Y
r]s are independent. To justify (3.11), we write
ωn =
n∑
j=0
j∑
i=0
n−j∑
ℓ=0
(
j
i
)
mimj−i α
(i)
ℓ α
(j−i)
n−j−ℓ
=
n∑
i=0
n−i∑
ℓ=0
n−ℓ∑
j=i
(
j
i
)
mimj−i α
(i)
ℓ α
(j−i)
n−j−ℓ
=
n∑
i=0
n−i∑
ℓ=0
mi α
(i)
ℓ
(
n−ℓ∑
j=i
(
j
i
)
mj−i α
(j−i)
n−j−ℓ
)
and in virtue of (3.10), the expression inside the parenthesis is exactly α
(i+1)
n−i−ℓ.
The identities (3.13)–(3.15) follow immediately from (3.10)–(3.12) and (3.4)–(3.5). In the
case of (3.13), if we call hk(z) the right-hand side of (3.13), then it is clear that deg(hk) = −k,
and for every n ≥ 0,
[hk]k+2n =
∞∑
j=0
(
j + k − 1
k − 1
)
mj
[
gj(z)
zj+k
]
k+2n
,
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where, in view of (3.4),[
gj(z)
zj+k
]
k+2n
=
[
∞∑
ℓ=0
α
(j)
ℓ
z2(j+ℓ)+k
]
k+2n
=
{
α
(j)
n−j , if j ≤ n,
0, if j > n.
Hence
[hk]k+2n =
n∑
j=0
(
j + k − 1
k − 1
)
mj α
(j)
n−j .
On the other hand, for every n ≥ 0,[
gj(z)
zj+k
]
k+2n+1
= 0,
so [hk]k+2n+1 = 0. Consequently, in virtue of (3.4) and (3.10) we obtain the desired identity
hk = gk.
The proofs of (3.14) and (3.15) are done similarly, using (3.11) and (3.12). We leave
them to the reader.
4 Trees and relations
In this section we describe combinatorial relations between the three sequences (mn)
∞
n=0,
(αn)
∞
n=0, and (ωn)
∞
n=0, complementing the formulas (3.7) and (3.8).
We first describe how the quantitiesmn and ωn can be expressed in terms of the quantities
αk, k = 0, . . . , n. The first few relations of this type are
m0 = α0
m1 = α1
m2 = α2 − α21
m3 = α3 − 3α2α1 + 2α31
m4 = α4 − 4α3α1 + 13α2α21 − 3α22 − 7α41
m5 = α5 − 5α4α1 − 10α3α2 + 23α3α21 + 34α22α1 − 79α2α31 + 36α51
ω0 = α0
ω1 = 2α1
ω2 = 2α2 + 2α
2
1
ω3 = 2α3 + 6α2α1 − 2α31
ω4 = 2α4 + 8α3α1 − 14α2α21 + 6α22 + 6α41
ω5 = 2α5 + 10α4α1 + 20α3α2 − 24α3α21 − 42α22α1 + 72α2α31 − 28α51.
Our formulas will use certain classes of planar trees. The first one of these classes is
described next. Let n ≥ 1 be an integer and let n = (n0, n1, . . . , nr) ∈ C(n) be fixed. We
consider rooted leveled trees associated with n, defined by the following conditions:
T1) Each vertex of the tree is represented by a positive integer, called the value of the
vertex. The tree has a root vertex with value n.
T2) The vertices of the tree are distributed in d+1 disjoint levels ℓ = 0, . . . , d, d ≥ 0, where
level 0 is formed solely by the root vertex, and level d consists of the vertices with values
n0, n1, . . . , nr, from left to right. The vertices at level ℓ are those at a distance ℓ from
the root. For each ℓ = 0, . . . , d − 1, we represent graphically the vertices at level ℓ
above the vertices at level ℓ+ 1.
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Figure 3: Example of an admissible tree with height 3 and associated with (1, 3, 2, 1, 2, 1, 2) ∈
C(12).
T3) For each ℓ = 0, . . . , d − 1, every vertex at level ℓ is a neighbor of at least one vertex
at level ℓ + 1, and there exists at least one vertex at level ℓ that is a neighbor of at
least two vertices at level ℓ + 1. The vertices at level ℓ + 1 that are neighbors of a
vertex v at level ℓ are called the direct descendants of v, and v is called the parent of
these vertices. For each ℓ = 0, . . . , d, the sum of the values of the vertices at level ℓ is
n. If v1, . . . , vk are the direct descendants of a vertex v, then the sum of the values of
v1, . . . , vk is the value of v.
T4) For each ℓ = 0 . . . , d − 1, if a vertex v at level ℓ has only one direct descendant v′ at
level ℓ+ 1, then v′ has only one direct descendant as well, unless v′ is a vertex in the
last level d of the tree.
A tree satisfying the four properties T1) – T4) is called an admissible tree associated
with n, see Fig. 3. The collection of all these trees is denoted T1(n). We say that an
admissible tree has height d if it has d + 1 levels. If a vertex v of an admissible tree has
more than one direct descendant, we say that v is a multi-branching vertex.
We define now a weight for each admissible tree. First, for any vertex v of an admissible
tree, let
κ1(v) :=

−ρ1((λ1, . . . , λs)) if v is multi-branching, and λ1, . . . , λs, s ≥ 2, are the
values of the direct descendants of v, from left to right,
1 otherwise,
(4.1)
recall that ρ1((λ1, . . . , λs)) =
∏s−1
j=1
(
λj+λj+1−1
λj−1
)
. Then, for an admissible tree t we define
w1(t) :=
∏
v
κ1(v) (4.2)
where the product is taken over all vertices of t.
In analogy to (3.6), we define the following expressions for each composition n ∈ C(n),
n ≥ 0:
α(n) :=
{∏r
j=0 αnj if n = (n0, . . . , nr), r ≥ 0,
1 if n = e,
(4.3)
ω(n) :=
{∏r
j=0 ωnj if n = (n0, . . . , nr), r ≥ 0,
1 if n = e.
(4.4)
Before we state our first result in this section, we want to define an operation on admis-
sible trees called extension. Let t be an admissible tree. We say that a tree s is an extension
of t by k units if s is obtained by appending to each vertex v in the last level of t a vertical
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Figure 4: The tree shown is an extension of the tree in Fig. 3 by two units.
line tree with l edges and vertices with the same value as the vertex v, see Fig. 4. If l = 0,
we understand s = t. However, if l ≥ 1, the new tree s is not an admissible tree (it does not
satisfy property T3)).
Theorem 4.1. For each integer n ≥ 1,
mn =
∑
n∈C(n)
φ1(n)α(n), (4.5)
where
φ1(n) :=
∑
t∈T1(n)
w1(t). (4.6)
Moreover, for each n ≥ 2 we have ∑
n∈C(n)
φ1(n) = 0. (4.7)
See (4.3) and (4.2) for the meaning of notation.
Proof. The proof is by induction on n. The result holds trivially in the case n = 1 since
C(1) = {(1)}, φ1((1)) = 1 and m1 = α1.
Suppose that (4.5) is valid for all values n = 1, . . . , k − 1, k ≥ 2, and let us show that it
is also valid for n = k. First, we deduce from (3.7) that
mk = αk −
∑
n∈C∗(k)
ρ1(n)m(n), (4.8)
where
C∗(k) := C(k) \ {(k)}. (4.9)
Now we rewrite (4.8) in a convenient way.
Fix a particular n = (n0, . . . , nr) ∈ C∗(k). Then m(n) = mn0 · · ·mnr and we can apply
the induction hypothesis to each mnj since 1 ≤ nj ≤ k − 1 for all 0 ≤ j ≤ r. So
mnj =
∑
pj∈C(nj)
φ1(pj)α(pj), 0 ≤ j ≤ r,
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and therefore
m(n) =
r∏
j=0
∑
pj∈C(nj)
φ1(pj)α(pj) =
∑
(p0,...,pr)
r∏
j=0
φ1(pj)α(pj), (4.10)
where the last summation runs over all tuples (p0, . . . , pr) ∈ C(n0)× · · · ×C(nr). Applying
(4.6) we get
r∏
j=0
φ1(pj)α(pj) =
r∏
j=0
 ∑
tj∈T1(pj)
w1(tj)
 α(pj) = ∑
(t0,...,tr)
r∏
j=0
w1(tj)α(pj), (4.11)
where the last summation runs over all tuples (t0, . . . , tr) ∈ T1(p0)× · · · × T1(pr).
From (4.8), (4.10) and (4.11) we deduce that
mk = αk −
∑
(n0,...,nr)∈C∗(k)
∑
(p0,...,pr)
∑
(t0,...,tr)
ρ1((n0, . . . , nr))
r∏
j=0
w1(tj)α(pj). (4.12)
The summation in (4.12) has one term for each choice of (n0, . . . , nr) ∈ C∗(k) and corre-
sponding choices of (p0, . . . , pr) ∈ C(n0)×· · ·×C(nr) and (t0, . . . , tr) ∈ T1(p0)×· · ·×T1(pr).
The idea now is to show that for each term in this summation we can make the identification
− ρ1((n0, . . . , nr))
r∏
j=0
w1(tj)α(pj) = w1(t)α(p) (4.13)
for a certain admissible tree t associated with a vector p ∈ C∗(k) (the tree and the vector
depends of course on the particular term).
So let us define two sets and a map between these sets to describe this identification.
The first set S1 consists of all tuples (n, π, t) satisfying the conditions
n = (n0, . . . , nr) ∈ C∗(k),
π = (p0, . . . , pr) ∈ C(n0)× · · · ×C(nr),
t = (t0, . . . , tr) ∈ T1(p0)× · · · × T1(pr).
The second set T1 is the collection of all admissible trees associated with a vector p ∈ C∗(k).
Let T1 : S1 −→ T1 be the map that assigns to each (n, π, t) ∈ S1 the tree t ∈ T1 constructed
using the following multi-step procedure:
1) Construct the admissible tree s with two levels (levels 0 and 1) associated with the
vector n = (n0, . . . , nr).
2) Let dj be the height of the admissible tree tj in t = (t0, . . . , tr), and let d := max0≤j≤r dj .
For each j = 0, . . . , r, construct a new tree t̂j by performing an extension of tj with
d− dj units. Note that at least one tj remains unchanged after performing the exten-
sions.
3) For each j = 0, . . . , r, append the tree t̂j to the tree s by using the vertex in level 1
of s with value nj as the root vertex of the tree t̂j . Let t be the resulting tree after
completing this process.
It is evident that t is an admissible tree associated with a vector p ∈ C∗(k). Moreover,
from (4.1) and (4.2) we easily deduce that (4.13) indeed holds. Also, the reader can easily
check that the map T1 is a one-to-one and onto. Therefore, from (4.12) and (4.13) we deduce
the desired identity (4.5) for n = k.
Finally, we prove (4.7). If we formally set αn = 1 for all n ≥ 0, then (4.5) transforms
into mn =
∑
n∈C(n) φ1(n) for all n ≥ 1. Hence (4.7) will be justified if we show that
αn = 1 for all n ≥ 0 =⇒ mn = 0 for all n ≥ 2. (4.14)
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We prove this implication by induction on n. First, assuming the hypothesis we get m1 =
α1 = 1 and m2 = α2 − α21 = 0. Let k ≥ 3 and assume that mn = 0 for all 2 ≤ n ≤ k − 1.
Then applying (4.8) we get
mk = αk −
∑
n∈C∗(k)
ρ1(n)m(n) = αk − ρ1((1, . . . , 1))mk1 = 1− 1 = 0,
since the only non-zero term in the summation is the one corresponding to the constant
vector n = (1, . . . , 1).
In order to state our next result, we need to define a second class of trees. Let n ≥ 1
be an integer and let n = (n0, . . . , nr) ∈ C(n) be fixed. We say that a tree t belongs to the
class T2(n), if in addition to T1)–T4), t satisfies the following edge coloring conditions:
A1) Every edge of the tree is either a blue edge (b-edge) or a red edge (r-edge).
A2) If t does not reduce to a single vertex, v is the root vertex of t, and v1, . . . , vs, s ≥ 2, are
the direct descendants of v, listed from left to right, then there exists 1 ≤ j ≤ s−1 such
that the edges connecting v with v1, . . . , vj are all b-edges, and the edges connecting v
with vj+1, . . . , vs are all r-edges.
A3) If v is a vertex in t different from the root vertex, then the edge connecting v with
its parent has the same color as the edges connecting v with its direct descendants, in
case v has any.
Note that among the edges connecting the root vertex with its direct descendants, there
are at least one b-edge and and at least one r-edge. Let t ∈ T2(n). For any vertex v of t, we
define
κ2(v) :=

2 if v is the only vertex of t,
ρ2((λ1, . . . , λj), (λj+1, . . . , λs)) if v is the root vertex of t, v is multi-branching,
λ1, . . . , λs are the values of the direct descen-
dants v1, . . . , vs of v, respectively, and j is as
in A2),
κ1(v) if v is not the root vertex of t.
(4.15)
We also define
w2(t) :=
∏
v
κ2(v), (4.16)
the product taken over all vertices of t.
Theorem 4.2. For each integer n ≥ 1,
ωn =
∑
n∈C(n)
φ2(n)α(n), (4.17)
where
φ2(n) :=
∑
t∈T2(n)
w2(t). (4.18)
Moreover, for each n ≥ 1, ∑
n∈C(n)
φ2(n) = 2n. (4.19)
Proof. According to (3.8), for any n ≥ 1,
ωn =
∑
(p,q)∈Ĉ(n)
ρ2(p, q)m(p)m(q) (4.20)
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Let ℓ(p) denote the number of components of p, and p(j) the j-th component of p. Then
applying (4.5) we obtain
m(p) =
ℓ(p)∏
j=1
mp(j) =
∑
(n1,...,nℓ(p))
ℓ(p)∏
j=1
φ1(nj)α(nj)
where the summation runs over all tuples (n1, . . . , nℓ(p)) ∈ C(p(1)) × · · · × C(p(ℓ(p))). In-
serting in the above identity the relations (4.6), we get
m(p) =
∑
(n1,...,nℓ(p))
∑
(t1,...,tℓ(p))
ℓ(p)∏
j=1
w1(tj)α(nj), (4.21)
where the inner summation is over all the tuples (t1, . . . , tℓ(p)) ∈ T1(n1) × · · · × T1(nℓ(p)).
Hence, (4.21) and the analogous expression for m(q) applied to (4.20) give
ωn =
∑
(p,q)∈Ĉ(n)
∑
π
∑
τ
∑
π′
∑
τ ′
ρ2(p, q)
ℓ(p)∏
j=1
w1(tj)α(nj)
ℓ(q)∏
i=1
w1(t
′
i)α(n
′
i)
 , (4.22)
where we used the abbreviations π = (n1, . . . , nℓ(p)), τ = (t1, . . . , tℓ(p)), π
′ = (n′1, . . . , n
′
ℓ(q)),
τ ′ = (t′1, . . . , t
′
ℓ(q)).
In (4.22) we shall distinguish different groups of terms. The first group is formed by only
two terms; one is obtained by taking (p, q) = ((n), e), n1 = (n) and t1 the tree whose only
vertex has value n, and the other term is obtained by taking (p, q) = (e, (n)), n′1 = (n) and
t′1 as t1 before. Both terms give the same contribution and we call this first group
S1,n := 2αn.
The second group we distinguish is formed by all terms in (4.22) obtained by taking (p, q) =
((n), e), n1 ∈ C∗(n), cf. (4.9). The sum of all these terms is
S2,n :=
∑
n∈C∗(n)
∑
t∈T1(n)
w1(t)α(n).
By symmetry, it is clear that we obtain the same expression if we take (p, q) = (e, (n)),
n′1 ∈ C∗(n). The third group that we distinguish is formed by all terms in (4.22) obtained
by taking p ∈ C∗(n), q = e, which we denote
S3,n :=
∑
p∈C∗(n)
∑
(n1,...,nℓ(p))
∑
(t1,...,tℓ(p))
ρ1(p)
ℓ(p)∏
j=1
w1(tj)α(nj).
We get the same expression if we take p = e, q ∈ C∗(n). Finally, the last group that we
consider is formed by all the terms in (4.22) obtained by taking
(p, q) ∈
n−1⋃
j=1
C(j) × C(n− j),
i.e., (p, q) ∈ Ĉ(n) with p 6= e, q 6= e. We call S4,n the sum of all the terms in this last group.
Hence, we have
ωn = S1,n + 2S2,n + 2S3,n + S4,n.
But S3,n = −S2,n, since in virtue of (4.12), (4.5) and (4.6),
S3,n = αn −mn = αn −
∑
n∈C(n)
∑
t∈T1(n)
w1(t)α(n) = −S2,n.
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We conclude that
ωn = 2αn + S4,n. (4.23)
To finish the proof of (4.17), we will show that there is a bijective correspondence between
terms in 2αn + S4,n and trees in the classes T2(n), n ∈ C(n). This correspondence can be
constructed in a way similar to the construction of the map T1 in the proof of (4.5). We
describe this construction below.
First, observe that
2αn = w2(t0)α((n)) = φ2((n))α((n)), (4.24)
where t0 represents the tree with only one vertex with value n. Now we focus on the terms
that appear in S4,n. These terms are parametrized by the elements in the set S2 consisting
of all the tuples ((p, q), π, τ , π′, τ ′) satisfying
(p, q) ∈
n−1⋃
j=1
C(j) ×C(n− j)
π = (n1, . . . , nℓ(p)) ∈ C(p(1))× · · · × C(p(ℓ(p)))
τ = (t1, . . . , tℓ(p)) ∈ T1(n1)× · · · × T1(nℓ(p))
π′ = (n′1, . . . , n
′
ℓ(q)) ∈ C(q(1))× · · · × C(q(ℓ(q)))
τ ′ = (t′1, . . . , t
′
ℓ(q)) ∈ T1(n′1)× · · · × T1(n′ℓ(q))
see (4.22). Let T2 be the collection of all trees belonging to the classes T2(n), n ∈ C∗(n).
Let T2 : S2 −→ T2 be the map that assigns to each element ((p, q), π, τ , π′, τ ′) the tree t
constructed using the following multi-step procedure:
1) Construct the admissible tree with two levels (levels 0 and 1), where level 1 is formed,
from left to right, by the vertices with values p(1), . . . , p(ℓ(p)), q(1), . . . , q(ℓ(q)). Color
blue all the edges connecting the root with the vertices with values p(1), . . . , p(ℓ(p)),
and color red the remaining edges.
2) Let dj denote the height of the tree tj , 1 ≤ j ≤ ℓ(p), and d′l the height of the tree t′l,
1 ≤ l ≤ ℓ(q). If d is the maximum of all the values dj and d′l, construct new trees t̂j
(and t̂′l) by performing extensions of the trees tj (respectively, t
′
l) with d − dj units
(respectively, d − d′l units). Color blue all the edges of the trees t̂j , 1 ≤ j ≤ ℓ(p), and
color red all the edges of the trees t̂′l, 1 ≤ l ≤ ℓ(q).
3) For each j = 1, . . . , ℓ(p), append the tree t̂j to the tree constructed in step 1) by using
the vertex with value p(j) as the root vertex of the tree t̂j , and do the same with the
trees t̂′l and the vertices with values q(l). Let t be the tree obtained after completing
this step.
Since p 6= e, q 6= e, the tree t is indeed a tree in the class T2(n), for some n ∈ C∗(n).
The entries of n are obtained by concatenation of the entries of n1, . . . , nℓ(p), n
′
1, . . . , n
′
ℓ(q),
in this order from left to right. It is also clear from the construction of t and the definitions
(4.15)–(4.16) that
ρ2(p, q)
ℓ(p)∏
j=1
w1(tj)α(nj)
ℓ(q)∏
i=1
w1(t
′
i)α(n
′
i)
 = w2(t)α(n). (4.25)
Moreover, it is easy to see that the map T2 is a bijection. Hence, from (4.23), (4.24) and
(4.25) we deduce that
ωn = 2αn +
∑
n∈C∗(n)
∑
t∈T2(n)
w2(t)α(n),
which is the identity (4.17).
Now we justify (4.19). We proceed as in the proof of (4.7), and we formally set αn = 1
for all n ≥ 0. The goal is to show that in this case ωn =∑n∈C(n) φ2(n) = 2n. According to
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(4.14), in this situation we have m1 = 1 and mk = 0 for all k ≥ 2, hence in virtue of (4.20)
we get
ωn =
∑
(p,q)∈Ĉ(n)
ρ2(p, q)m(p)m(q) =
n∑
j=0
ρ2(1j ,1n−j) = 2n,
where for j > 0, 1j denotes the vector (1, . . . , 1) ∈ C(j) with all its j entries equal to 1, and
10 = e ∈ C(0).
In this section we also analyze the relations that express the quantities mn and αn in
terms of the quantities ωk, k = 0, . . . , n. The first few relations between these sequences
take the form
m1 =
1
2
ω1
m2 =
1
2
ω2 − 1
2
ω21
m3 =
1
2
ω3 − 3
2
ω2ω1 +
9
8
ω31
m4 =
1
2
ω4 − 2ω3ω1 + 7ω2ω21 − 32ω
2
2 − 174 ω
4
1
m5 =
1
2
ω5 − 5
2
ω4ω1 − 5ω3ω2 + 95
8
ω3ω
2
1 +
145
8
ω22ω1 − 45ω2ω31 + 365
16
ω51
α1 =
1
2
ω1
α2 =
1
2
ω2 − 1
4
ω21
α3 =
1
2
ω3 − 3
4
ω2ω1 +
1
2
ω31
α4 =
1
2
ω4 − ω3ω1 − 3
4
ω22 +
25
8
ω2ω
2
1 − 2916ω
4
1
α5 =
1
2
ω5 − 5
4
ω4ω1 − 5
2
ω3ω2 +
21
4
ω3ω
2
1 +
33
4
ω22ω1 − 309
16
ω2ω
3
1 +
19
2
ω51 .
We need to introduce two more classes of bi-colored trees. The first one is defined as
follows. For n ≥ 1 and n = (n0, . . . , nr) ∈ C(n), we say that a tree t belongs to the class
T3(n), if in addition to T1)–T4), t satisfies the following conditions:
B1) Every edge of the tree is either a blue edge (b-edge) or a red edge (r-edge).
B2) If a vertex v is multi-branching and v1, v2, . . . , vs, s ≥ 2, are the direct descendants of
v, listed from left to right, then there exists 0 ≤ j ≤ s such that the edges connecting
v with v1, . . . , vj are all b-edges, and the edges connecting v with vj+1, . . . , vs are all
r-edges. If j = 0, then we understand that all the edges are r-edges, and if j = s, then
all the edges are b-edges.
B3) If a vertex v has only one direct descendant, then the edge connecting v with its parent
and the edge connecting v with its direct descendant have the same color.
Note that these rules uniquely determine the color of each edge. For any vertex v of a
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tree t ∈ T3(n), we define
κ3(v) :=

1
2
if v is the only vertex of the tree, or if
v is not multi-branching and is a direct
descendant of a multi-branching vertex,
− 1
2
ρ2((λ1, . . . , λj), (λj+1, . . . , λs)) if v is multi-branching, λ1, . . . , λs, s ≥ 2,
are the values of the direct descendants
v1, . . . , vs of v, respectively, and j is as in
B2),
1 otherwise.
(4.26)
In this definition, we understand (λ1, . . . , λj) = e if j = 0, and (λj+1, . . . , λs) = e if j = s.
The third case in (4.26) refers to a vertex that is not multi-branching and is not a direct
descendant of a multi-branching vertex.
Finally, for a tree t ∈ T3(n) we define
w3(t) :=
∏
v
κ3(v), (4.27)
where the product is taken over all vertices of t.
Theorem 4.3. For each integer n ≥ 1,
mn =
∑
n∈C(n)
φ3(n)ω(n), (4.28)
where
φ3(n) :=
∑
t∈T3(n)
w3(t). (4.29)
Proof. The argument used here is the same used in the proof of (4.5), but for the sake of
clarity in the exposition we reproduce it.
First, the result is trivially true for n = 1, since φ3((1)) = 1/2 and m1 = ω1/2. Assume
that (4.28) holds for all values n = 1, . . . , k − 1, k ≥ 2, and let us prove that it also holds
for n = k.
It follows from (3.8) that
mk =
ωk
2
− 1
2
∑
(p,q)∈Ĉ∗(k)
ρ2(p, q)m(p)m(q), (4.30)
where
Ĉ∗(k) := Ĉ(k) \ {((k), e), (e, (k))}.
Given a pair (p, q) ∈ Ĉ∗(k), if we apply the induction hypothesis to each factor in m(p) and
m(q), we obtain
m(p) =
ℓ(p)∏
j=1
mp(j) =
∑
(n1,...,nℓ(p))
ℓ(p)∏
j=1
φ3(nj)ω(nj) =
∑
(n1,...,nℓ(p))
∑
(t1,...,tℓ(p))
ℓ(p)∏
j=1
w3(tj)ω(nj),
(4.31)
m(q) =
ℓ(q)∏
i=1
mq(i) =
∑
(n′1,...,n
′
ℓ(q)
)
ℓ(q)∏
i=1
φ3(n
′
i)ω(n
′
i) =
∑
(n′1,...,n
′
ℓ(q)
)
∑
(t′1,...,t
′
ℓ(q)
)
ℓ(q)∏
i=1
w3(t
′
i)ω(n
′
i),
(4.32)
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where the summations in (4.31) are taken over (n1, . . . , nℓ(p)) ∈ C(p(1))× · · · × C(p(ℓ(p))),
(t1, . . . , tℓ(p)) ∈ T3(n1) × · · · × T3(nℓ(p)), and the summations in (4.32) are taken over
(n′1, . . . , n
′
ℓ(q)) ∈ C(q(1))× · · · × C(q(ℓ(q))), (t′1, . . . , t′ℓ(q)) ∈ T3(n′1)× · · · × T3(n′ℓ(q)).
From (4.30) and (4.31)–(4.32) we obtain
mk =
ωk
2
− 1
2
∑
(p,q)∈Ĉ∗(k)
∑
π
∑
τ
∑
π′
∑
τ ′
ρ2(p, q)
ℓ(p)∏
j=1
w3(tj)ω(nj)
ℓ(q)∏
i=1
w3(t
′
i)ω(n
′
i)

(4.33)
where we have the same abbreviations used in (4.22).
One can show, as in the proof of (4.25), that for each term in the summation in (4.33)
there exists a unique tree t ∈ T3(n) associated with a vector n ∈ C∗(k) such that
− 1
2
ρ2(p, q)
ℓ(p)∏
j=1
w3(tj)ω(nj)
ℓ(q)∏
i=1
w3(t
′
i)ω(n
′
i)
 = w3(t)ω(n). (4.34)
To make the argument explicit, let us consider the set S3 consisting of all the tuples
((p, q), π, τ , π′, τ ′) where
(p, q) ∈ Ĉ∗(k)
π = (n1, . . . , nℓ(p)) ∈ C(p(1))× · · · × C(p(ℓ(p)))
τ = (t1, . . . , tℓ(p)) ∈ T3(n1)× · · · × T3(nℓ(p))
π′ = (n′1, . . . , n
′
ℓ(q)) ∈ C(q(1))× · · · × C(q(ℓ(q)))
τ ′ = (t′1, . . . , t
′
ℓ(q)) ∈ T3(n′1)× · · · × T3(n′ℓ(q))
(4.35)
and let T3 be the collection of all trees in the classes T3(n), n ∈ C∗(k). If p = e (or
q = e) in (4.35), then we understand that the corresponding elements in S3 are of the form
((e, q), π′, τ ′) (respectively ((p, e), π, τ)). Now consider the map T3 : S3 −→ T3 that assigns
to each element ((p, q), π, τ , π′, τ ′) the tree t constructed using the following procedure:
1) Construct the admissible tree with two levels (levels 0 and 1), where level 1 is formed,
from left to right, by the vertices with values p(1), . . . , p(ℓ(p)), q(1), . . . , q(ℓ(q)). Color
blue the edges connecting the root with the vertices with values p(1), . . . , p(ℓ(p)), and
color red the rest. If p = e (or q = e), then all edges in this tree are red (respectively
blue). Note that this tree contains at least two edges.
2) Let dj denote the height of the tree tj , 1 ≤ j ≤ ℓ(p), and d′i the height of the tree t′i,
1 ≤ i ≤ ℓ(q). If d is the maximum of all the values dj and d′i, construct new trees
t̂j (and t̂
′
i) by performing an extension of the trees tj (respectively t
′
i) with d − dj
units (respectively d− d′i units). The coloring of the new edges that are added in the
extensions follows the following rules. Assume that d − dj > 0 (otherwise tj = t̂j and
there are no additional edges). If the tree tj has height dj > 0, then each new edge
added to form t̂j is colored so that the rule B3) holds for all vertices in t̂j that are not
multi-branching. If tj has height dj = 0, then each new edge added to tj is colored
blue. The same rules are valid for the trees t̂′i, except that red is used instead of blue
in the case that t′i has height zero.
3) For each j = 1, . . . , ℓ(p), append the tree t̂j to the tree constructed in step 1) by using
the vertex with value p(j) as the root vertex of the tree t̂j , and do the same with the
trees t̂′i and the vertices with values q(i). Let t be the tree obtained after completing
this step.
From this construction we easily deduce that t is a tree in the class T3(n) for some
n ∈ C∗(k), and it is clear that (4.34) holds. Moreover, the map T3 : S3 −→ T3 is a bijection
and therefore we can write
mk =
ωk
2
+
∑
n∈C∗(k)
∑
t∈T3(n)
w3(t)ω(n),
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which is the desired identity.
For our last result in this section, we introduce the following class of trees. Given n ≥ 1
and n = (n0, . . . , nr) ∈ C(n), we say that a tree t belongs to the class T4(n), if in addition
to T1)–T4), t satisfies the following conditions:
C1) Every edge of the tree is either a blue edge (b-edge) or a red edge (r-edge).
C2) If t does not reduce to a single vertex and v is the root vertex of t, then condition
A2) holds for this vertex. That is, if v1, . . . , vs, s ≥ 2, are the direct descendants of v,
listed from left to right, then there exists 1 ≤ j ≤ s− 1 such that the edges connecting
v with v1, . . . , vj are all b-edges, and the edges connecting v with vj+1, . . . , vs are all
r-edges.
C3) If v is a vertex in t different from the root vertex, then condition B2) holds for v if v
is multi-branching, and condition B3) holds for v if v is not multi-branching.
These rules uniquely determine the color of each edge. Also note that among the edges
connecting the root vertex with its direct descendants, there are at least one b-edge and at
least one r-edge. For any vertex v of a tree t ∈ T4(n), let
κ4(v) :=

1
2
if v is the only vertex of t,
− 1
2
ρ2((λ1, . . . , λj), (λj+1, . . . , λs)) if v is the root vertex of t, v is multi-
branching, λ1, . . . , λs are the values of the
direct descendants v1, . . . , vs of v, respec-
tively, and j is as in C2),
κ3(v) if v is not the root vertex of t.
We define
w4(t) :=
∏
v
κ4(v),
the product taken over all vertices of t.
Theorem 4.4. For each n ≥ 1,
αn =
∑
n∈C(n)
φ4(n)ω(n), (4.36)
where
φ4(n) :=
∑
t∈T4(n)
w4(t). (4.37)
Proof. According to (3.7), we have
αn =
∑
p∈C(n)
ρ1(p)m(p) = mn + βn, (4.38)
where
βn :=
∑
p∈C∗(n)
ρ1(p)m(p).
Using (4.31), we can rewrite βn as
βn =
∑
p∈C∗(n)
∑
(n1,...,nℓ(p))
∑
(t1,...,tℓ(p))
ρ1(p)
ℓ(p)∏
j=1
w3(tj)ω(nj)
 ,
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Figure 5: The four trees that form the set
⋃
n∈C(2) T3(n).
and, reproducing (4.33), we have
mn =
ωn
2
− 1
2
∑
(p,q)∈Ĉ∗(n)
∑
π
∑
τ
∑
π′
∑
τ′
ρ2(p, q)
ℓ(p)∏
j=1
w3(tj)ω(nj)
ℓ(q)∏
i=1
w3(t
′
i)ω(n
′
i)

(4.39)
where the summation indexes have the same meaning as in the referenced formulas.
If we distinguish in the summation in (4.39) the terms with p = e, we readily see
that the sum of all these terms is exactly βn (here we are disregarding the prefactor − 12 ).
Likewise, the sum of all the terms obtained by taking q = e is βn. The remaining terms
in the summation are those corresponding to the choice (p, q) ∈ Ĉ∗(n), p 6= e, q 6= e, or
equivalently, (p, q) ∈ C˜(n) := ⋃n−1j=1 C(j)×C(n−j). Therefore, these considerations together
with (4.38) and (4.39) imply that
αn =
ωn
2
− 1
2
∑
(p,q)∈C˜(n)
∑
π
∑
τ
∑
π′
∑
τ ′
ρ2(p, q)
ℓ(p)∏
j=1
w3(tj)ω(nj)
ℓ(q)∏
i=1
w3(t
′
i)ω(n
′
i)
 .
The rest of the argument can be completed as in the proof of (4.34). Indeed, we can
consider the set S4 consisting of all the tuples ((p, q), π, τ , π′, τ ′) satisfying (4.35) with Ĉ∗(k)
replaced by C˜(n) =
⋃n−1
j=1 C(j) × C(n− j), and consider the set T4 consisting of all trees in
the classes T4(n), n ∈ C∗(n). If we define the map T4 : S4 −→ T4 the same way T3 was
defined in the proof of (4.34), then T4 is a bijection, which will imply that
αn =
ωn
2
+
∑
n∈C∗(n)
∑
t∈T4(n)
w4(t)ω(n)
and this is (4.36).
We finish this section illustrating the formulas (4.28) and (4.36) in the cases n = 2, 3.
The four trees that form the set
⋃
n∈C(2) T3(n) are shown in Fig. 5. We have w3(t˜1) = 1/2,
w3(t˜2) = w3(t˜4) = −1/8, and w3(t˜3) = −1/4, hence according to (4.28),
m2 = w3(t˜1)ω2 + (w3(t˜2) + w3(t˜3) + w3(t˜4))ω
2
1 =
1
2
ω2 − 1
2
ω21 .
The two trees that form the set
⋃
n∈C(2) T4(n) are the trees t˜1 and t˜3 shown in Fig. 5. Since
w4(t˜1) = 1/2, w4(t˜3) = −1/4, formula (4.36) gives
α2 = w4(t˜1)ω2 +w4(t˜3)ω
2
1 =
1
2
ω2 − 1
4
ω21 .
Now we check the formulas in the case n = 3. The set
⋃
n∈C(3) T3(n) consists of twenty-
nine trees that are shown in Fig. 6. The reader can check that the values of the w3-weights
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of these trees are
w3(t1) =
1
2
w3(tj) = −1
4
, j ∈ {2, 4}
w3(tj) = −3
8
, j ∈ {3, 6}
w3(tj) = −1
8
, j ∈ {5, 7, 9, 10}
w3(tj) = − 1
16
, j ∈ {8, 11}
w3(tj) =
1
16
, j ∈ {12, 14, 18, 20, 22, 28}
w3(tj) =
1
8
, j ∈ {13, 19}
w3(tj) =
3
32
, j ∈ {15, 17, 24, 26}
w3(tj) =
3
16
, j ∈ {16, 25}
w3(tj) =
1
32
, j ∈ {21, 23, 27, 29}
which gives φ3((3)) = 1/2, φ3((2, 1))+φ3((1, 2)) =
∑7
j=2 w3(tj) = −3/2, and φ3((1, 1, 1)) =∑29
j=8 w3(tj) = 9/8. This shows that
m3 =
∑
n∈C(3)
φ3(n)ω(n) =
1
2
ω3 − 3
2
ω2 ω1 +
9
8
ω31 .
There are eleven trees in the collection⋃
n∈C(3)
T4(n) = {tj : j ∈ J}, J = {1, 3, 6, 9, 10, 15, 16, 17, 24, 26},
where the right-hand side refers to trees in Fig. 6. The reader can check that
w4(t1) =
1
2
w4(tj) = −3
8
, j ∈ {3, 6}
w4(tj) = −1
8
, j ∈ {9, 10}
w4(tj) =
3
32
, j ∈ {15, 17, 24, 26}
w4(tj) =
3
16
, j ∈ {16, 25}
which gives φ4((3)) = 1/2, φ4((2, 1)) + φ4((1, 2)) = w4(t3) + w4(t6) = −3/4, φ4((1, 1, 1)) =∑
j∈J\{1,3,6} w4(tj) = 1/2, hence
α3 =
∑
n∈C(3)
φ4(n)ω(n) =
1
2
ω3 − 3
4
ω2 ω1 +
1
2
ω31 .
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Figure 6: The twenty-nine trees that form the set
⋃
n∈C(3) T3(n).
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5 Asymptotics
We remind the reader that throughout this work we keep the hypotheses stated at the
beginning of the Introduction. Recall also that in subsection 2.1 we defined P(n, k, i) as the
collection of all paths γ on G satisfying 1 ≤ min(γ) ≤ max(γ) ≤ n and having initial point
(0, i) and ending point (k, i).
Lemma 5.1. Let m ≥ 1 and n ≥ 1+ 2m be fixed. For each i satisfying 1+m ≤ i ≤ n−m,
the map γ 7→ γ − i is a bijection from P(n, 2m, i) onto Pm, where Pm is the collection of
all generalized Dyck paths of length 2m. Similarly, the map γ 7→ γ − 1 is a bijection from
P(n, 2m, 1) onto Dm, where Dm is the collection of all Dyck paths of length 2m. We have
ωm =
∑
γ∈P(n,2m,i)
E(w(γ)), 1 +m ≤ i ≤ n−m. (5.1)
αm =
∑
γ∈P(n,2m,1)
E(w(γ)). (5.2)
Proof. Assume that m ≥ 1, n ≥ 1 + 2m and 1 + m ≤ i ≤ n − m. Recall that any path
γ ∈ P(n, 2m, i) has m up steps and m down steps. The restrictions on the initial height i
allow to have them up steps in any position (equivalently them down steps in any position).
For example, the first m edges could be down steps and all subsequent edges up steps (this
is not possible if i < 1 + m). It then follows that the map γ 7→ γ − i is a bijection from
P(n, 2m, i) onto Pm. Moreover, since the random variables (an)n∈Z are independent and
identically distributed, we have
E(w(γ)) = E(w(γ − i)), for all γ ∈ P(n, 2m, i).
Hence, in view of (2.12) and (3.2),∑
γ∈P(n,2m,i)
E(w(γ)) =
∑
γ∈P(n,2m,i)
E(w(γ − i)) =
∑
γ∈Pm
E(w(γ)) = ωm,
which establishes (5.1).
If n ≥ m+ 1, then the map γ 7→ γ − 1 is clearly a bijection from P(n, 2m, 1) onto Dm,
and (5.2) follows from (2.13) and (3.1).
Theorem 5.2. Let k ∈ Z≥0 be fixed, and let Hn be the tridiagonal matrix defined in (1.4).
Then,
lim
n→∞
1
n
E(Tr (Hkn)) =
{
0, if k is odd,
ωk/2, if k is even,
(5.3)
lim
n→∞
E(Hkn(1, 1)) =
{
0, if k is odd,
αk/2, if k is even.
(5.4)
Proof. If k is odd then the result follows from (2.10). Suppose now that k = 2m, m ≥ 1.
According to (2.7), we have
1
n
E(Tr (H2mn )) =
1
n
n∑
i=1
∑
γ∈P(n,2m,i)
E(w(γ)).
If n ≥ 1 + 2m, then ∑
γ∈P(n,2m,i)
E(w(γ)) = ωm, 1 +m ≤ i ≤ n−m,
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and for each 1 ≤ i ≤ n, the expression∑γ∈P(n,2m,i) E(w(γ)) is a constant that only depends
on m (not on n). Therefore
1
n
E(Tr (Hkn)) =
n− 2m
n
ωm + o(1), n→∞,
and (5.3) follows.
In virtue of (2.8) and (5.2), for n ≥ 2m+ 1,
E(H2mn (1, 1)) =
∑
γ∈P(n,2m,1)
E(w(γ)) = αm,
hence (5.4) follows.
Let σn and τn be the discrete random measures indicated in (1.5) and (1.8). We consider
the averages Eσn and Eτn, which are the measures satisfying the duality identities∫
fdEσn = E
∫
fdσn,∫
fdEτn = E
∫
fdτn,
for all f in the space Cb(R) of all real-valued bounded continuous functions on R.
Corollary 5.3. Assume there exist probability measures σ and τ on R with moments of all
orders finite, such that for all k ∈ Z≥0,∫
xk dσ(x) =
{
0, if k is odd,
ωk/2, if k is even,∫
xk dτ (x) =
{
0, if k is odd,
αk/2, if k is even.
Assume further that the measures σ and τ are uniquely determined by their moments. Then,
the sequences (Eσn)
∞
n=1 and (Eτn)
∞
n=1 converge weakly to σ and τ , respectively. That is, for
any f ∈ Cb(R), we have
lim
n→∞
∫
fdEσn =
∫
fdσ, (5.5)
lim
n→∞
∫
fdEτn =
∫
fdτ. (5.6)
Moreover, these limits also hold for a continuous function f for which there exists a polyno-
mial P such that |f(x)| ≤ P (x) for all x ∈ R.
Proof. Using elementary measure theoretic arguments, the reader can easily check that for
each n, the measures Eσn and Eτn have moments of all orders finite, and∫
xkdEσn(x) = E
∫
xkdσn(x), k ∈ Z≥0,∫
xkdEτn(x) = E
∫
xkdτn(x), k ∈ Z≥0.
Hence, combining (1.6)–(1.7) with (5.3)–(5.4), we obtain
lim
n→∞
∫
xkdEσn(x) =
∫
xkdσ(x), k ∈ Z≥0,
lim
n→∞
∫
xkdEτn(x) =
∫
xkdτ (x), k ∈ Z≥0.
Thus, (5.5)–(5.6) follows after applying Lemma 6.2. See [4, Lemma 2.1] for a justification
of the claim in the case of functions f with polynomial growth.
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6 Appendix
Recall that for a formal Laurent series S(z) ∈ C((z−1)), the symbol [S]n refers to the
coefficient of z−n in the expression of S(z).
Lemma 6.1. Let S(z) be the series
S(z) =
∞∑
n=0
sn
z2n+1
. (6.1)
Then the series R(z) given by
R(z) =
1
z − S(z) (6.2)
is also of the form
R(z) =
∞∑
n=0
rn
z2n+1
, (6.3)
and we have
rn =
n∑
k=0
[Sk]2n−k, n ≥ 0. (6.4)
More generally, for any k ≥ 1, m ≥ 0,
[Rk]2m+k =
m∑
n=0
(
n+ k − 1
k − 1
)
[Sn]2m−n. (6.5)
Proof. From (6.2), or equivalently
zR(z)− 1 = R(z)S(z),
we easily deduce that R(z) is of the form (6.3) and
r0 = 1,
rn =
n−1∑
k=0
sk rn−k−1, n ≥ 1.
(6.6)
Now we prove (6.4) by induction.
First, (6.4) for n = 0 is simply that r0 = 1. Assume that (6.4) holds for every n = 0, . . . , ℓ,
and let us prove that this identity is valid for n = ℓ+ 1. We have
rℓ+1 =
ℓ∑
k=0
sk rℓ−k =
ℓ∑
k=0
ℓ−k∑
i=0
sk[S
i]2ℓ−2k−i =
ℓ∑
i=0
ℓ−i∑
k=0
sk[S
i]2ℓ−2k−i (6.7)
where in the second equality we used the induction hypothesis. On the other hand, from
(6.1) we obtain immediately that the powers of S(z) are of the form
Si(z) =
∞∑
n=0
[Si]2n+i
z2n+i
, i ≥ 0,
and therefore
Si+1(z) = Si(z)S(z) =
∞∑
n=0
[Si]2n+i
z2n+i
∞∑
k=0
sk
z2k+1
,
which gives the relations
[Si+1]2n+i+1 =
n∑
k=0
sk[S
i]2n+i−2k, i, n ≥ 0. (6.8)
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Applying (6.7) and (6.8) for n = ℓ− i, we get
rℓ+1 =
ℓ∑
i=0
ℓ−i∑
k=0
sk[S
i]2ℓ−2k−i =
ℓ∑
i=0
[Si+1]2ℓ+1−i =
ℓ+1∑
k=0
[Sk]2(ℓ+1)−k
where in the last equality we used the fact that [S0]2ℓ+2 = 0, and this concludes the proof
of (6.4).
Finally, we prove (6.5), again by induction. This identity for k = 1 is precisely (6.4).
Assume that (6.5) holds and let us prove that
[Rk+1]2m+k+1 =
m∑
n=0
(
n+ k
k
)
[Sn]2m−n. (6.9)
Making use of (6.8) (applied to R), (6.4) and (6.5), we obtain
[Rk+1]2m+k+1 =
m∑
j=0
rj [R
k]2(m−j)+k
=
m∑
j=0
j∑
ℓ=0
m−j∑
n=0
(
n+ k − 1
k − 1
)
[Sℓ]2j−ℓ [S
n]2(m−j)−n
=
m∑
ℓ=0
m−ℓ∑
n=0
m−n∑
j=ℓ
(
n+ k − 1
k − 1
)
[Sℓ]2j−ℓ [S
n]2(m−j)−n,
where in the last equality we transposed the summations twice. This and the relation
[Sℓ+n]2m−(ℓ+n) =
m−n∑
j=ℓ
[Sℓ]2j−ℓ [S
n]2(m−j)−n
give
[Rk+1]2m+k+1 =
m∑
ℓ=0
m−ℓ∑
n=0
(
n+ k − 1
k − 1
)
[Sℓ+n]2m−(ℓ+n).
Considering the different ways we can add ℓ and n to obtain t = ℓ+ n, we deduce from the
previous relation that
[Rk+1]2m+k+1 =
m∑
t=0
(
t∑
n=0
(
n+ k − 1
k − 1
))
[St]2m−t =
m∑
t=0
(
t+ k
k
)
[St]2m−t,
which proves (6.9).
The following is a well-known result in the theory of moment problems. For a proof, see
[2, Theorem 30.2].
Lemma 6.2. Let (µn)
∞
n=1 and µ be probability measures on R with moments of all orders
finite, and suppose that for each k ∈ Z≥0,
lim
n→∞
∫
xkdµn(x) =
∫
xkdµ(x).
Assume further that the measure µ is uniquely determined by its moments. Then µn con-
verges weakly to µ, i.e., for any f ∈ Cb(R) we have
lim
n→∞
∫
fdµn =
∫
fdµ.
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