A speaker recognition experiment is described where subjects are asked to identify one out of twelve unknown speakers from short samples of speech. Results on speed and precision of this task will be presented. The study will be used as a baseline for synthesis of speaker characteristics.
INTRODUCTION
Currently available text-to-speech systems are not characterized by a great amount of flexibility, especially not when it comes to varying the voice. However, there are practical needs for different voices. Text-to-speech systems are now used in many applications which ask for voice variation close to that found in human speakers. This is especially true when the systems are used in communication. Speaker-specific aspects are regarded as playing a very important role in the acceptability of synthetic speech (Carlson, Granström & Karlsson, 1991) . It is currently an important scientific challenge to formulate human speech variability in explicit models. Thus, a significant ambition in speech synthesis research is to model speech on a global level, allowing changes of speaker characteristics and speaking style. It would be helpful if the speaker characteristics could be described by a limited number of parameters. Only a small number of sentences might in this case be needed to adjust the synthesis to one specific speaker. The needs in speech synthesis research and speech recognition research are very similar in this respect (Blomberg 1991 , Ström 1994 .) As a starting point for this work we wanted to study how well listeners can judge speaker identity from short samples of human speech.
TEST PROCEDURE
To establish a baseline for speaker recognition, a test procedure was established. Different voices have been collected as part of the "Waxholm" speech database (Blomberg et al. 1993) . In this database, collected as part of a Wizard of Oz recognition experiment, each subject uttered a set of fixed sentences varying in length and linguistic complexity. From this database 12 speakers were selected. All were male speakers without strong regional accents. All speakers were unknown to the subject group, that consisted of 48 students taking the speech communication class at KTH. The test task was to match the voice of a test sentence to one of 12 voices. The test was run individually as an interactive computercontrolled task for 15 minutes. In Figure 1 the procedure is illustrated. The figure resembles the screen display seen by the subject. By clicking the mouse in the central square the subject could listen to the test sentence. By clicking the 12 peripheral squares the subject could listen to the 12 different voices represented in the test. These 12 reference samples were the same sentence uttered by the 12 speakers. During the test session the location of the reference voices were kept the same. The subjects were divided in three groups, for which the location of the references were shifted one step (see Figure 1) 
* Names in alphabetic order
The test sentences (see Table 1 ) were randomly drawn from six sentences (not including the reference sentence) uttered by the same 12 speakers. The test sequence was the same for all subjects. All selections on the screen were recorded, along with the selection time. Figure 2 , the proportion of subjects completing a certain number of test items is displayed. The bold line is the mean result (48 subjects) and the thin lines are the results in the individual groups (16 subjects each). It is obvious that the groups are quite comparable, but that there exists a wide variation in the number of test items covered during the 15-minute test period (12 to 60 items with a mean of 27).
RESULTS

In
In Figure 1 , the mean number of times each square is clicked for one test item is indicated. It is a tendency that the corner squares are listened to less than other squares, possibly because the voices in these positions are more easily remembered. This justifies the rotation between groups that was employed in the test.
In Figure 3 , the time-to-decision is plotted as a function of the serial position in the test. The mean number of playbacks used to arrive at this decision is also plotted. It is clear that the subjects used the first item to get familiar with the display. After that a more gradual decrease of the time used (and the number of squares clicked) can be seen. This is in part due to the inclusion of both fast and slow subjects for the earlier test items. Clear variation between test sentences could be seen. The points indicated by circles in Figure 3 all pertain to the very short utterance "Ja." (yes).
In Table 2 the error distribution is given. The overall error was 11.6%. For the different sentences the error varied between 29% for sentence 1 (Ja.) that alone accounted for more than half of the errors, to 4.2% for the easiest sentence (#2). A smaller variation was found between different speakers. Table 2 . Number of correct and incorrect identifications, according to speaker and sentence.
Since the sentences and speakers were randomized in the test, and the subjects were engaged for a fixed duration, we observe great variation in the the number of trials for each sentence and speaker. This is especially true in the speaker statistics. Figure 4 illustrates another aspect of the data. The time for wrong identification is plotted against time for correct identification. It is displayed for each test item that created an error. The result shows a tendency that it takes longer time to give a wrong response compared to a correct one.
FINAL REMARKS
The result demonstrates that it is possible for subjects to quite accurately match unknown voices, speaking different sentences, if the test sentences are reasonably long. Listeners differ widely in this ability.
We intend to use this material in a synthesis experiment, where we will model the individual speaker characteristics. At the meeting, some of these results will be demonstrated. 
