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I. INTRODUCTION
The history of OCR research is relatively old in the era of pattern recognition. Optical Character Recognition has earned interest as it renders services for various systems. Some practical applications of OCR include recognition of vehicle number plates for identification and security concern information, in banks for processing checks, for easy-search of the scanned documents in database, finds implementation in hand-writing recognition and use in T2MSTA [1] . This technology has been exploited in almost various areas in industries like robot vision, Automatic bank check processing [2] . Now a days it use in automated analysis of medical image of blood contents, identification of humans from figure prints etc [3] .
Fundamentally, Optical Character Recognition belongs to a family of techniques performing numerous automatic identifications. OCR, in principle classify optical pattern corresponding to alphanumeric or other characters. OCR converts scanned image of text -printed or hand-written into machine-editable text format electronically. In simple terms, it refers to the conversion of images of hand-written, typewritten or printed-text usually taken by means of scanner or a suitable camera into machine-editable form [4] .
Character recognition system is mainly classified into two modes, namely offline and online recognition system. The online recognition is found to be superior to the former as the initial step of determining the location of text is not required.
In offline character recognition, the scanned document is taken and processed by means of recognition algorithm. It is a challenging task due to variation in shape, font-size and document-quality of the characters. Optical Character Recognition is an offline mode of character recognition. Electronic tablet is an example of online character recognition [5] .
Since the input for the system can be a printed document or a hand-written text character recognition is further classified into printed character recognition and hand-written recognition on the basis of its input. The recognition rate of hand-written text is relatively less as there is no specific way of writing in case of a person [6] .
Broadly, the methodologies for realization of OCR are based on deterministic and syntax method [7] . Some of them are based on artificial intelligence like neural network method and fuzzy logic [8] . Implementing character recognition with the help of neural network involves training and learning of the database created. Proper database is highly desirable in this approach. The main under-lying principle is to teach the machine which classes of pattern may occur and what they look like and then the machine itself builds a prototype for identification of different inputs accordingly. Such type of learning is done by showing the machine examples of characters of different classes. Recognition is based on comparisons between the unknown character and the previously obtained description. Recognition can also be done by means of feature extraction method and templatematching using correlation [9] . Today's OCR utilizes the multiple algorithm of neural network technology which can be well exploited for hand-written text recognition having good accuracy to some extent. Implementation using the neural network can provide good recognition accuracy in handwriting recognition.
MATLAB has been chosen since it provides environment where problems and notations is denoted in mathematical terms. It has large library of in-built function for imageprocessing and supports many file-formats and can easily be connected to cameras. Moreover technical problems can be solved more easily in MATLAB than traditional languages such as C, C++, JAVA etc. Many functions image processing toolbox in MATLAB proved helpful for realization of OCR. It provides a number of powerful indexing schemes that simplify array manipulations and improve efficiency [10] .
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A. Formation of library
Initially a library has been created with 26 uppercase and 26 lowercase alphabets and 10 numeric bitmaps. These bitmaps are binary replica of all the alphanumeric characters and each of them is stored in matrix form. They all are of equal size and dimension, (here size is depicted with pixels). Also the file format of the stored image should be selected carefully match. Bitmap file format (bmp) is strongly reliable because of the advantages like easy to create as they are the picture generally produced by cameras and scanners, storage of real world images, well translation to dot format devices like printer and CRTs. This file format is also prominently supported by MATLAB. These are used for classification purpose against the input text as static characteristic, features and group the entire corresponding image from the reference library or templates.
Figure. 1 shows the bitmap stored in library of X. Each of the characters have definite dimension (a,b). 'a' refers to horizontal pixels and 'b' refers to vertical pixels.
B. Image Acquisition
Image can be acquired by using scanner or a digital camera. The image can be d in a specific graphical file format like BMP fig 2. Since the stored bitmaps in library consists of pre-defined formats, inputs should be taken in BMP. Apart from the scanned document, pre-stored documents in the system can also considered as input and processed for recognition. After this the image is passed to the next step of pre-processing. 
C. Pre-processing
It is concerned with a series of operations so that the scanned input image is made suitable for further processing. It basically deals with reduction of noise and inconsistent data. Though each and every step is complicit and requires performing accurate, pre-processing is the most important phase in character recognition, because accuracy depends on it. Contrast stretching is an enhancement technique since it mostly depends on the pleasing aspect of users.
Pre-processing, in reality is used for enhancing the image quality. Important steps involved are filtering from unwanted image, gray-scale conversion and binarization.
It includes following steps: 
Filtering
Filtering is the prior and initial phase in character recognisation. The scanned documents or pre-stored system file may contain noise and unwanted marking which have to be removed from the input in order to obtain result with precision. Using MATLAB filtering tools like medfilt2 -Median filtering. Median filter is used to reduce salt and paper noise. Wiener2-Low pass filters a gray scale image that has been degraded by constant power additive noise. This uses a pixel wise adaptive Wiener method based on statistics estimated from a local neighbourhood of each pixel.
Gray-scale conversion
An image in gray scale has a stored data-matrix whose values represent shades of gray i.e. it refers to intensity of monochrome images.
The function from MATLAB such as gray can return an M-by-3 matrix containing a gray-scale color map. For character recognition we have to go for a generalized gray scale conversion which can take input in color map or non color-map. But we cannot use this gray function as dimension for color map is M-by-N-by-3 where 3 indicate additional intensity of color. Thus we have to go for a general approach where map must be M x 3 array. The input image is made to gray-scale since it is performed to achieve required intensity so that it can be converted to binary form. 
Binarization
After gray-scale conversion, it is converted to binary by thresholding [11] . The output binary image has values of 1 (white)for all pixels in the input image with luminance greater than a level hold and 0 (black) for all other pixels fig. 3 . Here the level is determined by the threshold declared by user according to the set value and the output will be stored in matrix-form within the system. Then it is compared with the stored template. 
D. Segmentation
Segmentation involves several orientations according to the position of the characters in image [12] . If the image consists of several horizontal lines of words then first segmentation is done by isolating every line in the document. Next if one line contains many words then segmentation is done for all words. Finally each word carries many letters so segmentation is done for all the letters in the alphabets. Thus segmentation is carried out for obtaining the isolated characters by decomposing image of sequence of characters. Thus segmentation can be done to various different levels depending on the problem. It is usually implemented through labeling in MATLAB.
In MATLAB there are several pre-defined functions for labeling such as bwlabel, bwlabeln, bwconncomp. We have to go for the suitable one. Labeling is basically a process to identify the neighboring pixel and tag it accordingly. For example, the pixels labeled 0 indicate the background. The pixels labeled 1 make up one character; the pixels labeled 2 make up a second character, and so on. Thus segmentation is done on the basis of labeling the neighboring characters. Once the segmentation phase is complete each segmented character is further forwarded for feature extraction.
One may take segmentation as a step-by-step breakdown of a region of text until the desired level of interest is achieved. In character recognition, segmentation ceases after isolating characters. Character-wise segmentation is being performed to isolate constituent characters in each word. Word "The" is being segmented into its most elemental components 'T', 'h' and 'e'. After the image is broken down into its most basic component character, it will be taken for feature extraction.
E. Feature Extraction
In this phase, relevant feature from the characters are being extracted in order to create a vector. This vector is advantageous while recognizing the input unit. It is of great importance that its functioning determines the rate of recognition and reduction in misclassification. Once we store the reference images in library we have to deduce our input characters accordingly. The labeling in segmentation part is also used in feature extraction process, for each character the max and min label in both vertical and horizontal direction is determined and the image is cropped sharp to the border of the character. This is done as same as the stored bitmaps in library. Fig. 6 demonstrates for alphabet 'b' before and after feature extraction where cropping has been done. For example, the horizontal dimension is (h) and cropping will be done from Hmin to Hmax, similarly for vertical (v) cropping is from Vmin to Vmax.
F. Resizing
This is a very important step that should be done exactly after feature extraction. Once the cropped image would be the direct replica of our stored image in terms of features, it is necessary to bring the input characters to a pre-defined size as stored in the library. It is important that the input character have the same matrix size to the one it will be compared with otherwise comparison is not even possible for that kind of situation. Once the resizing is done our input image is ready for classification for recognition.
G. Recognition
The result of the recognition is determined based on this decision-making step. There are several methods for classification. In our model the basic 2D correlation coefficient is determined and classification is done according to the coefficient obtained. This pre-defined function returns the correlation coefficient between two matrices or vectors of the same size. The coefficient so obtained is compared with every character's position matrix in the library. Once the position matrix is matched with the coefficient the character is detected and thus finally, output is displayed in the text format in command window of MATLAB.
H. Post-processing
It is the final step of Optical Character Recognition. The corresponding recognized character is displayed in the Graphical User Interface.
III. GRAPHICAL USER INTERFACE
Finally a GUI (graphical user interface) has been designed to using GUIDE (GUI design environment) of MATLAB to implement the character recognition system as fig.9 . GUI is a user friendly interface where user directly loads the image, set programs to show the gray scale, binary image and final recognized output of the input image.
.
From the layout it is very easy to understand the whole system by following the steps as below: Many minor but yet confusing problems had been faced to realize the entire system. Some problems have been solved by hit and trial. Some are solved by acquiring detail information, and some remain yet to be solved. The so far developed system could become even more efficient and reliable by eliminating some problems for further enhancement.
1. Detection of white-space between the words. 2. Choosing the correct format for storing images. 3. Some lower cases are not recognized correctly like 'i'.
It is recognized as a combination of more than one letter. 4. The system get confused while recognizing some similar looking lower and upper cases like 'o' 'u' 'c' and some similar looking alphabets and numbers like '2' and 'z', '9' and 'q'. 5. Neural network or fuzzy logic implementation to recognize lower-case characters, similar-looking characters and varying writing style. 6. It can be further improved to recognize even handwritten text.
V. CONCLUSION
The developed system for Optical Character Recognition takes printed text as its input. The corresponding software is implemented by using MATLAB. It is capable of processing and producing the output in a form which is well suited for various Character-Recognition-Based-Systems. This system provides the initial phase for Text-to-Speech Converter, considering printed text. Character Recognition of varying font and style can also be done with the use of Neural Network during classification. It can be further extended for hand-written text by incorporating artificial intelligence.
