Polybrominated diphenyl ethers (PBDEs) are a class of brominated flame retardants added to plastics, polyurethane foam, electronics, textiles, and other products. These products release PBDEs into the indoor and outdoor environment, thus causing human exposure through food and dust. This study models PBDE dose distributions from ingestion of food for Irish adults on congener basis by using two probabilistic and one semi-deterministic method. One of the probabilistic methods was newly developed and is based on summary statistics of food consumption combined with a model generating realistic daily energy supply from food. Median (intermediate) doses of total PBDEs are in the range of 0.4-0.6 ng/kg bw /day for Irish adults. The 97.5th percentiles of total PBDE doses lie in a range of 1.7-2.2 ng/kg bw /day, which is comparable to doses derived for Belgian and Dutch adults. BDE-47 and BDE-99 were identified as the congeners contributing most to estimated intakes, accounting for more than half of the total doses. The most influential food groups contributing to this intake are lean fish and salmon which together account for about 22-25% of the total doses.
Introduction
Brominated flame retardants (BFRs) are a group of chemicals that are added to plastics and textiles for the purpose of fire prevention. The types of products containing these chemicals include clothing and household textiles, furniture, computers, televisions, and insulation material. There are 20-25 classes of BFRs used in present production of consumer products, with polybrominated diphenyl ethers being a major class. The term polybrominated diphenyl ethers (PBDEs) refers to three commercial mixtures of decabromo diphenyl ether (decaBDE), octabromo diphenyl ether (octaBDE), and pentabromo diphenyl ether (pentaBDE) (De Wit, 2002) . Owing to their toxicity, pentaBDE and octaBDE have been banned for use in household products in the European Union (European Commission, 2003) . In the United States, the PBDE industry voluntarily ceased production of penta-and octaBDE on 31 December 2004 (Birnbaum and Hubal, 2006>) . In addition, the EPA announced the phase-out of decaBDE in December 2009 for the end of 2013 (USEPA, 2009) . In Europe the use of decaBDE is still permitted for all appliances except for electric and electronic equipment (BSEF, 2009 ), but the scientific discussion about the toxicity of decaBDE is ongoing (Viberg et al., 2003; Van der Ven et al., 2008) . Effects of PBDEs in animal models include endocrine disruption, neurodevelopmental and behavioural effects, hepatic abnormalities, and possibly cancer (McDonald, 2002; Birnbaum and Staskal, 2004; Darnerud, 2008) . Although little human epidemiology has yet been done, early studies suggest effects on male reproductive hormones (Meeker et al., 2009 ) and fertility (Akutsu et al., 2008b) , thyroid hormone homeostasis (Turyk et al., 2008) , cryptorchidism (Main et al., 2007) , and lower birth weight and length (Chao et al., 2007) .
Previous studies have shown that oral and dermal uptake of dust and soil, as well as ingestion of food are the main exposure pathways contributing to the total human exposure to PBDEs (Jones-Otazo et al., 2005; Harrad et al., 2008; Lorber, 2008; Stapleton et al., 2008; Fraser et al., 2009; Johnson-Restrepo and Kannan, 2009 ). The dust pathways tend to be more influential than food intake in North America (Jones-Otazo et al., 2005; Lorber, 2008) , but not necessarily in Europe, where the food pathway can be dominant for tri-hexa-BDEs (Harrad et al., 2008) . Therefore, it is important to accurately model this pathway to provide good-quality information for risk assessment and management.
To model human exposure, different methods are used, depending on the quality of available data and on the level of detail needed for the dose estimates and the uncertainty evaluation. The highest level of detail and best uncertainty evaluation today is obtained with so-called probabilistic methods that propagate uncertainty through the model by means of Monte Carlo (MC) simulations. However, often the detailed food consumption data, on which probabilistic methods rely, are not freely available. Therefore, we developed a new method for probabilistic modelling of food intake that is based on summary statistics for food consumption data, total energy intakes, and energy densities of different food groups (energy-based method (EBM)). We compare the daily doses of PBDEs calculated with EBM to doses calculated with an established individual-based probabilistic method (McNamara et al., 2003) . In addition, we compare the distributions of the doses derived from the individual-based data and the EBM with two point estimates that represent intermediate and high exposure derived with a semi-deterministic method.
All food consumption data and almost all food concentration data used in this study stem from Ireland. The calculations are performed for the commonly studied PBDE congeners . BDE-49 is also included because of its importance in fish (Tlustos et al., 2005) . This study is the first to present PBDE dose distributions for the Irish population.
Materials and methods
Uptake of PBDEs through the food pathway was calculated as
with D ki as the uptake dose rate (herein referred to as dose and given in units of ng/kg bw /day) for congener k and individual i; where C kj is concentration of congener k in food group j (from a total of n food groups); a ji is the amount of food consumed from food group j by individual i normalised to body weight; and f k is the uptake fraction of congener k into the body. Foods included in this study were grouped into different groups to model food exposure to PBDEs as accurately as possible (n ¼ 47) (for details see Supplementary Table S3) . To investigate the influence of the number of modelled food groups on the performance of the newly developed method, we also implemented a model with n ¼ 9 food groups (for details see Supplementary Table S14 ). The total food dose for m congeners and individual i was then calculated according to
To estimate exposure to chemicals through food, information on the consumption of relevant foods is required. If detailed food consumption data at the individual level are available, the individual-based probabilistic reference method presented here (see the section Probabilistic Modelling F RM) can be applied. In cases in which only summary statistics of food intake data are accessible and/or information on correlations between consumption of different food groups is lacking, our approach of combining probabilistic dose modelling with an energy-based food intake model can be used. Both methods are probabilistic insofar as they provide information on the probability that a person of the investigated population takes up a dose that is equal or higher than a specific percentile of the derived dose distribution. For all input parameters, distributions were defined, and the uncertainty and variability within these distributions were propagated through the probabilistic models by means of MC simulations. For the semi-deterministic method the medians and the 95th percentiles of the defined distributions were used as input parameters (except for food intake, for which the mean was used).
Input Parameters
PBDE Occurrence Owing to their lipophilic nature, PBDEs are mainly found in vegetable oils and foods of animal origin. All other food groups analysed did not contain PBDEs above the analytical limit of detection (LOD) and were therefore not modelled. This finding is supported by Bakker et al. (2008) , who reported that exposure to PBDEs from foods other than of animal origin was restricted to a maximum of 10-15% of total PBDE exposure from food. Schecter et al. (2010) considered the influence of foods other than of animal origin (here vegetable products) to be even smaller (around 2% of the total dose).
Almost all occurrence data of individual PBDE congeners in food in this study were taken from regular monitoring programmes on Persistent Organic Pollutants in Ireland and were provided by the Food Safety Authority of Ireland. Dependent on congener and food group, between 1 and 52 analytical results (from composite samples) were available. Further details on results and method of analysis have been published by Fernandes et al. (2009) . Additional data for fish and, in particular, data on BDE-209 were taken from a UK survey (UKFSA, 2006a) that used the same laboratory for the analysis as the Irish Survey.
According to Eq. (1), PBDE concentrations in all relevant food groups are needed on a fresh-weight basis for our model calculations. Measured concentrations were available for 17 different sample matrices, expressed on fresh-weight basis for fish and on fat-weight basis for the other matrices. Therefore, the concentration data for fish could be used directly. The fresh-weight concentrations for the other food groups, however, were derived by multiplying fat-based concentrations by fat fractions that were modelled with a lognormal distribution. If a food group consisted of more than one type of fat (e.g., mayonnaise), the percentages of each fat compartment were determined by constant values that sum up to 100% (Supplementary Table S3 ).
To accurately model non-detects (NDs), we applied a method referred to as regression on order statistics estimation (ROS). ROS is a robust method used to generate a distribution (denoted as ROS distribution) of concentration data that uses all available information from data points above the LOD to extrapolate data points below the LOD (NDs) by assuming that the values are lognormally distributed (for details see Supplementary Information, section 3.1). During simulations of the probabilistic models, food concentrations are sampled randomly from the generated ROS distribution. Unless stated otherwise, the ROS method was applied in this study. In addition, to give an approximate estimate of the uncertainty in the calculated doses due to small sample sizes, the lognormal ROS (LN-ROS) procedure was applied. This method fits a lognormal distribution to the data set that was adjusted with ROS beforehand (for details see Supplementary Information (Holland et al., 1989; Chan et al., 1994; Chan and McCance, 1995; Chan and McCance, 1996) , which were also used in the Irish Food Consumption Survey coding system. Median fat fractions and energy densities used in the models with 47 food groups are given in Supplementary Table S3 (for models with nine food groups see Supplementary Table S14 ).
Food Consumption Food consumption data for the adult Irish population (18-65 years) were taken from the North South Food Consumption Survey conducted by the Irish Universities Nutrition Alliance (IUNA, 2001) . For this study, only adult data from the Republic of Ireland (n ¼ 958) were included.
The detailed food consumption database, which contains information from a 7-day dietary record of 958 subjects, allows for comprehensive in-depth interrogation and was modified to suit contaminant intake calculations (recipes were used to convert meals into their respective ingredients). All consumption data are expressed on a per kilogram body weight (kg bw ) basis calculated for each individual consumer.
Uptake Fractions In the absence of human data, the uptake fractions were modelled with a two-parameter b distribution derived from animal absorption, distribution, metabolism, and excretion studies that contain uptake fractions for all modelled congeners except BDE-49, which was modelled with the uptake fraction derived for BDE-47.
The median values are all around 0.9 or higher except for BDE-183 with a median of 0.79 and BDE-209 with a median of 0.28. To evaluate the uptake fractions derived from animal studies, we compared them to uptake fractions derived with an equation proposed by Moser and McLachlan (2001) for human uptake of lipophilic persistent organic pollutants and found that they fit well (for details see Supplementary Information, section 6).
Modelling Methods

Probabilistic Modelling
is a probabilistic non-parametric method that utilises the complete individual-based data set of the Irish food consumption database (Irish Universities Nutrition Alliance (IUNA), 2001). Estimated doses as defined in Eq. (1) are calculated for each individual subject in the database and for every single eating occasion. RM is a well-established method and a commercial software is available that has also been used in this study (McNamara et al., 2003; Creme Ltd, 2009) . To model the doses as accurately as possible, RM was implemented with n ¼ 47 food groups (denoted as RM47) and performed with 500 iterations. RM is also used as reference to compare the other methods with.
Probabilistic Modelling F EBM EBM is a simulation method that aims to realistically model the exposure to chemicals contained in foods if only summary statistics (e.g., mean and SD) of food intake distributions are available. As the MC simulation can generate unrealistic intake scenarios on the basis of summary statistics, cutoff values for total energy intake are introduced. The total energy intake is calculated from the single energy intakes of the consumed food groups. These single energy intakes are usually derived by means of bomb calorimetric analysis of food duplicates or by combining food composition tables with food intake information (Acheson et al., 1980) . In this study, the latter approach was used. For each MC run, the total energy intake is calculated by summing up the energy contributions of each food group, which in turn are calculated by multiplying the amount of food consumed by their energy density. MC runs that are either below or above the respective cutoff value are discarded and not used for the subsequent dose calculations. Thereby the application of EBM avoids the inclusion of calorimetrically unrealistic runs in the dose distribution. In this study the 1st and 99th percentile of the total energy intake distribution were used as cutoff values. They are equal to 16.1 and 94.3 kJ/kg bw /day, and 17.5 and 106.6 kJ/kg bw /day for female and male adults, respectively. We implemented two different EBM models: one with n ¼ 47 food groups, denoted as EBM47, and one with n ¼ 9 food groups, denoted as EBM9 (for details with regard to EBM9 see Supplementary Information, section 10). EBM was implemented using Crystal Ball (Oracle, 2009b) as modelling software and performed with 20,000 MC runs for each model.
To account for different quality levels of available data, two EBM sub-methods were developed. For the lognormal distribution method (EBM-LN), we assume that the food intake of the total population (i.e., consumers and nonconsumers together) for each food group can be approximated by a lognormal distribution (see Supplementary Information, section 6). We also assume that the according means and SDs are given or can be derived from the available summary statistics (for equations see Supplementary  Information, section 1) . In this study, the means and SDs were derived from the Irish raw data set in order to evaluate the performance of EBM-LN in direct comparison to RM. For the bimodal distribution method (EBM-BM), the fraction and the food intake of consumers need to be available as input parameters (for details and results on EBM-BM see Supplementary Information).
Semi-Deterministic Modelling F SBM The scenariobased method (SBM) was implemented with an intermediate and a high-exposure scenario. For the intermediate and the high-exposure scenario the median and 95th percentile of the input parameter distributions were used, respectively (except for food consumption, in which the mean was used in both scenarios). The median and the 95th percentile of concentration data and fat fractions were derived from a lognormal distribution that was fitted to the available data. For the uptake fractions, the values were derived from a b-distribution. Mean values were used for food consumption, because the combination of the 95th percentiles of the food consumption distributions would lead to unrealistically high food intakes and doses. The mean consumption values were taken for the total population, i.e., consumers and nonconsumers together. The mean (and not the median) of the food consumption data was also chosen for the intermediate scenario, because it better represents the central tendency of the whole food intake data set. A similar scenario-based approach was already applied in previous studies to model expected dose ranges (Scheringer et al., 2001; Wormuth et al., 2006; Trudel et al., 2008) . SBM was implemented with n ¼ 47 food groups, denoted as SBM47, and with n ¼ 9 food groups, denoted as SBM9 (for details with regard to SBM9 see Supplementary Information, section 11).
Sensitivity Analysis
To determine the parameters with the largest influence on the output, the contribution to variance (C2V) was calculated for EBM (Oracle, 2009a) . The C2V of a selected input parameter is determined by calculating Spearman's rank order correlations between the output and the selected input parameter, squaring the obtained correlation coefficients, and finally normalising the squared correlation coefficients of all input parameters to a total of 100%. This procedure is used for every output of interest. A positive C2V indicates a positive correlation between input and output variable and a negative C2V a negative correlation.
For RM, no sensitivity analysis was performed because the modelling software does not provide this functionality yet. A sensitivity analysis for SBM was not performed either, because it is less informative than for EBM because of the availability of only two point estimates.
Results
On the basis of estimates for PBDE uptake by the Irish population, we compare the results obtained with EBM and SBM to RM, which is used as reference point. Furthermore, we identify key food groups and key congeners contributing to PBDE uptakes.
Dose Estimates with RM and EBM
Median (0.43-0.55 ng/kg bw /day) and 90th percentile (1-1.2 ng/kg bw /day) dose estimates for Irish adults derived with RM47 and EBM47-LN based on ROS data preparation are similar (Table 1) . For the 99th percentile, EBM47-LN estimates are lower by B10% for female adults and higher by B5% for male adults compared with RM47. In both models, dose estimates for female adults tend to be higher in the upper percentiles than those for male adults. When the concentration data are modelled with a lognormal distribution (LN-ROS) instead of an empirical distribution (ROS), the dose estimates for RM47 increase by B15-30%.
The number of rejected MC runs for EBM47-LN due to the application of the energy cutoff is 0.8% and 1% for female and male adults, respectively (Table 2) , that is, the majority of the randomly generated scenarios were used to derive dose estimates. To investigate whether energy intake and estimated dose are correlated, we calculated the Spearman's rank correlation, which is around 0.4 for EBM47-LN. We also found that the means of doses from MC runs that were rejected due to excessive energy intake are significantly higher than those from MC runs rejected due to low energy intake (Wilcoxon test, all P-values o0.001). In addition, we investigated the influence of the energy cutoff on dose levels and found that the dose estimates for EBM47-LN with energy cutoff are on average lower by B1-2% when compared with doses estimates without energy cutoff (Table 2) .
Dose Estimates with SBM
The doses calculated with SBM47 (Table 3) 
Major Sources
To identify the major sources to PBDE exposure, we determined the average contribution of each food group to overall exposure. For all models using 47 food groups, lean fish and salmon are the two most important food groups (for details see Supplementary Information, section 8) , contributing about 45% and 35% to the total PBDE dose for female and male adults, respectively. On an aggregated level (Table 4) , we found that fish (including fish oil) contributes most to the total doses with about 50% and 40% for female and male adults, respectively. Milk and other dairy products together with meat products (including black pudding (kind of blood sausage), white pudding (sausage mainly containing pork meat, pork fats, and oats), and poultry) taken together contribute around 40% and 50% for female and male adults, respectively. The remaining 10% comprise eggs, mayonnaise and vegetable oils.
Congener Pattern
The contribution of each congener to the total dose of PBDEs for female adults derived with EBM47-LN is shown in Figure 1 (Table 3 for SBM47 and Supplementary  Table S7 -S10 for EBM47 and RM47). BDE-47 is the most dominant congener followed by BDE-99. Together these two congeners contribute more than half to the total dose. BDE-49, BDE-100, BDE-209, and BDE-153 also contribute to total PBDE exposure, although to a lesser degree. For all congeners, the dose distributions are skewed towards higher doses and the doses for female and male adults are in the same range. These findings hold for all applied methods.
Sensitivity Analysis
The C2V was used to quantify the influence of each input parameter (for details see Supplementary BDE-99 concentrations in certain dairy products (whole milk, other milk, fat spreads, and semi-skimmed milk) and lean fish (BDE-47 only).
Comparison of Regions
To put the Irish dose estimates into perspective, they are compared with doses presented in other studies (Table 5 ) (Bocio et al., 2003; Harrad et al., 2004; Gomara et al., 2006; UKFSA, 2006b; Voorspoels et al., 2007; Akutsu et al., 2008a; Bakker et al., 2008; Sioen et al., 2008; Schecter et al., 2010) . We also present external doses (i.e., before uptake into the body) to make our estimates better comparable with other studies (for detailed results see Supplementary Table  S11 and Table S12 ). Although the populations are different and the investigated food groups and congeners are not exactly the same, the modelled doses are generally in good agreement (except the UKFSA (2006b) study that is higher by about a factor of three compared with other studies). The mean lies in a range of 0.58 to 5.9 ng/kg bw /day and the upper percentiles (P95, P97.5, and P99, if given) in a range of 1.4 to 4.3 ng/kg bw /day.
Discussion
Major Sources
The ingestion of salmon and lean fish was identified as the major source of exposure to PBDEs in the Irish population. This is due to the high PBDE concentrations in these fish varieties, which are among the highest of all the investigated food groups, and due to the high percentage of the population that consumes these fish varieties in considerable amounts (fraction of consumers about 15% for salmon and about 45% for lean fish, see also the C2V for the intake of salmon and lean fish, which yield ranks 1 and 2 for SBDE, respectively). This finding also explains the higher dose estimates for female adults, because their salmon consumption per body weight is higher in the upper percentiles compared with male adults. In dairy products, concentrations of PBDEs are generally lower than in salmon or lean fish, but consumption of dairy products is, on a weight basis, around 18 times higher than fish consumption, and hence contributes considerably (up to 25%) to total PBDE exposure. In addition, meat products are consumed in larger amounts than fish (about six to eight times more). However, as meat products contain less PBDEs than salmon or lean fish, their influence on the total dose is less pronounced and in the same range as that of dairy products (between 20% and 33% of the total dose).
A decrease in PBDE doses from foods is not expected in the near future, as PBDE-containing products continue to emit PBDEs into the indoor and outdoor environment, leading to ongoing PBDE contamination of food (Harrad and Diamond, 2006) . 
Congener Pattern
The highest contributing congeners are BDE-47 and BDE-99. This was expected, because they were the major components of pentaBDE (La Guardia et al., 2006) and PBDEs are persistent and bioaccumulative and, therefore, still present in foods. Although pentaBDE and octaBDE have been banned, decaBDE is still in use for some products. Hence, and although the dose range for BDE-209 is clearly smaller than for BDE-99 or -47 in this study, BDE-209 may be relevant for human health. There is increasing evidence that BDE-209, which is contained in decaBDE, is persistent, bioaccumulative, and might be debrominated to lowerbrominated BDEs (Stapleton et al., 2004; He et al., 2006; Kierkegaard et al., 2007; Van den Steen et al., 2007; Schenker et al., 2008) . In addition, the scientific discussion about toxic effects of BDE-209 is ongoing (Viberg et al., 2003; Van der Ven et al., 2008) .
Comparison of Regions
In comparison to other studies (Table 5) , the doses calculated in this study by means of probabilistic methods are within a similar range, although the investigated populations and the modelled food groups and congeners are different. Two other probabilistic studies (Bakker et al., 2008; Sioen et al., 2008) did not include , and the study by Sioen et al. (2008) focused on fish eaters only. However, both studies are useful reference points for this work, because they both modelled the most influential congeners (BDE-47 and BDE-99) and the consumption of fish. In-depth comparison of congener patterns and food group contributions are not possible, because the model structures do not match. The comparison of mean external doses from our work with other point estimates shows that our results are at the lower end of estimated intakes. However, also for this comparison we need to consider that the applied models are quite different and different food groups and congeners have been investigated. Despite these differences almost all estimates lie within the same range, because they all modelled the most important congeners (BDE-47 and BDE-99) and food groups (fish, meat, and dairy products). An exception is the UKFSA Study (2006b), which presents an upper bound intake for SBDE of 5.9 ng/kg bw /day. Interestingly, the main contribution in that study is intake of BDE-209 through 17, 28, 47, 66, 99, 100, 153, 154, 183, 184, 191, 196, 197, 209 NDs 17, 28, 47, 49, 66, 71, 77, 85, 99, 100, 119, 126, 138, 153, 154, 183, 209 NDs
United States f Point est. Popl. Both 17, 28, 47, 49, 66, 85, 99, 100, 119, 126, 138, 153, 154, 156, 183, 196, 197, 206, 207, 209 
Abbreviations: Adults?, likely adults; BDE, bromo diphenyl ether; LOD, limit of detection; ND, non-detect; prob., probabilistic; point est., point estimate; popl.?, likely whole population; RM, reference method; ROS, regression on order statistics. a External doses, that is, before uptake into the body. Results for medium bound intake normalised for an average body weight of 60 kg (35 ng/day per 60 kg bw ¼ 0.58 ng/kg bw /day). c Sum of doses for penta-and decaBDEs and average of five age groups beween 20 and 69 years. Results normalised for an average body weight of 60 kg (38.5 ng/day per 60 kg bw ¼ 0.58 ng/kg bw /day). e Results for lower bound intake normalised for an average body weight of 60 kg (107 ng/day per 60 kg bw ¼ 1.8 ng/kg bw /day). meat products (3.7 ng/kg bw /day) and not through fish. The reason is the high level of BDE-209 measured in meat (3.64 ng per g fresh weight). However, no explanation is given why this high level was measured in meat products (fish e.g., contained only 0.09 ng per g fresh weight). If BDE-209 is excluded from the intake calculations, the dose is reduced to 1.4 ng/kg bw /day, a value lying within the range of the other studies. This latter finding supports the need for inclusion of BDE-209 in monitoring programs and subsequent exposure assessments.
Performance of RM
In this study, we use RM as reference for comparison with the other methods, because RM is the most accurate of all three applied methods. However, also RM could be further improved by implementing a statistical procedure that calculates usual intakes to better reflect chronic food intake. This procedure is based on the available raw data to account for intra-individual variations that are too large in short-term surveys and, hence, lead to an overestimation of food intakes in the upper percentiles Hoffmann et al., 2002) . However, as the software used for RM did not feature this application at the time, we did not use it. Another important improvement would be to remove the bias that arises due to treating all people that do not consume a specific food during the study period as non-consumers. This procedure likely leads to an overestimation of the true fraction of non-consumers, because the study period is limited to 7 days and, hence, not all foods that people generally eat are present in their food consumption during this time period (Hoffmann et al., 2002) . This bias could be reduced by either explicitly asking participants of food surveys whether they are consumers or non-consumers of certain foods or to implement statistical methods that can compensate for this bias (Slob, 2006; Tooze et al., 2006) .
Performance of EBM
Dose estimates from EBM47-LN are in the same range as those derived with RM47 (Table 1) , although EBM47-LN models the intake with a lognormal distribution that can generate intake values higher than what is actually measured. This is mainly due to the inclusion of non-consumers in the food intake distribution, which shifts the whole distribution towards lower values, and not so much due to the energy cutoff ( Table 2 ). The good performance of EBM47-LN supports the use of the lognormal distribution to model food intake, although the fit to real intake data is not always optimal (Supplementary Information, section 5.2).
We also investigated the correlation between energy intake and estimated dose and found a weak correlation of 0.4. This is because of the different energy content of different food groups with varying levels of PBDEs. A fish eater, for example, is likely to take up higher PBDE doses with the same energy consumption compared with a person eating only meat, as PBDE concentrations in fish are higher than those in meat.
In the case of EBM47-LN, the number of rejected MC runs was low (about 1%), but with 9 food groups instead of 47 and with separate modelling of consumers and nonconsumers (with EBM-BM), the fraction of rejected runs can exceed 10%. However, even in this case the dose estimates in all investigated percentiles do not exceed RM47 estimates by more than a factor of 1.6 (for details see Supplementary  Information, section 10) .
Owing to the rejected MC runs, the shape of the foodintake distribution can change ( Supplementary Information,  section 10 ). To test how much EBM alters the food intake distributions, we compared (1) raw intake distributions with intake distributions after the use of EBM (with energy cutoff) and (2) the intake distribution modelled with EBM before and after application of the energy cutoff. In our case EBM9-LN (and EBM9-BM) did significantly alter some of the intake distributions, but the influence on dose estimates is limited to changes from À2% to À9% (Supplementary Table  S17 ). However, this might be different for a contaminant that is mainly (only) present in a food group whose distribution is strongly modified. If the distributions of the relevant food groups are modified too strongly by EBM to be representative of the true intake, we recommend to (1) make sure that the energy density distributions properly reflect the associated food groups to avoid the rejection of MC runs due to unrealistically high or low energy intakes; (2) try to create food groups that have similar and narrow energy intake distributions to avoid the rejection of MC runs due to the high energy contribution of one single food group; (3) increase the number of modelled food groups to level out large contributions from a single food group; and (4) make sure that the energy boundaries are set in an appropriate way (i.e., not too narrow and properly reflecting the total energy intake by the modelled food groups) to avoid the exclusion of still reasonable MC runs.
However, the introduction of cutoff criteria to establish physical boundaries in the model is not confined to energy supply. Other criteria, such as consumption of specific nutrients (e.g., proteins), or the combination of several criteria together (e.g., energy intake via fat, carbohydrates, and proteins) could be used.
In this study EBM was applied for the first time. We think that this method can be useful for probabilistic modelling of food exposure in cases in which only summary statistics for food intake are available. However, there is a need for more case studies to better understand how EBM performs in different situations (e.g., different numbers of food groups that are contaminated).
Dose Estimates with SBM
The estimates of the intermediate scenario with SBM47 are lower by B10% compared with the median estimates from the RM47 model and the estimates of the high-exposure scenario are in the range of the 99th percentile of the RM47 model or above. Dose estimates derived with SBM are therefore considered to be cost-effective and conservative indicators of exposure (for SBM9 the estimates are even more conservative (Supplementary Information section 11) ). Furthermore, the congener pattern derived with SBM47 is similar to that derived with the probabilistic methods and the most important food groups identified by SBM47 (salmon and lean fish) are also in agreement with the probabilistic models.
Choice of Appropriate Method
The presented modelling methods should be chosen on the basis of the assessment aim and the quality of the data set (see Table 6 ). The doses calculated with RM have a sound statistical basis, because all available data are used to derive dose estimates. Estimates are calculated for every eating occasion for every individual per kg bw and, therefore, are more accurate than those derived with the other methods described. RM allows for a detailed exposure assessment and for the quantification of the population that might be at risk. Downsides of RM are the need of highly specialised modelling software and individual food consumption data that contain information about correlations among uptakes of food groups.
When only summary statistics of the individual food intake distributions are available, RM cannot be applied. Then EBM represents an alternative for probabilistic modelling, because energy intake and energy density data needed for EBM are well accessible (e.g., Friel et al., 2003; Health Canada, 2008) . EBM-LN can be used if summary statistics are available and the data represent averages taken from consumers and nonconsumers together. If the fraction of consumers is known, EBM-BM can be applied (see Supplementary Information, section 2 for details). In general, EBM can also be useful if the food consumption data are not representative because of small data sets, as EBM can compensate for limited aggregated data sets with the random generation of physiologically realistic scenarios. This is helpful if the expected dose range is of interest and the exact fraction of the population that might be at risk is not needed.
If the number of data points in concentration data sets is small, occurrence data can be modelled with a lognormal distribution (LN-ROS) instead of an ROS distribution. The upper tail of the lognormal distribution contains data points that exceed the highest measured value and can thus partially compensate for small data sets. As shown in Table 1 , model runs with LN-ROS data resulted in dose estimates that are on average around 15-30% higher than estimates based on ROS data in this study. This means that there is still uncertainty contained in the dose estimates that is caused by limited concentration data sets. It is, however, important to make sure that the concentrations generated with LN-ROS are not unrealistically high, for example, by implementing a maximum cutoff value. When the estimated doses in the upper percentiles are close to a reference dose such as an acceptable daily intake, it is thus recommendable to model uncertainty in more detail with a two-dimensional MC simulation (Cullen and Frey, 1999) to decide whether more data are needed to appropriately assess the risk.
SBM presents a useful method that yields results within a similar range of the probabilistic methods and as such can be used when an initial estimate is needed on a rapid-turnaround basis and/or when resources are not available to generate more refined distributions. 
