Abstract. The objective of this paper is to study the local time and Tanaka formula of symmetric G-martingales. We introduce the local time of G-martingales and show that they belong to G-expectation space L 2 G (Ω T ). The bicontinuous modification of local time is obtained. We finally give the Tanaka formula for convex functions of G-martingales.
and G-martingales. In Section 3, we state the main results on local time and Tanaka formula of Gmartingales.
Preliminaries
In this section, we review some basic notions and results of G-expectation and G-martingales. More relevant details can be found in [13] [14] [15] .
G-expectation space
Let Ω be a given nonempty set and H be a linear space of real-valued functions on Ω such that if X 1 ,. . . ,X d ∈ H, then ϕ(X 1 , X 2 , . . . , at t = t j , 1 ≤ j ≤ n is defined bŷ
The following is the representation theorem for G-expectation.
Theorem 2.2 ([1, 5]) There exists a family P of weakly compact probability measures on
P is called a set that representsÊ.
Given P that representsÊ, we define the capacity c(A) := sup
A set A ∈ B(Ω T ) is said to be polar if c(A) = 0. A property is said to hold "quasi-surely" (q.s.) if it holds outside a polar set. In the following, we do not distinguish between two random variables X and
We extend the G-expectation to L(Ω T ), still denote it byÊ, by settinĝ 
Then we have the following characterization of the space L p G (Ω T ), which can be seen as a counterpart of Lusin's theorem in the nonlinear expectation theory. 
Definition 2.6 A process is a family of random variables
The following is the Kolmogorov criterion for continuous modification with respect to capacity 
Then X admits a continuous modificationX such that
for every γ ∈ (0, β/α).
Now we give the definition of G-martingales.
Remark 2.9 If M is a symmetric G-martingale, then under each P , it is a classical martingale.
In the following, we give the stochastic calculus with respect to a kind of martingales as well as its quadratic variation process. In this paper, we always assume that M is a symmetric martingale satisfying:
G (Ω t ) for each t ≥ 0 and there exists a nonnegative constant Λ > 0 such that
, by the G-martingale representatin theorem (see, e.g., [18, 20] ), M t can be represented as the integral of G-Brownian motion. From this, we know that M t is continuous.
For each T > 0 and p ≥ 1, we define
, define the stochastic integral with respect to M by
The proof of following lemma is the same as that of Lemma 3.5 in Chap. III of [15] , so we omit it.
for some constant C ≥ 0.
By the above lemma, we can extend the integral continuously to M
It's easy to see t 0 η s dM s is a symmetric G-martingale and (2.2) still holds.
Next we consider the quadratic variation of M . Let π
We call this limit the quadratic variation of M and denote it by M t . By the definition of M t , it is easy to obtain, for each t, s ≥ 0,
Remark 2.12 Note that M t is q.s. defined, and under each P ∈ P, it is also the classical quadratic variation M P t of martingale M .
Main results
We first introduce a bigger integrand space for the stochastic calculus of G-martingales M . This space plays an important role in the construction of local time.
For p ≥ 1 and η ∈ M p,0
We have the following result concerns the relationship between spaces
If moreover there exists a constant 
Proof. We just prove (3.1) since the proof for the second part is just similar. We only need to prove
. By the sub-linearity ofÊ, we havê
Note that
Combining this with (3.2), we get the disired result.
, by a similar analysis as in Proposition 4.5 in Chap. III of [15] , we havê
Then the definition of integral In the following, C always denotes a generic constant which is free to vary from line to line. By a standard argument, we can obtain a regular version of the stochastic integral.
From Markov inequality (see [1] ), for each a > 0,
Combining (3.3) and (3.4), and using the Borel-Cantelli lemma (see [15] ), one can extract a subsequence I(η n k ) t converging q.s. uniformly. We denote this limit by Y t , and it is a continuous modification of I(η) t .
Remark 3.3
Henceforth, we will consider only the continuous modifications of
Let us state some characterization results for the spaceM p G (0, T ). which are important for our future discussion.
Lemma 3.4 Assume
Proof. We can find a sequence X
) by Theorem 2.5, then we have
Then the desired result follows from the observation that
where L ϕ is the Lipschitz constant of ϕ.
Proof. It suffices to prove the case that η t = n−1
. We take bounded, continuous functions ϕ N such that I {|x|>N } ≤ ϕ N ≤ I {|x|>N −1} . Then by Theorem 2.5,
Recall that we always assume that (M t ) t≥0 is a symmetric G-martingale satisfying (H). The following Krylov's estimate can be used to show that a kind of processes belong toM
Theorem 3.6 (Krylov's estimate) [8, 11, 17] There exists some constant C depending on Λ and T such that, for each p ≥ 1 and Borel function g,
Proof. We outline the proof for the convenience of readers. For any P ∈ P, (M t ) t≥0 is a martingale. By
Hölder's inequality,
where
t (a) be the correponding local time at a of M under P . By the classical Tanaka formula (see, e.g., [16] ),
Taking expectation on both sides, we get
Applying the occupation time formula under P , we obtain
Combining (3.5) and (3.6), we have
Note that C is independent of P , the desired result follows by taking supremum over P ∈ P in the above inequality.
Lemma 3.7 Assume ϕ ′ , ϕ are Borel measurable and ϕ ′ = ϕ a.e. Then for each p ≥ 1, we have ϕ
Proof. By Theorem 3.6, we getÊ[
The following is a kind of dominated convergence result for the G-martingales.
Proposition 3.8 Assume (ϕ n ) n≥1 is a sequence of Borel measurable functions such that ϕ n is linear growth
Proof. By Lemma 3.7, without loss of generality, we may assume |ϕ(x)| ≤ C(1 + |x|). For any N > 0, we
(3.7)
According to Theorem 3.6, we can find a constant C ′ such that
which converges to 0, as n → ∞ by the Lesbesgue's dominated convergence theorem. On the other hand,
Then, by the linear growth condition on ϕ n and ϕ, and Proposition 3.5,
First letting n → ∞ and then letting N → ∞ in (3.7), we get the desired result. By Krylov's estimates and Proposition 3.8, we can show thatM 2 G (0, T ) contains a lot of processes that we may interest. Such kind of processes are important for the construction of local time.
Proposition 3.9 For each Borel measurable function ϕ of linear growth, we have
Proof. We take a sequence of bounded, Lipschitz continuous functions (ϕ n ) n≥1 , such that ϕ n converges to ϕ a.e. and |ϕ n (x)| ≤ C(1 + |x|). Then by Theorem 3.8, we have
Since (ϕ n (M t )) t≤T ∈M 2 G (0, T ) for each n by Lemma 3.4, we derive that (ϕ(M t )) t≤T ∈M 2 G (0, T ), and this completes the proof. Now we can define the local time of G-martingale M . For each P ∈ P, by the classical Tanaka formula under P ,
where L P t (a) is the local time of martingale M t at a under P . According to Proposition 3.9, we have (sgn (M s − a) 
Then (3.8) gives that
The local time always possesses a bicontinuous modification.
Theorem 3.10
There exists a modification of the process {L t (a) :
Proof. It suffices to prove thatM a t := t 0 sgn(M s − a)dM s has such kind of modification. Let any N > 0 be given. For each integer n ≥ 1, we define stopping time
DenoteM t = M τN ∧t . Under each P ∈ P,M t is a martingale. We denote the correponding local time ofM by L P t (a). Then by classical B-D-G inequality,
where C n is a constant depending on n and may vary from line to line. For x < y, from occupation formula under P and Hölder's inequality, we have
Applying Lemma 2.7 to
we obtain thatM a t∧τN has a bicontinuous version for each N , which implies thatM a t has a bicontinuous version. Now we give the Tanaka formula for convex functions of G-martingales. Since the four terms in the above identity both q.s. defined, we deduce that the above formula holds q.s.
Since convex function f is continuous, we have f (M t ) is quasi-continuous. Moreover, the linear growth condition of f ′ − implies that |f (x)| ≤ C(1 + |x| + |x| 2 ) by Problem 3.6.21 (6.46) in [7] . Thus,
Then from Theorem 2.5, we deduce that f (M t ) ∈ L 1 G (Ω t ), which, together with (3.10), implies R L t (a)df
Finally, we list some useful properties of local time, which follow directly from applying the classical ones under each P ∈ P. 
