We consider the random directed graph G(n, p) with vertex set {1, 2, . . . , n} in which each of the n(n − 1) possible directed edges is present independently with probability p. We are interested in the strongly connected components of this directed graph. A phase transition for the emergence of a giant strongly connected component is known to occur at p = 1/n, with critical window p = 1/n + λn −4/3 for λ ∈ R. We show that, within this critical window, the strongly connected components of G(n, p), ranked in decreasing order of size and rescaled by n −1/3 , converge in distribution to a sequence (C 1 , C 2 , . . .) of finite strongly connected directed multigraphs with edge lengths which are either 3-regular or loops. The convergence occurs the sense of an 1 sequence metric for which two directed multigraphs are close if there are compatible isomorphisms between their vertex and edge sets which roughly preserve the edgelengths. Our proofs rely on a depth-first exploration of the graph which enables us to relate the strongly connected components to a particular spanning forest of the undirected Erdős-Rényi random graph G(n, p), whose scaling limit is well understood. We show that the limiting sequence (C 1 , C 2 , . . .) contains only finitely many components which are not loops. If we ignore the edge lengths, any fixed finite sequence of 3-regular strongly connected directed multigraphs occurs with positive probability.
Introduction and main result
Let G(n, p) be a random directed graph with vertex set [n] := {1, . . . , n} and random edge set where each of the n(n − 1) possible edges (i, j), i = j, is present independently with probability p. We are interested in the strongly connected components of G(n, p), that is the maximal subgraphs for which there exists a directed path from a vertex to any other.
The usual Erdős-Rényi random graph, G(n, p), in which each of the n(n − 1)/2 possible undirected edges is present independently with probability p, will play an important role in our results. It is well known that G(n, p) undergoes a phase transition [6] : if np → c > 1 as n → ∞ then G(n, p) has a unique giant component with high probability, while if np → c < 1 as n → ∞ then the components of G(n, p) are of size O P (log n). In the so-called critical window, where p = Theorem 1.1 ( Luczak and Seierstad [16] ). Let γ n = (np − 1)n 1/3 .
(i) If γ n → ∞ then the largest strongly connected component of G(n, p) has size (4 + o P (1))γ 2 n n 1/3 and the second largest has size O P (γ −1 n n 1/3 ).
(ii) If γ n → −∞ then the largest strongly connected component of G(n, p) has size O P (|γ −1 n |n 1/3 ).
However, in contrast to G(n, p), Luczak and Seierstad also show that within the critical window, the complex strongly connected components (that is, those which do not just consist of a single directed cycle) occupy only O P (n 1/3 ) vertices in total. This shows that the critical components are very much "thinner" objects than in the setting of G(n, p), where the complex components occupy O P (n 2/3 ) vertices.
In a very recent preprint [5] , Coulson shows that, on rescaling by n −1/3 , the size of the largest strongly connected component of G(n, p) in the critical window is tight, with explicit upper and lower tail bounds. Figure 1: A directed graph on [17] . Its strongly connected components have vertex sets {3, 6, 9, 10, 14, 16}, {1, 2, 5, 17}, {7, 11}, {4}, {8}, {12}, {13} and {15}.
In this paper, we investigate the behaviour within the critical window in more detail, and in particular we prove a scaling limit for the strongly connected components. We do this by relating a particular subgraph of G(n, p) to a spanning forest of G(n, p), and the convergence of that spanning forest (thought of as a collection of discrete metric spaces, one per component) to a collection of random R-trees. Similar tools have already been used to study the components of G(n, p) in the same critical window, leading to the main theorem of [2] . Theorem 1.2 (Addario-Berry, Broutin and Goldschmidt [2] ). Let p = p(n) = 1 n + λn −4/3 for fixed λ ∈ R. Let (A 1 (n), A 2 (n), . . .) be the connected components of G(n, p), each considered as a metric space by endowing the vertex-set with the graph distance. Then
where A = (A i , i ∈ N) is a random sequence of compact metric spaces, and the convergence is in distribution for the 4 metric for sequences of compact metric spaces based on the Gromov-Hausdorff distance.
We will immediately give a description of the scaling limit A. Define W λ (t) = W (t) + λt − t 2 /2 for t ≥ 0, where W is a standard Brownian motion, and let (σ i , i ∈ N) be the collection of excursion lengths above the running infimum of W λ , ranked in decreasing order. For σ > 0, letẽ (σ) be a Brownian excursion with length σ biased by the exponential of its area, so that if e (σ) is a Brownian excursion of length σ then for any non-negative measurable test function g, we have
Let T σ be the R-tree encoded by 2ẽ (σ) . We make some additional point-identifications in this tree. Let (t 1 , . . . , t K ) be the points of a Poisson random measure on [0, σ] with intensityẽ (σ) (t)dt. The point t j ∈ [0, σ] corresponds to a point x j in T σ at distance 2ẽ (σ) (t j ) from the root. For all 1 j K, we identify x j with a uniformly chosen point on its path to the root. Write G σ for the resulting metric space. Finally, conditionally on (σ i , i ∈ N), the metric spaces A 1 , A 2 , . . . are independent and, for each i ∈ N, A i has the law of G σ i .
While metric spaces provide the natural setting in which to consider scaling limits of undirected graphs, this is no longer the case in the directed setting: we need some extra structure to encode the orientations. Let us make some useful definitions.
By a directed multigraph, we mean a triple (V, E, r) where
• V and E are finite sets.
• r = (r 1 , r 2 ) is a function from E to V × V , with r 1 (e) and r 2 (e) for e ∈ E being respectively the tail and head of e.
We will refer to the case where V = {v}, E = {e} and r 1 (e) = r 2 (e) = v as a loop. X = (V, E, r, ) is a directed multigraph with edge lengths if (V, E, r) is a directed multigraph and is a function from E to (0, ∞) which assigns each edge a length. A special role will be played by the degenerate case of a loop whose single edge is assigned length 0, which we call L. The length len(X) of X is given by e∈E (e). We now define a distance between directed multigraphs with edge lengths X = (V, E, r, ) and X = (V , E , r , ) in such a way that they are close if there is a graph isomorphism from X to X which changes the lengths very little. Specifically, let Isom(X, X ) be the set of graph isomorphisms from X to X , that is pairs of bijections f from V to V and g from E to E such that, for all e ∈ E, r (g(e)) = (f (r 1 (e)), f (r 2 (e))). Then set Note that if X and X do not have the same graph structure, then Isom(X, X ) is empty and d G (X, X ) is set to infinity. Let G be the set of (isometry classes of) directed multigraphs with edge lengths. Then ( G, d G ) is a Polish space. Let C i (n) for i ≥ 1 be the strongly connected components of G(n, p), listed in decreasing order of size, breaking ties by increasing order of the lowest labelled vertex. We view these strongly connected components as directed multigraphs with edge lengths, by assigning to each edge a length of 1, and then removing all vertices with degree 2 and merging their corresponding edges into paths of length greater than 1. In the case of a strongly connected component which consists of a single directed cycle with k ≥ 2 vertices, we think of it as a loop of length k. Similarly, we think of isolated vertices as loops of length 0. Finally, since there are at most n components, we complete the list with an infinite repeat of L, the loop of length 0.
We can now state our main theorem. . There exists a sequence C = (C i , i ∈ N) of random strongly connected directed multigraphs with edge lengths such that, for each i ≥ 1, C i is either 3-regular or a loop, and such that
with respect to the distance d defined by
for A, B ∈ G N .
In particular, the limit object C has finite total length. We will show later that C has only finitely many complex components (i.e. components which are not loops). So Theorem 1.3 implies the convergence in distribution of the number of complex components of G(n, p), their rescaled numbers of vertices, and their excesses (where the excess of a component is given by its number of edges minus its number of vertices). This, in particular, significantly strengthens Theorems 13 and 14 of [16] . Finally, we also show that, if we ignore the edge lengths, then any fixed finite sequence of 3-regular strongly connected directed multigraphs occurs with positive probability.
We defer a proper description of C, which is rather involved, to Section 4 below. As is the case for (A i , i ∈ N), the (C i , i ∈ N) are derived from the R-trees encoded by the excursions of W λ . However, the strongly connected components (C i , i ∈ N) are much simpler objects than (A i , i ∈ N) which, for example, have a rich fractal structure coming from their relationship to the Brownian continuum random tree. A closer analogy is obtained by instead looking at the scaling limit of a special subgraph of G(n, p): its core. The core of a graph is defined to be the maximal subgraph of minimum degree 2, and consists of the the vertices and edges which lie in cycles, as well as those in paths joining cycles. (It can be obtained by successively deleting leaves and their incident edges from the graph until no leaves remain.) It is possible to define an analogous notion of a core for the scaling limit A of the critical random undirected graph. This comprises the cycle structure created by the point-identifications we make in the R-trees encoded by the excursions of W λ . Indeed, for each i ≥ 1, core(A i ) is an undirected multigraph with edge-lengths which is empty if there are no point-identifications, is a loop if there is a single point-identification, and is otherwise 3-regular. The directed multigraphs with edge lengths (C i , i ∈ N) are similarly obtained by making (a different collection of) point-identifications in the R-trees encoded by the excursions of W λ . In this context, a single R-tree may give rise to one or more strongly connected components, or indeed none. The fact that we obtain an 1 convergence in Theorem 1.3, comes from the property that for very small σ, an R-tree with the same distribution as T σ is very unlikely to produce any strongly connected components at all.
The rest of this paper is structured as follows. In Section 2, we introduce some standard terminology and then describe the depth-first exploration which we use in order to understand the directed graph G(n, p). A key role is played by a particular class of edges known as back edges, and we discuss back edges in both the discrete and continuum settings in Section 3. In Section 4, we prove some useful properties of the scaling limit C. Section 5 contains the proof of Theorem 1.3. In Section 6, we prove the further properties of the scaling limit mentioned immediately after the main theorem.
2 Some graph theory
Basic terminology
We recall here some elementary graph theoretic terminology which we will use throughout the paper.
Directed graphs and strongly connected components. Let G be a directed graph. For a directed edge (x, y) of G, we say that x is the tail of the edge and y is its head. For two vertices x and y, we also say that x is a parent of y (and y is a child of x) if there is an edge from x to y, and that x is an ancestor of y (and y is a descendant of x) if there is a directed path from x to y.
A directed graph G is strongly connected if for every pair {u, v} of distinct vertices of G there exists a directed path from u to v and a directed path from v to u. For a general directed graph G, its strongly connected components are the maximal strongly connected subgraphs. The strongly connected components partition the vertex set but note that, unlike for undirected graphs, edges of G may lead from one strongly connected component to another.
Trees and plane trees. A discrete tree is a connected undirected graph T with no cycles. For two vertices x and y in T , we write [[x, y] ] for the unique path between x and y. Our trees will often be rooted at a specified vertex ρ. This allows us to think of T as a directed graph, by orienting all of its edges away from ρ.
A planar ordering, also known as topological sort, of a rooted tree T is any total order > on its vertex set such that every directed edge (u, v) of T is "increasing", in the sense that v > u. A rooted plane tree is then a rooted tree endowed with a planar ordering.
Directed multigraphs. Recall the definition of a directed multigraph from the introduction. Directed multigraphs have the same notion of ancestor and descendant as directed graphs, and have strongly connected components in the same way. Note that the loop is strongly connected. The excess of a strongly connected directed multigraph (V, E, r) is defined to be |V | − |E|. If the excess is strictly positive then we say that the multigraph is complex.
The exploration process
The strongly connected components of any directed graph can be found in time which is linear in the sum of the sizes of the vertex and edge sets, by using various algorithms. Several linear-time algorithms, including Tarjan's algorithm [19] and the so-called path-based algorithms (see [7] for an example), rely on a depth-first search, that is a procedure which consists in exploring the graph in such a way that, after we visit a vertex, we visit all of its as-yet unseen descendants before backtracking. Broadly speaking, as we traverse the graph, some information is kept in the form of a stack, which allows us to determine the strongly connected components.
For our study of G(n, p), we use a variant of these ideas to give a simple algorithm which does not directly yield the strongly connected components, but instead uses the fact that the vertex set is [n] to give a specific plane spanning forest which will be a key part of the structure of the strongly connected components. We use the now-standard ordered depth-first search exposed, for example, in [2] , but with the modification that we only allow ourselves to follow edges in the direction of their orientation. Let us give a precise definition of the construction and, along the way, remind the reader of the depth-first exploration for undirected graphs. Let G (resp. G) be any directed graph (resp. undirected graph) on [n] . Inductively on i ∈ {0, . . . , n}, we define an ordered list O i of open vertices (the stack ) which have been seen but not yet explored, and a set A i of explored vertices:
• Induction step: given O i and A i , let v i be the first vertex of O i and let A i+1 = A i ∪ {v i }. Let N i be the set of out-neighbours (resp. neighbours) of v i which are not in
by removing v i from O i , and adding in the elements of N i in increasing order (such that the smallest element of N i is now at the start of O i+1 . If, however, this leads to O i+1 = ∅, then add to it the smallest element of {1, . . . , n} \ A i+1 .
This procedure builds a directed spanning forest F G of G, by saying that two vertices x and y are linked by an edge from x to y if there exists i for which x = v i and y ∈ N i . We call F G the forward depth-first forest of G.
We also obtain a total order of [n], given by (v 0 , . . . , v n−1 ), and which is a planar ordering of F G , in the sense that it is a topological sort of each of each its trees and it also functions as a total order on the set formed by the trees. From this, the edges of G are partitioned into two categories: the forward edges, which are increasing for this order, and the back edges, which are decreasing. The forward edges can themselves also be separated into two groups: those which are edges of F G , and those which are not, which we call surplus edges. (In the case of the undirected graph G, we still get a forest F G , but all edges of G are either part of the forest or are surplus edges.)
The combination of forward edges and back edges is what creates the strongly directed components of G. Notice in particular that, since there are no forward edges going between different trees of F G , each strongly connected component lies within a single such tree. Moreover, since strongly connected components are made of cycles, any strongly connected component with at least two vertices must contain at least one forward and one back edge. As a consequence of the forthcoming Proposition 3.1, if such a component does not contain a surplus edge, then it must contain an ancestral back edge -that is one which goes from a vertex to one of its ancestors. We deduce from this a useful bound: the number of strongly connected components of G is smaller than the sum of its numbers of surplus edges and ancestral back edges. Note that the surplus edges of G are taken from the set of edges permitted by F G , which are the pairs (u, v) such that there exists i such that u and v are both in O i . In this case, v is a sibling of an ancestor of u which occurs later in the planar ordering. 1 In fact, given F G , we can add or remove any permitted edge to G, and this will not change F G . The same holds true for back edges. Thus, conditionally on F G(n,p) , the permitted surplus edges and back edges of G(n, p) appear independently with probability p. This leads to the following proposition, which allows us to relate G(n, p) to G(n, p) by their explorations. Proposition 2.1. For any directed graph G on [n] we call G fwd the undirected graph whose edges are the forward edges of G. We then have the following:
(iii) One can couple G(n, p) and G(n, p) in the following way: first sample G(n, p), which creates in particular a depth-first ordering on {1, . . . , n}. Then let G fwd (n, p) = G(n, p), and add to it each of the possible back edges (v i , v j ) for j < i independently with probability p.
Proof. The proof of (i) is straightforward by induction: notice that, in the explorations of both G(n, p) and G(n, p), for all i, given O i and A i , the neighbourhood N i contains each element of {1, . . . , n} \ (O i ∪ A i ) independently with probability p. Thus, each step of the forward exploration of G(n, p) has the same distribution as the corresponding step of the depth-first exploration of G(n, p), and in particular the forests they build have the same distribution. Part (ii) is obtained by observing that, both for G(n, p) and G(n, p), given the exploration forest, each permitted surplus edge is present independently with probability p. Similarly, (iii) follows from the fact that, given G fwd (n, p), each back edge is present independently with probability p.
This proposition motivates the study of a process which adds back edges to trees. The next section will formalise this, especially for the continuum trees which arise in the scaling limit of G(n, 1/n + λn −4/3 ).
3 Back edges on discrete and continuum trees
The discrete case
Let T = (V (T ), E(T )) be a finite rooted plane tree, with root ρ. Recall that for two vertices x and y of T , [[x, y] ] is the path between x and y. We think of T as a directed graph, by orienting all the edges away from ρ.
Consider a set B of additional edges between elements of V (T ) which go backwards for the planar order. Such an edge is called ancestral if it leads from a vertex v to an ancestor of v. We sort some of the elements of B into generations and colour the tree as follows.
• Generation 1: let (x 1 i , y 1 i ), i ∈ {1, . . . , N (1)} be the edges of B which are ancestral, sorted in increasing planar order, and declare
i ]] to be the subset of colour 1.
• For n ∈ N, let the edges of generation n + 1 be the elements (
), i ∈ {1, . . . , N (n + 1)} of B such that y n+1 i ∈ S n , again listed in increasing planar order. Then declare
]] \ S n to be the subset of colour n + 1.
Let l n be the number of vertices in S n . Proposition 3.1. Let X be the directed graph obtained by taking T (with edges directed away from ρ) and adding all the edges of B. Let X * be the subgraph of X where we remove any element of B that is not of the type (x n i , y n i ) for some n ∈ N and 1 i N (n). Then X and X * have the same strongly connected components.
Proof. By definition, if an element (x, y) of B belongs to a strongly connected component of X, then it is possible to reach an ancestor of x starting from y and following edges of X. One of these edges is then necessarily an ancestral back edge, and then by induction, all the back edges on this path are in X * .
This seemingly innocuous lemma is, in fact, a key tool for us. Indeed, if T is taken to be a large tree of F G(n,p) (meaning it has size of order n 2/3 ), and B is the set of back edges of G(n, p) which join elements of T , then B has size of order n 1/3 . However, as we will see later, the number of back edges in X * remains of order 1. This means that the reduction from X to X * , while not changing the strongly connected components, allows us to ignore the majority of the back edges at no cost.
The continuum case

R-trees and notation
We recall here some basic terminology about R-trees; more information concerning their use in probability may be found in the survey paper [14] . An R-tree is any metric space (T , d) such that
• For all x, y ∈ T , there exists a unique distance-preserving map φ x,y from [0, d(x, y)] into T such φ x,y (0) = x and φ x,y (d(x, y)) = y. We write [[x, y] ] for the image of φ x,y .
• For all continuous and one-to-one functions c:
Our R-trees will be typically be rooted, which means we distinguish a point of T called the root, usually denoted ρ. For x, y ∈ T , we say that x is an ancestor of y, or that y is a descendant of x, if x ∈ [[ρ, y]], and we call the the point
the most recent common ancestor of x and y. The degree of a point x ∈ T is the number of connected components of T \ {x}. If x has degree 1 we call it a leaf. The R-trees we encounter will be all be encoded by functions. A function f : [0, σ] → R + is called an excursion function if it is continuous and f (x) = 0 if and only if x = 0 or σ. Let
, and an R-tree T f , defined by
The natural projection from [0, σ] to T f will be called p f , and we let the root of T f be p f (0) = p f (σ). T f also inherits a natural total order from [0, 1] which we call the planar order. Finally, for
From now on, we assume moreover that:
• f is α-Hölder for some α 1 (with Hölder constant C > 0),
In the sequel, it will often be the case that the functions f we consider have unique local minima. If this holds then the resulting R-tree T f is binary (meaning its points all have degree at most 3).
We will later on need the following extension of the Hölder property. 
Proof. Assume y y . Notice that, if x f ∧ y y thenf (x, y) =f (x, y ), thus we can assume
and thus |f (x, y) −f (x, y )| C|y − y| α .
Constructing the identifications
We now describe a random process which will give us a finite number of vertex identifications which go backward for this planar ordering: pairs of points of the form (x, y) with x > y for the planar ordering and an "arrow with zero length" pointing from x to y. Specifically, we will define inductively for all n in N:
• a subset S n of T f defined inductively by
• points y n 1 , . . . , y n N (n) in S n , which are the heads of arrows originating at the (x n i , i N (n)).
We start with the base case n = 1, which is a little different from the others. Let s 1 1 < s 1 2 < . . . < s 1 N (1) be the points of a Poisson random measure on [0, σ] with intensity f (x)dx, and
, all sampled independently from one another. Finally, let
. Let us now move from n ∈ N to n + 1. If N (n) = 0 then the process stops. If not, we define for t ∈ [s n 1 , σ] an evolving subset S n (t) of S n and its length n (t), by induction on k for which t s n k (where, for convenience, we set s n N (n)+1 = σ). S n (t) will be the set of possible heads for an eventual back edge arising at t. For k = 1 we let S n (s n 1 ) = {x n 1 } and, assuming we are given . . . σ (so that, in particular, the first back edge in the planar ordering is always ancestral). It is, however, in principle possible for the sequence (s n 1 ) n≥1 to accumulate, with the consequence that there are infinitely many back edges. That this is not the case, but that rather N (n) = 0 for some finite n, is a consequence of the following lemma.
Proof. Fix n ∈ N. We prove this by induction on k such that t s n k . The result is clear for k = 1 since n (s n 1 ) = 0 and, assuming that it is true for all
. By the induction hypothesis and Lemma 3.2, we then have n (t)
Since α 1, the α-th power is subadditive and so n (t) C(t − s n 1 ) α .
In order to see that the process terminates, we argue as follows. By Lemma 3.3, we have for all
where X is the first arrival time of a Poisson point process with rate Ct α dt. Hence,
n and so almost surely there exists an n such that N (n) = 0.
Remark 3.4. It is also possible to build the pairs (s n i , y n i ) without the generational structure, i.e. realising them as (s i , y i ), 1 i N , with (say) increasing first co-ordinate. This is done by setting s 0 = 0 and then, inductively for i ≥ 0, taking s i+1 to be the first arrival time of a Poisson process on [s i , σ] with local rate at time t given by
and finishing the construction if we reach time σ. Write x i = p f (s i ) for 1 i N . Then note that the above expression is the length of the subtree of T f spanned by the leaves x j for j i and p f (t); we let y i be uniform on this subtree for all i.
Using this point of view, it follows straightforwardly that
where t 0 = 0 and, for t ∈ [0, σ], I(t) = max{i : t i < t}.
The resulting strongly connected components
S n be the subtree formed by all coloured points, and quotient it by the equivalence relation ∼ which identifies x n i and y n i for n ∈ N and i ∈ {1, . . . , N (n)}, to obtain a rooted metric space
Since T col f has only finitely many leaves, we may also view M f as a finite rooted directed multigraph M f whose edges are endowed with lengths: the vertices of M f are the images of the (y i n ) and of the branchpoints of T f , and the directions are inherited from T col f (which we always think of as having edges directed away from the root). We observe that, with the exception of the root (which is a leaf almost surely), the vertices of M f all have degree at least 3. Now remove all edges which do not lie in a strongly connected component of M f and delete any isolated vertices thus created. This yields a collection of strongly connected components of minimum degree 2. If there remain vertices of degree precisely two, we apply the following merging operation. Pick an arbitrary vertex of degree 2 and merge its two incident edges as long as they are different edges, summing their lengths. This yields a collection C f of strongly connected directed multigraphs with edge-lengths, as illustrated in Figure 4 . Figure 3 , and the resulting strongly connected components.
The scaling limit 4.1 Excursions of Brownian motion with parabolic drift
Let (W (t), t 0) be a standard Brownian motion. For λ ∈ R and t 0, let W λ (t) = W (t)+λt−t 2 /2 and let W λ (t) = inf
, and let Γ λ be the set of excursions of
Proposition 4.1. For α ∈ {2, 3}, we have E γ∈Γ λ |γ| α < ∞ a.s.
The α = 2 case is Lemma 25 of Aldous [3] , which we extend here to α = 3. Our method also works for all α > 3/2 but we omit the details for the sake of brevity. We first need a standard result on moments of hitting times of Brownian motion with constant drift.
Proof. The Laplace transform of T (b, µ) is given by
(see, for example, in Exercise 5.10 in Chapter 3 of [11] ) and the first two moments of T (b, µ) follow from differentiating twice.
Proof of Proposition 4.1. Let γ be an excursion of B λ , and l and r its endpoints. We have
If we write, for t 0, H t = min{s > 0 : B λ (t + s) = 0}, we then have
and so we only need to prove that
To do this we split the integral into
t ]dt where τ = max(0, 2λ + 1). For t > max(0, λ) and s 0, we have λs − (t + s) 2 /2 + s 2 /2 (λ − t)s. Thus, conditionally on B λ (t), we get that H t is stochastically dominated by T (B λ (t), t − λ), which leads to
In particular, we have
However, it is also established in the proof of Lemma 25 of [3] that, for t > 2λ, the random variable B λ (t) is stochastically dominated by an exponential variable with parameter t − 2λ, implying that
and this uniform upper bound is finite since B λ (τ ) is stochastically dominated by an exponential variable which has moments of all orders. It follows that we do indeed have
Bounds for a single tree
Let σ > 0. We let f = 2ẽ (σ) be a tilted Brownian excursion with length σ, whose distribution is determined by
for any non-negative measurable function g, where e is a standard Brownian excursion. We perform the construction detailed in Section 3.2, defining the R-tree T σ (we now replace the subscript f by σ since henceforth all of our coding functions will be of this type), performing N σ (n) identifications at the n-th generation for n ∈ N and thus building the directed multigraph with edge lengths M σ .
The following proposition will enable us to control the number of strongly connected components of M σ .
is the moment generating function of the Airy distribution, which is an entire function [10] . We have the following asymptotics: as σ → 0,
Proof. Instead of working withẽ (σ) , we express the probabilities in terms of a standard Brownian excursion e and its area A = 1 0 e(t)dt. For (i), recalling that N σ (1) follows, conditionally onẽ (σ) , a Poisson distribution with parameter σ 0 2ẽ (σ) (x)dx, we have
We begin (ii) and (iii) by computing
Next, we write
.
Using |1 − e −u | u for u 0, we obtain
Now note that 1 0 (e(x)) 2 dx has finite expectation because it is smaller than (sup e) 2 , which is indeed integrable (sup e has sub-Gaussian tails, see [13] ). So the above quantity is O(σ 3 ). This finishes the proof of both (ii) and (iii).
Finally, since N σ (1) is integer-valued, we have
as σ → 0, but we also want the bound as σ tends to infinity. To this end, we write
and simply aim to prove that F (x) = O(xF (x)) as x → ∞. Quoting [10, Section 7], we have
The desired domination will follow from the fact that (n+1)a n+1 a n−1
(the ratio of the coefficients of x n in F (x) and xF (x) ) is uniformly bounded for n 1, which is true, since the sequence in fact converges:
This completes the proof.
Two properties of the scaling limit
Let (σ 1 , σ 2 , . . .) be the lengths of the excursions of B λ , listed in decreasing order. For each i 1, let
We think of D as a countable directed multigraph with edge lengths. Proof. We abuse notation slightly and call N σ i (n) the number of n-th generation identifications in D i for n ∈ N. For all i ≥ 1, let K i be the number of complex components in D i . Each complex component contains at least one ancestral back edge and so K i N σ i (1). Furthermore, if there is exactly one ancestral back edge, at least one back edge must be present in the second generation in order to obtain a complex component, so that
. Hence, by (ii) and (iv) from Proposition 4.3,
The following property of D is not surprising, but requires proof. This follows straightforwardly from the following lemma, in which we work on a single tree. Proof. Letẽ (2σ) be the excursion function encoding the tree T σ from which M σ is obtained, let the selected leaves be (x i , i ∈ {1, . . . , N }), and let C
K be the strongly connected components of M σ , ordered by the order of appearance of their first elements in the planar ordering of T σ . For each k ∈ N, on the event where k K, let E k = {i ∈ {1, . . . , N } :
k } be the set of indices of the leaves implicated in the construction of the kth strongly connected component, let
j } be the root of the subtree giving rise to the kth strongly connected component, and let k is exactly that of T k , minus the initial part between ρ k and the first y i to be encountered. However, since the y i are chosen uniformly from the length measure, this means that [[ρ k , u k ]] is split according to a Dirichlet variable with n k + 1 components. Specifically, we have
) which has Dirichlet(1, . . . , 1) distribution. Since Dirichlet distributions have a density, we obtain
and integrating and taking the union over all k gives us (i).
To prove (ii), consider two integers k and l. If k K and l K, let
do not intersect. Now, on the event A l , T k and T l intersect either at point ρ k or not at all, and we can still write
where, conditionally on T l , n k and the event A l , ∆ l 1 is the first component of a Dirichlet(1, . . . , 1) vector. This means that the length of C (σ) k has a (conditional) density, and integrating, we get
Symmetrising then yields that
and taking a countable union yields (ii).
Proof of Proposition 4.5. We label the strongly connected components of D in such a way that, for i ∈ N, those which belong to D i are called C i,1 , . . . , C i,K i . Consider C i,k and C j,l for i, j, k, l in N. We can assume i = j as the case where i = j has already been treated. Conditionally on the excursion lengths (σ i , i ∈ N), C i,k and C j,l are independent and we have P[len(C i,k ) = x] = 0 for all x > 0. Thus we have P[len(C i,k ) = len(C j,l ) | len(C j,l )] = 0, and integrating to remove the conditioning yields P[len(C i,k ) = len(C j,l )] = 0, ending the proof.
Convergence of the strongly connected components
For n ∈ N, let p = p(n) such that p = 1/n + λn −4/3 + o(n −4/3 ) as n → ∞. Recall that (C i (n), i ∈ N) are the strongly connected components of G(n, p), listed in decreasing order of size (with ties broken by using the increasing order of smallest vertex-label), where we treat isolated vertices as copies of the loop of zero length, and additionally append infinitely many copies of the loop of zero length. Let (C i , i ∈ N) be the strongly connected components of D, listed in decreasing order of length. If there are only finitely many such components, we append an infinite sequence of copies of the loop of zero length.
We restate the main theorem.
The aim of this section is to prove this theorem. We begin by discussing some topological issues related to d G . We then prove a series of preliminary results, before finally turning to the proof of Theorem 1.3.
d G and the Gromov-Hausdorff distance
Recall from the introduction the definition of directed multigraphs with edge lengths, and for two such objects X = (V, E, r, ) and X = (V , E , r , ), their distance is defined by.
Elements of G can also be viewed as metric spaces, by thinking of each edge as a line segment and forgetting the orientation of the edges. This means that we can also compare them by using the Gromov-Hausdorff distance d GH (see Chapter 7 of [4] for an introduction to the Gromov-Hausdorff distance and its use). The resulting topology is however weaker, as the following lemma shows.
Lemma 5.1. For X ∈ G and X ∈ G, we have
Proof. If X and Y do not have the same graph structure, then d G (X, X ) = ∞ and the statement holds trivially. If they do have the same graph structure, then, up to applying an optimal isomorphism (f, g), we can assume that they have the same vertex and edge sets: X = (V, E, r, ) and X = (V, E, r, ), where the length assignments and are such that sup e∈E | (e) − (e)| = d G (X, X ). We let φ be the natural bijection from X to X when viewed as metric spaces, which acts identically on V and follows the edges "linearly". Viewing φ as a correspondence (again, see Chapter 7 of [4] ), its distortion can be bounded above by
In the case of trees, it can be possible to recover a convergence for d G from a pointed GromovHausdorff convergence (see [17] for a definition).
Proposition 5.2. Fix k ∈ N. For n ∈ N, let (T n , n ∈ N) (resp. T ) be R-trees with roots ρ n (resp. ρ) and k selected distinct leaves (x i,n , 1 i k) (resp. (x i , i k)). Then let
be the subtree spanned by the k selected leaves and the root (and define T similarly). View it as an element of G by taking as vertices the root, the leaves, and all the branch points, orienting each edge away from ρ n (resp. ρ) and giving each edge the length of its corresponding metric path.
Suppose that (T n , ρ n , x 1,n , . . . , x k,n ) converges to (T , ρ, x 1 , . . . x k )) for the (k+1)-pointed GromovHausdorff topology, and that T is binary. Then T n converges to T for d G . Specifically, the map which sends ρ n to ρ and x i,n to x i for each 1 i k extends uniquely to a graph isomorphism, under which the length of each edge in T n converges to that of the corresponding edge in T .
Proof. First we prove that the reduced tree (T n , ρ n , x 1,n , . . . , x k,n ) converges for the (k + 1)-pointed Gromov-Hausdorff topology. Take a common embedding of the T n and T in a certain compact space (Z, d) such that T n → T in the Hausdorff sense, ρ n → ρ and x i,n → x i for all i and let us show that we also have the Hausdorff convergence of T n to T . To do this, first notice that, for each i ∈ {1, . . . , k}, the segment
, we obtain by passing to the limit that any limit point y of a sequence of points in
We also have that, for each i, j ∈ {1, . . . , n}, the MRCA x i,n ∧ x j,n converges to x i ∧ x j in the embedding above, since any limit point y must be in [[ρ, x i ]] and passing the relation
The d G convergence, with the specific isomorphism mentioned in the statement, can then be proved by induction. The base case k = 1 is immediate, as the Gromov-Hausdorff convergence of a line segment implies convergence of its length. Let us then focus on the induction step: assume the proposition at rank k ∈ N, and let (T n , n ∈ N) be rooted trees with k + 1 leaves (x i,n , 1 i k + 1) converging for the (k + 2)-pointed Gromov-Hausdorff topology to T with root ρ and leaves (x i , 1 i k + 1).
Consider for all n ∈ N the subtree T k n of T n spanned by the root and the first k leaves x i,n with i k. Then (T k n , ρ n , x 1,n , . . . , x k,n ) converges to (T k , ρ, x 1 , . . . , x k ) for the (k + 1)-pointed Gromov-Hausdorff topology. By the induction hypothesis, this is also convergence for d G and, in particular, the graph structure of T k n is the same as that of T k for n large enough. The graph structure of T k+1 n , the tree spanned by the root and the k+1 leaves, is then determined by that of T k n together with the knowledge of which edge of T k n contains the projection p n,k (x k+1,n ) of x k+1,n . However, p k,n (x k+1,n ) converges to p k (x k+1 ) under the Gromov-Hausdorff convergence, since it is the maximum (in the line segment [[ρ n , x k+1 ]]) of x i,n ∧ x k+1,n for i k and each of those terms also converge. Thus, for n large enough, p k,n (x k+1,n ) lies in the line segment of T k n corresponding to the one in of T k containing p k (x k+1 ), and the map sending x i,n to x i for i k + 1 does indeed extend to a graph isomorphism.
Once we know the graph structure of T k+1 n , each edge is either of the form (x i,n ∧x j,n , x j,n ∧x k,n ) where x i,n ∧ x j,n is an ancestor of x j,n ∧ x k,n , or (ρ, x i,n ∧ x j,n ), and their lengths converge because, as noticed earlier, the branch points x i,n ∧ x j,n can be added to the pointed Gromov-Hausdorff convergence.
Proposition 5.3. If the connected components of a directed multigraph X all have different total lengths, and (X n , n ∈ N) is a sequence which converges to X for d G , then the strongly connected components of X n , listed in decreasing order of length and seen as elements of G, converge to those of X.
Proof. Writing X = (V, E, ), let (C 1 , . . . , C k ) be the strongly connected components of X, ordered by decreasing length. For n ∈ N large enough, we have X n = (V, E, n ), where n (C i ) → (C i ) as n → ∞ for all i. In particular, for n large enough, n (C i ) is a strictly decreasing sequence and so (C 1 , . . . , C k ) is the length-decreasing sequence of strongly connected components of X n , which completes the proof.
The components originating from a single tree
The first part of the proof will consist in proving the convergence of the components originating from a single tree. For m ∈ N, we take a plane tree T m which has the distribution of a tree component of F G(n,p) conditioned to have size m. We are interested in m ∼ σn 2/3 so that, in particular, we have mp 2/3 → σ as m → ∞. From [2] , up to an unimportant relabelling of the vertices, T m has the same distribution as a uniform random labelled tree on [m], biased by (1 − p) −a(Tm) , where a(T m ) is the number of permitted edges in T m . We give this tree a planar embedding by rooting at the vertex labelled 1 and then simply using the increasing order on the labels of the children of any vertex. Let H m : {0, . . . , m − 1} → Z + be the height function of T m , such that H m (k) is the height of the k-th vertex in the planar order, starting with H m (0) = 0. We define T m = max 0 k m−1 H m (k), the height of the tree T m . Theorem 15 of [2] states that
uniformly as m → ∞. As in Proposition 2.1, we include each of the m 2 possible back edges and a(T m ) possible surplus edges independently with probability p, and let X m be the resulting directed graph. The aim of this section is to show that the rescaled strongly connected components of X m converge in distribution to those of M σ . In order to do this, we will use the generational structure of back edges outlined in Section 3.1. Specifically, let (x n i,m , y n i,m ), n ∈ N, i N m (n)) be the back edges obtained with this procedure, and call X * m the subgraph of X m obtained by removing any back edges which do not form part of the generational structure, and any surplus edges. We will first show that the strongly connected components of X * m converge to those of M σ , and then that X m and X * m have the same strongly connected components with high probability. (In particular, we show that the surplus edges with high probability do not play any role in creating the strongly connected components.)
Convergence of the marked points
Our next step is to improve the convergence of the tree T m to include the marked points (x n i,m ) and (y n i,m ). Proposition 5.4. There exists a realisation of T m , T f , N m (n), N (n), x n i,m , y n i,m , x n j , y n j for all m ∈ N, n ∈ N, and i N m (n) and j N (n) on a single probability space such that N m (n) → N (n) a.s. for all n ∈ N as m tends to infinity, and
a.s. for the (1 + 2 ∞ n=1 N (n))-pointed Gromov-Hausdorff topology. Note that the above convergence makes sense since, for m large enough, N m (n) = N (n) for all n.
Proof. By Skorokhod's representation theorem, we may assume that the convergence of ( Building on this, we will find a probability space on which, additionally, N m (n) → N (n), x n i,m → x n i and y n i,m → y n i , a.s. for all i N (n). This is done by induction on n ∈ N. We start with n = 1, and first focus on the ( i,m ) passes to the limit, any subsequential limit in distribution of (y 1 i,m ) must be an ancestor of x 1 i , and its height must be uniform in [0, f (s 1 i )]. Thus y 1 i,m converges in distribution to a uniform ancestor of x 1 i , which is none other than y 1 i . By Skorokhod's theorem, we may now moreover assume that all these convergences occur almost surely.
The induction step uses the same ideas. In T m , let S n (m) be the subset of colour n, and for k k n 1 , define S n (k, m) analoguously to S n (t): it is the part of S n (m) encountered when going around the tree from p m (k n 1,m ) to p m (k). We also let l n (k, m) be the number of vertices in S n (k, m). With the induction hypothesis, Proposition 5.2 and the Skorokhod representation theorem, we have that the tree of the n first generations 
Convergence of the coloured graph
Henceforth, the generation-based structure of the back edges will no longer matter, and so we will simplify the notation and just call the marked points ((x i,m , y i,m ), i N m ) and ((x i , y i ), i N ). Let X * m = T col m along with all back edges (x i,m , y i,m ) for i N m , and recall that M f = T col f / ∼, where ∼ is the equivalence relation which identifies x i with y i for i N. We view them as elements of G, in a way which will fit the metric on G. Specifically, we take the vertex set of X * m to consist of ρ, the heads y i,m of the back edges for i N m , and the branch points x i ∧ x j for i = j N m . We take the vertices of M f to be ρ, y i for i N (note that post-identification we have x i = y i ), and the branch points x i ∧ x j for i = j N . Because the Brownian continuum random tree is almost surely binary and the law of T f is absolutely continuous with respect to that of the Brownian continuum random tree, T col f is also binary almost surely. It follows that M f has 2N vertices and, as we will see, the same must also be true for X * m for sufficiently large m. For m large enough, no x i,m is an ancestor of a x j,m or y j,m , so the graph structure of X * m can be obtained from that of T col m by removing the x i,m and instead connecting the edge ending in x i,m back into y i,m . Since y i,m converges to y i in the Gromov-Hausdorff convergence, it will in particular always be on the same edge of T col m for m large. Thus the discrete structure is constant for m large, equal to that of M f .
Once we know the discrete structure, the lengths of all the edges then also converge since they can be expressed in terms of the distances between the root, the (x i,m ) and the (y i,m ).
Adding in Propositions 5.3 and 4.5, the connected components of σ m 1/2 X * m , ordered by decreasing sizes, also converge to those of M σ , ordered by decreasing length for d G .
Surplus edges do not contribute
As mentioned before, we now want to prove that the surplus edges contribute to the strongly connected components of X m with vanishingly small probability. Specifically, we aim to prove the following proposition. 
Indeed, for a strongly connected component of X m to feature a surplus edge, we need at least one back edge to originate from a descendant of some β i,m (since any surplus edge in a strongly connected component is part of a cycle and must thus lead to a back edge). Conditionally on
K, the probability of this event is smaller than the probability that a Bin(mK, p) variable is non-zero. Assuming (2) and fixing ε > 0, we may find a K sufficiently large that lim sup
and m large enough such that P
As we have already mentioned, it is shown in [2] that T m is a biased version of the uniform labelled tree T m on [m] (with a canonical planar embedding): for non-negative measurable test functions f ,
We recall that a(T ) denotes the the number of surplus edges permitted by the planar structure of a tree T , called its area in [2] . We know from Theorem 12 and Lemma 14 of [2] that
and that the sequence on the left-hand side is bounded in L 2 . We will prove (2) by first showing the analogous statement for T m . We need the following lemma, which makes use of Kesten's tree, that is the tree T consisting of a copy of Z + (the spine), at each point of which we graft an independent Galton-Watson tree with Poisson (1) 
where Y is the number of vertices of T which have no ancestors on the spine apart from the root.
(ii) Write (v i , i ∈ {1, . . . , m}) for the vertices of T m in planar order. For v ∈ T m , let Z v (m) be the number of vertices in the subtree rooted at v. Let Y v (m) be the number of such vertices which lie outside the largest of the subtrees rooted at a child of v. Then the (Y v i (n), n ∈ N, i n) are tight:
Proof. It is well-known that T m is a Galton-Watson tree with Poisson(1) offspring distribution, conditioned to have m vertices and assigned a uniformly random labelling from [m] . Knowing this, a proof of (i) can be found within the proof of Proposition 5.2 of [18] , so we will just give an informal argument. Let T 1 (n), . . . , T D (n) be the subtrees of T n rooted at its first generation, with D being the degree of the root, listed in decreasing order of size. For any non-increasing finite sequence λ of positive integers, one can show that
, where the T i are defined similarly, and are well-known to be finite since they are off the spine of T. Thus, this limit is a probability distribution. Hence, the sequence (#T 2 (n), . . . #T D (n)) converges in distribution, and so does its sum. Part (ii) follows from the fact that, for all i and n, the conditional distribution of
(This is part of the Markov branching property of conditioned Galton-Watson trees, see [9] .) Hence, the distributions of all the Y v i (n) are mixtures of the distributions of the (Y(k), k ∈ N), which form a tight sequence, and thus are also tight. Now add to the tree T m each of the a(T m ) permitted surplus edges independently with probability p. Conditionally on a(T m ) this yields a Bin(a(T m ), p) number of surplus edges, for which we write R(m). Write the tails and heads of these surplus edges as a i,m and b i,m respectively, listed in increasing planar order of a i,m , for i R(m). We also write b (2) for T m .
Lemma 5.9.
Proof. Fix ε > 0. In Lemma 19 of [2] , it is proved that R(m) converges in distribution as m → ∞. An identical argument shows that R(m) converges in distribution as m → ∞ and, in particular, is tight. Therefore, there exists I > 0 such that
We then split the event where
either, for all i R(m) ∧ I, the vertex a i,m lies in the largest of the subtrees rooted at the children of b − i,m , in which case we also have
(m) > K, or there exists i for which a i,m is not in this largest subtree, which then
) are tight as m tends to infinity, and thus so is the sum of at most I of them:
for all m, for K large enough. For the final term, we may again adapt the argument from Lemma 19 of [2] to see that for each i, m −1/2 d(a i,m , b i,m ) converges in distribution, where d denotes the graph distance in T m . In particular there exists η > 0 such that
and by Lemma 5.8 again,
for all m sufficiently large, so that for such m,
Combining all the terms yields lim sup
Proof of Proposition 5.7. It remains to show that (2) holds. We use the change of measure to pass from T m to T m . Call A(m, K) the event where
We know that E[(1 − p) −2a(Tm) ] is bounded and that E[(1 − p) −a(Tm) ] converges to a positive limit. So by Lemma 5.9, we obtain lim
as required.
Proof of Theorem 1.3
We first prove that the convergence in Theorem 1.3 occurs in the weaker product topology, namely that for any k ∈ N,
We will later improve this to a convergence with respect to d.
Convergence in the product topology
Let (T n 1 , T n 2 , . . .) be the forward exploration trees of G(n, p). We list them in decreasing order of their sizes (Z n 1 , Z n 2 , . . .), and write ( T n 1 , T n 2 , . . .) for their heights. We also let (X n 1 , X n 2 , . . .) be the subgraphs of G(n, p) induced by the vertex-sets of these trees (which include both surplus and back edges). By [3] , we have the following convergence for the 2 topology on sequences:
Again, using Skorokhod's theorem, we may work on a probability space for which this convergence occurs almost surely. Moreover, conditionally on (Z n 1 , Z n 2 , . . .), the (X n i , i ∈ N) are independent, each having the distribution of X Z i n as in Section 5.2. Since Z i n p 2/3 → σ i , we have that the rescaled strongly connected components of X n i converge in distribution to those of M σ i , and this holds jointly for any finite set of indices i. Taking into account Proposition 5.3, the following proposition will give the convergence in Theorem 1.3 for the product topology.
Proposition 5.10. For all k ∈ N, we have
and, for all n ∈ N,
Proposition 5.10 informally states that, with high probability, large strongly connected components of G(n, p) and D will only be found in large trees of the forward depth-first forest, making the ordering of both trees and strongly connected components by their lengths compatible. Its proof relies on two lemmas. Lemma 5.11. As σ → 0, we have
For all ε > 0, we have as
Consequently, for all ε > 0, P M σ has a component with length greater than ε = O(σ 3 ).
Lemma 5.12. There exists C > 0 such that, for all n large enough and 1 m n 2/3 ,
and P X m has a component which contains a surplus edge C m 3 n 2 .
Moreover, for all ε > 0, there exists C > 0 such that, for n large enough, and 1 m n 2/3 ,
Consequently, for all ε > 0, there exists C > 0 such that, for n large enough, P X m has a component with length greater than n 1/3 ε C m 2 n 4/3 .
Note that for both of these lemmas, the final statement is a consequence of the previous ones by noticing that any component consisting of a single ancestral cycle has length smaller than the height of the tree.
Proof of Lemma 5.11. By Proposition 4.3,
Recalling that T σ has the same distribution as sup 2ẽ (σ) and that e has exponential moments [13] , we have This proves (5) and (6); (7) then follows.
For Lemma 5.12, we require some preliminary bounds on the height and area of T m .
Lemma 5.13. There exists a constant M > 0 such that, for all n large enough such that 1/(2n) < p < 2/n and all 1 m n 2/3 ,
and
Proof. Lemma 25 from [2] gives E[ T m 4 ] M · max(m 6 n −4 , 1) · m 2 for all n large enough and m n, and restricting ourselves to m n 2/3 yields (12).
For (13), we follow the beginning of the proof of Lemma 25 from [2] . Let q = max(m −3/2 , p). Then (3) and Markov's inequality together yield
From Lemma 14 in [2] , we obtain that E[(1 − q) −2a(Tm) ] K exp 4κδ 2 where δ = max(2m 3/2 /n, 1). Since qm 3/2 δ/4, we get
and for 1 m n 3/2 , we have 1 δ 2, so that
It follows that
which completes the proof.
Proof of Lemma 5.12. We take n large enough for (12) and (13) to hold, and m n 2/3 . Notice first that (10) follows from (12) and Markov's inequality:
M m 2 ε 4 n 4/3 . We now want to show that the probability that X m contains a strongly connected component which is complex or features surplus edges is also bounded by m 3 n −2 . Such a component can only arise if one of the following four events occurs: We will give a bound on each of these events separately.
Conditionally on the tree T m , the number of ancestral back edges in X m has distribution Bin(S m , p), where is S m the sum of the heights of all vertices in T m . By using the well-known domination of Bin(k, p) by Poi(−k log(1 − p)) and P[Poi(µ) 2] µ 2 , we have
From now on, the constant M can vary from line to line, but never depends on n or m.
Since S m m T m , by using (12) again, for n large enough we end up with
Given that there is exactly one ancestral back edge in X m , the number of back edges which point back into the cycle created is stochastically dominated by Bin(m T m , p). Hence we have
This is the same bound as above, thus leading to
Since the number of surplus edges has distribution Bin(a(T m ), p),
A similar argument as for B m also yields
and an application of (13) concludes the proof.
We can now prove the proposition.
Proof of Proposition 5.10. Fix k ∈ N and η > 0, and let ε > 0 be small enough that
By Lemmas 
By Proposition 4.1 and (4), there exists N sufficiently large that both of those are smaller than η.
From the fact that (n −1/3 X n 1 , . . . , n −1/3 X n N )
, we deduce that, for n greater than some n 0 ∈ N,
and hence
Controlling the tail
The proof of Theorem 1.3 will be completed if we can show that, for all ε > 0,
D may, in principle, contain finitely or infinitely many strongly connected components; recall that if there are only finitely many, the sequence C is completed by infinitely many copies of L. In this case, let i max be the largest integer such that C imax = L, and let N max be the smallest integer such that C 1 , . . . , C imax are contained in D 1 , . . . , D Nmax . If, on the other hand, D does contain infinitely many strongly connected components, recall that len(C i ) → 0 as i → ∞, and let i max = N max = ∞. We let i max (n) and N max (n) be the equivalent integers for G(n, p), noting that they are of course finite.
Note that
Let η > 0, and N 0 and i 0 be such that
. . , C i 0 ), we get that, for n large enough, P[i max (n) i 0 , N max (n) N 0 ] ≥ q − 2η. On this event, all the C i (n) for i > i 0 are copies of L, so we have
For k ∈ N, let N (k) be the largest integer such that
Then by Proposition 5.10 and the convergence of n −1/3 C k (n) to C k , it also holds that, for n large enough, all the components of X n 1 , . . . , X n N (k) have lengths exceeding that of C k (n) with probability at least 1 − q − 2η. Thus we have
and similarly
Note that N (k) → ∞ as k → ∞: indeed, it is non-decreasing, and so if it converged to a finite limit N , then the probability of i max to be infinite and D 1 , . . . , D N to contain a smallest component of C would be at least 1 − q − η, a contradiction since there is no smallest component in the infinite case. It is therefore enough to prove that
However, by (5), (8) and (9) , for N large enough, all the components contained in (D i , i ≥ N + 1) are single ancestral cycles with probability at least 1 − η, and for n large enough, this also holds for those contained in (X n i , i ≥ N + 1). Noting that such components have length at most the height of the underlying tree, and that their number is at most the number of ancestral back edges, we are reduced to proving the following statements:
where A n i is the number of surplus edges in X n i . These may be obtained using the following lemma. Lemma 5.14. (i) There exists C > 0 such that, for σ < 1,
(ii) There exists C > 0 such that, for n large enough, and 1 m n 2/3 ,
where A m is the number of ancestral back edges in X m .
Proof. Part (i) is straightforward: assuming T σ and N σ (1) are built from a tilted excursionẽ (σ) , we have and applying Lemma 5.13 concludes the proof.
We leave the straightforward adaptation of the arguments used for Proposition 5.10 to prove (14) and (15) to the reader, finishing the proof of Theorem 1.3.
Further properties of the scaling limit
We write C for the list of strongly connected components of D, and C σ for that of M σ , in decreasing order of length. Let also C compl be the list of complex components of C, i.e. those that are not cycles, also in decreasing order of length. We have not yet been able to find the exact distribution of C and C σ for σ > 0; this will be the subject of future research. However, we show here that C σ and C compl have a positive probability of being equal to any appropriate fixed family of directed multigraphs.
For sequences (G 1 , . . . , G k ) and (H 1 , . . . , H j ) of directed multigraphs, we write (G 1 , . . . , G k ) ≡ (H 1 , . . . , H j ) if j = k and G i is isomorphic to H i for each i j. We extend this notation naturally to the case where one or both of the sequences has edge lengths by simply ignoring the edge lengths. Proposition 6.1. Let G 1 , . . . , G k be a finite sequence consisting of 3-regular strongly connected directed multigraphs or loops. We have
Assuming that G 1 , . . . , G k are all complex, we also have
Let (e i , 1 i K) be an arbitrary ordering of the edges of (G 1 , . . . , G k ). Then, conditionally on C σ ≡ (G 1 , . . . , G k ) (resp. C compl ≡ (G 1 , . . . , G k )), C σ (resp. C compl ) gives lengths ( (e i ), 1 i K) to these edges, and their joint distribution has full support in
Constructing 3-regular directed multigraphs from trees and back edges. First, we want to show that any of the graphs in which we are interested can be constructed by a procedure which adds back edges to a plane tree. We set this up in a discrete framework. Let t be a discrete plane tree whose vertices have outdegrees in {0, 1, 2}. We think of this as a directed graph, with edges pointing away from the root. We assume that t has as many leaves as internal vertices of outdegree one, which we call x 1 , . . . , x n and y 1 , . . . , y n respectively, in the planar order. We assume, moreover, that for each i ≥ 1, the internal vertex y i is visited before the leaf x i in the depth-first exploration. By identifying x i and y i for all i, we obtain a directed graph, whose strongly connected components we then extract. Each strongly connected component will have exactly one vertex of degree 2, which we erase, merging its two incident edges. The result is a set of 3-regular strongly connected directed multigraphs. The next lemma asserts that any appropriate collection of such multigraphs can be obtained by this procedure. Lemma 6.2. For any (G 1 , . . . , G k ), there exist a discrete plane tree t and pairings (x i , y i ) such that the above construction results in (G 1 , . . . , G k ).
Proof. Notice first that we can focus on the case where k = 1. Once this case is treated, the general case can be solved by taking a tree t which contains distinct subtrees corresponding to each G i .
So let G be a fixed strongly connected 3-regular directed multigraph. Noticing that it cannot have vertices with outdegree 0 or 3 and that the sum of the outdegrees of all the vertices is equal to that of all the indegrees, we deduce that there exists n ∈ N such that G has n vertices with indegree 1 and outdegree 2, and n vertices with indegree 2 and outdegree 1. Let a 1 , . . . , a n be the former and b 1 , . . . , b n the latter, for any ordering such that the edge (b 1 , a 1 ) is exists.
We will give a method to construct the necessary plane tree as well as the backward links between leaves and edges. At each step t will contain a certain number of vertices of G, as well as some "open" edges, which have their tails at points in t but are missing their heads.
Start with t initially containing three vertices: a root with outdegree 1, its child (which we arbitrarily call ρ 0 ) which has outdegree 1 as well, and its next neighbour a 1 , from which originate two open edges. At each step of the algorithm, let z be the leftmost of the deepest vertices of t which have open edges, choose any edge of G starting at z which is not yet featured in t, call u the head of that edge, and do the following:
Figure 6: Obtaining a 3-regular connected directed multigraph from a tree with backward identifications. The tree was built using the method presented in the proof of Lemma 6.2.
• If u is not already in t, add it at the end of the leftmost open edge, and add one or two open edges at u corresponding to its outdegree in G. The edge (z, u) is then a tree edge in t.
• If u is already in t but u = a 1 , add a leaf at the end of the leftmost open edge, label that leaf x j for the smallest available j and let also u = y j . The edge (z, u) is then featured in t as the tree edge (z, x j ), identifying x j with u.
• If u = a 1 , put a leaf at the end of the leftmost open edge, label that leaf x j for the smallest available j, and let y j = ρ 0 . The edge (z, u) is then featured in t as the merging of the tree edges (z, x j ) and (ρ 0 , a 1 ), identifying x j with ρ 0 .
Note that this algorithm terminates, and that identifying the pairs (x i , y i ) in t and removing the root (which is not in its strongly connected component) and ρ 0 (which has degree 2 in the strongly connected component) gives us G. Moreover, by construction, the successive vertices appearing as z follow the planar ordering of t. This means that at any step, any other vertex of t can be found earlier than z in the contour process, and thus in every pair (x i , y i ), y i is seen earlier than x i in the exploration process, and the identifications indeed go backwards. This remark then ends the proof.
The coloured tree has full support. If T is a discrete plane tree and T is a discrete plane tree with edge lengths (equivalently an R-tree with finitely many leaves which are ordered), we write T ≡ T if the discrete plane structure underlying T is T . If T ≡ T then the lengths of the edges of T , in planar order, form a vector in R k + where k is the number of edges of T . Let T be a fixed binary rooted discrete plane tree with n ∈ N leaves. For an excursion function f : [0, σ] → R + , we let D T (f ) be the set of increasing sequences t = (t 1 , . . . , t n ) ∈ [0, σ] n such that the T f (t 1 , . . . , t n ) ≡ T. This is an open subset of [0, σ] n which can be written explicitly as
n : t 1 < t 2 . . . < t n and ∀k ∈ {3, . . . , n}, f (t i(k) , t k−1 ) <f (t k−1 , t k ) <f (t j(k) , t k−1 ) .
Here the indices i(k) and j(k) are defined as follows. Let L 1 , . . . , L n be the leaves of T in planar order (we add L 0 = ρ for the sake of convenience). For k ∈ {3, . . . , n}, we then take i(k) < j(k) to be any two integers in {0, 1, 2, . . . , k − 1} such that, on the path [[ρ, L k−1 ]], the two points L i(k) ∧ L k−1 and L j(k) ∧L k−1 are respectively maximal and minimal such that
Figure 7: For this tree, i(3) = 1, j(3) = 2, i(4) = 0, and j(4) = 1. Given an excursion function f, a sequence t 1 < t 2 < t 3 < t 4 will then be in D T (f ) ifff (t 1 , t 2 ) <f (t 2 , t 3 ) < f (t 2 ) and 0 <f (t 3 , t 4 ) < f (t 1 , t 4 ).
Lemma 6.3. We have
where t 0 = 0 and, for t ∈ [0, σ], I(t) = max{i : t i < t}. Moreover, if we take f = 2ẽ (σ) for σ > 0, then
and conditionally on T col 2ẽ (σ) ≡ T , the joint distribution of the edge lengths of T col 2ẽ (σ) has full support in R 2n−1 + .
Proof. The first statement comes from Remark 3.4. For the second statement, we use a comparison with the scaling limit of the undirected random graph. Specifically, Lemma 10 of [1] gives the joint distribution of the tree shape and the edge lengths in the subtree of T 2ẽ (σ) spanned by the root and a random collection of leaves which are sampled according to a Poisson point process with intensitỹ e (σ) (·). (this is different from our 2ẽ (σ) (·) for ancestral back edges, because, as seen in [2] , these identifications come from surplus edges of the undirected graph, the number of which originate at any given vertex being roughly half of the height of said vertex.) In particular, the probability that we obtain the tree shape T and that the lengths of the edges (in planar order) lie in an open set A ⊂ (R + ) 2n−1 is positive, that is
where A ∈ R n + is the open set such that the heights the leaves of T are in A iff its edge lengths are in A. This implies that E[G] > 0 where
(since G is larger than the variable integrated above) and we then have
and this is positive since supẽ (σ) is a.s. finite.
Proof of Proposition 6.1. We first show the result for C σ . Let t and ((x i , y i ), i ∈ {1, . . . , n}) be the discrete tree and pairing of leaves and outdegree-1 vertices given by Lemma 6.2. Moreover, let T be obtained from t by erasing the vertices of degree 2, and merging their adjacent edges. Let
• (e 1 , . . . , e K ) be the edges of (G 1 , . . . , G k ), in any order.
• (e 1 , . . . , e K , e K+1 , . . . , e N ) those of t, in any order completing the previous one.
• (f 1 , . . . , f M ) those of T, in planar order. 2 By construction, each edge of (G 1 , . . . , G k ), is an edge of t, justifying the notation for the edges of t. Moreover, each edge of T is obtained by merging edges of t, so there exists a partition of {1, . . . , N } with blocks (S(i), 1 i M ) such that for each i ∈ {1, . . . , M }, f i is obtained by merging e j for j ∈ S(i). For i ∈ {1, . . . , n}, let e T (y i ) be the edge of T containing y i . Given this information, we call a collection of positive lengths (e i ), and (f i ) such that (f i ) = j∈S(i) (e j ) an admissible length assignment.
Recall that, from the construction given in Section 3.2.2, conditionally on T col σ with leaves L 1 , . . . , L p , the marked internal points z 1 , . . . , z p are independent and, for each j, z j is uniform on ∪ .
Moreover, conditionally on the event {z j ∈ e T (y j ), ∀j ∈ {1, . . . , n}, T col σ , T col σ ≡ T }, for any edge f i of T , the probability that z j , for j such that y j ∈ f i are in the right order on f i is 1 |S(i)|! . If this occurs, then it gives rise to a length assignment on t as well, making the whole thing admissible. We then have ( (e j ), j ∈ S(i)) = (D 1 (i) (f i ) By Lemma 6.3, the event {T col σ ≡ T, ( (f i ), i ∈ {1, . . . , M }) ∈ B} occurs with positive probability and, since Dirichlet distributions charge the full simplex, we do indeed have that P C σ ≡ (G 1 , . . . , G k ), ( (e i ), i ∈ {1, . . . , K}) ∈ A > 0.
We finally turn to the result for C compl . Recall that (σ i , i 1) are the ranked excursion lengths of a Brownian motion with parabolic drift and C i , i 1 are independent copies of C σ i . Notice that P[C compl ≡ (G 1 , . . . , G k ), lengths in A] P[C 1 ≡ (G 1 , . . . , G k ), lengths in A, C i has no complex components ∀i 2].
From Propositions 4.1 and 4.3, we deduce that (C i , i 2) has no complex components with positive probability. An application of the first part of the proposition then completes the proof.
