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Abstract:
We study the problem of nonparametric estimation under Lp-loss, p ∈ [1,∞), in the frame-
work of the convolution structure density model on Rd. This observation scheme is a general-
ization of two classical statistical models, namely density estimation under direct and indirect
observations. In Part I the original pointwise selection rule from a family of ”kernel-type”
estimators is proposed. For the selected estimator, we prove an Lp-norm oracle inequality and
several of its consequences. In Part II the problem of adaptive minimax estimation under
Lp–loss over the scale of anisotropic Nikol’skii classes is addressed. We fully characterize the
behavior of the minimax risk for different relationships between regularity parameters and
norm indexes in the definitions of the functional class and of the risk. We prove that the
selection rule proposed in Part I leads to the construction of an optimally or nearly optimally
(up to logarithmic factor) adaptive estimator.
AMS 2000 subject classifications: 62G05, 62G20.
Keywords and phrases: deconvolution model, density estimation, oracle inequality, adap-
tive estimation, kernel estimators, Lp–risk, anisotropic Nikol’skii class.
1. Introduction
In the present paper we will investigate the following observation scheme introduced in Lepski and Willer
(2017). Suppose that we observe i.i.d. vectors Zi ∈ Rd, i = 1, . . . , n, with a common probability
density p satisfying the following structural assumption
p = (1− α)f + α[f ⋆ g], f ∈ Fg(R), α ∈ [0, 1], (1.1)
where α ∈ [0, 1] and g : Rd → R are supposed to be known and f : Rd → R is the function to be
estimated. We will call the observation scheme (1.1) convolution structure density model.
Here and later, for two functions f, g ∈ L1
(
R
d
)
[
f ⋆ g
]
(x) =
∫
Rd
f(x− z)g(z)νd(dz), x ∈ Rd,
and for any α ∈ [0, 1], g ∈ L1
(
R
d
)
and R > 1,
Fg(R) =
{
f ∈ B1,d(R) : (1− α)f + α[f ⋆ g] ∈ P
(
R
d
)}
.
Here P
(
R
d
)
denotes the set of probability densities on Rd, Bs,d(R) is the ball of radius R > 0 in
Ls
(
R
d
)
:= Ls
(
R
d, νd
)
, 1 ≤ s ≤ ∞ and νd is the Lebesgue measure on Rd.
∗This work has been carried out in the framework of the Labex Archime`de (ANR-11-LABX-0033) and of the
A*MIDEX project (ANR-11-IDEX-0001-02), funded by the ”Investissements d’Avenir” French Government program
managed by the French National Research Agency (ANR).
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We remark that if one assumes additionally that f, g ∈ P(Rd), this model can be interpreted as
follows. The observations Zi ∈ Rd, i = 1, . . . , n, can be written as a sum of two independent random
vectors, that is,
Zi = Xi + ǫiYi, i = 1, . . . , n, (1.2)
where Xi, i = 1, . . . , n, are i.i.d. d-dimensional random vectors with a common density f , to be
estimated. The noise variables Yi, i = 1, . . . , n, are i.i.d. d-dimensional random vectors with a
known common density g. At last εi ∈ {0, 1}, i = 1, . . . , n, are i.i.d. Bernoulli random variables
with P(ε1 = 1) = α, where α ∈ [0, 1] is supposed to be known. The sequences {Xi, i = 1, . . . , n},
{Yi, i = 1, . . . , n} and {ǫi, i = 1, . . . , n} are supposed to be mutually independent.
The observation scheme (1.2) can be viewed as the generalization of two classical statistical
models. Indeed, the case α = 1 corresponds to the standard deconvolution model Zi = Xi +
Yi, i = 1, . . . , n. Another ”extreme” case α = 0 corresponds to the direct observation scheme
Zi = Xi, i = 1, . . . , n. The ”intermediate” case α ∈ (0, 1), considered for the first time in Hesse
(1995), can be treated as the mathematical modeling of the following situation. One part of the
data, namely (1−α)n, is observed without noise, while the other part is contaminated by additional
noise. If the indexes corresponding to that first part were known, the density f could be estimated
using only this part of the data, with the accuracy corresponding to the direct case. The question
we address now is: can one obtain the same accuracy if the latter information is not available? We
will see that the answer to the aforementioned question is positive, but the construction of optimal
estimation procedures is based upon ideas corresponding to the ”pure” deconvolution model.
The convolution structure density model (1.1) will be studied for an arbitrary g ∈ L1
(
R
d
)
and
f ∈ Fg(R). Then, except in the case α = 0, the function f is not necessarily a probability density.
We want to estimate f using the observations Z(n) = (Z1, . . . , Zn). By estimator, we mean any
Z(n)-measurable map fˆ : Rn → Lp
(
R
d
)
. The accuracy of an estimator fˆ is measured by the Lp–risk
R(p)n [fˆ , f ] :=
(
Ef‖fˆ − f‖pp
)1/p
, p ∈ [1,∞),
where Ef denotes the expectation with respect to the probability measure Pf of the observations
Z(n) = (Z1, . . . , Zn). Also, ‖ · ‖p, p ∈ [1,∞), is the Lp-norm on Rd and without further mentioning
we will assume that f ∈ Lp
(
R
d
)
. The objective is to construct an estimator of f with a small
Lp–risk.
1.1. Oracle approach via local selection. Objectives of Part I
Let F = {fˆt, t ∈ T} be a family of estimators built from the observation Z(n). The goal is to
propose a data-driven (based on Z(n)) selection procedure from the collection F and to establish
for it an Lp-norm oracle inequality. More precisely, we want to construct a Z
(n)-measurable random
map tˆ : Rd → T and prove that for any p ∈ [1,∞) and n ≥ 1
R(p)n
[
fˆtˆ(·); f
] ≤ C1∥∥∥ inf
t∈T
An (f, t, ·)
∥∥∥
p
+ C2n
− 1
2 , ∀f ∈ Lp
(
R
d
)
. (1.3)
Here C1 and C2 are numerical constants which may depend on d, p and T only.
We call (1.3) an Lp-norm oracle inequality obtained by local selection, and in Part I we provide
with an explicit expression of the functional An(·, ·, x), x ∈ Rd in the case where F = F
(Hd) is
the family of ”kernel-type” estimators parameterized by a collection of multi-bandwidths Hd. The
selection from the latter family is done pointwisely, i.e. for any x ∈ Rd, which allows to take into
account the ”local structure” of the function to be estimated. The Lp-norm oracle inequality is
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then obtained by the integration of the pointwise risk of the proposed estimator, which is a kernel
estimator with the bandwidth being a multivariate random function. This, in its turn, allows us
to derive different minimax adaptive results presented in Part II of the paper. They are obtained
thanks to an unique Lp-norm oracle inequality.
Our selection rule presented in Section 2.1 can be viewed as a generalization and modification of
some statistical procedures proposed in Kerkyacharian et al. (2001) and Goldenshluger and Lepski
(2014). As we mentioned above, establishing (1.3) is the main objective of Part I. We will see
however that although An(·, ·, x), x ∈ Rd will be presented explicitly, its computation in particular
problems is not a simple task. The main difficulty here is mostly related to the fact that (1.3) is
proved without any assumption (except for the model requirements) imposed on the underlying
function f . It turns out that under some nonrestrictive assumptions imposed on f , the obtained
bounds can be considerably simplified, see Section 2.3. Moreover these new inequalities allow to
better understand the methodology for obtaining minimax adaptive results by the use of the oracle
approach.
1.2. Adaptive estimation. Objectives of Part II
Let F be a given subset of Lp
(
R
d
)
. For any estimator f˜n, define its maximal risk by R(p)n
[
f˜n;F
]
=
supf∈FR(p)n
[
f˜n; f
]
and its minimax risk on F is given by
φn(F) := inf
f˜n
R(p)n
[
f˜n;F
]
. (1.4)
Here, the infimum is taken over all possible estimators. An estimator whose maximal risk is
bounded, up to some constant factor, by φn(F), is called minimax on F.
Let
{
Fϑ, ϑ ∈ Θ
}
be a collection of subsets of Lp
(
R
d, νd
)
, where ϑ is a nuisance parameter which
may have a very complicated structure.
The problem of adaptive estimation can be formulated as follows: is it possible to construct a
single estimator fˆn which would be simultaneously minimax on each class Fϑ, ϑ ∈ Θ, i.e.
lim sup
n→∞
φ−1n (Fϑ)R(p)n
[
fˆn;Fϑ
]
<∞, ∀ϑ ∈ Θ?
We refer to this question as the problem of minimax adaptive estimation over the scale of {Fϑ, ϑ ∈
Θ}. If such an estimator exists, we will call it optimally adaptive.
From oracle approach to adaptation. Let the oracle inequality (1.3) be established. Define
Rn
(
Fϑ
)
= sup
f∈Fϑ
∥∥∥ inf
t∈T
An (f, t, ·)
∥∥∥
p
+ n−
1
2 , ϑ ∈ Θ.
We immediately deduce from (1.3) that for any ϑ ∈ Θ
lim sup
n→∞
R−1n
(
Fϑ
)R(p)n [fˆtˆ(·);Fϑ] <∞.
Hence, the minimax adaptive optimality of the estimator fˆtˆ(·) is reduced to the comparison of the
normalization Rn
(
Fϑ
)
with the minimax risk φn(Fϑ). Indeed, if one proves that for any ϑ ∈ Θ
lim inf
n→∞
Rn
(
Fϑ
)
φ−1n (Fϑ) <∞,
then the estimator fˆtˆ(·) is optimally adaptive over the scale
{
Fϑ, ϑ ∈ Θ
}
.
Objectives. In the framework of the convolution structure density model, we will be interested in
adaptive estimation over the scale
3
Fϑ = N~r,d
(
~β, ~L
) ∩ Fg(R), ϑ = (~β,~r, ~L,R),
whereN~r,d
(
~β, ~L
)
is the anisotropic Nikolskii class (its exact definition will be presented in Part II).
Here we only mention that for any f ∈ N~r,d
(
~β, ~L
)
the coordinate βi of the vector ~β = (β1, . . . , βd) ∈
(0,∞)d represents the smoothness of f in the direction i and the coordinate ri of the vector ~r =
(r1, . . . , rd) ∈ [1,∞]d represents the index of the norm in which βi is measured. Moreover, N~r,d
(
~β, ~L
)
is the intersection of balls in some semi-metric space and the vector ~L ∈ (0,∞)d represents the
radii of these balls.
The aforementioned dependence on the direction is usually referred to anisotropy of the underly-
ing function and the corresponding functional class. The use of the integral norm in the definition
of the smoothness is referred to inhomogeneity of the underlying function. The latter means that
the function f can be sufficiently smooth on some part of the observation domain and rather
irregular on another part. Thus, the adaptive estimation over the scale
{
N~r,d
(
~β, ~L
)
,
(
~β,~r, ~L
) ∈
(0,∞)d × [1,∞]d × (0,∞)d} can be viewed as the adaptation to anisotropy and inhomogeneity of
the function to be estimated.
Additionally, we will consider Fϑ = N~r,d
(
~β, ~L
) ∩ Fg(R) ∩ B∞,d(Q), ϑ = (~β,~r, ~L,R,Q). It will
allow us to understand how the boundedness of the underlying function may affect the accuracy of
estimation.
The minimax adaptive estimation is a very active area of mathematical statistics, and the
theory of adaptation was developed considerably over the past three decades. Several estima-
tion procedures were proposed in various statistical models, such that Efroimovich-Pinsker method,
Efroimovich and Pinsker (1984), Efroimovich (1986), Lepski method, Lepskii (1991) and its gener-
alizations, Kerkyacharian et al. (2001), Goldenshluger and Lepski (2009), unbiased risk minimiza-
tion, Golubev (1992), wavelet thresholding, Donoho et al. (1996), model selection, Barron et al.
(1999), Birge´ and Massart (2001), blockwise Stein method, Cai (1999), aggregation of estimators,
Nemirovski (2000), Wegkamp (2003), Tsybakov (2003), Goldenshluger (2009), exponential weights,
Leung and Barron (2006), Dalalyan and Tsybakov (2008), risk hull method, Cavalier and Golubev
(2006), among many others. The interested reader can find a very detailed overview as well as
several open problems in adaptive estimation in the recent paper, Lepski (2015).
As already said, the convolution structure density model includes itself the density estimation
under direct and indirect observations. In Part II we compare in detail our minimax adaptive results
to those already existing in both statistical models. Here we only mention that more developed
results can be found in Goldenshluger and Lepski (2011), Goldenshluger and Lepski (2014) (density
model) and in Comte and Lacour (2013), Rebelles (2016) (density deconvolution).
1.3. Assumption on the function g
Later on for any U ∈ L1
(
R
d
)
, let Uˇ denote its Fourier transform, defined as Uˇ(t) :=
∫
Rd
U(x)e−i
∑d
j=1 xjtjνd(dx), t ∈
R
d. The selection rule from the family of kernel estimators, the Lp-norm oracle inequality as well
as the adaptive results presented in Part II are established under the following condition.
Assumption 1. (1) if α 6= 1 then there exists ε > 0 such that∣∣1− α+ αgˇ(t)∣∣ ≥ ε, ∀t ∈ Rd;
(2) if α = 1 then there exists ~µ = (µ1, . . . , µd) ∈ (0,∞)d and Υ0 > 0 such that
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|gˇ(t)| ≥ Υ0
d∏
j=1
(1 + t2j )
−
µj
2 , ∀t = (t1, . . . , td) ∈ Rd.
Remind that the following assumption is well-known in the literature:
Υ0
d∏
j=1
(1 + t2j)
−
µj
2 ≤ |gˇ(t)| ≤ Υ
d∏
j=1
(1 + t2j)
−
µj
2 , ∀t ∈ Rd.
It is referred to as amoderately ill-posed statistical problem. In particular, the assumption is satisfied
for the centered multivariate Laplace law.
Note that Assumption 1 (1) is very weak and it is verified for many distributions, including
centered multivariate Laplace and Gaussian ones. Note also that this assumption always holds with
ε = 1 − 2α if α < 1/2. Additionally, it holds with ε = 1 − α if gˇ is a real positive function. The
latter is true, in particular, for any probability law obtained by an even number of convolutions of
a symmetric distribution with itself.
2. Pointwise selection rule and Lp-norm oracle inequality
To present our results in an unified way, let us define ~µ(α) = ~µ, α = 1, ~µ(α) = (0, . . . , 0), α ∈ [0, 1).
Let K : Rd → R be a continuous function belonging to L1
(
R
d
)
,
∫
R
K = 1, and such that its Fourier
transform Kˇ satisfies the following condition.
Assumption 2. There exist k1 > 0 and k2 > 0 such that∫
Rd
∣∣Kˇ(t)∣∣ d∏
j=1
(1 + t2j)
µj (α)
2 dt ≤ k1,
∫
Rd
∣∣Kˇ(t)∣∣2 d∏
j=1
(1 + t2j )
µj(α)dt ≤ k22. (2.1)
Set H = {ek, k ∈ Z} and let Hd = {~h = (h1, . . . , hd) : hj ∈ H, j = 1, . . . , d}. Define for any
~h = (h1, . . . , hd) ∈ Hd
K~h(t) = V
−1
~h
K
(
t1/h1, . . . , td/hd
)
, t ∈ Rd, V~h =
d∏
j=1
hj .
Later on for any u, v ∈ Rd the operations and relations u/v, uv, u∨ v,u∧ v, u ≥ v, au, a ∈ R, are
understood in coordinate-wise sense. In particular u ≥ v means that uj ≥ vj for any j = 1, . . . , d.
2.1. Pointwise selection rule from the family of kernel estimators
For any ~h ∈ (0,∞)d let M(·,~h) satisfy the operator equation
K~h(y) = (1− α)M
(
y,~h
)
+ α
∫
Rd
g(t− y)M(t,~h)dt, y ∈ Rd. (2.2)
For any ~h ∈ Hd and x ∈ Rd introduce the estimator f̂~h(x) = n−1
∑n
i=1M
(
Zi − x,~h
)
.
Our first goal is to propose for any given x ∈ Rd a data-driven selection rule from the family of
kernel estimators F(Hd) = {f̂~h(x), ~h ∈ Hd}. Define for any ~h ∈ Hd
5
Ûn
(
x,~h
)
=
√
2λn
(
~h
)
σ̂2
(
x,~h
)
n
+
4M∞λn
(
~h
)
3n
∏d
j=1 hj(hj ∧ 1)µj(α)
, σ̂2
(
x,~h
)
=
1
n
n∑
i=1
M2
(
Zi − x,~h
)
;
λn
(
~h
)
= 4 ln(M∞) + 6 ln (n) + (8p + 26)
d∑
j=1
[
1 + µj(α)
]∣∣ ln(hj)∣∣;
M∞ =
[
(2π)−d
{
ε−1
∥∥Kˇ∥∥
1
1α6=1 +Υ
−1
0 k11α=1
}] ∨ 1.
Pointwise selection rule Let H be an arbitrary subset of Hd. For any ~h ∈ H and x ∈ Rd
introduce
R̂~h(x) = sup
~η∈H
[∣∣f̂~h∨~η(x)− f̂~η(x)∣∣− 4Ûn(x,~h ∨ ~η)− 4Ûn(x, ~η)]+;
Û∗n
(
x,~h
)
= sup
~η∈H: ~η≥~h
Ûn
(
x, ~η
)
,
and define
~h(x) = arg inf
~h∈H
[
R̂~h(x) + 8Û∗n
(
x,~h
)]
. (2.3)
Our final estimator is f̂~h(x)(x), x ∈ Rd and we will call (2.3) the pointwise selection rule.
Note that the estimator f̂~h(·)(·) does not necessarily belong to the collection
{
f̂~h(·), ~h ∈ Hd
}
since
the multi-bandwidth ~h(·) is a d-variate function, which is not necessarily constant on Rd. The latter
fact allows to take into account the ”local structure” of the function to be estimated. Moreover,
~h(·) is chosen with respect to the observations, and therefore it is a random vector-function.
2.2. Lp-norm oracle inequality
Introduce for any x ∈ Rd and ~h ∈ Hd
U∗n
(
x,~h
)
= sup
~η∈Hd: ~η≥~h
Un
(
x, ~η
)
, S~h(x, f) =
∫
Rd
K~h(t− x)f(t)νd(dt);
where we have put
Un
(
x, ~η
)
=
√
2λn
(
~η
)
σ2
(
x, ~η
)
n
+
4M∞λn
(
~η
)
3n
∏d
j=1 ηj(ηj ∧ 1)µj(α)
, σ2
(
x, ~η
)
=
∫
Rd
M2
(
t− x, ~η)p(t)νd(dt).
For any H ⊆ Hd, ~h ∈ H and x ∈ Rd introduce also
B∗~h(x, f) = sup
~η∈H
∣∣S~h∨~η(x, f)− S~η(x, f)∣∣, B~h(x, f) = ∣∣S~h(x, f)− f(x)∣∣. (2.4)
Theorem 1. Let Assumptions 1 and 2 be fulfilled. Then for any H ⊆ Hd, n ≥ 3 and p ∈ [1,∞),
∀f ∈ Fg(R), R(p)n [f̂~h(·), f ] ≤
∥∥∥ inf
~h∈H
{
2B∗~h(·, f) +B~h(·, f) + 49U
∗
n
(·,~h)}∥∥∥
p
+Cpn
− 1
2 .
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The explicit expression for the constant Cp can be found in the proof of the theorem.
Later on we will pay attention to a special choice for the collection of multi-bandwidths, namely
Hdisotr :=
{
~h ∈ Hd : ~h = (h, . . . , h), h ∈ H}.
More precisely, in Part II, the selection from the corresponding family of kernel estimators will be
used for the adaptive estimation over the collection of isotropic Nikolskii classes. Note also that if
H = Hdisotr then obviously for any ~h = (h, . . . , h) ∈ Hdisotr
B∗~h(·, f) ≤ 2 sup
~η∈Hdisotr: η≤h
B~η(·, f)
and we come to the following corollary of Theorem 1.
Corollary 1. Let Assumptions 1 and 2 be fulfilled. Then for any n ≥ 3 and p ∈ [1,∞)
R(p)n [f̂~h(·), f ] ≤
∥∥∥∥ inf~h∈Hd
isotr
{
5 sup
~η∈Hd
isotr
: η≤h
B~η(·, f) + 49U∗n
(·,~h)}∥∥∥∥
p
+Cpn
− 1
2 , ∀f ∈ Fg(R).
The oracle inequality proved in Theorem 1 is particularly useful since it does not require any
assumption on the underlying function f (except for the restrictions ensuring the existence of the
model and of the risk). However, the quantity appearing in the right hand side of this inequality,
namely ∥∥∥ inf
~h∈H
{
2B∗~h(·, f) +B~h(·, f) + 49U
∗
n
(·,~h)}∥∥∥
p
is not easy to analyze. In particular, in order to use the result of Theorem 1 for adaptive estimation,
one has to be able to compute
sup
f∈F
∥∥∥ inf
~h∈H
{
2B∗~h(·, f) +B~h(·, f) + 49U
∗
n
(·,~h)}∥∥∥
p
for a given class F ⊂ Lp
(
R
d
) ∩ Fg(R) with either H = Hd or H = Hdisotr. It turns out that under
some nonrestrictive assumptions imposed on f , the obtained bounds can be considerably simplified.
Moreover, the new inequality obtained below will allow us to better understand the way for proving
adaptive results.
2.3. Some consequences of Theorem 1
Thus, furthermore we will assume that f ∈ Fg,u(R,D) ∩ Bq,d(D), q,u ∈ [1,∞],D > 0, where
Fg,u(R,D) :=
{
f ∈ Fg(R) : (1− α)f + α[f ⋆ g] ∈ B(∞)u,d (D)
}
,
and B
(∞)
u,d (D) denotes the ball of radius D in the weak-type space Lu,∞
(
R
d
)
, i.e.
B
(∞)
u,d (D) =
{
λ : Rd → R : ‖λ‖u,∞ < D
}
, ‖λ‖u,∞ = inf
{
C : νd
(
x : |T (x)| > z) ≤ Cuz−u, ∀z > 0}.
As usual B
(∞)
∞,d(D) = B∞,d(D) and obviously B
(∞)
u,d (D) ⊃ Bu,d(D). Note also that Fg,1(R,D) = Fg(R)
for anyD ≥ 1. It is worth noting that the assumption f ∈ Fg,u(R,D) simply means that the common
density of the observations p belongs to B
(∞)
u,d (D).
Remark 1. It is easily seen that Fg,∞
(
R,R‖g‖∞
)
= Fg(R) if α = 1 and ‖g‖∞ < ∞. Note also
that Fg,∞(R,Q‖g‖1) ⊃ Fg(R) ∩ B∞,d(Q) for any α ∈ [0, 1] and Q > 0.
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2.3.1. Oracle inequality over Fg,u(R,D) ∩ Bq,d(D)
For any ~h ∈ Hd and any v > 0, let
B~h(·, f) = 2B∗~h(·, f) +B~h(·, f), A(~h, f, v) =
{
x ∈ Rd : B~h(x, f) ≥ 2−1v
}
,
Fn
(
~h
)
=
√
lnn+
∑d
j=1 | lnhj |
√
n
∏d
j=1 h
1
2
j (hj ∧ 1)µj(α)
, Gn
(
~h
)
=
lnn+
∑d
j=1 | lnhj |
n
∏d
j=1 hj(hj ∧ 1)µj(α)
.
Furthermore let H be either Hd or Hdisotr and for any v, z > 0 define
H(v) =
{
~h ∈ H : Gn
(
~h
) ≤ av}, H(v, z) = {~h ∈ H(v) : Fn(~h) ≤ avz−1/2}. (2.5)
Here a > 0 is a numerical constant whose explicit expression is given in the beginning of Section
3.2. Introduce for any v > 0 and f ∈ Fg,u(R,D)
Λ(v, f) = inf
~h∈H(v)
[
νd
(A(~h, f, v)) + v−2F 2n(~h)];
Λ(v, f,u) = inf
z≥2
inf
~h∈H(v,z)
[
νd
(A(~h, f, v))+ z−u];
Λp(v, f,u) = inf
z≥2
inf
~h∈H(v,z)
[ ∫
A(~h,f,v)
∣∣B~h(x, f)∣∣pνd(dx) + vpz−u].
Remark 2. Note that H(v) 6= ∅ and H(v, z) 6= ∅ whatever the values of v > 0 and z ≥ 2. Indeed,
for any v > 0 and z > 2 one can find b > 1 such that(
lnn+ d ln b
)
(nbd)−1 ≤ [a2v2z−1] ∧ av.
The latter means that ~b = (b, . . . , b) ∈ H(v, z)∩H(v). Thus, we conclude that the quantities Λ(v, f),
Λ(v, f,u) and Λp(v, f,u) are well-defined for all v > 0.
Also, It is easily seen that for any v > 0 and f ∈ Fg,∞(R,D)
Λ(v, f,∞) = inf
~h∈H(v,2)
νd
(A(~h, f, v)), Λp(v, f,∞) = inf
~h∈H(v,2)
∫
A(~h,f,v)
∣∣B~h(x, f)∣∣pνd(dx). (2.6)
Put at last for any v > 0, lH(v) = v
p−1(1+ | ln (v)|)t(H), where t(H) = d−1 if H = Hd and t(H) = 0
if H = Hdisotr.
Theorem 2. Let the assumptions of Theorem 1 be fulfilled and let K be a compactly supported
function. Then for any n ≥ 3, p > 1,q > 1, R > 1,D > 0, 0 < v ≤ v <∞,u ∈ (p/2,∞],u ≥ q and
any f ∈ Fg,u(R,D) ∩ Bq,d(D)
R(p)n [f̂~h(·), f ] ≤ C(1)
[
lH(v) +
∫ v
v
vp−1{Λ(v, f) ∧ Λ(v, f,u)}dv + Λp(v, f,u)
] 1
p
+Cpn
− 1
2 .
Here C(1) is a universal constant independent of f and n. Its explicit expression can be found in
the proof of the theorem. We remark also that only this constant depends on q.
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The result announced in Theorem 2 suggests a way for establishing minimax and minimax
adaptive properties of the pointwise selection rule given in (2.3). For a given F ⊂ Fg,u(R,D) ∩
Bq,d(D) it mostly consists in finding a careful estimate for
S
(
~h, z
)
:= sup
f∈F
νd
(
x ∈ Rd : B~h(x, f) ≥ z
)
, ∀~h ∈ H, ∀z > 0.
The choice of v,v > 0 is a delicate problem and it depends on S(·, ·).
In the next section we present several results concerning some useful upper estimates for the
quantities
sup
f∈F
{Λ(v, f) ∧ Λ(v, f,u)}, sup
f∈F
Λp(v, f,u), v > 0.
We would like to underline that these bounds will be established for an arbitrary F and, therefore,
they can be applied to the adaptation over different scales of functional classes. In particular, the
results obtained below form the basis for our consideration in Part II.
2.3.2. Application to the minimax adaptive estimation
Our objective now is to bound from above supf∈FR(p)n [f̂~h(·), f ] for any F ⊂ Fg,u(R,D) ∩ Bq,d(D).
All the results in this section will be proved under an additional condition imposed on the kernel
K.
Assumption 3. Let K : R→ R be a compactly supported, bounded function and ∫ K = 1. Then
K(x) =
d∏
j=1
K(xj), ∀x ∈ Rd.
Without loss of generality we will assume that ‖K‖∞ ≥ 1 and supp(K) ⊂ [−cK, cK] with cK ≥ 1.
Introduce the following notations. Set for any h ∈ H, x ∈ Rd and j = 1, . . . , d
b∗h,f,j(x) =
∣∣∣∣∫
R
K(u)f(x+ uhej)ν1(du)− f(x)∣∣∣∣ , bh,f,j(x) = sup
η∈H: η≤h
b∗η,f,j(x)
where (e1, . . . , ed) denotes the canonical basis of R
d. For any s ∈ [1,∞] introduce
B∗j,s,F(h) = sup
f∈F
∑
h∈H: h≤h
∥∥b∗h,f,j∥∥s, Bj,s,F(h) = sup
f∈F
∥∥bh,f,j∥∥s, j = 1, . . . , d.
Set for any ~h ∈ Hd, v > 0 and j = 1, . . . , d,
J
(
~h, v
)
=
{
j ∈ {1, . . . , d} : hj ∈ Vj(v)
}
, Vj(v) =
{
h ∈ H : Bj,∞,F(h) ≤ cv
}
,
where c = (20d)−1
[
max(2cK‖K‖∞, ‖K‖1)
]−d
. As usual the complement of J
(
~h, v
)
will be denoted
by J¯
(
~h, v
)
. Furthermore, the summation over the empty set is supposed to be zero.
For any ~s = (s1, . . . , sd) ∈ [1,∞)d, u ≥ 1 and v > 0 introduce
Λ~s(v,F,u) = inf
z≥2
inf
~h∈H(v,z)
[ ∑
j∈J¯(~h,v)
v−sj
[
Bj,sj,F
(
hj
)]sj + z−u]; (2.7)
Λ~s
(
v,F
)
= inf
~h∈H(v)
[ ∑
j∈J¯(~h,v)
v−sj
[
Bj,sj ,F
(
hj
)]sj + v−2F 2n(~h)]. (2.8)
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Theorem 3. Let assumptions of Theorem 2 be fulfilled and suppose additionally that K satisfies
Assumption 3. Then for any n ≥ 3, p > 1,q > 1, R > 1,D > 0, 0 < v ≤ v < ∞,u ∈ (p/2,∞],u ≥
q, ~s ∈ (1,∞)d, ~q ∈ [p,∞)d and any F ⊂ Bq,d(D) ∩ Fg,u(R,D)
sup
f∈F
R(p)n [f̂~h(·), f ] ≤ C(2)
[
lH(v) +
∫ v
v
vp−1
[
Λ~s(v,F,u) ∧Λ~s(v,F)
]
dv + vpΛ~q(v,F,u)
] 1
p
+Cpn
− 1
2 .
If additionally q ∈ (p,∞) one has also
sup
f∈F
R(p)n [f̂~h(·), f ] ≤ C(2)
[
lH(v) +
∫ v
v
vp−1
[
Λ~s(v,F,u) ∧Λ~s(v,F)
]
dv + vp−q
] 1
p
+Cpn
− 1
2 .
Moreover, if q =∞ one has
sup
f∈F
R(p)n [f̂~h(·), f ] ≤ C(2)
[
lH(v) +
∫ v
v
vp−1
[
Λ~s(v,F,u) ∧Λ~s(v,F)
]
dv +Λ~s(v,F,u)
] 1
p
+Cpn
− 1
2 .
Finally, if H = Hd
isotr
all the assertions above remain true for any ~s ∈ [1,∞)d if one replaces in
(2.7)–(2.8) Bj,sj ,F(·) by B∗j,sj ,F(·).
It is important to emphasize that C(2) depends only on ~s, ~q, g,K, d, R,D,u and q. Note also that
the assertions of the theorem remain true if we minimize right hand sides of obtained inequalities
w.r.t ~s, ~q since their left hand sides are independent of ~s and ~q. In this context it is important to
realize that C(2) = C(2)(~s, · · · ) is bounded for any ~s ∈ (1,∞)d but C(2)(~s, · · · ) = ∞ if there exists
j = 1, . . . , d such that sj = 1. Contrary to that C
(2)(~s, · · · ) < ∞ for any ~s ∈ [1,∞)d if H = Hdisotr
and it explains in particular the fourth assertion of the theorem.
Note also that D,R,u,q are not involved in the construction of our pointwise selection rule.
That means that one and the same estimator can be actually applied on any
F ⊂
⋃
R,D,u,q
Bq,d(D) ∩ Fg,u(R,D).
Moreover, the assertion of the theorem has a non-asymptotical nature; we do not suppose that the
number of observations n is large.
Discussion As we see, the application of our results to some functional class is mainly reduced to
the computation of the functions B∗j,s,F(·) j = 1, . . . , d, for some properly chosen s. Note however
that this task is not necessary for many functional classes used in nonparametric statistics, at least
for the classes defined by the help of kernel approximation. Indeed, a typical description of F can
be summarized as follows. Let λj : R+ → R+, be such that λj(0) = 0, λj ↑ for any j = 1, . . . , d.
Then, the functional class, say FK
[
~λ(·), ~r] can be defined as a collection of functions satisfying∥∥bh,f,j∥∥rj ≤ λj(h), ∀h ∈ H, (2.9)
for some ~r ∈ [1,∞]. It yields obviously
Bj,rj ,F(·) ≤ λj(·), j = 1, . . . , d,
and the result of Theorem 3 remains valid if we replace formally Bj,rj,F(·) by λj(·) in all the
expressions appearing in this theorem. In Part II we show that for some particular kernel K∗, the
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anisotropic Nikol’skii class N~r,d
(
~β, ~L
)
is included into the class defined by (2.9) with λj(h) = Ljh
βj ,
whatever the values of ~β, ~L and ~r.
Denote ϑ = (~λ(·), ~r) and remark that in many cases FK [ϑ] ⊂ Bq,d(D) for any ϑ ∈ Θ for some
class parameter Θ and q ≥ p,D > 0. Then, replacing Bj,rj ,F(·) by λj(·) in (2.7) and (2.8) and
choosing ~q = (q, . . . ,q) we come to the quantities Λ
(
v,u, ϑ
)
and Λq
(
v, ϑ
)
, completely determined
by the functions λj(·), j = 1, . . . , d, the vector ~r and the number q. Therefore, putting
ψn
(
ϑ
)
= inf
0<v≤v<∞
(
lH(v) +
∫ v
v
vp−1
[
Λ(v,u, θ) ∧Λ(v, θ)]dv + vpΛq(v,u, ϑ) ∧ vp−q) 1p + n− 12
we deduce from the first and the second assertions of Theorem 3 for any ~λ(·) and ~r and n ≥ 3
sup
f∈FK [ϑ]
R(p)n [f̂~h(·), f ] ≤ C(3)ψn(ϑ). (2.10)
Since the estimator f̂~h(·) is completely data-driven and, therefore, is independent of
~λ(·) and ~r, the
bound (2.10) holds for the scale of functional classes
{
FK [ϑ]
}
ϑ
.
If φn
(
FK [ϑ]
)
is the minimax risk defined in (1.4) and
lim sup
n→∞
ψn(ϑ)φ
−1
n
(
FK [ϑ]
)
<∞, ∀ϑ ∈ Θ, (2.11)
we can assert that our estimator is optimally adaptive over the considered scale
{
FK [ϑ], ϑ ∈ Θ
}
.
To illustrate the powerfulness of our approach, let us consider a particular scale of functional
classes defined by (2.9).
Classes of Ho¨lderian type Let ~β ∈ (0,∞)d and ~L ∈ (0,∞)d be given vectors.
Definition 1. We say that a function f belongs to the class FK
(
~β, ~L
)
, where K satisfies Assumption
3, if f ∈ B∞,d
(
maxj=1,...,dLj
)
and for any j = 1, . . . , d∥∥bh,f,j∥∥∞ ≤ Ljvβj , ∀h ∈ H.
We remark that this class is a particular case of the one defined in (2.9), since it corresponds to
λj(h) = Ljh
j and rj =∞ for any j = . . . , d. Moreover let us introduce the following notations
ϕn = δ
1
2+1/β(α)
n , δn = L(α)n
−1 ln (n),
1
β(α)
=
d∑
j=1
2µj(α) + 1
βj
, L(α) =
d∏
j=1
L
2µj(α)+1
βj
j .
Then the following result is a direct consequence of Theorem 3. Its simple and short proof is
postponed to Section 3.4.
Assertion 1. Let the assumptions of Theorem 3 be fulfilled. Then for any n ≥ 3, p > 1, ~β ∈ (0,∞)d,
0 < L0 ≤ L∞ <∞ and ~L ∈ [L0, L∞]d there exists C > 0 independent of ~L such that
lim sup
n→∞
ψ−1n
(
~β, ~L
)
sup
f∈FK(~β,~L)
R(p)n [f̂~h(·), f ] ≤ C,
where we have denoted
ψn
(
~β, ~L
)
=

ln(n)
t(H)
p δ
(1−1/p)β(α)
β(α)+1
n , 2 + 1/β(α) > p;
ln(n)
1∨t(H)
p δ
(1−1/p)β(α)
β(α)+1
n , 2 + 1/β(α) = p;
δ
β(α)
2β(α)+1
n , 2 + 1/β(α) < p.
(2.12)
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It is interesting to note that the obtained bound, being a very particular case of our consideration
in Part II, is completely new if α 6= 0. As we already mentioned, for some particular choice of the
kernel K∗, the anisotropic Nikol’skii class N~r,d
(
~β, ~L
)
is included in the class FK∗
[
~λ(·), ~r] with
λj(v) = Ljv
βj , whatever the values of ~β, ~L and ~r. Therefore, the aforementioned result holds on an
arbitrary Ho¨lder class N ~∞,d
(
~β, ~L
)
. Comparing the result of Assertion 1 with the lower bound for
the minimax risk obtained in Lepski and Willer (2017), we can state that it differs only by some
logarithmic factor. Using the modern statistical language, we say that the estimator f̂~h(·) is nearly
optimally-adaptive over the scale of Ho¨lder classes.
3. Proofs
3.1. Proof of Theorem 1
The main ingredients of the proof of the theorem are given in Proposition 1. Their proofs are
postponed to Section 3.1.2. Introduce for any ~h ∈ Hd
ξn
(
x,~h
)
=
1
n
n∑
i=1
[
M
(
Zi − x,~h
)− EfM(Zi − x,~h)], x ∈ Rd.
Proposition 1. Let Assumptions 1 and 2 be fulfilled. Then for any n ≥ 3 and any p > 1
(i)
∫
Rd
Ef
{
sup
~h∈Hd
[∣∣ξn(x,~h)∣∣− Un(x,~h)]p+}νd(dx) ≤ Cpn− p2 ;
(ii)
∫
Rd
Ef
{
sup
~h∈Hd
[
Ûn
(
x,~h
)− 3Un(x,~h)]p+}νd(dx) ≤ C ′pn− p2 ;
(iii)
∫
Rd
Ef
{
sup
~h∈Hd
[
Un
(
x,~h
)− 4Ûn(x,~h)]p+}νd(dx) ≤ C ′pn− p2 .
The explicit expression of constant Cp and C
′
p can be found in the proof.
3.1.1. Proof of the theorem
We start by proving the so-called pointwise oracle inequality.
Pointwise oracle inequality. Let ~h ∈ H and x ∈ Rd be fixed. We have in view of the triangle inequality∣∣∣f̂~h(x)(x)− f(x)∣∣∣ ≤ ∣∣∣f̂~h(x)∨~h(x)− f̂~h(x)(x)∣∣∣+ ∣∣∣f̂~h(x)∨~h(x)− f̂~h(x)∣∣∣+ ∣∣∣f̂~h(x)− f(x)∣∣∣ . (3.1)
10. First, note that obviously f̂~h(x)∨~h(x) = f̂~h∨~h(x)(x) and, therefore,∣∣∣f̂~h(x)∨~h(x)− f̂~h(x)(x)∣∣∣ = ∣∣∣f̂~h∨~h(x)(x)− f̂~h(x)(x)∣∣∣ ≤ R̂~h(x) + 4Ûn(x, ~h(x) ∨ ~h)+ 4Ûn(x, ~h(x)).
Moreover by definition, Ûn
(
x, ~η
) ≤ Û∗n(x, ~η) for any ~η ∈ Hd.
Next, for any ~h, ~η ∈ Hd we have obviously Ûn
(
x,~h ∨ ~η) ≤ Û∗n(x,~h) ∧ Û∗n(x, ~η). Thus, we obtain∣∣∣f̂~h(x)∨~h(x)− f̂~h(x)(x)∣∣∣ ≤ R̂~h(x) + 8Û∗n(x, ~h(x)). (3.2)
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Similarly we have ∣∣∣f̂~h(x)∨~h(x)− f̂~h(x)∣∣∣ ≤ R̂~h(x)(x) + 8Û∗n(x,~h). (3.3)
The definition of ~h(x) implies that for any ~h ∈ H
R̂~h(x)(x) + 8Û∗n
(
x, ~h(x)
)
+ R̂~h(x) + 8Û∗n
(
x,~h
) ≤ 2R̂~h(x) + 16Û∗n(x,~h)
and we get from (3.1), (3.2) and (3.3) for any ~h ∈ H∣∣∣f̂~h(x)(x)− f(x)∣∣∣ ≤ 2R̂~h(x) + 16Û∗n(x,~h)+ ∣∣∣f̂~h(x)− f(x)∣∣∣ . (3.4)
20. We obviously have for any ~h, ~η ∈ Hd∣∣∣f̂~h∨~η(x)− f̂~η(x)∣∣∣ ≤ ∣∣EfM(Z1 − x,~h ∨ ~η)− EfM(Z1 − x, ~η)∣∣+ ∣∣ξn(x,~h ∨ ~η)∣∣+ ∣∣ξn(x, ~η)∣∣.
Note that for any h ∈ Hd
EfM
(
Z1 − x,~h
)
:=
∫
Rd
M
(
t− x,~h)p(t)νd(dt)
= (1− α)
∫
Rd
M
(
t− x,~h)f(t)νd(dt) + α ∫
Rd
M
(
t− x,~h)[f ⋆ g](t)νd(dt),
in view of the structural assumption (1.1) imposed on the density p. Note that
(1− α)
∫
Rd
M
(
t− x,~h)f(t)νd(dt) + α∫
Rd
M
(
t− x,~h)[f ⋆ g](t)νd(dt)
=
∫
Rd
f(z)
[
(1− α)M(z − x,~h)+ α ∫
Rd
M
(
u,~h
)
g(u− [z − x])νd(du)
]
νd(dz)
and, therefore, in view of the definition of M
(·,~h), c.f. (2.2), we obtain for any h ∈ Hd
EfM
(
Z1 − x,~h
)
=
∫
Rd
K~h(z − x)f(z)νd(dz) =: S~h(x, f). (3.5)
We deduce from (3.5) that∣∣EfM(Z1 − x,~h ∨ ~η)− EfM(Z1 − x, ~η)∣∣ = ∣∣S~h∨~η(x, f)− S~η(x, f)∣∣
and, therefore, for any ~h, ~η ∈ Hd∣∣∣f̂~h∨~η(x)− f̂~η(x)∣∣∣ ≤ ∣∣S~h∨~η(x, f)− S~η(x, f)∣∣+ ∣∣ξn(x,~h ∨ ~η)∣∣+ ∣∣ξn(x, ~η)∣∣. (3.6)
30. Set for any ~h ∈ Hd and any x ∈ Rd
υ(x) = sup
~η∈Hd
[∣∣ξn(x, ~η)∣∣− Un(x, ~η)]+
̟1(x) = sup
~h∈Hd
[
Un
(
x,~h
)− 4Ûn(x,~h)]+, ̟2(x) = sup
~h∈Hd
[
Ûn
(
x,~h
)− 3Un(x,~h)]+
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We obtain in view of (3.6) that for any ~h ∈ H (since obviously ~h ∨ ~η ∈ Hd for any ~h, ~η ∈ Hd)
R̂~h(x) ≤ B∗~h(x, f) + 2υ(x) + 2̟1(x). (3.7)
Note also that in view of the obvious inequality (supα Fα − supαGα)+ ≤ supα(Fα −Gα)+[
Û∗n
(
x,~h
)− 3U∗n(x,~h)]+ ≤ sup
~η∈Hd
[
Ûn
(
x, ~η
)− 3Un(x, ~η)]+ =: ̟2(x) (3.8)
We get from (3.4), (3.7) and (3.8)∣∣∣f̂~h(x)(x)− f(x)∣∣∣ ≤ 2B∗~h(x, f) + 4υ(x) + 4̟1(x) + 48U∗n(x,~h)+ 16̟2(x) + ∣∣∣f̂~h(x)− f(x)∣∣∣ .
It remains to note that∣∣∣f̂~h(x)− f(x)∣∣∣ ≤ B~h(x, f) + ∣∣ξn(x,~h)∣∣ ≤ B~h(x, f) + Un(x,~h)+ υ(x),
and we obtain for any ~h ∈ H and x ∈ Rd∣∣∣f̂~h(x)(x)− f(x)∣∣∣ ≤ 2B∗~h(x, f) +B~h(x, f) + 5υ(x) + 4̟1(x) + 49U∗n(x,~h)+ 16̟2(x).
Noting that the left hand side of the latter inequality is independent of ~h we obtain for any x ∈ Rd∣∣∣f̂~h(x)(x)− f(x)∣∣∣ ≤ inf~h∈H
{
2B∗~h(x, f) +B~h(x, f) + 49U
∗
n
(
x,~h
)}
+ 5υ(x) + 4̟1(x) + 16̟2(x). (3.9)
This is the pointwise oracle inequality.
Application of Proposition 1. Set for any x ∈ Rd
Rn(x) = inf
~h∈H
{
2B∗~h(x, f) +B~h(x, f) + 49U
∗
n
(
x,~h
)}
Applying Proposition 1 we obtain in view of (3.9) and the triangle inequality
R(p)n [f̂~h(·), f ] ≤
∥∥Rn∥∥p + 5[ ∫
Rd
Ef
{
υ(x)
}p] 1p
+ 4
[ ∫
Rd
Ef
{
̟1(x)
}p] 1p
+ 16
[ ∫
Rd
Ef
{
̟2(x)
}p] 1p
≤ ∥∥Rn∥∥p +Cpn− 12 ,
where Cp = 5(Cp)
1
p + 20(C ′p)
1
p . The theorem is proved.
3.1.2. Proof of Proposition 1
Since the proof of the proposition is quite long and technical, we divide it into several steps.
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Preliminaries 10. We start the proof with the following simple remark. Let Mˇ
(
t,~h
)
, t ∈ Rd,
denote the Fourier transform of M
(·,~h). Then, we obtain in view of the definition of M(·,~h)
Mˇ
(
t,~h
)
= Kˇ
(
t~h
)[
(1− α) + αgˇ(−t)]−1, t ∈ Rd. (3.10)
Note that Assumptions 1 and 2 guarantee that Mˇ
(·,~h) ∈ L1(Rd) ∩ L2(Rd) for any ~h ∈ Hd and,
therefore, ∥∥M(·,~h)∥∥
∞
≤ (2π)−d∥∥Mˇ(·,~h)∥∥
1
,
∥∥M(·,~h)∥∥
2
= (2π)−d
∥∥Mˇ(·,~h)∥∥
2
.
Thus, putting
M∞(~h
)
=M∞
d∏
j=1
h−1j (hj ∧ 1)−µj(α),
we obtain in view of Assumptions 1 and 2 for any ~h ∈ Hd
∥∥M(·,~h)∥∥
∞
≤M∞(~h
)
,
∥∥M(·,~h)∥∥
2
≤M2
d∏
j=1
h
− 1
2
j (hj ∧ 1)−µj(α), (3.11)
where M2 =
[
(2π)−d
{
ε−1
∥∥Kˇ∥∥
2
1α6=1 +Υ
−1
0 k21α=1
}] ∨ 1. Additionally we deduce from (3.11)
∥∥M(·,~h)∥∥4
4
≤ ∥∥M(·,~h)∥∥2
∞
∥∥M(·,~h)∥∥2
2
≤M22M2∞
d∏
j=1
h−3j (hj ∧ 1)−4µj(α), ∀~h ∈ Hd.(3.12)
Let L(·,~h) be either M(·,~h) or M2(·,~h) and let L∞(~h) denote either M∞(~h) or M2∞(~h).
We have in view of (3.11)
L−1∞
(
~h
) ∨ L∞(~h) ≤ M2∞e2∑dj=1(1+µj(α))| ln(hj)|, ∀~h ∈ Hd. (3.13)
Additionally, we get from (3.11) and (3.12)∥∥L(·,~h)∥∥2
2
≤M22M2∞e4
∑d
j=1(1+µj(α))| ln(hj)|, ∀~h ∈ Hd. (3.14)
Set σL
(
x,~h
)
=
√∫
Rd
L2(t− x,~h)p(t)νd(dt) and note that in view of (3.14) for any ~h ∈ Hd∫
Rd
[
σL
(
x,~h
)]2
νd(dx) =
∥∥L(·,~h)∥∥2
2
≤M22M2∞e4
∑d
j=1(1+µj(α))| ln(hj)|. (3.15)
Next, we have in view of (3.13)∥∥σL(·,~h)∥∥
∞
≤ L∞
(
~h
) ≤M2∞e2∑dj=1(1+µj(α))| ln(hj)|. (3.16)
20. Define for any x ∈ Rd and ~h ∈ Hd
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ξL
(
x,~h
)
= n−1
n∑
i=1
[L(Zi − x,~h)− EL(Zi − x,~h)];
zn
(
x,~h
)
= 3 ln(n) + (8p + 22)
d∑
j=1
[
1 + µj(α)
]∣∣ ln(hj)∣∣+ 2∣∣ ln ({σL(x,~h)} ∨ {n−3/2L∞(~h)})∣∣.
V L
(
x,~h
)
= σL
(
x,~h
)√2zn(x,~h)
n
+
4zn
(
x,~h
)L∞(~h)
3n
;
UL
(
x,~h
)
= σL
(
x,~h
)√2λn(~h)
n
+
4λn
(
~h
)L∞(~h)
3n
,
where remind λn
(
~h
)
= 4 ln(M∞) + 6 ln (n) + (8p + 26)
∑d
j=1
[
1 + µj(α)
]∣∣ ln(hj)∣∣.
Noting that supz∈[a,b] | ln z| ≤ | ln a| ∨ | ln b| for any 0 < a < b < ∞ we deduce from (3.16)
zn
(
x,~h
) ≤ λn(~h) for any x ∈ Rd and, therefore, for any ~h ∈ Hd
V L
(
x,~h
) ≤ UL(x,~h). (3.17)
First step Let x ∈ Rd and ~h ∈ Hd be fixed and put b = 8p+ 22.
We obtain for any z ≥ 1 and q ≥ 1 by the integration of the Bernstein inequality
Ef
{∣∣ζL(x,~h)∣∣− √2zσL(x,~h)√
n
− 4zL∞
(
~h
)
3n
}q
+
≤ 2Γ(q + 1)
[√
2σL
(
x,~h
)
√
n
+
4L∞
(
~h
)
3n
]q
exp {−z},
where Γ is the Gamma-function.
10. Choose z = zn
(
x,~h
)
. Noting that for any n ∈ N∗ and x ∈ Rd
√
2σL
(
x,~h
)
√
n
+
4L∞
(
~h
)
3n
≤ 3L∞
(
~h
)
n−
1
2
and taking into account that exp {−| ln(y)|} ≤ y for any y > 0, we get
Ef
{∣∣ζL(x,~h)∣∣− V L(x,~h)}q
+
≤ 2× 3qΓ(q + 1)n− q2−3Lq∞
(
~h
)
eb
∑d
j=1(1+µj(α))| ln(hj)|
({
σL
(
x,~h
)} ∨ {n−3/2L∞(~h)})2
≤ C(1)q n−
q
2
−3e(2q−b)
∑d
j=1(1+µj(α))| ln(hj)|
({
σL
(
x,~h
)} ∨ {n−3/2L∞(~h)})2. (3.18)
Here to get the second inequality we have used (3.13) and put C
(1)
q = 2M
2q
∞3qΓ(q + 1).
Set X (~h) = {x ∈ Rd : σL(x,~h) ≥ n−3/2L∞(~h)}, X¯ (~h) = Rd \X (~h) and later on the integration
over the empty set is supposed to be zero.
We have in view of (3.17), (3.15) and (3.18) applied with q = p that for any ~h ∈ Hd∫
X
(
~h
) Ef{∣∣ζL(x,~h)∣∣− UL(x,~h)}p+νd(dx) ≤ C(2)p n− p2 e(2p+4−b)∑dj=1(1+µj(α))| ln(hj)|. (3.19)
where C
(2)
p = C
(1)
p M22M
2
∞.
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20. Introduce the following notations. For any i = 1, . . . , n set
Ψi
(
x,~h
)
= 1
{∣∣L(Zi − x,~h)− EL(Zi − x,~h)∣∣ ≥ n−1L∞(~h)},
and introduce the random event D
(
x,~h
)
=
{∑n
i=1Ψi
(
x,~h
) ≥ 2}. As usual, the complimentary
event will be denoted by D¯
(
x,~h
)
. Set finally π
(
x,~h
)
= Pf
{
Ψ1
(
x,~h
)
= 1
}
.
We obviously have ∣∣ζL(x,~h)∣∣1
D¯
(
x,~h
) ≤ 3L∞(~h)
n
< UL
(
~h
)
and, therefore,
1
D¯
(
x,~h
){∣∣ζL(x,~h)∣∣− UL(x,~h)}p
+
= 0. (3.20)
Applying Cauchy-Schwartz inequality, we deduce from (3.20) that
Ef
{∣∣ζL(x,~h)∣∣− UL(x,~h)}p
+
≤
[
Ef
{∣∣ζL(x,~h)∣∣− UL(x,~h)}2p
+
Pf
{
D
(
x,~h
)}]12
.
Using (3.18) with q = 2p and (3.13) we obtain for any x ∈ X¯ (~h)
Ef
{∣∣ζL(x,~h)∣∣− UL(x,~h)}p
+
≤ C(3)p n−
p
2
−3e(2p+2−b/2)
∑d
j=1(1+µj(α))| ln(hj)|
[
Pf
{
D
(
x,~h
)}] 12
, (3.21)
where we have put C
(3)
p =
[
C
(1)
2p
] 1
2M2∞.
For any λ > 0 we have in view of the exponential Markov inequality
Pf
{
D
(
x,~h
)}
= Pf
{ n∑
i=1
Ψi
(
x,~h
) ≥ 2} ≤ e−2λ[eλπ(x,~h)+ 1− π(x,~h)]n
= e−2λ
[
(eλ − 1)π(x,~h)+ 1]n ≤ exp{−2λ+ n(eλ − 1)π(x,~h)}.
We get applying the Tchebychev inequality π
(
x,~h
) ≤ n2L−2∞ (~h)[σL(x,~h)]2. It yields
Pf
{
D
(
x,~h
)} ≤ exp{− 2λ+ n3L−2∞ (~h)[σL(x,~h)]2(eλ − 1)}, ∀~h ∈ Hd.
Note that the definition of X¯ (~h) implies n3L−2∞ (~h)[σL(x,~h)]2 < 1 for any x ∈ X¯ (~h). Hence,
choosing λ = ln 2− 2 ln{n3/2L−1∞ (~h)σL(x,~h)} we have
Pf
{
D
(
x,~h
)} ≤ (e2/4)n6L−4∞ [σL(x,~h)]4, ∀x ∈ X¯ (~h).
It yields, together with (3.13), (3.15) and (3.21) and for any ~h ∈ Hd∫
X¯
(
~h
) Ef{∣∣ζL(x,~h)∣∣− UL(x,~h)}p+νd(dx) ≤ C(4)p n− p2 e(2p+10−b/2)∑dj=1(1+µj(α))| ln(hj)|(3.22)
where C
(4)
p = C
(3)
p (e/2)M6∞M
2
2 . Putting C
(5)
p = C
(2)
p + C
(4)
p and noting that 2p + 10 − b/2 < 0 we
obtain from (3.19) and (3.22) for any ~h ∈ Hd∫
Rd
Ef
{∣∣ζL(x,~h)∣∣− UL(x,~h)}p
+
νd(dx) ≤ C(5)p n−
p
2 e(2p+10−b/2)
∑d
j=1(1+µj(α))| ln(hj)|. (3.23)
30. Choosing L =M and L∞ =M∞ we get from (3.23) and the definition of b∫
Rd
Ef
{∣∣ξn(x,~h)∣∣− Un(x,~h)}p+νd(dx) ≤ C(5)p n− p2 e−∑dj=1(1+µj(α))| ln(hj)|, ∀~h ∈ Hd.(3.24)
The first assertion of the proposition follows from (3.24) with Cp = C
(5)
p
∑
k∈Zd e
−
∑d
j=1 |kj|.
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Second step Denoting χ
(
x,~h
)
=
{∣∣σ̂2(x,~h)− σ2(x,~h)∣∣− Un(x,~h)}+, where
Un
(
x,~h
)
= σM
2(
x,~h
)√2λn(~h)
n
+
4λn
(
~h
)M2∞(~h)
3n
,
and choosing L =M2 and L∞ =M2∞, we get from (3.23)∫
Rd
Ef
{
χp
(
x,~h
)}
νd(dx) ≤ C(5)p n−
p
2 e(2p+10−b/2)
∑d
j=1(1+µj(α))| ln(hj)|, ∀~h ∈ Hd. (3.25)
Note that σM
2(
x,~h
) ≤M∞(~h)σ(x,~h) and, therefore, for any x ∈ Rd and any ~h ∈ Hd
Un
(
x,~h
) ≤M∞(~h)Un(x,~h). (3.26)
This implies,
2λn
(
~h
)
σ̂2
(
x,~h
)
n
≤ 2λn
(
~h
)
σ2
(
x,~h
)
n
+
2λn
(
~h
)M∞(~h)Un(x,~h)
n
+
2λn
(
~h
)M∞(~h)χ∗(x,~h)
n
,
where we have denoted χ∗(x,~h
)
=M−1∞
(
~h
)
χ(x,~h
)
. Hence
Ûn
(
x,~h
) ≤ Un(x,~h)+
√
2λn
(
~h
)M∞(~h)[Un(x,~h)+ χ∗(x,~h)]
n
. (3.27)
By the same reason
Un
(
x,~h
) ≤ Ûn(x,~h)+
√
2λn
(
~h
)M∞(~h)[Un(x,~h)+ χ∗(x,~h)]
n
. (3.28)
Note that the definition of Ûn
(
x,~h
)
and Un
(
x,~h
)
implies that
2λn
(
~h
)M∞(~h)
n
≤ (3/2)min [Ûn(x,~h), Un(x,~h)]. (3.29)
Using the inequality
√|ab| ≤ 2−1(|ay|+ |b/y|), y > 0 we get from (3.27), (3.28) and (3.29)
Ûn
(
x,~h
) ≤ (1 +√3/2 + (3/4)y)Un(x,~h)+ (2y)−1χ∗(x,~h);
Un
(
x,~h
) ≤ (1 + (3/4)y)Ûn(x,~h)+ (2y)−1Un(x,~h)+ (2y)−1χ∗(x,~h).
Choosing y = 1/2 in the first inequality and y = 1 in the second we get for any x ∈ Rd and ~h ∈ Hd[
Ûn
(
x,~h
)− 3Un(x,~h)]+ ≤ χ∗(x,~h); (3.30)[
Un
(
x,~h
)− 4Ûn(x,~h)]+ ≤ χ∗(x,~h). (3.31)
Remembering that b = 8p + 22 we obtain from (3.30), (3.31), (3.25) and (3.13) for any ~h ∈ Hd∫
Rd
Ef
[
Ûn
(
x,~h
)− 3Un(x,~h)]p+νd(dx) ≤M2p∞C(5)p n− p2 e−∑dj=1(1+µj(α))| ln(hj)|; (3.32)∫
Rd
Ef
[
Un
(
x,~h
)− 4Ûn(x,~h)]p+νd(dx) ≤M2p∞C(5)p n− p2 e−∑dj=1(1+µj(α))| ln(hj)|. (3.33)
The second and third assertions follow from (3.32) and (3.33) with C ′p =M
2p
∞C
(5)
p .
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3.2. Proof of Theorem 2
Let f ∈ Fg,u(R,D). Introduce the following notations:
a =
{
196
[
(c1
√
c3) ∨ (c2c3)
]}−1
,
where c1 =M2
√
2D, c2 =
4M∞
3 and c3 = 2max
{
4 ln(M∞), (8p + 26)maxj=1,...,d[1 + µj(α)]
}
.
3.2.1. Preliminaries
Recall that for any locally integrable function λ : Rd → R its strong maximal function is defined as
M[λ](x) := sup
H
1
νd(H)
∫
H
λ(t)dt, x ∈ Rd, (3.34)
where the supremum is taken over all possible rectangles H in Rd with sides parallel to the coor-
dinate axes, containing point x.
It is well known that the strong maximal operator λ 7→ M[λ] is of the strong (t, t)–type for all
1 < t ≤ ∞, i.e., if λ ∈ Lt(Rd) then M[λ] ∈ Lt(Rd) and there exists a constant Ct depending on t
only such that ∥∥M[λ]∥∥
t
≤ Ct‖λ‖t, t ∈ (1,∞]. (3.35)
Let m[λ] be defined by (3.34), where, instead of rectangles, the supremum is taken over all possible
cubes H in Rd with sides parallel to the coordinate axes, containing point x. Then, it is known
that λ 7→ m[λ] is of the weak (1, 1)-type, i.e. there exists C1 depending on d only such that for any
λ ∈ L1(Rd)
νd
{
x :
∣∣m[λ](x)∣∣ ≥ z} ≤ C1z−1‖λ‖1, ∀z > 0. (3.36)
The results presented below deal with the weak property of the strong maximal function. The
following inequality can be found in Guzman (1975). There exists a constant C > 0 depending on
d only such that
νd
{
x :
∣∣M[λ](x)∣∣ ≥ z} ≤ C ∫
Rd
|λ(x)|
z
{
1 +
(
ln+
|λ(x)|
z
)d−1}
dx, z > 0,
where for all z ∈ R, ln+(z) := max{ln(z), 0}.
Lemma 1. For any given d ≥ 1, R > 0, Q > 0 and q ∈ (1,∞] there exists C(d,q, R,Q) such that
for any λ ∈ B1,d(R) ∩ Bq,d(Q)
νd
{
x :
∣∣M[λ](x)∣∣ ≥ z} ≤ C(d,q, R,Q)z−1(1 + | ln(z)|)d−1, ∀z > 0.
The proof of the lemma is an elementary consequence of the aforementioned result and can be
omitted.
Recall also the particular case of the Young inequality for weak-type spaces, see Grafakos (2008),
Theorem 1.2.13. For any u ∈ (1,∞] there exists Cu > 0 such that for any λ1 ∈ L1
(
R
d
)
and
λ2 ∈ Lu,∞
(
R
d
)
one has
‖λ1 ⋆ λ2‖u,∞ ≤ Cu‖λ1‖1‖λ2‖u,∞. (3.37)
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Auxiliary results Let us prove several simple facts. First note that for any n ≥ 3 for any ~h ∈ Hd
λn
(
~h
) ≤ c3[ ln (n) + d∑
j=1
∣∣ ln(ηj)∣∣]. (3.38)
Second it is easy to see that for any any n ≥ 3,
Fn
(
~η
) ≤ Fn(~h)√l(V~η/V~h), Gn(~η) ≤ Gn(~h)l(V~η/V~h), ∀~η,~h ∈ (0,∞)d : ~η ≥ ~h,
where l(v) = v−1(1 + ln v). Since ~η ≥ ~h implies V~η ≥ V~h and l(v) ≤ 1 if v ≥ 1, we have
Fn
(
~η
) ≤ Fn(~h), Gn(~η) ≤ Gn(~h), ∀~η,~h ∈ (0,∞)d : ~η ≥ ~h. (3.39)
Then by (3.38) and the second inequality in (3.39), we have:
sup
~η∈Hd: ~η≥~h
4M∞λn
(
~η
)
3n
∏d
j=1 ηj(ηj ∧ 1)µj(α)
≤ c2c3Gn
(
~h
)
. (3.40)
Now let us establish two bounds for ‖U∗n
(·,~h)‖∞.
10a. Let u =∞. We have in view of the second inequality in (3.11) for any ~η ∈ Hd
σ
(
x, ~η
) ≤ √D∥∥M(·, ~η)∥∥
2
≤M2
√
D
d∏
j=1
η
− 1
2
j (ηj ∧ 1)−µj(α), ∀x ∈ Rd.
It yields for any x ∈ Rd in view of the first inequality in (3.39)
sup
~η∈Hd: ~η≥~h
√
2λn
(
~η
)
σ2
(
x, ~η
)
n
≤ sup
~η∈Hd: ~η≥~h
c1
√
c3Fn
(
~η
) ≤ c1√c3Fn(~h). (3.41)
Then gathering (3.40), (3.41) and by definition of a, we have
‖U∗n
(·,~h)‖∞ ≤ (196a)−1[Fn(~h)+Gn(~h)]. (3.42)
10b. Another bound for ‖U∗n
(·,~h)‖∞ is available regardless of the value of u. Indeed for any
~η ∈ Hd in view of the first inequality in (3.11)
σ
(
x, ~η
) ≤ ∥∥M(·, ~η)∥∥
∞
≤M∞
d∏
j=1
η−1j (ηj ∧ 1)−µj(α), ∀x ∈ Rd.
It yields for any x ∈ Rd and any n ≥ 3
sup
~η∈Hd: ~η≥~h
√
2λn
(
~η
)
σ2
(
x, ~η
)
n
≤ sup
~η∈Hd: ~η≥~h
√
2c3M∞
√
ln (n) +
∑d
j=1
∣∣ ln(ηj)∣∣
√
n
∏d
j=1 ηj(ηj ∧ 1)µj(α)
≤ √2c3nM∞Gn
(
~h
)
.
Then gathering with (3.40) again, we have ‖U∗n
(·,~h)‖∞ ≤ [(√2c3nM∞) ∨ (c2c3)]Gn(~h) for any
~h ∈ Hd and, therefore,
inf
~h∈H
‖U∗n
(·,~h)‖∞ = 0. (3.43)
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To get this it suffices to choose ~h = (b, . . . , b) and to make b tend to infinity.
20. Let now u <∞. Let us prove that for any z > 0, s ∈ {1,u} and any f ∈ Fg,u(R,D)
νd
(
x ∈ Rd : sup
~η∈Hd: ~η≥~h
Un
(
x, ~η, f
) ≥ z) ≤ c5[D˜z−2F 2n(~h)]s, (3.44)
where we have put U2n
(·, ~η, f) = 2n−1λn(~η)σ2(·, ~η) and D˜ = 1 if s = 1 and D˜ = D if s = u.
Indeed, if s = 1, applying the Markov inequality, we obtain in view of the second inequality in
(3.11) for any ~η ∈ Hd
νd
(
x ∈ Rd : Un
(
x, ~η, f
) ≥ z) ≤ 2(nz2)−1λn(~η) ∫
Rd
σ2
(
x, ~η
)
νd(dx) (3.45)
= 2(nz2)−1λn
(
~η
)∥∥M(·, ~η)∥∥2
2
≤ 2M22 (nz2)−1
λn
(
~η
)∏d
j=1 ηj(ηj ∧ 1)2µj(α)
≤ c6z−2F 2n
(
~η
)
.
Here we have put c6 = 2M
2
2 c
2
1c3 and to get the last inequality we have used (3.38).
To get the similar result if s = u we remark that σ2
(·, ~η) = M2(·, ~η) ⋆ p(·) and that M2(·, ~η) ∈
L1
(
R
d
)
in view of the second inequality in (3.11). It remains to note that f ∈ Fg,u(R,D) implies
p ∈ B(∞)u,d (D) and to apply the inequality (3.37).
It yields together with the second inequality in (3.11) for any ~η ∈ Hd
νd
(
x ∈ Rd : Un
(
x, ~η, f
) ≥ z) ≤ [c6CuDz−2F 2n(~η)]u. (3.46)
Thus, denoting C˜ = 1 if s = 1 and C˜ = Cu if s = u, we get from (3.45) and (3.46)
νd
(
x ∈ Rd : sup
~η∈Hd: ~η≥~h
Un
(
x, ~η, f
) ≥ z) ≤ [c6C˜D˜z−2]s ∑
~η∈Hd: ~η≥~h
F 2sn
(
~η
)
. (3.47)
It remains to note that since ~η,~h ∈ Hd and ~η ≥ ~h we can write ηj = emjhj with mj ≥ 0 for any
j = 1, . . . , d. It yields together with the first inequality in (3.39)
∑
~η∈Hd: ~η≥~h
F 2sn
(
~η
) ≤ F 2sn (~h) ∑
(m1,...,md)∈Nd
(
1 +
d∑
j=1
mj
)s
e−s
∑d
j=1mj =: c7F
2s
n
(
~h
)
.
Hence, (3.44) with c5 = c7[c6C˜]
s follows from (3.47).
30. Let cK ≥ 1 be such that supp(K) ⊂ [−cK , cK ]d. We have∣∣S~h(x, f)∣∣ = ∣∣∣ ∫
Rd
K~h(t− x)f(t)νd(dt)
∣∣∣ ≤ (2cK)d‖K‖d∞M[|f |](x), ∀~h ∈ (0,∞)d.
If ~h = (h, . . . , h), h ∈ (0,∞), the latter inequality holds with m[|f |] instead of M[|f |]. Thus,
sup
~h∈H
∣∣B~h(x, f)∣∣ ≤ 3(2cK)d‖K‖∞MH[|f |](x) + |f(x)|, ∀x ∈ Rd, (3.48)
where we have denoted MH = M if H = Hd and MH = m if H = Hdisotr.
Moreover, we deduce from (3.48) and (3.43) putting T~h(x, f) = B~h(x, f) + 49U∗n
(·,~h) that
inf
~h∈H
∣∣T~h(x, f)∣∣ ≤ 3(2cK)d‖K‖∞MH[|f |](x) + |f(x)|. (3.49)
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3.2.2. Proof of the theorem
For any v > 0 set Cv(f) =
{
x ∈ Rd : T(x, f) ≥ v}, where we have put T(x, f) = inf~h∈H |T~h(x, f)|.
For any given v > 0 one obviously has
‖T(·, f)‖pp ≤ p
∫ v
0
vp−1νd
(Cv(f))dv + ∫
Cv(f)
|T(x, f)|pνd(dx) (3.50)
Denoting Wv(~h, f) = {x ∈ Rd : 49U∗n
(
x,~h
) ≥ 2−1v} we obviously have for any ~h ∈ H and v > 0
νd
(Cv(f)) ≤ νd(A(~h, f, v))+ νd(Wv(~h, f)); (3.51)
|T(x, f)|p1Cv(f)(x) ≤ 2p
∣∣B~h(x, f)∣∣p1A(~h,f,v) + 98p∣∣U∗n(x,~h)∣∣p1Wv(~h,f)(x); (3.52)
νd
(Cv(f)) ≤ νd(x ∈ Rd : 3(2cK)d‖K‖∞MH[|f |](x) + |f(x)| > v). (3.53)
The last inequality follows from (3.49). Set U∗n
(
x,~h, f
)
= sup
~η∈Hd: ~η≥~h
Un
(
x, ~η, f
)
.
10. Noting that U∗n
(
x,~h
) ≤ U∗n(x,~h, f)+ (196a)−1Gn(~h) in view of (3.40), we get
Wv(~h, f) ⊆
{
x ∈ Rd : 49U∗n
(
x,~h
) ≥ 4−1v} := W˜v(~h, f), ∀~h ∈ H(v). (3.54)
Applying (3.44) with s = 1 we deduce from (3.51) that
νd
(Cv(f)) ≤ νd(A(~h, f, v))+ 1962c5v−2F 2n(~h), ∀~h ∈ H(v).
Noting that the left hand side of the latter inequality is independent of ~h we get
νd
(Cv(f)) ≤ max[1, 1962c5]Λ(v, f). (3.55)
20. Let us establish the following bounds, where c9 is given in the paragraph 2
0b. below.
For any u ∈ [1,∞],
νd
(Cv(f)) ≤ max[1, c51962, c51962uDua2u]{Λ(v, f) ∧ Λ(v, f,u)}, ∀v > 0. (3.56)
and for any u ∈ (p/2,∞],∫
Cv(f)
|T(x, f)|pνd(dx) ≤ max[2p, 98pc9]Λp
(
v, f,u
)
, ∀v > 0. (3.57)
20a. Let u =∞. We remark thatWv(~h, f) = ∅ for any ~h ∈ H(v, 2) in view of (3.42). Thus, we
deduce from (3.51), (3.52) and (2.6), taking into account that the left hand sides of both inequalities
are independent of ~h
νd
(Cv(f)) ≤ Λ(v, f,∞), ∫
Cv(f)
|T(x, f)|pνd(dx) ≤ Λp(v, f,∞). (3.58)
This inequality and (3.55) ensure that (3.56) and (3.57) hold if u =∞.
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20b. Let u <∞. Applying (3.44) with s = u, we obtain in view of (3.54)
νd
(Wv(~h, f)) ≤ c51962uDuv−2uF 2un (~h) ≤ c51962uDua2uz−u, ∀~h ∈ H(v, z)
It yields together with (3.51)
νd
(Cv(f)) ≤ max[1, c51962uDua2u]Λ(v, f,u). (3.59)
This inequality and (3.55) ensure that (3.56) holds if u <∞.
What is more, we have in view of (3.40) and (3.54) for any ~h ∈ H(v)∣∣U∗n(x,~h)∣∣p1Wv(~h,f) ≤ 2p∣∣U∗n(x,~h, f)∣∣p1W˜v(~h,f)
Moreover, applying (3.44) with s = u, we have for any y > 0 and ~h ∈ H(v, z)
νd
(W˜y(~h, f)) ≤ c51962uDuy−2uF 2un (~h) ≤ c51962uDuy−2u(av)2uz−u.
Hence, if additionally u > p/2, we have for any ~h ∈ H(v, z)∫
Wv(~h,f)
∣∣U∗n(x,~h)∣∣pνd(dx) ≤ 2pp ∫ ∞
v
yp−1νd
(W˜y(~h, f))dy
= c5196
2uDua2u2ppv2uz−u
∫ ∞
v
yp−1−2udy =: c9v
pz−u.
This yields together with (3.52)∫
Cv(f)
|T(x, f)|pνd(dx) ≤ max[2p, 98pc9]Λp
(
v, f,u
)
. (3.60)
This inequality ensures that (3.57) holds if u <∞.
30. Recall that f ∈ Fg(R) implies that f ∈ B1,d(R). Since additionally f ∈ Bq,d(D), q > 1,
Lemma 1 as well as (3.36) is applicable and we obtain in view of (3.53)
νd
(Cv(f)) ≤ c10v−1(1 + | ln v|)t(H), ∀v > 0.
It yields for any v > 0 and p > 1
p
∫ v
0
vp−1νd
(Cv(f))dv ≤ c10p ∫ v
0
vp−2(1 + | ln v|)t(H)dv ≤ c11vp−1(1 + | ln v|)t(H). (3.61)
In the case of t(H) = 0 the last inequality is obvious and if t(H) = d − 1 it follows by integration
by parts. The assertion of the theorem follows now from (3.50), where the bound (3.61) is used for
any v < v, the estimate (3.56) for any v ∈ [v,v] and the bound (3.57) with v = v.
3.3. Proof of Theorem 3
The proof of the theorem is based essentially on some auxiliary statements formulated in Section
3.3.1 below.
Some properties related to the kernel approximation of the underlying function f are summarized
in Lemma 2 and in formulae (3.62). The results presented in Lemma 1 and in formulae (3.63) deal
with the properties of the strong maximal function. In the subsequent proof c1, c2, . . ., stand for
constants depending only on ~s, ~q, g,K, d, R,D,u and q.
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3.3.1. Auxiliary results
Let J denote the set of all the subsets of {1, . . . d} endowed with the empty set ∅. For any J ∈ J and
y ∈ Rd set yJ = {yj , j ∈ J} ∈ R|J | and we will write y =
(
yJ , yJ¯
)
, where as usual J¯ = {1, . . . d}\J .
For any j = 1, . . . , d introduce the d× d matrix Ej = (0, . . . , ej , . . . ,0) where, recall, (e1, . . . , ed)
denotes the canonical basis of Rd. Set also E[J ] =
∑
j∈J Ej. Later on E0 = E[∅] denotes the matrix
with zero entries.
To any J ∈ J and any λ : Rd → R associate the function
λJ
(
yJ , zJ¯
)
= λ
(
z +E[J ](y − z)), y, z ∈ Rd,
with the obvious agreement λJ ≡ λ if J = {1, . . . d}, which is always the case if d = 1.
For any ~h ∈ Hd and J ⊆ {1, . . . d} set K~h,J(uJ ) =
∏
j∈J h
−1
j K
(
uj/hj
)
and define for any y ∈ Rd
[
K~h ◦ λ
]
J
(y) =
∫
R|J¯|
K~h,J¯(uJ¯ − yJ¯)λ
(
yJ , uJ¯
)
ν|J¯ |
(
duJ¯
)
,
where ν|J¯| is the Lebesgue measure on R
|J¯|. For any ~h, ~η ∈ Hd set
B~h,~η(x, f) = |S~h∨~η(x, f)− S~η(x, f)|.
Lemma 2. Let Assumption 3 hold. One can find k ∈ {1, . . . d} and a collection of indexes {j1 <
j2 < · · · < jk
} ∈ {1, . . . , d} such that for any x ∈ Rd and any f : Rd → R
B~h,~η(x, f) ≤
k∑
l=1
( [∣∣K~h∨~η∣∣ ◦ bhjl ,f,jl]Jl (x) +
[∣∣K~η∣∣ ◦ bhjl ,f,jl]Jl (x)
)
;
B~h(x, f) ≤
k∑
l=1
[∣∣K~h∣∣ ◦ bhjl ,f,jl]Jl (x), Jl = {j1, . . . , jl}.
The proof of the lemma can be found in Lepski (2015), Lemma 2.
Also, let us mention the following bound which is a trivial consequence of the Young inequality
and the Fubini theorem. If λ ∈ Lt(Rd) then for any t ∈ [1,∞]
sup
J∈J
∥∥[K~h ◦ λ]J∥∥t ≤ ‖K‖d1‖λ‖t, ∀~h ∈ Hd. (3.62)
To any J ∈ J and any locally integrable function λ : Rd → R+ we associate the operator
MJ [λ](x) = sup
H|J¯|
1
ν|J¯|(H|J¯|)
∫
H|J¯|
λ
(
t+E[J ][x− t])ν|J¯|(dtJ¯) (3.63)
where the supremum is taken over all hyper-rectangles in R|J¯| containing xJ¯ = (xj , j ∈ J¯) and with
sides parallel to the axis.
As we seeMJ [λ] is the strong maximal operator applied to the function obtained from λ by fixing
the coordinates whose indices belong to J . It is obvious that M∅[λ] ≡M[λ] and M{1,...,d}[λ] ≡ λ.
The following result is a direct consequence of (3.35) and of the Fubini theorem. For any t ∈ (1,∞]
there exists Ct such that for any λ ∈ Lt
(
R
d)
sup
J∈J
∥∥MJ [λ]∥∥t ≤ Ct‖λ‖t. (3.64)
Obviously this inequality holds if t =∞ with C∞ = 1.
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3.3.2. Proof of the theorem
10. We start with the following obvious observation. For any λ : Rd → R+, ~u ∈ Rd and J ∈ J
[K~u ◦ λ]J(x) ≤ (2cK‖K‖∞)dMJ [λ](x), ∀x ∈ Rd. (3.65)
Putting C1 = (2cK‖K‖∞)d we get for any ~h, ~η ∈ Hd and x ∈ Rd in view of (3.65) and assertions of
Lemma 2 that
B~h,~η(x, f) ≤ 2C1
d∑
j=1
sup
J∈J
MJ
[
bhj ,f,j
]
(x), B~h(x, f) ≤ C1
d∑
j=1
sup
J∈J
MJ
[
bhj ,f,j
]
(x).
Thus noting that the right hand side of the first inequality above is independent of ~η, we obtain
B~h(x, f) ≤ 5C1
d∑
j=1
sup
J∈J
MJ
[
bhj ,f,j
]
(x), ∀x ∈ Rd, ∀~h ∈ Hd. (3.66)
Applying (3.64) with t =∞, we have for any v > 0 in view of the definition of J(~h, v)
B~h(x, f) ≤ 5C1
∑
j∈J¯(~h,v)
sup
J∈J
MJ
[
bhj ,f,j
]
(x) + 5C1
∑
j∈J(~h,v)
sup
J∈J
∥∥∥MJ[bhj ,f,j]∥∥∥
∞
≤ 5C1
∑
j∈J¯(~h,v)
sup
J∈J
MJ
[
bhj ,f,j
]
(x) + 5C1
∑
j∈J(~h,v)
Bj,∞,F
(
hj
)
≤ 5C1
∑
j∈J¯(~h,v)
sup
J∈J
MJ
[
bhj ,f,j
]
(x) + 4−1v, ∀f ∈ F. (3.67)
We obtain for any f ∈ F, v > 0 and ~s = (s1, . . . , sd) ∈ (1,∞)d, applying consecutively the Markov
inequality and (3.64) with t = sj,
νd
{
A(~h, f, v)} ≤ νd( ∪J∈J ∪j∈J¯(~h,v){x : 5C1MJ[bhj ,f,j](x) ≥ (4d)−1v})
≤ c1
∑
j∈J¯(~h,v)
v−sj
∥∥bhj ,f,j∥∥sjsj ≤ c1 ∑
j∈J¯(~h,v)
v−sj
[
Bj,sj,F
(
hj
)]sj
. (3.68)
Noting that the right hand side of the latter inequality is independent of f and the left hand side
is independent of ~s, we get
c−11 sup
f∈F
{Λ(v, f) ∧ Λ(v, f,u)} ≤ Λ~s(v,F,u) ∧Λ~s(v,F), ∀v > 0, ~s ∈ (1,∞)d. (3.69)
20. Note also that in view of (3.67), we have for any v > 0∫
A
(
~h,f,v
) ∣∣B~h(x, f)∣∣pνd(dx)
≤ c2
∫
A
(
~h,f,v
) ∣∣∣∣ ∑
j∈J¯(~h,v)
sup
J∈J
MJ
[
bhj ,f,j
]
(x)
∣∣∣∣pνd(dx) + c3vpνd {A(~h, f, v)}
≤ c4
[ ∑
j∈J¯(~h,v)
∫
A
(
~h,f,v
) ∣∣∣ sup
J∈J
MJ
[
bhj ,f,j
]
(x)
∣∣∣pνd(dx) + vpνd {A(~h, f, v)}
]
. (3.70)
25
For any v > 0 and j = 1, . . . , d, introduce
Aj(v) =
{
x ∈ Rd : sup
J∈J
MJ
[
bhj ,f,j
]
(x) ≥ (40C1)−1v
}
, Aj(v) = A
(
~h, f, v
) ∩ A¯j(v).
Noting that in view of (3.67) for any v > 0 and any j ∈ J¯(~h, v)
Aj(v) ⊆
{
x ∈ Rd : 5C1
∑
k∈J¯(~h,v), k 6=j
sup
J∈J
MJ
[
bhj ,f,k
]
(x) ≥ v/8
}
⊆
{
x ∈ Rd : 5C1
∑
k∈J¯(~h,v)
sup
J∈J
MJ
[
bhj ,f,k
]
(x) ≥ v/8
}
=: A∗(~h, f, v),
we deduce from (3.70) that for any ~q ∈ [p,∞)d∫
A
(
~h,f,v
) ∣∣B~h(x, f)∣∣pνd(dx) ≤ c4 ∑
j∈J¯(~h,v)
∫
Aj(v)
∣∣∣ sup
J∈J
MJ
[
bhj ,f,j
]
(x)
∣∣∣pνd(dx)
+c5v
p
[
νd
{
A∗(~h, f, v)}+ νd {A(~h, f, v)} ]
≤ c6
∑
j∈J¯(~h,v)
vp−qj
∥∥∥ sup
J∈J
MJ
[
bhj ,f,j
]∥∥∥qj
qj
+ c5v
p
[
νd
{
A∗(~h, f, v)}+ νd {A(~h, f, v)} ]. (3.71)
It remains to note that similarly (3.68) for any ~s ∈ (1,∞)d
νd
{
A∗(~h, f, v)} ≤ c7 ∑
j∈J¯(~h,v)
v−sj
∥∥bhj ,f,j∥∥sjsj
and to apply (3.64) with t = qj to the each term in the sum appeared in (3.71). All of this together
with (3.68), applied with ~s = ~q yields for any v > 0 and ~q ∈ [p,∞)d∫
A
(
~h,f,v
) ∣∣B~h(x, f)∣∣pνd(dx) ≤ c9 ∑
j∈J¯(~h,v)
vp−qj
∥∥bhj ,f,j∥∥qjqj ≤ c9 ∑
j∈J¯(~h,v)
vp−qj
[
Bj,qj ,F
(
hj
)]qj
.
Noting that the right hand side of the latter inequality is independent of f and the left hand side
is independent of ~q, the we get
sup
f∈F
Λp(v, f,u) ≤ c9vpΛ~q(v,F,u), ∀v > 0, ~q ∈ [p,∞)d. (3.72)
The first assertion of the theorem follows from (3.69), (3.72) and Theorem 2.
30. Remark that in view of (3.48) and (3.35) f ∈ Bq,d(D) implies∥∥B~h(·, f)∥∥q ≤ [3(2cK)d‖K‖d∞Cq + 1]D, ∀~h ∈ (0,∞)d, (3.73)
where Cq is the constant which appeared in (3.35). Hence for any v > 0 and q ∈ [p,∞)∫
A
(
~h,f,v
) ∣∣B~h(x, f)∣∣pνd(dx) ≤ 2q−pvp−q∥∥B~h(·, f)∥∥qq ≤ c10vp−q. (3.74)
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Remind that H(v) 6= ∅, H(v, z) 6= ∅ whatever v > 0 and z ≥ 2, see Remark 2. Hence, in view of
(3.74) for any f
Λp(v, f,u) ≤ inf
z≥2
[
c10v
p−q + z−u
]
= c10v
p−q.
It remains to note that the right hand side of the obtained inequality is independent of f and the
second assertion of the theorem follows from this inequality, (3.69) and Theorem 2.
40. Since C∞ = 1 we obtain in view of (3.73) for all f ∈ B∞,d(D)∥∥B~h(·, f)∥∥∞ ≤ [3(2cK)d‖K‖d∞ + 1]D, ∀~h ∈ (0,∞)d.
It yields for any ~s ∈ (1,∞) in view of (3.68) if q =∞∫
A
(
~h,f,v
) ∣∣B~h(x, f)∣∣pνd(dx) ≤ c11νd {A(~h, f, v)} ≤ c12 ∑
j∈J¯(~h,v)
v−sj
[
Bj,s,F
(
hj
)]sj
.
Since the left hand side of the obtained inequality is independent of f and the left hand side is
independent of ~s we conclude that
sup
f∈F
Λp(v, f,u) ≤ c12Λ~s(v,F,u), ∀v > 0, ~s ∈ (1,∞)d. (3.75)
The third assertion of the theorem follows now from (3.69), (3.75) and Theorem 2.
50. We have already seen (Corollary 1), that B∗~h
(·, f) ≤ 2 supη∈H:η≤hB~η(·, f) if ~h = (h, . . . , h) ∈
Hdisotr. Therefore by definition of B~h(·, f):
B~h(·, f) ≤ 5 sup
η∈H:η≤h
B~η(·, f) ≤ 5 sup
η∈H:η≤h
d∑
j=1
sup
J∈J
[∣∣K~η∣∣ ◦ b∗η,f,j]J (x). (3.76)
where, remind ~η = (η, . . . , η) ∈ Hdisotr. We remark that (3.76) is similar to (3.66) but the maximal
operator is not involved in this bound. This, in its turn, allows to consider ~s ∈ [1,∞)d.
Indeed, similarly to (3.67) we have for any v > 0, applying (3.62) with t =∞
B~h(x, f) ≤ 5 sup
η∈H:η≤h
∑
j∈J¯(~h,v)
sup
J∈J
[∣∣K~η∣∣ ◦ b∗η,f,j]J (x) + 4−1v, ∀f ∈ F. (3.77)
We obtain for any f ∈ F, v > 0 and ~s = (s1, . . . , sd) ∈ [1,∞)d applying consecutively the Markov
inequality and (3.62) with t = sj
νd
(
A(~h, f, v)) ≤ c13 ∑
j∈J¯(~h,v)
v−sj
∑
η∈H:η≤h
∥∥b∗η,f,j∥∥sjsj ≤ c14 ∑
j∈J¯(h,y)
v−sj
[
B∗j,sj,F
(
h
)]sj
.
We note that the obtained inequality coincides with (3.68) if one replaces Bj,sj ,F(·) by B∗j,sj,F(·). It
remains to remark that Bj,sj ,F(·) ≤ B∗j,sj ,F(·). Indeed,
bv,f,j(x) = lim
k→∞
sup
h∈H: e−k≤h≤v
b∗h,f,j(x).
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Therefore, by the monotone convergence theorem and the triangle inequality for any s ∈ [1,∞)
Bj,s,F(h) := sup
f∈F
‖bv,f,j‖s = sup
f∈F
lim
k→∞
∥∥∥ sup
h∈H: e−k≤h≤h
b∗h,f,j
∥∥∥
s
≤ sup
f∈F
lim
k→∞
∑
h∈H: e−k≤h≤h
∥∥∥b∗h,f,j∥∥∥
s
= sup
f∈F
∑
h∈H: h≤h
∥∥∥b∗h,f,j∥∥∥
s
=: B∗j,s,F(v).
The fourth statement of the theorem follows now from (3.69), (3.72), (3.74) and Theorem 2.
3.4. Proof of Assertion 1
Obviously FK
(
~β, ~L
) ⊂ B∞,d(L∞). Thus, we can choose D = L∞ and q =∞, which implies u =∞.
For any v > 0 let ~h(v) =
(
h1(v), . . . ,hd(v)
)
, where
hj(v) = max
{
h ∈ H : h ≤ (LL0L−1j v)1/βj}, j = 1, . . . , d,
and L ∈ (0, 1) is chosen to satisfy LL0 ≤ c. This in its turn implies LL0 < 1.
This choice of ~h(v) together with the definition of the class FK
(
~β, ~L
)
implies that
J
(
~h(v), v
)
= {1, . . . , d}, ∀v > 0; (3.78)
~h(v) ∈ (0, 1]d, ∀v ∈ (0,L−1]. (3.79)
Moreover, there exists T1 := T1
(
~β
)
<∞ independent of ~L such that
lim sup
n→∞
(lnn)−1 sup
v∈Vn
d∑
j=1
∣∣ ln (hj(v))∣∣ ≤ T1, Vn = [δ β(α)1+β(α)n , 1]. (3.80)
Then set T2 = e
d
2
+
∑m
j=1 µj(α)
√
T1 + 2(LL0)
− 1
2β(α) .
We have in view of (3.79) and (3.80) for all n large enough and any v ∈ Vn
Fn
(
~h(v)
) ≤ √(T1 + 2) lnn√
n
∏d
j=1
(
hj(v)
) 1
2
+µj(α)
≤ T2
√
δnv
− 1
2β(α) (3.81)
Gn
(
~h(v)
) ≤ (T1 + 2) ln n
n
∏d
j=1
(
hj(v)
)1+µj(α) ≤ (T1 + 2) ln nn∏dj=1 (hj(v))1+2µj(α) ≤ T 22 δnv−
1
β(α) . (3.82)
Setting T3 = (
√
2a−1T2)
2β(α)
2β(α)+1 and T4 = (a
−1T 22 )
β(α)
β(α)+1 we obtain in view of (3.81) and (3.82) for
all n large enough
~h(v) ∈ H(v), ∀v ∈
[
T4δ
β(α)
1+β(α)
n , 1
]
, ~h(v) ∈ H(v, 2), ∀v ∈ [T3ϕn, 1]. (3.83)
It is worth noting that T2 > 1, which implies T4 > 1, and δ
β(α)
1+β(α)
n ϕ−1n → 0, n→∞. Choose
v = T4δ
β(α)
1+β(α)
n , v = T3ϕn.
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Since ~h(v) ∈ H(v) for any v ∈ [v,v] in view of (3.83), we deduce from (3.78) and (3.81) for any ~s
Λ~s
(
v,FK
(
~β, ~L
)) ≤ v−2F 2n(~h(v)) ≤ T 22 δnv−2−1/β(α), ∀v ∈ [v,v].
This, in its turn, yields for any ~s∫ v
v
vp−1Λ~s
(
v,FK
(
~β, ~L
))
dv ≤ T5δnZ(v,v), (3.84)
where we have denoted T5 = T
2
2
{
1 ∨ |p− 2− 1/β(α)|−1} and
Z(v,v) = vp−2−1/β(α)1{p>2+1/β(α)} + v
p−2−1/β(α)1{p<2+1/β(α)} + ln (v/v)1{p=2+1/β(α)}.
Moreover, since ~h(v) ∈ H(v, 2) in view of (3.83), we deduce from (3.78) that for any ~s
Λ~s
(
v,FK
(
~β, ~L
)
,∞) = 0. (3.85)
At last, putting T6 = T
p−1
4 (1 + lnT4)
t(H), we obtain
lH(v) := v
p−1(1 + | ln (v)|)t(H) ≤ T6δ
(p−1)β(α)
1+β(α)
n (1 + lnn)
t(H). (3.86)
Applying the third assertion of Theorem 3, we deduce from (3.84), (3.85) and (3.86) that
R(p)n [f̂~h(·), f ] ≤ C(1)
[
T6δ
(p−1)β(α)
1+β(α)
n (1 + lnn)
t(H) + T5δnZ(v,v)
] 1
p
+Cpn
− 1
2 .
After elementary computations we come to the statement of Assertion 1.
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