Abstract. For the initial-boundary value problem (IBVP) if isentropic gas dynamics written in Lagrangian coordinates written in terms of Riemann invariants we show how to obtain necessary conditions for existence of global smooth solution using the Lax technique. Under these conditions we formulate the existence theorem in the class of piecewise-smooth functions. A priori estimates with respect to the input data for the difference scheme approximating this problem are obtained. The estimates of stability are proved using only restrictions on the initial and boundary conditions corresponding the differential problem. In the general case the estimates have been obtained only for the finite instant of time t < t 0 . The monotonicity has been proved in the both cases. The uniqueness and convergence of the difference solution are also considered. The results of the numerical experiment illustrating theoretical statements are given.
Introduction
Gas dynamics equations play a key role in the mathematical description of the gas processes. The nonlinearity of these equations can generate various physical effects such as shock waves or boundary layers independent of the smoothness of the input data. The question then arises whether there are conditions on the input data which guarantee the absence of any irregularities of the solution.
For the Cauchy problem the necessary conditions for existence of global smooth solution have been obtained by Lax in [5] . Later it was proved in [18] that these conditions are sufficient. In [1] , the wellposedness of solutions of 2 × 2 hyperbolic systems with boundary damping is studied under special restrictions on input data. In [10] , the unique solvability of special class of hyperbolic IBVP has been proved. By now, the most complete results in investigating the stability of the difference solution with respect to small perturbations of the input data have been obtained for linear problems of mathematical physics [15] . The main problem in studying the stability of nonlinear difference schemes is the necessity of estimating the difference derivatives. The linearized difference schemes constructed in this paper are monotone. That is why with the use of the maximum principle we are going to get all strong estimates imposing restrictions only on the initial and boundary conditions. Stability and monotonicity of difference schemes for nonlinear scalar conservation laws and multidimensional quasi-linear parabolic equations have been obtained in [6] . In [7, 8] , the nonlinear stability of the difference scheme approximating the IBVP for isentropic gas in Eulerian coordinates written in terms of Riemann invariants is investigated.
In this paper we investigate stability of the difference scheme approximating the IBVP for isentropic gas in Lagrangian coordinates written in terms of Riemann invariants using the technique proposed in [8, 9] . Notice that the Lagrangian coordinates in an one-dimensional case do not allow to allocate areas of subsonic and supersonic flows. We prove the global stability with respect both to small perturbations of initial and boundary conditions and monotonicity. Conditions only on the input data, allowing to guarantee the absence of shock waves have been obtained. In this paper we show that the conditions given for difference schemes coincide with the necessary conditions of absence of gradient catastrophe in the differential case.
The paper is organized as follows: Section 2 is devoted to the statement of the IBVP for a gas dynamics system. For the approximation of the system of equations in Riemann invariants, a linearized difference scheme is used. The conditions for the initial and boundary data that guarantee stability of the difference scheme are introduced. In Section 3, we obtain the necessary conditions of absence of shock waves for the differential problem. In Section 4, the stability of the proposed difference scheme is studied. In Section 5, we investigate the monotonicity. Section 6 is devoted to the investigation of the convergence of the difference scheme. Section 7 presents the statements of the numerical experiment, which illustrate the theoretical results.
Problem statement
In the domain Q = Ω × [0, +∞), Ω = {x : 0 < x < l}, let us consider the IBVP for the system of equations of the gas dynamics written in the Lagrangian coordinates [11, 14] :
Here v = v(x, t), u = u(x, t), p = p(x, t) denote the specific volume, the velocity, and the pressure respectively, c 1 =
Hereinafter c i denote positive constants. Later we will prove that under some assumptions on input data the following estimate is valid:
Then the eigenvalues of the matrix of the system (2.1) are real and distinct:
Therefore, system (2.1) is hyperbolic and boundary conditions (2.3) are well posed [4] . Suppose that the initial data satisfy the inequalities
The differential problem (2.1)-(2.3) in Riemann invariants [11] 
has the following form:
where a(s + r) = c 4 (s + r + 2c 1 )
For the convenience let us define b = s + r. Suppose that the boundary conditions satisfy the following inequalities:
where a max = c 4 (2c 2 + 2c 1 )
Let us assume the fulfilment of the conjugation conditions:
Then from conditions (2.4)-(2.5) for the Riemann invariants we get the inequalities:
Formation of shock waves for the differential problem
It is well known [14] that in general case the smooth solutions of initial value problems (or initial-boundary value problems) for quasilinear hyperbolic systems exist only locally in time [17] and singularities will appear in finite time, even if the initial data (and the boundary data) are sufficiently smooth and small. The theory of gradient catastrophe is constructed mainly for the Cauchy problem [5, 18] :
In [5] the necessary condition for existence of global smooth solution have been derived.
Proposition 3.1. [5] Let initial data (3.2) satisfy the inequalities
Then the condition Remark 3.1. Actually this condition is also sufficient (see [18] ).
Therefore for the Cauchy problem there is a criterion of formation of shock waves. In the case of IBVP the situation is more difficult. The existing results have been proved with essential restrictions on input data. In [1] , for example, the initial data are supposed to have small magnitudes. Below we will obtain necessary conditions for the differential case, using the technique from [5] and the idea of differentiation with respect to time variable from [4] . We will need the following generalizations of the results from [5] . In the domain Q let us consider the following IBVP for two quasilinear equations in Riemann invariants: (3.6) supposing that conditions (2.9), (2.11), (2.13) are fulfilled and
Let us note that from equations (3.4)-(3.5) we see that the values of invariants transfer along characteristics, so
So the fulfillment of conditions (2.9), (2.11), (2.13) is sufficient for hyperbolicity of system (2.1).
Let us differentiate the equation (3.4) with respect to t:
From (3.4) and (3.5) we get that 0 =s =ś − 2λs x , so s x =ś 2λ . Therefore
Abbreviating ω = r t and substituting (3.9) in (3.8), we get the following equation:
By substituting this equation into (3.10) one getś
Multiplying by e k and abbreviating z = e k ω, we get
the first equation of (3.3) with a = e −k λ r /λ and initial condition
Similarly for equation (3.5) we get equation (3.3) with a = e −k λ s /λ and the initial condition Moreover, using results from [10] we can formulate the following unique solvability theorem for the problem already written in Riemann invariants. 
Stability of difference scheme
In the domain Q we introduce a uniform grid ω hτ :
On the grid ω hτ we approximate the differential problem in the Riemann invariants (2.6)-(2.8) by the linearized difference scheme
Hereinafter we use standard notations of the difference schemes theory [15, 16] :
When investigating the stability of the difference problem (2.6)-(2.8), we will use the following canonical form [7] of the two-point difference scheme for the initial value problem
We will need the following results [7] . 
Along with (4.1)-(4.3) we consider the perturbed problem:
Let the following inequalities analogous to (2.9), (2.11), (2.13) for the perturbed data (4.7) be satisfied:
Subtracting from difference equations (4.6)-(4.8) the corresponding equations (4.1)-(4.3), we come to the problem for the perturbations
where δa i =ã h,i − a h,i . Hereinafter we will use the following grid norms: 
2. Let conditions (2.9), (4.9), (4.11) be met. Then the following estimates:
Proof. We will prove only the first part of the theorem, because the second one can be proved similarly. Let us rewrite the difference scheme (4.1)-(4.3) in the canonical form:
We will use the method of mathematical induction. From conditions (2.9), (2.13) we get b 
Therefore, b Let us rewrite the equations (4.1) in the following form:
Abbreviating g = r h t , f = s h t , we obtain the difference problem:
with the initial conditions:
Let us take into consideration the norm Q n = c 5 g
, where
Later we will use Lemma 4.5. Let conditions (2.9), (2.11), (2.13) be met. Then
Proof. Using the mean value theorem and Theorem 4.1, we obtaiñ
Corollary 4.1. Let conditions (2.9), (2.11), (2.13) be met. Then a 
Let us rewrite scheme (4.12)-(4.14) in the canonical form: Cτ , δs
Proof. Taking into account the above estimates for the derivatives, the proof of Lemma 4.5 and the theorem conditions, we obtain for θ ∈ (0, 1):
Let α = c 6 τ, β = 1 − c 6 τ . We will use the method of mathematical induction. On the zero layer we get the following estimates for the perturbations δr, δs:
Cτ , δs
Therefore on the first layer we obtain:
max δs
Cτ , β δr
Using the inequalities β δr
it is easy to prove that max δs
Cτ , δr
Finally by induction we show that max δs
Much in the same manner, the uniqueness of the solution of difference scheme (4.1)-(4.3) is proved. The proof is carried out by contradiction. We assume that there exist two solutions (r 1 , s 1 ), (r 2 , s 2 ) that satisfy the difference scheme with the same initial and boundary conditions. Then for the differences R = r 2 −r 1 , S = s 2 −s 1 we get the following difference equations with homogeneous initial and boundary conditions:
where A i = a 2 i − a 1 i . Using the introduced technique, we get the estimate max R n+1 C h , S n+1 C h 0. Therefore, the difference scheme has a unique solution.
In the theorem above the stability in the case when a shock wave is not generated is proved. To investigate the stability in the case when a shock wave arises we must prove the following statement. 
Proof. In this case the condition a n+1 /a n C h 1, n ∈ N 0 is not met. Let us estimate this ratio for n = 0 assuming that 1 − t n+1 Q 0 /a min > 0. Using Corollary 4.1 we obtain 1 − τ a
Let us note that in the case of constant boundary values their difference derivatives with respect to time variable are equal to zero. So using lemmas 4.1 and 4.2 we get that
By mathematical induction it is possible to show that Q n+1 Q n 1−τ Q n /amin , n ∈ N 0 and using the discrete analogue of the Bihary inequality [8] we obtain the estimate
Since for (4.16) the conditions of lemmas 4.1 and 4.2 are fulfilled, then we get Q 0 c 5 a max r
Therefore, the derivatives are bounded in the norm Q for the time instant T < t 0 , t 0 = a min /c 5 a max r
The end of proof is similar to Theorem 4.3, where estimates (4.18) with α = c 7 τ , β = 1 − c 7 τ .
Investigation of monotonicity
The concept of monotonicity of difference schemes is important in the theory of numerical methods as it means absence of nonphysical oscillations in numerical calculations. Monotonicity for the linear difference scheme follows from the requirement of its coefficients positivity [3] or fulfillment of a grid maximum principle [15] . The most natural definition is given in [2] . Let us consider an abstract problem
where L h -the nonlinear difference operator defining the structure of the difference scheme, y-the difference solution, ϕ-problem input data. Perturbing the input data ϕ in (5.1), we get the equation for a perturbed solution
Subtracting (5.1) from (5.2), we obtain the following problem for δy =ỹ − y:
where δϕ =φ − ϕ.
Definition 5.1. Difference scheme (5.1) is called monotonic, if from the condition δϕ 0 (δϕ 0) follows the inequality δy 0 (δy 0). Therefore the problem for investigation monotonicity coincides with the problem for investigation stability. Thus, investigation of monotonicity in a nonlinear case is reduced to the requirement of positiveness of coefficients or to the fulfillment of a grid maximum principle, but already for the problem for perturbations (5.3), which does not coincide with problem (5.1) or (5.2). In this case the requirement of positivity of coefficients leads to requirement of the monotonicity of difference derivatives.
Let us consider problem (4.12)-(4.14). The first theorem is proved in the case of global stability. Proof. The proof is similar to the previous one using the proof of Theorem 4.4.
Investigation of convergence
Let us note that since a priori estimates of the stability have been obtained, the investigation of the convergence of the difference solution to the differential one becomes much simpler since the problem for the error of the method can be written in a linear form. 
Proof. Let us define ∆r = r h − r, ∆s = s h − s, ∆a = a h − a. We have
Let us write this difference scheme in a canonical form:
For the coefficients of difference scheme (6.1) the conditions of lemmas 4.1 and 4.2 are fulfilled. Therefore ∆r 
Numerical experiment
Let us consider differential problem (2.1) with initial and boundary conditions
In all experiments we use the following values of the parameters:
The specified value of parameter ε corresponds to the case of monoatomic gas (γ = 5 3 ) [14] . Let us note that all input data satisfy conjugation conditions (2.11)-(2.12). Input data (7.1) satisfy condition (2.4) on the initial data and conditions (2.9) and (2.10) on the boundary data, but do not satisfy the condition (2.5) on derivatives of the initial data, as in this case −u
In the case of input data (7.2) both conditions (2.4)-(2.5) on the initial data and a condition (2.9) on the boundary data are satisfied, but condition (2.10) on the derivatives of the boundary data is not satisfied, as µ
Thus in all the cases shock waves arise which is shown in Fig. 1-2 . Thus, necessity of conditions (2.10) and (2.14) for a stability of the difference scheme (4.1)-(4.3) is experimentally confirmed.
Conclusions
We obtained necessary conditions for the absence of shock waves for the IBVP for the system of equations for isentropic gas in Riemann invariants in Lagrangian coordinates and proved a priori estimates of stability for monotone difference schemes approximating this problem. In investigating the stability, we used restrictions only for the input data (initial and boundary conditions). On the basis of the investigations performed we can draw the following conclusions.
1. To get proper a priori estimates expressing stability of the difference scheme or its continuous dependence on the input data, first we need to prove the existence of a solution of the difference problem in strong norms. In our case we have proved necessary conditions, formulated the solvability result and have shown that this conditions are sufficient for the global stability of the difference scheme.
2. The uniqueness of the solution of the difference scheme follows from the stability.
3. Once a priori estimates of the stability have been obtained, the investigation of the convergence of the difference solution to the differential one becomes much simpler since the problem for the error of the method can be written in the linear form. To use the Lax theorem (from the approximation and stability convergence follows), it is necessary to prove the stability with respect to the right-hand side. Here we restricted ourselves to considering only homogeneous equations of the gas dynamics.
4. The system of equations for isentropic gas in Lagrangian coordinates is hyperbolic without vacuum only. In our case we proved for both differential and difference problems the absence of vacuum at any moment of time at any point of space.
5. We obtained conditions that guarantee the absence of shock waves. As was shown in the numerical experiment, the emergence of a shock wave is connected both with behavior of the initial and boundary conditions. 6. It is essential that the constructed difference scheme be monotone not only with respect to the approximated solution, but also to its derivatives. In that case, the maximum principle can be used to prove nonlinear stability of the difference scheme.
