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SMOOTHED COMPLEXITY OF CONVEX HULLS
BY WITNESSES AND COLLECTORS∗
Olivier Devillers†‡§ Marc Glisse¶ Xavier Goaoc‖ Rémy Thomasse∗∗
Abstract. We present a simple technique for analyzing the size of geometric hypergraphs
deﬁned by random point sets. As an application we obtain upper and lower bounds on
the smoothed number of faces of the convex hull under Euclidean and Gaussian noise and
related results.
1 Introduction
Let P ∗ be a ﬁnite set of points in Rd and consider a random perturbation P = {p∗+ η(p∗) :
p∗ ∈ P ∗} where each point p∗ is moved by some random vector η(p∗), typically chosen
independently. We are interested in the asymptotic behaviour of the expected number of
faces (of all dimensions) of the convex hull of P , as a function of the number n of points
and some parameter that describes the amplitude of the perturbations.
Formally, the smoothed complexity of convex hulls relative to a probability distribu-
tion µ on Rd is deﬁned as
S(n, µ) = max
p∗
1
,p∗
2
,...,p∗n∈Rd
diam{p∗
1
,p∗
2
,...,p∗n}≤1
E [card CH ({p∗1 + η1, p∗2 + η2, . . . , p∗n + ηn})]
where diam denotes the diameter, cardS denotes the cardinality of a set S, CH(X) denotes
the set of faces, of all dimensions, of the convex hull of X, and η1, η2, . . . , ηn are random
variables chosen independently from the distribution µ. In this paper, we present upper
and lower bounds on S(n,UδB), where UδB is the uniform distribution on the ball of ra-
dius δ centered in the origin in Rd, and S(n,N (0, σ2I2)), where N (0, σ2I2) is the Gaussian
distribution centered in the origin and with covariance matrix σ2I2.
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1.1 Context and Motivations
The interest for smoothed complexity arises from considerations in the analysis of algorithms
in computational geometry and relates to the study of random polytopes in probabilistic
geometry.
Analysis of Algorithms. To understand and predict the practical behaviour of an algo-
rithm, a ﬁrst step is to analyze how the amount of resources it requires grows with the size
of the input. The basic building blocks of geometric algorithms are combinatorial structures
induced by geometric data such as convex hulls or Voronoi diagrams of ﬁnite point sets,
lattices of polytopes obtained as intersections of half-spaces, intersection graphs or nerves
of families of balls... The size of these structures usually depends not only on the number
of geometric primitives (points, half-spaces, balls...), but also on their relative position: for
instance, the number of faces of the Voronoi diagram of n points in Rd is Θ(n) if these points
form a regular grid but Θ
Ä
ndd/2e
ä
if they lie on the moment curve. (We assume here a Real
RAM model of computation, so the points have arbitrary real coordinates and the input
size is simply the number n of points.)
There are two traditional approaches to account for how the complexity of a structure
depends on the position of the points that induce it: the worst-case complexity, which
measures the maximum of the complexity function over the input space, and the average-case
analysis, which averages the complexity function against a suitable probability distribution
on the space of inputs. Unfortunately, both approaches have shortcomings: the worst-case
may be exceedingly pessimistic when the maximum is achieved only by constructions that are
so brittle that it is unlikely they arise in practice,1 whereas the input distributions considered
for the average complexity are often unconvincing for lack of relevant and tractable statistical
models to work with.
The smoothed complexity model, proposed by Spielman and Teng [21] in the early
2000's, interpolates between the worst-case and the average case model. Informally, it is
deﬁned as the maximum over the inputs of the expected complexity over small perturbations
of that input. Intuitively, this local averaging mechanism disposes of conﬁgurations that
vanish under small perturbation and models more accurately the behaviour on real data,
which is usually given with bounded precision and subject to measurement noise. In other
words, the smoothed complexity quantiﬁes the stability of bad conﬁgurations.
Stochastic Geometry. The study of random polytopes goes back to the celebrated four
point problem of Sylvester [22] and is an important subject in probabilistic geometry. A
well-established model of random polytopes consists in taking the convex hull of a family
of random points distributed identically according to some measure. Our model of random
polytope contains this model (in short: by taking all points in P ∗ in the origin) and naturally
1For instance, while Delaunay triangulations in R3 have quadratic worst-case complexity, they appear to
have near-linear size for the point sets arising in practice in the context of reconstruction [5]; one should thus
not consider Delaunay-based reconstruction methods ineﬃcient on the sole ground of worst-case analysis.
The worst-case analysis can sometimes be reﬁned by introducing additional parameters such as fatness [8]
or spread [13], but realistic input models remain elusive in many contexts (eg. computer graphics scenes).
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generalizes it. Starting with the seminal articles of Renyi and Sulanke [19, 20] in the 1960's,
a series of works in stochastic geometry led to precise quantitative statements (eg. central
limit theorems) for models such as convex hulls of points sampled i.i.d. from a Gaussian
distribution or the uniform measure on a convex body; we refer the interested reader to
the recent survey of Reitzner [18]. In the 1980's, Bárány and Larman [3] related random
polytopes obtained from uniform distributions over convex bodies to the classical theory of
ﬂoating bodies in convex geometry; we come back to this in Section 1.3 as several of the key
ideas behind our results are already present in their work.
1.2 New Results
Our main results are a technique to analyze random geometric hypergraphs, which we call
the witness-collector technique, as well as its application to the analysis of the smoothed
complexity of convex hulls.
Introductory example. Assume that we want to count the number of extreme points in a
random point set P contained in a unit disk U ⊂ R2. Let us ﬁx some regularly spaced direc-
tions ~v1, ~v2, . . . , ~vm and position, for each of them, a halfplane W (~vi) with inner normal ~vi
that intersects U . Let C(~vi) denote the subset of U covered by the halfspaces whose inner
normal make an angle at most pim with ~vi and that do not contain W (~vi) ∩ U . A critical
observation is that any point p ∈ P ∩W (~vi) prevents any point q ∈ P \ C(~vi) from being
extreme for P in any direction that makes an angle at most pim with ~vi. In other words, any
non-empty region W (~vi) witnesses that all points extreme in directions near ~vi are collected
by C(~vi); we thus callW (~vi) a witness and C(~vi) a collector. Conditionally on every witness
containing a point of P , the expected number of extreme points in P is therefore at most the
sum of the number of points of P in the collectors. It turns out that the order of magnitude
of E [CH(P )] can be estimated for various probability distributions by designing adequate
witness-collector pairs.
The above construction leaves many parameters to play with: number and shapes
of the witnesses, interval of direction controlled by each witness-collector pair, trade-oﬀs
between the probability that a witness is non-empty and the expected number of points in
a collector, etc. Before we start analyzing these questions in details, we ﬁrst articulate the
above approach in the broader setting of random geometric hypergraphs.
Random Geometric Hypergraphs. Let X be a set, (X ,R) a range space (i.e. R is a family
of subsets (ranges) of X ) and P a ﬁnite set of random elements of X . The random geometric
hypergraph induced by (X ,R) on P is the set H = {P ∩ r : r ∈ R}; that is, a subset Q ⊂ P
is a hyperedge of H if and only if there exists r ∈ R such that r ∩ P = Q. Our analyses of
random convex hulls proceed by analyzing random geometric hypergraphs where X = Rd,
R is the set of all half-spaces of Rd, and the elements of P are chosen independently (but
not identically distributed!). Any face of the convex hull of P is a hyperedge of H, but the
converse is not true. It turns out, however, that the average size of H is close enough to that
of CH(P ) that our technique yields meaningful upper and lower bounds on the smoothed
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complexity of convex hulls (cf. Section 2.3).
Notations for Orders of Magnitude. Before we spell out our main result, we need to
clarify some terminology. Our goal is to understand how the order of magnitude of the
smoothed complexity depends on the number n of points and the amplitude δ or σ of the
perturbation. For the sake of the presentation, we do not keep track in our analyses of
additive or multiplicative constants depending on ﬁxed quantities such as the dimension of
the space. Throughout the paper, we therefore write a = O(b), a = Ω(b) and a = Θ(b)
to mean that there exist positive reals c and c′ such that, respectively, a ≤ cb, a ≥ cb and
cb ≤ a ≤ c′b; we also use Θ(b) (and similarly for O() and Ω()) as a shorthand for a quantity
x for which x = Θ(b) holds. These notations do not carry any asymptotic meaning (since
several variables may assume large and unrelated values); when used without stating any
condition on n, σ or δ, these notations mean inequalities that hold for any n ≥ d+ 1, δ > 0
and σ > 0.
The Witness-Collector Technique. Let (X ,R) denote a range space. Our analyses are
based on the following notion:
Deﬁnition 1. A system of witnesses and collectors for a covering R1 ∪R2 ∪ . . .∪Rm of R
is a family {(W ji , Cji )}1≤i≤m
1≤j≤`
of pairs of subsets of X such that
(a) for all i, j, any r ∈ Ri contains W ji or is contained in Cji ,
(b) for all i, W 1i ⊆W 2i ⊆ . . . ⊆W `i ,
(c) for all i, j, W ji ⊆ Cji .
We denote by H(k) the set of hyperedges of cardinality k of a hypergraph H. Our analyses
are based on the following theorem, which we prove in Section 2:
Theorem 2. Let (X ,R) be a range space, let P be a set of n random elements of X chosen
independently and let H denote the hypergraph induced by R on P .
(i) If {(W ji , Cji )}1≤i≤m
1≤j≤ln2 n
is a system of witnesses and collectors for a covering R1 ∪R2 ∪
. . .∪Rm of R such thatW ji ∩P and Cji ∩P have average size Ω(j) and O(j) respectively
then E
î
cardH(k)
ó
= O(m).
(ii) If every element of H(1) is in at least one element of H(k), and {W 1i }1≤i≤m is a family
of disjoint subsets of X such that E
î
card
Ä
W 1i ∩H(1)
äó
= Ω(1) then E
î
cardH(k)
ó
=
Ω(m).
In several of our applications we ﬁrst construct a system {(W ji , Cji )} of witnesses and col-
lectors satisfying the assumptions of Theorem 2 (i), then use a subfamily of the W 1i 's that
are disjoint to apply Theorem 2 (ii).
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Applications. We present, in Sections 3 and 4, two designs of systems of witnesses and
collectors suited to study the smoothed complexity of convex hulls relative to Euclidean and
Gaussian perturbations with the following results (cf. Figures 1 and 2):
Smoothed Complexity. We obtain upper bounds on the smoothed complexity of convex
hulls relative to Euclidean and Gaussian perturbations; in the Euclidean case we obtain
sharper bounds for the smoothed number of vertices. We also analyze the convex hull
of perturbations of points in convex position and delineate the main regimes in terms
of the number of points and the amplitude of the perturbation; this provides lower-
bounds on the Euclidean and Gaussian smoothed complexities of convex hulls.
Large Perturbations. We show that for δ = Ω
(
n
2
d+1
)
the smoothed complexity of convex
hulls relative to UδB is of the same order of magnitude as the expected complexity of
the convex hull of random points chosen i.i.d. from UδB, the classical model of random
polytope. Our smoothed complexity upper bound also implies a similar result for
Gaussian perturbation with σ = Ω(1).
Simple Analysis of Classical Random Polytopes. The classical model of random
polytopes corresponds to the case where all points of p∗i coincide. There, our sys-
tems of witnesses and collectors yield the order of magnitude of the expected number
of faces with considerably less eﬀort than earlier analyses.
A Surprising Phenomenon. We observed experimentally (Figure 2c) that the expected
size of the convex hull of perturbations of points in convex position consistently de-
creases with the amplitude of the noise in the Gaussian model, whereas some non-
monotonicity appears in the Euclidean model. Our analyses of perturbations of points
in convex position provide a theoretical conﬁrmation of this diﬀerence in behaviours
(see Figures 1b and 2a).
As evidence that the witness-collector technique is relevant for the study of other geometric
hypergraphs, we outline a design of witnesses and collectors that yields the order of magni-
tude of the number of faces in the Delaunay triangulations of a set of random points chosen
uniformly and independently from the unit ball (Theorem 12); again, this is a well-known
result but the proof (only sketched here) is considerably shorter than the original one.
1.3 Related Works
The results presented here appeared in preliminary form in research reports [2, 9] and pro-
ceedings of conferences [10, 11]. Note that the shift from static to adaptative witness-
collectors in Section 2.2 is based on an idea which we learned from [14] and systematize
here. We brieﬂy position our results with respect to prominent related previous work.
Smoothed Number of Dominant Points. The only previous bound on the smoothed com-
plexity of convex hulls is due to Damerow and Sohler [7]. They study the number of dominant
points under Gaussian and `∞ perturbations (we included the results for the Gaussian case
JoCG 7(2), 101–144, 2016 106
Journal of Computational Geometry jocg.org
any d
Range of δ
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2
d+1
− 1
d−1b d2 có în 2d+1− 1d−1b d2 c, 1ó î1, 3n 2d+1 ó î3n 2d+1 ,+∞ä
S(n,UδB) O
Ä
nb d2 c
ä
O
(
n2
d−1
d+1 δ−(d−1)
)
O
(
n2
d−1
d+1 δ
d−1
2
)
Θ
(
n
d−1
d+1
)
any d E
[
cardH(1)] = OÅn d−1d+1 + δ− 2dd+1 n1+2 d−1(d+1)2 ã
d = 2
Range of δ [0, 1√
n
] [ 1√
n
, 1] [1, n10/33] [n10/33, n2/3] [n2/3,+∞]
S(n,UδB) O(n) O
(
δ−
2
3 n
2
3
)
O
(
n2/3
√
δ
)
O
Ä
δ−
4
3 n
11
9
ä
O
(
n1/3
)
(a) Upper bounds on the smoothed complexity relative to Euclidean perturbations (Theorem 5
and Corollary 6).
Range of δ 0 ≤ δ ≤ n 21−d n 21−d ≤ δ ≤ 1 1 ≤ δ ≤ n 2d+1 n 2d+1 ≤ δ
E [card CH(P )] Θ(n) Θ
(
n
d−1
2d δ
1−d2
4d
)
Θ
Å
n
d−1
2d δ
(1−d)2
4d
ã
Θ
(
n
d−1
d+1
)
(b) Expected complexity of a Euclidean perturbation P of a regular sample of the unit sphere in Rd
(Theorem 7). This gives a lower bound on the smoothed complexity for Euclidean perturbation.
any d d = 2
δ ≥ δ0⇒ average-case behaviour δ0 = O
Ä
n
2
d+1
ä
δ0 = O
Ä
n2/3
ä
(c) Amplitude of an Euclidean perturbation for which the smoothed complexity behaves as the
average-case complexity (Lemma 3.8).
Our bounds (d = 2) Previous bound [7]a
σ ≥ σ0 ⇒ average-case behavior σ0 = O (1) σ0 = O
Ä√
lnn
ä
S(n,N (0, σ2I2)) O
Ä√
lnn+ σ−1
√
lnn
ä
O
(
lnn+ σ−2 ln2 n
)
(d) Upper bounds for Gaussian perturbations (Theorem 9).
aThis bound applies to dominating point, cf. the comparison to earlier work.
Range of σ 0 ≤ σ ≤ 1
n2
1
n2
≤ σ ≤ 1√
lnn
1√
lnn
≤ σ
E [card CH(P )] Ω(n) Ω
Ç
4
√
ln (n
√
σ)√
σ
å
Ω
(√
lnn
)
(e) Expected complexity of a Gaussian perturbation P of a regular n-gon in R2 (Theorem 10).
This gives a lower bound on the smoothed complexity for Gaussian perturbation.
Figure 1: Summary of our bounds.
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(a) A comparison of our smoothed complexity bound for Euclidean perturbation (Theorem 5 and
Corollary 6) and two lower bounds, where the initial points are placed respectively at the vertices
of a unit-size n-gon (Theorem 7) and in the origin. A data point with coordinates (x, y) means
that for a perturbation with δ of magnitude nx the expected size of the convex hull grows as ny,
subpolynomial terms being ignored. The worst-case bound is given as a reference. The constants
in the O() and Ω() have been ignored as their inﬂuence vanishes as n → ∞ in this coordinate
system.
− 12 120
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1
Damerow-Sohler smoothed upper bound
Our smoothed upper bound
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n ∞
log σ
log log n
lim
n ∞
log bound
log log n
Lower bound from average-case
(b) Comparison of the smoothed bounds for Gaussian perturbation in dimension 2 (Theorem 9
and [7]) and the lower bound perturbing the regular n-gon (Theorem 10). A data point with
coordinates (x, y) means that for a perturbation of magnitude σ = lnx n the expected size of the
convex hull grows as lny n.
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(c) Experimental results for the complexity of the convex hull of a perturbation of the regular
n-gon inscribed in the unit circle. Left: Gaussian perturbation of variance σ2. Right: Euclidean
perturbation of amplitude δ. Each data point corresponds to an average over 1000 experiments.
Figure 2: Plots summarizing the main results.
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in Figures 1d and 2b). Their technique requires that the perturbation acts independently
on each coordinate (thus restricting possible perturbations) so that the analysis of point
dominance reduces to considerations on independent random permutations. The number of
dominating points bounds from above the number of extreme points, but in probabilistic
settings these two quantities typically have diﬀerent orders of magnitude. As a consequence,
the upper bounds are not sharp and there is no lower bound.
One may expect that when the magnitude of the perturbations is suﬃciently large
compared to the scale of the initial input, the initial position of the points does not mat-
ter and smoothed complexity is subsumed by some average-case analysis (up to constant
multiplicative factors). The main insight of Damerow and Sohler [7] is a quantitative ver-
sion of this claim. Speciﬁcally, they show that if n points from a region of diameter r are
perturbed by a Gaussian noise of standard deviation Ω(r
√
lnn) or a `∞ noise of amplitude
Ω(r 3
»
n/ lnn) then the expected number of dominating points is the same as in the average-
case analysis. A smoothed complexity bound then follows by a simple rescaling argument:
split the input domain into cells of size r = O(σ/
√
lnn), assume that each cell contains all
of the initial point set, and charge each of them with the average-case bound.
Our technique can be used to prove a similar subsuming of the smoothed complexity
analysis by the average-case analysis for the number of vertices. We include this bound for
the Euclidean model (Lemma 3.8) and only refer to the PhD of Thomasse [23, Lemma 2.4.5]
for the Gaussian model since our smoothed complexity bound (Theorem 9) is better. Indeed,
the rescaling argument only controls the smoothed number of vertices of the convex hull, as
faces of higher dimension may come from more than one cell, whereas Theorem 9 accounts for
faces of arbitrary dimension and implies a subsuming of the smoothed complexity analysis by
the average-case analysis with the same threshold. (Let us note that our subsuming/rescaling
bound in the Gaussian case [23, Corollary 17] is already sharper than that of Damerow and
Sohler because the average number of extreme points is asymptotically smaller than the
number of dominant points.)
Smoothed Complexity of a Simplex Algorithm. A substantial literature in the analysis
of algorithms was devoted to explain the very good practical performance of the simplex
algorithm, given that most of the pivoting rules had exponential worst-case complexity. This
motivated the study of various models of random polytopes, and eventually the introduction
of the smoothed complexity analysis model by Spielman and Teng [21]. We encourage the
interested reader to consult their discussion of earlier literature, and simply compare our
work to the smoothed complexity bound for convex hulls that is at the core of their analysis
of the shadow-vertex pivot rule. They estimate the expected number of vertices of an
arbitrary two-dimensional projection of a polytope given as an intersection of n halfspaces
in d dimensions and perturbed by a Gaussian noise of standard deviation σ using techniques
quite diﬀerent from ours, see [21, Th 4.1]. Neither n nor d are ﬁxed, so the number of vertices
may be exponential in the input; their analysis shows that it is polynomial in n, d and 1σ .
The question we consider is therefore, from the point of view of the model, of a rather
diﬀerent nature: we consider the dimension to be ﬁxed rather than variable, specify the
polytope as a convex hull of vertices rather than intersection of half-spaces, and estimate
the number of faces rather than the two-dimensional silhouettes. More importantly, our
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intent is to understand a transition within the polynomial domain rather than identify a
polynomial behaviour in place of an exponential worst-case bound.
Floating Bodies and Economic Cap Coverings. Bárány and Larman [3] established that
the expected number of faces of the convex hull of n random points chosen uniformly from
a convex body K is Θ
Ä
nK
Ä
1
n
ää
, where K(t) denotes the volume of the wet part of K
with parameter t: the union of the intersections of K with a half-space that intersects it
with volume at most t. This connection allowed them to transfer to the study of random
polytopes various results from convex geometry, for which wet parts, or their complements
the ﬂoating bodies, are classical objects.
When the ranges are half-spaces in Rd, our systems of witnesses and collectors are
essentially equivalent to the economic cap covers on which Bárány and Larman's proof is
based (Bárány and Vu [4, § 5] also use the same idea in the proof of a central limit theorem
for Gaussian polytopes). A ﬁrst diﬀerence is that the analogue of our Condition (a) for
economic cap covers is formulated in terms of wet parts, so the role of the range space is
implicit. This has little eﬀect as far as the ranges are half-spaces, but we note that the
analogue of wet parts for other range spaces is not straightforward to deﬁne and study,
whereas our presentation naturally extends to other range spaces (as the case of Delaunay
triangulation sketched in Section 5 demonstrates). We also note that the constructions of
systems of witnesses and collectors diﬀer from the constructions of economic cap covers, but
believe that this is a less essential distinction.
2 Witnesses and Collectors
In this section we ﬁrst explain the idea behind Theorem 2 in a simpler setting in Section 2.1,
then prove Theorem 2 in Section 2.2, then clarify its use for the analysis of convex hulls of
random point sets in Section 2.3.
2.1 Principle: Static Witnesses and Collectors
Let (X ,R) be a range space, P a random set of n elements of X chosen independently, H
the hypergraph induced by R on P , and k ∈ N. Let R1 ∪R2 ∪ . . . ∪Rm be a covering of R
and {(W 1i , C1i )}1≤i≤m a system of witnesses and collectors for that covering. Since ` = 1,
we shorten W 1i into Wi and C
1
i into Ci and note that Condition (b) is trivial.
Conditioning on Loaded Witnesses. If card (Wi ∩ P ) is at least k then Conditions (a)
and (c) ensure that every hyperedge of size k in {r ∩ P : r ∈ Ri} is contained in Ci, so
there are at most E
î
card (Ci ∩ P )k
ó
such hyperedges; otherwise we can use the trivial upper
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bound
(n
k
)
. Conditioning on the event that card (Wi ∩ P ) is at least k for all i we get
E
î
cardH(k)
ó
≤ P [∃i, card (Wi ∩ P ) < k]
Ç
n
k
å
+ P [∀i, card (Wi ∩ P ) ≥ k]
(
m∑
i=1
E
î
card (Ci ∩ P )k | ∀i, card (Wi ∩ P ) ≥ k
ó)
.
P [∀i, card (Wi ∩ P ) ≥ k] · E
î
card (Ci ∩ P )k | ∀i, card (Wi ∩ P ) ≥ k
ó
=E
î
card (Ci ∩ P )k
ó
− P [∃i, card (Wi ∩ P ) < k] · E
î
card (Ci ∩ P )k | ∃i, card (Wi ∩ P ) < k
ó
≤E
î
card (Ci ∩ P )k
ó
we have
E
î
cardH(k)
ó
≤ P [∃i, card (Wi ∩ P ) < k]
Ç
n
k
å
+
m∑
i=1
E
î
card (Ci ∩ P )k
ó
so if the witnesses are chosen so that each card (Wi ∩ P ) ≥ k with probability 1− O(n−k),
a union bound yields
E
î
cardH(k)
ó
≤ O(m) +
m∑
i=1
E
î
card (Ci ∩ P )k
ó
. (1)
Role of Wi ∩P and Ci ∩P. Chernoﬀ's multiplicative bound implies that if Wi ∩ P has
average size Ω(k lnn) then indeed card (Wi ∩ P ) ≥ k with probability 1 − O(n−k). More
generally:
Lemma 2.1. Let P be a set of random elements of X chosen independently and W a subset
of X .
(a) P [W ∩ P = ∅] ≤ e−E[card(W∩P )].
(b) If E [card (W ∩ P )] ≥ k + 1 then P [card (W ∩ P ) < k] ≤ e−Ω(E[card(W∩P )]).
(We defer the proof to Section 2.4.) The bound in Equation (1) is expressed in terms of
the E
î
card (Ci ∩ P )k
ó
but can be controlled by E [card (Ci ∩ P )] since the elements of P are
chosen independently:
Lemma 2.2. If V =
∑n
i=1 Vi, where the Vi are independently distributed random variables
with value in {0, 1} and E [V ] ≥ 1 then for any constant k, E
î
V k
ó
= O
Ä
E [V ]k
ä
.
(Again, the proof is postponed to Section 2.4.) In the situations we consider, one can con-
struct witnesses and collectors such thatWi∩P and Ci∩P both have expected size Θ(k lnn);
see [10] for several examples. Equation (1) and Lemma 2.2 then yield that E
î
cardH(k)
ó
is
of order m up to some logarithmic factors.
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Shaving Log Factors. The use of a Chernoﬀ bound to control the probability that witnesses
contain fewer than k elements increases the expected size of the Wi ∩ P so that all of them
are large for most realizations of P . By Condition (c), Wi ⊆ Ci, so this also overloads the
collectors, resulting in the extra log factors. The idea that leads to the sharper bounds of
Theorem 2, which we learned from [14], is to make Wi and Ci random variables depending
on P . By adapting the witness-collector pairs used in the analysis to each realization of
P , very few collectors will need to be large, and their contribution to the total will remain
negligible.
It is perhaps worth pointing out that the above analysis holds for several of our
constructions when only the ﬁrst layer (j = 1) of witnesses and collectors is considered. Our
proofs can therefore be further simpliﬁed should one not care about some extra logarithmic
factors.
2.2 Proof of Theorem 2: Adaptative Witnesses and Collectors
We ﬁrst prove the upper bound, in a format that will allow slightly more ﬂexibility.
Lemma 2.3. Let (X ,R) be a range space, let P be a set of n random elements of X chosen
independently and let H denote the hypergraph induced by R on P . If R1 ∪ R2 ∪ . . . ∪ Rm
is a covering of R and {(W ji , Cji )}1≤i≤m
1≤j≤ln2 n
is a system of witnesses and collectors for that
covering with
P
î
card
Ä
W ji ∩ P
ä
< k
ó
= O
Ä
e−Ω(j)
ä
and E
î
card
Ä
Cji ∩ P
äó
= O(j)
then E
î
cardH(k)
ó
is O(m).
Proof. Let i ∈ {1, 2, . . . ,m}. We let di denote the smallest j such that W ji contains at
least k points and Ci = C
di
i , or, if no such W
j
i exists, di = ∞ and Ci = X . (So di and Ci
are random variables depending on P .) By Conditions (a) and (c) and the deﬁnition of di,
every hyperedge of H of size k induced by Ri is contained in Ci so:
E
î
cardH(k)
ó
≤
m∑
i=1
E
î
card (Ci ∩ P )k
ó
. (2)
Moreover, by Condition (b) we have P [di ≥ j] = P
î
card
Ä
W j−1i ∩ P
ä
< k
ó
= O
Ä
e−Ω(j)
ä
.
We claim that E
î
|Cji ∩ P | | di ≥ j
ó
≤ E
î
|Cji ∩ P |
ó
= O(j). Intuitively, di ≥ j means
that there are few points in W j−1i , and since W
j−1
i ⊆ Cji , the number of points in W j−1i
and Cji should have a positive correlation. Assuming that di ≥ j should thus decrease the
expected number of points in Cji . One standard way to formalize this kind of intuition is the
FKG inequality [1, Section 6.2]. Let us index the points in P = {p1, p2, . . . , pn} and consider
the random vector S =
(
1
pι∈W j−1i
)
ι∈[1,n]
. The lattice {0, 1}n is partially ordered by s ≤ t if
and only if sι ≤ tι for all ι ∈ [1, n]. We can deﬁne two functions X(s) = E
î
|Cji ∩ P | | S = s
ó
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and Y (s) = 1|s|<k. First, since the points are independent and W
j−1
i ⊆ Cji ,
X(s) = |s|+
∑
ι∈[1,n],sι=0
P
î
pι ∈ Cji |p /∈W j−1i
ó
which is increasing. Y is obviously decreasing, so the FKG inequality implies
E [X(S)Y (S)] ≤ E [X(S)]E [Y (S)] = E
î
|Cji ∩ P |
ó
P
î
|W j−1i ∩ P | < k
ó
,
E
î
|Cji ∩ P | | di ≥ j
ó
= E [X(S)Y (S)] /P
î
|W j−1i ∩ P | < k
ó
≤ E
î
|Cji ∩ P |
ó
= O(j).
Now, since P has n points in total, conditioning on the value of di we obtain
E [card (Ci ∩ P )] =
ln2n∑
j=1
E
î
card
Ä
Cji ∩ P
ä
· 1di=j
ó
+E [n · 1di=∞]
≤
ln2n∑
j=1
E
î
card
Ä
Cji ∩ P
ä
· 1di≥j
ó
+E [n · 1di=∞]
=
ln2n∑
j=1
E
î
card
Ä
Cji ∩ P
ä
| di ≥ j
ó
P [di ≥ j] +n · P [di =∞]
=
ln2n∑
j=1
O
Ä
je−Ω(j)
ä
+O
(
ne−Ω(ln
2 n)
)
so each collector Ci contains on average a constant number of elements of P . Lemma 2.2
and Equation (2) imply that E
î
cardH(k)
ó
= O(m).
We now wrap-up the proof of our witness-collector theorem.
Proof of Theorem 2. Since E
î
card
Ä
W ji ∩ P
äó
= Ω(j), there exists some constant c > 0
such that E
î
card
Ä
W ji ∩ P
äó
≥ cj. For j ≥ k+1c , the Chernoﬀ bound of Lemma 2.1 (b) thus
ensures that P
î
card
Ä
W ji ∩ P
ä
< k
ó
is at most e−Ω(j). Bounding that probability from above
by 1 in the cases j < k+1c we get that P
î
card
Ä
W ji ∩ P
ä
< k
ó
is O
Ä
e−Ω(j)
ä
. Statement (i)
then follows readily from Lemma 2.3.
Now consider Statement (ii). We can charge each element of H(1) to an element
of H(k) that contains it. Since each element of H(k) is charged at most k times, we have
cardH(k) ≥ 1k cardH(1). The assumptions ensure that each W 1i contains on average Ω(1)
elements of H(1) and that these elements are distinct. It follows that E
î
cardH(1)
ó
and
E
î
cardH(k)
ó
are Ω(m).
2.3 The Special Case of Convex Hulls
Unless indicated otherwise, in the remainder of this paper the range space (X ,R) considered
is that of half-spaces in Rd. Every element of H(1) belongs to some element of H(k), so the
ﬁrst condition of Theorem 2 (ii) holds for this range space.
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In this setting, the elements of H(k) are also called the k-sets of the point set P . The
bounds that we establish are expressed with O(), Ω() and Θ() in which the multiplicative
constants depend on k; they are therefore valid for any ﬁxed k. For
k ≤ d, any (k− 1)-dimensional face of CH(P ) is a k-set, so the upper
bound of Theorem 2 (i) applies to the size of the convex hull. The
reverse is not true (cf. the ﬁgure on the right) but we remark that
H(1) is exactly the set of vertices of CH(P ) and that every element of
H(1) belongs to an actual (k−1)-dimensional face of CH(P ); the proof
of Statement (ii) of Theorem 2 therefore provides, mutatis mutandis,
a lower bound on the number of (k − 1)-dimensional faces of CH(P ). In the rest of the
paper, we will navigate without further justiﬁcation between the convex hull of a random
point set P and the associated random geometric hypergraph.
2.4 Proofs of Lemmas 2.1 and 2.2
Proof of Lemma 2.1. Let Vi be the indicator function of the event that the i
th point from
P belongs to W . We write V = V1 + . . .+ Vn and let t = E [V ]. Chernoﬀ's bound for lower
tails [15, Theorem 4.5] yields that for any δ ∈ (0, 1)
P [V < (1− δ)t] ≤
Ç
e−δ
(1− δ)1−δ
åt
= e−t(1−(1−δ)(1−ln(1−δ))). (3)
In particular,
P [V = 0] ≤ lim
δ→1
P [V < (1− δ)t] = lim
δ→1
e−t(1−(1−δ)(1−ln(1−δ))) = e−t
which proves2 Statement (a). Moreover, for 1− δ = kt , Equation (3) specializes into
P [V < k] < e−t(1−
k
t (1−ln kt ))
Since x 7→ x(1− lnx) is increasing on (0, 1), for t ≥ k + 1 we have
1− k
t
Å
1− ln k
t
ã
≥ 1− k
k + 1
Å
1− ln k
k + 1
ã
> 0
and Statement (b) follows.
Proof of Lemma 2.2. The statement is a special case of a classical inequality for sums of
random variables [16, Th 2.12]; we give a simple, elementary, proof.
Expanding V k = (
∑n
i=1 Vi)
k we obtain
E
î
V k
ó
=
∑
1≤i1,i2...ik≤n
E [Vi1 · Vi2 . . . Vik ]
=
k∑
`=1
∑
1≤i1,i2...ik≤n
|{i1,i2...ik}|=`
E [Vi1 · Vi2 . . . Vik ] .
2Note that a more elementary proof is possible based on independence and the fact that 1− p ≤ e−p.
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Since the Vi's have values in {0, 1}, for any positive integers a1, a2, . . . at and i1, i2, . . . it
E
î
V a1i1 · V a2i2 . . . V atit
ó
= E [Vi1 · Vi2 . . . Vit ] .
Letting p(`, k) denote the number of ordered partitions of {1, 2, . . . , k} into ` subsets, we
can thus write
E
î
V k
ó
=
k∑
`=1
∑
1≤i1,i2...i`≤n
ia 6=ib if a6=b
p(`, k)E [Vi1 · Vi2 . . . Vi` ] .
Since Vi and Vj are independent if i 6= j the previous identity rewrites as
E
î
V k
ó
=
k∑
`=1
Ü
p(`, k)
∑
1≤i1,i2...i`≤n
ia 6=ib if a6=b
E [Vi1 ] · E [Vi2 ] . . .E [Vi` ]
ê
.
Thus,
E
î
V k
ó
≤
k∑
`=1
Ñ
p(`, k)
∑
1≤i1,i2...i`≤n
E [Vi1 ] · E [Vi2 ] . . .E [Vi` ]
é
and since
∑
1≤j1,j2,...,j`≤n
E [Vj1 ] · E [Vj2 ] . . .E [Vj` ] =
(
n∑
i=1
E [Vi]
)`
= E [V ]`
we ﬁnally obtain that
E
î
V k
ó
≤
k∑
`=1
p(`, k)E [V ]` ≤
(
k∑
`=1
p(`, k)
)
E [V ]k
the last inequality following from the fact that E [V ] ≥ 1.
3 Euclidean Perturbations
We ﬁrst consider the complexity of convex hulls of points perturbed under Euclidean per-
turbations.
Terminology and Notations. We denote by ρB the ball of radius ρ centered at the origin
of Rd. Given X ⊂ Rd we denote by volk(X) its k-dimensional volume and by ∂X its
boundary. We say that two half-spaces are parallel if they have the same inner normal. The
intersection depth of a half-space W and a ball p+ δB is δ − d¯(p,W ), where d¯(p,W ) is the
signed distance of p to ∂W (positive if and only if p /∈W ).
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3.1 Preliminaries: Ball/Half-space Intersection
We denote by f(t, δ) the volume of the intersection of p + δB with
a half-space that intersects it with depth t. Note that t 7→ f(t, δ) is
increasing on [0, 2δ] for any ﬁxed δ.
Claim 3.1. For any λ ≥ 1 and any t ≥ 0, f(λt, δ) ≤ λ d+12 f(t, δ).
t
δ
Wf(t, δ)
p
Proof. First assume that λt ≤ 2δ. Let νd−1 denote the volume of a (d− 1)-dimensional ball
of radius 1. By integrating along the direction of the inner normal to the half-space, we ﬁnd
f(λt, δ) = νd−1
λt∫
0
Ä
2xδ − x2
ä d−1
2 dx = νd−1
t∫
0
λ
d−1
2
Ä
2xδ − λx2
ä d−1
2 λdx
≤ νd−1
t∫
0
λ
d+1
2
Ä
2xδ − x2
ä d−1
2 dx = λ
d+1
2 f(t, δ)
which proves the claim. The case λt > 2δ then follows easily:
f(λt, δ) = vold (δB) = f
Å
2δ
t
t, δ
ã
≤
Å
2δ
t
ã d+1
2
f(t, δ) ≤ λ d+12 f(t, δ).
Claim 3.2. For t ∈ [0, δ], f(t, δ) = Θ
(
t
d+1
2 δ
d−1
2
)
.
ν
t cone
cylinder
δB
W
Proof. Let W be a half-space that intersects δB with depth t and
let ν = (∂W ) ∩ δB. The region W ∩ δB is sandwiched between a
cone and a right cylinder with heights t and bases ν, with respective
volumes t vold−1(ν)/d and t vold−1(ν). Since ν is a ball of radius r,
with r2 = δ2 − (δ − t)2 = 2tδ − t2, it has (d− 1)-dimensional volume
Θ
(
(tδ)
d−1
2
)
and the claim follows.
3.2 Witness-Collector Construction
Our systems of witnesses and collectors for Euclidean perturbations are based on the con-
struction summarized in the following ﬁgure.
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h1
h4
h2
∂ρB
W21
H2
ρB
Cji
Hi
W ji
H3
ranges in Ri
normals to H1
W 11
W41
W31
Denition. Our construction is parameterized by a radius ρ, usually chosen so that the
perturbed point set remains inside ρB, and a sequence of positive reals h1 < h2 < . . . < h`.
We say that a family of spherical caps covering ∂(ρB) is an economic cover if halving the
radius of each cap produces a family of pairwise disjoint spherical caps. We extend this
notion and say that a family of halfspaces is an economic cover of ∂(ρB) if the spherical
caps they cut out form an economic cover.
Claim 3.3. For any h1 < ρ there exists an economic cover of ∂(ρB) by Θ
(
(ρ/h1)
d−1
2
)
half-spaces of intersection depth h1 with ρB.
Proof. IfH is a hyperplane at depth h1, thenH∩∂(ρB) will be called a big cap and halving its
geodesic radius yields a small cap of radius r = ρ2 arccos(1− h1ρ ) = Θ
(√
h1ρ
)
. Consider now
a maximal family of disjoint small caps of radius r and call Hi, 1 ≤ i ≤ m the corresponding
half-spaces, it is clear that those half-spaces cover ∂(ρB), and thus form an economic cover,
since a point of ∂(ρB) at distance more than r from all small caps contradicts the maximality
and a point at distance less than r from one smal cap will be covered by the corresponding
half-space. Then a simple argument of volume gives
vold−1(∂(ρB))
vold−1(∂(ρB) ∩Hi) ≤ m ≤
vold−1(∂(ρB))
vold−1(∂(ρB) ∩H‖i )
and proves the statement.
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Now, let H1, H2, . . . Hm be an economic cover of ∂(ρB) by half-spaces of intersection depth
h1 with ρB; if h1 ≥ ρ then m = 2 suﬃces, otherwise m = Θ
(
(ρ/h1)
d−1
2
)
by Lemma 3.3.
We deﬁne the range Ri as the set of half-spaces whose inner normal is parallel to a vector
from the origin to a point of Hi ∩ ∂(ρB). We deﬁne W ji as the intersection of ρB with the
half-space parallel to Hi and with intersection depth hj with ρB. We deﬁne C
j
i as the union
of the half-spaces of Ri that do not contain W
j
i .
Lemma 3.4. R1 ∪R2 ∪ . . .∪Rm covers the set of half-spaces in Rd and {(W ji , Cji )}1≤i≤m
1≤j≤`
is
a system of witnesses and collectors for that covering. Moreover, a constant fraction of the
W 1i are pairwise disjoint.
Proof. As seen in the proof of Claim 3.3, the Ri cover the set of all half-spaces and the deﬁ-
nition readily ensures Condition (a). The monotonicity of the hi implies that Condition (b)
is also satisﬁed. Let x ∈ W ji . If x 6∈ ∂Hi, then let H denote the half-space parallel to Hi
with x on its boundary. If x ∈ ∂Hi, we have to tilt the plane slightly: let H be a half
space in Ri with x on its boundary but not parallel to H. In both cases H is in Ri and
does not contain W ji and thus x ∈ H ⊂ W ji and Condition (c) holds. We can extract a
maximal family I ⊆ {1, 2, . . . ,m} such that the {W 1i }i∈I are pairwise disjoint. The proof of
Claim 3.3, changing h1 into 4h1 proves that card I = Ω(m).
In our analysis we will need some control over the intersection of Cji with ρB:
Claim 3.5. Cji ∩ ρB is contained in a half-space parallel to Hi with intersection depth at
most 9hj with ρB.
Proof. For any half-space H, the region H ∩ ρB is the convex hull of H ∩ ∂ρB. It follows
that H ∈ Ri does not contain W ji if and only if H ∩ ∂ρB does not contain W ji ∩ ∂ρB. This
implies that for any H ∈ Ri the spherical cap H ∩ ∂ρB is contained in a cap with same
center as W ji ∩ ∂ρB and three times its radius. A half-space cutting out a cap of radius
rx in ∂ρB intersects ρB with depth hx = ρ
Ä
1− cos rxρ
ä
. Tripling the radius of a cap thus
multiplies the depth of intersection by
1−cos 3 rx
ρ
1−cos rx
ρ
< 9, and the statement follows.
Claim 3.6. If E
[
card
(
W 1i ∩ P
)]
= Ω(1) then E
î
card
Ä
W 1i ∩H(1)
äó
= Ω(1)
Proof. If W 1i ∩P is non-empty then W 1i contains the point of P extreme in direction ~ui and
W 1i ∩H(1) is therefore non-empty. We thus have
E
î
card
Ä
W 1i ∩H(1)
äó
≥ P
î
W ji ∩H(1) 6= ∅
ó
≥ P
î
W 1i ∩ P 6= ∅
ó
≥ 1−e−E[card(W 1i ∩P)] = Ω(1),
the last inequality following from the Chernoﬀ bound of Lemma 2.1 (a).
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3.3 Warm-up: Average-Case Analysis Made Easy
As a ﬁrst example, let us use a system of witnesses and collectors to give a short3 proof of
a classical result of Raynaud.
Theorem 3 (Raynaud [17]). Let P = {p1, p2, . . . , pn} be a set of random points uniformly
and independently distributed in a ball of Rd. For any ﬁxed k, the expected number of
k−dimensional faces of the convex hull of P is Θ
(
n
d−1
d+1
)
.
Proof. The problem is invariant under scaling, so we can choose the ball to be B. We use our
construction of Section 3.2 with ρ = 1. Using Claim 3.2, we ﬁnd that setting hj = (j/n)
2
d+1
yields
E
î
card
Ä
W ji ∩ P
äó
= n
f(hj , 1)
vol (B)
= Θ(j).
Claim 3.3 gives m = Θ
(
(ρ/h1)
d−1
2
)
= Θ
(
n
d−1
d+1
)
. With Claims 3.1 and 3.5 this implies
E
î
card
Ä
Cji ∩ P
äó
≤ n O
Ç
f(hj , 1)
vol (B)
å
= O(j)
so E [card CH(P )] = O
(
n
d−1
d+1
)
by Theorem 2 (i). Moreover, a constant fraction of theW 1i are
pairwise disjoint, and Claim 3.6 ensures that E
î
card
Ä
W 1i ∩H(1)
äó
= Ω(1); Theorem 2 (ii)
thus implies that E [card CH(P )] = Ω
(
n
d−1
d+1
)
.
3.4 Upper Bounds on the Smoothed Complexity
We now bound from above S (n,UδB), using various arguments whose eﬀectiveness varies
with the value of δ.
Charging Argument. Our ﬁrst smoothed complexity bound relies on a charging argument
between the witness and the collector that form a pair. Let P ∗ be some point set of diameter
at most 1 in Rd. Without loss of generality we assume that P ∗ is contained in B, and use a
system of witnesses and collectors similar to the one presented in Section 3.2 with ρ = 1+ δ.
We make an important change, though: the depth of intersection of each witness
W ji depends on i, and is adapted to P
∗. We start with an economic cover H1, H2, . . . ,Hm
of ∂(ρB) by half-spaces that cut out spherical caps of radius r = δn−
2
d+1 on ∂(ρB). The
intersection depth of these planes with ρB is Θ
(Ä
r
1+δ
ä2)
, so Claim 3.3 yields
m=O
Ç
n2−
4
d+1 (1 + δ)
d−1
2
Å
1 +
1
δ
ã(d−1)å
.
For i = 1, 2, . . . ,m and j = 1, 2, . . . , dln2 ne we deﬁne:
3Raynaud's original argument was more than 7 pages long, still leaving substantial computations to the
reader.
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• Ri as the set of half-spaces whose inner normal is parallel to a vector from the origin
to a point of Hi ∩ ∂(ρB),
• W ji as the intersection of ρB with a half-space parallel to Hi positioned so that
E
î
W ji ∩ P
ó
= j,
• Cji as the union of the half-spaces of Ri that do not contain W ji .
The proof of Lemma 3.4 readily implies that {(W ji , Cji )}1≤i≤m
1≤j≤`
is a system of witnesses and
collectors for the covering of the set of half-spaces in Rd by R1 ∪ R2 ∪ . . . ∪ Rm. To apply
Theorem 2 (i) it remains to control the expected number of points of P in the collectors.
Claim 3.7. If n ≥ 2 d+12 then for any perturbed point p ∈ P ,
P
î
p ∈ Cji
ó
= O
Å
1
n
+ P
î
p ∈W ji
óã
.
Proof. Let p∗ ∈ P ∗ and p its perturbed copy. We ﬁx some indices 1 ≤ i ≤ m and 1 ≤ j ≤
dln2 ne and write w = P
î
p ∈W ji
ó
and c = P
î
p ∈ Cji
ó
.
p∗
~ui
h
W ji
~̂ui~ui+1
r
~̂ui~ui+1
r
≤ 2+2δ
≤ 2rh
1+δ
C˜ji
(1 + δ)B
hw
Sci
Refer to the ﬁgure above and let C˜ji be the halfspace with normal ~ui containing C
j
i ∩(1+δ)B
and with minimal intersection depth with (1 + δ)B. Let h denote the diﬀerence of the
intersection depth of the half space cutting out W ji and C˜
j
i with (1 + δ)B and hw denote
the intersection depth at which W ji intersects B(p
∗, δ). Observe that C˜ji intersects B(p
∗, δ)
with depth at most hw + h. Since the diameter of C˜
j
i ∩ P is at most 2 + 2δ, considerations
on similar triangles show that h ≤ 2r. If hw ≤ 2r then we obtain the ﬁrst part of the
announced bound on c:
c ≤ f(2r + h, δ)
f(2δ, δ)
≤ f(4δn
− 2
d+1 , δ)
f(2δ, δ)
=
f(4n−
2
d+1 , 1)
f(2, 1)
=
1
f(2, 1)
4n
− 2
d+1∫
0
Ä
2x− x2
ä d−1
2 dx
≤ 1
f(2, 1)
4n
− 2
d+1∫
0
(2x)
d−1
2 dx = O
Å
1
n
ã
.
If hw > 2r then we can assume that c > 2w, as otherwise the claim holds trivially. In
particular hw ≤ δ. Since h ≤ 2r = 2n−
2
d+1 , the hypothesis n ≥ 2 d+12 ensures h < δ and the
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depths of intersection of both W ji and C˜
j
i are in the interval [0, 2δ]. We then have
c ≤ f(hw + h, δ)
f(2δ, δ)
=
f
ÄÄ
1 + hhw
ä
hw, δ
ä
f(2δ, δ)
≤
Å
1 +
h
hw
ã d+1
2
w ≤ 2 d+12 w,
the last inequality coming from hw > 2r ≥ h.
Claim 3.7 implies that, for n bigger than the constant 2
d+1
2 ,
E
î
card
Ä
Cji ∩ P
äó
= O
Ä
1 + E
î
card
Ä
W ji ∩ P
äóä
= O(j)
and Theorem 2 (i) provides the following bound:
Proposition 4. S (n,UδB) = O
(
n2
d−1
d+1 δ
d−1
2 + n2
d−1
d+1 δ−(d−1)
)
.
Large Perturbations. As δ → ∞ the bound of Proposition 4 does not tend to Θ
(
n
d−1
d+1
)
,
the average-case complexity bound. We thus complement it by a variation on the same
system of witnesses and collectors better suited for the analysis of large perturbations.
Lemma 3.8. For δ ≥ 3n 2d+1 we have S(n,UδB) = Θ
(
n
d−1
d+1
)
.
Proof. We again assume, without loss of generality, that P ∗ is contained in B and use the
construction of Section 3.2 with ρ = 1 + δ and hj = (1 + δ)
Ä
j
n
ä 2
d+1 . By Claim 3.3 we have
m = Θ ((1 + δ)/h1)
d−1
2 = Θ
(
n
d−1
d+1
)
.
For any point p∗ in B, we have
f(hj − 2, δ)
vol (δB)
≤ P
î
p ∈W ji
ó
≤ f(hj , δ)
vol (δB)
r
δ
hj
hj − 2r
Since hj ≥ 3, Claims 3.1 and 3.2 imply that P
î
p ∈W ji
ó
= Θ( jn). By Claims 3.1 and 3.5 we
get P
î
p ∈ Cji
ó
= Θ( jn) as well, so Theorem 2 (i) applies. A constant fraction of the W
1
i are
pairwise disjoint, by Lemma 3.4, and E
[
card
(
W 1i ∩ P
)]
= Ω(1). Using Claim 3.6, it follows
that Theorem 2 (ii) also applies, and E
î
cardH(k)
ó
= Θ(m) = Θ
(
n
d−1
d+1
)
.
Smoothed Number of Faces. Combining Proposition 4 and Lemma 3.8 we obtain the
following upper bound on the smoothed number of faces of any dimension:
Theorem 5.
Range of δ
[
0, n
2
d+1
− 1
d−1b d2c] [n 2d+1− 1d−1b d2c, 1] [1, 3n 2d+1 ] [3n 2d+1 ,+∞)
S(n,UδB) O
(
nb d2c
)
O
(
n2
d−1
d+1 δ−(d−1)
)
O
(
n2
d−1
d+1 δ
d−1
2
)
Θ
(
n
d−1
d+1
)
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In dimension 2, a Euclidean noise of amplitude above n−1/3 suﬃces to guarantee an expected
sub-linear complexity. In dimension 3, the second bound is uninteresting as it exceeds the
worst-case bound. In dimension d, a Euclidean noise of amplitude above n−4/(d2−1) suﬃces
to guarantee an expected sub-quadratic complexity.
Smoothed Number of Vertices. The bounds of Theorem 5 may be improved by a rescaling
argument like the one used by Damerow and Sohler [7]: splitting the input into small cells and
accounting separately for the contribution of each cell using a scaled version of Lemma 3.8.
This only applies to the number of vertices, as a face of dimension 1 or more may involve
perturbation of points coming from more than one cell.
Corollary 6. For any d, E
î
cardH(1)
ó
= O
Å
n
d−1
d+1 + δ−
2d
d+1n
1+2 d−1
(d+1)2
ã
, and for d = 2 we
have:
Range of δ [0, 1√
n
] [ 1√
n
, 1] [1, n
10
33 ] [n
10
33 , n
2
3 ] [n
2
3 ,+∞]
S(n,UδB) O(n) O
Å
δ−
2
3n
2
3
ã
O
(
n
2
3
√
δ
)
O
(
δ−
4
3n
11
9
)
O
Ä
n1/3
ä
Proof. We continue to assume that P ∗ ⊂ B and we cover B with m′ = Θ(1 + r−d) disjoint
domains of diameter at most r = 13δn
− 2
d+1 . We partition P ∗ into P ∗1 ∪ P ∗2 ∪ . . . ∪ P ∗m′ by
taking its intersection with each of the domains; we let Pi denote the perturbation of P
∗
i
and ni = cardPi. Every vertex of CH(P ) is a vertex of some CH(Pi), and we can apply
Lemma 3.8 to bound the number of vertices of CH(Pi) from above by ni
d−1
d+1 . If m′ > 1, the
sum is maximized when ni =
n
m′ for every i; this bounds the number of vertices of CH(P )
from above by
m′O
Å( n
m′
) d−1
d+1
ã
= O
(Å(
δn−
2
d+1
)−dã 2d+1
n
d−1
d+1
)
= O
Å
δ−
2d
d+1n
4d
(d+1)2
+ d−1
d+1
ã
= O
Å
δ−
2d
d+1n
1+2 d−1
(d+1)2
ã
.
This proves the ﬁrst statement. For the second statement, in two dimensions, we proceed
diﬀerently in each regime:
δ ≤ 1√
n
. In this case, the worst-case bound is used.
1 ≤ δ ≤ n10/33. This case is solved using Proposition 4.
n2/3 ≤ δ. Here, Lemma 3.8 yields the result.
n10/33 ≤ δ ≤ n2/3. This case is handled through the ﬁrst statement of the present corollary.
1√
n
≤ δ ≤ 1. For the remaining case, we apply the same partitioning idea, but using Propo-
sition 4 instead of Lemma 3.8 as an upper bound for one cell. Namely, considering a
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partitioning induced by covering cells of size δ, we get sets P ∗i whose convex hull has
size n
2
3
i . Summing on the
1
δ2
cells and using the concavity of x 7→ x 23 , we have
O(δ−2)∑
i=1
n
2
3
i = O
Å
δ−2(δ2n)
2
3
ã
= O
Å
(nδ )
2
3
ã
3.5 Lower Bound: Points in Convex Position
We ﬁnally analyze the expected complexity of Euclidean perturbations of some particular
point conﬁguration: points in convex position that are nicely spread out; more precisely,
we take P ∗ to be an (ε, κ)-sample of a sphere with ﬁxed radius, ie. a sample such that any
ball of radius ε centered on the sphere contains between 1 and κ points of the sample.
Our motivation for studying this class of conﬁgurations is that they are natural
candidates to realize the smoothed complexity of convex hulls in 2 and 3 dimensions and
therefore provide an interesting lower bound. In light of Theorem 2 (ii), setting up the
witnesses W 1i is enough to obtain a lower bound on the expected size of the convex hull; we
give a complete analysis since at this stage it comes easily and makes it clear that the lower
bound obtained by our choice of W 1i is sharp for these conﬁgurations.
Theorem 7. Let P ∗ = {p∗i : 1 ≤ i ≤ n} be an
(
Θ
(
n
1
1−d
)
,Θ(1)
)
-sample of the unit
sphere in Rd and let P = {pi = p∗i + ηi} where η1, η2, . . . , ηn are random variables chosen
independently from UδB. For any ﬁxed k, E
î
cardH(k)
ó
is
Range of δ [0, n
2
1−d ] [n
2
1−d , 1] [1, n
2
d+1 ] [n
2
d+1 ,+∞)
E
î
cardH(k)
ó
Θ(n) Θ
Å
n
d−1
2d δ
1−d2
4d
ã
Θ
Å
n
d−1
2d δ
(1−d)2
4d
ã
Θ
(
n
d−1
d+1
)
The last bound corresponds to the average-case behaviour which applies for δ suﬃ-
ciently large, as follows from Lemma 3.8. We thus only have to analyze the range δ ≤ n 2d+1 .
Note that the ﬁrst bound merely reﬂects that a point remains extreme when the noise is
small compared to the distance to the nearest hyperplane spanned by points in its vicinity,
and that the bounds reveal that as the amplitude of the perturbation increases, the expected
size of the convex hull does not vary monotonically (see Figures 2a and 2c): the lowest ex-
pected complexity is achieved by applying a noise of amplitude roughly the diameter of the
initial conﬁguration.
The following claim will be useful to position the witnesses and control the collectors.
Claim 3.9. Under the assumptions of Theorem 7, let j ≤ ln2 n, let H be a half-space such
that E [card (H ∩ P )] = Θ(j) and let h denote its depth of intersection with (1 + δ)B.
(i) If δ = O
Ä
j
n
ä 2
d−1 then h = Θ
ÅÄ
j
n
ä 2
d−1
ã
and if Ω
Ä
j
n
ä 2
d−1 ≤ δ ≤ O
(
n
2
d+1
)
then h = Θ
ÅÄ
j
n
ä 1
d δ
d+1
2d
ã
.
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(ii) If H ′ is a half-space that intersects (1 + δ)B with depth 9h then
E
[
card
(
H ′ ∩ P )] = O(E [card (H ∩ P )]).
Proof. The region S ⊆ ∂B in which we can center a ball of radius δ that intersects H is
the intersection of ∂B with a half-space parallel to H and that intersects it with depth
h; S is thus a spherical cap of B of radius
√
2h− h2 = Θ
Ä√
h
ä
and (d − 1)-dimensional
area Θ
(
h
d−1
2
)
. By the sampling condition in the deﬁnition of P ∗, each ball of radius n
1
1−d
centered on ∂B contains Θ(1) points of P ∗. In total there are thus Θ
(
nh
d−1
2
)
points p∗ ∈ P ∗
such that (p∗+ δB)∩H 6= ∅. For the rest of this proof call these points relevant. How much
a relevant point contributes to E [cardH ∩ P ] depends on how h compares to δ.
If h ≤ δ then H intersects any ball p∗ + δB with depth at most δ, and Claim 3.2
bounds the contribution of any relevant point p∗ to E [cardH ∩ P ] by
vol (H ∩ (p∗ + δB))
vol (δB)
≤ f(h, δ)
f(2δ, δ)
= O
(
h
d+1
2 δ
d−1
2
δd
)
= O
ÑÅ
h
δ
ã d+1
2
é
.
Shrinking h by a factor two, we obtain that a constant fraction (depending only on d) of
the relevant points contribute for at least f(h/2,δ)f(2δ,δ) = Ω
ÅÄ
h
δ
ä d+1
2
ã
to E [card (H ∩ P )], hence
Θ(j) = E [card (H ∩ P )] = Θ
Ñ
nh
d−1
2
Å
h
δ
ã d+1
2
é
= Θ
(
nδ−
d+1
2 hd
)
and h = Θ
ÅÄ
j
n
ä 1
d δ
d+1
2d
ã
. The condition h ≤ δ thus amounts to δ = Ω
ÅÄ
j
n
ä 2
d−1
ã
, giving the
second regime.
If h > δ then a constant fraction of the relevant points p∗ are such that H intersects
p∗ + δB with depth at least δ/2, thus containing a constant fraction of each of these balls
(and the rest of the relevant points contribute less). It follows that Θ(j) = Θ
(
nh
d−1
2
)
and
h = Θ
ÅÄ
j
n
ä 2
d−1
ã
. The condition h > δ amounts to δ = O
ÅÄ
j
n
ä 2
d−1
ã
, giving the ﬁrst regime.
Observe that in either case, the number of points in H ∩ P depends polynomially
on h. Thus, multiplying the depth by 9 multiplies the expected number of points by a
constant (depending only on d) and statement (ii) follows.
Proof of Theorem 7. We use our construction of Section 3.2 with ρ = 1 + δ. We ﬁx hj such
that each W ji contains Θ(j) points of P ; the values of hj are given by Claim 3.9(i). By
Claim 3.5, Cji is contained in a half-space that intersects (1 + δ)B with depth at most 9hj .
Claim 3.9(ii) thus ensures that
E
î
card
Ä
Cji ∩ P
äó
= O
Ä
E
î
card
Ä
W ji ∩ P
äóä
= O(j)
and we can apply Theorem 2 (i). Lemma 3.4 and Claim 3.6 further guarantee that we can
apply Theorem 2 (ii). By Claim 3.3, m = Θ
ÅÄ
1+δ
h1
ä d−1
2
ã
and we have three regimes.
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If δ = O
Ä
1
n
ä 2
d−1 then Claim 3.9(i) yields h1 = Θ
ÅÄ
1
n
ä 2
d−1
ã
and
m = Θ
ÑÅ
1 + δ
h1
ã d−1
2
é
= Θ
ÜÖ
1Ä
1
n
ä 2
d−1
è d−1
2
ê
= Θ (n) .
If Ω
Ä
j
n
ä 2
d−1 ≤ δ ≤ O
(
n
2
d+1
)
then Claim 3.9(i) yields h1 = Θ
ÅÄ
1
n
ä 1
d δ
d+1
2d
ã
. If δ ≤ 1 then
m = Θ
ÑÅ
1 + δ
h1
ã d−1
2
é
= Θ
ÜÖ
1Ä
1
n
ä 1
d δ
d+1
2d
è d−1
2
ê
= Θ
Å
n
d−1
2d δ
1−d2
4d
ã
and if δ ≥ 1 then
m = Θ
ÑÅ
1 + δ
h1
ã d−1
2
é
= Θ
ÜÖ
δÄ
1
n
ä 1
d δ
d+1
2d
è d−1
2
ê
= Θ
Å
n
d−1
2d δ
(1−d)2
4d
ã
Up to multiplicative constants, the boundaries between the regimes can be set as in the
statement of the theorem.
4 Gaussian Perturbation
The Gaussian model raises two diﬃculties compared to the Euclidean model: the compu-
tations are more technical and the fact that the perturbations have non-compact support
requires to adapt the witness-collector construction. We expect some of the results to extend
to arbitrary dimension mutatis mutandis, but for the sake of the presentation only spell out
the analysis in the two-dimensional case.
4.1 Preliminaries
Recall that if X ∼ N (µ, σ2) then for any t ≥ 0 we have P [X ≥ µ+ tσ] = Q(t), where Q is
the tail probability of the standard Gaussian distribution:
Q(x)
x0
1
2
1
∀x ∈ R, Q(x) = 1√
2pi
∫ ∞
x
e−
t2
2 dt.
The solution to the functional equation f(x)ef(x) = x is
called the Lambert function W0 [6, Equation (3.1)]. For
x ≥ 0 the deﬁnition ofW0 (x) is non-ambiguous and satisﬁes
∀x ≥ 1.01, W0 (x) = Θ (lnx) . (4)
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This essentially follows from [6, Equations (4.6) and (4.9)]; note that the constant 1.01 is
arbitrary and any constant strictly larger than 1 would do (the constants in the Θ() would
change but we do not care). The following inequalities will be useful:
Lemma 4.1.
(i) For x > 0,
e−
x2
2
x+ 1x
<
√
2piQ(x) <
e−
x2
2
x
.
(ii) For x > 1/4, Q
Å
x+
1
x
ã
= Θ (Q(x)).
(iii)

(a)
n∑
i=0
e−i
2x = O
Ç
1 +
1√
x
å
(b) For any constant γ > 0, for x > γ
n2
,
n∑
i=0
e−i
2x = Ω
Ç
1√
x
å
(c) For any constant γ > 0, for x < γ
n2
,
n∑
i=0
e−i
2x = Ω (n)
Proof. The upper bound of statement (i) comes from
Q(x) =
∫ ∞
x
1√
2pi
e−
t2
2 dt <
∫ ∞
x
t√
2pix
e−
t2
2 dt =
∫ ∞
x2
2
e−t
x
√
2pi
dt =
1√
2pix
e−
x2
2
and the lower bound comes from the fact thatÅ
1 +
1
x2
ã
Q(x) =
∫ ∞
x
Å
1 +
1
x2
ã
1√
2pi
e−
t2
2 dt >
∫ ∞
x
Å
1 +
1
t2
ã
1√
2pi
e−
t2
2 dt =
e−
x2
2
x
√
2pi
.
Now, for statement (ii), we have Q(x) ≥ Q(x+ 1x) since Q is a decreasing function.
Moreover, from statement (i) we have
√
2piQ(x+ 1x) >
x+ 1x
1 +
Ä
x+ 1x
ä2 e−(x+ 1x)22
=
Ç
x4 + x2
x4 + 3x2 + 1
e−1−
1
2x2
åÑ
e−
x2
2
x
é
>
Ç
x4 + x2
x4 + 3x2 + 1
e−1−
1
2x2
å√
2piQ(x)
Statement (ii) then follows from noting that the image of [1/4,+∞) under the function
x 7→ x4+x2
x4+3x2+1
e−1−
1
2x2 is contained in some closed interval of (0,+∞).
The proof of Statements (iii-a) and (iii-b) follows from a standard comparison be-
tween series and integrals:
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if x > γ
n2
,
n∑
i=0
e−i
2x ≥
∫ n+1
0
e−t
2xdt ≥
∫ n√x
0
e−u
2 du√
x
≥
∫√γ
0 e
−u2du√
x
≥ Ω
Ç
1√
x
å
and for any x > 0,
e−
t2
10
0
1
1 2 3 4 5 6
n∑
i=0
e−i
2x ≤ 1 +
∫ n
0
e−t
2xdt ≤ 1 +
∫ n√x
0
e−u
2 du√
x
≤ 1 +
∫ ∞
0
e−u
2 du√
x
= O
Ç
1 +
1√
x
å
.
Statement (iii-c) is trivial since, when x < γ
n2
,
∑n
i=0 e
−i2x ≥ n · e−γ = Ω (n).
4.2 Witness-Collector Construction
One Witness-Collector Pair. The witness-collectors pairs that we use to analyze Gaussian
perturbations are based on the following basic construction. Let w, h and α be positive
reals and ~u some vector in the plane.
- We deﬁne R(~u, α) as the set of half-planes
whose inner normal makes an angle at
most α2 with ~u.
- We deﬁne W (w, h, ~u) as the semi-inﬁnite
half strip with axis of symmetry O + R~u,
with width w and distance h to the origin.
To save breath we deﬁne the height of a
semi-inﬁnite half strip as its distance to the
origin  so W (w, h, ~u) has height h.
- We deﬁne C(w, h, ~u, α) as the union of the
half-planes in R(~u, α) that do not contain
W (w, h, ~u).
C(w, h, ~u, α)
α
~u
h
W (w, h, ~u)
w
H+ H−
O
The following more explicit description of C(w, h, ~u, α) will be convenient:
Claim 4.2. C(w, h, ~u, α) = H− ∪ H+ where H− and H+ are the half-planes whose inner
normals make an angle of ±α2 with ~u, that contain W (w, h, ~u) and have one of the corners
of W (w, h, ~u) on their boundary.
Proof. This follows from observing that any halfplane in R(~u, α) that does not contain
W (w, h, ~u) is included in H− ∪H+ and that H+ (resp. H−) is the union of the halfplanes
not containing W (w, h, ~u) with normal making an angle of α2 (resp. −α2 ) with ~u.
This construction has the following properties:
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(a') Any halfplane whose inner normal makes an angle at most α2 with ~u containsW (w, h, ~u)
or is contained in C(w, h, ~u, α).
(b') If hj ≥ hj+1 and wj ≤ wj+1 then W (wj , hj , ~u) ⊆W (wj+1, hj+1, ~u).
(c') W (w, h, ~u) ⊆ C(w, h, ~u, α).
Families of pairs (W (w, h, ~u), C(w, h, ~u, α)) therefore combine easily into systems of wit-
nesses and collectors. We will control the expected number of points in a witness by setting
w and h adequately and tune α accordingly thanks to the next fact. We say that a point
p∗ is in the slab of W (w, h, ~u) if the ray p∗ + R+~u intersects W (w, h, ~u).
Claim 4.3. Let ~u be arbitrary and let ~v denote a unit vector orthogonal to ~u. If p∗ ∈ R2 is
in the slab of W (w, h, ~u) and outside the interior of C(w, h, ~u, α) then
d(p∗, C(w, h, ~u, α)) = d(p∗,W (w, h, ~u)) cos
α
2
−
Å
w
2
+ |−−→Op∗ · ~v|
ã
sin
α
2
.
Proof. Let H denote the half-plane contained in C(w, h, ~u, α) and whose distance to p∗ is
minimal. Let q∗ and r∗ denote respectively the orthogonal projections of p∗ on W (w, h, ~u)
and C(w, h, ~u, α). Let s∗ denote the intersection of p∗q∗ with the boundary of H.
p∗
α
2
α
2
H
W (w, h, ~u)
w
2
q∗
r∗ s∗
~u
~vO
The assumptions ensure that
|p∗q∗| = d(p∗,W (w, h, ~u))
and
|p∗r∗| = d(p∗, C(w, h, ~u, α)).
With ~v ∈ S1, ~v ⊥ ~u, we have
|q∗s∗| =
Å
w
2
+ |−−→Op∗ · ~v|
ã
tan
α
2
and |p∗r∗| = |p∗s∗| cos α
2
= (|p∗q∗| − |q∗s∗|) cos α
2
and the statement follows.
System of Witnesses and Collectors. Our construction is parameterized by some positive
real α and two sequences of positive reals h1 > h2 > · · · > h` and w1 ≤ w2 ≤ · · · ≤ w`.
We choose an economic cover of ∂B by half-planes H1, H2, . . . ,Hm each intersecting ∂B in
a circular arc of angle α; we let ~ui denote the center of Hi ∩ ∂B and note that m = Θ
Ä
1
α
ä
.
We deﬁne Ri as the set of half-planes whose inner normal is parallel to a vector from the
origin to a point of Hi ∩ ∂B and let
W ji = W (wj , hj , ~ui) and C
j
i = C(wj , hj , ~ui, α).
Lemma 4.4. R1 ∪ R2 ∪ . . . ∪ Rm covers the set of half-planes and {(W ji , Cji )}1≤i≤m
1≤j≤`
is a
system of witnesses and collectors for that covering. Moreover, some Ω
Ä
h1
w1
ä
of the W 1i are
pairwise disjoint.
JoCG 7(2), 101–144, 2016 128
Journal of Computational Geometry jocg.org
Proof. The deﬁnition readily ensures that the union of the Ri is the set of all half-planes and
that Condition (a) holds. The monotonicity of the hi and the wi implies that Condition (b)
is also satisﬁed. Claim 4.2 implies that each W ji is contained in the corresponding C
j
i , so
Condition (c) holds. Each W 1i is contained in a wedge with apex the origin and opening
angle Θ
Ä
w1
h1
ä
. Some Ω
Ä
h1
w1
ä
of these wedges are disjoint (except in the origin), so the
corresponding W 1i 's are pairwise disjoint.
4.3 Warm-up: Gaussian Polygons Made Easy
To illustrate our construction, we revisit the classical problem of computing the expected
number of faces of the convex hull from a Gaussian distribution:
Theorem 8 (Rényi and Sulanke [19]). Let P = {p1, p2, . . . , pn} be a set of random points
chosen independently from N (0, I2). The expected number of vertices of the convex hull of
P is Θ
Ä√
lnn
ä
.
Proof. We use the construction of Section 4.2 with ` = ln2 n and the values of α, wj and hj
set to:
α =
1
h1
= Θ
Ç
1√
lnn
å
,
wj = 2,
hj =
√
W0
Ç
n2
j2
å
.
Lemma 4.4 ensures that we obtain a system of witnesses and collectors, so it only remains
to analyze the expected number of points in W ji and C
j
i . We complete each vector ~ui into a
direct, orthonormal frame (O,~vi, ~ui); in that frame, the coordinates of any point p ∈ P write
(xi, yi) where xi, yi are independent random variables chosen from N (0, 1). The probability
for p to be in W ji therefore writes
P
î
p ∈W ji
ó
= P [yi > hj ]P [|xi| < 1] = Θ (Q(hj)) .
Lemma 4.1 (i) yields Q(x) = Θ
Å
1
xe
−x2
2
ã
for x > 1 so, since j ≤ ln2 n,
Q(hj) = Θ
Ö
e
− 1
2
W0
Ä
n2
j2
ä
√
W0
Ä
n2
j2
ä è = Θá 1 
W0
Ä
n2
j2
ä
e
W0
Ä
n2
j2
äë = ΘÅ jnã (5)
and E
î
card
Ä
W ji ∩ P
äó
= nΘ (Q(hj)) = Θ(j). Since for n ≥ 3, α < 1√W0(32) <
pi
4 , tan
α
2 <
0.5 and
2hj
wj
≥ 2h`wj =
√
W0
Ä
n2
ln4 n
ä
≥ 1. This means that tan α2 <
2hj
wj
, so the origin is not
in Cji . By Claims 4.2 and 4.3, C
j
i is contained in the union of two half-planes with height
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h˜j = hj cos
α
2 − sin α2 = hj −O (α). Thus,
E
î
card
Ä
Cji ∩ P
äó
≤ 2nQ
Ä
h˜j
ä
= 2 (nQ (hj))
Ñ
Q
Ä
h˜j
ä
Q (hj)
é
We already observed that nQ (hj) = Θ(j). By Lemma 4.1 (i) we have
Q
Ä
h˜j
ä
Q (hj)
=
e
− 1
2
Ä
h˜j
2−h2j
ä
hj
h˜j
=
hj
h˜j
eO(hjα+α
2)
and with Equation (4) we ﬁnally obtain
E
î
card
Ä
Cji ∩ P
äó
= O
Ä
jeO(hjα)
ä
= O
(
je
O
(»
1− ln j
lnn
))
= O(j),
and Property (b') holds. Theorem 2 (i) then yields that E
î
cardH(1)
ó
= O(m) = O(
√
lnn).
Let Hi denote the halfplane with same height and inner normal as W
1
i and p~ui be
the point of P extremal in direction ~ui. By construction p~ui belongs to H(1), thus
E
î
card
Ä
W 1i ∩H(1)
äó
≥ P
î
p~ui ∈W 1i
ó
= P [p~ui ∈ Hi]P
î
p~ui ∈W 1i | p~ui ∈ Hi
ó
We have
P [p~ui ∈ Hi] = P [P ∩Hi 6= ∅] ≥ P
î
P ∩W 1i 6= ∅
ó
≥ 1− 1e >
1
2
by Lemma 2.1 (a). Gaussian noise perturbs points independently in directions x and y of
frame (O,~vi, ~ui). The choice of p~ui in P depends only on the y perturbation, thus knowing
that p~ui ∈ Hi, deciding if it is in W 1i or in Hi \W 1i depends only on the coordinate along
direction vi, thus
P
î
p~ui ∈W 1i | p~ui ∈ Hi
ó
=
∑
p∈Hi∩P
P
î
p ∈W 1i | p~ui = p
ó
P [p~ui = p | p~ui ∈ Hi]
=
∑
p∈Hi∩P
P [|xp| ≤ 1]P [p~ui = p | p~ui ∈ Hi]
= P [|xp1 | ≤ 1]
∑
p∈Hi∩P
P [p~ui = p | p~ui ∈ Hi]
= P [|xp1 | ≤ 1] = 1− 2Q(1) >
1
2
(6)
Together we get that Lemma 4.4 ensures that we can also apply Theorem 2 (ii) and get that
E
î
cardH(1)
ó
= Ω(
√
lnn) as well.
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4.4 Upper Bound on the Smoothed Complexity
As in the Euclidean case, for large Gaussian perturbation the smoothed complexity is identi-
cal to the i.i.d. case. It is possible to obtain a Gaussian analogue of Lemma 3.8 and apply the
rescaling argument to get a smoothed complexity for any scale of perturbation [23, Section
2.4.4.1]. This bound is, however, worse than what we can obtain by a charging argument in
the spirit of Claim 3.7 and Proposition 4.
Theorem 9. S(n,N (0, σ2I2)) = O
(√
lnn
σ +
√
lnn
)
.
Let P ∗ be some point set of diameter at most 1 in the plane and, without loss of generality,
assume that P ∗ is contained in B. We use a system of witnesses and collectors similar to
the one presented in Section 4.2 with ` = ln2 n. As in the Euclidean case, a key diﬀerence
is that the depth of intersection of each witness W ji depends on i, and is adapted to P
∗.
Speciﬁcally, we set w and α to
w = 2(1 + σ)
α =
…
(2 + σ)2 + 2
√
2σ√
lnn
+ 2
√
2σ2 − (2 + σ)
1 + σ
√
lnn
and choose the ~ui regularly spaced on S1 with ~̂ui~ui+1 = Θ(α). We then deﬁne Ri = R(~ui, α),
W ji = W (h
j
i , w, ~ui) and C
j
i = C(h
j
i , w, ~ui, α) where h
j
i depends on P
∗ and is tuned so that
the expected number of points in the witnesses are what they should be:
hji s. t. E
î
card
Ä
P ∩W (hji , w, ~ui)
äó
= j
We ﬁrst relate the distances from a point p∗ of P ∗ to a witnessW ji and a collector C
j
i :
Claim 4.5. If p∗ ∈ B is outside the interior of Cji , then
d(p∗,W ji )− d(p∗, Cji ) ≤
σ√
2 lnn
.
Proof. Let h(p∗) and h˜(p∗) denote, respectively, d(p∗,W ji ) and d(p
∗, Cji ). Since wj > 2, the
point p∗ is in the slab of W ji , thus by Claim 4.3,
h˜(p∗) = h(p∗) cos
α
2
−
Å
w
2
+ |−−→Op∗ · ~vi|
ã
sin
α
2
and with 1− cosx ≤ x22 , sin |x| < |x|, w2 = 1+σ,
and |−−→Op∗ · ~vi| ≤ 1, this becomes
h(p∗)− h˜(p∗) ≤ h(p∗)− h(p∗) cos α
2
+ (2 + σ) sin
α
2
≤ h(p∗)α
2
8
+ (2 + σ)
α
2
α
2
Cji
W ji
h(p∗)
h˜(p
∗) ~ui
wj
2
p∗
B
O
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The distance from p∗ to W ji = W (h
j
i , w, ~ui) is maximized when p
∗ is located at
the point of ∂B with outer normal −~ui and all other points of P ∗ are at the symmetric
position, at the point of ∂B with normal ~ui. The same argument as in Equation (5) and the
observation that ln(x) >W0 (x) for x ≥ 3 yield the upper bound
h(p∗) ≤ 2 + σ
»
W0 (n2) ≤ 2
Ä
1 + σ
√
lnn
ä
.
Injecting this in the above inequality we get
h(p∗)− h˜(p∗) ≤
Ä
1 + σ
√
lnn
ä α2
4
+ (2 + σ)
α
2
The degree 2 polynomial
P (α) =
Ä
1 + σ
√
lnn
ä α2
4
+ (2 + σ)
α
2
− σ√
2 lnn
is negative between 0 and its positive root:
0 ≤ α ≤
…
(2 + σ)2 + 2
√
2σ√
lnn
+ 2
√
2σ2 − (2 + σ)
(1 + σ
√
lnn)
,
and that concludes the proof.
The distance from a point p∗ to W ji and C
j
i determines the probability that the
perturbation of p∗ belongs to either of these sets.
Claim 4.6. P
î
p ∈W ji
ó
= Θ
Å
Q
Å
d(p∗,W ji )
σ
ãã
and P
î
p ∈ Cji
ó
= O
Å
Q
Å
d(p∗,Cji )
σ
ãã
.
Proof. A perturbed point p is in W ji if it satisﬁes two conditions: (α) its displacement from
p∗ along ~ui should be greater than d(p∗,W
j
i ), and (β) its displacement in the orthogonal
direction is in the slab of width wj . The conditions are independent, (α) is true with
probability Q
Å
d(p∗,W ji )
σ
ã
and (β) is true with constant probability since w = 2 + 2σ ensures
that the allowed orthogonal displacement for p∗ is larger than σ. The statement for W ji
follows. As for the collectors, the probability that a perturbed point p is in Cji is bounded
from above by the sum of the probabilities to be in H+ and to be in H−, which are both
Q
Å
d(p∗,Cji )
σ
ã
.
Combining the two previous claims we now get that witness and collector get, on
average, essentially the same number of points.
Claim 4.7. For any p∗ ∈ P ∗, we have P
î
p ∈ Cji
ó
= O
Ä
1
n + P
î
p ∈W ji
óä
.
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Proof. Let h(p∗) and h˜(p∗) denote, respectively, d(p∗,W ji ) and d(p
∗, Cji ). Since w ≥ 2 any
point in P ∗ is in the slab of W ji .
First assume that p∗ is not in Cji . Claim 4.5 then ensures that h˜(p
∗) ≥ h(p∗)− σ√
2 lnn
.
If h(p∗) > σ
√
2 lnn + σ√
2 lnn
then by Claim 4.6, Lemma 4.1 (i), and the fact that Q is
decreasing, we have
P
î
p ∈ Cji
ó
= O
Ç
Q
Ç
h˜(p∗)
σ
åå
= O
Ç
Q
Ç
h(p∗)
σ
− 1√
2 lnn
åå
= O
Ç
Q
Ç√
2 lnn+
1√
2 lnn
− 1√
2 lnn
åå
= O
Ä
Q
Ä√
2 lnn
ää
= O
Å
1
n
ã
and the statement follows. If h(p∗) ≤ σ√2 lnn+ σ√
2 lnn
then we have
P
î
p ∈ Cji
ó
= O
Ç
Q
Ç
h˜(p∗)
σ
åå
= O
Ç
Q
Ç
h(p∗)
σ
− 1√
2 lnn
åå
If h(p∗) ≤ σ4 + σ√2 lnn ≤ σ
(
1
4 +
1√
2 ln 3
)
then h(p∗) is bounded from above by 2σ and
P
î
p ∈W ji
ó
= Ω (Q (2)) = Ω(1).
Then, P
î
p ∈ Cji
ó
≤ 1 = O
Ä
P
î
p ∈W ji
óä
and the statement also holds. Thus, we can suppose
that h(p∗) ≥ σ4 + σ√2 lnn and use Lemma 4.1 (ii) to get:
P
î
p ∈ Cji
ó
= O
Ñ
Q
Ñ
h(p∗)
σ
− 1√
2 lnn
+
1
h(p∗)
σ − 1√2 lnn
éé
.
Since
1
h(p∗)
σ − 1√2 lnn
≥ 1√
2 lnn+ 1√
2 lnn
− 1√
2 lnn
=
1√
2 lnn
we get
P
î
p ∈ Cji
ó
= O
Ç
Q
Ç
h(p∗)
σ
åå
= O
Ä
P
î
p ∈W ji
óä
and the statement also holds.
Finally assume that p∗ ∈ Cji . In such a case Claims 4.3 and 4.5 do not apply
directly, but we have 12 ≤ P
î
p ∈ Cji
ó
≤ 1 so we have to argue that P
î
p ∈W ji
ó
= Ω(1). Let
us move from p∗ in the direction −~ui until we reach some point p¯∗ on the boundary of Cji ;
observe that P
î
p¯∗ + η ∈ Cji
ó
≥ 12 where η ∼ N (0, σ2I2). Now p¯∗ satisﬁes the hypotheses
of Claim 4.5 and the above analysis implies that P
î
p¯∗ + η ∈W ji
ó
= Ω
Ä
P
î
p¯∗ + η ∈ Cji
óä
=
Ω(1). Moving from p∗ to p¯∗ only increased the distance toW ji , so we also have P
î
p ∈W ji
ó
≥
P
î
p¯∗ + η ∈W ji
ó
= Ω(1).
JoCG 7(2), 101–144, 2016 133
Journal of Computational Geometry jocg.org
We now have all the ingredients to prove our upper bound on the smoothed com-
plexity under Gaussian noise.
Proof of Theorem 9. We set up our witnesses and collectors as described above. Since
the parameter w is ﬁxed and each sequence {hji}j is decreasing, Lemma 4.4 yields that
{(W ji , Cji )}1≤i≤m
1≤j≤`
is a system of witnesses and collectors for the covering R1 ∪R2 ∪ . . .∪Rm
of the set of half-planes. Each parameter hji is set so that E
î
card
Ä
W ji ∩ P
äó
= j and
Claim 4.7 implies that E
î
card
Ä
Cji ∩ P
äó
= O(j). Theorem 2 (i) thus implies that
S(n,N (0, σ2I2)) = O
Å
1
α
ã
= O
Ü
1 + σ
√
lnn
(2 + σ)
Å…
1 + 2
√
2
(2+σ)2
(
σ2 + σ√
lnn
)
− 1
ãê . (7)
If σ ≤ 1√
lnn
then Equation (7) simpliﬁes into
S(n,N (0, σ2I2)) = O
Ü
1…
1 + 1
(1+σ)2
(
σ2 + σ√
lnn
)
− 1
ê
.
Notice that in this case, 1
(1+σ)2
(
σ2 + σ√
lnn
)
is bounded by some constant C and since for
0 < x < C,
√
1 + x− 1 = Θ(x),
S(n,N (0, σ2I2)) = O
Ñ
1
1
(1+σ)2
(
σ2 + σ√
lnn
)
é
= O
Ç√
lnn
σ
å
.
If 1√
lnn
≤ σ ≤ 1 then Equation (7) simpliﬁes into
S(n,N (0, σ2I2)) = O
Ñ
σ
√
lnn»
1 + Θ(σ2)− 1
é
= O
Ç
σ
√
lnn
σ2
å
= O
Ç√
lnn
σ
å
If 1 ≤ σ then Equation (7) simpliﬁes into
S(n,N (0, σ2I2)) = O
Ç
σ
√
lnn
σΘ(1)
å
= O(
√
lnn).
In each case we therefore have S(n,N (0, σ2I2)) = O
(√
lnn
σ +
√
lnn
)
.
4.5 Lower Bound on Smoothed Complexity: Points in Convex Position
We ﬁnally investigate lower bounds on the smoothed complexity by analyzing the size of the
convex hull of a Gaussian perturbation of points in convex position, as in Section 3.5.
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Theorem 10. Let P ∗ = {p∗i , 1 ≤ i ≤ n} be the set of vertices of a regular n-gon of
radius 1 in R2. Let P = {pi = p∗i + ηi} where η1, η2, . . . , ηn are random vectors in R2 chosen
independently from N (0, σ2I2). The expected number of vertices of the convex hull of P is
Range of σ
î
0, 1
n2
ó [
1
n2
, 1√
lnn
] [
1√
lnn
,+∞
)
E
î
cardH(1)
ó
Ω(n) Ω
Å
4
√
ln(n
√
σ)√
σ
ã
Ω
Ä√
lnn
ä
We use the witness-collector construction presented in Section 4.2. We only care about
the lower-bound, so, shortening W 1i into Wi, we need only deﬁne one level of witnesses
{Wi}1≤i≤m to apply Theorem 2 (ii).
Parameters Setting. We set h1 and w1 depending on σ and n as summarized below. We
let ~u1, ~u2, . . . , ~um denote a family of vectors in S1 such that ~ui is aligned with p∗ö2pii
m
ù, so
these vectors are more or less equally spaced on S1. The witnesses are deﬁned as Wi =
W (w1, h1, ~ui). We choose m maximal so that the {Wi} are pairwise disjoint; Lemma 4.4
ensures that we can set m = Ω
Ä
min
Ä
n, h1w1
ää
.
0 ≤ σ < 2
n2
2
n2
≤ σ < 14
√
W0
Ä
n2
4
ä
1
4
√
W0
Ä
n2
4
ä
≤ σ
w1 2σ 2σ + 2
√
σ
(
3
2W0
(
2
3 (n
√
σ)
4
3
))−1/4
2σ + 2
h1 1 1 + σ
…
3
2W0
(
2
3 (n
√
σ)
4
3
)
1 + σ
√
W0
Ä
n2
4
ä
Preparation. Let i ∈ {1, 2 . . . ,m}. As in Section 4.3, we let (O,~vi, ~ui) denote some or-
thonormal frame and let Hi be the halfplane supporting Wi with inner normal ~ui. We
renumber the points of P ∗ with indices in {−n−12 , . . . , n−12 } so that p∗0 is the point in di-
rection ~ui. For the sake of the presentation we assume that n is odd (the case of even n
follows with trivial modiﬁcations). We write (xi, yi) for the coordinates of pi in (O,~vi, ~ui)
and denote by p~ui ∈ H(1) the point of P extremal in direction ~ui. Our goal is to prove that
E
î
card
Ä
Wi ∩H(1)
äó
is Ω(1) in order to apply Theorem 2 (ii); in the light of
E
î
card
Ä
Wi ∩H(1)
äó
≥ P [p~ui ∈Wi]
we set out to bound from below the probability that p~ui lies in Wi. We write zj for the
distance from p∗j to Hi and note that
z0 = h1 − 1 and zj = h1 − 1 + 1− cos 2pij
n
For t ∈ [−12 , 12 ] we have 8t2 ≤ 1− cos(2pit) ≤ 20t2, hence
h1 − 1 + 8 j
2
n2
≤ zj ≤ h1 − 1 + 20 j
2
n2
8j2
n2
≤ zj − z0 ≤ 20j
2
n2
.
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Analysis for Small σ. We start with the case σ < 2
n2
, where the analysis is simpler but
already uses the main ingredients of the general case. Since h1 = 1, we have z0 = 0 and
therefore p∗0 lies on the boundary of Hi. We condition on the event {p0 ∈ Hi and p~ui = p0}
and obtain:
P [p~ui ∈Wi] ≥ P [p0 ∈Wi | p0 ∈ Hi and p~ui = p0]P [p0 ∈ Hi and p~ui = p0] (8)
We bound each of these terms in turn.
Claim 4.8. When σ < 2
n2
, P [p0 ∈ Hi and p~ui = p0] = Ω(1).
Proof. Using the independence of the random variables {yj}j we write
P [p0 ∈ Hi and p~ui = p0] ≥ P [y0 ≥ h1 and ∀j 6= 0, yj ≤ h1] = P [y0 ≥ h1]
∏
j 6=0
P [yj ≤ h1]
As p∗0 ∈ Hi, the point p0 has probability at least 12 of remaining in the half-plane Hi after a
Gaussian perturbation, so P [y0 ≥ h1] ≥ 12 . Moreover, yj ∼ N (h1− zj , σ2) so Lemma 4.1 (i)
and the bounds on zj and σ lead to:
P [yj ≥ h1] = P [yj − E [yj ] ≥ zj ] = Q
( zj
σ
) ≤ QÇ 8j2
n2σ
å
≤ Q
Ä
4j2
ä
≤ e−2j2 ,
and P [yj ≤ h1] ≥ 1− e−2j2 . Taking the logarithm we obtain
lnP [p0 ∈ Hi and p~ui = p0] = lnP [y0 ≥ h1]+2
n−1
2∑
j=1
lnP [yj ≤ h1] ≥ ln 12 +2
n−1
2∑
j=1
ln
Ä
1− e−2j2
ä
Then, using that for t ∈ (0, 12 ] we have ln(1− t) > −2t and Lemma 4.1 (iii-a) we get
− lnP [p0 ∈ Hi and p~ui = p0] ≤ ln 2− 2
n−1
2∑
j=1
−2e−2j2 ≤ ln 2 + 4
n−1
2∑
j=0
e−2j
2
= O(1),
and
P [p~ui = p0] = e
−O(1) = Ω(1).
Equation (8) ﬁnally implies that P [p~ui ∈Wi] is Ω(1), so E
î
card
Ä
Wi ∩H(1)
äó
is indeed Ω(1)
for this range of σ.
Relevant Points. We now consider values of σ larger than 2
n2
. The contribution of the
jth point to E [card (Hi ∩ P )] is Q
( zj
σ
)
. The gist of our analysis for larger σ is to split
the points into two parts, the relevant points where Q
( zj
σ
)
= Θ
(
Q
( z0
σ
))
and the irrelevant
ones. The expected number of points in Hi is (up to a constant multiplicative factor) at
least the number of relevant points times Q
( z0
σ
)
; ﬁne tuning z0 so that this product is Ω(1)
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then amounts to solving some functional equation. Speciﬁcally, we call a point pj relevant if
|j| ≤ jm = min
(⌊
nσ√
z0
⌋
, n−12
)
. We denote by Pr the relevant points. The same conditioning
as in Equation (8) yields
P [p~ui ∈Wi] ≥ P [p~ui ∈Wi | p~ui ∈ Hi ∩ Pr]P [p~ui ∈ Hi ∩ Pr] . (9)
One of the terms can be bounded as easily as for small σ.
Claim 4.9. When σ ≥ 2
n2
, P [p~ui ∈Wi | p~ui ∈ Hi ∩ Pr] ≥ 12 .
Proof. First, note that the parameter w1 is set so that in the orthogonal projection on the
~vi-axis, the image of the witness contains the image of the ball B(pj , σ) whenever pj is
relevant. This ensures that
P [p~ui ∈Wi | p~ui ∈ Hi and p~ui is relevant] ≥ 1− 2Q(1) ≥
1
2
.
Counting Relevant Points in Hi. Bounding the remaining probability requires diﬀerent
quantitative analysis depending on the range of σ but are based on the same principle:
counting the expected number of relevant points in Hi. Since Hi has inner normal ~ui, we
have
P [p~ui ∈ Hi | p~ui ∈ Pr] = P [Hi ∩ Pr 6= ∅] .
Thus, by the Chernoﬀ bound of Lemma 2.1 (a), to show that the right-hand term is Ω(1) it
suﬃces to show that Hi contains on average Ω(1) relevant points. Notice that
P [pj ∈ Hi] = P [yj − E [yj ] > zj ] = Q
Å
zj
σ
ã
,
so the expected number of relevant points in Hi writes, using Lemma 4.1 (i),
jm∑
j=−jm
Q
Å
zj
σ
ã
≥ Q
Å
z0
σ
ã jm∑
j=0
1
zj
σ +
σ
zj
z0
σ
e−
1
2σ2
(z2j−z20). (10)
Recall that zj = z0 + Θ
(
j2
n2
)
. How we evaluate Equation (10) depends on the range of σ.
Large σ. When σ ≥ 14
√
W0
Ä
n2
4
ä
, every point is relevant, ie. jm =
n−1
2 , since
z0 = σ
√
W0
Ç
n2
4
å
implies
nσ√
z0
= n
Ã
σ√
W0
Ä
n2
4
ä ≥ n
2
.
Claim 4.10. When σ ≥ 14
√
W0
Ä
n2
4
ä
, P [p~ui ∈ Hi ∩ Pr] = Ω(1).
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Proof. Since every point is relevant, this probability equals the probability that Hi ∩ P
is non-empty. Computations similar to that of Equation (5) yield that Q
( z0
σ
)
= Θ
Ä
1
n
ä
.
Moreover, zj ≥ σ2 so 1zj
σ
+ σ
zj
= Θ
(
σ
zj
)
. Also, zj = Θ(z0) and z
2
j − z20 = Θ
(
j2z0
n2
)
. Injecting
these three relations in Equation (10) we obtain that the expected number of (relevant)
points in Hi writes
E [card (Hi ∩ P )] = Ω
Ö
1
n
n−1
2∑
j=0
z0
zj
e−j
2Θ
(
z0
n2σ2
)è
= Ω
Ö
1
n
n−1
2∑
j=0
e−j
2Θ
(
z0
n2σ2
)è
Since z0
n2σ2
< 4
n2
, Lemma 4.1 (iii-c) implies that
n−1
2∑
j=0
e−j
2Θ
(
z0
n2σ2
)
= Ω(n),
so we ﬁnally get that Hi contains Ω(1) (relevant) points on average. The Chernoﬀ bound of
Lemma 2.1 (a) yields that P [Hi ∩ P 6= ∅] is Ω(1), and so is P [p~ui ∈ Hi ∩ Pr] = Ω(1).
Intermediate σ. When 2
n2
≤ σ < 14
√
W0
Ä
n2
4
ä
we have z0 = σ
…
3
2W0
(
2
3 (n
√
σ)
4
3
)
. The
function x 7→ x…
3
2
W0
(
2
3(n
√
x)
4
3
) is increasing. Let us deﬁne σ0 as the solution of
σ0 =
1
4
 
3
2
W0
Å
2
3
(n
√
σ0)
4
3
ã
.
Squaring both sides yields
2
3
(4σ0)
2 =W0
Å
2
3
(n
√
σ0)
4
3
ã
.
Applying the function x 7→ xex to both sides and using that W0 is the solution to the
functional equation f(x)ef(x) = x, we obtain that
2
3
(4σ0)
2 exp
Å
2
3
(4σ0)
2
ã
=
2
3
(n
√
σ0)
4
3 .
This simpliﬁes into(
(4σ0)
2 e(4σ0)
2
) 2
3
= n
4
3 4−
2
3 , that is (4σ0)
2 e(4σ0)
2
=
n2
4
.
By deﬁnition of W0, we have 4σ20 = W0
(
(4σ0)
2 e(4σ0)
2
)
. Applying W0 on both sides and
taking the square root gives the solution σ0
σ0 =
1
4
√
W0
Ç
n2
4
å
.
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Then, for σ < 14
√
W0
Ä
n2
4
ä
we have
nσ√
z0
≤ n
Õ
σ…
3
2W0
(
2
3 (n
√
σ)
4
3
) < n
Õ
σ0…
3
2W0
(
2
3
(
n
√
σ0
) 4
3
) = n2
and jm =
⌊
nσ√
z0
⌋
. Notice that if Hi contains no irrelevant point and some relevant points,
we are sure that p~ui is a relevant point:
P [p~ui ∈ Hi ∩ Pr] ≥ P [Hi ∩ Pr 6= ∅ and Hi ∩ (P \ Pr) = ∅]
= P [Hi ∩ Pr 6= ∅]P [Hi ∩ (P \ Pr) = ∅]
(recall that the events of being in Hi for two diﬀerent points are independent).
Claim 4.11. When 2
n2
≤ σ < 14
√
W0
Ä
n2
4
ä
, P [Pr ∩Hi 6= ∅] = Ω(1).
Proof. Note that z0 is set so that Q
( z0
σ
)
= Θ
Ä
1
jm
ä
= Θ
(√
z0
nσ
)
. Indeed, using Lemma 4.1 (i)
and the fact that z0 = Ω(σ), Q
( z0
σ
)
= Θ
Ñ
e
− z
2
0
2σ2
z0
σ
é
. The choice for z0 comes from the
resolution of the equation 1xe
−x2
2 =
√
x
n
√
σ
using the deﬁnition of the function W0.
Moreover, for |j| ≤ jm we have zj = Θ(z0) and z2j − z20 = Θ
(
j2z0
n2
)
. Indeed, σ ≥ 2
n2
implies that z0 = Ω(σ) and zj < z0 +O
(
j2m
n2
)
= O
(
z20+σ
2
z0
)
= O(z0) and zj = z0 + Θ
(
j2
n2
)
=
Ω(z0). Also, zj = Ω(σ) so
1
zj
σ
+ σ
zj
= Ω
(
σ
zj
)
. Injecting these relations into Equation (10) we
obtain that the expected number of relevant points in Hi is
Ω
Ñ
1
jm
jm∑
j=−jm
1
zj
σ +
σ
zj
z0
σ
e−
1
2σ2
(z2j−z20)
é
= Ω
Ñ
1
jm
jm∑
j=0
e−j
2Θ
(
z0
n2σ2
)é
.
Again, Lemma 4.1 (iii-b) ensures that
jm∑
j=0
e−j
2Θ
(
z0
n2σ2
)
= Ω
Ç
nσ√
z0
å
and the expected number of relevant points in Hi is Ω(1). The Chernoﬀ bound of
Lemma 2.1 (a) yields that P [Hi ∩ P 6= ∅] is Ω(1).
It remains to bound the third quantity:
Claim 4.12. When 2
n2
≤ σ < 14
√
W0
Ä
n2
4
ä
, P [Hi ∩ (P \ Pr) = ∅] = Ω(1).
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Proof. Every irrelevant point pj belongs to Hi with probability Q
( zj
σ
)
. The probability that
Hi contains no irrelevant point is therefore at leastÖ
n−1
2∏
j=jm+1
1−Q
Å
zj
σ
ãè2
Lemma 4.1 (i) and the fact that zj = z0 + Θ
(
j2
n2
)
ensure that
1−Q
Å
zj
σ
ã
≥ 1−Q
Å
z0
σ
ã
e−
1
2σ2
(z2j−z20) = 1−Q
Å
z0
σ
ã
e−j
2Θ
(
z0
n2σ2
)
so the probability that Hi contains no irrelevant point is at least
γ =
Ö
n−1
2∏
j=jm+1
1− 1
jm
e
−j2Θ
(
1
j2m
)è2
.
Taking the logarithm, and using ln(1− t) ≥ −2t for t ∈ [0, 1], we get
− ln γ = −2
n−1
2∑
j=jm+1
ln
(
1− 1
jm
e
−j2Θ
(
1
j2m
))
≤ 4
jm
n−1
2∑
j=jm+1
e
−j2Θ
(
1
j2m
)
≤ 4
jm
n−1
2∑
j=0
e
−j2Θ
(
1
j2m
)
and Lemma 4.1 (iii-a) yields 0 ≤ − ln γ ≤ O(1). It follows that the probability that Hi
contains no irrelevant point is at least e−O(1) = Ω(1).
Wrapping Up. We can now obtain our lower bound.
Proof of Theorem 10. Lemma 4.4 and the preceding analysis ensure that the assumptions
of Theorem 2 (ii) are satisﬁed, and we thus have E [card CH(P )] = Ω (min (n, h1/w1)). We
treat separately the three regimes.
If σ < 2
n2
then
E [card CH(P )] = Ω
Ñ
min
Ñ
n,
Ñ
1
O
Ä
1
n2
äééé = Ω(n)
which is the ﬁrst regime announced in Theorem 10. (Note that the boundaries between the
regimes can be set up to a multiplicative constant.)
If 2
n2
≤ σ < 14
√
W0
Ä
n2
4
ä
then
E [card CH(P )] = Ω
â
1 + σ
»
ln (n
√
σ)
√
σ
(√
σ + 1
4
»
ln (n
√
σ)
)
ì
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We simplify this expression by comparing σ and 1»
ln (n
√
σ)
. Speciﬁcally, if σ ≤ 1√
lnn
then
σ = O
Ñ
1»
ln (n
√
σ)
é
and E [card CH(P )] = Ω
Ñ
4
»
ln (n
√
σ)√
σ
é
which is the second regime announced in Theorem 10.
If 1√
lnn
≤ σ < 14
√
W0
Ä
n2
4
ä
= O
Ä√
lnn
ä
then 1»
ln (n
√
σ)
= O(σ) and
E [card CH(P )] = Ω
Ñ
σ
»
ln (n
√
σ)
σ
é
= Ω
Å√
ln
Ä
n
√
σ
äã
= Ω
Ä√
lnn
ä
If σ ≥ 14
√
W0
Ä
n2
4
ä
= Ω
Ä√
lnn
ä
then
E [card CH(P )] = Ω
Ö
1 + σ
√
W0
Ä
n2
4
ä
σ + 1
è
= Ω
Ä√
lnn
ä
The lower bound is the same as in the case 1√
lnn
≤ σ < 14
√
W0
Ä
n2
4
ä
. Merging the two
conditions we obtain that
σ ≥ 1√
lnn
⇒ E [card CH(P )] = Ω
Ä√
lnn
ä
which is the third regime announced in Theorem 10.
5 Concluding remarks
5.1 Poisson distribution
Theorem 2 is established for a set of n independent elements. Except for some technicalities
in the presentation, nothing prevents making n a random variable to prove eg. analogs of
Theorems 3 and 8 for Poisson distributions. (As this was not required for our application
to smoothed complexity analysis, we opted for a simpler presentation where n is ﬁxed.)
5.2 Silhouette of Polytopes
Glisse, Lazard, Michel and Pouget [14] used the witness and collector approach to study the
expected size of the silhouette of a 3D random convex polytope deﬁned as the convex hull of
a Poisson point process of intensity n on the unit sphere. The silhouette of the polytope from
a given viewpoint is the two dimensional convex hull of the projection of the points, thus the
problem reduces to the size of the convex hull of i.i.d. points in a disk for the distribution
corresponding to the projection of a Poisson point process. Glisse et al. analyzed the size
of that convex hull using a system of witnesses and collectors adapted to that distribution
and proved that the worst point of view yields a silhouette of expected size Θ (
√
n).
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(a) Experimental results for the complexity of
the convex hull of a `∞ perturbation of am-
plitude δ of the regular n-gon inscribed in the
unit circle. Each data point corresponds to an
average over 1000 experiments.
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(b) Experimental results for the complexity of
the convex hull of a rounding of the regular
n-gon inscribed in the unit circle on a grid of
pixel size δ.
Figure 3: Experimental results for the `∞ perturbation and rounding.
5.3 `∞ Perturbation and Snap-Rounding
Systems of witnesses and collectors can be designed for perturbations that are uniform in
the ball for other metrics. In [2], denoting  the unit square in 2D, we prove the following
theorem:
Theorem 11. Let P ∗ = {p∗i : 1 ≤ i ≤ n} be an (Θ (n) ,Θ(1))-sample of the unit circle in R2
and let P = {pi = p∗i + ηi} where η1, η2, . . . , ηn are random variables chosen independently
from Uδ. For any ﬁxed k, and δ ∈ [n−2, 1]
E
î
cardH(k)
ó
= Θ
(
n
1
5 δ−
2
5
)
As in the Euclidean case, the witnesses and collectors are parallel half planes, but the
partition of ranges must be adapted to cope with the lack of rotational symmetry. The
angle αi of the set of directions covered by Ri is no longer constant and is much smaller
when the ranges are almost horizontal or vertical than when they are oblique. The bound
of Theorem 11 is conﬁrmed experimentally (cf. the slopes of −25 in the plots of Figure 3a).
Theorem 11 implies that for δ ∈ [n−2, 1], S(n,Uδ) is Ω
(
n
1
5 δ−
2
5
)
. It is also known to be
O
ÅÄ
n lnn
δ
ä 2
3
ã
, for all ranges of δ, by the upper bound obtained by Damerow and Sohler for
dominant points under `∞ noise [7].
Snap Rounding. Given a grid whose pixels has size δ, rounding points with real coordinates
at the center of their pixel have some similarity with `∞ noise. Actually, for a single point,
and if the origin of the grid is random, the two processes are identical, but when several
points are involved things are diﬀerent: clearly rounding creates collisions while noising
separates identical points. However for the regular n-gon, provided that δ < 1n the two
processes give convex hulls of similar size as conﬁrmed by Figure 3b.
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5.4 Delaunay Triangulation
Systems of witnesses and collectors can also be used to prove the following well known result
of Dwyer [12]:
Theorem 12 (Dwyer [12]). The expected complexity of the Delaunay triangulation of n
random points uniformly distributed in the unit ball B of dimension d is Θ(n).
In a preliminary version [10] we gave a proof, considerably simpler than Dwyer's, of this
result up to logarithmic factors; these factors can be removed thanks to Theorem 2 using a
system of witnesses and collectors that we now outline.
The faces of dimension k of the Delaunay triangulation are hyperedges of size k + 1
in the hypergraph where the ranges are balls in Rd. More precisely, given a set P of n points
in general position, k+ 1 points deﬁne a face of the Delaunay triangulation DT (P ) iﬀ there
exists a ball with the k + 1 points on its boundary and no other points inside. Thus the
hypergraph deﬁned using the balls as ranges may be a strict superset of the Delaunay faces.
Our proof splits the ranges in three subsets and builds a system of witnesses and collectors
for each of these subsets.
Balls Centered Deep Inside B. Let rj = O
ÅÄ
j
n
ä 1
d
ã
denote the radius of a ball completely
contained in B and expected to contain j points. We use an economic covering of B with
balls of radius r1 and keep the balls centered inside (1 − r1 ln2 n)B to deﬁne our ﬁrst level
witnesses W 1i . We deﬁne W
j
i as the ball concentric with W
1
i with radius rj , and C
j
i as the
ball concentric withW ji with radius rj +2r1. We ﬁnally let Ri be the set of balls centered in
W 1i . This system of witnesses and collectors satisﬁes the hypotheses of Theorem 2 (i), and
a constant fraction of the ﬁrst layer {(W 1i , C1i )}i veriﬁes the hypotheses of Theorem 2 (ii).
Altogether, they allow to conclude that the number of Delaunay balls centered in (1 −
r1 ln
2 n)B is Θ(n).
Balls Centered Near ∂B. The Delaunay balls centered in an annulus of width 2r1 ln2 n
around ∂B can be counted easily since their number is sublinear. To this aim we can cover
the above annulus by collectors of diameter O(r1 ln
2 n) and use associated empty witnesses.
Balls Centered outside B. Balls centered outside B are a bit more delicate, since they
can have a large radius but, possibly, a small probability to be empty. A ﬁrst remark is
that balls of inﬁnite radius are half planes and are counted by Theorem 3. Actually, the
construction of Theorem 3 can be adapted to count all balls of radii between α and 2α by
using balls of radius α to deﬁne the witnesses and balls of radii 2α for the collectors. Then
it is possible to sum on various values of α to cover all the possible radii. As a side result
we get the expected size of the α-shape of points uniformly distributed in B.
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