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In the northern hemisphere, winter climate conditions are showing dramatic
year-to-year swings. To date, implications of a changing winter climate pattern on
individual or regional lakes are poorly understood, particularly in cold regions where
seasonal ice appears on lake surfaces. This dissertation investigates the significance of
yearly winter climate condition on the health and function of freezing lakes by modeling
and characterizing the response of lake ice phenology (and related socio-ecological systems)
to winter weather-climate variability. In Chapter 2, several case studies on winter
limnology are reviewed to develop a tentative socio-ecological framework that demonstrates
the local and regional implications of the changing nature of lake ice, and the extent to
which the resulting impacts span human and environmental systems. The performances of
ice-out date models that incorporate winter degree-days as covariates in Chapter 3 imply
that winter temperatures (as degree-days) govern the variability of lake ice-out dates across
the three climatic regions in Maine. In Chapter 4, the influence of antecedent winter
degree-days on spring ice-out dates is described by determining the winter degree-day
thresholds that engender early/late spring ice-out dates. In Chapter 5, quantile regression
models were developed to characterize the heterogeneous effect of diverse El Niño-Southern
Oscillation (ENSO) events on North American wintertime air temperatures at specific
quantiles as well as the entire distribution. Chapter 6 extends the work in Chapter 5 and
describes the potential asymmetry in the nature of ENSO related ice-out date anomalies
for North American lakes both locally and regionally. In conclusion, the findings here
imply that characterizing the relationship between winter climate patterns and lake ice
season in cold regions offers forecast of lake structure and function at a seasonal or longer
time scale across multiple spatial scales.
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CHAPTER 1
GENERAL INTRODUCTION
1.1 Effect of Climate Variability on Northern Lakes Ecosystem
Lakes play a critical role in the cold northern regions where the air temperature fall
below 0◦C in winter (December-February). As hosts to a diverse array of cold-water
species, lakes serve as hubs for many hydrogeochemical cycles, moderate climate, and
provide ecosystem services to local human and terrestrial life. Accordingly, alteration in
the physical, biological and chemical attributes of lakes have a number of ecological and
socio-economic ramifications. Over the last century, there have been unprecedented
changes in northern cold regional climate patterns [156]. Limnological studies show that
these deviations combined with land use changes are engendering shorter ice cover
durations and warmer temperatures, increased likelihood of algal blooms and elevated
water quality concerns, depletion of cold-water fishes and spread of invasive species, and
loss of ecosystem health and services for various lakes [62, 134]. Given that regional and
global climate models are projecting progressively large changes in the cold regions climate
by mid 21st century [156], the ability of local lakes to sustain present day range of aquatic
species or provide life giving services to terrestrial life is at risk.
In order to understand the impact of climate variability and change on cold regions lake
ecosystem, the relative role of seasonal climate and limnology in regulating lake health and
functioning need to be characterized. To this end, there have been a number of published
studies that examine the import of open-water season (e.g. spring and summer) lake
processes in determining the physical, chemical and biological attributes of cold region
lakes. In contrast, the effect of winter and related limnological activities on lake ecosystems
is poorly understood often stemming from the misconception that low light level and
cold-water temperatures in winter brings lake processes to a standstill [141]. However,
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recent studies show that limnological activities in winter are not only equivalent to that of
other seasons but also govern the lake structure, stability and productivity in following
seasons [2, 70, 169]. The fact that Global Atmospheric Circulation Models (GCM) are
predicting the changes in climate patterns to be more pronounced in the winter season
further heightens the urgency to study the significance of winter on cold region lake
ecosystem.
1.2 Lake Ice Phenology and Its Links to Seasonal Climate Variables
About half of the world’s 117 million lakes are found poleward of 40oN and during
winter, these lakes are often covered in ice ([165]). The appearance of a stable ice on lake
surfaces has an important ecological and social significance. It creates a cold, dark, calm,
and oxygen limited under-ice lake environment such that lake heterotrophs and mixotrophs
flourish over the autotrophs, and cold-water species gain competitive advantage over warm
water ones [e.g., 132, 141]. On the other hand, frozen lakes are used by local people as
inexpensive roadways to remote communities, industrial development sites, and hunting
and trapping grounds [109, 135]. They also serve as venues for popular winter recreational
activities such as skating and ice fishing.
Lake ice formation, growth and decay is an outcome of the heat exchange between lake
and atmosphere at lake surface, integrated over time [174]. It begins to form from weeks to
months after daily air temperatures fall below 0◦C (32◦F) and the date when ice
completely covers lake surface is commonly referred to as the ice in (or freeze up) date.
Geographically, the ice-in date for lakes in the Northern Hemisphere lakes primarily varies
with latitude and to a lesser extent by lake depth, elevation and distance from the oceans,
with shallow lakes in high latitude and altitude freezing as early as October 1st
[109, 176, 178]. The rate of ice growth in a lake is determined by the winter meteorological
conditions particularly the freezing degree days (FDD). Consequently, in the high latitudes
it can grow to several meters thick [109]. For most lakes, the appearance of an ice cover on
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lakes is a seasonal phenomenon (i.e. does not remain for the entire year), although
multi-year and permanent ice-covers have been found in mountainous, high latitude lakes.
In spring, lake ice begins to melt some time after daily air temperatures rise above freezing
point and the date when ice completely clears from the surface of a lakes is called the lake
ice-out (or break up) dates ([111]). Geographically, the ice-out date for northern lakes
primarily fluctuates with latitude and to a lesser extent elevation, with shallow high
latitude and altitude lakes having their ice-out dates as late as July [109, 176, 178].
However, over the last century, lake ice phenology in the northern hemisphere is
recording a rapid rise in the frequency of unusually short ice seasons (including ice free
winters). Weyhenmeyer et al. [171] found an increase in the year-to-year variability of lake
ice-in and ice-out date for northern cold regions during the 1961-1990 period, with the
greatest rise observed in regions that experience freezing temperatures for only short period
of time. Benson et al. [20] reported that for studied northern lakes, the frequency of
50-year, 25-year, and 10-year extreme late freeze and melt date events increased in recent
periods. Furthermore, Sharma et al. [147] estimates that a mere 2◦C increase in the mean
annual air temperature results in a shift in the ice regime of 35,300 lakes from a stable ice
cover to an intermittent ice cover.
To elucidate the observed changes in the lake ice season and predict future changes due
to climate change and variability, there have been empirical and model studies that assess
the efficacy of seasonal weather-climate variables in modulating the ice characteristics and
phenology of northern lakes. Given that the ice in and out dates for most lakes occurs
during fall/early winter and spring respectively, the focus of most research publications has
been in characterizing and quantifying the efficacy of fall and spring climate variables in
determining the timing and length of the lake ice cover period. For instance, Hodgkins
et al. [77] estimated that the monotonic trends in New England lakes towards earlier
ice-out dates correspond to the warming of the mean spring (March-April) air temperature
by 1.4-1.5◦C during 1850-2000 period. In contrast, the relative role of winter
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weather-climate variability in determining the lake ice season is poorly understood and
characterized even though winter provides the bulk of freeze energy needed to form and
thicken ice on lake surface. The [156] reports that for cold regions the warming of climate
will be more pronounced in winter as compared with other seasons under future climate
scenario. Furthermore, recent climate studies have also found that under future climate,
the frequency and intensity of extreme El Niño-Southern Oscillation (ENSO) events, which
is leading source of inter-annual winter climate variability for subtropical regions, is
projected to increase [39, 40]. Taken together, these findings indicate that in the upcoming
decades, winter may not provide present day freeze energy such that for some cold region
lakes, complete lake ice cover may not either form or the ice cover may not last until spring.
1.3 Thesis Outline
In a series of studies, this dissertation demonstrates the significance of yearly winter
conditions on the health and function of cold region lakes by characterizing the response of
lake ice phenology (and related socio-ecological system) to winter weather-climate
variability at local and regional scales. All studies were based the long-term ice phenology
records for various North American lakes and high-quality climate datasets either from
nearby stations or gridded climate dataset. The next chapter (Chapter 2) provides a
synthesis of lake ice case studies to assess the multiple pathways (and feedbacks) by which
perturbations triggered by shorter ice cover season can cascade throughout the
lake-watershed system and alter lake structure, stability and function the following seasons.
Chapter 3 presents an empirical modeling framework to examine the significance of
seasonal meteorological variables, especially the winter freezing and melting degree days
(AFDD and AMDD) in determining the lake ice season. In Chapter 4, the efficacy of
winter weather-climate variability in producing early/late spring ice out dates is
investigated, including the identification of winter degree-day thresholds. Chapter 5 models
and quantifies the asymmetry in ENSO related North American winter air temperature
4
anomalies at specific quantiles as well as the entire distribution. In chapter 6, heterogeneity
in the nature of ENSO related ice-out date anomalies for North American lakes is
characterized both locally and regionally.
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CHAPTER 2
HYDROCLIMATIC CHANGE AND THRESHOLDS IN LAKE-ICE AS
LENSES TO DELINEATE SOCIAL-ECOLOGICAL SYSTEMS
VULNERABILITY
2.1 Introduction
Of the world‚s 117 million lakes, nearly half freeze over periodically [165]. For the
people living near these lakes, the appearance of lake ice has social, cultural, and economic
significance. For hundreds of years, the shinto priests who lived at the shrine near the edge
of Lake Suwa (Japan), have held their religious purification ritual following the complete
freezing of the lake [146]. Skiing and skating on frozen lakes is a long-standing tradition in
Canada and Nordic countries [98, 135]. In remote northern Canadian regions, lake ice
sheets have been used as aircraft landing sites, thus allowing for uninterrupted access to
and from local communities during the winter season [13]. On the other hand, lake ice acts
as a lid over the lake water body restricting the transmission of light, oxygen, wind
movement from the overlying atmosphere (Figure 2.1). Consequently, lake organisms and
biogeochemical processes that can operate under relatively cold, dark, calm, and oxygen
limited lake environment often dominate during the ice cover season [21, 70, 141].
Anomalous winter and spring season, in particular ones with warmer seasonal temperatures
and high winter precipitation, impede ice growth and cause shorter or no ice cover season
in cold region lakes. Recent studies point to both interannual climate variability, for
example, due to El Niño-related weather [22, 23, 24, 138], and long-term warming trends
[115] as causative factors.
In regions where lakes freeze, the shortening of the ice cover period not only affects
human activities, but it also contributes to lake water quality decline with manifold
implications. For instance, in the summer of 2012, the surface of Lake Auburn—a southern
6
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Figure 2.1. Conceptual diagram of expected winter activities in northern lakes.
Maine (USA) lake with no history of water quality issues—turned green stemming from
severe algal blooms. In subsequent weeks, severe anoxic conditions developed at the lake
bottom and killed the lake’s entire cold-water trout population. Williams [177] suggests
that the 2012 event at Lake Auburn were triggered by the early end to the ice cover season
and high summer water temperatures caused by the unusually mild winter and high
sediment flux into the lake due to heavy springtime rains. Weather- and climate-induced
contrasts in lake physical conditions and trophic status during spring and summer seasons
are also evident in European lakes, wherein milder winters with shorter ice periods or
ice-free conditions appear to lead to larger algal biomass, thus contributing to water
quality declines [e.g., 126, 170].
Despite the ubiquity of ice on the world’s lakes, the nature and predictability of winter
weather-climate conditions that cause unusually short or no ice cover season in lakes has
received limited attention in the literature [22, 24, 25]. This stems from the prevailing
reasoning that the warming and/or lengthening of the spring period is the primary driver
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of the trend towards the early end of the lake ice cover season, particularly for lakes where
the ice cover season ends in late spring or early summer months [e.g., 51, 77, 155, 175]. The
rapid warming of winter climate conditions over the past few decades has led to a sharp
rise in the frequency of extremely short ice seasons, including no complete ice cover (NCIC)
and ice-free winters in the northern hemisphere lakes [20, 147]. Beyene and Jain [22, 24]
found a strong non-linear relationship between winter temperatures and spring ice-out
dates, and that existence of winter degree-day thresholds, which if exceeded cause dramatic
changes in the spring ice out dates of North American lakes. Finally, winter
weather-climate variability in the extra-tropics has been found to correspond with
large-scale atmospheric-oceanic circulation patterns (e.g., El Niño-Southern Oscillation
—ENSO), which can be forecasted up to six months ahead [45, 81, 137]. This implies that
characterizing the linkages between winter weather-climate conditions and ice phenology in
northern lakes may offer a pathway towards effective lake-related management and
planning by enabling season-ahead (or longer) predictions of lake ice conditions in the
northern hemisphere from local-to-regional scales.
In limnology, there is a paucity of information about the overall effects of shorter or no
ice cover season on the nature, stability, and function of seasonally ice covered lakes
[132, 141]. A recent global under-ice lake ecology study by Hampton et al. [70] elaborated
that the under-ice lake environment maintains substantial biological activity (e.g.,
autotrophic productivity) and nutrient (e.g., Dissolved Nitrogen) level, which for some
lakes such as Lake Baikal (Russia) and Lake Erie even exceeds than that of summer.
Moreover, there are case-studies that have examined the impact of shifts in lake ice
phenology on the physical, chemical, and biological constituents of freezing lake(s) during
the open water season. For instance, Adrian et al. [2] found a significant positive
correlation between ice duration and maximum spring algal biomass at Lake Müggelsee
(Germany). Finally, there is multiple evidence of the cultural and economic consequences
of a short or no lake ice cover season at local and regional scales [147]. Synthesizing these
8
findings allows for understanding and mapping of the overall response of freezing lakes and
related socio-ecological systems to changes in the annual ice cover period (and its climate
drivers) at a watershed or larger spatial scale, during the year.
Given the increasing concern over the consequence of projected winter climate warming
(trend and variability) in cold regions, there is a need to motivate the study of winter
limnology in seasonally ice-covered lakes. To this end, this study intends to articulate the
presence of winter thermal thresholds in lake ice which if exceeded can have cross-seasonal
implications on lake ecology and ecosystem services, and the extent to which the impacts
can span human and environmental systems. The next section elucidates how inter-annual
winter climate variability influences the ice cover duration using findings from recent lake
ice studies. and illustrations using ice phenology and climate records. Following this, a
review of a full range of lake ecosystem response to shorter/ no ice cover period in freezing
lakes is presented. This includes a tentative social-ecological framework that maps the
multiple pathways and feedback by which perturbations stemming from short ice cover
period may cascade across the lake-watershed system. The final section describes the
commingling effect of a changing watershed processes and lake ice phenology in diminishing
lake water quality.
2.2 Delineation of Lake-Watershed Processes Within the Context of Lake Ice
We reviewed over 40 peer-reviewed case studies that examined the response of one or
more lake-watershed parameter(s) to the early end of the ice cover period (Table A.1).
Based on the findings of these case studies, we describe in the following paragraphs the
potential impact of shorter/no ice cover season on the physical, chemical, biological and
social attributes of lakes in northern cold regions. The schematic in Figure 2.2 also
summarizes the response and feedback of key lake ecological and social components and
processes to shorter/no ice cover period at a watershed scale, including the confidence
placed in each response.
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Seasonal Thermal Structure and Mixing Regime: when the surface of lakes is covered in
ice, only a small fraction of the atmospheric heat input reaches the lake water column.
This is because ice reflects back 30-90% of the incoming solar insolation into the
atmosphere [109]. The early end of the lake ice season by weeks to months therefore favors
a substantial rise in the atmospheric heat inputs into the lake water volume. For lakes in
the northern cold regions, this can lead to warmer spring and summer lake water
temperatures [e.g., 14, 64, 127, 186], earlier onset of spring turnover and summer
stratification period [e.g., 88, 133, 186], and upsurge in spring/summer sensible and latent
heat flux [139]. In some lakes, the absence of lake ice during winter triggers dramatic
changes in the lake’s mixing regime such as a shift from cold monomictic to dimictic or
from dimictic to warm monomictic [e.g., 6, 135]. However, the persistency and degree to
which shorter or no ice duration affects the thermal structure of northern cold region lakes
depends on lake specific factors such as water clarity, morphometry, and water residence
time, which determine the distribution of extra added heat in lake volume [64].
Nutrient Cycling : During long ice cover periods, dissolved oxygen can get exhausted at
lake bottom (hypolimnion) due to the consumption of oxygen for benthic respiration and
decomposition of organic matter near sediment [96, 131]. This is especially the case for
lakes where the volume of hypolimnion water is small, and the amount of organic matter
near the lake bottom are high. The exhaustion of oxygen at the hypolimnion creates an
anoxic (reducing) environment at lake water-sediment interface, which promotes the release
of nutrients such as reactive manganese, iron and phosphorous [27, 90, 154]. For some
northern lakes, shorter or no ice cover season may, therefore, decrease the likelihood of an
anoxic conditions from developing at lake sediments during the winter season, which in
turn reduces the availability of nutrients in the water column. On the other hand, the early
end to the lake ice season in lakes often leads to the early onset of the spring-summer lake
stratification period, where there is limited mixing between epilimnion (upper) and
hypolimnion waters [135]. In shallow lakes or lakes where there is a strong thermocline at a
11
lower depth, the lengthening of the stratification season enhances the development of an
anoxic conditions at the sediment-water interface, which in turn favors the release of
reactive nutrients from sediments to the overlying water column [55].
Aquatic species and trophic interaction: During complete ice cover period in lakes, the
surface snow-ice cover acts as a lid, creating dark, less turbid and cold under-ice lake
environment [141]. These conditions generally favor heterotrophic processes and lower
plankton biomass as the low light setting restricts autotrophic plankton productivity, and
the non-turbulent conditions promote sinking of non-motile algae [70]. Thus, the early
onset of ice-free period can lead to a substantial increase in spring and summer algal
biomass [2, 133, 169], change in the seasonal composition and succession of plankton
species [27, 63, 68, 140] for various cold region lakes. Significant mismatches in the response
of predator and prey plankton species caused by shorter ice cover season can also engender
the re-organization of the lake food web [179]. However, the extent to which shorter or no
ice duration alters the plankton abundance, community and trophic relationships in lakes
depend on factors such as snow-ice conditions, nutrient availability and spring/summer
climate [3]. The cold, dark and oxygen-limited lake environment during ice cover season
also provides an optimum environment for native cold-water fish species [75]. Therefore,
the early end to the lake ice season commingling with warmer lake water temperatures
diminish the survival advantage of these native fish species and promote the spread of
invasive warm water fish species [56, 69, 135]. It also reduces the likelihood of winter fish
kills, as there is less potential for anoxic conditions to develop at the lake bottom during
short or no ice cover period [55]. On the other hand, early ice-out dates may correspond to
the lengthening of summer stratification period in lakes, and in shallow lakes or lakes with
strong thermocline at lower depth, this promotes the occurrence of anoxic conditions and
fish kills in the hypolimnion waters during summer/fall season [177].
Economic and Cultural Values : Over half of a billion people live in northern cold
regions where lakes periodically freeze [147]. For these people, lake ice has social, cultural,
12
economic, and recreational importance as evidenced by the long-term ice phenology records
kept for hundreds of years, and the abundance of ice festivals each year. Consequently,
shorter or no lake ice cover season can have a range of implications. It can contribute to
increased economic hardship and scarcity of provisions, as lake ice offers an inexpensive
roadway to remote communities and industrial development sites, access to traditional
hunting, fishing and trapping grounds, and a venue for popular winter recreational
activities [97, 108, 135]. For example, in Manitoba (Canada), mild winter conditions in
2010 prompted the closure of 2200 km of winter roads (composed of lake and river ice),
impeding the transport of food, gas and construction materials to more than 30,000 first
nations people (Carlson, 2010). This created scarcity of provisions in many First Nations
communities such that a state of emergency was declared. On the other hand, the ice
fishing derby at Gull Lake (Minnesota, USA) alone gathers tens of thousands of anglers,
generating over $1 million in revenue to local businesses, and $150,000 for charities
annually. In addition, we noted earlier that shorter or no ice season might lead to increased
algal biomass and loss of cold-water fishes in cold region lakes. These conditions may put
off recreational activities during the open water season, increase water treatment costs, and
reduce lake-shore property prices [135].
Local climate: The presence of complete ice cover limits the thermal exchange between
the relatively warm lake waters under ice and overlying cold air [109]. In medium-to-large
sized lakes, the premature end of the lake ice season during winter or early spring thus
promotes the development of severe downwind fog and precipitation (e.g., lake snow effect)
that have a significant economic impact [36, 47]. For instance, due to the lesser than
average ice-cover extent over Lake Ontario during the winter of 2007, the town of Redfield,
in New York State received about 141 inches of lake effect snowfall over seven days. This
event impacted the transportation infrastructure, caused widespread power outrage and
damaged buildings.
13
Ice Jams : Temperate and boreal lakes can be major producers of floating ice that flow
down rivers. When these ice blocks get stuck in a narrow river channel, they may create an
ice jam, which in spring produce flood events that supply nutrients and sediments to
perched ponds and deltas [135]. Shorter or no ice duration may reduce the likelihood of ice
jams from developing in rivers, which in turn may result in the loss of these unique
habitats.
2.3 Climatic Drivers and Winter Thermal Thresholds in Lake Ice
The long-term ice phenology records for many northern cold region lakes exhibit
significant secular trends towards later ice-in and earlier ice-out dates [e.g., 20, 77, 115].
However, the trends in the ice phenology of most lakes are also marked by significant
year-to-year variability which enhance or reverse the trend in the lake ice dates
[66, 145, 171]. For instance, for the 1870-2010 period, ice-out dates for Lake Auburn display
a significant (p < 0.05) long-term trend towards earlier ice-out dates, where the mean
ice-out date shifts from April 27th for the 1870-1900 period to April 17th for the 1980-2008
period (see Figure 2.3). Yet, there were three years during the 1870-1900 period, when the
ice-out date was earlier than April 17th, while there were five years when the ice-out date
was later than April 27th during the 1980-2010 period. Weyhenmeyer et al. [171], after
examining the ice phenology of 1213 lakes, concluded that in recent period, there was an
increase in the inter-annual variability of ice-in and ice-out dates of northern hemisphere
lakes. In cold regions, the chain of events that modulate the inter-annual variability of lake
ice phenology at local and regional scales often involve large-scale oceanic-atmospheric
circulation (teleconnections) patterns, regional weather regimes, and local meteorological
conditions that accelerate or impede lake ice growth or melt [e.g., 25, 32, 66, 112, 142, 169].
At local scales, lake ice formation, growth, and decay is an outcome of the thermal
energy transfer between lake and overlying atmosphere, integrated over time and space (for
large lakes) [11, 35, 109]. Air temperature generally represents the surplus/deficit heat
14
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Figure 2.3. Trends and variability in the spring ice-out dates at Lake Auburn from 1850-2010.
energy in the atmosphere, and is therefore a good predictor of lake ice growth/decay [e.g.,
111, 129]. For lakes with seasonal ice cover, the mechanisms by which winter and spring air
temperatures govern the ice cover duration are not the same [25, 174]. This can be
illustrated by contrasting the 2005/06 and 2006/07 lake ice evolution at Lake Auburn using
a 1-D freshwater lake thermodynamic model FLake [122].
The ice-in date is the date when the surface of lake completely freezes. For Lake
Auburn, the ice-in dates for the 2005/06 and 2006/07 ice cover season were December 18th
and 10th respectively (Figures 2.4a & b). After the ice-in date, the ice cover begins to
15
thicken rapidly. For the two ice cover seasons, significant thickening of lake ice occurred
during winter (December to February) (Figures 2.4a & b). Moreover, the rate of daily ice
growth corresponds to the daily freezing degree days —the extent (in degrees) to which
daily air temperatures fell below freezing (Figures 2.4e &f). At the end of February, the
winter ice cover thickness in 2007 is twice as much to that of 2006 (Figure 2.4a & b). At
the beginning of March, the ice cover stops growing and even starts to thin (melt) when
the daily air temperatures rise above the freezing point (Figures 2.4a & b). In both
seasons, the rate at which the ice melts daily mirrors the daily melting degree days—the
extent (in degrees) to which daily air temperatures rises above freezing (Figures 2.4e & f).
Since the ice growth to be melted during the 2006/07 lake ice season was higher than that
for 2005/06 season, the ice out date—the date when ice completely cleared from the lake
surface in 2006/07 was about 18 days later than in 2005/06 ice cover season (Figures 2.4a
& b).
For northern cold region lakes, the efficacy of local winter temperature conditions in
regulating the year-to-year variability of lake ice season can be determined and highlighted
by characterizing the antecedent winter AFDDs and/or AMDDs that produce early and
late spring ice-out dates. Figure 2.5 depicts the antecedent winter AFDDs and AMDDs for
the spring ice-out dates at Lake Auburn from 1950-2010. The winter AFDDs and AMDDs
that correspond to unusually early and late ice out dates can be estimated by generating
the joint probability density estimates (of winter AFDDs and AMDDs) for the earliest and
latest 15 ice-out dates at Lake Auburn during the 1950-2010 period (see Beyene and Jain
[22] for more information on the methodology). The majority (> 66%) of the earliest
ice-out dates had both winter AMDDs greater than 37 Degree Day Fahrenheit (DDF) and
winter AFDDs less than 600 DDF (Figure 2.5). Less than 20% of the latest 15 ice out
dates occurred under any one of these winter conditions. Such disparity in the winter
degree-days associated with the earliest and latest spring ice-out dates implies that for
Lake Auburn, there are antecedent winter degree-days thresholds which if exceeded or not
16
Time
Ic
e 
th
ic
kn
es
s 
 (m
)
0
0.2
0.4
0.6
Dec 1  Feb 1  Apr 1  
Ice thickness
AFDD
AMDD
Time
D
eg
re
e 
da
ys
 
 (D
D
F)
 
Te
m
pe
ra
tu
re
 
 (F
)
0
20
40
60
Time
Ic
e 
th
ic
kn
es
s(
m
)
Dec 1  Feb 1  Apr 1  
Time
D
eg
re
e 
da
ys
 
 (D
D
F)
0
400
800
1200
 
Te
m
pe
ra
tu
re
 (F
)
Dec 1  Feb 1  Apr 1  
i
Ic
e 
th
ic
kn
es
s 
 (m
)
.
.
.
      
I  t i
i
D
eg
re
e 
da
ys
 
 (D
D
F)
 
Te
m
pe
ra
tu
re
 
 (F
)
i
Ic
e 
th
ic
kn
es
s(
m
)
      
i
D
eg
re
e 
da
ys
 
 (D
D
F)
 
Te
m
pe
ra
tu
re
 (F
)
      
2007
Ic
e 
th
ic
kn
es
s 
 (m
)
r
c ck ss
D
eg
re
e 
da
ys
 
 (D
D
F)
Te
m
pe
ra
tu
re
 
 (F
)
Ic
e 
th
ic
kn
es
s(
m
)
r
D
eg
re
e 
da
ys
 
 (D
D
F)
Te
m
pe
ra
tu
re
 (F
)
r
Ice Thickness

AFDD

AMDD
a.
c.
e.
b.
d.
f.
Observed

Ice-out date
Modeled

Ice-out date
Observed

Ice-out date
Modeled

Ice-out dateIce-in date Ice-in date
Year: 2006 Year: 2007
Figure 2.4. Contrasting the ice phenology and prevailing temperature conditions at Lake
Auburn for 2006/07 and 2007/08. Contrasting the ice phenology and prevailing temperature
conditions at Lake Auburn for 2006/07 and 2007/08. (a) and (b) Simulated lake ice evolution
for 2006 and 2007 respectively. (c) and (d) Winter and spring accumulated freezing and
melting degree days for 2006/07 and 2007/08. (e) and (f) daily winter and spring temperature
for 2006/07 and 2007/08.
exceeded predispose the lake to have an early/late ice-out dates in spring. The studies by
Beyene and Jain [22, 24] point to the presence of winter degree days that govern the
variability of spring ice-out dates across North American lakes.
Large-scale winter teleconnection patterns regulate the timing of the lake ice in/out
date by promoting warm and cold and/or wet and dry spells that delay or accelerate lake
ice formation/melt [32]. Linkages between large-scale teleconnection patterns and lake ice
cover season in northern regions can be quantified by estimating the relative change in the
likelihood of local winter temperature conditions (that correspond to specific ice in/out
dates) during different climate phases. This can be illustrated using Lake Auburn. Climate
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Figure 2.5. The joint probability density of winter AFDD and AMDD for the earliest and
latest 15 ice out dates at Lake Auburn from 1950-2010. The joint probability density of
winter AFDD and AMDD for the earliest and latest 15 ice out dates at Lake Auburn
from 1950-2010. The density contours were generated using non-parametric kernel density
estimators (Silvermann, 1986).
studies have found that winter meteorological conditions over the eastern North America
are modulated by major teleconnection patterns such as the Tropical/Northern Hemisphere
(TNH) and the El Niño-Southern Oscillation (ENSO) pattern [e.g., 16, 23, 34]. Moreover, it
was noted earlier that winters with AFDD less than 600 degree-day Fahrenheit correspond
to early spring ice-out dates at Lake Auburn. During strongly negative Tropical/Northern
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Hemisphere (TNH) phases (TNH < −0.47), there is about 76% chance that the winter
AFDD at Lake Auburn will be less than 600 DDF, which is approximately 80% more likely
than other TNH phases. Similarly, during positive (warm) ENSO years, there is an 80%
increase in the likelihood of winters with AFDDs less than 600 DDF at Lake Auburn, while
there is a 20% decrease in their probability during cold (negative) ENSO phases.
2.4 Commingling Effect of Watershed Processes and Lake Ice Phenology on
Lake Water Quality
There have been marked declines in the water quality of cold region lakes over the last
century where in some cases, lakes have undergone shifts and transitions from a clear water
state to a turbid state [e.g., 50, 121, 185]. Changes in the ice phenology of cold region lakes
towards shorter or no ice cover season can contribute to the decline in lake water quality
from seasonal to annual time scales, through multiple pathways (Figure 2.6). For example,
the absence of winter snow-ice cover on the lake surface typically raises the availability of
photosynthetic light and suspended nutrients in the water column due to the decline lake
surface albedo, and increase in wind-induced water movement [141]. These conditions can
lead to an increase in winter and spring algal biomass in lakes [3, 169]. On the other hand,
shorter or no ice cover season often corresponds to a rise in the amount of short wave
radiation absorbed in the lake water volume during winter and spring, which in turn
promotes warmer spring-summer water temperatures [14, 64], and earlier commencement of
the summer stratification period [88, 133]. Such stable and warm lake water conditions
provides favorable conditions for harmful algal communities such as Cyanobacteria to
flourish on the lake surface during the summer [37, 128]. The early onset of the summer
stratification period also enhances the development of anoxic conditions at the
sediment-water interface for lakes with strong thermoclines at a lower depth, which in turn
favors the release of reactive nutrients and pollutants from sediments to overlying water
column during wind induced mixing [55]. However, the extent to which shorter or no ice
19
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Figure 2.6. Conceptual diagram of the commingling effect of shorter ice cover duration and
higher sediment flow on the water quality of northern lakes.
cover season influences lake geo-chemical and biological cycles and in turn the state of the
water quality, hinges upon the ice cover characteristics and phenology, lake morphometry,
and the availability and chemistry of nutrients in the lake water column and sediments
[3, 64].
On the other hand, there has been an overall rise in the amount of sediments and
nutrients delivered into cold region lakes since the turn of the 21th century [e.g., 74, 157].
This can diminish lake water quality by raising the abundance of nutrients and pollutants
in the lake water column, and promoting algal growth. The climatic parameter that is
often found to explain rises in sediment and nutrient loading entering cold region lakes is
the spring-summer rains. Changes in the magnitude and frequency of heavy spring-summer
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Figure 2.7. Trends and decadal variability in the annual frequency and magnitude of heavy
spring rainfall events at Lake Auburn from 1950-2010. Trends and decadal variability in
the annual frequency and magnitude of heavy spring rainfall events at Lake Auburn from
1950-2010. (a) 11- and 60-year smoothened patterns in the annual frequency of daily spring
rainfall events exceeding 0.5 inches. (b) Regressing daily spring rainfall events (exceeding
0.5 inches) against time across five select quantiles.
storm events over headwater catchments can trigger changes in the sediment and nutrient
entering lakes, as heavy rains in spring and summer are often accompanied by high pulse of
water discharge and sediment load into lakes [42, 94, 151]. According to IPCC (2013), it is
likely that the intensity and frequency of heavy spring-summer precipitation events have
increased over the second half of the 21th century for most northern North American and
European regions including regions where the annual precipitation is decreasing. For Lake
Auburn, for example, the trends in the magnitude of heavy spring-summer precipitation
events, across seven select quantiles, reveal that the intensities of heavy spring summer
storms (quantile, τ > 0.75) have significantly risen over the last half century (Figure 2.7).
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2.5 Concluding Remarks
In the northern hemisphere, the year-to-year variability of the lake ice season is rising
dramatically. This is disconcerting as we lack a complete understanding of the risk of
short/no ice induced effects on lakes and related systems. Here, our synthesis elucidates
that characterizing the linkages between winter weather-climate variability and lake ice
phenology affords seasonal (or longer) outlooks of the lake ice cover season at local and
regional scales. It also outlines the potential ramification of short/no lake ice season (and
its winter climate drivers) on a range of ecological, social, hydrological, and climatic
variables. Collectively, this review offers for the first time a general framework by which
the nature and predictability of short/no ice cover seasons and its impacts on linked
socio-ecological systems can be examined and understood both at local and regional scales.
Nevertheless, we are not at a stage where we can estimate the risk of short/no ice induced
effects on lakes and related systems. To this end, we recommend future works in the
following research areas:
• Under-Ice Limnology : comprehensive knowledge of the physical, chemical, and
biological processes/activities that underpin the under-ice limnology will enable the
identification and characterization of connections and feedbacks between under-ice
and ice-free seasons. It would also explain the mechanisms by which shifts in the lake
ice cover phenology (and related limnology) affect lake structure, stability, and
function. However, any progress in the under-ice limnology study will entail an
improvement in the current sampling procedures, methodologies, and instruments for
seasonally ice-covered lakes as detailed by Block et al. [29]. Moreover, there are lake
processes/activities that are endemic to the ice cover period. So the under-ice lake
activities should also not be gaged using limnological metrics that are used for
detecting the metabolism during the ice-free seasons [70].
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• Climate Forecast : in the past four decades, seasonal-to-annual climate forecast has
improved considerably, stemming from better climate models and additional data
[e.g., 152]. Moreover, the greatest source of seasonal winter climate skill in the
extra-tropics is the El Nino-Southern Oscillation (ENSO) pattern, whose
development and teleconnections are well studied [81]. However, climate diagnostic
studies have primarily focused on assessing ENSO induced shifts in the mean climate,
which offers little information on the changes in the likelihood of winter climate
conditions that engender short/no ice cover season. Future climate works on
ENSO-winter climate teleconnections are needed where approaches and frameworks
that assess ENSO related climate shifts across the entire distribution, as well as
specific quantiles, are applied.
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CHAPTER 3
MODELING LAKE ICE-OUT DATES: A LINEAR-CIRCULAR
REGRESSION FRAMEWORK
3.1 Introduction
In temperate regions, there has been an increase in the inter-annual variability of the
lake ice phenology over the past few decades [e.g., 102, 171]. This has led to the rise in the
frequency of unusually short ice cover periods. For instance, Beyene and Jain [22] found
that the inter-annual winter climate variability, linked to the northern hemisphere
atmospheric teleconnection patterns, promote early ice-out dates in Maine lakes. Winter
limnology studies show that the shortening of the ice cover season in lakes has detrimental
effect on lake ecology and services [70, 135]. The year-to-year variability in the timing of
spring lake ice-out dates is primarily a response to prevailing winter and spring
meteorological conditions, as they control the surplus/deficit in the energy balance at lake
surface determining lake ice growth/melt [e.g., 108, 111]. Aside from spring temperatures
however, the efficacy of seasonal meteorological variables particularly during winter, in
modulating the timing of the spring ice-out dates of lakes is not well known. Given that
winter climate variability over the northern Temperate and Arctic regions, is influenced by
large-scale oceanic-atmospheric circulation patterns, determining the role of winter on the
variability of ice out dates would offer seasonal or longer outlook on the ice-cover season of
lakes, both at local and regional scale.
The mechanisms by which winter and spring climate variability affect the timing of
spring lake ice-out date are different. Winter meteorological conditions govern ice-cover
processes related to the characteristics (e.g. type, thickness) of the winter ice that melts in
spring. For instance, winter air temperatures (particularly the accumulated freezing and
melting degree days - AFDD and AMDD) determine the cold content available at lake
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surface to cool and thicken the ice cover [e.g., 109]. Winter snowfall on the other hand, can
alter the composition of the ice-cover by promoting snow-ice formation, as well as reduce
the thickness of lake ice, due to its insulating effect [e.g., 1, 164]. In contrast, spring
climate variables control ice processes that govern the rate of melt. Spring air temperature,
for example, influences the thermal energy available in the atmosphere to overcome the
freeze content and melt the winter ice cover, while spring snowfall can reduce the melt rate
by increasing the surface albedo and cold content of the ice cover [e.g., 174]. Modeling
offers the opportunity to disentangle the dependence of year-to-year variability of lake
ice-out dates to winter and spring weather and climate processes.
In empirical lake ice studies, ice phenology models, conditioned on seasonal climate
variable(s), are often built using traditional regression method. The underlying assumption
in this method is that the response variable (e.g., ice in/out dates) is a linear continuous
variable, which has a true start point and magnitude. However, given that day-of-year
variable is inherently unbounded (no start and end point) and cyclical, representing time
variables as a linear variable results in the (i) loss of the periodic nature of time-of-year (ii)
order and rank of ice in/out date variables to change with respect to the choice of origin
[e.g., 107]. For instance, if using the Julian calendar, December 31st and January 1st are
always 364/365 magnitudes apart and (say) January 1st and September 1st have a
magnitude of 1 and 242 respectively. On the other hand, if using the water year, December
31st and January 1st are 1 magnitude apart and January 1st and September 1st have a
magnitude of 124 and 1 respectively. According to Mallows [117], choosing data
appropriate for model is a critical first step in statistical model building, as erroneous
representation of the phenomenon under consideration in model produces model
uncertainty that is much more than simple statistical inefficiency. This highlights the need
for an alternate approach for characterizing day-of-year variables in regression models for
ice phenology such that (a) the order of ice in/out dates are insensitive to the choice of
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reference point and (b) the distributional assumptions employed for analyses take into
account cyclical nature of time-of-year.
One such approach is the use of circular (angular) regression method, where the
day-of-year variable is represented as a point on the circumference of a unit circle [86, 119].
In a circle, the beginning coincides with the end, and as such representing day-of-year
variables as circular variables captures the periodicity and order of calendar days,
independent of the choice in reference point. Furthermore, the circular regression approach
employs unimodal circular distributions most notable of which is the standard von Mises
distribution [119]. In addition, in circular regression models where the covariates are linear
variable(s) (e.g., temperature, snowfall), link functions such as 2tan−1(.) are used to map
the covariate variable from the real line onto a unit circle. Consequently, the circular
regression method is employed here in developing ice-out models of increasing complexity,
to clarify the efficacy of winter and spring temperatures and snowfall in modulating the
variability of spring ice dates in Maine lakes.
For this study, the historical ice-out and climate data for 12 Maine lakes are used. The
next section discusses source of the ice out and meteorological data and delineation of
winter and spring season for this study. The methodology section provides a concise
summary on the theory of circular regression, and the framework applied here for building
and assessing circular regression models for ice-out dates. The result section discusses
diagnostic results from model outputs and residuals for selected lakes. It also provides an
assessment if winter and spring degree-days and snowfall are adequate in explaining the
variability in the spring ice-out dates in Maine lakes.
3.2 Data
3.2.1 Lake Ice-out Date Data
Lake ice-out date refers to the date in spring, when winter ice completely disappears
from the lake surface [77]. The annual spring ice-out dates from 1950-2010 for the 12
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studied Maine lakes were obtained from a publication by USGS [76]. Data from this
database is selected because of the consistency over site of observation, and ice-out date
definition for each lake. Furthermore, the main criteria for selecting these lakes is that they
had more than 50 years of ice-out date data. Morphometric data for the twelve lakes are
given in Table B.1.
3.2.2 Temperature and Snowfall Data
The 1950-2010 daily temperature and snowfall data for each lake are obtained from the
nearest United States Historical Climatology Network (USHCN) stations. Data from
USHCN stations are preferred, because of the long period of serially complete data,
genuine quality assurance and control checks imposed on data. The procedures undertaken
by USHCN for data quality control are described in Williams et al. [173]. Appropriate
modeling of lake ice-out dates and meteorological variables necessitates that stations have
more than 30 years of complete data. In this study,a year is considered complete if it
contained 90% of the winter and spring temperature and snowfall data. Climate data from
seven USHCN stations are used in this study.
Mohseni et al. [123] has shown that climate data from meteorological stations, as far as
200 kilometers (km) from site, can be applicable in predicting stream water temperatures.
Here, the distance between lake and nearby meteorological station is on average about 20
km, while the maximum distance is about 80 km (see Figure 3.1).
3.2.3 Seasonal Degree-day Indices
The net energy balance at lake surface determines the formation, growth and melt of
surface ice cover, and air temperature is directly or indirectly related to the net long wave
radiation, sensible heat and latent heat flux. Consequently, seasonal winter temperature
indices such as accumulated freezing and melting degree days (AFDD and AMDD) have
often been used to approximate the available freeze/thaw energy to form/melt lake ice
[e.g., 8, 95, 109]. When calculating seasonal AFDD/AMDD, lake and glacial ice studies,
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Figure 3.1. Location of selected Maine lakes, and the circular plots of their spring ice-out
dates. Location of selected Maine lakes, and the circular plots of their spring ice-out dates.
For each circular plot, the arrow denote the mean ice out date, while the red curves denote
the fitted von-Mises distribution.
different temperature thresholds are employed for freezing/melting of water/ice, to
compensate for different atmospheric conditions or sampling problems. However in this
study, the AFDD (AMDD) during the ice cover period is computed, as the daily
degree-days below (above) freezing of water (0◦C or 32◦F) summed over the total number
of days when daily average temperature was below (above) freezing.
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3.2.4 Delineating Winter and Spring Period in Maine
In lake ice studies, the winter season provides the bulk of freezing energy to grow lake
ice, and consequently the winter accumulated freezing degree days (AFDD) have often be
used to gage the freezing energy available to form and grow ice. Thus to delineate the
winter months during the lake ice cover period in Maine, the smoothened mean profile of
AFDD from 1950-2010 over the period between December 1st and April 30th is generated
using non-parametric kernel estimators for each station (see Figure 3.2). Across the six
stations, the mean (median) date when 90% of the winter and spring AFDD is attained lies
prior to March 10th. Thus in this study, winter season represents the period between
December and February months, and spring season refers to the period between March and
April.
3.3 Methodology
3.3.1 Circular Data: Lake ice-out dates
Circular/directional data is the data that can be represented as locations (points) on
the circumference of a unit circle [e.g., 107]. They are encountered in various scientific
fields, and are usually expressed as angles from an arbitrarily selected zero reference and
sense of rotation. Examples of this type of data include readings of wind direction or
animal orientation, relative to a reference direction. In addition to data that are initially
measured as angles, circular data also applies to measurements such as time of day/year
that show periodicity. In general, circular data have no natural ranking, since the origin
and sense of rotation is arbitrary [e.g., 60]. Furthermore, measurements are cyclical just as
in a circle, the beginning coincides with the end (i.e., points 0 and 2π coincide). Thus the
use of conventional statistical methods in analyzing circular data often results in
misleading or absurd results. For further discussions on the nature of circular data, reader
is referred to books by Mardia and Jupp [119], Jammalamadaka and Sengupta [86], and
Fisher and Lee [61].
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Figure 3.2. 1950-2010 profile of AFDD growth as a function of days between December 1st
and April 30th for six USHCN stations in Maine. 1950-2010 profile of AFDD growth as a
function of days between December 1st and April 30th for six USHCN stations in Maine.
(a) Annual dates from 1950-2010 when 90% of the winter and spring AFDD is attained for
six USHCN stations. (b) 1950-2010 mean smoothened profile of AFDD as a function of the
days between December 1st and April 30th for six USHCN stations.
3.3.2 Summary statistics for the ice-out dates of studied lakes
As illustrated in earlier sections, circular statistical approaches are more appropriate
method for describing calendar data such as lake ice-out dates. Thus, the historical ice-out
date of studied lakes are transformed to angular data by computing
θi = Di
2π
Dyear
(3.1)
where Dyear represents the number of days in a year. The variable Di is the spring lake ice
out date in Julian day, and θi is its angular value in radians. Since θi also corresponds to
the polar coordinates (cos θi, sin θi) of a location on a unit circle (r = 1), the historical
spring ice-out dates of lakes can graphically be depicted as points on a unit circle.
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The 1950-2010 climatology of the spring ice-out dates across studied lakes are
characterized by estimating the mean and spread. For a sample of n ice-out dates, the
sample mean (θ̂) and variance (ρ̂) are determined by computing
θ̂ = arctan(
S
C
) (3.2)
ρ̂ = 1−
√
(S2 + C2) (3.3)
where
S =
∑ n
i=1sin θi
n
and
C =
∑ n
i=1cos θi
n
C and S represent the x and y coordinates of the mean lake ice-out date on the unit circle.
The measure of dispersion (ρ) for angular data on a unit circle, ranges from ρ = 0
(corresponds to all ice-out dates occurring on the same date of the year) to ρ = 1 (indicates
maximum variability). Alternatively, the circular standard deviation (σ) can be calculated
using the equation
σ̂ =
√
−2 ln(1− ρ) (3.4)
Figure 3.1 and Table 3.1 present the summary statistics for the historical ice out dates
of studied lakes. For the 1950-2010 period, they show that the mean spring ice-out dates of
Maine lakes range from mid-April in coastal and southern interior lakes to early May in
northern interior lakes. Moreover, contrasting the circular standard deviation of the ice-out
dates for studied lakes indicate that coastal lakes have greater variability in their timing of
their spring ice out dates as compared to their inland counterparts.
3.3.3 Linear-Circular (L-C) correlation
Linear-circular correlation (Rxθ, Mardia [118]) approach is utilized to measure the
linear association between winter/spring climate variables and spring lake ice out dates.
Suppose X and θ denote the variables seasonal temperature/snowfall and spring ice out
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date (in radians) respectively, Linear-circular correlation coefficient is defined as the
multiple correlations between X and angular components (cos θ, sin θ), assuming that the
circular variable can be described by a random vector v = (cos θ, sin θ)T in a plane [118].
For n pairs of X and θ, this can mathematically be written as
Rxθ =
√√√√r2xc + r2xs − 2rxcrxsrcs
1− r2cs
(3.5)
where the correlations are: rxc = cor(X, cos θ), rxs = cor(X, sin θ), and
rcs = cor(cos θ, sin θ). If the winter/spring climate variable and spring lake ice-out dates do
not exhibit covariability, then Rxθ will approach zero. In contrast, if climate variable and
spring lake ice-out dates are strongly associated with each other, then Rxθ will be close to
±1. Under the null hypothesis of no correlation between X and θ, the test statistics follows
the distribution
(n− 3)R2xθ
1−R2xθ
∼ F2,n−3 (3.6)
given that X is normally distributed [119, page 246]. In this study, correlation
coefficients are taken as significant,if the hypothesis that there is no correlation between
the two variables is unlikely with a probability of 0.95. For comprehensive expositions on
linear-circular correlation coefficient and other forms of linear-circular correlation
techniques, the reader is referred to books by [86, 119].
3.3.4 Circular-Circular (C-C) correlation
The circular-circular correlation (rθφ) approach is used to assess the rotational
association between two time series of lake ice-out dates. For n pairs of θ and φ, this can
be mathematically expressed as [86, page 176]
rθφ =
n∑
i=1
sin(θi − θ) sin(φi − φ)√
n∑
i=1
sin2(θi − θ) sin2(φi − φ)
(3.7)
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where θ and φ are the sample mean directions. If rθφ is close to zero, it suggests that
the two time series of lake ice out dates are rotationally independent. On the other hand,
when rθφ approaches ±1, it indicates that there is a strong rotational association between
the two time series of lake ice-out dates. Under the null hypothesis of no correlation
between φ and θ, the test statistics
t =
√
frθφ (3.8)
follows a standard normal distribution. The term f is given by
f = N
n∑
i=1
sin2(θi − θ)
n∑
i=1
sin(φi − φ)
n∑
i=1
sin2(θi − θ) sin2(φi − φ)
(3.9)
Here, circular correlation coefficients are taken as significant, if the hypothesis that
there is no correlation between the two time series of ice out dates was unlikely with a
probability of 0.95. For further discussions on circular-circular correlation coefficient or
other forms of linear-circular correlation techniques, the reader is referred to comprehensive
expositions in the published literature [86, 119].
3.3.5 Linear-Circular Regression
Figure 3.3 shows the procedural framework applied here for inferring the efficacy of
winter and spring climate parameter(s) on the variability of lake ice-out dates. The
framework employs preliminary circular diagnostic methods described in earlier sections, as
well as assess outputs from candidate ice-out models of varying complexity, developed using
the circular regression approach described below. In the latter approach, model building
was done in stages beginning with the null model, which presumes that spring ice-out date
variability is dependent exclusively on the spring AFDD and AMDD. Subsequently, spring
snowfall, winter AFDD and AMDD, and winter snowfall are sequentially added in the
following models and fitted. Model parameter significance and outputs across candidate
34
models are then compared to assess the relevance of winter and/or spring climate variables
in controlling the variability of spring ice-out dates across Maine lakes.
3.3.5.1 von Mises Distribution
The von Mises distribution, first proposed by von Mises in 1918, is the most common
and best studied of unimodal circular distributions. The reasons for its popularity is (a) its
results are easier to interpret, as its inference techniques are well developed (b) it is flexible
with regards to the effect of parameters (c) it has an in-built measure for scale (dispersion)
[86]. Thus, it plays a central role in circular statistics, akin to the Normal distribution for
linear data analysis. The von Mises probability density function (PDF) for random
variable φ is given by
f(φ;µ, κ) =
1
2πI0(κ)
eκ cos(φ−µ), 0 ≤ φ, 0 ≤ µ < 2π, κ > 0 (3.10)
where I0(.) is the modified Bessel function of zeroth order, µ is the mean direction and κ is
the concentration parameter. When κ > 0, the density is unimodal and symmetrical about
the µ and as κ increases, the distribution increasingly becomes tightly clustered. For κ > 2,
the distribution can be well approximated by a Normal distribution with mean µ and
variance 1/κ [61].
The appropriateness of von Mises distribution in representing the probability
distribution of ice-out dates for studied lakes are verified using Watson’s U2 test [113]. This
test compares the mean squared deviation between the empirical cumulative distribution
function (CDF) and true CDF, at all data points, to the deviation against the critical value
at alpha level. Results show that the assumption the probability structure for lake ice-out
dates has a von Mises distribution can not be rejected at 90% significance level for all lakes
(see Table 3.1).
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3.3.5.2 Model Framework and Fitting
In the linear-circular regression models with von Mises distribution, winter and/or
spring climate variables are described as linear covariates, and the lake ice out dates is
represented as a circular response variable. In general, the response of lake ice-out date of
to seasonal climate variables can be modeled by regressing either (a) the mean direction
(µ), (b) the dispersion (κ), (c) or both the mean direction (µ) and dispersion of ice out
dates to winter/spring climate variables. In the present study, we focus on the first model,
and therefore model the mean direction µ of ice-out dates to climate covariates xi as
µi = µ0 + g(xiβ) + εi (3.11)
where β corresponds to the vector of regression parameters to be estimated, µ0 is the
circular mean of the dependent variable, g(.) is the link function and εi is the residual term
from the von Mises vM(0, κ) distribution. The purpose of the link function g(.) is to
convert linear variables to circular ones. Possible choice of link functions are discussed in
Fisher and Lee [61] and Jammalamadaka and Sengupta [86], however, in this study we used
g(u) = 2 tan−1(.) (3.12)
The maximum likelihood estimates (MLE), for the parameters (µ0, β, and κ) of a
homoscedastic von Mises regression model, are the values that maximize the log-likelihood
function
L(β|X) = −N log I0(κ) + κ
∑
N
i=1 cos(θi − µ0 − 2 tan−1(βXi)) (3.13)
Often, the determination of the maximum likelihood estimates requires the use of iterative
procedures. The circular package [4] in the R statistical computing environment, provided
the optimizing algorithm to estimate µ, β, and κ. Furthermore, large sample asymptotic
variance is used to estimate standard errors for the parameters, and to test hypotheses [61].
37
3.3.5.3 Model Diagnostics and Inference
Model inference on the relative importance of winter/spring climate variables on spring
ice out dates is based on (a) parameter significance tests, and (b) comparing model fitness.
Significance tests for model parameter estimates indicate whether there is a detectable
relationship between the response variable and predictive variable(s) under focus, for a
given level of certainty. In the present study, the significance of model parameter estimates
for winter/spring degree-days and snowfall are determined using t-statistics. Model
parameters are considered significant, if the significance level (p) is less than 0.10. On the
other hand, if models are successively fitted in order of increasing complexity, comparing
the relative fit for successive pairs of models provides an alternative means of assessing the
null hypothesis that the omitted (added) term(s) has no significant contribution on the
spring ice-out date variability. In this study, Model 0 (M0), Model 1 (M1), and Model 2
(M2) are special cases of M1, M2, and M3 respectively, and thus, comparison of say M0 and
M1 using goodness of fit tests is a test of the hypothesis that spring snowfall has no
influence on the timing of spring lake ice-out dates. The relative fit across models is
determined using coefficient of determination (R2) and bias-corrected Akaike Information
Criterion (AICc). The coefficient of determination (R2), which measures the variability
explained by the model, was computed for each model by squaring the circular-circular
correlation between observed and model simulated ice out dates [114]. In addition, to
balance between model complexity and model fitting of data, the corrected Akaike
Information criterion (AICc) was employed. AICc is a likelihood-based criterion that
quantifies the relative amount of information lost, if a given ice out model is used to
approximate the underlying process that generates the observed lake ice out dates.
Assuming that the ice-out model residuals have a von Mises distribution with
concentration parameter κ̂, the AICc of a given model is given as
AICc = 2n log I0(κ̂)− 2nκ̂+
n(n+ 1)
n− l − 2
(3.14)
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Figure 3.4. Schema depicting the seasonal evolution of lake ice and linked climatic variables.
Schema depicting the seasonal evolution of lake ice and linked climatic variables. The climate
covariates (X) and ice out date (θ) are shown along the winter-spring seasonal timeline.
where I0(.) is the modified Bessel function of zeroth order, n is the sample size and l is the
number of estimated parameters (degrees of freedom) in the model.
3.4 Results
3.4.1 Seasonal Meteorological Covariates
Six seasonal meteorological variables were considered in the development of our circular
regression models for ice out dates (see Figure 3.4). This section provides a rational, both
physical and statistical for the inclusion of these variables.
3.4.1.1 Seasonal winter degree-days and lake ice-out
The thickness of winter ice cover over lakes determines the amount of heat energy
needed to melt and clear the ice from lake surface. The preceding winter AFDD and
AMDD quantities can have strong influence on the timing of lake ice-out dates in spring.
In this study, the winter AFDD (AMDD) is computed as the daily degree-days below
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(above) freezing (0◦C or 32◦F) summed over the total number of days during December
and February when daily average temperature was below (above) freezing.
Linear-circular (L-C) correlation tests between winter AFDD and AMDD and spring
ice-out dates for studied Maine lakes shows that the preceding winter AFDD has a
significant positive correlation (ρ = 0.25-0.53, p < 0.05) with the spring ice out dates for
lakes across all three-climate regions in Maine (see Table B.2-B.7). This indicates that the
higher winter AFDDs—i.e., the larger the freeze content to grow ice—the longer for the
winter ice to clear in spring, and vice versa. Spatial comparison of the correlation
coefficient across studied lakes show that the correlation between spring ice out dates and
winter AFDDs is higher in coastal and southern interior regions (ρ = 0.31-0.53) as
compared with northern interior regions (ρ = 0.24-0.45). The underlying physical
reasoning for the reduced influence of winter AFDD on the variability of spring ice out
dates of northern interior regions are (a) formation and growth of ice in northern interior
Maine lakes begins in fall, which reduces the role of winter AFDD variability on lake ice
thickness (b) lake ice-out dates in the northern interior regions often occur later in spring
(May-June), which allows spring climate variables to moderate the effect of winter AFDD
on the spring ice out dates.
On the other hand, seasonal winter AMDD shows a significant negative correlation (|ρ|
= 0.25-0.55, p < 0.05) with spring lake ice out dates primarily in coastal and southern
interior regions (see Table B.2-B.7). This implies that the higher winter AMDDs—i.e., the
lower the cold content in the ice cover—the earlier than usual spring ice-out dates and vice
versa. Spatially, the relative correlation between winter AMDD and spring lake ice out
dates decreases towards interior Maine regions. The major factor for the reduced influence
of winter AMDD on spring ice-out dates of inland Maine lakes is that over the region, daily
temperatures during December and February months seldom, if ever, exceed freezing point
(0◦C or 32◦F).
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3.4.1.2 Principal Component Analysis for winter degree-days
There is a significant (p < 0.1) negative correlation between winter AFDD and AMDD
for most Maine regions (see Table B.2-B.7). Consequently, using both winter degree-day
indices as predictor variables in lake ice-out date regression models generates parameter
estimates for winter AFDD and AMDD that are less reliable and physically meaningful,
due to collinearity effect. Fekedulegn et al. [57] showed that transforming the original
variables into a new set of orthogonal uncorrelated variables using principal component
analysis (PCA) eliminates this effect. Thus PCA (using the covariance matrix) was
performed on the time series of winter AFDD and AMDD at each meteorological station.
Across the six meteorological stations, the first principal component (PC1) of winter
degree-days represents 97-99.5% of the total variability and therefore may be considered as
the dominant pattern of winter degree-day variability (see Table A8). Furthermore given
that the magnitude and variance of winter AFDD is much larger than that of winter
AMDD for all stations, the loading of winter AFDD in each PC1 pattern is positive and
over 0.99, whereas the loading of winter AMDD is negative and less than 0.03 (see Table
B.8). The result implies that PC1 patterns primarily reflect the winter AFDD conditions
over lakes, and as such positive (negative) PC1 indices represent above (below) average
winter AFDDs. Spatially, there is a strong positive correlation (ρ > 0.91) between PC1
patterns across stations, which shows strong regional coherence in the temporal pattern of
winter AFDD variability in Maine. On the other hand, the second principal component
(PC2) reproduces only 0.5-3.0% of the total variability in winter degree-days across the six
meteorological stations (see Table B.8). Furthermore for each PC2 pattern, the loading of
winter AFDD is negative and less than 0.03, while the loading of winter AMDD is positive
and over 0.99 (see Table B.8). This suggests that PC2 scores predominantly represent the
winter AMDD conditions over lakes and positive (negative) PC2 phases imply above
(below) normal winter AMDD. There is a strong positive correlation (ρ > 0.83) between
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the PC2 patterns across stations, which implies strong spatial synchroneity in the pattern
of winter AMDD variability in Maine.
3.4.1.3 Winter snowfall
Winter snowfall can affect the thickness and type of winter ice cover and in turn the
timing of spring ice out dates by (a) reducing rate of ice growth in winter by adding
insulation, (b) increasing the winter cold (freeze) content of lake ice, and (c) promoting the
development of snow ice, thereby affecting the composition of the winter ice cover over
lakes [1]. In this study, time series of winter snowfall for the study period was determined
by summing the daily total snowfall recorded at each station from the beginning of
December to the end of February for each year.
L-C correlation results show that winter snowfall has a significant positive correlation
(ρ = 0.28-0.43, p < 0.05) with spring lake ice-out dates chiefly in coastal and southern
interior regions (see Table B.2-B.7). This means that the higher winter snowfall, the longer
the duration of winter ice. Furthermore, the coefficient and significance of this linear
association decreases towards the interior regions. Again this is mainly because lake ice out
date in deep interior regions occurs relatively later in spring (May-June), which allows
spring climate conditions to have more influence on the timing of ice breakup date. It
should be noted that winter snowfall has little or no correlation with the two principal
components of winter degree-days (see Table B.2-B.7). This indicates that the relationship
between winter snowfall and spring ice-out dates is independent of the prevailing winter
temperature conditions.
3.4.1.4 Seasonal spring degree-days and lake ice-out
Spring is the period when the bulk of the ice melting process occurs. Williams [174]
showed that spring temperature largely determine the melt rate of winter ice cover.
Hodgkins [76] based on their correlation results suggested that the prevailing average spring
(March-April) temperatures explain 50-70% of the variability in the timing of spring ice-out
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dates in New England lakes. In this study, the spring AFDD (AMDD) is computed as the
daily degree-days below (above) freezing (0◦C or 32◦F) summed over the total number of
days during March and April when daily average temperature was below (above) freezing.
L-C correlation results show that seasonal spring AFDD has significant negative
correlation (|ρ| = 0.35-0.65, p < 0.05) with lake ice out dates across all climate regions in
Maine (see Supplementary Table B.2-B.7). This implies that the higher the spring
AFDDs—i.e., the higher the cold content in lake ice—the later the spring ice out dates and
vice versa. Moreover, the role of spring AFDD on spring lake ice-out dates of Maine lakes
across the three climate divisions appears to be uniform, as the correlation coefficients do
not show any systematic spatial patterns.
On the other hand, seasonal spring AMDD has significant positive correlation (ρ =
0.73-0.84, p < 0.05) with lake ice out date in all climate regions (see Supplementary Table
B.2-B.7). This suggests that the higher the spring AMDD—i.e., the higher the melt energy
at lake surface—the earlier the timing of ice out dates. Spatially, the strength of
correlation between spring AMDD and lake ice-out dates increases towards the interior
regions. This is mainly because lake ice out date in deep interior regions occurs relatively
later in spring (May-June), which allows spring temperatures to have more influence on the
timing of ice breakup date.
3.4.1.5 Principal Component Analysis for spring degree-days
There is a significant (p < 0.1) negative correlation between spring AFDD and spring
AMDD in all stations (see Table B.2-B.7). To reduce collinearity effect, the spring AFDD
and AMDD variables at each lake are orthogonalized into two principal components and
these principal components are included as predictor variables in the ice out date regression
models.
Across the six stations, the first principal component (PC1) of spring degree-days
represents 77%-87% of the total variability in spring AFDD and AMDD, and therefore may
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be considered as the leading pattern of local spring degree-day variability (see Table B.9).
Furthermore, in each of the PC1 patterns, the loadings for spring AFDD (AMDD) is of
negative (positive) sign, which implies that when PC1 is in the positive phase, spring
AFDD (AMDD) is lower (higher) than normal (see Table B.9). However, the loading of
spring AFDD and AMDD in PC1 pattern varies across different climate regions in Maine
with spring AMDD having relatively higher loading than spring AFDD in stations found in
southern interior and coastal regions and vice versa for stations found in northern interior
regions. This is because even in spring months, daily temperatures get below 32◦F for a
significant period of time in northern interior Maine regions. Spatially, there is a strong
positive correlation (ρ > 0.87) between spring PC1 patterns across stations, which suggests
that there is spatial coherence between spring PC1 patterns across Maine regions.
The second principal component (PC2) for spring degree-days reproduces 17-23% of the
total variability across the six stations (see Table B.9). Furthermore, in each of the PC2
patterns, the loading for spring AFDD and AMDD are both positive implying positive
(negative) PC2 phases are related to higher (lower) than normal spring AFDD and
AMDDs over lakes (see Table B.9b). AFDD and AMDD values gage the range of the
seasonal temperature distribution. As such seasonal conditions where both the AFDD and
AMDD are either high or low occur are indicative of a change in the variability of seasonal
temperatures. Consequently, PC2 indices show a strong positive correlation (ρ > 0.68)
with the intra-seasonal standard deviation of spring temperatures at all stations where
positive (low) spring PC2 phases are related to high (low) intra-seasonal spring
temperature variability in all stations (see Figure B.1). Similar to spring PC1 of spring
degree days, the loading of spring AFDD and AMDD in PC1 pattern varies across different
climate regions in Maine although here spring AMDD having relatively lower loading than
spring AFDD in stations found in southern interior and coastal regions and vice versa for
stations found in northern interior regions. There is a strong spatial correlation (ρ > 0.68)
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between the PC2 patterns of spring degree-days across the six stations, which implies of a
regional synchroneity in the PC2 variability patterns across Maine regions.
Another important result of note is that the two principal components for spring
degree-days show little or no correlation with that of the winter degree-days in all regions
(see Table B.2-B.7). This indicates that there is no problematic climatic persistence
between winter and spring degree day variability.
3.4.1.6 Spring snowfall
Spring snow accumulation can reduce the melt rate of ice cover by (a) increasing the
albedo (thereby lowering radiation absorption) of the ice cover (b) increasing the cold
content of the ice cover. In this study, the annual spring snowfall from 1950–2010 was
determined by summing the daily total snowfall from the beginning of March to the end of
April for each year.
L-C correlation results reveal that spring snowfall has significant positive correlation
(0.28 ≤ ρ ≤ 0.55, p < 0.05) with the timing of spring ice-out dates of studied lakes across
all climate regions in Maine (see Table B.2-B.7). This suggests that the more spring
snowfall, the longer the duration of ice over lakes. Furthermore, the correlation coefficients
across different regions indicate that the correlation coefficient for spring snowfall is lower
in northwestern Maine regions (0.28 ≤ ρ ≤ 0.31) as compared with other regions (0.41
≤ ρ ≤ 0.55).
3.5 Results
3.5.1 Model Output and Inference
The four circular models for each lake describe the variability of spring ice out dates, as
a function of the prevailing winter and/or spring degree-days, and snowfall. Key model
results are summarized in Table B.10-B.13 for studied lakes. The 2tan−1(.) used as link
function between covariates and ice-out dates (see equation 3.10 and 3.11), has both
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transformative and multiplicative effect on changes in the covariates. For instance, a
coefficient of -0.001 associated with spring PC1 implies that an increase by 1 unit in spring
PC1 is associated with a multiplicative decrease of 2tan−1(-0.001) radians or 6.6 days in
spring ice-out dates.
Model 0 (M0), a model that explains spring ice-out date variability as a function of the
two principal components for spring degree-days, captures over 50% of the total variability
in ice-out dates of studied lakes (see Supplementary Table 5a and Figure 3.5). The
prevailing spring temperatures have a strong control over the timing of spring ice-out dates
in Maine lakes. However, the efficacy of spring degree-days in modulating the timing of
spring ice-out dates is not the uniform across Maine lakes, as the performance of M0 in
studied lakes shows variations at regional, and to a lesser extent local scales (see Table
B.10). For instance, the explained variance (R2) by M0 for studied coastal and southern
interior Maine lakes is less than 60%, while for most northern interior lakes, M0 represents
at least 65% of the total variance. Also in Northern interior Maine regions, M0 captures
over 70% of the total variance in high altitude lakes such as Lake Rangeley and Lake
Mooselucmeguntic, while this is much lower in relative low altitude lakes such as Lake
Portage and Lake Squapan. At local scale, the M0 for relatively large, deep lakes such as
Lake Damariscotta and Moosehead shows higher unexplained variance as compared with
that of relatively small, shallow lakes in the same climate division.
In M0, the coefficient for PC1 of spring degree-days is negative, and statistically
significant (p < 0.1) across all lakes, while the parameter for PC2 is positive and
statistically significant for studied lakes, with the exception of Lake Damariscotta and Lake
Norway (see Table B.10). Thus, positive PC1 phases (lower than average spring AFDD
and higher spring AMDD) are related to earlier than normal spring ice-out dates in lakes,
whereas positive PC2 indices (higher than normal spring AFDD and AMDD) are linked to
later than normal spring ice-out dates. Furthermore, PC2 indices represent the
intra-seasonal variance in spring degree-days, and these results suggest that the timing of
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spring ice-out dates in Maine lakes is not only sensitive to the magnitude of spring
degree-days, but also on the intra-seasonal variability of spring temperatures. Comparing
the parameter estimates for PC1 and PC2 patterns across the M0 of studied lakes reveals
that in general the coefficient for PC1 (PC2) is of higher (lower) magnitude in southern
interior and coastal Maine lakes relative to northern interior lakes (see Table B.10).
Model 1 (M1), which includes spring snowfall in addition to the two principal
components of spring degree days to explain spring ice-out date variability, captures
56-75% of the total variability in the ice-out date of studied lakes (See Table B.11 and
Figure 3.5). Assessing the R2 and AICc of M1 relative to that of M0 across studied lakes,
indicates that the dependence of spring ice-out dates in Maine lakes to spring snowfall
shows regional variations based on climatic divisions, and to a lesser extent altitude. For
instance, Figure 3.5 shows that the change in R2 and AICc from M0 to M1 is higher in
northern interior Maine lakes such as Lake Portage and Lake Sebec, as compared to that of
southern and coastal lakes such as Lake Damariscotta and West Grand. Also for northern
interior regions, the change in model fitness from M0 to M1 is higher in lower altitude lakes
such as Lake Moosehead and Lake Portage, relative to that of high altitude lakes such as
Lake Rangeley and Lake Mooselucmeguntic.
In M1, the coefficient for spring snowfall is positive and statistically significant for all
studied lakes, except for Lake Mooselucmeguntic (see Table B.11). This implies that the
higher the spring snowfall, the later the spring ice out dates. Comparison of parameter
estimates for spring snowfall across the M1 models studied lakes shows that the parameter
coefficients for spring snowfall are of lower magnitude in northwestern lakes (Rangeley and
Mooselucmeguntic) as compared with lakes in other Maine regions. This result is in
consensus with the correlation analysis that the northwestern high altitude lakes have
lesser sensitivity to spring snowfall than lakes in other regions.
Model 2 (M2), with two principal components of winter degree-days in addition to the
predictor variables in M1, explains 67-77% of the variability in ice-out dates in studied
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lakes (see Table B.12 and Figure 3.5). Comparison of model fitness metrics between M2
and M1 indicates that the efficacy of winter degree-days in modulating the timing of spring
ice-out dates in Maine lakes, is higher in large, deep coastal and southern Maine lakes as
compared with small, shallow and northern interior lakes. For instance, the relative change
in R2 and AICc from M1 to M2 is higher for southern and coastal lakes such as Lake
Damariscotta and Lake West Grand, as compared to that of northern interior lakes such as
Lake Portage and Lake Rangeley. Also in northern interior regions, the improvement in
model fitness from M1 to M2 is higher in large, deep lakes such as Moosehead, as compared
with small, shallow lakes such as Squapan or Portage.
In M2, the coefficient for PC1 of winter degree-days is positive and statistically
significant (p < 0.1) across all studied lakes, while the parameter for PC2 is negative and
statistically significant only for coastal lakes (see Table B.12). In general, this implies that
positive PC1 phases (higher than normal winter AFDDs) are associated with later than
average spring lake ice-out dates, while positive PC2 phases (higher than normal winter
AMDDs) are related to earlier than average spring lake ice out dates. Comparison of
parameter estimates for PC1 and PC2 of winter degree-days across the M2 models of
studied lakes reveals that the coefficient for PC2 is of higher magnitude in coastal lakes,
relative to lakes in other Maine regions. This indicates that coastal and southern interior
lakes have higher sensitivity to PC2 indices (i.e., winter AMDD), as compared with those
in northern interior lakes. This conclusion is consistent with the finding in the correlation
analysis from earlier section.
Model 3 (M3), which includes winter snowfall in addition to M2 predictor variables to
model spring ice-out dates, captures 68-77% of the total variability of ice-out dates in
studied lakes (see Table B.13 and Figure 3.5). Assessing the change in model fitness
metrics between M2 and M3 for studied lakes indicates that the modulating influence of
winter snowfall on spring ice-out dates is higher for coastal Maine lakes. For instance,
figure 3.5 shows that the relative change in R2 and AICc from M3 to M2 is higher for
49
southern and coastal lakes such as Lake Damariscotta and Lake Auburn as compared to
that of northern interior lakes such as Lake Portage and Lake Rangeley.
In M3, the parameter for winter snowfall is positive and statistically significant for
coastal Maine lakes such as Maranacook, Damariscotta and China and Auburn (see Table
B.13). This implies that the higher the winter snowfall over lakes, the later the spring
ice-out dates. Comparison of parameter estimates for winter snowfall in M3 models across
studied lakes shows that the coefficient for winter snowfall in coastal lakes in higher in
coastal lakes as compared to lakes in other Maine regions. This implies that the sensitivity
of spring ice out dates to winter snowfall is higher in coastal lakes as compared with
interior Maine regions.
3.5.1.1 Model Residual Diagnostics
By determining the incremental information added by incorporating winter and/or
spring climate variables, the previous section assessed the overall efficacy of winter and
spring climate variables, in modulating the timing of spring ice-out dates in Maine lakes.
However, this provides limited insight into the role of these variables in producing
unusually early/late spring ice-out dates in Maine lakes. Thus in this section, the import of
winter and/or spring variables in producing large departures in the timing of spring ice out
events in Maine lakes, was assessed by contrasting the residuals for the earliest and latest
10 ice-out dates, across candidate models (i.e., M0-M3). The premise in such assessments is
that majority improvement in the model estimation of the earliest/latest ice out events,
after the inclusion of a seasonal climate variable/s, implies the importance of the seasonal
climate variable on the occurrence of these events. Figure 3.6 and figure B.2 depict
inter-model residuals for various ice out dates, and the gray area in these plots represents
regions where the estimate made by complex model has lesser error than that of the
reduced model(s). In general, the pattern of M0 residuals for the earliest and latest 10
ice-out dates reveals that the ice-out date models, conditioned on the two principal
50
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components of spring degree-days, performs poorly when estimating ice-out dates before
mid-April for coastal and southern interior lakes and after May 10th for northern interior
lakes. Counting the number of earliest/latest 10 lake ice-out events (upper and lower
triangles) falling in the gray area of M1-M0 residual plot for studied lakes, reveals that for
lake Sebec, Portage, Mooselucmeguntic, Squapan, Norway and Auburn, more than half of
the residuals for both the earliest and latest 10 spring ice out dates are in the gray area of
M1-M0 sub-space. For instance, it can be observed in Figure S5k that the M1-M0 residuals
for 7 (8) of the 10 earliest (latest) ice-out dates at Lake Portage are in the gray area within
M1-M0 space. This indicates that the efficacy of spring snowfall in engendering early/late
ice-out dates in Maine lakes, is the highest in northern interior regions. Similarly, tallying
the number of earliest/latest 10 ice-out events within the gray area of M2-M1 residual
plots, for studied lakes, shows that for Lake Sebec, Moosehead, West Grand, Norway,
Damariscotta, China and Auburn, more than 60% of both the earliest and latest ice out
events are within the gray area of M2-M1 subspace. For instance, Figure 3.6 shows that the
M2-M1 residuals for 9 of the 10 earliest (latest) ice-out dates at Lake Norway are in the
gray area within M2-M1 space. This indicates that the efficacy of daily winter
temperatures, in producing early/late ice out dates in Maine lakes, is the highest in coastal
and southern interior lakes, and large northern interior lakes. Finally, counting the number
of earliest/latest 10 ice-out events within the gray area of M3-M2 residual plots, for studied
lakes, shows that for Lake Maranacook, China, Damariscotta and Sebec, 70% or more of
the earliest 10 ice out events are within the gray area of M3-M2 sub-space. For example,
the M3-M2 residuals for 8 of the 10 earliest ice out dates at Lake Damariscotta are in the
gray area, within M3-M2 space (see figure B.2). This implies that the antecedent winter
snowfall quantity, over coastal regions, has a significant modulating effect on the
occurrence/non-occurrence of the earliest ice-out dates of lakes.
High coherence in model residuals for pairs of lakes, indicates how well the ice-out
model performs in estimating the spring ice-out dates for these lakes. For instance, if the
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M0 residuals for two lakes are highly correlated, in years where M0 overestimates
(underestimates) the ice-out date for one of these lakes, M0 also tends to overestimate
(underestimate) the ice-out date for the other lake as well. Therefore, the pairwise
(circular) correlation between model residuals of selected lakes was determined, across the
four ice-out models developed. Results show that across the four ice-out models, the
strength of correlation between model residuals for two lakes varies depending on the
similarity/difference in their respective climate division, and to a lesser extent proximity
from each other (see Figure 3.7). For instance, correlation between model residuals for
Lake China and Lake Maranacook across M0 to M3 ranges from 0.82-0.87, while these
correlations between Lake China and Lake Presque ranges from 0.20-0.27. This is because
ice-cover seasons for lakes in the same climate regions have similar sensitivity to winter and
spring meteorological variables, given that the prevailing climate conditions over lakes, in
the same climate divisions are analogous. On the other hand, the correlation between
model residuals for two lakes in general decreases with increasing complexity of ice-out
date models (see Figure 3.7).
In addition to these four seasonal climate variables studied in this paper, the
year-to-year variability of spring lake ice-out dates can be modulated by other
climatic/non-climatic variables such as wind, cloudiness or lake depth. As such, it is not
surprising to observe years where all four models for studied lakes under-perform by
relatively large margins (> 5 days). For example, the four ice-out date models developed
for all twelve lakes overestimate the timing of spring ice out dates for the year 2002. To
understand the underlying climatic factors, the prevailing meteorological conditions during
the winter and spring of 2002 were scrutinized. It was noted that during the winter and
spring of 2002, there was unusually high amount of precipitation in the form of rain. Given
that rainfall promotes the melting of lake ice by reducing albedo and freeze content of
surface lake ice the four candidate ice out models are vulnerable to overestimation, when
rainfall has a significant influence in modulating the timing of ice out date of lakes.
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3.5.1.2 Comparison of Circular Regression Models to Standard Linear
Regression Models
As noted in the introduction, linear models/methods are not appropriate for analyzing
ice-out date(a circular random variable) due to model specification. However Table 3.1
shows that the kappa for ice out dates of studied lakes is greater than 26, and according to
Fisher and Lee [61], von Mises distribution with κ > 2 can be well approximated using
normal distribution. Thus using the traditional linear regression (TLR) method, ice-out
models of varying complexity were developed for studied lakes (see Table B.14-B.17), and
for two of these lakes, the resulting model coefficients and model errors were compared to
that of circular models (see Table 3.2 and 3.3). Results reveal that TLR models with only
spring degree-days explain over 50% of the total variance in ice out date for Lake
Damariscotta and Lake Squapan. They also show that the inclusion of winter
meteorological variables in TLR models for ice out dates reduces model estimate error for
both lakes. The consistency in TLR and circular regression model is generally expected for
cases with small variance. However in lakes where the timing of ice out dates shows large
variance (κ > 2), the difference in model results and performance between TLR models
and circular regression models is expected to be prominent. As such, the linear-circular
framework developed in this study offers a parsimonious statistical approach to model the
effect of linear meteorological variables on lake ice phenology, particularly in a changing
climate wherein warmer temperatures are poised to induce increased variability in ice-out
dates.
3.6 Discussion and Conclusions
This study presented a circular regression framework for modeling ice-out dates,
conditioned on a suite of winter and spring climate variables (i.e. degree days and
snowfall), to determine the import of winter and spring climate conditions on the timing of
ice-out dates in Maine lakes. Winter/spring AFDD and AMDD variables were
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orthogonalized into two principal components to reduce collinearity effect in ice-out date
models, and these principal components were included as predictor variables in the circular
regression models for ice-out dates. Parameter significance tests and inter-model fitness
tests (R2 and AICc) across candidate ice-out date models revealed that for Maine lakes:
(a) The joint effect of seasonal spring degree-days (AFDD and AMDD) and the
intra-seasonal variance in spring temperatures explains more than half of the total
variability in spring lake ice-out dates in Maine. Spatially, the modulating influence of
spring temperature conditions on lake ice-out dates increases towards northern interior
Maine regions.
(b) The relative role of spring snowfall in engendering early/late ice out dates in Maine
lakes is the strongest in northern interior region.
(c) The efficacy of the antecedent winter degree-days (AFDD and AMDD) in
modulating variability of lake ice-out dates is significant, across all climate regions in
Maine. However, the strongest effects are observed in large, coastal lakes.
(d) The relative influence of winter snowfall on lake ice-out date variability is
significant, (p < 0.1) only in coastal Maine regions.
A diagnostic analysis of years in which all four ice-out models developed most
underperformed by more than 5 days, indicated unexplained variance likely stemming from
other hydro-climatic processes and lake dynamics. In closing, we put forward the following
remarks, and discuss emerging research directions.
1. This study focused on the efficacy of different climatic and non-climatic variables in
modulating the inter-annual variability of spring ice out dates of temperate lakes.
Results indicate that in addition to spring degree-days, the state of the winter
degree-days and winter and spring snowfall contributes significantly to the overall
year-to-year variability of ice-out dates including the occurrence of early/late spring
ice out dates of Maine lakes. Future works on this topic is still needed including
determining the role of other climatic/non-climatic variables on the inter-annual lake
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ice-out date variability, the use of different link functions in circular ice-out date
models and performance of non-parametric circular regression approach for modeling
ice-out dates.
2. Large-scale teleconnections patterns produce North American climate anomalies at a
regional-scale. For Maine, it has been shown that the Tropical/ Northern Hemisphere
(TNH) and North Atlantic Oscillation (NAO) patterns influence inter-annual winter
temperature variability [22]. Given that the Climate Prediction Centers in North
America and Europe routinely provides skillful forecast of these climate patterns,
winter meteorological conditions derived from such information can be incorporated
in circular ice-out date models conditioned on winter climate variables, to provide
season-ahead outlooks on the spring time lake ice season in Maine.
3. Data involving time-of-year variables are prevalent in hydrology and
hydrometeorology and to date, conventional approaches that characterize date-of-year
variables as linear continuous data are often employed to analyze such data. A
number of studies have shown that such approaches produce erroneous results [86].
This study presents a systematic framework and highlights (a) the applicability of
circular statistical approaches in modeling circular/periodic data such as lake ice
phenology (b) the availability of circular counterparts for traditional linear data
analysis techniques for environmental systems analysis and modeling.
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CHAPTER 4
WINTERTIME WEATHER-CLIMATE VARIABILITY AND ITS LINKS TO
EARLY SPRING ICE-OUT IN MAINE LAKES
4.1 Introduction
In the spring of 2010, a number of lakes in Maine, a state situated in the northern New
England region of the United States with over 5500 lakes, recorded their earliest ice-out
dates (a term used interchangeably with ice breakup/ice-off/ice thawing date in this study)
in over a century (Bayly 2010). This resulted in the hasty enactment of a new open-water
fishing season Bill and cancellation of major ice-fishing derbies throughout the state.
Furthermore, the early end to annual ice-season raised fears that the water quality in
Maine lakes will plummet stemming from algal blooms and shortening of the annual clear
water phase, as studies have shown that the lengthening of the ice-free period in temperate
and Arctic lakes directly and indirectly promotes algal growth [e.g., 2, 134]. With increases
in urbanization and associated nutrient loading in lakes being projected for various regions
in Maine, the effect of late winter/early spring lake ice off events on the ecological and
social systems linked to Maine lakes promises to be more severe. These issues thus
necessitate detailed climatological analysis to understand the potential drivers of early
spring ice-out events in Maine lakes.
The nature of attendant variability and change in the timing of lake ice out merits an
assessment of the individual and joint effects of climatic variability and change. In Maine,
only modest monotonic trends towards early ice-out are observed, however, as noted by
Hodgkins et al. [77], recent decades show appreciable change gleaned from decadal scale
smoothing analysis towards early ice-out. It was also noted that this changes in ice-out
dates correspond to 1.4◦C to 1.5◦C change (over a 150 years record) in the mean spring
(March-April) temperatures over the New England region. On inter-annual time scales, the
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present study shows that there is a significant year-to-year swing in the timing of ice out
dates in Maine lakes. Furthermore, the chain of events that modulate lake phenology
involve interlinked large-scale atmospheric circulations, weather patterns, and warm and
cold spells that accelerate or impede the lake ice-in buildup and melt. For example, the
winter of 1983, a strong El Niño year in the tropical Pacific, was characterized by a
persistent above normal surface pressure anomalies over eastern Northern American
regions. This resulted in the mean winter air temperature over lake Sebec to rise by 2.5◦C,
which in turn resulted the lake to experience spring ice out 9 days earlier than the median
ice out date for the period 1950-2010. This exemplifies that the role of inter-annual
large-scale atmospheric circulation patterns (teleconnections) on the variability of lake ice
out date in Maine is strong and thus must be properly characterized in the context of the
observed changes in lake ice phenology for the region. Furthermore, due to their gradual
evolution, persistence and oscillatory behavior, large-scale teleconnection patterns have the
potential to (a) offer seasonal and longer time scale predictability of ice breakup dates,
premised on appropriately derived variables (b) alter the temporal pattern of variability of
lake ice out dates through long term changes in the frequency and amplitude of coupled
oceanic atmospheric processes, such as El Niño-Southern Oscillation (ENSO), which has
undergone significant changes in recent decades.
Few regional ice phenology studies have examined the linkages between ice
breakup/freeze up dates, local climate and large-scale atmospheric/oceanic oscillations in
North American and European lakes [e.g., 5, 32, 142]. For instance, a recent study by
Sánchez-López et al. [142] found that North Atlantic Oscillation (NAO) pattern affects the
timing of ice breakup in Spanish alpine lakes through its influence on one or more climate
variables during winter and early spring. In most of these studies, correlation or other
linear analysis method is employed to determine the strength of association between
atmospheric/oceanic oscillations, local climate variables and ice phenology. However, given
that (a) the influence of teleconnection patterns on local climatic variables is asymmetric
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[e.g., 79, 138] (b) the relationship between local climatic variables (e.g. temperature,
snowfall, precipitation) and lake ice processes is non-linear [e.g., 8, 108, 109], a fuller
exposition of the interrelationships between weather-climate and lake variables as they
induce variability and change in lake ice phenology is still less understood. While large
scale teleconnection patterns have been shown to have linear relationship with ice-out
dates, perhaps a more systematic characterization warrants identification of thresholds in
climate variables (e.g. accumulated degree-days) whose exceedance or non-exceedance may
lead to large shifts in the ice-out dates or what is often termed as NCIC (no complete ice
cover) on lakes.
The timing of lake ice breakup date is strongly modulated by temporally (and in some
cases spatially) integrated thermal fluxes at the surface of ice-cover, which in turn is
determined by prevailing meteorological conditions and limnological factors during the ice
cover season. As such the role of seasonal thermal forcing on the lake ice-system is
non-linear and involves thermal thresholds. A number of studies have established that local
air temperature is related to a various thermal fluxes over lake ice and therefore can
reasonably explain the variation in ice off dates [e.g., 77, 111, 155] For the New England
lakes, Hodgkins et al. [77] also showed the existence of a significant (p<0.05) correlation
between the historical spring ice out dates and spring (March-April) temperatures.
However given that (a) the timing of ice-out events in New England lakes is shifting
towards early spring dates, and (b) the natural and/or anthropogenic forced climate
warming is projected to continue for the Northeast region (IPCC 2007) which sets the
winter period to provide the bulk of the thermal energy to form and thicken the ice cover
over lakes, it is imperative that the relationship between spring time ice-out dates and
antecedent winter temperatures including thresholds be characterized so as to anticipate
the timing of early spring ice breakup dates.
The primary focus of this paper is thus to characterize the role of antecedent winter
teleconnections, with origins in the tropical oceans, in driving early spring ice breakup
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events in Maine lakes, where ice-out dates have been studied from the standpoint of
long-term trends, yet empirical diagnosis of linkages between lake ice-out dates, antecedent
winter temperatures and teleconnection patterns has not been pursued. Thus the three
objectives of this study are:
1. Analysis of the leading pattern of anomaly in the ice-out dates of Maine lakes.
2. Characterization of the link between spring ice out dates and antecedent winter
temperatures (and derived degree-day variables) including the identification of
thresholds within seasonal winter temperatures whose exceedance/non-exceedance
engenders anomalous ice breakup events.
3. Quantification of the influence of select large-scale atmospheric circulation patterns,
that operate at inter-annual time scale, on the winter degree-days quantities and lake
ice breakup dates in Maine.
4.2 Study Site and Background
4.2.1 Study Site
Maine has an astonishing range in climate with the climate gradient found in only three
degrees of latitude in Maine occurs over 20 degrees of latitude in Europe [85]. Based on
monthly average temperatures and precipitation data from 1895-2007, NOAA National
Climate Data Center broadly classifies Maine into three climatological regions: Northern,
Southern interior and Coastal. The mountainous, Northern division of Maine experiences
some of the lowest temperatures and highest snowfalls in the eastern United States during
winter and early spring while the waters of the Gulf of Maine moderate the continental
winter climate typical of its interior regions keeping it mild along the coastal regions
[85, 106]. Annual mean temperature in the Northern region is 4.4◦C while in the Southern
regions and Coastal regions are 6.7 ◦C and 7.8◦C respectively.
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4.2.2 Lake Ice-cover Dynamics
Lake ice cover formation, growth and melt rates are outcomes of an energy balance at
the surface of lake [8, 108], which can be written as
φN = φSW (1− α)(1− β) + (φLi − φLo)− φE − φS + φp (4.1)
Where φN = Net energy at surface, φSW =Incident short wave radiation, α =Surface
albedo, β =Fraction that penetrates surface, φLi=Incoming long wave radiation, φLo
=Outgoing long wave radiation, φE =Latent heat flux, φS = Sensible heat flux and φp
=heat from precipitation. However, explicitly calculating using equation 4.1 requires
detailed information on various environmental and lake parameters such as surface albedo,
long and short wave radiation, snow/ice density, wind speed which are often not available
at weather stations near lakes. Analytical studies on ice often employ degree-day methods
for a first order approximation of the bulk growth and melt rate of ice over a period based
on the physical basis that air temperature strongly relates to sensible heat flux, net long
wave radiation and to a certain extent latent heat flux over lake/ice cover surface [8, 108].
The most basic of the degree-day formulation used is given as:
AFDD =
i=n∑
i=1
(To − Ti)∆t, To > Ti (4.2)
AMDD =
i=n∑
i=1
(Ti − To)∆t, Ti, > To (4.3)
Where AFDD = Accumulated freezing degree-days, AMDD= Accumulated melting
degree-days, Ti = Air temperature and To=Base temperature. The time interval ∆t is
usually chosen as one day. Although the base temperature To can vary depending on
physical, meteorological and atmospheric conditions over lakes, it is often taken as 0◦C
(32◦F). The basic assumption in equation (4.2) and (4.3) is that AFDD represents a
negative net radiation at surface meaning the lake is losing heat energy to the atmosphere
while AMDD signifies a positive net radiation at surface indicating the lake is gaining heat
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energy from atmosphere. For further details on the different analytic models that couple
lake ice growth and melt with accumulated degree-days and/or their underlying
thermodynamic principles, reader is referred to a book by Leppäranta [109] and articles by
Ashton [11] and Leppäranta [108].
4.2.3 Teleconnection Patterns
Teleconnection patterns usually refer to quasi-periodic and persistent perturbance in
the atmospheric pressure and circulation pattern that span over large geographical areas
due to any remote forcing such as particular sea surface temperature or atmospheric
pressure patterns [43, 124]. Monthly or seasonal teleconnection indices describe the
large-scale changes in atmospheric wave and/or jet stream patterns that influence
temperature, precipitation and storm-tracks at continental scales. Using rotated principal
component analysis method, a number of atmospheric and oceanic oscillation patterns have
been identified [16, 49].
There may be several atmospheric/oceanic teleconnections originating in the Atlantic
and Pacific that influence Maine winter climate. However given that (a) the main focus of
this study is on extra-tropical winter teleconnection patterns that operate at inter-annual
time scale (b) the seasonality, evolution and persistence in many of these
oceanic/atmospheric teleconnections are still less understood, we selected only two major
mid-latitudinal winter teleconnection patterns for further analyses, which are discussed
below. For interested reader, additional analyses on the atmospheric/oceanic patterns that
may influence winter temperature variability in Maine are presented in Appendix C.2.
The Tropical/Northern Hemisphere (TNH) is a prominent wintertime
(November-February) mode of oceanic-atmospheric circulation pattern with primary center
of action over the Pacific northwestern coast of the United States and a separate center of
action of opposite sign over the Hudson Bay. A weaker yet broad center of action, having
same sign to that of the Pacific center extends across Mexico and Cuba [16]. According to
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NOAA climate prediction center, fluctuation in TNH indices represent large-scale
departures both in the amplitude and location of the climatological mean Hudson Bay
trough and also position and eastward extension of the Pacific jet stream. For the New
England region of the United States, monthly or seasonal TNH indices reflect the
atmospheric circulation pattern upwind of the region. For instance during pronounced
negative phases of TNH, the trough normally located over Hudson Bay moves further
north and is unusually weak resulting in the northward shift of the polar jet stream. This
flow pattern prevents the normal buildup of cold air over central and eastern Canada, and
transport of frigid polar air into New England. This in combination with enhanced flow of
marine air from the Atlantic result in the occurrence of relatively warm winters to the New
England (see Figure C.2).
TNH variability is sensitive to strong ENSO forcing although it is largely driven by the
inherent atmospheric dynamics within the extra-tropics. Circulation patterns during
pronounced negative phase of TNH have been closely correlated with that of strong El
Niño episodes [17, 163]. El Niño is predictable on a seasonal-to-inter-annual and longer
time scales [81, 137].
The North Atlantic Oscillation (NAO) is the synchronous fluctuation of the pressure
gradient between the Icelandic low and the Azores high on time scales from daily to
multi-decadal ([83]). Its monthly or seasonal indices reflect change in the intensity and
location of the North Atlantic jet stream, which affects heat and moisture transport to the
surrounding continent and waters ([83]).
NAO is strongly related to the leading structure of variability of wintertime sea level
pressure (SLP) over the Northern hemisphere, the Arctic Oscillation (AO) [160]. The maps
between the two modes of variability are almost indiscernible (except for the Pacific region)
and correlation between their monthly indices exceeds 0.7 [48]. Wallace [166] argues that
the NAO and AO are a single phenomenon viewed through two paradigms. Marshall et al.
[120] characterizes NAO as the North Atlantic regional manifestation of AO. In this study,
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we restrict our focus to NAO variability and its impacts on temperature in Maine. While
TNH patterns describe the change in the atmospheric circulation upwind of the New
England region, NAO reflect the circulation on the downstream side. During pronounced
positive NAO phases, the polar jet front is further north yet zonally oriented bringing in
modified Pacific air into New England, causing a cool to warm winter without major
coastal storm development [34]. In contrast during strong negative NAO phases,
high-pressure system tends to form over Greenland, producing a blocking pattern over the
North Atlantic, anomalous cooling of sea surface temperatures (SSTs) and deepening of the
East coast trough [34, 72]. This produces meridional flow pattern across the eastern United
States and New England causing the influx of colder air and greater number of coastal
storms into the region: a prime mix for heavy and frequent snow-storms. The actual
number of storms and snowfall totals however will depend on exactly where the limb of the
jet streams is relative to New England [34]. The primary mechanism for NAO variability is
thought to be the internal dynamics within the north Atlantic atmosphere [120]. Such
inherent atmospheric variability displays little temporal coherence on longer time scale,
and therefore month-to-month or year-to-year sign and amplitude of NAO has been highly
unpredictable. However, recent studies have demonstrated the link between winter AO
pattern and preceding summer Arctic sea ice and fall land snow cover which provides
potential long-range (weeks in advance) predictability of winter AO/NAO [45, 71].
Furthermore, a few studies have shown that there is an association between sea surface
temperatures in the tropical Pacific/North Atlantic and winter NAO and this promises to
enhance the predictability of NAO in the Atlantic basin in the future [80, 104].
4.3 Data Provenance and Method
4.3.1 Historical observations of lake ice out dates in Maine
Lake ice-out date refers to the time when ice-cover completely clears from a lake [77].
For the study period (1950-2010), serially complete ice out data for the selected eight
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Maine lakes were obtained from a USGS publication [76] and from website publication by
the Department of Conservation for the state of Maine Google. Geo-morphological detail of
the selected eight lakes is provided in Table 4.1.
4.3.2 Local winter temperature and derived metrics
The daily mean temperature data from January to April for different regions in Maine
were obtained from local United States Historical Climatology Network (USHCN) stations.
Data from USHCN stations was preferred as it imposes genuine quality assurances and
quality control checks [93, 136]
It is necessary that the station data used have nearly complete daily temperature data
for the study period in order to study the link between seasonal winter degree-days and
lake ice-out dates/teleconnection patterns. Thus in this paper, a year is considered missing
if it does not contain temperature data for at least 75% of the winter days
(January-February). Furthermore, a station is used only when a station has daily
temperature data for at least 55 years out of possible 61. Therefore out of the available
twelve USHCN stations in Maine, only six are used. At each of these stations, the
accumulated freezing (melting) degree days during winter were calculated as the daily
degree days below (above) 0◦C summed over the total number of days during winter the
daily average temperature was below (above) freezing.
4.3.3 Gridded winter climate and sea surface temperature anomalies
Long term (1950-2010) gridded monthly 500mb geopotential heights, sea and land
surface temperatures and wind speed data for January and February were retrieved from
National centers for environmental prediction (NCEP) reanalysis dataset [91]. These
monthly metrics were later averaged and their climatologial (1950-2010) mean removed to
create gridded winter climate and sea surface temperature anomalies dataset.
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4.3.4 Historical winter TNH and NAO indices
The January and February monthly indices for TNH and NAO patterns during the
study period (1950-2010) were obtained from NOAA National Weather Service Climate
Prediction Center (NWS CPC). These monthly indices were later averaged to compute the
mean winter indices of the selected circulation patterns.
4.3.5 Kernel density estimations
Kernel density estimations is a well known non-parametric method for estimating (in
any number of dimensions) the probability density function of a random variable based on
a random sample [144, 149]. It entails the construction of a window of certain width h and
fitting of a symmetric probability density function k(.) (e.g. Gaussian, triangular,
Epanechnikov) to the observation in each window [150]. The estimated density for any
value is simply the sum of estimates from the density function of each window. For n
number of available data point with d-dimensions of vector x, the multi-dimensional
probability density function ρ(x, h, n), is estimated by centering preferred kernel function k
and scale h at each data point Xi
The attractive feature of this technique is that the probability density function used is
local and hence not globally affected by outliers. Also since it makes weak prior
assumption of the underlying probability density function, it is data driven, robust and
portable across data sets although not efficient in extrapolating beyond extreme values.
For more details on the topic of univariate and multivariate kernel density estimation, refer
to Silverman [149] and Scott [144].
In the current study, Gaussian kernel is used to develop probability density estimates
for (a) characterizing the threshold degree-days above/below which are associated with the
earliest and latest 15 ice out dates for the eight studied lakes (b) assessing the change in
the empirical probability density of winter density of degree-days during different phases of
TNH and NAO. Furthermore, Silverman reference bandwidth method, which is the most
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popular and practical technique of estimating the global bandwidth h for Gaussian kernels
[148], was used for estimating the optimal bandwidth hopt
hopt =
0.9σ
n5
(4.4)
where σ=min(s, R/1.34) where s2 = 1
n−1
∑i=n
i=1 (xi − x̄)2 and R is the inter-quartile range of
the data.
4.3.6 Bootstrap Method
The bootstrap method is a non-parametric technique introduced by [53] that is used
extensively in carrying out test of hypothesis or estimation of the sampling distribution of
some statistics by either constructing confidence interval or attaching standard error to an
estimate. This method is particularly useful when analyzing data for which the distribution
is unknown or when random sampling from a population is not possible due to small
sample size. The sampling distribution is determined empirically by randomly re-sampling
with replacement from the original sample, with the same original sample size. The desired
statistic and its distribution can be determined from each bootstrapped sample and the
distribution of each statistics. For more details on the bootstrap method, the reader is
referred to [53].
In this study, 10000 bootstrap replication of size n are generated from the historical
data of studied lakes to generate an empirical probability distribution when sub-sample
size is less than 30. The (1-α) x 100% confidence intervals for bootstrap estimates are
obtained using the percentile method. That is, the two end points of the nb=10000
bootstrap distribution are taken at the (α/2) 100th and (1- α/2) 100th percentiles.
4.3.7 Principal Component Analysis
As a method for reducing the dimensionality of a dataset containing of a large number
of inter-related variables, principal components analysis (PCA) has found wide spread use
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in the fields of hydrology and atmospheric sciences [172]. The reduction in dimensionality
is attained by projecting the original variables onto the eigenvectors of the spatial
cross-correlation (covariance) matrix of the variables. This results in a new set of
orthogonal variables (patterns) called principal components (PCs) that are (a) linear
combination of the original variables (b) uncorrelated with each other (c) able to retain
maximum possible fraction of the variance in the original data using fewer patterns. The
PCA solution also yields eigenvalues, which describe the variance explained by each PC
and eigenvectors (loadings), which basically express the association between the PC and
the original variables. For more details on the topics of principal component analysis,
reader is referred to a book by Jolliffe [89] and Wilks [172]. In this study, principal
component analysis was applied on the (a) ice out date of eight lakes (b) the winter
degree-days (AFDD and AMDD) of six USHCN stations to determine the leading
variability patterns that represents the historical variation in ice out date and winter
degree-days in Maine. Three results are obtained from PCA solution: the principal
components, which are time series of ice out dates/winter degree-days; the amount of
variance explained by the PCs and the spatial pattern or loadings associated with the PCs.
4.4 Results
4.4.1 Statistics of Early/Late Ice-out Events in Maine
Figure 4.1b depicts the earliest ten ice-out years for each of the eight Maine lakes from
1950-2010. While these lakes are found in different climate divisions (see Figure 4.1a),
approximately 70% of the earliest ice-out years were common to three or more of these
lakes. This temporal synchrony in the earliest ice-out years indicates that there is strong
coherence among Maine lakes in their pattern of early ice-out dates. Furthermore,
approximately 75% of the earliest ice-out years occurred after the 1970s suggesting that
recently there is an increased tendency in these lakes to experience early ice-breakup dates.
To succinctly express the role of inter-annual winter climate variability in the context of
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Figure 4.1. Temporal pattern for the earliest/latest 10 ice out years for selected Maine lakes
from 1950-2010 and their conditional distribution to inter-annual winter climate patterns.
extreme ice-out date patterns in these lakes, the unconditional probability distributions of
the earliest and latest ten ice breakup events for each of the eight lakes during randomly
chosen 15 years was compared with that of the frequency for (a) the last 15 years of the
most recent period (1996-2010) (b) the 15 years when the average winter TNH index was in
its lower quartile (TNH < −0.47) (c) the 15 years when the average winter NAO index was
in its upper quartile (NAO> 0.2). Out of possible 80, 39 of the earliest ten ice breakup
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events for the eight Maine lakes occurred during the last fifteen years of the study period
(1950-2010) representing at 97th quantile of the unconditional distribution (see Figure
4.1c). Furthermore, only 10 out of the possible 80 latest ice-out events occurred during
these years, which is at the 10th quantile. This is a reflection of the observed pattern in the
timing of the mean ice-out date towards earlier dates for New England lakes, which has
been described in detail by Hodgkins et al. [77]. However, 41 out of the possible 80 earliest
ice-out events also occurred during the fifteen years when the average winter TNH index
was at its lower quartile for the study period (see Figure 4.1c). What makes this result
interesting is that only three out of the fifteen years, when winter TNH in its pronounced
negative phase, were post 1996. This in turn suggests that there is relatively modest
influence of the recent pattern or trend in the earliest ice breakup events on the results for
TNH events. Yet the mechanisms by which seasonal winter weather/climate variability
preconditions lake ice cover towards early ice breakup dates in Maine is poorly
characterized and understood. Figure 4.1c also shows that 20 out of the possible 80 ten
latest ice-out events also occurred during the fifteen years when TNH was at its lowest
quartile, representing at 55th quantile. On the other hand, 5 out of the possible 80 latest
ice-out events (5th quantile) and 19 out of the 80 earliest ice-out events (50th quantile)
occurred during winters when the average NAO was at his highest quantile (see Figure
4.1c). These observational analyses indicates that (a) inter-annual variability is a
significant determinant of extreme ice out dates (b) winter teleconnection patterns such as
TNH and NAO influence the timing and frequency of extreme ice breakup dates in Maine
lakes. For the sake of completeness, the major spatial and temporal pattern of variability
of ice out dates in Maine lakes was investigated by applying PCA on the ice-out date of
eight Maine lakes with serially complete data for the period 1950-2010. The first principal
component (PC1) alone reproduces more than 80% of the total variance and therefore may
be considered as the leading pattern of lake ice-out date variability in these lakes (see
Figure 4.2a). The homogeneity of signs in lake loading (correlation coefficients between the
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Figure 4.2. PC for winter AFDD. The PC1 of lake ice out date corresponds to the major
temporal pattern of ice out date for eight lakes while the PC1 of winter AFDD represents
the major temporal pattern for winter AFDD in the five USHCN stations.
lake ice out dates and the PC) of PC1 reflects synchronous variation in all eight lakes
although lakes near the coast display slightly higher loadings as compared with lakes found
in the inlands (see Figure 4.2b).
The temporal pattern of PC1 shows a sequence of relatively strong positive scores
(corresponding to later than average ice-breakup dates in lakes) in the 1960s and 70s that
were later overtaken by a series of relatively strong negative scores (signifying earlier than
average ice breakup dates) since the early 1980s. Although no secular trend for PC1 time
series was found, the sequence of PC1 scores is a reflection of the recent pattern of lake ice
out date in Maine towards earlier dates (see Figure 4.2a). Furthermore, the PC1 time
series also shows high year-to-year fluctuation in ice out dates. This suggests that
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inter-annual variation in ice-out date has an important role on the timing of ice-off dates in
these lakes. It should be noted that the these observations applies to other Maine lakes as
well as the PC1 times series for the eight lakes had a significant correlation (|r|=0.98, p<
0.05) with the PC1 time series of sixteen Maine lakes (see Appendix C.1).
4.4.2 Linking ice-out dates to winter degree-day thresholds in Maine
The major temporal pattern of winter AFDD in Maine was examined by applying
principal component analysis on the winter AFDD time series of six stations. The first
principal component (PC1) represents 87% of the variability in AFDD in the six USHCN
stations and thus may be considered as the leading pattern of winter AFDD variability in
Maine (see figure 4.2c). The homogeneity of signs in station loading in PC1 reflects
synchronous variation in winter AFDD in all stations (see figure 4.2b). Time series of PC1
(see Figure 4.2c) shows high year-to-year variation in winter AFDD but no secular trend
(see Figure 4.2c). Comparison of the PC1 of ice-out date and winter AFDD time series
shows a significant (|r|=0.4, p < 0.05) correlation between the PC1 of winter AFDD and
ice-out date (see Figure 4.2d). This indicates that the timing of spring ice out date in
Maine lakes is influenced by the variability of the preceding winter temperature.
Appropriate characterization of the link between spring ice-out dates and antecedent
winter temperature further clarifies the role of local winter temperature variability on the
timing of spring ice breakup. Initially, the general relationship between spring ice out and
winter degree-days in Maine was investigated using Pearson’s correlation tests. Results
show there is a significant (p < 0.05) positive correlation between local winter AFDD and
ice-breakup dates of selected Maine lakes that is lower winter AFDD quantities are
associated with early ice out dates and vice versa. Seasonal AFDD quantities explain
15-20% (p < 0.05) of the total variability in ice-out dates (see Table B.2-B.7). No
systematic regional difference exists in the correlation coefficients between winter AFDD
and lake ice out dates although there is considerable difference in the quantity of winter
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AFDD between stations and the variability and timing of lake ice breakup dates in the
three climate regions of Maine. On the other hand, seasonal winter AMDD shows
significant (p < 0.05) negative correlation with the spring lake ice-off dates indicating that
higher AMDD magnitudes are linked to earlier ice out dates and vice versa. Winter AMDD
quantities account for 10-28% (p < 0.05) of the total variability in the lake ice thawing
dates (see Table B.2-B.7). Furthermore, there is an inland-coastal gradient in the
correlation coefficient between AMDD and lake ice out date of lakes suggesting that for
those lakes near the coast such as Damariscotta or China lake, the occurrence and
magnitude of the non-freezing winter days (AMDD) has stronger effect on the ice-off dates
than that of lakes found deep in the interior (Rangeley, Mooselmeguntic).
Visual inspection of the relationship between winter temperatures (degree-days) and
ice-out dates of selected lakes reveals that ice-out dates in Maine have higher sensitivity to
warmer winter temperatures (lower AFDD and higher AMDD) than colder ones. This is
due to the fact that ice-cover produced during warmer winters requires relatively lower
thermal forcing to melt in spring as compared with those produced during colder winters
and thus is less affected by meteorological conditions in spring. This explains for the
modest correlation results between winter temperatures and ice out dates as correlation
tests can only gauge the average linear relationships. Furthermore, it reveals that simple
linear models provide somewhat partial characterization of the threshold winter
degree-days above/below, which engenders anomalous spring ice breakup dates in spring in
lakes. However, non-parametric kernel density estimation method would be better suited to
derive the existing relationship between ice breakup dates and antecedent winter
degree-days as it makes no priori assumptions about such association or distributions.
Thus to develop the relationship between variability in spring ice breakup dates especially
the anomalous ones to antecedent winter temperatures, the joint density contours of the
seasonal winter AFDDs and AMDDs for the earliest and latest 15 ice-out dates for selected
lakes were generated using non-parametric kernel density estimators.
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Figure 4.3. Joint probability density of winter AFDD and AMDD for the earliest and latest
15 ice-out dates at Lake Damariscotta.
The red and blue contours in Figure 4.3 show the joint probability density estimates of
preceding winter AFDD and AMDD quantities for the earliest and latest ice-off events in
spring respectively. It can be observed that more than 75% of the earliest 15 ice-out events
at Lake Damariscotta occurred when the winter AMDD quantity was over 35 degree days
centigrade (DDC) while nearly 75% of the latest 15 ice-out events had winter AFDD values
below 325 DDC. This separation in AMDD and to a lesser extent AFDD quantities imply
the presence of winter degree-day thresholds above/below which precondition the ice cover
formed during winter to bring about early spring ice out dates in lake Damariscotta. Other
lakes also show the presence of winter AFDD and AMDD thresholds that precede
early/late spring ice out events (see Figure C.4). Based on these results, it can be
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concluded that variability in spring ice-out events in Maine lakes is dependent on the
exceedance/non-exceedance of the threshold degree-days during the antecedent winter.
4.4.3 Linking Winter Temperature Variability to Large-Scale Teleconnection
Patterns
The most relevant large-scale teleconnection patterns that influence seasonal winter
degree-days quantities in Maine were identified by correlating the time series of PC1 for
both seasonal winter AFDDs and AMDDs to the geo-potential height at 500mb (see Figure
4.4). The time series of PC1 for AFDD have statistically significant (ρ > 0.4, p < 0.05)
correlations with the geopotential height anomaly time series over eastern North America
and the Pacific Northwestern region of U.S. and Canada, which is reminiscent of the
Tropical/Northern hemisphere teleconnection pattern (see Figure 4.4a and c). In contrast,
the time series of PC1 for AMDD show significant correlation (ρ >0.4, p < 0.05) with the
geo-potential height anomaly time series over Iceland and Atlantic Ocean, consistent with
North Atlantic Oscillation (NAO) pattern (see Figure 4.4b and d). While the major thrust
of this study will thus be to understand the role of winter TNH and NAO patterns on
spring ice breakup dates, results from ancillary analyses relating PC1 of winter degree days
in Maine with global sea surface temperatures and upper air geopotential heights, and
putative links to known oceanic/atmospheric modes of climate (such as Atlantic tripole,
Atlantic multi-decadal oscillation) is presented in Appendix C.2.
Pearson’s correlation tests between local temperatures (as recorded by stations) in
Maine and average winter TNH indices show that TNH has a significant (p < 0.05)
negative correlation with local winter temperatures (see Table C.2). That is, negative
phases generally are associated with warmer winters (lower AFDD and/or higher AMDD)
and vice versa. TNH patterns explain about 10%-17% (p < 0.05) of the total variability in
AFDD quantities recorded at all stations and 9-10% (p < 0.05) of the total variability in
AMDD at Farmington and Corinna stations. The correlation coefficient between TNH and
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local winter degree-days also has an inland-coastal gradient with inland stations displaying
higher correlation coefficients than that of the coastal. Winter NAO patterns show
significant positive correlations (at p < 0.05) with local winter temperatures in some of the
southern and coastal stations (Portland, Gardiner, Farmington and Millinocket) (see Table
C.2). The variance explained by NAO indices ranges from 10%-19% of total AMDD
variation recorded at these stations. No significant correlation between NAO phases and
winter AFDD quantities was registered at any of the stations. The absence of a significant
association between NAO and winter AFDD or mean winter temperature implies that
NAO phases mainly influence the warm tail distribution of seasonal winter temperatures
while having little or no effect on the mode or cold tail distributions of winter
temperatures. Furthermore, partial correlation analysis indicates that the linear
relationship between TNH (NAO) and temperature metrics is relatively insensitive to NAO
(TNH) indices (see Table C.2).
A closer inspection of the composite geo-potential heights patterns to opposing extreme
phases of TNH/NAO shows asymmetry, and differences in the local amplitudes of the
anomaly patterns for Maine (see Figure 4.4a-d). The relative effect of this potentially
nonlinear atmospheric response to strong TNH and NAO patterns on winter temperature
variability in Maine was investigated by comparing their empirical density function of
winter degree-days. The empirical density function during lower quartile TNH phases
(TNH < −0.47) shifts toward lower winter AFDDs as compared with the other phases
(TNH > −0.47) in all six stations (see Figure 4.5 and Figure C.6). Thus, the observed that
TNH patterns affect the mode and lower tail of the seasonal winter temperatures
distribution in Maine. This effect is exemplified in figure 4.5a-c where during lower quartile
TNH phases (red line), there is a marked shift in the empirical density estimate of Portland
winter temperatures towards warmer degree-days (especially in AFDD). On the other
hand, it was noted that NAO patterns influence the warm tail of seasonal winter
temperatures in southern and coastal regions as the empirical density function during
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Figure 4.4. Seasonal 500mb geopotential height composites and surface temperature
anomalies during lower quartile TNH phases (TNH<-0.47) (a-b) and upper quartile NAO
phases (NAO>0.2) (c-d) during winter for the period 1950-2010.
upper quartile NAO phases shifts towards higher AMDDs as compared with other phases
in most southern stations (see Figure 4.5d-f and Figure C.6). This effect is illustrated in
Figure 4.5d-f where during upper quartile NAO phases (red line), there is a strong shift in
the empirical density estimate of Portland’s winter temperatures towards warmer
degree-days (especially in AMDD).
The observed effects of winter TNH/NAO variability on the statistics of winter degree
days may provide prospects for spring ice out prediction in Maine premised on the
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probability that the threshold winter AFDD and AMDD quantities, that are associated
with early and late spring ice breakup events of lakes, is exceeded. In this regard Figure 4.3
shows that 75% of the earliest 15 ice-out events in lake Damariscotta had winter AFDD
below 325 DDF. During lower quartile TNH phases (upper quartile NAO phases), there is
approximately 76% (63%) chance that the accumulated freezing degree-days at lake
Damariscotta will be less than 325 DDC, which is approximately 80% (27%) more likely as
compared with the other winter TNH (NAO) phases. This exemplifies that forecasts of
TNH and NAO indices can be used in the season-ahead or longer prediction of early/late
spring ice out events in Maine lakes premised on the exceedance probability of the
threshold winter degree-days.
4.4.4 Teleconnection patterns and Lake Ice-off Dates
The overall strength to which winter TNH and NAO patterns precondition spring lake
ice-out dates in Maine lakes were determined empirically by comparing the median ice out
date of the eight lakes during lower quartile TNH phases (TNH < −0.47) and upper
quartile NAO phases to the unconditional median ice out date for 15 randomly chosen
years in the study period (see Figure 4.6). During upper quartile winter NAO (NAO >
0.2) years, the median ice-out date for most lakes showed shifts towards earlier dates.
However these shifts were only significant (p<0.05) in the coastal lakes (China and
Maranacook). On the other hand during lower quartile TNH (TNH < −0.47) years, all
lakes including those found in the deep interior regions such as Rangeley and
Mooselmeguntic, whose climatological median ice out date for the period in this study is in
late-April to early-May period, displayed significant (p < 0.05) shifts towards earlier dates
than the unconditional median ice breakup date. Similar results were obtained when the
threshold for these teleconnection patterns were altered for different percentiles (see Figure
C.3). These diagnostic analyses provide an empirical basis regarding the efficacy of
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pronounced negative TNH phase and pronounced positive NAO phase in bringing about
shifts in the timing of ice breakup dates of Maine lakes towards earlier dates.
4.5 Discussion and Conclusion
In this paper, we studied inter-annual variability in spring ice out dates in Maine lakes
and its association with preceding winter weather-climate variability. The influence of
antecedent winter degree-days on spring ice-out dates of selected eight Maine lakes was
characterized by determining the threshold winter accumulated freezing and melting
degree-day (AFDD and AMDD), the exceedance (non-exceedance) of which engenders
early (late) spring ice-out dates. Winter teleconnections such as TNH and NAO were
determined to impact the timing of spring ice out dates in Maine through their influence
on the winter degree-days. In closing, we offer the following observations, and discuss
emerging research directions.
1. The results in this study show that significant season-ahead information regarding
springtime lake ice-out resides within the wintertime temperature patterns for Maine
lakes, even though the bulk of the ice-out date variability seems to be driven by
spring temperature conditions. For the eight lakes used in this study, our correlation
analysis indicates that spring (March-April) temperatures accounts for more than
half (p < 0.05) of the total variability in the lake ice breakup dates for the study
period (see Appendix B). However, linkages identified in this study between ice-out
and wintertime weather and climate patterns are important for two other reasons:
(a) recent early lake ice-out events in a number of southern and coastal Maine lakes
signal a shift towards early spring (mid to late March) dates which reduces the role of
spring climate conditions on early spring ice breakup dates and (b) the natural
and/or anthropogenic forced climate warming is projected to continue for the
Northeast region (IPCC 2007) which sets the winter period to provide the bulk of the
freezing energy to form and thicken the ice cover over lakes; it is imperative that the
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role of winter weather/climate variability on the ice-breakup dates of lakes in the
Northeast regions be understood so as to anticipate major changes in the lake ice
breakup regimes.
2. The majority of publications on lake ice phenology employ seasonal mean
temperature as the choice of metrics for analyzing the link between local air
temperatures and lake ice freeze up/breakup. The often-cited reason for such
selection is that the use of degree-days over seasonal mean temperature does not
improve regression/correlation results [111, 178]. However the determination of
winter degree day thresholds that determine the timing of spring ice out in this study
indicates that variability in seasonal and/or episodic temperatures are as important
as seasonal mean temperatures in influencing lake ice phenology. Our correlation
analyses also show that spring lake ice out in coastal/southern Maine lakes (such as
Damariscotta and China lakes) was more sensitive to seasonal winter AMDD (warm
tail of seasonal temperature) than seasonal mean temperature (see Appendix B). In
addition to these results, the use of seasonal mean temperature is also less intuitive
about the seasonal ice cover growth and melt processes that affect lake ice formation
and duration. Thus we believe that future ice phenology studies should take into
account the role of intra-seasonal temperature variability on the inter-linkages
between seasonal temperature and ice cover duration.
3. The extensive use of linear regression/correlation in ice phenology studies has limited
the way in which the links between lake ice phenology, local climate variables and
teleconnections have been characterized and understood. In this study our use of
non-parametric methods (e.g. kernel density estimates, bootstrap) has allowed (a)
improved characterization of the empirical seasonal temperature and ice out dates
relationship which is inherently non-linear (b) better insight into how teleconnection
patterns influence seasonal temperature variability (c) better description of the link
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between teleconnection patterns and ice phenology in Maine lakes. For instance, it
was shown in this study that NAO patterns largely influence the warm tail of
seasonal winter temperature for coastal and southern climate regions while TNH
patterns regulate the mean and cold tail of seasonal winter temperatures for all
regions. Furthermore, the effect of teleconnection patterns on the timing of ice out
dates were better characterized by determining how these patterns influence the
exceedance / non-exceedance probability of the lake winter degree-day thresholds. It
should also be noted that comparison of the threshold winter degree days between
nearby lakes can provide better insights into the modulating effects of lake variables
(e.g. morphometry or altitude) on the link between teleconnection patterns, local
climate variable and lake ice phenology.
4. It is evident from our results that pronounced negative phases of TNH influence the
frequency and occurrence of early spring ice breakup in Maine lakes. While
variability in TNH pattern is largely determined by the internal dynamics within the
mid-latitude atmosphere, studies have shown that pronounced negative TNH phase
accompany strong El Niño episodes in the Tropical Pacific [17, 163]. El Niño is
relatively well documented and well understood ocean-atmospheric phenomena and
recent evidences have shown that precursor signals to El Niño events can be observed
in the tropical Pacific up to 18 months in advance and their magnitude estimable 9
month ahead [81, 137]. Furthermore, there are predictions in the inter-decadal time
scale that there will be an increase in frequency of El Niño events in a warming
climate [39, 161]. It is hoped that the development of El Niño episodes over multiple
seasons and its skillful forecasts (and its close association with TNH variability) can
provide outlooks on seasonal to decadal patterns of early spring ice-out dates in
Maine lakes.
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5. So what do shifts in the ice out dates mean to the future of Maine lakes? Studies
have shown that moderate to dramatic shifts in lake ice phenology induced by
climate have cascading effects on the physical, chemical and biological processes in
temperate lakes [65, 69]. For instance, during the post-1980 era, shifts towards earlier
ice out dates due to winter NAO and ENSO patterns has been linked to changes in
the timing, composition and magnitude of spring blooms in European and North
American lakes [e.g., 2, 65, 130] although factors endogenous to the lake (e.g.
nutrient availability, traits of plankton species and tropic state) may modulate the
extent and intensity of change for other lakes [e.g., 3, 82]. Furthermore, depending on
the external (e.g. light, temperature and supply of nutrients) and internal (e.g.
residence time, underwater light regime and mixing characteristics) factors, changes
in the timing and duration of ice cover have also been observed to directly and/or
indirectly influence timing and duration of spring turnover [6], water temperatures
and heat budget [e.g., 6, 135], lake chemical variables [e.g., 87, 168], seasonal
composition and biomass of zooplankton species [e.g., 2, 68], food-web interactions
[e.g., 69, 158], cold and warm aquatic species composition and habitat [135], and
socio-economic values [135] of temperate and arctic lakes. Our study establishes the
relative role played for winter weather-climate variability on spring ice-out dates in
Maine lakes and confirms the prospect of season-ahead forecasts based on climatic
indices. Carefully designed lake modeling studies, that integrate weather-climate
information, as well as lake-specific parameters have the potential to explicate the
likelihood for transitions in lake ecosystems and functions stemming from a multitude
of commingling factors (early ice out, nutrient loading, lake sediment entrainment,
and increased radiative heating the lake, and mixing). In Maine, numerous
lake-related activities stand to benefit from seasonal ahead forecasts, as well as
identification of thresholds linked to dramatic changes in limnology induced by
climate and urbanization (among other factors).
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CHAPTER 5
NORTH AMERICAN WINTERTIME TEMPERATURE ANOMALIES: THE
ROLE OF EL NIÑO DIVERSITY AND DIFFERENTIAL
TELECONNECTIONS
5.1 Introduction
ENSO events differ in their evolution, strength and spatial pattern of tropical Pacific
sea surface temperature (SST) anomalies [e.g., 40, 41]. These contrasts contribute to the
observed inter-ENSO variation and their global climate teleconnections, as asymmetry in
amplitude and location of tropical Pacific heat sources excite differential Rossby wave
trains that induce distinct climate anomalies worldwide [e.g., 18, 79, 183, 184]. To better
understand the nature of teleconnections, a broader characterization of ENSO diversity,
based on empirical and physical considerations, is needed [e.g., 7, 92, 103, 105, 162]. To
this end, two issues cloud the understanding of ENSO-related climatic risk: a. ENSO
diversity: differences in the SST anomaly patterns linked to El Niño/La Niña events, and
b. differential sensitivity to ENSO: across the range of ENSO amplitudes, the
local-to-regional climate impacts vary.
From the standpoint of local and regional patterns of climatic risk under varied ENSO
conditions, understanding the heterogeneous nature of shifts in the empirical probability
distributions (EPDF) as a whole (as is traditionally done), as well as, for select quantiles is
an open problem. Changes in the mean EPDFs conditioned on ENSO patterns have been
examined. For instance, Yu et al. [183] broadly describe central Pacific (CP) ENSO impact
on US mean winter surface air temperature (SAT) as a northwest-southeast pattern, while
this is northeast-southwest for eastern Pacific (EP) ENSO. On the one hand analysis of
SAT composites conditioned on ENSO states allow assessment of conditional mean,
however, concordant changes across the range of temperatures, including the extremes are
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also implied. As noted in recent studies [40, 41],in general, ENSO events do not conform to
a particular canonical tropical Pacific SST pattern. In many cases, a better representation
would be based on superposition of distinct tropical Pacific SST anomalies patterns
derived, for example, using Principal Component Analysis (PCA) approach. Furthermore,
the response of the mean winter SAT to ENSO patterns largely reflect the relative shift in
the central part of the conditional distribution, while SAT thresholds in numerous
environmental and societal systems (such as lake ice) are sensitive to alterations in the
distributional tails induced by teleconnections [22]. Also, the assumption of an
ENSO-induced symmetric shift in the distributional tails is simplistic for many North
American locations, because of the complex interplay between local and regional
land-atmospheric processes operative at different time scales. Thus, it is critical that a
comprehensive analysis of the modulating influence of diverse ENSO patterns on local
North American winter-time SAT be made across different parts of the SAT distribution as
well as the entire distribution.
The present study assesses differential sensitivity of local North American wintertime
SAT, across the entire variability range, to ENSO diversity with focus on understanding
how asymmetries in the location of tropical Pacific winter SST anomalies affect risk of key
winter SAT thresholds in North American regions. Two key questions in this regard are:
(a) what is the relative contribution of the leading empirical patterns of winter SST
variability in Niño regions, towards the modulation of conditional winter SAT distribution
over North America, (b) for a given SAT threshold, what are the relative sensitivities to
ENSO covariates?, and in general, what is the location-specific and regional nature of
conditional EPDFs corresponding to archetypical ENSO flavors? We investigate these
questions based on a conditional quantile function approach [100], which allows modeling
of quantile-specific functional relationships be-tween ENSO indices and local North
American wintertime SATs that provide comprehensive description of the location and
magnitude of maximum SST anomalies in the tropical Pacific.
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5.2 Data and Methods
North American SAT: Monthly time series of gridded (0.5◦x0.5◦ resolution), land-only,
SAT data were obtained from NOAA GHCN Climate Anomaly Monitoring System (GHCN
CAMS) dataset [54]. Winter season (December-February) SAT anomaly fields from 1951 to
2016 were computed for North America, as departures from the 1951-2016 climatology.
Equatorial Pacific Sea Surface Temperature: Observational, gridded (2◦x2◦ resolution) SST
data from 1951-2016 was obtained from extended, reconstructed sea surface temperature
(ERSST) V4 dataset prepared by NOAA National Centers for Environmental Prediction
Reanalysis [153]. Moreover, monthly SST indices for the four tropical Pacific Niño regions,
which are based on ERSST dataset, were also obtained from NOAA Climate Prediction
Center. These four indices are defined based on spatially averaged SST anomalies over
select spatial domains: Niño 1+2 (0◦-10◦S, 90◦W-80◦W) Niño 3 (5◦S-5◦N, 150◦W-90◦W),
Niño 4 (5◦S-5◦N, 160◦E-150◦W), and Niño 3.4 (5◦S-5◦N, 170◦-120◦W) (see Figure D.1).
Taken together, the four indices span the tropical Pacific region, and are routinely used for
monitoring of the ENSO state (NOAA CPC, 2016). Quantile Functions: SAT is the
principal variable considered in this study, and in particular, we focus on its empirical
probability distribution throughout North America. We do so using conditional quantile
function, so as to understand the full nature of its sensitivity to the ENSO state. Quantiles
(τ) are locations in a distribution that correspond to the rank order of values in that
distribution. For in-stance, in a given distribution, 75% of the population have values
greater than the τ = 0.25th quantile point, while 25% of the population have values less
than that. Quantile regression, first proposed by Koenker and Bassett Jr [100], involves
one-sample quantile concept towards estimation of the quantiles of a conditional
distribution, such that the conditional quantiles of the response variable, Y , are defined as
functions of known covariates, X [101]. Given that the respective quantile functions are
determined independently, this approach (a) allows detection of heterogeneity in the
response of different quantiles, (b) is robust against outliers in the response variable
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distribution, and (c) has no distributional assumption. As such, it provides a relatively
complete description of conditional distribution of the response variable, Y (in our case,
SAT), especially when changes in tail behavior (upper and lower quantiles) are of interest.
In the present study, this approach is particularly appropriate, as it allows for analyses of
asymmetric teleconnections, a feature noted in a number of previous studies, yet not
quantified at regional scales. As a first step, we estimate the conditional quantile functions
of SAT at each grid point to the covariate set comprised of indices corresponding to the
two leading patterns of Niño SST (see Section 5.3.2 for a detailed discussion). Linear
quantile models have the form, Y (τ)=β(τ)X + ε(τ), where β(τ) is the parameter estimate
for each quantile and ε(τ) denotes the error term for each quantile with an unknown
distribution. Unlike in conventional linear regression where parameters are estimated by
solving for minimization of sum of squared errors, β(τ) in quantile functions are obtained
by solving for the minimization of the sum of weighted absolute residuals
argmin|
i=n∑
i=1
ρ(τ)(Yi − β(τ)Xi)| (5.1)
where n is sample size (n = 66) for a North American field and ρ(tau) is the check
function where
ρ(τ)(εi) =

(τ − 1)εi; εi < 0
(τ)εi; εi > 0
 (5.2)
εiis the difference between observed and estimated Yi at selected τ th quantile. This limits
the influence of outliers and other extreme data on parameter estimation at each quantile.
Computations for parameter estimates were done using quantile regression implementation,
Koenker [99] within the R computing environment.
A potential problem with modeling multiple linear quantile functions is that, estimated
independently, the conditional quantile lines may cross, producing an invalid distribution.
To alleviate the crossing problem in quantile regression, a procedure introduced by Bondell
et al. [31], which imposes a non-crossing constraint to the solution of Equation 5.1, is used
in this work. Moreover studies show that conditional heteroscedasticity may be common
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(but certainly not exclusively) in small to moderate samples, which may lead to misleading
inference regarding the significance of parameter estimates. Thus for testing the
significance of parameter estimates (β) in quantile functions for winter SATs, we employed
the wild bootstrap method [58], a procedure that has been shown to be resistant by the
nature of the conditional distribution of residuals. Finally, given the spatial
interdependence of winter SATs among neighboring North American grid points, the
re-sampling procedure in the wild bootstrap method was modified such that the approach
tests the field significance Livezey and Chen [110] and not the local significance of
parameter estimates. In this paper, parameter estimates in quantile functions are
considered field significant, when the null hypothesis that the parameter estimate is equal
to zero can be rejected at 0.95th confidence level.
5.3 Results
5.3.1 Inter ENSO SAT Variability in North America
At local scale, the differential response of North American winter SAT quantiles to
ENSO events can be demonstrated by contrasting composite maps of the contemporaneous
NA and TP SSTA, conditioned on the winter SAT quantiles (τ) at two North American
locations, Lake Superior (47.7◦N, 87.5◦W) and Fort Nelson (57.8◦N, 122.7◦W), separated
into five groups: τ < 0.1, 0.1 < τ < 0.25, 0.25 < τ < 0.75, 0.75 < τ < 0.9, and τ > 0.9.
Two noteworthy features of the results presented in figure 5.1 are: (a) there is a strong
association between local winter SATs and the large-scale climate patterns over North
America, particularly during unusual winters. For instance, during the years when
wintertime SATs at Lake Superior/Fort Nelson exhibited pronounced deviations (τ < 0.25
or τ > 0.75), large swathes of North America also had colder/milder than normal
wintertime SATs (see Figure 5.1a-j), and (b) over North America, local wintertime air
SATs across different quantiles show differential sensitivity to the location and amplitude of
tropical Pacific SST anomaly associated with ENSO events. For instance, during the
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warmest 10% (τ > 0.90) winters at Lake Superior, the contemporary eastern tropical
Pacific SSTs were unusually warm. However, it is the SSTs in the central TP and not the
eastern TP that show unusual cooling during cold but not extremely cold winters
(0.1 < τ < 0.25) at Lake Superior, suggesting asymmetry in the sensitivity of wintertime
SATs at Lake Superior to (a) the warming of SSTs in the central and eastern tropical
Pacific, (b) the warm and cold phases of ENSO. Similarly, during the cold (0.1 < τ < 0.25)
and warm (0.75 < τ < 0.9) winters at Fort Nelson, the central tropical Pacific winter SSTs
were colder and warmer than normal respectively. However, there was little or no unusual
SST cooling/warming in the central tropical Pacific during the coldest/warmest 10%
winters at Fort Nelson, indicating the variable nature of correspondence between ENSO
and different SAT quantile groups (see Figure 5.1f-j). Overall, these results suggest that
ENSO induced changes on local winter SAT variability of North American regions differs
depending on: (a) the amplitude and location of SST anomaly (associated with ENSO) (b)
sensitivity of different parts (quantiles) of the winter SAT distribution to ENSO patterns,
revealing heterogeneity in the strength of teleconnection that are largely missed by
conditional moment based approaches (such as linear regression). Thus, results presented
above provide stratified composites (based on five quantile groupings) and highlight the
nature of local North American wintertime climate and ENSO variability as asymmetric,
non-linear and sensitive to the location of the TP anomaly [7, 79, 183, 184]. As such, a
robust characterization of the ENSO-related climatic risk requires the use of an appropriate
set of ENSO indices that comprehensively capture the diversity in TP SST pattern, as well
as a set of quantile-specific functional relationships with remote climatic variables (gridded
NA-SAT).
5.3.2 ENSO Diversity
As noted earlier, a robust approach to ENSO-related climatic risk characterization
would entail carefully chosen set of ENSO indices that reflect the detailed nature of tropical
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PC1 PC2 PC3 PC4
Standard Deviation 1.86 0.64 0.28 0.10
Proportion of Variance 0.87 0.10 0.02 0.003
Cumulative Proportion 0.87 0.97 0.99 1.00
PC Niño1.2 Niño3 Niño3.4 Niño4
PC1 0.46 0.52 0.52 0.48
PC2 -0.73 -0.14 0.22 0.62
PC3 -0.46 0.50 0.44 -0.58
PC4 -0.17 0.67 -0.69 0.19
Table 5.1. Empirical orthogonal modes of wintertime SST variability in Niño regions
Empirical orthogonal modes of wintertime SST variability in Niño regions: (a) proportion
of variance explained (b) loadings of Niño regions
Pacific SST anomalies. Trenberth and Stepaniak [162] suggested that at least two indices
be used to describe the strength and spatial distribution of SST anomalies associated with
ENSO events. To this end, we derived the leading empirical patterns of wintertime SST
variability in Niño regions by performing PCA on the normalized winter season Niño SST
anomalies from 1951-2016 (see Table 5.1). Niño SST anomalies have historically been used
to identify the development, type and strength of El Niño/La Niña events.
The first principal component (PC1) represents 87.3% of the total Niño wintertime SST
variability and may be considered as the leading pattern of inter-annual winter SST
variability across Niño regions (eastern and central equatorial Pacific) (see Table 5.1a).
Moreover, the Niño loadings for PC1 are of the same sign indicating synchronous SST
variation across all Niño regions (see Table 5.1b). Correlations between PC1 time series
and tropical Pacific winter SST anomalies reveal that positive PC1 patterns have a spatial
structure akin to the mature El Niño condition: peak SST warming concentrated in eastern
equatorial Pacific enclosed by a boomerang shaped cold anomalies in higher latitudes (see
Figure D.2). In the PC1 time series, the magnitude of positive and negative anomalies
show asymmetry in their magnitude, indicating that warm wintertime SST events along
the tropical Pacific are of a higher magnitude as compared to cold events. The second
principal component (PC2) represents 10.5% of the total winter SST variability across the
Niño regions. The loadings in PC2 are characterized by an east-west dipole pattern in the
equatorial Pacific with SSTs in Niño-1+2 (eastern Pacific) region varying out of phase with
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Figure 5.2. The two leading modes (PC1 and PC2) of winter SST variability for Niño regions
for the 1951-2016 period The two leading modes (PC1 and PC2) of winter SST variability
for Niño regions for the 1951-2016 period: a PC1 b PC2. c Location of select five Eastern
Pacific El Niño (1973, 1983, 1998, 2007 and 2016), Central Pacific El Niño (1969, 1995,
2005,2010, and 2015) and La Niña (1956, 1974, 1976, 1989 and 2008) years.
Niño-4 (Central-western Pacific) regions. Correlation between PC2 indices and tropical
Pacific winter SST anomalies reveals that positive PC2 patterns have a spatial structure
resembling El Niño Modoki [7]: warm SST anomalies confined in the central TP flanked by
cold SST anomalies (see Figure D.2b). Some studies have suggested that PC2 corresponds
to part of typical El Niño evolution where the warming in the central TP precedes the
warming of the eastern TP by few months [159]. However, that is not the case here given
that the PCA analysis is based on the DJF months where ENSO events are at their mature
stage. In the PC2 time series, negative anomalies have higher magnitudes than extreme
positive ones (see Figure 5.2), and this result indicates that the negative anomalies are
stronger in the central Pacific than in eastern Pacific while extreme warming is more
intense in eastern Pacific than in central Pacific regions during winter. PC2 patterns
mainly describe the east-west asymmetry in the location of maximum warming/cooling of
wintertime SSTs in the tropical Pacific during diverse El Niño/La Niña events.
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Figure 5.2c shows the distribution of the different El Niño/La Niña flavors, selected by
majority agreement across various identification methods available in published literatures
(see Table D.1), within PC1 and PC2 phase space. EP-El Niño events are found in the
fourth quadrant where the PC1 and PC2 indices are positive and negative respectively.
This indicates that the maximum SST warming during these events is concentrated around
eastern equatorial Pacific and the western south American coast (Niño 1+2 and Niño 3) as
some of the warming in central equatorial Pacific (Niño 3.4 and Niño 4) SSTs due to
positive PC1 pattern is attenuated or even reversed by the cooling effect in the region due
to negative PC2 phases. On the other hand, CP-El Niño events are found in the first
quadrant where PC1 and PC2 indices are both positive. This in turn implies that the peak
anomalous SST warming in the tropical Pacific during these episodes are located within
central equatorial Pacific region; some of the anomalous SST warming in Niño 1+2 and
Niño 3 due to positive PC1 phase is offsetted/reversed by the opposite phase of PC2 in the
region. The strong La Niña episodes are found in the third quadrant where PC1 and PC2
patterns are both negative, which suggests that the greatest SST cooling in the Niño
regions is concentrated along the central equatorial Pacific. These results reveal that the
joint indices of the two leading pattern of tropical Pacific SST variability allow
characterization of the strength and location of maximum SST anomaly corresponding to
diverse El Niño/La Niña events. The separability of ENSO event types aids for meaningful
interpretation of teleconnections; analysis to that end is pursued next.
5.3.3 Response of North American Wintertime SAT Distribution to Leading
Empirical Patterns of SST Variability in Niño regions
The role of ENSO patterns in shaping local North American winter SAT variability can
be expressed as superposition of the leading patterns of wintertime SST variability in Niño
regions [e.g., 18]. As noted in the previous section, NA winter SATs at different quantiles
may show differential sensitivities to ENSO events depending on their amplitude and
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location of TP SST anomalies. In other words, the analysis of NA-SAT teleconnection can
be viewed as modulation of the distribution of wintertime SATs, conditioned upon tropical
Pacific SSTs, represented by the two leading principal components of winter SSTA in TP.
At a grid point or location, an additional consideration for robust estimates of the climatic
risk would be the allowance for SAT quantile-specific sensitivities to the two ENSO indices.
To this end, quantile functions for wintertime SATs that incorporate the joint PC1-PC2
indices as covariates were generated at three key quantile thresholds (τ = 0.25, 0.50, and
0.75) over North America. Furthermore, the field significance of derived coefficients for
PC1 and PC2 were computed using wild bootstrap method, which accounts for
heteroscedastic residuals. Figure 5.3a-f show that the slope coefficients for PC1 and PC2
patterns across the three SAT quantiles. The relationship between North American winter
SATs and PC1, across the three SAT quantiles (see Figure 5.3a, c and e), has a broad
north-south dipole pattern, wherein the slope coefficient for PC1 is significantly (p ≤ 0.05)
positive for most northern areas (except for Baffin Island and northern Quebec) and
significantly negative for southeastern and south-central regions. However, the strength
and significance of PC1 to winter SATs at τ = 0.75 is less to that of τ = 0.25 and 0.50 for a
majority of the North American region. Taken together, these results indicate that the
relative warming (cooling) of SSTs across the entire Niño regions increases the relative
likelihood of warm (cold) wintertime SATs for northern US and Canadian regions, and vice
versa for southern North American regions, primarily by modulating the cold tails of the
SAT range rather than the warm tails.
On the other hand, PC2 phases have a direct relationship with winter SATs in the
western US states and northeastern edges of Canada (Baffin Island and northern Quebec),
while it has an inverse relationship with winter SATs in central and eastern half of North
America, across the three SAT quantiles (see Figure 5.3b, d and f). Yet, the strength and
significance of the relationship between PC2 and wintertime SAT is not uniform across the
three SAT quantiles as the magnitude and significance of slope for PC2 against winter
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Figure 5.3. Regression analysis for North American winter temperatures at various quantiles
Regression analysis for North American winter temperatures at various quantiles: a,b τ =
0.25 c,d τ = 0.50 and e,f τ = 0.75 quantiles against PC1 and PC2 patterns. Stippled regions
signifies quantile regression coefficients at 5% field significance level.
SATs weakens with increasing quantiles especially for eastern and southeastern US states.
These results suggest that the relative warming (cooling) of SSTs in the CP as compared
with EP regions raises the relative exceedance probability of warm (cold) winters in central
and eastern North America mainly by influencing the lower (cold SAT) tails of the SAT
probability distribution rather than the upper (warm SAT) tails. Asymmetry in the
response of North American wintertime SATs across different SAT quantiles to PC1 and
PC2 patterns reveals that the two leading patterns of winter SST anomaly in the tropical
Pacific modulate not only the conditional mean but also the scale and higher moments
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(e.g., kurtosis, skewness) of the conditional winter SAT variability range. These findings
are in stark contrast from the conventional linear regression results wherein: (a) the
sensitivity of wintertime SATs to PC1 and PC2 indices, across the entire SAT quantiles is
uniform, (b) ENSO indices affect the conditional mean and not the spread or other aspects
of the conditional SAT distribution. Furthermore, similar analyses using de-trended NA
SAT time series were performed (see Appendix D.3) and results show that for most North
American regions, the de-trending process does not result in significant changes in the
parameter estimates for PC1 and PC2. Given that the response of conditional winter SAT
quantiles to ENSO events is modeled in the quantile SAT functions as a weighted linear
aggregate of its sensitivity to PC1 and PC2 indices, these effects by PC1 or PC2 indices on
the conditional winter SAT probability distributions may get amplified or suppressed.
5.3.4 Change in Likelihood of Cold/Warm Winters due to ENSO Events
The modulating effect of ENSO events on the conditional wintertime SAT in North
America can be assessed by estimating the change in risk of lower and upper quartile
winter SAT for archetypical ENSO flavors. To that end, the representative amplitudes of
archetypical ENSO patterns were derived by computing the centroid of PC1-PC2 index for
the five selected EP, CP El Niño and La Niña events in previous section (see Figure 5.2c
and Table D.1). These indices were then used to estimate conditional winter SAT
distribution using a set of quantile functions for wintertime SATs at 30 equally spaced
quantile values (0.06 < τ < 0.94). The results are as follows:
CP El Niño
The spatial pattern of CP El Niño related changes in the likelihood of colder than
normal (τ < 0.25) winter SATs in North America has a broad northwest-southeast dipole
pattern, where there is an increase in the relative likelihood of lower quantile winter SATs
over much of Canada and north central and Pacific regions of US and vice versa for the
mid-Atlantic and southern coastal plain regions (see Figure 5.4a). For instance, for much of
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Alaska and northern part of Manitoba and Ontario, decreases in relative likelihood of
colder than average SAT can exceed 80%, while the US Gulf states show an increase in
exceedance probability of cold winters by at least 40%. On the other hand, the impact of
CP El Niño on the relative likelihood of warmer than normal (τ > 0.75) wintertime SATs is
limited to the mid-Atlantic, southern coastal plain and the Pacific regions of North
America (see Figure 5.4b). The western parts of Washington and Oregon, for example,
show an increase in the relative risk of warm winters by nearly doubled, while there is a
40-60% decrease in the risk of warmer than average winters over the southeastern US.
EP El Niño
The modulating effect of EP El Niño on the exceedance probability of both lower and
upper quartile wintertime SATs in North America can be characterized broadly as a
north-south dipole pattern, where there is a substantial increase (decrease) in the
exceedance probability of warmer (colder) than normal winters over much of Canada and
northern US states and a modest increase in the relative probability of colder than normal
winter SATs for Northern Mexico and Texas (see Figure 5.4c,d). In particular, southern
provinces of Canada and northern tier US states show approximately 80% decrease in risk
for cold wintertime SATs and doubling of risk for warm winters during EP El Niño winters.
La Niña
The effect of La Niña on the likelihood of lower quartile wintertime SATs in North
America is concentrated along the Pacific and Atlantic regions of North America (see
Figure 5.4e). During La Niña winters, there is largely a modest increase in the probability
of colder than normal winters along the Pacific regions of US and Canada, while there is a
substantially reduction in the likelihood of colder than normal winters over the eastern and
southern US states and northern Mexico. On the other hand, the spatial pattern of La
Niña related changes in the likelihood of upper quartile (τ > 0.75) wintertime SATs in
North America has a broad northwest-southeast dipole pattern, where there is a modest
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Figure 5.4. Relative exceedance probability of winters Relative exceedance probability of
winters with a,c and e unusually cold (τ < 0.25) and b,d and f warm (τ > 0.75) temperatures
during archetypical a,b CP El Niño, c,d EP El Niño and e,f La Niña event to that of the
unconditional for the entire North American fields.
decrease in the relative likelihood of warm winter SATs over much of Canada and north
central and Pacific regions of US and vice versa for the gulf coast of US (see Figure 5.4f).
For instance, in Louisiana and southeastern Texas, the relative increase in risk of warm
winters can exceed 40% during La Niña while western coast of US and Canadian regions
show a reduction in risk of warm winters by at least 80%. A recurring theme in this study
is to characterize the heterogeneous nature of winter SAT EPDF conditioned on ENSO
events. As such, using results shown in figure 5.4a-f, the nature of the joint change in the
conditional likelihood of upper and lower quartile winter SATs due to archetypical ENSO
flavors is summarized using the vector plot shown in figure 5.5a-c. In these, the length and
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angle of vectors denote the magnitude and direction of the joint change in the likelihood of
upper and lower quartile winter SATs due to selected ENSO events. It should be noted
that ENSO induced modulation of the upper and lower tails of the conditional winter SAT
probability distribution is considered symmetric and uni-directional (as is in the traditional
assumption) only when the vectors are at 135◦ and 315◦ angle. A summary of the results is
given as follows:
Asymmetry in North American Winter SAT Response: CP El Niño
For most western North American regions, CP El Niño events typically reduce the
likelihood of lower quartile winter SATs and also increase the likelihood of upper quartile
winter SATs, such that related winters have warmer SATs (see Figure 5.5a). However the
degree of decrease in the conditional likelihood of lower quartile winter SATs is higher than
that of the increase in the occurrence probability of higher quartile winter SATs. In
contrast, for regions in the eastern coast of the US, CP El Niñ events are associated with
an increase in the occurrence probability of lower quartile winter SATs and a decrease in
the likelihood of upper quartile winter SATs, such that these events are typically linked
with colder winter SATs in the region. Furthermore in these regions, the magnitude of
change in the conditional risk of the upper and lower quartile winter SATs CP El Niño
events appears to be symmetric. CP El Niño events, on the other hand, are associated with
a slight increase the likelihood of both upper and lower quartile winter SATs for western
part of Nunavut province in Canada. Moreover, the amplitude of change in the conditional
occurrence probability on both tails of the winter SAT distribution appears to be
symmetric.
Asymmetry in North American Winter SAT Response: EP El Niño
For North American regions north of 40◦N (except for Baffin Islands), the archetypical
EP El Niño pattern is associated with a decrease in the occurrence probability lower
quartile winter SATs and an increase in the likelihood of upper quartile winter SATs, such
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that this pattern is associated with warmer winter SATs in the region (see Figure 5.5b).
Moreover in these regions, the magnitude of change in the conditional risk of the upper and
lower quartile winter SATs during typical EP El Niño appears to be symmetric. In
contrast, EP El Niño events reduce the likelihood of both lower quartile and upper quartile
winter SATs for southeastern and southwestern US states. However for most of these
regions, the amplitude of change in the conditional risk of lower quartile winter SATs is
higher than that of upper quartile winter SATs. For Texas and northern Mexico regions,
EP El Niño events are related to an increase in the risk of lower quartile winter SATs and a
decrease in the likelihood of upper quartile winter SATs such that they are associated with
colder winter SATs in the region. However for this region, the degree of increase in the risk
of upper quartile winter SATs is much higher than that of lower quartile winter SATs.
Asymmetry in North American Winter SAT Response: La Niña
For western North American regions north of 50◦N, the typical La Niñ pattern is
associated with a decrease in the conditional risk of upper quartile winter SAT and an
increase in the conditional likelihood of lower quartile winter SATs such that it is related to
colder winter SATs in the region (see Figure 5.5c). However for most of these regions
(except for Alaska), the magnitude of decrease in the conditional occurrence probability of
upper quartile winter SATs is much higher than the increase in the conditional risk of lower
quartile winter SATs. In contrast, La Niña events are linked to a decrease in both the
conditional risk of upper and lower quartile winter SATs for regions in northeastern
Canada, northeastern and north-central US and Nunavut province. For northeastern and
north-central US regions, the degree of change in the conditional likelihood of lower
quartile winter SATs during these events is higher than that of upper quartile winter SATs.
On the other hand, for southeastern and south central US regions, La Niña events reduce
the conditional occurrence probability of lower quartile winter SATs and increase the
conditional risk of upper quartile winter SATs such that they are related to warmer winter
106
SATs in the region. Moreover in these regions, the magnitude of increase in the conditional
risk of upper quartile winter SATs during typical La Niña events is symmetric to that of
the decrease in lower quartile winter SATs.
In summary, assessment of ENSO induced changes in the occurrence probability of
warm and cold winter SAT anomalies over North America reveals three key features:
asymmetry, multi-linearity and non-linearity. Typical CP El Niño (La Niña) pattern
induce wintertime SAT anomalies in North America primarily by modulating the lower
(upper) tail distributions, which indicates that the impact of ENSO across the two tails is
asymmetric. Furthermore, the influence of archetypical CP and EP El Niño patterns in the
TP on North American winter SATs varies both spatially and across the SAT variability
range, which implies that ENSO flavors have differential teleconnection patterns
(multi-linear). Again, North American winter SATs show differential sensitivity to the
warm and cold phases of ENSO both spatially and across the entire SAT variability range,
indicating of a non-linear response.
5.3.5 Case Study: Lake Superior Winter SATs
Analysis of composite patterns (Section 5.3.1) revealed that the unusually warm/cold
winters at Lake Superior and Fort Nelson are strongly associated with diverse ENSO
flavors (see Figure 5.1a-j). The efficacy of conditional quantile SAT functions, with the two
ENSO indices as covariates, in explaining these linkages was examined by contrasting the
conditional wintertime SAT distributions at Lake Superior and Fort Nelson for archetypical
ENSO patterns. The conditional winter SAT distributions to typical ENSO flavors were
generated using conditional quantile SAT functions at thirty evenly-spaced quantile points
(0.06 < τ < 0.94). While the following discussion describes the result of our analyses for
Lake Superior (see Figure 5.6), the results for Fort Nelson are depicted in Figure D.3.
During EP El Niño pattern, there is a strong shift both in the location and tails
(particularly in the lower tail) of the conditional SAT distribution for Lake Superior toward
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Figure 5.6. The empirical conditional winter air temperature distribution for Lake Superior
during archetypical CP El Niño (blue), EP El Niño (red), and La Niña (green) events.
The empirical conditional winter air temperature distribution for Lake Superior during
archetypical CP El Niño (blue), EP El Niño (red), and La Niña (green) events. The grey
boxplot/curve represents the climatological empirical winter air temperature distribution.
relatively warmer winter SATs (see Figure 5.6). Consequently, there is a high likelihood of
unusually warm winters and a low likelihood of unusually cold winters at Lake Superior
during EP El Niño winters. This is consistent with the findings of the composite analysis
(see Figure 5.1e), where the warmest 10% winters at Lake Superior are observed to be
strongly associated with warmer than normal wintertime SSTs particularly in the eastern
TP. It should be noted that the spread in the conditional SAT distribution associated with
EP El Niño at Lake Superior is relatively smaller than that of the climatology
(unconditional), confirming that the change in the likelihood of extremely warm/cold
winters due to EP El Niño is not only due to the change in the location but also the scale
and other moments of the conditional SAT distribution. In contrast, during typical CP El
Niño, there is a slight shift in the location of the conditional SAT distribution for Lake
Superior toward warmer winter SATs (see Figure 5.6), however, both the warm and cold
tails of the conditional SAT distribution are relatively thinner and the spread in the
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conditional distribution smaller as compared with the unconditional distribution. Thus,
warming of the central tropical Pacific SSTs mainly suppresses the occurrence of unusually
warm/cold wintertime SATs at Lake Superior. Results from the composite analysis (see
Figure 5.1a-e) indirectly support this conclusion in that the unusually warm (τ > 0.75) or
cold (τ < 0.25) winters for Lake Superior do not show a strong association with a
concurrent SST warming in the central TP. Furthermore, the suppressing influence of CP
El Niño pattern on the occurrence of unusually warm or cold winter SAT conditions at
Lake Superior mainly resides in its effect on the spread rather than the location of the
conditional wintertime SAT distribution. Similarly during typical La Niña, there is a shift
in the location and right tail of the conditional winter SAT distribution towards colder
than normal winter temperatures (see Figure 5.6). This result suggests that La Niña events
raise (reduce) the relative likelihood of unusually cold (warm) wintertime SATs at Lake
Superior. Such inference is consistent with the findings of the composite analysis (see
Figure 1b), where colder than normal (τ < 0.25) winters at Lake Superior are ob-served to
have a strong association with the cooling of SSTs in the central TP. The above analyses
suggest that the sensitivity of winter SATs at Lake Superior to ENSO extends beyond that
associated with the typical TP SST distribution.
5.4 Discussion and Summary
Observational studies of ENSO teleconnections show significant nonlinearities,
phase-related asymmetry, and diverse responses to location-specific warm anomalies (e.g.,
CP and EP patterns). To date, ENSO-related changes in the EPDFs of SAT and
precipitation have been analyzed mostly from the standpoint of shifts in the mean, and in
rare instances, variance. Examined in that manner, the symmetric shifts in the location
and shape of probability distributions often render inaccurate probability and risk
estimates. This concern is rooted in the heterogeneous nature of the ENSO-related
modulation of the scale and higher moments of the conditional distributions. A conditional
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quantile function estimation approach presented here affords both quantile-specific
conditional regression estimates, as well conditional EPDF that are not restricted by the
limited flexibility afforded by parametric distributions (such as, Normal, Log-normal etc.).
With appropriately chosen set of ENSO covariates, this study presented results at
local-to-regional scales for North American wintertime SATs, wherein risk estimates were
readily quantified for diverse tropical Pacific SST conditions. In what follows, we
summarize the key findings from this study:
1. The sensitivity of North American winter SATs to the two leading empirical patterns
of tropical Pacific SST anomaly patterns (PC1 & PC2) varies both spatially and
across different quantiles (see Figure 5.3). Spatially, the modulating effect of PC1
patterns on North American wintertime SATs across key quantiles
(τ = 0.25, 0.5, 0.75) can be broadly characterized as a north-south dipole pattern,
while PC2 pattern has a weak east-west dipole pattern, one dominantly concentrated
in the eastern half of the United States. However, the response of the conditional
SAT distribution across these quantiles have unequal amplitude (magnitude and
direction) for most North American locations, with lower tails showing larger shifts as
compared to the upper tails (as illustrated in Figure 5.3).
2. The observed heterogeneity of the sensitivity of North American winter SAT to
particular tropical Pacific SST anomaly (represented as a point within the PC1-PC2
space; Figure 5.2) can be related to differential shifts throughout the SAT EPDF. In
conventional terms, this would translate into changes in the central tendency, as well
as higher moments. The resulting conditional EPDFs reflect contributions from PC1
and PC2 patterns amplitudes, which in turn may cause amplified or muted shifts for
a particular SAT quantile.
3. The conditional quantile approach allows for a detailed assessment of the changes in
the upper and lower tail SAT probabilities, which in general terms, represents the
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likelihood of unusually mild and cold winters respectively. Examined as a ratio of
conditional to unconditional probabilities (Figure 5.4), the contrasting spatial
patterns and amplitudes of change in risk for lower and up-per quartile wintertime
SATs related to archetypical CP and EP El Niño event are noteworthy, as are the La
Niña patterns when contrasted the EP and CP events. Conditional quantiles for
selected PC1-PC2 amplitudes capture the complexity linked to spatial patterns and
amplitudes of tropical SST anomalies (Figure 5.2). As such, diversity in ENSO
conditions and their respective teleconnections patterns can be mapped, as well as
translated into risk estimates. We also note that SAT anomaly composites (for
instance, based on select set of historical events) offer rough estimates of the
conditional mean. However, our results clarify that modulation of tail probabilities
integrates effects stemming from conditional mean, as well as higher moments that
shape the conditional EPDF. In this respect, the example case for Lake Superior
underscores the detailed nature of shifts in EPDF linked to diverse ENSO conditions
(Figure 5.6).
4. Conditional quantile approach presented here affords conditional risk estimates
derived from a limited length observational record, with ENSO conditions
(represented with two leading principal components) as the covariates. Atmospheric
circulation variability intrinsic to the extra-tropics exerts significant influence on the
observed wintertime weather and climate over North America), as do long-term
trends [e.g., 19, 44, 46]. These aspects of extra-tropical weather and climate
variability are sampled in the observational records, albeit in a limited manner, and
their expression within the EPDFs resides in the non-ENSO components of the
variance. In other words, there are regions within North America, where ENSO
PC1-PC2 related changes in risk are relatively modest, which indicates: (a) ongoing
research examining other climatic phenomenon can offer critical new insights, and (b)
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improved characterization of stochastic weather noise, and the extent to which that
may overwhelm otherwise modest tropical SST influences.
5. The conditional quantile approach broadens climate diagnostic studies by not only
assessing the changes in mean and variances, but also the entire distribution by
characterization of heterogeneities across quantiles. Such improved diagnosis of
sensitivity to wintertime North American SAT anomalies affords important insights
regarding anticipated SAT anomalies during particular EP and CP El Niño, and La
Niña years, which is of import to numerous human-environmental systems. A telling
example is the sensitive linkages between ENSO and lake ice, wherein wintertime
SAT-related thresholds, when exceeded, have the potential to significantly impact
ecosystem health, as well as water quality [e.g., 22]. In closing, we note that
continued improvements in the understanding of ENSO teleconnections and linked
inter-annual climatic anomalies, when commingled with warming trends have the
potential for large near-term impacts, a topic of high salience both for ENSO
predictability and attribution studies. Our empirical approach complements recent
studies that assess ENSO teleconnections in coupled climate model-based simulation
with an eye on event diversity [84].
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CHAPTER 6
FREEZING DEGREE-DAY THRESHOLDS AND LAKE ICE PHENOLOGY:
UNDERSTANDING THE ROLE OF EL NIÑO CONDITIONS
6.1 Introduction
In temperate and polar regions of North America, where lakes freeze during winter,
wintertime accumulated freezing degree-day (AFDD)- calculated as the sum of mean daily
temperature departures below the freezing point (0◦C or 32◦F)- is an important cold season
weather-climate variable. AFDD determines the amount of freezing energy available in the
air to grow surfical ice on lakes, and consequently analytical studies often estimate the
thickness of lake ice cover to be roughly proportional to the square root of the winter
AFDD [109]. However, the impacts of wintertime AFDD variations on lakes may not be
limited to the cold season. For example, springtime ice-out dates for Maine (USA) lakes
are linked to wintertime AFDD thresholds [22]. The prevailing winter climate, including
the AFDD patterns over North America, has been shown to be sensitive to phases of El
Niño-Southern Oscillation (ENSO), a coupled oceanic-atmospheric phenomenon in the
tropical Pacific that affects weather and climate worldwide [e.g., 12, 15, 32]. For instance,
during the 1997/98 El Niño event (warm phase of ENSO), northern US and southern
Canada recorded one of their lowest winter AFDDs such that it resulted in the least
extensive ice-cover in the Great Lakes over the past century. However, the severity and
spatial extent of the North American weather and climate anomaly patterns associated
with El Niño events is neither alike nor is it linearly opposite to that of La Niña (cold
phase of ENSO) events [e.g., 78, 79, 180]. Studies have shown that such discrepancies may
arise from differences in the location and amplitude of their signature SST anomalies in the
tropical Pacific as variations in the location of the warmest waters (SST > 27.5◦C) in the
tropical Pacific generate differential atmospheric wave trains responsible for climate
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variability worldwide [e.g., 18, 78]. Furthermore, Beyene and Jain [23] showed that the
sensitivity of North American winter temperatures to diverse ENSO flavors is not uniform,
both regionally and across different parts of the empirical probability density function
(EPDF). In the present context, a salient question is: to what extent do distinct El Niño
flavors affect North American lake ice-out dates through their differential effect on the
(EPDF of) winter AFDD? Two aspects of current and future ENSO variability further
motivate the above noted line of inquiry: (a) five-fold increase in the frequency of a new
variant of ENSO is being projected under anthropogenic climate change [e.g., 39, 182], (b)
ENSO-based climate forecasts on seasonal and longer lead-times have proven to be reliable
[81]. To this end, this study aims to develop location specific risk functions for North
American winter AFDD, that incorporate as covariates ENSO indices that capture the
location and amplitude of tropical Pacific SST anomalies, in order to estimate
ENSO-related changes in the relative occurrence probability of early/late lake ice out
events in North America. In this study, the term occurrence probability is used
interchangeably with risk and likelihood. Past lake ice studies often assessed
ENSO-induced changes in lake ice season by characterizing the response of local
meteorological variables (relevant to lake ice evolution) to large-scale climate patterns
using traditional statistical methods such as linear regression and averaging of sub-samples.
However, analyses employing these methods offer limited insight, as they primarily measure
the shift in the conditional mean and not the conditional tails of the distribution, where
climate-related thresholds in lakes usually reside. This study thus employs quantile
functions, first proposed by Koenker and Bassett Jr [100], to investigate the response of
North American winter AFDD, across its variability range, to the amplitude and location
of tropical Pacific SST warming/cooling, linked to ENSO events. This approach provides a
functional framework to estimate the winter AFDD conditioned on ENSO indices with
three important features: (a) no distributional assumption, (b) quantification of differential
sensitivity across quantiles, and (c) resistance to outlier effects. Beyene and Jain [23] have
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shown that the change in the conditional risk of North American winter temperatures due
to ENSO flavors varies both regionally and across different temperature quantiles. This
study extends their work and aims to quantify ENSO related changes in North American
lake ice out dates by characterizing its effect on winter AFDD variability. Two key tasks in
this regard are as follows:
1. Quantify the nature of relationships between lake ice and winter AFDD variability,
based on observational records for a select group of lakes across North America.
2. Estimate ENSO-related changes in the relative likelihood of early/late lake ice out
events for eight North American lakes- location-specific risk functions for North
American winter AFDD that incorporate ENSO indices as covariates are developed.
6.2 Data and Methods
Lake Ice-out (off) Dates: Lake ice-out date refers to the date when winter ice
completely disappears from the lake surface. In this study, eight North American lakes (see
Figure 6.1 for lake locations) that freeze during the winter were selected and their historical
lake ice-out dates from 1950-2010 were downloaded from the following electronic databases:
Global Lake and River Ice Phenology Database (at National Snow and Ice Data Center)
and Lake Ice Clearance and Formation dataset (at Niwot Ridge Long Term Ecological
Research Center). In Table 6.1, geomorphological data and site of observation for ice out
dates is provided for the eight selected lakes.
North American Winter AFDD: Time series of gridded, daily mean temperature data
for North America from 1951-2010 were derived from HadGHCND dataset [38], which
provides station-based, daily observations of average temperature data on a 2.5◦x3.75◦ grid
resolution. The year-to-year winter AFDD for North American fields were then calculated
as the daily degrees below freezing (0◦C) summed over the total number of days (n) from
December to February that the daily average temperature was below freezing:
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Lake Latitude(◦N)
Longitude
(◦E)
Surface
Elevation
(m)
Surface
area
(106m2)
Mean
Depth
(m)
Site of
ice-out
observation
Damariscotta 44.19 −69.48 15 17.5 9.0 Northern End
Superior 47.70 −87.5 183 82.1 147 Bayfield
Winnipeg 52.12 −97.25 217 24.5 12 South Beach
Deadman’s Pond 48.95 −54.57 NA NA NA NA
Dease 58.42 −131 803 NA NA NA
Lesser Slave 55.30 −114.78 578 1168 11.4 NA
Long 62.47 −114.45 303 0.27 5.0 Yellowknife
Albion 40.05 −105.60 3345 NA NA NA
Table 6.1. Geomorphic data for selected Maine lakes.
AFDD =
i=n∑
i=1
(To − Ti), Ti < To (6.1)
Where Ti is the daily average air temperature (◦C) and To is the freezing point of water
which is often taken as 0◦C. Lake ice occurs predominantly in regions with regular
occurrence of sub-freezing temperatures and wintertime AFDD. Climatological winter
AFDD patterns over North America (Figure 6.1a, b) indicate that regions with pole ward
of 35◦N show appreciable below-freezing temperatures; this region will be the focus of
investigation in the remainder of this study.
Relationship between AFDD and lake ice thickness: Lake ice formation and growth
results from the dynamical heat balance at lake surface [109]. Given that the surface air
temperature strongly relates to major energy fluxes from lake to atmosphere, analytical
studies often use the degree-day method- first derived by Stefan (1891)- to approximate the
thickness of winter ice formed on lake surface. In general, in a degree-day model, ice
growth (h) in inches, is modeled as a function of the square root of the accumulated
freezing degree-days (AFDD)
h = C
2
√
AFDD (6.2)
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where C is a coefficient that accounts for local snow and atmospheric conditions and
AFDD is in Degree-Day Celsius (DDC) [13]. In Appendix D2, we provide a detailed
exposition of this physical basis of the relationship noted above.
ENSO Indices: The emergence, type and strength of El Niño /La Niña events are often
based on areal averaged SST indices for four regions in the tropical Pacific: Niño 1+2, Niño
3, Niño 3.4 and Niño 4 (see Figure E.1). In this study, time series of monthly, spatially
averaged SSTs for the four Niño regions from 1951-2010 were collected from a dataset
prepared by NOAA Climate Prediction Center, based on extended, reconstructed sea
surface temperature (ERSST) V4 dataset. Time series of winter Niño SST indices from
1951-2010 were then computed by averaging the December to February SST index for each
Niño region (see Supplementary Figure E.1b). Geographical distributions of ENSO-related
tropical Pacific SST anomalies (warming or cooling relative to long-term averages) have
been identified as important contributors to the spatial patterns and severity of climatic
impacts in remote regions. Thus, it is critical to identify a small set of ENSO indices that
best represent the detailed pattern of SST warming or cooling in the tropical Pacific. In
this study, Principal Component Analysis was performed on the time series of mean winter
SST indices of the four Niño regions from 1951-2010 (see Appendix E.1). The resulting
pair of indices (Principal Component 1 and 2, hereafter referred as PC1 and PC2) account
for 99.8% of the total variance in the ENSO historical record (PC1 = 89% and PC2
=10.8%). While PC1 and PC2 time series comprehensively characterize the temporal
variations in ENSO over the past six decades, the spatial loadings linked to these PCs offer
helpful interpretation of the tropical Pacific warming and cooling patterns associated with
ENSO events (see Figure E.2). PC1 loadings across the four Niño regions are of the same
sign suggesting synchronous wintertime SST variation across all Niño regions (see Table
E.1 and Figure E.2b). PC2 loadings are characterized by an east-west dipole pattern with
the wintertime SSTs in Niño-1+2 (eastern Pacific) region varying out of phase with that of
Niño-3.4 and Niño-4 (Central Pacific) regions (Figure E.2c). Beyene and Jain [23] and
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others have showed that the joint indices of PC1 and PC2 allow characterization of the
amplitude and location of maximum TP SST anomalies associated with diverse El Niño/La
Niña events (see Appendix E.1). Therefore, PC1 and PC2 indices are used as
covariates/predictors in the quantile regression pursued in this study. Finally, as noted in
the previous section, recent improvements in the understanding on ENSO flavors imply
distinct patterns of climatic impacts across North America, and projected trends for the
21st century reveal dramatic shifts in ENSO frequency- the associated risk to environmental
variables such as lake ice remains unclear. Quantile Regression: Historical winter AFDD
variability at a particular location can be summarized based on a frequency distribution or
probability density function (PDF). Characteristic AFDD values that correspond to
specific quantiles (representing non-exceedance probability) can be obtained from the PDF.
For instance, the AFDD value for the 0.25th quantile is exceeded 75% of the time. An
extension of this approach allows modelling of quantiles based on covariates or predictors
(for example, ENSO conditions) that modulate the conditional quantile functions for the
target variable (in our case, AFDD). In its general form, quantile regression [101] affords
conditional quantile estimates for each quantile, and as such, conditional PDF. These
estimates are superior to ones from linear regression, wherein covariate effects are restricted
to affect on the mean of the target variables. Example applications of quantile regression in
lake studies include [26, 59, 181]. In this study, the quantile regression approach is used to
model and predict the linear response of North American winter AFDDs, across all or
selected quantiles, to ENSO indices (Xi). Mathematically, this can be expressed as
AFDD(τ) = β
(τ)
0 + β
(τ)
1 PC1 + β
(τ)
2 PC2 (6.3)
where β(τ)0 is the intercept, and β
(τ)
1 and β
(τ)
2 are the slope coefficients for PC1 and PC2
patterns at τ th quantile. The regression parameters β(τ) are obtained by solving for
minimization of the sum of weighted absolute residuals. The quantile regression
implementation in the R computing environment [99] is employed to provide the optimizing
algorithm to estimate β(τ) using linear programming techniques. Estimation of conditional
118
winter AFDD quantiles requires fitting of curves across each quantile independently and as
such generating multiple conditional winter AFDD quantile functions may yield quantile
curves that cross or overlap, creating an invalid distribution. To alleviate the crossing
problem in quantile regression, a procedure introduced by Bondell et al. [31], which
imposes a non-crossing constraint, is applied. The statistical significance for parameter
estimates, β(τ) in the conditional winter AFDD functions were assessed by constructing the
confidence interval using the wild bootstrap method, an approach that is almost unaffected
by residual heterogeneity [58].
6.3 Results
6.3.1 Winter AFDD and North American Spring Lake Ice-out Dates
Empirical and theoretical rationales are needed to establish the import of seasonal
winter (December-February) AFDD on North American lake ice season. To this end,
Appendix E.2 presents a synopsis of the theoretical-physical basis underlying AFDD-lake
ice linkages. This section on the other hand, offers empirical findings by analyzing the
observed response of spring lake ice-out dates to their antecedent winter AFDDs for eight
North American lakes (see Figure 6.1c-j). Here, the efficacy of winter AFDD in
conditioning the spring lake ice out dates was examined using non-parametric kernel
regression approach, as the functional relationship between winter AFDD and spring
ice-out dates is unknown and may vary across lakes. Kernel regression method [33] is based
on a smoothing approach that is locally adaptive, thus allowing for the estimation of linear
and nonlinear relationship from data. The degree of smoothing depends on the bandwidth,
which is selected based on a minimization of integrated error. In the context of ice-out and
winter AFDD relationship, of particular interest is the diagnosis of nonlinearity and
potential break points in the relationship (akin to thresholds). Results of this analysis show
that for all selected lakes, there is a positive (direct) relationship between winter AFDD
and spring ice-out dates, which implies that winters with relatively low (high) winter
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AFDDs are generally related to earlier (later) than normal lake ice-out dates the following
spring (see 6.1c-j). However the degree of sensitivity of spring ice-out dates to winter
AFDDs in these lakes varies both spatially and across different winter AFDD quantiles.
For instance, contrasting the overall slope of the winter AFDD regression line across the
eight lakes indicate that the response of spring ice-out dates to the antecedent winter
AFDD variability is relatively stronger at Lake Superior (USA) and Damariscotta Lake
(USA) as compared to those at Lake Albion (USA) and Long Lake (Canada). This implies
that the strength of association between spring ice-out dates and the antecedent winter
AFDDs for North American lakes shows geographical variation and locally, is also likely to
be modulated by other factors such as morphometry, elevation, and continentality. On the
other hand, examining the response of spring ice-out dates of the eight lakes across
different winter AFDD quantities reveals that unusually low /high winter AFDDs are
strongly related to early/late spring ice-out dates. For instance, for Damariscotta Lake, 5
of the 6 winters with AFDD less than 200 Degree Day Celsius (DDC) (tau < 0.30th) are
associated with ice-out dates earlier than April 3rd (see figure 6.1H). Similarly for Lesser
Slave Lake (Canada), 5 of the 6 winters with AFDD less than 2270 DDC (τ < 0.28th) are
linked to ice out dates that occurred prior to May 15th (see figure 6.1D).
These findings on the presence of winter AFDD quantities that correspond to early/late
spring ice-out dates for North American lakes is consistent with the findings reported in
[22]. This implies that the efficacy of ENSO events in modulating the variability of ice-out
dates in lakes depends on their effect on the occurrence of winter AFDDs associated with
ice-out dates. Thus, characterization of ENSO-related change in risk of early/late ice dates
requires an understanding of the relationship between different El Niño (or La Niña) events
and winter AFDD at specific quantiles, as well across the entire winter AFDD distribution.
It should be noted that for studied lakes, the degree of coherence between winter AFDD
and spring ice-out dates can generally be assumed to be independent of spring temperature
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conditions, as there is no significant (p < 0.1) correlation between winter and spring AFDD
for almost all North American regions (see Figure E.4).
6.3.2 ENSO Diversity and North American Winter AFDD Variability
Differences in the location of peak ENSO-related Sea Surface Temperature (SST)
warming/cooling in the Tropical Pacific (TP) contribute to the observed variability in
ENSO-related climate patterns in North America [79]. To illustrate this difference in the
context of North American winter AFDD, five years were selected where by majority
agreement of different ENSO identification methods (EP/CP method, Niño3/4 method,
EMI method and regression-EOF method) have been determined as Central Pacific (CP)
El Niñoo (1969, 1988, 1995, 2003, 2005, 2010), Eastern Pacific (EP) El Niño (1973, 1983,
1987, 1998, 2007) and La Niña events (1956, 1971,1974, 1976, 1989) (see Table E.2). It
should be noted that our use of EP and CP El Niño terminology in this study serves only
to contrast the site of peak SST warming in TP between the two El Niño patterns, and is
by no means implying that these patterns are distinct modes of El Niño. The composite
TP winter SST anomaly (departure from the long-term average) pattern for the five CP El
Niño events selected features peak SST warming confined in the central TP regions
(Niño3.4 and Niño4 regions) flanked by cooler than normal SSTs on both sides of the
equatorial Pacific (see Figure 6.2a bottom). While there is some inter-event differences, the
pattern of North American winter AFDD variability pattern corresponding to CP El Niño
events can broadly be characterized as southeast-northwest dipole pattern, where there is
relatively strong increase in the seasonal winter AFDD (colder temperatures) over the
Midwest and northeast US regions and decrease in winter AFDD (warmer temperatures)
over western US and Canadian regions and northern edges of Canada (see Figure 6.2a top).
In contrast, the location of maximum SST warming in the TP during EP El Niño winters
is concentrated in eastern TP extending from the western coast of South America to the
regions east of the dateline (Niño1+2 & Niño3 regions) (see Figure 6.2b). Moreover, these
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Figure 6.2. Composite maps of tropical Pacific winter SST warming/cooling and associated
North American winter AFDD anomalies Composite maps of tropical Pacific winter SST
warming/cooling and associated North American winter AFDD anomalies for select five (a)
CP El Niño, (b) EP El Niño, and (c) La Niña events.
events are associated with a significant decrease of winter AFDD over much of North
America (except for the Pacific US regions and Baffin Island). These results illustrate that
the location of maximum SST warming in the tropical Pacific has important implication on
the impact of individual El Niño events on the winter AFDD over US and Canada. On the
other hand, the composite TP winter SST anomaly pattern for the five La Niña events
exhibits peak SST cooling over central-eastern equatorial Pacific (Niño3 and Niño4
regions). Moreover, the North American winter AFDD anomaly patterns related to these
events generally features a northwest-southeast dipole pattern with a relatively strong
increase in winter AFDD over western Canada and Alaska and decrease in winter AFDD
over the Southeast US states. These results reveal the effect of La Niño]a events on the
winter AFDD of various North American regions is not a mirror opposite to that of El Niño
events. They also establish the significance of tropical Pacific in producing non-linearity in
the response of North American winter AFDD to opposite phases of ENSO.
In summary, the above findings show that the ENSO-winter AFDD relationship for
North America varies with the location of peak ENSO-related SST warming and/or cooling
in the TP. In other words, the efficacy of El Niño (or La Niña) events in modulating the
conditional winter AFDD distribution for North American regions shown spatial variation.
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Consequently, in the face of EP or CP El Niño/La Niña episodes, the likelihood associated
with various AFDD magnitudes, including the ones that correspond to early/late spring
ice-out dates in North American lakes, is marked by differential sensitivities. Quantile
regression framework offers conditional risk estimates of AFDD at a location as well as
regional scale.
6.3.3 ENSO Patterns and Lake Ice Season Risk Assessments
It was noted in earlier sections that there are winter AFDD quantities that correspond
to early/late spring ice-out dates for North American lakes. The efficacy of quantile
functions in generating AFDD quantiles conditioned on ENSO indices can thus offer usable
risk estimates for unusually early/late ice-out events in these lakes. For instance, figure
6.3a shows that for Lake Superior, winters with AFDDs less than 820 Degree-day Celsius
(DDC) (τ < 0.31th) are strongly associated with spring lake ice-out dates prior to March
30th, and according to the climatology, the occurrence probability of such mild winters is
0.30. Please note that the method used here for determining the winter AFDD threshold is
highly subjective and as such serves only for illustrative purposes only. To estimate the
change in the conditional risk of early lake ice-out dates at Lake Superior due to ENSO
patterns, a set of quantile functions for winter AFDD (that incorporate ENSO indices as
covariates) were fitted at τ = 0.01 intervals over the quantile range (0.01 < τ < 0.99) and
these function were used to compute winter AFDDs at the respective quantiles for sample
combination of PC1-PC2 indices. Figure 6.3b shows the resulting conditional winter
AFDD distribution as well as conditional risk of winter AFDDs less than 820 DDC for
archetypical ENSO flavors (derived as centroids of PC1-PC2 index for the five selected EP,
CP El Niño and La Niña events mentioned in the first result section). From these, it can
be observed that during archetypical EP El Niño events, the likelihood of mild winters that
engender early ice-out dates at Lake Superior increases by 2.16 times relative to that of the
climatology (probability = 0.31). During typical CP El Niño pattern however, there is no
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significant change in the occurrence probability of early ice out dates at Lake Superior
relative to that of the climatology. Contrary to the traditional assumption, this result
highlights that the effect of different El Niño flavors on North American lake ice-out dates
are not alike. Figure 6.3c extend the results in figure 6.3b to depict the change in risk
(relative to that of the climatology) of early ice-out dates for sample combinations of PC1
and PC2 indices. Broadly speaking, the conditional risk of early ice-out dates at Lake
Superior increases from region of negative PC1 and positive PC2 to a region of positive
PC1 and negative PC2. This means that strong EP El Niño patterns (PC1 > 2 & PC2 <
0) are related to an increase the relative likelihood of early ice-out dates at Lake Superior
by 1.2 - 2.5 times that of the climatology, while strong CP El Niño events (PC1 > 1 & PC2
> 0) correspond to a rise in the relative risk of early ice out dates by 0.9-2.4 times. On the
other hand, La Niña events (PC1 < -1.5 & PC2 < 0) reduce the relative occurrence
probability of mild winters by 0.6-1.
Diversity in the influence of different ENSO patterns on North American lake ice-out
dates can be illustrated by contrasting the change in the likelihood of mild winters that
produce early ice-out dates, due to the three archetypical ENSO patterns, for the eight
North American lakes. Results reveal that the effect of ENSO pattern on the timing of
North American spring lake ice-out dates varies both spatially and for different ENSO
events (see Figure 6.4). For seven of the eight lakes, the archetypical EP El Niño pattern
increases the likelihood of mild winters that correspond to early ice-out dates, by 1.5-2.8
times to that of the climatology, while for Deadman Pond the occurrence probability of
such winters decreases by 0.63 times relative to the climatology. In contrast, at
Damariscotta Lake and Deadman Pond, typical CP El Niño pattern decreases the
likelihood of mild winters that are associated with early ice out dates, by 0.4-0.8 times to
that of the climatology, while for the other six lakes it has modest or no effect on the risk
of such winters. On the other hand, for Lake Albion (Deadman Pond), archetypical La
Niña pattern reduces (increases) the occurrence probability of mild winters by 0.46 (1.2)
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Figure 6.3. Risk estimates for winter AFDD quantiles, corresponding to spring ice-out dates,
earlier than April 1 at Lake Superior, conditioned on different ENSO patterns.
times to that of the climatology, while for the other six lakes, it is associated with modest
or no changes in risk of early ice out dates. These results taken together show that for
North American lakes, (a) the effect of EP El Niño on the timing of ice-out dates is quite
distinct to that of CP El Niño from local-to-regional scale, (b) El Niño related changes in
the timing of spring ice-out dates is not a linear opposite to that of La Niña events. As
discussed in earlier sections, these effects stem from the asymmetry in the regional AFDD
patterns associated with El Niño/La Niña flavors and distinctness of AFDD thresholds for
ice-out dates among local lakes. Figure D.6-D.10 depicts the wintertime AFDD quantities
that correspond to early ice out date in lakes and the results of the conditional risk analysis
for sample combinations of PC1 and PC2 for the seven other lakes.
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Figure 6.4. Risk estimates for winter AFDD quantities (corresponding to early lake ice out
dates for selected North American lakes) conditioned on three archetypical ENSO flavors.
6.4 Discussion and Summary
ENSO-related warming/cooling in the tropical Pacific sea surface temperatures cause
systematic shifts in the North American wintertime Accumulated Freezing Degree-days
(AFDD) patterns. Winter AFDD governs the thermal flux between lake and atmosphere to
grow lake ice, and early/late spring ice-out dates have been sensitively linked to seasonal
winter AFDD thresholds. Consequently, changes in the magnitude and frequency ENSO
has the potential to cause shifts and transitions in the ice regime of North American lakes.
Our analysis of the response of spring ice-out dates to winter AFDD for select North
American lakes reveals two important features. One is that for North American lakes, the
relationship between winter AFDD and spring lake ice-out dates can be characterized from
quasi-linear to highly non-linear. Second, in a number of these relationships, there are
AFDDs (thresholds) that are strongly associated with specific ice out dates. Thus, the
conditional quantile regression approach developed in this study allows a detailed
characterization of quantile-specific ENSO-AFDD that can be readily used to estimate risk
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functions for AFDD and lake ice out conditioned on ENSO. Results for seven out of the
eight North American lakes show that typical Eastern Pacific (EP) El Niño pattern is
associated with an increase in the risk of low winter AFDDs (that produce early ice-out
dates in these lakes) by 1.5-2.8 times to that of the climatology, while the typical Central
Pacific (CP) El Niño pattern corresponds to a decrease or no significant change in the
likelihood of early ice-out dates in these lakes. On the other hand, for Deadman Pond
(Lake Albion) the archetypical La Niña pattern induces an increase (decrease) the
occurrence probability of early ice out dates by 1.2 (0.46) times relative to that of the
climatology. To summarize: (a) the effect of CP and EP El Niño on the timing of spring
ice-out dates of North American lakes is distinct from local-to-regional scale, (b) for North
American lakes, the change in the timing of spring ice-out dates due to El Niño and La
Niña patterns is not linearly opposite. In conclusion, we offer the following observations
and discuss emerging research directions:
1. The results from this study and others [e.g., 15, 32] demonstrate that ENSO patterns
greatly influence the local-to-regional patterns of lake ice-out dates for North
America. Detection and evolution of ENSO events in the tropical Pacific is a well
understood subject and as such, magnitudes of ENSO events are estimable up to 9
months in advance [e.g., 81, 137]. These imply that the ENSO-related conditional
risk functions developed here pave the way for use of seasonal and longer-lead ENSO
forecasts that can be profitably used to anticipate shifts in lake ice out dates.
2. The quantile regression risk framework advanced in this study, while specific to lake
ice out, is applicable to other lake variables to assess climate-related risk and
vulnerability. While a linear approach was taken here, nonlinear and non-parametric
approach can be used to model complex relationships (for example, ones involving
lake chemistry).
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3. Changing weather/climate patterns reflect trends and inter-annual variability (for
example, due to ENSO). Resulting seasonal temperatures can disrupt the lake
phenology and linked processes, species dynamics and succession, and nutrient
loading and mixing characteristics. For instance, for temperate and arctic North
American lakes, winter climate variability has directly or indirectly been shown to
affect ice cover phenology and extent [e.g., 15, 22], , water temperatures [e.g., 14],
onset of stratification [e.g., 179], seasonal plankton composition, abundance and
succession [e.g., 67, 70], fish population [56] and seasonal geo-chemical dynamics [e.g.,
90, 132]. In a changing climate, successful conservation and restoration of lake
ecosystems can benefit from climate-based risk framework presented here, thus
affording pinpointed estimates of trends and transitions in lake variables. Finally,
improved understanding and prediction of lake and river ice conditions has important
environmental and socio-economic (e.g. recreational, hydro-power generation,
cultural, commercial) implications, a point underscored in recent studies [e.g.,
52, 135].
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CHAPTER 7
SUMMARY AND FUTURE WORKS
This research was inspired by (a) the import of winter ice and related ecology on lake
structure and function of northern Temperate and Arctic regions, (b) uncertainty over the
efficacy of winter weather-climate conditions on winter lake ice cover duration, and (c) the
advantage of incorporating winter weather-climate information for season-ahead or longer
risk assessments of lake transitions at local and regional scale. This dissertation has
focused broadly on two key aspects of the role of winter weather-climate variability on
spring lake ice-out dates and related lake-watershed processes:
1. Assessing and quantifying the import of local-to-regional winter weather-climate
patterns on lake ice cover duration
2. Evaluating the sensitivity of inter-linked ecological and social systems within lake
watershed to shifts in winter ice cover duration.
All studies in this dissertation were based on long-term (1951-2010) records of observed
ice-out dates for various Maine lakes and high-quality daily and monthly climate data.
Most analyses were done using diagnostic statistical methods that employ fewer
assumptions, preserve the inherent nature of data and are more descriptive. The main
findings from this research can be divided into three categories: (a) those with applicability
to regional climate studies, (b) those with applicability to climate and lake ice relationship
researches, and (c) those with applicability to climate based risk assessments for lake
transition studies.
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7.1 Winter Weather-Climate Conditions and Local-to-Regional Lake Ice
Cover Duration Relationship Studies
Ice-cover duration in North American regions shows significant dependency on the
antecedent seasonal winter degree-days. However this dependency varies both at local and
regional scale. Spatially, the seasonal winter degree-days has increased influence on the
timing of spring ice-out dates for lakes at lower latitude, lower elevation and near the coast
as compared with those at higher elevation, higher latitude and away from coast. For
instance, results from Chapter 2 show that the inclusion of winter degree days in ice-out
date models conditioned on a suite of predictor climate variables provides higher
explanatory capacity for lakes in coastal and southern interior Maine regions as compared
with those in northern interior regions. This is because in higher latitude/altitude and
continental regions, late fall and/or early spring seasons provide some of the freezing
energy to form and grow ice cover on lakes, and this reduces the efficacy of daily winter
temperatures in modulating the ice cover season through their control over the lake ice
cover growth. On the other hand, the variability of spring ice-out dates in large, deep lakes
show higher response to the seasonal winter degree-days as compared with shallow and
small lakes in the same region. For instance, results from Chapter 2 show that despite
being in the same climate region, the spring ice-out dates at Lake Moosehead- the largest
and deepest lake in Maine- shows relatively higher sensitivity to winter degree-days as
compared with that of Lake Sebec.
For northern Temperate and Arctic regions, the relationship between seasonal winter
degree-days and ice cover duration is often non-linear. In particular, the spring ice out
dates of lakes shows higher sensitivity to lower AFDD and higher AMDD, as compared
with higher AFDDs and lower AMDDs. This is mainly because of the temperature-ice
thickness relationship, which in turn causes the observed non-linear relationship between
spring ice out dates and antecedent winter degree-days. For instance results in chapter 3
show that for Lake Damariscotta, over 80% of the earliest 15 spring ice-out dates had
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winters (January-February) with accumulated freezing degree days (AFDD) less than 310
degree day centigrade, while less than 7% of the latest 15 ice out dates occurred during
these winters. On the other hand, over 75% of the latest 15 spring ice-out dates at Lake
Damariscotta occurred during winters with AFDD greater than 370 DDC, while none of
the 15 earliest spring ice-out dates occurred during such winters.
Inter-annual winter climate variability has as much influence as trends in modulating
the statistics of early/late ice out dates of northern Temperate and Arctic lakes. For
instance, results in Chapter 3 revealed that the pattern of Tropical/Northern Hemisphere
(TNH)- a large-scale winter climate variability pattern that operates at inter-annual scale-
is a primary climate determinant influencing the frequency of the earliest 10 ice-out dates
from 1950-2010 for Maine lakes.
TNH and to a lesser extent the North Atlantic Oscillation (NAO) pattern were
identified as the most relevant large-scale winter teleconnection patterns, operating at
inter-annual time scale, that determine the statistics of lake ice-out dates in Maine. The
efficacy of TNH and NAO patterns in engendering shifts in the lake ice season in Maine
through its effect on the seasonal winter degree-days depends on (i) the sensitivity of spring
ice-out dates of lakes to the antecedent winter degree-days (ii) the modulating influence of
the two patterns on the winter degree-day statistics particularly the winter degree-day
thresholds. Consequently, the effect of TNH and NAO patterns on the spring ice-out date
of Maine lakes varies both spatially and locally. Results in Chapter 3 show that the
pronounced negative phase of TNH (TNH < −0.47) pattern was found to increase the
likelihood of early spring ice-out dates for studied Maine lakes, although this influence
decreases for small, shallow lakes in interior regions. On the other hand, the efficacy of
pronounced positive NAO (NAO > 0.2) patterns in increasing the risk of early ice-out
dates in Maine lakes is limited to coastal lakes. Given that the occurrence of negative TNH
phases is highly correlated to the state of the tropical Pacific SSTs, the efficacy of El
Niño-Southern Oscillation pattern (ENSO) in modulating the local-to-regional patterns of
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ice-out dates in North America through its effect on the winter AFDD statistics was also
assessed. Results in Chapter 4 show that the response of North American winter AFDD to
the location and amplitude of ENSO-induced tropical Pacific SST patterns differs both
spatially and across different quantiles. For Maine lakes, the archetypical Eastern Pacific
(EP) El Niño pattern was associated with an increase in the conditional risk of winter
AFDD thresholds that engender early ice out dates by 60-80%, while the Central Pacific
(CP) El Niño pattern was associated with a decrease in the conditional risk by 20-40%.
7.2 Climate based Risk Assessments for Shifts and Transition in Lake
Ecosystem
The tentative conceptual SES framework for ice out dates in Chapter 5 reveals that
shifts in ice cover duration potentially can produce perturbations that span across multiple
lake watershed domains and seasons. Furthermore, it shows that effect of early ice-out
dates on social and ecological domains within lake watershed system (may) stem from
different pathways and feedbacks between different sub-systems. For instance, the warming
influence of shorter ice cover duration on summer lake surface water temperature may arise
from the commingled effect of one or more of this ice induced changes on lake system:
increased absorption of solar radiation, increased surface phyto-plankton biomass and
decline in lake water volume.
The presence of antecedent winter degree-day thresholds that engender shorter ice cover
duration in lakes indicates that there (may be) are winter thresholds that cause regime
shifts in vulnerable lake ecosystem through their effect on lake ice duration. For instance,
for Lake Auburn, it was found that winters with AFDD less than 750 DDF are associated
with early spring ice-out dates. Furthermore, depending on the degree to which
regional-to-global winter climate patterns influence the statistics of these lake winter
thresholds, information on these patterns allows local-to-regional assessments of risk of
changes in lake characteristics and stability from seasonal or multi-decadal time scale.
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The efficacy of winter ice and related ecology in modulating the lake structure and
functions in northern cold regions can be enhanced/moderated by the commingling effect
of other stressors in the lake-watershed. For instance, heavy spring rainfall events increase
the availability of nutrients and suspended matters across the lake water column. With the
effect of early ice-out dates in increasing the level of radiation reaching lake surface,
lengthening the growing season for heterotrophic algae, heavy spring precipitation events
add to the potency of early ice-out date impacts on lake water temperatures, lake water
quality and quantity and eco-system health and services.
7.3 Regional Climate Studies
TNH and to a lesser extent NAO are identified as the most relevant large-scale winter
teleconnection patterns, operating in inter-annual time scale, that influence the statistics of
seasonal winter degree-days (AFDD and AMDD) in Maine (see Chapter 3). TNH is
strongly associated with the winter AFDD, while NAO is related to the winter AMDD.
The modulating effect of TNH and NAO patterns on the winter degree statistics in Maine
varies both spatially and across different indices. Regionally the strength of influence of
TNH increases towards interior regions while it is vice versa for NAO. Also the modulating
effect of TNH (NAO) on winter temperatures is higher in its negative (positive) phase than
in its positive (negative) phase.
The sensitivity of North American winter AFDDs to different ENSO flavors varies both
spatially and across different quantiles. For instance, for most North American regions, the
upper quantile Winter AFDDs have higher response to ENSO indices than those in the
lower quantiles (see Chapter 4). Also the leading pattern of tropical Pacific winter SST
variability (akin Eastern Pacific El Niño) has an inverse relationship with the winter
AFDD for most Canadian and northern tier US States, while the second leading pattern
(akin Central Pacific El Niño) has northwest-southeast dipole patterns.
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The observed heterogeneity of the sensitivity of North American winter AFDD to
particular tropical Pacific SST anomaly (represented as a point within the PC1-PC2 space)
can be related to differential shifts throughout the SAT EPDF. In conventional terms, this
would translate into changes in the central tendency, as well as higher moments. The
resulting conditional EPDFs reflect contributions from PC1 and PC2 patterns amplitudes,
which in turn may cause amplified or muted shifts for a particular winter AFDD quantile.
The conditional quantile approach broadens the climate diagnostic approaches to not
only assess the changes in mean and variances, but also the entire distribution by
characterization of heterogeneities across quantiles. Such improved diagnosis of sensitivity
to wintertime North American winter AFDD affords important insights regarding
anticipated winter AFDD anomalies during particular EP, CP El Niño, and La Niña years,
which is of import to numerous human-environmental systems.
7.4 Future Studies
Studies have shown that the circular regression approach is the most appropriate for
modeling circular data such as ice out dates. As such in this study, the efficacy of winter
degree-days and other seasonal variables in modulating the timing of spring ice out dates
was examined by developing circular regression model for ice out dates conditioned on an
array of winter and spring climate variables. However, future works on this topic is still
needed including determining the role of other climatic/non-climatic variables on the
inter-annual lake ice-out date variability, the use of different link functions in circular
ice-out date models and performance of non-parametric circular regression approach for
modeling ice-out dates.
The empirical study of the response of spring lake ice out dates in Maine lakes has
revealed that there are winter degree-day thresholds that produce early/late spring ice out
dates. To assess the uncertainty in these results, future model based diagnostic studies
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where ice-out dates are simulated for several prescribed winter degree-days using physical
lake models are needed.
The delineated SES framework for ice out dates developed in this study offers an
insight into the import of lake ice on the workings of lake watershed systems in northern
Temperate and Arctic regions. However it is by no means comprehensive as there is scarcity
of published research works in the topic of winter limnology. To this end, model based SES
studies may be needed in mapping sensitivity of lake watershed processes to shorter ice
cover durations, the inter-linkages between systems and in describing the uncertainty.
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This appendix provides additional supporting tables and figures for Chapter 2.
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Citation System & Region Lake Parameter
Adrian et al. [2] Lake Müggelsee, Germany Physical, Biological
Adrian et al. [3] Lake Müggelsee, Germany Biological
Arvola et al. [6] Multiple lakes, Europe Biological
Austin and Colman [14] Lake Superior, USA/Canada Physical
Boeff et al. [30] Multiple lakes, USA Biological
Blank et al. [27] Lake Peipsi, Estonia/Russia Physical, Chemical, Biological
Blenckner et al. [28] Multiple lakes, Europe Physical, Biological
Burnett et al. [36] Laurentian Great Lakes, USA Climate
Butcher et al. [37] Multiple lakes, USA Biological
Cordeira and Laird [47] Lake Eerie, USA Climate
Fang and Stefan [55] Multiple lakes, USA Physical, Chemical
Farmer et al. [56] Lake Eerie, USA Biological
Gerten and Adrian [63] Lake Müggelsee, Germany Physical, Biological
Gerten and Adrian [64] Multiple lakes, Germany Physical
Gyllström et al. [68] Multiple lakes, Europe Biological
Hampton et al. [69] - Biological
Hampton et al. [70] Multiple lakes, Europe/USA/Canada Chemical, Biological
Helland et al. [75] Multiple lakes, Norway Biological
Jassby et al. [88] Castle lake, USA Biological
Joung et al. [90] Multiple lakes, USA Physical, Chemical
Kleeberg [96] Lake Scharmützel, Germany Physical, Chemical
Kling et al. [97] Great Lakes, USA/Canada Social
Leppäranta [108] Multiple lakes, Europe Social
Malik et al. [116] Jordan Pond, USA Physical, Biological
Nõges et al. [125] Multiple lakes, Europe Biological
O’Reilly et al. [127] Multiple lakes, Global Physical
Paerl and Huisman [128] - Biological
Park et al. [130] Castle Lake, USA Physical, Biological
Penn et al. [131] Onondaga Lake, USA Physical, Chemical
Preston et al. [133] Multiple lakes, USA Physical, Chemical, Biological
Prowse et al. [134] Multiple lakes, USA Physical, Chemical, Biological, Social
Rouse et al. [139] Central Great Slave Lake, Canada Physical
Rühland et al. [140] Multiple lakes, USA/Canada/Europe Biological
Schindler et al. [143] Lake Aleknagik, USA Physical
Straile et al. [158] Multiple lakes, Europe Physical, Biological
Warner et al. [167] Multiple lakes, USA Physical, Biological
Weyhenmeyer et al. [169] Lake Erken, Sweden Physical, Biological
Weyhenmeyer et al. [170] Multiple lakes, Sweden Physical, Chemical
Weyhenmeyer [168] Multiple lakes, Sweden Physical, Chemical, Biological
Zhong et al. [186] Laurentian Great Lakes, USA/Canada Physical
Table A.1. Reviewed articles on the impact of shorter ice cover period on lake social and
ecological systems.
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Developed, Medium Intensity
Developed, High Intensity
Barren Land
Deciduous Forest
Evergreen Forest
Mixed Forest
Shrubs
Grassland
Pasture
Cultivated Crops
Woody Wetlands
Emergent Herbaceous Wetlands
Lake  
Auburn
Figure A.1. Land cover distribution for Lake Auburn Watershed.
154
APPENDIX B
This appendix provides additional supporting tables and figures for Chapter 3.
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Seasonal
Winter
AFDD
Seasonal
Winter
AMDD
Seasonal
Spring
AMDD
Seasonal
Spring
AFDD
Accumulated
Winter
Snowfall
Accumulated
Spring
Snowfall
Lake
Sebec
Seasonal Winter
AFDD 1
Seasonal Winter
AMDD -0.47 1
Seasonal Spring
AMDD -0.27 0.34 1
Seasonal Spring
AFDD 0.26 -0.18 -0.54 1
Accumulated Winter
Snowfall 0.12 -0.22 -0.30 0.14 1
Accumulated Spring
Snowfall 0.20 -0.18 -0.32 0.35 0.21 1
Lake Sebec 0.37 -0.40 -0.77 0.55 0.35 0.45 1
Table B.4. Correlation between lake ice-out dates and winter and spring degree-days and
snowfall at Corinna Station. Correlation between lake ice-out dates and winter and spring
degree-days and snowfall at Corinna Station. Correlation coefficients in bold are significant
at p < 0.05.
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Station PC1 PC2
Gardiner 0.98 0.02
Lewiston 0.97 0.03
Eastport 0.97 0.03
Corinna 0.99 0.01
Farmington 0.99 0.01
Brassua Dam 0.99 0.01
Presque Isle 0.99 0.01
Station PC1 PC2
AFDD AMDD AFDD AMDD
Gardiner 0.997 -0.079 -0.079 -0.997
Lewiston 0.996 -0.090 -0.090 -0.996
Eastport 0.994 -0.110 -0.110 -0.994
Corinna 0.999 -0.047 -0.047 -0.999
Farmington 0.999 -0.044 -0.044 -0.999
Brassua Dam 0.999 -0.025 -0.025 -0.999
Presque Isle 0.999 -0.013 -0.013 -0.999
Table B.8. Results of Principal Component Analysis (PCA) on the 1950-2010 winter AFDD
and AMDD time series in each of the six USHCN stations in Maine.
Station PC1 PC2
Gardiner 0.83 0.17
Lewiston 0.87 0.13
Eastport 0.86 0.14
Corinna 0.78 0.22
Farmington 0.83 0.17
Brassua Dam 0.87 0.13
Presque Isle 0.77 0.23
Station PC1 PC2
AFDD AMDD AFDD AMDD
Gardiner -0.51 0.86 0.86 0.51
Lewiston -0.32 0.95 0.95 0.32
Eastport -0.40 0.92 0.92 0.40
Corinna -0.61 0.79 0.79 0.61
Farmington -0.67 0.74 0.74 0.67
Brassua Dam -0.93 0.37 0.37 0.93
Presque Isle -0.73 0.68 0.68 0.73
Table B.9. Results of Principal Component Analysis (PCA) on the 1950-2010 spring AFDD
and AMDD time series in each of the six USHCN stations in Maine.
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APPENDIX C
This appendix provides supplementary tables and figures for Chapter 4.
C.1 Spatial and temporal patterns of ice break up dates in Maine lakes
To assess whether the PC1 for the ice-out date of eight Maine lakes used in this study is
a good representation of the dominant temporal pattern of ice out date in Maine lakes, we
performed Principal component analysis (PCA) on the ice-out date of sixteen Maine lakes
for the period between 1950-2010 with some years missing. The leading principal
component (PC1) retains 79% of the total variance in ice out date of the sixteen lakes and
therefore may be considered as the leading pattern of ice-out date variability (see Table
C.1). Figure C.1a shows the strong similarity between the time series of the PC1 of the two
sets of lakes and the correlation is 0.98 (p < 0.05). Furthermore the homogeneity of signs
in the sixteen lakes indicates that there is coherence between these lakes in their pattern of
ice out dates, which was also observed in the PC1 of the eight lakes (see Figure C.1b).
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PC1 PC2 PC3
Standard Deviation 29.09 11.05 4.95
Proportion of Variance 0.79 0.11 0.02
Cumulative Proportion 0.79 0.91 0.93
Lake PC1Loading
PC2
Loading
Mooselucmeguntic 0.20 -0.35
Richardson 0.20 -0.34
Rangeley 0.20 -0.33
Aziscohos 0.18 -0.33
Umbagog 0.18 -0.30
Moosehead 0.22 -0.27
Portage 0.15 -0.25
Sebec 0.21 -0.10
Kezar 0.21 -0.05
West Grand 0.28 0.07
Auburn 0.29 0.17
Swan 0.29 0.18
Maranacook 0.29 0.21
China 0.31 0.22
Cobbosseecontee 0.23 -0.20
Damariscotta 0.33 0.73
Table C.1. Results of Principal Component Analysis (PCA) performed on the ice out date
of eight lakes with serially complete data for the period 1950-2010.
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C.2 Influence of Northern Hemisphere Sea Surface Temperatures on Maine
Winter Temperature
For the sake of comprehensiveness, the PC1 time series of winter AFDD and AMDD in
Maine were correlated with sea surface temperatures to determine other
oceanic-atmospheric circulation patterns that influence winter temperature variability and
in turn spring ice out date in Maine. The PC1 of winter AFDD and AMDD showed a
significant correlation largely with sea surface temperature anomalies along North Atlantic
and Pacific and Tropical Atlantic (see Figure C.2). This result indicates that
teleconnection patterns such as Atlantic tripole (ATI), Atlantic multidecadal oscillation
(AMO) and Pacific decadal oscillation (PDO) with sensitivity to sea surface anomalies in
this region may shape inter-annual variability of winter degree-days and spring ice off dates
in Maine (see Table C.2). However the mechanisms that underlie the mode of these sea
surface temperature anomalies (and their teleconnections), their persistence and
seasonality are less understood. Thus, we limit our focus to the understanding the
season-ahead causal relationships between select teleconnection patterns, suitable
degree-day indices in the context of lake ice out.
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C.3 Analyzing the effect of changing the teleconnection thresholds on the
results of this study
In this paper, analyses and observations on the influence of “strong” or “extreme”
teleconnection patterns on lake ice out dates/winter degree-days in Maine is based on the
threshold of the selected teleconnection patterns being in the upper and lower quartiles of
the historical indices. The selection of this threshold was made based on the limited sample
size (n = 61) and higher thresholds would limit the number of subsamples that can be
re-sampled. In our case, we have a sample size of 15, wherein mean, median, and box-plot
statistics can be meaningfully computed and compared.
However, to explore if alterations in this threshold would result in a whole sale change
in our observations and conclusions about the efficacy of TNH and NAO phases in
engendering early spring ice breakup dates in Maine lakes, the significance of the shift in
the median ice out date of select eight lakes during different lower/upper percentiles (0.1,
0.15, 0.2, 0.25, 0.3) of TNH/NAO phases were compared with the unconditional median ice
out dates for randomly chosen subsamples years in the study period (see Figure C.3). It
should be noted that the size of the random sub-samples depends on the percentile chosen.
For instance, for the upper/lower terciles of TNH/NAO patterns, the subsample size for
the random sub-sample is six (61× 6 ≈ 6). It can be observed in Figure C.3 that indeed
strongly negative TNH phases during winter induces a shift towards earlier dates in the
spring ice out date of lakes for all regions of Maine although the shift in the median ice out
dates for one or two lakes is not highly significant (p < 0.05) during the different
percentiles. It can also be noted that the influence of strongly positive NAO phases during
winter in engendering earlier spring lake ice out dates is limited to the coastal regions since
in most cases the shift in the median ice out date of northern or southern interior lakes is
not significant (p < 0.1). The basis for such observations is that the strength of positive
NAO phases in producing warmer winter degree-days is weak in the interior regions as
observed in the figure C.5.
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Figure'1." Shifts" in"median" ice"out"dates"and" its" significance" for"eight" selected" lakes" from"
195092010" during" (a)" lower" tercile" TNH" pattern" (TNH<90.9)" and" upper" tercile" of" NAO"
(NAO>0.62)" phases" (b)" lower" 15th" percentile" TNH" pattern" (TNH<90.75)" and" upper" 15th"
percentile"NAO"(NAO>0.4)"phases"(c)" lower"20th"percentile"TNH"phases"(TNH<90.63)"and"
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Figure C.3. Shifts in median ice out dates and its significance for eight selected lakes from
1950-2010 Shifts in median ice out dates and its significance for eight selected lakes from
1950-2010 during (a) lower tercile TNH pattern (TNH < -0.9) and upper tercile of NAO
(NAO > 0.62) phases (b) lower 15th percentile TNH pattern (TNH < -0.75) and upper 15th
percentile NAO (NAO > 0.4) phases (c) lower 20th percentile TNH phases (TNH < -0.63)
and upper 20th percentile NAO (NAO > 0.29) phases (d) lower quartile TNH indices (TNH
< -0.47) and upper quartile NAO phases (NAO > 0.2) (e) lower 30th percentile TNH indices
(TNH < -0.34) and upper quartile NAO phases (NAO > 0.16). The variability band for the
median ice out date of each lake was constructed using the bootstrap method.
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 5!  
78!
Figure!C1. The!1950V2010!composite!winter!500mb!geoVpotential!heights!and!sea!79!
surface!anomaly!maps!correlated!against!the!time!series!of!(a)!PC1!for!winter!AFDD!80!
(b)! PC1! for! winter! AMDD! in! Maine! (c)! average! winter! TNH! indices! (d)! average!81!
winter! NAO! indices.! Correlation! coefficients! above! 0.25! (colored! areas)! are!82!
significant! at! 95%! confidence! level.! (e)! and! (f)! show! the! anomalous! near! surface!83!
(850mb)!wind!and!temperature!anomaly!maps!regressed!against!the!time!series!of!84!
average!winter!TNH!and!NAO!indices!respectively.!The!unit!of!anomalous!winds!at!85!
850mb!is!in!7m/sec!as!shown!in!the!vector!at!the!top.!86!
Figure C.5. The 1950-2010 composite winter 500mb geo-potential heights and sea surface
anomaly maps The 1950-2010 composite winter 500mb geo-potential heights and sea surface
anomaly maps correlated against the time series of (a) PC1 for winter AFDD (b) PC1 for
winter AMDD in Maine (c) average winter TNH indices (d) average winter NAO indices.
Correlation coefficients above 0.25 (colored areas) are significant at 95% confidence level.
(e) and (f) show the anomalous near surface (850mb) wind and temperature anomaly maps
regressed against the time series of average winter TNH and NAO indices respectively. The
unit of anomalous winds at 850mb is in 7m/sec as shown in the vector at the top.
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APPENDIX D
This supplementary document contains additional analyses and figures that support the
results and/or assumptions for Chapter 5. For instance, D.1 details the identification of
ENSO events based on a comprehensive survey of existing approach in published literature.
On the other hand, Section D.1 performs lack of fit test to check the adequacy of linear
quantile regression in characterizing the link between tropical Pacific SST patterns and
surface temperature anomalies, across different quantiles, for North American temperature
fields. Discussion on the methods and procedures for Section D.1 to Section D.3 are given
in those sections.
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Figure D.2. Correlation maps of tropical Pacific winter SST anomaly fields against (a) PC1
and (b) PC2 patterns. Correlation maps of tropical Pacific winter SST anomaly fields against
(a) PC1 and (b) PC2 patterns. Contour interval for the correlation coefficient is set at 0.2.
Stipples represent correlation coefficients that are significant at p < 0.1 based on two-tailed
student t-test.
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Winter Temperature (°C)
−25 −20 −15
EP El Nin~o
CP El Nin~o
La Nin~a
Unconditional
Figure D.3. The empirical conditional winter air temperature distribution for Fort Nelson
during archetypical EP Niño (red), CP El Niño (blue) and La Niña (green) events. The
empirical conditional winter air temperature distribution for Fort Nelson during archetypical
EP Niño (red), CP El Niño (blue) and La Niña (green) events. The grey boxplot/curve
represents the climatological empirical winter air temperature distribution. The probability
density curves were constructed using non-parametric kernel density estimators. The boxplot
shows the 0.05th (left end), 0.25th (left end of box), 0.5th (centroid of white circle inside
box), 0.75th (right end of the box) and 0.95th (right end) quantile of the winter temperature
range.
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D.1 Adequacy of Linearity
To check adequacy of the linearity specification within quantile regression of winter
temperatures over North America, this study implemented a lack of fit test following the
procedure by He and Zhu [73]. This approach is based on the cumulative sum (cusum)
process of model residuals, which also utilizes a resampling method for obtaining the
p-value in the test statistics. All p-values less than 0.10 suggest that the response of winter
temperatures to ENSO patterns at specified quantile is not linear. The p-value of the test
for the conditional winter temperature quantile functions of North American regions at
quantile levels τ = 0.25th, 0.50th, and 0.75th is depicted in Figure D.4a-c. Results indicate
that the linearity assumption for the conditional quantiles is reasonable for most North
American regions (except for northwestern territories and Nunavut).
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Figure D.4. Appropriateness of linear quantile functions for examining the relationship
between ENSO indices and North American winter temperatures across different quantiles.
Appropriateness of linear quantile functions for examining the relationship between ENSO
indices and North American winter temperatures across different quantiles. The Lack of fit
test was performed across (a) 0.25th, (b) 0.50th and (c) 0.75th quantile winter temperatures
and gray dots represent North American temperature fields where the p-value for lack of fit
is significant at 90% confidence level.
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D.2 Atmospheric Teleconnection Patterns associated with ENSO Flavors
The mid-tropospheric circulation is a key driver of the regional pattern of climate
anomalies at surface. As such, contrasting the winter 500mb height anomalies among
diverse ENSO flavors can offer a physical basis to explain how diversity in tropical Pacific
SST anomaly patterns engenders asymmetries in ENSO-related winter climate anomalies
over North America. To this end, three sets of five years were selected where by majority
agreement of different identification methods have been identified as CP El Niño, EP El
Niño and La Niña (see Table D.1). While there is year-to-year variation within each set of
ENSO flavors, differences in the upper air height anomaly patterns over North America are
prominent across the three ENSO flavors. The 500mb height anomaly patterns associated
with CP El Niño winters have strong resemblance to the positive phase of Pacific North
America (PNA) pattern, where there is below normal pressure centers over the gulf of
Alaska and eastern coast of US and above normal height center over Pacific-North
American regions (see Figure D.5a-e). As such, CP El Niño winters over North America
typically correspond to positive temperature anomaly over much of Canada and north
western US and a negative temperature anomaly over much of the eastern coast of US. In
contrast, the upper air height anomaly patterns corresponding to EP El Niño winters have
strong similarities with the negative phase of Tropical/Northern Hemisphere (TNH)
pattern, where there are negative height anomaly centers over the Aleutians and northern
Mexico and above normal pressure center over eastern Canada (see Figure D.5f-j).
Consequently, EP El Niño winters over North America typically relate to warmer than
normal winter temperatures over much of the eastern North America and cooler than
average winter temperatures over southwestern US and northern Mexico. On the other
hand, typical La Niña winters feature above normal pressure center over Aleutians and a
negative height anomaly center over much of the Canadian regions, which correspond to
below normal winter temperatures over much of Canada and north-western part of US and
above normal winter temperatures over the southeastern part of the US (see Figure D.5k-o).
192
F
ig
ur
e
D
.5
.
M
ap
of
co
nt
em
po
ra
ne
ou
s
N
or
th
A
m
er
ic
an
w
in
te
r
50
0m
b
ge
o-
po
te
nt
ia
lh
ei
gh
t
an
d
tr
op
ic
al
P
ac
ifi
c
SS
T
an
om
al
ie
s
M
ap
of
co
nt
em
po
ra
ne
ou
s
N
or
th
A
m
er
ic
an
w
in
te
r
50
0m
b
ge
o-
po
te
nt
ia
lh
ei
gh
t
an
d
tr
op
ic
al
P
ac
ifi
c
SS
T
an
om
al
ie
s,
fo
r
fiv
e
(a
-e
)
C
P
E
l
N
iñ
o
(f
-j)
E
P
E
l
N
iñ
o
(k
-o
)
La
N
iñ
a
ye
ar
s.
T
he
se
ye
ar
s
w
er
e
de
te
rm
in
ed
by
m
aj
or
ity
co
ns
en
su
s
of
di
ffe
re
nt
"E
N
SO
id
en
ti
fic
at
io
n”
m
et
ho
ds
.
R
ed
co
nt
ou
rs
in
di
ca
te
po
si
ti
ve
an
om
al
y
w
hi
le
bl
ue
co
nt
ou
rs
re
pr
es
en
t
ne
ga
ti
ve
an
om
al
ie
s.
T
he
co
nt
ou
rs
fo
r
th
e
50
0m
b
ge
o-
po
te
nt
ia
lh
ei
gh
t
an
d
SS
T
an
om
al
ie
s
ar
e
se
t
at
20
m
an
d
0.
5◦
C
.
193
D.3 De-trending North American Surface Air Temperatures
D.3.1 Method
To determine if any, the effect of trends and low frequency variability on the results of
our analysis, the linear winter trend was removed from the time series of winter Niño SST
indices and North American winter SATs from 1951 to 2016. Using this data, all the
analyses performed in the main article were repeated.
D.3.2 Results
D.3.2.1 ENSO Indices
The leading two empirical pattern of variability for the detrended wintertime SSTs in
Niño regions was determined by performing Principal Component Analysis (PCA) on the
time series of de-trended winter SST indices in the four Niño regions. Similar to the result
for the un-detrended SSTs, the first two principal components (PCs) explain over 97% of
the total Niño winter SST variability with PC1 representing just over 87% of the total
variability (see Supplementary Table D.2). Moreover the loadings from the four Niño
regions in the PC1 and PC2 of the detrended SST data are the same as that for the
un-detrended data. Consequently, the correlation between the new PC1 and PC2 time
series to that of the old (un-detrended) is 0.97 and 0.98 respectively (see Figure D.6).
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PC1 PC2 PC3 PC4
Standard Deviation 1.87 0.67 0.24 0.09
Proportion of Variance 0.87 0.11 0.01 0.002
Cumulative Proportion 0.87 0.98 0.99 1.00
PC Niño1.2 Niño3 Niño3.4 Niño4
PC1 0.47 0.52 0.53 0.48
PC2 -0.72 -0.15 0.19 0.65
PC3 0.51 -0.58 -0.35 0.53
PC4 -0.09 0.60 -0.75 0.26
Table D.2. Empirical orthogonal modes of wintertime sea surface temperature variability in
Niño regions Empirical orthogonal modes of wintertime sea surface temperature variability
in Niño regions: (a) proportion of variance explained (b) loadings of Niño regions
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D.3.2.2 Response of De-trended North American Wintertime SAT
Distribution to Leading EOFs of SST variability in Niño regions
Similar to the analysis in section 3.3 of the main paper, quantile functions for detrended
winter SATs that employ the joint PC1-PC2 indices as covariates were generated at three
quantile thresholds (τ = 0.25, 0.50, and 0.75). The field significance of parameter estimates
for PC1 and PC2 were computed using the wild bootstrap procedure. For North American
regions, the parameter estimates for PC1 and PC2 patterns across the three quantiles are
depicted in D.7.
Comparison of supplementary figure D.7 and figure 3 (in the main paper) show that for
North America, the detrending process results in modest alteration in the parameter
estimates (and their significance) for PC1 and PC2 patterns particularly for North
American regions north of 60◦N and at τ = 0.75 (see Supplementary figure D.7). For
instance after detrending the winter SATs, the parameter estimate for PC2 at 0.75th
quantile changes not only their magnitudes but also sign for some locations in Alaska.
However, this can be explained as follows: the strongest trends in winter SATs are observed
in northern most North American regions (see supplementary figure D.8) and removing
this trends results in changes not only in the location of the winter SAT distribution but
also the scale and other higher moments. Given these alterations in the characteristics (e.g.
mean, spread, etc) of winter SAT distribution, it is not surprising that changes in the
response of winter SATs to PC1 and PC2 patterns at specific quantiles are observed in
North American regions with strong trends in their winter SATs.
Despite this, the main findings and conclusions from our previous analyses in section
3.3 remain valid. Both results show that there is asymmetry both spatially and across
different quantiles in the response of North American winter SATs to the leading patterns
of winter SST variability in the tropical Pacific. As such, the two leading patterns of winter
SST anomaly in the tropical Pacific modulate not only the conditional mean but also the
scale and higher moments (e.g., kurtosis, skewness) of the conditional winter SAT
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Figure D.7. Regression analysis results for (de-trended) North American winter temperature
at various quantiles Regression analysis results for (de-trended) North American winter
temperature at various quantiles: (a,b) τ = 0.25th, (b,d) τ = 0.50th, and (c,e) τ = 0.75th
quantiles against PC1 and PC2 patterns. The quantile slope coefficient for (a, c, and e)
PC1 and (b, d, and f) PC2 patterns, across key quantile thresholds, were generated using
quantile functions that employ both PC1 and PC2 patterns as covariates, for the entire North
American temperature fields. Contour interval for quantile coefficients is 0.20. Confidence
interval for estimated quantile coefficients were constructed using wild bootstrap method
and stippled region signifies regression quantile coefficients at 95% confidence level.
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Figure D.8. Trends in North American winter SATs Trends in North American winter SATs.
The red colors indicate positive (warming) trend, while the blue colors represent negative
(cooling) trends. The black dots denote trends which are significant at p < 0.10 significance
level based on Student’s t-test.
variability range. Furthermore, given that the response of conditional winter SAT quantiles
to ENSO events is modeled in the quantile SAT functions as a weighted linear aggregate of
its sensitivity to PC1 and PC2 indices, these effects by PC1 or PC2 indices on the
conditional winter SAT distributions may get amplified or suppressed.
D.3.2.3 Change in Likelihood of Cold/Warm Winters due to ENSO events
For all North American SAT fields, the change in the conditional risk of upper and
lower quartile winter SATs (de-trended) due to archetypical ENSO flavors was assessed
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using the same procedures described in section 3.4 of the main paper and supplementary
figure 9 depicts the resulting estimates. Comparison of figure 4 and supplementary figure
D.9 shows that for most North American regions, the detrending process (a) increases the
conditional risk estimates for upper and lower quartile winter SATs associated with typical
CP El Niño and La Niña pattern, (b) decreases the conditional risk estimates for upper
quartile winter SATs related to EP El Niño. Again, it should be noted that removing the
linear trend from the winter SAT time series alters the distributional characteristics of
winter SATs, which in turn results in the observed difference in the computed conditional
risk estimates associated with the different ENSO flavors.
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APPENDIX E
This supplementary document contains analyses and figures that elaborate the results
and/or assumptions for Chapter 6.
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Nino 1+2
Nino 3
Nino 3.4
Nino 4
Figure E.1. Time series of wintertime sea surface temperatures (SST) for Niño regions from
1951-2010. Time series of wintertime sea surface temperatures (SST) for Niño regions from
1951-2010. (a) Delineation of the four Niño regions in the tropical Pacific: Niño 1+2 (white),
Niño 3 (red), Niño 3.4 (hatched), Niño 4 (blue). (b) Time series of winter SST indices in
Niño regions from 1951-2010: Niño1+2 (black), Niño 4 (red), Niño 3 (blue) and Niño 3.4
(violet). These SST indices represent the spatially averaged SST for different TP region.
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Figure E.2. The two leading empirical patterns (PC1 & PC2) of winter SST warming/cooling
in Niño regions from 1951-2010. The two leading empirical patterns (PC1 & PC2) of winter
SST warming/cooling in Niño regions from 1951-2010. PC1 pattern represents 89% of the
total variability while PC2 pattern reproduces 9.8%. (a) Time series of PC1 (blue) and
PC2 (red) scores from 1951-2010. (b) Correlation map of PC1 pattern and tropical Pacific
winter SST fields. (c) Correlation map of PC2 pattern and tropical Pacific winter SST fields.
Stippled areas denote regions where the correlation coefficient is significant at 90% confidence
level based student t-test.
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Figure E.3. Location of select five eastern Pacific El Niño (1973, 1977, 1983, 1998, and
2016), central Pacific El Niño (1969, 1991, 1995, 2005, and 2010) and La Niña (1956, 1974,
1976, 1989, and 2008) years, Location of select five eastern Pacific El Niño (1973, 1977,
1983, 1998, and 2016), central Pacific El Niño (1969, 1991, 1995, 2005, and 2010) and La
Niña (1956, 1974, 1976, 1989, and 2008) years, identified from majority consensus of different
identification methods (see Supplementary Table 1), within PC1-PC2 phase space. Red, blue
and green bars/dots signify select CP El Niño, EP El Niño and La Niña events respectively.
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Figure E.4. The association between winter and spring AFDD for North American regions.
The association between winter and spring AFDD for North American regions. Contour
interval for the partial correlation coefficients is set at 0.10. It should be noted that only the
partial correlation coefficients that are greater than 0.22 are statistically significant at level
of 0.10 (p < 0.10).
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Supplementary Figure S5. Appropriateness of linear quantile functions for examining 
the relationship between ENSO indices and North American winter accumulated 
Freezing Degree Days (AFDD) across three key quantiles. Lack of fit test using the 
procedure by He and Zhu (2012) was performed across (a) 0.25th, (b) 0.5th and (c) 
0.75th quantile winter AFDD. Gray dots represent North American AFDD fields where 
the p-value for lack of fit is significant at 90% confidence level. 
 
 
  
 
Figure E.5. Appropriateness of linear quantile functions for examining the relationship
between ENSO indices and North American winter Accumulated Freezing Degree Days
(AFDD) across three key quantiles. Appropriateness of linear quantile functions for
examining the relationship between ENSO indices and North American winter Accumulated
Freezing Degree Days (AFDD) across three key quantiles. Gray dots represent North
American AFDD fields where the p-value for lack of fit is significant at 90% confidence
level.
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Figure E.6. Risk estimates for winter AFDD quantities, corresponding to spring ice out
dates earlier than April 3rd at Lake Damariscotta, conditioned on three El Niño/Southern
Oscillation patterns Risk estimates for winter AFDD quantities, corresponding to spring ice
out dates earlier than April 3rd at Lake Damariscotta, conditioned on three El Niño/Southern
Oscillation patterns (CP El Niño, La Niña, and EP El Niño). (a) Scatter plot for
spring ice-out dates at Lake Damariscotta as a function of the antecedent winter AFDD.
The blue shadings denote the 90% confidence interval for computed regression line. (b)
Conditional winter AFDD distribution at Lake Damariscotta associated with archetypical
ENSO patterns: CP El Niño (blue), La Niña (green) and EP El Niño (red). The gray area
represents part of the conditional distribution less or equal to 200 DDC. (c) Contour surface
plot of estimated conditional risk for winter AFDD at Lake Damariscotta to be less or equal
to 200 DDC, relative to the unconditional (climatology).
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Figure E.7. Risk estimates for winter AFDD quantities, corresponding to spring ice out dates
earlier than May 3rd at Deadman Lake, conditioned on three El Niño/Southern Oscillation
patterns Risk estimates for winter AFDD quantities, corresponding to spring ice out dates
earlier than May 3rd at Deadman Lake, conditioned on three El Niño/Southern Oscillation
patterns (CP El Niño, La Niña, and EP El Niño). Results are computed using similar
techniques as in supplementary figure S6.
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Figure E.8. Risk estimates for winter AFDD quantities, corresponding to spring ice out
dates earlier than May 26th at Long Lake, conditioned on three El Niño/Southern Oscillation
patterns Risk estimates for winter AFDD quantities, corresponding to spring ice out dates
earlier than May 26th at Long Lake, conditioned on three El Niño/Southern Oscillation
patterns (CP El Niño, La Niña, and EP El Niño). Results are computed using similar
techniques as in supplementary figure S6.
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Figure E.9. Risk estimates for winter AFDD quantities, corresponding to spring ice out dates
earlier than May 28th at Dease Lake, conditioned on three El Niño/Southern Oscillation
patterns Risk estimates for winter AFDD quantities, corresponding to spring ice out dates
earlier than May 28th at Dease Lake, conditioned on three El Niño/Southern Oscillation
patterns (CP El Niño, La Niña, and EP El Niño). Results are computed using similar
techniques as in supplementary figure S6.
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Figure E.10. Risk estimates for winter AFDD quantities, corresponding to spring ice out
dates earlier than May 13th at Lesser Slave Lake, conditioned on three El Niño/Southern
Oscillation patterns Risk estimates for winter AFDD quantities, corresponding to spring ice
out dates earlier than May 13th at Lesser Slave Lake, conditioned on three El Niño/Southern
Oscillation patterns (CP El Niño, La Niña, and EP El Niño). Results are computed using
similar techniques as in supplementary figure S6.
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PC1 PC2 PC3 PC4
Standard Deviation 1.87 0.67 0.24 0.09
Proportion of Variance 0.87 0.11 0.01 0.002
Cumulative Proportion 0.87 0.98 0.99 1.00
PC Niño1.2 Niño3 Niño3.4 Niño4
PC1 0.47 0.52 0.53 0.48
PC2 -0.72 -0.15 0.19 0.65
PC3 0.51 -0.58 -0.35 0.53
PC4 -0.09 0.60 -0.75 0.26
Table E.1. Empirical orthogonal modes of wintertime SST variability in Niño regions
Empirical orthogonal modes of wintertime SST variability in Niño regions: (a) proportion
of variance explained (b) loadings of Niño regions
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E.1 ENSO Indices for Diverse Flavors
Using the quantile regression approach, a robust characterization of ENSO-related
AFDD risk for North America requires the inclusion of ENSO indices that well represent
the strength and location of abnormal SST warming/cooling in the TP. Trenberth and
Stepaniak [162] suggested the use of at least two TP SST indices to approximate the
amplitude and spatial patterns associated with warm and cold ENSO SST anomalies, as
the SST index in one region of the TP cannot effectively describe diverse ENSO flavors. To
this end, principal component analysis was performed on the time series of mean winter
SST indices of the four Niño regions from 1951-2010. The first principal component (PC1)
reproduces 89% of the total winter SST variability across the four Niño regions and thus
may be considered as the leading pattern of winter SST variability across eastern and
central TP (see Table E.1a). In PC1, the loadings across the four Niño regions are of the
same sign suggesting synchronous wintertime SST variation across all Niño regions (see
Table E.1b). In fact, correlation between PC1 pattern and SST fields in the TP reveals
that positive PC1 patterns have a spatial pattern resembling mature phase of El Niño:
peak SST warming concentrated in eastern TP bounded by a horse-shoe shaped cold SST
anomalies in western TP (see Figure E.2b). On the other hand, the second principal
component (PC2), which is orthogonal (uncorrelated) to PC1, represents 9.8% of the total
SST variability across all Niño regions (eastern and central TP). The loadings in PC2 are
characterized by an east-west dipole pattern with the wintertime SSTs in Niño-1+2
(eastern Pacific) region varying out of phase with that of Niño-3.4 and Niño-4 (Central
Pacific) regions. Correlation between PC2 patterns and SST fields in the TP reveal that
positive PC2 phases have a SST structure that is akin to El Niño Modoki [7]: warmer than
normal SSTs in the central TP extending eastwards in both hemisphere, flanked by cooler
than normal temperatures on both sides of the equatorial TP (see Figure E.2c). While
PC1 and PC2 patterns are uncorrelated (orthogonal) by design, extreme PC2 patterns
have substantial projections within PC1. This means that PC2 patterns are primarily
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indicators of the east-west asymmetry in the warming/cooling of wintertime SSTs in the
TP during different El Niño/La Niña events. Figure E.3 shows the location of different
ENSO events, shown in Figure E.2, within the PC1-PC2 subspace. For instance, the five
EP- El Niño events selected are found in the fourth quadrant where the PC1 and PC2
indices are positive and negative respectively. This indicates that the maximum SST
warming during these events is localized in the eastern equatorial Pacific and the south
American coast (Niño 1+2 and Niño 3), as some of the warming in central equatorial
Pacific (Niño 3.4 & Niño 4) SSTs due to positive PC1 mode is attenuated by the cooling
effect in the region due to negative PC2 phases. On the other hand, the five CP-El Niño
events are situated in the first quadrant where PC1 and PC2 indices are both positive.
This in turn implies that the peak anomalous SST warming in the Tropical Pacific during
this phenomenon is confined in central equatorial Pacific region because some of the
anomalous SST warming in Niño 1+2 and Niño 3 due to positive PC1 phase is offsetted by
the cooling effect in the region due to positive PC2 mode. All of the La Niña episodes are
found in the third quadrant where PC1 and PC2 modes are both negative which suggests
that peak SST cooling in the Niño regions is concentrated along the central equatorial
Pacific. These results taken together show that the joint indices of the two leading patterns
of wintertime tropical Pacific SST variability can describe the detailed nature of the
amplitude and location of the tropical Pacific SST anomalies for diverse ENSO events.
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E.2 Theory on the Relationship between Winter AFDD and Lake Ice
Thickness
Analytical studies often estimate the wintertime lake ice growth as a function of the
square root of the accumulated freezing degree days: sum of mean daily temperature
departures below the freezing point (0◦C or 32◦F) [109]. Stefan (1891) derived the first ice
growth model that employs AFDD as a covariate and today several versions of this model
exist due to its simplicity and performance. The purpose of this section is to offer a limited
exposition of the physical basis causal links between wintertime AFDD and lake ice
phenomena. Congelation (black) ice forms when water freezes at the bottom of an ice cover
[109]. This process requires the conduction of latent heat of freezing, released during the
freezing of water at the water-ice interface, through the ice to the atmosphere [108].
Therefore, the rate of ice thickening commensurate to the rate of heat flux transferred from
the bottom of the ice cover to the atmosphere. The growth of ice is predominantly a
vertical process and as such the conduction of heat through ice can simply be expressed as
a one-dimensional thermodynamic process [95]:
∂ρiciTi
∂t
=
∂
∂z
(
κ
∂Ti
∂z
−Qsw
)
, Ti ≤ Tf (E.1)
where ρi is the density of ice, ci is the specific heat of fusion for ice, Ti is the
temperature of ice, Tf is the freezing temperature of water, κ is the thermal conductivity of
ice, z is the vertical coordinate (positive downwards and zero at surface) and Qsw is the
solar radiation absorbed. During boreal winter, the incoming solar radiation reaching the
mid-latitudes is relatively very weak as compared with other seasons and the albedo and
light attenuation coefficient of ice surface is much higher than that of water. In addition,
the specific heat capacity of ice is much smaller than its latent heat of fusion [9]. Thus the
above equation can be reduced by (a) neglecting Qsw, (b) assuming quasi-steady conditions
(∂Ti
∂t
= 0), and (c) the thickness is not large, to a steady state heat conduction equation:
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φi =
κidTi
dz
(E.2)
where φi is the heat flux through the ice and κi is the thermal conductivity of ice.
Equation E.2 states that the temperature profile within ice is linear. The boundary
conditions may be determined by accounting for the heat fluxes into the system: Top of the
ice cover (z = 0)
κ
∂Ti
∂z
= Q0 −m(TiρL
dh
dt
) (E.3)
Bottom of the ice cover (z = h)
κ
∂Ti
∂z
= Qw − ρL
dh
dt
(E.4)
where Qw is the heat flux from he water to the bottom of the ice cover, L is the heat of
fusion, m(Ti) = 1 for Ti = 0◦C and 0 otherwise and Q0 is the net heat flux at the top
surface of the ice cover. Equation E.3 and equation E.4 explain that the heat flux through
ice cover equals the heat flux due to phase change plus external heat sources [108].
The temperature at the bottom of ice cover is zero while the temperature of lake water
beneath the ice cover is greater than zero. The difference in temperature means that there
is transfer of heat from the underlying water body to the bottom of the ice cover. However,
this heat flux is small during winter as the turbulence under ice is either very weak or
absent [95]. Furthermore at the top of the ice cover, the short wave radiation absorbed is
small and the temperature is less than zero if no phase change is assumed. Therefore, the
transfer of heat at the top and bottom surface of the ice cover can be approximated as:
Top of the ice cover (z = 0)
φi = Hsa(Ts − Ta), (E.5)
Bottom of the ice cover (z = h)
φi = ρL
dh
dt
, (E.6)
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where Ts and Ta is the temperature at the top ice cover and the overlying air
respectively, and Hsa is the bulk heat transfer coefficient between air and top ice cover
surface. Equation E.5 and E.6 state that the rate of ice production is balanced by the rate
of heat transfer from the top ice cover surface to the overlying air [11]. It has been pointed
out that equation E.5 only takes into account the heat flux due convection and net long
wave radiation [174]. Assuming homogenous ice cover, equation E.2, equation E.5, and
equation E.6 can be combined to approximate the rate of ice production as
ρL
dh
dt
=
Tm − Ta(
hi
κi
+ 1
Hsa
) (E.7)
where Tm is the temperature at the bottom of the ice cover, which is equal to the
freezing point of water (Tm = 0). These may be integrated with the boundary condition
that h = 0 when t = 0 resulting in
h =
[(
κ
Hsa
)2
+
∫ t
t=0
2κ
ρL
(Tm − Ta)dt
]
− κ
Hsa
(E.8)
the effect of the term H
sa
has appreciable effect when the ice is thin [10]. On the other
hand for large values of
∫
(Tm − Ta)dt, equation (E.8) converges to
h =
(
2κ
ρL
)1/2 (∫ t
t=0
(Tm − Ta)dt
)1/2
, Ta < Tm (E.9)
If the time interval ∆t is in days, equation E.9 produces a well-known approach for
estimating the bulk ice thickness referred to as Stefan’s equation. Furthermore, the second
bracketed term in this equation represents the sum of the freezing degree-days and thus
lake ice thickness is approximated as a function of the square root of the accumulated
freezing degree days. Given the myriad of assumptions and approximations employed in
deriving this equation, empirical data reveals that an additional correcting factor often in
the range 0.5-0.8 must be applied to the right hand side of equation E.9, so that its
estimates are close to actual ice thickness measurements [10].
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