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Abstract
We develop the method of iterated ultrapower representation to provide a unified and perspicuous approach for building
automorphisms of countable recursively saturated models of Peano arithmetic PA. In particular, we use this method to prove
Theorem A below, which confirms a long-standing conjecture of James Schmerl.
Theorem A. If M is a countable recursively saturated model of PA in which N is a strong cut, then for anyM0 ≺M there is an
automorphism j of M such that the fixed point set of j is isomorphic toM0.
We also fine-tune a number of classical results. One of our typical results in this direction is Theorem B below, which generalizes
a theorem of Kaye–Kossak–Kotlarski (in what follows Aut(X) is the automorphism group of the structure X , and Q is the ordered
set of rationals).
Theorem B. SupposeM is a countable recursively saturated model of PA in which N is a strong cut. There is a group embedding
j 7→ ˆ from Aut(Q) into Aut(M) such that for each j ∈ Aut(Q) that is fixed point free, ˆ moves every undefinable element of M.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
This paper concerns automorphisms of countable recursively saturated models of PA (Peano arithmetic), an area
of study that links logic, arithmetic, and permutation group theory in fascinating ways. In his original 1978 work on
recursive saturation, Schlipf [34] had already noticed that every countable recursively saturated model has continuum
many automorphisms, but the explicit study of automorphisms of countable recursively saturated models of arithmetic
began with the papers of Smoryn´ski [38] and Kotlarski [25] in the early 1980’s, and has since grown into a fertile area
of research (see the survey article [26] and the volume [12] for a summary of progress up to the mid-1990’s). The
following theorem summarizes some of the striking results in the area that are relevant to this paper. Note that the
converses to parts (a), (c), and (d) are known to be true. In what follows, Aut(X) is the group of automorphisms of the
structure X , and Q is the ordered set of rationals.
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Theorem 1.1. Suppose M is a countable recursively saturated model of PA.
(a) (Smoryn´ski [38]) If a cut I of M is closed under exponentiation, then for some j ∈ Aut(M), I is the longest
initial segment of M that is pointwise fixed by j .
(b) (Schmerl [35]) There is a group embedding from Aut(Q) into Aut(M).
(c) (Kaye–Kossak–Kotlarski [13]) If N is a strong cut of M, then there is some j ∈ Aut(M) such that every
undefinable element ofM is moved by j .
(d) (Kaye–Kossak–Kotlarski [13]) If I ≺e,strong M, then I is the fixed point set of some j ∈ Aut(M).
(e) (Kossak [19]) The number of isomorphism types of fixed point sets ofM is either 2ℵ0 or 1, depending on whether
N is a strong cut ofM, or not.
The back-and-forth method has been practically the only method for constructing interesting automorphisms
of countable recursively saturated models of PA. Recently the author devised the method of iterated ultrapower
representation1 to establish the following result which combines parts (a) and (b) of Theorem 1.1.
Theorem 1.2 ([5, Theorem B]). Suppose M is a countable recursively saturated model of PA and I is a cut of M
that is closed under exponentiation. There is a group embedding
j 7−→ ˆ
from Aut(Q) into Aut(M) such that for every nontrivial j ∈ Aut(Q) the longest initial segment ofM that is pointwise
fixed by ˆ is I . Moreover, for every fixed point free j ∈ Aut(Q), the fixed point set of ˆ is isomorphic toM.
In this paper we provide further evidence of the versatility of the methodology of iterated ultrapower representation
by using this method to establish a long-standing conjecture of Schmerl, and to provide refinements of several known
results, including parts (c), (d), and (e) of Theorem 1.1. We should emphasize that the specific machinery of iterated
ultrapowers developed in this paper is a generalization of Gaifman’s technology of minimal types in [7].2
The paper is organized as follows. Section 2 is devoted to preliminary results and definitions. Section 3 is the
central technical section of the paper in which the general machinery of iterated ultrapowers of models of arithmetic
is developed. Section 4 concentrates on the consequences of Section 3 for countable recursively saturated models of
PA. In particular, in Section 4.2 we establish a conjecture of Schmerl by showing that the isomorphism type of any
elementary submodel of a countable arithmetically saturated modelM of PA can be realized as the isomorphism type
of the fixed point set of some automorphism ofM. Section 4 also includes new proofs of (generalizations of) parts (b)
through (e) of Theorem 1.1 (see 4.1, 4.3, and 4.4). Finally, in Section 4.5 we unify parts (c) and (d) of Theorem 1.1 by
establishing a general theorem that shows, as a corollary, that if I is a strong cut of a countable recursively saturated
M of PA, andM0 is an elementary submodel ofM such that for some c ∈ M , M0 := {(c)i : i ∈ I }, then M0 can be
realized as the fixed point set of some automorphism ofM (here (c)i = the exponent of the i-th prime in the prime
factorization of c). This latter result was announced in [13, Theorem 5.7] (and attributed to Schmerl), but the proof
was never published.
2. Preliminaries
In this section we review definitions, conventions, and known results that will be utilized in this paper.
• Our language of first order arithmetic, LA, is {+, ·}. For a language L extending LA, PA(L) is PA augmented by
the induction scheme for all L-formulas. When L is clear from the context, we shall follow a common practice
from the literature and use PA∗ to refer to PA(L).
• µ is Kleene’s least search operator. More specifically, x = µt ϕ(t) if x is the least solution of ϕ(x), with the
understanding that µt ϕ(t) = 0 if ∃t ϕ(t) fails.
1 Schmerl also used this method to prove the existence of an automorphism of an arithmetically saturated modelM of Th(N) such that j (a) > a
for all nonstandard elements a ofM, see [20, Question 4.5].
2 Minimal types provide a robust method for constructing various models of PA. In particular, as shown in [7], they can be employed to build
models of PA whose automorphism group is isomorphic to the automorphism group of a prescribed linear order (this refines the classical work of
Ehrenhfeucht and Mostowski in the context of arithmetic). See Schmerl’s [36] for a recent generalization of Gaifman’s aforementioned result.
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• We often use Gothic fonts to denote models, and the corresponding Roman fonts to denote their universes, e.g., a
model of PA is of the formM := (M,⊕M,⊗M ).
• Every model of PA has an initial segment N consisting of the standard elements ofM. We use N+ to denote N\{0}.
• Given a model M of PA(L), a subset S of M is said to be parametrically definable in M (abbreviated: M-
definable) if there is some formula ϕ(x, u) of L, and some parameter a ∈ M , such that S is the solution set of
ϕ(x, a), i.e.,
S = {m ∈ M : (M, a)  ϕ(m, a)}.
• ACA0 is the well-known subsystem of second order arithmetic with the comprehension scheme limited to formulas
with no second order quantifiers, as in [37]. Models of ACA0 are of the two-sorted form (M,A), where M is
a model of PA, and A is a family of subsets of M . Note that if (M,A)  ACA0, then (M, S)S∈A  PA∗
and conversely, if (M, S)S∈A  PA∗ and A is the family of subsets of M that are parametrically definable in
(M, S)S∈A, then (M,A)  ACA0.
• For modelsM and N of PA, N end extendsM (equivalently:M is an initial submodel of N), writtenM ⊆e N, if
M is a submodel of N and a < b for every a ∈ M , and b ∈ N\M .
• We writeM ≺e N if N is an elementary end extension ofM; and we writeM ≺c N if N is a cofinal elementary
extension of N.
• For j ∈ Aut(M), fix( j) := {m ∈ M : j (m) = m}. Since models of PA are equipped with definable Skolem
functions, for a modelM  PA, fix( j) is the universe of an elementary submodel ofM.
• There is a first order formula E(x, y) in the language of arithmetic that expresses “the x-th digit in the binary
expansion of y is 1”. E(x, y) in many ways behaves like the membership relation, indeed it is well-known that
if M is a model of PA, then (M, E) is a model of Z F\{Infinity} ∪ {¬Infinity}. We shall henceforth refer to E
as “ Ackermann’s ∈”. Ackermann’s ∈ allows us to simulate finite set theory and combinatorics within models of
arithmetic.
• A subset X of M is coded inM if for some c ∈ M ,
X = cE := {x ∈ M :M  xEc}.
It is well-known that a subset X of a modelM of PA is coded inM iff X is bounded andM-definable.
• Given m ∈ M , m := {x ∈ M : x < m}. Note that m is coded inM even when m is nonstandard.
• A cut I ofM is an initial segment ofM with no last element (N.B. in this paper I = M is allowed). When a cut I
is closed under multiplication (and therefore under addition as well), we shall use I to refer to the submodel ofM
induced by I , i.e.,
I := (I, ⊕M, ⊗M ).
• The overspill principle for modelsM of PA states that if theM-solution set S of some first order unary formula
ϕ(x) (with suppressed parameters) includes a proper cut I ofM, then for some a ∈ M\I , a ⊆ S.
• For a cut I ofM, SSyI (M) is the family consisting of sets of the form S ∩ I , where S is anM-definable subset of
M . In particular, if I = M , then SSyI (M) is simply the collection ofM-definable subsets of M . It is well-known
that if I is a proper initial segment of a modelM of PA, then
SSyI (M) = {cE ∩ I : c ∈ M}.
When I = N, we shall employ the commonly used notation SSy(M) instead of SSyN(M).
• I is a strong cut ofM if, for each function f whose graph is coded inM and whose domain includes I , there is
some s in M such that for all m ∈ M , f (m) /∈ I iff s < f (m). Note thatM is considered to be a strong cut of
itself. Kirby and Paris proved that strong cuts of models of PA are themselves models of PA [16, Proposition 8].
Indeed, their proof shows the following more general result (which appears in [14], see also [4, Lemma A.4]).
Theorem 2.1 (Kirby–Paris). The following are equivalent for a cut I ofM  PA:
(a) I is strong inM.
(b) (I, SSyI (M))  ACA0.
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• Let (M,A)  ACA0. We say that a model A = (A,⊕A,⊗A) of PA is interpretable in (M,A) if A = M , and the
operations of A are coded in A, i.e., the sets
{〈x, y, z〉 : x ⊕A y = z, (x, y, z) ∈ M3}
and
{〈x, y, z〉 : x ⊗A y = z, (x, y, z) ∈ M3}
are both members of A. Here 〈x, y, z〉 ∈ M is the canonical code for the ordered triple (x, y, z).
• Suppose A is interpretable in (M,A)  ACA0 and let F ⊆ M be the set of Go¨del numbers pϕq of LA-formulas
ϕ, as computed inM (note that F will include nonstandard elements ifM is nonstandard). An element S of A is
said to be a satisfaction predicate for A if S correctly codes the satisfaction relation of A for (at least) all standard
elements of F . This can be more explicitly described by saying that S satisfies the axiom scheme consisting of the
sentence (1) plus the collection of sentences (2n) below (for each standard n), all formulated in the language of
arithmetic augmented with a predicate S:
(1) S consists of coded ordered pairs of the form 〈pϕq, a〉 (intuitively speaking 〈pϕ(x)q, a〉 ∈ S expresses “ϕ(a)
is true”);
(2n) [S is n-correct] S satisfies Tarski’s inductive conditions for a truth predicate for all formulas of quantifier
rank n (including any nonstandard ones).
• If (M,S)  PA(S), and S is a satisfaction predicate for M, then we say that S is satisfaction class3 for M. It
is well-known that for each fixed standard n0 there is a parameter free definable subset Sn0 of M that satisfies
conditions (1) and (2n0) above, but of course Tarski’s undefinability of truth theorem dictates that anyM-definable
S that satisfies (1) must fail (2n) for some n. Note that if S is a satisfaction class of a nonstandard model of PA,
then S is s-correct for some nonstandard s. This follows from overspill and the fact that (2n) can be uniformly
expressed by a single formula with parameter n in the language of arithmetic augmented with a predicate S.
• M is recursively saturated if for every finite sequencem of elements of M , every recursive finitely realizable type
over the expanded model (M,m) is realized inM.
The concepts of recursive saturation and satisfaction predicates and classes are intimately tied, as witnessed by the
following result.
Theorem 2.2. (a) (Folklore) If A is interpretable in a nonstandard model (M,A) of AC A0 and some S ∈ A is a
satisfaction predicate for A, then A is recursively saturated.
(b) (Barwise–Schlipf [1]) A countable nonstandard modelM of PA is recursively saturated iffM has a satisfaction
class.
The following two isomorphism theorems play a central role in the proofs of the principal results of Section 4.
Theorem 2.3 (Folklore4). The isomorphism type of a countable recursively saturated model M of arithmetic is
uniquely determined by the two invariants Th(M) and SSy(M).
In order to state the next isomorphism theorem we need to recall the following definition:
• Suppose I is a proper cut ofM. I is N-coded from above inM iff for some c ∈ M , {(c)n : n ∈ N} is downward
cofinal in M\I (here (c)n is the exponent of the n-th prime in the prime factorization of c withinM). It is easy to
see that if I is a strong cut ofM, then I is not N-coded from above inM (but the converse is false).
Theorem 2.4 (Kossak–Kotlarski [22, Theorem 2.1, Corollary 2.3]). Suppose M and M∗ are countable recursively
saturated models of PA, and I is a cut shared by bothM andM∗ which satisfies the following two properties:
3 Satisfaction classes in this sense are referred to as partial inductive satisfaction classes in [11].
4 The origins of this result go back to the important paper of Jensen and Ehrenfeucht [10], whose work shows that this result holds not only
for PA, but also for the class of all “rich” theories, a class that also includes ZF and RCF (the theory of real closed fields). This is elaborated in
Smorynski’s survey article [39].
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(a) I is N-coded from above in neitherM norM∗, and
(b) SSyI (M) = SSyI (M∗).
ThenM andM∗ are isomorphic over I (i.e., there is an isomorphism betweenM andM∗ that is the identity on I ).
Finally, we consider the following strengthening of recursively saturated models that has come to play a key role
in the model theory of PA (see [23]).
• A modelM is arithmetically saturated if for every finite sequence m of elements of M , every finitely realizable
type over the expanded model (M,m) that is arithmetical in the type ofm is realized inM.
Note that a usual compactness argument shows that every consistent extension of PA has a countable arithmetically
saturated model. The following result shows that arithmetical saturation is far more natural than what its definition
suggests at first sight (the countability requirement is not needed to establish (c)⇒ (a)⇔ (b)).
Theorem 2.5 (Kaye–Kossak–Kotlarski [13]). The following are equivalent for a countable recursively saturated
modelM of PA:
(a) M is arithmetically saturated.
(b) N is a strong cut ofM.
(c) There is an automorphism ofM that moves every undefinable element ofM.
3. Iterated ultrapowers of models of arithmetic in a general setting
This section develops the general framework for the iterated ultrapowers that are employed in this paper. In contrast
with the usual construction of ultrapowers in general model theory where all functions from some index set I into
the universe M of a modelM are used in the formation of the ultrapower, model theorists of arithmetic have found it
useful to consider “limited” ultrapowers in which a manageable family of functions from I to M are selected to craft
the ultrapower. The following three varieties (a), (b), and (c) of limited ultrapowers are the most well-known in the
model theory of arithmetic:
(a) Skolem–Gaifman ultrapowers, where the index set I is identical to the universe M of the model M, and the
family of functions used in the formation of the ultrapower is the set of allM-definable ones. This sort of ultrapower
was implicitly used by Skolem in his original construction of a nonstandard model of arithmetic. Later, they were
explicitly employed byMacDowell and Specker in the proof of their celebrated theorem [30]. Ultimately, in Gaifman’s
hands [7] they were refined to a high degree of sophistication to produce a variety of striking results. One of Gaifman’s
fundamental discoveries was that the ultrapower construction can be iterated along any linear order with appropriately
chosen ultrafilters.
(b) Kirby–Paris ultrapowers, where the index set is a proper cut I ofM, and the family of functions used in the
formation of the ultrapower are functions f such that for some function g coded in M, f = g  I . This brand of
ultrapower first appeared in [16] and has proved to a valuable tool in the study of cuts of nonstandard models of
arithmetic. Clote [2] employed finite iterations of this type of ultrapower to answer a question of Mills and Paris
regarding the relationship between n-Ramsey and n-extendible cuts.
(c) Paris–Mills ultrapowers, where the index set is of the form m for some nonstandard m inM, and the functions
used are those that are coded inM. This type of ultrapower was first considered by Paris and Mills in [33] to show,
among other things, that one can arrange a model of PA in which there is an externally countable nonstandard integer
H such that the external cardinality of Superexp(2, H) is of any prescribed infinite cardinality. Here Superexp(x, y)
is the result of y iterations of the exponential function 2x . Paris–Mills ultrapowers were used in [5] to establish
Theorem 1.2.
In Sections 4.1 and 4.4 we shall employ iterations of Skolem–Gaifman ultrapowers a` la Gaifman, but in
Sections 4.2, 4.3 and 4.5 we need to iterate a different variety of ultrapowers that happen to be a generalization of both
Skolem–Gaifman and Kirby–Paris ultrapowers. We shall now set up a sufficiently general framework for handling
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the machinery involved in all cases under consideration in this paper5. Our work was inspired by – and generalizes –
Gaifman’s technology of minimal types developed in [7].
3.1. Functions
In what follows I is a cut of a modelM of P A(L) that is closed under multiplication.
• Suppose X and Y are subsets of M , Y X is the set of all functions from X to Y and (Y X )M is the collection of all
f ∈ Y X such that f = g ∩ (X × Y ) for some g that isM-definable.
• For F ⊆ M I , B(F) := {S ⊆ I : χS ∈ F}, where χS is the characteristic function of S (in all the cases under
consideration here B(F) will be a Boolean algebra). Given n ∈ N+, F also gives rise to the family of functions
Fn ⊆ M (I n) that are canonically coded in F . More specifically,
Fn := { fn : f ∈ F},
where fn(x1, . . . , xn) := f (〈x1, . . . , xn〉), and (x1, . . . , xn) 7−→ 〈x1, . . . , xn〉 is a canonical bijection between Mn
and M . Fn in turn gives rise to
B(Fn) := {S ⊆ I n : χS ∈ Fn}.
Note that we identify F1 with F , and therefore B(F1) = B(F).
• A family F ⊆ M I is said to beM-adequate if F satisfies the following properties (1)–(3):
(1) [Amenability property] (I, B(F))  ACA0. In particular, I is a model of PA.
(2) [Constant property] For each m ∈ M , F contains the constant function cm : I → {m}.
(3) [Skolem property] For every formula ϕ(x1, . . . , xn, y) of L and every f1, . . . , fn in F , there is some g ∈ F
such that for all i ∈ I
M  (∃y ϕ( f1(i), . . . , fn(i), y)→ ϕ( f1(i), . . . , fn(i), g(i))).
Proposition 3.1.1.6 If F ⊆ M I satisfies the Skolem property and n ∈ N+, then:
(a) B(Fn) is a Boolean algebra.
(b) [Measurability property] For all formulas ϕ(x1, . . . , xk) of L , and all functions f1, . . . , fk from Fn ,
{(i1, . . . , in) ∈ I n :M  ϕ( f1(i1, . . . , in), . . . , fk(i1, . . . , in))} ∈ B(Fn).
(c) Fn has the Skolem property, i.e., for every formula ϕ(x1, . . . , xk, y) of L and every f1, . . . , fk in Fn , there is some
g ∈ Fn such that for all i := (i1, . . . , in) ∈ I n
M  ∃y ϕ( f1(i), . . . , fn(i), y)→ ϕ( f1(i), . . . , fn(i), g(i)).
Proof. Thanks to the existence of a canonical bijection between I and I n , all three parts of the proposition hinge on
the special case of n = 1. In this light, we shall only establish (a) and (b) for n = 1.
(a) Suppose f1 and f2 are the characteristic functions of S1 and S2 in B(F). To verify the closure of B(F) under
intersections, consider the formula
θ(x1, x2, y) := (x1 = x2 = y = 1).
Note that i ∈ S1∩S2 iffM  ∃yθ( f1(i), f2(i), y). Therefore the Skolem function g for θ is the characteristic function
of S1 ∩ S2. Similarly, to see that B(F) is closed under complementation, consider the formula
ψ(x, y) := (x 6= y) ∧ (y = 0 ∨ y = 1).
5 Iterated Paris–Mills ultrapowers have a great deal of similarity to the iterated ultrapowers in this paper, but strictly speaking, they do not fall
into the framework developed here. A key difference between these two types of ultrapowers is that the cuts fixed by the Paris–Mills ultrapower
only need to be closed under exponentiation, but those fixed by the ultrapowers in this paper need to satisfy the far more stringent condition of
being a model of full PA.
6 We are grateful to the referee for suggesting this proposition. In the first draft of this paper, the measurability property was built into the
definition ofM -adequacy, and the closure of B(F) under Boolean operations was derived from the amenability property.
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Then ∀i ∈ I M  ∃yψ( f1(i), y), and the Skolem function for this formula is the characteristic function of the
complement of S1.
(b) Given a formula ϕ(x1, . . . , xk), let S = {i ∈ I :M  ϕ( f1(i), . . . , fk(i))} and consider the formula
δ(x1, . . . , xk, y) := ((y = 1)↔ ϕ(x1, . . . , xk)) ∧ (y = 0 ∨ y = 1).
The Skolem function for δ will be the characteristic function of either S or I\S. Since B(F) is closed under
complementation, this completes the proof. 
If F is the collection MN of all functions from N to M , then clearly F isM-adequate. The following proposition
provides theM-adequate families that will be utilized in this paper.
Proposition 3.1.2. F := (M I )N isM-adequate ifM  PA∗,M  N, I is a cut of bothM and N, and I is strong
in N (N.B., I need not be strong inM).
Proof. If I = M = N , then F is the family of parametrically M-definable functions from M to M , where the
properties (1)–(3) are well-known and easy to verify, so we concentrate on the case I  N .
(1) Amenability is a direct consequence of Theorem 2.1.
(2) The constant property is obvious.
(3) The Skolem property hinges on the first order definability of the µ-operator in models of arithmetic. More
specifically, given ϕ(x1, . . . , xn, y) of L and f1, . . . , fn in F , choose f˜1, . . . , f˜n in N such that f˜i  I = fi
for 1 ≤ i ≤ n, and consider the function g˜(x) defined in N as
g˜(x) := µy ϕ( f˜1(x), . . . , f˜n(x), y).
Clearly g := g˜  I is the desired Skolem function. 
Remark 3.1.3. (a) As we shall see, Proposition 3.1.2 has a converse when F is countable. More specifically, by
Theorem 3.2.1 and part (b) of Theorem 3.3.6, if F is a countable M-adequate family of functions, there is an
elementary extension N ofM such that I is a strong cut of N and F := (M I )N. As pointed out by the referee, this
provides an alternative definition ofM-adequacy for countable F .





yields the family of functions used in Skolem–Gaifman ultrapowers. On the other hand, the family of
functions used in Kirby–Paris ultrapowers corresponds to the case where I  M = N . The third family of functions
corresponds to the case I  M  N , which does not seem to have been used before in the literature. This new family
of functions plays a key role in the proofs of Schmerl’s conjecture (Theorem 4.2.1) and Theorem 4.5.1.
3.2. Ultrafilters
In order to build and analyze iterated ultrapowers ofM usingM-adequate families F , we first need to focus on
ultrafilters over Boolean algebras of the form B(F), and more generally B(Fn).
• In what follows, assume thatM is a model of PA(L), I is a cut ofM that is closed under multiplication, F is an
M-adequate family, and n ∈ N+.
• A subset U of B(Fn) is a filter if U is closed under intersections, and U is upward closed.
• A filter U on B(Fn) is Fn-complete if for every f ∈ Fn and every c ∈ I with f : I n → c, there is some X ∈ U
such that f is constant on X . It is easy to see that if U is Fn-complete, then U is an ultrafilter on B(Fn) since for
each Y ∈ B(Fn), the characteristic function of Y is constant on some member of U .
• Every f : I → {0, 1} in F gives rise to a sequence
〈
S fn,i : i ∈ I
〉
of members of B(Fn), where
S fn,i := {( j1, . . . , jn) ∈ I n : f (〈i, j1, . . . , jn〉) = 1}.
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• A filter U on B(Fn) is Fn-definable,7 if U is Fn-complete, and for every f : I → {0, 1} in F
{i ∈ I : S fn,i ∈ U} ∈ B(F).
Note that since we identify F1 with F , a filter U on B(F) is F-definable if U is F1-definable.
• For a linearly ordered set X , [X ]n is the collection of increasing n-tuples from X .
• Suppose f : [I ]n → M . A subset X of I is f -canonical if there is some S ⊆ {1, . . . , n} such that for all sequences
s1 < · · · < sn , and t1 < · · · < tn of elements of X ,
f (s1, . . . , sn) = f (t1, . . . , tn)⇐⇒ ∀i ∈ S (si = ti ).
Note that if S = ∅, then f is constant on [X ]n , and if S = {1, . . . , n}, then f is injective on [X ]n .
• A filter U is (F, n)-canonically Ramsey if for every f : [I ]n → M with f ∈ Fn , there is some X ∈ U such that
X is f -canonical. U is F-canonically Ramsey if U is (F, n)-canonically Ramsey for all n ∈ N+.
• A filter U on B(F) is (F, n)-Ramsey, if for every f : [I ]n → {0, 1} with f ∈ F , there is some X ∈ U which is
f -homogeneous, i.e., f  [X ]n is constant. U is F-Ramsey if U is (F, n)-Ramsey for all n ∈ N+.
Theorem 3.2.1.8 Suppose I ,M, N and F are as in Proposition 3.1.2, and that N and L are both countable. Then
B(F) carries a nonprincipal ultrafilter U that is F-definable, F-Ramsey and F-canonically Ramsey.
Proof. As shown in [4, Section 3.2.1], the desired U can be chosen to be a “generic” ultrafilter, where the forcing
conditions are members of B(F) that are unbounded in I . The proof hinges on the fact that the relevant combinatorial
density theorems can all be implemented in ACA0 (this is where the amenability property and Theorem 2.1 come into
play). 
We now briefly analyze the relationship between various combinatorial properties of ultrafilters in our general
setting. As we shall see, as soon as an ultrafilter U on B(F) is (F, 2)-Ramsey, then it will also be F-definable and
F-canonically Ramsey. Let us introduce one more definition:
• U is F-minimal 9 if for every f ∈ F there is some X ∈ U on which f is either constant or injective. Note that U
is F-minimal iff U is (F, 1)-canonically Ramsey.
Proposition 3.2.2. Suppose F ⊆ M I isM-adequate, I is a strong cut ofM, and U is an ultrafilter on B(F). Then:
(a) For all n ∈ N+, U is (F, 2n)-Ramsey⇒ U is (F, n)-canonically Ramsey,
(b) U is (F, 2)-Ramsey⇒ U is F-definable,
(c) U is (F, 2)-Ramsey⇒ U is F-minimal, and
(d) U is F-definable and F-minimal⇒ U is F-Ramsey.
Proof (Outline). (a) This follows from implementing any of the proofs of the Erdo˝s–Rado canonical partition
theorem for exponent n from Ramsey’s theorem for exponent 2n (see the original proof in [6], the more transparent
[32], or the recently discovered one by Mileti [31]).
(b) It is not hard to see that if U is (F, 3)-Ramsey, then U is F-definable ( [15, Lemma 1.9]). Kirby [15, Theorem
D] strengthened this result by showing that the (F, 3)-Ramsey property follows from the (F, 2)-Ramsey property.
(c) Given f : I → I with f ∈ F , color {i, j} ∈ [I ]2 red if f (i) = f ( j), and otherwise color {i, j} blue. Then f
will be constant or injective on a monochromatic set.
(d) This is based on the observation that Kunen’s theorem establishing “minimal ⇒ Ramsey” in the context of
ultrafilters over P(N) (as in [9, Lemma 38.1]) generalizes to the present setting. 
7 This terminology was coined by Gaifman [7] in the equivalent context of types, see also [15]. Definable ultrafilters were dubbed “iterable” in
[4], since they are amenable to iteration.
8 The origins of this result are to be found in the work of MacDowell-Specker [30], which only addresses the existence ofF -complete ultrafilters.
However, the techniques in [30] can be used to show that the countability restrictions in Theorem 3.2.1 can be lifted for the case I = M = N . This
was first demonstrated by Gaifman [7].
9 This terminology is related to the Rudin–Keisler ordering on ultrafilter: Rudin–Kesiler minimal ultrafilters are precisely those on which all the
relevant functions are either constant or injective.
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Corollary 3.2.3. Suppose F and U are as in Proposition 3.2.2. If U is (F, 2)-Ramsey, then U is F-Ramsey, F-
canonically Ramsey and F-definable.
Remark 3.2.4. Phillips [28] and later Potthoff [29] showed that F-minimality does not imply F-definability when
I = M = N . We suspect that using similar constructions one can show that one cannot derive F-definability from
F-minimality (at least when I is strong inM) when I 6= M = N or when I 6= M 6= N , but we have not verified the
details.
3.3. Ultrapowers
• Throughout this section, as in the previous section,M is a model of PA(L), I is cut ofM, and F ⊆ M I is an






is defined as usual, except that only functions fromF are used in the formation of the ultrapower. More specifically,
the universe ofM∗ consists of the equivalence classes [ f ], where f ∈ F and the equivalence relation ∼ at work is
defined via:
f ∼ g ⇐⇒ {i ∈ I : f (i) = g(i)} ∈ U .
TheM∗-operations are defined as in the usual theory of ultrapowers, i.e.,
[ f ] ⊕M ∗ [g] = [h] ⇐⇒ {i ∈ I : f (i)⊕M g(i) = h(i)} ∈ U ,
and
[ f ] ⊗M ∗ [g] = [h] ⇐⇒ {i ∈ I : f (i)⊗M g(i) = h(i)} ∈ U .
The following proposition is proved, as in the classical Łos´ theorem, by an induction on the complexity of formulas
(the Skolem property of F is invoked in the existential step of the induction, see the proof of Proposition 3.3.4 for
more detail). The amenability property is not needed in the proof, but it is crucial for later results.
Proposition 3.3.1. For all formulas ϕ(x1, . . . , xn) of L and every f1, . . . , fn in F ,
M∗  ϕ([ f1], . . . , [ fn])⇐⇒ {i ∈ I :M  ϕ( f1(i), . . . , fn(i))} ∈ U .
Corollary 3.3.2. The natural embedding e :M→M∗ defined by
m 7→e [cm]
is an elementary embedding.
• In light of Corollary 3.3.2, we shall identify M with its isomorphic image under e and write M ≺ M∗.
Consequently, from here on we identify the element [cm] with m.
If U happens to be an F-definable ultrafilter, then we can iterate the process of ultrapower formation along any
linear order L to build the iterated ultrapower
∏
F , U , LM of length L. To describe how to iterate the ultrapower
formation along an arbitrary linear order, one first inductively defines, for each natural number n ≥ 1, an ultrafilter
Un on the Boolean algebra B(Fn). Assuming that Un is already constructed and is Fn-definable, we build Un+1 via:
X ∈ Un+1 ⇐⇒ {i1 ∈ I : {(i2, . . . , in+1) ∈ I n : (i1, i2, . . . , in+1) ∈ X} ∈ Un} ∈ U .
Standard arguments show that Un+1 is well-defined, concentrates on [I ]n+1, and is Fn+1-definable (see Claim ♣
of the proof of Theorem 3.3.6). In our applications, where U is F-Ramsey (and therefore also F-definable by
Proposition 3.2.2(b)), we have the following recursion-free description of Un , whose proof is left to the reader.
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Theorem 3.3.3. If U is F-Ramsey, then
Un = {Y ∈ B(Fn) : ∃X ∈ U [X ]n ⊆ Y }.
• For the rest of this section assume that U is nonprincipal F-definable ultrafilter over B(F).
To describe the isomorphism type of the L-iterated ultrapower
M∗ :=
∏
F , U , L
M
one can either use a direct limit construction (as formulated by Kunen [27], and often used in set theoretic literature)
or, equivalently, one can take the following route.
• Let Υ be the set of terms τ of the form f (l1, . . . , ln), where n ∈ N+, f ∈ Fn and (l1, . . . , ln) ∈ [L]n .
• The universe M∗ ofM∗ is the set of equivalence classes {[τ ] : τ ∈ Υ}, where the equivalence relation∼ at work is
defined as follows: given terms f (a1, . . . , ar ) and g(b1, . . . , bs) from Υ , first let P := {a1, . . . , ar } ∪ {b1, . . . , bs}
and p := |P|, and then relabel the elements of P in increasing order as l1 < · · · < lp . This relabelling gives rise
to increasing sequences ( j1, j2, . . . , jr ) and (k1, k2, . . . , ks) of indices between 1 and p such that
a1 = l j1 , a2 = l j2 , . . . , ar = l jr
and
b1 = lk1 , b2 = lk2 , . . . , bs = lks .
With the relabelling at hand, we can define ∼ via: f (a1, . . . , ar ) ∼ g(b1, . . . , bs) iff
{(i1, . . . , i p) ∈ I p : f (i j1 , . . . , i jr ) = g(ik1 , . . . , iks )} ∈ U p.
We can also use the above relabelling to define the operations ofM∗ as follows:
[ f (a1, . . . , ar )] ⊕M ∗ [g(b1, . . . , bs)] := [v(l1, . . . , lp)]
and
[ f (a1, . . . , ar )] ⊗M ∗ [g(b1, . . . , bs)] := [w(l1, . . . , lp)]
where v and w are maps from I p into M defined as follows:
v
(
i1, . . . , i p
) := f (i j1 , . . . , i jr )⊕M g(ik1 , . . . , iks );
w
(
i1, . . . , i p
) := f (i j1 , . . . , i jr )⊗M g(ik1 , . . . , iks ).
(It is easy to see that v and w are members of Fp, and that ⊕M ∗ and ⊗M ∗ are well-defined.)
The following proposition is the analogue of Proposition 3.3.1 for iterated ultrapowers. For notational reasons,
Proposition 3.3.4 is stated for unary arithmetical formulas ϕ, but note that the general version for formulas ϕ with an
arbitrary number of free variables follows from the version presented, since a canonical pairing function is available
in arithmetic. In what follows pi1 and pi2 are the canonical projection functions satisfying x = 〈pi1(x), pi2(x)〉 .
Proposition 3.3.4. Suppose [ f (l1, . . . , ln)] ∈ M∗ and ϕ(x) is a unary arithmetical formula. The following two
conditions are equivalent:
(a) M∗  ϕ([ f (l1, . . . , ln)]);
(b) {(i1, . . . , in) ∈ I n :M  ϕ( f (i1, . . . , in)} ∈ Un .
Proof. Similar to the proof of Proposition 3.3.1, the proof is based on induction on the complexity of ϕ. We shall
only explain the delicate part of the inductive proof which involves establishing (b)⇒ (a) for the existential step. In
addition to the inductive hypothesis, suppose (b) holds ϕ(x) = ∃y θ(x, y), i.e., assume
(1) {(i1, . . . , in) ∈ I n :M  ∃y θ( f (i1, . . . , in), y)} ∈ Un .
By the Skolem property of Fn (see Proposition 3.1.1(c)), there is some g ∈ Fn such that:
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(2) If i : = (i1, . . . , in) ∈ I n , thenM  ∃y θ( f (i), y)→ θ( f (i), g(i)).
Coupling (1) and (2) yields
(3) {(i1, . . . , in) ∈ I n :M  θ( f (i1, . . . , in), g(i1, . . . , in))} ∈ Un .
Let θ ′(x) := θ(pi1(x), pi2(x)). Using a canonical pairing function, (3) can be reformulated as
(4) {(i1, . . . , in) ∈ I n :M  θ ′((h(i1, . . . , in))} ∈ Un ,
where h ∈ Fn with h(i1, . . . , in) = 〈 f (i1, . . . , in), g(i1, . . . , in)〉. Coupling (4) with the inductive hypothesis shows
that (a) holds for ϕ(x) = ∃y θ(x, y). 
• Recall that for m ∈ M , cm is the constant m-function on I , i.e., cm : I → {m}. As in ultrapowers of length one, for
any l ∈ L, we shall identify the element [cm(l)] with m. We shall also identify [id(l)] with l, where id : I → I is
the identity function.
Corollary 3.3.5. For any l1 and l2 in L, l1 <L l2 iff M∗  l1 < l2.
Proof. Since U2 concentrates on [I ]2, this follows from Proposition 3.3.4 by choosing ϕ(x) as pi1(x) < pi2(x), and
f (i1, i2) = 〈i1, i2〉. 
The following theorem summarizes the salient features of the iterated ultrapowers developed here. Gaifman [7]
proved this result for models of PA∗ when I = M , and F is the set of parametricallyM-definable functions from I
to M .
Theorem 3.3.6. Suppose U is anF-definable ultrafilter on B(F) , L is a linearly ordered set, andM∗ =∏F , U , LM.
Then (a)–(d) below hold:
(a) M ≺M∗.
(b) For every L-formula ϕ(x1, . . . , xn), and every (l1, . . . , ln) ∈ [L]n
M∗  ϕ(l1, l2, . . . , ln)⇐⇒ {(i1, . . . , in) ∈ I n :M  ϕ(i1, . . . , in)} ∈ Un .
(c) L is a set of order indiscernibles inM∗.
(d) I is an initial segment ofM∗, and B(F) = SSyI (M∗).
Proof. We shall verify only part (d) since the other parts follow directly from the definition of M∗ and
Proposition 3.3.4. First, we shall verify the following claim that establishes that Un is Fn-definable for all n ∈ N+.
Claim ♣. If f : I → {0, 1} with f ∈ F and n ∈ N+, then {i ∈ I : S fn,i ∈ Un} ∈ B(F).
The proof proceeds by induction on n. Observe that when n = 1 Claim ♣ is trivially true by the very definition of F-
definability. So suppose the claim is true for n ≥ 1 and let us verify the veracity of the claim for n+ 1 by establishing
(1) below:






:= {(i2, . . . , in) ∈ I n : (i1, i2, . . . , in) ∈ S fn+1,i }. By the definition of Un+1, (1) is equivalent
to





∈ Un} ∈ U} ∈ B(F).
Since there is a definable bijection (a, b) 7→ 〈a, b〉 between I 2 and I , there is a function g : I → {0, 1} in F such





Therefore, by the inductive assumption, we may conclude
(3) {i ∈ I : Sgn,i ∈ Un} ∈ B(F).
By (3), there is some h ∈ F , such that h : I → {0, 1} and for all i ∈ I , h(i) = 1 iff Sgn,i ∈ Un . Therefore (2) can
be rephrased as:
(4) {i ∈ I : {i1 ∈ I : h(〈i, i1〉) = 1} ∈ U} ∈ B(F).
But (4) is an immediate consequence of the F-definability of U . Since (4), (2), and (1) are all equivalent, this
concludes the proof of Claim ♣ .
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We now proceed to verify that I is a proper initial segment of M∗. This amounts to establishing the following
claim by another induction on n.
Claim ♠. If [ f (l1, . . . , ln)] < a for some a ∈ I , then for some b < a,
M∗  [ f (l1, . . . , ln)] = b.
The case n = 1 of Claim ♠ is a direct consequence of the F-completeness of U , so we shall concentrate on the
inductive case by assuming Claim ♠ holds for some n ≥ 1. Let
X := {(i1, . . . , in+1) ∈ I n+1 :M  f (i1, . . . , in+1) < a}.
Note that X ∈ Un+1 by the inductive assumption and Proposition 3.3.4. For each i1 ∈ I , consider
(X)i1 := {(i2, . . . , in+1) ∈ I n : (i1, i2, . . . , in) ∈ X}.
Using the definition of Un+1, we can rewrite X ∈ Un+1 as:
P︷ ︸︸ ︷
{i1 ∈ I : (X)i1 ∈ Un}∈ U .
By Proposition 3.3.4 [ f (i1, l2, . . . , ln+1)] < a for each i1 ∈ P , so by the inductive hypothesis, there is a function
g : P → I such that
∀i1 ∈ P [ f (i1, l2, . . . , ln+1)] = g(i1) < a.
The key point is that the function g is a member of F . To see this, consider the following family of elements of B(Fn)
{ f −1(t) ∩ (X)i1 : (i1, t) ∈ P × a}.
By Fn-definability of Un ,
{(i1, t) ∈ P × a : f −1(t) ∩ (X)i1 ∈ Un} ∈ B(Fn).
This shows that g ∈ F . Therefore by invoking Claim ♠ for n = 1, there is some Q ⊆ P and some b < a with Y ∈ U
and b ∈ I , such that g(x) = b for all x ∈ Q. This shows that
XQ︷ ︸︸ ︷
{(i1, . . . , in+1) ∈ X : i1 ∈ Q}∈ Un+1.
Since f (i1, . . . , in+1) = b for all (i1, . . . , in+1) ∈ XQ , [ f (l1, . . . , ln+1)] = b, as desired. This concludes the proof of
Claim ♠ .
Finally, we establish that B(F) = SSyI (M∗) for the case when I  M since the case I = M corresponds
to Skolem–Gaifman ultrapowers, for which the result is well-known and due to Gaifman [7]. To see that B(F) ⊆
SSyI (M∗), suppose S ∈ B(F). By the amenability property of F , there is a function g ∈ F such that for all i ∈ I ,
g(i) codes S ∩ i . This shows that for all i ∈ I , and any l ∈ L,
i ∈ S ⇐⇒M∗  i E[g(l)],
thus S ∈ SSyI (M∗), as desired. Next we verify that SSyI (M∗) ⊆ B(F). By part (c) of Theorem 3.3.6, this amounts
to showing that (i) below holds:
(i) For all [ f (l1, . . . , ln)] ∈ M∗, {i ∈ I :M∗  i E[ f (l1, . . . , ln)] ∈ B(F).
We shall prove (i) by induction on n. Note that by part (c), if n = 1, then (i) is equivalent to
(ii) For all [ f (l1)] ∈ M∗, {i ∈ I :
X i︷ ︸︸ ︷
{ j ∈ I :M  j E f (i)}∈ U} ∈ B(F).
Invoking the F-definability of U , we obtain,
(iii) {i ∈ I : X i ∈ U} ∈ B(F).
Therefore (i) holds for n = 1. The argument for n > 1 is identical to the above argument for n = 1 and uses
Claim ♣ . 
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Corollary 3.3.7. Each automorphism j of L lifts to an automorphism ˆ of M∗ via
ˆ ([ f (l1, . . . , ln)]) = [ f ( j (l1), . . . , j (ln))].
Moreover, the map j 7→ ˆ is a group embedding of Aut(L) into Aut(M∗).
Proof. This result is an immediate consequence of the fact that every element ofM∗ can be written as [ f (l1, . . . , ln)]
for an appropriate choice of f ∈ F and l1, . . . , ln in L (note that ˆ is well-defined.) 
• For the rest of the paper, j 7→ ˆ will be as in Corollary 3.3.7.
If the ultrafilter U of Theorem 3.3.6 (and Corollary 3.3.7) is additionally F-Ramsey, then we can derive further
information about the manner in which the behavior of j ∈ Aut(L) is reflected in the behavior of ˆ ∈ Aut(M∗). In
order to do so, let us adopt the following definitions:
• Given a linear ordering (A, <) and X ⊆ A, a map f : A → A is expansive on X if x < f (x) for all x ∈ X .
• M is the set of elements of M∗ that are less than some element of M (note that M = M∗ for Kirby–Paris
ultrapowers, but M 6= M∗ for Skolem–Gaifman ultrapowers). It is well-known that
M c M e M∗.
Theorem 3.3.8. Suppose U is F-Ramsey and let I , L, and M∗ be as in Theorem 3.3.6.
(a) For every L-formula ϕ(x1, . . . , xn), and every (l1, . . . , ln) ∈ [L]n , the following two conditions are equivalent:
(i) M∗  ϕ(l1, l2, . . . , ln);
(ii) ∃H ∈ U such that for all (a1, . . . , an) ∈ [H ]n ,M  ϕ(a1, . . . , an).
(b) If j ∈ Aut(L) is fixed point free, then fix(ˆ ) = M.
(c) If j ∈ Aut(L) is expansive on L, then ˆ is expansive on M∗\M.
Proof. (a) This is an immediate consequence of Theorem 3.3.3 and part (b) of Theorem 3.3.6.
(b) Every automorphism of the form ˆ fixes each m ∈ M since F contains the constant map cm(x) = m. To see
that ˆ moves every element of M∗\M for a fixed point free automorphism j of L, suppose that
(1) [ f ( j (l1), . . . , j (ln))] = [ f (l1, . . . , ln)],
where [ f (l1, . . . , ln)] ∈ M∗. Since f ∈ F and U is F-canonically Ramsey, there is some H ∈ U and some
S ⊆ {1, . . . , n} such that for all sequences x1 < · · · < xn and y1 < · · · < yn of elements of H ,
(2) f (x1, . . . , xn) = f (y1, . . . , yn)⇐⇒ ∀i ∈ S (xi = yi ).
Moreover, since Hn ∈ Un , by part (a) of Theorem 3.3.8,
(3) f (l1, . . . , ln) = f (k1, . . . , kn)⇐⇒ ∀i ∈ S (li = ki ) for all l1 < · · · < ln and k1 < · · · < kn from L.
Coupled with (1), (3) shows that S = ∅. So f must be constant on H , thereby showing that [ f (l1, . . . , ln)] ∈ M , as
desired.
(c): Suppose j is an expansive automorphism of L. We wish to show that
(i) [ f (l1, . . . , ln)] /∈ M =⇒ [ f (l1, . . . , ln)] < [ f ( j (l1), . . . , j (ln))].
Let ki := j (li ) for 1 ≤ i ≤ n. We shall first establish (i) under the assumption that ln < k1, and then we shall explain
why the general case can be reduced to this special case. So suppose [ f (l1, . . . , ln)] /∈ M , and
l1 < · · · < ln < k1 < · · · < kn .
Assume to the contrary that the conclusion of (i) is false. Thanks to part (a), we know that [ f (l1, . . . , ln)] 6=
[ f (k1, . . . , kn)], therefore we are entitled to
(ii) [ f (l1, . . . , ln)] > [ f (k1, . . . , kn)].
(ii), together with Theorem 3.3.6(a) show that
{(i1, . . . , in) ∈ I 2n :M  ϕ(i1, . . . , i2n)} ∈ U2n ,
where






→ f (i1, . . . , in) > f (in+1, . . . , i2n)
)
.
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Coupled with the F-Ramsey property of U , this implies that there is some H ∈ U such that for any increasing
sequence a1 < · · · < an < an+1 < · · · < a2n from H ,
f (a1, . . . , an) > f (an+1, . . . , a2n).
For i = 1, . . . , n, let hi := the i-th member of H (in its natural ordering), and let m := f (h1, . . . , hn) ∈ M . Then for
all sequences a1 < · · · < an from K := H\{h1, . . . , hn},
m > f (a1, . . . , an).
But K ∈ U , and therefore K n ∈ Un , so by part (a) of the theorem,
m > [ f (l1, . . . , ln)].
This contradicts the assumption that [ f (l1, . . . , ln)] /∈ M , thereby concluding the proof of (i) for the special case
ln < k1. We now explain how to handle the general case, where the sets {l1, . . . , ln} and {k1, . . . , kn} might be
“entangled”. Let P := {l1, . . . , ln, k1, . . . , kn} and p := |P|. It is easy to see that
n + 1 ≤ p ≤ 2n.
We can relabel the elements of P in increasing order as c1 < · · · < cp. This relabelling gives rise to two increasing
sequences ( j1, j2, . . . , jn) and (s1, s2, . . . , sn) of indices between 1 and p satisfying
l1 = c1 = c j1 , l2 = c j2 , . . . , ln = c jn
and
k1 = cs1 , k2 = cs2 , . . . , kn = csn .
Using this relabelling we can express (ii) as ϕ(c1, . . . , cp), where
ϕ(x1, . . . , x p) := [ f (x j1 , . . . , x jn )] > [ f (xs1 , . . . , xsn )].
Therefore, by part (a) of the theorem, there is some H ∈ U such that
(iii) For any increasing sequence a1 < · · · < ap from H ,
f (a j1 , . . . , a jn ) > f (as1 , . . . , asn ).
The key observation is that starting with any sequence c ∈ [H ]n , we can find a finite sequence c1, c2, . . . , ct of
members of [H ]n such that for all 1 ≤ i ≤ t − 1, the following holds:
(A) The ordering relation between ci and ci+1 is the same as the ordering relation between the sequences (l1, . . . , ln)
and (k1, . . . , kn), and
(B) The last element of c1 is less than the first element of ct .
We elaborate on (A): it says that ci ∼ ci+1 holds, where the binary relation∼ between two members a = (a1, . . . , an)
and b = (b1, . . . , bn) of [H ]n is defined by decreeing a ∼ b to hold iff for all i and j in {1, 2, . . . , n},
ai ≤ b j ⇐⇒ li ≤ k j .
Therefore, by (iii),
f (c1) > f (c2) > · · · > f (ct ).
On the other hand, by the Ramsey property of U , H can be refined to K ⊆ H , with K ∈ U such that either:
(∗) f (a) < f (b) for any two sequences a = (a1, . . . , an) and b = (b1, . . . , bn) in [H ]n , with an < b1,
or
(∗∗) f (a) > f (b) for any two sequences a = (a1, . . . , an) and b = (b1, . . . , bn) in [H ]n , with an < b1.
The key observation above, coupled with (iii), shows that (∗) cannot be true. Therefore (∗∗) holds, and the general
case is reduced to the case considered at the beginning of the proof of part (c). 
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4. Iterated ultrapowers at work
4.1. Prelude: Embedding Aut(Q) into Aut(M)
The existence of a group embedding of Aut(Q) into Aut(M), whereM is a countable recursively saturated model
of PA, is a corollary of a deep theorem of Schmerl [35], which states that every countable recursively saturated
model with a definable β-function f (i.e., a function f coding finite sequences) is generated via f from a set of order
indiscernibles of any prescribed countable order type with no last element. In this section we provide an alternative
proof of the embeddability of Aut(Q) into Aut(M) that bypasses Schmerl’s theorem. The methodology of the proof
is quite important here since it anticipates the more elaborate proofs of the next sections.
Theorem 4.1.1. IfM is a countable recursively saturated model of PA, then there is a group embedding of Aut(Q)
into Aut(M).
Proof. By Theorem 2.2 there is a satisfaction class S ofM. Let F := (MM)(M ,S) (i.e., the family of function from
M to M that are parametrically definable in (M, S)). Recall that F isM-adequate by Proposition 3.1.2. Choose an
ultrafilter U on B(F) that is F-definable and form the Q-iterated ultrapower
(M∗, S∗) :=
∏
F , U , Q
(M, S).
By Corollary 3.3.7 Aut(Q) can be embedded as a subgroup of Aut(M∗, S), which itself is a subgroup of Aut(M∗).
The proof would be complete once we show thatM ∼=M∗. This is easy to see using Theorem 2.3 by observing:
(1) M∗ is countable,
(2) Theorem 3.3.6(a) shows that Th(M) = Th(M∗),
(3) S∗ is a satisfaction class forM∗ and thereforeM∗ is recursively saturated by Theorem 2.2, and
(4) SSy(M) = SSy(M∗) sinceM is end extended byM∗ by Theorem 3.3.6(d). 
Remark 4.1.2. If M = (M, <, . . .) is a countable ordered model, then Aut(M) can be embedded into Aut(Q).
To see this, observe that every countable linear order (M, <) can be embedded in such a manner in Q that every
automorphism of (M, <) extends to an automorphism of Q (this can be achieved by taking advantage of the fact that
Q is isomorphic to Q × Q). Since Aut(M) is a subgroup of Aut(M, <), it follows that Aut(M) can be embedded
into Aut(Q). IfM happens to be a recursively saturated model of PA, then as shown in [13, Theorem 4.4], there is
an embedding of Aut(M) into Aut(Q) whose image is dense in Aut(Q) (under its natural topology, whose basic
open subgroups of stabilizers of finite sets). However, it is known that Aut(Q)  Aut(M), since for example,
Aut(Q) is a divisible group (see [8]), but as shown in [21], Aut(M) is not. Indeed, as shown in [13, Theorem 4.7]
Aut(M) is not isomorphic to the automorphism group of any countable ℵ0-categorical structure with the small-index
property.
4.2. Schmerl’s conjecture
Schmerl has conjectured10 that the isomorphism type of every elementary submodel of a countable arithmetically
saturated modelM of PA can be realized as fix( j) for some automorphism j ofM. Kossak provided evidence for a
positive answer to this conjecture by showing that every countable arithmetically saturated model of PA has continuum
many nonisomorphic fixed submodels [19, Corollary 4.4] , and that every countable model of PA is isomorphic to a
fixed point set of some automorphism of some countable arithmetically saturated model of PA [19, Theorem 2.8].
Theorem 4.2.1 below strongly confirms Schmerl’s conjecture.
Theorem 4.2.1. Suppose M0 is an elementary submodel of a countable arithmetically saturated model M of PA.
There isM1 ≺ M withM0 ∼= M1 and an embedding j 7→ ˆ of Aut(Q) into Aut(M), such that fix(ˆ ) = M1 for
every fixed point free j ∈Aut(Q).
10 This conjecture first appeared in print in the guise of a question [19, Question 2.7], see also [24, Question 9] . I am grateful to Roman Kossak
for forcefully bringing this question/conjecture to my attention.
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Proof. By Proposition 3.1.2, F := (MN0 )M is an M0-adequate family. Choose an ultrafilter U on B(F) that isF-Ramsey. Consider the countable iterated ultrapower
M∗ :=
∏
F , U , Q
M0.
Recall that by Proposition 3.2.2(b), F-Ramsey ultrafilters are F-definable. We claim thatM∗ ∼= M. Here is where
Theorem 2.3 comes into play. Recall that by Theorem 3.3.6(d),
SSy(M∗) = SSy(M).
It remains to verify the recursive saturation ofM∗:
Lemma 4.2.2. M∗ is recursively saturated.
Proof. Suppose {ϕn(x, y) : n ∈ N} is a recursive set of formulas of LA such that for some parameter b ∈ M∗,
the type Φ := {ϕn(x, b) : n ∈ N} is finitely realizable in M∗. Choose f ∈ F and q1, . . . , qn in Q such that
b = [ f (q1, . . . , qn)], where n ≥ 1. Also choose f˜ ∈ M such f˜  Nn = f . In order to exhibit a realization of Φ, fix
a satisfaction S class forM, and let s be a nonstandard element of M for which S is s-correct. Consider the function
g˜ : [s]n → M defined in (M, S) by
g˜(a1, . . . , an) := µx ∀i ≤ an pϕi (x, f˜ (a1, . . . , an)q ∈ S.
Since (M, S)  PA∗, g˜ is coded in M. Let g := g˜  Nn . To see that g ∈ Fn , we need to verify that if
(a1, . . . , an) ∈ [N]n , then g(a1, . . . , an) ∈ M0. Note that for a fixed choice of a1, . . . , an in N, the above equation for
g˜ needs no reference to S, i.e.,
g˜(a1, . . . , an) = b ⇐⇒M  b = µx
∧
i≤an
ϕi (x, f˜ (a1, . . . , an)).
In particular, since there is some c ∈ M0 such that f (a1, . . . , an) = c, and g(a1, . . . , an) is defined inM from c, the
fact that M0 ≺ M assures us that g(a1, . . . , an) ∈ M0. It remains to show that [g(q1, . . . , qn)] realizes Φ. This is
easy to see, since for any fixed n0 ∈ N,
{i ∈ N : i ≥ n0}n ∈ Un . 
Going back to the proof of Theorem 4.2.1, let θ be an isomorphism betweenM∗ andM and letM1 be the image
ofM0 under θ . By Theorem 3.3.8(b) there is an embedding j 7→ ˆ of Aut(Q) into Aut(M∗) with the property that
fix(ˆ ) = M0 for every fixed point free j ∈ Aut(Q). The desired embedding j 7→ ˆ of Aut(Q) into Aut(M) is
therefore defined by
j 7→ θ ◦ ˆ ◦ θ−1. 
Remark 4.2.3. (a) As observed by the referee, the proof of Theorem 4.2.1 shows thatM1 is bounded inM iffM0
is bounded inM. In particular, ifM0 is tall, then one can arrangeM1 to be bounded or cofinal inM. Moreover, the
referee has observed that the strategy of the proof of Lemma 4.2.2 can be used to show that the ultrapower
∏
F , UM0
is recursively saturated (N.B., I = N here). This observation can be used to establish Lemma 4.2.2 since recursive




F , U , L
M0.
(b) In light of the fact that every countable recursively saturated model of PA has continuum many nonisomorphic
elementary submodels, Theorem 4.2.1 offers an alternative proof of the difficult half of part (e) of Theorem 1.1
dealing with the arithmetically saturated case.
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4.3. Maximal automorphisms
Clearly every definable element of a structureM is invariant under any automorphism ofM. It is also well-known
that if c is an undefinable element of a countable recursively saturated model M of any theory, then there is an
automorphism ofM that moves c. But, the existence of an automorphism that moves all undefinable elements of a
countable recursively saturated model of PA is a tall order, and as shown by Theorem 2.5, can only be arranged for
countable recursively saturated models of PA in whichN is a strong cut. Automorphisms that move every nonalgebraic
element of a given structure are dubbed “maximal” in the literature.11 Kossak and Schmerl [23] refined part (c) of
Theorem 1.1 by showing that every countable arithmetically saturated modelM of PA has a maximal automorphism
j that is expansive on the tail segment ofM that is above all the definable elements ofM. The following result, in
turn, generalizes the Kossak–Schmerl theorem.
Theorem 4.3.1. SupposeM is a countable arithmetically saturated model of PA and M0 is the collection of definable
elements ofM.
(a) There is an embedding j 7→ ˆ of Aut(Q) into Aut(M) with the property that fix(ˆ ) = M0 for every fixed point
free j ∈Aut(Q);
(b) Moreover, ˆ is expansive on M\M0 if j is expansive on Q.
Proof. This follows directly from the proof of Theorem 4.2.1 and parts (b) and (c) of Theorem 3.3.8 by choosingM0
to be the prime model of Th(M) (whose universe consists of the definable elements ofM). Note that if N  M and
N ∼=M0, then N =M0. 
4.4. Automorphisms that fix an initial segment
Recall from part (d) of Theorem 1.1, that ifM is a countable recursively saturated model of PA, and I is a proper
cut ofM, then there is an automorphism j ofM whose fixed point set is precisely I , provided that
I ≺strong M.
The converse of the above result is also true, as announced in [13]; see also [4, Lemma A.3]. Later Kossak [18]
showed that the automorphism j can be required to be expansive on M\I . We now establish a generalization of the
aforementioned results:
Theorem 4.4.1. Suppose I is a proper strong elementary cut of a countable recursively saturated modelM of P A.
(a) There is an embedding j 7→ ˆ of Aut(Q) into Aut(M) with the property that fix(ˆ ) = I for every fixed point free
j ∈ Aut(Q);
(b) Moreover, if j is expansive on Q, then ˆ is expansive on M\I .
Proof. Let A := SSyI (M),M0 be the model (I, X)X∈A of PA∗, and F be theM0-adequate family of all functions
from I to I that are parametrically definable inM0 (note that B(F) = A). Suppose S is a satisfaction class onM
and let SI := S ∩ I . Since I ≺ M, SI correctly computes the satisfaction predicate for all standard formulas with
parameters in I . Coupled with the strength of I in M, this shows that SI is a satisfaction class for I. Choose an
ultrafilter U on A that is F-Ramsey and form the iterated ultrapower
(M∗, X∗)X∈A :=
∏
F , U , Q
(I, X)X∈A.
By Theorem 3.3.8(b, c) there is an embedding j 7→ ˆ of Aut(Q) into Aut(M∗) with the property that fix(ˆ ) = I for
every fixed point free j ∈ Aut(Q), and such that ˆ is expansive on M\I for every expansive j ∈ Aut(Q). The proof
will be complete once we verify thatM andM∗ are isomorphic over I . By Theorem 2.2,M∗ is recursively saturated
11 An element c of a structureM in a language L is algebraic if there is a unary first order formula ϕ(x) ofL such that the solution set of ϕ inM
is finite and contains c. Note that ifM is linearly ordered, then any algebraic element is already definable and therefore maximal automorphisms
in this case are precisely those that move all undefinable elements. The study of maximal automorphisms in the context of general model theory
was initiated by Ko¨rner [17]. A recent contribution is by Duby [3].
A. Enayat / Annals of Pure and Applied Logic 145 (2007) 16–36 33
since S∗I is a satisfaction class forM∗. Moreover, SSyI (M) = SSyI (M∗) by part (d) of Theorem 3.3.6, which in turn
by Theorem 2.1 implies that I is strong cut of not onlyM, but also ofM∗. In particular I is N-coded from above in
neitherM norM∗. It follows from Theorem 2.4 thatM andM∗ are isomorphic over I , as desired. 
4.5. A generalization
In this section we establish a generalization of Theorems 4.3.1 and 4.4.1. In order to do so, we need to formulate a
key definition:
• Suppose I is a proper cut ofM. A subset X of M is I -coded inM, if for some c ∈ M , X = {(c)i : i ∈ I }, and for
all distinct i and j in I , (c)i 6= (c) j .
Clearly I is itself I -coded. It is also not hard to see that if M0 is the set of definable elements of a recursively saturated
modelM, then M0 is N-coded inM.
Theorem 4.5.1. Suppose I is a strong cut of a countable recursively saturated modelM of PA,M0 ≺M and M0 is
I -coded inM. Then,
(a) There is an embedding j 7→ ˆ of Aut(Q) into Aut(M) with the property that fix(ˆ ) = M0 for every fixed point
free j ∈ Aut(Q);
(b) Moreover, if j is expansive on Q , then ˆ is expansive on M\M0.
Proof. First observe that I ⊆ M0. To see this, consider X := I ∩ M0. Since by Theorem 2.1, (I, X) is a model of
PA∗, if I fails to be a subset of M0, then r := min(I\M0) exists. But then (r − 1) ∈ M0, which implies that r ∈ M0




F , U , Q
M0.
By Theorem 3.3.8(b, c) there is an embedding j 7→ ˆ of Aut(Q) into Aut(M∗) with the property that fix(ˆ ) = M0 for
every fixed point free j ∈ Aut(Q), and such that ˆ is expansive on M\M0 for every expansive j ∈ Aut(Q). Therefore,
to prove Theorem 4.5.1 it suffices to prove thatM∗ is isomorphic withM via an isomorphism that is the identity on
M0. In order to do so, we need to establish two central lemmas. Here is the first one, whose proof is an elaboration of
the Kossak–Kotlarski proof of Theorem 2.4.
Lemma 4.5.2. For any c ∈ M there is c∗ ∈ M∗ which satisfies the following two conditions:
(i) For all formulas ϕ(x, y) of LA, and all i ∈ I ,M  ϕ(c, i) iff M∗  ϕ(c∗, i).
(ii) ∀i ∈ I (c)i = (c∗)i .
Proof. We begin by observing that I is N-coded from above in neither M∗ nor M since I is strong in M, and by
Theorems 2.1 and 3.3.6(d) I is also strong inM∗. Coupled with Theorem 2.4 this yields the existence of c∗ ∈ M∗
that satisfies condition (i) of Lemma 4.5.2, but we have to work harder to obtain an element c∗ for which also (ii) is
true. Since by Theorem 2.2(b)M carries a satisfaction class, there is some r ∈ M that codes the 1-type of c inM over
I , i.e., r satisfies condition (#) below:
(#) For all formulas ϕ(x, y) of LA with the indicated free variables,
∀i ∈ I M  ϕ(c, i)↔ pϕ(x, i)q E r.
Since SSyI (M∗) = SSyI (M), we can fix some r∗ ∈ M∗ such that
{i ∈ I :M  i Er} = {i ∈ I :M∗  i Er∗}.
It is also clear that there is some f ∈ M such that ∀i ∈ I f (i) = (c)i . Therefore we can also fix some d ∈ M∗ such
that (d)i = (c)i for all i ∈ I . The following claim lies at the heart of the proof.
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Claim (∗). Let 〈ϕn(x, y) : n ∈ N〉 be a recursive enumeration of formulas of LA with precisely two variables. If
n0 ∈ N and i0 ∈ I , then
M∗  ∃x ∀n ≤ n0 ∀i ≤ i0
[(
ϕn(x, i)↔ pϕn(x, i)q E r∗
) ∧ (x)i = (d)i ] .
To see that the claim is true, fix n0 ∈ N and i0 ∈ I . Since I is closed under exponentiation, there is some rn0,i0 ∈ I
such that rn0,i0 codes
{pϕn(x, i)q ∈ I :M  pϕn(x, i)q E r, n ≤ n0, i ≤ i0}.
Therefore
(1)M  ∃x ∀n ≤ n0 ∀i ≤ i0
[(
ϕn(x, i)↔ pϕn(x, i)q E rn0,i0
) ∧ (x)i = (c)i ].
On the other hand, in light of the fact thatM0 is a common elementary submodel of bothM andM∗, we have
(2) (M, a)a∈M0 ≡ (M∗, a)a∈M0 .
Since {rn0,i0} ∪ {(c)i : i ∈ I } ⊆ M0, the claim follows immediately from coupling (1) and (2).
With Claim (∗) at our disposal, fix some k ∈ M∗ above I and for n0 ∈ N let g(n0) be defined inM∗ as:
max
{
i ≤ k : ∃x ∀n ≤ n0 ∀i ≤ k
[(
ϕn(x, i)↔ pϕn(x, i)q E r∗
) ∧ (x)i = (d)i ]} .
By Claim (∗), g(n0) /∈ I for every n0 ∈ N. Since I is not N-coded from above inM∗ there is some k′ with I < k′ ≤ k
such that
(3) ∀n0 ∈ N M∗  ∃x ∀n ≤ n0 ∀i ≤ k′
[
(ϕn(c, i)↔ pϕn(x, i)q E r∗) ∧ (x)i = (d)i
]
.
Finally, consider the following recursive type Σ (x) formulated in the language of arithmetic augmented with
parameters r∗, d and k′:
Σ (x) := {∀i ≤ k′ [(ϕn(x, i)↔ pϕn(x, i)q E r∗) ∧ (x)i = (d)i ] : n ∈ N} .
By (3) Σ (x) is finitely realizable inM∗. It is evident that the desired c∗ is any element of M∗ that realizes Σ (x). This
concludes the proof of Lemma 4.5.2. 
Lemma 4.2.2 assures us of the recursive saturation of M∗ when I = N. As far as we can see, M∗ need not be
recursively saturated when I 6= N for an arbitrary M0 ≺ M but, as shown in Lemma 4.5.3 below, the additional
information that M0 is I -coded allows us to establish the recursive saturation ofM∗.
Lemma 4.5.3. M∗ is recursively saturated.
Proof. The key observation is that there is an isomorphic copy A of M0 that is coded into SSyI (M). To see this,
consider the following sets ⊕ and ⊗ in SSyI (M):
⊕ := {〈i, j, k〉 ∈ I :M  (c)i + (c) j = (c)k};
⊗ := {〈i, j, k〉 ∈ I :M  (c)i · (c) j = (c)k}.
Let A := (I,⊕,⊗), and define ψ : M0 → I by ψ((c)i ) = i . Clearly ψ defines an isomorphism betweenM0 and A.
Furthermore, there is a satisfaction predicate SA for A in A := SSyI (M) because if S is a satisfaction class onM,
then
SA := {pϕ(x, i)q ∈ I : pϕ(x, (c)i )q ∈ S}
is a member of A and is a satisfaction predicate for A (note that by part (a) of Theorem 2.2 this implies thatM0 is
recursively saturated if I 6= N). Let FI be the family of functions from I into I that are parametrically definable in
(I, X)X∈A, and consider the iterated ultrapower
(I∗, X∗)X∈A :=
∏
FI , U , Q
(I, X)X∈A.
Since S∗A is a satisfaction class for A
∗ := (I ∗,⊕∗,⊗∗), and I ∗ 6= N, A∗ is recursively saturated by Theorem 2.2(a).
This immediately shows thatM∗ is also recursively saturated once we verify the following claim:
Claim . M∗ ∼= A∗.
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Recall that the elements of M∗ are of the form [ f (q1, . . . , qn)], where (q1, . . . , qn) ∈ Qn and f : I n → M0 with
f ∈ (M I0 )M, and the elements of I ∗ are of the form [g(q1, . . . , qn)], where (q1, . . . , qn) ∈ Qn and g : I n → I with
g ∈ FI . The desired isomorphism betweenM∗ and A∗ is given by the map pi : M∗ → I ∗ defined by
pi ([ f (q1, . . . , qn)]) := [ψ ( f (q1, . . . , qn))],
where ψ is the isomorphism between A andM0. 
We are now finally ready to show that there is an isomorphism θ :M→M∗ such that
∀i ∈ I (c)i = (θ(c))i .
Recall that I is N-coded from above in neitherM norM∗ (as observed at the beginning of the proof of Lemma 4.5.2).
In order to build θ we shall modify the first step in the proof of Theorem 2.4 by invoking Lemma 4.5.2 to define
θ(c) := c∗. By conditions (i) and (ii) of Lemma 4.5.2, the rest of the inductive proof of Theorem 2.4 can then be
carried out to yield an isomorphism θ betweenM0 andM∗ that is the identity on I . Note that for every i ∈ I ,




i = (c)i .
This shows that θ(a) = a for all a ∈ M0 and concludes the proof of Theorem 4.5.1. 
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