Ant-based sorting and ACO-based clustering approaches: A review by Jabbar, Ayad Mohammed et al.
Ant-based sorting and ACO-based clustering 
approaches: A review 
 
Ayad Mohammed Jabbar1, Ku Ruhana Ku-Mahamud2, Rafid Sagban3 
1College of Arts and Sciences, Universiti Utara Malaysia, Kedah, Malaysia 
2 Data Science Research Lab, School of Computing, Universiti Utara Malaysia, Kedah, Malaysia 
3 Computer Science Department, University of Babylon, Babylon, Iraq 






Abstract— Data clustering is used in a number of fields 
including statistics, bioinformatics, machine learning exploratory 
data analysis, image segmentation, security, medical image 
analysis, web handling and mathematical programming. Its role 
is to group data into clusters with high similarity within clusters 
and with high dissimilarity between clusters. This paper reviews 
the problems that affect clustering performance for deterministic 
clustering and stochastic clustering approaches. In deterministic 
clustering, the problems are caused by sensitivity to the number 
of provided clusters. In stochastic clustering, problems are caused 
either by the absence of an optimal number of clusters or by the 
projection of data. The review is focused on ant-based sorting and 
ACO-based clustering which have problems of slow convergence, 
un-robust results and local optima solution. The results from this 
review can be used as a guide for researchers working in the area 
of data clustering as it shows the strengths and weaknesses of 
using both clustering approaches. 
Keywords— Data mining; Data clustering; Swarm intelligence; 
Optimization based-clustering; Ant Colony Optimization. 
I.  INTRODUCTION  
Clustering is an unsupervised learning approach to discover 
homogeneous groups [1]. In general, clustering approaches are 
classified into stochastic and deterministic clustering 
approaches. The differences between both approaches are 
broad. However, they also share some common characteristics 
and problems that need to be solved. Valuable characteristics 
from both approaches can be used to produce a powerful 
clustering approach [2]. The deterministic approach can be 
classified into hierarchical and partitional approaches [3]. 
Partitional clustering includes density-based clustering, grid-
based clustering and model-based clustering, whereas a 
hierarchical clustering approach can be classified into divisive 
and agglomerative approaches. The stochastic approach 
employs metaheuristic algorithms to produce enhanced 
solutions for optimization. However, the aim of any clustering 
approach is to construct clusters that are compact, connected 
and separated. Compactness is related to intra-cluster 
similarity. Intra-cluster similarity determines the degree of 
similarity among data objects in each cluster. Compactness has 
two main measurements, namely point-based and edge-based 
measures. The representative measures the similarity in each 
cluster based on the distance between each point within a 
cluster and its centroid. A spherical cluster is produced when a 
number of clusters is given a priori [4, 5]. The edge-based 
measurement employs distances between pairwise points 
within a single cluster, including pairwise distance total 
summation and connected graph maximum length. This 
measurement is suitable in clustering datasets formed in 
different densities. Connectivity measures the relation between 
points based on point neighbors. Connectivity assumes those 
points are related to the same neighbors of points, so each point 
is assigned to a neighbor of the same cluster. Separation 
presents dissimilarity between each cluster as inter-cluster 
dissimilarity, which indicates the amount of dissimilarity for 
each cluster regarding objects within each single cluster. The 
total inter-cluster shows how much the clusters are different 
and located far from each other.  However, using a 
deterministic approach or stochastic approach in achieving 
compactness, connectedness and well-separated clusters means 
producing clusters that contain objects that are similar to each 
other within clusters and clusters that are separated sufficiently. 
Thus, high-quality clusters can be obtained. 
II. CLUSTERING PROBLEMS AND PERFORMANCE  
Determining the optimal number of clusters plays an essential 
role for the performance of clustering. Clustering approaches, 
such as deterministic approaches, require a user interaction and 
corporation of prior knowledge about the shape and number of 
clusters [6]. The deterministic algorithm experiences 
difficulties in obtaining a global optimal solution due to various 
reasons including random initial centroid selection, wrong 
number of clusters provided by a user and high-dimensional 
space problem [7]. The selected initial centroids and number of 
clusters are sensitive, thereby results are un-robust because 
they initialize different numbers of clustering and different 
initial centroids lead to different results [8]. However, in 
deterministic approaches, getting an optimal number of clusters 
is a general problem in every clustering approach. For 
example, partition clustering approaches are sensitive and 
require the number of clusters as a predefined value [9, 10]. In 
density-based clustering approaches and model-based 
clustering, an optimal number of clusters is a critical value 
produced via algorithm parameter selection [11]. In grid-based 
clustering, the size of the grid affects the number of clusters 
produced. Hierarchical clustering does not require a prior 
number of clusters, which is the drawback of partition 
clustering, but it fails to determine the final cut of hierarchical 
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trees, which produce the optimal number of clusters [12]. Table 
I summarizes the performance of the clustering technique. It 
can be seen that more advantages can be obtained using 
hierarchical clustering techniques and optimization-based 
clustering approaches, which can lead to good performance, 
while other techniques should be given less priority because of 
their disadvantages. 
TABLE I.  PERFORMANCE OF CLUSTERING TECHNIQUE  
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i) No need of a priori 
information. 
 ii) Includes strategies to 
avoid the local optima 
problem. 
 iii) Deals efficiently 
with high 
dimensionality problem. 
i) Results based on 
projection of data. 
ii) Results based on 
objective function. 
 
       Regardless of the placement of the problem in the 
deterministic approach, the stochastic approach via 
optimization-based clustering is relatively different. It induces 
the power of optimization to work with any dataset with no a 
priori information. The partition of clustering is conducted only 
if the clustering criterion is optimized. Experimental results of 
this approach are generally better than deterministic 
approaches. It includes strategies to avoid the local optima 
problem and deals efficiently with high dimensionality [13]. 
The optimization approach performs better than the 
deterministic approach because the clustering task is 
considered as an optimization problem where an optimal 
solution is searched. The objective function is to group similar 
objects and achieve high similarity among objects within a 
cluster and low similarity between clusters. The optimization 
approaches are classified into three:  exact, estimation, and 
approximation [13]. The exact algorithm can produce an 
optimal solution to any optimization problem within an 
instance depending on the run time. Unfortunately, the exact 
algorithms require exponential time, especially with hard 
optimization problems (NP-hard) [14]. The estimation 
approach does not guarantee an optimal solution because the 
approach produces results based on a predefined range of 
inputs. The approximate algorithms may not find an optimal 
solution but, in practice, they are often able to find good 
solutions, albeit possibly suboptimal, in a relatively short time. 
The approximate algorithms can be classified as either 
heuristics algorithms or metaheuristics algorithms [14]. The 
heuristics algorithm rather than classic method is preferable for 
solving optimization problems because it takes a shorter time 
[15]. It is applied when the exact method is too slow and when 
the optimal solution is too difficult to obtain. The heuristics 
algorithm depends on the problem by applying exhaustive 
search that evaluates all possible solutions. The metaheuristics 
algorithm is a generalized, high-level problem with 
independent methods that can be applied to a wide range of 
problems. It is a framework used to control the heuristics 
method [16]. In the literature of metaheuristics, different ways 
are used to classify and describe the algorithms [16, 17]. 
Researchers classify them as nature- versus non-nature-
inspired, population-based versus single point search, dynamic 
versus static objective function, one versus various 
neighborhood structures and memory usage versus memory-
less methods [17]. The major difference between them is that 
the single solution, such as tabu search and simulated annealing 
(SA), produces results based on modifying and improving a 
single candidate solution, whereas the population-based 
solution, such as swarm-based algorithm and evolutionary 
algorithm, are frequently used to improve multiple candidate 
solutions. The advantages of these choices are their suitability 
and robustness for large problems [18]. Exploration and 
exploitation are the key algorithmic components of the 
metaheuristic algorithm [19, 20]. Exploration is a global search 
space that produces diverse solutions while exploitation 
generates information based on the regions exploited in the 
search on the local region [21]. However, any optimization 
approach can successfully solve any problem when the balance 
between the two components is optimal [22, 23]. Optimization-
based clustering, applied successfully to solve the clustering 
problem in different optimization problems, includes Genetic 
Algorithm (GA), Particle Swarm Optimization (PSO), 
Artificial Bee Colony (ABC), Simulated Annealing (SA), 
Firefly (FA) and Ant Colony Optimization (ACO); hybridized 
with external heuristic algorithms includes K-means, 
agglomerative and bisect K-means algorithm. This integration 
carries the advantage of providing information about the 
clusters, such as the number of clusters and cluster shape. 
       In the literature, the number of clusters is determined 
automatically using a predefined range of clusters by 
employing an estimation approach [19]. PSO is integrated with 
K-means to improve the clustering performance. PSO searches 
the optimal number of clusters in a range of clusters and, later, 
K-means adjusts the generated centroids of each particle. The 
proposed algorithm outperforms the deterministic algorithm in 
terms of accuracy, cost and time but is highly time consuming.  
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       Perim et al. [24] presents two initialization methods which 
improves the SA search algorithm by finding close optimal 
solutions. Deterministic and stochastic procedures, namely 
PCA-Part and K-means++, are hybrids of the SA algorithm. 
These methods are used for choosing the initial solution of SA. 
PCA-Part generates good results and K-means++ produces 
solutions close to the global optima. PCA-Part is a hierarchical 
approach based on the PCA technique minimizing the sum 
square error (SSE) between the elements in each iteration. K-
means++ randomly select elements as the initial centroid and 
iteratively select the other centroids based on the SSE between 
elements. The proposed method performs better than K-means 
and the classical SA algorithm. Phanendra et al. [25] use SA to 
select optimal initial seeds as inputs of the K-means algorithm 
instead of randomly selecting initial seeds. This hybrid method 
outperforms the standard k-means algorithm.   
       Pelleg et al. [26] enhance K-means by estimating a range 
of clusters instead of a fixed number. The algorithm starts with 
the lower estimated range value and keeps tracking until 
reaching the upper estimated range value. During this process, 
the algorithm records the best centroids based on the obtained 
score. The results show an improvement in terms of quality 
compared with the standard K-means algorithm. Rahman et al. 
[27] propose a hybrid algorithm comprising a genetic algorithm 
(GA) and K-means algorithm. This hybrid can generate high-
quality clustering solutions and prevent the local minima issue. 
GA automatically finds the right number of clusters through 
the clustering process and then obtains centers used as initial 
seeds in the K-means algorithm. The proposed algorithm 
utilizes an initial population selection technique systematically 
to select chromosomes in a deterministic and random way. The 
idea of a deterministic and random technique increases the 
exploration of ultimately good quality genes. The experiments 
show better results when compared to standard K-means 
algorithm and GA algorithm.   
       The major problems in the deterministic approach and 
hybrid algorithm are bad random initial centroid, selecting the 
right number of clusters and high-dimensional data, which 
cause slow convergence and local optima solutions. The hybrid 
algorithm produces an enhanced solution, but is constrained by 
the deterministic clustering approach. Thus, the optimization-
based clustering approach is a unique way to produce better 
solutions. 
III. ANT ALGORITHMS AND THEIR APPLICATION TO 
CLUSTERING 
 Swarm Intelligence (SI) is the collective behavior of natural or 
artificial decentralized, self-organization,  which aims to utilize 
the collective behavior of social insects in solving optimization 
problems [28, 29]. Two main approaches, classified as ant-
based sorting and ACO-based clustering, exhibit major 
differences in dealing with the clustering problem [30].  Ant-
based sorting is inspired by the clustering of cemetery, larvae 
sorting [31] and colonial odor [32]. ACO-based clustering, 
inspired by the foraging behavior of real ants looking for food 
[33, 34], has been presented based on different natural 
behaviors. The first is based on concept aggregations which 
reflect the ability of ants to aggregate objects and aggregate 
themselves. This is the main key in this clustering approach. 
This concept has been  investigated in Lasius niger ants by 
Chrétien [35], Pheidole pallidula ants by Deneubourg et al. 
[31] and brood sorting by Franks and Sendova [36]. This 
concept is later developed as a model presented in the form of 
the population of ants scattered into a 2D grid to perform 
clustering by picking up or dropping off objects in different 
regions. This model represents the original Standard Ant 
Clustering Algorithm (SACA). The typology is then extended 
to another model inspired by the aggregation of ants towards 
safer areas, where ants depart their locations searching for safer 
regions, which reflects self-aggregation. The safe region is an 
area which contains ants that share high amounts of 
similarities. Algorithms classified under this type are called 
self-aggregation within a 2D grid. Further extension of self-
aggregation is inspired from an important concept known as 
stigmergy. This concept is modeled as an aggregation of 
pheromones that cause the conglomeration of ants, or 
clustering behavior. The stigmergy adopted in SACA reflects 
when ants move from one location to another based on changes 
in pheromones from its current cell towards the most likely cell 
it can travel to. The algorithm is classified under the concept 
known as ant aggregation through pheromone in a 2D grid. The 
final model was inspired from the idea of colonial or “Gestalt” 
odor theory. The ants can determine an ant nest based on odor 
of the colony. Odor colony membership is the key to the 
clustering process.  
       The ACO-based clustering models mentioned above are 
inspired from the foraging behavior of real ants looking for 
food.  Algorithms that belong to this category require the ants 
to deposit an amount of pheromone on the graph structure 
which represents the problem that needs to be clustered. It 
encourages other ants to increasingly choose edges with higher 
pheromones.  This category includes several approaches such 
as single objective, multi-objective, multi-colony and multi-
pheromone implementations using ACO. The problem of 
clustering can be solved based on two predominant approaches 
classified as either an optimal assignment problem or clustering 
within a graph problem. 
IV. ANT-BASED SORTING VERSUS ACO-BASED 
CLUSTERING APPROACHES 
The main difference between both approaches is that the ACO-
based clustering treats the clustering problem as an 
optimization task, whereas in ant-based sorting is defined as an 
implicit objective function [3]. Ant-based sorting may result in 
too many clusters as objects may be left alone in the 2D grid 
and objects can still be carried by ants when the algorithm run-
time stops [37]. Therefore, other algorithms can be combined 
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to minimize categorization errors. In ACO-based clustering, an 
ant contacts an indirect connection that helps the ants 
communicate with one another [38]. Communication is 
undirected and performed through pheromone substance [39]. 
However, both approaches suffer from drawbacks which 
include slow convergence, premature convergence and rough 
clustering with the risk of staying in local optima. Table II 
depicts the comparison of both approaches. 
TABLE II.  ACO-BASED CLUSTERING  VERSUS ANT-BASED SORTING   
ACO-based clustering Ant-based sorting 
Clustering is explicitly defined Clustering is implicitly defined 
Pheromone is an essential 
component 
Pre-processing is essential and 
highly required 
Low time consumption High time consumption 
Post processing is not required Post-processing is highly required 
Most algorithms require pre-defined 
knowledge (for optimal assignment 
problems) 
Most algorithms require pre-
defined knowledge 
Clustering is based on foraging 
behavior 
Clustering is based on several 
behaviors which include 
cemetery, larvae sorting and 
colonial odor 
Ant movement is probabilistic Ant movement is random. 
Less sensitivity to its parameter 
selection 
Very sensitive to its parameter 
selection 
Free data is forbidden  Produces free data 
Clustering problem is modelled as 
graph structure 
Clustering problem is modelled as 
2D grid structure or as chains of 
objects 
 
     In both approaches, clustering is performed based on 
different representative including data point-to-cluster 
assignment, cluster representatives, direct point-agent matching 
and search agent. In data point-to-cluster assignments, each 
agent has knowledge about the number of clusters and assigns 
each data object based on similarity to its appropriate cluster. 
This representative use in both approaches when the problem 
of clustering is considered as an optimal assignment problem. 
The number of clusters is known while the centroids are 
iteratively adjusted until optimization of the centroid (central 
point) is reached. In cluster representation, the agent is 
represented as the center of each cluster. In direct point-agent 
matching, each agent corresponds to one data object. This 
repressive method is commonly used in ant-based sorting, 
where the number of agents is equal to the number of objects. 
Thus, the algorithm achieves worse performance when the size 
of the dataset is high. In search agent, there is no matching 
between data objects and agent. Thus, the number of agents 
does not necessarily equal the number of objects. Each agent 
searches in the search space to construct a clustering solution 
based on the probabilistic model. ACO-based clustering 
involves a search agent while ant-based sorting can represent 
the other reprehensive. The summary of the representations is 
indexed according to years as depicted in Figures 1 and 2. 
 
 
Fig. 1.  Distribution of agent representation research over a time period 
 
Fig. 2.  Distribution of ant-based sorting versus ACO-based clustering research 
over a time period 
     Ant-based sorting performs clustering on a 2D grid structure 
containing sets of objects. Those objects are randomly 
projected into the grid [40].This random projection is a major 
impediment causing low similarity, multiple objects which 
belong to the wrong cluster and production of excessive 
clusters. These disadvantages have led researchers to 
combination with other algorithms. On contact, ACO-based 
clustering performs clustering with no attention to the way 
objects’ projection is formed. Thus, its combination with other 
algorithms is not fundamental but may improve results. Initial 
centroid selection of ant-based sorting is critical depending 
upon the results of the projection of objects, where the 
similarity of objects in the local neighborhood is low, leading 
to difficulty in selecting or discovering the best initial centroid. 
This situation affects the efficiency of the algorithm and 
convergence speed, especially when similar objects are located 
in different clusters [41]. Occasionally, imbalanced dataset 
classifications may occur where similar data objects are 
projected into different areas  on the grid [42, 43]. This makes 
the algorithm unable to compile data correctly and in a timely 
manner, thus an additional pre-processing step increases the 
similarity between objects before performing clustering. 
Kernel principal component analysis (KPCA) is 
employed to minimize the degree of randomness [41]. KPCA 
extracts efficient features from a dataset to be linearly 
modelled. Extracted features will then perform in the feature 
space using ant-based sorting. Objects that are close in the 
feature space are also close in the projection plane. Therefore, 
objects in the local neighborhood become highly similar and 
running time is significantly reduced. However, KPCA suffers 
from robustness when outliers are presence in a dataset [44]. A 
similar technique, based on kernel entropy component analysis 
(KECA) [45], was employed to deal with the problem of  initial 
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centroid selection. KECA, in the initial projection stage, can 
modify random projections by extracting features with a 
distinct angular structure. It can reveal cluster structure and 
information about the underlying labels of the data [46]. The 
similarity measure is calculated as previous work by the kernel 
function based on Euclidean distance. Both KECA and KPCA 
methods produce high-dimensional data especially on large 
datasets. Memory issues and imbalance classification problems 
are notably difficult in these methods [47]. In recent years, data 
have progressively increased. DBSCAN [48] is an algorithm of 
density-based clustering suffering from high dimensionality 
problems when datasets contain different levels of densities. 
DBSCAN has poor memory and is unable to handle clusters 
with different shapes when poor parameters are selected. To 
solve the problem of high dimensionality, partitioning-based 
DBSCAN algorithm (PDBSCAN) is proposed for a large 
dataset. In this algorithm, the dataset is partitioned into small 
partitions. Each small part is processed by the DBSCAN 
algorithm and then merged to one dataset. However, 
PDBSCAN remains sensitive to data because it is processed 
based on the results of partitioning. Jiang et al. [49] propose a 
hybrid algorithm to solve the problem of sensitive initial 
parameters in both DBSCAN and PDBSCAN. This hybrid 
algorithm performs clustering based on dimensional size. The 
proposed algorithm employs two more algorithms, namely 
point density (PD) and modified ant-based sorting partitioning 
algorithm (PACA). For 2D data, the algorithm uses PD to 
partition data directly based on the k-means algorithm. In 
multi-dimensional data, the algorithm will partition data with 
the PACA algorithm. PD is used to partition the dataset based 
on the value of density using the k-means algorithm. The 
PACA algorithm deals with multi-dimensional data based on 
hybrid PD with ant-based sorting. The ant-based sorting 
algorithm is used to present multi-dimensional data on a 2D 
grid. PD is then employed to calculate and partition the objects. 
However, using a k-means algorithm with high-dimension data 
results may cause a local optima solution.       
      Subhadra et al. [43] propose a post-pruning step on results 
produced by ant-based sorting after a number of iterations. 
Using post-pruning finds some non-member objects located in 
different, wrong, clusters. Determining those non-members and 
redistributing them will produce better results and less running 
time. However, high-dimension is the main drawback with this 
proposed algorithm. Gao [50] proposes a data combination 
mechanism to improve ant movement in ant-based sorting. The 
results are more robust compared to standard ant-based sorting. 
       An efficient splitting rule is proposed to the redistributed 
data object after a number of iterations. Those objects occupy 
dropping regions for other members and are surrounded by 
other members, thus ant-based sorting addresses those objects 
[42]. Another technique uses parallelization to solve the 
problem of high dimensionality with Hadoop technology [51]. 
The map function splits a dataset into a set of groups, and the 
results are produced by a reduced function. However, the main 
criterion to measure the quality of clustering is not discussed 
in detail in this work. The said methodology does not explain 
how a dataset is separated.   
Hybrid ant-based sorting with k-means algorithm is proposed 
to improve ant-based sorting clustering results.  Ant-based 
sorting produces a clustering process with free data. The free 
data is individual data located in a 2D grid without processing 
by the algorithm. K-means algorithm, used for post-
processing, minimizes the error iteratively. [52]. However, 
ant-based sorting produces random movements which may 
result in incorrect initial centroids. Thus the k-means 
algorithm also produces local optima solutions. Similar 
research proposes a hybrid method to improve the 
convergence of ant-based sorting. The presented algorithm 
combines the characteristics of ant-based sorting which are 
stochastically and exploratory and k-means algorithms [53]. 
Modification is done by frequently applying both algorithms 
in sequence stages with mandatory conditions. The condition 
controls the movement of ants on the grid. The experimental 
results indicate that the presented algorithm outperforms other 
clustering methods including K-means, PSO and ant-class 
algorithms. Another piece of research proposes a new 
algorithm called (FCACA) with a new modification of the 
original ant-based clustering objective function. The 
modification improves the convergence algorithm [54]. The 
evaluated algorithm showed less complexity than the original 
SACA algorithm.  
Ghosh et al. [55] present an aggregation of pheromone 
density. Ant movements, governed by the deposited 
pheromone intensity, are aggregated at different points of the 
search space by other ants. The movement of ants will form 
homogenous groups. Although this method achieved good 
results compared to others, it produced more than the desired 
number of clusters. Another similar study improved ant 
movements based on intelligent behavior [56]. The presented 
algorithm called (FlyAntClass) contains additional behaviors 
inspired from birds and spiders to control ant movements.  
Ant colony optimization with different favor (ACODF) is 
the first ACO-based clustering algorithm established by Tsai 
and his colleagues [57]. Several strategies applied include: 
differently favorable ants to solve the clustering problem, the 
algorithm adopts the SA algorithm concept for decreasing the 
number of ants iteratively and increases exploration using a 
tournament selection technique. Shelokar et al. [58] were 
pioneers in introducing an ACO-based clustering algorithm as 
presented in the original Dorigo framework to perform 
clustering as an optimization problem. The algorithm mainly 
relies on pheromone trails only as guides for ants to construct 
clustering based on a pre-defined number of clusters provided 
by the user. However, the local optima solution easily occurs 
because the algorithm depends on pheromones only. Kao and 
Cheng extend the Shelokar algorithm by introducing dynamic 
cluster centers, namely ACOC [59]. The ACOC algorithm 
mainly relies on pheromone information and heuristic 
information in constructing a clustering solution instead of only 
using pheromone information. However, the algorithm is better 
than the Shelokar algorithm in terms of accuracy but involves 
longer computation time than k-means algorithms as well as 
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needing a given number of clusters. Thus, convergence is 
premature, and the algorithm is easily trapped in local optima. 
Another extended study proposed a new algorithm combining 
the ACOC algorithm with spectral Laplacian called (SACOC). 
The new algorithm generates a new search space, producing 
more robust results [60]. The algorithm showed better results 
when evaluated against ACOC and k-means algorithms. 
However, the algorithm requires pre-defined numbers of 
clusters and suffers from memory consumption and running 
time. 
ACO-based clustering employs the multi-objective function in 
clustering problems [61]. The ant algorithm, which consists of 
two colonies, works in parallel and contains one objective 
function in each colony. The number of clusters must be input 
by the user, as in the Shelokar and ACOC algorithm. 
Evaluation of this proposed algorithm was not comprehensive. 
Furthermore, time complexity is high. A study on ACO-based 
clustering using the multi-objective function in clustering, 
without requiring external knowledge about the dataset, 
number of clusters and density of clusters, was performed [3]. 
Adjusted compactness and relative separation are two different 
objective functions employed in this study. However, the 
proposed work has shortcomings in terms of time complexity 
and handling noise data. The Medoid-based ACO Clustering 
Algorithm (MACOC) which is an extension of the ACOC 
algorithm is proposed. MACOC is medoid-based instead of 
centroid-based which improves the algorithm to be more robust 
in the presence of noise [62]. The algorithm exceeds ACOC 
algorithm performance but suffers from sensitivity for a pre-
defined number of clusters.  
     To the best of our knowledge, no study has compared the 
performance of all ant-based clustering approaches. 
Comparison that has been performed and reported is based on 
individual work with one or two clustering approaches [58].  
Several works consider the Shelokar dataset as a benchmark 
dataset in conducting their studies on ACO-based clustering 
[59, 60– 62]. 
V. CONCLUSION  
This paper has presented a review of research on clustering 
which includes a deterministic and stochastic approach. The 
review highlights the two classes of swarm-based clustering 
algorithm: ant-based sorting and ACO-based clustering. 
Studies have been focused on improvement of the algorithms 
and issues that have been studied include slow convergence, 
local optima and low similarity, explored as limitations in both 
approaches. The review concludes that limitations are caused 
by several problems which include random projection of data, 
bad initial centroids and pre-assigning of an inappropriate 
number of clusters. Studies in the suggested areas can push the 
boundaries of knowledge in achieving more optimal clustering 
results. Optimal clustering results can be determined by 
establishing an explicit objective function which considers the 
search space as clustering within a graph and not clustering as 
a search for optimal assignment, which is the major issue in 
the swarm-based clustering algorithm. 
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