ABSTRACT. Let A and B be selfadjoint operators in a Krein space and assume that the resolvent difference of A and B is of rank one. In the case that A is nonnegative and I is an open interval such that σ (A) ∩ I consists of isolated eigenvalues we prove sharp estimates on the number and multiplicities of eigenvalues of B in I. The general result is illustrated with eigenvalue estimates for singular indefinite Sturm-Liouville problems.
INTRODUCTION
Rank one and finite rank perturbations of selfadjoint operators in Hilbert spaces have been considered in various papers and in many applications in theoretical physics, e.g. in the investigation of singular perturbations in quantum mechanics, see [1, 2, 3, 11, 12, 25, 30, 31, 34, 36, 50, 61] . It is well known that an n-dimensional selfadjoint perturbation of a selfadjoint operator preserves the essential spectrum and changes the spectral multiplicity by at most n, that is, for a bounded interval I ⊂ R and (in general unbounded) selfadjoint operators A, B in a Hilbert space H such that is of rank n for some λ 0 ∈ ρ(A)∩ρ(B), the dimensions of the spectral subspaces of A and B corresponding to the interval I differ at most by n, and this estimate is sharp. In particular, if I ⊂ ρ(A) then I contains at most n eigenvalues of B counted with multiplicities.
In the general non-selfadjoint case rank one and finite rank perturbations preserve the essential spectrum but precise results on the number and multiplicity of the discrete spectrum do not exist. Without further assumptions on the structure of the operators or the rank one perturbation the number of eigenvalues in a given interval can change arbitrarily, see [49, Theorem 1] . If the operators A and B under consideration are not selfadjoint in a Hilbert space but still selfadjoint in a Krein space, then several results on finite rank perturbations of different classes of operators exist; cf. [4, 5, 6, 8, 14, 24, 28, 38, 39, 40, 41] . However, these perturbation results are typically of qualitative nature and do not contain explicit bounds or estimates on the number and multiplicities of eigenvalues after the perturbation. In the matrix case we refer to [57, 58, 59] where so-called generic perturbations were investigated and in [60] some estimates and bounds in the case of a Pontryagin space are given.
Our main objective in this paper is to obtain sharp bounds for the number and multiplicities of eigenvalues in the following Krein space perturbation problem: We assume that A and B are selfadjoint with respect to some indefinite inner product [·, ·] , that A is nonnegative with respect to [·, ·] , and that the perturbation (1.1) is of rank one. In that case B is either nonnegative (κ B = 0) or the form [B·, ·] has one negative square (κ B = 1). Let I be an open interval such that all spectral points of A in I are isolated eigenvalues and poles of the resolvent of A; here also eigenvalues of infinite multiplicity are allowed. In this setting our first main result (Theorem 3.5 below) states: The difference of the number n A (I) of distinct eigenvalues of A in I and the number n B (I) of distinct eigenvalues of B in I can be estimated by the number n A,B (I) of common eigenvalues of A and B in I, and a correction term which is at most 3. The correction term depends on the fact whether 0 is in the interval I and whether the operator B is nonnegative (κ B = 0) or has one negative square (κ B It is remarkable that all the above estimates turn out to be sharp: There exist operators A and B (which are in fact matrices) such that the inequalities in (i) and (ii) become equalities. Moreover, we mention that the above estimates imply that the finiteness of the number of distinct eigenvalues of A in a gap of the essential spectrum is preserved under a one dimensional perturbation. This is a special case of a more general result from [14] . Our second main result are estimates of the total algebraic multiplicities m A (I) and m B (I) of the eigenvalues of A and B in I. This leads to the following estimates in Theorem 3.9 on the multiplicities of the eigenvalues which complement the results in Theorem 3.5 on the number of distinct eigenvalues: Here, at the possible eigenvalue 0, Jordan chains of A and B may occur which makes the analysis more involved. In Theorem 3.8 we show that the dimension of the root subspaces of A and B at 0 differ at most by two, that is,
and that this estimate is sharp. We emphasize that the sharp estimates in Theorems 3.5, 3.8, and 3.9 are also new for the case of matrices.
The paper is organized as follows. After the introduction, we recall some definitions in Section 2 and then provide a useful Krein type formula for the resolvent difference of two selfadjoint operators A and B in a Krein space which differ by a rank one operator. Here the resolvent difference is expressed in a rank one perturbation term with a scalar Weyl or Q-function M A . Roughly speaking the poles (zeros) of M A coincide with the isolated eigenvalues of A (B, respectively). In the rest of Section 2 we explore the connections between the sign types of the isolated spectral points of A and B, and the behaviour of the function M A at its poles and zeros. In Section 3 the special case of a nonnegative operator A is investigated. This naturally leads to the function classes in Definition 3.2 studied by two of the authors in [15, 16] . After some preparations in Section 3.1, we state and prove the main results Theorem 3.5 and 3.9 and some special cases in Sections 3.2-3.4. The proof of Theorem 3.8 on the multiplicity of the eigenvalue 0 requires different techniques and is given in Section 3.5. Section 3.6 contains some simple matrix examples which illustrate the sharpness of the estimates in Theorem 3.5 and Theorem 3.9. In Section 4 we show how our general eigenvalue estimates can be applied to indefinite singular SturmLiouville problems. We consider the situation where the associated operator is nonnegative in an L 2 -Krein space and, in this specific situation, the estimates from Section 3 can be slightly improved and lead to a generalization of [13, Theorem 4.1] . In particular, this also includes the so-called left definite Sturm-Liouville problems where the associated operator is uniformly positive in an L 2 -Krein space; cf. [13, 17, 18, 19, 21, 22, 42, 44, 45, 46, 62] for related work on left definite problems. 
RANK ONE PERTURBATIONS AND SIGN TYPES OF EIGENVALUES
For the general theory of Krein spaces we refer the reader to the monographs [7, 20] . Let A be a selfadjoint operator in the Krein space (K , [·, ·] ). We denote the point spectrum by σ p (A), the spectrum by σ (A) and the resolvent set by ρ(A). The root subspace
The elements of a Jordan chain are linearly independent. The first n − 1 elements of a Jordan chain of length n form a Jordan chain of length n − 1. In the sequel the following simple observation will be used frequently: Let {x 0 , x 1 } be a Jordan chain of a selfadjoint operator A at some real eigenvalue λ of length 2. Then we have
hence the eigenvector x 0 is a neutral vector in (K , [·, ·]). A real isolated eigenvalue λ of A is called of positive (negative) type if all its corresponding eigenvectors are positive (negative, respectively). In this case we write λ ∈ σ ++ (A) (λ ∈ σ −− (A), respectively). Observe (see (2.1)) that for an isolated eigenvalue of positive or negative type there is no Jordan chain of length greater than one, that is, L λ (A) = ker (A − λ ), and the resolvent of A has a pole of order one in such a point. We mention that the notion of spectral points of positive and negative type can be extended to non-isolated eigenvalues and points in the continuous spectrum; cf. [37, 53] .
2.2.
Rank one perturbations and sign types of isolated eigenvalues. In the following let A and B be selfadjoint operators in the Krein space
holds for some (and hence for all) λ 0 ∈ ρ(A) ∩ ρ(B). We express the difference of the resolvents of A and B with two scalar functions which can be viewed as Weyl functions or Q-functions corresponding to A and B, see [54] for the concept of Q-functions and, e.g., [8, 55] for similar considerations. 
Proof. We make use of the theory of boundary triplets and their γ-fields and Weyl functions; cf. [23, 26, 27] . Consider S = A ∩ B, which is a (possibly nondensely defined) closed symmetric operator in (K , [·, ·]) of defect one. As in [12, Corollary 2.5] it follows that there exists a boundary triplet {C, Γ 0 , Γ 1 } for the adjoint S + such that A = S + ker Γ 0 and B = S + ker Γ 1 . Let γ and M be the corresponding γ-field and Weyl function, and define ϕ A := γ(λ 0 ). From the property γ(
we see that γ A = γ holds. Moreover, M A := M satisfies the formula in (i). Observe that {C, Γ 1 , −Γ 0 } is also a boundary triplet for S + . Let γ and M be the corresponding γ-field and Weyl function and define ϕ B := γ(λ 0 ). As above it follows that γ B = γ and M B := M satisfy the assertion in (ii). By the definition of the Weyl function corresponding to a boundary triplet we have that Proof. (i) Since the functions γ A and M A are holomorphic in a neighbourhood of λ ∈ ρ(A), this follows from the resolvent formula in Proposition 2.1 (iii). Assertion (ii) follows in a similar way.
From now on we will suppose that the following assumption holds. 
Assumption (I). Let
Proof. Due to Assumption (I) an eigenvalue µ ∈ I of A is a pole of the resolvent. Hence A− µ is either a Fredholm operator or dim ker (A− µ) = ∞, see [43, Theorem IV.5.28] . Due to (2.2), the dimension of ker (A − µ) and ker (B − µ) differ at most by one, which implies (i). Assertion (ii) follows from general perturbation results in [32, 43] . In order to verify (iii) assume dim ker (B − µ) ≥ 2. As the operator A ∩ B is a one dimensional restriction of B we obtain dim ker (A ∩ B − µ) ≥ 1 and, hence, dim ker (A − µ) ≥ 1, a contradiction to µ ∈ ρ(A). Eigenvectors with a Jordan chain of length greater than one are neutral (cf. (2.1)) and, hence, (iii) is shown. Statement (iv) is proved analogously.
In the next lemma we relate sign type properties of eigenvalues of B in ρ(A) with the local behaviour of the function M A from Proposition 2.1, see also [56, Theorem 3.3] . 
Then M A (µ) = 0 and µ ∈ ρ(A) ∩ R imply the existence of
The vector x 0 is nonzero. Indeed, for ω ∈ ρ(A) ∩ ρ(B), ω = µ, it follows from Proposition 2.1 that
Moreover, Proposition 2.1 (ii) and (iii) imply
This yields (i), (ii) and the first statement in (iii). In order to show the remaining statements of (iii) assume M A (µ) = M A (µ) = 0. Relation (2.4) implies the existence of
We obtain
As in (2.5) one verifies
and we have from Proposition 2.
Hence (2.6) takes the form
and with M A (µ) = 0 we conclude
This yields (B − µ)x 1 = x 0 . Moreover, Proposition 2.1 (ii) and (iii) imply 
The corresponding Riesz-Dunford projection onto ker (A − µ) will be denoted by E. By Proposition 2.1 (i) we have γ A (λ 0 ) = ϕ A and
is holomorphic in a neighbourhood of the isolated eigenvalue µ we conclude that M A can be written in the form
where h is holomorphic in a neighbourhood of the point µ. 
has a pole of order one in µ and µ ∈ ρ(A).
Proof. We verify assertion (i). The adjoint S + of S = A ∩ B is a closed linear relation with one dimensional multivalued part if dom S is not dense, or an operator otherwise. In both cases S + is a one dimensional extension of A and B, and in both cases we regard S + as a linear relation and denote the elements in S + in the form { f , f } where f ∈ dom S + and f ∈ ran S + . Let λ 0 be as in (2.2) and let ϕ A ∈ K be as in Proposition 2.1 (i). By Proposition 2.1 (iii) we have for y ∈ K
and the left hand side (and, hence the right hand side) is zero if and only if y ∈ ran (S − λ 0 ). Thus ϕ A ∈ (ran (S − λ 0 )) [⊥] = ker (S + − λ 0 ) and we have the direct sum decomposition
Suppose now that µ is an eigenvalue of positive or negative type of A such that µ ∈ σ p (S), let g µ ∈ ker (A − µ) be nonzero and denote the orthogonal projection in
Hence (2.8)
as otherwise {g µ , Ag µ } ∈ S ++ = S and g µ ∈ dom S and Sg µ = µg µ which is impossible by µ ∈ σ p (S). On the other hand (see, e.g., [29, Proof of Theorem 1.1]), it follows for λ ∈ ρ(A) from Proposition 2.1 (i)
Thus, if the function M A admits an analytic continuation into the point µ, then by the above formula also the function
admits an analytic continuation into µ and
where the above contour integral is along a sufficiently small circle C µ containing µ. As (ker (A − µ), [·, ·] ) is a Hilbert (or anti-Hilbert) space this implies P µ ϕ A = 0; a contradiction to (2.8). Thus M A can not be continued analytically into µ. As µ ∈ σ ±± (A), this pole is of order one. The same reasoning applies to the first assertion in (ii). Hence every eigenvalue of positive or negative type of B which is not an eigenvalue of S is a pole of first order of M B .
In order to complete the proof of (i) we have to show µ ∈ ρ(B). As µ ∈ σ p (S) the dimension of ker (B − µ) is at most one. By the above reasoning M A has a pole at µ, hence
A has a zero at µ. It then follows from the first assertion in (ii) that µ / ∈ σ ±± (B). Thus it remains to exclude the possibility of a neutral eigenvector of B corresponding to µ. In fact, if there is a neutral eigenvector there exists a Jordan chain of length greater than one which results in a pole of at least second order of the resolvent of B at µ. But as µ ∈ σ ±± (A) the resolvent of A, γ A and, as shown above, also M A have poles of first order at µ. Therefore by Proposition 2.1 (iii) the resolvent of B has a pole of at most first order at µ; a contradiction. We have shown µ ∈ ρ(B).
RANK ONE PERTURBATIONS OF NONNEGATIVE OPERATORS AND EIGENVALUE ESTIMATES
3.1. Nonnegative operators, operators with one negative square, and related classes of functions. In this section we assume, in addition to (2.2) , that A is nonnegative in the
This implies, in particular, that σ (A) ⊂ R. From the fact that A ∩ B is a symmetric operator which is a one dimensional restriction of A and B it follows that B is nonnegative or B has one negative square, which is equivalent to [Bx, x] < 0 for some x = 0 in this setting. We shall write κ B = 0 if B is nonnegative and κ B = 1 if B has one negative square. Clearly, if κ B = 0 then σ (B) ⊂ R. If κ B = 1 then the nonreal spectrum of B consists of at most one pair of isolated eigenvalues symmetric to the real line; cf. [16, 21] .
The following proposition provides additional information on the sign types of the (isolated) spectral points of A and B; it is a special case of [16, Theorem 3.1], see also [51] . We remark that the assertions extend to all positive and negative spectral points when sign types are defined for points in the continuous spectrum as in [37, 53] . 
In the present situation the functions M A and M B in Proposition 2.1 belong to special classes of functions introduced and studied in [15, 16] and hence admit particular representations in terms of Nevanlinna and generalized Nevanlinna functions with one negative square. Recall first that a complex valued function N piecewise meromorphic in C \ R and symmetric with respect to the real axis belongs to the class of generalized Nevanlinna functions N κ with κ ∈ N 0 negative squares if the kernel
has κ negative squares; cf. [47] . The class N 0 is the class of Nevanlinna functions. The following definition is taken from [15] , see also [15, Theorem 2] .
Definition 3.2.
A complex valued function M meromorphic in C \ R and symmetric with respect to the real axis belongs to the class D κ if for some, and hence for every, z in the domain of holomorphy of M, there exists a generalized Nevanlinna function N ∈ N κ holomorphic in z and a rational function g holomorphic in C \ {z, z} such that
holds for all points λ where M, N and g are holomorphic. Here C denotes the extended complex plane, C = C ∪ {∞}. 
Furthermore, the following holds. 
Proof. We obtain the assertions in (3.2) as a consequence of [15, Lemma 7] and the proof of Proposition 2.1. Since 
The next lemma provides some more properties of the function M A at the point 0. [48, 52] .
(iii) Consider (3.1) with z = 0,
where N A is a Nevanlinna function holomorphic in 0 and g A is a rational function holomorphic in the extended complex plane with a possible pole in 0. Assume
Then the left hand side of (3.3) is holomorphic in 0 and hence g A is equal to a real constant c, and (3.3) becomes
It follows from (3.4) that the function N A + c vanishes at 0. It is well-known that nonconstant Nevanlinna functions have a positive derivative in real points of holomorphy. Here, N A + c is not identically zero, as this would, by (3.5), imply that M A ≡ 0, which is a contradiction to Proposition 2.1 (iii). We conclude
and hence 0 is a zero of at most second order of M A .
Main results: Eigenvalue estimates.
For an interval I ⊂ R we denote the numbers of distinct eigenvalues of A and B in I by n A (I) and n B (I), respectively,
and we set n A,
Here, multiplicities of eigenvalues are not counted.
The next theorem provides sharp estimates from below and above on the number of distinct eigenvalues of B in terms of the number of distinct eigenvalues of A. The last assertion on the infinite number of distinct eigenvalues of A and B in I can be viewed as a special case of [14, Theorem 4.3] . 
Each of the estimates in (i) and (ii) is sharp. Moreover, n A (I) = ∞ if and only if n B (I) = ∞.
The upper and lower estimates in the next corollary follow from n A,B (I) ≤ n A (I) and −n B (I) ≤ −n A,B (I), respectively. (
Each of the estimates in (i) and (ii) is sharp.
The next corollary treats the case n A,B (I) = 0 and will play an important role in the proof of Theorem 3.9. 
In the following we provide in Theorem 3.9 a variant of Theorem 3.5, where the total multiplicity m B (I) of the eigenvalues of B in I is estimated by the total multiplicity m A (I) of the eigenvalues of A in I. We start by stating a theorem which focuses on the total multiplicity of the eigenvalue 0. The sharp estimate in Theorem 3.8 will be used in the proof of the next theorem. In the following subsections the proofs of Theorems 3.5, 3.8 and 3.9 will be given. The proofs of Theorems 3.5 and 3.9 make use of similar techniques and are related; they are presented in Sections 3.3 and 3.4. The proof of Theorem 3.8 is independent from the proofs of Theorems 3.5 and 3.9, and therefore postponed to Section 3.5.
3.3. Proof of Theorem 3.5. Theorem 3.5 is proved in eight separate steps, the proof of Theorem 3.9 is given afterwards. In Steps 1 and 2 the lower estimates are shown and in Steps 3 -5 the upper estimates are verified. The sharpness of the estimates is shown in Steps 6 and 7 for two particularly interesting situations; from the construction it is clear how the sharpness of the remaining estimates follows. Finally, in Step 8 we verify the assertion on the infiniteness of the eigenvalues.
Step 1. Lower estimate in (i). We verify the estimate Step 2. Lower estimate in (ii). Let 0 ∈ I and set I ± = I ∩ R ± . In order to show the estimate
observe that by Step 1 the estimates
hold. Clearly,
Together with (3.8) this yields 
In the present situation we have
and hence we obtain
Together with n B ([λ − , 0]) ≥ 1 we conclude (3.7). In a similar way the estimate (3.7) follows if λ + ∈ σ p (B). Thus it remains to show (3.7) for 0 ∈ σ p (A), 0 ∈ σ p (B), and λ ± / ∈ σ p (B). (λ − , λ + ) . Therefore, for ε > 0 sufficiently small we conclude
Let us apply the lower estimate from Step 1 to I λ − +ε = (−∞, λ − + ε) ∩ I − and I λ + −ε = (λ + − ε, ∞) ∩ I + . Then, with (3.9) we obtain
In the present setting we have
This implies the estimate (3.7).
Step 3. Upper estimate in (i) and (ii) if κ B = 0. If B is nonnegative these two estimates follow immediately from (3.6) and (3.7) by interchanging the roles of A and B.
Step 4. Upper estimate in (i) if κ B = 1. We show that the inequality Step 5. Upper estimate in (ii) if κ B = 1. In this step we discuss the case 0 ∈ I and B has one negative square. We verify the inequality Step 6. Sharpness of the upper estimate in (i) if κ B = 1. We discuss the case 0 ∈ I. Our aim is to show that the estimate Here we give an idea how to construct specific examples fitting to a given eigenvalue distribution. For explicit examples, see Section 3.6. Let 0 < λ 0 < λ 1 < · · · < λ n < λ n+1 for some n ∈ N and define I := (λ 0 , λ n+1 ). Choose a rational function M symmetric with respect to the real axis such that: -M has poles of first order in 0 and in each λ i . These are the only poles of M and M is monotonously increasing in every interval (λ 1 , λ 2 ), . . . , (λ n , λ n+1 ).
We leave it to the reader to verify that such functions exist. An example for n = 0 is the function M 1 in Figure 1 in Section 3.6.
Then M belongs to the class of generalized Nevanlinna functions and according to [10, Corollary 3.5] there exists a Pontryagin space (K , [·, ·]), a (possibly nondensely defined) symmetric operator S with defect one and a boundary triplet {C, Γ 0 , Γ 1 } for the adjoint S + such that the corresponding Weyl function coincides with M. Let A := S + ker Γ 0 . The operator S and the boundary triplet {C, Γ 0 , Γ 1 } can be chosen in such a way that K is finite dimensional, σ (A) coincides with the poles of M and, in particular, A has no multivalued part as M has no pole at ±∞, see also [35, 47] . It is important to note that σ (A) ∩ I consists of the n distinct eigenvalues λ 1 , . . . , λ n . As in the proof of Proposition 2.1 we make use of the fact that {C, Γ 1 , −Γ 0 } is a boundary triple for S + with Weyl function −M −1 . Let B := S + ker Γ 1 . Then B is a selfadjoint matrix with κ B = 1 (see, e.g. [15, Lemma 7] ). As both A and B are selfadjoint extensions of the symmetric (nondensely defined) matrix S with defect one the difference of A and B and of their resolvents is a rank one operator, so that Assumption (I) is satisfied. Moreover, the zeros of M in I coincide with σ (B) ∩ I. Hence B has 3 eigenvalues in the interval (λ 0 , λ 1 ) and one eigenvalue in each of the n intervals (λ 1 , λ 2 ), . . . , (λ n , λ n+1 ) , that is, n B (I) = n + 3 and equality in (3.12) is shown for the case n A,B (I) = 0. In order to obtain a sharp estimate in the remaining cases add orthogonally to A and B a nonnegative matrix C such that σ p (C) ⊂ σ p (A). Then, (3.13)
A 0 0 C and B 0 0 C differ by a rank one matrix and have n C (I) common eigenvalues in the interval I. This shows that (3.12) is sharp.
Step 7. Sharpness of the lower estimate in (ii). In order to show that for 0 ∈ I the estimate (3.14)
is sharp let λ 0 < 0 < λ 1 < · · · < λ n with n ∈ N and consider a rational function M such that:
-M has poles of first order in each λ i . These are the only poles of M and M is monotonously increasing in every interval
An example for such a function in the case n = 2 is given by M(λ ) := M 2 (λ ) + 2, where M 2 is the function in Figure 2 in Section 3.6.
The zeros of M in (λ j , λ j+1 ), j = 1, . . . , n − 1, are denoted by µ j . As above it follows that there exists a Pontryagin space and selfadjoint matrices A and B which differ by a rank one matrix such that λ i , i = 0, . . . , n, are eigenvalues of A and µ j , j = 1, . . . , n − 1, are eigenvalues of B. Hence for ε > 0 sufficiently small A has n + 1 distinct eigenvalues in the interval I = (λ 0 − ε, λ n + ε) and B has n − 1 eigenvalues in I, that is, (3.14) is sharp if n A,B (I) = 0. In the case n A,B (I) > 0 one obtains that (3.14) is sharp by adding orthogonally a suitable nonnegative matrix C as in (3.13).
Step We claim that A and B satisfy the assumptions in Corollary 3.7. Indeed, it is easy to see that A , B and I satisfy Assumption (I) and since A is nonnegative in the Krein space K the operator A is nonnegative in the Krein space E
[⊥]
+ . Furthermore, as σ p (S ) ∩ I = / 0 and all eigenvalues of A in I are in σ ++ (A ) by Proposition 3.1 (i), we conclude from Proposition 2.7 (i) that
Step 2. Lower estimate in (i). As I ⊂ R + , all eigenvalues of the nonnegative operator A in I are of positive type and belong to ρ(B ). According to Theorem 2.3 (iv) each of these eigenvalues is of multiplicity one and therefore If 0 / ∈ σ p (A) then 0 / ∈ σ p (A ) and we conclude from Proposition 2.7 (i) in the same way as in Step 1 that
Step 7. Upper estimate in (ii) if κ B = 0. In the case 0 / ∈ σ p (B) the upper estimate in (ii) for κ B = 0 follows immediately from the lower estimate in Step 5 by interchanging the roles of A and B.
Hence we consider the case 0 ∈ σ p (B). Then we also have 0 ∈ σ p (B ) ) is positive (negative, respectively) and the multiplicity of these eigenvalues is one. We estimate the multiplicity of the eigenvalues of B in I j . Since 0 ∈ σ p (B ) ∩ ρ(A ) we have M A (0) = 0 and by Lemma 3.4 (iii) the point 0 is a zero of M A of at most order two. If it is of order two, Lemma 3.4 (iii) and the above reasoning imply that 0 is the only zero in I j . As B is a nonnegative operator, the (algebraic) multiplicity of the eigenvalue 0 is at most two. If 0 is a zero of M A of order one then the sign properties of M A at the other zeros yield that there is at most one more eigenvalue of B in I j . As a consequence of Lemma 2.4 (i)-(ii) the multiplicities of these two eigenvalues in I j are both one. Therefore in both cases we have
Together with (3.22) the upper estimate in (ii) in the case κ B = 0 is shown. Step 4 of the proof of Theorem 3.5 it follows that the total multiplicity of the eigenvalues of B in I k 0 is at most three. Moreover, in the other subintervals I k , k = k 0 , k = j, B has at most one eigenvalue of multiplicity one. This yields the upper estimate in (ii).
It remains to discuss the case that M A has at most one zero in each of the subintervals I k , k = j, with positive (negative) derivative at these zeros if they are in I k ⊂ R + (I k ⊂ R − , respectively). We distinguish in this situation the cases M A (0) > 0, M A (0) = 0, and
Observe that in the first case there is no zero of M A of third order in I j (Proposition 3.3 (ii)) and there may appear either one zero of M A of second order or two zeros of order one in I j ; cf. (ii) and it follows from Proposition 3.3 (i) that M A has at most two zeros of first order in I j . Again, the total multiplicity of the eigenvalues of B in I j is at most two and the upper estimate in (ii) follows.
Step 9. Upper estimate in (iii) if κ B = 0. The upper estimate in (iii) for κ B = 0 follows from Theorem 3.8 and from the upper estimate in (i) applied to the intervals I + = I ∩ R + and I − = I ∩ R − separately.
Step 10 
Thus, A and B coincide on M and their domains decompose as 
which, by (3.24) , implies that x 2 ∈ ker A ∩ M ⊆ ker B; a contradiction to Bx 2 = x 1 = 0. Hence, x 2 / ∈ M and there exists α ∈ C such that x 1 − αx 2 ∈ M and
Again ( In the following lemma we collect some results on the dimensions of the kernel of B (and its powers) compared with the corresponding dimensions of the kernel of A. Lemma 3.12. Let A and B be as in Theorem 3.8 . Then the following assertions hold.
is, B has no two (linearly independent)
Jordan chains at 0 of length 3.
Proof. In order to show (i) assume that dim ker B > dim ker A + 1. Then there exist n := dim ker A+2 linearly independent vectors {x 1 , . . . , x n } in ker B. If x j ∈ M for all j = 1, . . . , n then Ax j = Bx j = 0 and x j ∈ ker A, a contradiction. Hence there exists a vector
. . , n − 1, and we conclude that {z 1 , . . . , z n−1 } is a linearly independent set in ker A; a contradiction. Therefore, dim ker B ≤ dim ker A + 1. The same considerations with A replaced by B show dim ker A − 1 ≤ dim ker B and hence (i) follows.
Observe that (ii) follows from (i) and (iii). In order to show (iii) assume (3.25) n := dim ker B 2 /ker B ≥ dim ker A 2 /ker A + 2.
and choose linearly independent vectors x 1,1 , . . . , x 1,n with ker B 2 = ker B+ span {x 1,1 , . . . , x 1,n }.
Define for 1 ≤ j ≤ n elements in ker B via
If x 0, j ∈ M holds for all 1 ≤ j ≤ n then there exists x 1,n 0 / ∈ M for some n 0 with 1 ≤ n 0 ≤ n as otherwise {x 0,1 , x 1,1 }, . . . , {x 0,n , x 1,n } are n Jordan chains of A at 0 of length 2, a contradiction to (3.25) . Hence there exists α j ∈ C with
Thus, {x 0, j − α j x 0,n 0 , x 1, j − α j x 1,n 0 } is a Jordan chain of A at 0 of length 2 for all j with 1 ≤ j ≤ n and j = n 0 which contradicts (3.25) . From this we conclude that at least one of the elements x 0, j is not in M. We assume x 0,n / ∈ M. Then for 1 ≤ j ≤ n − 1 there exist β j , γ j ∈ C with 
For two special cases we prove the opposite bound in the next lemma. (
Proof. By ( 
Relation (3.24) implies that x 1 − αx 0 ∈ ker A; a contradiction to 0 ∈ ρ(A). Therefore we have L 0 (B) = ker B 2 and the claim follows by Lemma 3.12 (ii).
(ii) Since 0 is an isolated point in
, where both 
where A 1 is nonnegative, 0 ∈ ρ(A 1 ), B 1 is selfadjoint and 
If B has a Jordan chain {x
Proof. We consider the case that there is a Jordan chain {x 0 , x 1 , x 2 } of B at 0 of length 3 and none of length 4. In this case we have
and (3.24) implies
As m A ({0}) < ∞ by assumption it follows from Lemma 3.12 and Lemma 3.11 (ii) that the dimension m B ({0}) of the root subspace L 0 (B) is finite as well. If L 0 (B) = span {x 0 , x 1 , x 2 } then in view of Lemma 3.11 (iii) the assertion of Lemma 3.14 follows. Let {x 0 , x 1 , x 2 , u 3 , . . . , u n } be a basis of L 0 (B) for some n ≥ 3. For 3 ≤ k ≤ n we define z k in the following way: If u k ∈ ker B then by Lemma 3.11 (iii) also u k ∈ ker A and we set z k := u k . If u k / ∈ ker B then by Lemma 3.12 (iv) we obtain u k ∈ ker B 2 and we set y k := Bu k = 0. As x 1 ∈ M there exist α k ∈ C such that z k := u k − α k x 1 ∈ M and we have
The elements x 0 , x 1 , x 2 , z 3 , . . . , z n are linearly independent. Moreover, x 0 ∈ M ∩ ker B and hence 
. . , n; cf. the proof of Lemma 3.14. 
cf. Figure 1 . By Definition 3.2 (see also [15, Theorem 2] ) M 1 belongs to the class D 0 and
From Proposition 3.3 (iii) we conclude that the function λ → − 1 M 1 (λ ) belongs to D 1 . The Pontryagin space and the selfadjoint matrices A and B from Step 6 in the proof of Theorem 3.5 can easily be computed with standard methods; cf. [33] and e.g. [9, Proof of Theorem 4.6]. Here we equip C 3 with the indefinite inner product We also mention that A is nonnegative and it can be checked that B has one negative square. Obviously the matrix B has three eigenvalues in the interval (1, 5) whereas A has no eigenvalues in (1, 5) ; cf. the upper estimate in Theorem 3.5 (i) with κ B = 1. Moreover, in (−1, 2) are no eigenvalues of B whereas A has two eigenvalues there; cf. the lower estimate in Theorem 3.5 (ii). Similarly, any sufficiently small interval containing a positive pole of M 1 is an example for the lower estimate in Theorem 3.5 (i).
As a second example consider the function 
We equip C 3 with the indefinite inner product (3.28) and obtain the selfadjoint matrices Step 6 in the proof of Theorem 3.5. It can be checked that in fact A − B is a rank one matrix, κ B = 0, and that σ (A) = {−2, 2, 4} and σ (B) = {−1, 1, 3} are the poles and zeros of M 2 , respectively. The matrix B has two eigenvalues in the interval (−2, 2) whereas A has no eigenvalue in (−2, 2), which is the upper estimate in Theorem 3.5 (ii) with κ B = 0. Similarly, any sufficiently small interval containing a zero of M 2 is an example for the upper estimate in 
SINGULAR INDEFINITE STURM-LIOUVILLE PROBLEMS
In this section the general eigenvalue estimates are illustrated in a typical application from the theory of singular Sturm-Liouville problems with indefinite weight functions. The main result Theorem 4.1 can be regarded as a generalization of an estimate in [13, Theorem 4.1] . In contrast to [13] we go beyond the so-called left-definite case, which was studied intensively from different points of view; cf. [17, 18, 19, 21, 22, 42, 44, 45, 46, 62] . Let us now consider the case 0 ∈ σ p (T ). Then either 0 ∈ ρ(T + )∩ρ(T − ) or 0 ∈ σ p (T + )∩ σ p (T − ) by (1) . In the first case we have 0 ∈ σ p (A) and again Theorem 3.9 (ii) with κ B = 0 and (4), (5) yields (4.3) .
In the second case 0 is an eigenvalue of (geometric) multiplicity 2 of T + ⊕ T − . As all eigenvalues of T are simple ( is in the limit point case at ±∞) we have m T ({0}) = 1. Moreover, every eigenvector of T at 0 is an eigenvector of B (and vice-versa) and we have This completes the proof of Theorem 4.1.
