Abstract-In multi-label learning, the issue of missing labels brings a major challenge. Many methods attempt to recovery missing labels by exploiting low-rank structure of label matrix. However, these methods just utilize global low-rank label structure, ignore both local low-rank label structures and label discriminant information to some extent, leaving room for further performance improvement. In this paper, we develop a simple yet effective discriminant multi-label learning (DM2L) method for multi-label learning with missing labels. Specifically, we impose the low-rank structures on all the predictions of instances from the same labels (local shrinking of rank), and a maximally separated structure (high-rank structure) on the predictions of instances from different labels (global expanding of rank). In this way, these imposed low-rank structures can help modeling both local and global low-rank label structures, while the imposed high-rank structure can help providing more underlying discriminability. Our subsequent theoretical analysis also supports these intuitions. In addition, we provide a nonlinear extension via using kernel trick to enhance DM2L and establish a concave-convex objective to learn these models. Compared to the other methods, our method involves the fewest assumptions and only one hyper-parameter. Even so, extensive experiments show that our method still outperforms the state-of-the-art methods.
INTRODUCTION
Multi-label learning, handling instance associated with multiple labels, has attracted lots of attention due to its widespread applicability in diverse fields such as image annotations [1] , music classification [2] , multi-topic text categorization [3] , etc. During the past decades, a large number of methods have been proposed and achieved good performance for multi-label learning. According to [4] , these methods can be roughly divided into two categories: algorithm adaptation and problem transformation. Algorithm adaption methods attempt to adapt popular learning techniques to handle multi-label learning problems directly. Some notable examples include ML-kNN [5] , ML-DT [6] and Rank-SVM [7] . While problem transformation methods tackle the problem by transforming it to other well-established learning scenarios. Binary Relevance [1] , Classifier Chains [8] , Calibrated Label Ranking [9] and Random k-labelsets [10] fall into this category.
The aforementioned methods generally assume that the labels of training instances are complete. Unfortunately, in real-world applications, some labels tend to miss from the training set, consequently forming a kind of weakly supervised learning problem [11] . Label missing can generally be due to that human labelers may sometimes ignore labels they do not know or of little interest, or following the guide by some algorithms to reduce labeling costs [12] , [13] . Therefore, these methods will fail in this situation.
To solve this problem, a simple solution is to discard all samples with missing labels, though at the expense of potentially
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Manuscript received April 19, 2005 losing a significant amount of label information. Another is to recover the missing labels by exploiting label structure, and of which the low rank of label matrix is the most commonly used label structure due to theoretical support, namely, for a lowrank matrix M ∈ R n×m of rank r, it can be perfectly recovered from O r(n + m) ln 2 (n + m) observed entries when the observed entries are uniformly sampled from the M. Besides, when additional label structures are incorporated into learning of low-rank models, they can achieve better or even the state-ofthe-art classification performance. For example, [14] incorporates structured semantic correlations into low-rank model learning and gets improved performance. [15] assumes labels lying on both global and local manifolds, exploits both global and local label structure as manifold regularizers of a low-rank model, and also achieves the state-of-the-art performance. However, existing lowrank based methods still suffer from the following shortcomings: 1) They can not sufficiently capture local low-rank label structures. In multi-label learning, some labels usually have asymmetric co-occurrence relation, i.e., if a sample is labelled λ 1 , then it must be labelled λ 2 , but the opposite is not necessarily true. If all the samples labelled λ 1 are used to form a new sample submatrix, then the corresponding label submatrix has smaller rank than the original label matrix. An example of this phenomenon is shown in Fig. 1 . Based on this, we call asymmetric co-occurrence label structure as local low-rank label structure. 2) They may under-exploit label discriminant information.
Since label matrix has missing entries, it is quite difficult to obtain the true rank of the label matrix in advance. If the rank is set too small, it will inevitably lose useful label discriminant information, hence affecting unfavorably the classification performance. An example of this phenomenon is shown in Fig. 2 rank of the label matrix is large enough, can the recovered label matrix provide more discriminant information. 3) Most of them can only exploit either local or global label structure, resulting in some label structures being ignored or under-exploited [14] , [16] , [17] , [18] , [19] , [20] . 4) Although some of them attempt to explore as much of the label structures as possible, these methods are too complicated because of involving many regularization terms and thus hyper-parameters [15] , [21] . 5) Some of them do not directly exploit the label structure in the original label space, thus possibly not depicting the true label structure well [15] , [16] . 6) Some of them do not have inductive capabilities, thus limiting their scopes of application [17] , [18] , [19] , [20] . 7) All the methods of exploiting local label structure are limited by the assumption of local structure [15] , [22] . Specifically, to explore the local label structure, these methods usually assume that the samples with similar features should have similar labels. However, a label is usually determined by a subset of features of an instance. As a result, although two instances own very similar features, they may behave differently in a particular label, as illustrated in Fig. 3 .
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An example of local low-rank label structure. The label matrix in the figure is taken from a real multi-label data set "Corel5k". As we can see, if a sample is labelled as "snake", then this sample must be labelled as "reptile", but the opposite is not true. As a result, although the rank of the original label matrix (inside the red box) is 4, the rank of the label submatrix labelled as "snake" (inside the blue box) is 3.
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An example of discriminant label information with missing labels. If we set the rank of the label matrix to 3 or 4, then the missing value of the label matrix will be correspondingly set to 1 or −1. Obviously, the label matrix with larger rank provides more discriminant information.
To overcome these drawbacks, in this paper, we develop a discriminative multi-label learning (DM2L) model for multilabel learning with missing labels. Our model is not only simple and effective, but also capable of jointly capturing global label structure, local label structure and label discrimination information in the original label space, which is supported by theoretical (a) (b) (c) Fig. 3 : An example of the limitation of traditional assumption for local label structure. According to the assumption that the samples with similar features should have similar labels, the similarity between picture a and c is less than that between b and c. However, from the perspective of a particular label 'River', the similarity between a and c should be greater than that between b and c.
analysis. Besides, we provide a nonlinear extension of DM2L by kernel trick to enhance its ability and develop a concave-convex programming to solve these optimization objectives. Compared to the other low-rank based methods, our method involves the fewest assumptions and only one hyper-parameter. Even so, our method still outperforms the state-of-the-art methods as shown in the experiments. The rest of the paper is organized as follows. In Section 2, we review some related works. In Section 3, the proposed framework is presented. Experimental results are presented in Section 4. Finally, Section 5 gives some concluding remarks.
RELATED WORK
In multi-label classification, valid labels are not throughly provided by the training set. This problem is referred to as the presence of missing labels. The common approaches to tackle this problem can roughly be divided as:
(1) Pre-processing methods, which attempt to recover the label matrix as a pre-processing and then train mutli-label classifiers with the complete labels. For example, MLML-exact [23] and Ml-mg [24] conduct label completion based on label consistency and label smoothness; LSR [25] carries out image tag completion via image-specific and tag-specific linear sparse reconstructions; FastTag [26] assumes that the observed incomplete labels can be linearly transformed to the unobserved complete ones and learns this linear mapping via the idea of training a denoising auto-encoder. These methods do not integrate the consequences of multi-label classification on label recovery, which may limit their effectiveness.
(2) Transductive methods, which attempt to recovery the label matrix in the transductive learning setting. For example, MC-1 [17] , [20] and IrMMC [18] first make a matrix containing all the feature vectors and the label vectors of both the training and the test data. Then, they exploit matrix completion methods to fill in the missing entries of this matrix. These methods do not have inductive capabilities, which limits their scopes of application.
(3) Synchronized methods, which attempt to learn the multilabel classifiers and recover the label matrix simultaneously. LARS [27] uses group lasso to selectively penalize the pairwise ranking errors between the two partitions. MLR-GL [28] uses a ranking based multi-label learning framework to handle missing labels. These methods do not exploit label stuctures, while the lowrankness of label matrix is an useful label structure to recovery missing labels. To achieve this, LEML [16] , ML-LRC [21] and GLOCAL [15] are the state-of-the-art low-rankness exploiting methods most relevant to ours. Consequently, in the following, we first introduce the problem formulation of multi-label learning with missing labels, then detail these three methods.
In the context of multi-label learning, let matrix
refer to the instance matrix and the true label matrix, respectively, where n ≥ d, d is the feature dimension of an instance, n is the number of instances and c is the size of label set. Since the label matrix is generally incomplete in the real-world applications, we assume Y ∈ R n×c to be the observed label matrix, where many entries are unknown. Let Ω ⊆ {1, · · · , n} × {1, · · · , c} denote the set of the indices of the observed entries in Y, we can define a linear operator R Ω (Y) :
LEML
LEML learns a linear instance-to-label mapping Z = WH with low-rank structure to take advantage of global label structure. Specifically,
where (y,
and h T j is the j-th row of H.
As can be seen, LEML just needs to assume label matrix is low-rank, thus its formulation is very simple. However, it can only capture global low-rank label structure.
ML-LRC
ML-LRC learns and exploits low-rank global label correlations for multi-label classification with missing labels. In addition, it incorporates a supplementary label matrix S which augments the possibly incomplete label matrix by exploiting the label correlations. Specifically,
where · * denotes the nuclear-norm of a matrix, which is commonly used to encourage low-rank structure of a matrix and E 2,1 denotes the 2,1 norm of E ∈ R n×c , which can be defined
In the objective function the original label matrix Y is replaced by the supplementary label matrix Y = YS. In the meantime, the constraint Y =Ŷ + E and the regularization term on E work together and control the difference between Y andŶ. As can be seen from the objective function of ML-LRC, it involves three assumptions: 1) the predictive confidenceŶ is determined by the available original label information Y and the correlations among different labels, which is modeled by the correlation matrix S ∈ R c×c . 2) the correlation matrix S can accurately capture the real relations shared among different labels.
3) the label matrix is low-rank. Consequently, it involves 3 hyperparameters. However, it can only capture global label correlations.
GLOCAL
GLOCAL first uses kmeans clustering algorithm to partition dataset X into g local groups {X 1 , · · · , X g }, then exploits global and local label correlations simultaneously, through learning a latent label representation and optimizing label manifolds. Specifically,
where F 0 = UW X, F m = UW X m and Z ≡ {Z 1 , . . . , Z g }.
As can be seen from the objective function of GLOCAL, it also involves three assumptions: 1) the label matrix is low-rank. 2) the latent labels V lie on a global manifold. 3) the latent labels V lie on a local manifold. Therefore, it captures both global and local label structure, but involves too many hyper-parameters. Moreover, when exploring local label structure, it is limited by the assumption of local structure as discussed in the introduction section.
THE PROPOSED METHOD
In this section, we introduce the proposed method -called Discriminant Multi-label Learning with Missing Labels (DM2L). Section 3.1 presents the building ideas of DM2L. Subsequently, in Section 3.2 we build an interesting nonlinear extension of DM2L. Finally, we detail how to optimize DM2L in Section 3.3.
Discriminant Multi-label Learning with Missing Labels (DM2L)
Following the common assumption of low-rank for Y as in [14] , [21] , we can assume the rank of Y is r (n ≥ c ≥ r) without loss of generality. Then, the multi-label learning problem becomes : given Y and X, how to find the optimal W ∈ R d×c so that the estimated label matrix XW can be as close to the groundtruth label matrix Y as possible. To this end, we can make use of the low-rank property of Y and optimize the following objective function:
where · * denotes the nuclear-norm of a matrix, which is commonly used to encourage low-rank structure of a matrix. However, just forcing the low rankness for XW * is not sufficient, since in addition to this observation, the label matrix still has some other intrinsic properties below, 1) If we denote X k as the set of training instances associated with label k and Y k as the label matrix corresponding to X k , then we can easily see that the k-th column of Y k is a vector with all elements to be 1 and rank(Y k ) ≤ c. 2) If label k and label q have high possibilities to (asymmetrically) co-occur, or the two labels never appear at the same time, then the q-th column of Y k is a vector with all elements to be 1 or −1. Thus label k and label q are linearly dependent (in linear algebra sense) and
3) Because most labels are unnecessarily linearly dependent, the rank of XW should be made as high as possible in the case both the local and global structures are maintained to ensure that the learned model has strong discriminability.
In order to take advantage of the above-analyzed label structures, we impose, on the one hand, low-rank structures for the whole predictions of instances from the same labels, and on the other hand, a maximally separated structure for all the predictions of instances from different labels. More precisely, two new nuclear-norm-based terms is introduced to replace the original nuclear norm in the objective function (5), i.e.,
where λ d is a hyper-parameter trading off the two terms, the term X k W * encourages a low-rankness for the predictions of instances from the label k to capture the local label structure in label k, and the term − XW * encourages a maximally separated structure for the predictions of instances from different labels to provide more underlying discriminant information because two linearly independent predicting vectors correspond to two different label vectors, such an independence leads to desirable discrimination among different labels. Moreover, according to Theorem 1 (proved in Appendix A.), the term c k=1 X k W * is an upper bound of XW * 1 , implying that the global low-rank label structure can be also maintained with a suitable λ d . 
Remark 1. As can be seen from the objective function (6), our method only assumes that the label matrix is low-rank, so this method is one of the low-rank methods involving the fewest assumptions. As for the local low-rank label structures and label discriminant information, both are structure information inherent in multi-label learning, and thus do not involve any additional assumptions.
Nonlinear Extension
So far, we have only considered linear model, thus limiting the ability to characterize feature interactions. Deep learning [30] or kernel methods can be used to achieve this purpose. Here, we directly adopt the kernel trick to build an interesting nonlinear extension of DM2L, because DM2L can be recast into an equivalent dual representation as shown in Theorem 2 (proved in Appendix B), in which the predictions are based on linear combinations of a kernel function evaluated at the training data points.
Theorem 2. Let κ be a kernel on X , φ(x) be its associate nonlinear feature space mapping, and
is an obvious conclusion, which can be found in the linear algebra textbook [29] . However, the proposition about c k=1 X k W * ≥ XW * needs to be proved particularly, because the proof is no longer trivial in this case.
can be expressed as:
and
where w j is the j-th column vector of W and
By plugging formulas (9) and (10) into (8), it can be shown that the optimization problem (8) is equivalent to problem (11):
where
T . Actually, if we use a linear kernel, problem (11) is reduced to (6) . To sum up, we can draw the following conclusions from the objective function (11): 1) This method is one of the low-rank methods involving the least assumptions, thus it only involves one hyperparameter and much simpler than existing ones. 2) The label structures are directly explored in the original label space.
3) The term c k=1 K k A * in (11) is able to capture both local and global low-rank label structures. 4) The term − KA * can provide more underlying discriminant information. 5) According to Theorem 1, the value of (11) is always greater than 0, thus (11) will not degenerate for any A. 6) Local label structure explored in (6) and (11) has a significant advantage over existing methods [15] , [22] . As stated in the introduction, existing methods usually assume that samples having similar features have similar labels, which is always not true for a particular label. Instead, (6) and (11) is not built on this assumption, so there is no such a limitation.
The Concave-convex Programming
Note if we use a linear kernel, problem (11) is reduced to (6), thus we just focus on optimizing problem (11) . Because the problem (11) is non-differentiable and non-convex, the traditional convex optimization methods, e.g., gradient descent, Newton method, are not suitable for this problem. However, our objective function J (A) can be rewritten as the sum of a convex part J vex (A) and a concave part J cave (A), i.e.,
Therefore, the problem is a D.C. (difference of convex functions) program and also similar to the D.C. program in [31] . We likewise use the concave-convex programming (CCCP) to solve problem (11) as in [31] . As we know, CCCP is a special case of the majorisationminimisation (MM) algorithm, which is a surrogate type optimization method. Algorithm 1 illustrate the update procedure of the CCCP algorithm, where at each iteration we firstly use a surrogate objective J t (A) that majorises the original objective at the current solution A t , then apply any optimization algorithm to the surrogate for the next update A t+1 .
In Algorithm 1, we need to determine what surrogate function to use. Due to that the next updates A t+1 can be obtained by matching the convex part subgradient to the concave part subgradient:
where ∂J (A) is a subgradient of J (A), we use the convex term J vex (A) plus the linear term trace (∂J cave (A t )A ) as the surrogate objective function J t (A). Moreover, in Algorithm 1, we also need to compute the subgradient of nuclear norm · * , which can be evaluated using the simple approach shown in Algorithm 2 [30] , [32] .
Algorithm 1 The concave-convex programming
Require: Training dataset matrix X and the hyperparameter λ d . Ensure: The learned classifier A.
1: Initialize A0 with the identity matrix. 2: repeat 3:
4: until convergence or stopping criteria Algorithm 2 An approach to evaluate a subgradient of matrix nuclear norm
Require: An m × n matrix C and a mall threshold value δ. Ensure: A subgradient of the nuclear norm ∂ C * . 1: Perform singular value decomposition:
s ← the number of singular values larger than δ. 3: Partition U and V as
where U 1 and V 1 have s columns; 4:
EXPERIMENTS
In this section, we conduct extensive experiments to testify the performance of DM2L on both the full-label case and the missing label case. and Image 4 datasets are used. In the sequel, we denote each dataset by its first three letters 5 . For each dataset, we randomly select 60 percent of the instances for training, and the rest for testing. To reduce statistical variability, results are averaged over 10 independent repetitions.
Performance evaluation
We use four popular metrics in multi-label learning [15] , i.e., Ranking loss (Rkl), Average Area Under the ROC Curve (AUC), Coverage (Cvg) and Average precision (Ap). For Auc and Ap, the higher value the better; whereas for Rkl and Cvg, the lower value the better. We use four popular metrics in multi-label learning [15] as below:
Let p be the number of test instances, C + i , C − i be the sets of positive and negative labels associated with the ith instance; and Z + j , Z − j be the sets of positive and negative instances belonging to the jth label. Given input x, let rank f (x, y) be the rank of label y in the predicted label ranking (sorted in descending order).
• Ranking loss (Rkl): This is the fraction that a negative label is ranked higher than a positive label. For test instance
• Average Area Under the ROC Curve (AUC): This is the fraction that a positive instance is ranked higher than a negative instance, averaged over all labels. Specifically, for label j,
• Coverage (Cvg): This counts how many steps are needed to move down the predicted label ranking so as to cover all the positive labels of the instances. Cvg =
• Average precision (Ap): This is the average fraction of positive labels ranked higher than a particular positive label. For instance x i , defineQ i,c = 2. http://lamda.nju.edu.cn/files/MDDM-expdata.rar 3. http://mulan.sourceforge.net/data sets-mlc.html 4. http://cse.seu.edu.cn/people/zhangml/files/Image.rar 5. "Society" is denoted "Soci", so as to distinguish it from "Social".
Comparison methods
We compare DM2L to the following state-of-the-art multi-label learning algorithms:
• Multi-label learning using local correlation (MLLOC) [22] exploits local label structure by encoding them into the instance's feature representation.
• Low-rank empirical risk minimization for multi-label learning (LEML) [16] learns a linear instance-to-label mapping with low-rank structure to take advantage of global label structure.
• Learning low-rank label correlations for multi-label classification(ML-LRC) [21] learns and exploits low-rank global label structure for multi-label learning with missing labels.
• Multi-label learning with global and local label correlation (GLOCAL) [15] learns and exploits global and local label structures for multi-label learning with missing labels. 
Experimental results
We can see that the comparison methods above only provide linear models. Instead, we provide a linear and nonlinear version of DM2L. In order to compare these methods fairly, we first show that even DM2L with linear kernel (denoted as DM2L-l) can beat these comparison methods on multi-label datasets with both full labels and missing labels, and then demonstrate the effectiveness of DM2L with nonlinear kernel (denoted as DM2L-nl).
Performance of DM2L-l on the full-label case
In this subsection, we apply DM2L-l to the multi-label learning with full labels. The results are shown in Table 2 . As can be seen, DM2L-l achieves 31 times best classification results, indicating that DM2L-l is better than the other compared methods on most datasets. Thus, it is shown the effectiveness of jointly exploring global label structure, local label structure and the discriminant information for multi-label learning.
Performance of DM2L-l on the missing-label case
In this subsection, we apply DM2L-l to the multi-label learning with missing labels. To generate missing labels, we randomly sample ρ of the elements in the label matrix as observed, and the rest as missing. When ρ = 1, it reduces to the full-label case. Among these comparison methods, MLLOC can not directly handle missing labels. Thus, we use the matrix completion using side information (MAXIDE) algorithm [19] to recovery missing labels before MLLOC can be used. The resultant combinations of MAXIDE+MLLOC are denoted as MMLLOC. Table 3 shows the label prediction results on the test data. As can be seen, DM2L-l is better than the other compared methods in general. On most datasets, DM2L-l is among the best two methods on all evaluation measures. This also indicates the effectiveness of jointly exploring global label structure, local label structure and the discriminant information for multi-label learning with missing labels.
DM2L-l VS. DM2L-nl
To show the nonlinear ability of DM2L, the gaussian kernel function can be used in DM2L. The formulation of gaussian kernel function is shown below:
, and its parameter σ is chosen from {0.5, 1, 1.5, 2} via 5-fold cross-validation on the training set. Table 4 shows the label prediction results of DM2L-l and DM2L-nl on both the full label case and missing label case. ρ denotes the ratio of the observed entries in the label matrix. When ρ = 1, it reduces to the full-label case. As can be seen from Table  4 , DM2L-nl achieves better classification results than DM2L-1 on almost all data sets. Although on a few data sets, DM2L-nl achieves poor classification results, this can be attributed to the use of inappropriate kernel function. Instead, if we use polynomial kernel functions, we will at least get not bad results on these data sets. More importantly, although the linear model DM2L-l has achieved good classification results, the nonlinear model DM2L-nl can still achieve significantly better results, which indicates the application prospect of the nonlinear model on such problems.
Analysis
Convergence
We empirically study the convergence of DM2L, Fig. 2 shows the objective value w.r.t. the number of iterations for the full-label case on the Arts, Business, Enron and Image datasets. As can be seen, the objective converges quickly in a few iterations. A similar phenomenon can be observed on the other datasets. 
Effectiveness of local label structure
To show the effectiveness of local label structures, the following two models are compared,
• DM2L-Lo(DM2L model only involving local label structure term), namely,
• LEML (Low-rank empirical risk minimization for multilabel learning) [16] . It learns a linear instance-to-label mapping with low-rank structure to take advantage of global label structure.
The experiments are conducted on the Arts and Business datasets with both full and missing labels. Fig. 3 shows the results in terms of four evaluation measures. As can be seen, DM2L-Lo almost beats LEML in terms of all the evaluation measures and a similar phenomenon on the other datasets can be also seen. This reflects the importance of local label structure both for multi-label classification with full and missing labels.
Effectiveness of discriminant label information
To show the effectiveness of discriminant label information, we compare DM2L-l to the above model DM2L-Lo on the Arts and Business datasets, and show the results in Fig. 4 . As can be seen, DM2L-l usually performs worse than DM2L-Lo on the full-label case, while DM2L-l usually performs better than DM2L-Lo on the missing-label case. We can see a similar phenomenon on the other datasets. This phenomenon indicates that when the label matrix is incomplete, the discriminant term can effectively avoid model over-fitting the local label structure. At the same time, this again reflects the importance of local label structure for multi-label classification, especially when the label matrix is complete. 
CONCLUSION
We proposed a simple yet effective discriminant multi-label learning method, i.e., DM2L, for multi-label learning with missing labels. Our method can jointly capture the global label structure, the local label structure and the discriminant information in a simple form. Compared with the previous work, our method is the first to explore local low-rank label structure for multi-label learning with missing labels and no longer has the limitations of previous methods when exploring local label structure. It is one of the low-rank methods involving the fewest assumptions for multi-label learning with missing labels. Even so, extensive experiments show that our method still outperforms the stateof-the-art methods on learning with both full labels and missing labels.
In our future research, we will consider using Fouriertransform techniques [33] , [34] or some randomized algorithms [35] for rapid computation and large-scale extension of our method. 
