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Let B(X) be the algebra of bounded operators on a complex Banach space X . Viewing B(X)
as an algebra over R, we study the structure of those irreducible subalgebras which contain
nonzero compact operators. In particular, irreducible algebras of trace-class operators with
real trace are characterized. This yields an extension of Brauer-type results on matrices to
operators in inﬁnite dimensions, answering the question: is an irreducible semigroup of
compact operators with real spectra realizable, i.e., simultaneously similar to a semigroup
whose matrices are real?
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1. Introduction
The question whether an irreducible (semi)group of complex matrices can be realized over the ﬁeld generated by the
eigenvalues of its elements, has a long history. For ﬁnite groups this was already conjectured over hundred years ago by
Schur and proved some ﬁfty years later by Brauer; this result is now known in the literature as Brauer’s theorem on splitting
ﬁelds (see [4]). More recently, arbitrary semigroups were considered instead of ﬁnite groups. In [14] it was thus shown that
an irreducible semigroup S of complex n-by-n matrices with real spectra can always be realized (over the reals), i.e., there
exists a basis in which all elements of S have real entries. Note that this implies, in particular, that S leaves invariant the
real span R of this basis. Clearly, R is isomorphic to Rn and generates Cn . A real subspace of Cn with such properties is
usually called a real form on Cn (see the deﬁnition below). In this language the main result of [14] says that an irreducible
semigroup S of complex matrices with real spectra always preserves a real form. Let us just mention that recently the ﬁrst-
named author generalized this result to irreducible semigroups of matrices with spectra in an arbitrary subﬁeld of C [1].
In the situation just described, a weaker property of an irreducible semigroup S ⊂ Mn(C) of complex matrices plays
a signiﬁcant role–the property that the traces of all the elements of S are contained in a subﬁeld F of C. If this is the case,
it is then easy to see that the F-algebra A generated by S is in fact a central simple algebra over F (see [14]) and is, as such,
an F-form of Mn(C) not just as a vector space but as an algebra. This allows for the use of standard algebraic techniques: the
theory of central simple algebras, the Brauer group and Galois cohomology. In the special case when F = R this result takes
a particularly simple form because of the structure of central simple R-algebras. If S ⊂ Mn(C) is an irreducible semigroup
with real traces, then the R-algebra A generated by S is either conjugate to Mn(R), or n = 2k is even and A is conjugate
to Mk(H), where H denotes the algebra of quaternions. It is worth pointing out that in all these results the irreducibility
of the semigroup S is crucial. Indeed, the semigroup S of matrices of the form ( 0 α
0 0
)⊆ M2(C) with α ∈ C arbitrary is an
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conjugated to a semigroup with real entries.
The aim of the present article is to generalize the above mentioned results of [14] to inﬁnite dimensional Banach or
Hilbert spaces. In this context, already the deﬁnition of irreducibility has to be modiﬁed.
A collection C ⊂ B(X) of bounded linear operators on a complex Banach space X is irreducible if there are no nontrivial
closed common invariant subspaces for C .
Also, since we are now in an analytic and not just algebraic setting, it is inevitable that some additional conditions have
to be placed on the semigroup S in question. It turns out that without certain compactness conditions we cannot hope
for aﬃrmative results. The fact that we work in analytic setting is also manifest in our results. For semigroups of compact
operators with real spectra on a complex Banach space X we can show only the existence of an S-invariant weak real
form R on X (again, see the deﬁnition below) and this is optimal as shown by examples. Finally, it goes almost without
saying that the algebraic techniques that were so prominent in the ﬁnite dimensional setting cease to be of use, except
for the basic Frobenius’ theorem classifying the ﬁnite dimensional real division algebras. On the other hand, our analytic
approach yields an alternative proof of the results of [14].
Interestingly, the trace condition discussed in the second paragraph above turns out to be redundant. We prove, among
other things, that for every irreducible, uniformly closed, proper R-subalgebra of the algebra of compact operators on a
complex separable Hilbert space, the trace is real wherever deﬁned.
2. Preliminaries
2.1. Complexiﬁcations of real Banach spaces
We brieﬂy recall some facts concerning complexiﬁcations of real Banach spaces. Given a real Banach space X , its com-
plexiﬁcation XC is, in algebraic terms, just the tensor product X ⊗R C. Under identiﬁcation of X with the real subspace
{x ⊗ 1 | x ∈ X} ⊂ XC it is clear that XC as a real space is just the inner direct sum X ⊕ i X and thus isomorphic to X ⊕ X .
Since we want XC to be a Banach space, this is actually an isomorphism of real Banach spaces. While these constructions
are natural, the deﬁnition of a complex norm on XC is by far not so. There are inﬁnitely many (equivalent) complex norms
one can deﬁne on X as, for example, the so-called Taylor norm
‖x+ iy‖T := sup
0t2π
‖x cos t − y sin t‖, x, y ∈ X,
even if one requires the above identiﬁcation of X with a subspace of XC to be an isometry. For the purpose of this article,
the complexiﬁcation XC of a real Banach space X is the complex space XC equipped with any complex norm making it
into a complex Banach space isomorphic to X ⊕ X as a real Banach space. We refer the reader to [9,11,12] for an extensive
treatment of this topic.
If XC is a complexiﬁcation of a real Banach space X , then XC admits an obvious bounded conjugate linear map x+ iy 	→
x − iy, x, y ∈ X , of order two, which we denote by τ . We call any such map on a complex Banach space X a conjugation.
Let XC denote the complex conjugate of XC , which is the same Banach space with the same addition as XC , but with
the multiplication by complex scalars given by λ · u = λu, λ ∈ C, u ∈ XC . Then τ is an isomorphism between XC and its
conjugate XC . So a necessary condition for a complex Banach space Y to be isomorphic to a complexiﬁcation of a real
Banach space is that it be isomorphic to its complex conjugate Y . It is known that not all complex Banach spaces are
isomorphic to their complex conjugates; the ﬁrst such example was given by Bourgain in [2], another type of example
was provided by Kalton in [8]. Consequently, they are at the same time also examples of complex Banach spaces not
isomorphic to complexiﬁcations of real Banach spaces. A perhaps even more striking such example was constructed recently
by Ferenczi in [5]. There, an example of a complex Banach space Y is provided with a unique complex structure (implying,
in particular, that Y and Y are isomorphic) such that, seen as a real Banach space, Y is hereditarily indecomposable, so it is
not isomorphic to a complexiﬁcation of a real Banach space. We remark that all the examples mentioned are separable.
2.2. Real forms
We now consider a complex Banach space X and let R be a closed real subspace of X . Let φ : R ⊗R C → X denote the
canonical homomorphism given by φ(x⊗ λ) = λx.
We say that R is a real form on X if R ∩ iR = 0 and R + iR = X or, equivalently, if φ is an isomorphism of vector spaces.
Note that, due to the Banach open mapping theorem, R is a real form on X if and only if φ is an isomorphism of the
complexiﬁcation RC and X as complex Banach spaces.
We say that R is a weak real form on X , if R ∩ iR = 0 and R + iR is dense in X or, equivalently, if φ is injective with
dense range. Here, as above, φ : RC → X is a bounded operator. Actually, this fact is a special case of a more general principle
which deserves to be mentioned explicitly.
If R is a weak real form on a complex Banach space X then any complex linear bounded operator A : X → Y to a complex
Banach space Y is completely determined by its action on R . Furthermore, if R is a real form on X , then any bounded real
linear operator A : R → Y extends uniquely to a bounded complex linear operator AC : X → Y , called the complexiﬁcation
of A.
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or, equivalently, precisely when the angle between R and iR is positive (angles can also be deﬁned in a Banach space).
Many Banach spaces, in particular all function spaces or spaces with an unconditional basis, are complexiﬁcations of
real spaces and thus admit a real form but, as we have noted, not every complex Banach space does so. As expected, the
situation is clearest for complex Hilbert spaces.
Proposition 2.1. Real forms on complex Hilbert space are unique up to isomorphism. More precisely, if H is a complex Hilbert space
and R, R ′ are real forms on H, then there exists an invertible bounded linear operator ψ : H → H so that ψ(R) = R ′ .
Furthermore, if R is a real form and R ′ is a weak real form on H, then there exists a bounded operator ψ : H → H, injective, with
dense range, so that ψ(R) = R ′ .
Proof. Since R and R ′ are real Hilbert spaces, this follows immediately from the fact that the isomorphism class of a Hilbert
space is determined only by the cardinality of its orthonormal basis, and the fact that the orthonormal basis of a weak real
form R ′ (as a real Hilbert space) gives rise, via Gram–Schmidt orthonormalization, to an orthonormal basis of H of the same
cardinality. 
In general, however, we do not know whether a complex Banach space can admit nonisomorphic real forms (though we
suspect this is the case) so we state this as an open question.
Question 2.2. Does there exist a complex Banach space admitting nonisomorphic real forms?
Considering weak real forms, we at least have their existence on any separable Banach space due to the deep result by
Ovsepian and Pełczyn´ski on biorthogonal sequences [13] which we brieﬂy recall.
Theorem 2.3 (Ovsepian and Pełczyn´ski). Given a separable Banach space X, there exist a sequence (xn) of vectors in X and a sequence
of bounded linear functionals ( fn) on X such that
(i) fm(xn) = δm,n (the Kronecker symbol) for m,n = 1,2, . . . .
(ii) The linear span of (xn) is dense in X in the norm topology.
(iii) The sequence ( fn) is total, i.e., if x ∈ X and fn(x) = 0 for all n ∈ N, then x= 0.
(iv) supn ‖xn‖‖ fn‖ = M < ∞.
It is then easy to see that the closure R of the real span of the sequence (xn) is in fact a weak real form on X . (See the
proof of Lemma 3.4. Note, however, that not the full strength of Theorem 2.3 is needed.)
As with real forms, the uniqueness up to isomorphism of weak real forms on a complex Banach spaces is open (an aﬃr-
mative answer in this case is perhaps even less likely).
The following lemma shows that, at least with respect to inclusion, real forms are unique.
Lemma 2.4. Let R ′ be a weak real form and R a real form on a complex Banach space X. If R ′ ⊆ R, then R ′ = R.
Proof. The angle between R ′ and iR ′ is positive, therefore the same holds for R and iR . 
Question 2.5. Can we get the same conclusion, if R is just a weak real form?
As an immediate observation one notes that the proper inclusion R ′ ⊂ R of weak real forms R, R ′ on X implies the
existence of a bounded real linear functional on R that cannot be extended to a bounded complex linear functional on X . It
is an interesting question, which weak real forms on X are characterized by the absence of such functionals.
We now make the following deﬁnition.
Deﬁnition 2.6. A collection C of bounded operators on X is said to be (weakly) real if there exists a C-invariant (weak) real
form on X .
Note that being (weakly) real is a hereditary property. Also note that C is (weakly) real if and only if its homogenization
RC = {rC | r ∈ R, C ∈ C} is such.
For Hilbert spaces we have the following characterization of real collections of operators.
Proposition 2.7. If H = L2
C
(X,μ), where (X,μ) is a measure space, and C ⊆ B(H) then
(1) C is real if and only if, up to simultaneous similarity, L2 (X,μ) is invariant for C .
R
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or equivalently if there exists an injective operator with dense range S ∈ B(H) so that CS(L2
R
(X,μ)) ⊆ S(L2
R
(X,μ)).
Proof. This is an immediate consequence of Proposition 2.1, together with the fact that L2
R
(X,μ) is a (distinguished) real
form on H = L2
C
(X,μ). 
Question 2.8. Does the result hold for Lp spaces?
2.3. Induced real forms
Assume X is a complex Banach space endowed with a real form R . As we have already observed, the existence of a
real form R on a complex Banach space X is equivalent to X being isomorphic to RC under the canonical homomorphism
φ : RC → X . Since RC admits a conjugation τ for which R (under the usual identiﬁcation) is the real subspace of ﬁxed
points, there exists a conjugation on X , which we also denote by τ , for which also R is a set of ﬁxed points.
Conversely, suppose a conjugation τ exists on a complex Banach space X . Then the set {x ∈ X | τ (x) = x} is easily seen
to be a real form on X . We henceforth associate the real form R on X and the corresponding conjugation τ .
We now consider the algebra BR(X) deﬁned by
BR(X) :=
{
A ∈ B(X) ∣∣ AR ⊆ R}.
It is obvious that BR(X) is a uniformly closed real subalgebra in B(X) and it can be easily seen that BR(X) is also closed in
the weak operator topology on B(X). Note that BR(X) ∩ iBR(X) = 0. Actually, BR(X) turns out to be a real form on B(X),
called the R-induced real form on B(X). This can easily be veriﬁed directly; we ﬁnd it convenient, however, to do it by
introducing τ -induced conjugation τ ∗ on B(X) which is deﬁned by
τ ∗(A)x := τ (A(τ−1x))= τ (A(τ x)), A ∈ B(X), x ∈ X .
That τ ∗ is indeed a conjugation as well as a (real) algebra homomorphism, for which BR(X) is the set of ﬁxed points is a
routine calculation, showing BR(X) is indeed an algebra real form of B(X), i.e., a real form on B(X) not only as a Banach
space but also as an algebra. We mention in passing, although we shall not be considering this aspect in more detail, that
the Banach algebra B(X) is then isomorphic to the complexiﬁcation of the real Banach algebra BR(X) (see [18] for the basic
properties of complexiﬁcations of real Banach algebras).
Furthermore, BR(X) is naturally isomorphic to the algebra B(R) of bounded real linear operators on R . That BR(X) ⊆
B(R) is clear. On the other hand, as we have observed, every bounded real linear operator A : R → R extends uniquely to a
complex linear operator AC on X which yields the desired equality.
The convenience of introducing the conjugation τ ∗ is that it produces real forms not only on B(X), but on any τ ∗-
invariant subspace Y ⊂ B(X) which is a Banach space (with respect to some norm) such that τ ∗ , restricted to Y , is bounded.
If, in addition, Y is also an algebra, then the real form thus obtained is also an algebra. Observe that all these real forms are
real according to Deﬁnition 2.6.
If two real forms R, R ′ on X are isomorphic, the corresponding induced real forms on B(X) are conjugate. In associative
algebra, it is a fundamental problem to classify all F-forms on Mn(C) (as an algebra) for an arbitrary subﬁeld F ⊂ C up to
simultaneous similarity—they are precisely the central simple F-algebras of dimension n2 over F. Since, in ﬁnite dimensions,
all F-forms on Cn are isomorphic, all induced F-forms on Mn(C) are conjugate to Mn(F); in algebra such forms are called
trivial. We have decided not to follow this terminology but call them induced since, Hilbert spaces apart, we do not know
whether any two real forms on a Banach space X are isomorphic.
Of course, not every algebra real form on B(X) is induced; the simplest example of a noninduced real form is the
algebra H of quaternions as a subalgebra of M2(C). One of our results is the classiﬁcation of algebra real forms on the
algebra of compact operators on a separable Hilbert space H up to simultaneous similarity (see Theorem 4.23).
As with real forms, one can deﬁne BR(X) also for R a weak real form on a complex Banach space X as the algebra of
bounded operators leaving R invariant. Again, it is immediate that BR(X) is a uniformly closed real subalgebra of B(X) and
one can immediately observe it is also closed in the strong operator topology, hence it is closed also in the weak operator
topology on B(X). As before, BR(X) ∩ iBR(X) = 0. It is an open question however, for which we currently do not have an
answer, how large the algebra BR(X) can be in general. We remark that, in the cases of weak real forms R that arise from
our considerations, the algebra BR(X) + iBR(X) is a priori irreducible (see Remark 3.10).
3. Semigroups with real spectra
3.1. Irreducible semigroups of operators
We collect in the following theorem several facts regarding irreducible semigroups of operators on a complex Banach
space X that we shall make use of repeatedly. Most are extracted from [17], which is our general reference for this topic.
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operators is reducible, hence triangularizable.
Unless explicitly stated otherwise, the topology on B(X) is the uniform topology induced by the operator norm. Also, for
C ⊂ B(X), C denotes its closure.
Theorem 3.1. Let X be a complex Banach space and S ⊂ B(X) an irreducible semigroup.
(1) If J is a nonzero semigroup ideal in S , then J is irreducible.
(2) If E = E2 ∈ S is a nonzero idempotent, then the semigroup ESE, restricted to the range of E, is irreducible.
(3) If S = RS and S contains a nonzero compact operator, then S contains nonzero ﬁnite-rank operators. Furthermore, if n is minimal
among the ranks of nonzero elements in S , then S contains an idempotent E of rank n. For such an idempotent E, the semigroup
ESE, restricted to the range of E, is of the form
ESE|Range(E) = RG,
where G ⊂ GLn(C) is an irreducible compact group.
If, in addition, H is a separable Hilbert space and S = RS ⊂ Cp is a semigroup of Schatten p-class operators, then the idempotent E
with the above properties may be taken in the closure of S with respect to the Schatten p-norm.
Proof. See [17, Lemmas 8.2.1, 8.2.10] for (1) and (2). To see (3), combine [17, Lemma 8.1.15] and [17, Lemma 3.1.6]. See [16,
Lemma 2] for the case of operators in Cp class. 
3.2. Semigroups of rank one operators
Let X∗ denote the dual of the Banach space X . For any x ∈ X and f ∈ X∗ we denote by x⊗ f the bounded linear operator
on X deﬁned by (x⊗ f )y = f (y)x. Evidently, x⊗ f is an operator of rank at most one and, conversely, every operator of rank
at most one can be written in such a form. For X ⊆ X and F ⊆ X∗ nonempty subsets let S(X ,F) denote the semigroup of
rank one operators generated by the set {x⊗ f | x ∈X , f ∈F} (here and in what follows, by abuse of language, we allow
such semigroup to contain the zero operator). The following is well known and easy to see, but we state it for the sake of
completeness.
Lemma 3.2. Let X be a complex Banach space and let X ⊆ X and F ⊆ X∗ be given nonempty sets. Then the semigroup S(X ,F) is
irreducible if and only if the set X is spanning (i.e., SpanCX = X ) and the set F is total (i.e., F has no common kernel).
Proof. Clear. 
We now assume that X ⊆ X is spanning and F ⊆ X∗ is total and that, in addition, f (x) ∈ R for all x ∈X and f ∈F (as
we have noted, the existence of such sets is guaranteed in any separable Banach space by Theorem 2.3). As above, S(X ,F)
denotes the semigroup generated by the set {x ⊗ f | x ∈ X , f ∈ F}. Note that, by Lemma 3.2, S(X ,F) is irreducible.
Furthermore, the spectrum of every element in S(X ,F) is real, which follows directly from the next lemma.
Lemma 3.3. For S(X ,F) we have
RS(X ,F) = R{x⊗ f | x ∈X , f ∈F}.
Proof. It suﬃces to show that every element in S = S(X ,F) is a real multiple of an element in {x ⊗ f | x ∈ X , f ∈ F}.
This is easily seen by induction on the length of the elements of S as words in the generators {x⊗ f | x ∈X , f ∈F}. 
The following observation is crucial for our purpose.
Lemma 3.4. If S = S(X ,F) with X and F as above, then R = SpanRX is an S-invariant weak real form on X. Furthermore, for
every S-invariant weak real form R ′ on X we have
λR ⊆ R ′
for some nonzero λ ∈ C. Consequently, the semigroup S is real if and only if R is a real form.
Proof. Since R + iR = SpanCX = X , it is suﬃcient to prove that R ∩ iR = 0. Note that, if x ∈ R , then f (x) ∈ R for all f ∈F .
Hence if, x ∈ R ∩ iR , then for every f ∈F we have f (x) = 0 (as f (x) ∈ R∩ iR = 0). But then x = 0. This shows R is a weak
real form on X .
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for all x ∈X we have
(x⊗ f )y = f (y)x ∈ R ′
and hence f (y)R ⊆ R ′ .
Assume now S is real, i.e., there exists an S-invariant real form R ′ on X . Then, since λR ⊆ R ′ , we conclude λR = R ′ by
Lemma 2.4 and the last claim follows. 
As an immediate consequence we have the following corollary.
Corollary 3.5. If S1 = S(X ,F) is an ideal in a semigroup S , then R = SpanRX is an S-invariant weak real form on X. The semi-
group S is real if and only if R is a real form.
Proof. If x ∈X , then there is an f ∈F such that f (x) = 0. Hence
Sx= 1
f (x)
S(x⊗ f )x⊆ 1
f (x)
S1x⊆ R,
whence SR ⊆ R as claimed. 
3.3. Semigroups with real spectra
The importance of the semigroups S(X ,F) of rank one operators discussed in the previous section is revealed in the
following proposition.
Proposition 3.6. Let S ⊂ B(X) be an irreducible semigroup of operators. If S contains an idempotent of rank one, then it contains an
ideal J of the form
J = S(X ,F),
where X ⊂ X is spanning and F ⊂ X∗ is total.
Furthermore, if every element in J has real spectrum, then f (x) ∈ R for every x ∈X and f ∈F .
Proof. Let E = E2 ∈ S be an idempotent of rank one. We now consider the semigroup ideal J = SES in S . Observe that,
since nonzero, J is irreducible by Theorem 3.1. Now express E = x⊗ f for some x ∈ X , f ∈ X∗ . Observe that every element
in J is of the form (Ax) ⊗ (B ′ f ), where B ′ ∈ B(X∗) denotes the adjoint of B , for some A, B ∈ S , and, conversely, every
element of such form is in J . Let X = Sx and F = {B ′ f | B ∈ S}. Then clearly J = S(X ,F). Note that X is spanning and
F is total by Lemma 3.2. The last claim is obvious. 
In order to be able to apply Corollary 3.5, we must show that a semigroup S ⊂ B(X) with real spectra contains an
idempotent of rank one. This is achieved in the following lemma.
Lemma 3.7. Let S = RS ⊂ B(X) be an irreducible semigroup of operators with real spectra. If S contains a nonzero compact operator,
then S contains a rank-one idempotent.
Proof. By Theorem 3.1, S contains an idempotent of minimal nonzero ﬁnite rank n. Let E be such an idempotent. Further-
more,
ESE|Range(E) = RG,
where G ⊂ GLn(C) is an irreducible compact group. Recall that any compact subgroup in GLn(C) is simultaneously similar
to a subgroup of unitary matrices. In particular, every G ∈ G is similar to a diagonal matrix with spectrum on the unit
circle. Due to the real spectrum assumption, it follows G2 = I for all G ∈ G implying G is abelian. Since an abelian subgroup
in GLn(C) cannot be irreducible unless n = 1, our claim follows. 
We are now in a position to prove the main result of this section.
Theorem 3.8. Let S ⊆ B(X) be an irreducible semigroup of operators with real spectra, containing a nonzero compact operator. Then
(1) S is weakly real.
(2) If x ∈ X is a nonzero vector in the range of any rank-one idempotent in RS , then S is real if and only if the space SpanR Sx +
iSpanR Sx is closed.
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is continuous at compact operators (see, for instance, [17, Theorem 7.2.13]), so every element in I has real spectrum, Hence,
by Lemma 3.7, I , and thus S , contain a rank-one idempotent E .
Now, by Proposition 3.6, S contains an ideal J = S(X ,F), where X ⊂ X is spanning and F ⊂ X∗ is total. Since J ⊆ I ,
every element in J has real spectrum implying f (x) ∈ R for every x ∈X and f ∈F . Therefore, by Corollary 3.5, there is a
weak real form R = SpanRX invariant under RS and hence under S . This shows S is weakly real. By Lemma 3.4, J , hence
also S , is real if and only if R is a real form on X . The last claim now follows from the construction of the real form R . 
Remark 3.9. Note that without the assumption of the semigroup S containing a nonzero compact operator the theorem
above can fail. There exists an irreducible semigroup S = CS of bounded operators on a separable complex Hilbert space H ,
so that S2 = 0 for every S ∈ S [6]. The semigroup in question has 0 spectrum and cannot possibly admit any weak real
forms (due to C-homogeneity).
Remark 3.10. If R is a weak real form invariant under an irreducible semigroup S ⊂ B(X), then, clearly S ⊂ BR(X). Conse-
quently, BR(X)+ iBR(X) is an irreducible complex algebra, since it contains the C-algebra generated by S . If X is a separable
Hilbert space and S contains a nonzero compact operator, it follows that BR(X) + iBR(X) is weakly dense in B(X).
3.4. An example of a nonreal, weakly real semigroup
Let H be a complex, inﬁnite-dimensional, separable Hilbert space and let {en} be an orthonormal basis. Let (αn) be a
sequence of nonzero real numbers containing both an unbounded subsequence and a subsequence converging to 0 (for
example αn = 2(−1)nn). Deﬁne
xn = αnen + iαn+1en+1 and yn = i
αn
en + 1
αn+1
en+1.
Note that
〈xn, ym〉 =
{
1, |m− n| = 1,
0, otherwise.
Observe that e1 ∈ SpanC{xn}, as α1e1 is the limit of some subsequence of the sequence
x′n =
n∑
j=1
(−i) j−1x j = α1e1 + i(−i)n−1αnen+1
and hence SpanC{xn} = H . A similar argument shows that SpanC{yn} = H . Let R = SpanR{xn}. Then R + iR is dense in H .
We claim that R + iR is not closed. We will show that e1 /∈ R + iR . Note that
R =
{∑
λnen
∣∣∣ Im(λn+1) = αn+1
αn
Re(λn), λ1 ∈ R,
∑
n
|λn|2 < ∞
}
and that
iR =
{∑
μmem
∣∣∣ Re(μm+1) = −αm+1
αm
Im(μm), μ1 ∈ iR,
∑
|μm|2 < ∞
}
.
Suppose, if possible, that
α1e1 =
∑
n
λnen +
∑
m
μmem,
where
∑
n λnen ∈ R and
∑
m μmem ∈ iR . Then λ1 = α1, μ1 = 0 and λ j + μ j = 0 for j  2. But then we can use induction to
show that this implies that λ j = −i j+1α j ; a contradiction to ∑n |λn|2 < ∞.
Deﬁne S = R{xn ⊗ fm | m,n} ⊆ B(H), where fn = 〈−, yn〉. Note that S is an irreducible semigroup with real spectrum
and is thus weakly real by Lemma 3.4, R being the S-invariant weak real form on H . Also note that by Lemma 3.4 the
semigroup S is not real as the space R + iR is not closed in H .
4. Structure of irreducible real algebras
4.1. Notation and preliminaries
From now on we restrict our attention to real algebras of operators on a complex separable Hilbert space H . We let C∞
denote the complex algebra (ideal) of compact operators on H and Cp the algebra (ideal) of Schatten p-class operators for
p  1. In particular, C2 stands for the algebra of Hilbert–Schmidt operators and C1 for the algebra of trace-class operators.
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spanned by {ei}. The associated conjugation τ is deﬁned as the complex conjugation applied entrywise on the coeﬃcients
of the series
∑
i λiei ∈ H . Observe that, for this particular choice, τ is actually an isometry; this fact, however, will not be
important in our subsequent considerations.
We now deﬁne R-algebras B1b and B2b as follows. Let B1b denote the real algebra of all bounded operators whose matrix
form with respect to the basis {ei} is (r j,k) j,k with r j,k ∈ R and let B2b denote the real algebra of all bounded operators
whose matrix form is (Q j,k) j,k , where
Q j,k =
(
α j,k −β j,k
β j,k α j,k
)
, α j,k, β j,k ∈ C.
Obviously, in ﬁnite dimensions, one can deﬁne B2b only if the dimension of H is even. Furthermore, let Bnp = Bnb ∩ Cp ,
1 p ∞, for n = 1,2. Observe that the real algebras B1b and B1p , 1 p ∞, are induced algebra real forms on B(H) or Cp ,
1 p ∞, respectively. Indeed, B1b = BR(H) is the R-induced real form on B(H), ﬁxed by the τ -induced conjugation τ ∗
on B(H). Obviously, the algebras Cp , 1 p  1, are τ ∗ invariant, and the restriction of τ ∗ to any of them is bounded as an
operator in the corresponding norm, hence our claim. Note that all these algebras are real according to Deﬁnition 2.6.
To see that also the algebras B2b and B2p , 1  p ∞, are real forms on the corresponding complex algebras, we need
to introduce another conjugation on B(X) for which the algebras in question will be the sets of ﬁxed points. To this end
deﬁne the operator J = Aτ , where A : H → H is given by the (possibly inﬁnite) matrix
A = diag
((
0 1
−1 0
)
,
(
0 1
−1 0
)
, . . .
)
with respect to the chosen basis {ei}. Note that J is a bounded conjugate linear operator on H (actually, an isometry) and
J2 = −I , where I denotes the identity on H . We call such map an anti-conjugation on H . Note that, although J itself is
not a conjugation on H , the map A 	→ J A J−1, however, is a conjugation, as well as an algebra isomorphism, on B(X) for
which B2b , as one can easily verify, is precisely the real linear subspace (subalgebra) of ﬁxed points, so B2b is an algebra real
form on B(H). That B2p , 1 p ∞, are real forms on the corresponding complex algebras follows in exactly the same way
as above. We list some further properties of the algebras in question:
• All the algebras Bnb and Bnp , 1 p ∞, n ∈ {1,2}, are self-adjoint.
• The algebras B1b and B2b are closed in the weak operator topology.
• The trace is real on both B11 and B21 .
• The algebra B2f of all ﬁnite rank operators in B2b is strictly transitive on H . Consequently, the same is true for B2p ,
1 p ∞, and B2b .
We remark that all the algebras we constructed are pairwise nonisomorphic. Indeed, since they are all algebra real
forms on the corresponding complex algebras, any (abstract) real algebra isomorphism extends to an isomorphism of their
complexiﬁcations. But any such isomorphism is known to be spatially induced [3], whence our claim follows immediately.
We shall also require the following fact and its corollary.
Theorem 4.1. The algebras Cp , 1  p ∞, do not contain any proper complex subalgebra that is irreducible and closed (in the
corresponding topology).
Proof. This is well known in the case of the algebra C∞ (see [10]). For the algebras Cp , 1 p < ∞, see [15]. 
Corollary 4.2. The real algebras Bnp , 1 p ∞, n ∈ {1,2}, do not contain any proper real subalgebra that is irreducible and closed
(in the corresponding topology).
Proof. This is an immediate consequence of the previous theorem and the fact that the algebras in question are algebra real
forms on the corresponding complex algebras. 
4.2. Representations of quaternions
In our subsequent considerations we need some results on the representations of the real algebra of quaternions H =
R[i, j,k] in B(H). The ﬁrst is an easy lemma, which, in ﬁnite dimensions, is just a special case of the Noether–Skolem
theorem. For the sake of completeness, we shall present an elementary proof in Appendix A.
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operator U ∈ B(H) we have
ψ(x) = Uϕ(x)U−1
for all x ∈ H.
We shall make use of the following corollary.
Corollary 4.4. Let H be a separable complex Hilbert space and let D be a collection of bounded operators on H. If there exists
an anti-conjugation T : H → H such that T D = DT for every D ∈ D, then there exists a bounded invertible operator U such that
UDU−1 ⊆ B2b .
If, in addition,D ⊂ Cp , 1 p ∞, then UDU−1 ⊆ B2p .
Proof. Let RH denote the space H viewed as a real Hilbert space. Let Y = i I be the multiplication by the complex number i,
seen as a real linear map on RH , and let J be the standard anti-conjugation on B(H) deﬁned above.
Now deﬁne representations ϕ,ψ :H → B(RH) by ϕ(i) = Y = ψ(i), ϕ(j) = J , ψ(j) = T . That ϕ and ψ are representations
of H is a routine veriﬁcation. By Lemma 4.3 there exists U ∈ B(RH) invertible such that U JU−1 = T and UYU−1 = Y . Note
that the latter implies that U is complex linear, i.e., U ∈ B(H). Since B2b is the commutant of J this means that UDU−1 is
a subset of B2b . Now all the claims follow. 
Remark 4.5. The proof of Corollary 4.4 actually shows that all anti-conjugations on H form a single similarity orbit under
the group of invertible elements in B(H). Similarly, one has that all conjugations on H also belong to a single orbit under
this action.
4.3. Real algebras of operators
We now let C denote one of the complex algebras B(H) or Cp , 1  p ∞. We consider a real subalgebra A of C ,
satisfying the following assumptions:
(i) A is irreducible.
(ii) A is a proper closed subalgebra of C (i.e., closed with respect to the corresponding norm: the operator norm if either
C = B(H) or C = C∞; the Cp-norm if C = Cp , 1 p < ∞).
(iii) If C = B(H), then:
(a) A contains a nonzero compact operator.
(b) A∩ C∞ is a proper (closed) subalgebra in C∞ .
Let A f denote the ideal of ﬁnite rank operators in A. Furthermore, let A∞ =A∩C∞ . Observe that (a) in the last assumption
is needed to ensure A f is nonzero if C = B(H). The importance of (iii)(b) is discussed below.
Let E be an idempotent of minimal nonzero ﬁnite rank in A (see, e.g., Theorem 3.1). Note that EAE|Range(E) is an
irreducible real subalgebra in Mn(C), n being the rank of E , in which every nonzero element is invertible by the minimality
of rank. So EAE|Range(E) is a ﬁnite dimensional division R-algebra. Therefore, the rank of E is either one, in which case
either EAE = R or EAE = C, or the rank of E is two and EAE  H.1 We will show that, depending on the rank of E, A is
intertwined with the corresponding subalgebra of either B1b or B2b .
We remark that the idempotent E and the algebra EAE are independent of the original topology on the algebra A and
are determined only by the ideal A f . Indeed, E may be taken to exist in the closure of A f in the operator norm, but then
it is also in the closure of A f with respect to any Cp norm. Since such considerations will appear on numerous occasions,
we make them more precise in the form of the following lemma.
Lemma 4.6. Let E = E2 ∈ B(H) be an idempotent of ﬁnite rank. Then B(H)E (or EB(H)) is a subset of Cp for all p  1 and the
restriction of any of the Cp-norms to B(H)E (EB(H)) is equivalent to the restriction of the operator norm.
Proof. Clear. 
We now proceed to analyze in detail the two possible cases depending on the rank of E .
1 The assumption on EAE ⊂ Mn(C) being irreducible is crucial for this conclusion. For instance, the algebra
( a b
−b a
)⊂ M2(C), a,b ∈ R, is clearly isomor-
phic to C as a real algebra, but is not irreducible as a subalgebra of M2(C).
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Let S =AEA be the semigroup ideal in A generated by the idempotent E .
Proposition 4.7. The semigroup S has real spectrum. In particular,
EAE|Range(E) = R.
Proof. Assume there exists an element A ∈ S whose spectrum is not real. Then, since S is a semigroup of rank one opera-
tors, A = λP is a complex multiple of a nonzero rank one idempotent P . Furthermore, λ ∈ C \R, P = P2 = 0. Since S = RS
we may assume also |λ| = 1. But then some subsequence of the sequence {Pn} converges to P (in any of the norms consid-
ered), so P ∈A. Therefore PAP = C, i.e., we may assume, by replacing E and P , that EAE = C. Since then also ESE = C, it
follows that SpanR S = SpanC S ⊂A∞ . Recall that S is irreducible. Then the closure of SpanR S in the corresponding norm,
also contained in A∞ is an irreducible closed complex subalgebra in the corresponding algebra which is a contradiction to
our assumptions by Theorem 4.1. 
Now note that S is weakly real by Theorem 3.8 and by Corollary 3.5 A is weakly real as well. Observe also that, since
A is an algebra, the A-invariant weak real form R ′ is just the closure of the set Ax, where x = 0 is in the range of a rank
one idempotent in A. Therefore
R ′ =A f x=A f x=A f x=AEx=Ax,
where the last closure may be taken in any of the norms considered by Lemma 4.6, which also implies the penultimate
equality. Note also that A∩ iA= 0 and, if C = Cp , that A+ iA is dense in C by Theorem 4.1.
For algebras of compact operators, the situation when A is real is described in the following corollary.
Corollary 4.8. Assume C = Cp , 1 p ∞. Then the following are equivalent:
(1) A is real, i.e., R ′ is a real form.
(2) A is simultaneously similar to the algebra B1p .
(3) A+ iA= C , i.e.,A is an algebra real form on C .
Proof. The implications (1) ⇒ (2) and (2) ⇒ (3) are obvious. To see that (3) ⇒ (1), note that for any nonzero x in the range
of the rank one idempotent E ∈A we have that R ′ + iR ′ =Ax+ iAx= (A+ iA)x= Cx= H . 
Note that, as a consequence, if C = Cp , then A is real if and only if it is an algebra real form on C .
In case when A contains noncompact operators we have the following.
Corollary 4.9. IfA⊂ B(H), thenA is real if and only ifA∞ is real.
Note that, if the dimension of H is odd this concludes our considerations since the rank of E divides the dimension of H .
Assume now A is only weakly real but not real. Then there exists a quasi-aﬃnity (i.e., a bounded, injective, dense
range operator) U : H → H with A invariant range, such that U−1AU ⊂ B1b . Indeed, the operator U may be obtained as the
complexiﬁcation of the real Hilbert space isomorphism R
∼→ R ′ . Then U (R) = R ′ , U (H) = R ′ + iR ′ is A invariant, so for every
A ∈A the operator U−1AU is well deﬁned and bounded by the Closed Graph Theorem. Clearly, we have U−1AU ⊂ B1b . Thus
we have shown the ﬁrst part of the following proposition.
Proposition 4.10. AssumeA is only weakly real. Then there exists a quasi-aﬃnity U ∈ B(H) withA-invariant range such that:
(1) U−1AU ⊂ B1b .
(2) U−1(A f + iA f )U is strictly transitive.
Moreover, for any quasi-aﬃnity V ∈ B(H) withA-invariant range achieving V−1AV ⊂ B1b , we have
B1f ⊂ V−1AV .
Proof. The existence of a quasi-aﬃnity U with A-invariant dense range such that U−1AU ⊂ B1b was shown above. Now
observe that, by construction, U has the property that Range(U ) = SpanA f , where f is a nonzero vector in the range of E ,
a rank one idempotent in A. Note that SpanA f =A f + iA f and recall that R ′ =A f =A f f . Hence, for any x ∈ SpanA f
we have x= A f for some A ∈A f + iA f . Hence
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which shows (A f + iA f )x= SpanA f , whence our claim.
For the second statement assume, on the contrary, that V−1AV ⊂ B1b contains all the ﬁnite rank operators in B1b , i.e., for
every B ∈ B1f there exists A ∈A such that
AV = V B.
This implies, after taking the adjoints and noting that B1f is self-adjoint,
V ∗A∗ = BV ∗
for every B ∈ B1f . Therefore, the range of V ∗ is invariant under B1f and consequently, since it is a complex linear manifold,
under B1f + iB1f . Since B1f + iB1f is the algebra of all ﬁnite rank operators on B(H), the range of V ∗ is invariant under every
ﬁnite rank operator on H , from which it follows that V ∗ , hence V , is surjective and thus invertible by the Banach Open
Mapping Theorem; a contradiction. 
Remark 4.11. The condition (iii)(b) was needed to prevent the following situation. Let R be the inverse image of any algebra
real form on the Calkin algebra in B(H). Then R is clearly a proper closed real subalgebra in which the minimal nonzero
rank is one. Clearly, C∞ ⊂R implies there is no R-invariant weak real form on H .
4.5. Rank of E is 2
Recall that in this case EAE is isomorphic to H. Also note that in this situation the condition (iii)(b) is superﬂuous;
A∞ is a priori a proper subalgebra in C∞ . We will show that A is intertwined with the corresponding subalgebra of B2b .
The role of the map T from Lemma 4.4 will be played by the map relating the nonzero columns of AE . Let f1, f2 be a basis
of EH in which
EAE|Range(E) =
{(
α −β
β α
) ∣∣∣ α,β ∈ C} .
We now consider the real linear subspace (submanifold) A f1 ⊂ H . Our ﬁrst observation is the following.
Lemma 4.12. The spaceA f1 is a dense complex subspace of H.
Proof. The density of A f1 is implied by the irreducibility of A, provided A f1 is a complex space. To see this is the case,
just note that i f1 ∈A f1. 
We now deﬁne the map
T = TA :A f1 → H, A f1 	→ A f2.
Note that T is a well-deﬁned R-linear map. Indeed, A f1 = B f1, A f2 = B f2, A, B ∈A, implies the rank of (A − B)E ∈A is
one, a contradiction.
The properties of T are listed in the following proposition.
Proposition 4.13. The map T = TA has the following properties:
(1) T is closed.
(2) The range of T isA f1 and is hence invariant underA.
(3) For every A ∈A we have AT = T A.
(4) T is conjugate linear, i.e., T (λx) = λT x.
(5) T 2 = −I .
Proof. (1) Suppose An f1 → x and An f2 → y. Then AnE → A = AE for some A ∈ A by Lemma 4.6, so x = A f1 ∈ Ae1,
y = A f2 = T x, showing T is closed.
(2) Note that the range of E = SpanC{ f1, f2} is contained in A f1 and therefore A f1 = A f2. Hence A f1 is invariant
under T . Also observe that T |Range(E) = J , where J is the standard anti-conjugation with respect to the basis { f1, f2}.
(3)
T A f1 = A f2 = AT f1,
T AB f1 = AB f2 = ABT f1 = AT B f1.
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T (i A f1) = T A(i f1) = AT (i f1) = A(−i f2) = −i A f2 = −i AT f1 = −iT A f1.
(5)
T T A f1 = T A f2 = AT f2 = A(− f1) = −A f1. 
From this proposition we immediately deduce the following.
Corollary 4.14. Suppose C = Cp , 1 p ∞. Then the following are equivalent.
(1) A f1 = H.
(2) A is simultaneously similar to the corresponding real algebra B2p .
(3) A+ iA= C , i.e.,A is an algebra real form on C .
(4) A is strictly transitive.
Proof. (1) ⇒ (2). If A f1 = H , then T is everywhere deﬁned and therefore a bounded operator on H . Now combine Corol-
lary 4.4 and Proposition 4.13 to observe that A is similar to an irreducible closed R-subalgebra of the corresponding algebra
B2p . Now note that the algebras B2p , 1  p ∞, do not properly contain any irreducible, closed proper R-subalgebras by
Corollary 4.2.
(2) ⇒ (3). Clear.
(3) ⇒ (1). If A+ iA= C , then A f1 = (A+ iA) f1 = C f1 = H .
(2) ⇒ (4) and (4) ⇒ (1). Clear. 
If A contains noncompact operators we have
Corollary 4.15. If C = B(H), then A is simultaneously similar to a closed subalgebra D ⊂ B2b such that D∞ = B2∞ if and only ifA f1 = H.
We will now show that also in the case A f1 is not closed, A is intertwined with a subalgebra of B2b . This is achieved by
the result below.
Proposition 4.16. There exists an injective operator L ∈ B(H) such that
Range(L) =A f1.
Proof. Note that in case H is ﬁnite dimensional there is nothing to prove and assume that H is inﬁnite dimensional. Let D
be the closure of the algebra A f in the Hilbert–Schmidt norm. By Lemma 4.6 we have A f1 =D f1.
Since D is a real Hilbert space, we can deﬁne a bounded, real linear map L0 :D→ H by L0A = A f1. Let L0 :DC → H be
its complexiﬁcation and let
L˜0 : D˜ =
(DC/Null(L0))→ H
be the induced quotient map. Now precompose L˜0 with an isomorphism H
∼→ D˜ (Hilbert spaces in question are isomorphic
as they have the same dimension) to get the desired map. 
We can now prove an analogue to Proposition 4.10.
Proposition 4.17. SupposeA f1 = H. Then there exists a quasi-aﬃnity U withA-invariant dense range such that:
(1) U−1AU ⊂ B2b .
(2) U−1A f U is strictly transitive.
Moreover, for any quasi-aﬃnity V ∈ B(H) withA-invariant range achieving V−1AV ⊂ B2b , we have
B2f ⊂ V−1AV .
Proof. Let L be the operator from Proposition 4.16 and T the operator from Proposition 4.13. Then D = L−1T L is an every-
where deﬁned conjugate linear bounded operator, such that D2 = −I , i.e., D is an anti-conjugation. Now use Corollary 4.4 to
obtain an invertible operator S , such that S−1DS = J , where J is the standard anti-conjugation on H . Then deﬁne U = LS .
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deﬁned B ∈ B(H). Finally, observe that
J B = (U−1TU)B = U−1T AU = U−1ATU = U−1AUU−1TU = B J ,
so B ∈ B2b as claimed.
It remains to show that U−1A f U is strictly transitive. First observe that, by construction, for every nonzero y ∈ Range(E)
we have f1 ∈ EAEy and hence, if x= A f1 ∈A f1, then
A f1 ⊇A f A f1 ⊇AEAA f1 ⊇A f1.
Consequently, A f x=A f1 for every nonzero x ∈A f1, so U−1A f U is transitive as claimed.
The proof of the second assertion follows exactly the same pattern as the one in the proof of Proposition 4.10, and is
therefore omitted. 
4.6. Summary
Some of the results from the previous sections can be summarized as follows.
Theorem 4.18. Let H be a separable complex Hilbert space, C = Cp , 1  p ∞. Let A be a real subalgebra of C , closed in the
corresponding topology, and let n be the minimal nonzero rank inA. IfA is a proper subalgebra of C then the following holds:
(1) n ∈ {1,2}.
(2) A∩ iA= 0 andA+ iA is dense in C . In particular,A is a weak algebra real form on C .
(3) A is simultaneously similar to Bnp if and only ifA+ iA is closed (equivalently, equal to C).
(4) IfA+ iA = C , there exists a quasi-aﬃnity U ∈ B(H) withA-invariant range, such that:
(i) U−1AU ⊂ Bnb.
(ii) For every p, 1 p ∞, the algebra U−1AU ∩Bnp is dense in Bnp .
Furthermore, for every quasi-aﬃnity V ∈ B(H) withA-invariant dense range achieving V−1AV ⊂ Bnb we have
Bnf ⊃ V−1AV .
Proof. Only the assertion (4)(ii) remains to be proved. It is deduced immediately from Corollary 4.2 since, as we have
shown, U−1A f U ⊂ Bnf is irreducible for the quasi-aﬃnity U as constructed. 
Before we can give an answer to a question that originally motivated our research, we need the following result.
Proposition 4.19. Let H be a separable Hilbert space and A, B ∈ C1 two given trace-class operators on H. Suppose there exists a
quasi-aﬃnity U ∈ B(H) such that AU = U B. Then
tr(A) = tr(B).
Proof. Observe that we can assume with no loss U is positive deﬁnite. Indeed, if U = K T is the polar decomposition of U ,
then K is positive and T unitary since U is a quasi-aﬃnity. This implies AK = K T BT ∗ , but B and T BT ∗ have the same
trace.
Now, if U is positive, then, since it is injective, the Spectral Theorem implies there exist an increasing sequence Pn of
self-adjoint spectral projections commuting with U and converging strongly to identity, such that PnU Pn , restricted to the
range of Pn is invertible for every n. Note that A, B are the limits, in C1-norm, of the sequences Pn APn and PnB Pn . In
particular,
tr(A) = lim
n→∞ tr(Pn APn) and tr(B) = limn→∞ tr(PnB Pn).
Now AU = U B implies, after multiplication by Pn on both sides, that Pn APn and PnB Pn are similar, when restricted to the
range of Pn , via the invertible operator PnU Pn , and thus have the same trace. 
We can now prove the following.
Theorem 4.20. Let H be a separable complex Hilbert space, C = Cp , 1 p ∞. LetA be an irreducible closed proper real subalgebra
of C . Then for every A ∈A∩ C1 we have
tr(A) ∈ R.
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projections of A belonging to nonzero eigenvalues of A of the same modulus. Now Lidskii’s Theorem implies that A ∈A∩C1
can be approximated arbitrarily closely in trace by a ﬁnite rank operator in A, i.e., for every  > 0 there exists an operator
B ∈A f such that∣∣tr(A) − tr(B)∣∣ .
So it suﬃces to show every ﬁnite rank operator in A has real trace.
Let U be a quasi-aﬃnity (or an invertible operator) achieving U−1AU ⊂ Bnb for n either 1 or 2, which exists by Theo-
rem 4.18. If A ∈A f , then B = U−1AU ∈ Bnf , so tr(B) ∈ R, and tr(A) = tr(B) by Proposition 4.19 proving the claim. 
Corollary 4.21. Let S be an irreducible semigroup containing a nonzero trace-class operator. IfA is the closed R-algebra generated by
all compact operators in S , then the following are equivalent.
(1) Every trace class operator inA has real trace.
(2) Every trace class operator in S has real trace.
(3) A = C∞ .
Proof. The implication (1) ⇒ (2) is clear and the implication (3) ⇒ (2) is the content of the previous theorem. So only the
implication (2) ⇒ (3) remains to be shown. Let S1 denote the semigroup ideal in S generated by the trace-class operators
in S , and A1 the closure in C1-norm of the real algebra generated by S1. Clearly, the trace is real on A1 so A1 is a proper
subalgebra of C1. Now let E be a minimal rank idempotent in A1 and observe that it is also a minimal rank idempotent
in D, the closed real algebra generated by S1. Furthermore, EA1E = EDE = C. Since S1 is an ideal in S , D is an ideal in
A, so EAE = EDE , which shows A = C∞ as claimed. 
Corollary 4.22. LetA be an R-subalgebra of B(H). IfA contains a nonzero compact operator, then eitherA is WOT dense in B(H) or
there exists an operator U ∈ B(H), injective, withA-invariant dense range, so that U−1AU is WOT dense in Bnb . Here n ∈ {1,2} is the
minimal nonzero rank inA.
The next result is a characterization of possible algebra real forms on the algebras B(H) or Cp , 1 p ∞.
Theorem 4.23. The algebras Bnb and Bnp , 1 p ∞, n ∈ {1,2}, are up to simultaneous similarity the only algebra real forms on B(H),
or Cp , 1 p ∞, respectively.
Proof. Only the case of the whole algebra of bounded operators B(H) needs some further consideration. Let R be an
algebra real form on B(H) and σ the associated conjugation on B(H). A one line calculation shows σ is also multiplicative,
so σ is a conjugate linear algebra isomorphism on B(H). Now compose σ with the conjugation τ ∗ , induced by the standard
conjugation on H . Then τ ∗σ is an algebra isomorphism, therefore by [3] it is spatially induced as conjugation by a bounded
invertible operator U . Therefore τ ∗(σ (A)) = U AU−1 for all A ∈ B(H). Then σ(A) = (τU )A(τU )−1. In particular this implies
that C∞ is invariant under σ , so R∞ is an algebra real form on C∞ , implying both R∞ = 0 and R∞ = C∞ , as required. 
We remark that, although much as expected, this result appears to be new. In [7], where a characterization of real forms
on Banach–Lie algebras (of which the algebras Cp and B(H) are a particular case) is derived, a more restrictive deﬁnition
of real forms is introduced by requiring that they be self-adjoint. Our last result shows that self-adjoint weak algebra real
forms on the algebras Cp are actually real forms.
Theorem 4.24. Let C be either the algebra B(H) or Cp , 1 p ∞. AssumeA is a weak algebra real form on C containing a nonzero
compact operator. IfA is closed under taking adjoints, thenA+ iA= C .
Proof. Note that, by deﬁnition, A is a proper closed irreducible real subalgebra of C . Let E be a minimal rank idempotent
in A and f a nonzero vector in its range. The theorem will be proved, provided we show either A f + iA f = H , in the
case the rank of E is one, or A f = H in the case the rank of E is two. Indeed, if this is the case, then A is conjugated to a
closed subalgebra of Bnb or Bnp . Consequently, A+ iA is closed in C so the density of A+ iA in C implies A+ iA= C .
Let A2 denote the closure in C2-norm of the real algebra of Hilbert–Schmidt operators in A. Clearly, A2 is an irre-
ducible proper real subalgebra of C2 which is also self-adjoint. Moreover, E is also the minimal rank idempotent in A2 and
A f =A2 f . To prove our claim it thus suﬃces to show that A2 + iA2 is closed in C2. Now observe that by Theorem 4.20
we have
(A, B) = tr(AB∗) ∈ R
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spaces A2 and iA2 are orthogonal and their sum is closed as claimed. 
The following open question remains.
Question 4.25. Is in the case C = B(H) the condition thatA contain a nonzero compact operator in Theorem 4.24 really necessary?
4.7. Example of a real trace semigroup of minimal rank 2 not similar to a subsemigroup of B2b
Let S = S1 ⊗H, where
H =
{(
α β
−β α
)}
⊆M2(C)
and S1 = R{xi ⊗ 〈−, y j〉} is the semigroup constructed in Section 3.4. Let A be the Hilbert–Schmidt closure of the real
algebra generated by S . Note that A∩ iA= 0 and that the minimal rank in A is 2. We will show that for suitably chosen αi ,
there is a sequence Ak, Bk ∈ S so that
lim
k→∞
[Ak, iBk]
‖Ak‖2‖Bk‖2 = 1,
and hence A+ iA is not closed and thus S is not similar to a subsemigroup of B2. Indeed, if Ak = (x1 ⊗ 〈−, y2k〉) ⊗ I2 and
Bk = (x1 ⊗ 〈−, y2k+1〉) ⊗ I2, then
‖Ak‖2 =
√
2‖x1‖2 · ‖y2k‖2 =
√
2‖x1‖2
α2k+1
√
1+
(
α2k+1
α2k
)2
,
‖Bk‖2 =
√
2‖x1‖2
α2k+1
√
1+
(
α2k+1
α2k+2
)2
,
[Ak, iBk] = Re
(
tr
(−i AkB∗k))= 2‖x1‖22α22k+1 .
Hence if αk = 2(−1)kk , then we get the desired conclusion.
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Appendix A. Representations of quaternions
Here we prove that representations of quaternions in B(H) (where H is a separable real Hilbert space) are unique up to
conjugation. We ﬁrst show that every representation is equivalent to a ∗-representation and then the result follows easily.
Lemma A.1. If H is a complex, separable Hilbert space and Y , J ∈ B(H) are such that Y J = − J Y and Y 2 = −I = J2 , then up to
simultaneous similarity we have
Y =
(
i I 0
0 −i I
)
, J =
(
0 I
−I 0
)
.
Proof. First note that Y is a nonscalar operator and hence Y 2 + I = (Y − i I)(Y + i I) is its minimal polynomial. Hence we can
assume with no loss of generality that Y = ( i I 0
0 −i I
)
. Let H+ and H− be the eigenspaces of Y corresponding to eigenvalues i
and −i, respectively. Note that J H+ ⊆ H− and J H− ⊆ H+ (as T S = −ST ) and hence H+  H− . Thus J =
( 0 J1
J2 0
)
. Equality
J2 = −I yields J1 J2 = −I = J2 J1. Now apply similarity via
(− J2 0
0 I
)
to ﬁnish the proof. 
Corollary A.2. If (H, [−,−]) is a separable real Hilbert space and Y , J ∈ B(H) are such that Y J = − J Y and Y 2 = −I = J2 , then
there exists a real scalar product [−,−]1 on H so that
(1) norms induced by [−,−] and [−,−]1 are equivalent,
(2) Y and J are isometries with respect to [−,−]1 .
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Lemma A.1 to ﬁnd A ∈ B(HC) so that
AY A−1 =
(
i I 0
0 −i I
)
, A J A−1 =
(
0 I
−I 0
)
and note that for [x, y]1 = Re〈Ax, Ay〉 deﬁnes a real scalar product on HC and hence also on H in which Y and J are
isometries. It clear that [−,−] and [−,−]1 induce equivalent norms. 
Corollary A.3. Any unital representation ϕ :H → B(H) is similar to a ∗-representation.
Proof. If H = R[i, j,k] then let Y = ϕ(i), J = ϕ(j), K = ϕ(k) and note that Y 2 = −I = J2 and Y J = − J Y . In view of
Corollary A.2 we can, with no loss of generality, assume that Y and J are unitary operators, and hence so is K = Y J . 
Lemma A.4. Let H act on R4 in the usual way, i.e., as the left regular representation on itself, and let H be an inﬁnite-dimensional
separable real Hilbert space. Write H = R4 ⊗ H1 . If ϕ :H → B(H) is a unital R-algebra homomorphism, then up to simultaneous
similarity, ϕ(x) = x⊗ IH1 .
Proof. Abbreviate ϕ(i) = Y , ϕ(j) = J , and ϕ(k) = K . By Corollary A.3 we can assume that Y , J and K are unitary operators.
Use Zorn’s lemma to ﬁnd R , a maximal linear subspace of H , such that the spaces R , Y R , J R and K R are pairwise perpen-
dicular. Observe that R is closed and that H = R ⊕ Y R ⊕ J R ⊕ K R . Now note that ϕ , with respect to this decomposition
of H , combined with isomorphisms H1  R  Y R  J R  K R has the desired form. 
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