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1. INTRODUCTION 
Currently the most widely used ways of solving random initial value 
problems (RIVP’s) for ordinary linear differential equations are perturbation 
methods, methods involving Fokker-Planck or Kolmogorov partial dif- 
ferential equations, and hierarchy methods. While considerable success has 
been attained in solving certain RIVP’s with each of these methods, it is 
also true that each is subject to serious restrictions. Perturbation methods 
require the assumption of a “small amount” of randomness to be effective. 
The use of Fokker-Planck or Kolmogorov partial differential equations 
requires that the solution be Markovian, and even then these equations 
may be too difficult to solve. Hierarchy methods rely on a “closure assump- 
tion” that may not be justifiable theoretically; also, they are unsystematic 
and may yield equations that are difficult to solve. 
Thus there is a need for a method of solving RIVP’s that is applicable to a 
less restricted class of problems and that lends itself to programming and to 
execution on a computer with an acceptable level of numerical error. The 
method of moments of functional analysis has in considerable measure the 
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desired properties of generality and convenience for computation. In this 
paper we discuss the use of this method to solve linear RIVP’s. By “solve” 
we mean “find the mean and autocorrelation of the solution.” 
We start with a brief description of the method of moments for deter- 
ministic problems in Section 2. In Section 3 we establish the applicability 
of the method of moments to nth order linear RIVP’s whose random coeffi- 
cients have a finite number of sample functions. Then, in Section 4, we 
introduce a wider class of stochastic processes called “discretizable processes”; 
these processes are characterized by the fact that they can be approximated 
by processes with a finite number of sample functions. Section 5 contains 
the most important theoretical result of the paper-a demonstration that the 
method of moments can be applied to nth order linear RIVP’s with dis- 
cretizable coefficients. Some further extensions are found in Section 6. The 
fact that polynomials with random coefficients are often discretizable suggests 
that some problems with more general coefficients can be approximated by 
problems with polynomial coefficients. This possibility is examined in 
Section 7 for RIVP’s with stationary coefficients. Finally, in Section 8 we 
present three illustrative examples and a summary discussion of the use 
of the method of moments and the possible errors involved. 
2. THE METHOD OF MOMENTS 
The method of moments of functional analysis as presented in [6] is a 
modification of Galerkin’s method. The specific version of the method of 
moments used in this paper can be described as follows. Given the problem 
of solving 
x=pAx+f (1) 
in a Hilbert space H with inner product (., .), we seek a sequence of operators 
(An} such that the solutions of 
XTL = CL &x, +f (2) 
converge to the solution of problem (1). 
Consider the sequence {~~}~=a defined by 
x0 =f, z, = AZ, , z2 = Az, ,..., %I = Az,-~ . (3) 
Define an operator A,, on the Hilbert space H, , generated by {z. , x1 ,..., z,-i} 
such that 
A,Q = zi , i = l,..., n - 1, 
A,z,-1 = -%A, , 
RANDOM INITIAL VALW PROBLEMS 113 
where E, is the projection operator from H to H,, . Since E,,x, E H,, , we can 
produce constants czr ,..., 01, such that 
A,z,-1 = E,J, = -(qrq, + gq + ..* + s-~-1) 
by solving the system of equations: 
(~0,~0)~0+(~0,~1)~1+~~~+(~0,~,-1)~,-1+(~0,~,)=0 
(3 ,.4 ql + (3 ,x1) a1 + *.* -I- (% , %-1) an-1 + @I > 4 = 0 
(%-1,201 a0 + (%-1, 3) % + .L + (&-l~%-l) %-1 
(4) 
+ (%I-1 > %I.) = 0. 
The solution g;ra of problem (2) is an element of H, , so we can also express 
2, as 
f, = %Fo + UlZl + .'. + %-1%-l, 
where u. , a, ,..., a,-, are constants to be determined. After some algebraic 
manipulation, we obtain the following expressions for a, ,..., a,-, in terms 
of IX0 )...) 01,-r : 
u,=l- 
1 
p-n + c;:; aJ.ri 010 ’ 
ak = pukwl - 
1 
(5) 
h = I,..., n - 1. 
A key result is the following theorem. 
THEOREM 1 (VOROBYEV). Let A be a completely continuous operator. Let 
A, be us defined above. Let p be a regular value of problem (1). Then for n 
su$kiently large problem (2) has a solution f, , and the sequence {an} converges 
to 4, the solution of problem (I), in the sense that 
where 11 . I/ is the induced norm of H. 
3. THE SOLUTION OF AN n'rH ORDER LINEAR RANDOM INITIAL 
VALUE PROBLEM WHOSE COEFFICIENTS HAVE A FINITE 
NUMBER OF SAMPLE FUNCTIONS 
Consider the nth order initial value problems 
yen) + Qli(t)y'n-l' + *‘* + Qni(t)Y = gi(t), 
y(0) = y'(0) = . . . = y'"-l'(0) = 0, 
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where i = I,..., m, and qji , gi are continuous. Let us associate a probability 
ai > 0 with the ith problem, i = I,..., m, such that CT=, ai = 1 and define 
Qj(t>, i = I,..., n, as the stochastic process with m sample functions qji(t) 
and G(t) as the stochastic process with m sample functions gi(t). Now let us 
write the above m initial value problems in the form of a random initial value 
problem 
Yen) + Ql(t) Y(“-l) + 1.. + Qn(t) Y = G(t), 
Y(O) = Y'(O) = *.. = y-l)(o) = 0. (6) 
Clearly the solution to this problem is a stochastic process P(t) having m 
sample functions yi(t), i = I,..., m, with respective probabilities a, , 
i = I,..., m. 
In order to justify the use of the method of moments to solve problem (6), 
we shall write problem (6) in operator form, specify the associated Hilbert 
space, and apply Theorem 1. To satisfy the hypotheses of this theorem, we 
choose to transform problem (6) into an integral equation and then show 
that the integral operator is completely continuous. From [5; pp. 18, 191 
we have that the nth order derivative Y tn) of the solution of problem (6) is 
itself the solution of the integral equation 
yen)(t) = 1” f Qj(t) yj--‘,,;; Yen)(s) ds + G(t). 
0 j=l 
The solution of this equation must be an element of the set 
L = 
i 
X(t, m): X(t, W) is a stochastic process; 
s 
1 
E{X2(t, w)} dt < co; 
0 
w = wi with probability ai for i = l,..., m . 
t 
Clearly L is a Hilbert space under the inner product defined by 
(X(t), z(t)) = j-’ EW(t) -WI) dt. 
0 
We now define the operator A by 
At’(t) = 6 K(t, 4 I(s) ds, 
K(t, s) = i Qj(t) :“j-ws’;,-:; 
j=l 
(7) 
where the kernel 
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the domain of A is L. Note that the kernel K(t, s) has m sample kernels 
given by 
&(t, s) = f qji(t) ‘;I--s’;,l; i=l ,..., 711. 
j=l 
THEOREM 2. The operator A is completely continuous in the Hilbert space L. 
Proof. Let (X,(t, u)} be a sequence in L such that 
(X,(4 w), Xk(4 w)) < c 
for some constant C > 0. It suffices to find a subsequence, call it {Xkj(t, w)>, 
and $(t, 0) E L such that 
Since 
(AX&, w), - $0, ~1, AX& w) - 40, w)> + 0. 
(X,(t, w), &(t, ~1) = j1 WG*(t, w)> dt 
0 
= zl ai J‘,l Xk2(t, q) dt < C, 
we know that 
s 
1 
Xk2(t, wi) dt < 
c 
= co 
0 min ai i=l,...,?IZ 
for i = l,..., m. Since the operator A(l) defined by 
A’%(t) = 1” K(t , s, 4 ~(4 ds 
0 
C-3) 
is completely continuous in the (deterministic) Hilbert space L,([O, 11) 
[4, pp. 193-1951, there exists a subsequence {Xk,,(t, w)} and &(t) such that 
1 t 
I r, (9) 0 0 
W, s, 4 X,c,1(s, 4 ds - A(tf dt + 0. 
Similar reasoning leads to a subsequence (XkJt, w)} of (Xkv,(t, w)} and q&(t) 
such that 
1 t s II II II K(t, s, 4 %,l(S, 4 ds - h(t)]’ dt - 0. 
Proceeding in this fashion, we arrive finally at a subsequence (Xk,(t, w)} 
and +i ,..., 4, such that 
1 t s [s K(t, s, q) Xkym(s, w) ds - $i(t)]z dt + 0 (10) 0 0 
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for i = l,..., m. Thus if (b(t, wi) = &(t) 
wG”m(4 w> - 4(4 4, A&“,(4 w>) - 5&t> 4) - 0, (11) 
and A is completely continuous in L. 
We may now apply Theorem 1 and conclude that the solutions &Jr) of 
t;k = A& + G(t) 
generated by the method of moments converge to the solution l(t) of 
i = AL’ + G(t) 
in the sense that 
lim 
s 
’ E{([(t) - [k(t))2} dt = 0. 
k+= 0 
Thus we have solved Eq. (7); integrating n times, we can conclude that 
jot ( 
1 
. . . 
i 
sea-1 
[&,J ds, ds,-, ... ds, 
0 
converges in the same sense to Y(t), the solution of random initial value 
problem (6). 
4. DISCRETIZABLE STOCHASTIC PROCESSES 
Since we wish to solve a class of RIVP’s whose coefficients are more 
general than those considered above, we seek a type of stochastic process 
that can be approximated as closely as desired by a stochastic process with 
a finite number of sample functions. We shall call such processes discretizabZe 
processes and define them as follows. 
DEFINITION 1. A stochastic process Q(t) defined for 0 < t < 1 over 
the probability space (Q, M, p), which has continuous sample functions, 
is called discretizable if 
(i) there exists a constant Ml such that essiup 1 Q(t)1 < Ml ; 
(ii) for each positive integer m there exists Sz, ,..., L?, E M such that 
(a) (JLi Qi = 52 - Q. and p(Qo) = 0, 
(b) Qi n Q, = 4 for all i # j, 
(c) p(9,) = l/m for i = I,..., m, 
(d) there exists wi E sZi , i = I,..., m, such that if we define 
Q&t, W) = Q(t, WJ for all w E sZi , i = I ,..., m, then 
for 0 < t < 1. 
bz esszup I Q(t) - Q&)1 = 0 
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Note that if V is a real-valued random variable, then we can define a 
pseudometric d on Sz such that 
d(w, 4 = I v(w) - W4, co, VEQ. 
We use this fact in showing that the following are examples of discretizable 
processes. 
EXAMPLE 1. Let Q(t) be a stationary stochastic process on 0 < t < 1 
such that 
(i) Q(“)(O), K = 0, 1 
““’ 
n, are random variables taking on values over 
[ak , 6,], respectively; 
(ii) the density function fo(x, t) of Q(t) is bounded, integrable, and 
positive at t = 0 for x E (a0 , b,); 
(iii) there exists 0 C J2 such that p(a) = 1 and Q(“)(O, w), k = I,..., n, 
is continuous with respect to the pseudometric d(w, v) = 1 Q(0, U) - Q(0, v)I 
for W, ~150; 
(iv) the autocorrelation R,(T) of Q(t) has derivatives of order up to 
2n + 2. 
Then the truncated random Taylor series &(t) = CE=, Q(k)(0)(tk/k!) is 
discretizable. 
Clearly, (i) of Definition 1 is satisfied because 
I Q(t)1 = 1 f Q)‘“‘(O) ; 1 < f I Q(k)(O)l 1 $ 1 
k=O k=O 
< k=yf~n(max(l ak 1 ! / bk 1)). 3 . 3 
Property (ii) of Q(t) implies that the distribution function Fo(x, t) of Q(t) 
is continuous and monotone increasing at t = 0. For fixed m and for i = 1 ,..., 
m, let 
sZi = {co: (i - 1)/m <Fo(Q(O, w)) < i/m}, 
and let wi be such that 
FdQ(O, 4) = (i - 8)/m. 
Clearly, (ii, a-c) of Definition 1 are satisfied. 
For each R, K = I,..., n, Property (iii) of Q(t) implies that for each E > 0 
we can produce Sk(<) such that 
I Qfk)(O, co) - Qtk)(O, v)l < E 
if 
I Q(O, w> - SK4 ~11 -=I UE). 
118 LAX AND BOYCE 
Thus for any i and w E Q2, we have for each E > 0 
<E 
if 
m > min I t 
E 
__ min (8, (*))I 1-l. n + 1 ' k=l,....?I 
Hence 
ki esszup I Q(t) - Q& = 0, O<t<l, 
and we can conclude that the truncated random Taylor series &(t) is dis- 
cretizabIe. 1 
A similar argument can be used to show that the processes given in the 
following two examples are also discretizable. 
EXAMPLE 2. Consider the stochastic process 
Q(t) = f V&(t), O<t<l, 
i=l 
where 
(i) the Vj are random variables taking on values over [q , b,], 
respectively; 
(ii) for some K, V, has a density function fV,(x) that is bounded, 
integrable, and positive for x E (uk , b,); 
(iii) there exists 6 C B such that p(a) = 1 and each Vj , j = l,..., n, 
is continuous with respect to the pseudometric 
4w> 4 = I ~&J> - Vic(v)I for W, vG4; 
(iv) 1 gj(t)j < M for all j. 
EXAMPLE 3. Consider the stochastic process Q(t), for 0 < t < 1, where 
(9 I Q(t)1 < M; 
(ii) there exists to for which the density function fo(x, t) of Q(t) is 
such thatfo(X, to) is bounded, integrable, and positive for 
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-(iii) there exists fi C G such that p(a) = 1 and Q(t, OJ) is continuous 
on 52 uniformly with respect to t under the pseudometric 
d(w, 4 = I Q(to , w) - Q(t, 3 4 for w,vEfi. 
The concept of a discretizable process can be extended to several processes 
in the following way. 
DEFINITION 2. Let Qr(t),..., Q%(t) be d’ iscretizable stochastic processes. 
We say that Qi(t),..., Qn(t) are jointZy discretizable if they are all discretizable 
for the same sets s2, ,..., J2, described in Definition 1. 
5. THE SOLUTION OF RANDOM INITIAL VALUE PROBLEMS 
WITH DISCRETIZABLE COEFFICIENTS 
It is now convenient to adopt a somewhat broader point of view. Consider 
an initial value problem for a system of n first order random differential 
equations 
Y’ = Q(t) Y + G(t), Y(0) = 0, I tl <a, (12) 
where Q is a random n x n matrix and Y and G are random n-dimensional 
column vectors. Assume that the elements of Q and G are jointly discretizable. 
Then there exist sequences {Qm} and {Gm} such that for each m 
Ym’ = QmW Ym + Gntt), L(0) = 0, Itl <a (13) 
are random initial value problems with m sample initial value problems and 
kz i=yy,n esspp I Qdt> - Qdt)I = 0 ' j=l,...,?J 
for 1 t 1 < a, where Q = (Qij), Qm. = (Qmij), and 
Since we intend to approximate the solution Y of problem (12) by the solution 
qm of problem (13) for a sufficiently large m, we must show that 
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for ( t ( < a, where 
In order to do this we refer to the following well-known result [l, p. 861. 
THEOREM 3. Let F(x, y) andG(x, y) be two functions defined and continuous 
in 
D:(x-xX,( <a, II Y, - yo II -=L b. 
Suppose further that in D 
(9 II W, ydll d M; 
(ii) II % yl) - W, ydll -c E; 
(4 II G(x, YJ - G(x, ~~111 < K Ii y1 - yz II . 
Let y(x) = y(x; x0, yO) be a solution of 
Y' = F(x, Y)> Y@o) = Yo ) 
and let z(x) = z(x; x0, yo) be the unique solution of 
z’ = G(x, z), dxo) = Yo . 
Let I be a subinterval of (x0 - a, x,, + u) containing x = x0, where both y(x) 
and z(x) are defined. Then for x E I 
II ~(4 - z(x)ll G (4W @pW I x - x0 I) - 11. 
Now take the norm to be 
where 
jj V II = JTax essiup I Vi I , ,...,n 
and fix m in problem (13) such that 
and 
J~~,~,, ess;up I Gi - Gmi I < E . nb + 1 
Note that 
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F(t, Y) = Q(t) Y + G(t) and F,&, Y) = Q&> Y + G,(t) 
are defined and continuous in 
D: j t 1 < a, II y II < b. 
Further, for some constant Ml , jj F,(t, Y)[I < M1 . In addition, 
II F&, Y> - W, WI 
G ll[Qm(4 - QWI Y II + II G,,(t) - G(t)ll 
G i=yf,T n ess:uP f I &mii - Qij I I Yj I + e , , j=l 
G i=y" n % essyp ; Qmii - Qa I 
' ' )=I 
ess;up I Yi I + * 
Finally, 
where 
<nb--+-t-=c. 
nb + 1 nb + 1 
II I+, Y,) - W, Yz)lI 
= II Q(t) PI - Yzlil 
Having satisfied the hypotheses of Theorem 3, we can conclude that 
II B(t) - V&)lI < (E/K) [eKlf - 11. 
Since such an m can be chosen for any E > 0, we have actually shown that 
for I t [ < a. 
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Combining the above results with those obtained in Section 3, we may 
state the following theorem. 
THEOREM 4. Let Q, ,..., Qn , G be joint<y discretixable. For i = I,..., n, 
let (Qi,,,> be the sequence of stochastic processes with m sample functions such that 
kli ess:up 1 Qi(t) - Qim(t)l = 0. 
Let {G,(t)} be the sequence of stochastic processes with m sample functions such 
that 
iii esszup 1 G(t) - G,(t)/ = 0. 
For each m let (pmk(t)} denote the sequence of solutions generated by the method 
of moments that converges to the solution y,Jt) of 
~2’ + Q&t) I’$-*’ + ... + Qnm(t) Y, = G,(t) 
Y,(O) = Ym'(()) = .‘. = YJp(O) = 0. 
Then ;f I’ is the solution of 
ym + am ym-1) + -+. + Qn(t) Y = G(t), 
Y(O) = Y'(O) = ..' = Y(~-l)(O) = 0, 
it follows that 
s 1 lim lim ?I+-2 K’P E{[P(t) - ~mr(t)]2> dt = 0. o 
The significance of Theorem 4 is that it demontrates how the method of 
moments can be used to approximate the solution of the large class of random 
initial value problems whose coefficients are discretizable stochastic processes. 
6. EXTENSION OF THE THEORY 
Now we shall examine two important extensions of Theorem 4 to a larger 
class of RIVP’s. 
First consider the RIVP given by 
Yen) + Ql(t) Y(+l) + ... + QJt) Y = G(t), 
(14) 
Y(O) = Y’(O) = ... = Ii = 0, 
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where Q1(~),..., Qn(Q G(t) are defined over the probability space (Sz, M, p). 
Suppose that Ql($..., Q&j, G(t) are not jointly discretizable but that there 
exist Ur),..., Ok) E M such that 
Q = (J Q(i); 
i&l 
Q(i) (-) fp' = + for all i # i; 
p(W) > 0; 
Qr(t),..., Qn(t), G(t) are jointly discretizable on each 1zo). 
Then Theorem 4 can be applied to obtain the solution pi to the problem on 
each JYi). Finally, the mean of the solution of problem (14) is given by 
and the autocorrelation is given by 
72 
c Wi(~l) Y&z)> PWi’). 
i=l 
As a second extension, consider again the RIVP (14), where now Qi ,..., Q,, 
are jointly discretizable and G(t) = Vg(t) with I/ a random variable and g(t) 
a deterministic function. Note that the processes Qr ,..., Qn , G need not be 
jointly discretizable, and in fact G need not be discretizable at all. Let 
X r ,..., X, be linearly independent solutions of 
Yin) + Q1(t) Y@-l) + ... + Qn(t) Y = 0, 
and let W(X, ,..., X,) (t) be their Wronskian. Define 
Xl ... X,-l 0 x,,, ... x, 
w,=i i ;i ; 
p-1) 
1 
Then the solution of RIVP (14) can be written in the form 
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Clearly P(t) = L’z(t), where .2?(t) is the solution of 
Y'TL) + Q1(t) Y'n-1) + ... + Qn(t) I' = g(t) 
Y(O) = Y'(O) = ... = y(yo) = 0. 
(15) 
Thus, we may apply Theorem 4 to solve RIVP (15) and then multiply by V 
to obtain the solution of RIVP (14). 
Finally, if G(t) = x:=, Vjgi(t), then the principle of superposition implies 
that the solution of RIVP (14) can be expressed as 
where forj = I,..., k, Tj(t) is the solution of 
Y(n) + QJt) Y(fl-1) + **- + Qn(t) I’ = gj(t), 
Y(0) = Y’(0) = . . . = ycny)) = 0. 
This latter problem again falls within the scope of Theorem 4. 
7. THE USE OF RANDOM TAYLOR SERIES 
Due to their importance in applications, we shall concentrate on linear 
second order random differential equations in the remainder of this paper. 
In particular, we shall investigate RIVP’s of the form 
, Y” + Q(t) Y = G(t), Y(0) = Y’(0) = 0, 
because all second order RIVP’s may be put in this form and because this 
form is more convenient for the calculations involved in the method of 
moments. 
Since the necessary calculations are also facilitated if Q(t) and G(t) are 
polynomials in t with random variables as coefficients, it is natural to consider 
the possibility of approximating more general processes Q(t) and G(t) by 
truncated random Taylor series. Any stochastic process has a random Taylor 
series if its autocorrelation function R(t, , tJ can be expanded in a Taylor 
series in either of its two arguments. For simplicity we will restrict ourselves 
to stationary processes in proving the following theorem. 
THEOREM 5. Let Q(t) and G(t) be stationary stochastic processes with 
respective autocorrelations R,(T) and RG(7). Let Q%(t) and G,(t) be the n term 
truncated random Taylor series about zero approximating Q(t) and G(t), 
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respectively. Let ( Q(t)1 < Ml and 1 G(t)[ < M, for [ t / < a. Let P(t) be the 
solution of 
Y”(t) + Q(t) Y(t) = G(t), Y(0) = Y’(0) = 0, (16) 
and let P,,(t) be the solution of 
Y”(t) + CA(t) Y(t) = G(t), Y(0) = Y’(0) = 0. (17) 
Then 
an ak 
P2{[ P - Fnnk.12} < 
M3 I @.yvw2 a + I JP(O)l g 
(e 
M,,ltl 
MO 
- l), 
where 
M2 = $ eazMl and M6 = max( 1, Ml). 
1 
Proof. We shall first establish the following lemma. 
LEMMA. 1 P 1 < M3 and I P’ j < M4, where M3 = (M,/2M12) eazMl and 
M4 = (M,/M,) eaSMl. 
Proof of Lemma. Rewriting problem (16) as an integral equation, we 
have 
Y”(t) = j-” (s - t)Q(t) Y”(s) ds + G(t), 
0 
which yields the inequality 
1 Y”(t)1 ,< 1” aM, 1 Y”(s)1 ds + M2. 
0 
Using Gronwall’s lemma on this inequality, we obtain 
1 Y”(t)1 < M2eaMlt. 
Since Y’(t) = j’i Y”(u) du, it follows that 
1 Y’(t)1 < J^” I Y”(u)1 du < Lt M2eaMlUdu 
0 
= ~ eaMlt _ Jf2 M2 
aMl aM,' 
Taylor’s formula with remainder implies that there exists an OL such that 
I 011 < a and 
e n&t = 1 + e”Wy 
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Consequently, 
j P’(t)/ < f) eazM1 = &I4 . 
1 
Further, Y(t) = j-i Y’(S) ds, so that 
/ J’(t)1 < Lt 1 Y’(s)1 ds < jot (sl- eaMls - -$&) ds 
< M2 , ~ [eaMlt - aMlt - 11. 
a2Mlz 
Again, Taylor’s formula with remainder implies that there exists a /I such 
that I/3 / < a and 
Thus 
eaMlt = 1 + aM,t + &eaMlot2. 
In order to prove Theorem 5 we refer to Theorem 3 and attempt to 
satisfy its hypotheses. We may write problems (16) and (17) in vector form as 
Y’ = F(t, Y), Y(0) = 0 
and 
Y’ = F&t, Y), Y(0) = 0, 
respectively, where , 
F(t’ ‘) = t-Q(t) ; + G(t) 1 
and 
Fnk(t’ ‘) = (-Q.(t) ;‘+ Gk(t) 1 ’ 
Using the norm defined by 
Xl 
"i III I/ x2 = max(E”“{X,3, E”“{X,“}), 
we have 
I] F(t, Y)ll = max(E’/“{Y’“), E’l”{[-Q(t) Y + G(t)12}) 
< max(M, , E1/2{Q2(t) Y* - 2$3(t) YG(t) + G2(t)}) 
< max(M4, M,M, + 2M~‘2M~‘2M~12 + M2) 
= M5 . 
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Since by a theorem proved by Papoulis [3] we have 
R[Q(t) - QnW12> G I @%)I & 
and 
it follows that 
II FCC W - Fn& Y>II 
IK 
Y' - Y' = 
-Q(t) Y + G(t) + Q&l Y - G,(t) I1 
= E”2{([Q(4 - Q&)1 Y + [G(t) - W)1)21 
G WPUQ(t) - Qn(t>123 + 21M,WQ(t) - QnMl [G(t) - GrdW 
+ @[G(t) - G(412W2 
G G%WQ(4 - QnW121 + 2J4’W2{[QW - Q&12> 
x E”“{[G(t) - G&>12) + E(W) - Gdt)12>)1’2 
< ( M32 i @‘%)I & 
+ 2M, 1 R(S2n)(0)11’2 I R1;2L)(0)11’2 G 
. . 
< MS / R(02n)(0)/1’2 2 + j @(O)j1’2 $ . 
Finally, 
II Frock Yd - F&t, Y2)ll 
=II 
Yl’ - Y2’ 
-Qn(t> Y, + G(t) + QnW Y2 - G,(t) !I 
= max(IN2([YI - Yi12), ZW”{[-Qn(t) (Yr - Y2)12}) 
< max(E1i2{[YI’ - Y2’12}, MlE1~2{[Yl - Y212}) 
< [max(l, Mdl II Y, - Y2 II = J4 II Y, - Y2 11 . 
Having satisfied the hypotheses of Theorem 3, we conclude that 
Jw{[P - Pnk]2} = 11 ii- - Pnk 11 
< (MJ1 [MS 1 R(B2n)(0)11’2 2 + I R1;2”)(0)11’2$] (c+‘~’ - 1). 1 
Theorem 5 shows that the solutions of problem (17), where Q(t) and ‘G(t) 
have been replaced by truncated random Taylor series, converge in the mean 
409/53/I-9 
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square sense to the solution of problem (16), and thus it justifies the use of 
the Taylor series. Theorem 5 also provides an upper bound for the mean 
square error when truncated random Taylor series are actually used in the 
calculation of the solution of a given problem. 
8. SUMMARY AND EXAMPLES 
Let us summarize our results by tracing the steps that would be used in 
practice to solve a RIVP of the form 
Y” + Q(t) Y = G(t), Y(0) = Y’(0) = 0. 
First, determine whether Q(t) and G(t) are discretizable (or whether the 
extensions of Section 6 apply). If not, or if the calculations would be awkward 
for the problem in its original form, expand Q(t) and G(t) in truncated 
random Taylor series. If these polynomial approximations to Q(t) and G(t) 
are discretizable, then apply the method of moments to calculate the mean 
and autocorrelation of the solution, using an increasing number of basis 
functions until two successive iterations agree to the desired level of accuracy. 
In the course of executing the process outlined above, it appears to be 
necessary to approximate a problem with discretizable coefficients by a 
second problem whose random coefficients have only a finite number of 
sample functions. Then this second problem may be solved by means of the 
method of moments. In practice, however, it would be cumbersome at best 
to select the appropriate sample functions for the approximating problem. 
This difficulty can be overcome in the following way. Since we intend to use 
the computer to perform the calculations inherent in the use of the method of 
moments, we may use only a fixed number of digits to represent the statistical 
moments of the random coefficients. We have shown that for a large enough 
m, a problem with m appropriately chosen sample functions will approximate 
the problem we wish to solve in that the statistical moments of the random 
coefficients will be as close as we like to the statistical moments of the original 
problem. Hence if we take m to be large enough to insure accuracy to the 
given number of digits, we may use the statistical moments of the random 
coefficients of the original problem to represent the statistical moments of the 
coefficients of the approximating problem and then proceed to use the method 
of moments without actually having to determine the m sample functions of 
the approximating coefficients. 
For illustrative purposes we now turn to three simple examples of RIVP’s, 
showing how they may be solved by the method of moments. In the first two 
of these examples, the exact solution is available for comparison purposes. 
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EXAMPLE 1. Y” + HY = V, Y(0) = Y’(0) = 0, where H, V are inde- 
pendent random variables, H is uniformly distributed on [2,4], and E{ V} = 1, 
E{Va) = 12. First we transform the above initial value problem into the 
integral equation 
Y”(t) = jt (s - t) HY”(s) ds + V, 
0 
which may be written in the operator form 
where 
Y”(t) = AY”(t) + v, 
A<(t) = j-” (s - t) H[(s) ds. 
0 
In order to apply the method of moments we first determine {z~}~=~ defined 
by Eq. (3). Since .z, = V, we have 
.zl = Ax, =s ot(s-t)HVds= - t2+?=-?, 
z2 =AZ, = jot (s - t) H (- yj ds 
H2Vt4 Hz Vt4 H2Vt4 
=---=-9 2.3 2.4 
z, = AZ,-1 = I t (” t) (-l)“-’ San-+ - t) ds 0 (2n - 2)! 
(-1)” H”Vt2” 
(2n)! * 
The coefficients in the system of equations (4) are calculated as inner 
products, namely 
@n 3 %L> = 
mfn Hm+nVZt2h+n) 
(2n)! (2m)! 
dt 
(- l)m+n E{Hm+lE} E{V2} 
= (2n)! (2m)! (2(m + n) + 1) . 
Now we may solve the system of equations (4) using an appropriate choice of 
N, the number of x,‘s computed, after which Eq. (5) may be used to obtain 
uo )..., a,-, . Finally, we may approximate the solution of Example 1 by 
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and then find E{P(t)} and B{P(t,) P(Q). In practice the computer is used to 
calculate the numerical coefficients of x, , the inner products (zn , x,), and 
the moments E{P(t)} and E{p(t,) P(Q) of the solution. 
The actual solution of Example 1 is 
Y(t) = (V/H) - (V/H) cos HW. 
Upon comparing the actual mean and autocorrelation with those obtained by 
the method of moments at t = 0.1, 0.2,..., 1.0, we found that they were the 
same to three digits for N = 3 and to eight digits for N = 6. Here we note 
that it is usually not possible to obtain a closed form expression for .z, and 
hl > z,,) as found above. However it is possible to identify a recursive pattern 
that is sufficient to enable the computer to perform the required calculations. 
In the following example we deal with a more complicated forcing function. 
EXAMPLE 2. Y” + HY = VI + Vzt + V3t3 + V4t4, Y(0) = Y’(0) = 0, 
where H is independent of the random variables V, , V, , V, , V,; H is 
uniformly distributed on [2, 41; and E{VI} = 1, E{V,} = 2, E{V,} = 2, 
E{V,} = 4, E{V,2} = 12, E{V,V,} = 4, E{V,V,} = 4, E{V,V,} = 8, 
E{V22} = 8, E{V2V3} = 6, E{V,V,} = 12, E{V32} = 8, E(V3V4} = 12, 
E{V?} = 20. 
Again the actual solution may be found and used to show that at 
t = 0.1, 0.2 )...) 1.0 we obtained three-digit accuracy for both the mean and 
autocorrelation when N = 3 and nine-digit accuracy when N = 6. If the 
forcing function were a truncated random Taylor series approximation for 
some more general function, then this example illustrates that all but a 
negligible amount of error would be introduced by truncation of the 
Taylor series. 
The final example involves a more complicated coefficient of Y. 
EXAMPLE 3. Y” + (HI + H,t) Y = F, Y(0) = Y’(0) = 0, where HI, 
H, , I/ are independent random variables, HI is uniformly distributed on 
[2,4], Hz is uniformly distributed on [I, 21, and E(P) = 1, E(V) = 12. 
This example also differs from the previous examples in that an exact 
closed form solution cannot be found. We may gauge the convergence of the 
solutions obtained by the method of moments by noting that at 
t = 0.1, 0.2 ,..., 1.0 the means agree to six digits for N = 5 and N = 6 and 
the autocorrelations agree to four digits for N = 4 and N = 5. It remains to 
determine whether this convergence is to the actual solution. However, 
comparing our results at t = 0.1,0.2,..., 1.0 with those obtained by using a 
perturbation expansion, we find that the means agree to five digits for N = 5 
and the autocorrelations agree to four digits for N = 4. Since the perturba- 
tion expansion was truncated after only two terms, the accuracy of the per- 
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turbation result is also subject to question, so we hardly could have expected 
better results. If we think of H1 + Hat as a truncated random Taylor series, 
we see again that truncation error, not error in the method of moments or 
computer error, is responsible for any major inaccuracies in the solution. 
A more extensive listing of the number of accurate digits attained in 
Examples I, 2, and 3 for various values of N is contained in Table I. Examin- 
ing the results obtained from Examples 1, 2, and 3, we note that with only a 
few iterations the solution obtained by the method of moments provides a 
very accurate approximation of the actual solution with respect to the calcula- 
tion of the mean and autocorrelation. 
TABLE I 
Example 1, mean 
autocorrelation 
Example 2, mean 
autocorrelation 
Example 3, mean 
autocorrelation 
Number of accurate digits obtained for 
N=2 N-3 N=4 N=5 N=6 
1 3 5 8 8 
1 3 4 7 8 
1 3 5 7 9 
1 3 4 6 9 
1 3 4 >5 >5 
1 2 >4 >4 
The above examples provide a valuable insight into the nature of the error 
involved in actually using the method of moments to solve random initial 
value problems. Theoretically the error should come from the following three 
sources. 
(1) Any approximation of coefficients or forcing function in the random 
differential equation by a truncated random Taylor series. 
(2) The use of the method of moments with a finite number of basis 
functions, (i.e., N finite.) 
(3) Computation. 
However, Examples 1, 2, and 3 indicate that errors due to the use of a 
finite number of basis functions in the method of moments may well be 
negligible for a fairly small value of N. Consequently, the computations are 
not of a scale in which computer error is significant. Thus the principal source 
of major errors will be in the truncation of a Taylor series; this can be con- 
trolled by taking a greater number of terms. Of course, if the required number 
of terms is too large, then computation errors will eventually become a 
problem. 
In conclusion, we believe that the method of moments, combining fairly 
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wide generality with ease of computation, is a promising approach to the 
solution of a large class of random problems. In this paper we have examined 
initial value problems for linear ordinary differential equations, but similar 
results can also be obtained for systems of first order random differential 
equations, random boundary value problems, and random Volterra integral 
equations (see [2]). 
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