This paper considers the role of influence diagnostics in the partially linear regression models, y = Xβ + f + ε . An influential observation on the estimator of the coefficient vector  may not be influential on that of the nonparametric component f(x), and vice versa. Also, an observation which is not influential on either parametric or non-parametric component may be influential on the estimator of the mean response. So, we focus on influence measures for each estimator β , f , and the mean response Xβ + f . In the literature, the Cook's distance is used to detect influential observation in partially linear models. In certain types of data sets, it is quite common an unusual observation or a small subset using Dffits, Dfbetas, and CovRatio statistics. Therefore, in our study, Dffits, Dfbetas, and CovRatio are proposed to identify any influential observation in the partially linear regression models. These measures are discussed on each of which measures the effect of detecting an influential observation by using real and simulation data sets.
1.INTRODUCTION
Suppose that responses 1 ,..., n yy are depended on multiple explanatory variables. In a multiple linear regression setting, it is assumed that dependence among response and explanatory variables is linear and the theory of the general linear model can be used to estimate the model. The response and explanatory values are connected by the following regression model: since the well-known reason curse of dimensionality. In addition, these models are most useful devices for extracting and understanding the essential features of datasets. However, most of the databases in real-world include a particular amount of abnormal values, generally termed as outliers. An accurate identification of outliers plays a significant role in statistical analysis especially regression models. Nevertheless, many classical statistical models are blindly applied to data sets containing outliers; the results can be misleading at best. The appearance of outliers can exert negative influences on the fit of the multiple regression models. The study of outliers has interested practicing statisticians and other scientists for a great number of years. Thompson (1935) was the first author to drop both assumptions about population mean and standard deviation. Anscombe (1960) and Daniel (1960) were among the first authors to propose the use of standardized residual for detecting a single outlier in linear regression models. Most of the regression diagnostics have been concerned about parametric regression models. In the classical linear models, an important approach for identifying influential observations based on case deletion was proposed by Cook (1977) .Cook's distance measures the effect of removing one observation on a parameter estimate or a fitted value. Kim and Storer (1996) studied reference values for Cook's distance. Diagnostics studies for generalized linear models can be found in Thomas and Cook (1989) , Davison and Tsai (1992) . In nonparametric regression models, Eubank [1984 Eubank [ , 1985 , Silverman (1985) , Carmody (1988) , Thomas (1991) and Kim (1996) investigated influence measures for splines. Kim et.al., (2001) suggested a type of Cook's distance in local polynomial regression. Kim et.al., (2002) studied influence of observations on some estimators of the parametric and the nonparametric components in the semiparametric model. They observe that the influence diagnostics in the semi-parametric model have different aspects from those in the parametric and the nonparametric models. They expressed different aspects of semi-parametric regression diagnostics such as Fung et.al., (2002) considered both case and subject deletion diagnostics, as well as outlier screening for semi-parametric mixed models. They used Cook's distance to measure influence on a linear parameter estimate and DFFIT to measure changes in a nonparametric fit. In this paper, we are interested in the identification EÜFBED -Fen Bilimleri Enstitüsü Dergisi Cilt-Sayı: 8-1 Yıl: 2015 51-68 of influential points in partially linear models. For this purpose, we are generalized Dffits, Dfbetas, and CovRatio statistics for partially linear models. Then, we are compared performances of diagnostic statistics whether truly finding of influential observations.
The rest of the paper organized as follows: The estimation of semi-parametric regression models are defined in Section 2. Also Cook's distances, Dffits, Dfbetas, and CovRatio statistics are given in this section. Illustrative examples based on real data sets and Monte Carlo simulations are given in Section 3. Finally, we make our experimental evaluation and concluding remarks in Section 4. Eubank (1999) , Green and Silverman (1994) , Wahba (1990) state studied opinions. For smoothing spline based estimation of the parameters of interest in PLM a solution can be performed by minimizing the following sum of squares equation, The resulting estimator is called as smoothing spline. On the other hand, Equation (4) is also known as the roughness penalty approach Green and Silverman (1994) . This estimation concept is based on iterative solution of the normal equations. They propose to use backfitting algorithm. Below, we present an alternative to second concept of Green and Silverman (1994) , a direct method. Rice (1986) indicated that partial spline estimator is generally biased for the optimal  choice when the components of X on t . This asymptotic bias can be larger than the standard error. For notational convenience, let X be the matrix with i x as the th i row, and y be a response vector. Let are defined as hat matrices for nonparametric and parametric components of model (1), respectively.
2.METHODS

Estimators of Partially Linear Models
In this paper, we considered the Speckman's smoothing spline approach given by four steps. Applying results due to Speckman (1988) this bias can be substantially reduced. Respective estimating process as follows:
Step 1: Given a smoother matrix S  , depending on smoothing parameter  construct the residuals
Step 2: For parametric component of the equation (1) the vector of the regression coefficients  can be estimated by regressing the residuals of y on X . So, the  is given by
Step 3: By substitution of the equations (5) Belsley, Kuh, and Welch (1980) for linear regression models. We have also generalized these measures to partially linear model (1). The first of these is a statistics that indicates how much an observation has affected its fitted value from the semi-parametric regression model. In this study we are generalized Dffits, Dfbetas and CovRatio for semi-parametric regression models. Firstly, Dffits generalized as follows, 
3.FINDINGS
In this section, we used two real data examples and a simulation experiment to illustrate the effectiveness of diagnostic measures.
Real data application 1: Diabetes Data
We used Diabetes data from a study by Sockett et. al., (1987 In Table 2 , influential observations in Diabetes data are shown by bold characters. As can be seen from the Table 2 L C , C , Dffits and Dfbetas methods are mostly detect the same observations as influential observations. Numbers of these observations are 6, 20, 26, 31, 34 and 36. * C is only detected 20 and 34 observations on y, so it is not as effective as other diagnostics. CovRatio statistics is detected ten observations as influential observations which are effect the fitted values and estimated regression coefficient. These observations are 2, 5, 7, 9, 12, 13, 18, 22, 25, and  FB, the number of full bathrooms.  STY, the number of stories.
The specification of the semiparametric regression model is: 16) where the mean of i  conditional on the explanatory variables is zero. The local linear smoother is used and we choose the bandwidth parameter by GCV as described in Section 2.1. The bandwidth parameter is minimized at 8   which we used in the estimation of the semiparametric regression model in equation (16). Influence diagnostics statistics that was found by the number of observations for these data set, Dfbetas=79, Dffits=100, CovRatio=174, * L C 75, C 9, C 117    respectively, when * C did not find any influential observation. However, Dfbetas, Dffits. L C and C found the same 14 observations as influence observations. Their case numbers are 104, 131, 147, 157, 163, 209, 226, 261, 286, 354, 403, 415, 455, 464 and Figure 1 
The simulation experiment
A Monte Carlo simulation study based on the above generalized diagnostics methods for semi-parametric regression models were carried out. The main goal was to study the different sized sample behavior of the generalized diagnostics methods for parametric and nonparametric components in semi-parametric models with different dimension. For the simulations we considered three examples of the semiparametric regression model which are defined as Equation (1) 
The simulations setup is given in Table 3 and the performance of the diagnostics methods are compared for each of models and sample sizes when number of iteration is one thousand for each design. Equation 18 Equation 19 Parametric Component The semiparametric regression models were generated using parametric and nonparametric components from Firstly, semiparametric models were generated for each sample sizes. After the generated semiparametric models, the influential observations were generated from uniform distributions which lay at least +3 standard deviations from the mean of variables i , and X Y taking into account of the percentage of influential observations. And then, response and explanatory observations were changed by influential observations.
RESULTS AND CONCLUSIONS
In this study, the performances of Dffits, Dfbetas and CovRatio statistics against Cook's distances are evaluated and these statistics to influential observation detection is demonstrated through the developed simulation experiments. Each data set contain a known percentage of influential observations, diagnostic statistics exceptionally detected these observations in all data sets tested. The simulation results are reported in Table 5 and the values are the percentage of influential observations for 1000 replicates. The True score shows the performance of diagnostics statistics truly find influential observations. The False score shows the performance of diagnostics statistics failure to find influential observations. These are calculated by (20) . Generalized diagnostic methods on real data and simulation work can be said to be successful in finding influential observations. Especially in the small samples, compared to the others failed to CovRatio and * C statistics. However, it had improved with increasing sample size. CovRatio and methods other than * C shared the same success. It is said that, does not matter the dimension of the semiparametric regression model on the performance of influence diagnostics for detecting of the influential observations.
