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 Weak features of ultrasonicnondestructive test signals are usually immersed 
in noisy signals. So, in this paper, we proposed an improved scheme for 
noise reduction and feature extraction based on discrete wavelet transform. 
The basis of the mother wavelet was selected to be matched to a given signal. 
Three different constraints were presented to minimize the error between the 
denoised and the given signal. It should be mentioned that such an optimum 
wavelet can represent the signal more compactly with a few large 
coefficients which can be considered as the signal features. Standard signals 
and simulated ultrasonic echo were used to evaluate the performance of the 
presented algorithms. Signal to error ratio was used to compare the designed 
wavelet performance with that of standard wavelets. Simulation results 
revealed that the proposed method outperformed the other presented methods 
and even standard wavelets. The results also has shown that the signal-based 
noise reduction algorithms make the feature extraction more reliable. Finally, 
the performance of the proposed algorithm was compared with other 
methods from different literatures. 
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Ultrasonic_NDT is a measure utilized in many industries for identifying special features and defects 
in the process of producing various parts and materials, in order to warranty the required quality and 
reliability of the finished products. Ultrasonic_NDT could also be used in analyzing body tissues and 
detecting diseases in medical practices. It goes without saying that accuracy and precision are of salient 
importance in both these fields. However, due to environmental factors and the subject of the test itself, these 
signals usually include noises that are in the same frequency range as the reflected signals from the 
defections. This could result in an inability to identify the weak features and defects that would decrease the 
reliability and accuracy of this test. Therefore, these signals require a pre-processing step for noise reduction.  
So far, several signal processing methods in time and frequency domains have been proposed. 
Mohammed et al. presented a new idea of noise reduction based on two stage: adaptive line enhancer (ALE) 
and normalized least mean square (NLMS) [1]. He also proposed an adaptive noise canceller for remote 
health monitoring which was a combination of adaptive notch filter and modified LMS algorithm [2]. More 
classic algorithms can be found in the survey literatures [3]. 
One of the successful methods in noise reduction is using wavelet transform (WT). It has been 
illustrated that WT yields a more precise result in identifying the signals from noise in comparison to other 
methods, such as common used filtering or Wiener filtering methods. One of the main underlying reasons is 
the concentration of signal energy on a limited number of coefficients. Several parameters should be 
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considered in using this method, parameters such as the wavelet filters and the threshold [4]. Most of these 
wavelet based methods use standard wavelets or a combination of standard wavelets and classic filtering 
methods [5]. Even though this method could be an efficient way for reducing noises, but it is not designed for 
a specific signal and is not completely adjusted for each subject of experiment. 
The wavelet decomposition is determined by mother wavelet function and its dilation and shift 
versions [4]. Since, many works have been presented by researchers to find wavelets matched to signals 
providing the best representation for a given signal. Daubechies presented methods to find orthonormal and 
biorthonormal wavelet bases with compact support [6, 7]. The resulting wavelets were acceptable according 
to constraints but both of these wavelet design methods were independent of the signals being analyzed. 
Gupta et al. presented a method in the time domain based on maximizing the projection of the given signal 
into a successive scaling subspace and minimization in the wavelet subspace [8-10]. Tewfik et al. presented a 
method which led to finding the best estimation of the desired signal      with integer translates of a valid 
scaling function of finite fixed support  , dilated by a given factor  , at the proper scale   [11]. Actually  
in [11] the upper bound of error norm has been minimized instead of minimizing the actual    distance 
between      and      . Gopinath et al., has done the minimization of norm in the frequency domain instead 
of time domain due to its complexity [12]. The minimization of frequency domain    norm of the 
approximation error was used to reach the optimality. But the major problem was the complexity of 
equations that are very difficult to solve.  
Mallat and Zhang proposed an algorithm that decomposes any signal into a linear expansion of 
waveforms that are selected from a redundant dictionary of functions [13]. Similar work has been presented 
by Krim based on minimization of reconstruction error of the underlying signal [14]. In [14] selecting an 
optimal basis is done among a family of known basis instead of constructing a wavelet matched to the 
statistics of the given signal.  
Rao and Chapa have presented a method to design a wavelet that looks like a given signal for the 
case of orthonormal multiresolution analysis with band limited wavelets [15]. But that method was 
computationally expensive. Similar work has been done by Wu-sheng and Tsatsanis in which the algorithms 
led to very complicated solutions [16-17]. 
In this paper, we present three methods for designing optimized wavelet which are based on minimization of 
nonlinear estimation error. Presented methods have no major complexity and could be implemented simply. 
These methods could yield a considerable improvement in SNR and feature identification. Next, we will 
perform our optimized noise reduction methods in simulated ultra-sound echoes and analyze the resulting 
level of optimization in identifying their weak features and related SNR. 
 
 
2. BACKGROUND AND THEORY 
2.1. Discrete Wavelet Transform  
As described in the wavelet literature [18], by using the discrete wavelet transform (DWT), a 
function              can be expanded as: 
 
     ∑            
 
  ∑∑           
 
     
 (1) 
 
where          
            is called the scaling function and          
            is called the 
wavelet function.   and   are called dilation and translation parameters respectively and    is the coarsest 
scale in the decomposition.     and     are the detail and approximation coefficients and they can be 
calculated by inner products for orthogonal wavelet system as follow [1], [14]:  
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Using the basic recursion,      and      can be written as [14]:  
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where   and   are impulse response of quadrature mirror filters. These filters are used to implement the fast 
wavelet transform and should satisfy the conditions of orthogonality [18, 19], as follow:  
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   Decomposition is performed using these filters. It‟s been shown that     and     will construct 
an orthogonal basis for      , if   is selected as: 
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where   and   are the Fourier transform of   and  , respectively. 
 
2.2. Wavelet Estimation  
Our goal is data estimation from noisy signals. Let‟s consider  [ ] as the noisy signal,  [ ] as the 
signal to be estimated and  [ ]as the Gaussian noise (white or colored). So, it can be shown that [4]: 
 
 [ ]   [ ]   [ ] (11) 
 
For signal estimation using wavelets,   samples of the noisy signal  [ ] are decomposed in the discrete 
wavelet basis which is defined over [     ][4]: 
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In this basis, the estimate of  [ ] is written as  
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where       is called the threshold function. By minimizing the mean square error, the best estimate of  [ ] 
sould be achieved [4]: 
 




Using a hard threshold for denoising, can lead tosmallererror if a few decomposition coefficients of 
the noisy signal are above the threshold. So, it can be said that a good approximation of   has been achieved 
by them, as can be implied from [4]. Thus we may loosely say that our optimum wavelet base should provide 
the best nonlinear estimation of the signal . In other words, the error of signal estimation with   largest 
wavelet expansion coefficients should be minimum: 
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According to the notation of [4],    is the signal reconstructed with   largest wavelet coefficients 
and     are the basis vectors on which the signal projections are larger. It can be said that the error itself is 
related to the decay speed of the expansion coefficients. So, the relation could be qualified by the    norm of 
the expansion coefficients of the signal in the basis [4], [20]: 
 
‖ ‖   (∑|〈    〉|
 
  






where   is the basis on which the signal is begin expanded. According to the notation of [4], if ‖ ‖     
and    , then we have: 
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2.3. Theresholding Methods 
As shown in Figure 1, there are various methods of basic thresholding approaches, which  
include [21]: 
a. Hard thresholding, where all the coefficients below a predefined threshold value are set to be 
zero. 
b. Soft thresholding, where in addition the remaining value are linearly reduced in value. 
c. Nonlinear thresholding, the original coefficients are mapped to a new set, using a smooth 
function to avoid abrupt value changes. 
Thresholds can be estimated from the wavelet coefficients     of each scale i. In the following,    
represents the number of coefficients of scale i, and  ̂  the standard deviation of these wavelet coefficients. 
Threshold selectionruleusedin this work is the MultiMAD threshold which is given  








3.1. Criteria for Wavelet Design   
In these section, three criteria for designing wavelets will be introduced. As explained in section 2.2, 
the denoising error can be reduced by reducing ‖ ‖  
 . So, the main goal is finding a wavelet basis that 
minimizes this norm: 
 
      ‖ ‖  
  (18) 
 
where   is our desired cost function. Two criteria based on this cost function can be presented as follow [25].  
Criteria 1&2: A guiding principle proposed there was to aim for maximization of the variance, 
either maximization of the variance of the absolute values of the wavelet coefficients, or maximization of the 
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variance of the squared wavelet coefficients i.e. of the energy distribution over the wavelet contributions at 
the various scales [25]. The theorem presented in [25] is as follow: 
Let    |              be the sequence of the wavelet coefficients at all the levels and the 
approximation coefficients at the coarsest level resulting from the processing of a signal 
                      by means of an orthogonal filter bank. Then [25]: 
(a) Maximization of the variance of the sequence of absolute values |  |is equivalent to minimization of the 
„L1-norm‟    ∑ |  |
 
   . 
(b) Maximization of the variance of the sequence of energies |  |
  is equivalent to maximization of the „L4-
norm‟     ∑ |  |
  
    
   .  
The proof of this theorem can be found in [25]. 
For designing a wavelet, first a specific test signal (pure and not noisy one) is chosen. Then, some 
random parameters are initially set as wavelet parameters and in continue, the wavelet parameters are 
changed to give the most optimal L1-norm and L4-norm representation of the test signal. Choosing 
parameters of the optimum wavelet has been done using optimization tools such as simulated annealing, 
neural network, and genetic algorithm. In this work, we use genetic algorithm to find parameters of the 
optimum wavelet. So, two wavelets have been designed using    : one by minimizing the L1-norm of the 
wavelet transform of the reference signal (which will be call “Norm1” in this paper), and another one by 
maximizing its L4- norm (which will be call “Norm4” in this paper). 
Criteria 3: Here we proposed a new method to design an optimum wavelet. In this method we set 
some random parameters as wavelet parameters (  ), and this wavelet is applied to a reference signal. The 
coefficients of the test signal will be under thresholding method and the remained coefficients will be used to 
reconstruct the signal. In the next step, reconstructed signal is compared to the original signal and the error 
signal will be extracted. In the next step, we change the wavelet parameters considering that the error signal 
should be minimized. Here we used genetic algorithm to find the optimum wavelet parameters that minimize 
the error signal. This method is called “SER”. 
 
3.2. Genetic Algorithm 
In this work, we use genetic algorithms for selecting the optimized coefficients. Some steps should 
be considered, when using genetic algorithm.  
a. Initial seed group: In this work we choose the seed group of size P=50. 
b. Seed selection: In this work, we choose the seed selection equal to 25. 
c. Crossover and Mutation: In this work, we used the crossover and mutation as [26]. 
d. Stop condition. Other parameters to be considered may be found in related literature [26]. 
 
 
4. SIMULATION RESULTS AND DICUSSION 
In this section, standard test data and simulated ultrasound signal are used to evaluate the 
performance of the presented algorithms.  First, we present the result of performing the algorithm on standard 
test data, and then, simulated ultrasound signal is used to compare the algorithms presented previously: 
“SER”, “Norm1”, “Norm4” and “DB3”. To make it a better comparison, we have used standard wavelet 
Daubechies 3 (DB3) which showed the best denoisingperformance among all the other standard wavelet 
families. In this work, signal to error ratio (SER) is used to compare the performance of different algorithms. 
All simulations are performed in        software using the Wavelab toolbox [27].  
 
4.1. Standard Signals 
Here, we have used standard signals such as Doppler, Blocks, Heavisine and Bumps for designing 
the wavelets and analyzing their performance. These signals have 1024 points as shown in Figure 2. They 
were first presented by Donoho and Johnstone for research in wavelet-based denoising methods [23-24]. 
These signals have special frequency features and have many similarities with environmental signal. To have 
comparable results, all the signals are normalized before simulations in order to have the same power. The 
simulation is performed by steps as follow. 
We have used a fixed length, L=6, for the wavelet filters, to be able to compare different algorithms. 
Next, white Gaussian noise is added to the signals, and then noise reductionprocedure is performed on the 
corrupted signals using standard wavelet (here Daubecies3) and the wavelets designed based on criteria from 
the previous section. This process is performed 500 times on noises with different power levels. The mean 
result is considered as the final result. 
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                                        (d) 
                         (c) 
 
Figure 2. Standard Signals Used for Designing the Wavelets and Analyzing their Performance 
(a) Blocks, (b) Bumps, (c) Heavisine, (d) Doppler [6] 
 
 
Table 1.  Free Parameters and the Value of the Cost Function for Various Signals. The Filter Length is L=6 
Signal type Algorithms                  scale 
Blocks  
Norm1_algo 1.8672 -2.8430 7.3818 9.9209 8,9 
Norm4_algo 0.43952 2.89224 1.0215 1.5123 8,9 
SER_algo 0.1734 -1.58121                       
Bumps  
Norm1_algo 0.4041 3.0111 5.55 5.7231 8,9 
Norm4_algo 3.4917 3.0039 0.3776 0.4831 8,9 
SER_algo 1.29497 -1.5026                       
Heavisine  
Norm1_algo -2.3029 1.8404 3.9783 4.3424 6,7,8,9 
Norm4_algo -1.7444 1.4956 0.4885 0.8893 6,7,8,9 
SER_algo 0.4025 3.0143                       
Doppler       
Norm1_algo 3.57975 2.98211 36.7341 42.1375 6,7,8,9 
Norm4_algo 0.80365 1.7920 3.1614 4.2315 6,7,8,9 
SER_algo 3.5649 2.9768                       
 
 
In order to get to the required signal, we have minimized the constriction from previous section 
considering that the designed wavelet and scaling functions should meet the conditions given in section 2.1. 
Thus, the parameterization method for the decomposition filters [19] (  and  ) have been used. The 
advantage of using this method is that the design of wavelet filter with length      leads to selecting     
parameters for filter   and the required conditions of section 2.1 will surely be met. Then, using equation (9), 
the filter   can be designed. So, the cost function can be rewritten as (19): 
 
         ‖ ‖  
  (19) 
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where    are the parameters to be selected. This cost function should be minimize for the given signals in 
those scales used for denoising operation. It should be mentioned that this algorithm can be used not only for 
denoising propose, but also for providing better feature extraction. Due to providing the improved 
approximation of the signal, this method can well extract features of the desired signal by providing a few 
large wavelet coefficients as the signal‟s features. This features are very important because of their roles in 
fault diagnosis, detection and compression proposes. More details about parameterization can be found  
in [19]. Since we have used the fixed length filter (L=6), we have only two free parameter (         ). These 
two parameters, along with the relatedcost function ( ) is illustrated in the Table 1. Result from applying 
different algorithms on standard signals are shown in Figures 3-6. 
Examining Figure 3, the “SER” estimated signal has the better shape than others. For this „Block‟ 
signal, the “Norm1” method generally performs well in the sharp corners but not in the flat regions  
(Figure 3(d)). As shown in Figure 3(c), for “SER” method, the estimated signal keep the flat region smoother 
than others and the corners sharp enough (but not as well as “Norm1”). So, the “Norm1” does a better job 





                                        (b) 
 




                                    (d) 
 




                                       (f) 
 
                       (e) 
 
Figure 3. Results of Applying Different Wavelets to Blocks signal: (a) Pure Blocks Signal, (b) Noisy Signal 
with Noise Variance       , (c) Denoised Signal by SER Algorithm, (d) Denoised Signal by Norm1 
Algorithm, (e) Denoised Signal by DB3standard Wavelets, (f) Denoised Signal by Norm4 Algorithm 
 
 
In Figure 4, for the „Bumps‟ signal, the Norm1 estimated signal appear to be in better graphical 
shape. It underestimates all the cups in Figure 4(d) when compared to the original signal in Figure 4(a). The 
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“SER” estimated signal is also acceptable and cleaner. As shown in Figure 4, the original signal amplitude is 
estimated better in “SER” method rather than “Norm1”. The “Norm4” and “DB3” methods were unable to 
extract all the cups (Figures 4(f)-4(e)). A trend emerges from evaluating these two standard signals:  
(1) “SER” method seems to perform better in smooth regions and also has an acceptable jobs at sharp 
features. (2) “Norm1” method may mistake noise for true signal in flat and smooth regions, but the sharp 
features are retained. 
 
 














Figure 4. Results of Applying Different Wavelets to Bumps signal: (a) Pure Bumps Signal, (b) Noisy Signal 
with Noise Variance       , (c) Denoised Signal by SER Algorithm, (d) Denoised Signal by Norm1 
Algorithm, (e) Denoised Signal by DB3standard Wavelets, (f) Denoised Signal by Norm4 Algorithm 
 
 
In Figure 5, for the „Heavisine‟ the “SER” estimated signal looks cleaner and smoother together 
with better estimation of the sharp feature. The “Norm1” also has a good job but not as clean as “SER”. The 
“Norm4” was able to extract the sharp corner but the smooth regions are not clean enough. The “DB3” has 
problem for extracting the sharp feature, so the estimated signal is not acceptable. 
The „Doppler‟ signal may be the most difficult one to denoise out of all the standard signals, 
especially in the highly oscillating region. In such regions, the wavelet coefficients are not sparse and their 
amplitudes are similar to those of noise at the fine resolution level. Thus, this is more difficult to extract the 
original „Doppler‟ from the noisy one. As shown in Figure 6, the “SER” method outperforms the other three 
methods in the sense that the “SER” estimated signals look more like the clean signals than other estimates 
with acceptable accuracy. 
It is standard to evaluate the mean absolute square (MSE) or signal-to-error ratio (SER) of each 
algorithm for more accurate comparison. The SER is defined as equation (20). 
 
    
∑            
∑ [      ̂   ]       
 (20) 
 
The SER comparison of applying presented methods to the standard signals are illustrated in  
Table 2. Each column is related to the specific noise variance. Higher noise variance leads to a lower SER. 
Different range of noise variance is used to compare the presented method more accurate. These SERs 
presented in Table 2 confirms the findings mentioned before. The best method in terms of SER is the “SER” 
method. Two rows are assigned to the “Norm1” and “Norm4” methods because according to Table 1, two 
different set of scales were selected to design desired wavelets for each method.  
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Figure 5. Results of Applying Different Wavelets to Heavisine Signal: (a) Pure Heavisine Signal, (b) Noisy 
Signal with Noise Variance       , (c) Denoised Signal by SER Algorithm, (d) Denoised Signal by Norm1 
Algorithm, (e) Denoised Signal by DB3standard Wavelets, (f) Denoised Signal by Norm4 Algorithm 
 
 
Table 2. SER (in dB) Comparison of Different Methods Applied to Standard Signals vs. Changes to The 
Noise Variance 
Signal Algorithm type                         
Blocks DB3 12.31 11.36 9.63 8.94 
Norm1_algo 21.9 16.79 12.22 10.75 
Norm4_algo 14.37 13.22 11.97 11.01 
SER_algo 19.71 16.93 12.7 10.62 
 
Bumps DB3 12.41 11.63 9.68 8.20 
Norm1_algo 14.95 13.33 10.64 9.26 
Norm4_algo 14.42 12.92 10.58 9.11 
SER_algo 14.72 13.33 11.21 9.77 
 
Heavisine DB3 28.12 24.52 19.81 16.57 
Norm1_algo 27.72 24.62 20.11 16.65 
Norm4_algo 26.11 24.11 19.83 16.42 
SER_algo 29.23 25.54 20.33 16.92 
 
Doppler DB3 21.27 17.45 12.87 10.53 
Norm1_algo 21.78 17.94 13.65 11.35 
Norm4_algo 19.83 16.85 13.06 11.23 
SER_algo 22.13 18.31 13.78 11.45 
 
 
It should be noticed that noise variance is crucial to the performance of denoising methods. As 
shown in Table 2, the overall performance of “SER” method is better than others but the “Norm1” method 
outperforms the “SER” method at Blocks and Bumps signalsfor noise variance less than 0.2. All of the SERs 
of Table 2 are presented after 100 times repeat and taking average of results achieved, due to random nature 
of the noise. 
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Figure 6. Results of Applying Different Wavelets to Doppler Signal: (a) Pure Doppler Signal, (b) Noisy 
Signal with Noise Variance       , (c) Denoised Signal by SER Algorithm, (d) Denoised Signal by Norm1 
Algorithm, (e) Denoised Signal by DB3standard Wavelets, (f) Denoised Signal by Norm4 Algorithm 
 
 
4.2. Simulated Ultrasound Signal 
In this section, a mathematical model is used to simulate ultrasound signals. This simulated signal 
could be shown as equation (21) [28]: 
 
                             (21) 
 
where                    were used as required parameters. The simulated echo is shown in 
Figure 7(a). Then, this echo is used as a reference signal for designing wavelets based on the presented 
criteria. Table 3 illustrates the free parameters (       ) acquired for the proposed algorithms. The denoising 
results are shown in Figure 7. Simulation is performed by the same steps as described in the previous 
section.The precise value of the scales depends on parameters such as the signal itself, its coarse level, and 
features available in it. For signals comprised of low frequency features, we can use smaller scales, whilst for 
sharper and higher frequency features, a broader scale should be used for optimization purposes. Hence, a 
scale of 6 to 9 have been used for the simulated echo signal. In all the simulations, signal length is 1024. To 
have comparable results, all the signals are normalized before simulations in order to have the same power. 
 
 
Table 3. Free Parameters and the Value of the Cost Function for Simulated Ultrasonic Echo. The Filter 
Length is L=6 
Algorithm type                  scale 
Norm1_algo 1.19828 1.67804 6.16372 7.5653 6,7,8,9 
3.52466 -0.10693 0.9792 1.4114 7,8,9 
Norm4_algo 3.48622 3.01159 0.5489 1.2572 6,7,8,9 
3.52352 3.03056 0.0551 0.1446 7,8,9 
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Figure. 7. Simulated Ultrasound Echo (a) Pure Simulated Signal, (b) Noisy Signal with Noise Variance  
     , (c) Denoised Signal by SER Algorithm, (d) Denoised Signal by Norm1 Algorithm, (e) Denoised 
Signal by Norm4 Algorithm, (f) Denoised Signal by DB3standard Wavelets 
 
 
Estimated signals using presented methods are shown in Figure 7. As seen, the “SER” method 
outperforms the other three methods in the sense that the “SER” estimated signals is much more similar to 
the clean one. The “SER” method has a good job at extracting the sharp features and cleaning the flat 
regions.    
The SER comparison of applying presented methods to the Simulated Ultrasonic echo are illustrated 
in Table 4. Each column is related to the specific noise variance. Here we have different range of noise 
variance to compare the presented method more accurate. These SERs presented in Table 4 also confirms the 
findings mentioned before.Comparing these results, the “SER” method results in bigger SER values which 
confirms its better performance. 
 
 
Table 4. SER (in dB) Comparison of Different Methods Applied to Simulated Ultrasonic Signal vs. Changes 
to The Noise Variance ( ) 
Algorithm type                                scale 
DB3 31.32 27.13 22.89 17.1 13.32  
Norm1_algo 31.55 27.74 24.15 17.93 14.02 6,7,8,9 
32.34 27.65 23.45 17.85 13.84 7,8,9 
Norm4_algo 30.21 27.32 24.08 17.87 13.95 6,7,8,9 
32.62 27.81 23.52 17.64 13.89 7,8,9 
SER_algo 32.74 28.62 25.24 18.75 14.65  
 
 
Finally, the performance of the proposed algorithm is compared with other methods in different 
literatures. The result of this comparison is presented in Table 5. In [29], the undecimated wavelet transform 
(UWT) was used. Two different UWT processors have been proposed based on two UWT implementation 
schemes: the “ ̀ trous” algorithm and the cycle-spinning scheme. In [30], a new method is presented which is 
combination of EMD and intrinsic mode function (IMF) techniques. In [31], a comparison of DWT, SWT 
and WP denoising methods was presented. In [32], a denoising method based on Empirical mode 
decomposition (EMD) and correlation coefficients analysis is presented. In [33], a new mixed algorithm is 
presented based on DWT and independent component analysis (ICA) techniques. 
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In [34], a fast algorithm is presented to enhance the wavelet denoising parameter. In that paper, an 
ideal band-pass filter was implemented over common wavelet thresholding process. In [35], the authors 
presented two sparse deconvolution methods for NDT testing. The first method called “MP” is a special 
matching pursuit algorithm for deconvolving the noisy data. The second method called “APM” is based on 
the approximate Prony method. In [36], instead of lower order wavelets, higher order wavelets with large 
number of coefficients and vanishing moments were used to remove noise from noisy data. In [37], a new 
threshold processing function is presented which is continuous and higher-order derivative. In [38], different 
kinds of wavelet base denoising parameters together with thresholding techniques were used to remove the 




Table 5. Comparison of Denoising Performance of Various Methods from Different Literatures 
References SER results (in dB) Presented method 
[29] (2006) 17.33 A trous 
20.19 Cycle spinning 
[30] (2007) 20.35 EMD + IMF 
[31] (2009) 18.28 SWT 
20.23 WP 
[32] (2010) 20.79 C-EMD based 
[33] (2010) 21.83 WT + ICA 
[34] (2011) 21.46 DWT + BPF 
[35] (2012) 22.47 Omp 
20.09 apm 
[36] (2013) 21.92 db(36) 
[37] (2015) 21.27 EXP type Threshold function 
22.04 Ln type Threshold function 
[38] (2016) 19.77 DWT + Thresholding tech 
 




Due to the better denoising performance, “SER” and “Norm1” methods were chosen for this 
comparison. As can be seen, the proposed algorithm “SER” has better denoisingperformance and detection 
accuracy versus other methods from different literatures.It should be considered that some of these methods 
have also acceptable denoising performance as “SER” such as [38] and [38].  
 
 
5. CONCOLUSION  
In this paper a new method of wavelet design for better noise reduction and feature extraction has 
been presented in a Gaussian noise model. Two different methods from other literature together with a 
chosen standard wavelet have been used to compare the accuracy of the propose method.Standard signals 
such as Doppler, Blocks, Heavisine and Bumps have been used to evaluate the performance of the proposed 
method. A simulated ultrasonic echo is also used to evaluate performance of the presented methods on the 
ultrasonic NDT signals. In the standard signals and simulated echo, the “SER” method outperformed the 
other methods when the signals contained flat and smooth regions and also sharp features such as cups, 
bumps and corners. Signal to error ratio was used to evaluate the performance of each algorithm. SER 
Results also have shown that the “SER” method outperformed the other methods due to its larger SER 
values. A key point of this work could be that, all designed wavelets outperform the standard wavelet in the 
case of quality and quantity which means, signal-based noised reduction methodsare more effective and 
accurate. Finally, comparing the proposed algorithm with some other methods from different literatures 
proved the improved denoising accuracy of the new scheme. 
It should be noticed that the performance of these methods are only evaluated on some very specific 
signal cases, and the current results may not be applicable in all scenarios.Finally, it should be said that there 
exist more advanced wavelet-based denoising methods which have not been made comparison to in this 
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paper. In fact, the proposed algorithm presented in this work can be combined together with each of these 
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