Abstract-In this paper, we present a new technique for determining the surface profile of a moderately rough interface between air and a homogeneous dielectric half-space. Based on sparsely sampled step-frequency ground penetrating radar measurements, the proposed inversion scheme uses a quasi-ray Gaussian beam fast forward model, coupled with a low-order parameterization of the surface profile in terms of B-splines. The profile estimation problem is posed as a parameter optimization problem, which is solved using a multiresolution continuation method via frequency hopping. Numerical experiments establish that the algorithm is efficient and yields accurate reconstructions throughout most of the illuminated region even in noisy environments, losing accuracy only in regions with very weak illumination.
techniques. Such an approach was used in [1] [2] [3] [4] for detection of buried mines via both forward-looking and downwardlooking GPR systems. However, this approach fails to exploit deterministic information present in the received signals due to scattering from the air-ground interface and thus yields limited accuracy and robustness in classification and reconstruction (see, e.g., [5] ). In this paper, we address the problem of estimating the profile of the air-ground interface from in-situ frequency-stepped GPR measurements, for use in subsequent imaging and classification processing.
Estimation of rough surfaces from inverse scattering has received considerable attention in the past decade. However, most of the available algorithms have focused on conducting surfaces. Wombell and DeSanto [6] , [7] used Kirchhoff approximation and Fourier transform to estimate surface profiles based on measurements of the reflected field in all spectral directions. Noguchi and his colleagues [8] , [9] used nonlinear optimization techniques for direct estimation of surfaces illuminated by monochromatic Gaussian beams, based on the far-field scattering amplitude for all spectral directions. In a different approach, Schatzberg and Devaney [10] used Rytov approximation and backpropagation to estimate surface profiles based on full measurements of the reflected wave.
In contrast with the above contributions, our work in this paper is focused on estimating surface profiles based on reflection from a moderately rough interface between air and a homogeneous dielectric half-space (soil), as illustrated in Fig. 1 . Furthermore, we assume that the reflected field is measured only at receivers with discrete spatial locations, using a stepped-frequency GPR. We assume that the incident field arises from a discrete set of transmitters and thus has a finite aperture.
First we employ a forward model relating the measured fields at the receivers to the surface profile. This model, detailed in [11] , utilizes Gabor-based Gaussian beam algorithms in conjunction with the complex source point (CSP) method for generating beam-like wave objects [12] [13] [14] . With this model, together with a parametric representation of the surface in terms of B-splines [15] , the surface estimation problem is posed as a nonlinear optimization problem, similar in spirit to the approach in [8] . We show that this optimization problem has local minima and exploit a multiresolution continuation strategy based on frequency hopping [16] [17] [18] , to approach convergence to globally optimal estimates of surface profiles.
The rest of this paper is organized as follows: Section II describes the problem of rough surface reconstruction from frequency-stepped GPR measurements and poses the estimation problem as a nonlinear optimization problem. Section III describes the surface parameterization, the Gabor-based Gaussian Fig. 1 . Setup geometry for the inverse scattering problem. An aperture-excited, time-harmonic, TM-polarized EM field illuminates a homogeneous dielectric half-space with known relative permittivity and with a moderately rough interface whose coarse scale profile is described by the continuous function h(x). The reflected field is sampled at N receiver locations at z = z .
beam algorithm, the multiresolution continuation algorithm and the resulting optimization approach for determining the surface profile. Section IV details the results of numerical experiments to illustrate the accuracy of the surface reconstructions under different conditions. Section V provides concluding remarks.
II. STATEMENT OF THE PROBLEM
The problem of interest is reconstructing the air-ground interface coarse-scale profile from a limited number of spatially sampled reflected field measurements, using a limited aperture illumination from a frequency-stepped GPR system. We consider a two-dimensional (2-D) model, as depicted in Fig. 1 , where a TM-polarized EM field with implicit time-harmonic dependence illuminates a dielectric half-space with known relative permittivity and a moderately rough interface, whose coarse scale profile is described by a continuous function . The field is assumed to be generated by an extended aperture distribution at ,
where denotes a -directed unit vector. In this preliminary investigation, we neglect the presence of any buried object; surface estimation strategies in the presence of shallowly buried plastic mine-like targets, not very different in principle, are dealt with elsewhere [19] [20] [21] [22] . Furthermore, we also neglect the noisy (incoherent) contribution of finer-scale roughness and focus on estimation of the coarse shape, acknowledging the implicit limits of retrievable information through inverse scattering (see, e.g., [23] and the more relevant near-proximity extension [24] ). The -directed reflected electric field is sampled at a number of fixed receiver locations at the observation plane . As common in many GPR systems, we assume to work in a step-frequency regime with different operating wavelengths (frequencies), so that a set of complex (magnitude and phase) samples constitutes the observed data of the problem. It is well-known that this inverse scattering problem is ill-posed and therefore a blind implementation of inverse scattering techniques would result in ill-conditioned numerical algorithms. We refer the interested reader to [23] , [24] for analysis of the retrievable information from both theoretical and computational viewpoints.
Here, a robust inversion strategy via a well-posed inverse of the problem is achieved by i) Introducing a finite-dimensional compact geometrical parameterization of the unknown interface profile; ii) Estimating the unknown parameters by fitting the model-based forward scattering prediction to the available (measured/simulated) data, i.e., minimizing a suitable cost functional. A key issue in this robust strategy is selection of an appropriate interface profile parameterization. This requires tradeoff between versatility, compactness and computational burden, bearing in mind that the number of unknown parameters to be estimated must be smaller than the collected reflected data size. Therefore, assuming that the collected data are nonredundant [23] , [24] , the maximum number of parameters that can be reliably estimated is . For the purposes of this paper, we assume that the surface shape can be approximated by a finite set of basis functions with unknown coefficients, (2) Let denote the complex reflected field measured at wavelength at receiver location . Let denote the vector of coefficients . Given a vector of coefficients and the outgoing field from the aperture distribution in (1), we can use the Gabor-based Gaussian beam algorithm in [11] (see also Section III-B) for the surface profile in (2) to generate predictions of the reflected field at each receiver. Let denote the complex reflected field predicted from at (free-space) wavelength at receiver location . With this notation, we define the weighted approximation error as follows: (3) for receiver locations and operating wavelengths , being (arbitrary) weight coefficients. The regularized inverse scattering problem can now be formalized as finding the coefficient vector in (2) which minimizes the cost functional (3), i.e., finding such that (4) In general, the predictive model is a highly nonlinear function of the coefficients . Thus, the resulting minimization problem may have multiple local minima. In the next section, we describe the choice of basis functions used in our representation, the forward scattering model and the optimization approach used for determining global minima of the cost functional (3). 
III. ALGORITHMIC ASPECTS

A. Interface Profile Parameterization
As our choice of basis functions in (2), we used shifted B-splines [15] selected with a fixed resolution matched to the coarse level of detail for the reconstruction. In particular, we chose a quartic-spline basis function , where (5) , shown at the bottom of the page, and . This basis function has finite support and differentiable second derivatives (see Fig. 2 ). The surface profile is thus approximated as a linear combination of shifted B-spline basis functions, (6)
The resulting linear combination (6) is a triply differentiable function with degrees of freedom. We tried using cubic splines, but did not obtain satisfactory accuracy for the forward (beam) solver. We can speculate that the differentiability of the second derivative (and hence of the radius of curvature) is required by the beam algorithm. In this investigation, we assume a priori knowledge of the scale parameter in (6) (i.e., the number of B-spline basis functions) and focus on retrieving the unknown coefficients only. A more general adaptive framework is presented in [25] .
B. The Gabor-Based Gaussian Beam Algorithm
The forward scattering predictive model is detailed in [11] . It is based on a recently developed Gabor-based narrow-waisted Gaussian beam (NW-GB) algorithm for reflection from and transmission through, moderately rough dielectric interfaces. The main steps of the algorithm can be summarized as follows:
1) The aperture field distribution in (1) is discretized self-consistently via Gabor expansion in terms of narrow Gaussian basis functions, which generate narrow-waisted ray-like Gaussian beams (GBs) launched from points on the aperture. 2) Each individual GB interaction with the rough interface is tracked via the complex-source-point (CSP) paraxial scheme (quasi-reel ray tracing) developed in [14] for circular cylindrical dielectric layers and generalized in [11] to rough surface geometries.
3) The various reflected/transmitted GB contributions are recombined at the observer. In [11] , the NW-GB algorithm has been validated and calibrated against an independently generated rigorous numerical solution [26] and has been shown to provide accurate and robust predictions over a range of calibrated combinations of the problem parameters, including moderate roughness with maximum slopes 40 , (average) curvature radii larger than a wavelength, incidence directions far from grazing (incidence angles 30 relative to ) and dielectric contrasts with Re ranging from 1.2 to 10 and Im up to 0.5. Though based on high-frequency asymptotics, the algorithm was found to provide satisfactory accuracy even for relatively low-frequency geometries ( ) and near-zone observation distances ( ). We refer the interested reader to [11] for theoretical and computational details and to [27] for extension to pulsed excitation.
As noted earlier, the computational feasibility of the proposed nonlinear inverse scattering algorithm is strongly tied to the efficiency of the forward solver. In this connection, full-wave techniques are most likely not affordable in terms of computing time and resources. Conversely, NW-GB algorithms, though not suffering from failures near caustics and other ray-field transition regions, preserve the attractive computational features of standard ray methods in the presence of large computational domains, with minimal memory requirements and typical computing times (for a field sample at a single position) of about 5-10 ms on a 500 MHz PC, which are fairly shorter than those , , , typical of full-wave techniques. Application of GB algorithms to inverse scattering scenarios was also suggested in [28] , where they were found to provide a good tradeoff between accuracy and computational burden.
C. Optimization Strategy
As discussed in Section II, we want a vector of coefficients to minimize the weighted error functional (3). As stated previously, this minimization is nontrivial since the cost functional in (3) is likely nonconvex with respect to ; therefore, unless an accurate initial guess is available, standard descent-based optimization algorithms [29] are likely to end in local minima, which correspond to spurious solutions. To illustrate this issue, we considered a simplified experiment where all unknown coefficients were set to their true value, with the exception of two that are left variable. The resulting cost function has two degrees of freedom and can be easily displayed. The interface profile and experiment parameters are shown in Fig. 3 . A nonphased cosine tapered aperture illumination ,
was assumed, with the aperture width chosen so as to irradiate the region of interest while avoiding edge effects. In this example, the surface profile was generated randomly by using 16 B-spline basis functions ( ). We chose and as unknown and set the remaining 14 coefficients to their true value. Fig. 4 shows the resulting 2-D cost function, as a function of and scaled with respect to their true values , , respectively. As the figure illustrates, the cost function has a deep global minimum at , but also has a number of local minima. This behavior was verified for multiple choices of weight coefficients , thus confirming that standard descent optimization techniques (e.g., conjugate gradient [29] ) may end up in local minima and that some technique for global optimization is needed. However, popular global optimizers based on stochastic frameworks such as simulated annealing [30] and genetic algorithms [31] converge too slowly to be successfully exploited in realistic applications.
Our approach to finding global minima of (3) utilizes physicsbased multiresolution, conceptually analogous to what in the optimization community is known as the continuation method [32] . The basic idea underlying continuation methods is illustrated in Fig. 5 , with reference to a simple one-dimensional problem. Once a suitable smoothing parameter in the function to be minimized has been recognized, a smoothing procedure is applied in order to filter out the unwanted local minima. A standard descent minimization algorithm can be applied to the smoothed problem, yielding a rough estimation of the sought global minimum of the original problem. The smoothing is progressively relaxed, restoring the original problem and the solution is progressively refined, using at each stage a standard descent optimizer and exploiting as initial guess the estimation obtained at the previous stage. As typical of many inverse scattering problems, the smoothness of the cost functional (3) strongly depends on the choice of operating wavelength(s). In particular, using larger wavelengths (i.e., lower frequencies) will result in a smoother functional. Furthermore, using lower frequencies reduces the possibility of phase ambiguity, one of the major causes of local minima. As an example, in Fig. 6 is shown the reduced 2-D cost function obtained using the same simulation parameters as in Fig. 4 , but only the longer wavelength ( ) data. The resulting function is considerably smoother. The function still has a global minimum at with a large basin of attraction and no local minima. In this case, standard descent optimizers (e.g., conjugate gradient [29] ) can be applied. The obtained estimate will need refining at other frequencies for two reasons: at lower frequencies, i) a poorer resolution can be expected and ii) the accuracy of the beam forward solver is poorer [11] . Nonetheless, this first estimate provides a good initial guess that can be further refined through progressively introducing the higher-frequency information into the optimization, in the spirit of the continuation method [32] . The proposed multiresolution strategy can be thus viewed as a continuation method, where the smoothing parameters are the weight coefficients associated with the different wavelengths. Among all possible ways of varying the weight coefficients , which corresponds to different ways of controlling the smoothing and the convergence behavior, we chose the simplest, i.e, an abrupt "on-off" variation. At each resolution stage, the frequency data to be included in the cost functional are selected by setting the corresponding weight coefficients to 0 or 1. This corresponds to what in the inverse scattering community is usually known as frequency hopping [16] [17] [18] .
In our implementation, the partial optimization at each resolution level is performed using the Polak-Ribiere version of the conjugate gradient (CG) algorithm [29] , particularly suited for nonquadratic functions. Specifically, the needed gradient of is computed using a central difference formula, so that each gradient evaluation requires functional evaluations (i.e., solutions of a forward scattering problem), being the number of unknown spline coefficients. The CG algorithm in [29] has been partially modified in order to enforce the 000 Actual profile; 000 Reconstruction.
consistency constraint (9) where and are the aperture and observation heights, respectively (see Fig. 1 ).
IV. NUMERICAL RESULTS
In order to test our surface profile estimation algorithms, we generated synthetic field measurement data using a reliable full-wave solution of the forward scattering problem by means of the multifilament current method in [26] , in conjunction with rigorous Kirchhoff aperture integration [33] , for a variety of surfaces. For all numerical experiments presented below, the accuracy of the NW-GB forward solver was preliminarily verified. The simulation parameters are summarized in Fig. 3 , with the dielectric half-space constitutive parameters chosen so as to simulate a class of sandy soils in the GPR frequency range. In this example, there are 16 unknown spline coefficients to be estimated, based on 40 complex (magnitude and phase) field samples. Reconstruction results are shown in Fig. 7 . Assuming as initial guess a flat interface ( ), the cost functional (3) was minimized using only the lowest frequency data ( ), obtaining the reconstruction shown in Fig. 7(a) . Subsequent refinements of this reconstruction were obtained by including higher frequency data, resulting in the improved approximations shown in Fig. 7(b)-(d) . Specifically, each iterative improvement in Fig. 7(b)-(d) is obtained by using only a single frequency at a time and exploiting the reconstruction at the previous (lower) frequency as initial guess. The more time-consuming alternative of using at each iteration the current frequency plus the lower ones was found not to yield significant improvement. The example illustrates that the reconstruction is accurate throughout most of the interval, except near the edges of the illuminated region; a similar phenomenon was observed in [8] . The likely explanation for this loss of accuracy is due to the weak illumination in these regions, corresponding to the aperture field tapering; the tapering is required to avoid numerical artifacts attributed to edge effects.
We performed a thorough calibration of the proposed inversion algorithm, by reconstructing a large number of randomly generated surface realizations with moderate roughness both in height and slope ( 40 ). Representative results are shown in Fig. 8 . For all examples we used the four-stage frequency-hopping scheme as in Fig. 7 . Again, except near the edge regions, the reconstructions are quite accurate. As a general comment, we found satisfactory reconstructions for problem parameters (roughness, permittivity, etc.) in the range of validity of the forward model summarized in Section III-B.
We also investigated the numerical stability of the algorithm with respect to errors in the reflected field simulated/measured data. In order to simulate the unavoidable measurement uncertainty, we added to the full-wave-computed reflected field data a uniformly distributed relative error. Furthermore, in order to roughly simulate the effect of possible clutter sources neglected in the model, such as the incoherent scattering contribution from fine-scale roughness, we added a background noise with uniformly distributed amplitude and phase. Reconstruction results are shown in Fig. 9 , with the problem parameters as in Fig. 3 . As one can see, the reconstruction obtained from corrupted data with a relative error of 5 in amplitude and 10 in phase and a background noise of 20 dB, is not very different (apart from the edge regions) from that obtained using noise-free data, thus indicating the robustness of the proposed algorithm. Increasing the noise strength obviously results in a poorer reconstruction, especially in the edge regions whose weaker scattering contribution is more noise-sensitive. It is interesting to notice that even with a considerably stronger background noise ( 10 dB), the reconstruction of the central region of the interface profile is still relatively accurate.
Concerning the convergence rate, in the above examples an average number of 20-30 conjugate gradient iterations per resolution stage was typically required, resulting in an overall computing time of 1 min on a 500 MHz PC; no particular effort was made to optimize the numerical code.
V. CONCLUSIONS
We presented a new inversion algorithm for the reconstruction of moderately rough dielectric interfaces using spatially sampled (multifrequency) reflected field data. The proposed approach is based on a compact parameterization of the unknown interface profile in terms of quartic splines, whose unknown parameters are estimated by minimizing the difference between model-based and measured reflected field data. The approach uses a fast forward model based on quasi-ray Gaussian beams [11] . In order to avoid local minima, a frequency hopping multiresolution approach is used, exploiting reconstructions based only on longer wavelengths to provide initial guesses for higher resolution reconstructions.
The proposed algorithm was evaluated on noisy data generated from simulated profiles, illustrating that accurate and robust reconstructions can be obtained for moderate roughness (maximum slopes 40 ), with reasonable computing times. Thus, extensions of the algorithmic approach to three-dimensional (3D) geometries should be feasible for realistic situations where sparse (multifrequency) data and limited computing resources are available and near real-time estimates are required. The approach presented in this paper is similar in spirit to that of [8] , although based on a different forward solver and optimization schemes. In particular, our approach generalizes naturally to sparsely sampled data.
The surface estimation algorithm has been extended to time dependent (short pulse) GPR excitation [25] and has been incorporated into adaptive techniques for subsurface GPR image reconstruction of shallowly buried plastic mine-like targets in the presence of unknown rough air-soil interfaces [19] [20] [21] [22] ; preliminary outcomes seem encouraging. Extensions presently under investigation include generalization to fully 3D geometries.
