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1 Introduction
Most animals share the ability to move in response to external stimuli, which results from having developed complex neural structures that allow for sophisticated processing of sensory information. From a phylogenetic perspective, as the nervous system changed from a simple net-like structure, such as in jellyfish (Cnidara), to condensed ganglia and centralized brainsstarting with flat interstitial worms (Acoelomorpha) up to mammals (Chordata)-, a new cell type could be recognized in morphological studies: glial cells (Hartline, 2011; Laming et al, 2000) . The importance of this new cell type for a functional brain is arguably reflected by the increase in the relative number of glial cells during evolution: there are roughly equal numbers of glial cells and neurons in mammals (Herculano-Houzel, 2014) whereas, by contrast, glia constitutes only 10% of invertebrate neural cells in Drosophila or C. elegans (Hartline, 2011; Bullock and Horridge, 1965) . It is currently unknown whether glial cells from different clades share similar functions: the molecular, morphological, and physiological identity of glial cells across and within clades indeed remains a topic of active investigation (Hartline, 2011) . In the mammalian brain, the most numerous glial cells appear to fall into two categories: (i) macroglia, which is prominently constituted of oligodendrocytes and astrocytes, and (ii) microglia (Lawson et al, 1990; Pelvig et al, 2008) . Significantly, despite their different developmental origin -macroglia originating from the embryonic ectoderm while microglia coming from the mesoderm -, both cell types share a common feature: that is physical proximity to neurons by an elaborated branched anatomy that interweaves with neural processes (Kettenmann and Ransom, 2013) . This feature can be regarded as the teleological evidence of the purpose of glia for being an integral part of both the structure and function of neural networks of the mammalian brain.
Oligodendrocytes, for example, are responsible for myelination of axons, which is essential for their trophic support to attain long lengths while allowing for evolved organisms, like mammals and vertebrates in general, to achieve great sizes (Nave, 2010) . At the same time, myelination provides axons with high membrane electrical resistance and low capacitance, which prevents current loss and enables rapid and efficient conduction of action potentials -a prerogative of complex nervous systems to operate quickly and efficiently (Zalc and Colman, 2000) . As nervous systems increase in complexity, and this complexity correlates with the increasing sophistication of neurological function, a trend in increased complexity is also observed for astrocytes (Verkhratsky and Nedergaard, 2016) . Humans and primates indeed possess astrocytes that are larger and more branched than rodent astrocytes, with humans astrocytes generally being the largest (Oberheim et al, 2009 ). In agreement with this trend, if we graft human astrocytes in mice, we get animals that show enhanced learning and memory capabilities (Han et al, 2013) . Finally, microglia, too, can be framed within the evolutionary perspective, in connection with the appearance of compact neural masses and the increased demand thereby of specialized phagocytic and immune functions, including mechanisms of neural protection (Pósfai et al, 2019) . Remarkably, microglia invades the neural tube during embryogenesis before epithelial cells, neurons, and macroglia, being in the ideal position to regulate angiogenesis as well as neuro-and gliogenesis. It is now emerging that such regulation could extend beyond embryonic life as microglia can promote the formation and dismantling of functional neuron-glial networks by axon reorganization during development and by regulation of genesis and pruning of synapses in the mature brain (Pósfai et al, 2019) .
Although lagging behind classical computational neuroscience, theoretical and computational approaches are beginning to emerge to characterize different aspects of neuron-glial interactions (De Pitt and Berry, 2019a) . This chapter aims to provide essential knowledge on neuron-glial interactions in the mammalian brain, leveraging on computational studies that fo-cus on structure (anatomy) and function (physiology) of such interactions in the healthy brain. Although our understanding of the need of neuron-glial interactions in the brain is still at its infancy, being mostly based on predictions that await for experimental validation, simple general modeling arguments borrowed from control theory are introduced to support the importance of including such interactions in traditional neuron-based modeling paradigms.
2 Anatomy of neuron-glial interactions 2.1 Myelination of axons by oligodendrocytes Myelination by oligodendrocytes and axon growth seem to be entirely interdependent since there are direct relationships among the age at which axons are myelinated, their final diameter in the adult, and the development of the associated oligodendrocytes (Butt, 2013) . Accordingly, oligodendrocytes and their axons should be considered together as functional units rather than separate functional entities. Myelinated axons can thus be thought to be functionally specialized since internodes provided by myelinic ensheathing, and nodes of Ranvier develop in a concerted fashion to fulfill specific computational tasks (Tomassy et al, 2016; Hughes et al, 2018) .
Electrical cable theory (FitzHugh, 1962; Goldman and Albus, 1968; Moore et al, 1978; Waxman, 1980; Richardson et al, 2000) predicts that regulation of myelin thickness, internode length and node geometry by oligodendrocytes (Ullén, 2009; Fields, 2008; Arancibia-Carcamo et al, 2017) could account for fine-tuning of action potential (AP) shape and conduction velocity (Kimura and Itami, 2009; Tomassy et al, 2014; Ford et al, 2015; Hughes et al, 2018) with important functional consequences. For instance, variations of internodal length associated with axon diameter dictate the extent of co-activation of nodal Na + with low-threshold K + channels. In turn, a triaxial cable model of myelinated axons in sound processing circuits reveals how the synchronous activation of these channels may account for large, fast-rising and brief APs, differentiating axons that can propagate APs at high rates, and that belong to neurons that encode for high-frequency sounds, from axons that cannot, and instead depart from neurons that respond to low-frequency sounds (Halter and Clark Jr., 1991; Ford et al, 2015) . In those circuits, adjustments of internodal length may also occur in close register with nodal diameter, crucially setting the timing of AP arrival at synaptic terminals, which, in turn, underpins precise binaural processing of temporal information for sound localization (Carr and Konishi, 1990; Carr et al, 2001; Carr and Soares, 2002; McAlpine and Grothe, 2003; Seidl et al, 2010; Ford et al, 2015) . Together with delays induced by the AP-generation dynamics (Fourcaud-Trocmé et al, 2003) and those rising from synaptic processing (Markram et al, 1997) , axonal conduction delays due to myelination by oligodendrocytes are an important property of neural interactions, which may induce a wealth of dynamical states with different spatiotemporal properties and domains of multistability that could serve different computational purposes (Roxin et al, 2005; Roxin and Montbrió, 2011) .
Müller glia in the retina
Formation of axon-myelin units by oligodendrocytes to fulfill specific functional tasks is only one of the possibly many cases of how neuronal structures and glial cells' morphology develop in a tight association. Another example is the retina of the vertebrate eye. Notably, this structure is inverted with respect to its optical function so that light must pass through several tissue layers before reaching the light-detecting photoreceptor cells. In doing so, projected images on the retina would rapidly deteriorate due to light scattering by optical and geometrical inhomogeneities of those different layers if it were not for specific properties and arrangement of structures and cell assemblies of the retina that ensure correct vision (Tuchin, 2000; Masland, 2001) . In this scenario, the most common type of retinal glial cells, known as Müller cells, show a characteristic cylindrical, funnel-like shape that spans the entire thickness of the retina and functions as the waveguide of visible light from the retinal surface to the photoreceptor cell layer (Franze et al, 2007) . Numerical solution of the Helmholtz equation in a model of retinal tissue suggests that this property of Müller cells to guide light crucially enhances vision acuity since, like fiber optics that penetrate through the retinal layers, these cells can propagate light straight down to the photoreceptor cell they associate with (Labin and Ribak, 2010) . In particular, every mammalian Müller cell is coupled, on average, to one cone photoreceptor cell, that is responsible for sharp seeing under daylight conditions (i.e., photopic vision), plus several rod photoreceptor cells, serving low-light-level, night (scotopic) vision (Reichenbach and Robinson, 1995) . Remarkably, the spectrum of light transmitted through Müller cells, derived from theoretical calculations based on data of the human parafoveal retina, matches almost perfectly the absorption spectra of the medium-and long-wavelength human cone photoreceptors, predicting a gain in photon absorption by a factor of ∼7.5 by these photoreceptors, and by a factor of ∼4 by human short-wavelength cones (Labin et al, 2014) . At the same time, the spectrum of light leaking outside Müller cells matches the absorption spectrum of human rod photoreceptors. In this fashion, Müller cells provide a mechanism to improve cone-mediated photopic vision, with minimal interference with rod-mediated scotopic vision since not only they guide light of relevant wavelengths for cone visual pigments directly towards cones, but also they allow for light of wavelengths more suitable for rod vision to leak to surrounding rods (Labin et al, 2014) .
Astrocytes and regulation of volume transmission
Broadly speaking, the factors underpinning morphogenesis of neuronal structures in tight association with glial cells remain poorly understood, although they are thought to encompass a combination of transcriptional programs and a battery of molecular signals that seem to be regulated both developmentally and regionally, in a cell-specific manner (Jadhav et al, 2009; Eroglu and Barres, 2010; Götz, 2013; Stassart et al, 2013) . A paramount example of this complex combination of factors is provided by astrocytes, which are glial cells predominantly found in the cortex and hippocampus and are recognized as critical regulators of the neuronal connectome in those brain regions (Fields et al, 2015) . In the postnatal, developing brain, astrocytes are indeed found in spatially distinct domains and express domain-specific genes that are needed to support the formation of specific neural circuits and neuronal subtypes (Molofsky et al, 2014) . On the other hand, they also secrete a variety of molecules that regulate with spatiotemporal specificity all stages of the genesis of functional neural circuits, such as the establishment of immature (silent) synapses between axon and dendrites, the conversion of these silent synapses into active ones by insertion (and maintenance) of functional receptors, and the elimination of excess synapses and synaptic pruning to refine connections in neural circuits (Allen, 2013; Clarke and Barres, 2013) . Remarkably, this close relationship between astrocytes and synapses continues in the adult brain, with the processes of astrocytes that infiltrate into the neuropil and wrap themselves around synapses in a seemingly non-random fashion (Reichenbach et al, 2010) , engaging in a multitude of signals ( Figure 1) , with figures approaching 20-180 thousand synapses contacted by a single astrocyte in the rodent brain (Bushong et al, 2002) , but ∼270 thousand to 2 million synapses per astrocyte in the human brain (Oberheim et al, 2009) . What are the possible functional purposes of this ensheathing?
One obvious possibility is that processes of astrocytes are strategically positioned at synaptic loci to act as physical barriers that constrain and regulate extracellular diffusion of neurotransmitters (Ventura and Harris, 1999) . With this regard, a realistic reconstruction of the extracellular space (ECS) in between astrocytic processes and glutamatergic synapses of the hippocampus -one of the brain structures where the morphological association of astrocytes with synapses has been best-characterized (Seifert and Steinhäuser, 2017 ) -revealed a strong anisotropy for glutamate diffusivity, directly imputable to the peculiar arrangement of astrocytes with the surrounding neuropil (Kinney et al, 2013) . This anisotropy ensues from the nonuniform width of ECS, which forms thin sheets in the periastrocytic space and grows wider into tunnels in correspondence with synapses and axons. Monte Carlo diffusion simulations show that the diffusion rate of glutamate through the neuropil critically depends on the proportion of sheets vs. tunnels, since the smaller median extracellular width of astrocyte-delimited sheets, poses a diffusion barrier to glutamate molecules, corralling them into tunnels which favor their diffusion instead (Kinney et al, 2013) . This scenario, along with the expression of glutamate transporters by perisynaptic astrocytic processes (Danbolt et al, 2002) , would ultimately provide a mechanism to canalize glutamate to specific targets while keeping low the risk of excitotoxicity brought forth by the fact that glutamate is not normally destroyed in the ECS (Rothstein et al, 1996) .
The degree of astrocytic ensheathing at glutamatergic synapses indeed directly dictates the rate of glutamate uptake by glial transporters -the primary mechanism of glutamate uptake in the adult brain (Danbolt, 2001 ) -, regulating the time course of this neurotransmitter in the synaptic cleft, and its potential to spill out to neighboring synapses (Clements, 1996) . Remarkably, the degree of astrocyte ensheathment seems inversely correlated with the size of dendritic spines (Medvedev et al, 2014) , suggesting that, in agreement with independent theoretical arguments (Barbour, 2001) , smaller synapses are best sealed by astrocytic processes to minimize glutamate spillover. On the contrary, glutamate spillover could occur at larger synapses, for which the degree of astrocytic ensheathing is only up to approximately one-third of their perimeter (Ventura and Harris, 1999) . To the extent that thin-spine vs. large-spine synapses can respectively be assimilated to silent vs. functional synapses (Matsuzaki et al, 2001) , the latter possibility hints a crucial role of astrocytic ensheathing in the regulation of glutamate clearance at functional excitatory synapses, with the potential to regulate independent synaptic activation vs. synaptic cross-talk (Huang and Bergles, 2004) .
Physiology of neuron-glial interactions 3.1 General modeling framework
If the reciprocal disposition of neurons with respect to glial cells in the brain fulfills essential anatomical constraints for their interaction, the existence of two-way dynamic signaling, from neurons to glia and vice verse, accounts for the physiology of this interaction. With this regard, a common framework to model networks of interacting neurons (Ermentrout and Terman, 2010) may be borrowed to illustrate essential functional consequences of neuron-glial interactions.
Denoting by x and γ the activities of neuronal and glial interacting ensembles, respectively defined as column vectors in R N and R G , then the glial activity can generally be described by
where F γ : R g → R G (g G) represents the glial input-output transfer function. The argument of this function -that is the input to glia -consists of (i) an external bias b γ ∈ R g coming, for example, from brain areas away from the neuron-glial ensemble under consideration, and of (ii) a recurrent input I γ (x, γ) : R N +G → R g due to neuronal and glial activities within the ensemble itself. The physiological correlate of γ, along with the choice of F γ and I γ depend on what "glial activity" refers to, and it will be clarified as follows. Similarly, without specifying for now what "neuronal activity" is, an equation analogous to 1 may be written for x, i.e.
where F x : R n → R N , b x ∈ R n and I x (x, γ) : R N +G → R n (n N ) . In the previous equations, what the "activities" x and γ refer to are suitable measurables of neuronal and glial physiology, respectively. Membrane voltage, firing rate, and synaptically-released neurotransmitters are typical examples of such measurables for neurons. For glia instead, cytosolic calcium is probably the most hitherto studied readout of these cells in response to neuronal stimulation, yet possibly not the only one, since other intracellular ions like Na + , K + , H + , Clor HCO 3 -, along with a whole cassette of molecules involved in the genesis of calcium signaling, could also be indicators of glial stimulation (De Pitt and Berry, 2019b) . At the same time, the notion of neuronal and glial ensembles is somehow broad. We may encompass by this notion either brain structures, including whole networks of neurons and glia or components of these networks, for example, myelinated axons with their oligodendrocytes, or groups of synapses with their perisynaptic glial processes (of astrocytic or microglial origin). In this context, the emerging notion that calcium homeostasis, as well as the homeostasis of other ions and macromolecules, could be compartmented within the glial cell's morphology (Breslin et al, 2018 , see also ref. Computational Modeling of Intracellular Astrocyte Ca 2+ Signals), allows using equations akin to 1 and 2 to model dynamics of neuron-glial interactions at multiple spatial scales, where scale-specific aspects of such interactions may be lumped into the choice of the transfer functions F i (with i = x, γ), their input arguments b i , I i , and ultimately, the components of the activity vectors x and γ.
The functions F i and I i are generally nonlinear with respect to their input variables. This hinders any attempt to look beyond the general form of equations 1 and 2 to fathom neuron-glial interactions with the aim to derive different mechanisms of action and function that could be shared (or not) by different pathways of interaction. The situation greatly simplifies if we limit our analysis to the first order expansion of I i around the resting point (x 0 , γ 0 ). In this case, equations 1 and 2 become
and D γ I i = ∂I i ∂γ 0 , . . . , ∂I i ∂γ G−1 . In this way, it is possible to distinguish between different contributions to the evolution of neuronal (glial) activity by F x (F γ ), in particular separating those that are due to neuronal (glial) elements weighted by the matrix J x (J γ ) from those that ensue instead from glial (neuronal) elements and are weighted by the matrix W x (W γ ). Because matrices J x , J γ lump couplings of neuronal (respectively glial) activities with themselves, whereas matrices W x , W γ couple neuronal activities with glial activities and vice verse, we hereafter refer to them as homotypic and heterotypic weight (or connection) matrices, respectively.
The input terms associated with heterotypic connections represent the actual interaction pathways, for signaling from neurons to glia (W x x), and vice verse, from glia to neurons (W γ γ).
In several practical scenarios ( Figure 2 ), this signaling is mediated by specific molecules or ions, that may themselves be regarded as measures of neuronal (glial) activity, or can alternatively be expressed in terms of x (respectively γ). Consider for example synaptically-evoked gliotransmission , see also yellow and red pathways in Figure 1 ). This form of neuron-glial interaction consists of the activity-dependent release of neuroactive molecules from astrocytes, including neurotransmitters like glutamate, ATP, GABA, or d-serine that, for their glial origin, are termed "gliotransmitters." The release can be triggered by synaptically-released neurotransmitters and be mediated by different intracellular pathways that often associate with transient calcium signaling in the astrocyte (Savtchouk and Volterra, 2018) . In turn, gliotransmitters can modulate synaptic transmission both presynaptically -binding to receptors that regulate the probability of release of neurotransmitter-containing synaptic vesicles -, and postsynaptically, gating receptors/ion channels that control neuronal depolarization (and excitability). In this description, synaptically-released neurotransmitters mediate neuron-to-astrocyte signaling, whereas gliotransmitters are responsible for the astrocyte-to-neuron signaling. To couple these two signaling pathways by the above framework, however, biophysical correlates for their functional interdependence must also be explored. For the dependence of gliotransmitter release on synaptic release, at least at first approximation, gliotransmitter release is expected to rise with synaptic neurotransmitter release . For the dependence of this latter on gliotransmitter release instead, the reasoning is as follows: (i) activation of presynaptic receptors by gliotransmitters increases with gliotransmitter release; in turn (ii) modulation of intrasynaptic Ca 2+ , which is linked with p -the synaptic release probability (ref. Calcium-Dependent Exocytosis, Biophysical Models) -, correlates with the degree of receptor activation by gliotransmitters; (iii) synaptic release is proportional to p. In this fashion, the simplest scenario sees γ in the above equations reducing to a scalar variable that is associated with the fraction of gliotransmitter-activated receptors, whereas p replaces x. Then, assuming that at rest γ 0 = 0, p 0 = p * > 0, the simplest model for the presynaptic pathway of synaptically-evoked gliotransmission (Figure 2A ) derived by equations 3 and 4 reads
where b γ 0 may or not be present, depending on the presence or not of other mechanisms triggering gliotransmitter release that are independent of stimulation of the very synapse modulated by gliotransmission, e.g., microglia-mediated Ca 2+ signaling in the astrocyte (Pascual et al, 2011) . The homotypic weight J γ accounts for the theoretically-predicted phenomenon of gliotransmitter-triggered gliotransmission (Larter and Craig, 2005) , whereas the homotypic weight J p can generally be accounted by mechanisms of short-term plasticity (ref. Short Term Plasticity, Biophysical Models). With regard to the heterotypic weights instead, it generally is W γ > 0 regardless of the nature of synaptic neurotransmitters, that is both excitatory and inhibitory neurotransmitters are excitatory for glial activation (Durkee et al, 2019) . The sign of W p instead is dependent on the nature of gliotransmission, which can either decrease or increase synaptic release (De Pittà et al, 2015) . Remarkably, while the sign of W p is set by functional and anatomical features of synapse-astrocyte ensembles (De Pitt, 2019), the further possibility that the polarity of gliotransmission could also depend on specific patterns of activity (Covelo and Araque, 2018) can be accounted by choice of F p . If we aim for a more general understanding of gliotransmission on synaptic transmission, it is then useful to think of the efficacy (or strength) of synaptic transmission in terms of the product w = p·q, where q is the probability of activation of postsynaptic receptors by the presynaptically released neurotransmitter. In this context then, choosing x = (p, q) T with q 0 = q * , results in the system of three equations in the general form of
The coupling factors J q , W
ensue from the consideration of endocannabinoid signaling, which may retrogradely suppress synaptic activity while, at the same time, trigger Ca 2+ -dependent gliotransmitter release from the astrocyte . In particular, because this signaling pathways depends on postsynaptic depolarization (v m ), and this latter is dependent on incoming synaptic activity by w, it is safe to assume that endocannabinoid signaling can be expressed in terms of p and q by a proper choice of the transfer functions F γ , F p , F q and their input arguments I γ , I p , I q in the original equations 1 and 2 ( Figures 2C,D) . On the other hand, when no retrogade signaling (including endocannabinoid) is taken into account, then J q = 0 and also W (q) γ = W (q) p = W (γ) p = 0, allowing for a significant simplification of the above equations. Even more so if the analysis is restricted to the sole postsynaptic pathway of gliotransmission without considering any mechanism of short-term plasticity, for which, synaptic dynamics reduces to τ pṗ = p * − p and
q γ with γ being described by an equation like 5. In this scenario gliotransmission release (γ) becomes uncoupled from q (but not the opposite), and the dynamics of both γ and q is driven by p ( Figure 2B ). The resulting q(t) can essentially be expressed in terms of p(t) but, differently from a standalone synapse, the effect of p on q (and thus on v m ) also incorporates, possibly in a nonlinear fashion, the effect of gliotransmission. Remarkably, this scenario could underpin several examples of neuron-glial interactions such as: (i) regulation of long-term synaptic plasticity by d-serine released from astrocytes in the hippocampus, hypothalamus and the cortex (Bains and Oliet, 2007) ; (ii) AMPA receptor internalization in the cerebellum by d-serine originating from Bergmann glial cells (Kakegawa et al, 2011) ; (iii) AMPA receptor insertion by adrenergic stimulation of ATP release from hypothalamic astrocytes (Gordon et al, 2005) ; (iv) modulation of AMPA and GABA receptor trafficking by astrocytic TNFα (Stellwagen et al, 2005) ; and (v) slow inward and outward currents (SICs and SOCs) respectively mediated by glutamate and GABA from astrocytes (Fellin et al, 2004; Le Meur et al, 2012) .
The distinction between homotypic vs. heterotypic couplings brought forth by equations 3 and 4 allows the analysis of otherwise complex neuron-glial interactions in terms of combinations (to the first-order approximation) of feedback and feedforward mechanisms, which can conveniently be illustrated by functional diagrams such as those in Figure 2 . Furthermore, consideration of these diagrams can help classify different pathways of interaction between neurons and glia based on their coupling mechanisms. In this fashion, activity-dependent presynaptic pathways of gliotransmission can all be assimilated to a feedback mechanism on synaptic release, which can be either positive or negative, depending, as previously stated, on the nature of astrocyte-synapse coupling and synaptic dynamics ( Figure 2A ). Conversely, the postsynaptic pathway of gliotransmission is tantamount to a feedforward mechanism on postsynaptic membrane depolarization, which can also be positive or negative, depending on the gliotransmitter type and whether gliotransmission promotes receptor internalization or insertion ( Figure 2B ). Consideration of endocannabinoid signaling does not change the essence of these mechanisms, except for the fact that a further intermediate processing stage must be taken into account for the regulation of endocannabinoid release from postsynaptic terminals ( Figure 2C ). Nonetheless, differently from other pathways of synaptic transmission, in this latter case, postsynaptic pathways of gliotransmission may also feedback on endocannabinoid release since this process depends on postsynaptic depolarization ( Figure 2D ). On the other hand, glutamatergic gliotransmission could also contemplate the existence of positive feedback on the astrocyte by its release of the cytokine TNFα ( Figure 2E ). Constitutive extracellular levels of this cytokine ([TNFα] e ) may indeed promote glutamate release from astrocytes but can also regulate the production of TNFα by these cells . Furthermore, microglia could also regulate glutamatergic gliotransmission, releasing ATP as part of their immune response, and thereby promoting Ca 2+ -dependent glutamate release from astrocytes (Pascual et al, 2011) .
Alternatively, extracellular glutamate ([Glu] e ) may trigger the release of TNFα from microglia, which could stimulate the further release of glutamate from astrocytes in, yet another, positive feedback fashion (Bezzi et al, 2001) .
Potassium ion homeostasis is also involved in multiple feedback pathways mediated by glia ( Figure 2F ). Neuronal activity results in local accumulations of extracellular K + ([K + ] e ) that may promptly be abated by spatial buffering by glia (Kofuji and Newman, 2004) . Significantly, synaptically-evoked Ca 2+ signaling in astrocytes (yellow pathway) can also regulate [K + ] e to modulate both spontaneous synaptic release at excitatory synapses and neuronal firing (Wang et al, 2006) . In the cerebellum, Ca 2+ -dependent K + uptake by Bergman glia can dramatically alter the firing dynamics of Purkinje cells (Wang et al, 2012b) . At cortical axons instead (Figure 2L ), depolarization of myelinating oligodendrocytes following AP conduction is speculated (Debanne et al, 2011) to alter extracellular levels of K + and Na + locally, at nodes of Ranvier, thereby transiently promoting action potential generation which could speed up AP conduction by 10% (Yamazaki et al, 2007) . On the other hand, astrocytes, too, could influence AP generation at nodes of Ranvier, specifically by increasing AP duration by Ca 2+ dependent glutamate release, although the activity requirements for this pathway are not known .
Very often, a signaling pathway or a biophysical process may be shared by different mechanisms of neuron-glial interactions. Extracellular glutamate and its uptake by astrocytes, for example, are key components of the so-called glutamate-glutamine cycle (GCC), as well as of the astrocyte-to-neuron lactate shuttle (ANLS) (see ref.
Brain Energy Metabolism). In the GCC ( Figure 2G ), glutamate taken up by astrocytic transporters is converted into glutamine, which is transported back to neurons, where it is presumably reconverted to glutamate, thereby guaranteeing the supply of this neurotransmitter to sustain synaptic transmission (Xiang et al, 2003) . In the ANLS instead ( Figure 2H ), astrocytic lactate -ensuing from ATP demand to counteract intracellular Na + accumulation by glutamate uptake -, is shuttled to neurons where it is converted to pyruvate, which is necessary for ATP synthesis by mitochondria, and thus it mediates a positive feedback loop that can sustain the energetic cost of prolonged neuronal firing activity (Allaman et al, 2011) . Remarkably, both ANLS and GCC could also be integral components of other pathways of neuron-glial interactions. Lactate, for example, may also cover synaptic energy demand indirectly by triggering prostaglandin release from astrocytes, which, in turn, increases blood flow and thereby, glucose supply to neurons (Attwell et al, 2010) . Alternatively, it could also operate as gliotransmitter (Tang et al, 2014) . Glutamine produced by GCC, on the other hand, could also be a precursor of glutathione (GSH) in the synthesis of this latter by astrocytes ( Figure 2J ), which is a key process in neuroprotection by glia. Neurons are also capable of synthesizing GSH from glutamate, but this is constrained by their intracellular availability of cysteine and glycine. Astrocytes can, however, backup on the availability of these two amino acids in neurons by releasing GSH, which is extracellularly cleaved to produce cysteinylglycine that neurons, in turn, cleave to supply cysteine and glycine to their intracellular resources (Dringen, 2000) . Finally glutathione metabolism could also be linked with vitamin C (ascorbic acid) exchange between neurons and glia as illustrated by the brown pathway in Figure 1 (Castro et al, 2009; May, 2012) .
In several cases, neuron-glial interactions add to existing neuronal feedback mechanisms. Two examples, respectively, are the control of extracellular pH and the regulation of blood flow by astrocytes. Neuronal electrical activity results in extracellular alkalinization and intracellular acidification around neuronal cell walls, which can considerably alter neuronal excitability and synaptic currents (Deitmer and Rose, 1996) . This is put in place by a multitude of diverse mechanisms that rely on physiochemical buffers, metabolic reactions, and membrane transport systems within neurons and in the interstitial fluid that make extracellular and intracellular neuronal pH completely interdependent. On the other hand, intracellular pH of astrocytes is also dependent on extracellular pH, and astrocytes, akin to neurons, express a variety of transport and buffering mechanisms that make them capable of influencing H + homeostasis locally and brain-wide actively. By similar arguments, both neurons and glial cells require a constant supply of metabolites and chemical species by the bloodstream. Yet, they can regulate blood flow by the independent release of vasoactive signals (Attwell et al, 2010) , as well as do so in interaction with each other by the other neuron-astrocyte interaction pathways hitherto presented.
The existence of feedback and feedforward pathways of interactions between neuronal and glial elements challenges traditional connectomics. We come to realize in fact that neurons are not merely connected by synapses but also by extracellular glial-mediated pathways. Moreover, for some of these pathways, like at synapses where signal transmission is traditionally assumed to occur in one direction only -from the presynaptic terminal to the postsynaptic one -, this directionality is replaced by a neuron-glial signaling network that is inherently recurrent. Recurrent connections are essential in network theory since they can control the stability of network activity and its robustness to noise. Accordingly, the model of an autaptic neuronal oscillator may conveniently be adopted to get a flavor of the potential relevance of glia-mediated synaptic recurrence on neuronal firing (Volman et al, 2007) . The autaptic oscillator consists of an excitatory neuron that exhibits periodic firing employing self-synapses (i.e., autapses) whose strength critically controls the neuron's firing rate and its stability (Seung et al, 2000) . In this fashion, when all autapses also stimulate the same astrocytic domain and are equally affected by release-decreasing gliotransmission ensuing from it, activity-dependent fluctuations of neuronal firing rate emerge in phase opposition with astrocytic Ca 2+ spikes (Volman et al, 2007) . The mechanism would not be surprising per se if it were not for the fact that it can also be observed in the presence of irregular bursting by the autaptic neuron. The theory of autaptic oscillators (without astrocyte) predicts in fact that the positive feedback exerted by excitatory autapses on the neuron only allows this latter to maintain its firing rate at the onset of stimulation, or to increase it, ultimately reaching unrealistic (epileptiform) firing rates (Seung et al, 2000) . This scenario is avoided in the presence of release-decreasing gliotransmission, however, because any self-amplifying increase of neuronal activity that could be triggered, for example, by a burst of APs, promotes gliotransmitter release from the astrocyte, which promptly counteracts the neuron's runaway by excitation by depressing autaptic transmission. In this fashion, the negative feedback exerted by gliotransmission on synapses competes with the positive autaptic feedback to prevent the neuron from persistently generating APs at high rates. Rather, the opposite happens, as prolonged periods of depressed synaptic excitation, consistent with the long-lasting effect of release-decreasing gliotransmission observed in vitro (Araque et al, 1998) , substantially modify the firing statistics of the autaptic neuron, accounting for large interspike intervals. The ensuing neural bursting may accordingly be thought of as the alternation of APs with irregular periods of no activity and explains why the Gaussian distribution of interspike intervals otherwise observed for an autaptic neuron without astrocyte, is instead heavy-tailed in the presence of gliotransmission (Volman et al, 2007) .
Modulation of neural excitability
Two pathways for regulation of neuronal excitability by glia have hitherto been explored by computational studies: one by glia-mediated control of K + homeostasis, the other by modulation of excitatory synapses by astrocytes. In the first case, the fact that cortical astrocytes, Müller glia in the retina, or Bergmann glia in the cerebellum, buffer extracellular K + redistributing it to sites of lower concentration, locally changes the resting membrane potential of neurons by the ref.
Goldman-Hodgkin-Katz Equation as well as the Nernst potential of individual ions (ref. Nernst Equation) , thereby modulating the neuron's threshold for AP generation. This modulation can be crucial to set the tone of neuronal firing in healthy physiological conditions since blocking glial buffering could turn random firing maintained by random external stimulation into periodic bursting, and eventually lead to permanent spike inactivation (Bazhenov et al, 2004) . Mechanistically, glial K + buffering can be by different combinations of passive and active transport systems, which, however, share an interplay between glial ATP-driven Na + /K + pumps (NKPs) and Kir channels. Depending on neuronal activity, this interplay can mediate non-trivial positive feedback on neuronal firing, for example, promoting AP generation in conditions of low neuronal firing (Somjen et al, 2008) , or turning regular spiking dynamics into bursting (Somjen et al, 2008; Øyehaug et al, 2012; Cui et al, 2018) .
Control of neuronal firing by modulation of excitatory synaptic transmission by astrocytes could instead occur, in principle, both by pre-and postsynaptic pathways of gliotransmission, and intrasynaptically, by glutamate uptake by astrocytic transporters. In the first scenario, the rationale for modulation essentially follows that of equations 7-9, where Ca 2+ -dependent gliotransmission could be triggered either by synaptically-activated astrocytic metabotropic receptors (De Pittà and Brunel, 2016) or by Na + influx into the astrocyte by glutamate transporters which in turn regulates Ca 2+ influx into the astrocyte by Na + /Ca 2+ -exchangers , though this latter possibility requires experimental validation. In the second scenario, detailed kinetic models of astrocytic transporters and AMPA and NMDA synaptic receptors suggest instead that control of glutamate clearance by astrocytic transporters could modulate postsynaptic receptors' activation and desensitization thereby modulating the kinetics of postsynaptic current. This results in subtle changes in spike arrival timings and spike failures that modulate the firing pattern of the postsynaptic neuron (Allam et al, 2012) .
Neuron-glial interactions in neural networks
The importance of uptake of neurotransmitters such as glutamate and GABA by astrocytes in setting the tone of neural network activity has only been partially explored in the framework of ref. Neural Mass Action modeling, yet producing two interesting predictions (Garnier et al, 2016) . First is the observation that a deficiency of GABA uptake by astrocytes increases the threshold for neuronal activation in a linear fashion. Second is the prediction that, in the presence of deficient astrocytic glutamate uptake, neural activity may either be reduced or enhanced or may display a transient of high activity before stabilizing around a new regime whose firing frequency is close to the one measured in the absence of astrocyte deficiency. Significantly, the somehow counterintuitive possibility that neural activity could decrease despite extracellular glutamate accumulation due to deficits in astrocytic uptake may be observed only in the presence of sufficient interneuron hyperexcitability.
More generally, in the framework of neuronal network theory, modulation of neuronal excitability and synaptic transmission by glia is expected to modulate the balance of excitation (E) vs. inhibition (I) with the potential to regulate network activity dramatically. This possibility follows by the analysis of the few available neuron-glial network models, which come in different flavors in terms of the combination of different E-I network configurations and different choices of neuronal (and synaptic) models and astrocytic signaling pathways (Savin et al, 2009; Ullah et al, 2009; Volman et al, 2013; Savtchenko and Rusakov, 2014) . Nonetheless, all these models eventually envisage an effect of glial signaling in terms of a modulation of synaptic drive, either at excitatory (Savin et al, 2009; Savtchenko and Rusakov, 2014) or excitatory and inhibitory synapses (Ullah et al, 2009; Volman et al, 2013; Garnier et al, 2016) , which accounts for the emergence of variegated network activity. With this regard, a model by Ullah et al (2009) considers the effect of astrocytic regulation of extracellular K + and Na + on firing dynamics of both excitatory and inhibitory neurons with voltage-dependent synaptic inputs. Accordingly, neuronal membrane potential dynamics depends on K + and Na + homeostasis regulated by astrocytes, and so does the network's E-I balance. In this framework, brief (30 ms-long) step increases of E-to-E synaptic strength, which could loosely ensue from glial glutamate exocytosis, promote transient increases of neuronal firing, whose duration, however, depends on extracellular K + concentration (Ullah et al, 2009 ). In particular, for plausible non-pathological values of this concentration, the network could display transient episodes of persistent enhanced firing, which are reminiscent of persistent activity during UP states (Sanchez-Vives and McCormick, 2000; Amzica et al, 2002; McCormick et al, 2003) , as well as during delay periods of working memory tasks (Funahashi et al, 1989; Goldman-Rakic, 1995) .
Similar observations may also be made by other models which consider different scenarios of gliotransmission, such as short-term modulations of E-to-I synaptic connections by glutamatergic or purinergic gliotransmission (Savtchenko and Rusakov, 2014) , or homeostatic upregulation of excitation by glial TNFα, although this latter scenario could also account for the emergence of paroxysmal activity in various pathological conditions (Volman et al, 2013) . Significantly, these models identify in the spatial extent of gliotransmission a further key factor for the regulation of glia-mediated episodes of increased network activity, ranging from their frequency and duration (Volman et al, 2013) to the degree of network synchronization and the average firing rate of single neurons during their occurrence (Savtchenko and Rusakov, 2014) . With this regard, the transient depression of synapses within an astrocytic anatomical domain, which could mimic release-decreasing gliotransmission or temporary disruption of release-increasing gliotransmission, correlates with a decrease of neuronal firing and synchronization, which is more significant for larger astrocytic domains (Savtchenko and Rusakov, 2014) .
Regulation of synaptic transmission and plasticity
Modulation of synaptic release probability by gliotransmitters may occur on multiple time scales (De Pittà et al, 2015) . On the one hand, it may last for tens of seconds up to a few minutes, thus affecting synaptic transmission and network computations only temporarily. In this context, theoretical investigations hint that synapses that display short-term depression can turn facilitating, and vice verse, by gliotransmission (De Pittà et al, 2011) . At the same time, the filtering characteristic of the synapse for incoming APs also changes based on the history of astrocytic activation (De Pitt, 2019) . On the other hand, it is also possible for gliotransmission and its effects on synaptic transmission to last for tens of minutes: that is on time scales that could promote long-term plastic changes of the synapse. In this latter scenario, the change of synaptic weight w ij of a synapse from neuron j to neuron i respectively firing at x j , x i , and in the presence of gliotransmitter release at rate γ, may be expressed byẇ ij = F (w ij ; x i , x j , γ), where F is a generic function which we can expand about x i = x j = γ = 0, so thaṫ
In the absence of gliotransmission (c g−pre < 0) (Gerstner and Kistler, 2002) . This however may not be the case in the presence of gliotransmission, insofar as the requirements for associativity encompassed by Hebbian plasticity may not be sufficient to generate a change of synaptic weight. Correlation between preand postsynaptic activities reflected by c corr activities and the effect of gliotransmission on pre-(c g−pre 2 ) and postsynaptic receptors (c g−post 2 ) (De Pittà and Brunel, 2016), including additional effects on synaptic weight borne by gliotransmission alone which, for example, could mirror SICs which could be independent of postsynaptic activity (Wade et al, 2011) .
Broadly speaking, how modulations of synaptic plasticity by glia could ultimately affect learning remains to be investigated, although few theoretical studies offer some enticing insights into the topic. Porto-Pazos and collaborators investigated performance of an astrocyteinspired learning rule to train deep networks in data classification (Porto-Pazos et al, 2011; Alvarellos-González et al, 2012; Mesejo et al, 2015) . They consider a feedforward network architecture where each neuron in the intermediate (hidden) layers associate with an astrocyte that modulates all the neuron's outgoing connections. Each astrocyte is described by a quadruple (µ, κ, a, b) and requires µ stimulations by an associated synapse within κ consecutive time steps to get activated. Upon an astrocyte's activation, the weights of all synapses associated with that astrocyte are increased by a factor a which could mimic either persistent increases of synaptic release by gliotransmission (Perea and Araque, 2007; Navarrete et al, 2012) or LTP following enhanced postsynaptic NMDA receptor activation by astrocyticallyreleased d-serine (Henneberger et al, 2010) . Conversely, if a neuron associated with an astrocyte remains inactive µ times within κ time steps, then the weights of its outgoing synapses are decreased by a factor b -a behavior that loosely reflects the termination of the aforementioned gliotransmitter-mediated effects, and accounts, in the long run, for pruning of inactive synapses (Hua and Smith, 2004) .
Several variants of the learning rule were tested, mostly dealing with different handling of astrocyte activations by consecutive neuronal firing exceeding µ; yet, regardless of the details of the learning (training) procedure, the trained neuron-glial networks were able to outperform identical networks without astrocytes in all discrimination tasks taken into account (Porto-Pazos et al, 2011; Alvarellos-González et al, 2012) . The training was however successful if potentiation by astrocytes was less than depression by astrocyte inactivity, that is a < b (Alvarellos-González et al, 2012; Mesejo et al, 2015) . Because the change in synaptic weight mediated by an astrocyte at a synapse i at time t depends on the synapse's weight value at the previous update instant t − 1, i.e. ∆w i (t) = a · w i (t − 1) for potentiation and ∆w i (t) = b · w i (t − 1) for depression, the a < b condition assures that potentiation and depression do not cancel out at individual synapses, and that depression globally dominates, possibly preventing the network's runaway by excitation. On the other hand, the fact that ∆w i (t) depends on w i (t−1), which in turn depends on w i (t − 2) by ∆w i (t − 1) and so on, suggests that the relative contribution of potentiation over depression at any time at a given synapse depends on the history of synaptic updates which, in turn, reflects the history of the associated astrocyte's activation.
There is circumstantial evidence that astrocytes could modify the threshold for LTD vs. LTP induction, such as in the supraoptic nucleus -where astrocytic coverage of synapse is reduced during lactation (Panatier et al, 2006) . In these conditions, stimuli that are expected to induce LTP, elicit LTD instead, possibly for a reduced NMDA receptor activation by lower extracellular concentrations of astrocytic d-serine due to the increased extracellular space. Based on this experimental finding, and the observation that astrocytic d-serine could gate LTD or LTP induction (Zhang et al, 2008; Henneberger et al, 2010) , Philips et al (2017) devised a modified version of the BCM rule (Bienenstock et al, 1982; Gerstner and Kistler, 2002) where the threshold rate of postsynaptic firing for induction of LTD vs. LTP varies proportionally with astrocyte activation, and investigated how this rule affects development of orientation preference maps (OPMs) in a self-organizing network model of the primary visual cortex (V1) (Stevens et al, 2013) . In their formulation, activation of an astrocyte is computed by the weighted sum of activities of all synapses within the astrocyte's anatomical domain of radius R, while the modified BCM rule only applies to excitatory connections, whereas inhibitory connections and excitatory afferents are trained by a classical Hebbian paradigm. This allows choosing the spatial range of inhibitory connections to match short-distance lateral inhibitory connections found in V1 (Kisvárday et al, 1997) , while leaving the spatial range of lateral excitatory connections dependent on astrocytic radii.
This choice not only allows reproducing map orientation experimentally observed in V1, but also reveals that, upon reduction of astrocytic radius, periodicity of OPMs increases while width of individual hypercolumns decreases (Philips et al, 2017) . Inasmuch as astrocyte size varies across species (Oberheim et al, 2009; López-Hidalgo et al, 2016) , these results predict a causal link between astrocytic radius and different hypercolumn widths observed in different species (Kaschube et al, 2010) . On the other hand, the model fails to explain why V1 in rodents displays a typical salt-and-pepper configuration (Ohki et al, 2005) , inasmuch as it predicts the emergence of such configuration in the limit of R → 0, that is in the absence of astrocytes, which is in apparent contradiction with experimental evidence (Schummers et al, 2008; Chen et al, 2012; Perea et al, 2014) .
The type of sliding threshold introduced by Philips and co-workers is conceptually different from the one in the original BCM rule (Bienenstock et al, 1982) . In this latter, the sliding threshold is a local quantity that depends on the history of the activation of individual postsynaptic neurons. Conversely, by exploiting the concept of "synaptic islands" -namely sets of synapses stimulating and being regulated by the same astrocyte (Halassa et al, 2007 ) -Philips and colleagues de facto consider a "global" threshold that modulates weight of many synapses in parallel, based on the integral of their activation by their associated astrocyte. In this way, it is as if each astrocyte in Philips et al's model supervised the signal inducing plastic changes (i.e., the "teaching signal") throughout the whole synaptic territory defined by its anatomical radius.
The emerging view on Ca 2+ compartmentation in astrocytes (Bazargani and Attwell, 2016) suggests that, if Ca 2+ is the mediator of gliotransmission (Sahlender et al, 2014) , then its "globality" could be non-trivially defined, as it would likely depend, from time to time, on dynamics of Ca 2+ microdomains, rather than be solely defined by the astrocyte radius . On the other hand, insofar as the criteria for globality are met, we shall note that the underpinning Ca 2+ signal could be generated either by postsynaptically released endocannabinoids or by different presynaptic pathways that are related to presynaptic neuronal firing. These presynaptic pathways could include the spillover of synaptically-released neurotransmitters from the synaptic cleft , as well as other Ca 2+ pathways linked with extracellular ion homeostasis (Figure 1) . Remarkably, if we consider this second option -namely that the global Ca 2+ -dependent, gliotransmitter-mediated teaching signal carries information about the activity of presynaptic neurons -, it is possible to envisage a biologically plausible learning rule to learn precise spike patterns and reproduce them precisely and robustly over trials. This argument was elegantly demonstrated by Brea, Senn, and Pfister (2013) in recurrent networks where neurons were arbitrarily separated between visible vs. hidden ones. In those networks, teaching to and accurate recall from visible neurons of an arbitrary spiking sequence is possible devising a learning rule that minimizes the Kullback-Leibler divergence of the spiking distribution produced by the network from the target distribution (i.e., the sequence to be learned). Such learning rule also discriminates between visible and hidden neurons and specifically modulates those synapses onto hidden neurons based on a threshold for LTD vs. LTP that is updated at each time step to account for the global activity of visible neurons. As the same authors argue that astrocytes could mediate this threshold, they also note that for this possibility to be realistic, astrocytes "need to know" which neurons are visible and which are hidden -a scenario that could be brought forth by a combination of the reciprocal arrangement between astrocytes and neuronal and vascular structures, and the chemical signals between them yet to be identified.
Glial cytokine signaling
There is emerging evidence that, apart from macroglia, microglia, too, could be involved in the genesis and function of neural circuits in the healthy brain ). This possibility is further supported by the growing recognition that molecules like proinflammatory cytokines such as TNFα, which are generally associated with the microglial immunocompetent response, but could also be released from astrocytes (Bezzi et al, 2001) , may be found in healthy, non-inflamed brain tissue, possibly with a signaling role other than proinflammatory (Wu et al, 2015) . Significantly, microglial could control extracellular TNFα in a bimodal fashion, first increasing it up to a peak concentration, and then recovering its constitutive extracellular concentration (Chao et al, 1995) . Because at constitutive concentrations of <300 pm, TNFα seems necessary for glutamatergic gliotransmission, but above those concentrations, it could promote neurotoxicity (Santello and Volterra, 2012) , modeling of ref. Cytokine Networks, Microglia and Inflammation may be used to identify critical macro-and microglial pathways underpinning this dual signaling role by TNFα. In this context, variance-based global sensitivity analysis of a microglial cytokine signaling network identifies two further cytokines -IL-10 and TGFβ -as possible key regulators of microglial TNFα. Both those molecules are promoted by TNFα while exerting negative feedback on it. However, because the kinetics of IL-10-mediated feedback is faster than that by TGFβ, they can end up exerting opposing effects on extracellular TNFα, depending on temporal differences in their expression: reduction of TNFα peak concentration by IL-10 may indeed be counteracted by the ensuing reduction of TGFβ production with the potential to turn the traditionally anti-inflammatory action of these cytokines, proinflammatory instead (Anderson et al, 2015) .
The study of TNFα signaling, possibly of (micro)glial origin, is also linked with homeostatic mechanisms of synaptic plasticity (Steinmetz and Turrigiano, 2010) . A case study is the mechanism of ocular dominance plasticity (ODP) whereby monocular deprivation (MD), during a critical period of development, causes a rearrangement of neuronal firing properties in the binocular visual cortex. In this fashion, cells that are initially biased to respond to inputs from the closed eye, end up responding more strongly to inputs from the open eye (Wiesel, 1982) . As revealed by experiments in the visual cortex of juvenile mice, MD-triggered ODP results from two separable plastic processes: (i) a rapid, Hebbian-like LTD, that is responsible for weakening the closed eye's response within the first three days of MD; and (ii) a slow homeostatic response where TNFα -possibly of glial origin -scales up excitatory synapses and strengthens the open eye's response approximately by the third day of MD (Kaneko et al, 2008) . Because of the large separation between time scales of Hebbian vs. homeostatic plasticity, conventional models of synaptic plasticity where Hebbian and homeostatic plasticity are assumed to compete to set synaptic strength, cannot account for MD-induced ODP. In those models, in fact, a small perturbation of synaptic strength away from equilibrium is promptly amplified by the fast positive feedback of Hebbian plasticity, and this amplification can hardly be prevented by the slow homeostatic feedback, making the network prone to instability (Toyoizumi et al, 2014; Zenke et al, 2017) . To avoid this scenario, an adequate description of MD-induced ODP should leverage instead of the consideration that observed Hebbian LTD and glial homeostatic scaling are independent of each other during MD (Kaneko et al, 2008 ) so that they both must separately reach their own stable state for the network to be stable. This could, in principle, be accounted for by the fact that plastic changes induced both by Hebbian learning and by homeostatic scaling can saturate to minimal and maximal values, making these two plasticity mechanisms inherently stable (Beattie et al, 2002; O'Connor et al, 2005) . However, in practice, at least two further conditions must be met to be able to reproduce ODP robustly (Toyoizumi et al, 2014) . First, homeostatic plasticity must also scale minimum and maximum values of synaptic strength attained by mere Hebbian learning. Second, homeostatic scaling must depend on instantaneous neuronal activity, like postsynaptic depolarization, since this latter correlates with extracellular glutamate levels, which, in turn, regulate the glial release of TNFα (Bezzi et al, 2001; Stellwagen and Malenka, 2006) . Based on these arguments then, it is possible to devise a working model of MD-induced plasticity where synaptic strength w can be recast as the product of two factors: a synapse-nonspecific factor H, applicable to the whole postsynaptic cell and controlled by slow glial TNFα-mediated homeostatic scaling, and a synapse-specific factor ρ regulated by fast Hebbian plasticity, i.e., w = H · ρ (Toyoizumi et al, 2014) . This description of synaptic strength then accounts for the intriguing possibility that slow glial TNFα signaling in the visual cortex could intrinsically balance with fast Hebbian plasticity by instantaneously rescaling the range of synaptic strength values attained by Hebbian learning. The multiplicative scaling envisaged by the expression for w is critical for glial homeostasis to maintain the relative strength between different synapses. Moreover, because it also affects minimal and maximal synaptic weights, it can thereby bring the network's activity level toward equilibrium without disturbing the intrinsic stability of the Hebbian dynamics and without being overwritten by this latter. In parallel, the presumed instantaneous dependence of H on (post)synaptic activity guarantees network stability making glial homeostasis able to readily follow perturbations of the network's activity caused by fast Hebbian learning (Toyoizumi et al, 2014) .
Temporal and spatial scales of neuron-glial interactions 4.1 Morphology and structural plasticity
The large heterogeneity of glial cells, even within individual types such as oligodendrocytes, microglia, and astrocytes, makes the notion of average cell anatomy of little significance. The number of axons myelinated by single oligodendrocytes, for example, considerably changes with axon caliber, and so does the degree of myelination in terms of internodal lengths, ultimately dictating different conduction speeds. Oligodendrocytes are generally classified into four types depending on the caliber of the axons they myelinate, with the possibility for intermediate types to exist too. Accordingly, types I/II are found in association with small (<4 µm) axons, whereas types III/IV myelinate larger axons. The morphological values provided in Table 1 are from Butt (2013).
More complicated is the description of microglia since, in the healthy brain, these cells display a ramified morphology whose processes continuously extend and retract at rates of 0.4-3.8 µm/min (Nimmerjahn et al, 2005) . The classical study by Lawson et al (1990) arguably still provides the most comprehensive characterization of microglia anatomy and distribution in the brain uptodate. Accordingly, microglia were shown to be present in large numbers in all major divisions of the brain but not to be uniformly distributed. There is, in fact, a more than five-fold variation in the density of microglial processes between different regions, with higher density in the hippocampus, average one in the cortex and hypothalamus, and lower one in the cerebellum. Overall, microglia surface density ranges between ∼ 50 − 140 cells/mm 2 , with individual cells displaying a large variability in surface area, from <200 µm 2 in the cortex to >500 µm 2 in the hippocampal formation, which likely associates with variegated morphological complexity, as reflected by a perimeter-to-convex perimeter ratio of 5 for cortical microglia but >8 for microglia in the hippocampus. Volumetric data on microglia is not yet available.
Protoplasmic astrocytes represent the main astrocyte type in the gray matter and appear to be among the most structurally intricate cells of the brain (Reichenbach and Wolburg, 2013) . They display a highly branched morphology with some degree of polarization that is probably region-specific (Chao et al, 2002) . At least one of the cell branches (or "processes") is bearing one or several perivascular endfeet such that the surfaces of the blood vessels in the CNS are virtually completely ensheathed by astrocytic endfoot plates (Mathiisen et al, 2010) . Astrocyte volume in rodents has been reported to range from 14700-22 906 µm 3 in the cortex to 65900-85 300 µm 3 in the hippocampus (Bushong et al, 2002; Ogata and Kosaka, 2002; Chvátal et al, 2007; Halassa et al, 2007) . These figures, however, are not indicative of the morphological complexity of these cells, as mirrored instead by a large surface-area-to-volume ratio in the range of 18.9-33.0 µm −1 (Hama et al, 2004) . Single anatomical domains of cortical astrocytes were reported to include from 4 to 8 neuronal somata (Halassa et al, 2007) . A direct measure of the number of synapses within an astrocytic domain instead is not available but can be estimated from synaptic densities. With this regard considering an average of 0.89 synapse/µm 3 in the cortex (Kasthuri et al, 2015) and 2.13 synapse/µm 3 in the hippocampus (Kirov et al, 1999) , we get figures for the number of synapses within the above astrocytic volumes that equal to ∼13000-20400 synapses/astrocyte in the cortex and ∼140000-182000 synapses/astrocyte in the hippocampus. It is not clear to what extent the number of synapses ensheathed by astrocytes could change during activity by structural plasticity of perisynaptic astrocytic processes (Haber et al, 2006) , and cell swelling (Florence et al, 2012) , but, likely, the functional interactions between astrocytic and synaptic elements do so. Typical rate values for changes of cell morphology and ECS shrinkage ensuing from astrocytic swelling can then be estimated by experimental observations that directly link these changes with (putative) functionally relevant levels of neuronal activity. With this regard, perisynaptic astrocytic processes undergo multiple retractions and protrusions of >5 µm length in correlation with neuronal activation (Haber et al, 2006) , and LTP induction correlates with an average remodelling rate of <40 nm/s in hippocampal astrocytic processes (Perez-Alvarez et al, 2014) . Putative physiological HCO 3 increases in the ECS trigger astrocytic swelling, which can be quantified in terms of percentage variation of the cell's surface area to baseline HCO 3 concentrations. This swelling can be well described by a monoexponential curve of the type ∆ max (1 − exp(−rt)) with r = 0.08 s, ∆ max ≈ 20%, resulting in an initial linear rate of surface area increase of ∼1.5 ∆%/s (∆%/s: percentage variation in the unit time) (Florence et al, 2012) . Alternatively, ECS shrinkage possibly related to astrocyte swelling appears to increase linearly with duration of stimulation by rates in between ∼0.3-0.7 ∆%/s, and recover to original volumes upon cessation of stimulation with decay times >10 s (Larsen et al, 2014) .
Calcium signaling
Study of Ca 2+ signaling in microglia and oligodendrocytes is still in its infancy and the only estimates of rise (τ r ), decay times (τ d ), and full width at half maximum (FWHM) of this signaling pathway may be derived from purinergically-evoked Ca 2+ elevations in microglia in vivo and oligodendrocyte in situ (James and Butt, 2001) . Time constant are estimated by fitting experimental Ca 2+ traces (c(t)) by a difference of two exponential, i.e. c(t) = C (exp(−t/τ d ) − exp(−t/τ r )) where C is a normalization factor equal to C = T τx τ d − T τx τr −1 with T = τ r /τ d and τ x = τ r τ d /(τ d − τ r ). Accordingly, for oligodendrocytes (based on n = 20 Ca 2+ traces): τ r = 6.5 ± 1.2 s, τ d = 6.7 ± 1.1 s and FWHM = 14.2 ± 2.6 s; and for microglia (n = 6): τ r = 0.8 ± 0.3 s, τ d = 5.0 ± 0.1 s and FWHM = 3.9 ± 1.3 s.
The vast majority of observations on glial Ca 2+ signaling has been made so far on astrocytes, although several aspects of this signaling remain to be investigated and cannot be challenged by present techniques (Rusakov, 2015) . For example, it is not yet possible to resolve Ca 2+ signals in fine perisynaptic astrocytic processes (e.g., lamellae or filopodia), although we are now in the conditions of resolving Ca 2+ dynamics in three-dimensional space (Bindocci et al, 2017) . Generally speaking, when considering astrocytic Ca 2+ signals in vivo, different factors beyond development and technical approaches must be taken into account, such as whether these signals were recorded in awake or asleep/anesthetized animals, what brain area they occurred in, if they are spontaneous or evoked by stimulation, and in this latter case, what stimulus protocol was adopted (Rusakov, 2015) . In what follows, we only consider estimates for protoplasmic astrocytes, which constitute the main astrocyte type of the rodent's grey matter. The reader should keep in mind that Ca 2+ dynamics in other astrocyte types as well as in Müller cells and Bergmann glia could be different (Matyash and Kettenmann, 2010) .
In astrocytes, spontaneous somatic/whole cell Ca 2+ signals are rare (ν ≈ 5.8−9.2 mHz), and characterized by a rise time in the range of τ r ≈ 2 − 20 s, a decay time τ d ≈ 3 − 25 s, and a full width at half maximum FWHM ≈ 5-160 s (Hirase et al, 2004; Nimmerjahn et al, 2004; Wang et al, 2006; Bindocci et al, 2017) . Recent estimates of these quantities in microdomains of astrocytic processes and endfeet provide: ν ≈ 6−8 mHz, τ r < 0.7−5 s, τ d < 6−10 s, FWHM ≈ 0.35-3 s in processes, and ν ≈ 29 − 40 mHz, τ r < 3 − 18 s, τ d < 2 − 30 s, FWHM ≈ 0.75-12 s at endfeet (Bindocci et al, 2017) . The onset delay of these events can be remarkably short and follow neuronal stimulation within <0.3-3 s (Winship et al, 2007; Bindocci et al, 2017; Stobart et al, 2018) . Significantly, there appears to exist a clear distinction in distribution of values of ν, τ r and τ d with respect to Ca 2+ events whose FWHM is below vs. above ∼1.5 s (Bindocci et al, 2017) . Furthermore size of Ca 2+ microdomains in processes appears slightly larger during stimulation with respect to resting state, i.e. 60.7 ± 24.3 µm 3 vs. 40.50 ± 3.11 µm 3 , whereas a large dynamical richness of Ca 2+ events is reported at the somatic level, with average signaling volumes of the order of 4470 ± 1051 µm 3 , with largest events being in the order of 6375 ± 1106 µm 3 (estimated range of ∼890-10 000 µm 3 ) (Bindocci et al, 2017) . Intracellular Ca 2+ propagation may be estimated in the range of ∼16 ±8 µm/s (Di Castro et al, 2011, Supplementary Figure 5 ), whereas speed of intercellular Ca 2+ waves, measured mostly in brain slices so far, is in the range of ∼8-20 µm/s (Scemes and Giaume, 2006; Oberheim et al, 2009) , although a recent study in vivo reported on large Ca 2+ waves that could recruit >80 astrocytes, and propagate as fast as 61 ± 22 µm/s (Kuga et al, 2011). 
Glutamate-glutamine cycle and astrocyte-to-neuron lactate shuttle
Both GGC and ANLS rely on glutamate (and GABA) uptake by astrocytic transporters. The transporter currents for these two neurotransmitters recorded in hippocampal astrocytes display a marked time scale separation. In the adult mice, the 20%-80% time rise of astrocytic glutamate uptake was estimated in the range of 0.92-1.65 ms (Diamond, 2005) although some investigators suggest a longer 10%-90% rise time, up to 5.98 ± 0.38 ms could also be reached (Kinney and Spain, 2002) . Decay times are instead reported in the range of 4.64-5.43 ms. GABA uptake is substantially slower with 10%-90% rise and decay time constants respectively comprised between >410.5-543.83 ms and >0.93-4.34 s (Kinney and Spain, 2002) . A further limiting factor of GGC and ANLS is substrate availability, for which little is known in vivo so far. Nuclear magnetic resonance data in anesthetized rats suggest a rate of glutamine synthesis by astrocytes between ∼0.13-0.21 µmol/min · g, which is nearly half of the estimated consumption rate of glutamate by Krebs cycle, thus hinting glutamine synthesis as a major metabolic pathway in the rat cortex (Sibson et al, 1997; Rothman et al, 2003) . For lactate production by individual astrocytes, astrocytic intracellular NADPH signaling in response to synaptically-activated metabotropic glutamate receptors (mGluRs) can be adopted as the readout of different scenarios of neuronal activity and brain states in conditions of simulated hyperemia (high pO 2 ) or vasoconstriction (low pO 2 ) (Gordon et al, 2008) . This is because the enzyme that is responsible of lactate synthesis -i.e., lactate hydrogenase -is NADPH-dependent (Figure 1 , purple pathway) so that increases and decreases of NADPH following mGluR-mediated astrocytic activation can directly be linked to intracellular lactate metabolism by astrocytes, resulting in estimates for rise and decay time constants for this latter in between 4.1-5.2 s, with lower values associated with high pO 2 and vasoconstriction (Gordon et al, 2008) .
Gliotransmission
Estimates of time scales of modulation by gliotransmitters should be based on experimental data (mostly in situ) that provide information on the time evolution of the effect of gliotransmission on synaptic transmission. Table 1 includes such estimates for short-and long-term effects of release-increasing glutamatergic gliotransmission, and short-term, release-decreasing purinergic gliotransmission (Perea and Araque, 2007; Covelo and Araque, 2018) . A biexponential function (Section 4.2) can be used to fit time series data of synaptic release probability (p(t)) following astrocytic Ca 2+ activation (set at t = 0), thereby obtaining: for glutamatergic gliotransmission τ r > 0.05 − 0.2 s, τ d = 5.9 − 6.7 s (n = 2, short-term); τ r = 6.2 − 28.3 s, τ d = 18.7 − 95.7 s (n = 3, long-term); for purinergic gliotransmission (n = 2): τ r = 1.6 − 8.2 s, τ d = 8.2 − 12.0 s. It is also possibly to estimate the rate of d-serine-dependent synaptic potentiation in terms of percentage variation of synaptic strength in the unit time, under the assumption of a linear increase of synaptic strength in the presence of activity-dependent d-serine release from astrocytes. The range of values for this postsynaptic pathway of gliotransmission provided in Table 1 was estimated from Yang et al (2003) and Takata et al (2011) .
Concerning regulation of AMPA and GABA A receptors by glial TNFα (Stellwagen and Malenka, 2006) , The average rate of change for expression of postsynaptic AMPA and GABA A receptors by glial TNFα (Stellwagen and Malenka, 2006 ) may be derived from the ratio between the total percentage change or receptor expression with respect to control (∆%) over the duration of TNFα stimulus (T α ). In this fashion, for hippocampal receptors: 157% ± 15% increase of AMPA receptors, and 12% ± 4% decrease of GABA A receptors were reported for TNFα applications of T α = 15 − 25 min (Stellwagen et al, 2005) , whereas a decrease of 25% − 30% of GABA A receptors was measured for T α = 45 min (Pribiag and Stellwagen, 2013) . These data translate into rate values of ∼5-12 ∆%/min and ∼ −0.3-0.7 ∆%/min, respectively for AMPA and GABA A changes. One should however keep in mind that the effect of TNFα is region and/or cell-specific, insofar as the AMPA-to-NMDA ratio was shown to increase from 1.75 to 3 in hippocampal pyramidal cells in the presence of TNFα (T α = 1−2 h), but to decrease from 3.7 to 2.5 at medium spiny neurons in the striatum (Lewitus et al, 2014) .
Ion homeostasis
Extracellular ion homeostasis depends on the brain region and evolves with ongoing neuronal activity. At the rat's optic nerve, glia K + buffering displays a typical bi-exponential behavior, with a rise time that may slightly increase from ∼0.83 s to ∼1.6 s as a 10 Hz stimulus is delivered either for 1 s or 10 s (Ransom et al, 2000) . Buffering time by re-equilibration of extracellular K + concentration, mostly by inward-rectifying K + channels in combination with NKPs, is typically large, being comprised between 3.9 ± 1 s and 18 ± 0.6 s (Ransom et al, 2000; D'Ambrosio et al, 2002; Chever et al, 2010) . Significantly, this buffering time may considerably shorten in the presence of glial Ca 2+ signaling, and thereby modulations of glial NKPs, with both rise and decay time of extracellular K + converging to ∼0.9-5.0 s (Wang et al, 2012b,a) . There is little information on the spatial extent of glia-mediated K + buffering in vivo, although intracellular recordings in glia pairs in the suprasylvan gyrus suggest that it is probably fast, with propagation speeds >30 µm/second (Amzica et al, 2002) . Intriguingly, intracellular Na + propagation in hippocampal astrocytes (although demonstrated so far in situ) could be at least two-fold faster, but decay to 2-10 µm/s for intracellular glial sites >60 µm far from the stimulus locus (Langer et al, 2012) .
Regulation of the blood flow
Ca 2+ -dependent regulation of blood flow by astrocytes is dependent on brain state, possibly with vasoconstriction observed in the presence of hyperemia, and vasodilation in association with hypoemia (Gordon et al, 2008) . Onset of astrocyte-mediated dilations or constrictions in different brain areas, generally occur within <1-3 s from onset of astrocytic Ca 2+ signaling (Zonta et al, 2003; Mulligan and MacVicar, 2004; Otsu et al, 2015) . On the other hand, astrocytes seem to promote vasoconstriction to a larger magnitude then vasodilation, since reported percentage decreases of blood vessel diameters mediated by astrocytes could be >20%, whereas observed increases are generally <10% (Zonta et al, 2003; Mulligan and MacVicar, 2004; Gordon et al, 2008) . This is mirrored by linear rates of percentage vessel diameter variation that range between 1.6-1.7 ∆%/s for vasoconstriction (Mulligan and MacVicar, 2004) but only between >0.05-0.3 ∆%/s for vasodilation (Zonta et al, 2003) . Significantly, these figures depend on the number of astrocytic endfeet simultaneously activated on the same blood vessel, since, for example, a single endfoot could trigger a 9.1 ± 0.7% vasoconstriction, but multiple endfeet could account for a three-fold larger reduction of vessel diameter (Mulligan and MacVicar, 2004) .
Conclusion
Modeling of neuron-glial interactions is an emerging field of Computational Neuroscience. The ubiquity of these interactions and the possibility that they may occur within the time and spatial scales that are usually ascribed to neuronal and synaptic function, calls for a revision of current neuron-based modeling paradigms to include potentially relevant effects mediated by glial cells. The modeling arguments discussed in this chapter go in such direction, further hinting a fundamental design of neuronal circuits where their structure and function are possibly intertwined with that of glia, thereby challenging the traditional Neuron Paradigm of the brain, in favor of an extended, more realistic Neuron-Glial one.
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