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Chapter 1 
 
 
 
 
Introduction 
 
 
 
The analysis and synthesis of linear time-invariant systems have, to a great extent, 
dominated the efforts of control theorists and control engineers. As a result a large body 
of literature on these subjects presently exists compared to linear time-varying systems. 
The reason for this domination is that it is an important case with a rich structure. The 
theory can be called well developed in most respects by now, especially in the case of 
ordinary differential equations. 
 
A theory of linear time-varying systems is still needed because time-varying systems 
appear in many fields, for example, in the control of modern aircrafts and space crafts 
where increased accelerations and velocities induce parameter variations. The flight of a 
rocket where large amounts of fuel are burned very rapidly is a time-varying problem. In 
electronics, parametric amplifiers, and microphone transmitters containing a variable 
resistance are also time-varying systems. They can also be used for approximation of 
time invariant non-linear systems. Recently, there have been several advances, from 
different angles, to tackle the time-varying counterpart [7], [16], [19], [22], [23], [56], 
[57], [58], [59].      
 
The aim of this thesis is the study of structural properties of linear time-varying systems. 
Systems with rationally-varying coefficients are considered, both in the continuous- and 
discrete-time case. That is, we consider systems defined over the left noetherian Ore 
domain D ])[( ∂= tIR , where dtd=∂   in the continuous-time case and σ=∂  (the shift 
operator) in the discrete-time case.  
 
Loosely speaking, this thesis consists of two parts. One part is concerned with the study 
of systems of linear differential and difference equations using algebraic tools such as 
module theory and homological methods [56]. Consider the left (resp. right) noetherian  
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Ore domain D (both in the continuous- and discrete-time case), and a left D-module A, 
where A is a set of signals on which the elements of D operate. We define an abstract 
linear system, which takes the form 
 
   ∈= w{ A }0| =Rwq  
 
where ∈R D qg×  is called a representation of . Thus  is a solution set, in the signal 
module A q , of the linear system of differential or difference equations 0=Rw . Such 
solution sets are know as “behaviors” in systems theory [54]. Next we define the left D-
module M=D q×1 / D Rg×1  and establish an isomorphism of (additive) abelian groups 
≅ Hom
D
( M, A), which is know as the Malgrange isomorphism. The contravariant 
functor Hom
D
⋅( ,A),  links the algebraic object M with the analytic object . In the 
module theoretic approach [41, 46], a linear system is identified with M, whereas in the 
behavioral approach [43],  is the central object to be investigated. The theories are 
parallel over signal sets that are injective cogenerators [56, 57]. A module M is injective 
cogenerator if Hom
D
⋅( ,A) is exact and faithful; i.e. it preserves and reflects exactness. 
Over an injective signal module A, we have the so called fundamental principle, which 
says that the solvability of an inhomogeneous equation vPy = , where the D -matrix P   
and the A-vector v  are given, is equivalent to a condition on the right hand side v  of the 
form 0=Qv , where Q  is a D-matrix whose rows generate the left kernel of P . Since D 
is left noetherian the existence of Q  with finitely many rows is guaranteed. The 
cogenerator property implies that  ⊆1  2  if and only if 12 XRR =  for some D-matrix 
X . As D is a domain, over a signal set A with an injective cogenerator property, the 
system theoretic property of autonomy (i.e. absence of free variables or input) can be 
characterized by the fact that M is torsion. Equivalently, all representations of an 
autonomous system possess a full column rank representation, where the rank is defined 
over the quotient field of left fractions of D. Since D is both left and right noetherian, 
controllability of  is equivalent to torsion freeness of M. The ring D is a non-
commutative simple principal ideal domain [11]. In the continuous-time case, a signal set 
with the injective cogenerator property is given by the set of functions that are smooth 
except for a finite set of points [56], and in the discrete-time case A is defined as a set of 
sequences on IN  and which assume values in }{∞UIR , where ∞  is a symbol. Once 
these sets with the injective cogenerator property are defined, we show that  
 
• any behavior  can be represented by a matrix of full row rank, 
• two representation of full rank differ only by a unimodular left factor, 
• autonomy is equivalent to the existence of a square non-singular representation, 
• controllability amounts to the existence of right invertible representation matrix, 
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• in the continuous-time case, analytical characterizations of autonomy and 
controllability will be derived [22, 56],  
• any  can be decomposed into a direct sum of its largest controllable subsystem 
and an autonomous subsystem, etc. 
 
The second part of the thesis is devoted to the realization theory of continuous-time time-
varying linear systems and to the study of matrix fraction description of a transfer matrix 
defined over a skew field. For continuous-time time-varying systems, Kamen [30] has 
obtained several results for systems of the form BuAy = , in which A  and B  are defined 
over skew noetherian rings and A  is monic. Using this result, we find a transfer matrix 
for time-varying systems that are given in state space representation. The realization 
problem is also addressed. Minimality of a realization is related with the concepts of 
controllability and observability, as in the time invariant case. Most of the results 
obtained are generalizations of results that are proved in [26] for the time invariant case. 
The notions of coprimeness, irreducibility of matrix fraction descriptions and row 
properness are also discussed. As a result, we show also the existence of row proper 
representations, and input output representations with proper transfer matrix. Moreover, 
we show that state space realizations, which are well known in the time invariant case, 
carry over, in a straightforward manner to the time-varying settings. 
 
The remaining chapters of the thesis are organized as follows: 
 
In chapter 2, we define the mathematical objects of interest in this thesis. That is we 
briefly explain concepts related with dynamical systems in the behavioral approach and 
introduce the algebraic objects, namely rings and module over a ring.  
 
In chapter 3, the ring D of linear ordinary differential operators with rational coefficients 
is introduced, and its algebraic properties are discussed. The signal space A of functions 
that are smooth everywhere except for a finite set of points, the behavior 
 ∈= w{ A }0| =Rwq  where ∈R D qg× , and the system module M=D q×1 / D Rg×1  are 
also defined. The methodology is based on a normal form for matrices over the resulting 
ring of differential operators, which is a non-commutative analogue of the Smith form. 
This is used to establish a duality between linear time-varying systems on the one hand, 
and modules over the ring of differential operators on the other hand. This 
correspondence is based on the fact that the signal space is an injective cogenerator when 
considered as a module over the ring of differential operators.  Finally we construct a first 
order representation of linear time-varying systems given by linear differential equations 
with rational coefficients. We show that every system admits a partition of its variables 
into inputs and outputs such that a state representation can be obtained.  
 
In chapter 4, a realization theory of linear continuous-time time-varying systems can be 
established starting from a transfer function matrix defined over a skew field of left (or 
right) fractions. Realizations are given by a state space representation consisting of a  
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first order vector differential equation and an output equation. Thus we obtain a 
realization very analogous to the time invariant case. Classical definitions of 
controllability and observability are given to obtain a necessary and sufficient condition 
for minimality of a realization. As in the time invariant case, a realization is minimal if 
and only if the resulting first order system is controllable and observable.  
 
In chapter 5, we consider matrix fraction description of a given transfer matrix. A 
necessary and sufficient condition for properness of a transfer matrix is obtained. This 
condition is given in terms of row-properness of matrices over D. In the proof of one of 
the main theorems of this chapter an algorithm, to reduce a given polynomial matrix into 
row-reduced form, is given. The method followed is similar to the one given in [58].  As 
a corollary of this theorem, we prove the existence of row-proper representation and 
existence of causal input output structure of a behavior. Moreover, the algorithm is used 
to compute one-sided greatest common divisor (GCD) and least common multiple (LCM) 
of two polynomial matrices over D. It is shown also how the coprimness notions are 
useful in connecting the concepts of controllability, observability, and minimality to that 
of irreducible matrix fraction descriptions. Finally, we construct a special type of first 
order representation of a system given by linear ordinary differential equations with 
rational coefficients. To get such representations row-properness plays an important role.     
 
In chapter 6, we construct a signal space for the discrete-time case, with a D- module 
structure and which is an injective cogenerator.  As a result most of the results that are 
obtained in chapter 3 can be carried over to the discrete-time case.  
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Chapter 2 
 
 
 
Background Materials 
 
 
This chapter presents some fundamental facts which are used throughout this thesis. As it 
is mentioned in the previous chapter, we are going to study linear dynamical systems 
with varying coefficients using module theory and homological methods. Thus we need 
to collect some of the basic facts from the behavioral definition of a dynamical system 
and algebra. Therefore we first briefly explain the concept of a dynamical system in the 
behavioral approach.  
 
 
2.1. Dynamical Systems and Behaviors 
 
 
The starting point of our study is the notion of a dynamical system. A dynamical 
system is one in which the effect of actions do not occur immediately, for example, the 
velocity of a car does not change immediately when the gas pedal is pushed nor does the 
temperature in a room rise instantaneously when an air conditioner is switched on. 
Similarly, a headache does not vanish right after an aspirin is taken, requiring time to take 
effect.  All of these are examples of dynamical systems, in which the behavior of the 
system evolves with time. The material and the results presented in this section are 
explained in more detail in [43]. 
 
Definition 2.1.1: A dynamical system is a triple Σ ,,( WT= ) with IRT ⊆ (resp. )IN  
the time set, W a set called signal space, and , which is a subset of the set 
}:{ WTwW T →=  of all the trajectories, represent the set of trajectories which are 
allowed by the definition of the system.  This is called the behavior of the system.  
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We will consider continuous- and discrete-time systems with time set IRT =  and 
INT = , respectively. That is one dimensional systems, which are linear and time-
varying. We now illustrate our definition with the following examples. 
 
Example 2.1.2: Kepler’s laws describe the possible motions of the planets in the solar 
system. This defines a dynamical system with IRT = , 3IRW = , and  the set of maps 
3: IRIRw →  that satisfy Kepler’s laws: the paths w  must be ellipses in 3IR  with the sun 
(assumed in fixed position, say the origin of 3IR ) in one of the foci; the radius vectors 
from the sun to the planet must sweep out equal areas in equal time, and the ratio of the 
period of revolution around the ellipse to the major axis must be the same for all w ’s in 
.  
 
Example 2.1.3: Consider the damper in figure 2.1 as a system we are studying; the 
variables, which we are interested in, are the forces and positions at the two ends of the 
damper, namely, .,, 22.11 qFqF                                 
                                                    
Let ),,,( 2211 qFqFw = . For this situation we have IRT = , 4IRW =  and 4: IRIRw → . 
Suppose we are interested in trajectories allowed by the behavior that are smooth. Then 
the behavior of the damper is described by: 
 
  :),({ 4IRIRCw ∞∈= the damper equations are satisfied} . 
 
The damper equations can be described as: 
 
  21 FF =  and )( 122 qqbF dtd −=  
 
where b  is the friction coefficient of the damper. These equations constitute a 
representation of the damper and  is the solution set of these two equations. Once  is 
defined the damper is expressed as Σ ,,( 4IRIR= ).  
 
                   1F                                       2F  
                              1q                       2q                                                                        
         
      aq         
                   
Figure 2.1 Damper 
 
The examples we have considered above are examples of time invariant system. Next we 
consider a system whose system laws depend on time. 
 
 
 7 
2.1. DYNAMICAL SYSTEMS AND BEHAVIORS 
 
Example 2.1.4: As an example of time-varying system, consider the motion of a point- 
mass with a time-varying mass )(⋅m , for example, a burning rocket. The differential 
equation describing this motion is given by: 
 
               Fq
dt
d
tm
dt
d
=))((    
 
If we view this as a model for the manifest variables ,),( 33 IRIRFq ×∈  then the 
resulting dynamical system is linear and time-varying. 
 
Until now we have discussed dynamical systems purely on a set theoretic level. In order 
to obtain a workable theory it is necessary to impose more structure, for instance, 
linearity and time-variance. These notations are now introduced. Linearity of a dynamical 
system is related to  being a vector space over a field F, for our case the field F will be 
IR , the set of real numbers. 
 
Definition 2.1.5: A dynamical system Σ ,,( WT= ) is called linear if  
• W  is a vector space over F, and 
• the behavior  is a subspace of .TW  
 
In other words 
 
∈
,21 , ww  & ∈21 ,αα F ∈+⇒ 2211 ww αα  
 
Thus linearity of a dynamical system is equivalent to the system adhering to 
superposition principle. 
 
For dynamical systems whose variables evolve as functions of time, time-variance refers 
to the property that the laws governing the system depend explicitly on time themselves. 
In this thesis we shall study systems that are 
 
• linear 
• time-varying, and  
• described by ordinary differential(resp. difference) equations. 
 
We define such systems as a system with IRT = (resp. )IN and qIRW =  whose behavior 
 consists of all solutions of a finite set of ordinary differential (resp. difference) 
equations of the form 
 
  0),,,,( =∂∂ wwwtf LL  
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with f  a function from qLIRT )1( +×  to gIR , where dtd=∂  in the continuous-time case 
and σ=∂ (the shift operator) in the discrete-time case, g the number of differential (resp. 
difference) equations defining the system, and q is the cardinal of the vector w .  
 
Remark: In the linear time-varying case the function f  is linear and depend explicitly 
on time, whereas in the time-invariant case it doesn’t depend explicitly on t . 
 
A concrete representation of the behavior of a linear time-varying differential (resp. 
difference) system ,,( WT ) is given as the solution (in a suitable function space) of a 
system of linear ordinary differential (resp. difference) equations 
 
  0. 1
1
1 =+∂++∂+∂ −− wRwRwRwR oLLLL L      (2.1) 
 
where qgi KR
×∈ , and )(tIRK = . 
 
Introducing the polynomial matrix 01.)( RRRR LL +++= ξξξ L , we get a concise way 
of writing the g equations in (2.1) by: 
 
                  0)( =∂ wR        (2.2) 
 
where qgKR ×∂∈ ][ .  
 
Now suppose, in the continuous-time case, we are interested in trajectories ∈w A, where 
A is a signal space, that satisfy equation (2.2), the behavior  is described by: 
 
 ∈= w{ A }0)(: =wR dtdq       (2.3) 
 
If we consider )( dtdR as an operator from A q  to A g , then  is the kernel of )( dtdR . The 
equation 0)( =wR dtd  is called a behavioral equation. Linearity of this operator results in 
linearity of the behavior . The coefficients of the polynomial matrix )( dtdR  are rational 
matrices, this result in time-variance. We will have the same result for discrete-time case 
also. 
 
The representation (2.3) is called kernel representation of the system. The polynomial 
matrix R  is called the representation of , we can also say  is represented by R . 
 
When modeling a physical system from first principles, we usually need to introduce 
other variables in addition to those that we try to model. We now modify Definition 2.1.1 
to accommodate this situation.   
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Definition 2.1 6: A dynamical system with latent variables is a quadruple 
,,,( LWTL =∑  )f   with time set T , manifest signal space W , latent variable space 
L , and  Tf LW )( ×⊆ the full behavior of the system.  
 
Consequently, the trajectories of a system with latent variable are pairs ,(w ), with w  
the manifest trajectory (also called the external trajectory), and  the latent trajectory. A 
dynamical system with latent variables induces a dynamical system in the sense of 
Definition 2.1.1 as follows. 
 
Definition 2.1.7: Let ,,,( LWTL =∑  f ) be a dynamical system with latent variables. 
The manifest (or external) dynamical system induced by L∑  is the dynamical system 
Σ ,,( WT= ), with the behavior defined as: 
 
  ∃→ |:{ WTw  LT →:  such that ,(w )∈ }f . 
 
The notions of linearity and of time-variance of a latent variable system are an obvious 
extension of that given in the case of dynamical systems, and we will not write them 
down here.  
 
Systems with latent variables which take on their values in respectively, qIRW =  and  
dIRL =  are described by: 
   
,(),,,,( 21 tfwwwtf L =∂∂ L  , ∂  L′∂,,L  ) . 
 
When considering such a system with latent variable ,,,( dq IRIRT  f ), the natural 
counter part of (2.1) is the system of linear coefficient differential (resp. difference) 
equations given by: 
 
 
L
Lo
L
L MwRwRwR
′∂=+∂++∂ 1.L  ∂++ 1ML 0M+   (2.4) 
 
where qj tIRR
×⋅∈ )( , Lj ,,1 L=  and di tIRM ×⋅∈ )( Li ′= ,,1 L . The set of equations (2.4) 
is called a latent variable representation of the latent variable system ,,,( dq IRIRT  f ). 
The full behavior consists of trajectories ,(w ) satisfying (2.4) and it induces the 
manifest behavior  (wpi  )f  by projection on the external variables. A short hand 
notation for (2.4) is: 
 
 )()( ∂=∂ MwR        (2.5) 
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where ][)( ξqtIRR ×⋅∈  and ][)( ξdtIRM ×⋅∈  are defined by LLRRRR ξξξ +++= L10)(  
and LLMMMM ξξξ ′+++= L10)( .   
 
A special and very important case of latent variable representation is an image 
representation. That is taking qIR =)(ξ  in (2.5), yields 
 
 )(∂= Mw  .       (2.6) 
 
In order to keep this work self-contained we thus dedicate the next section to recalling 
some basic algebraic concepts before investigating how they relate to our description of 
differential and difference systems. 
 
 
2.2. Algebraic Concepts 
 
 
This section mostly contains a series of definitions and examples, yielding the building 
blocks of what we discuss in the following. Our aim is not to provide a thorough 
treatment of the concepts we introduce, but rather to single out what are the main tools 
we use in the rest of this work. For more details, the reader is referred to the vast 
literature on algebra, among which we cite [2] as a good introductory reference to the 
subject, and [39] as a more complete and advanced one.  
 
2.2.1. Rings and Ideals 
 
The very first building block we introduce is a ring. Notice that the definition we give 
actually corresponds to the subclass of rings with unity, with slight abuse of notation; we 
refer to it simply a ring. 
 
Definition 2.2.1: A ring is a set ℜ endowed with two binary operations +:ℜ×ℜ→ ℜ 
(addition) and ⋅:ℜ×ℜ→ ℜ (multiplication) such that  
 
1. ∈∀ zyx ,, ℜ )()( zyxzyx ++=++  and )()( zyxzyx ⋅⋅=⋅⋅ (Associativity) 
2. ∈∀ yx, ℜ xyyx +=+  (Commutativity) 
3. ∈∀ zyx ,, ℜ zxyxzyx ⋅+⋅=+⋅ )(  and zyzxzyx ⋅+⋅=⋅+ )( (Distributivity) 
4. ∈∃0 ℜ s.t. ∈∀x ℜ xx =+ 0  (Identity element for addition) 
5. ∈∃1 ℜ s.t. ∈∀x ℜ xxx ⋅==⋅ 11  (Identity element for multiplication) 
6. ∈∀x ℜ  ∈−∃ x ℜ s.t. 0)( =−+ xx (Inverse element for addition) 
 
If, in addition, multiplication is commutative, ℜ is said to be a commutative ring. 
Otherwise it is said to be a non-commutative ring. In the following, we drop the explicit  
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indication of ⋅ for multiplication and replace the notation yx ⋅  by xy . Notice that in a 
ring every element has an inverse with respect to addition, whereas this is note true with 
respect to multiplication. If a given ∈x ℜ admits an inverse element with respect to 
multiplication; i.e. ∈∃ −1x ℜ such that xxxx 11 1 −− == , we will say that x  is a unit in ℜ. 
A ring in which every element except 0 is a unit is called a field.  
 
If we define in the logical way subtraction (-) and division (/) of two elements in a ring by 
)( yxyx −+=−  and 1/ −= xyyx , we see that we can always add, subtract or multiply 
two elements of a ring, but not necessarily divide them, whereas in a field this last 
operation is always well defined unless the divisor is 0. 
 
Example 2.2 2:  By defining addition and product in the usual way it is easily seen that 
the set  of integers is a ring, while the set of real ( IR ), rational () and complex () 
numbers are all fields. 
 
Example 2.2.3: The set of polynomials with real coefficients in the indeterminate ξ  with 
addition and multiplication defined in the usual way is a commutative ring. Such a ring is 
denoted by ][ξIR . The real numbers, excluding 0, are the set of units in ][ξIR . The ring 
which will be ubiquitous in the rest of this work is the set of skew polynomials with real 
rational coefficients in the indeterminate ξ  with addition and multiplication. We will 
motivate later why this ring is a non-commutative ring. 
 
Next we define an ideal of a ring. It is a subset of a ring, endowed with the special 
property of being closed under addition and multiplication (from left and/or right) with 
arbitrary elements of the ring. More formally, 
 
Definition 2.2.4: A left (resp. right) ideal of a ring ℜ is a non-empty subset ℑ ⊆ ℜ such 
that 
 
1. ∈a ℑ, ∈x ℜ ∈⇒ xa ℑ (resp. ∈ax ℑ) 
2. ∈ba,( ℑ ∈+⇒ ba() ℑ) 
 
If an ideal ℑ is both left and right ideal, then it is called two sided ideal or we simply say 
it is an ideal of ℜ. If ℜ is commutative, every left ideal is also a right ideal and vice 
versa. Let ℜ be any ring; 0 (i.e. the subring of ℜ whose only element is 0) and ℜ are two 
sided ideals. 
 
Example 2.2.5: The set of even integers is an ideal of ; it is actually the ideal generated 
by 2, in the sense we explain next. 
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Let Jjja ∈)(  be a family of elements of the ring ℜ. The left ideal generated by the family 
is  ∑ ∈Jj ℜ ja , i.e. the subgroup of ℜ consisting of all elements of the form ∑ ∈Jj jj ar  
where ∈jr ℜ and all but a finite number of jr  are zero. Similarly, the right ideal 
generated by the family Jjja ∈)(  is ∑ ∈Jj ja ℜ. The left (resp. right) ideal generated by a 
single element ∈a ℜ is called the principal left (resp. right) ideal generated by a ; it is 
equal to ℜ a  (resp. a ℜ).  
 
The cardinality of the generating sets of ideals entails a very important classification of 
rings. A ring in which every left (resp. right) ideal is finitely generated is called left 
(resp. right) noetherian, whereas one in which every left (resp. right) ideal is principal 
is called a left (resp. right) principal ideal ring. If a ring is both left and right 
noetherian, it is called a noetherian ring. It can be shown that ℜ is left (resp. right) 
noetherian if, and only if, ℜ has ascending chain condition (ACC) on left (resp. right) 
ideals; i.e. every ascending chain ℑ ⊆0 ℑ ⊆1 ℑ L⊆2  of left (resp. right) ideals in ℜ must 
become stationary, if, and only if, every non-empty set of left (resp. right) ideals in ℜ  
possesses a maximal element (with respect to inclusion). 
 
Example 2.2.6: 1.  is a noetherian ring because all its ideals are principal. 
2. One can show that the 2×2 matrices over  of the form 





c
ba
0
 with ∈a     
     and ∈cb,   make a ring which is right noetherian but not left noetherian. 
3. ][ξIR  is a noetherian ring (this is the famous Hilbert basis theorem, which  
     states that a polynomial ring over a commutative noetherian ring is again   
      noetherian) and a principal ideal ring.  
 
Definition 2.2.7: (Cyclic ring) A ring ℜ is said to be cyclic if its additive group is cyclic, 
the group (ℜ,+) is cyclic, or equivalently, the group (ℜ,+) is generated by a single 
element. 
 
Definition 2.2.8: (Domain) A domain is a ring ℜ with 10 ≠  such that 0=ab  implies 
that 0=a  or 0=b . That is, it is a non-trivial ring without left or right zero divisors.  
 
A commutative domain is called an integral domain. 
  
Remark: For many authors, a domain is a commutative integral ring. We follow the 
terminology of Cohn[11]. Similarly, in this thesis a field means a possibly non-
commutative field (called a skew field or a division ring by many authors). 
 
The proof of the following proposition can be found in [11]. 
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Proposition 2.2.9: Let ℑ be a nonzero ideal of a domain ℜ. If  ℑ is principal both as a 
left and as a right ideal, there exists ∈≠ a0 ℜ such that ℜ a =ℜ a ℜ= a ℜ. Such an a is 
called an invariant element of ℜ. 
 
Definition 2.2.10: (Principal ideal domain) A principal left (resp. right) ideal domain is a 
domain whose all left (resp. right) ideals are principal. A principal ideal domain is a 
principal left ideal domain which is also a principal right ideal domain. 
 
By proposition 2.2.9, the two sided ideals of a principal ideal domain are generated by an 
invariant element. In a non-commutative principal ideal domain, all left or right ideals are 
principal but not necessarily two sided.  
 
Next we define (one-sided) Euclidean domains. A left (resp. right) Euclidean domain is 
a domain ℜ equipped with a function :θ  ℜ }{−∞→ UIN , called a left (resp. right) 
degree function, satisfying the four following conditions: 
(E1) 0)1(,)0( =−∞= θθ ;  
(E2) For any elements a  and b  of ℜ, )}(),(max{)( baba θθθ ≤− ; 
(E3) If a  and b  are nonzero elements of ℜ, then )()()( baab θθθ += ; 
(E4) For any elements a  and b  of ℜ such that 0≠b , there exists q  and r  in ℜ     
        such that  
  rqba +=  (resp. rbqa += ), )()( br θθ < . 
 
Condition (E4) is called the left (resp. right) division algorithm. Notice that by the left 
division algorithm, one “right divides”  a  by b .  
 
An Euclidean domain is a domain equipped with a left and right degree function. The 
proofs of the following two results can be found in [7]. 
 
Lemma 2.2.11: ( i ) Condition (E4) is equivalent to the following condition. 
 
(E5) For any elements a  and b  of ℜ such that 0≠b  and )()( ba θθ ≥ , there                 
        exists ∈c ℜ such that 
 
   )()( acba θθ <−   (resp. )()( abca θθ <− ) 
 
( ii ) In a left or right Euclidean domain, 0)( =uθ  if, and only if, u  is a unit. 
 
Proposition 2.2.12: ( i ) A left (resp. right) euclidean domain is a principal left (resp. 
right) ideal domain. 
 
( ii ) An Euclidean domain is a principal ideal domain.  
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Definition 2.2.13: (Simple ring) A non-zero ring ℜ whose only (two sided) ideals are ℜ 
itself and zero is called a simple ring. 
  
A commutative simple ring is a commutative field [36]. In the non-commutative case, a 
simple ring may have proper left or right ideals.  
  
Let ℜ be a principal ideal domain. By proposition 2.2.9, ℜ is simple if, and only if, its 
only invariant elements are units. 
 
Definition 2.2.14: Let ℜ be a domain and ∈ca, ℜ, 0≠a ; a  is said to be a right divisor 
of c  (and c  is said to be a left multiple of a ), if there exists ∈q ℜ such that qac = . This 
property holds if, and only if, ac ℜ⊂ℜ . 
 
Assuming that ℜ is a principal left ideal domain, let ∈ba, ℜ. Then 
 
• the set ba ℜℜ I  is a left ideal, thus there exists ∈c ℜ such that bac ℜℜ=ℜ I . 
Such an element c  is said to be a least common left multiple (l.c.l.m) of a  and 
b , since any common left multiple of  a  and b  is a left multiple of c . An l.c.l.m 
of two elements is unique up to left associates.  
 
• an element 0≠c is a right divisor of two elements a  and b such that 0≠ab if, 
and only if, cba ℜ⊆ℜ+ℜ . The left ideal ba ℜ+ℜ  is principal, thus ∈∃d ℜ 
such that  dba ℜ=ℜ+ℜ . Such an element d  is called a greatest common right 
divisor (g.c.r.d) of a  and b , since every common right divisor of a  and b  is a 
right divisor of d . A g.c.r.d of two elements a  and b  (such that 0≠ab ) is 
unique up to left associates. The elements a  and b  are said to be right coprime 
if 1 is a g.c.r.d of a  and b . Left divisibility can be studied similarly.  
 
To define total divisibility, let ℜ be a domain, and c  be an invariant element of ℜ (if 
any). An element a  is a left multiple of c  if, and only if, ∈a ℜ cc = ℜ, thus the set of 
left and right multiples of c  coincide.  
 
An element 0≠b  is a right divisor of c if, and only if, there exists 0≠d  such that 
dbc = . As ℜ cc = ℜ there exists 0≠q such that cqdc = , thus 0)( =− bqdbd , hence 
bqdb = . Therefore, d  is a left divisor of c , and the sets of left and right divisors of c  
coincide. As a result, the notations cb |  and ac |  are not ambiguous when c  is invariant.  
 
Definition 2.2.15: Let a  and b  be two elements of ℜ; b  is said to be a total divisor of 
a  (written ab || ) if there exists an invariant element c  such that acb || . An invariant 
non-unit element p  of ℜ is said to be prime if: abp |  implies ap |  or bp | . 
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• Left Ore Domains 
 
We now recall the basic definition and properties of an Ore domain. We know that a 
commutative ring ℜ can be embedded in a field of quotients (also called a field of 
fractions) if, and only if, ℜ is an integral domain (this field is then unique, and consists of 
all elements of the form 
a
b
 , ∈b ℜ, ∈≠ a0 ℜ). In the non-commutative case, this 
condition is still necessary, but no longer sufficient. Moreover, left fractions of the form 
ba 1−  must be distinguished from right fractions of the form .1−ba  
 
Definition 2.2.16:  A left Ore domain is a ring ℜ with out zero-divisors and such that 
every two nonzero elements of ℜ have nonzero common left multiple; i.e., for any two 
non-zero elements a  and b  of ℜ, 0≠ℜℜ ba I . (A right Ore domain is defined 
similarly, replacing principal left ideals by right ideals). 
 
A domain ℜ can be embedded in a (unique) field of left (resp. right) fractions if, and only 
if, it is a left (resp. right) Ore domain [see appendix A]. If ℜ is a two-sided Ore domain 
(i.e. a left Ore domain which is also a right Ore domain) its fields of left and right 
fractions coincide [11]. A principal left (resp. right) ideal domain is a left (resp. right) 
noetherian domain; therefore it is a left (resp. right) Ore domain [11]. 
 
2.2.2. Modules 
 
 
We dedicate this section to defining the second of the basic concepts, namely module 
over a ring. The special attention we give to this algebraic structure will be justified in the 
next chapters, where we investigate the strong connections between modules over the 
ring D and dynamical systems described by linear differential and difference equations 
with varying coefficients.  
 
Definition 2.2 17: Given a ring ℜ, a left module M  over ℜ (or a left ℜ-module) is a set 
with two binary operations MMM →×+ : (addition) and :⋅ ℜ MM →×  
(multiplication with a scalar), such that  
 
1. )()(,, zyxzyxMzyx ++=++∈∀ (Associativity of addition) 
2. xyyxMyx +=+∈∀ ,  (Commutativity) 
3. M∈∃0  s.t. xxMx =+∈∀ 0  (identity element for addition) 
4. MxMx ∈−∃∈∀  s.t. 0)( =−+ xx  (Inverse for addition) 
5. ∈∀∈∀ baMyx ,,, ℜ bxaxxbaayaxyxa +=++=+ )(,)(  (Distributivity) 
6. ∈∀∈∀ baMx ,, ℜ  )()( bxaxab =  (Associativity of product) 
7. If 1 is the unity of ℜ then xxMx =∈∀ 1, (Identity element for product) 
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Notice that we have again dropped the notation ⋅ for multiplication and replace xa ⋅   by 
ax . A right ℜ-module is defined analogously, except that the function ⋅ given from 
×M ℜ to M  and the scalar multiplication operations act on the right. If ℜ is 
commutative every left ℜ-module will also be a right ℜ-module and vice versa. In this 
case, M  is called an ℜ-module. Equivalently, a set M  is said to be a left ℜ-module if 
for Mmm ∈21 ,  and ∈λ ℜ, Mmm ∈+ 21 and Mm ∈1λ . Right ℜ-modules are defined 
analogously.  
 
Example 2.2.18: Any left (resp. right) ideal ℑ of a ring ℜ is naturally a left (resp. right) 
ℜ-module. The set ][ξmIR  of m-tuples of real polynomials in one indeterminate is 
][ξIR -module.  
 
A left ℜ-module M is said to be generated by a family Iiiw ∈)( , written IiiwM ∈>=<  if 
every element Mm ∈  is  an ℜ-linear combination of the elements iw , i.e. if there exists  
a family Iii ∈)(λ  of elements of ℜ such that ∑ ∈= Ii ii wm λ , where all but a finite number 
of iλ  are zero. A module is said to be finitely generated (f.g.) if it is generated by a finite 
sequence of its elements.     
 
Let MM ′,  be two left ℜ-modules. A mapping MMf ′→:  is said to be a left ℜ-linear 
(or a left ℜ-morphism) if for Mmm ∈21 , and any ∈λ ℜ 
 
   )()(
)()()(
11
2121
mfmf
mfmfmmf
λλ =
+=+
 
 
f  is called a monomorphism if 0ker =f , and an epimorphism if Mimf ′= , and an 
isomorphism if it is both a monomorphism and epimorphism. The notation MM ′≅  
means that there exists an isomorphism MM ′→~ . 
 
Definition 2.2.19: (Submodule) A left submodule N  of a left ℜ-module M  is a subset 
of M  which is a left ℜ-module.  
 
The mapping MN →:θ , given by nn =)(θ  is called the canonical monomorphism. 
 
Definition 2.2.20: Let M be a left ℜ-module, and S  be a subset of M . The annihilator 
of S , written )(SAnn , is the set of all ∈λ ℜ such that 0=Sλ ; )(SAnn is a left ideal of 
ℜ.  
 
Definition 2.2.21:  A left ℜ-module M  is said to be left noetherian if one of the 
following equivalent conditions are satisfied: 
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1. M  has ACC on left submodules, that is, every ascending chain 
L⊆⊆⊆ 210 NNN  of left submodules of M  becomes stationary. 
2. Every left submodule of M is finitely generated. 
3. Every nonempty family of left submodules of M  has a maximal element. 
 
 
• Quotient Modules 
 
Any submodule N of a left ℜ-module M  induces in a natural way an equivalence 
relation on M . If Mmm ∈21 , we say that they are equivalent modulo N  and write 
)(mod21 Nmm ≡  if Nmm ∈− 21 . For Mm ∈  the equivalence class of m  modulo N , 
denoted by ][m , will therefore be the set of all elements of M  which can be obtained by 
adding to m  any element belonging to N . The set of all equivalence classes modulo N  
is denoted by NM / . That is 
 
  }:]{[/ MmmNM ∈= . 
 
On NM /  we can define addition as Mmmmmmm ∈∀+=+ 212121 ,],[][][  and 
multiplication by a scalar as ∈∀= λλλ ],[][ 11 mm ℜ. Thus NM /  is itself endowed with 
a left module structure over ℜ. This module is called the quotient module of M  with 
respect to N .  The mapping ][,/ mmNMM a→  is ℜ-linear, and is called the 
canonical epimorphism. Denoting by ϕ  the canonical epimorphism, 0)( =mϕ  if, and 
only if, Nm ∈ . As a consequence, ℜ/ ℜ=0 and ℜ/0=ℜ.  
 
The proof of the following fact can be found in [45]. 
 
Proposition 2.2.22: Let NM ,  be two left ℜ-modules and NMf →:  be an ℜ-                
linear morphism. Then fMfim ker/)( ≅ .   
 
Remark: Let N  be a submodule of a left ℜ-module M  and NMM /: →ϕ  be the 
canonical epimorphism. An ℜ-morphism MMf ′→:  has the form ϕof , where 
MNMf ′→/:  is ℜ-linear if, and only if, fN ker⊆ . This map f   is then unique (and 
is called the “induced map”).  
 
• Free Modules 
 
A subset S  of an ℜ-module is said to be independent if, whenever I  is a finite indexing 
set,  
 
 ∈=∑
∈
i
Ii
ii hth ,0( ℜ, ),0() IihSt ii ∈=⇔∈ .  
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in other words the only way in which 0 can be obtained as a finite linear combination of 
elements of S  is by choosing all the coefficients in ℜ equal to zero.  
  
A left ℜ-module M  is said to be free if it has a basis; i.e. if there exists a family Iiie ∈)(  
such that: M  is generated by this family and the elements ie  are ℜ-linearly independent.  
This means that any element Mm ∈  can be written, in a unique manner, in the form 
∑ ∈= Ii iiem λ  for some ℜ∈iλ . 
 
At this point we need to recall that if JjjM ∈)(  is a family of left ℜ-modules, then  
 
• the product ∏ ∈Jj jM is the set of all sequences Jjjm ∈)(  where jj Mm ∈  for 
each index Jj ∈ . 
• the coproduct C Jj jM∈ is the subset of ∏ ∈Jj jM  consisting of those elements 
Jjjm ∈)(  such that 0=jm  for all but a finite number of indexes Jj ∈  [45]. 
 
If JjjM ∈)(  is a family of left submodules of a left ℜ-module M , then the sum ∑
∈Jj
jM  is 
the module generated by U Jj jM∈ . This sum is said to be direct (and then written 
jJj M∈⊕ ), if for every Jk ∈  , ∑
≠
=
kj
jk MM 0)(I . Finally, we have  
 
• ∏ ∈Jj jM , C Jj jM∈ , and jJj M∈⊕  are also left ℜ-modules. 
• there exists an isomorphism C Jj jM∈ ≅ jJj M∈⊕  [6]; i.e. coproducts and direct 
sums can be identified. 
 
Now let I  be a non-empty set and ℜ C
Ii
I
∈
=
)( ℜ. Then, ℜ )( I  is a left ℜ-module. If 
→Ici : ℜ is the mapping defined as: 1)( =jci  if ji =  and 0)( =jci  otherwise, then 
Iiic ∈)(  is a basis of ℜ )( I  (called the canonical basis), and thus ℜ )( I  is free. Again, if M  
is a free left ℜ-module, then there exists a set I  and an isomorphism ≅M ℜ )( I [6]. 
 
The rank of the free module M  is the cardinal of I such that ≅M ℜ )( I . Note that the 
rank of a free module is well defined if, and only if, the ring ℜ has the following 
property:  ℜ )( I ≅ ℜ )(J  if, and only if, card =I card J ; i.e. if ℜ has “ invariant basis 
number”. It is proved in [1] that, a left and right noetherian domain has invariant basis 
number. 
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Lemma 2.2.23: Every module is isomorphic to a quotient of a free module. 
 
Proof: Let IiiwM ∈>=< , Iiic ∈)(  be the canonical basis of ℜ )( I , and :ϕ ℜ MI →)(  be the 
ℜ-morphism defined by  
 
  ii wc =)(ϕ  
 
The morphism ϕ   is subjective, thus ≅M ℜ ϕker/)( I  by proposition 2.2.22.  ♦ 
 
The following lemma is proved in [18]. 
 
Lemma 2.2 24: Let N  be a submodule of a left ℜ-module M . Then M  is left 
noetherian if, and only if, N  and NM /  are both left noetherian.  
 
Lemma 2.2.25: If ℜ is a left noetherian ring, all finitely generated left ℜ-modules are 
noetherian. 
 
Proof: If M  is a finitely generated left ℜ-module, then GFM /≅   for some finitely 
generated free ℜ-module F  and some submodule G  of F . Since F  is isomorphic to a 
finite direct sum of copies the noetherian ℜ-module ℜ, it is noetherian. Thus, by lemma 
2.2.24, M  must be noetherian.       ♦ 
 
• Torsion Module  
 
Let ℜ be a domain and M  a left ℜ-module. An element Mm ∈  is called a torsion 
element if there exists ∈≠ λ0 ℜ such that 0=mλ .  
Let }0:0|{ =ℜ∈≠∃∈= mMmtM λλ . Then the module M  is called a torsion module 
if MtM = , and M  is called torsion-free if 0=tM .  
 
Proposition 2.2.26: Let ℜ be a left Ore domain. Then tM  is a submodule of M , and the 
module tMM /  is torsion free.  
 
Proof: (a) Let Mmm ∈21 ,  and 21 ,λλ  be nonzero elements of ℜ such that 
02211 == mm λλ . As ℜ is a left Ore domain,  there exists  ∈′′ 21 ,λλ ℜ such that 
02112 ≠′=′ λλλλ . Therefore, 0)( 2212122112 =′=′=+′ mmmm λλλλλλ , thus 21 mm +  is 
torsion. (b) Let Mm ∈  be torsion and ∈λ ℜ. Then there exists ∈′≠ λ0 ℜ such that 
.0=′mλ  Due to the left Ore property, there exists ∈′αα , ℜ, ≠α 0 such that λαλα ′=′ . 
Thus mm λαλα ′=′=0 , showing that mλ  is torsion.     
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Let tMMm /][0 ∈≠ . If 0][ =mλ , then tMm ∈λ , that is, there exists ℜ∈≠ α0  with 
0=mαλ . Since 0][ ≠m , we have tMm ∉  and thus 0=αλ . Therefore, 0=λ  because 
ℜ  is a domain.         ♦ 
 
• Exact sequences 
 
Two ℜ-morphisms  
 
  MMM gf ′′→→′  
 
are said to be exact at M  if gimf ker= . A sequence of ℜ- morphisms   
 
 LL →→→→
−+
+
11
1
n
f
n
f
n MMM nn  
 
is exact if each adjacent pair of  ℜ-morphisms is exact. It is important to recall the 
following results: 
 
• the sequence MM f→′→0  is exact if, and only if, f  is injective. 
• the sequence 0→′′→ MM g  is exact if, and only if, g  is surjective. 
• if NMf →:  is an ℜ-morphism, there is an exact sequence    
             
               0kerker0 →→→→→ fcoNMf f  
 
             where fco ker  (the “cokernel” of f ) is defined as imfN / . 
• the sequence  
 
                    00 →′′→→′→ MMM gf    (2.7) 
 
             is exact if, and only if, )(MfM ′≅′  and )(/ MfMM ′≅′′ . 
 
Exact sequences, such as (2.7), are called short exact sequences. 
 
• Presentation of a Module 
 
Let JjjwM ∈>=< be a left ℜ- module. As shown by lemma 2.2.23, there exists an exact 
sequence ℜ 0)( →→ MJ ϕ . Let ⊆= ϕkerF ℜ )(J . Similarly there exists an exact 
sequence ℜ 0)( →→ FgI . Let :f ℜ →)( I ℜ )(J  be defined by )()( xgxf =  for 
every ∈x ℜ )( I . Then we obtain the exact sequence  
 
ℜ → fI )( ℜ 0)( →→ MJ ϕ .     (2.8) 
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Definition 2.2.27: The exact sequence (2.8) is called a presentation of the module M . 
The free  module ℜ )(J  is the module of generators of M , and the module ϕker=imf  is 
the module of relations. 
 
If M  is finitely generated, the cardinal of J  is finite; i.e. kJcard = , thus ℜ )(J = ℜ k . If, 
in addition, ℜ  is noetherian (and, in particular, if ℜ a principal ideal domain), the 
submodule ϕker=F  of ℜ k  is finitely generated [45], thus the cardinal of I  is finite, 
e.g. qIcard = . In this case, the module M  is said to be finitely presented, since it is 
presented by the exact sequence ℜ → fq ℜ 0→→ Mk ϕ . 
 
We now explain the reason why we study modules. As it is known, if we are given a 
vector space V  over a field F, 0≠λ  a scalar (i.e. an element of )F  and a Vv ∈ , then 
0=vλ  implies 0=v . This is because every nonzero element of F  is invertible. 
However, this property does not hold, if we consider a module M  over a ring ℜ. That is, 
for m  an element of an ℜ-module M , and 0≠λ  a scalar (i.e. element of ℜ)., the 
equation 0=mλ  does not imply 0=m . As it is defined previously, such an m  is called 
a torsion element of M . The only torsion element of a vector space is 0. 
 
Consider the differential equation  
 
  0=mdtd        (2.9) 
 
Let D ][∂= IR  be the ring of polynomials with real coefficients and indeterminate dtd=∂ . 
Equation (2.9) can be written as 0=mλ , with ∈∂=λ D. This scalar λ  is non-zero, and 
obviously (2.9)  does not imply 0=m ; from above, m  is a torsion element of an ℜ-
module M . This elementary example explains why module theory is a suitable 
framework for the study of linear differential and , more generally, of linear dynamical 
systems.  
 
In the discrete- time case, let us consider the difference equation  
 
0)1( =− mσ           (2.10) 
 
where σ  is the usual shift operator )1()( +→ tmtm . Equation (2.10) can be put in the 
form (2.9), setting 1−=∂ σ . Here  1−=∂ σ  is called the discrete-time derivative. 
Using 1−=∂ σ , (2.10) becomes a “discrete-time  differential equation” , similar to the 
continuous-time differential equation (2.9). This will help us to merge the two cases in a 
general framework, which we proceed to describe in the next section. 
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2.3. Rings of Differential (Skew) polynomials 
 
 
Let K denotes the set to which the coefficients of the system under study belongs; this set 
assumed to be a commutative field, and is called the coefficient field. As these 
coefficients are (possibly) time-varying they are functions of time t . It is assumed that 
the system coefficients are indefinitely differentiable (in the sense specified above), 
which implies that the commutative field K is equipped with a derivation, denoted by δ . 
This derivation δ  is the same as the indeterminate ∂  introduced in the previous section, 
with the only difference that δ  operates on the system coefficients and ∂  on the system 
variables. As we will see, the derivation δ  satisfies the Leibniz rule or a suitable 
generalization of this rule. The field K, equipped with the derivation δ , is called a 
differential field. The field of real numbers IR , and the field of rational functions with 
real coefficients, are examples of differential fields.  
 
In the continuous-time case, for two elements a  and b  of K, by the Leibniz rule: 
 
  b
dt
da
dt
db
aab
dt
d
+=)(   
 
and as )()( ⋅=⋅ δ
dt
d
, this yields  
 
  babaab )()()( δδδ +=     (2.11) 
 
In the discrete-time case, for two elements a  and b  of the coefficient field K, we have 
(as )1−= σδ : 
 
  )()()1()1())(( tbtatbtatab −++=δ  
     )()]()1([)]()1()[1( tbtatatbtbta −++−++=  
 
Thus 
 
  babaab )()()()( δδσδ +=     (2.12) 
 
The continuous- and discrete-time cases can be merged into a general framework. If we 
set id=α  in the continuous-time case and σα =  in the discrete time case, the rules 
(2.11) and (2.12) become 
 
   babaab )()()()( δδαδ +=     (2.13) 
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Definition 2.3.1: A derivation δ  satisfying the rule (2.13) is called an α -derivation.  
 
Remark: δ  is an endomorphism of the abelian group K. In both the continuous- and 
discrete-time cases, α  is an automorphism of K (since α  has an inverse 1−= αβ ). A 
constant of K is an element a  such that 0)( =aδ . This implies aa =)(α  in the discrete-
time case and this equality is always satisfied in the continuous-time case. In addition, 
δααδ = . The set of all constants of K is a subfield of K, called the field of constants of 
K. For instance, both in the continuous- and discrete-time cases the subfield of constants 
of the field K= )(tIR  is the set of real numbers IR .  The ring K is said to be a field of 
constants if all its elements are constant.  
 
For the rest of this section, we assume that a differential field is a field equipped with an 
α -derivation δ  such that: α  is an automorphism of K, 0)( =aδ  implies aa =)(α , and 
δααδ = .  
 
Remark: In the general case, as it is presented in [18], α  is only an endomorphism of K, 
0)( =aδ  does not necessarily imply aa =)(α , and δααδ =  does not necessarily hold.  
 
Let K be a differential field. A left differential polynomial is an element which can be 
uniquely written in the form  
 
  ∑
=
−∂=∂
n
i
in
iaa
0
)(  , ∈ia K    (2.14) 
 
where 0a  is assumed to be nonzero whenever 0)( ≠∂a . The natural integer n is called 
the degree of the left polynomial )(∂a  and 0a  is called the leading coefficient.  
   
A right differential polynomial is an element which can be uniquely written in the form  
 
i
m
i
im bb ∑
=
−∂=∂
0
)( ,  ∈ib K 
 
where 0b  is assumed to be nonzero whenever 0)( ≠∂b . The natural integer m is called 
the degree of the right polynomial )(∂b . 
 
A left differential polynomial such as (2.14) is considered as an operator on system 
variables. Let w  be such a variable and ∈a K. Then wawaaw )()()( δα +∂=∂ . As this 
equality is valid for any system variable w , we obtain the commutation rule  
 
  )()( aaa δα +∂=∂ .     (2.15) 
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Therefore, a right differential polynomial of degree 1 can be put in the form of a left 
differential polynomial of degree 1.By induction, a right differential polynomial of any 
degree can be put in the form of a left differential polynomial of the same degree. Using 
1−
= αβ , we obtain 
 
  )()( aaa βδβ −∂=∂      (2.16) 
 
Therefore, by the same reasoning, a left differential polynomial of any degree can be put 
in the form of a right differential polynomial of the same degree.  
 
We denote the set of all (left or right) differential polynomials, equipped with the 
commutation rule (2.15), by R=K ],;[ δα∂ . One can check that R is a ring. The degree of 
any nonzero element =a )(∂a  of R is a well-defined natural number denoted by )deg(a . 
In addition, we set −∞=)0deg( . A left (resp. right) differential polynomial is said to be 
monic if its leading coefficient is 1. 
 
Theorem 2.3.2:  ( i ) The ring R=K ],;[ δα∂  is a domain. 
                ( ii ) If a  and b  are nonzero differential polynomials, then      
                     )deg()deg()deg( baab +=   
                ( iii ) For any two differential polynomials a  and b ,  
             )}deg(),max{deg()deg( baba ≤−  
             with equality holding whenever )deg()deg( ba ≠ . 
                 ( iv ) The ring R is commutative if, and only if, K is a field of constants.  
 
The proof is found in [7]. 
 
Theorem 2.3.3: The ring R=K ],;[ δα∂  is an Euclidean domain. 
 
Proof: We need to check the axioms (E1), (E2), (E3) and (E5) that are given in the 
definition of an Euclidean domain.  
 
The degree function, as defined above satisfies conditions (E1), (E2) and (E3) by theorem 
2.3.2. So it remains to show that it also satisfies (E5) (left and right). Consider the 
nonzero left differential polynomial a  defined by (2.14), and let ∑
=
−∂=
m
i
im
ibb
0
 be another 
left differential polynomial, such that 0,0 00 ≠≠ ba  and m  less than or equal to n . Then 
)deg()deg( 100 abbaa mn <∂− −− . Thus the left condition is satisfied. Similarly we can check 
the right condition also.  Therefore R=K ],;[ δα∂  is both a left and right Euclidean 
domain, and hence an Euclidean domain.      ♦ 
 
The following two lemmas are needed to prove that the ring R is a simple ring. 
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Lemma 2.3.4: Let R=K ],;[ δα∂  be a ring of differential polynomials. For any ∈r K and 
any nonnegative integer n ,  
 
  r
n∂ = [)( +∂ nn rα terms of degree less than ]n . 
 
Proof: We use induction on .n  For 1=n , we have )()( rrr δα +∂=∂ . Thus, the 
statement is true for 1=n . Assume, it has been proved for .n  Thus, 
 
  )(1 rr nn ∂∂=∂ +   
           [)({ +∂∂= nn rα terms of degree less than ]}n  
           [)]([ ∂+∂∂= nn rα terms of degree less than ]n  
           [))](())(([ ∂+∂+∂= nnn rr αδαα terms of degree less than ]n  
           [))(()( 11 +∂+∂= ++ nnnn rr αδα terms of degree less than ]1+n  
           [)( 11 +∂= ++ nn rα terms of degree less than ]1+n  
 
Thus, by induction, [)( +∂=∂ nn rr α terms of degree less than ]n , INn ∈∀ .          ♦ 
 
Lemma 2.3.5: Consider a ring R=K ],;[ δα∂  of differential polynomials. Let 
,
1
∑
=
−∂=
n
i
in
iaf  10 =a . This element f  is invariant if, and only if, conditions ( i ) and ( ii ) 
below are satisfied: 
 
 ( i ) fcfc n )(α=  for all ∈c K 
 ( ii ) faaf ))(( 11 α−+∂=∂  
 
Proof: We show that conditions ( i ) and ( ii ) are necessary for f  to be “left invariant”; 
i.e. left ideal R f  to be two sided, or equivalently, f R ⊆ R f , which means that for each 
∈g R there exists ∈1g R such that fgfg =1 . Thus for ∈= cg K  and ∂=g , there exist 
elements uc ,1  and v   such that fcfc =1  and ∂=+∂ ffvu )( . By comparison of 
degrees, uc ,1  and v  belong to K. The first equality implies 
 
  cc nn )()(1 LL +∂=+∂ , 
 
therefore )(1 cc nα=  by lemma 2.3.4, which proves ( i ). From the second equality,  
 
  L+∂+∂=∂ + nn af 11  
  L+∂++∂=+∂ + nn auvufvu ))(()( 11 α  
 
 26 
         2.3. RINGS OF DIFFERENTIAL (SKEW) POLYNOMIALS 
 
thus 1=u  and )( 11 aav α−= , which proves ( ii ).  
 
Conversely, assume conditions ( i ) and ( ii ) are satisfied.  Using induction we can show, 
for each INn ∈ , that faaf nn ))(( 11 α−+∂=∂ . Let ∈∂=∑
=
−
m
j
jm
jbg
0
R. Then 
 
 fgfaabfbfbfg
m
j
jm
j
n
m
j
jm
j
n
m
j
jm
j 1
0
11
00
))()(()()( =−+∂=∂=∂= ∑∑∑
=
−
=
−
=
− ααα  
 
where ∈−+∂=∑
=
−
m
j
jm
j
n aabg
0
111 ))()(( αα R, which shows that f  is left invariant. As α  
is an automorphism with inverse β , ( i ) and ( ii ) may be restated as )(cfcf nβ=  and 
))(( aff nβ−∂=∂  with )( 11 aaa α−= , which is the necessary and sufficient condition 
for f  to be “right invariant”.        ♦ 
 
Theorem 2.3.6: Let R=K ],;[ δα∂  be a ring of differential polynomials. If K is not a field 
of constants, the only invariant elements of R are the nonzero constants of K. 
 
Proof: Le f  be a nonzero element of K. If f  is constant, then conditions ( i ) and ( ii ) of 
lemma 2.3.5 are satisfied and hence f  is invariant. Now let ∑
=
−∂=
n
i
in
iaf
1
be a 
differential polynomial of degree 1≥n , with 10 =a . Let ∈c  K. As δααδ = , using 
induction we can show that  
 
  ∑ ∂





=∂ − )()( iinin c
i
n
c δα      (2.17) 
 
Therefore,  
 
  L+∂++∂= −− 111 ]))(([)( nnnn cacncfc δαα  
 
For condition ( i ) of lemma 2.3.5 to be satisfied, we must have  
 
  ))(())(( 11 ccacn nn −=− αδα   
 
This equality is satisfied for very ∈c K if, and only if, K is a field of constants. ♦ 
 
Summarizing the main results of this section we obtain: 
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Theorem 2.3.7: Let R=K ],;[ δα∂  be a ring of differential polynomials. This ring is an 
euclidean domain, thus a principal ideal domain, and it is simple if K is not a field of 
constants.            ♦ 
 
We now prove a result, which is a generalization of Hilbert basis theorem for the non-
commutative case. It states that the ring R=K ],;[ δα∂  is both a right and left noetherian 
ring. Recall that any field is a noetherian ring (domain), thus K is both right and left 
noetherian. 
 
Theorem 2.3.8: The ring R=K ],;[ δα∂  is noetherian. 
 
Proof: Let J  be any non-zero right ideal of R and let L  be the set of leading coefficients 
of elements of J . Then we claim that L is a right ideal of ℜ .  
 
Clearly L∈0 . Let Lsr ∈≠ ,0 . Then, there exists Jqp ∈,  such that p  has leading 
coefficient r  and q  has leading coefficient s . Assume 0≠+ sr (otherwise Lsr ∈+ ). 
Let m  and n  be the degrees of p  and q  respectively.  If nm ≤ , since J  is a right ideal 
of K, qp mn +∂ −  is an element of J  with leading coefficient sr + , while if nm ≥ , then 
nmqp −∂+  is an element of J with leading coefficient sr + . In either case, Lsr ∈+ . 
Moreover, if ∈t K and 0≠rt  then we see that Lrt ∈  since )(tp m−α  is an element of J  
with leading coefficient rt . This is because, by lemma 2.3.4, we have: 
 
         +∂= −− )()( trtp mmm αα l.o.t 
  [))(({ +∂= − mmm tr αα terms of degree []}+< m terms of degree m< ]} 
     +∂= mrt [terms of degree m< ] 
 
Thus, L  is a right ideal of K.  
 
Since K is right noetherian, L is finitely generated. Let krrr ,,, 21 L  be non-zero generators 
of L . Then, for each ki ,,1 L= , let Jpi ∈  with leading coefficients ir  and degree )(in . 
If )}(,),2(),1(max{ knnnn L= , then each ip  may be replaced by .)(innip −∂  Hence there 
is no loss of generality in assuming that kppp ,,, 21 L  all have the same degree n . Set 
∈= pN { R })deg(: np < . Then N  is a right K-submodule of R generated by 
.,,,,1 12 −∂∂∂ nL  Thus N  is a noetherian right K-module. Thus, NJ ∩  is a finitely 
generated right K-module, say generated by tqq ,,1 L . 
 
Now set 10 pJ = R 2p+ R kp++L R 1q+ R 2q+ R tq++L R. We claim that JJ =0 . 
Since kppp ,,, 21 L , tqq ,,1 L  are elements of J and J  is a right ideal of S , we have  
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JJ ⊆0 . We use induction to prove containment in the other direction. Since tqq ,,1 L  
generate NJ ∩  as a right K-module, we have 0JNJ ⊆∩ . Thus 0J  contains all 
elements of J with degree less than m . Assume for some integer nm ≥ , that 0J  contains 
all elements of J  with degree less than m . Let p be any element of J with degree m , 
and let r  be the leading coefficient of p . Since Lr ∈  and L  is generated by krrr ,,, 21 L  
as a right ideal of K, we have kk srsrr ++= L11  for some ∈is K.  
Set nmk
n
k
n spspq −−− ∂++= ))()(( 11 αα L . Then: 
(i) 011 )()( Jspspq
R
nm
K
k
n
k
R
nm
K
n ∈






∂++=
∈
−
∈
−
∈
−
∈
−
443421
43421
L
43421
43421
αθα  
 
 
(ii) For ki ,,1 L= , we have: 
 
 
nm
i
nn
i
nm
i
n
i srsp
−−−− ∂+∂=∂ )(][)( αα L  
   [)( +∂∂= −− nminni sr α terms of degree ]m<  
   {))(([ +∂= − ninni sr αα terms of degree nmn −∂≤ }] +[ terms of   
                                                                                                                degree ]m<   
   [+∂= mii sr terms of degree ]m<  
 
Thus, [11 +∂= msrq terms of degree [] +∂++< mkk srm L terms of degree ]m<  
  [)( 11 +∂++= mkk srsr L terms of degree ]m<  
 [+∂= mr terms of degree ]m<  
 
Therefore, q  is an element of 0J  with degree m  and leading coefficient r . Thus qp −  
is an element of J  with degree less than m , whence 0Jqp ∈−  and so 0Jp ∈ . Hence, 
by induction, we conclude that 0JJ = . Therefore, J  is a finitely generated right ideal of 
R, and hence R is right noetherian. The left noetherian case can be done analogously.    ♦ 
 
 
2.4. The Hom Functors 
 
 
In this section we review the definition and some general properties of the Hom functor. 
The theory of functors is well-explained in [45].   
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Let ,, NM and A be left ℜ-modules, and NMf →: an ℜ-linear map, define  
 
 ),( AMHomFM ℜ=  φφ |:{ AM →  is ℜ-linear} , and 
 fAMHomANHomAfHomFf oaψψ),,(),(:),( ℜℜℜ →=  (i.e. right  
                      composition by f ). This is represented by the following diagram.  
 
     f   
       M            N  
                                              
                                               ))(( ψFf             ψ   
                                 
                                                                     A  
Then we have the following results: 
 
1. ),( AMHomℜ  is an abelian group, but in general, not a left ℜ-module since, for ∈r ℜ, 
φr  is not necessarily linear. This is because  
 
 )()())(( 111 mrrmrrmrr φφφ ==  
 
and 1rr  is not necessarily equal to rr1  unless the ring is commutative. However, if ℜ is 
commutative, then ),( AMHomℜ  is an ℜ-module.  
 
2. ),( AHom ⋅ℜ  is a contravariant functor. This means that it assigns to each left ℜ - 
module M  the abelian group ),( AMHomℜ  and to each ℜ - linear map NMf →: , 
where N is another left ℜ- module, the group homomorphism  
 
 fAMHomANHomAfHom oaψψ),,(),(:),( ℜℜℜ →  
 
with FMM ididF =)(  and )()()( fFgFgfF oo = . 
  
Lemma 2.4.1: The functor ),( AHom ⋅ℜ  is left exact, that is, if  
 
                       0→→→ PNM gf  
 
is exact, then   
 
  0←←← FPFNFM FgFf  
 
is also exact. 
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Proof: We first show that Fg  is injective. Suppose that 0)( == gFg oϕϕ  for some 
FP∈ϕ . This means that 0))(( =ngϕ  for all Nn ∈ . Since g  is surjective, this implies 
that 0)( =pϕ  for all Pp ∈  and thus 0=ϕ . 
 
Secondly, as 0=fg o , we have 0)( == fgFFgFf oo , which implies that 
)()( FgimFfKer ⊇ . Finally, we prove that )()( FgimFfKer ⊆ . Let FN∈ψ  be such that 
0=foψ . We need to show that goϕψ =  for some FP∈ϕ . Let Pp ∈  be given. Since 
g  is surjective, there exists Nn ∈  such that png =)( . We put )( pϕ  )(nψ . This is 
well-defined, because pngng == )()( 21  implies imfgnn =∈− ker21  and hence 
)()( 21 nn ψψ = . The map ϕ  satisfies )())(( nng ψϕ =  for all Nn ∈ , and thus goϕψ =  
as desired. To see that ϕ  is ℜ-linear, let Ppp ∈21 ,  and ℜ∈21 , rr . Note that ii png =)(  
for 2,1=i  implies 22112211 )( prprnrnrg +=+  and thus  
 
 )()()()()()( 2211221122112211 prprnrnrnrnrprpr ϕϕψψψϕ +=+=+=+ , 
 
where we have used the linearity of g  and ψ . Thus ),( AHom ⋅ℜ  is left exact. ♦ 
 
Definition 2.4.2: (Injective modules) An ℜ-module A  is injective if, for every ℜ-
module N  and every submodule M  of N , every map AM →:η  can be extended to a 
map AN →:γ , as shown by the following commutative diagram 
 
     A  
 
                                                          η            γ  
 
    NM f→→0  
 
where f  denotes the inclusion map NM → . 
 
A useful criterion to determine whether an ℜ-module A  is injective is the Baer 
Criterion [45]. 
 
Proposition 2.4.3: (Baer Criterion) An ℜ-module A  is injective if, and only if, every 
map AI →:η , where I  is a left ideal of ℜ, can be extended to ℜ. 
 
The importance of injective modules is related to the following results, which is proved 
in [7]. 
 
Proposition 2.4.4: An ℜ-module A  is injective if, and only if, the functor ),( AHom ⋅ℜ  is 
exact; i.e. exactness of the sequence  
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   PNM gf →→  
 
where PNM ,,  are left ℜ-modules, implies exactness of 
 
  ),(),(),( APHomANHomAMHom FgFf ℜℜℜ ←← . 
 
For modules over principal ideal domains, we have also another criterion, to check 
injectivity.  
 
Definition 2.4.5: Let ℜ be an integral domain. An ℜ-module A  is said to be divisible if 
for each Av ∈~  and each ℜ∈≠ d0 , there exists Aw ∈~  such that vwd ~~ = . 
 
Theorem 2.4.6: ( i ) Every injective ℜ-module is divisible. 
     ( ii ) Conversely, let ℜ be a principal left ideal domain, every divisible   
                                  ℜ-module is injective. 
 
Proof: ( i ) Let A  be an injective ℜ-module, ℜ∈≠ d0  and Av ∈~ . Let Ad →ℜ:η  be 
defined by vrrd ~)( =η  for any ℜ∈r , and let A→ℜ:γ  extension of η . It follows that 
wdddv ~)()(~ === γη  with )1(~ γ=w , thus A  is divisible. 
( ii ) Let dI ℜ= be a nonzero left ideal of the principal left ideal domain ℜ and A  be a 
divisible ℜ-module. For any Av ∈~ , there exists Aw ∈~  such that vwd ~~ = . Let AI →:η  
be defined by wdvd ~~)( ==η . Then, A→ℜ:γ  such that w~)1( =γ  extends η . As a 
result, A  is injective by the Baer criterion.      ♦ 
 
Definition 2.4.7: (Cogenerators) An ℜ-module A  is said to be a cogenerator if the 
equality 0),( == ℜ AfHomFf  implies 0=f . 
 
Remark: In the following, we see that if A  is injective, then the cogenerator property is 
equivalent to saying that the functor ),( AHom ⋅ℜ  is faithful; i.e. exactness of  
 
 ),(),(),( APHomANHomAMHom ℜℜℜ ←←  
 
implies exactness of  
 
PNM gf →→ . 
 
In this case, we say ),( AHomF ⋅= ℜ  reflects exactness. 
 
Assume that F  is exact. For ),( AHomF ⋅= ℜ , exactness means injectivity of A .  
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Lemma 2.4.8: The following are equivalent. 
 
1. If 0=FM , then 0=M . 
2. If 0=Ff , then 0=f , that is, A  is a cogenerator. 
 
Proof: "12" ⇒ : Let 0≠M . Then 0≠Mid . By assertion 2, 0≠MFid . As FMM idFid =  
it follows that 0≠FM .  
 
"21" ⇒ : Let NMf →:  be given. We have 1fif o=  where imfMf →:1  and 
imfi : ↩ N . Then FiFfFf o1= . Suppose that 0=Ff . Since 1f  is surjective, 1Ff   is 
injective. Thus 0=Fi . On the other hand, since i  is injective, Fi  is surjective. Thus 
0)()( == iFimFiim . Using assertion 1, we have 0=imf , that is, 0=f .  ♦ 
 
Theorem 2.4.9: The following are equivalent. 
 
1. If 0=FM , then 0=M , that is, A  is a cogenerator. 
2. If FPFNFM ←←  is exact, then so is PNM →→ . 
 
Proof: "12" ⇒ : Let 0=FM . Then 00 ←← FM  is exact. By assertion 2, 
00 →→ M  is exact, which means that 0=M . 
 
"21" ⇒ : Let  
 
  PNM gf →→  
 
be not exact. We need to show that  
 
  FPFNFM FgFf ←←  
 
is not exact. 
 
Case 1: 0=fg o . Then using lemma 2.4.8, 0)( ≠fgF o , that is, 0≠FgFf o , we are 
done. 
 
Case 2:  0≠fg o , that is, imf ⊊ gker . Then 0)( == FgFffgF oo , that is, 
FfimFg ker⊆ . We need to show that this inclusion is strict. Define  
 
  )(: gKerσ ↩ N  and imfNN /: →pi .  
 
Then 
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  PNg gg →→ker  and imfNNM f /→→ pi  
 
are both exact. Since F  is exact, we have: 
 
 FPFNgF FgF ←← σker   and )/( imfNFFNFM FFf ←← pi  
 
are exact. Thus 
 
 piσ imFFfimFgF =⊆= kerker . 
 
The fact that imf ⊊ gker  means that 0≠σpi o , and hence 0≠piσ FF o . This shows that 
the above inclusion must be strict.       ♦ 
 
Corollary 2.4.10: Let ),( AHomF ⋅= ℜ  with A  injective. The following are equivalent. 
 
1. If 0=FM , then 0=M . 
2. If 0=FM  and M  is finitely generated, then 0=M . 
3. If 0=FM  and M  is generated by one single element, then 0=M . 
4. A  is a cogenerator. 
 
Proof: The equivalence of 1 and 4 is proved in lemma 2.4.8. Since 321 ⇒⇒  is 
obvious, it suffices to show that 13⇒ . 
 
Let 0≠M . We need to show that 0≠FM , that is, there exists a nonzero ℜ-linear map 
from M  to A . Let Mm ∈≠0 . Then, Mm ⊆ℜ≠0 and there is an exact sequence  
 
  mℜ→0 ↩M . 
 
Since A  is injective, the sequence  
 
 ),(),(0 AMHomAmHom ℜℜ ←ℜ←   
 
is exact, and by condition 3,  0),( ≠ℜℜ AmHom , that is, there exists a nonzero ℜ-linear 
map Am →ℜ:ψ . However, the exactness of the last sequence says that there exists an 
ℜ-linear map AM →:φ  with ψφ =ℜm| . Thus 0≠φ .     ♦ 
 
If ℜ is left noetherian, we can proceed analogously with the category of finitely 
generated left ℜ-modules (note that we need the noetherian property to guarantee that 
kernels and images of ℜ-linear maps between finitely generated ℜ-modules are again 
finitely generated). Then we obtain the following alternative characterization of the 
cogenerator property. 
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Theorem 2.4.11: Let ),( AHomF ⋅= ℜ  be an exact functor on the category of finitely 
generated left ℜ-modules. The following are equivalent. 
 
1. If 0=FM , then 0=M . 
2. F  is faithful; i.e. it reflects exactness. 
3. A   is a cogenerator.          ♦ 
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Chapter 3 
 
 
 
Linear Time-varying Differential Systems 
 
 
 
Polynomial matrices do not only provide a compact notation for writing down linear 
systems as in (2.2) and (2.5) in the previous chapter. In this chapter we show that they 
provide also an effective way to test properties of systems as controllability, 
observability etc. They also provide a way of testing whether two different kernel 
representations correspond to the same behaviour. Our investigation in this chapter is 
based on an algebraic analysis approach to linear time-varying systems as it has been 
introduced in [56]. 
 
Algebraic analysis is concerned with the study of systems of linear differential 
equations using algebraic tools such as module theory and Homological methods. The 
analysis is carried out in an “almost everywhere” setting, because the considered 
signals are smooth except for a set of measure zero, and the coefficients of linear 
differential equations are supposed to be rational functions. The Jacobson form, which 
is a non-commutative analogue of the Smith form, is used to establish a duality 
between linear time-varying systems on the one hand and modules over the ring of 
differential operators on the other. This correspondence is based on the fact that the 
signal space is an injective cogenerator when considered as a module over this ring of 
differential operators. This property makes it possible to identify analytic properties 
with algebraic properties. 
 
 
3.1. Algebraic Preliminaries 
 
Let D ][ dtdK= , where )(tIRK = , the set of rational functions with real coefficients; 
i.e., D denotes the ring of linear ordinary differential operators with rational 
coefficients. The ring D has the following properties (these properties are 
consequences of our discussions in chapter 2, where D ],;[ δα∂= K  with ,dtd=∂  
id=α , and  dtd=δ ). 
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i ) Each ∈≠ d0 D possesses a unique representation  
 
)()()()( 011 1
1
tatatatad dtddt
d
ndt
d
n n
n
n
n
++++=
−
−
−
L   (3.1) 
 
where )()( tIRai ∈⋅  and 0≠na . One calls the non-negative integer n  the degree of 
d , and one sets −∞=)0deg( . 
 
ii ) D is not commutative, because atata dtddtd +=  for all differentiable functions a  
and thus dtddtd tt += 1 . More generally, for Kk ∈ , we have kkk dtddtd ′=− , and 
proceeding inductively, we obtain: 
 
  ∑
−
=
−






=−
1
0
)(
n
i
i
i
in
n
n
n
n
dt
dk
i
n
dt
dkk
dt
d
     (3.2) 
 
Using (3.2), we can write d  from (3.1) as 
 
  0111
1
~)(~)(~)( ata
dt
d
ta
dt
d
ta
dt
dd nn
n
nn
n
++++=
−
−
−
L   
 
for some suitably defined coefficients Kai ∈⋅)(~ . Note that the degree n  and the 
leading coefficient remain unchanged. In addition, (3.2) implies that 
 
  )deg()deg()deg( 2121 dddd +=  
 
for all ∈21 ,dd D.  This in turn implies that D is a domain, that is, it contains no zero 
divisors.  
 
iii ) The ring D is simple (that is, the only ideals that are both right and left ideals are 
the trivial ones; i.e. 0 and D itself). 
 
iv ) It is a left and right principal ideal domain (that is, every left ideal and every right 
ideal can be generated by one single element). In fact, D is even a left and right 
Euclidean domain, which means that we have a left and right “division with 
remainder”. It is also a left and right noetherian ring. Therefore, D has a left and right 
Ore property.  
 
An important consequence of this Ore property is that, D admits a skew field of 
fraction К, and the rank of a D-matrix is well defined. Over a commutative domain, 
the rank can be defined as usual, that is the size of the largest submatrix with non-
vanishing determinant. But we can not work with determinants any more in a non-
commutative domain to define the rank of a D-matrix. However, for our case, using  
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the left Ore property (similarly the right Ore property) of D we can define the rank of 
a D-matrix as follows: 
 
Denote the field of left fractions of D by К ∈= − ndnd ,|{ 1 D }0, ≠d . This field, 
which is a skew field, in general exists since D has the left Ore property. In fact, the 
composition 2
1
21
1
1 ndnd −−  is explained by using the Ore property, which yields 
21 bdan =  for some ∈ba, D, 0≠a , and hence one puts 
 
   )()( 211212111 bnadndnd −−− =  
 
For ∈R D qg× , consider V  R К ⊆q  К g . This is a vector space over the skew field К, 
and it has a well-defined dimension 
 
  dim( )V  )(Rrank  
 
In fact, we should call this the column rank of R , but since it holds that [38],  
 
  dim( R К =)q dim(К )1 Rg×  
 
we have equality of row and column rank, like the classical case of linear algebra over 
commutative fields, and therefore it is justified to simply speak of the rank of R . If D 
is a commutative domain, then this notion coincides with the usual concept of the 
rank of a matrix. For a detailed discussion of rank see appendix A.  
 
Remark: As D is also a right Ore domain, we have К ∈= − nddn ~,~|~~{ 1 D }0~, ≠d . Of 
course, given a right fraction 1~~ −= dnk , we can find ∈dn, D such that dnnd ~~ =  due 
to the left Ore property (note that 0~ ≠d  implies 0≠d ) and thus ndk 1−= , a left 
fraction. Conversely, the right Ore property guarantees that left fractions can be 
rewritten as right fractions. Thus К contains all expressions of the form 1~~ −dn  and of  
nd 1− , with the obvious rule of calculating with noncommutative fractions. 
 
We now see an important property of polynomial matrices over the ring D. 
 
Definition 3.1.1: ∈U D gg×  is called unimodular if 1−U  exists and ∈−1U D gg× ; i.e. 
1−U  is again a polynomial matrix. 
 
Unimodular matrices play an important role in this thesis. We shall use them for the 
construction of the Jacobson form of a polynomial matrix.  
 
Theorem 3.1.2: (Jacobson form) For every ∈R D qg× , there exists unimodular 
matrices U  and V  such that  
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 





=
−×−×−
−×
)()()(
)(1
00
0),,(
rqrgrrg
rqrrdddiagURV
L
 
 
where ∈≠ id0 D, r )(Rrank  and each id  is a total divisor of 1+id for 11 −≤≤ ri . 
 
Proof: See Appendix A 
 
Remark: Since D is Euclidean, the Jacobson form of R can be obtained by 
performing elementary row and column operations on R .  In general, the unimodular 
matrices U  and V  are not unique. The Jacobson form is also known as Teichmüller-
Nakayama form [22]. As D is simple, id  is a total divisor of 1+id  if and only if either 
01 =+id  or id  is a unit. Without loss of generality 1=id . Thus we conclude that 
111 === −rdd L . Therefore we can write the matrix on the right in the block 
diagonal form as 





00
0S
 with ∈= ),1,,1( ddiagS L D rr×  for some ∈≠ d0 D, and 
r )(Rrank . In the special case that R is full row rank (i.e. gr = ) the zero rows are 
absent. Similarly, when R  has full column rank then the zero columns are absent. 
 
Example 3.1.3: Consider 
 
  ∈





−−
−−+
=
t
t
R
tdt
d
dt
d
10
11
D 32×  
 
Then the Jacobson form is given by  
 
  





=
00
001
d
URV , 
 
where ,
1
01






−
=
t
U   










−−
=
dt
d
tV
11
10
100
 , and tdtd td 1−+= . 
 
 
 
3.2. Signals and Systems 
 
 
Let A ),( IRIRCae∞= denote the set of all functions that are smooth except for a finite 
number of points, that is, for each ∈a A there exist a finite set IRaIE ⊆)( such that 
)),(\( IRaIEIRCa ∞∈ . This set is a real vector space and a left D-module. 
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Let ∈R D qg× be given. The set  
 
  ∈= w{ A }0| =Rwq  
 
is the solution space of the linear system of time-varying ordinary differential 
equations 0=Rw . We call  a behavior and R a kernel representation of . 
 
Lemma 3.2.1: The set  is an (additive) abelian group.  
 
Proof: Clearly  is non-empty because ∈0  . If ∈321 ,, www , then we have  
)()( 321321 wwwwww ++=++  and ∈− 1w .    ♦ 
 
Let 
 
  





=
00
0D
URV            
 
be the Jacobson form of R , and let ∈= −1VW D gg× . Since 0=Rw  is equivalent to 
0== URVWwURw , there is an isomorphism of abelian groups  
 
   * ∈w~{ A }0~]0[| =wDq     (3.3) 
  ww ~a Ww  
 
where            
   * ∈= w~{ A }0~,0~~| 11 ==== − ppq wdww L    (3.4) 
 
is fully decoupled, since ),1,,1( ddiagD L= . 
 
Consider the left D -Module M=D /1 q× D Rg×1 . The significance of M lies in the fact 
that there is an isomorphism of abelian groups 
 
  Hom
D 
( M, A) 
 
which is known as the Malgrange isomorphism.  
 
 
• The Malgrange Isomorphism 
 
Let =Μ D Rg×1 for some ∈R D qg× , and let  ∈= w{ A }0| =Rwq . The left D -
module M=D q×1 / D Rg×1 will be called the system module of . Its relevance is due 
to the so-called Malgrange isomorphism, which is proved below. 
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Theorem 3.2.4: (The Malgrange isomorphism) Let ∈R D qg× ,  ∈= w{ A }0| =Rwq , 
=Μ D Rg×1 , and M=D Μ× /1 q . There exists a group isomorphism  
 
Hom
D 
( M, A), ,ww φa  
 
where :wφ M →A, ])([][ xxx wφaΜ+=  xw , for all ∈x D q×1 . 
 
Note that wφ  is well-defined because ][][ 21 xx =  implies that ∈− 21 xx  D Rg×1  and 
hence wxwx 21 =  for all ∈w . 
 
Proof: Since =Μ D Rg×1 )( Rim ⋅=  and M=D Μ× /1 q , there is an exact sequence 
 
  D →⋅× Rg1 D →×q1  M 0→  
 
By lemma 2.4.1, the sequence  
 
Hom
D
( D g×1 , A) ← j Hom
D
( D q×1 , A) ←i Hom
D
( M, A) 0←   
 
is exact. The mapping i  is injective, and hence its domain Hom
D
( M, A) is 
isomorphic to )(iim , which is equal to )ker( j . We have   
 
  Hom
D
( D g×1 , A) ← j Hom
D
( D q×1 , A) 
   b        b  
   A g        ←k      A q  
 
where the vertical mappings are isomorphism’s expressing the fact that a D -linear 
map from the free module D l×1  to A is uniquely determined by the image of a basis, 
which amounts to fixing l  elements of A. Using the standard basis, denoted by 
,1e 2e , ,L ∈le D
l×1
 we have the explicit version  
 
   A Homl ≅
D
( D l×1 , A )  
       Tlee ))(,),(( 1 ψψ L ← ψ  
                           :vv ψ→  D l×1 →A, xvx →  
 
So far, we have Hom
D 
( M, A) )ker(k≅ . Let us now derive an explicit form for k  
using the diagram given above: 
 
:)( Rw ⋅oψ D →×g1 A, yRwy a     ←   :wψ D →×q1 A, xwx →  
              ↓         ↑  
    RwRweRwe Tg =),,( 1 L       w  
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It turns out that Rwwk =)(  for all ∈w A q and thus Rk ≡ . Therefore, 
 
Hom
D
( M, A) ∈=≅ wk {)ker(  A q == }0| Rw .    ♦ 
 
Remark: 1. If D is commutative, the Malgrange isomorphism is an isomorphism of 
D-modules. 
 
2. The Malgarange isomorphism establishes a correspondence between the analytic 
object  and the algebraic object M. Thus the module M=D q×1 / D Rg×1  will play an 
important role in the following considerations.  
 
According to the Jacobson form, there is an isomorphism of left D - modules 
 
  M≅  M ∗D q×1 / D ]0[1 Dp×  
         ][][ xVx a  
 
where ][x  denotes the residue class of an element of D q×1  in M or M ∗ , respectively. 
Thus we have  
 
  M≅ D / D ×d D m×1 =  D / D ⊕d D m×1    (3.5) 
 
where m pq −  and )(Rrankp = . 
 
Recall that an element ∈m M is called torsion (element) if there exists ∈≠ d0 D 
such that 0=dm . The set tM ∈= m{ M ∈≠∃ d0| D }0: =dm  is called the torsion 
submodule of M. The module is called torsion (module) if t M=M, and M  is called 
torsion-free if t M 0= . The fact that t M is a submodule of M follows from the 
observation that two elements of D possess a common left multiple (because our ring 
has left Ore property). Observe that the module D / D d  is isomorphic to the torsion 
submodule tM of M and the module M t/ M ≅ D m×1  is not only torsion-free, but 
even free (because it possesses a basis). 
 
The decomposition (3.5) induces an isomorphism of abelian groups 
 
   ∈≅ y{ A ⊕= }0| dy A m     (3.6) 
 
because  
 
  Hom
D
( D / Dd , A ) ∈≅ y{ A }0| =dy  
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according to the Malgrange isomorphism, and  Hom
D
( D ,1 m× A ≅) A m . Of course, 
the existence of the isomorphism (3.6) can also be seen directly from (3.3) and (3.4). 
The details of this decomposition will be investigated in theorem 3.9.6 below.  
 
 
 
3.3. The Injective Cogenerator Property 
 
 
In this section we show that our signal space A ),( IRIRCae∞= is both an injective 
module and a cogenerator. We know that a left D -module A is called injective if 
Hom
D
,(⋅ A ) is an exact functor.  Note that this requirement is much stronger than left 
exactness of Hom
D
,(⋅ A ) as mentioned in the previous chapter. The D -module A is 
called an injective-cogenerator if the sequence  
 
   M →  N →  P 
 
of left D -modules is exact if and only if the sequence  
 
           Hom
D
( M, A) ← Hom
D
( N, A)← Hom
D
( P, A) 
 
of abelian groups is exact. In particular, the sequence  
 
  D →⋅× Aa1 D →⋅× Bb1 D c×1  
 
where cba ,, are positive integers, and ∈A D ba× , ∈B D cb×  (the dot 
signifies that the action of A  is given by xAx → ) is exact if and only if  
 
  A ←Aa A ←Bb A c  
 
(where A  acts by Avv → ) is exact. Here we have used again the isomorphism of 
abelian groups  
 
  A Homa ≅
D
( D a×1 , A )  
 
The main theorem of this section is stated below. 
 
Theorem 3.3.1: Let D and A be as described in the previous section. Then A is an 
injective -cogenerator. 
 
Proof: )(i We use theorem 2.4.6. for injectivity, that is, we need to prove: For every 
∈≠ d0 D and every ∈u A, there exists ∈y A such that udy = .  
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Let )()( 0 tadt
d
tad
n
n
n ++= L  be given, with 0≠na . If 0=n , there is nothing to 
prove (because duy =∃ ), so let us assume that 1≥n . Since )(tIRK =  is a field, one 
may assume that 1=na  . Then udy =  can be written as a first order system 
 
  )()()()( tButxtAtx +=&  
 
where [ ]Tnyyyx )1( −= L&  and  
 
 
nn
n
K
aa
A ×
−
∈












−−
=
10
10
10
LL
OM
 and nIRB ∈












=
1
0
0
M
 
 
Let )(dIE  be the finite set of all poles of the rational coefficients ia  of d . Let 
)( yIE  },,{)()( 1 kttdIEuIE LU =  with kttt <<< L21 . On every interval IRI ⊆  
of the form ),( 1+ii tt  or ),( 1t−∞  or ),( ∞kt , it holds that IA |  and Iu |  are smooth. 
Therefore, there exists a smooth solution nI IRIx →:  to )()()()( tButxtAtx +=&  on 
each of these intervals. By concatenating them (i.e. by setting Ix |  Ix ), one gets a  
solution ∈x A n  and thus ∈= 1xy A. 
 
)(ii  For the cogenerator property we need to show that: If 0=Rw  has only the zero 
solution (that is Hom
D
( M, A)≅ 0= ), then R  must be left invertible (that is, 
M 0= ). Since D is a principal ideal domain, it suffices to consider the case where R  
is a scalar. Therefore it has to be shown that if for some ∈d D, the equation 0=dy  
possesses only the zero solution, then }0{\)(tIRd ∈ . 
 
Assume conversely that 1)deg( ≥d . Then one can rewrite 0=dy  as )()()( txtAtx =& . 
On each of the intervals above, the solution set of this is an n -dimensional subspace 
of ),( nIRIC ∞ , in particular, there exist nonzero solutions. Concatenating them, we 
obtain a nonzero solution ∈x A n . If 1xy =  were identically zero, then 
[ ]Tnyyyx )1( −= L&  would also be identically zero, a contradiction.   ♦ 
 
 
 
3.4. The Fundamental Principle 
 
 
Let ∈R D qg×  and ∈v A g be given. Consider the inhomogeneous system vRw = . We 
would like to know whether there exists a solution ∈w A q . For this, consider )ker( R⋅   
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which is finitely generated, being a left submodule of the noetherian module D g×1 . 
Thus we can write )()ker( ZimR ⋅=⋅  for some D -matrix Z . In other words, we have 
an exact sequence 
 
    D →⋅× Zh1 D →⋅× Rg1 D q×1  
 
Since A is injective, the sequence  
 
Hom
D
( D h×1 , A) ← Hom
D
( D g×1 , A)← Hom
D
( D q×1 , A) 
 
is exact, and therefore, so is   
 
A ←Zh A ←Rg A q  
 
This means that im
A
ker)( =R
A
)(Z , that is,  
 
 imv ∈
A
∈∃⇔ wR)( A ker: ∈⇔= vvRwq
A
0)( =⇔ ZvZ . 
 
Thus the solvability condition for vRw =  is another linear system: the right hand side 
vector v  has to satisfy 0=Zv . It is clear that this condition is necessary, because 
0=ZR , but its sufficiency is due to the injectivity of A. Therefore, we have the 
following theorem.   
 
Theorem 3.4.1: (Fundamental Principle) Let ∈R D qg× and ∈Z D gh×  be such that  
)()ker( ZimR ⋅=⋅ , and let ∈v A g be given. Then 
 
  ∈∃w A 0: =⇔= ZvvRwq .      ♦ 
 
 
3.5. Minimality and Full Row Rank Representations 
 
  
 
In the previous chapter we saw a kernel representation of a given behaviour . If  is 
represented by the behavioural equation 0)( =wR dtd , then once q and A are specified 
R  determines uniquely the behaviour . However, we may have more than one 
representation for a given behaviour. To see this, let U  be a unimodular matrix, 
URR =∗  and  ∗  be represented by ∗R . Then  and  ∗  are the same behaviours, i.e. 
R and ∗R  represent the same behaviour. Among the representations, one is interested 
in a representation R  which is minimal in the following sense.   
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Definition 3.5.1: (Minimality) Let the behaviour  be defined by 0)( =wR dtd ,  
∈R D qg× . The representation R is called minimal if every representation of  has at 
least g  rows. 
 
Corollary 3.5.2: Let  ∈= w{ A }0| =Rwq  for some ∈R D qg× . Then  can be 
represented by a matrix with full row rank. 
 
Proof: With out loss of generality, let 0≠R (the system =A q  can be represented 
by the empty matrix, which has full row rank by convention). Let  
 
  





=
00
0D
URV     
 
be the Jacobson form of R . Partition 





==
−
2
11
W
W
VW  according to the Jacobson 
form. Since U  is unimodular, 0=Rw  is equivalent to 0=URw . This implies 
0=Rw  is equivalent to 01 =wDW . Thus R
~
 1DW  also represents , and it has full 
row rank. To see this, suppose 01 =xDW , then we have  
 
  
[ ] 00
2
1
=





W
W
Dx . 
 
Multiplying both sides by V  from right, we get  
 
  [ ] 00 =Dx . 
 
Since [ ]0D  has full row rank, 0=x . Thus 1DW  has full row rank. ♦ 
 
The following lemma is a characterization of minimal representations. 
 
Lemma 3.5.3:  If R is a minimal representation of , then it has full row rank.  
  
Proof: Suppose that R  does not have full row rank. Then there exist a unimodular 
matrix U  such that  
 
  




 ′
=
0
R
UR . 
 
Of course,  is also represented by R′ . Since the number of rows of R′  is strictly 
smaller than the number of rows of R , R  can not be minimal.   ♦ 
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Remark: The converse of lemma 3.5.3 is also true: full row rank implies minimality. 
Moreover in the next section we will see that all minimal representations may be 
transformed into each other by means of left unimodular multiplication. This implies, 
in particular, that all minimal representations have the same number of rows. The 
proof of the converse of lemma 3.5.3 has to be postponed until the end of the next 
section, corollary 3.6.3. 
 
 
3.6. Equivalence of Representations        
 
 
We know that, if a behaviour is specified through a set of linear constant coefficient 
differential equations, then the set of all possible representations is completely 
characterized by the equivalence theorem for behaviours. This theorem states that two 
full row rank matrices of polynomials that define the same behaviour are related by a 
left unimodular transformation. In this section, we will see generalization of this result 
for the time-varying case.     
 
Definition 3.6.1:  Two kernel representations  
 
  0)(1 =wR dtd   and 0)(2 =wR dtd  
 
with ∈21 , RR D
q×⋅
 are equivalent if they represent the same behaviour. 
 
Corollary 3.6.2: Let 21 , RR  be two D -matrices with the same number of columns 
and let  1 ,  2  be the associated behaviours. We have   
 
a)  1 ⊆ 2  if and only if 12 XRR =  for some D- matrix X ; 
b) If  1 = 2 , then 1R  and 2R  have the same rank; and  
c) If 1R  and 2R  have full row rank, then  1 = 2  if and only if 12 URR =  for 
some unimodular matrix U . 
 
Proof: a) The ‘if’ part is easy. We prove the ‘only if’ part. The inclusion  1 ⊆ 2 can 
be expressed as an exact sequence  
 
  →0  1 → 2  
 
which is equivalent to the exact sequence  
 
    ←0  M ←1 M 2  
 
where M =i D
q×1 / D i
g Ri×1 . Equivalently, we have D ⊇× 1
1 1 Rg  D 2
1 2 Rg×  or 12 XRR =  
for some ∈X D 12 gg × . 
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b) If  1 = 2 , then 12 XRR =  and 21 YRR =  for matrices X  and Y , which shows that 
1R  and 2R have the same rank. 
 
c) If additionally, 1R  and 2R  both have full row rank, then from the relations    
 
  12 XRR =  and 21 YRR =  
 
we obtain: 
 
 0)( 2 =− RXYI  and 0)( 1 =− RYXI . 
 
Since 1R  and 2R  have full row rank, we have IXY = and IYX = , that is X  is 
unimodular.         ♦ 
 
Corollary 3.6.3: Let the behaviour  be defined by 0=Rw , where ∈R D qg× .  
 
a) The polynomial matrix R has full row rank if and only if it is a minimal     
       representation. 
b) All full row rank representations have the same number of rows. 
 
Proof: a) The ‘if’ part was proven in lemma 3.5.3. For the ‘only if’ part we proceed as 
follows. Assume that R  is of full row rank, and suppose that R  is not minimal. Then 
there exists a representation ∈′R D qg ×′  of  with .gg <′  It follows from corollary 
3.6.2, that R  and R′  have the same rank. This implies that R′ should also have row 
rank equal to g . However, this is impossible, since the number of rows of  R′  was 
assumed to be strictly less than g . 
 
b) By definition of minimality, all minimal representations have the same number of 
rows. Since minimality and full row rank are the same, the statement follows. ♦ 
 
 
 
3.7. Elimination of Latent Variables 
 
 
Models obtained from first principles invariably contain latent variables (variables 
that are introduced as auxiliary variables during the modelling process), in addition to 
the manifest variables (variables we are truly interested in). In the context of 
behaviours described by differential equations as seen in chapter 2, this leads to the 
following class of dynamical systems with latent variables 
 
  )()( dtddtd MwR = 	 
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This represents the full behaviour consisting of trajectories ,(w 	 )  where w  is the 
trajectory of the manifest variables, 	 is the trajectory of the latent variables, and the 
behavioural equations are parameterized by R  and M . 
 
In many cases, however, it is of interest to devise a representation of the external 
behaviours entirely in terms of the manifest variables, thus eliminating the latent 
variables. The question we want to consider is, whether this is possible at all; i.e, 
whether the set  
 
    ∈= w{ A ∃|q 	∈A )()(: dtddtdl MwR = 	}  
 
is representable as the kernel of a suitable polynomial differential operator with 
rational coefficients. 
 
Corollary 3.7.1: Consider  
 
     ∈= w{ A ∃|q 	∈A )()(: dtddtdl MwR = 	}  
 
where ∈R D qg×  and ∈M D lg× . Then there exists a kernel representation of . 
 
Proof: Define the left kernel of M  
 
  ∈=⋅ xM {)ker( D }0|1 =× xMg . 
 
Then, )ker( M⋅  is a left D -submodule of D g×1 . Since D g×1  is Noetherian, )ker( M⋅  is 
finitely generated; i.e, there exists a matrix ∈X D gh×  such that )ker()( MXim ⋅=⋅ . 
Thus we have an exact sequence  
  D →⋅× Xh1 D →⋅× Mg1 D l×1  
   
and, therefore, the sequence 
 
A ←Xh A ←Mg A l  
 
is also exact. This means that )(ker)( XMim AA = . Therefore,  
 
  ∃	  MRw =: 	 )(MimRw A∈⇔  
         )(ker XRw A∈⇔  
         0=⇔ XRw  
 
Thus  ∈= w{ A { }0|
~
=wXR
R
q        ♦ 
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3.8. Input-output Structures and Autonomy 
 
 
We now illustrate how the input or output nature of a variable can be decided on the 
basis of the polynomial matrix R  associated with a kernel representation of a system. 
 
Let ∈R D qp×  be a full row rank representation of . Then there exists a pp ×  
submatrix P of R  with full rank. Without loss of generality arrange the columns of 
R such that [ ]PQR −= . Let [ ]TTT yuw =  be arranged accordingly. If qp < , 
then this is called an input-output structure of  and ∈= − QPH 1 К mp× , where 
pqm −= and H  is called the transfer matrix. The term input-output structure is 
justified by the fact that  
 
  ∈∀u A ∈∃ym A QuPyp =:  
 
This follows from the exactness of  
 
  →0 D →⋅× Pp1 D p×1  
 
which implies the exactness of  
 
  ←0 A ←Pp A p  
 
This means that :P A →p A p is surjective; i.e. for all ∈v A p  there exists ∈y A p  
such that vPy = . In particular, this is true for Quv = . Then one calls u  a vector of 
free variables or an input vector and y output vector. A system without free variables 
is called autonomous. More precisely, we have the following definition. 
 
Definition 3.8.1: For qi ≤≤1 , consider the projection of  onto the ith  component  
 
   :ipi   →A, iww a   
 
We say that iw  is a free variable (or an input) of  if  ipi  is surjective. The system  
is called autonomous if it admits no free variables; i.e.  is autonomous if there exist 
no qi ≤≤1  such that the projection onto the ith  component :ipi   →A, iww a  
is surjective. 
 
Interpretation: The surjectivity of ipi  means that for an arbitrary signal ∈a A, we 
can always find 1−q  signals ∈+− qii wwww ,,,,, 111 LL A such that  
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),,,,,,( 111 qii wwawww LL +−= belongs to the system . In this case, the ith  
component of the signal vector ∈w  is “free”; i.e. it can be chosen arbitrarily.  
 
Remark: In an autonomous system the future of each trajectory is completely 
determined by its past. The following theorem relates the property of autonomy to a 
kernel representation. 
 
Theorem 3.8.2: The following are equivalent: 
 
1)  is autonomous. 
2) any representation matrix of  has full column rank. 
3)  can be represented by a square matrix of full rank. 
4) M is torsion. 
 
Proof: “1⇒2”: If  is represented by some ∈R D qp×  with qRrankp <= )( , then 
there exists an input-output structure, and thus  has free variables. 
 
“2⇒3”: According to corollary 3.5.2, a representation of  with full column rank can 
be reduced to a square matrix with full rank. 
 
“3⇒4”: If R  is a square representation of  with full rank qp = , then we have      
M≅ D / D d  according to (3.5), which shows that M is a torsion-module. 
 
“4⇒1”: If  is not autonomous, then there is an exact sequence  
 
   → ipi A 0→ . 
 
Using the injective cogenerator property, the sequence 
 
  M ←h D 0←  
 
is also exact, that is, there is a monomorphism from D to M. Thus M possesses a 
non-torsion element, namely the element ∈)1(h M (For if ,0)()1( == eheh  then 0=e  
because of the injectivity of h ). Hence M is not a torsion module.    ♦ 
 
One can give also an analytic interpretation of autonomy as follows. 
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Theorem 3.8.3: The following are equivalent 
 
1)  is autonomous 
2) There exists a finite set IRIE ⊆  such that for all open intervals IEIRI \⊆ , 
and all ∈w  that are smooth on I , we have 0|0| =⇒= IJ ww , for all open 
intervals IJ ⊆ . 
 
Proof: “1⇒2”: Suppose  is autonomous. Then M≅ D / D d , and hence 
 ∈≅ y{ A }0| =dy  for some ∈≠ d0 D. If )(tIRd ∈ , then  0=  and the result 
follows. Otherwise, set IE )(dIE  and let IEIRI \⊆ . Similarly as in the proof of 
theorem 3.3.1, the equation 0=dy  can be written as )()()( txtAtx =& , where 
[ ]Tnyyx 1−= L , and A  is smooth on I . If y  is smooth on I , then so is x . If 
0| =Jy  for some open interval IJ ⊆ , then 0| =Jx , and thus the solution x  of the 
homogenous equation Axx =&  must be identically zero on all of I  (due to the 
uniqueness of the solution of the initial value problem Axx =& , 0)( 0 =tx , where 
)0 Jt ∈ , and hence this holds for 1xy = . 
 
“2⇒1”: If  is not autonomous, then it contains free variables. Therefore  0| =Jw  
does imply the vanishing of w  on a larger set I , because the free variables can be 
chosen arbitrarily. In particular, they can take non-zero values arbitrarily close to J .♦ 
 
Example 3.8.3:  
 
a) Consider tdtdR 1+= , which corresponds to the differential equation 
0)()( 1 =+ twtw t& . We put }0{=IE . The solutions that are smooth on }0{\IR  
have the form  
 
   



>
<
=
0,
0,)(
2
1
t
t
tw
t
c
t
c
 
 
where IRcc ∈21 , . Thus every solution has singularity at 0. In spite of its 
singularity  at zero, the function ttw 1)( =  can interpreted as a distribution on 
IR . That is there exists ),( IRIRDw ′∈  such that w  and the regular 
distribution generated by w  on }0{\IR  assign the same value to each test 
function whose support is in }0{\IR .  
 
b) Consider 31tdtdR += , which corresponds to 0)()( 31 =+ twtw t& . We set 
}0{=IE . The solutions that are smooth on }0{\IR  are given by 
22
1)( tcetw = (where c  may take different values on 0<t  and 0>t ). Again, 
we have )(0 wIE∈  for all solutions w . In contrast to the previous example, it  
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is known that there exists no distribution  ),( IRIRDw ′∈  that coincides with 
the regular distribution generated by 22
1)( tcetw =  on }0{\IR . This shows that 
the set of distributions is not an injective cogenerator as a ])[( dtdtIR -module 
(however, it is if )(tIR  is replaced by IR ). 
 
c) Consider tdtdR 1−= . Again we put }0{=IE . Any w  of the form 
IRccttw ∈= ,)(  solves the resulting equation 0=Rw . Thus there exists 
solutions that are smooth on all of IR (that is, {})( =wIE ), unlike the previous 
two examples, where every solution has a singularity at zero. 
 
d) Consider 31tdtdR −= . Once more we set }0{=IE . Here we have solutions of 
the form 22
1)( tcetw −=  for IRc ∈ . These solutions are smooth on all of IR , 
even if we select different values of the constant c for 0>t and 0<t . 
 
e) Consider ttR dtd 2)1( 2 +−= . We put }1{±=IE . A solution is given by  
 



 <<−
=
−
−
otherwise
tetw
t
,0
11,)(
21
1
 
 
             which happens to be smooth on all of IR . This example shows that the  
             autonomous equation 0=Rw possesses non-zero solutions of compact  
             support (which is impossible in the constant coefficient case). 
 
 
 
3.9. Image Representations and Controllability 
 
 
 
In our previous discussions, we have seen latent variable models described by 
 
)()( dtddtd MwR = 	 
 
A special case of this is obtained, where R  is just the identity matrix. In that case we 
obtain  
 
  )( dtdMw = 	,   ∈M D lq×     (3.7) 
 
Representations of the form (3.7) are, for obvious reasons, called image 
representations.  In (3.7), the manifest variable is the image of A ),( lael IRIRC ∞=  
under the differential operator )( dtdM . The question that we want to address here is: 
Under what condition a system defined by a kernel representation is equivalent to one  
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defined by an image representation. We have seen that every behavior  allows a 
kernel representation. Does it also allow an image representation? The answer for this 
question is clear, not all behaviors allow image representation. The next natural 
question is: Does the restriction of having an image representation imply some 
interesting system theoretic property? It may come as a surprise that this abstract 
question leads us to the concept of controllability.     
 
Definition 3.9.1: The behaviour  admits an image representation if there exists a 
matrix ∈M D lq×  such that  
 
     ∈= w{ A ∃|q 	∈A )(: dtdl Mw = 	} . 
 
Theorem 3.9.2: The following are equivalent: 
 
a)  admits an image representation.  
b)  admits a right invertible kernel representation matrix. 
c) M is torsion-free, or equivalently, free. 
 
Proof: The system =A q  with its module M=D q×1  satisfies all three conditions, if 
we use that it can be represented by the empty matrix, which we declare right 
invertible, as a convention. Therefore, assume that ≠ A q , that is, 0≠R .  It follows 
from the decomposition (3.5) that M is torsion-free if and only if it is free.   
 
Here we show that all three conditions are equivalent to the statement that the element 
d≠0 that appears in the Jacobson form of a kernel representation R  of  has degree 
0 ; i.e. )(tIRd ∈ . Note that since tM ≅ D / D d , the degree of d  corresponds to the 
)(tIR -dimension of tM, and therefore, it is uniquely determined by M, or , 
equivalently. If )(0 tIRd ∈≠ , we may put 1=d , with out loss of generality, and then 
the Jacobson form of a full row rank representation ∈R D qp×  of  takes the form 
[ ]0IURV = . 
 
1) Suppose  admits an image representation. This amounts to 
im
A
ker)( =R
A
)(M , or equivalently )ker()( MRim ⋅=⋅  for some D –matrix 
M . This implies that M is torsion free: if 0][ =xe in M, where ∈≠ e0 D and 
∈x D q×1 , then ∈ex D Rp×1 ; i.e. yRex =  for some ∈y D p×1 , which in turn 
implies 0== yRMexM  and, since D is a domain, 0=xM , that is 
)()ker( RimMx ⋅=⋅∈   and hence 0][ =x . Thus M is torsion free and thus 
t M 0= , that is, 1=d . Therefore, the Jacobson form of R is [ ]0I . 
Conversely, if [ ]0IURV = , then we have , with the conforming partition 
[ ]21 VVV = , both IURV =1  and 02 =URV . This implies that  
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)ker()( 2VRim ⋅=⋅ and thus we may choose 2VM = . Therefore,  admits an 
image representation. 
 
2) It is clear that a full row rank matrix R  is right invertible if and only if its 
Jacobson form is right invertible. To see this suppose pIRR =
~
, where 
∈R D qp×  and ∈R~ D pq×  , and [ ]0DURV =  be the Jacobson form of R . 
Then [ ] 11 ~0 −−= URVDI p , which implies 11 ~ −− URV   is a right inverse of 
[ ]0D . Conversely, if [ ] pIRD =~0 , then URV~  will be a right inverse of R , 
because [ ] pIURDUURRV == − ~0~ 1 . However, for the Jacobson form right 
invertibility is equivalent to 1=d . 
 
3) It follows from the decomposition (3.5) that is M free if and only if 
t M≅ D / D 0=d ; i.e. )(tIRd ∈  and hence we may take 1=d .  ♦ 
 
Note: From the above proof we see that the Jacobson form of a full row rank 
representation R of , which admits an image representation is [ ]0IURV =  . 
 
We now provide the behavioral definition of controllability. In the behavioral 
approach, controllability is a property of the system and not of a particular 
representation of the system. In this sense, controllability is a property of the set of 
trajectories admitted by the system, the behavior. The following definition formalizes 
the idea that controllability of a behavior is akin to the ability to switch from one 
trajectory from the behavior to another, using a trajectory in the behavior. So 
controllability is like ability-to concatenate or patchability of elements within a 
behavior. This concept of controllability turns out to be equivalent to the existence of 
an image representation.   
 
Definition 3.9.3: The system  is called controllable if for all ∈21 , ww  and almost 
all IRt ∈0 , there exists ∈w , an open interval IRIt ⊆∈0  such that www ,, 21  are 
smooth on I , and 0>τ  with It ∈+τ0  such that  
 
  



+>
<
=
τ02
01
),(
),()(
tttw
tttw
tw  
 for all It ∈ . 
 
Roughly speaking, Controllability in the behavioral definition means that any two 
trajectories ∈21 , ww  can be connected to another trajectory ∈w  so that in finite 
time 1w  moves via w  into 2w . A similar notion of controllability is given in [22, 23]. 
For time invariant systems, this concept of controllability coincides with the one 
given in [43, Page 152].  
 
Theorem 3.9.4:  is controllable if and only if it admits an image representation. 
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Proof: “If” part: Suppose  admits an image representation and let  
                             
 ∈= w{ A ∃|q 	∈A )(: dtdl Mw = 	}  
 
Let Mw =1 	 1 , Mw =2 	 2 ∈ and 0t  be in ((\ IEIR 	 1 ) (IEU 	 2 () IEU M)). Then 
there exists an open interval IRIt ⊆∈0  such that 	1 , 	 2  and hence 21 , ww  are 
smooth on I . Choose 0>τ  with It ∈+τ0 , and let 	 be a smooth function on I with  
	 =)(t 	 1 )(t   if 0tt <  and 	 =)(t 	 2 )(t  if τ+> 0tt . Then wM 	 has the desired 
property; i.e. w  is smooth on I  and )()( 1 twtw =  for 0tt <  and )()( 2 twtw =  for 
τ+> 0tt . This direction of the proof can also be seen directly from the fact that if  
has an image representation, then ≅ A m  and A m  has the required concatenability 
property. (To see the equivalence, if  has image representation, then M is free, that 
is, M≅ D m×1 . This implies Hom
D
( M, A)≅ Hom
D
( D m×1 ,A)  and hence ≅ A m .) 
 
“Only if” part: Suppose  has no image representation. From (3.6) we know that 
= ⊕a A
m
 where  }0|{ == dwwa . Here it suffices to show that  a  is not 
controllable, because if one component is not concatenable, then the whole is not 
concatenable.  Since  has no image representation  a 0≠ . Let 1w  be the zero 
solution, and let 2w  be a non-zero solution. Then there exists an open interval 
)(\0 dIEIRI ⊆  on which 2w is smooth and does not vanish. Let 00 It ∈ , suppose that 
w  were a connecting trajectory. Then w  is smooth on some open neighbourhood 
0II ⊆  of 0t . On the other hand, 0)()( 1 == twtw  for all It ∈  with 0tt <  implies that 
0)( =tw for all It ∈ , due to the autonomy of . This contradicts 0)()( 2 ≠= twtw  for 
all τ+> 0tt . Thus  a  is not controllable and hence  is not controllable.  ♦ 
 
Example 3.9.5: Consider the matrix [ ])()( tBtAIR dtd −−=  and the behaviour , 
which is represented by R and which consists of all [ ]uxxw 21=  with 
 
  )(1)(
0
1)()()()()( 1 tuttx
t
tutBtxtAtx
t






+




−
=+=&  
 
In view of the Jacobson form of R , computed in example 3.1.3; i.e. 
 
 






−+
=
00
001
1
tdt
d t
URV  
 
The behaviour is not controllable, since tdtd t 1−+   has degree one. In chapter 4, we 
show that this system is not controllable, using the classical controllability test.  
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We now prove that every behavior contains a controllable and autonomous part. In 
fact, as we show next, any behaviour defined by 0)( =wR dtd  can be written as a direct 
sum of a controllable and an autonomous sub-behaviour. 
 
Controllable Part    
 
Controllability is a desired property, since in principle it enables one to steer the 
system to a desired trajectory. This is in contrast to autonomous systems, where we 
can not get off a trajectory once we are on it. Thus controllable systems and 
autonomous systems are two extremes. Autonomous systems are not controllable, 
with the exception of the trivial system  }0{= , corresponding to the behavioral 
equation 0=Iw , where I  is identity matrix of suitable size. That is, the zero behavior 
is both controllable and autonomous. Behaviors that are neither controllable nor 
autonomous have a controllable sub-behavior with in them. Of course it is easy to find 
a controllable sub-behaviour within any behavior, namely, the zero behavior. 
However, one is interested in the largest controllable behaviour contained in a given 
behavior. This largest sub-behavior is defined as the controllable part of the 
behavior.      
 
Theorem 3.9.6: There exists a largest controllable subsystem  c  of , and  can be 
decomposed into a direct sum  
 
   = a ⊕c 
 
where 
a
 is autonomous.  
 
Proof: Let R  be a full row rank representation of , and let  [ ]0DURV =  be the 
Jacobson form of R . Let 1−= VW  be partitioned as 





=
2
1
W
W
W  according to the 
partition of the Jacobson form. Then 
 
  ∈w  [ ] 00 1 ==⇔ wDWWwD . 
 
Let [ ]21 VVV =  be partitioned accordingly and set  
 
   ∈= wc { A }0| 1 =wWq . 
 
Then,  ⊆c , because  
 
 ∈w  c  ⇒  01 =wW  ⇒  01 =wDW  ∈⇒ w . 
 
To see that  c is controllable, we show that  c admits an image representation. From 
IWV = , we obtain: 
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 [ ] 





=





=





I
I
VWVW
VWVW
VV
W
W
0
0
2212
2111
21
2
1
 
 
which implies that 021 =VW . Similarly, IVW =  implies IWVWV =+ 2211 . Thus we 
have )ker()( 21 VWim ⋅=⋅ . To see this let )( 1Wimx ⋅∈ , then 1yWx =  for some y  and 
hence 0212 == VyWxV . Therefore, )ker( 2Vx ⋅∈ . For the other inclusion, let 
)ker( 2Vx ⋅∈ , then 
 
111112211 )()( yWWxVWxVWVWVxxI
y
===+=
321
   
which implies that )( 1Wimx ⋅∈ .  
 
By the fundamental principle,  
 
  ∃⇔= 01wW 	∈A 2: Vwm = 	 
 
⇒   ∈= wc { A ∃|q 	∈A 2: Vwm = 	 }  
 
Therefore,  c is controllable. To prove that  c is the largest controllable subsystem of 
, let  ∈= w{1 A }0| 1 =wRq ,  ⊆1  and  1  controllable. Then we need to show 
that 11 XRW =  for some D-matrix X . Since  ⊆1 , we have  11RXR =  for some 
D-matrix 1X . Since  1  is controllable, it admits an image representation; i.e. 
 ∈= w{1 A ∃|q 	 Lw =: 	}  for some D-matrix L . This implies im A ker)( =L A )( 1R  
and hence )ker()( 1 LRim ⋅=⋅ . Since URDW =1 , we get 
 
 
{
0
0
111 ===
=
LRUXURLLDW  and thus 01 =LDW . As D is a domain, 01 =LW .  
 
Therefore, we must have 121 RXW =  because the rows of 1W  are in )()ker( 1RimL ⋅=⋅ . 
Setting X  2X  we obtain 11 XRW =  for some D-matrix X . Therefore  c is the 
largest controllable subsystem of . 
 
Now define 
 
  ∈= wa { A 0| 1 =wDWq  and 02 =wW } . 
 
Thus  
 
 ∈w a ⇔ 00
0
2
1
=











w
W
W
I
D
. 
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Since 01 =wDW  implies 0=URw  and thus 0=Rw ,  ⊆a . The matrix 





I
D
0
0
 is 
square and full rank. This implies that  a  is autonomous.  
 
To show that ⊆ a + c, let ∈w . Then w  can be written as: 
 
  
321321
ca ww
wWVwWVIww 2211 +== . 
 
Since { 01
0
122 ==
=
wWVWwW a  and { 011111 === wDWwWVWDwDW
I
a , we have 
∈aw  a . Moreover, we have { 02
0
211 ==
=
wWVWwW c , which implies that ∈cw  c . 
This shows that ⊆ a + c. Now it remains to show that  a I c }0{= . For this let 
∈w  a Ic. Thus ∈w  a  implies that 02 =wW  and ∈w  c implies that 01 =wW . 
Therefore 0=Ww  and thus 0=w , because W  is invertible.   ♦ 
 
Example 3.9.7: Returning once more to our previous example, we have  
 
 ∈





−−
−−+
=
t
t
R
tdt
d
dt
d
10
11
D 32×  





−
=
1
01
t
U  
 
 










−−
=
dt
d
tV
11
10
100
   










−
−−+
==
−
001
01
11
1 t
t
WV
dt
d
 
 
Thus the controllable part of  is given by: 
 
  }0)()(,0)()()()(|]{[ 212121 =+−=−−+= txttxtutxtxtuxx dtdTc  
      )}()(),()(|]{[ 12121 ttxtxtutxuxx T === &  
 
and the autonomous part of  is:  
 
  }0))()((,0)()()()(|]{[ 212121 =+−=−−+= txttxdtutxtxtuxx dtdTa  
 
which can be written as 
 
  )}()(,0)(,0)(|]{[ 22121 txtutdxtxuxx Ta −====  
 
where tdtd td 1−+= .  
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Remark: Existence of the largest controllable sub-behavior  c  is related to the fact 
that the sum of two controllable behaviors is also controllable. Since we have defined 

c
 as the largest controllable sub-behavior, uniqueness of 
c
is guaranteed.  
 
Theorem 3.9.8: The torsion part tM of M is a left submodule of M, the module 
M t/ M is torsion-free, and we have the Malgrange isomorphism 
 
   c = Hom D ( M t/ M, A )  
 
Proof: The proof of tM is a submodule of M and M / tM is torsion free is done in 
proposition 2.2.26. Thus it remains to prove the last assertion, that is, M t/ M is 
isomorphic to the system module of  c ; that is,  
 
  D /1 q× D ≅× 1
1 Wp M t/ M 
 
Define :φ D →×q1 M t/ M by txx += ][)(φ M, where ][x  denotes the residue 
class of x  modulo =M D Rp×1 . This map is clearly surjective and linear. Thus it 
suffices to show that =)ker(φ D 11 Wp× . 
 
Recall that 1XWR =  and URDW =1  for some D-matrices X and U and 
),1,,1,1( ddiagD L=  with ∈≠ d0 D. If )ker(φ∈x , then tx ∈][ M. Thus there exists 
∈≠ c0 D such that 0][ =xc , that is, ∈cx D =× Rp1 D ⊆× 11 XWp D 11 Wp× . Since 
D /1 q× D 1
1 Wp×  is torsion free (because of controllability), we have ∈x D 11 Wp× . 
Therefore, ⊆)ker(φ D 11 Wp× . Conversely, if x  is a row of 1W , then either ∈dx D Rp×1  
or ∈x =M D Rp×1  (because URDW =1 ) and thus 0][1 =⋅ x or 0][ =⋅ xd , showing 
that tx ∈][ M. Since tM is a left D –module, this implies that tx ∈][ M for any 
=⋅∈ )( 1Wimx D 11 Wp× . Thus D 11 Wp× )ker(φ⊆ .     ♦ 
 
Remark: We have an exact sequence  
 
  t→0 M →M →M t/ M 0→  
 
and thus 
 
←0 Hom
D
t( M, A) ← Hom
D
( M, A) ← Hom
D
( M t/ M, A) 0←  
 
is also exact. Using Malgrange isomorphism, this corresponds to  
 
  ←0  / c ←  ←  c 0←  
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As tM is torsion module, the quotient  / c  corresponds to an autonomous system, 
which is sometimes called the obstruction to controllability.  
 
 
3.10. Observability 
 
Let  be a behaviour in which the representation matrix is partitioned as 
[ ]21 RRR = . Let the signal vector w  be partitioned accordingly. Then  
 
   ∈= TTT ww ]{[ 21 A 0| 221121 =++ wRwRqq }. 
 
One says that 1w  is observable from 2w  in  if 1w  is uniquely determined by 2w  and 
the fact that 02211 =+ wRwR . This means that 02211 =+′ wRwR  and 
02211 =+ wRwR  should imply that 11 ww ′= . Due to linearity, this is equivalent to  
 
    1   ∈1{w A 0}0| 111 ==wRq . 
 
Theorem 3.10.1: Let  be given by 02211 =+= wRwRRw . Then 1w  is observable 
from 2w  if and only if 1R  is left invertible, that is, there exists a D -matrix X  such 
that 1XRI = .  
 
Proof: The left invertibility of 1R  can be expressed via the exact sequence  
 
  D →⋅× 11 Rg D 011 →×q  
 
which is equivalent to the exactness of  
 
  A ← 1Rg A 01 ←q  
 
which means that 0)(ker 1 =RA , that is,  }0{1 = .     ♦ 
 
A latent variable description of  takes the form   
 
   ∈= w{ A ∃|q 	∈A MRwl =: 	}  
 
where ∈R D qp×  and ∈M D lp× . According to the fundamental principle, we can 
construct a kernel representation for . Thus we can eliminate the latent variable. 
Sometimes one might be interested in the question whether the latent variables 	 are 
also observable from the manifest variables w  in the associated “full” system  
 
 {[=f 	 ∈TTT w ] A |ql+ M 	 Rw= } . 
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The theorem above tells us that this is the case if and only if M  is left invertible.  
Then we have  
 
 ∈= w{ A !| ∃q 	∈A MRwl =: 	}  
 
which is called an observable latent variable representation. 
 
Example 3.10.2: Let D ][ dtdK= , where IRK = or 
, and A ),( KIRC ∞= . Consider  
 
 ∈= TTT yu ][{ A |pm+ ∈∃x DuCxyBuAxxn +=+= ,: & }  
 
This is the input-output system associated to the state space system  
 
DuCxy
BuAxx
+=
+=&
 
 
and the full system consists all TTTT yux ][  that satisfies these equations. Here the 
latent variables correspond to the state x , and the input u  and the output y  are 
considered as manifest variables. Since the state space equations can be written as  
 
  x
C
AI
y
u
ID
B dtd





 −
=











−
0
 
 
we see that observability amounts to the left invertibility of  
 
 




 −
=
C
AI
M dt
d
 
 
Later we will see that this is equivalent to the classical observability criterion, which 
says that    
 
  












=
−1nCA
CA
C
K
M
 
 
should have rank n . This is known as the Hautus test for obsevability.  
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3.11. Reduction to First Order 
 
 
A polynomial matrix ∈R D qp×  can be written in the form  
 
 01 RsRsRR
d
d +++= L  
 
where qpi tIRR
×∈ )( . Without loss of generality we assume that dR  is not the zero 
matrix. Thus our system law takes the form 
 
 0)( 01 =+++ wRRR dtddtdd n
n
L . 
 
If we put  
   
 














=
−
−
w
w
w
n
n
dt
d
dt
d
1
1
M
ξ  
 
we can write the system as  
 
  K =ξ& Lξ  
 
where  K=












d
q
q
R
I
I
O
 and L=












−−−
−110
0
0
d
q
q
RRR
I
I
L
OM
 
 
If dqn =  and pqdk +−= )1( , we have K, L nktIR ×∈ )(  and  
 
0)( =wR dtd     ⇔     ∈∃ξ A :n K =ξ& Lξ , ξ]00[ LqIw = . 
 
This shows that the reduction to first order is nothing but a special way of introducing 
latent variables. Another way of introducing latent variables will be discussed in the 
next section. 
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3.12. State  
 
 
In one of the previous sections we have seen that it is possible to partition the variable 
w  into input and output; i.e. by partitioning R  as ][ PQR −=  one can obtain the 
input output representation of a behavior .  The next question to be answered is that 
of finding an input-state-output representation from a given input output 
representation of a behaviour; i.e. rather than eliminating latent variables we want to 
introduce latent variables, but a special one: the state.  
 
Definition 3.12.1: (State representation problem) Given the input output behaviour  
defined by  {[= ∈]TT yu A |pm+ uQyP dtddtd )()( = } , find INn ∈  and four matrices 
DCBA ,,,  of appropriate dimensions such that the input output behaviour of  
 
  
DuCxy
BuAxxdtd
+=
+=
 
 
is exactly . 
 
Lemma 3.12.2: Let ∈R D qp× . There exists an integer n  and matrices nnIRK ×∈ , 
mpIRM ×∈ , qntIRL ×∈ )( , and qptIRN ×∈ )(   such that the system law 0)( =wR dtd  has 
a first order latent variable representation of the form: 
 
0)( =wR dtd     ⇔     



+=
+=
∃
NwMx
LwKxx
x dt
d
0
:  
 
In addition, we may assume without loss of generality that ),( MK  is observable. 
 
Proof: Here we use the fact that any polynomial     
          
                        ∈++++=
−
−
− 011 1
1
aaaap dtddt
d
ndt
d
n n
n
n
n
L D  
 
can also be written in the following form: 
 
  011
~~~
1
1
aaaap dtdndt
d
ndt
d
n
n
n
n
++++=
−
−
−
L   
 
for some suitably defined coefficients )(~ tIRai ∈ . Let 01 RsRRsR dd +++= L  with 
qp
i tIRR
×∈ )( . Put dpn =  and  
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













=
0
00
p
p
I
I
K
MOO
MO
LL
 












=
−1
1
0
dR
R
R
L
M
 
 
 ]00[ pIM L=   dRN =  
 
(Observe that K  and M  are real matrices, and L  and N are matrices over )(tIR ) 
 
Thus  
  
NwMx
LwKxx
+=
+=
0
&
         ⇔  w
N
L
x
M
KI ndtd






=





−
−
  (3.8) 
 
Premultiplying both sides of (3.8) by the unimodular matrix   
 
  














=
p
p
p
d
pp
I
sI
IssII
U
O
MOO
L
 
 
we obtain: 
 
  w
R
x
I dt
d
n
)(0 





∗
=





−
 
 
where ∗  denotes a polynomial matrix whose exact form is not important. Thus such 
an x  exists if and only if 0)( =wR dtd .  
 
To see the statement on K  and M , we consider the Kalman observability matrix 
O ),( MK ( because we are in the constant case), which is given by: 
 
 O ),( MK














=












=
− 00
0
0
00
1 L
MN
M
L
M
p
p
p
n I
I
I
MK
MK
M
.  
 
Clearly, O ),( MK  has full column rank and hence ),( MK  is an observable matrix pair.  
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The representation obtained above is called an “output-nulling representation”. It is 
a special differential- algebraic equation, in which the differential part GwFxx +=&  
and the algebraic part NwMx +=0  are separated from each other.  
 
For any input output representation uQyP dtddtd )()( = , we can find first order 
representation as follows: 
 
     uQyP dtddtd )()( =  ⇔  
{
0)]()([
)(
=





−
w
R
dt
d
dt
d
y
u
PQ
dt
d
44 344 21
 
   ⇔



+=
+=
∃
NwMx
LwKxx
x dt
d
0
:  
    
   ⇔



++=
++=
∃
yNuNMx
yLuLKxx
x dt
d
21
21
0
: . 
 
When pptIRN ×∈ )(2  is non-singular, we can write the second equation as: 
 
  )( 112 uNMxNy +−= −   
 
Substituting in the first equation we get: 
 
  uNNLLxMNLKxdtd )()( 11221122 −− −+−=   
 
 
Setting  MNLKA 122 −−=  
1
1
221 NNLLB
−
−=  
 MNC 12
−
−=  
 1
1
2 NND
−
−=  
 
we obtain: 
 
uQyP dtddtd )()( = ⇔



+=
+=
∃
DuCxy
BuAxx
x
&
:  
 
The matrices CBA ,,  and D  are matrices over ).(tIR  The explicit equation  
 
DuCxy
BuAxx
+=
+=&
 
 
is called the state space representation of .    ♦ 
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Chapter 4 
 
 
 
Realization Theory 
 
 
Our goal in this chapter is to address the realization problem for continuous-time 
time-varying linear systems. We first present a procedure for constructing state space 
models that are compatible with a given transfer matrix. We will obtain a realization 
theory very analogous to the time-invariant case. We define (in the classical sense) 
concepts of controllability and observability and show how these concepts are related 
with the concept of minimality of a realization. Moreover, we show how the 
uncontrollable and unobservable parts of a system may be factored out. 
Controllability and observability conditions, which involve only system coefficient 
matrices and a finite number of their derivatives, are given.  
 
4.1. Transfer Matrices 
 
In an input -output representation of a behaviour, the matrix R , which represents the 
behaviour, is assumed to be of the form ],[ PQR −= , where ∈P D pp× has full rank 
and ∈Q D mp× . The rational matrix ∈= − QPH 1 К mp× , where К is the field of left 
fractions of D, is called the transfer matrix of the input-output representation. 
  
In the time-invariant case, the transfer matrix of the state space system 
 
   
DuCxy
BuAxx
+=
+=&
 
 
where mpnpmnnn IRDIRCIRBIRA ×××× ∈∈∈∈ ,,,  is given by  
 
  DBAICH +−∂= −1)( . 
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In this section we will show that the transfer matrix of the state space system in the 
time-varying case can also be written in this form. To do that, we need the following 
preliminary results.  
 
 For any ∈∂=∑ iiRR D nn× , 0≠R , we define the degree of R  by 
}0:max{)deg( ≠= iRiR . An element ∑ ∂= iiRR  of degree m  is said to be monic if 
nm IR = . The following result shows that elements of D
nn×
 can be divided (on the 
left) by monic elements. 
 
Lemma 4.1.1: Let ∈C D nn× , and let ∈A D nn×  be monic with degree q . Then there 
exist polynomial matrices ∈RQ, D nn×  with qR <)deg(  such that 
  
  RQAC +=  
 
Proof:  Let  
 
01
1
1 CCCCC
m
m
m
m +∂++∂+∂= −− L , and   
011
1 AAAA q
qq +∂++∂+∂=
−
− L .  
 
We use induction on the degree of C ; i.e. m . 
 
When )..(0 0CCeim ==  we will have the following two cases: 
 
)i  If )deg()deg( CA > , then we let 0=Q , 0CCR == . 
)ii  If )deg()deg( CA =  (i.e. )0=q then we let 100 −= ACQ  and 0=R . 
 
Thus the lemma is true for 0=m . Assume the lemma has been proved for polynomial 
matrices of degree m< . Without loss of generality we may assume that 
)deg()deg( CA ≤  (otherwise if qm <  we let CRandQ == 0 ). Then 
  
  01
1
1
1 AAAA qmqmq
mmqm −+−
−
−− ∂+∂++∂+∂=∂ L  
   
which implies that  
 
         
]~~~~[ 0112211 qmqmmqmqmmmqmm AAAACCAC −+−−−−−− ∂+∂++∂+∂+∂=∂ L  
          
]~~[)( 0110111 qmmmqmmm ACACCCCC −−−−− ∂++∂++∂++∂−= LL
 
][ 0111 4444 34444 21 L
E
m
m EEEC +∂++∂−= −−  
 
where imqmii ACCE +−−=
~
 for 1−≤≤− miqm , and ii CE =  for qmi −<≤0 .  
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Therefore,  
   ECAC qmm −=∂ −  
 
where E  has degree less than m . By induction assumption, RandQ1∃  such that 
 
 RAQE += 1  with qAR =< )deg()deg( . 
 
Thus, we let 1QCQ qmm +∂= −   to conclude the proof.                                              ♦ 
 
Now since )(tIRK =  is a field, it is a noetherian ring. By theorem 2.3.8, the skew 
polynomial ring D = ][ dtdK  is a noetherian ring. 
 
Theorem 4.1.2: Let ∈C D nn×  and let ∈A D nn×  be monic, then there exists a monic 
element ∈d D and an ∈X D nn× , such that 
 
   XAdC = . 
 
Proof: As D is a left module over itself, then D Ann×  is a left submodule of D nn× . Let 
=H D nn× /D nn× A  be the quotient module, whose elements are denoted by 
∈xx],[ D nn× . By construction, H is cyclic as a left D-module with generator ].[I   
 
Now, let .][ HC ∈  By lemma 4.1.1, there exist RQ,  such that RQAC += . Thus 
][][ RC = . Since )deg()deg( AqR =< , the elements of H  can be generated by nnK × -
linear combinations of ][,],[],[ 11 III qqdtddtd −
−
L . Hence, H is finitely generated as a left 
nnK × -module. 
 
Define 
  IKK nn ααγ a,: ×→  
 
which is the ring homomorphism embedding K  in nnK × . If we define a left 
multiplication by 
 
  ][])([][])[,(, CCCCHHK ααγαα ==→× a  
 
then H  becomes a left K -module. Since nnK ×  is finitely generated when viewed as a 
left K -module, and H is a finitely generated nnK × -module, it follows that H is 
finitely generated as K -module [6]. As K  is a left noetherian ring, H is a left 
noetherian K -module [39].  
 
Now, given HCC r ∈][,],[ 1 L , let ][],[ 1 rCC L  denote the K -submodule of H  
generated by ][,],[ 1 rCC L . Given ∈C D nn× , consider the following ascending 
sequence of K - submodules of H : 
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LLL ⊆⊆⊆⊆ ][,],[],[][],[][ CCCCCC ssdtddtddtd  
 
Since H  is a noetherian K -module, the sequence must be finite; that is, there exists 
an integer s such that  
 
 ][,],[],[][,],[],[ 11 CCCCCC ssss dtddtddtddtd LL =−
−
. 
 
Thus,  
  ∑
−
=
=
1
0
][][
s
i
dt
d
idt
d CC i
i
s
s
α   for some Ki ∈α  
 
which implies that 0])[(
1
0
=−∑
−
=
C
s
i
dt
d
idt
d
i
i
s
s
α  and thus ∈−∑
−
=
C
s
i
dt
d
idt
d
i
i
s
s )(
1
0
α  D nn× A . 
Therefore, there exists ∈X  D nn×  such that XAC
s
i
dt
d
idt
d
i
i
s
s
=−∑
−
=
)(
1
0
α .   ♦ 
 
Corollary 4.1.3: If ∈A D pp×  is monic, then A  has an inverse over К, where К is the 
field of left fractions of D. 
  
Proof: By theorem 4.1.2 (taking IC = ), there exists a monic ∈d D and a matrix 
∈X D pp×  such that XAdI =  which implies that XAIdI )( 1−= . It is proved in 
appendix C that XAIdI )( 1−=  implies XIdAI )( 1−= . Thus XIdA )( 11 −− = . ♦ 
 
Definition 4.1.4: An m -input, p -output linear state space system over )(tIRK =  is a 
quadruple ),,,( DCBA  of mpnpmnnn ×××× ,,,  matrices over K  together with the 
dynamical equations 
 
  )()()()()(
)()()()()(
tutDtxtCty
tutBtxtAtx
+=
+=&
    (4.1) 
 
where pmn IRtyIRtuIRtx ∈∈∈ )(,)(,)(  are state, input and output vectors 
respectively at time .IRt ∈    
 
Theorem 4.1.5: The transfer matrix of the state space representation (4.1) is: 
 
  )()())()(( 1 tDtBtAItCH +−∂= −  
 
Proof: Consider the state space system 
 
  )()()()()(
)()()()()(
tutDtxtCty
tutBtxtAtx
+=
+=&
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which is equivalent to (Omitting the argument t ):  
 
 











−
=




 −∂
y
u
ID
B
x
C
AI 0
.      
 
Let U  be a unimodular matrix such that 
 
 





=




 −∂
0
1R
C
AI
U        (4.2) 
 
where ∈1R D
nn×
 has full row rank. Then we have: 
 












−
=





=




 −∂∃⇔



+=
+=
∃
y
u
ID
B
Ux
R
x
C
AI
Ux
DuCxy
BuAxx
x dt
d
dt
d
dt
d
dt
d 0)()(
0
)()(:: 1&  
 
         











−
−
=




∃⇔
y
u
UDUBU
UDUBU
x
R
x dt
d
dt
d )()(
0
:
443
2211
         
 
where 





=
43
21
UU
UU
U  . By the fundamental principle, this is also equivalent to: 
 
 0)())(( 443 =+− yUuDUBU dtddtd .      (4.3) 
 
We claim that 4U  has full rank. From (4.2), we have 0)( 43 =+−∂ CUAIU , and thus 
1
43 )( −−∂−= AICUU , where 1)( −−∂ AI  is the inverse of )( AI −∂ . 
 
This shows that the columns of 3U  are К-linear combinations of the columns of 4U . 
Since ][ 43 UU  has full row rank p , we get 443 ][ UrankUUrankp == . This implies 
that ∈4U D
pp×
 has full rank. 
 
Thus, from (4.3) we get an input-output representation with transfer matrix 
 
 )( 4314 DUBUUH −−= −  
                 
DBAIC
DBAICUU
DBUU
+−∂=
+−∂−−=
+−=
−
−
−
−
1
1
4
1
4
3
1
4
)(
))((  
 
which completes the proof.       ♦  
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4.2. Realization Problem   
 
 
The realization problem as we shall study it here is to pass from an input-output 
description of a system in transfer matrix form to a state space description of the type 
(4.1). That is, given H , we find matrices DCBA ,,,  with appropriate dimensions 
such that DBAICH +−∂= −1)( . This is known as the realization problem. If 
DBAICH +−∂= −1)(  then the matrix quadruple ),,,( DCBA  is called a realization 
of H , and H  is called realizable. 
 
We first observe that if we are given a transfer matrix ∈H  К mp× , using the left Ore 
property of D, we can write H  as:  
 
  ∈≠= − dNdH 0,1 D  and ∈N D mp×  
 
where d  is a left common multiple of all denominators of entries of H . 
 
Now, let ∈= ijij hhH ),( К. Then, ijijij adh 1−=  for some ∈≠ 0, ijij da D. Since D has 
also the right Ore property ija  and ijd  have a right common multiple; i.e., there exist  
∈≠ 0~,~ ijij da D such that  
 
  ijijijij adda ~
~
=     
 ⇒ 1
~
~
1
−
=
−
ijijijij daad  
 
Thus, )~()( ijij hhH ==  where 1
~
~
~
−
= ijijij dah . If d
~
 is a right common multiple of the 
ijd
~
’s, we get  
 
  ∈≠= − ddNH ~0,~~ 1 D and ∈N~ D mp× . 
 
Thus any ∈H  К mp×  can be written as NdH 1−=  and 1~~ −= dNH  for some 
polynomial matrices N  and N~  over D and ∈≠ dd ~,0 D. 
 
Properness of linear time-varying systems 
 
The well-known classical definition of properness says that a constant linear system is 
proper if the entries of its transfer matrix are proper rational fractions, that is, the 
degrees of the numerators don’t exceed the denominator degrees. We now examine 
the non-commutative case.   
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A left (resp. right) factorization of ∈d К is the datum ∈ba, D such that 
 
  ).( 11 −− == abdrespabd .  
 
Consider different left and right factorisations of an element ∈d К, for instance  
 
   4
1
43
1
3
1
22
1
11 ababbabad
−−−−
==== . 
 
From the equality 3
1
3
1
11 abba
−−
= , we get 1313 baab = . Thus we have  
 
  )deg()deg()deg()deg( 3311 baba −=− .   (4.4) 
 
From the equality 3
1
3
1
22 abba
−−
=  it follows that 2323 baab = . Thus we have  
 
  )deg()deg()deg()deg( 3322 baba −=− .   (4.5) 
 
From (4.4) and (4.5), we obtain: 
  
  )deg()deg()deg()deg( 2211 baba −=− . 
 
Similarly, one can establish )deg()deg()deg()deg( 4433 baba −=− . Hence, the 
difference of numerator and denominator degrees doesn’t depend on the (left or right) 
factorization and hence the notion of proper rational fractions can be extended to the 
non-commutative case. Thus we will have the following definition. 
 
Definition 4.2.1: An element ∈h К is called proper if it can be written in the form 
ndh 1−=   for some ∈≠ d0 D and ∈n D with )deg()deg( nd ≥ . Equivalently, we 
have 1~~ −= dnh  with )~deg()~deg( nd ≥ .  
 
We define: 
 
 vectortheofentriestheallofreehighestthe
vectorpolynomial
aofreethe
deg
deg
=



 
 
and analogously for matrices. 
 
Therefore, we say the transfer matrix NdH 1−=  is proper (strictly proper) if 
))deg()(deg()deg()deg( dNdN ijij <≤  for all ., ji  
 
Remark: The sum and product of two proper functions is again proper (for the proof 
see appendix B). Thus the proper functions form a subring of the field К. 
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Theorem 4.2.2: H  is realizable if, and only if, it is proper. 
 
Proof: Let ∈H  К mp×  be proper, then H can be written as 1HDH +=  with 
mptIRD ×∈ )(  and ∈1H  К mp×  strictly proper. Thus, 11 −= NdH  with 
01
1
1 dddd
v
v
v +∂++∂+∂= −
−
L  and 01
1
1 NNNN
v
v +∂++∂= −− L  for some 
mp
ii tIRNtIRddv
×∈∈= )(),(),deg( .  Put vmn =  and  
 
















−−−−
=
−
IdIdIdId
I
I
I
A
v 1210
000
000
000
L
L
MOMMM
L
L
 
















=
mI
B
0
0
0
M  [ ]10 −= vNNC L  
 
Then, ),,,( DCBA  is a realization of H. To see this we have: 
 












=












∂
∂
−∂
− dII
I
I
AI
v
0
0
)(
1
M
M
 
 
Thus,  
 BdAI
dI
AI
I
I
I
v
11
1
)(
0
0
)( −−
−
−∂=












−∂=












∂
∂ M
M
 
 
Pre-multiplying this by C, we obtain 
 
 BdAICN
I
I
I
C
v
1
1
)( −
−
−∂==












∂
∂
M
 
 
⇒  BAICNd 11 )( −− −∂=  
 
⇒ BAICH 11 )( −−∂=  
 
Therefore, DBAICDHH +−∂=+= −11 )( . 
 
 
 75 
4.3. CANONICAL STRUCTURE OF LINEAR TIME-VARYING SYSTEMS 
 
Conversely, suppose H  is realizable. Then DBAICH +−∂= −1)( . To show that H  
is proper, it suffices to show that 1)( −−∂ AI  is strictly proper. To see this, we first 
show that the strict properness of   ∈X К ⋅×⋅  implies that 1)( −+= XIY  is proper. Let 
NdY 1−=  and 1~~ −= dNX . Since IXIY =+ )( , we obtain: 
 
  IddNNdN ~~~ =+ . 
 
Thus )~deg()deg()~~deg( ddNNdN +=+ . But since )~deg()~deg( dN < , NN ~  
contributes nothing to the degree of NNdN ~~ + . Therefore we get: 
   )~deg()deg()~deg( dddN +=  
 
which implies that )~deg()deg()~deg()deg( dddN +=+  and thus )deg()deg( dN = . 
Therefore, NdY 1−=  is proper. Now, if we consider W  1)( −−∂ AI , we can write W  
as 111111 ])([)]([)( −−−−−− ∂−∂+=∂−∂=−∂=
43421
X
AIAIAIW  . Since X  A1−∂−  is 
strictly proper, 11 )]([ −−−∂+ AI  is proper and hence 1)( −−∂= AIW  is strictly proper.♦   
 
Thus, any proper rational matrix H  is realizable. Let ),,,( DCBA  be a realization of 
H  with nntIRA ×∈ )( . We call the number n  the size of the realization. Of course, it 
is desirable to have small realizations. We say that a realization of H  is minimal if 
there exists no realization of H  with a smaller size. The realization one would obtain 
in the proof above is usually not a minimal one. The minimality question is discussed 
in the next section. Minimality of a system realization is intimately connected with the 
concepts of controllability and observability. A brief review of these concepts will 
also be given in the next sections. For further detail see [27], [28], and [48]. 
 
Remark: The usual argument from the commutative case, which uses the 
representation of 1)( −−∂ AI  as a fraction of its adjugate matrix and its determinant 
does not work here.  
 
 
4.3. Canonical structure of linear time-varying systems 
 
 
In this section we shall show how a given (uncontrollable and/or unobservable) 
realization ),,( CBA  can be transformed into another realization where the 
controllable and uncontrollable and the observable and unobservable state variables 
can be clearly identified/separated. Moreover, we show that minimality of a system 
realization is connected with the concept of controllability and observability [27], 
[28], [48]. We will do this in a purely analytic approach. 
 
 
 
 76 
           4.3. CANONICAL STRUCTURE OF LINEAR TIME-VARYING SYSTEMS 
 
4.3.1. Analytic approach to controllability 
 
Consider systems of the form  
  
 00 )(),()()()()( xtxtutBtxtAtx =+=&     (4.6a) 
 )()()( txtCty =        (4.6b) 
 
where nIRtx ∈)( is the state,  mIRtu ∈)(  is the input or control, pIRty ∈)(  is the 
output, and )(),(),( ⋅⋅⋅ CBA are real rational matrices. 
 
It is well known that the solution of this system is given, by the variation of constants 
formula, as 
  
  ττττϕ duBtxttuxtttx
t
t
)()(),(),(),,;()(
0
0000 ∫Φ+Φ==   (4.7) 
 
where ),( ⋅⋅Φ is the state transition matrix (STM)  associated with the homogeneous 
system )()()( txtAtx =& . The concept of controllability is defined as follows: 
 
Definition 4.3.1:  Let IRt ∈0 , 0t  not a pole of )(⋅A or )(⋅B . Then: 
 
1. A state )( 00 txx = of (4.6a) is said to be controllable at 0t  if there exists a finite 
time 01 tt >  and an input 0u  defined on ],[ 10 tt  and depending in general on 0x  as 
well as 0t , such that  
 
  0),,;( 0001 =uxttϕ .      (4.8) 
 
2. We say the system is (completely) controllable at 0t  if any state )( 0tx  in nIRX =  
is controllable at 0t . 
 
Remark: a) When we write 0),,;( 0001 =uxttϕ  we mean that the initial value problem  
 
  



=
+=
00
0
)(
)()()()()(
xtx
tutBtxtAtx
IVP
&
                                      (4.9) 
 
is well-posed, i.e., any time in  ],[ 10 tt  is not a pole of )(⋅A  or )(⋅B , or, which means 
that (4.9) has a unique solution on ],[ 10 tt . If ],[ 10 tt  contains no pole, we say it is pole 
free.  
b) Since )(⋅A  and )(⋅B  are analytic on ],[ 10 tt , ),( ⋅⋅Φ  is also analytic on ],[ 10 tt . 
c) As suggested by the above definition, the concept of controllability defines an 
“existence problem”. This will become apparent in what follows: 
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From the variation of constants formula, if 0x  is controllable at 0t , we have 
  ττττ duBtxtt
t
t
)()(),(),(0
1
0
1001 ∫Φ+Φ=  
for some 01 tt >  with ],[ 10 tt  pole free. Premultiplying both sides of this equation by 
),( 10 ttΦ  and exploiting the semi-group property of the STM then gives us: 
 
  ττττ duBtx
t
t
)()(),(
1
0
00 ∫Φ=− . 
 
This expression, and our definition of controllability, suggests that we carefully study 
the property of the following linear operator: 
 
     ∫Φ→
1
0
1
)()(),(,: 0
t
t
n
t duBtuIRUL ττττa  
 
where U  is the space of admissible inputs. For this chapter we let =U  (C
 p)m ; where 
C
 p is the space of piecewise continuous functions on IR .  
  
This means that a control Uu ∈  which will drive the state from 00 )( xtx =  to 
0)( 1 =tx  will exist if and only if 0x−  lies in the image of the linear operator 1tL , 
denoted by )(
1t
Lim . To study this problem, it is useful to define the so-called 
controllability Gramian as follows:  
 
  τττττ dtBBtttW TT
t
t
),()()(),(),( 0010
1
0
ΦΦ= ∫ . 
 
Note that ),( 10 ttW is an nn ×  symmetric matrix which is at least positive semi-
definite. 
 
Notation: We will often write L and W  leaving out the explicit dependence on 0t  
and 1t . 
 
Theorem 4.3.2: The images of L  and W  are equal. 
 
Proof: We prove )()( WimLim ⊇  and )()( WimLim ⊆ . 
 
(⊇): Suppose )(Wimx ∈ . Then  
 
  
nIRvsomeforWvxWimx ∈=⇒∈ )(  
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        ⇒ τττττ vdtBBtx TT
t
t
),()()(),( 00
1
0
ΦΦ= ∫  
       Lu=  where mTT IRvtttBtu ∈Φ= ),()()( 0  
         ⇒ )(Limx ∈  
 
       Thus ).()( LimWim ⊆  
 
(⊆): Suppose )(Limx ∈ . Let ⊥∈ )]([ Wimz . Then we have 0=Wz , which implies that 
 
 
∫
∫
Φ===
=ΦΦ=
1
0
1
0
),()()(0)()(
0),()()(),(
0
0
t
t
TTT
T
t
t
TTT
zttBtkwheredkk
zdtBBtzWzz
ττττ
τττττ
 
 
Since )(⋅k  is a continuous function of τ on ],[ 10 tt (since there is no pole in ],[ 10 tt ) and 
the integrand 0)()( ≥ττ kk T , it follows that ],[0)()( 10 ttkk T ∈∀= τττ . Hence, 
],[0)( 10 ttk ∈∀= ττ . As )(Limx ∈ , there exists u  such that xLu =  and hence 
 
 0)()()()(),(
0
0
1
0
0 ==Φ== ∫∫ τττττττ
t
t
T
t
t
TTT dukduBtzLuzxz . 
 
Thus we have shown that )()]([ WimWimx =∈ ⊥⊥ , which implies )()( WimLim ⊆ . 
Therefore ).()( WimLim =         ♦ 
 
The following corollary follows from our discussions above.    
 
Corollary 4.3.3: a) 0x  is controllable at 0t  if and only if for some 01 tt >  it belongs  
          to the image of W . 
 
                 b) nIRLim =)(  if and only if W  is non-singular. 
 
Theorem 4.3.4: ),( 10 ttW is non-singular if and only if the n  rows of )(),( 0 ⋅⋅Φ Bt  are 
linearly independent on ],[ 10 tt  over the field IR . 
 
Proof: (⇒) Suppose that the rows of )(),( 0 ⋅⋅Φ Bt  are linearly dependent on ],[ 10 tt  
over IR . Then there exists nIR∈≠ α0  such that ],[0)(),( 100 ttttBttT ∈∀=Φα , 
which implies that 
 
 
 
 79 
4.3. CANONICAL STRUCTURE OF LINEAR TIME-VARYING SYSTEMS 
 
 
         ∫ =ΦΦ=
1
0
0),()()(),(),( 0010
t
t
TTTT dtBBtttW ττττταα  
 
Since 0≠α , this implies that ),( 10 ttW  has a non-trivial null space. Since ),( 10 ttW  is 
square, we get that ),( 10 ttW  is singular. 
 
 (⇐) Suppose that ),( 10 ttW is singular. Then there exists nIR∈≠ α0  such that   
0),( 10 =αttW .  Thus we have   
 
                     0),()()(),(),( 0010
1
0
=ΦΦ= ∫ ταττττααα dtBBtttW TT
t
t
TT
 
 ∫ ==
1
0
0)()(
t
t
T dkk τττ where αττ ),()()( 0tBtk TT Φ=  
 
Since the integrand )()( ττ kk T  is non-negative and continuous, it follows that 
],[0)()( 10 ttkk T ∈∀= τττ . Therefore, ],[0)( 10 ttk ∈∀= ττ  and thus 
],[0)(),( 100 ttttBttT ∈∀=Φα . This shows that the rows of )(),( 0 ⋅⋅Φ Bt  are linearly 
dependent.          ♦ 
 
The following result is proved in [19, Theorem 2.4].  
 
Theorem 4.3.5: Let 0t  be not a pole of )(⋅A  and )(⋅B . Then the following are 
equivalent: 
 
a) The system (4.6a) is controllable at 0t . 
b) There exists a finite time 01 tt >  with ],[ 10 tt  pole free such that .)( 1 nt IRLim =  
 
Therefore we have the equivalence of the following results:   
 
• The system is controllable at 0t . 
• There exists a finite 01 tt >  with ],[ 10 tt  pole free such that 010 ),( xvttW −=  
has a solution v  for any given nIRx ∈0 . 
• There exists a finite 01 tt >  with ],[ 10 tt  pole free such that ),( 10 ttW  is non-
singular. 
• There exists a finite 01 tt >  with ],[ 10 tt  pole free such that the n -rows of 
)(),( 0 ⋅⋅Φ Bt  are linearly independent on ],[ 10 tt  over IR . 
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Assume  ),( 10 ttW  is non-singular. Then the system is controllable at 0t  and the 
input  
 
  010
1
00 ),(),()()( xttWtttBtu TT −Φ−=     (4.10) 
 
will transfer the state from 00 )( xtx =  to 0)( 1 =tx . Since the trajectory between 0x  
and 0 is not specified, there are generally many different inputs u  that can transfer 0x  
to 0 at time 1t . We now show that the control given in (4.10) is the minimum energy 
control, i.e., the control which minimizes 
 
  
)()()()()(..
)(min
1
0
2
tutBtxtAtxts
dttu
t
t
u
+=
∫
&
 
                         0)(,)( 100 == txxtx   
 
where 2
1)(),()( tututu = , the Euclidean norm. 
 
Theorem 4.3.6: Let )(0 ⋅u  be the input given in (4.10) and let )(1 ⋅u  denote any other 
control which drives the state from 00 )( xtx =  to 0)( 1 =tx . Then  
 
  ∫∫ ≤
1
0
1
0
2
1
2
0 )()(
t
t
t
t
dudu ττττ  
 
Proof: Since 0u  and 1u  both drive the state from 00 )( xtx =  to 0)( 1 =tx , we have  
 
 ττττττττ ∫∫ Φ=Φ=−
1
0
1
0
)()(),()()(),( 00100
t
t
t
t
duBtduBtx  
 
which implies  
 
  ∫ =−Φ
1
0
0)]()()[(),( 010
t
t
duuBt τττττ  
 ⇒  0),(,)]()()[(),(
1
0
010
1
010 =−−Φ∫ −
t
t
xttWduuBt τττττ  
 
From the property of inner product, we have: 
  
  0),()](),([),()(
1
0
010
1
001 =Φ−−∫ − τττττ dxttWBtuu
t
t
T
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which implies that  
 
  0)(),()(
1
0
001 =−∫ ττττ
t
t
duuu . 
 
On the other hand, we have 
 
  ∫∫ +−=
1
0
1
0
2
001
2
1 )()()()(
t
t
t
t
duuudu ττττττ  
               
τττττ
τττττττττ
∫ ∫
∫ ∫ ∫
+−=
−++−=
1
0
1
0
1
0
1
0
1
0
2
0
2
01
001
2
0
2
01
)()()(
)(),()(2)()()(
t
t
t
t
t
t
t
t
t
t
duduu
duuududuu
 
 
Since ∫ −
1
0
2
01 )()(
t
t
duu τττ  is always non-negative, we conclude that 
 
  ∫∫ ≥
1
0
1
0
2
0
2
1 )()(
t
t
t
t
dudu ττττ .     ♦ 
 
Now let )( 0tk  denote the set of all states that are controllable at 0t . 
 
Convention: When 0t  is a pole, we set }0{)( 0 =tk . 
 
Theorem 4.3.7: )( 0tk  is a linear subspace of .nIRX =  
 
Proof: With out loss of generality assume that  0t  is not a pole ( if 0t  is a pole, then  
}0{)( 0 =tk  is a trivial subspace of nIRX = ). Clearly )(0 0tk∈  because 
0)0,0,;( 0 =ttϕ  for all 0tt ≥ . Let )(, 021 tkxx ∈ , and IR∈21 ,λλ . We need to show 
that )( 02211 tkxx ∈+ λλ . Since )( 01 tkx ∈ , there exist a finite time 01 tt >  and a 
control )(1 tu  defined on ],[ 10 tt  such that  
 
  ),,;(0 1101 uxttϕ= . 
            
Similarly, )( 02 tkx ∈  implies that there exists a finite time 02 tt >  and Uu ∈⋅)(2  
defined on ],[ 20 tt  such that  
 
  ),,;(0 2202 uxttϕ= . 
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Without loss of generality assume 12 tt > . Define 
 
  



<<
<
=
21
11
1 0
)()(~
tttfor
ttfortu
tu  
 
Consider 2211~ uu λλ + . Then: 
 
 ),,;()~,,;()~,,;( 22022110212211221102 uxttuxttuuxxtt ϕλϕλλλλλϕ +=++   
           
0
)0),,,;(,;( 1101121
=
= uxtttt ϕϕλ
 
 
Therefore, )( 02211 tkxx ∈+ λλ  and hence )( 0tk  is a subspace of .nIRX =   ♦ 
 
Theorem 4.3.8: If 1x  is controllable at 1t , then )0,,;( 1100 xttx ϕ=  is controllable at 
10 tt ≤ . Therefore,  
 
 )(),()( 1100 tktttk Φ⊇   for all 10 tt ≤  and ],[ 10 tt  pole free. 
 
Proof: If 1t  is a pole, then }0{)( 1 =tk  and )(}0){,( 010 tktt ⊆Φ . Suppose 1t  is not a 
pole and 1x  is controllable at 1t . Then there exists 2t  and )(⋅u , defined on ],[ 21 tt  such 
that  
 
 ∫Φ+Φ==
2
1
)()(),(),(),,;(0 2112112
t
t
duBtxttuxtt ττττϕ . 
Define 
 



>
<
=
1
1
)(
0)(~
ttfortu
ttfor
tu  
 
Thus, we show that u~  transfers )0,(),( 200 ttoxt . Clearly 1100 ),( xttx Φ=  and hence  
 ∫Φ+Φ=
2
0
)(~)(),(),()~,,;( 2002002
t
t
duBtxttuxtt ττττϕ  
   
0
)()(),(),(
2
1
2112
=
Φ+Φ= ∫
t
t
duBtxtt ττττ
 
 
Therefore, 1100 ),( xttx Φ=  is controllable at 0t , and hence  
 
 )()(),( 0110 tktktt ⊆Φ  
 
for all 10 tt ≤  and ],[ 10 tt  pole free.       ♦ 
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Therefore, if the system given in (4.6) is controllable at 1t , then it is controllable at 
10 tt ≤  with ],[ 10 tt  pole free. 
 
As we have seen previously, controllability is a system property, which is completely 
independent of the way in which the output of the system formed. It is the property of 
the couples ))(),(( ⋅⋅ BA . The “dual” of controllability is observability, which depends 
only on the output but not on the input. We will discuss this concept in the next 
section. 
 
 
4.3.2. Analytic approach to observability  
 
 
Observability is concerned with the ability of determining the present state )( 0tx  from 
knowledge of present and future system output )(ty  and input ].,[),( 10 ttttu ∈  
Consider the system given in (4.6). 
 
Definition 4.3.9: Let IRTt =∈0  be not a pole of )(⋅A  and/or )(⋅C . Then: 
 
1. A state )( 00 txx =  is said to be observable at 0t  if there exists a finite time 01 tt >  
with ],[ 10 tt  pole free such that )( 00 txx =  can be determined from the knowledge of 
)(ty and ],[),( 10 ttttu ∈ . 
 
2. We say the system is observable at 0t  if any state 0x  at 0t in 
nIRX =  is 
observable. Otherwise, the system is said to be unobservable at 0t . 
 
Duality: Given system (4.6), the system given by 
 
  
)()()(
)()()()()(
∗∗∗∗∗
∗∗∗∗∗∗∗∗
=
+=
txtBty
tutCtxtAtx
T
TT&
    (4.11) 
 
where ∗−=− tttt 00  is the dual of system (4.6). This system is assumed to be running 
backwards in time. 
 
Lemma 4.3.10: If ∗Φ  is the transition matrix of (4.11), then ),(),( 00 tttt TΦ=Φ ∗∗∗ . 
 
Proof: See appendix B. 
 
Consider now the dual space ∗X  of X . We call ∗∗ ∈ Xx  a costate of (4.6) and its 
value at x  is given by 〉〈 ∗ xx , . 
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Definition 4.3.11: A costate ∗0x  of (4.6), with 0)( ≡tu , is observable at 0t  if there 
exists a finite time 01 tt <− with ],[ 01 tt−  pole free and a linear functional ∗u  on pIR  
defined on ],[ 01 tt−  and depending in general on ∗0x  and 0t  such that 
 
 ∫
−
〉〈=〉〈 ∗∗
0
1
)(),()(, 00
t
t
dttytutxx  for all )( 0tx  in nIRX = . 
 
In other words, a costate observable at 0t  is a linear functional on X  whose value can 
be explicitly evaluated (no matter what the actual state of the system happens to be) 
by means of a linear operation on the system output during a finite interval preceding 
0t , and containing no pole. 
 
Lemma 4.3.12: If ∗0x  is an observable costate at 0t  of the system (4.6), then it is a 
controllable state of (4.11) at 00 tt =∗ . 
 
Proof: Suppose ∗0x  is an observable costate at 0t  of (4.6). Then there exists 01 tt <−  
with ],[ 01 tt−  pole free and ∗u  on pIR  defined on ],[ 01 tt− , such that 
 
 ∫
−
〉〈=〉〈 ∗∗
0
1
)(),()(, 00
t
t
dttytutxx  for all )( 0tx  in nIRX =  
 
which implies that 
 
∫ ∫
− −
Φ== ∗∗∗
0
1
0
1
)(),()()()()()( 0000
t
t
t
t
TTT dttxtttCtudttytutxx  for all )( 0tx  in nIRX = . 
⇒ 0)(]),()()([ 000
0
1
=Φ− ∫
−
∗∗ txdttttCtux
t
t
TT
 for all )( 0tx  in nIRX =  
⇒ ∫
−
Φ= ∗∗
0
1
),()()( 00
t
t
TT dttttCtux  
⇒ ∫
−
∗∗ Φ=
0
1
)()(),( 00
t
t
TT dttutCttx ∫
−
∗∗Φ=
0
1
)()(),( 0
t
t
T dttutCtt  
⇒ ∫
−
∗
−
∗
−
∗∗ ΦΦ=−
1
0
)()(),(),( 1100
t
t
T dttutCttttx  
⇒ ∫
−
∗
−
∗∗
−
∗ Φ=Φ−
1
0
)()(),(),( 1001
t
t
T dttutCttxtt  
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which implies  
 
∫
−
∗
−
∗∗
−
∗ Φ+Φ=
1
0
)()(),(),(0 1001
t
t
T dttutCttxtt . 
 
Hence, ∗0x  is a controllable state of (4.11) at 00 tt =∗ .     ♦ 
 
Remark: The converse of the above lemma is also true. 
 
Now let )( 0tL∗ = Costates observable at 0t . Then if 0t  is a pole, }0{)( 0 =∗ tL . 
 
Lemma 4.3.13: )( 0tL∗  is a linear subspace of ∗X . 
 
“Dualizing” the result in theorem 4.1.8, we get: 
 
   )()(),( 0110 tLtLtt ∗−∗−∗ ⊆Φ for all 01 tt <−  and ],[ 01 tt−  contains no pole. 
⇔  )()(),( 0101 tLtLttT ∗−∗− ⊆Φ for all 01 tt <−  and ],[ 01 tt−  contains no pole.   (4.12) 
 
In terms of the dual system we can have the following definition of unobservable 
states of system (4.6). 
 
Definition 4.3.14: (Unobservable states) A state )( 00 txx = is said to be unobservable 
at 0t whenever 
  0)(, 0 =〉〈 ∗ txx   for all )( 0tLx ∗∗ ∈ . 
 
Let )( 0tM  denote states unobservable at 0t . Then if 0t  is a pole then nIRtM =)( 0 . 
 
Lemma 4.3.15: )( 0tM is a linear subspace of nIRX = . 
 
Proof: If 0t  is a pole, there is nothing to prove. Suppose 0t  is not a pole. Since 
00, =〉〈 ∗x  for all )( 0tLx ∗∗ ∈ , we have ∈0 )( 0tM . Let )(, 021 tMxx ∈  and 
IR∈21 ,λλ . Then, for any )( 0tLx ∗∗ ∈ , we have  
 
 0,,, 22112211 =〉〈+〉〈=〉+〈 ∗∗∗ xxxxxxx λλλλ . 
 
 Therefore, )( 02211 tMxx ∈+ λλ and hence )( 0tM is a linear subspace of .nIRX =  ♦ 
 
From (4.12) we see that if ∗1x  is observable at 1−t , then ∗−∗ Φ= 1010 ),( xttx T  is 
observable at 0t  for 10 −> tt  and ],[ 01 tt−  pole free. Now if 1x  is unobservable state of 
(4.6) at 1t , then 
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  0, 1 =〉〈 ∗ xx  for all )( 1tLx ∗∗ ∈ . 
 
Since for )( 00 tLx ∗∗ ∈ , where 10 tt ≤  and ],[ 10 tt  pole free, )(),( 1010 tLxttT ∗∗ ∈Φ  
we have:  
 
  0,),( 1010 =〉Φ〈 ∗ xxttT  for all )( 0tLx ∗∗ ∈  
 
 ⇒ 0),(, 1100 =〉Φ〈 ∗ xttx  for all )( 0tLx ∗∗ ∈  
 
 ⇒ 110 ),( xttΦ  is unobservable at 0t   
 
Thus, for all 10 tt <  where ],[ 10 tt  pole free, we have: 
 
)()(),( 0110 tMtMtt ⊆Φ .    (4.13)   
 
Remark: The concept of observable costates is intrinsic (i.e. independent of the 
choice of basis of ∗X ). The corresponding intrinsic definition in X  is that of 
unobservable states. 
 
Theorem 4.3.16: The state 0x  is unobservable at 0t  if and only if for some 
001 )( ttt <−  with ],[ 01 tt−  pole free; it belongs to the kernel of  
 
 ∫
−
ΦΦ=
−
0
1
),()()(),(),( 0010
t
t
TT dttttCtCttttZ .         
       
To state the main theorem of this section we define the following time-varying 
subspaces ),(),(),( tRtQtP  and )(tS  as follows: 
 
 )()()( tMtktP I=       (4.14a) 
 
 We choose )(),( tRtQ , and )(tS  such that 
 
 )()()(
)()()(
tRtPtM
tQtPtk
⊕=
⊕=
      (4.14b) 
and 
 )()()()( tStRtQtPX ⊕⊕⊕=  
 
where )(tk  and )(tM  are the set of controllable and unobservable states at time t , 
respectively. Thus, the components of the state vector are arranged into four mutually 
exclusive parts, as follows:  
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 Part ( P ): States that are controllable but unobservable at t . 
 Part (Q ): States that are controllable and observable at t . 
 Part ( R ): States that are uncontrollable and unobservable at t . 
 Part ( S ): States that are uncontrollable but observable at t . 
 
In view of corollary 4.3.3, there exists a control ∈u (C
 p)m  which forces the state 
nIRx ∈0  at time 0t  to zero in time 001 >− tt ; i.e.,  
 
  ∫Φ+Φ=
1
0
)()(),(),(0 001
t
t
duBtxtt ττττ  
 
if and only if ),( 100 ttimWx ∈ . This means that the free trajectory 00 ),( xt⋅Φ  is 
controllable at 0t  to 0. Thus 
 
 U ),()( 100 ttimWtk =  for 01 tt ≥  with ],[ 10 tt  pole free.  
 
We call  
 
  IRttkk ∈= ))((  
 
the controllable family of system (4.6). From theorem 4.3.8, we have: 
 
  )(),()( 1100 −−Φ⊆ tktttk  
 
for 01 tt <−  with ],[ 01 tt−  pole free. Since )(⋅A  and )(⋅B  are real analytic on ],[ 01 tt− , 
we obtain  
 
  .),( 0 constttWrank IR =  
 
for all }{\ 0tIRt ∈  with no pole between t  and 0t . Thus )(),()( 00 tktttk Φ=  for all 
IRtt ∈0,  with no pole in between. This implies that for every )( 00 tkx ∈  the free 
trajectory 00 ),( xttΦ , where there is no pole between t  and 0t , remains in )(tk . In this 
case we say k  is Φ - invariant. Using (4.13) and theorem 4.3.16, we can show that 
IRttMM ∈= ))(( , the unobservable family, is also Φ - invariant. 
 
Lemma 4.3.17: k  and M  are invariant under A . 
 
Proof: Let IRtt ∈0,  with no pole between t  and 0t . With out loss of generality 
assume that tt <0 . Let }0)(:{)( 00 == xtFxtK , where nnIRtF ×∈)( 0 . Since k  is Φ -
invariant, for )(tkx ∈  we have, according to theorem 4.3.8,  
 
)(),( 00 tKxtt ∈Φ  
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Let xttt ),()( 0Φ=ϕ , then 0)()( 0 =ttF ξ  and thus 0)()( 0 =∂
∂
ttF
t
ϕ , which implies 
that 0)()( 0 =ttF ϕ& . Then we have )()( 0tkt ∈ϕ& . Thus, )()()()( 00 tkttkt ∈⇒∈ ϕϕ & . 
But xtAttxtt
t
t )(),(),()( 00 Φ−=Φ∂
∂
=ϕ& , which implies that )()()( 000 tkxtAt ∈−=ϕ&  
and consequently )()( 00 tkxtA ∈  (because )( 0tk  is a real vector space). Therefore, k  
is A -invariant. Similarly we can show that M is also invariant under A .  ♦ 
 
From lemma 4.3.17 we conclude that Mk + , and IRttPP ∈= ))((  are invariant under 
Φ  and also under A . One can also show that )())(( tktBim ⊆  and )()(ker tMtC ⊆  
using theorem 4.3.5 and theorem 4.3.16. 
 
In (4.14) we break up the set TX ×  into the direct sum of four subspaces for all 
Tt ∈ . Only )(tP  is intrinsically defined. The other subspaces are not unique since the 
direct sum can be formed in many ways. 
 
Let )()(dim),()(dim),()(dim tntRtntQtntP rqp ===  and )()(dim tntS s= .  
 
Theorem 4.3.18: (Kalman Decomposition Theorem) Consider the system given in  
                            (4.6). 
)i  At every fixed instant of time, there is a coordinate system in the state space 
relative to which the components of the state vector can be decomposed into four 
mutually exclusive parts  
 
),,,( SRQP xxxxx =  
      which corresponded to the scheme outlined above. 
 
)ii This decomposition can be achieved in many ways, but the number of state         
      variables )(,),( tntn sp L , in each part is the same for any such decomposition.  
 
)iii Relative to such a choice of coordinate, the system matrices have the form 
 














=
)(000
)()(00
)(0)(0
)()()()(
)(
tA
tAtA
tAtA
tAtAtAtA
tA
SS
RSRR
QSQQ
PSPRPQPP
  














=
0
0
)(
)(
)( tB
tB
tB
Q
P
       (4.15) 
 
])(0)(0[)( tCtCtC SQ=  
 
which is canonical (i.e. independent of the choice of the SRQ ,, ) 
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Proof: This follows from the A -invariance property of k  and M . From (4.15) we 
have the diagram given below. 
 
 
u                                                                                                                                    y                                                                                                                            
                                                                                                       
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Canonical decomposition of a linear system     
    
This figure makes explicit the controllability/observability structure of a linear 
system. The input u  influences only the state subvectors Px and Qx , and only Qx  and 
Sx appear at the output y . From the state subvectors, Qx , Rx  and Sx  appear at Px , 
only Sx  appears at Qx  and Rx . In other words, the arrows in the diagram represent 
non-zero blocks in the matrices in (4.15). Indeed, we see that the only path from input 
to output is through the subsystem containing Qx . This leads us to deduce that input-
output descriptions of the system, such as the transfer function and impulse response 
matrices, represent only the controllable and observable subsystems. Thus, if the 
canonical structure consists part Q  alone, we say that the system is controllable and 
observable.      
 
Remark:  Unfortunately, the coordinate system necessary to display the canonical 
form of ,, BA and C  will not be continuous in time (or the decomposition given in 
theorem 4.3.18, is in general, not continuous in time) unless ),,,)(( SRQPitni =  are 
constant. Even when ,, BA and C  are C ∞ , theorem 4.3.18 may not hold [8]. For 
constant systems this difficulty does not arise. More generally, in our situation, since 
the coefficient matrices are analytic, on each interval I , which contains no pole, the 
dimension numbers are constant. The proof of the following theorem can be found in 
[27]. 
 
Theorem 4.3.19: On any interval I , which is pole free, the dimension numbers ,pn  
qn , sr nn ,  are constant, and hence the canonical decomposition is continuous on I .  
       Q 
Controllable 
Observable 
      S 
Uncontrollable 
Observable 
      P 
Controllable 
Unobservable 
      R 
Uncontrollable 
Unobservable 
Σ 
 90 
4.3. CANONICAL STRUCTURE OF LINEAR TIME-VARYING SYSTEMS 
 
Corollary 4.3.20: The transfer matrix of a system with matrices given in (4.15) is: 
 
  
QQQQ BAsICH 1)( −−=   
 
Proof: Using the formula given in the previous section we have: 
 
[ ]




























−
−−
−−
−−−−
=
−
0
0
)(000
)(00
0)(0
)(
00
1
Q
P
SS
RSRR
QSQQ
PSPRPQPP
SQ B
B
AsI
AAsI
AAsI
AAAAsI
CCH  
      
                        
= [ ]




























−
∗−
∗∗−
∗∗∗−
−
−
−
−
−
0
0
)(000
)(00
)(0
)(
00
1
1
1
1
1
Q
P
SS
RR
QQ
PP
SQ B
B
AsI
AsI
AsI
AsI
CC     
 
[ ]












−
∗
=
−
0
0
)(
0
1 QQQ
SQ BAsICoC       
 
 
QQQQ BAsIC 1)( −−=  
 
where the ∗  denotes  expressions whose precise form is not important.  ♦ 
 
Finally, we will state the theorem that relates minimality of realization of a transfer 
matrix with controllability and observability of the resulting state space system. 
Previously we saw that the transfer matrix represents only the controllable and 
observable component of the system. This means that any uncontrollable and/or 
unobservable state can be eliminated without altering the transfer function, and hence 
the existence of such states implies non-minimality. This link between 
controllability/observability and minimality worth both ways and is fundamental to 
the theory of linear systems. The proof of the following theorem is given in [28]. 
 
Theorem 4.3.20: A realization of H  is minimal if and only if at all times it consists 
of part )(Q  alone; thus every minimal realization of H  is controllable and observable.  
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4.3.3. The Generalized Kalman Matrix 
 
The characterizations of controllability and observability given previously involve 
integration of the differential equation of the system. We now look for simpler 
conditions, analogous to the Kalman rank conditions for time-invariant systems.    
 
Let Tt ∈  be not a pole of )(),(),( ⋅⋅⋅ CBA . For the system given in (4.6) we define the 
controllability and observability matrices, respectively, as follows:  
 
  )]()()([)( 110 tptptptQ nC −= MLMM  
where 
  )()(),()()()( 01 tBtptptptAtp kkk =−=+ &    (4.16) 
and  
  )]()()([)( 110 tqtqtqtQ nTO −= MLMM  
where 
  )()(),()()()( 01 tCtqtqtqtAtq TkkTk =+=+ &    (4.17) 
 
Here we need to recall the following three important facts whose proof is given in the 
appendix: 
 a) ),()(),( ττ ttAt
dt
d Φ=Φ  
 b) )(),(),( τττ
τ
Att
d
d Φ−=Φ  
c) )]())()[(,()1()](),([ τ
τ
ττττ
τ
B
d
dAtBt
d
d kk
k
k
−Φ−=Φ  
 
One may ask why only the first n  partitions of the infinite length matrix ])([ 0 LMtp  
are considered above. It is shown below, however, that )(tQC  having rank less than n  
on any interval ],[ 10 ttI =  of t  which is pole free implies that for the same interval   
  
               )]())(()())(()([)( tBtAtBtAtBtQ rdtddtdr −−= L   
 
has rank less than n  for all r , so that the test for controllability may be terminated at 
1−= nr . 
 
Proposition 4.3.21: If )()( 1 tQtQ nC −=  has rank less than n  for all It ∈ , then for all 
r , )(tQr  has rank less than n  for all It ∈ . 
 
Proof: Partition )(tB  and )(tpk  as follows: 
 
  ])()([)(],)()([)( 11 tptptptbtbtB mkkkm LL ==  
where )(tb j  and )(tp jk  are n -vectors. It follows from (4.16) that 
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  )()()()( 11 tpdt
d
tptAtp jk
j
k
j
k −− −=  
and  
  )()(0 tbtp jj =  
 
Define 
  )]()([)( 0 tptptT lrllr MLM=  
 
If )()( 1 tQtQ nC −=  has rank less than n  for all It ∈ , then any submatrix composed of 
columns of )(1 tQn−  has rank less than n . In particular, 
 
  ])()()()()([)( 11 tbAtbAtbtT jndtdjdtdjjn −− −−= L   
 
has rank less than n  for all j , and for all It ∈ . Let jk  be the rank of )(1 tT jn−  for 
mj L,2,1= . Thus )(1 tT jn−  has jk  linearly independent columns. We claim that the 
first jk  columns are linearly independent.  In checking the columns from left to right, 
the first jk  columns must be independent. In other words, in searching from left to 
right in )(1 tT jn−  once we find a dependent vector then all subsequent ones must be so 
too. To see this suppose )()( tbA jrdtd−  is linearly dependent on }),(){( ritbA jidtd <− , 
that is, ∑
−
=
−=−
1
0
)())(()()(
r
i
ji
dt
dj
i
jr
dt
d tbAtctbA  where the )(tc ji  are scalar functions. 
Then )()( 1 tbA jrdtd +−  also depends on the set }),(){( ritbA jidtd <− , because 
 
)())(()()( 1 tbAAtbA jrdtddtdjrdtd −−=− +  
)()()()( tbAtbAA jrdtddtdjrdtd −−−=  
−





−= ∑
−
=
1
0
)())((
r
i
ji
dt
dj
i tbAtcA 





−∑
−
=
1
0
)())((
r
i
ji
dt
dj
idt
d tbAtc            
[ ]{ }∑∑ −
=
−
=
−+−−−=
1
0
1
0
)()()()()()()()()(
r
i
ji
dt
d
dt
dj
i
ji
dt
dj
idt
d
r
i
ji
dt
dj
i tbAtctbAtctbAAtc     
[ ]∑∑ −
=
−
=
+
−−−=
1
0
1
0
1 )()()()())((
r
i
ji
dt
dj
idt
d
r
i
ji
dt
dj
i tbAtctbAtc
−−+−=
−
−
=
+∑ )())(()())(( 1
2
0
1 tbAtctbAtc jrdtd
j
r
r
i
ji
dt
dj
i [ ]∑−
=
−
1
0
)()()(
r
i
ji
dt
dj
idt
d tbAtc  
∑∑
−
=
−
−
=
−
−+−=
1
0
1
1
0
1 )())(()()())((
r
i
jr
dt
dj
i
j
r
r
i
ji
dt
dj
i tbAtctctbAtc [ ]∑−
=
−−
1
0
)()()(
r
i
ji
dt
dj
idt
d tbAtc  
 
where )(1 tc− 0 . Therefore  
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[ ]{ }∑−
=
−−
+
−−+=−
1
0
11
1 )()()()()()()()(
r
i
ji
dt
dj
idt
dj
i
j
r
j
i
jr
dt
d tbAtctctctctbA . 
 
Thus )()( 1 tbA jrdtd +−  depends on the set }),(){( ritbA jidtd <− . It can be shown in a 
similar manner, that for all rq ≥ , )()( tbA jqdtd−  can be expressed as a linear 
combination of the first r  columns of )(1 tT jn− . Since the rank of )(1 tT jn−  is jk , the first 
jk  columns )}()(,),({ 1 tbAtb jkdtdj −−L  (and only these) must be linearly 
independent. Now let },,max{ 1 mkkk L= . Then nk <  and for kq ≥ , and for all 
mj L,2,1=  , )(tp jq  can be expressed as a linear combination of the first k  columns 
of )(1 tT jn− .  
 
Therefore, if 1−≥ nr , the rank of )(tQr  is equal to that of )()( 1 tQtQ nC −= , since any 
column of )(tQr  which is not a column of )(tQC  can be expressed as a linear 
combination of columns of )(tQC  at each It ∈ . Obviously, if 1−< nr , the rank of 
)(tQr  is less than or equal to the rank of )()( 1 tQtQ nC −= . Therefore, for all r , 
)(tQr has rank less than n  for all It ∈ .        ♦ 
 
For the state space system, given in (4.6), one recovers the well-known 
generalizations of Kalman controllability and observability criteria. In the next 
theorem we give this criteria for controllability in terms of the matrix )(tQC . 
 
Theorem 4.3.22: Let Tt ∈0  be not a pole of )(⋅A  and/or )(⋅B . The following are 
equivalent: 
a) System (4.6) is (completely) controllable at 0t , i.e., nIRtk =)( 0 ; 
b) There exists a finite time 01 tt ≥  with ],[ 10 tt  pole free such that  
 
       ntBtAtBtAtBranktQrank
t
n
dt
d
dt
d
tC =−−= =
−
= ττ
)]())(()())(()([])([ 1L  
 
  for almost all ∈τ ],[ 10 tt . 
 
Proof: “a⇒b”: Suppose for all 01 tt >  with ],[ 10 tt  pole free 
 
   ntQrank
tn
<
=− τ
)(1  
 
for almost all ∈τ ],[ 10 tt . Thus, by proposition 4.3.21, )(τrQ  has rank less than n  for 
all INr ∈  and for almost all ∈τ ],[ 10 tt . Thus there exists nIR∈≠ η0  such that  
  
  0)())(( =−
=τ
η
t
k
dt
dT tBtA  
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for almost all ∈τ ],[ 10 tt , and all INk ∈ . This implies 
 
0)())()(,(),( 00 =−ΦΦ
=
= τξ
η
t
k
dt
dT tBtAtttt
T
43421
  
 
for all INk ∈ . This in turn implies 
 
  0)(),( 0 =Φ
=τ
ξ
tdt
dT tBttk
k
 
 
for all INk ∈ , and for almost all ∈τ ],[ 10 tt . Since )(),()( 0 tBttt T Φ= ξψ  is analytic 
function of time t  on ],[ 10 tt  and all its derivatives vanish almost every where on 
],[ 10 tt , it is identically zero on ],[ 10 tt . Thus the n -rows of )(),( 0 ⋅⋅Φ Bt  are not linearly 
independent on ],[ 10 tt  which is a contradiction to the controllability of system (4.6).  
 
“b⇒a”: Suppose the system is not controllable at 0t . Then the rows of )(),( 0 ⋅⋅Φ Bt  are 
linearly dependent on ],[ 10 tt  for all 01 tt >  with ],[ 10 tt  pole free. Thus there exists 
ξ≠0  such that  
 
],[0)](),([ 100 ttttBttT ∈∀=Φξ .    (4.18) 
 
Differentiating (4.18) repeatedly with respect to t  gives us: 
   
  L,2,1,0],,[0)](),([ 100 =∈∀=Φ∂
∂ kttttBtt
t k
k
Tξ   (4.19) 
 
But, using induction, one can show that  
 
  
)(),()(),(
)(),()(),(
00
100
tptttBtt
t
tptttBtt
t
kk
k
Φ=Φ
∂
∂
Φ=Φ
∂
∂
 
 
Thus, from (4.19), we obtain 
  
L,2,1,0],,[0)(),( 100 =∈∀=Φ kttttptt kTξ  
 
Therefore, for any ],[ 10 tt∈τ , we have  
 
  L,2,1,0,0)(),( 0 ==Φ kpt kT ττξ  
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Since nTT IRt ∈Φ= ),( 0 τξη  and 0)( =τη kT p  for all L,2,1,0=k , we obtain 
0)( =
=τ
η
tC
T tQ  and hence ntQrank
tC <=τ)(  for all ],[ 10 tt∈τ , which is a 
contradiction to (b).        ♦   
 
We now show that, using the classical controllability test, the system given in 
example 3.1.3 is not controllable. For this example, 




−
=
t
t
tA 10
1)(  and 





=
t
tB
1)( . 
Therefore, we have 0)( =− BIA dtd  and thus 1)( =tQrank C . By theorem 4.3.22, the 
system is not controllable. 
  
Convention: If t  is a pole of )(⋅A  or )(⋅B , we set 0)( =tQC , the zero matrix. 
 
The proof of the following theorem is given in [19, page 15]. 
 
Theorem 4.3.23: Let 0t  be not a pole of )(⋅A  and/or )(⋅B , and let 01 tt >  with ],[ 10 tt   
pole free. Then  
 
∑
≥
−Φ=
0
010 )()(),()),((
i
i
dt
d tBAimttttWim   
for all ],[ 10 ttt ∈ . 
 
Remark: From our discussions in the previous section, we know that the set of all 
states that are controllable at 0t  is given by ),()( 100 ttWimtk U=  for all 01 tt >  with 
],[ 10 tt  pole free, and )(),()( 00 tktttk Φ=  for all IRtt ∈0,  with no pole in-between. 
Thus combining these facts with the result in the above theorem yield 
 
  ∑
≥
−=
0
)()()(
i
i
dt
d tBAimtk  
 
for IRt ∈ , which is not a pole of )(⋅A  and/or )(⋅B . Therefore 
 
  },,1,:){()( mjINibAspantk jidtdIR L=∈−=  
 
where nj IRb ∈  are columns of B , that is, )](,),([)( 1 tbtbtB mL= . Thus, )(tk  is the 
smallest ))(( dtdtA − -invariant subspace of the state space nIRX =  that contains 
)(tBim . 
 
Now  let ))(()( tIRGLtT nji ∈=  and nnji tIRtT ×∈= )()(&& . Then, the coordinate 
transformation 
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  )()()( 1 txtTtz −=  
 
converts the system (4.6) into  
 
IRttztCty
tutBtztAtz
∈=
+=
),()(~)(
)()(~)()(~)(&
     (4.20) 
 
where 
 
  
mp
mn
nn
tIRtTtCtC
tIRtBtTtB
tIRtTtTtTtAtTtA
×
×−
×−−
∈=
∈=
∈−=
)()()()(~
)()()()(~
)()()()()()()(~
1
11 &
  (4.21) 
 
and the transition matrix ),(~ 0ttΦ  of (4.20) satisfies 
 
  )(),()(),(~ 0010 tTtttTtt Φ=Φ − . 
 
In this case we say (4.6) and (4.20) are similar, or we say that the matrix pair 
),( 111 BTTTATT −−− − &  is similar to the matrix pair ),( BA , and ),( 11 CTTTATT &−− −  
 is similar to ),( CA . The following result can be found in [19]. 
 
Lemma 4.3.24: If )()())(),(( mnntIRtBtA +×∈  and ))(( tIRGLT n∈ , then for INi ∈  and 
)()())(~),(~( mnntIRtBtA +×∈  satisfying (4.21) we have: 
 
  AITAIT ndtdndtd
~)(1 −=−−      (4.22) 
  )~()~()()(1 BAIBAIT indtdindtd −=−−     (4.23) 
 
Proof: (4.22):   ATTTTTAIT dtdndtd 111 )()( −−− −=−  
        
AI
TTATTI
ATTTTI
ATTTTT
ndt
d
ndt
d
ndt
d
dt
d
~
)(
)(
11
11
11
−=
−−=
−+=
−+=
−−
−−
−−
&
&
 
 
(4.23): We apply induction on i . It is true for 0=i . Assume it holds true for i , then 
 
   )]())[(()()( 111 BAIAITBAIT indtdndtdindtd −−=− −+−  
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)~()~(
)~()~)(~(
)()()(
1
11
BAI
BAIAI
BAITTAIT
i
dt
d
i
ndt
d
ndt
d
i
ndt
d
ndt
d
+
−−
−=
−−=
−−=
 
 
Thus, by induction, )~()~()()(1 BAIBAIT indtdindtd −=−−   for all INi ∈ . This 
completes the proof.         ♦ 
 
As a direct consequence of lemma 4.3.24 we have the following result. 
 
Corollary 4.3.25: a) A similarity transform does not change the transfer function  
                                  matrix. 
      b) )()()(~ 1 tQtTtQ CC −= , where )(
~
tQC  is the controllability matrix  
           of )~,~( BA . 
 
Proof: a) Let CBA ~,~,~  be the matrices defined in (4.21). Then 
 
  BTTTATTsICTBAsIC 11111 ][~)~(~ −−−−− +−=− &  
              BTTssTTATTsICT 1111 )]([ −−−− −+−=  
              BTsIsTTATTsICT 1111 ][ −−−− −+−=  
              BTTAsITCT 111 ])([ −−− −=  
              
BAsIC
BTTAsITCT
1
111
)(
])([
−
−−−
−=
−=
 
 
Hence, system (4.6) and system (4.20) have the same transfer function matrix.  
 
b) Follows directly from (4.23).       ♦ 
 
Now we are in a position to state and prove generalization of the Kalman 
controllability decomposition theorem to time-varying systems. 
 
Theorem 4.3.26: (Kalman Controllability Decomposition) Let Tt ∈  be not a pole. 
Let nntIRtA ×∈ )()( , mntIRtB ×∈ )()(  and let )(tQC  be the associated controllability 
matrix with ))(( tQrankr C= . Then, there exists an invertible matrix nntIRtT ×∈ )()(  
such that 
 
 





=−=
−−
)(0
)()()()(
3
2111
tA
tAtA
TTTtATtA &  and 





==
−
0
)()()( 11 tBtBTtB  
 
where rrIRtA ×∈)(1 , mrIRtB ×∈)(1  is a controllable matrix pair. 
 
 
 98 
4.3. CANONICAL STRUCTURE OF LINEAR TIME-VARYING SYSTEMS 
 
Proof: We know that )(tk  is a subspace of nIR  for IRt ∈ . Let )(,),(1 tvtv rL  be a 
basis of )(tk . We may also find additional vectors )(,),(1 twtw rn−L , which form a 
basis of ⊥)(tk , the space of uncontrollable states. Thus, the nn ×  matrix 
 
 )]()()(,),([)]()([)( 11 twtwtvtvtWtVtT rnr −== LL  
 
must be invertible.  Due to ))(( dtdtA − -invariance of )(tk , the columns of VtA dtd ))(( −  
are again in )(tk . Thus they can be written as a linear combination of )(tvi , that is,  
 
  )()()())(( 1 tAtVtVtA dtd =−   
 
for some rrIRtA ×∈)(1 . On the other hand, the columns of  WtA dtd ))(( −  are in nIR  
and thus they can be written as a linear combination of )(),( twtv ji , that is,  
 
  )()()()()())(( 32 tAtWtAtVtWtA dtd +=−  
 
for some matrices )(),( 32 tAtA  of appropriate size. Thus we have  
 
  )]())(()())([()())(( tWtAtVtAtTtA dtddtddtd −−=−  
     
)()(
)(0
)()()]()([
)]()()()()()([
3
21
321
tAtT
tA
tAtA
tWtV
tAtWtAtVtAtV
=






=
+=
 
 
 ⇒ 





=−
−−
)(0
)()()(
3
2111
tA
tAtA
TTTtAT &  
 
Since )]())(()())(()([)())(( 1 tBtAtBtAtBSpantKtBim ndtddtdIR −−−=⊆ L , the 
columns of )(tB are linear combinations of the vectors )(tvi , that is 
 
  )(~)(
0
)()]()([)()()( 11 tBtT
tB
tWtVtBtVtB =





==  
 
for some mrIRtB ×∈)(1 . 
 
Now it remains to show that ))(),(( 11 tBtA  is a controllable matrix pair at t . Since 
similarity transformation does not change the rank, we have  
 
 )]())(()())(()([ 1 tBtAtBtAtBrankr ndtddtd −−−= L  
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rn
rtBtAtBtAtB
rank
n
dt
d
dt
d
−





 −−
=
−
b
b
L
L
000
)())(()())(()( 111111
 
    )]())(()())(()([ 111111 tBtAtBtAtBrank ndtddtd −−−= L  
    )]())(()())(()([ 111111 tBtAtBtAtBrank rdtddtd −−−= L  
 
Thus ))(),(( 11 tBtA is controllable at t .      ♦ 
 
Remark: The important feature in theorem 4.3.26 is the location of the identically 
zero matrices in A  and B . As a consequence of this it follows that the states of 
system (4.6) can be separated into controllable and uncontrollable states.  
 
Next we state a result which is analog to theorem 4.3.22. 
 
Theorem 4.3.27: Let Tt ∈0  be not a pole of )(⋅A  and/or )(⋅C . The following are 
equivalent: 
1. The system )()()(),()()( txtCtytxtAtx ==& is observable at 0t . 
2. There exists a finite time 01 tt <−  with ],[ 01 tt−  pole free such that 
 
ntQrank
tO == ])([ τ  
 
     for almost all ],[ 01 tt−∈τ . 
 
For Tt ∈0  not a pole of )(⋅A  and/or )(⋅C , from theorem 4.3.16, we have 
)),(ker()( 100 −= ttztM I  for 01 tt <−  with ],[ 01 tt−  pole free.  It is also proved, in [19, 
page 32], that  
 
  
TTi
i
dt
dT tCtAtM ))](())(ker[()(
0
I
≥
+=   
 
for t  not a pole )(⋅A  and/or )(⋅C . 
 
If 0t  is a pole, then 
nIRtM =)( 0 . Thus nttO IRtQ == ))(ker( 0  and hence 0)( 0 ==ttO tQ . 
 
Theorem 4.3.28: (Kalman Observability Decomposition) Let Tt ∈  not a pole. Let 
nnIRtA ×∈)( , nptIRtC ×∈ )()( and let )(tQO  be the associated observability matrix with 
)(tQrankr C= . Then, there exists an invertible matrix nntIRtT ×∈ )()(  such that  
 
          





=+= −− )()(
0)()(
32
111
tAtA
tA
TTATTtA &  and ]0)([)()()( 1 tCtTtCtC ==  
 
where rrIRtA ×∈)(1 , rpIRtC ×∈)(1  is an observable matrix pair.   ♦ 
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Remark: 1. Again the important feature here is the location of the identically zero 
blocks in A  and C . Thus the states of system (4.6) are separated into observable and 
unobservable states. 
 
2. An important property of time-invariant systems is the fact that all minimal time-
invariant realizations of the same transfer matrix are similar and that all such 
realizations may be generated from a particular one by a constant transformation of 
coordinates [28]. Moreover, all non-minimal realizations are related to minimal ones 
via the canonical structure theorem [27], [28]. In the time-varying case, however, the 
situation is considerably more complicated. But, for the class of systems we are 
dealing with it is shown below that some of the results from the time invariant case 
can also be generalized to the time varying case.  
 
Theorem 4.3.29: Let ))(),(),(( tCtBtA be a realization of H. 
 
1. Consider a Kalman controllability decomposition  






=−=
−−
3
2111
0
~
A
AA
TTATTA &     





==
−
0
~ 11 BBTB      ][~ 21 CCCTC ==  
 
Then 1
1
11
1 )()( BAsICBAsICH −− −=−= , that is ),,( 111 CBA  is another 
realization of H  with size ))(( tQrankr C= , where )(tQC  is the 
controllability matrix. 
 
      2.   Consider a Kalman observability decomposition  
  
  





=+ −−
32
111 0
AA
A
TTATT &      





=
−
2
11
B
B
BT       ]0[ 1CCT =  
 
Then 1
1
11
1 )()( BAsICBAsICH −− −=−= , that is ),,( 111 CBA  is another 
realization of H  with size ))(( tQrankr O= , where )(TQO  is the 
observability matrix. 
 
3. If the two reduction steps are done successively, one ends up with a    
      realization of H , which is both controllable and observable. 
 
Proof:  1. By corollary 4.3.25, similarity transform does not change the transfer 
function. Therefore, assume that Kalman controllability decomposition has already 
been performed. Then  
 
 











−
−−
=
−
00
][ 1
1
3
21
21
B
AsI
AAsI
CCH  
      











−
∗−
=
−
−
0)(0
)(][ 11
3
1
1
21
B
AsI
AsI
CC  
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1
1
11
1
1
1
11
)(
0
)(][
BAsIC
BAsICC
−
−
−=






−
=
 
 
Hence, ),,( 111 CBA  is a realization of H . 
 
2. It can be proved similarly. 
 
3. Clearly, after Kalman controllability decomposition, the matrix pair ),( 11 BA  is 
controllable. If we perform Kalman obsevability decomposition with the already 
reduced system ),,( 111 CBA , then we obtain 
 






=+ −−
1312
11
1
1
111
1
1
0
AA
A
TTTAT &  





=
−
12
11
1
1
1 B
B
BT  ]0[ 1111 CTC =  
 
in which ),( 1111 CA  is observable. In addition, by (2) above, ),,( 111111 CBA  is another 
realization of H . Here, it remains to show that controllability of ),( 11 BA  implies 
controllability of ),( 1111 BA . Since ),( 11 BA  is controllable at t , the matrix 
 
 )]())(()())(()([)( 111111 tBtAtBtAtBtQ rdtddtdC −−−= L  
 
has full row rank. Now consider 
 
 )]())(()())(()([)( 11111111111111 tBtATtBtATtBTtQT rdtddtdC −−−−− −−= L  
      






∗∗
−−
=
−−=
−
−
L
L
L
12
11
1
11111111
1
)()(
)]())(()())(()([
B
BABAB
tBtAtBtAtB
r
dt
d
dt
d
r
dt
d
dt
d
 (4.25) 
 
Since 1T  is nonsingular, )(tQC  and )(1 tQT C−  have the same rank and hence 
)(1 tQT C−  has full row rank. Thus the resulting matrix in (4.25) has full row rank. 
 
 ⇒ ])()([ 11111111111 BABAB rdtddtd −−− L  has full row rank. 
 ⇒ ])()([ 11111111111 BABAB sdtddtd −−− L  has full row rank 
 ⇒ ),( 1111 BA  is controllable. 
 
Hence, ),,( 111111 CBA  is a realization of H  which is both controllable and 
observable.          ♦ 
 
Theorem 4.3.29 tells us that if a realization is minimal, then it is both controllable and 
observable. For if ),( BA  were uncontrollable, then by theorem 4.3.26 we could  
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obtain another realization ),,( CBA  of the same transfer matrix but with a smaller 
number of states. Therefore ),,( CBA  could not have been minimal. The converse of 
this statement will be proved at the end of this section. Next, we show that all minimal 
realizations of the same transfer matrix are similar, i.e., minimal realizations are 
essentially unique (up to similarity transform).  
 
Definition 4.3.30: For the system given in (4.6), let IE  denotes the set of all poles of 
)(),(),( ⋅⋅⋅ CBA . We say that the system is controllable if and only if it is controllable 
at each IRt ∈ \ IE . 
 
Recall that if IEt ∈ , then IRtk ≠= }0{)(  and hence (4.6) is not controllable at t . 
 
Lemma 4.2.11: A controllable system ),,( CBA  of order n  is uniquely determined 
by the matrices )(,),(),( 110 tptptp n−L  and )(0 tq . 
 
Proof: Since )()( 0 tptB =  and )()( 0 tqtC T=  by definition, it is only necessary to 
show that )(tA  is uniquely specified. Define the matrix 
 
  )()()()( tQtQtAtQ CCC &−=∗       (4.26) 
 
Then, )]()([)( 11 tptptQ nC −∗ = L . Since )(tQC  has full row rank, it has a right 
inverse, i.e.,  
 
  
1)]()()[( −+ = tQtQtQQ TCCTCC  
 
Thus, (4.26) may be solved uniquely and explicitly for )(tA : 
 
  )()]()([)( tQtQtQtA CCC +∗ += &  
 
where )(tQC&  is well defined.        ♦ 
 
The dual of lemma 4.3.31 is lemma 4.3.32. 
 
Lemma 4.3.32: An observable system ),,( CBA  of order n  is uniquely determined 
by the matrices )(,),(),( 110 tqtqtq n−L  and )(0 tp . 
 
Definition 4.3.33: A system given in (4.6) is said to be observable if and only if it is 
observable at each time IRt ∈ \ IE . 
 
Recall that if IEt ∈ , then nIRtM =)( , i.e., the set of unobservable states is the whole 
nIR . Thus, the system is unobservable at t . 
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We now give a criterion for similarity of two systems of the same order. We use this 
criterion to show that two minimal realizations of the same transfer matrix are similar. 
 
Lemma 4.3.34: Let ),,( CBA  and ),,( CBA  be systems of the same order n  that are 
controllable. Let  )(tQC  and )(tQC  be the controllability matrices, respectively, of the 
two systems and let  
 
  )()()( tQtQtT CC +=       (4.27) 
 
for all :{ TtIt ∈=∈  the two systems are controllable at }t . Then, ),,( CBA  is 
similar to ),,( CBA  if and only if 1,,1,0),()()( 1 −== − nktptTtp kk L  and 
)()()( tTtCtC =  for all It ∈ . 
 
Proof: (⇒) Suppose ),,( CBA  is similar to ),,( CBA . Then there exists 1T  invertible 
such that  
 
  )()()( 11 tptTtp kk −=      for 1,,1,0 −= nk L , and )()()( 1 tTtCtC =  
 
 ⇒ )()()( 11 tQtTtQ CC −=  
 
Since )(tQC  has rank n , the unique solution for 1T  is given by (4.27). 
 
(⇐) Suppose for )()()( tQtQtT CC += , )()()( 11 tptTtp kk −=  for 1,,1,0 −= nk L  and 
)()()( tTtCtC =  for all It ∈ . We need to show ),,( CBA  and ),,( CBA  are similar. 
Since )(tQC  and )(tQC  are continuously differentiable (by hypothesis) on I  and 
have rank n  for all It ∈ , )(tT  is a similarity transformation. Consider the 
representation )~,~,~( CBA  generated by the transformation T , i.e., TTATTA &11~ −− −= , 
BTB 1~ −= , and CTC =~ . Under this transformation, we have  
 
   )()()()(~ 1 tptptTtp kkk == −     for  1,,1,0 −= nk L  
and  
  )()()()(~ tCtTtCtC ==  
 
Hence, by lemma 4.3.31, )~,~,~(),,( CBACBA = , which is similar to ),,( CBA  by 
construction. Thus, ),,( CBA  is similar to ),,( CBA .    ♦ 
 
Duality yields an alternative criterion. 
 
 
 
 
 104 
4.3. CANONICAL STRUCTURE OF LINEAR TIME-VARYING SYSTEMS  
 
Lemma 4.3.35: Let ),,( CBA  and ),,( CBA  be systems of the same order n  that are 
observable. Let )(tQO  and )(tQO  be the observability matrices, respectively, of the 
two systems and let  
 
   )()()( tQtQtT OO+=  
 
for all :{ TtJt ∈=∈  the two systems are observable at }t . Then, ),,( CBA  is similar 
to ),,( CBA  if and only if )()()( tTtqtq kk =  for 1,,1,0 −= nk L  and 
)()()( 1 tBtTtB −=  for all Jt ∈ . 
 
Remark: Either lemma 4.3.34 or lemma 4.3.35 may be utilized to provide a simple 
proof of the fact that time-invariant minimal realizations of the same transfer matrix 
are related by a constant transformation of coordinate [28]. If ),,( CBA  and 
),,( CBA  are time-invariant, then OOCC QQQQT ++ ==  constant. Moreover, for the 
class of systems we are dealing with one can prove by the same method that minimal 
realizations on I  of the same transfer matrix are related by (analytic) rational 
transformation of coordinate. To see this we first prove the next assertion. 
 
Lemma 4.3.36: We have  
 
  BACBAC idtd
i
dt
d )()( −=−  
 
for all INi ∈ , where BTBTTATTA 111 , −−− =−= &  and CTC = . 
 
Proof: We use induction. The assertion is true for 0=i , because 
 
  CBBTCTBC == − )( 1  
 
Assume it is true for i , then 
 
  BAACBAC idtddtd
i
dt
d ))(()( 1 −−=− +  
     
BAC
BATTATCT
i
dt
d
i
dt
d
dt
d
1
11
)(
])(][)([
+
−−
−=
−−=
 
 
Thus, by induction, BACBAC idtd
i
dt
d )()( −=−  for all INi ∈ .   ♦ 
 
Suppose now that ),,( CBA  and ),,( CBA  are two minimal realizations of the same 
transfer matrix H . Let )(tQC  and )(tQC  be the associated controllability matrices 
and let )()()( tQtQtT CC +=  for all It ∈ . Then, we have: 
 
i) )()()( 1 tQtTtQ CC −=    
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  ⇒ )()()( 1 tPtTtp kk −=  for 1,,2,1,0 −= nk L  
 
ii) )()()()()( tQtQtCtTtC CC +=  
        )()()( tQtQtC CC +=  … by lemma 4.3.36 
        )(tC=  
 
Therefore, by lemma 4.3.34, the two systems are similar. This proves that “ any two 
minimal realizations of the same transfer matrix are similar.” 
 
As a direct consequence of theorem 4.3.29, we got “If a realization is minimal, then it 
is controllable and observable.” The converse of this statement is also true; i.e., if 
),,( CBA  is a controllable and observable realization of H , then it is minimal. To see 
this we need the following concepts. 
 
Given the system in (4.6), let :{ TtJ ∈=  system is both controllable and observable 
at }t . Let X  denote the fundamental matrix of solutions of the vector differential 
equation JttxtAtx ∈= ),()()(& . We know that the complete response of (4.6) for an 
initial state 0x  at 0t  and 0tt ≥  with ],[ 0 tt  contains no pole, is given by: 
 
  ∫Φ+Φ=
t
t
duBtxtttx
0
)()(),(),()( 00 ττττ  
 
where )()(),( 1 ττ −=Φ XtXt , with 0)(det ≠tX  for all Jt ∈ . Thus the complete 
response of (1) to an initial state 0x  and input )(tu  on Jst ∩),[ 0  with ],[ 0 tt  pole free 
is given by: 
 
  ∫+Φ=
t
t
dutSxtttCty
0
)(),(),()()( 00 τττ    (4.28) 
where 
 
  



<
≥Φ
=
τ
τττ
τ
t
tBttC
tS
,0
),(),()(),(     (4.29) 
 
is termed the impulse response matrix. It is clear from (4.28) that the impulse 
response matrix completely characterizes the input-output properties (for 00 =x ) of 
),,( CBA  viewed as a dynamical system; i.e., 
 
  ∫=
t
t
dutSty
0
)(),()( τττ       (4.30) 
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For many problems of control, the behavior of ),( τtΦ  for τ<t  is also of interest so 
that a more general weighting pattern matrix 
 
  )(),()(),( τττ BttCtk Φ=   Jt ∈∀ τ,   (4.31) 
is defined. 
 
The input-output relation (4.30) defines a map yufuYUf SpmS =→ )(:: a , which 
will be referred to as response map (or input-output map) of the system. Now let m  
and p  be fixed positive integers, and let ),( τtN  be a mp ×  matrix consisting of real-
valued rational function defined on JJ × . Let pmN YUf →:  denote the linear 
integral operator with kernel ),( τtN ; that is, for every mUu ∈   
  ∫=
t
t
N dutNtuf
0
)(),())(( τττ      (4.32) 
 
Realizability of the operator Nf  is defined as follows: 
 
Definition 4.3.37: The system ),,( CBA  is a realization of Nf  defined by (4.32) if 
,NS ff =  where Sf  is the response map of the system given in (4.30).  Nf  is said to 
be realizable if there exists a realization. 
 
It follows directly from (4.30) and (4.32) that ),,( CBA  is a realization of Nf  if and 
only if the systems weighting pattern matrix is equal to the kernel of Nf ; i.e.,  
 
  )(),()(),(),( ττττ BttCtStN Φ==  Jt ∈τ,   (4.33) 
 
We know that in the time-invariant case transfer matrices are equivalent to the 
impulse response matrix in time-domain representation. In addition, realizability of 
transfer matrix is equivalent to the realizability of a weighting pattern matrix. It is 
proved [14] that for time-varying case also realizability of transfer matrix is 
equivalent to the realizability of a weighting pattern; i.e.,  
 
 ),,( CBA  is a realization of Nf  if and only if BAsICH 1)( −−=  
 
Now let ),,( CBA  and ),,( CBA  be two realizations of the same transfer matrix. 
Then, BAsICBAsICH 11 )()( −− −=−= . This implies ),,( CBA  and ),,( CBA  are 
realizations of Sf . By (4.33), we obtain  
 
  )(),()()(),()( ττττ BttCBttC Φ=Φ  Jt ∈τ,  
 
Using this fact we prove the following lemma. 
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Lemma 4.3.38: If ),,( CBA  and ),,( CBA  are realizations of order n  and n , 
respectively, of the same transfer matrix, then 
 
  )()()()( tptqtptq jTijTi =       (4.34) 
 
for all It ∈  and all ji, , where )(),(),(),( tqtptqtp ijij  are the sub-matrices of 
),(),(),( tQtQtQ COC and )(tQO , respectively. 
 
Proof: Let ),( τtS  be the impulse response matrix of ),,( CBA  and ),,( CBA , and 
let  
  ),(),( τ
τ
τ tS
t
tS j
j
i
i
ij ∂
∂
∂
∂
=  
 
Thus (see appendix for the proof) 
 
  )(),()()(),()(),( τττττ jTijTiij pttqpttqtS Φ=Φ=   (4.35) 
 
whenever the required number of derivatives exist. Setting t=τ  in (4.35) yields 
(4.34).            ♦ 
 
To prove our main result we need to recall the following: 
 
Definition 4.3.39: An integral domain R  is called a Sylvester domain if it satisfies 
Sylvester’s law of nullity; i.e. 
 
 If A  is an nm × , and B  is an sn ×  matrices over R , then 
 
  
nBrankArankABrankii
BrankArankABranki
−+≥
≤
)()()()
)](),([min)()
 
 
It was proved by Sylvester that “Any field is a Sylvester domain”.  Since our ring 
)(tIRK =  is a field, it is a Sylvester domain. Thus, it satisfies the Sylvester law of 
nullity. 
 
Theorem 4.3.40: Let ),,( CBA  be such that ),( BA  is controllable and ),( CA  is 
observable. Then, ),,( CBA  is a minimal realization of BAsICH 1)( −−= . 
 
Proof: Suppose ),,( CBA  is controllable and observable, with size n . Let ),,( CBA  
be another realization of H , with size n . We need to prove that nn ≤ . Define 
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











+
+
=
− TTn
dt
dT
TT
dt
dT
T
O
CA
CA
C
tQ
])[(
])[()(
1
M
  [ ]BABABtQ ndtddtdC 1)()()( −−−= L  
 
 
and 
 














+
+
=
− TTn
dt
dT
TT
dt
dT
T
O
CA
CA
C
tQ
])[(
])[()(
1
M
 [ ]BABABtQ ndtddtdC 1)()()( −−−= L  
 
Note that whereas )(),( tQtQ CO  are precisely the observability and controllability 
matrices associated to ),( CA  and ),( BA , this is not true for )(),( tQtQ CO . We have 
n  instead of n  in the highest power of )( dtdA −  and )( dtdA + .  
 
Then, by lemma 4.3.38, we have: 
 
 )()()()( tQtQtQtQ CTOCTO =   for all Jt ∈  
 
From Sylvester’s inequality, we have: 
 
 ntQranktQranktQtQranktQrank CTOCTOC −+≥≥ ))(())(())()(())((   
 
By assumption, )(tQTO  and )(tQC  both have rank n . Thus, 
 
 ntQranktQtQranktQtQrankn TOCTOCTO ≤≤== ))(())()(())()((  
 
as required. Therefore, ),,( CBA  is a minimal realization of BAsICH 1)( −−= . ♦  
 
Combining our results, we obtain the following theorem as a summary. 
 
Theorem 4.3.41: ),,( CBA  is a minimal realization of H  if and only if ),( BA  is 
controllable and ),( CA  is observable.      ♦ 
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Chapter 5 
 
 
 
 
Matrix Fraction Descriptions  
 
 
 
In this chapter we shall indicate how coprimeness notions are useful in connecting the 
concepts of controllability, observability, and minimality to that of irreducible matrix 
transfer function descriptions. Matrix fraction description (MFD) is a ratio of two 
polynomial matrices describing a matrix transfer function. With analog to the time-
invariant case, a given rational matrix ∈H  К mp× , where К is the skew field of 
fractions of D, can be written as a fraction of two polynomial matrices. As the 
product of matrices is not commutative, there are two types of matrix fraction 
descriptions, namely left matrix fraction descriptions (LMFD’s) and right matrix 
fraction descriptions (RMFD’s).     
 
From our discussion in chapter 4, we know that any ∈H  К mp×  can be written in the 
form 
 
  ∈≠= − dNdH 0,1 D and ∈N D mp×  
 
which is equivalent to NdIH p 1)( −= , where d  is a left common multiple of all 
denominators of entries of H . Similarly, H  can also be written as: 
 
  ∈≠= − ddNH ~0,~~ 1 D and ∈N~ D mp×  
 
which is equivalent to 1)~(~ −= mIdNH , where d
~
 is a right common multiple of the all 
denominators of entries of H . Therefore, for each ∈H  К mp× , there exists matrices 
∈P D pp× , ∈Q D mp× , ∈T D mm×  and ∈V D mp×  such that  
 
   
11 −−
== VTQPH . 
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One can also choose the matrices P  and Q as follows: 
 
 














=
pdo
d
d
P
O
2
1 0
  and PHQ =  
 
where id , for pi ,,1 L= , is a left common multiple of all denominators of entries in 
the ith  row of H . 
 
 
5.1. Notations and Preliminaries 
 
 
 
In this chapter we shall adopt the following notations. We use the letter Z  to denote 
the continuous time derivative dtd ; i.e. we let dtdZ = ; and for ∈)(ZP D qg×  we denote 
the degree of )(ZP  by ))(deg( ZPN =  and write  
 
  ∑
=
=
N
j
j
j ZPZP
0
)( , with qgj tIRP ×∈ )( . 
 
We denote the entries of )(ZP  by ),()( lkZP , and the entries of jP  by ),( lkjP . The ith -
row of )(ZP  is denoted by ),()( ⋅iZP , and the jth  column is denoted by ),()( jZP ⋅ . For 
any vector of integers (also called multi-index) ),,( 1 pwww L
r
= , we denote by 
∑
=
=
p
i i
ww
1
r
. When ,,, >≤<  and ≥  are used to compare vectors it is understood that 
the relationship is true if, and only if, it is true for each pair of components in the 
vectors. We also denote by wZ
r
 the matrix having iwZ on the diagonal and 0 
elsewhere. A matrix )(ZP  is said to have row degree =)(Pδ
r
rdeg )(ZP  (and column 
degree =)(Pσr cdeg )(ZP , respectively) if the ith  row has degree )(Piδ (and the jth  
column has degree ))(Pjσ . The vector ie
r
 denotes the vector having 1 in component 
i  and 0 elsewhere and )1,,1( Lr =e .  Finally, we denote our transfer matrix by )(ZH  
or simply by H . 
 
Given a qg ×  matrix ∈)(ZR D qg×  the D-module generated by the rows of )(ZR , 
denoted by )(ZRM , is given by: 
 
   
∈++⋅= ⋅⋅ )(:)()()()({ ).().1(1)( ZqZRZqZRZqM iggZR L D}  
   ∈= )(:)()({ ZQZRZQ D }1 g×  
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The left kernel of )(ZR , denoted by )(ZRN , is the D-module defined as:  
 
 ∈= )({)( ZVN ZR D }0)()(:1 =× ZRZVg . 
 
Following Cohn [11], the rank of a module M over D is defined to be the cardinality 
of a maximal D-linearly independent subset of M. Alternatively, it is defined as the 
vector space dimension of the subspace generated by the generators of M over the 
quotient field К. Thus we have 
 
  )()( ZRrankMrank ZR = . 
  
In chapter 3 the rank of a matrix R  over D has been defined. We now give an 
alternative definition of rank of R , in terms of the number of D-linearly independent 
rows of P .  
 
 Lemma 5.1.1: Let ∈)(,),(),( 21 ZvZvZv sL D and К be the field of left fractions of 
D. Then )(,),(),( 21 ZvZvZv sL  are К-linearly independent if, and only if, they are D 
-linearly independent. 
  
Proof: As D  К via dd 11−a ; i.e., D⊂  К, the direction К-linear independence 
implies D -linear independence is obvious.  
 
Conversely, suppose )(,),(),( 21 ZvZvZv sL  are D -linearly independent, and 
suppose 0)()()()()()( 11111 =++ −− ZvZaZdZvZaZd sssL . Let )(Zd  be a left common 
multiple of the .)'( sZd i Then, we get  
 
  )()()( 11 ZcZdZd ii −− =  for some ∈≠ )(0 Zci D and for si ,,1 L=  
 
wich implies 
 
 0)]()()()()()()[( 1111111 =++− ZvZaZcZvZaZcZd L .    
 
If we left multiply this equation by )(Zd , we obtain 
      
 0)()()()()()( 111111 =++ ZvZaZcZvZaZc L  
 
and thus, by assumption, we get 0)()( =ZaZc ii  for si ,,1 L= . Since 0)( ≠Zci  for 
si ,,1 L=  and D is an integral domain, 0)( =Zai  for si ,,1 L= , and hence 
0)()(1 =− ZaZd ii  for si ,,1 L= . Therefore )(,),(1 ZvZv sL  are К-linearly 
independent.          ♦
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Thus, we obtain an alternative definition of the rank of a matrix over D. 
 
Definition 5.1.2: (Rank) For ∈)(ZR D qg× , the quantity )(ZRrank  is defined to be 
the maximum number of D -linearly independent rows of )(ZR . 
 
Lemma 5.1.3: Let )()()( ZCZBZA =  be matrices over D of sizes rmsm ×× , , and 
sr × , respectively. Then rZArank ≤)( . 
 
Proof: Over К this is obvious and we apply the above lemma. 
  
 
5.2. Left- and right- coprime polynomial matrices over D 
 
 
 
Definition 5.2.1:  If )()()( 1 ZQZPZH −=  for some ∈)(ZQ D mp×  and ∈)(ZP D pp×  
with )(ZP  full rank, we call ))(),(( ZQZP  a left factorization (or left matrix 
fraction description) of )(ZH . 
 
Similarly, if 1)()()( −= ZPZQZH  for some ∈)(ZQ D mp×  and ∈)(ZP D mm×  with full 
rank, we call ))(),(( ZPZQ  a right factorization (or right matrix fraction 
description) of )(ZH . 
 
We will define coprimeness of two matrices over D as in the time-invariant case. To 
see some of its equivalent definitions, it will be useful to prove first the following 
theorem, which generalizes results from the constant case to the time-varying case.   
 
Theorem 5.2.2: Let ∈)(ZR D qp×  be a matrix with full row rank. Then the following 
are equivalent: 
      1.  The behavior  ∈= w{ Aq: }0)( =wZR is controllable; 
2. The Jacobson form of )(ZR  is ]0[ pI ; 
3. There exists a matrix ∈)(ZT D ppq ×− )( such that 





)(
)(
ZT
ZR
 is unimodular; 
4. There exists a matrix ∈)(ZS D pq× such that IZSZR =)()( ; 
5. If )()()( 1 ZRZUZR =  for some ∈)(ZU D pp× , ∈)(1 ZR D qp× , then )(ZU must 
be unimodular. 
 
Proof:  The equivalence of 1 and 2 is proved in chapter 3 theorem 3.9.2. 
 
2⇒3: Suppose the Jacobson form of )(ZR  is ]0[ pI . Then there exist unimodular 
matrices )(ZU  and )(ZV  such that  
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)()()(
)(]0)[()(]0)[()( 1
2
1 ZVZU
ZV
ZV
IZUZVIZUZR pp =





== . 
 
Define )()( 2 ZVZT = , then 
 
 











=





=





)(
)(
0
0)(
)(
)()(
)(
)(
2
1
2
1
ZV
ZV
I
ZU
ZV
ZVZU
ZT
ZR
. 
 
Since 





=




 −
−
I
ZU
I
ZU
0
0)(
0
0)( 11
 which is a matrix over D, 





)(
)(
ZT
ZR
 is unimodular. 
 
3⇒4: Let )(ZT  be a matrix according to assertion 3. Then there exist matrices )(1 ZS  
and )(2 ZS  such that  
 
  [ ] 





=





I
I
ZSZS
ZT
ZR
0
0)()()(
)(
21  
 
⇒ IZSZR =)()( 1  
 
Thus, there exists )()( 1 ZSZS =  such that IZSZR =)()( . 
 
4⇒5: Let )(ZS  be such that IZSZR =)()( and suppose )()()( 1 ZRZUZR = . We 
have:  
 
  IZSZRZU =)()()( 1  
 
which implies that )()()( 1 ZSZRZV =  is the inverse of )(ZU , which is a matrix over 
D. Thus, )(ZU  is unimodular (here we have used the fact that if ∈P D nn×  and 
∈Q D nn×  are such that nIPQ = , then 1−P  exists and it belongs to D nn× . The proof of 
this fact, which is obvious in the commutative case, because we can work with 
determinants, is given in the appendix.)  
 
5⇒2: We use an indirect proof. Assume that the Jacobson form is [ ]0)(ZT   with 
dddiagZT ),,1,,1()( L=  non-constant. Then: 
 
 [ ] )()()(0)()()( 11 ZRZUZVZTZUZR ==  
 
with 
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











=
d
ZUZU
1
1
)()(1
O
 and [ ] )(0)(1 ZVIZR = . 
 
Since the inverse of ),1,,1()( ddiagZT L=  is ),1,,1()( 11 −− = ddiagZT L , when 
∉−1d D, the matrix )(1 ZU  will not be a unimodular matrix. This is because the units 
of D are the elements of }0{\)(tIR .       ♦ 
 
Definition 5.2.3: a) A matrix ∈)(ZR D mp×  with full row rank is said to be left prime 
(or left irreducible) if the equivalent conditions in theorem 5.2.2 are satisfied. 
 
b) We say a left factorization ))(),(( ZQZP is left coprime if the matrix )]()([ ZQZP  
is left irreducible.  
 
c) A matrix ∈)(ZR D mp×  with full column rank is said to be right prime (or right 
irreducible) if one of the following equivalent conditions is satisfied: 
 
1) The Jacobson form of )(ZR  is 





0
mI ; 
2) There exists a matrix ∈)(ZT D pmp )(−×  such that [ ])()( ZTZR  is unimodular; 
3) There exists a matrix ∈)(ZS D pm× such that mIZRZS =)()( ; 
4) If )()()( 1 ZUZRZR =  for some ∈)(ZU D mm× , ∈)(1 ZR D mp×  then )(ZU must 
be unimodular. 
 
d) We say a right factorization ))(),(( ZPZQ is right coprime if the matrix 





)(
)(
ZP
ZQ
 is 
right irreducible.  
 
In chapter 4 section 2.2., we have defined properness of a transfer matrix )(ZH  in 
terms of its entries. We now prove a result that relates properness of 
)()()( 1 ZQZPZH −=  or )()()( 1 ZPZQZH −=  with row- or column- degrees of )(ZP  
and )(ZQ .  
 
Proposition 5.2.4: If )()()( 1 ZQZPZH −=  is a strictly proper (or proper) transfer 
matrix, then every row of )(ZQ  has degree strictly less than (or less than or equal to) 
that of the corresponding row of )(ZP ; i.e., )()( PQ δδ
rr
<   (or )()( PQ δδ
rr
≤ ). 
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Proof: We have )()()( ZHZPZQ = , and 1~~)( −= dNZH  with )~deg()~deg( ijnd >  (or 
)~deg()~deg( ijnd ≥ ) for all ., ji  Hence 1),(),(
~~)()( −⋅⋅ = dNZPZQ ii  and thus 
NZPdZQ ii ~)(~)( ),(),( ⋅⋅ = . This implies  
 
 )~deg())(deg()~deg())(deg( ),(),( NZPdZQ ii +≤+ ⋅⋅  
 
and therefore 
 
 )0(0)~deg()~deg())(deg())(deg( ),(),( ≤<−≤− ⋅⋅ ordNZPZQ ii   ♦ 
Remark:  We will have the same result for right factorization and column degrees. 
The converse of this statement is not always true. For instance, if  
 
 ]12[)( 2ZZQ = ,  





++
+
=
11
)( 2
3
ZZ
ZZZ
ZP
 
 
the degrees of the columns of )(ZQ  are less than those of the corresponding columns 
of  )(ZP , but )()()( 1 ZPZQZH −=  is not proper, where 
 
2
32
1
1
1)( −− 





−−++
−
= Z
ZZZZ
Z
ZP and 232 ]1[),( −−++−= ZZZZZZtH  
 
To get a necessary and sufficient condition for the properness of )(ZH  in terms of 
row or column degrees we first introduce the concept of row- and column- reduced 
form of a matrix over D. A good exposition about row-reducedness can be found in 
Kailath [26].  
 
 
5.3. Row-and Column-Proper Polynomial Matrices over D 
 
 
 
Let )(ZR  be a matrix over D of degree N , then the leading coefficient of )(ZR , 
denoted by ))(( ZRLC , is NR . The leading row coefficient, denoted by ))(( ZRLC row , 
is defined as: 
  
 ))(())(( ))(( ZRZLCZRLC ZReNrow ⋅= −δ
rr
. 
 
For the leading column coefficient we can also give a similar definition as: 
 
))(())(( ))(( ZReNcol ZZRLCZRLC σ
rr
−
= . 
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Example 5.3.1: Let 
 
  





−−
+
=
−
3)1(
2)(
1
2)1(2
2
ZtZ
ZtZ
ZR
t
t
t
 
 
Here, == )(,2 RN δ
r
rdeg )1,2()( =ZR . Thus,  
 
 ( ))())(( )1,2()1,1(2 ZRZLCZRLC row ⋅= −  
            






−
=








−−−
+
=














−−
+






=
−
−
−
1
2)1(
2
3)1(
2
0
01
1
1
2121
2)1(2
1
2)1(2
2
2
2
2
t
t
ZZtZZ
ZtZ
LC
ZtZ
ZtZ
Z
LC
t
t
t
tt
t
t
t
t
t
 
 
with =)(Rδ
r
rdeg )(ZR  and )(deg)(max ZRRN jj == δ , we may also write 
  
 +⋅=⋅− NPeN ZLZRZ )()(δ
rr
 l.o.t. 
 
where the matrix ⋅×⋅∈= )())(( tIRLZRL  is the same as the highest row degree 
coefficient matrix or the leading row coefficient matrix of )(ZR  and l.o.t denotes 
lower order terms. For the matrix given in example 5.3.1, 
 
  





−
=
−
11
1
2
t
t
L
t
t
t
 
              
Definition 5.3.2: A matrix ∈)(ZR D qp× is in row reduced form (or )(ZR  is row-
reduced or row proper) if pZRLCrank row =))(( . )(ZR  is in column reduced 
form if qZRLCrank col =))(( . Here the rank of a matrix is defined over )(tIR . 
 
Remark: The leading row coefficient is defined in this manner because we are 
interested in the elements of )(ZRM . That is, we wish to examine elements of the form 
)()( ZRZQ ⋅  for some ∈)(ZQ D p×1  (see lemma 5.3.7 below). If =µr rdeg )(ZR  and 
})({degmax ),1(
1 j
j
pj
ZQd µ+=
≤≤
, then it is useful if we guarantee that 
dZRZQ =))()(deg( . In other words, we need to guarantee that the coefficient of dZ  
in )()( ZRZQ ⋅  does not vanish. This coefficient can be written in terms of the leading 
row coefficients as  
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 ∑
=
⋅
−
−
⋅⋅
p
j
jdj
d ZRZQ jj
1
),(),1( )(µµ  
         = ∑
=
⋅
−
−
−
⋅⋅⋅
p
j
jNNdj
d ZRZZQ jj
1
),(),1( )(µµ  
 
         = ))((][ ),1()1,1( ZRLCZQQ rowNdpdd jj ⋅⋅ −−− µµ L . 
 
This allows us to easily predict the degree of )()( ZRZQ ⋅  from the degree of )(ZQ  
and )(ZR  in a similar way as in the case of scalar polynomials, provided that 
))(( ZRLCrow  satisfies additional properties, as given in lemma 5.3.7 below. 
 
Remark: Of course, it is possible to read off the leading row coefficient directly 
instead of multiplying it by the diagonal matrix ))(( ZPeNZ δ
rr
−
 first. To see this we give 
the following alternative (which is also equivalent) definition of row properness.  
 
Let ∈)(ZR D qg×  be given. Then )(ZR  can be written as  
 
 )())(()( )( ZLZRLCZZR rowR +⋅= δ
r
     (5.1) 
 
where the matrix )(ZL (“lower order terms”) is such that )()( RL δδ
rr
< . We say that a 
matrix )(ZR  is row-proper if the matrix ))(( ZRLCrow  has full row rank. This implies 
)(ZR  itself has full row rank (see lemma 5.3.7). If )(ZR  is square row properness 
signifies that ))(( ZRLCrow  is non-singular in the sense that 0)))((det( ≠ZRLCrow  
(since the coefficient field )(tIR  is commutative, we can work with determinants as 
usual). 
 
Example 5.3.3: Consider 
 
  










++
++++
++
=
243
225
22
)5(4
)154(10
5)3(5)12(
)(
ZZtZZ
ZtttZZ
ZtZt
ZP  
 
Then )(ZP  can be written as: 
 
  +










=
00
00
)3(0)2(
)(
4
5
22
Z
Z
tZtZ
ZP  l.o.t 
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            +




















=
010
010
302
00
00
00
4
5
2 tt
Z
Z
Z
l.o.t 
 
In the case )()()( 1 ZQZPZH −=  with )(ZP  row-reduced, a proof of the following 
theorem can be found in [12], using module theoretic approach. We give a new proof 
for the sake of completeness [59]. 
 
Proposition 5.3.4: Let ∈)(ZP D pp×  be row-proper, and let ∈)(ZQ D mp×  be 
arbitrary. Then, )()()( 1 ZQZPZH −=  is proper if, and only if, )()( PQ ii δδ ≤  for all 
i . 
 
Proof: In view of proposition 5.2.4, it suffices to show the “if part”. Let 
)())(()( )( ZLZPLCZZP rowP +⋅= δ
r
 be decomposed according to (5.1). The matrix 
))(( ZPLC
row  is invertible, because )(ZP  is row-proper. Then  
 
)()]}())(()[(({)()()( 1)(1)(1 ZQZLZZPLCIZPLCZZQZPZH P
rowrow
P −−−− +== δδ
rr
 
           )())(()]())(([ )(11)(1 ZQZZPLCZLZZPLCI ProwProw δδ
rr
−−−−−+= . 
 
By construction, the matrix )())(()( )(1 ZLZZPLCZX Prow δ
r
−−
=  is strictly proper, and 
)())(()( )(1 ZQZZPLCZY P
row
δ
r
−−
=  is proper. We know from chapter 4 that the strict 
properness of )(ZX  implies that 1))(()( −+= ZXIZW  is proper. Thus 
)()()( ZYZWZH =  is also proper.       ♦ 
 
The next natural question is whether or not any matrix )(ZP  can be made row-
reduced by applying elementary row operations. For the matrix, given in example 
5.3.3, if we pre-multiply )(ZP  by the unimodular matrix 
 
  










−=
100
10
001
)( ZZU
 
 
we obtain: 
 










++
+++−++−−−
++
==
243
23234
22
)5(4
)154(1)1(54
5)3(5)12(
)()()(
ZZtZZ
ZttZZtZtZZ
ZtZt
ZPZUZP
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Thus 










−
+
=
010
001
3012
))((
tt
ZPLCrow . Hence 3))(( =ZPLCrank row , which implies 
 
 that )(ZP  is row-reduced. 
 
We now prove that any full row rank matrix ∈)(ZP D qp×  can be transferred to a row-
reduced one by means of elementary row operations. 
 
Theorem 5.3.5: For any matrix ∈)(ZP D qp×  there exists a unimodular matrix 
∈)(ZU D pp× , with )()()( ZPZUZT =  having },min{ qpr ≤  non-zero rows, 
rdeg ≤)(ZT  rdeg )(ZP , and where the submatrix consisting of the r  non-zero rows of 
)(ZT  is row-reduced. 
 
Proof: We will give a constructive proof of this theorem. Starting with IZU =)(  and 
)()( ZPZT = , we construct a sequence of unimodular matrices )(ZU  and 
)()()( ZPZUZT =  where the final )(ZT  has the desired property. In one step of this 
procedure, we will update one row of the previously computed )(),( ZTZU  and 
obtain the new quantities newZU )(  and newZT )( . Let J  be the set of indices of zero 
rows of )(ZT . 
 
If the matrix formed by the non-zero rows of )()( ZPZT =  is row reduced, we are 
done. Otherwise, we can find ptIRw ×∈ 1)(r  with 0,0
rrrr
=⋅≠ Lww , where 
))(( ZTLCL
row= , and 0=jw  for Jj ∈  (i.e. we assume that 0=jw  if ),()( ⋅jZT  is a 
zero row.) Such a vector exists if, and only if, )(ZT  is not in row-reduced form. Let 
=)(Tδ
r
rdeg )(ZT  and chose a row k  such that )(Pkδ  is maximal among the rows j  
with 0≠jw . We define ∈)(ZQ D pp×  to be the matrix 
 
 
















⋅⋅=
−
−
1
1
)( )()()()(1 1
O
LL
O
TT
pk
TT pkk ZwwZwZQ δδδδ  
 
which is the identity matrix with kth  row replaced.       
 
If we define )()()( ZUZQZU new =  and )()()( ZTZQZT new = , then 
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)()()( ),(),( ZTZQZT kknew ⋅⋅ =  
     ∑
≠
⋅
−
⋅=
0
)(),(
)(
)()(
j
j
j
jk
w
Tj
T
TT
j ZTZw
δ
δ
δδ
+  l.o.t 
     ∑
=
⋅
=
p
j
Tj
Tj
k
j
ZTw
1
)(),(
)(
δ
δ + l.o.t 
)()( TkZLw δ⋅= r + l.o.t 
 
Hence, 1)()(deg ),( −≤⋅ PZT kknew δ , showing that rdeg ≤newZT )( rdeg )(ZT . Since 
0)( ),( ≠kkZQ , by construction, we may consider )(ZW  obtained from pI  by 
replacing its ),( jk  entry by ( ) ),(1),( )()( jkkk ZQZQ ⋅− −  for kj ≠ , and by ( ) 1),()( −kkZQ  
for kj = . One can easily verify that pIZWZQZQZW == )()()()( . Thus 
)()()( ZUZQZU new =  is also unimodular. 
 
Notice that, in each step of the algorithm, we either produce a new zero row in )(ZT , 
or else decrease )(Pδ
r
, the sum of row degrees of non-trivial rows of )(ZT , by at 
least one. Hence, the procedure terminates, which implies that the non-zero rows of 
)(ZT are in row-reduced form.        ♦ 
 
Remark: 1. The above theorem shows us that any matrix )(ZP  over D can be 
transferred to row-reduced form by means of elementary row operations. Neither the 
row-reduced form nor the corresponding transformation matrix is unique. However, it 
can be shown that the row degrees of the row reduced form are unique up to 
permutation (see theorem 5.3.13 below).  
 
2. In fact the quantity r of theorem 5.3.5 equals )(ZPrank  (see theorem 5.5.3). Thus, 
as a consequence of this theorem we obtain: If )(ZP  has full row rank, then there 
exists a unimodular matrix ∈)(ZU D pp×  such that )()()( ZPZUZT =  is in row-
reduced form. 
 
Example 5.3.6: Consider the matrix )(ZP  given in example 5.3.3, 
 










++
++++
++
=
243
225
22
)5(4
)154(10
5)3(5)12(
)(
ZZtZZ
ZtttZZ
ZtZt
ZP  
 
Let )()(,)( 3 ZPZTIZU == . Since there is no zero row in )()( ZPZT = , φ=J . We 
know that  
 
 









 +
==
010
010
3012
))((
tt
ZPLCL row  
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and )4,5,2()( =Pδ
r
. Since )(ZT  is not row-reduced, there exists wr , say 
)5,5,0( ttw =r  such that  0
rr
=⋅ Lw . 2=k  because the non-zero components of wr  are 
2w  and 3w , and )()}(),(max{ 232 PPP δδδ = . We define ∈)(ZQ D 33×  as: 
 
 










−=










⋅⋅=
100
550
001
100
001
)( 3231 tZtZwwZwZQ  
 
Now let  )()()()()( 3 ZQIZQZUZQZU new === , and )()()( ZTZQZT new = . Thus,  
 










++
++++
++
−==
⋅⋅
243
225
22
),2(),2(
)5(4
)154(10
5)3(5)12(
)5,5,0()()()(
ZZtZZ
ZtttZZ
ZtZt
tZtZTZQZT new
    
( ) ( )
( )243
223522
54)5(
)154(10)5(535)12(0
3
ZtZZZtZ
ZttZtZttZZt
Zbymultiply
++−
++++++++=
4444 34444 21
 
   
( ) ( ) ( ) 555 010)5(010)5(30120 ZtZtZtt −+++= + l.o.t. 
   
( ) 5
010
010
3012
550 Z
tt
tt









 +
−=
 + l.o.t. 
               
5)( ZLw ⋅= r + l.o.t. 
 
Thus, 415)(deg ),2( =−≤⋅newZT  and hence rdeg ≤newZT )(  rdeg )(ZT .  Since 
05)( )2,2( ≠= tZQ , we define )(ZW  to be the matrix 3I  with its second row replaced 
by the entries  
 
 ( ) ),2(1)2,2( )()( jZQZQ ⋅− −  for 2≠j , and ( ) 1)2,2()( −ZQ  for 2=j . 
 
This implies  
   
 










=
100
5
10
001
)( Z
t
ZW  
 
One can easily check that 3)()()()( IZQZWZWZQ == . Thus, )(ZQ  is unimodular 
and hence )()()( ZUZQZU new =  is unimodular. Since the leading row coefficient 
matrix of newZT )(   
 
 122 
5.3. ROW-AND COLUMN-PROPER POLYNOMIAL MATRICES OVER D 
 
 










−
+
=
010
001
3012
))((
tt
ZTLC newrow  
 
is non-singular, newZT )(  is row-reduced. 
 
To prove one of the main theorems of this section we need to prove below some 
generalizations of the well-known classical properties for matrix polynomials in the 
constant case. We first prove a statement analog to the predicate-degree property of 
ordinary matrix polynomials [26]. 
 
 
Lemma 5.3.7: Let ∈)(ZP D qp× . Then )(ZP  is row-reduced if, and only if, for any 
∈)(ZQ D p×1   
  })(deg)({max))()(deg( ),1(
1
j
jpj
ZQPZPZQ +=
≤≤
δ . 
 
Proof: For any ∈)(ZQ D p×1 , let })(deg)({max ),1(
1
j
jpj
ZQPN +=′
≤≤
δ . Let ptIRh ×∈ 1)(
r
 
be a vector such that   
 
  
)('),1()( PNjj jZhZQ δ−= + l.o.t. 
 
Note that 0
rr
≠h , and NZPZQ ′≤))()(deg( , with the coefficient at NZ ′  being given 
by: 
 
  ))((
1
),(
)( ZPLChPh row
p
j
j
Pj j ⋅=⋅∑
=
⋅
r
δ . 
 
Thus, 
 
  )(ZP  is row-reduced ⇔ ))(( ZPLCrow  has full row rank 
               ⇔ 00))(( ≠∀≠⋅ hZPLCh row
rr
 
               ⇔ NZPZQ ′=)()(deg . 
 
Since )(ZQ  is arbitrary, the statement is true for all pDZQ ×∈ 1)( .  ♦ 
 
Example 5.3.8: Let  
 










++
+++−++−−−
++
=
243
23534
22
)5(4
)154(1)1(54
5)3(5)12(
)(
ZZtZZ
ZttZZtZtZZ
ZtZt
ZP , and  
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 ( )3)42()( 2422 +++= tZZZttZZQ  
 
Then, ( )0420,8}6,8,4max{ 2 tthN +===′ r  and the coefficient of 8Z  in 
)()( ZPZQ  is: 
 
( ) ( ) 00042
010
001
3012
0420))(( 22 ≠−−=










−
+
+= tt
tt
ttZPLCh row
r
  
 
 Thus, the degree of )()( ZPZQ  is equal to 8=′N . 
 
Using lemma 5.1.3 and lemma 5.3.7, we prove the next result, which is useful to 
prove the invariance property of row degrees of row-reduced matrices. 
 
Lemma 5.3.9: Let )()()( ZCZBZA =  be matrices over D of sizes rmsm ×× , , and 
sr × , respectively, with )(ZA  and )(ZC  row-reduced with row degrees 
)()(1 AA mδδ ≤≤L  and )()(1 CC rδδ ≤≤L , respectively. Then rm ≤ , and 
)()( CA ii δδ ≥  for mi ,,1 L= .  
 
Proof: From lemma 5.3.7, we see that rows of the row-reduced matrix )(ZA  are D - 
linearly independent. Thus rZArankm ≤= )( , by lemma 5.1.3. Suppose that 
)()( CA ii δδ ≥  for ki < , but )()( CA kk δδ < . Lemma 5.3.7 implies that  
 
)()()(deg ),( CAZB lili δδ −≤ .  
 
Since )()()( CCA lkj δδδ ≤<  for lkj ≤< , we may conclude that 0)( ),( =ljZB  for 
lkj ≤< . Thus the first k  rows of )(ZA  are D -linear combinations of the first 1−k  
rows of )(ZC . From lemma 5.1.3, it follows that the first k  rows of )(ZA  are D -
linearly dependent, a contradiction. Hence, )()( CA ii δδ ≥  for mi ,,1 L= .  ♦    
  
Now we are in a position to prove the invariance property of row degrees of row-
reduced matrices. 
 
Theorem 5.3.10: (Invariance of row degrees of row-reduced matrices) 
Let )()()( ZPZUZT = , such that )(ZU  is unimodular and both )(ZP  and )(ZT  are 
row-reduced. Then, up to permutation, the row degrees of )(ZP  and )(ZT  coincide. 
 
Proof: By using the fact that )(ZU  is invertible and applying lemma 5.3.9 twice, one 
can prove this theorem.        ♦ 
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5.4. Existence of Row-Proper Representations and Causal Input- 
      output Structures 
 
 
In chapter 3, we have seen the existence of different types of representations of a 
behavior, for instance, full row rank representations etc. In this section we will see 
two more representations of a given behavior, namely row-proper representations and 
causal input-output structure. 
   
Existence of row-proper representations   
 
Let ∈)(ZR D qp×  be a matrix with full row rank and  ∈= w{ A q : }0)( =wZR . Then 
by theorem 5.3.5, there exists a unimodular matrix ∈)(ZU D pp×  such that 
)()()( ZRZUZR =′  is row-proper. The matrix )(ZR′  is a row-proper representation 
of . 
 
Existence of causal input-output structures 
 
Let ∈)(ZR D qp×  be a row-proper representation of  with qp < . Consider the 
decomposition 
 
  )())(()( )( ZLZRLCZZR rowR += δ
r
  
 
from (5.1). As )(ZR  is row-proper, the matrix ))(( ZRLC
row  has full row rank. Thus 
we have, up to a permutation of columns,  
 
  ]))(())(([))(( ZPLCZQLCZRLC
rowrowrow −=   (5.2) 
 
where pp
row tIRZPLC
×∈ )())((  is non-singular. Then the input-output structure (as 
defined in chapter 3, section 3.8) resulting from partitioning the system variables 
according to the partition in (5.2) will lead us to a causal input-output structure. Thus 
we have the following result (for the definition and characterizations of autonomy see 
chapter 3, section 3.8): 
 
Theorem 5.4.1: Any non-autonomous behavior  admits a causal input-output 
structure. 
 
Example 5.4.2: Consider the matrix from example 3.1.3. The highest row coefficient 
matrix is  
 
  





=
010
001))(( ZRLCrow . 
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Thus, if we choose the first two components as outputs and the third component as an 
input we get the transfer matrix: 
 
  





+
=











−
−+
=
−
−
2
1
0
1),( 2
1
1 tZ
Z
Z
tZ
tZ
ZtH
t
 
 
which is proper. We can check this using the fact that 211 −−− −= ZtZtZ  as follows: 
 
 






+






−
−+
−−
−
22
1
1 2)(0
1
ZtZZ
Z
Z
tZ
t






+−






−
−+
=
−−
−
22
1
1 2)1(0
1
ZZtZ
Z
Z
tZ
t
 
           
         





+






−
−+
=
−−
−
21
1
10
1
ZtZ
Z
Z
tZ
t
 
        











−
−+
=
−
−
1
1
10
1
tZ
Z
Z
tZ
t
 
        





−
=
−− 11)(
1
ZZZt
 
       






=






−+
=
−−
t
ZZtZ
1
)1(
1
11
 
 
Therefore 
 
 





+
=











−
−+
=
−
−
2
1
0
1),( 2
1
1 tZ
Z
Z
tZ
tZ
ZtH
t
 .   ♦ 
 
 
 
5.5. Computing GCRD and LCLM of Matrices over D 
  
 
 
Greatest common divisors (GCD’s) of polynomial matrices play an important part in 
control theory as studied by Wolovich and others. For example, they are useful in 
obtaining irreducible matrix fraction descriptions (and hence minimal state-space 
realizations) of a transfer function matrix, etc. Algorithms to compute a row- 
(column-) proper form of a polynomial matrix can be used to compute the greatest 
common (one-sided) divisor of two polynomial matrices. These algorithms can also 
be used to compute least common (one-sided) multiple. Using the preceding  
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algorithm for row reduction we shall compute a greatest common right divisor 
(GCRD) and a least common left multiple (LCLM) of two polynomial matrices over 
D in the same way it is done in the case of polynomial matrices in the constant case 
[26]. 
 
Definition 5.5.1: A greatest common right divisor of two polynomial matrices 
)(ZP  and )(ZQ  over D, having the same number of columns, is any polynomial 
matrix )(ZR  such that   
 
1.   )(ZR  is a right divisor of 





)(
)(
ZQ
ZP
;i.e.,      
                       )()()(),()()( ZRZQZQZRZPZP ==  
       for some polynomial matrices )(ZP and )(ZQ  over D; and  
 
2. if )(1 ZR  is any other right divisor of )}(),({ ZQZP , then )(1 ZR  is a right  
      divisor of )(ZR ;i.e.  )()()( 1 ZRZMZR =  for some polynomial matrix   
      )(ZM over D. 
 
Let ∈)(ZP D qp ×1  and ∈)(ZQ D qp ×2 , such that the matrix 





= )(
)()(
ZQ
ZP
ZF  has rank 
q . Such an assumption is natural since otherwise we may have GCRDs of arbitrary 
high degree [See Kailath [26], page 376]. In systems theory, this condition is often 
assured by having one of the matrices, say )(ZP , be square and full rank. For 
example the pair ))(),(( ZPZQ  often arises as a right MFD of a given transfer matrix. 
After row-reduction and possibly a permutation of the rows, we obtain: 
 
 





=











=
0
)(
)(
)(
)()(
)()()()(
2221
1211 ZG
ZQ
ZP
ZUZU
ZUZU
ZFZU      (5.3) 
 
with ∈)(ZG D qq× , and )(),( 21 ZUZU jj  matrices over D of size jpq ×  and 
jpqpp ×−+ )( 21 , respectively, for =j 1,2.  
 
As )(ZU  is unimodular, it has an inverse, say )()( 2121)( ppppDZV +×+∈ . Thus  
 












=





=
0
)(
)()(
)()(
0
)()()(
2221
1211 ZG
ZVZV
ZVZVZG
ZVZF  
 
so that )()()( 11 ZGZVZP =  and )()()( 21 ZGZVZQ = . This shows that )(ZG  is a right 
divisor of )(ZP  and )(ZQ . 
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From )()()()()( 1211 ZQZUZPZUZG +=  we see that any right divisor of )(ZP  and 
)(ZQ  is also a right divisor of )(ZG . Therefore, )(ZG  is a GCRD of )(ZP  and 
)(ZQ . From (5.3) we see that the matrices 





)(
)(
ZQ
ZP
 and 





0
)(ZG
 are left equivalent; 
i.e. there exists a unimodular matrix, namely )(ZU  such that 





=





0
)(
)(
)()( ZG
ZQ
ZP
ZU .  
 
Lemma 5.5.2: Any two GCRD’s of ∈)(ZP D qp ×1  and ∈)(ZQ D qp ×2  are left 
equivalent. 
 
Proof: Here it suffices to show that any GCRD of )(ZP  and )(ZQ  is left equivalent 
to the matrix )(ZG  in (5.3). Let )(1 ZG  be a GCRD of )(ZP  and )(ZQ . Then there 
exists matrices )(ZM  and )(1 ZM  such that 
 
 )()()( 1 ZGZMZG =  and )()()( 11 ZGZMZG = .  
 
Thus we have )()()()( 1 ZGZMZMZG =  and hence )()( 1 ZMZMI = . Therefore 
)(ZM  is unimodular, which implies that )(ZG  and )(1 ZG  are left equivalent. ♦ 
 
 Definition 5.5.3: A least common left multiple of two polynomial matrices )(ZP  
and )(ZQ  over D, having the same number of columns, is any polynomial matrix 
)(ZL  such that   
 
1.   )(ZL  is a left common multiple of )(ZP  and )(ZQ ;i.e.,      
                       )()()()()( ZQZQZPZPZL ′=′=  
       for some polynomial matrices )(ZP′ and )(ZQ′  over D; and  
 
2.    if )()()()()( ZQZQZPZPZL == , then )()()( ZLZRZL =  for some  
        polynomial )(ZR  over D. 
 
The following theorem is important for the computation of an LCLM.  
 
Theorem 5.5.4: Let ∈)(ZF D qp× , ∈)(ZU D pp×  be unimodular, and 
)()()( ZFZUZT ⋅=  having r  non-zero rows, such that the non-zero rows of )(ZT  
form a row reduced matrix. Then: 
 
 )()( )( ZFZF NrankpZFrankMrankr −===     (5.4) 
 
with a basis of )(ZFN  given by those rows of )(ZU corresponding to the zero rows of 
)(ZT . 
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Proof: We first prove  
 
)()( )( ZTZT NrankpZTrankMrankr −===  
 
that is,  (5.4) with )(ZF  replaced by )(ZT .  Let J denotes the set of indices of zero-
rows of )(ZT . For any ∈)(ZA D p×1 , we have: 
 
   
),(),1( )()()()( ⋅
∉
∑=
j
Jj
j ZTZAZTZA . 
 
By lemma 5.3.7, the rows ),()( ⋅jZT  for Jj ∉  are D-linearly independent. Therefore, 
)()( ZTNZA ∈  if, and only if, 0)( ),1( =jZA  for all Jj ∉ . Thus,  
 
)()( ZTNrankpZTrankr −== . 
 
It is easy to see that )()( ZTMrankZTrankr ≤=  s . If we are given s  elements of  
)(ZTM  which are D -linearly independent, then they can be written as rows of the 
matrix )()( ZTZB  for some ∈)(ZB D ps× . Then sZTZBrank =⋅ )()( , by 
construction of )(ZB . As )(ZT  contains only r  non-zero rows, we have  
rZTZBranks ≤⋅= )()(  by lemma 5.1.3. Thus, sr =  and hence (5.4) holds if )(ZF  
is replaced by )(ZT . 
 
Now since )(ZU  is unimodular, it has an inverse ∈)(ZV D pp× . Thus, 
 
  0)()()( )( =⇔∈ ZFZCNZC ZF  
   0)()()()( =⇔ ZFZUZVZC  
   )(
)(
)()( ZT
ZA
NZVZC ∈⇔
43421
 
   0)()()( =⇔ ZFZUZA . 
That is, 
 
 ),()(
),1(
)( }0)(:)()({ ⋅=∉== JZUjZF MJjforZAZUZAN . 
 
Since )(ZU  has a right inverse, we may conclude that }0{)(
r
=ZUN ; showing that 
rows of unimodular matrices are linearly independent over D. Thus, the rows of 
),()( ⋅JZU  form a basis of )(ZFN , and  
 
)()()( ZFZTZF NrankrprankMpMrankp =−=−=− .   
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Thus )()( ZFZF NrankpMrankr −== . The remaining equality follows from the 
definition of rank of )(ZFM .        ♦ 
 
To compute LCLM of )(ZP  and )(ZQ , let 0>l . Then for any common left multiple 
)()()()( 21 ZQZWZPZW =  with ∈)(ZWi D ipl× , the rows of [ ])()( 21 ZWZW −  belong 
to the left kernel )(ZFN . As [ ])()( 2221 ZUZU  is a basis of )(ZFN  by theorem 5.5.4 
there exists )( 21)( qpplDZC −+×∈  such that  
 
   [ ] [ ])()()()()( 222121 ZUZUZCZWZW ⋅=− ,  
 
which implies that )()()()( 2221 ZQZUZPZU −=  is an LCLM of )(ZP  and )(ZQ . 
 
Remark: Greatest common right divisors can also be computed using the Jacobson 
form. The GCRD’s obtained using either the above method or the Jacobson form will 
be left equivalent. The GCRD, which is computed above, has the additional property 
of being row-reduced.    
 
 
5.6. Size of Minimal Realizations 
 
 
 
Now suppose ))(),(( ZQZP  is a left coprime factorization of )(ZH .Then, by 
theorem 5.3.5, there exists a unimodular matrix )(ZU  such that )()()( ZPZUZP =  is 
row-reduced. If we let )()()( ZQZUZQ = , then  
 
 )()()())()(())()(()()( 111 ZHZQZPZQZUZPZUZQZP === −−− . 
 
Thus, ))(),(( ZQZP  is a left factorization of )(ZH . To see that it is also a coprime 
factorization, suppose ])()()[(])()([ ZQZPZRZQZP ′′= . Thus we have  
 
 ])()()[(])()()[( ZQZPZRZQZPZU ′′=  
 
which implies that 
 
])()()[()(])()([ 1 ZQZPZRZUZQZP ′′= − . 
 
Since ))(),(( ZQZP  is a left coprime factorization of )(ZH , we must have 
)()()( 1 ZRZUZV −=  unimodular. Thus )()()( ZVZUZR =  is also unimodular and 
hence ))(),(( ZQZP  is a left coprime factorization of )(ZH , with )(ZP row-
reduced. From this fact we see that, if )(ZH  has a left coprime factorization, then it 
has a left coprime factorization with row-reduced denominator matrix. Such a  
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factorization is not unique. However, if ))(),(( ZQZP and ))(),(( ZQZP  are two left 
coprime factorizations of )(ZH , then )(ZP  and )(ZP  are row equivalent; i.e., there 
exists a unimodular matrix )(ZU  such that )()()( ZPZUZP = . We will prove this 
fact in the next theorem. 
 
Theorem 5.6.1: Let ))(),(( ZQZP  and ))(),(( ZQZP  be two left coprime 
factorizations of )(ZH . There exists a unimodular matrix )(ZU  such that 
)()()( ZPZUZP =  and )()()( ZQZUZQ = . 
 
Proof: Let ))(),(( ZQZP and ))(),(( ZQZP  be two left coprime factorizations of 
)(ZH . Then,  
 
  )()()()()( 11 ZQZPZQZPZH −− == . 
 
Set )()()( 1 ZPZPZU −= . We claim that )(ZU  is unimodular. Since ))(),(( ZQZP  is 
left prime, the matrix )]()([ ZQZP  is left irreducible and hence there exists a matrix 






)(
)(
ZS
ZR
 such that [ ] I
ZS
ZR
ZQZP =





)(
)()()(  and hence .)()()()( IZSZQZRZP =+  
 
Thus we have  
 
)()()()()()()()()( 111 ZSZQZPZRZSZQZPZRZP −−− +=+=
 
 
 ⇒ )()()()()()()( 1 ZSZQZRZPZPZPZU +== −  
 
which is a matrix over D. Again the left coprimeness of ))(),(( ZQZP  implies the 
existence of a matrix 





)(
)(
ZS
ZR
 such that   
 
  IZSZQZRZP =+ )()()()(  
 ⇒ )()()()()()()()()( 111 ZSZQZPZRZSZQZPZRZP −−− +=+= . 
 
This in turn implies )()()()()()()( 11 ZSZQZRZPZPZPZU +== −− , which is also a 
matrix over D. Therefore, )(ZU is unimodular and )()()( ZPZUZP =  and 
)()()()()()()()()( 11 ZQZQZPZPZQZPZPZQZU === −− .   ♦ 
 
From theorem 5.3.10 and theorem 5.6.1, we obtain the following results: 
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Theorem 5.6.2: If ))(),(( ZQZP  is a left coprime factorization of )(ZH with )(ZP  
row-reduced, then the sum of row degrees of )(ZP  is independent of the specific 
choice of the coprime factorization with )(ZP  row-reduced, and therefore 
 
  ∑=
i
ir PHd )()( δ  
 
is well-defined. If ))(),(( ZQZP  is an arbitrary left (coprime) factorization of 
)(ZH (not necessary with row-reduced ))(ZP , then 
 
  ∑≤
i
ir PHd )()( δ . 
 
Proof: Follows from theorem 5.3.10   and theorem 5.6.1. The proof of the last 
assertion follows immediately from the method of reduction to row-reducedness. ♦  
 
Column-Reduced Matrices: All our discussions for row reducedness, row degrees, 
etc., have obvious counter parts, in terms of column-reducedness, column degrees, 
etc. There is no need to explicitly repeat all the previous discussions. We only state 
the counter part of theorem 5.6.2 without proof.  
 
Theorem 5.6.3: 1. Let ))(),(( ZPZQ  be a right coprime factorization of )(ZH  with 
)(ZP  column-reduced. The sum of column degrees of )(ZP  is independent of the 
specific choice of the coprime factorization with )(ZP  column reduced, and therefore 
 
  ∑=
j
jc PHd )()( σ  
 
is well defined. If ))(),(( ZPZQ  is an arbitrary (not necessary with column-reduced 
)(ZP ) right (Coprime) factorization of )(ZH , then  
 
  ∑≤
j
jc PHd )()( σ . 
 
2. Let )(Hd r  be as defined in theorem 5.6.2, then we have )()( HdHd cr =  )(Hd . 
 
In the next theorem we show that the integer )(Hd  equals the size of a minimal 
realization of a proper rational matrix )(ZH . 
  
Theorem 5.6.4: Let )(ZH  be a proper rational matrix. The size of a minimal 
realization of )(ZH  is given by the integer )(Hd  from theorem 5.6.3. 
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Proof: Without loss of generality let us assume that )()()( 1 ZQZPZH −= is strictly 
proper where ∈)(ZP D pp× , and ∈)(ZQ D mp× . Let ),,( CBA be a realization of 
)(ZH ; i.e., 
  
  BAZICH n
1)( −−= . 
 
Here n  is the size of this realization. First, we show that )(Hdn ≥ . To see this, let 
BAZIG n
1)( −−= . Then, ),( BAZI n −  is a left factorization of )(ZG . By theorem 
5.6.2, we obtain  
 
  nAZIGd
n
i
ni =−≤∑
=1
)()( δ .   
 
Now if ))(),(( ZPZQ  is a right factorization of )(ZG ;i.e., 1)()()( −= ZPZQZG , then 
1)()()()( −== ZPZCQZCGZH . 
 
 ⇒ ))(),(( ZPZCQ  is a right factorization of )(ZH . 
 
Thus, any right factorization of )(ZG  gives rise to right factorization of )(ZH , and 
hence )()( HdGd ≥ . 
 
 ⇒ )(Hdn ≥  
 
as claimed. Thus, the size of any realization of )(ZH  must be at least )(Hd . 
 
Next we show that )(ZH  has a realization of size )(Hd .Let )()()( 1 ZQZPZH −=  be 
a left coprime factorization with )(ZP  row-reduced. Then ∈⋅),()( iZP D p×1  and 
∈⋅),()( iZQ D m×1  for pi ,,1 L= . If we consider ),()( ⋅iZP  as an element of ][)( 1 ZtIR p×  
we get: 
  
  01
)(
)(
),()( PZPZPZP PPi ii +++=⋅ L
δ
δ  
 
where pi tIRP ×∈ 1)( . By lemma 3.12.2, there exist matrices ,,, ijii LMK and ijN (for 
2,1=j ) such that  
 




++=
++=∃⇔= ⋅⋅
yNuNxM
yLuLxKx
dt
d
xuZQyZP
iiii
iiiiiii
21
21),(),(
0
:)()(  
 
Here iK  can be chosen to be a )()( PP ii δδ ×  matrix. Combining these representations 
via: 
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













=
px
x
x
x
M
2
1
  , 














=
pK
K
K
K
O
2
1
, 














=
pj
j
j
j
L
L
L
L
M
2
1
,  














=
pM
M
M
M
O
2
1
, 














=
pj
j
j
j
N
N
N
N
M
2
1
 (for 2,1=j ) 
 
we obtain: 
 
 




++=
++=∃⇔=
yNuNMx
yLuLKxx
dt
d
xuZQyZP
21
21
0
:)()(  
 
where K  is a matrix of size ∑
=
=
p
i
i HdP
1
)()(δ . As )()( 1 ZQZP −  is strictly proper, 
)()( QP ii δδ > for each i . Thus 01 =N  and ))((2 ZPLCN row= . )(ZP  is row reduced 
implies that 2N  is invertible. Thus, we can find matrices BA,  and C  with A  of size 
as K  such that: 
 
 




=
+=∃⇔=
Cxy
BuAxx
dt
d
xuZQyZP :)()(  
 
Therefore, BAZICZQZPH n 11 )()()( −− −==  which shows that H  has a realization 
of size )(Hd .          ♦ 
 
Remark: At the end of the proof we have used the fact that equivalent representations 
have the same transfer matrix. We will see the proof of this statement in the next 
section. 
 
Next we will consider the state problem as we promised in chapter 3. 
 
 
5.7. Problem of State Reconsidered 
 
 
In this section, we will reconsider the state problem and we will also give a concrete 
formula for the determination of x  in terms of w  and its derivatives [58].   
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Theorem 5.7.1:  Let ∈)(ZR D qg× . Then there exists an integer n  and matrices 
nntIRF ×∈ )( , qntIRG ×∈ )( , ngtIRM ×∈ )( , and qgtIRN ×∈ )(  such that for all ∈w Aq, 
we have: 
 
 ∈∃⇔= xRw 0 An :



+=
+=
NwMx
GwFxx
0
&
 
 
In addition, we may assume, with out loss of generality, that F  and M  are real 
matrices and that the matrix pair ),( MF  is observable. Also we may choose 
∑
=
=
g
i
i Rn
1
)(δ . Moreover, if R  is row proper, then we may choose N  with full row 
rank. 
 
Proof: With out loss of generality, let the rows of )(ZR  be arranged such that 
1)( ≥Riδ  for ki ≤≤1  and 0)( =Riδ  for gik ≤≤+1 . Consider one of the first k  
rows of )(ZR , say ),(0),(1),(),()( ⋅⋅⋅⋅ +++= iiiddi RZRRZZR ii L , that is qik tIRR ×⋅ ∈ 1),( )(  
denotes the right coefficient of kZ  in the ith  row of )(ZR . By assumption, we have 
1≥id .  
 
Let 
 
 
ii dd
i IRF
×∈












=
01
1
00
MOO
MO
LL
, 










=
⋅
−
⋅
),(
1
),(
0
i
d
i
i
i
R
R
G M , 
 
 [ ] idi IRM ×∈= 1100 L  , ),( ⋅= idi iRN  
 
Then, the equation 
 
 w
N
G
x
M
FZI
i
ii
i
i






=





−
−
 
 
can be premultiplied by the unimodular matrix 
 
 














=
1
1
)(
Z
ZZ
ZU
id
O
MOO
L
 
 
which yields the equivalent equation 
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 w
ZR
x
I
i
i






∗
=





−
⋅),()(0
.     (5.5) 
 
Thus, given w , such an ∈ix A id  exists if, and only if, .0)( ),( =⋅ wZR i  Thus we can 
realize the first k  rows of )(ZR , and we combine the results in the block matrices. 
 
 










=
kF
F
F O
1
,  










=
kG
G
G M
1
 
  
 












=
0
1
kM
M
M
O
, 












=
2
1
R
N
N
N
k
M
 
 
where 2R  denotes the matrix consisting of the last kg −  rows of )(ZR , whose 
entries are in )(tIR , by assumption. Therefore, if we set ][ 1 TT kT xxx L=  for 
∈ix A id  being the vector of latent variables constructed in the realization of the ith  
row of )(ZR , then we obtain the desired equivalence. Observability of ),( MF  is 
already proved in chapter 3. Since ))(( ZRLCN row=  by construction, if )(ZR  is row-
proper, then N  has full row rank. Clearly, ∑∑
==
==
g
i
i
g
i
i Rdn
11
)(δ .        ♦ 
 
The argument, given in the proof of theorem 5.7.1, yields a concrete formula for x  in 
terms of w  and its derivatives. If we have a closer look at (5.5), we get: 
 




















+
++
+++
=
































=





⋅
⋅⋅
−
⋅−⋅
⋅−⋅⋅
⋅
⋅
⋅
−
⋅
⋅
−
),(
),(),(
1
),(2),(
2
),(1),(
2
),(
1
),(
),(
),(
1
),(
1
),(
0
1
1
1
1
1
)(
1
i
d
i
d
i
d
i
d
di
i
d
dii
i
i
d
i
d
i
i
d
d
i
i
i
ii
i
i
i
i
i
i
i
R
ZRR
RZR
RZZRR
R
R
R
R
R
Z
ZZ
ZZ
N
G
ZU
LLLLLLL
L
L
MMOO
L
LL
   
 
Thus,  
 
 w
R
RZR
RZZRR
x
x
x
i
d
i
d
di
i
d
dii
i
d
i
i
i
i
i
i
i
i 













++
+++
=


























−
−
−
⋅
⋅−⋅
⋅−⋅⋅
),(
),(2),(
2
),(1),(
2
),(
1
2
1
10
1
01
LLLL
L
L
MO
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which implies: 
   
  wRx id
i
d ii
),( ⋅
=−  
  wZRwRx id
i
d
i
d iii
),(),(
11
⋅⋅
−−
+=−  
   M  
  
( )wRZRx iddii ii ),(2),(22 ⋅−⋅ ++=− L  
  
( )wRZZRRx iddiii ii ),(1),(2),(11 ⋅−⋅⋅ +++=− L  
 
 
Therefore, for any idj ≤≤1 ,  
 
 ( ) ( ) )(
0
),(),(),(),(
1
),(
kjd
k
i
kj
jd
ok
i
kj
ki
d
jdi
j
i
j
i
j
ii
i
i wRwRZwRZZRRx ∑∑
−
=
⋅
+
−
=
⋅
+
⋅−⋅
+
⋅
==+++=− L .    (5.6) 
 
Example 5.7.2: For the matrix )(ZR , given in example 3.1.3, we obtain 
 
 





=
00
00
F  , 





−
−−
=
− t
t
G
t
10
11
  
 
 





=
10
01
M      , 





=
010
001
N  
 
For the Jacobson form computed in that example, we obtain 
 
[ ] 





=−==
1
0
,00,0 1 MtGF t , and 





=
010
001
N .  ♦ 
 
Consider now a first order latent variable representation 
 
   ∈= w{ A |q  ∈∃x A n: }0, NwMxGwFxx +=+=&  
 
where N  has full row rank. Such a representation can always be achieved by first 
reducing any given representation to row-properness, and by then applying the 
realization technique described above. If  is autonomous, then N  is square of full 
rank. Putting MNC 1−−=  and MGNFA 1−−= , one gets a state space representation 
of the form: 
 
  ∈= w{ A q / ∈∃x A n },: CxwAxx ==& . 
 
If  is not autonomous, then we have, up to a permutation of the columns of N , and 
a corresponding permutation of the components of w ,  
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 [ ]21 NNN −=     
 
where 2N  is square and non-singular. Note that when the first order representation 
results from the procedure described in the above theorem, then we may assume that 
))(( ZRLCN row=  and the partition of N coincides with the one constructed in (5.2). 
In any case, it yields a causal input-output structure. We set [ ]21 GGG −= , 
][ TT yuw =  and obtain: 
 
  ∈= TTT yu ]{[ A ∈∃+ xpm | A DuCxyBuAxxn +=+= ,: & }  
 
where 1
1
2
1
21
1
221
1
22 ,,, NNDMNCNNGGBMNGFA
−−−−
=−=+−=−= . Thus we 
have obtained a state space representation of . We have: 
 
 ∈





y
u
  ∈∃⇔ x A n 











−
=




 −
y
u
ID
B
x
C
AIdtd 0: . 
 
Using corollary 2.7.1, we compute a matrix [ ]YX−  whose rows generate the left 
kernel of 




 −
C
AIdtd
. Then: 
 
 ∈= TTT yu ]{[ A })(| uYDXBYypm +=+ . 
 
Here we first show that the matrix Y is square and full rank. To see this, let  
[ ]YXN −=: . Then   
 
    [ ] 0=




 −
−
C
AZI
YX    ⇔ 0)( =+−− YCAZIX    ⇔ 1)( −−= AZIYCX . 
  
Since ∈− −1)( AZIC К np× , the columns of X  are К-linear combinations of the 
columns of Y . This implies: 
 
 [ ] YrankYXrank =− . 
But since N is a minimal left annihilator of 




 −
C
AZI
 we obtain: 
 
 pn
C
AZI
rankNrank +=




 −
+  
 
which implies 
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 [ ] pnpn
C
AZI
rankpnYXrank =−+=




 −
−+=− . 
 
Therefore, Y  is square and full rank. 
 
Thus from the above relation one can see that the transfer matrix of  with respect to 
the chosen input-output structure is: 
 
 DBAsICDXBYYDXBYH +−=+=+= −−− 111 )()(   
 
as might be expected. The right most matrix is proper and it is a minimal realization 
according to theorem 5.6.4. 
 
If the state space system results from the procedure from theorem (5.7.1), then it can 
be assumed to be observable. This is intuitively clear, because the state is not changed 
in the transition from output nulling to the state representation, and we know that x  
can be reconstructed from w  via (5.6). To give a more formal proof we first prove the 
following lemma. 
 
Lemma 5.7.3: For MNGFA 122 −−= , MNC 12−−= , and INk ∈  we have: 
 
[ ] ←






















−
∗
∗
=+ −−
0
0
)()( 21
M
M
L TTnTTTTTkdt
dT NMFMFMCA  kth  position 
    
where ∗  denotes a block of matrices whose precise form is not important.  
 
Proof:  We apply induction on k . For 0=k , we have: 
 
  )( 2 TTT NMC −−= . 
 
For 1=k ,  
 
 )()()( 222 TTdtdTTTTTdtdT NMGNMFCA −− −+−=+  
           ))(())(()( 22222 TdtdTTTTTTTTT NMNMGNMNMF −−−− −+−−+−=  
           )()( 2 ∗+−= − TTTT MNMF . 
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Here ∗  denotes the matrix ))(( 222 TdtdTTT NMGN −− −+−  and recall that M  is a real 
matrix. Thus it is true for 0=k , and 1=k .  
 
Assume it hold true for 1−k ; i.e.,  
 
       )()()()()()()( 2211 ∗+∗++∗+−=+ −−−− TTTTkTTTkTTkdtdT MMFMFNMFCA L . 
 
Then,  
 
Tk
dt
dT
dt
dTTk
dt
dT CAACA 1))(()( −++=+        
           )]()()()()][([ 22122 ∗++∗+−+−= −−−−− TTkTTTkTdtdTTTT MMFNMFGNMF L  
           )()()()()()( 12 ∗+∗++∗+−= −− TTTTkTTTkT MMFMFNMF L . 
 
Thus, by induction, the assertion is true for INk ∈ .     ♦
   
From lemma 5.7.3 it follows that:  
 
O =),( CA O










−
∗−
−
−
T
T
MF
N
N
2
2
),(
0
O . 
 
Since the right most matrix is invertible over )(tIR , and ),( MF  can be assumed to be 
observable  
 
 O
nqnTn
dt
dTT
dt
dTT
CA tIRCACAC
×− ∈++= )(])()([ 1),( L  
 
has full row rank. Therefore, ),( CA  is observable.  
 
Theorem 5.7.4: Any behavior admits an observable state representation (in the non-
autonomous case, this is achieved by selecting a causal input-output structure). ♦  
 
 
5.8. From LMFD to RMFD and Vice Versa 
 
 
 
In this section we are going to use the concept of GCRD and GCLD to show how a 
RMFD is obtained from a LMFD and vice versa. We first give the definition of a 
greatest common left divisor (GCLD). 
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Definition 5.8.1: Let ∈P D mn× , ∈Q D rn× . A matrix ∈L D nn×  is said to be a 
common left divisor of P  and Q  if there exist matrices P′ and Q′  such that  
    
                                 ][][ QPLQP ′′=  
 
A matrix ∈L D nn×  is said to be a greatest common left divisor (GCLD) of P  and 
Q  if  
)i  it is a common left divisor of P  and Q , and  
)ii  every left divisor L′  of P  and Q  is a left divisor of L . 
 
Next we state a result, which is a left counter part of the result in lemma 5.5.2. 
 
Lemma 5.8.2: i ) The matrices P  and Q  have a GCLD L  such that ][ QP  and   
                            ]0[L  are right equivalent; i.e., there exists a unimodular matrix V   
                             such that  
 
     ]0[][ 1 LVQP =−  
 
ii ) Assume that [ ] nQPrank = . Then all GCLD’s of P  and Q  are           
     right equivalent.        
                                                                                                                                    
 
Proposition 5.8.3: The matrices ∈P D mn×  and ∈Q D rn×  are left-coprime if every 
GCLD of P  and Q  is unimodular.  
 
Proof: Sppose ][][ QPKQP ′′=  for some matrix ∈K D nn× . Then K  is a 
common left divisor of P  and Q  and thus it is a left divisor of a GCLD, say U . 
Therefore, 1KUU =  for some ∈1U D
nn×
. Since U  is unimodular (by assumption) 
we obtain: 
 
  KKUKUI n
~1
1 ==
−
 
 
where ∈= −11
~ UUK D nn× . Thus K  is unimodular, and hence P  and Q  are left-
coprime.          ♦ 
 
Given now a left factorization ),( QP  with ∈P D gg× , ∈Q D qg×  of H . A right 
fraction )~,~( PQ  can be obtained in the following way. Let ∈U D )()( qgqg +×+  be a  
unimodular matrix such that  
 
 
[ ] [ ]0
43
21 L
UU
UUQP =





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where ∈1U D
gg×
, ∈2U D
qg×
 , ∈3U D
gq×
, ∈4U D
qq×
 and ∈L D gg×  is a GCLD of 
P  and Q . Hence 42 QUPU −= . As 
 
 





=











4343
21 0
0 UU
L
UU
UU
I
QP
q
   
 
is invertible over К, L  and 4U  are invertible over К . Thus 1421 −− −= UUQP . We can 
take 4
~ UP =  and 2
~ UQ −= . The matrix pair )~,~( PQ  is right coprime.  
 
Conversely, if P~  and Q~  are given P  and Q  can be obtained from  
 
 





=











0~
~
43
21 M
Q
P
VV
VV
 
 
where ∈V D )()( qgqg +×+  is unimodular and ∈M D gg×  is a GCRD of P~  and Q~  by 
choosing 4VP =  and 2VQ −= .  
 
Consider now an input-output representation of a behavior  
 
  






=





= QuPy
y
u
:        (5.7) 
 
The realization  
 
 
Cxy
BuAxx
=
+=&
        (5.8) 
 
of (5.7) obtained following the procedure in theorem 5.7.1 is obviously observable; 
i.e. ),( CA  is observable. If, in addition,  
 
1. ),( QP  left coprime, then the matrix pair ),( BA  is controllable. To see this, 
consider the equivalence 
 
  QuPy =  ⇔  



=
+=
∃
Cxy
BuAxx
x
&
:  
   ⇔  











=




 −∂∃
y
u
I
B
x
C
AI
x
0
0
:  
 
and let [ ]YX  be the minimal left annihilator (MLA) of 




 −∂
C
AI
, then  
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0)( =+−∂ YCAIX   and XBuYy = , which is equivalent to QuPy = . Thus we need 
to prove equivalence of the following two resuts: 
 
1. [ ]BAI −∂  is right invertible. 
2. [ ]YXB  is right invertible. 
 
1) ⇒2): Let IBNMAI =+−∂ )( . Since [ ]YX  is a MLA, it is left prime [61]. 
Thus there exist matrices X~  and Y~  such that IYYXX =+ ~~ . We have: 
 
 XMAIIXXXBN ~))((~ −∂−=   
  XMAIXXX
YC
~)(~
43421
−
−∂−=  
  XYCMXX ~~ +=  
  XYCMYYI ~~ +−=  
 
which implies that IXCMYYXNXB =−+ )~~(~)( . Thus [ ]YXB  is right invertible. 
 
2) ⇒1): Suppose IYNXBM =+ . Then we have  
 
  
[ ] I
N
BM
YX =





. 
 
Since 




 −∂
C
AI
 is right prime, there exist matrices U  and V  such that  
 
  [ ] I
C
AsI
VU =




 −
. 
 
Therefore, 
 
  





+
=




 −






IVNUBM
I
CN
AsIBM
VU
YX 0
. 
 
Multiplying both sides (from left) by the matrix 





+− IVNUBM
I
)(
0
 yields 
 






=




 −






++−++− I
I
CN
AsIBM
VYVNVBMUXVNUBM
YX
0
0
)()(      (5.9) 
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Since 




 −
CN
AsIBM
 is square, from (5.9), it follows that the left most matrix is the 
inverse of 




 −
CN
AsIBM
. Thus we have IUXVNUBMAsIBMX =++−−+ ])()[( , 
which shows that [ ]BAI −∂  is right invertible.  Therefore we obtain the following 
equivalence: 
 
),( QP  is left coprime ⇔ ),( BA  is controllable ⇔ the realization (5.8) is minimal 
 
2. P  is row proper, the size of a minimal realization is given by ∑= )()( PHd ir δ . 
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Chapter 6 
 
 
 
 
Linear Time-varying Discrete Systems 
 
 
 
Although the algebraic analysis of linear discrete time-invariant systems has been 
understood for a long time, it seems that the linear discrete time-varying systems 
theory lacks a unifying mathematical frame work, similar to A INIR=  or A IR= , in 
the time-invariant case, which made it possible to translate any analytic statement that 
can be formulated in terms of kernels and images with respect to the signal space A  
into an algebraic statement in terms of kernels and images with respect to the operator 
ring D ][σK=  or D ],[ 1−= σσK  where ,IRK = or  (set of complex numbers).  
 
Our main focus in this chapter will be to study the structural properties of linear 
discrete time systems with rationally-varying coefficients; i.e., when )(tIRK = . In the 
first section we gather some properties of the ring D ][σK= , and in the second 
section we define a set A, which has a D -module structure and which is also an 
injective-cogenerator. The last section will be devoted to study the structural 
properties of systems defined as kernels of matrices over D. 
 
 
 
6.1. Algebraic Preliminaries 
 
 
Let D ][σK= , where )(tIRK = , and σ  is the shift operator; i.e., D denotes the ring 
of linear ordinary difference operators with rational coefficients. The ring D has the 
following properties. 
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Each ∈≠ d0 D possesses a unique representation  
 
01
1
1 aaaad
m
m
m
m ++++=
−
−
σσσ L     (6.1) 
 
where Kai ∈  and 0≠ma . The non-negative integer m  is called the degree of d , 
and one sets −∞=)0deg( .  
 
The ring D is not commutative, because atta σσ )1( += holds for all ∈a A, and thus 
one obtain the commutator rule σσσ =− tt . More generally, for Kk ∈ , one has  
 
  σσσ ⋅=⋅ )( kk  
 
Thus for INn ∈ , 
 
  
nnn kk σσσ ⋅=⋅ )(      (6.2) 
 
Now, since the map aaKK σσ a,: →  is surjective, d  from (6.1) can also be 
written in the form: 
 
 011
1 ~~~ aaaad m
m
m
m ++++=
−
− σσσ L  
 
where Kitata ii ∈−= )()(~ ( note that the constant term remains unchanged). 
 
Another consequence of (6.2), is the fact that  
 
 )deg()deg()deg( 2121 dddd +=     (6.3) 
 
for all ∈21 , dd D. For 1d  and 2d in D, )}deg(),max{deg()deg( 2121 dddd ≤− , with 
equality holding whenever )deg()deg( 21 dd ≠ . The property in (6.3) is clear if one of 
the factors id  happens to be zero, according to the convention −∞=)0deg( . If 1d  and 
2d  are both non-zero, let tolad
n
n ..1 += σ  and tolad
m
m ..2 += σ , where tol ..  denotes 
lower order terms. Then, tolbatolbadd mnmnmmnn ..
~
..21 +=+=
+σσσ , where 
))(()(~ tbtb mnm σ= . Since the coefficients mn ba
~
,  come from the field )(tIRK = , we 
have 0~ ≠mnba  provided that 0≠na  and 0≠mb . This implies that D is a domain, 
that is, it contains no zero divisors. 
 
To show that the ring D is simple we need the following lemma, which proves 
equality of the two rings ]1[ −σK  and ][σK . Sometimes it is more suitable to use the 
operator 1−=∂ σ , rather than σ .  
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Lemma 6.1.1: The two rings ]1[ −σK  and ][σK  are equal. 
 
Proof: The direction ][]1[ σσ KK ⊆−  is clear. To prove containment in the other 
direction we take an arbitrary element ][01 σσσ Kaaad nn ∈+++= L , and show 
that d can also be written in the form ]1[~)1(~)1( 01 −∈+−++−= σσσ Kaaad nn L . 
We use induction on n . When 1=n , we have  
 
 ]1[~)1()1( 01
~
01101
0
−∈+−=++−=+=
=
σσσσ Kaaaaaaad
a
321
 
Assume it holds for n , and let 01
1
1 aaaad
n
n
n
n ++++=
+
+ σσσ L , then 
 
01
1
1 )( aaaad nnnn ++++= −+ σσσ L  
 01
1
1 )~)1(~)1(( aaaa nnnn +++−+−= −+ σσσ L … Induction assumption  
+−++−+−= −+ )1)(~)1(~)1(( 111 σσσ aaa nnnn L )~)1(~)1(( 111 aaa nnnn ++−+− −+ Lσσ   
                                                                                                                                  0a+    
 
4342143421
L
43421
01 ˆ
01
ˆ
21
ˆ
1
1
1 ]~[)1(]~~[)1(]~[)1(
aa
n
a
nn
n
n aaaaaaa
n
++−+++−++−= +
+
+ σσσ  
 
Therefore, we have equality.        ♦ 
 
Consequently, we can write our ring D as D ]1[ −= σK . We have seen in chapter 2 
that the ring ]1[ −σK  can be also written as ],;[ δα∂K , where 1−=∂ σ , σα = , and 
1−= σδ . Since the ring ],;[ δα∂K  is both a left and right Euclidean domain and 
simple, we have the following result for our ring D.   
 
Lemma 6.1.2: 1. The ring D is a left and right Euclidean domain, and thus a left and   
                             right principal ideal domain. 
 
  2. The ring D is simple and it has left and right Ore property. 
 
 
 
6.2. Signals and Systems  
 
  
Our objective in this section is to define a signal space A, which has a left D -
module structure and which is an injective-cogenerator.   
   
Let S  denote the set of sequences defined almost everywhere on },1,0{ L=IN . That 
is, for Su ∈~ , there exists a finite set uIE~  such that  
 
  IRIEINu u →~\:~  
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From Su ∈~ , define  
 
  IRINu →:   
 
by 
 
  



∈∞
∉
=
u
u
IEn
IEnnu
nu
~
~
,
),(~)(  
 
where ∞  is a symbol, which is not necessarily a real number. That is, we assign the 
symbol ∞  at the points where u~ is not defined. We call points where u~  is not defined 
exception points of u~ , u extension of u~  and u~  restriction of u .  
 
Remark 6.2.1: Arithmetic operations involving this new element may be performed 
as follows. For IRr ∈ ,  ∞=∞+∞ , ∞+=∞=+∞ rr , and rr ∞=∞=∞ . 
 
Let A uu :{= is extension of u~ for some Su ∈~ }. Thus elements of A are sequences 
that are defined on IN . Sequences whose values coincide for all but a finite number 
of points are identified. We define addition of sequences, multiplication by a scalar, 
and multiplication of sequences as follows: 
 
For ∈21 ,uu A, IRr ∈  and INn ∈ , let iu~  and iIE  be restriction and set of exception 
points of iu~ , for 2,1=i , respectively. Then 
                                                                                                                                                                                                          
  



∈∞
∈+
=+
12
1221
21
,
\),()())((
IEn
IEINnnunu
nuu  
 
  



∈∞
∈
=
12
1221
21
,
\),()())((
IEn
IEINnnunu
nuu  
 
and  
  )())(( 11 nrunru =  
 
where 2112 EIIEIE U= . 
 
Lemma 6.2.2: The set A, with the above operations, is a real vector space.  
 
Proof: To check the axioms of a vector space, let ∈321 ,, uuu A, and IRba ∈, . Let iu~  
and iIE  be restriction and set of exception points of iu~ , for 3,2,1=i , respectively. 
Clearly 1221 uuuu +=+ . To check associativity we only need to consider the case 
when )( 321 IEIEIEn UU∈ . In this case we have  
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 ))](([)]()[( 321321 nuuunuuu ++=∞=++     
 
There exists ∈0 A, which is zero everywhere, such that 111 00 uuu =+=+ . The 
additive inverse of 1u  is given by  
 
 



∈∞
∈−
=−
1
11
1
,
\),(~
IEn
IEINnnu
u  
 
i.e. extension of 1~u−  because  
 



∈∞
∈
=+
1
1
21
,
\,0))((
IEn
IEINn
nuu  
 
which is zero almost everywhere. The remaining axioms can also be checked 
similarly.          ♦ 
 
Lemma 6.2.3: A is a left D -module. 
 
Proof: Let ∈21 ,uu A and ∈d D. Then ∈+ 21 uu A. Here it suffices to show that 
∈1du A. We consider the following two cases: 
 
Case 1: When id σ=  for some INi ∈ . Let 1~u  be a restriction of 1u  and 1IE  be set of 
exception points of 1~u . Then INIEpipIE I}:{ 11 ∈−=∗  will be set of exception 
points of 1~u
iσ . Then 1u
iσ  is an extension of 1~u
iσ . Thus ∈1u
iσ A for each INi ∈ . 
 
Case 2: When )()( tIRtad ∈= . Then, for INn ∈  not a pole of )(⋅a , ,)( IRna ∈  and 
hence IRINau →:1  is defined by: 
 
 



∞
∈
=
else
IEINnnuna
nau
a
,
\),()())(( 111    
 
where 11 IEIEIE aa U=  and nINnIEa :{ ∈=  is a pole of }a . Thus ∈1au A.  
 
Therefore A is a left D -module.       ♦ 
 
In order to prove that A is an injective- cogenerator we need the following result. 
Given a general nth  order discrete time linear state space system  
 
 )()()()()1( kukBkxkAkx +=+     (6.4) 
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where nIRkx ∈)( , )(kA  and )(kB  are defined for all INk ∈ . Given the initial state 
)0(x  and the input sequence )(ku , we would like to find the state sequence or state 
trajectory )(kx . 
 
)i When INkku ∈∀= 0)( . The state evolution equation then reduces to  
 
)()()1( kxkAkx =+ .      (6.5) 
 
The response can be derived directly from (6.5) by simply iterating forward: 
 
 
)0()1()1()(
)0()0()1()2(
)0()0)1(
AAkAkx
xAAx
xAx
L
M
−=
=
=
 
 
This implies )0()0,()( xkkx Φ= , where the state transition matrix, which relates the 
state at time k  to the state at time l  at an earlier time is given by: 
 
 



=
≥>−−
=Φ
lkI
lklAkAkA
lk
,
0),()2()1(),( L   (6.6) 
 
Remark 6.2.4: If )(,),2(),1( lAkAkA L−−  are all invertible, then one could use the 
state transition matrix to obtain )(kx  from )(lx  even when lk < , but we shall assume 
lk ≥  when writing ),( lkΦ .  
 
)ii When )(ku  is non-zero. Refering back to (6.4), we have: 
 
)0()0()0()0()1( uBxAx +=  
)1()1()1()1()2( uBxAx += )1()1()0()0()1()0()0()1( uBuBAxAA ++=  
 
which leads to 
 
 ∑
−
=
+Φ+Φ=
1
0
)()()1,()0()0,()(
k
l
lulBlkxkkx  
         )0,()0,()0()0,( kUkxk Γ+Φ=      (6.7) 
where 
 
 )],1()1()2,()0()1,([)0,( −ΦΦ=Γ kBBkBkk L  












−
=
)1(
)1(
)0(
)0,(
ku
u
u
kU
M
. 
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What (6.7) shows is that the solution of the system over k steps has the same form as 
the solution over one step. Also note that the system response is divided into two 
terms: one depends only on )0(x  and the other depends on ).(⋅u  
 
Theorem 6.2.5: The left D-module A is injective. 
 
Proof: Here we need to show that for every ∈≠ d0 D and every ∈u A, there exists 
∈y A such that udy = . 
 
Let 01 aaad
m
m +++= σσ L  be given, with 0≠ma . If 0=m , then 00 ≠= ad  and 
hence we set uy
a0
1
= . Thus we assume that 1≥m . Since )(tIR  is a field, one may 
assume that 1=ma . Let dIE  be the finite set of all poles of the rational coefficients 
ia  of d . )(yIE  },,{ 1~ rdu ppIEIE LU = with rpp <<L1 . Here it suffices to study 
the system after rp  (the largest exception point), since }|{ rpnINn ≤∈  is finite and 
we identify sequences that differ only in a finite number of points.   
 
On }|{ rpnINnI >∈= , udy =  can be written as a first order system  
 
 )()()()()1())(( tutBtxtAtxtx +=+=σ     (6.8) 
 
where Tm yyyx ][ 1−= σσ L , TB ]100[ L=  and  
 
 
mm
m
tIR
aaaa
tA ×
−
∈
















−−−−
= )(
100
10
010
)(
1210 L
OO  
 
Since )(tA  and )(tB  have no poles on I , there exists a solution IRIxI →:  to the 
system in (6.8) with initial state )1( +rpx . Thus y , which is defined by 
 



>
≤∞
=
r
r
pnnx
pn
ny ),(
,)(
1
 
 
is in A and also a solution of udy = . Therefore, A is injective.   ♦  
 
Remark 6.2.6: We can also solve our system in (6.8) on each 
}:{ 1+≤<∈= iii pnpINnI  where mpp ii ≥−+1 . If mpp ii <−+1 , then 
Tm yyyx ][ 1−= σσ L  may not be defined and hence not possible to write  
udy =  in the form (6.8). 
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Example 6.2.7: Consider the system  )(
4
1)1( tx
t
tx
−
=+ . 
Then 4 is a pole of 
4
1)(
−
=
t
ta . To solve this system on }4|{ >∈= nINnI , we 
assign an initial value at 5=t , say 1)5( =x . Then 1)6(,1)5( == xx , 21)7( =x , 
6
1)8( =x , 241)9( =x , 1201)10( =x , and so on. One can see from the table below that this 
is really a solution of the system on I , denoted by Ix : 
 
 
 
     t  
 
   )(txI  
 
  )(txIσ  )(4
1
tx
t I−
 
     5     1      1     1 
     6     1 
    2
1
    2
1
 
     7 
    2
1
     6
1
    6
1
 
     8 
    6
1
    24
1
    24
1
 
     9 
    24
1
    120
1
    120
1
 
     10 
    120
1
      M       M  
     M         M    
 
 
Therefore,  
 



>
≤∞
=
4),(
4,)(
nnx
n
nx
I
 
 
 satisfies the system almost everywhere. 
 
Theorem 6.2.8: The injective left D -module A is a cogenerator. 
 
Proof: Here we need to show that if for some ∈d D, the equation 0=dy  possesses 
only the zero solution, then }0{\)(tIRd ∈ . Assume conversely that deg ( )d 1≥ . 
Then, 0=dy  can be written as: 
 
 )()()1( txtAtx =+ .        (6.9) 
 
On I , from the proof of theorem 6.2.5 (in this case we consider only the poles of 
)(⋅A ) there exist a solution of (6.9). Now if mr IRpx ∈+ )1( , has a non-zero first 
coordinate, then L),2(),1( ++ rr pxpx  will be a non-zero solution of (6.9) on I . 
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Therefore, 
 



>
≤∞
=
r
r
pnnx
pn
ny ),(
,)(
1
   
 
will also be a non-zero solution of 0=dy , which is a contradiction. Thus 
}0{\)(tIRd ∈ , and consequently A is a cogenerator.   ♦ 
 
 
 
6.3. Systems Theory 
 
 
The main result in the previous section is the construction of the left D -module A 
with the injective-cogenerator property.  Once the set A is established, in this section, 
we will see its consequence in systems theory. Thus our aim now is to study systems 
of linear difference equations such as  
 
  0)( =wR σ     
 
where )(σR  is a qg × matrix with entries in the ring D and ∈= Tqwww ],,[ 1 L A q . 
That is, systems whose behavior is defined as: 
 
   ker=
A
∈= wR {)( A }0| =Rwq . 
 
Since A is an injective-cogenerator, we have  
 
  ker
A
imR =)(
A
)(M      (6.10) 
 
is equivalent to  
 
  )ker()( MRim ⋅=⋅       (6.11) 
 
where ∈R D qg×  and ∈M D lq×  in (6.10) are interpreted as mappings  
 
  :R A →q A g    and      :M A →l A g  
 
and in (6.11) as mappings  
 
  :R⋅ D →×g1 D q×1    and   :M⋅ D →×q1 D l×1 . 
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• Existence of full row rank representations 
 
As D is a principal ideal domain, we have the following theorem analogue to the 
Smith form in the commutative case and Jacobson form in the continuous time-
varying cases.  
 
Theorem 6.3.1: Let ∈R D qg×  and 1)( ≥= Rrankr . There exist unimodular matrices  
∈U D gg×  and ∈V D qq×  such that ∑=−1URV  where 
 
 0,),0,,0,,,( 11 ≠=∑ + riir ddddddiag LL  
 
The matrix ∑  is called the Jacobson form of R , the non-zero elements )1( ribi ≤≤  
are called the invariant factors of the matrix R . 
Remark 6.3.2: Since D is simple, all but one of its invariant elements are units and 
thus the Jacobson form of R is the diagonal sum ∈≠⊕⊕
−
ddI r 0,01 D. 
 
The proof of the next theorem is the same as corollary 3.5.2.  
 
Theorem 6.3.3: Let  ∈== wRA {)(ker  A }0| =Rwq  for some ∈R D qg× . Then  
can be represented by a matrix with full row rank. 
 
 
• Equivalence of representations 
 
 
As we have seen above any representation has a full row rank (or minimal) 
representation. Non-minimality of a kernel representation 0)( =wR σ  of  implies 
there exists R′ with a fewer number of rows than R such that 0)( =′ wR σ  is a 
representation of . R′  can be obtained from R  by premultiplication of R  by some 
unimodular matrix U and deleting zero rows of UR . 
 
Corollary 6.3.4: Let 21 , RR  be two D -matrices with the same number of columns, 
and let 1 ,  2  be the associated systems. We have  ⊆1  2  if and only if 12 XRR =  
for some D -matrix X . If  =1  2 , then 1R  and 2R  have the same rank. If  1R  and  
2R  have full row rank, then  =1  2  if and only if 12 URR =  for some unimodular 
matrix U . 
 
The proof is similar to corollary 3.6.2.   
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 •  Elimination of latent variables 
 
 
Corollary 6.3.5: Consider 
 
   ∈= w{ A ∃|q ∈A )()(: σσ MwRl = }  
 
where ∈R D qg×  and ∈M D lg× . Then there exists a kernel representation of . 
 
Proof: Similar to corollary 3.7.1. 
 
The corresponding structural properties, namely input output structure and autonomy, 
image representations, and observability from the continuous case can be carried over  
to the discrete-time case.  
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Appendix A 
 
 
 
Here we prove the equality of row- and column-rank of a given matrix over D. In 
addition we give the proof of theorem 3.1.2. 
 
Let D be a domain. The following result is proved in [6]: 
 
Theorem A.1: D admits a field of left fractions  
 
   К ∈= − ndnd ,|{ 1 D, }0≠d  
 
  if and only if D has the left Ore property. 
 
Proof: Suppose D admits a field of left fractions К. Then, К contains all nn 11−=  and all 
111 −− = dd  for all ∈dn, D, 0≠d . Thus it contains also 1−nd . Therefore, there exists 
∈11 , nd D, 01 ≠d  such that 1111 ndnd −− =  or equivalently,  
 
  dnnd 11 =    
 
Thus we have shown that all ∈dn, D, 0≠d  possesses a left common multiple. If we 
know additionally that 0≠n  then this implies 01 ≠n . Thus we have the left Ore 
property. 
 
Conversely, let D be a left Ore domain, and let D =∗ D }0{\ . We define a relation on 
D ×∗ D via 
 
 ),( 11 nd ∼ ),( 22 nd 2211 dcdc =⇔  implies 2211 ncnc =  
 
This is an equivalence relation: Reflexivity and symmetry are obvious. For transitivity, 
let ),( 11 nd ∼ ),( 22 nd  and ),( 22 nd ∼ ),( 33 nd  and 03311 ≠= dcdc . Due to the left Ore 
property, there exists 2,0 cc≠  such that 223311 dcdccdcc == . This implies both 
2211 ncncc =  and 3322 nccnc =  which yields 0)( 3311 =− ncncc  and hence 3311 ncnc = . 
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We set К(D ×∗ D /) ∼. We define multiplication on К by  
 
 )],[()],[( 2211 ndnd ⋅  )],[( 21 bnad  
 
where 21 bdan = , 0≠a . To see that this is well-defined, let ),( 11 nd ∼ ),( 11 nd ′′  and 
),( 22 nd ∼ ),( 22 nd ′′  and 21 dbna ′′=′′ . We need to show that ),( 21 bnad ∼ ),( 21 nbda ′′′′ . For 
this let 11 daccad ′′′= . Then 11 naccan ′′′= . Equivalently, 22 dbccbd ′′′= . This implies 
22 nbccbn ′′′= . Thus it is well-defined. 
 
Let 0 )]0,[()]0,1[( d=  for all 0≠d , and 1 )],[()]1,1[( dd=  for all 0≠d . We have 
000 =⋅=⋅ kk  and kkk =⋅=⋅ 11  for all ∈k К. All ∈≠ )],[(0 nd К are invertible, 
because 
 
 1)]1,1[()],[()],[()],[()],[( ==⋅=⋅ nddndnnd     
 
To define the addition on К, it suffices to explain 1+k  for all ∈k К, because then the 
sum of arbitrary elements of К can be defined via 
 
  



≠+
=
=+
− 0)1(
0
1 lifkll
lifk
lk  
 
We set  
 
  )],[()]1,1[()],[( dndnd +=+ . 
 
Thus К becomes a field, and we have an injective ring homomorphism  
 
  D →  К,   )],1[( dd a . 
 
Identifying D with its image under this map, we have for all 0≠d  
 
 )],[()],1[()]1,[()],1[()],1[( 11 ndndndnd =⋅=⋅= −−  
 
which shows that an element of К as constructed can be identified with a left fraction of 
elements of D.               ♦ 
 
Now let К be a skew (i.e. non-commutative) field, as constructed above. Let V  be a 
finitely generated right К-module with generators qvv ,,1 L . Then  
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  ∑
=
=
q
i
ivV
1
К 
Since К is a field one also says that V  is a right К-vector space. Without loss of 
generality assume that 0≠iv  for all i .  
 
Lemma A.2: There exists a set },,1{ qJ L⊆  such that 
 
  jJj vV ∈⊕= К 
 
The directness of the sum says that Jjv j ∈,  are (right) К-linearly independent, that is, 
 
  0=∑
∈Jj
jj kv  0=⇒ jk  for all Jj ∈ . 
 
If jJj vV ∈⊕= К, then we say that }|{ Jjv j ∈  is a basis of V . Thus the lemma says that 
every finitely generated right К-vector space has a basis.. 
 
Proof: Consider the set },,1{ qI L⊆  for which the sum ∑ ∈Ii iv К is direct. Among these 
sets, choose one whose cardinality is maximal, say J . Set JV  jJj v∈⊕ К. We need to 
show that VVJ = . For this, it suffices to show that Ji Vv ∈  for all Ji ∉ . Let, for Ji ∉ , 
iW  iJ vV I К . This is a right К-submodule of iv К. 
 
Case 1: 0=iW . Then iJ vV + К iJ vV ⊕= К, contradicting the maximality of J . 
 
Case 2: 0≠iW . Let ii Ww ∈≠0 . Then kvw ii =  for some ∈≠ k0 К, and hence 
ii vkw =
−1
, showing that iv К iw⊆ К ii vW ⊆⊆ К. Thus ii vW = К. This means that 
iv К JV⊆ , hence Ji Vv ∈ .        ♦ 
 
Let ∈R К qg×  and let RV = К q . Then V  is generated by the columns of R . The lemma 
says that we have (after a suitable permutation of the columns) a representation 
][ PQR −=  where the columns of P  are linearly independent, and PHQ =  for some 
К-matrix H . 
 
Theorem A.3: Let imi wW 1=⊕= К⊆ ini vV 1=⊕= К. Then nm ≤  and there exists a set 
},,1{ nJ L⊆  of cardinality mn −  such that VWW =′⊕ , where jJj vW ∈⊕=′ К. In 
particular, WV =  if, and only if, mn = . 
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Proof: The proof is by induction on m . If 0=m , there is nothing to prove. Assume that 
we have proven the statement for 1−m . Consider 
 
  i
m
i wW
1
1
−
=
⊕= К mw⊕ К V⊆ . 
 
By the inductive hypothesis, nm ≤−1 , and we can choose 1+− mn  elements from the 
basis of V , say nm vv ,,L , such that B },,,,,{ 11 nmm vvww LL −  is a basis of V . Now if 
nm =−1 , then we have },,{ 11 −= mwwB L . But this cannot be a basis of V , because 
Vvm ∈  cannot be generated by these elements (by the assumed linear independence of 
).,,1 mww L  Therefore we must have nm ≤ . 
 
Since B  is a basis of V , there exists a representation  
 
  ∑∑
=
−
=
+=
n
mj
jj
m
i
iim bvaww
1
1
 
 
for some ∈ji ba , К. If all jb  were zero, then this would again contradict the linear 
independence of mww ,,1 L . Therefore at least one of the jb  is non-zero. Without loss of 
generality, let 0≠mb . Then mv  is a linear combination of B′ },,,,,{ 11 nmm vvww LL + . 
Since B  generates V , so does }{ mvB U , and by the previous argument, 
}{\}{ mm vwBB U=′  is also a generating set for V . We are finished if we can show that 
B′  is a basis of V . For this, we have to show that the elements of B′  are linearly 
independent. Assume that  
 
  0
11
=+ ∑∑
+==
n
mj
jj
m
i
ii bvaw  
 
Case 1: 0≠ma . Then we can write mw  as a linear combination of }{\ mwB′ . Thus 
}{\ mwB′ ⊊B is already a generating set of V . This contradicts the fact that B  is a basis 
of V . 
 
Case 2: 0=ma . Then  
 
  0
1
1
1
=+ ∑∑
+=
−
=
n
mj
jj
m
i
ii bvaw  
 
which implies that all ia  and all ib  must be zero, because BwB m ⊆′ }{\  and hence its 
elements are linearly independent.       ♦ 
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Thus the cardinality of a basis is an invariant of a finitely generated К-module V  and we 
call it the dimension of V . If RV = К q ⊆К g , we set column rank( R )dim(V ). 
 
Consider the right К-linear map 
 
  :R К →q К g ,   Rxx a  
Its image equals RRim =)( К q , and its kernel is a right К-submodule of К q . Thus 
)ker(R  is also finitely generated (if it were not, we could construct an infinite sequence 
L,, 21 xx  of linearly independent elements of )ker(R , and hence of К q , in particular, we 
would have i
q
i x
1
1
+
=
⊕ К ⊆  К q i
q
i e1=⊕= К, a contradiction). There is an induced 
isomorphism  
 
  К )()ker(/ RimRq ≅   
 
which shows that 
 
 dim (К == ))(dim())ker(/ RimRq column rank )(R .  
 
However, there exists a finitely generated right К-vector space W ′  such that 
=′⊕WR)ker(  К q , where ))dim(ker()dim( RqW −=′ . Since К WRq ′≅)ker(/ , we have  
 
  =− ))dim(ker(Rq column rank )(R . 
 
Similarly, one considers 
 
  :R⋅ К →×g1 К q×1 ,    xRx a  
 
which is a left К-linear map, and we obtain =⋅ )( Rim К Rg×1  and )ker( R⋅  which are left К-
modules. Then 
 
  dim))dim(ker( =⋅− Rg (К )1 Rg× row rank )(R . 
 
Theorem A.4: For any К-matrix R , we have row rank =)(R column rank )(R . 
 
For this we need to recall the concept of the dual vector space: For a finitely generated 
right К-module V , we set  
 
   ,(VHomV k=∗ К) 
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which contains all right linear maps →V:ϕ К, that is, kvvk )()( ϕϕ = . Then ∗V  is a left 
К-module. Indeed, for ∈l К, the map ϕl , defined by )())(( vlvl ϕϕ = , is again in ∗V  . 
Since a К-linear map is uniquely determined by the image of a basis, we have  
 
   =
∗V К d×1  
 
where )dim(Vd = . In particular, (К ≅∗)d К d×1 . More explicitly, this isomorphism is 
given by  
 
  :φ К →×d1 (К ∗)d ,  )(xx φa  
 
where :)(xφ К ad К, xyy a . The following proof can be found in [38]. 
 
Proof: We have a commutative diagram 
 
  К →⋅× Rg1 К q×1  
   ↓               ↓  
           (К → ∗∗ Rg ) (К ∗)q  
 
where the vertical arrows are given by the isomorphism φ . Thus 
 
 −=⋅=
∗ gRR ))dim(ker())dim(ker( row rank )(R . 
 
On the other hand, the exact sequence 
 
  К →Rq К →g К )(/ Rimg 0→  
 
implies, due to the left exactness of ,(⋅kHom К), that 
 
 (К ← ∗∗ Rq ) (К ←∗)g (К 0))(/ ←∗Rimg  
 
is also exact, and thus 
 
  ()ker( ≅∗R К ∗))(/ Rimg  
 
which implies that 
 
 −=−=
∗ gRimgR ))(dim())dim(ker( column rank )(R . 
 
Combining this with the equation above, we have the desired result.   ♦ 
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Remark: Hom К ,(⋅ К) is an exact and faithful functor from the category of finitely 
generated right К-modules to the category of finitely generated left К-modules (and the 
same holds, if “left” and “right” are interchanged). 
 
We now give the proof of the Jacobson form. 
 
Theorem A.5: (Jacobson form) For every ∈R D qg× , there exist unimodular matrices U  
and V  such that  
 
   





=
00
0D
URV  
 
where ),,( 1 pdddiagD L= ∈≠ id0 D, p = )(Rrank  and each id  is a total divisor of 
1+id  for 11 −≤≤ pi . 
 
Proof: Without loss of generality, let 0≠R . It is sufficient to show that by elementary 
operations, R  can be brought into the form 
 
  












=′
0
0
00
Q
a
R
M
L
        (A.1) 
 
where a is a total divisor of all entries of Q . Then we can apply the same procedure to 
Q , and the result follows inductively. 
 
Case 1: There exists ji,  such that ijR  is a total divisor of all entries of R . By a suitable 
interchange of rows and columns, this element can be brought into the )1,1(  position of 
the matrix. Therefore without loss of generality, we assume that 11R  is a total divisor of 
all entries of R . This means, in particular, that 111 ii RRx =  and jj RyR 111 = . Now we 
perform the following elementary operations: for all 1≠i , put ith  row minus ix  times 
first row (i.e. the first row is being multiplied by ix  from the left); for all 1≠j , put jth  
column minus first column times jy  (i.e. the first column is being multiplied by jy  from 
the right). Then we are finished. 
 
Case 2: There is no ji,  such that ijR  is a total divisor of all entries of R . Let  
 
  )(Rθ min }0|){deg( ≠ijij RR . 
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Without loss of generality, )()deg( 11 RR θ= .We show that by elementary operations, we 
can transform R  into )1(R  with )()( )1( RR θθ < . Then we obtain a strictly decreasing 
sequence 0)()()( )2()1( ≥>>> LRRR θθθ . After a finite number of steps we arrive at 
zero; i.e. we obtain a matrix which has a unit as an entry, and thus we are in case 1. 
 
Case 2a: 11R  is not a left divisor of all jR1 , say, it is not a left divisor of kR1 . By the 
Euclidean algorithm, we can write 
 
  rqRR k += 111   
 
where 0≠r  and )deg()deg( 11Rr < . Perform the elementary operation: kth  column 
minus st1  column times q . Then the new matrix )1(R  has r  in the ),1( k  position and 
thus )()( )1( RR θθ <  as desired.  
 
Case 2a’: 11R  is not a right divisor of all 1iR . We proceed analogously as in case 2a. 
 
Case 2b: 11R  is a left divisor of all jR1 , and a right divisor of all 1iR . Similarly as in case 
1, we can transform, by elementary operations, R  into the form (A.1). If a  is a total 
divisor of all entries of Q , then we are finished. If there exists ji,  such that a  is not a 
total divisor of b ijQ , then there exists c  such that a  is not a left divisor of cb . 
(Assume conversely that a  is a total divisor of cb  for all c , then aD⊇Db , and thus 
aD⊇Db D, which implies that a  is a total divisor of b .) We perform the elementary 
operation: st1  row plus c  times sti )1( +  row. (Note that the  sti )1( +  row of R′  
corresponds to the ith  row of Q .) The new matrix has cb  in the )1,1( +j  position and 
therefore we are in case 2a.               ♦ 
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Appendix B 
 
 
Here we prove some of the results from chapter 4.  
 
Lemma B.1: The sum and product of two proper elements of К is again proper. Thus the 
proper functions form a subring of the field К.  
 
Proof: Let ∈21 , kk К be two proper elements. If, at least, one of the 'ik s is zero, there is 
nothing to prove. Thus we assume that both 1k  and 2k  are non-zero. 
 
Let 1
1
11 ndk −=  and 2122 ndk −=  with )deg()deg( ii nd ≥  for 2,1=i . Then, there exists 
∈≠ ba,0 К such that 21 bdan = , or equivalently, badn 1121 −− = . Thus 
)()( 21121211121 bnadndndkk −−− ==  and  
 
     )deg()deg()deg()deg()deg()deg()deg()deg()deg( 22111 nbdbnadaad +≥+=+≥+=  
 
which implies that 21kk is proper. To prove the sum of 1k  and 2k  is also proper, let d  be 
a left common multiple of 1d  and 2d , that is, 2211 dadad ==  for some ∈21 ,aa К.  Then 
we have  
 
)( 2211121211121 nanadndndkk +=+=+ −−−  for 2,1=i ,  and 
 
  )deg()deg()deg()deg()deg( iiii nadad +≥+= . 
 
Therefore, )deg()deg( 2211 nanad +≥ , and thus 21 kk +  is proper.   ♦ 
  
 
Lemma B.2: If ∗Φ  is the transition matrix of (4.11), then ),(),( 00 tttt TΦ=Φ ∗∗∗ . 
 
Proof: The dual system is given by: 
 
 
)()()(
)()()()()(
txtBty
tutCtxtAtx
T
TT
−=
−−=&
  
 
Let )(⋅X  be the fundamental matrix of )()()( txtAtx =& . Then,  
 
 )()()( tXtAtX =&  
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which implies that )()()( tAtXtX TTT =& . Now if )(⋅∗X  is the fundamental matrix of the 
dual system, )()()( txtAtx T−=& , then  
 
 )()()( tXtAtX T ∗∗ −=& . 
 
Since 1)()(
)()(
))((
)(1 )()(})]({[ 2 −−−− −=== tXtAtXdt
d TT
tXtX
tAtX
tX
tXT
TT
TTT&
 , we obtain: 
 
 
1)]([)( −∗ = tXtX T . 
 
Now let ),( ⋅⋅Φ∗  be the transition matrix of the dual system then 
 
)()(),( 1 ττ −∗∗∗ =Φ XtXt    
 ),()]()([)()(])([)]([ 11111 ttXXXtXXtX TTTTTT ττττ Φ==⋅== −−−−− . ♦ 
 
Lemma B.3: If ),( ⋅⋅Φ is the transition matrix of )()()( txtAtx =& , then 
 
1) ),()(),( ττ ttAt
dt
d Φ=Φ  and )(),(),( τττ
τ
Att
d
d Φ−=Φ  
2) )]())()[(,()1()](),([ τττττ
τ τ
BAtBt
d
d k
d
dk
k
k
−Φ−=Φ  
 
 
Proof: 1. Let ),( τtΦ  denotes the transition matrix of )()()( txtAtx =& , where ∈A  
),( mnIRIC ×∞ , that is, let ),( τtΦ  be the uniquely determined smooth solution to the 
matrix-valued initial value problem: 
 
 IXtXtAtX == )(),()()( τ& .  
 
This means that ),()(),( ττ ttAtt Φ=Φ∂∂  and I=Φ ),( ττ . From basic theory of ordinary 
differential equations, we have ),(),(),( 020112 tttttt Φ=ΦΦ  for Ittt ∈210 ,, . Thus every 
),( τtΦ  is invertible, with ),(),( 1 tt ττ Φ=Φ − . Thus 
 
  Itt =ΦΦ ),(),( ττ  
 
differentiating with respect to τ , we obtain 
 
 )],(),([0 ttt ττ ΦΦ= ∂∂  
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      )],()[,(),()],([ tttt ττττ ττ ΦΦ+ΦΦ= ∂∂∂∂  
       )],()()[,(),()],([ tAttt ττττττ ΦΦ+ΦΦ= ∂∂  
 
which implies that  
 
),()(),(),()],([ tAttt ττττττ ΦΦ−=ΦΦ∂∂ . 
 
Since ),( tτΦ  is invertible, we have  
 
 )(),(),( ττττ Attdd Φ−=Φ .        
 
2. We apply induction on k . The statement is true for 0=k , where both sides of the 
equation are equal to )(),( ττ BtΦ . Assume the statement has been proven for k . Then 
 
)](),([)](),([11 ττττ τττ BtBt k
k
k
k
d
d
d
d
d
d Φ=Φ+
+
.   
 
Using induction assumption, we obtain: 
 
 )](),([11 τττ Btk
k
d
d Φ+
+ )(])()[,()1( τττ ττ BAt kddkdd −Φ−= . 
 
By the product rule 
 
)](),([11 τττ Btk
k
d
d Φ+
+
= )}(])([),()(])()][(),({[)1( τττττττ τττ BAtBAAt kddddkddk −Φ+−Φ−−  
)}(])([)(])()[(){,()1( 1 ττττττ τττ BABAAt kddddkddk −−−Φ−= +  
)(])()[,()1( 11 τττ τ BAt kddk ++ −Φ−=  
 
which completes the proof.      ♦ 
 
Lemma B.4: Prove that, if )(),()(),( τττ BttCts Φ= , then  
 
)(),()(),( τττ
τ j
T
ij
j
i
i
pttqts
t
Φ=
∂
∂
∂
∂
 
 
where )(tp j  and )(tqi  are as defined in (4.16) and (4.17), respectively. 
 
Proof: Using induction, we first show that ),()()],()([ ττ ttqttC Tit i
i Φ=Φ∂
∂
 for INi ∈ . For 
1=i , we have  
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  ),()(),()()],()([ τττ ttCttCttC tt Φ+Φ=Φ ∂∂∂∂ &  
     ),()()(),()( ττ ttAtCttC Φ+Φ= &  
     ),()]()()([ τttAtCtC Φ+= &  
 ),()]()()([ τttCtAtC TTTT Φ+= &  
 ),()( τttqT Φ= . 
 
Assume the statement has been proved for i , then 
 
 )],()([)],()([11 ττ ttCttC iiii ttt Φ=Φ ∂∂∂∂∂∂ +
+
 
       )],()([ τttqTit Φ= ∂∂  
       ),()()(),()( ττ ttAtqttq TiTi Φ+Φ= &  
       ),()]()()([ τttqtqtA TiiT Φ+= &  
       ),()(1 τttqTi Φ= + . 
 
Thus we obtain: 
 
 )](),()[(),( τττ
ττ
BttCtS j
j
i
i
j
j
i
i
tt
Φ= ∂
∂
∂
∂
∂
∂
∂
∂
  
   ])())((),()[(
)(
44 344 21
τ
ττ
j
i
i
p
j
dt
d
t
BtAttC −Φ= ∂
∂
 
   )()],()([ ττ jt pttCi
i Φ= ∂
∂
 
)(),()( ττ jTi pttq Φ= .      ♦ 
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Appendix C 
 
 
Here we prove two of the results from chapter 5. 
 
Lemma C.1: Let ∈P D nn×  and suppose nIPQ = . Then 1−P  exists and it belongs to 
D
nn×
.  
 
Proof: We first show that nPrank = . From nIPQ =  we have: 
 
  )()()( PrankPQrankIrankn n ≤== .  
 
This implies that nPrank =)( . Thus 
 
 nIPQ =    ⇒ PPQP =  
       ⇒ 0)( =− nIQPP  
 
Since P  has rank n , it follows that nIQP =  and hence 1−= PQ .        ♦ 
 
Lemma C.2: For any ∈)(ZP D nn× , )(ZPrank  does not change by multiplying )(ZP  on 
the left (or right) by a unimodular (or a full row rank square) matrix over D. 
 
Proof: Suppose that ∈)(ZF D nn×  of rank n . Then, }0{)( =ZFN  by (5.4). We need to 
show that )()()( ZPZFZP NN = . Let )()( ZPNZQ ∈ . Then 0)()( =ZPZQ , implying that 
0)()()( =ZFZPZQ . Conversely, suppose )()()( ZPZFNZQ ∈ , then 0)()()( =ZFZPZQ . 
Since }0{)( =ZFN , 0)()( =ZPZQ . Thus )()()( ZPZFZP NN = . Therefore, )()( ZFZP  and 
)(ZP  have the same rank by (5.4).  
 
Let )(ZU be unimodular. Here it suffices to show that )()()( ZPZPZU MM = . One direction 
is clear. Let )(ZPMW ∈ , then )()()( ZPZQZW =  for some ∈)(ZQ D n×1 . This implies 
that )()()(~)()()()()( 1 ZPZUZQZPZUZUZQZW == −  for some ∈)(~ ZQ D n×1 . Thus 
)()()( ZPZPZU MM = , showing that the rank remains the same after multiplying )(ZP  on 
the left by a unimodular matrix.                ♦ 
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Notation 
 
 
Symbol   Short Description 
   
IR    Set of real numbers 
 
IN    set of non-negative integers 
 
)(tIRK =   the set of real rational functions 
 
D ][∂= K   the ring of polynomials in ∂  with coefficients in K  
 
A   a signal space 
 
К   the skew field of left (or right) fractions of D 
 
Hom
D
,(M A)   the set of D - linear maps →M:φ A  
 
),( IRIRCae∞   set of all functions that are smooth except for a finite number of      
Points 
 
   a behavior 
 
 c    the controllable part of a behavior  
 
 a    the autonomous part of a behavior   
 
M    the quotient left D -module  D q×1 / D Rg×1  for ∈R D qg×  
 
tM   set of torsion elements of M 
  
TW     set of maps WT →  
 
∑     a dynamical system  
 
nI     the identity matrix of size n  by n  
 
im    image of a linear map 
 
ker    kernel of a linear map 
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)( otk    set of all states that are controllable at 0t  
 
)( 0tM    set of all states that are unobservable at 0t  
 
)(tQC    the generalized Kalman controllability matrix 
 
)(tQO    the generalized Kalman observability matrix 
 
),()( jiZP   the ijth  entry of  the polynomial matrix )(ZP  
 
),()( ⋅iZP   the ith  row of )(ZP  
 
),()( jZP ⋅   the jth  column of )(ZP  
 
=)(Pδ
r
rdeg  the vector of row degrees of  )(ZP  
 
=)(Pσr cdeg  the vector of column degrees of )(ZP  
 
e
r
   the vector )1,,1,1( L  
 
w
r
   a vector with ith  coordinate iw  
 
wZ
r
   the matrix having iwZ  on the diagonal and zero elsewhere 
 
)(ZPM    the D –module generated by the rows of )(ZP  
 
)(ZPN    the left kernel of )(ZP  
 
))(( ZRLC   the leading coefficient of  the polynomial matrix )(ZR  
 
))(( ZRLCrow   the leading row coefficient of )(ZR  
 
))(( ZRLCcol   the leading column coefficient of )(ZR  
 
))(deg( ZR   the degree of )(ZR  
 
dim    dimension 
 
l.o.t   lower order terms 
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