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Chapter 1
Introduction
Scientific research in many fields facilitated the enormous technical progress in the
20th century. Three of the main milestones of physical research are the develop-
ment of the theory of relativity [Ein05; Ein16], (relativistic) quantum mechanics [Pla01;
Hei25; Sch26; Dir28] and huge advances on the field of solid state electronics, starting
with the implementation of the first transistor [Bar48] at Bell Telephone Laboratories.
Advances in semiconductor technology like the invention of molecular beam epitaxy
(MBE) [Cho71; Cho81] or the modulation doping of heterostructures [Din78] led in the
following years to the development of many sophisticated devices like the high elec-
tron mobility transistor [Mim80], suitable for operation at highest frequencies in the
GHz range. Moreover, semiconductor heterostructures were used for the realization of
quantum mechanical model systems, like potential steps, tunnel barriers or potential
wells, representing the famous quantum mechanical problem of the ”particle in the box”.
Thus, semiconductor physics evolved to a perfect playground for testing quantum me-
chanical concepts, like the size quantization in the finite potential well or the Landau
quantization in external magnetic fields, leading to the quantum Hall effect [Kli80] in
two-dimensional electron systems. Advances in materials science finally gave rise for
the development of extremely clean and well-defined two-dimensional electron systems,
where the electrons can move ballistically over distances on the order of a few hundred
microns.
Besides the detailed investigation of carrier dynamics, the spin properties of electrons,
holes and the lattice nuclei attracted wide attention, as well. In contrast to the case of
free electrons, where the spin and the orbital degrees of freedom are just weakly coupled,
the spin-orbit interaction (SOI) is strongly enhanced in semiconductors [Ras06]. This
leads to a couple of effects observable in transport measurements, like beatings in the
Shubnikov-de Haas oscillations [Nit97], the weak anti-localization effect [Kog02] or in
photocurrent measurements [Gan04]. Furthermore, due to the presence of the SOI the
spin orientation of a carrier is not a conserved quantity, in contrast to what one finds
for the corresponding charge. This manifests itself in relatively short spin dephasing
times, after which a nonequilibrium spin population returns to its equilibrium value.
The most relevant spin dephasing mechanism in noncentrosymmetric semiconductors
was developed at the A. F. Ioffe Physicotechnical Institute in the former USSR by
Dyakonov and coworkers [Dya71b; Dya71a; Dya86]. Later it was pointed out that the
symmetry of the spin-orbit fields (SOFs) is crucial for electron spin dephasing in low
dimensional electron systems: interference effects of two independent contributions to
the SOI in GaAs can lead to anisotropic spin dephasing, which was studied by Averkiev
et al. [Ave99; Ave06]. In addition, anisotropic spin dephasing can be found in electron
1
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systems quantized along the [110] crystallographic direction, resulting from the different
symmetry of the involved SOFs [Do¨h04; Mu¨l08; Gri12]. In certain cases, the SOI also
leads to coherent dynamics and a precessional motion of a nonequilibrium spin ensemble
about the SOF [Bra02; Ley07b; Sti07c; Gri09]. This situation can be especially found
in samples, showing a high electron mobility.
A widely used approach for the investigation of spin dynamics is based on the all-
optical generation of a nonequilibrium spin polarization, often denoted as optical ori-
entation [Mei84]. In the early years, mainly the analysis of the polarization properties
of photoluminescence light after non-resonant excitation gave access to spin dynamics
properties of the investigated materials. Since tuneable ultrafast light sources like the
Ti:sapphire lasers became available, the time-resolved observation of spin dynamics be-
came possible [Aws85; Bau94], based on the magneto-optic Faraday/Kerr effect [Far46].
The availability of both, high-quality suitable materials (in particular magnetic semi-
conductors), as well as the relevant measurement techniques, opened the way to a new,
interdisciplinary research field: the usage of the spin degree of freedom for the purpose of
information processing1 is the main goal in the research field of spin electronics, or short
spintronics [Wol01; Zut04; Wu10]. Essential parts are the generation of spin polarization,
its manipulation within the spin lifetime and finally, the readout. Though a variety of
solutions exist for each of these three important steps, the basic concept of spintronics
can be explained by help of the proposal of the spin field effect transistor (sFET) by
Datta and Das [Dat90]. This probably most famous concept2 of spintronics pushed this
direction of k� . In particular, we see that for k� � �110� the
effective field reverses its direction when we increase k � .
This reversal reflects the breakdown of the linear approxima-
tion in Eq. �6�. For wider wells this breakdown occurs at
even smaller wave vectors k � , consistent with Eq. �6�.
More specifically, Eq. �6� predicts for k� � �110� a reversal
of the direction of B(k�) when k �2�2�kz2�, independent of
the material-specific coefficient � . Note, however, that �kz2�
depends on the material-specific band offset at the interfaces.
For the system in Fig. 3�a� we find in good agreement with
Eq. �6� that the reversal of B(k�) occurs for k ���2�kz2�
�0.029 Å�1. For comparison, we show in Fig. 3�b� the
effective field B(k�) for a symmetric Ga 0.47In 0.53As QW
with the same well width 100 Å like in Fig. 3�a�. Even
though BIA spin splitting is smaller in Ga 0.47In 0.53As than in
GaAs, higher-order corrections are more important in
Ga 0.47In 0.53As due to the smaller fundamental gap of this
material. Here we have �kz2��3.6�10�4 Å�2 so that�2�kz2��0.027 Å�1. On the other hand, the reversal of the
dir ction of B(k�) occurs for k ��0.021 Å�1. This illustrates
the effect of higher ord r i BIA spin splitti g that were
neglected in Eq. �5� but fully taken into account in the nu-
merical calculations in Fig. 3. �Note that in Fig. 3�a� the
effective field B has been amplified by a factor of 50
whereas in Fig. 3�b� it has been amplified by a factor of 100.�
Ga 0.47In 0.53As QW’s can have a significant Rashba spin
splitting38 so that these systems are of interest for realizing
the spin transistor proposed by Datta and Das.18 In Fig. 3�c�
we show the effective field B(k�) for the same well as in
Fig. 3�b� assuming that we have SIA spin splitting due to an
electric field E�20 kV/cm, but all tetrahedral terms that give
rise to BIA spin splitting were neglected. The numerical re-
sults are in good agreement with what one expects according
to Eqs. �4� and �14�. Figure 3�d� shows the effective field
B(k�) for a Ga 0.47In 0.53As QW when we have both BIA and
SIA spin splitting. Due to the vectorial character of B, we
have regions in k� space where the contributions of BIA and
SIA are additive whereas in other regions the spin splitting
decreases due to the interplay of BIA and SIA. This is con-
sistent with the well-known fact that in the presence of both
BIA a d SIA the spin splitting is anisotropic even in
the lowest order of k� �Ref. 9�. Using Eqs. �1� and �5� we
obtain
E�
BIA�SIA��k � �2����k �2�2�kz2��sin�2����2� �kz2�2�� 14 k �2��kz2� � k �2sin�2��2� �16a�
��k ���2�2���kz2�sin�2����2�kz2�2�O�k�3�. �16b�
In Figs. 3�a�–3�d� we have considered QW’s grown in the
crystallographic direction �001� so that the effective field
B(k�) is always in the plane of the QW. For comparison, we
show in Fig. 3�e� the effective field B(k�) for a symmetric
Ga0.47In 0.53As QW grown in the crystallographic direction
�110� with kx � �001� and ky � �110� . Here B(k�) is perpen-
dicular to the plane of the QW.35 For asymmetric QW’s
grown in the crystallographic direction �110� the effective
field B(k�) is given by a superposition of an in-plane field as
in Fig. 3�c� and a perpendicular field as in Fig. 3�e�.
III. SPIN PRECESSION OF 2D ELECTRON STATES
A. Datta spin transistor
We want to briefly recapitulate the mode of operation of
the spin transistor proposed by Datta and Das18 �see Fig. 4�.
We assume that the semiconducting channel between the fer-
romagnetic contacts is pointing in the x direction; i.e., elec-
trons travel with a wave vector k��(kx,0,0) from source to
drain. A gate in the z direction gives rise to a tunable Rashba
coefficient � . In this subsection we want to ignore the
Dresselhaus spin splitting �5�. When the spin-polarized elec-
trons in the ferromagnetic source contact are injected at x
�0 into the semiconducting channel we must expand its
wave function �� i� in terms of the spin-split eigenstates
���SIA(kx)�. Here it is the basic idea of the spin transistor that
the polarization of the electrons in the source contact is cho-
sen perpendicular to B(kx)�(0,By,0). The states �� i� thus
contain equal contributions of the spin-split eigenstates
���SIA(kx)�. Assuming that the electrons in the source contact
are polarized in the �z direction we get �neglecting the en-
velope functions �k�(z) which are unimportant in the present
discussion�,
FIG. 4. Qualitative sketch of a Datta spin transistor �Ref. 18�.
Black arrows indicate the spin polarization in the ferromagnetic
contacts �FM� and the semiconducting channel �white�. Gray ar-
rows indicate the effective magnetic field B(kx) in the semicon-
ducting channel. A top gate is used to tune the spin precession by
applying an electric field E perpendicular to the semiconducting
channel.
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045317-5
Figure 1.1: Scheme of the sFET proposed by Datta and Da [Dat90]. The spin polar-
ization is injected from a ferromagnetic source contact i to the se ico ducting channel.
There, the spin is exposed to a spin-orbit field controlled via the applied gate voltage.
Depending on the relative orientation of the spin and the magnetization of the ferro-
magnetic drain contact, the transmission into the contact is either high or low. (taken
from [Win04]).
research field since the year 1990. Fig. 1.1 depicts a scheme of the Datta/Das sFET: a
ferromagnetic source contact provides spin polarized electrons which are injected into
the semiconducting channel. There, the spin is exposed to a spin-orbit field, which is
1Related to the research field of spintronics is the field of quantum information processing [DiV95;
DiV97]. There, in contrast, the main focus is on the search for systems suitable for the realization of
quantum bits (qubits), the building blocks of future quantum computers. In contrast to a classical bit,
the qubit can represent, in addition to the one and the zero state, any superposition of these two states.
It was pointed out [DiV95] that quantum computation would be suitable for the treatment of otherwise
untractable numerical tasks, as for example the prime factoring of large integers.
2A korean group [Koo09] recently demonstrated the sFET action under laboratory conditions. How-
ever, some drawbacks like the bad scalability make the Datta-Das sFET unlikely to be used in real
devices.
3controlled via the applied gate voltage. After ideally ballistic electron motion through
the channel, the electron is transmitted into or reflected at the ferromagnetic drain
contact, depending on the relative spin orientation and the magnetization of the drain
contact. A comparable concept for an sFET in the non-ballistic regime was proposed
by Schliemann et al. [Sch03b], requiring the presence of a special symmetry of the SOF.
In this work, the focus will be on the dynamics of an optically generated spin ensem-
ble in GaAs-based heterostructures, which are well-suited for studying spin dynamics:
the direct band gap allows for an efficient creation of a nonequilibrium electron spin
population via optical orientation. Moreover, advances in materials science facilitate
the fabrication of well-defined MBE-grown samples, where the band profile can be tai-
lored precisely, resulting in high electron mobilities. In such samples, the time until
a nonequilibrium spin ensemble is returned to its equilibrium value (i.e., the spin de-
phasing time) can be studied in dependence of several parameters. The spin dephasing
time will be shown to depend on several parameters like the relative orientation of the
spin and the crystallographic axes, the sample temperature, the excitation conditions
and some other sample properties. It should be emphasized that in comparison with
previously reported similar experiments [Ohn99; Mal00b; Bra02; Ave06; Ley07b; Sti07c;
Mu¨l08; Eld11], all the investigated GaAs-based samples have a higher electron mobility.
This can be attributed to optimized growth conditions during sample growth and the
precise control of the band profile of the heterostructures. The outstanding proper-
ties of the investigated state of the art samples make it possible to reveal interesting
effects which were previously masked by imperfections of the samples: the extremely
high mobility allows for the observation of spin dynamics of ballistic electrons, as well
as a novel effect, which can be observed, when the ballistic electrons are forced to move
on cyclotron orbits by an external magnetic field. Moreover, the precisely controlled
band profile in the investigated samples allows for the study of electron spin dephasing
anisotropies.
This work is organized as follows:
In Chap. 2, some theoretical aspects of carrier dynamics in GaAs-based heterostruc-
tures are elucidated, being essential for the understanding of the experimental results.
In addition, the origin and the consequences of the importance of spin-orbit interac-
tion in the investigated systems is discussed. Finally, a short overview on interactions
between the electron spin system and the system of the lattice nuclei is given.
After the presentation of the basic theoretical concepts, the structure of the investi-
gated MBE-grown samples is presented in Chap. 3. The fundamental prerequisites as
well as a sophisticated growth scheme for the fabrication of heterostructures showing
an ultra-high electron mobility is discussed. Moreover, the relevant steps of sample
processing after sample growth are shown, which allow for the fabrication of optically
thin samples, as well as semi-transparent metall top gates.
Chap. 4 deals with the applied all-optical measurement techniques, which are used
for sample characterization and in particular for the investigation of spin dynamics.
Besides a description of the basic measurement principle of the widely used time-resolved
Kerr/Faraday rotation technique, the concept of so-called resonant spin amplification
(RSA) [Kik98; Kik99] measurements is presented there. The chapter closes with a
brief overview on photoluminescence experiments, suitable for the characterization of
semiconductor structures.
Some experimental results on spin dynamics in two-dimensional electron systems with
an asymmetric band profile are given in Chap. 5. There, the dependences of spin
dynamics on some parameters such as the width of the two-dimensional electron system,
the sample orientation with respect to the magnetic field direction and the sample
temperature is discussed in detail. In addition, experimentally observed dependencies
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on the excitation conditions, as well as the influence of an applied gate voltage on spin
dynamics are presented.
In Chap. 6, spin dynamics in ultra-high-mobility two-dimensional electron systems
embedded in GaAs-based heterostructures having a highly symmetric conduction band
profile is elucidated. There, coherent dynamics of an optically generated spin ensem-
ble in the spin-orbit field is shown in a sample grown along the [001] crystallographic
direction; the crucial influence of a weak magnetic field oriented perpendicular to the
sample plane is discussed, as well. The second part of this chapter deals with the
observation of a large spin dephasing anisotropy in a (110)-grown sample: the RSA
method is shown to be applicable for the determination of the relevant parameters de-
scribing spin dynamics. After the discussion of an a priori unexpected temperature
dependence of the observed spin dephasing anisotropy, spin dynamics is demonstrated
to be strongly affected by continuously illuminating the sample with short-wavelength
laserlight. Moreover, strong evidence is presented for an efficient interaction of the elec-
tron spin system and the system of the lattice nuclei, resulting from the extremely long
spin dephasing times accessible in the sample under certain conditions.
The work closes with a final summary of the experimental results presented in Chaps. 5
and 6, which is the subject of Chap. 7. There, the most relevant results of this work are
put together. The high relevance of the (a)symmetry of the band profile is emphasized,
as well as the dependence of spin dynamics on other parameters like the choice of the
growth direction.
Chapter 2
Theory
The experimental results presented in chapter 5 and 6 are based on the unique proper-
ties of the investigated samples, and the particular symmetries of the spin-orbit fields
involved. In the first part of this chapter the main characteristics of confined electrons
in a GaAs/AlGaAs quantum well relevant for this work will be discussed. Of particular
interest are the mobility µ of the electrons and the corresponding transport scattering
time τp, as well as the electron-electron scattering time τee at a given temperature T .
Moreover, also the dynamics in an external magnetic field B will be discussed. The
second part of this chapter will focus on the coupling of the spatial and the spin degree
of freedom of the confined electrons. The origin and some effects of spin-orbit coupling
leading to spin dephasing, coherent spin dynamics and spin dephasing anisotropies will
be shown in the formalism of kinetic spin Bloch equations, as far as they are neccessary
for understanding the experimental results presented below. The last part of this chapter
covers the coupling between the electron spins and the nuclear spins, which is important
in the case of very long electron spin dephasing times and high spin polarization of the
electron system.
2.1 Special properties of GaAs/AlGaAs heterostructures
In the last decades there has been great progress in the fabrication of very clean electron
systems based on the GaAs/AlGaAs system, which allow for the observation of quantum
effects in transport measurements. Only a few points of this wide research field are
illustrated here, because of their relevance for the experimental results of this work.
Basic details concerning the crystal structure and the calculation of the electron band
structure can be found in standard solid state and semiconductor physics textbooks
(see, e.g. [Ash03; Sze81]). A review on basic parameters of GaAs, AlAs and AlGaAs
can be found, e.g., in Refs. [Ada85; Lev99].
2.1.1 Heterostructures and the influence of doping
For the realization of high-mobility electron systems one often uses heterostructures,
i.e., samples that consist of different materials grown on top of each other. By choosing
materials with different bandgaps, quantum mechanical systems like tunnel barriers,
potential steps and quantum wells can be realized.
The GaAs/AlxGa1−xAs system crystallizes in the zincblende structure (Fig. 2.1), and
is perfectly suited for fabricating various heterostructures from it. One important point
5
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Figure 2.1: left: unit cell of the face-centered cubic lattice with the cubic lattice constant
a. right: cubic unit cell of the zincblende crystal GaAs (taken from [Sze81]).
is the nearly perfect matching of the lattice constants of the GaAs crystal and the
ternary semiconductor compound AlxGa1−xAs, where a fraction x of the Ga atoms is
replaced by Al atoms. The dependence of the lattice constant a and the band gap
energy EG in AlxGa1−xAs with 0 < x < 0.45 at room temperature follow the relations
[Lev99]
a = 5.6533 + 0.0078x [A˚] (2.1)
and
EG,x = 1.424 + 1.247x [eV]. (2.2)
For a higher Al content 0.45 < x < 1 the band gap becomes indirect, with the minimum
of the conduction band lying in the X valley. The band gap energy EG is temperature
dependent and can be described by a relation1 proposed by Varshni [Var67]. At low
temperatures the energy difference between the top of the valence band and the bottom
of the Γ valley in the conduction band EΓ,x is given by [Lev99]
2
EΓ,x = 1.519 + 1.155x+ 0.37x
2 [eV]. (2.3)
As depicted in Fig. 2.2, GaAs/AlGaAs interfaces show a type 1 band alignment,
caused by the different electron affinities χ in the two materials [And62]3. Consequently,
there exist bound states for both electrons and holes in GaAs/AlGaAs quantum wells4.
The transverse energy of the conduction as well as the valence band states in an undoped
heterostructure can be estimated in the model of a rectangular potential well with
infinitely high walls5 [Lan81] leading to the quantization of the z component of the
k-vector
kz,n = n
′pi
d
, (2.4)
1The band gap energy Eg was proposed to follow the relation Eg(T ) = Eg(T = 0)− α˜T 2/(T + β˜),
where α˜ and β˜ ≈ ΘD are material dependent phenomenological constants. ΘD is the Debye temperature.
2A slightly deviating dependence of EΓ,x = 1.519 ·(1−x)+3.009 ·x+x ·(1−x) ·(0.127−1.310x) [eV]
being cubic in the aluminum content x can be found in Refs. [Asp86; Vur01].
3The widely used Anderson rule should be taken more as a qualitative behavior. It was shown that
the band edge discontinuity is unequal to Ec 6= ∆χ for most heterojunction systems [Bau83].
4The existence of bound states for electrons and holes is of particular importance for the so-called
optical gating process, for details see Sec. 2.1.3.
5Though the barriers in the real sample are of finite height, this is an often-used approximation for
the lowest electron level.
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Figure 2.2: Schematic band edge profile of a GaAs/AlGaAs quantum well with bound
states for electrons and holes. The band edge discontinuities ∆Ec and ∆Ev as conse-
quences of the conduction band alignment with respect to the vacuum energy [And62]
and the difference in the band gaps of AlxGa1−xAs and GaAs [Lev99] are shown.
and quantized energy levels
E′n =
~2
2m∗e,h
(
n′pi
d
)2
+
~2k2||
2m∗e,h
, (2.5)
where n’ is the transverse subband index, d the quantum well width, m∗e,h the effective
mass of the carriers, and k|| =
√
k2x + k
2
y the inplane component of the k vector. The
energy subbands are filled with free electrons up to the Fermi energy EF (at T=0 K).
By modulation doping, where the dopant atoms are separated from the position of the
quantum well by a thin undoped spacer layer, high mobilities in two-dimensional electron
systems (2DESs) can be achieved [Dru81]. The distance between the ionized doping
atoms and the 2DES leads to a drastically reduced scattering at ionized impurities. To
achieve even higher mobilities, more sophisticated growth schemes [Uma09] have to be
used (details in Sec. 3), including more than one doping layer. In such structures a
highly symmetric band edge profile of the quantum well can be achieved. In contrast,
a built-in electric field Ez = −∇Φ exists in a single-sided doped (ssd) heterostructure,
which is related to a band edge gradient (see Fig. 2.3). Here, Φ is the electrostatic
potential. The band edge gradient results in an asymmetric electronic wavefunction,
conduction band
valence band
Fermi level
doping 
layer
Figure 2.3: Simplified band profiles of a double-sided doped (left) and a single-sided
doped (right) quantum well.
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shifted towards one of the two interfaces. Thus, the wavefunction penetrates deeper
into the AlGaAs than in the case of a double-sided doped (dsd) heterostructure. The
penetration of the wavefunction into the AlGaAs barrier also influences the electron
g factor [Yug07], see also Secs. 2.2.5 and 5.1.3. If the penetration of the electrons’
wavefunction into the low-mobility AlGaAs barrier material [Sax81] is reduced by using
symmetric dsd heterostructures where the wavefunction is centered in the middle of the
quantum well [Uma09], the mobility of a 2DES can be further increased. The higher
mobility in such structures results also from a reduction of interface scattering at the
GaAs/AlGaAs boundaries.
The different symmetry of dsd and ssd heterostructures is also of great importance for
the spin-orbit (SO) field acting on the electron spin, as will be pointed out in Sec. 2.2.2.
The dependence of the symmetry properties of the SO field on the relative orientation
of the quantum well with respect to the crystallographic axis will be elucidated there,
too.
2.1.2 Mobility and electron scattering processes in a 2DES
k1 k1‘
k2 k2‘

k
k-q
q
(a) (b)
Figure 2.4: (a) An electron with wave vector k is scattered on lattice vibrations and
a phonon is emitted with wave vector q. Energy is transferred to the lattice. (b) An
electron is scattered by another electron. Energy and momentum of the electron system
is conserved.
In the semiclassical transport model [Ash03], the motion of free electrons in a high-
mobility 2DES is a sequence of ballistic classical motion over distances on the order
of the mean free path, interrupted by quantum scattering events. The corresponding
scattering rate τ−1p describes the number of momentum scattering events per time unit,
and has contributions from various scattering processes [Sze81]. The scattering time τp
is proportional to the electron mobility
µ =
eτp
m∗e
, (2.6)
and can be determined from magneto-transport measurements. Panel (a) of Fig. 2.4
shows a diagram of an electron-phonon scattering process, which transfers the energy
EPh = ~ω(q) and the momentum q from the electron system to the lattice.
Advances in technology allow for the design of high-quality 2DESs with electron
mobilities higher than 107 cm2/Vs [Uma09], and corresponding scattering times on the
order of a few hundred ps. In such systems, the transport scattering time τp can exceed
the time τee between collisions of two electrons, which then dominates the microscopic
relaxation rate [Ash03]
1
τ
=
1
τp
+
1
τee
(2.7)
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of an electron. It was pointed out that the microscopic scattering time τ is the rele-
vant timescale for spin dephasing properties [Gla04b]. Electron-electron (ee) collisions
do not change the total quasi-momentum of the electron system, and therefore do not
directly affect the electron mobility, but are of major importance for coherent spin
dynamics [Ley07a; Gri09]. In panel (b) of Fig. 2.4 the corresponding diagramm of an
electron-electron scattering process is shown. The electron-electron scattering rate for
strictly two-dimensional carriers, which are located at the Fermi surface, is given at low
temperatures by
τ−1ee =
(pi
4
)
ln
(
EF
kBTe
)
EF
~
(
kBTe
EF
)2
, (2.8)
and depends strongly on the temperature6 Te and the Fermi wave vector kF of the
electron system [Jun96]. For quasi-two-dimensional electrons in a quantum well (QW)
of a finite width d, an additional factor
H(q˜) =
−32pi4 + 32pi4e−q˜d + 3(q˜d)5 + 20(q˜d)3pi2 + 32pi4q˜d
[(q˜d)2 + 4pi2]2(q˜d)2
< 1 (2.9)
has to be considered, where q˜ is the wave vector, which is transferred in the scattering
event. H(q˜) describes the weakening of the ee interaction in the quasi-two-dimensional
electron system in comparison with the strictly two-dimensional case [Gla03; Gla04b].
Thus, the ee scattering time τee at the Fermi energy EF of a 2DES residing in a QW of
finite width d can be estimated as
τ−1ee = H
2(kF )
(pi
4
)
ln
(
EF
kBTe
)
EF
~
(
kBTe
EF
)2
, (2.10)
assuming that the transferred wave vector q˜ is on the order of the Fermi wave vector,
q˜ = kF . Experimentally, the ee scattering rate can be determined by four-wave-mixing
measurements [Kim92] or transport measurements [Slu96]. Moreover, novel experiments
on coherent spin dynamics, as shown in Sec. 6.1.2 and [Gri09], allow for the determina-
tion of a lower limit of the ee scattering time.
As can be seen from Eq. (2.8), the ee scattering time strongly depends on the electron
temperature Te (if defined, see footnote), which can exceed the lattice temperature TL
in low-dimensional systems by far [Rya84]. This is especially the case in high-mobility
samples where the electron system is weakly coupled to the lattice, resulting in an
electron system which is not in thermal equilibrium with the lattice. Photoluminescence
(PL) measurements, being discussed in Sec. 4.3, were found to be a convenient technique
for the determination of the electron temperature Te from the high-energy tail of the
PL in early [Rya84; Sha84] and recent high-mobility 2DESs [Bas08]. More effects of the
temperature of electrons in low-dimensional systems, which was also shown to influence
the electron mobility µ [Sha84], are reviewed in Ref. [Rid91].
2.1.3 Variation of the carrier density by gating
The carrier density n of a modulation-doped 2DES is given by the number of carriers
transferred from the doping layer into the quantum well. It depends strongly on the
growth process, doping concentrations, the width of the spacer between the doping layer
and the quantum well and many other parameters. To study dependencies of any effect
6The temperature Te of an electron system with an arbitrary energy distribution function f(E)
deviating from a Maxwellian distribution is in general not well-defined (for details see, e.g. [Esi86],
and references therein). The typical timescale, on which an ensemble of out-of-equilibrium electrons
relaxes back into a Maxwellian distribution, where it has a defined temperature, is on the order of the
microscopic scattering time τ .
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Figure 2.5: (a) Shining weak above-barrier light on the sample excites electron-hole
pairs in the barrier material AlGaAs. (b) Due to the built-in electric fields the electron
moves towards the doping layer, whereas the hole falls into the quantum well. There it
recombines with a resident electron. (c) After the recombination process one is left with
a reduced carrier density in the quantum well and an electron removed to the position
of the doping layer.
on the carrier density, one would need a series of samples with different carrier densities
or one has to tune the carrier density of one sample to different values. This can be
done by electrostatic or optical gating.
Electrostatic gating of a 2DES with a semi-transparent top gate
The carrier density n of a 2DES can be varied by changing the band edge profile of
the heterostructure, due to an applied external electric field. This can be realized by
applying the field between the 2DES as one contact and a metallic top gate, which, in
the case of this work, needs to be semi-transparent (for details, see Sec. 3.2.1) because
of the all-optical measurement techniques employed, presented in Chap. 4.
The carrier density n for a given value UG of the external applied gate voltage can
be calculated by self-consistently solving the Schroedinger and the Poisson equation for
the particular sample parameters, including the external applied electrostatic field.
Optical gating of a 2DES with weak above-barrier illumination
In semiconductor heterostructures with built-in electric fields in the barriers surrounding
the active region, an all-optical technique can be used as well to change the carrier
density n of quantum wells [Cha86] or modulation-doped heterojunctions [Kuk89]. By
shining low-intensity above-barrier light on the sample, electron-hole pairs are generated
in the AlGaAs barriers around the quantum well, as depicted in panel (a) of Fig. 2.5. If
built-in electric fields are present, a separation of the optically excited charges occurs.
If the band edge profile has a shape as shown in Fig. 2.5, the electrons are moved
by the potential gradient towards the position of the doping layers, whereas the holes
fall into the quantum well (panel (b) of Fig. 2.5). There, they recombine within the
minority carrier lifetime τPL with resident electrons. At the end one is left with a
reduced carrier density in the quantum well, and an electron removed to the position of
the doping layers where it reduces the number N+ of ionized donors (see panel (c) of
Fig. 2.5). Due to thermal or optical activation or due to tunneling processes through the
potential barrier [Cha86], a redistribution of charge carriers between the doping layer
and the 2DES is possible. Under excitation with a continuous wave (cw) laser a steady
state is achieved, where the rate of electrons, which are returning into the quantum
well from the doping layer, is equal to the recombination rate of resident electrons
and holes injected in the quantum well by charge separation in the barriers. In Refs.
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[Cha86; Car99] a simple theoretical model was presented relating the adjusted steady-
state carrier density ns to the intensity I of a cw laser, which is necessary to change the
carrier density from the value n0 without illumination to the steady-state value ns:
I = C(n0 − ns) exp(−D√ns). (2.11)
The parameters C and D in this model are fitting parameters. D can be understood
as the effective height of the tunnel barrier, which is realized by the spacer between the
doping layer and the quantum well. It should be noted that to the knowledge of the
author a model for a dsd quantum well has not been developed yet.
With this gating technique, which is often referred to as ”optical gating”, also an
inversion of the carrier type from p to n in a p-modulation doped structure was re-
ported [Syp07].
2.1.4 High-mobility heterostructures in external magnetic fields
The carrier dynamics in a two-dimensional electron system in an external magnetic field
B = ∇×A is governed by the Hamilton operator
Hˆ =
1
2m∗e
(pˆ+ eA)2 + V (zˆ) (2.12)
with the vector potentialA and the confinement potential in z direction, V (z). Whereas
the density of states splits into discrete Landau levels in a strong magnetic field B =
(0, 0, Bz) with ωcτp > 1, which allows for the observation of the quantum Hall ef-
fect [Kli80], the carrier dynamics can be treated semiclassically for weak magnetic fields
B. The semiclassical equation of motion in the Drude model [Dru00] then reads
m∗e
dv
dt
= −ev ×B − m
∗
ev
τp
, (2.13)
which describes the cyclotron motion of an electron with reduced mass m∗e with the
cyclotron frequency
ωc =
eB
m∗e
, (2.14)
and the momentum relaxation time τp. From the cyclotron frequency ωc at a nonzero
magnetic field B, also the effective mass m∗e of the charge carriers can be determined.
The results of the determination of the effective mass m∗e of an electron in a 30 nm wide
GaAs/AlGaAs quantum well, using a novel, all-optical technique will be presented in
Sec. 6.1.2.
2.2 Spin of free electrons in semiconductor nanostructures
In this section the most important facts of spin dynamics in a two-dimensional electron
system, embedded in a GaAs/AlGaAs quantum well, are presented. The importance of
the spin-orbit interaction (SOI), coupling the electron spin and its wave vector k and
governing spin dynamics in the investigated samples (see Chap. 3 for details) is discussed
in detail in Sec. 2.2.1, whereas in Sec. 2.2.2, the particular situation in low-dimensional
systems is treated. After a short overview about how to generate spin polarization in
GaAs/AlGaAs nanostructures (Sec. 2.2.3), the dynamics of an optically generated spin
ensemble will be discussed in the framework of a kinetic equation approach (Sec. 2.2.4),
followed by some words about the electron spin g factor (Sec. 2.2.5). Finally, the direct
consequences of the presence and the symmetry of the SOI, leading to (anisotropic) spin
dephasing (Secs. 2.2.6 and 2.2.7) and coherent spin precession (details in Sec. 2.2.8), are
pointed out.
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2.2.1 Spin-orbit interaction
Often, the physics of the solid state is described in terms of wave functions, which are
solutions of the Schroedinger equation [Sch26]
i~
∂
∂t
Ψ = HˆΨ (2.15)
with the Hamiltonian Hˆ for the particular problem. A more general approach is the four-
component Dirac Equation [Dir28], which includes relativistic effects. This leads after
some algebra in first order of (mc)−2 [Con35; Ell54] directly to the spin-orbit interaction
term
ĤSO =
~
4m20c
2
(∇V (r)× pˆ) · σˆ. (2.16)
Here, V (r) is the spin-independent lattice potential at the position r; pˆ = −i~∇ is the
electron momentum operator and σˆ is the vector of the Pauli spin matrices. Eq. (2.16)
can be rewritten as
HSO =
~
2
Ω(k) · σˆ, (2.17)
where Ω(k) can be interpreted as an effective k-dependent magnetic field. The explicit
form of Ω(k) strongly depends on the potential V (r). A particular situation can be
found in systems which lack of inversion symmetry, like the zinkblende crystal structure
(Fig. 2.1) or asymmetrically grown heterostructures (right panel of Fig. 2.3). Resulting
from the bulk inversion asymmetry (BIA) of the zinkblende crystal structure, Ω(k)
always has a contribution of the so-called Dresselhaus term [Dre55; Dya71a]
ΩD (k) =
 Ω100Ω010
Ω001
 = γ
~
 k100 (k2010 − k2001)k010 (k2001 − k2100)
k001
(
k2100 − k2010
)
 (2.18)
with
γ =
αc~3
m∗
√
2m∗EG
. (2.19)
αc is a dimensionless parameter, which determines the strength of the Dresselhaus SO
field. In moderately n-doped bulk GaAs this parameter has a value of αc = 0.07 [Mar83].
Eq. (2.19) directly shows the major importance of SO coupling in semiconductors, in
comparison to the vanishing impact on free electrons in vacuum: the relevant energy
scale for the SOI in the case of free electrons is the electron-positron gap 2m0c
2 ≈
1 MeV, whereas in a semiconductor a much smaller band gap EG ≈ 1 eV leads to an
enhancement of the SO coupling by a factor of about m0c
2/EG [Ras06].
SO fields resulting from the structure inversion asymmetry (SIA) in asymmetrically
grown heterostructures will be presented in detail in Sec. 2.2.2.
2.2.2 Spin-orbit fields in nanostructures
In the case of low-dimensional electron systems, where the wave function is confined in
the quantum well, the electron wave vector component parallel to the growth direction
z is quantized: kz,n′ = n
′pi/d. By replacing the quantized values kz by 〈kz〉 = 0 and k2z
by 〈k2z〉 = pi2/d2 for electrons occupying the lowest subband, one can simplify Eq. (2.18)
and ends up with the expressions for Ω(k), which now depend on the particular choice
of the quantization axis z. Following [Dya86; Zut04], here the most important cases of
electron systems should be discussed, having the quantization axis z along the [001] and
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Figure 2.6: Symmetry of the Dresselhaus SO field for electrons at the Fermi surface
in a (001)-grown (a) and a (110)-grown 2DES (b). Whereas for (001)-oriented 2DESs
the Dresselhaus SO field has only in-plane components, the SO field is strictly oriented
out-of-plane for (110)-grown 2DESs.
[110] axis, respectively. For systems grown along the [001] direction, i. e., if a coordinate
system x||[100], y||[010] and z||[001] is used, the expression for Ω(k) reads
ΩD, 2D, 001 =
γ
~
 k100 (k2010 − 〈k2001〉)k010 (〈k2001〉− k2100)
0
 . (2.20)
Usually, in narrow or not too highly doped 2DESs the expectation value 〈k2001〉 is large
compared to the square of the in-plane wave vectors k2010,100. In this case, Eq. (2.20)
can be approximated by
ΩD, 2D, 001 ≈ β~
 −k100k010
0
 , (2.21)
where
β = γ〈k2001〉 = γ
(pi
d
)2
(2.22)
is the linear Dresselhaus parameter, depending on the confinement length d. The Ω(k)
shown in Eq. (2.21), being linear in the electron wave vector k, is the so-called k-linear
Dresselhaus field. The symmetry of the linear Dresselhaus field, which has only in-plane
components in this case, is shown in the left panel of Fig. 2.6.
If the growth axis is the [110] crystallographic direction, the Dresselhaus field Ω(k)
has a quite different shape. Typically, in this case one uses the coordinate system
x||[11¯0], y||[001], z||[110] and ends up with the expression [Dya86; Has97]
Ω
(110)
D (k) =
γ
~
[
0, 0, kx(〈k2z〉 − (k2x − 2k2y))
]
(2.23)
for the Dresselhaus field. As can be seen from Eq. (2.23) and the sketch of Ω(k) in
the right panel of Fig. 2.6, the Dresselhaus field Ω(k) points along the growth direction
[110] for all allowed wave vectors k [Has97; Win04].
In low-dimensional structures the effective SO field Ω(k) can also have SIA contri-
butions if a built-in electric field Ez is present in the region of the structure where
the electrons are confined [Ras60; Byc84b; Byc84a]. The SIA contribution (also called
Rashba field) to Ω(k) then reads
ΩSIA, 2D =
2αREz
~
 ky−kx
0
 = α
~
 ky−kx
0
 (2.24)
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[001]/
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[110]
Figure 2.7: Symmetry of the SIA or Rashba contribution to the SO field Ω(k). The
Rashba contribution to the SO field is always parallel to the plane of the 2DES.
and is illustrated in Fig. 2.7. α = 2αREz usually is called Rashba parameter, where
αR = 5 eA˚
2 is the so-called Rashba coefficient of GaAs [Win03].
The symmetry of the Rashba field in a 2DES does not depend on the growth axis,
which is in stark contrast to what one finds for the Dresselhaus field. So, the Rashba
contribution to Ω(k) is always parallel to the quantum well plane and perpendicular to
the electrons in-plane k-vector.
An experimental separation of the Rashba and the Dresselhaus contribution to the
SOF is of high interest, and can be done in different ways, using different experimental
approaches: besides photocurrent measurements based on the magnetogyrotropic pho-
togalvanic effect [Gan04; Lec09] and combined electric and optical approaches [Mei07],
also all-optical measurements can be used [Ave06; Sti07a; Lar08; Eld11].
The dramatic differences in the symmetries of the Dresselhaus fields in heterostruc-
tures grown along the [001] and the [110] direction in connection with the invariant
symmetry of the Rashba contribution to the SO field finally lead to interesting effects
on spin dynamics, which will be presented in Sec. 2.2.7.
For the sake of completeness, at the end of this section the particular case of (111)-
grown QWs should be mentioned: Here, both the Dresselhaus and the Rashba contri-
bution to the SO field have the symmetry as shown in Fig. 2.7. Therefore, by tuning
the strength of the Rashba term via an external gate, the Dresselhaus and Rashba SO
fields can cancel each other for a certain applied gate voltage. Due to this, a suppression
of spin relaxation can be expected [Sun10; Bal11].
2.2.3 Generation of spin polarization / Optical orientation
Nonmagnetic semiconductors have, in equilibrium and in the absence of an external
magnetic field, equal numbers of charge carriers with spin-up and spin-down. If an
imbalance exists between the occupation of the spin-up and the spin-down states, then
one speaks of a polarization of the spin system. The dimensionless degree of spin
polarization P is defined as the difference of the carrier densities with spin-up and
spin-down related to the total carrier density:
P =
ne↑ − ne↓
ne↑ + ne↓
. (2.25)
Electrical spin injection
One possibility to generate electron spin polarization in a semiconductor is the electrical
injection of spin-polarized carriers from a ferromagnetic material like iron [Cro05b] or
the diluted magnetic semiconductor Galliummanganesearsenide (GaMnAs) [VD04] into
2.2. SPIN OF FREE ELECTRONS IN SEMICONDUCTOR NANOSTRUCTURES 15
the semiconductor. The largest problems to overcome are, in the case of iron, the huge
difference in the density of states of the carriers (the so-called conductivity mismatch),
and, in the case of GaMnAs, the fact that the ferromagnetism is mediated by holes. To
solve these problems, commonly tunnel barriers are used. In the case of GaMnAs one
can use a spin-conserving Esaki tunnel diode allowing for the tunneling of spin-polarized
electrons from the valence band of GaMnAs into the GaAs conduction band [Cio09].
Also, alloys of Nickel and Iron have been used recently for electrical spin injection by
Koo et al. [Koo09], who were the first to implement the Datta-Das spin field effect
transistor7 using an Indiumarsenide (InAs) channel. A promising scheme for electrical
spin injection in materials with strong spin-orbit coupling makes use of the extrinsic
spin-Hall effect [Kat04], leading to a spatial separation of the spin-up and spin-down
carriers. In this case, spin injection can be achieved without using any ferromagnetic
material.
Optical spin injection
An easy and widely used method to generate spin polarization in a direct-gap semicon-
ductor is optical spin polarization, where due to the absorption of circularly polarized
light a spin-polarized electron-hole pair is generated. This method is based on the con-
servation of the angular momentum of the absorbed photon, which leads to selection
rules for the total angular momentum J of the electron and its z-component mJ :
∆J = 0,±1 (2.26)
and
∆mJ = ±1, (2.27)
for light propagation in z direction. In Fig. 2.8 the allowed optical transitions in a
low-dimensional GaAs system near the Γ-point fullfilling Eqs. (2.26) and (2.27) are
shown, following [Dya84]. The numbers in the circles represent the relative transition
1
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J=1/2
Figure 2.8: Simplified electronic band structure in a GaAs quantum well in the vicinity
of the Γ point, following [Dya84]. The arrows mark the allowed optical transitions under
excitation with σ+ and σ− light.
probabilities between the different states. The maximum degree of spin polarization,
which can be achieved by the excitation with σ+ light, can be calculated using Eq. (2.25).
In a case where both the heavy and the light hole valence band are involved in optical
transitions (e.g., in bulk GaAs, where they are degenerate), both spin states in the
conduction band are filled with different probabilities. This results in a spin polarization
of the conduction band of
P =
3− 1
3 + 1
=
1
2
. (2.28)
7However, a non-local detection scheme was used in their measurements.
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If the spectral width of the exciting light is much narrower than the heavy/light hole
splitting, and the optical transition occurs only between the heavy hole and the con-
duction band, the electrons in the conduction band can be completely spin polarized.
In doped systems, the resulting degree of spin polarization is always lower than in
the undoped case because also the resident, in general unpolarized electrons with sheet
density n have to be considered. The spin polarization, which can be generated by a
single laser pulse, is then
P =
ne↑ − ne↓
ne↑ + ne↓ + n
. (2.29)
The density nopt = ne↑+ne↓ of the optically generated electrons is related to the number
NPh of photons in a single laser pulse. NPh can be estimated from the mean power P¯
of the exciting laser with wavelength λ and repetition frequency frep by
NPh =
P¯ λ
hcfrep
. (2.30)
A fraction α′NPh of the photons of a single pulse are absorbed in the active region,
leading to an optically generated carrier density
nopt ≈ 0.86α
′NPh
pir2
(2.31)
in the illuminated area. Here, α′ is the absorption coefficient, r is the focal radius of
the gaussian laser beam and the factor 0.86 is a correction factor, taking into account
that only a fraction 0.86 of the laser intensity is inside the gaussian beam radius8 r.
By combining equations (2.29) - (2.31), one can estimate the initial degree of spin
polarization present in the sample.
2.2.4 Spin dynamics
The dynamics of the total spin s of an optically generated spin ensemble in an external
magnetic fieldB can be described in terms of the phenomenological semi-classical Bloch-
Torrey equations [Blo46; Tor56] or in terms of a kinetic equation approach [Bro04], which
has the form
ds
dt
+ s×ΩL + Γˆs = 0, (2.32)
where Γˆ is the spin relaxation rates tensor and
ΩL =
µBgˆ ·B
~
(2.33)
represents the Larmor frequency including the electron g factor tensor gˆ, see Sec. 2.2.5
for details. Mechanisms leading to spin dephasing, which determine Γˆ in detail, will be
shown in Sec. 2.2.6. The solution of Eq. (2.32) depends strongly on the properties of the
investigated systems. In the following and in the Secs. 2.2.7 and 2.2.8 some particular
cases will be discussed, which are important for the understanding of the experimental
data presented in Secs. 5 and 6.
8The gaussian beam radius r is commonly defined as the radius at which the intensity of the laser
beam drops to 1/e2 of the maximal value.
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Standard case: Isotropic spin dephasing and spin precession in an external magnetic
field B = (Bx, 0, 0)
In the case of isotropic spin dephasing times (SDTs) Txx = Tyy = Tzz = T2 and spin
precession in an applied external magnetic field B = (Bx, 0, 0) aligned parallel to the
sample plane, the kinetic equations for the components sx, sy and sz of the total spin
s read
∂sx
∂t
+
sx
T2
= 0,
∂sy
∂t
+ ΩLsz +
sy
T2
= 0,
∂sz
∂t
− ΩLsy + sz
T2
= 0, (2.34)
with the scalar Larmor frequency ΩL = gµBBx/~. The solution of the first expression
in Eq. (2.34) can be easily determined and one gets
sx(t) = s0,x exp(−t/T2), (2.35)
with the initial value s0,x. Under the conditions of optical spin injection under normal
incidence the in-plane spin component s0,x = 0, therefore, one can focus on the be-
haviour of sy and sz. For sufficiently high values of Bx one gets the oscillatory behavior
of
sy(t) = s0 exp(−t/T2) sin(Ωt) and sz(t) = s0 exp(−t/T2) cos(Ωt), (2.36)
where it is assumed that sz(t = 0) = s0 and sy(t = 0) = 0.
2.2.5 The electron g factor
The spin S of a s-type conduction band electron is coupled with its magnetic moment
µs by the electron spin g factor
9 as
µs =
gµB
~
S, (2.37)
where µB is the Bohr magneton and ~ the reduced Planck constant. The electron g
factor, also called Lande´ factor, of quasi-free electrons inside a semiconductor deviates
from the value g0 = 2.00231930436170(76) [Odo06] of free electrons in vaccuum due to
influences of the SO interaction [Ell54]. This can lead to large negative values of the
g factor with |g| ≈ 50 in small-bandgap materials with strong SO coupling like Indi-
umantimonide (InSb) [Rot59; Lit08]. For GaAs the SO interaction leads to a negative
electron g factor of about g = −0.44 for bulk GaAs at T = 4 K. This value depends on
the sample temperature as well as on the doping concentration [Oes95; Oes96].
In electron systems with lower dimensionality, the electron g factor shows a depen-
dence on the confinement energy, what was demonstrated for undoped [Yug07] as well
as asymmetrically doped 2DESs [Lec11] embedded in GaAs/AlGaAs heterostructures.
Additionally, in 2DESs with reduced point group symmetry10 C2v, the g factor is no
longer isotropic, but has to be treated in terms of a gˆ factor tensor. The C2v point group
symmetry can be found in asymmetric (001)-grown heterostructures or in symmetric
heterostructures grown along the [110] crystallographic direction, leading to non-zero
off-diagonal elements gxy = gyx of the gˆ factor tensor [Kal93; Eld11; Hu¨b11].
Besides electron spin resonance (ESR) experiments [Ste83; Nef11], different all-optical
experimental techniques, such as spin-flip Raman scattering [Sap92], optical orienta-
tion [Sne91], optically detected magnetic resonance (ODMR) [Kes90] or spin quan-
tum beat spectroscopy in emission [Heb94], absorption [BA91] and Kerr/Faraday rota-
tion [Bau94], were used in the past for the determination of the elements of the electron
9g in the context of electrons is usually simply called the electron g factor.
10The symmetry point group C2v has only 4 elements: The identity I, two mirror planes σv/σ′v and
a twofold axial symmetry, the C2 axis [Lan81]. A prominent molecule showing C2v symmetry is the
water molecule H2O.
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gˆ factor tensor. In this work, for this purpose the time-resolved Kerr rotation, as well as
the resonant spin amplification technique, were used, which will be discussed in detail
in Chap. 4.
2.2.6 Spin dephasing mechanisms
For the spins of conduction band electrons in a semiconductor nanostructure, there exist
a couple of spin dephasing mechanisms, which bring an artificially generated spin polar-
ization back to the equilibrium value. In the following, the most important mechanisms
for electron spin dephasing in semiconductors will be discussed.
The Elliot-Yafet mechanism
As it was shown by Elliot [Ell54] and Yafet [Yaf63], the electron Bloch states are not
eigenstates of the spin operator Sˆ = ~2 σˆ, due to the SO interaction
ĤSO =
~
4m2c2
(∇V (r)× pˆ) · σˆ. (2.38)
Here, V (r) is the spin-independent lattice potential, pˆ = −i~∇ the electron momentum
operator and σˆ the vector of the Pauli spin matrices. Consequently, the electron states
are superpositions of the spin-up and spin-down states | ↑〉 and | ↓〉. An electron Bloch
state having mainly spin-up character thus can be written as
ψ(” ↑ ”,k, r) = [ak| ↑〉+ bk| ↓〉] eik·r, (2.39)
where ak and bk are functions with the periodicity of the lattice, while for ak and bk
the relation |ak|  |bk| holds. The absolute value of b is determined by the ratio
∆ESO/∆EG of the spin-orbit energy ∆ESO and the band gap energy EG. Due to the
superposition of the spin-up and the spin-down states, the dominant spin component of
the electron can change at a scattering event with a finite probability on the order of b2.
The particular scattering mechanism is not relevant in this case; even spin-conserving
scattering processes like electron-phonon scattering or scattering by nonmagnetic im-
purities can lead to a change of the spin state and thus to spin dephasing. The spin
dephasing time T1 of the Elliot-Yafet (EY) mechanism is, therefore, proportional to the
microscopic scattering time τ (see Sec. 2.1.2):
T1 ∝ τ. (2.40)
Due to the dependence on the band gap energy EG, the EY mechanism dominates spin
dephasing in narrow-gap semiconductors and especially in metals, whereas it is of minor
importance in most GaAs-based semiconductor systems.
The Dyakonov-Perel’ mechanism
The very important spin dephasing mechanism in GaAs-based electron systems is the
Dyakonov-Perel’ (DP) mechanism [Dya71b; Dya71a]. In contrast to the EY mechanism,
where the spin dephasing results from a small admixture of the opposite spin state and
a spin flip during the scattering processes, the DP mechanism appears in all systems
without an inversion center, and spin dephasing takes place between the scattering
events. The lack of inversion symmetry can be due to a particular crystal structure
(e.g., the zinkblende crystal structure, see Fig. 2.1), an asymmetric growth profile of
a heterostructure (see right panel of Fig. 2.3), applied strain [Cro05a] or the so-called
interface inversion asymmetry [Ro¨s02].
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In a system which lacks inversion symmetry, a spin splitting ∆ESO(k) = E↑(k)−E↓(k)
occurs between the spin-up and the spin-down states for a certain k vector, while the
Kramers relation E↑(k) = E↓(−k) still holds. The spin splitting ∆ESO(k) can be
interpreted in terms of a k dependent effective magnetic field acting on the electrons’
spin. This can also be seen from the SO term in the Hamiltonian in Eq. (2.16), which
can be rewritten in the form
ĤSO =
~
2
σˆ ·Ω(k), (2.41)
where σˆ is the vector of the Pauli spin matrices and Ω(k) is the effective SO field, which
leads to the spin splitting ∆ESO(k) = 2~|Ω(k)|. The explicit form of Ω(k) depends
strongly on the particular electron system and was shown in detail in Secs. 2.2.1 and
2.2.2.
Ω(k)
S
Ω(k‘)
k
k‘
∆t=τ
Figure 2.9: The spin of an electron precesses about the SO field Ω(k) while the electron
moves through the crystal with a wave vector k. After a scattering event the wave vector
k′ as well as the SO field Ω(k′) are different. Randomization about many scattering
processes leads to dephasing of a spin ensemble.
Due to the presence of the SO field Ω(k), the electron spin precesses about Ω(k) when
the electron moves through the crystal with a wave vector k. After a time intervall ∆t,
being on the order of the microscopic scattering time τ , the electron will be scattered,
resulting in a new electron wave vector k′ and a new spin precession axis Ω(k′), about
which the electron spin precesses until the next scattering event. This situation is shown
in Fig. 2.9. As a consequence of many subsequent random scattering events, an ensemble
of electron spins finally dephases completely.
There are two interesting limiting cases of the DP mechanism, classified by the value
of the product Ω(k)τ , which is the number of revolutions the electron spin precesses
before being scattered. In the case of Ω(k)τ < 1, which is denoted as the motional
narrowing regime, the spin can precess only about a small angle before being scattered.
The spin dephasing time T2 can then be estimated using a random walk modell [Dya71a;
Sli78]. The electron spin precesses between two scattering events about the small angle
φ = Ω(kF )τ. (2.42)
The expectation value of the rotation angle after N = ∆t/τ random walk steps is given
by
〈(∆φ)2〉 = (τΩ(kF ))2N = Ω2(kF )τ∆t. (2.43)
Using the definition of the spin dephasing time 〈(∆φ)2〉 ≈ 1 for ∆t = T2 and the number
N = ∆t/τ of random walk steps performed per time unit ∆t, one gets the relation
1
T2
= Ω2(kF )τ (2.44)
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between the microscopic scattering time τ , the square of the SO field Ω2(kF ) and the
spin dephasing rate 1/T2. A qualitative picture of Eq. (2.44) is that the spin cannot
follow the rapidly changing SO fields and the rapidly changing precession axis caused
by the frequent scattering processes, and thereby gets stabilized.
The second limiting case of the DP mechanism is the clean limit with Ω(k)τ > 1, in
which the electron spin can precess more than a full revolution before being scattered.
This regime, which is often called weak scattering regime, can be found in high-mobility
samples at low temperatures [Bra02; Ley07b; Sti07c; Gri09]. In this regime one can ob-
serve coherent oscillations of the spin ensemble, which are damped out as a consequence
of scattering events on the timescale of the microscopic scattering time τ . Thus, the
spin dephasing time T2 in this case is proportional to the microscopic scattering time
τ :
T2 ∝ τ. (2.45)
In Sec. 6.1 some experimental results, where spin dynamics in the weak scattering limit
of the DP mechanism could be observed, will be shown.
The Bir-Aronov-Pikus (BAP) mechanism
In p-doped semiconductor systems, or in the presence of optically generated holes, the
exchange interaction between electrons and holes opens an additional dephasing channel
for the electron spin. In scattering processes between electrons and holes an existing
electron spin polarization can be transferred to the hole system where it is rapidly
lost, due to the in general short hole spin dephasing time [Dam91; Hil02]. In the case of
crystals with cubic symmetry, the underlying contact-type interaction between electrons
and holes involving spin flips can be written in the form
ĤBAP = ASˆ · Jˆδ(rˆ), (2.46)
as was shown by Bir, Aronov and Pikus [Bir75]. Here, A is a constant proportional to
the exchange integral between conduction and valence states [Zut04], Sˆ and Jˆ are the
operators of the electron spin and the total angular momentum of the hole, respectively,
and rˆ is the distance operator between the electron and hole. The dephasing rate
1/τBAP of the electron spins resulting from the exchange with nondegenerate holes is
proportional to the hole concentration p [Bir75]:
1
τBAP
∝ p. (2.47)
All the measurements presented in this work were done on n-doped samples, so the
BAP mechanism can affect electron spin dephasing only due to optically created holes.
All-optical measurement techniques, based on the optical orientation of carriers and
exclusively used in this work (see also Chap. 4) lead to the creation of a nonequilibrium
hole concentration, decaying with the minority carrier lifetime τPL. In the absence
of other dephasing processes, the optically generated hole density was reported to be
the limiting spin dephasing mechanism in n-doped two-dimensional electron systems
at low temperatures [Do¨h04; Mu¨l08; Vo¨l11]. A different situation with an optically
excited nonequilibrium hole concentration can be found under the conditions of optical
gating (see Sec. 2.1.3). Some results of measurements performed under this conditions
are shown in Sec. 6.2.3, which most likely can be attributed to the BAP mechanism.
There, for a rough estimation of the dephasing rate ΓBAP of the BAP mechanism the
expression [Pik84]
ΓBAP =
1
τBAP
=
2
τ0
pa3B
vk
vB
(2.48)
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will be used. Here, vk is the Fermi velocity of the electrons, aB ≈ 114 A˚ is the effective
exciton Bohr radius of GaAs, τ0 ≈ 1 × 10−8 s is an exchange splitting parameter and
vB = ~/m∗aB ≈ 1.7× 107 cm/s [Aro83].
Spin dephasing via the hyperfine interaction
Similar to the contact-type interaction of electrons and holes in the BAP mechanism,
there is also a contact-type interaction of the electron spins with the nuclear spin sys-
tem, coupling the spin of the electrons and the surrounding nuclear spin bath [Fer30;
Abr61]. This interaction leads to dynamical nuclear polarization [Lam68] (discussed in
more detail in Sec. 2.3) and to electron spin dephasing caused by spatial and tempo-
ral fluctuations of the hyperfine field acting on the electron spins [Dya73; Dya74]. The
fluctuations of the hyperfine field translate into fluctuations of the Larmor frequency
and the precession axis of different subsets of an electron spin ensemble, leading to a
dephasing of the spin ensemble. In systems where the electron wave function has an
overlap with a huge number of nuclei, like in the case of free electrons, the fluctuations
of the hyperfine field are averaged out efficiently. Therefore, spin dephasing due to
the hyperfine mechanism is expected predominantly in the case of localized electrons,
when the single electron experiences just a small number of nuclei. This situation can
be found particularly for electrons confined in quantum dot systems [Kha03; Pet05],
where, in addition, spin dephasing via the SO interaction is slow [Kha01]. Hence, the
hyperfine interaction can limit spin dephasing in such systems.
An efficient way to suppress the hyperfine mechanism is to apply a finite magnetic
field [Coi04]. Flip-flop processes between the electron and nuclear spin, which contribute
to electron spin dephasing, are then strongly suppressed because of the large Zeeman
energy mismatch.
A system also containing highly localized carriers can also be found in the case of
a strongly depleted two-dimensional electron gas, which is tuned near to or into the
excitonic regime. This case may be experimentally achieved under certain conditions
listed in this work. Experimental findings, which could be related to the hyperfine
interaction, will be shown in Sec. 6.2.3.
2.2.7 Anisotropic spin dephasing
In Sec. 2.2.4 the solution of the kinetic equation (2.32) was presented for isotropic
electron spin dephasing, as it can be found, for example, in unstrained bulk GaAs. If
one considers systems with lower symmetry, many situations with strongly anisotropic
spin dephasing can be found, in which Txx, Tyy, and Tzz are no longer equal. This
anisotropy indicates a suppression of the DP mechanism for a certain spin orientation.
Two different cases of anisotropic spin dephasing are investigated in this work:
• One case is to be found in (001)-grown systems, where the Dresselhaus and the
Rashba contributions to the SO field are both inplane and can interfere with each
another. Due to the different symmetry of the two contributions, a large inplane
spin dephasing anisotropy (SDA) was predicted [Ave99] and observed [Ave06;
Sti07b].
• A second case for strongly anisotropic spin dephasing is noticed in (110)-grown
systems with a highly symmetric band edge profile. Here, the Dresselhaus con-
tribution to the SO field is oriented perpendicular to the sample plane, whereas
the remaining, vanishingly small Rashba field has only inplane components. In
such systems significantly different spin dephasing times parallel to the growth
direction and parallel to the sample plane can be expected.
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Anisotropic spin dephasing in asymmetric, (001)-grown 2DESs
As pointed out in Sec. 2.2.2, in (001)-grown heterostructures the Dresselhaus and the
Rashba contribution to the SO field Ω(k) have different symmetries. If they are equal
in strength11, i. e., if α = ±β, the total SO field resulting from the interference of
the Dresselhaus and the Rashba contribution points along the [1(±1)0] direction for
all allowed values of the k vector (see Fig. 2.10). In the following, the discussion will
be restricted to α ≈ +β. The case α ≈ −β could be treated analogously showing the
same effects, but resulting in a preferential direction of the SO fields parallel to the
[110] crystallographic axis. With increasing deviation of the ratio α/β from 1, the strict
orientation of the SO field parallel to the [110] direction is more and more lost. However,
for not too large deviations from α/β = 1, the preferential direction of the SO field still
remains parallel to the [110] direction, as can be seen in the right panel of Fig. 2.10,
which depicts the situation of α/β = 0.67. For large deviations from α/β = 1, i. e., if
the strengths of the Rashba and the Dresselhaus field are strongly different, the total
SO field has the symmetry of the larger contribution, its amplitude is proportional to
|k|, and the [110]-direction is no longer a preferential direction.
 
 k x ,  [ 1 0 0 ]
[ 1 1 0 ]
k y ,  [ 0 1 0 ]
[ 1 1 0 ]
 
 k x ,  [ 1 0 0 ]
[ 1 1 0 ]
k y ,  [ 0 1 0 ]
[ 1 1 0 ]
Figure 2.10: Symmetry of the total SO field for α/β = 1 (left panel) and α/β = 0.67
(right panel).
A direct consequence of the anisotropic SO field is a strong spin dephasing anisotropy
(SDA) for spins oriented along different in-plane crystallographic directions. In the
ideal case α/β = 1, spins oriented along the [110] direction are parallel to the total
SO field and are therefore protected from dephasing via the DP mechanism; a long
spin dephasing time T[110] for spins oriented along the [110] direction can be expected.
In contrast, the DP mechanism is active for spins oriented along any other direction,
leading to T[11¯0] < T[110]. For values of α/β deviating slightly from 1, spins oriented
along the [110] direction still experience less dephasing than spins oriented along other
directions.
The appearance of an in-plane SDA in turn allows the determination of the relative
11This is also the condition, for which the persistent spin helix (PSH) state was predicted [Ber06]
and observed [Kor09], where the cubic Dresselhaus terms are responsible for spin dephasing. Based on
the PSH state (α = β) and the inverted PSH state (α = −β), very recently, also a spin complementary
field effect transistor was proposed [Kun12].
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strength ∣∣∣∣βα
∣∣∣∣ =
√
T[110] +
√
T[110]√
T[110] −
√
T[110]
(2.49)
of the Rashba and the Dresselhaus contribution to the SO field, as it was shown
in Refs. [Ave99; Ave06]. There, it was also emphasized, that the right hand side of
Eq. (2.49) yields either the ratio β/α or its reciprocal value α/β. In the case of this
work, most likely β/α is observed, as will be pointed out in Sec. 5.3.
In the considered case of anisotropic spin dephasing in an (001)-grown sample with
interfering Rashba and Dresselhaus contributions to the SO field, the components of
the kinetic equation (cf. Eq. (2.32)) for s read
∂sx
∂t
+
sx
Txx
= 0,
∂sy
∂t
+ ΩLsz +
sy
Tyy
= 0,
∂sz
∂t
− ΩLsy + sz
Tzz
= 0. (2.50)
Here, the coordinate system x||[110], y||[11¯0] and z||[001] is used, and the magnetic field
B = (B, 0, 0) is assumed to point along the x-direction. With regard to Glazov and
Ivchenko [Gla08]12, the solution of Eq. (2.50) can be written as
sz(t) = s0e
−t/T
[
cos Ω˜t−
(
1
Tzz
− 1
Tyy
)
sin Ω˜t
2Ω˜
]
, (2.51)
where
1
T
=
1
2
(
1
Tzz
+
1
Tyy
)
and Ω˜ =
√
Ω2L −
1
4
(
1
Tzz
− 1
Tyy
)2
. (2.52)
If Ω˜ is real, i.e., if the anisotropy between Tyy and Tzz is not too large and the magnetic
field B is not too small, spin precession with a modified precession frequency Ω˜ can be
observed. To experimentally access Txx instead of Tyy, the magnetic field B must be
applied along the y-direction.
Experimental results on the in-plane spin dephasing anisotropy and its temperature
dependence for a set of samples will be presented in Chap. 5.
Anisotropic spin dephasing in highly symmetric, (110)-grown 2DESs
As it was pointed out in Sec. 2.2.2 and discussed in [Gri11], the symmetry of the Dres-
selhaus field in a 2DES depends strongly on the quantization axis. In the case of a
(110)-grown heterostructure, the Dresselhaus SO field reads [Dya86; Has97]
Ω
(110)
D (k) =
γ
~
[
0, 0, kx(〈k2z〉 − (k2x − 2k2y))
]
, (2.53)
using the coordinate system x||[11¯0], y||[001] and z||[110]. It follows from Eq. (2.53)
that the SO field Ω
(110)
D is perpendicular to the sample plane for any value and direction
of the in-plane wave vector k [Has97; Win04]. The symmetry of Ω
(110)
D is schematically
shown in panel (a) of Fig. 2.11. A second possible contribution to the SO field, caused
by the structure inversion asymmetry, leads to in-plane components of the effective SO
field ΩR ∝ (ky,−kx, 0), which is illustrated in panel (b) of Fig. 2.11. In the special case
of a symmetrically grown and doped heterostructure, the Rashba contribution to the SO
field is negligible, and the Dresselhaus term determines the symmetry of the SO field.
In such systems, spins oriented perpendicular to the sample plane are parallel to the
12A hint [Gla10a] by the corresponding author of Ref. [Gla08] is acknowledged, indicating that there
is a misprint in sign in Eq. (7) of Ref. [Gla08].
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SO field, and are protected from spin dephasing via the DP mechanism. Therefore, the
out-of-plane spin dephasing time Tzz is no longer limited by the DP mechanism. For all
other spin orientations there is a non-vanishing component of the SO field perpendicular
to the spin orientation and ordinary DP spin dephasing can take place. The in-plane
spin dephasing rates 1/Txx,yy = Ω
2
D(k)τ are depending on the strength of the SO
field Ω
(110)
D and the microscopic scattering rate 1/τ , which was discussed in detail in
Sec. 2.1.2. As a result, one can expect a strong spin dephasing anisotropy for in-plane
and out-of-plane spin orientations in symmetric (110)-grown QWs. This is still valid, if,
in addition, a small Rashba field has to be taken into account, which can be a regular
Rashba field resulting from a residual asymmetry of the band edge profile or a random
Rashba field [She03; Gla05; Gla10b; Gla10c], generated by fluctuations of the remote
donor density.
(a)
[110]
[110]
[001]
[110]
[110]
[001] (b)
Figure 2.11: Symmetry of the Dresselhaus (a) and Rashba (b) contribution to the SO
field Ω in a (110)-grown 2DES.
Also in this case, spin dynamics can be described in the framework of a kinetic equa-
tion approach. Here, the case of a slightly asymmetric (110) grown QW will be consid-
ered, in which the spin relaxation rates tensor has the form [Tar09]
Γˆ =
 Γxx 0 00 Γyy Γyz
0 Γzy Γzz
 , (2.54)
with the two non-zero off-diagonal elements Γyz = Γzy. Further it was shown [Tar09]
that the components of Γˆ are given by
Γxx = Γyy = (α
2 + β2)C, Γzz = 2α
2C, Γyz = Γzy = αβC, (2.55)
with the Rashba constant α, the Dresselhaus constant β and a parameter C, depending
on the microscopic scattering rate 1/τ and the Fermi wave vector kF of the electrons.
From Eq. (2.55) it follows that the components of Γˆ are connected to one another by
the relation
Γyz = Γzy = ±1
2
√
Γzz(2Γyy − Γzz). (2.56)
The solution of Eq. (2.32) with the spin relaxation rates tensor in Eq. (2.54) reads
sz(t) = s0e
−t/T
[
cos Ω˜t+
Γyy − Γzz
2Ω˜
sin Ω˜t
]
, (2.57)
where
1
T
=
Γyy + Γzz
2
and Ω˜ =
√
Ω2L −
Γ2yy
4
. (2.58)
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The quantity Ω˜ is real for magnetic fields B leading to a Larmor frequency ΩL > Γyy/2.
In this case an oscillatory behavior of the spin ensemble can be observed, whereas
for lower values of the magnetic field B, the spin decays exponentially similar to the
mechanical analog, i.e., an overdamped oscillator.
2.2.8 Coherent spin dynamics in the intrinsic spin-orbit fields
In high-mobility samples, which are in the weak scattering regime of the DP mechanism,
coherent oscillations of an optically excited spin ensemble about the SO field can be
observed [Bra02; Ley07b; Sti07a]. The kinetic equation for this case reads
dsk
dt
+ sk ×Ωk +Q{sk} = 0, (2.59)
where
Ωk =
γ
~
 kx(〈k2z〉 − k2y)−ky(k2x − 〈k2z〉)
0
 (2.60)
is the Dresselhaus SO field for a (001)-grown 2DES. In the case of narrow or low-doped
quantum wells, where 〈k2z〉 = (pi/d)2  k2F with the width d of the quantum well, Ωk
becomes linear in k and Eq. (2.60) reads
Ωk =
γ
~
〈k2z〉
 kx−ky
0
 . (2.61)
A solution for the z-component of Eq. (2.59) can be found in the form of an exponen-
tially damped cosine function sz(t) = exp(−t/τ) cos(Ωkt), where the frequency Ωk is
determined by the strength of the SO field, and the damping occurs on the timescale τ
of the microscopic scattering time (see Sec. 2.1.2).
If, in addition, a magnetic field normal to the sample plane is applied, the electrons
are forced to move on cyclotron orbits. Similar to the cyclotron motion in real space,
there is also cyclotron motion in k space, where the electrons are moving along an orbit
on the Fermi surface (for details, see, e.g. [Ash03]). Due to the time-dependence of k,
the total time derivative in Eq. (2.32) evolves into
dsk
dt
=
∂sk
∂t
+
∂sk
∂ϕk
∂ϕk
∂t
=
∂sk
∂t
+ ωc
∂sk
∂ϕk
, (2.62)
where ωc = |e|B/mc is the cyclotron frequency with the charge e and the cyclotron
mass mc of the carriers. ϕk is the angle between the k vector and the x axis. The full
kinetic equation for coherent spin precession of an electron ensemble, which is moving
on a cyclotron orbit, reads then [Gla04a]
∂sk
∂t
+ ωc
∂sk
∂ϕk
+ sk ×Ωk +Q{sk} = 0. (2.63)
Here, as it was noted in Ref. [Gla07], the effect of Larmor spin precession about the
applied external magnetic field can be neglected because the Larmor frequency ΩL is
much smaller than the cyclotron frequency ωc and the frequency of spin precession about
the SO field, Ωk.
Under the assumptions that ΩkF τ  1 and ωcτ  1, the solution of Eq. (2.63) can
be recast as [Gla07; Gri09]
sz,kF (t)
sz,kF (0)
= Ae−t/τs + Be−t/τb cos(Ωeff t); (2.64)
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here, Ωeff =
√
ω2c + Ω
2
kF
is the modified Larmor frequency and A = ω2c/Ω2eff is the
amplitude of the non-oscillating, long-lived tail of the spin polarization with the damping
rate
τ−1s = B/τ, (2.65)
where τ is the microscopic scattering time.
B = Ω2kF /Ω2eff (2.66)
is the amplitude of the spin beats, damped out with the rate
τ−1b = (1 +A) / (2τ) . (2.67)
Experimental results on coherent spin dynamics in the intrinsic SO fields and the cy-
clotron effect on coherent spin precession will be presented in Sec. 6.1.
2.3 Dynamical polarization of nuclei in nanostructures
In Sec. 2.2.6, electron spin dephasing caused by the hyperfine interaction was briefly
discussed. In GaAs, the hyperfine interaction between electron spins and the spins of
the lattice nuclei is of major importance, because all the stable isotopes 69Ga and 71Ga,
as well as 75As have a non-zero nuclear spin of I = 3/2. In the following, a basic
overview on the hyperfine interaction is presented. Being of particular importance for
the understanding of the experimental results shown in Sec. 6.2.4, the back action of a
non-zero nuclear spin polarization on electron spin dynamics will be elucidated, as well.
The Hamilton operator ĤHF of the Fermi contact hyperfine interaction for s-type
electrons can be written as [Fer30; Abr61]
ĤHF = 2µ0
3
g0µBµI Iˆ · Sˆδ(rˆ), (2.68)
where µI = gIµN are the magnetic moments of the relevant nuclear species. gI repre-
sents the nuclear g factor, and µN is the nuclear magneton. Due to the structure of
HHF , Eq. (2.68) can be rewritten as
ĤHF = 2µ0
3
g0µBµI
[
1
2
(Iˆ+Sˆ− + Iˆ−Sˆ+) + IˆzSˆz
]
δ(rˆ). (2.69)
Here, Iˆ± = Iˆx ± iIˆy and Sˆ± = Sˆx ± iSˆy are the standard quantum mechanical ladder
operators, leading to an increase or decrease of the corresponding projection mI,S of the
state |jI,SmI,S〉 with total angular momentum jI,S of the nuclear or the electron spin.
Thus, the term (Iˆ+Sˆ− + Iˆ−Sˆ+) induces simultaneous flips
Iˆ±Sˆ∓|jImI〉|jSmS〉 =
=~
√
(jI ∓mI)(jI ±mI + 1)|jImI ± 1〉×
×~
√
(jS ±mS)(jS ∓mS + 1)|jSmS ∓ 1〉
(2.70)
of electron and nuclear spin states, and is therefore denoted as Flip-Flop term. This
term leads in the presence of an imbalance in the occupation of the electron spin states
|jSmS〉 - as it is the case for a finite, nonequilibrium spin polarization - to a polarization
of the nuclear spin system. Due to the fact that this process is slow and was reported
to happen on the timescale of minutes to hours [Kik00; Mal00a; Sal01a; VD05; Ko¨l12],
it is also denoted as dynamic nuclear polarization (DNP) [Abr59; Lam68].
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Static effects of the hyperfine interaction were first observed in nuclear magnetic reso-
nance (NMR) and electron spin resonance (ESR) measurements. Shifts in the positions
of the NMR resonance lines could be attributed to the hyperfine field [Pag77]
~Bie = −
2µ0
3
g0µN
∑
k
~Sk |ψk(~ri)|2 (2.71)
of the occupied electron states q, acting on the nuclei i at position ~ri [Kni49]. Analo-
gously, the electron in an orbital state q is exposed to the hyperfine field [Pag77]
~Bkn =
2µ0
3
g0
g
∑
i
µI,i~Ii |ψk(~ri)|2 (2.72)
of the lattice nuclei, resulting in the so-called Overhauser shift [Ove53]. The Overhauser
field leads also to observable effects in experiments on electron spin dynamics: due to
the additional nuclear magnetic field, a change in the Larmor frequency of the electron
spin precession can be observed. In the following, this is shortly discussed for bulk
semiconductor systems, where these effects were observed first, as well as for the case
of 2DESs.
2.3.1 Dynamical nuclear polarization in bulk material
The first measurements on the interaction between the nuclear and the electron spin
systems were performed on bulk semiconductor crystals. An overview on early optical
measurements of the nuclear polarization is provided in Refs. [Dya84; Fle84; Pag84]. Due
to the long spin dephasing times usually found in such systems, the optical generation of
a large electron spin polarization is possible. Consequently, the nonequilibrium electron
spin polarization leads to a dynamic polarization of the nuclear spin system due to the
hyperfine interaction (see Eq. (2.69)). The nuclear polarization can be mapped, e.g., in
all-optical experiments via an Overhauser shift (see Eq. (2.72)) in the electron Larmor
precession frequency [Kik00].
In addition to the long spin dephasing times, in bulk semiconductors the localization of
a fraction of the electrons at donor sites supports an efficient transfer of spin polarization
from the electron to the nuclear spin system: in bulk semiconductors, the donor atoms
providing the excess carriers are randomly distributed in the active layer. Localized
electrons, which are weakly bound to the donor atoms, are widely accepted to be the
centers of the DNP process in bulk semiconductors. In contrast, itinerant electrons are
found to be coupled more weakly to the nuclear spin system [Hua12].
2.3.2 Dynamical nuclear polarization in 2DESs
In two-dimensional electron systems, the situation for dynamic polarization of the nu-
clear spin system is quite different: First, fewer localization centers are present due to
remote doping schemes (see Chap. 3), where the dopant atoms and the electron sys-
tem is separated by a thin spacer layer. Thus, spin transfer from localized electrons to
the nuclear spin system is less likely. Secondly, the electron spin dephasing times are
comparatively short, resulting in a lower achievable electron spin polarization. These
two points, unfavorable for a dynamic nuclear polarization process, are compensated to
some degree by the confinement of the two-dimensional electrons in a narrow region of
the sample: due to the confinement, the electron wave function amplitude is enhanced
inside the quantum well, leading to a stronger coupling between the electron and the
nuclear spin system. However, DNP processes could be observed in investigations on
2DESs grown along the [110] crystallographic direction with reduced spin dephasing
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rates [Sal01a; Sal01b] (see also Sec. 2.2.7), and in nominally undoped excitonic two-
dimensional systems [Mal00a; Dzh02].
An adaption of Eqs. (2.71)-(2.72) for the case of a 2DES is provided in [T¸if03; T¸if04;
T¸if11]. In low-dimensional structures, the electron wave function ψk(~ri) = φk(~ri)uk(~ri)
can be written as a product of an envelope function φk(~ri) and a Bloch function uk(~ri).
Thus, the amplitude |ψk(~ri)|2 of the electronic wave function at the position of the i-
th nucles can be expressed as η |φk(~ri)|2, where η = |uk(~ri)|2 represents the enhanced
probability density of the Bloch function at the position ~ri of the i-th nucleus [Pag77;
Sch03a]. In the case of GaAs, the values of η can be estimated to be ηGa ≈ 2.7 · 103
and ηAs ≈ 4.5 · 103 [Pag77; Sch03a]. Herewith, in combination with Eq. (2.72) and the
relevant nuclear g factors gI(
69Ga) = 2.0166, gI(
71Ga) = 2.5623 and gI(
75As) = 1.4395,
the Overhauser field in low-dimensional structures can be calculated. If the Overhauser
field is known from experiment, from Eq. (2.72) the degree of nuclear spin polarization
can be estimated. This is presented in App. C for the Overhauser field, generated via
an efficient DNP process in sample G, which will be introduced in Sec. 3.1.2.
Chapter 3
Design and preparation of the
investigated samples
In this chapter the design and the preparation of the investigated samples will be shown.
The experimental results presented in Chaps. 5 and 6 require a precise control of sam-
ple parameters, such as the width of the quantum well, the aluminum content in the
barriers or the sheet density of donor atoms in the doping layers. To meet this demand,
the samples investigated in this work were fabricated in the former workgroup of Prof.
Dr. Wegscheider at Regensburg University using molecular beam epitaxy (MBE). With
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Figure 3.1: Scheme of a MBE machine, which can be used for the growth of high-quality
semiconductor heterostructures. (Taken from [Cho81].)
this technique invented at the Bell Telephone Laboratories [Art68; Cho71] heterostruc-
tures of high crystalline quality with very sharp boundaries between different materials
grown on top of each another can be produced. Epitaxial growth of the heterostruc-
ture can take place when a molecular beam hits a heated substrate mounted in the
ultra-high vacuum growth chamber. The molecular beams are provided by heated effu-
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Figure 3.2: (a) Growth scheme of sample B. Growth takes place along the [001] direc-
tion. (b) Simplified asymmetric band edge profile resulting from the single-sided silicon
δ-doping realized in sample B.
sion cells containing ultra-clean amounts of the materials, which should be incorporated
in the heterostructure. The stoichiometry of the resulting crystal can be influenced
by the relative fluxes of the different elements, which in turn can be adjusted by the
temperature of the individual effusion cells. Shutters in front of the effusion cells are
used to quickly interrupt the molecular beams in order to achieve, ideally, atomically
sharp transitions between different stoichiometries inside the grown heterostructure. A
scheme of an MBE machine including a rotating sample holder for an improved unifor-
mity of the thicknesses of the epitaxially grown layers [Cho81] is shown in Fig. 3.1. To
achieve highest sample qualities, the unintended incorporation of defect atoms has to
be avoided. Therefore, besides using ultra-clean materials in the effusion cells, growth
takes place in an ultra-high vacuum supported by cryogenic cooling shields to freeze out
any unintended atoms remaining in the chamber. Under optimized conditions and the
use of growth schemes as discussed in Sec. 3.1.2, two-dimensional electron gases with a
mobility up to 30 · 106 cm2/Vs can be achieved [Uma09].
3.1 Sample structure
Two completely different sample structures were used in this work. For the experiments
on the inplane spin dephasing anisotropy (see Sec. 2.2.7 and Chap. 5), samples with
a single-sided δ-doped growth scheme were used, which will be discussed in Sec. 3.1.1.
The experiments on coherent spin dynamics as well as on the spin dephasing anisotropy
in (110)-grown samples (see Secs. 2.2.7, 2.2.8 and Chap. 6) require a more complex
growth scheme, being elucidated afterwards in Sec. 3.1.2.
3.1.1 Single-sided δ-doped heterostructures
In this work four samples with an asymmetric band edge profile were investigated,
having an active region consisting of a GaAs quantum well, separated by an 80 nm wide
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# sample growth width density n mobility µ Fermi temp.
number axis (nm) (1011 cm−2) (106 cm2/Vs) TF (K)
A D080627C [001] 10 1.96 0.54 81
B D080627B [001] 15 2.23 1.64 92
C C060306A [001] 20 2.1 1.6 87
D C030504A [001] 25 2.1 2.2 87
B’ D080627B [001] 15 0.8 - 2.7 –1 –1
Table 3.1: Parameters of the single-sided δ-doped asymmetric heterostructures. On
sample B’ a semi-transparent NiCr gate was fabricated.
Al0.3Ga0.7As spacer layer from a Si-δ-doping layer. The parameter varied in this sample
series was the quantum well width, whereas the asymmetry of the band edge profile
was kept constant. The intention was to change the relative strength of the Rashba
and Dresselhaus contributions by changing the Dresselhaus parameter β. As it was
discussed in Sec. 2.2.2 and experimentally demonstrated [Ley07b],
β ∝ 〈k2001〉 ∝
pi2
d2
(3.1)
depends on the expectation value of the squared quantized electron wave vector 〈k2001〉,
and can therefore be tuned by the width d of the quantum well. The constant thickness
of the spacer layer and a constant doping density provides a constant asymmetry of the
quantum wells, as was shown in measurements using magnetogyrotropic photogalvanic
effects [Lec09].
The main parts of the growth structure of the four investigated samples shall be
discussed using the example of sample B. In Fig. 3.2 schemes of the growth structure
(panel (a)), as well as the resulting band edge profile (panel (b)) of sample B, are shown.
First, an epitaxial GaAs buffer layer was grown on the [001]-oriented substrates, followed
by a superlattice of 200 periods of 7 nm of Al0.3Ga0.7As and 3 nm of GaAs. The function
of the superlattice is to provide a smooth and clean surface free of defects for the growth
of the main part of the sample. On top of the superlattice, a second GaAs buffer layer
is grown before producing a 200 nm thick layer of Al0.3Ga0.7As. This layer is the lower
barrier of the 15 nm wide GaAs quantum well, which is separated by an 80 nm wide
Al0.3Ga0.7As barrier from a Silicon (Si) δ-doping layer with a sheet density of about
2 · 1012 cm−2. Here, the doping layer is grown after the QW to prevent segregation
[Hua88; Liu93] of Si dopant atoms into the QW. A part of the excess electrons in the
highly doped layer can tunnel into the GaAs quantum well, where the Fermi energy lies
inside the first conduction band, leading to the formation of a 2DES. The δ-doping layer
is covered with 240 nm of Al0.3Ga0.7As and a thin 10 nm thick GaAs capping to prevent
the AlGaAs layer from oxidation. The carrier density n, as well as the electron mobility
µ of the 2DES, were determined in magneto-transport measurements at liquid helium
temperature, and are listed in Tab. 3.1. In this table also the carrier densities and the
mobilities of the samples A, C and D are included, which have different widths of the
GaAs quantum well. The increase of the electron mobility with an increasing quantum
well width d is a result of the reduced influence of scattering at the GaAs/AlGaAs
boundary for wider quantum wells. In addition, the penetration of the electron wave
function into the low-mobility barrier material is reduced for lower confinement energies
and hence higher electron mobilities µ are possible. The latter argument is also of great
importance for the complex growth structures presented in the following section.
1not determined for this sample.
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In Tab. 3.1 also sample B’ is listed, which is a piece of the same waver, from which
sample B was taken from. On sample B’ a semi-transparent NiCr gate was fabricated,
as will be discussed in more detail in Sec. 3.2.2.
For the sake of completeness it should be noted that the growth structure of the
samples C and D slightly deviates from that of samples A and B; the GaAs buffer
following the first superlattice and the 200 nm thick Al0.3Ga0.7As layer is replaced by
a second superlattice with 20 periods of 20 nm of Al0.3Ga0.7As and 6.2 nm of GaAs.
However, an influence of this difference on the experimental results shown in Chap. 5
could not be detected.
3.1.2 Double-sided δ-doped high-mobility heterostructures
Since the production of the earliest MBE grown samples, there have been huge efforts
in the development of high-mobility 2DESs embedded in GaAs-based heterostructures,
where nowadays electron mobilities up to 30·106 cm2/Vs can be reached [Uma09]. What
follows is a short discussion about how a growth structure can be optimized in order to
allow for very high mobilities2 µ.
AlGaAs AlGaAsGaAsAlGaAs AlGaAsGaAs
(a) (b)
Figure 3.3: Scattering of electrons at the GaAs/AlGaAs interface and the penetration
of the electron wave function into the low-mobility material AlGaAs can be reduced by
using symmetric (b) instead of asymmetric (a) growth and doping profiles.
Starting from high-mobility remotely doped systems, the next important step to im-
prove the electron mobility is the usage of symmetric instead of asymmetric growth
profiles, as depicted in Fig. 3.3. In symmetrically grown and doped systems the wave
function is centered in the GaAs quantum well, in contrast to an asymmetric band edge
profile, where the wave function is shifted towards one of the GaAs/AlxGa1−xAs inter-
faces. With this approach, the scattering of the electrons due to interface roughness,
as well as the penetration of the electron wave function into the low-mobility material
AlxGa1−xAs3, can be reduced. In addition to this, the aluminum content in the barriers
surrounding the GaAs quantum well can be optimized as well: to increase the mobility
in AlxGa1−xAs, the aluminum content x in the barriers should be kept as small as pos-
sible. On the other side, a small aluminum content x leads to a decrease of the band gap
of AlxGa1−xAs, resulting in lower walls of the quantum well and a larger penetration
depth of the electron wave function into the barrier. Optimizing the aluminum fraction
x in combination with the quantum well width d leads, in the case of this work, to
AlxGa1−xAs barriers with a fraction x = 0.25 and a relatively large quantum well width
d = 30 nm.
The mobility of double-sided doped symmetric structures can be further enhanced.
This goal can be reached by depositing a large fraction of the doping atoms farther
away from the 2DES, in order to reduce remote impurity scattering by the doping
atoms. As shown in Fig. 3.4, two δ-doping layers on each side of the quantum well can
2Helpful discussions with the sample grower Dr. D. Schuh are gratefully acknowledged [Sch10].
3The mobility in AlxGa1−xAs is reduced, in consequence of so-called alloy scattering.
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AlGaAs AlGaAsGaAs
Si-δ
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Si-δ
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1 3 42 Surface
Substrate
growth direction
Figure 3.4: Simplified band edge profile of a growth scheme including four doping layers.
The layers 1 and 4 provide flat band conditions while the layers 2 and 3 provide the
carriers for the 2DES.
be deposited for this purpose. The layers 1 and 4 with a relatively high sheet density
of dopants provide flat band conditions, whereas the layers 2 and 3 with a lower sheet
density of dopants provide the carriers for the 2DES. The doping layers 2, 3 and 4 are
deposited as δ-doping layers because electron scattering is reduced using this geometry.
The doping layer 1 in the investigated samples is realized as a bulk doping layer for
historical and technical reasons [Sch10] without any known drawback for the mobility.
For a further increase of the electron mobility, an approach introduced by Baba et
al. [Bab83] can be used, who were the first to propose the separation of the doping
atoms from Al-containing layers. With this the formation of so-called DX centers4 can
be avoided. This approach was perfected, and so-called short-period superlattice (SPSL)
δ-doping layers were developed with which the highest mobilities reported so far could
be achieved [Uma09].
AlGaAs AlGaAsGaAs
Si bulk
doping
Si-δ
1
3
4
2 Γ
X
Γ
X
SPSL
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growth direction
Figure 3.5: Simplified band edge profile of a growth scheme including four doping layers.
The layers 1 (bulk doping layer) and 4 (δ-doping layer) provide flat band conditions while
the layers 2 and 3 (realized as SPSL doping layers) provide the carriers for the 2DES.
The concept of SPSL doping layers consists of δ-doped thin GaAs layers, which are
part of a GaAs/AlAs superlattice having just a few periods. As discussed in [Uma09],
the donor electrons are confined and quantized in the doping layer and allow, therefore,
a better charge transfer to the 2DES. In addition, the widths of the GaAs and the AlAs
layer can be adjusted to form a type II superlattice [Guh98]. There, the ground state in
the AlAs layers (which can then be found in the X-band) is lower than the quantized
ground state in the thin GaAs layers between the AlAs barriers. Therefore, a fraction of
4DX centers, reviewed in Ref. [Moo90], are deep donor levels in many III-V semiconductors. In
AlxGa1−xAs, they control the conductivity for x > 0.22. Due to the large binding energy on the order
of 200 meV, the donor electron occupies the DX level at low temperatures. By illumination with light,
the DX center can be ionized and the donor electron is transferred into the conduction band, leading
to a photoinduced increase of the conductivity. Because of low transfer rates between the conduction
band and the DX center, the electron remains in the conduction band for a long time (minutes to days),
after the illumination is turned of again. This is well-known as persistent photoconductivity (PPC). DX
centers were also shown to act as scattering centers for the electrons and influence the electron mobility
inside the quantum well [Buk94].
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the donor electrons moves to the X band in the AlAs layers, where they can effectively
screen the electric fields generated by the ionized donors [Ro¨s10]. A second effect of the
electron transfer to the X band is that these electrons normally do not contribute to
the transport properties of the sample, because of the higher effective mass in the X
band. A scheme of the resulting band edge profile using a simplified SPSL approach
including just one δ-doped GaAs layer is shown in Fig. 3.5.
# sample growth width density n mobility µ τp τee
number axis (nm) (1011cm−2) (106 cm2/Vs) (ps) (ps)
E D081022A [001] 30 2.97 14.8 563 88
F D081205A [110] 30 3.4 5.1 194 130
G D081104B [110] 30 2.7 2.1 83 77
Table 3.2: Parameters of the double-sided δ-doped high-mobility heterostructures.
In this work several samples, which make use of the SPSL concept and show, therefore,
high electron mobilities (up to about 15 ·106 cm2/Vs) are investigated. Here, also differ-
ent substrates, oriented along the [001] or the [110] crystallographic direction, were used,
leading to crystal growth along the respective axis. In Tab. 3.2, some parameters of the
investigated samples are shown. The carrier density n, as well as the electron mobility
µ, were determined using magneto-transport measurements at a sample temperature
of 1.5 K. The transport scattering time τp was calculated directly from the mobility,
whereas the electron-electron scattering time τee was calculated for a temperature of
4.5 K, following Refs. [Gla02; Gla03; Gla04b].
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Figure 3.6: (a) Growth scheme of the high-mobility sample G, which is grown along the
[110] direction. (b) Simplified, highly symmetric band edge profile of the double-sided Si-
doped heterostructure realized in sample G. The 2DES resides in the 30 nm wide GaAs
quantum well. (Adapted from [Gri12])
The particular growth scheme relevant for this work shall now be briefly discussed
using the example of sample G (see Tab. 3.2), which is depicted together with a sketch of
the resulting band edge profile in Fig. 3.6. For sample G, a (110)-oriented substrate was
used, on which for the same reasons as already discussed (Sec. 3.1.1) first an epitaxial
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GaAs buffer layer and a GaAs/AlGaAs superlattice were grown. The superlattice is
followed by a bulk Silicon doping layer and an Al0.3Ga0.7As layer. The aluminum
fraction x = 0.3 in this layer is decreased slowly to x = 0.25 during its growth. Then
a SPSL-type doping layer was grown, consisting of a 2 nm wide, δ-doped GaAs channel
surrounded by 2 nm thick AlAs barriers. The active region of the sample is a 30 nm wide
GaAs quantum well, having a 70 nm thick Al0.25Ga0.75As spacer layer with a reduced Al
fraction on each side. Next, the second SPSL-type doping layer is grown; it is followed
by a 20 nm thick AlGaAs layer in which the aluminum fraction is driven back to the
initial value of x = 0.3. The main part of the growth structure is completed with
the fourth doping layer, which is realized as a standard δ-doping layer in Al0.3Ga0.7As.
Finally, a 30 nm thick Al0.3Ga0.7As layer and a thin GaAs capping is produced in order
to prevent the Al-containing layers from oxidation. The sheet density of Si atoms is
about 2 · 1011 cm−2 at doping layer 1, 2 · 1012 cm−2 at the doping layers 2 and 3, and
3.4 ·1012 cm−2 at doping layer 4. These values were calculated from calibrated5 Si fluxes
and the exposure time for each layer.
In the (001)-grown sample E, the Si atoms predominantly replace Ga atoms and act as
donors. In contrast, Si shows in general an amphoteric behavior if growth takes place on
the (110) surface: depending on the growth conditions, the dopant atoms occupy either
sites of the Ga or As sublattice, where they act as donors or acceptors, respectively
[Sch93; Xu99]. Therefore, the growth conditions of samples F and G were adjusted by
the sample growers as best as possible in order to achieve mainly n-type doping. Anyway,
in the doping layers of the investigated samples F and G, most likely, a certain amount
of Si still is incorporated on As sites [Sch12]. This leads to the compensation of a part
of the desired donor electrons by holes, provided by the acceptors. Resulting from this,
a lower number of electrons can be transferred to the QW, leading to a lower carrier
density n of the 2DES. Differences in the behavior of the samples F and G regarding
the sample temperature or under optical gating may be attributed to the amphotericity
of Si on (110) surfaces, as will be discussed in detail in Sec. 6.2.3 and in App. A.
3.2 Sample preparation
3.2.1 Fabrication of optically thin samples
In this work, as will be discussed in detail in Sec. 4.1, all-optical measurement techniques
were used for the investigation of spin dynamics. It is important for the results shown in
Sec. 6.1 to achieve temperatures as low as possible during the measurement. Therefore,
heat input into the sample must be reduced. One possible heat source is the absorption
of laser power in the sample substrate, which has, in the samples presented in Sec. 3.1,
a lower bandgap than the confined electron system inside the quantum well structure.
In order to avoid this source of heat during the measurements, the GaAs substrate was
removed in the following way: after cleaning a 5 by 5 mm sized piece of the sample
and a C-cut sapphire wedge substrate by sonication in purest acetone, the sample was
glued onto the sapphire substrate with an optical adhesive. The adhesive was cured
by exposing it for about 10 min to ultraviolet light. The next step is to mechanically
remove a large part of the substrate by grinding it down to about 50-100 microns using
a SiC 1200 grit abrasive paper, which was wetted with purified water. To compensate
5For the calibration of the Si fluxes uniformly doped bulk samples with a layer thickness of 1µm
and a growth time of 1 h are produced, what corresponds to about 1 monolayer per second. The
resulting doping concentration corresponding to the adjusted constant Si flux is measured by standard
Hall measurements. From this, the number of Si atoms per square unit built in the crystal per second
can be determined. For the delta doping layers the Si shutter is opened for a certain time; this time in
combination with the determined Si flux gives the number of deposited Si atoms per square unit.
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for the wedge angle of the sapphire substrate during the grinding process, a second
sapphire wedge substrate is glued to its backside rotated by 180◦ using mounting wax.
This stack of the sample and the second sapphire wedge substrate is finally mounted
to the grinding unit. The remaining thickness of the sample was repeatedly controlled
during the grinding process using a micrometer measuring gauge. After the desired
remaining thickness is reached, the sample is unglued from the second sapphire plate by
heating the complete stack to a temperature where the mounting wax becomes liquid
and allows a separation. With a cleaning step, as discussed above, the mechanical part
of substrate removal is completed.
optical 
adhesive
Sapphire
uv
Abrasive
 paper
Sapphire
Sapphire
citric acid + H2O2
(a) (b) (c)
(d) (e)
Sapphire
Figure 3.7: Fabrication scheme of optically thin samples. The MBE grown sample (a)
is glued to a sapphire wedge substrate using an optical adhesive (b). After the removal
of the substrate (c, d), the remaining sample stack is mounted to an aluminum sample
holder (e) and can be used for transmission experiments.
The mechanical part is followed by a wet-chemical step, in which the remaining GaAs
substrate is selectively etched away in a solution of citric acid and hydrogen peroxide.
The etching solution is fabricated by solving 30.2 g of citric acid monohydrate in 25 ml
of purest water; 10 ml of hydrogen peroxide with a concentration of 30 volume percent
are added. The etch rate of this solution in GaAs is about 20 µm per hour with a
selectivity of 1:100 at room temperature [DeS92]. The high selectivity leads to a drastic
slowdown of the etching process if an Al-containing layer is reached; this is the case at
the AlGaAs/GaAs superlattice, which works, therefore, as an etch stop. If the sample
is etched down to the atomically flat superlattice, the appearence of the surface changes
from matt gray to silvery, and the sample can be taken out of the etching solution.
To remove residual amounts of the mounting wax, the sample is cleaned in boiling
acetone and finally glued into an aluminum sample holder using Fixogum. A picture of
a completely processed optically thin sample can be seen in panel (a) of Fig. 3.8.
It should be noted here that the thinned layer can be strained to some degree, caused
by the different thermal expansion coefficients of the sapphire wedge substrate and
the GaAs/AlGaAs heterostructure layer. Also, a reduction of the mobility, as well as
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(a) (b)
Figure 3.8: (a) Thinned sample, mounted into an aluminum sample holder. (b) Sample
with a semi-transparent top gate, mounted on a copper plate. Thin Au wires (hardly
visible) connect the 2DES and gate contacts with the contact pads on the sample holder.
changes in the carrier density, can be expected or can be observed, respectively. This
seems to be particularly the case for samples with the complex growth scheme shown
in Sec. 3.1.2.
3.2.2 Fabrication of semi-transparent gates
The built-in electric field in samples A-D presented in Sec. 3.1.1 determines the strength
of the Rashba contribution to the SO field, and, hence, influences the spin dephasing
anisotropy discussed in Sec. 2.2.7. By means of an applied gate voltage between a top
gate and the 2DES, the built-in electric field, the SO field and the carrier density can be
varied simultaneously, allowing for a tuning of the spin dephasing anisotropy to some
degree, see Sec. 5.3. In order to retain optical access to the 2DES even if a metallic top
gate is deposited, semi-transparent gates were used in this work, which provided both
good electrical properties as well as a transmission coefficient on the order of about 80
percent.
The fabrication process of a semi-transparent gate begins with a cleaning step as
described in Sec. 3.2.1. This can be skipped if the sample is as perfectly clean as it
comes out of the MBE machine. Next, the electric contacts to the 2DES are fabricated.
Therefore, a small scratch is made in each corner of the sample surface using a diamond
tip scratcher. With a clean soldering rod, a small amount of Indium (In) is deposited
on top of the scratches, which is then alloyed into the crystal by heating the sample
under forming gas atmosphere within 60 s to 350◦ C and keeping it for an additional
60 s at this temperature. After cooling out, an Ohmic contact between the In drop at
the scratch and the 2DES is formed.
After the electric contacts to the 2DES are realized, the borders of the sample
are masked using sticky tape in order to define the gate area. Then, the sample is
mounted in a high vacuum evaporation chamber, where an about 6 nm thick layer of a
nickel/chromium (NiCr) alloy is deposited on the uncovered part of the sample surface,
yielding a transmission of about 80 percent. After the removal of the sticky tape and, if
necessary, the adhesive residue by help of a cotton bud and acetone, thin gold wires are
soldered to the In contacts. Then, the sample is transferred to a separately prepared
sample holder, where it is fixed using heat-conductive paste. The thin gold wires are
soldered to contact pads on the sample holder. Prior to this, to each contact pad an
enamelled copper wire should be soldered having a plug-in IC Pin on the other end,
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which can be connected to a contact terminal in the cryostat (for details see Sec. 4.5).
Finally, the ends of two thin gold wires are fixed with conductive silver to the semi-
transparent gate and to the contact pads. At the end, the quality of the contacts can
be checked by measuring the resistances between the single contacts.
For this work, a gate was fabricated on a piece of the same waver from which sample
B was taken. In the following, this gated sample will be denoted as sample B’. Using a
multimeter, resistances of 30 kΩ between the 2DES contacts and about 400 kΩ between
the two gate contacts were determined at room temperature. The I-V characteristics
of the gate and the 2DES show a non-linear diode-like behavior, as will be shown in
Sec. 5.3. The differential resistance R = ∂U/∂I between the 2DES and the NiCr gate
at T = 4 K is on the order of about 300 kΩ in the voltage range −1 V < U < 5 V.
Chapter 4
Measurement techniques and
experimental setup
In this chapter the experimental techniques used for the determination of spin and
carrier dynamics, as well as for sample characterization, will be discussed.
4.1 Time-resolved Faraday/Kerr rotation
The all-optical time-resolved Faraday or Kerr rotation (TRFR/TRKR) technique is a
widely used method to investigate spin dynamics on timescales from 100 fs up to several
nanoseconds [Aws85; Bau94]. Based on the Faraday or the magneto-optic Kerr effect
[Far46; Ber99], the evolution of an optically generated spin ensemble can be mapped
via the rotation of the polarization plane of a linearly polarized probe laser pulse, which
is either transmitted through (Faraday geometry) or reflected (Kerr geometry) by a
magnetized sample. The time resolution is achieved by means of an adjustable time
delay between the circularly polarized pump pulse, which provides the spin polarization
in the sample, and the linearly polarized probe pulse. The rotation angle Θ of the
polarization plane (in the case of the Kerr effect also the ellipticity) is analyzed using a
balanced bridge detector.
Pump Beam, 
circularly polarized
(σ+, σ-)
Probe beam, 
linearly polarized
Figure 4.1: Illustration of the principle of TRFR measurements. The polarization axis
of the linearly polarized probe pulse is rotated due to the magnetization, generated by the
circularly polarized pump pulse.
In a balanced bridge detector, a Wollaston prism divides the incident light beam into
two weakly divergent beams with polarizations oriented perpendicular to each other.
Both beams are focussed on photodiodes, which are connected to an electronic amplifier,
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where the intensity difference between the two beams is analyzed. A λ/2-waveplate in
front of the Wollaston prism can be used to rotate the main axis of the incident (elliptic)
light in a way to adjust the intensity difference to zero if no spin polarization is present
in the sample; this is the case without any pump pulse, for example. Suitable for the
use of a lock-in detection scheme, this technique allows for the precise measurement of
very small rotation angles Θ with a resolution of about 100 nrad in the particular setup,
which was used for this work.
In the TRFR/TRKR measurements performed for this work, the beam of a mode-
locked Ti:sapphire laser tuned to a wavelength slightly above the Fermi energy is split
into a pump and a probe beam (see Fig. 4.2). The pump beam is circularly polarized by
a quarter waveplate, whereas the probe beam remains linearly polarized. Both beams
are aligned parallel to each other and are focussed by an achromatic lens with a focal
length1 f = 31 cm to a small spot with a spot diameter of about 80 microns on the
sample. Usually, the pump pulse is oriented parallel to the sample normal, whereas the
probe pulse has an incident angle of about 6◦. Due to the optical selection rules (see
2.026 -4.08
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Figure 4.2: Typical setup for a TRFR measurement, including a pulsed laser system, a
delay line, polarization optics, an achromatic lens as well as the detection unit with an
lock-in amplifier.
Sec. 2.2.3), the pump pulse creates an ensemble of spin-polarized electrons, whereas the
probe beam is affected by the magnetization of the electron ensemble via the Faraday or
Kerr effect, as illustrated in Fig. 4.1. The reflected or transmitted probe pulse, having
also an angle of about 6◦ to the sample normal, can be separated from the pump pulse,
and is coupled into an optical bridge detector as discussed above. There, the rotation
angle Θ of the linear polarization is analyzed. The time delay ∆t of the pump and the
probe pulse is provided by a l = 30 cm long mechanical delay line, which allows for time
delays ∆t between -180 ps and 1.8 ns. The pump beam was modulated in amplitude
for the purpose of the lock-in measurement, using an optical chopper wheel.
1In some experiments an achromatic lens with a focal length of f = 21 cm was used, yielding a spot
diameter of about 50 µm.
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To eliminate spin-independent contributions to the measurement signal, each mea-
surement is done for both circular polarizations σ+/σ− of the pump beam. The spin-
dependent part of the measurement signal is expected to change its sign when the
circular polarization is changed from σ+ to σ−. Thus, the spin signal can be extracted
by subtracting the σ+-data from the σ−-data. This is shown in panel (a) of Fig. 4.3.
Fitting the TRFR/TRKR data with the appropriate fitting function for the particu-
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Figure 4.3: (a) Typical TRFR/TRKR trace of an exponentially damped spin ensemble.
Shown are the two traces for excitation with σ+/σ− light and their sum and differ-
ence, respectively. The difference is proportional to the spin polarization in the sample,
whereas the sum is proportional to spin-independent phenomena. (b) The oscillating
TRKR signal (open circles) in the case of an applied external magnetic field B is pro-
portional to the out-of-plane component sz(t) of the spin ensemble, and can be fitted
with an exponentially damped cosine function (red line).
lar system (see Secs. 2.2.4, 2.2.7 and 2.2.8) allows for the determination of important
spin dephasing parameters, like the spin dephasing times Txx,yy,zz as well as the elec-
tron g factor. Due to the fact that the Faraday/Kerr angle Θ is only sensitive to the
out-of-plane component sz(t) of the spin polarization for near-normal incidence, a typ-
ical TRFR/TRKR signal shows damped oscillations (see panel (b) of Fig. 4.3) if the
spin ensemble is forced to undergo a precession about a fixed near-inplane axis. This
leads in the case of isotropic spin dephasing to exponentially damped oscillations with
the Larmor frequency ΩL = gµBB/~, from which the electron g factor can be directly
determined.
4.2 Resonant spin amplification technique
The length of the delay line used for the TRFR/TRKR technique, presented in Sec. 4.1,
limits the window, in which the dynamics of the spin polarization can be observed
directly, to about 2 ns in the case of this work. For more precise measurements of long
spin dephasing times, the resonant spin amplification (RSA) technique [Kik98; Kik99]
is favorable, which is a variation of the TRFR/TRKR technique and which has been
succesfully applied to systems of different dimensionality [Kik99; Ast08; Yug09; Kor10].
If the spin dephasing times are on the order of the repetition period Trep of the pulsed
laser, the spin ensembles generated by subsequent laser pulses can interfere with one
another. If a small external magnetic fieldB is applied, the interference of the precessing
spin ensembles resulting in a modulation of the Kerr/Faraday angle can be measured
for a fixed time delay between pump and probe pulses as a function of the magnetic
field B. For magnetic fields B leading to Larmor frequencies
ΩL = gµBB/~ = mfrep (4.1)
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+ = ΩL=0
+ = ΩL≠frep
frep=80MHz
time12.5 ns
+ = ΩL=frep Magnetic eld /Larmor freq.
ΩL=0 ΩL=frep ΩL=2frep
Figure 4.4: Scheme of the build-up of the RSA signal. Subsequent pulses interfere with
one another. Depending on the Larmor frequency ΩL, the interference is constructive
or destructive, leading to the characteristic multi-peak shape.
matching multiples mfrep of the laser repetition frequency frep, the polarization of the
spin ensemble is resonantly amplified. In contrast, Larmor frequencies ΩL, which do not
fullfill condition (4.1), lead to destructive interference of the spin ensembles generated by
subsequent pulses and in general to a low overall polarization of the total spin ensemble.
A scheme of the build-up process of the RSA signal is depicted in Fig. 4.4.
The experimental setup for a RSA measurement is very similar to a TRKR measure-
ment, as shown in Fig. 4.2. However, the significant difference is that the delay line is
fixed at a certain time delay and an additional magnetic field has to be available, which
is in the case of this work provided by an electromagnet or superconducting coils inside
a split-coil cryostat system (see also Sec. 4.5). The time delay ∆t between the pump
and the probe pulse is usually adjusted to a small negative value. Thus, the probe
pulse arrives before the pump pulse or nearly one laser repetition period Trep after the
previous pump pulse. The laser repetition period Trep of the pulsed Ti:sapphire laser
used in this work is about 12.5 ns, which exceeds by far the carrier thermalization and
recombination times of the investigated systems.
The expected and well-known multi-peak shape of RSA traces in the case of isotropic
spin dephasing is shown in the left panel of Fig. 4.5. The distance of the peaks is mainly
related to the electron g factor, whereas the full width at half maximum (FWHM) of
the peaks reflects the spin dephasing time. Qualitatively, narrow peaks can be observed
in systems with a long spin dephasing time; systems with a short spin dephasing time
are characterized by peaks with a large FWHM. In the case of strongly anisotropic spin
dephasing in symmetric (110)-grown 2DESs (see Sec. 2.2.7), one expects a different
shape of the RSA signal, as shown in the right panel of Fig. 4.5. As already discussed
[Gri12], and will be shown later in this section, the growth-axis spin dephasing time Tzz
is correlated with the FWHM of the zero-field RSA peak. In contrast, the FWHM of
the RSA peaks at finite magnetic field values is related to the in-plane spin dephasing
time Tyy. Here, again the coordinate system x||[11¯0], y||[001] and z||[110] will be used
and the magnetic field is assumed to point along the x direction.
For a quantitative extraction of the spin dephasing times as well as the electron g
factor from the RSA traces, a comparison of the measurement data with an appropriate
theoretical model is neccessary. Here, in particular a model function for RSA traces,
measured on slightly asymmetric (110)-grown heterostructures, shall be discussed, be-
cause it is of major importance for the results shown in Sec. 6.2. Following Refs. [Gla08;
Gla10a], the expected shape of a RSA trace can be derived in dependence of the applied
magnetic field B and the constant time delay ∆t between pump and probe pulse. Since
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Figure 4.5: (a) Typical shape of a RSA trace in the case of isotropic spin dephasing.
The width of the peaks is connected with the spin dephasing time: an increase of the spin
dephasing time leads to a smaller width of the peaks. (b) In the case of anisotropic spin
dephasing in (110)-grown samples a different shape of the RSA signal can be expected. A
characteristic feature is the narrow peak at B = 0, connected with the long out-of-plane
SDT Tzz. Peaks of a larger width at non-zero magnetic fields are an indication for a
shorter in-plane SDT.
a sequence of many pulses contributes to the RSA signal, one has to build the sum over
the spin polarizations sz(∆t + mTrep), generated by many subsequent pulses. Usually
the number of pulses in the experiment is very large, and so one can approximate the
resulting spin polarization sz(B,∆t) as a sum over an infinite sequence of pulses:
sz(B,∆t) =
∞∑
m=1
sz(B,∆t+mTrep) (4.2)
The geometric series in Eq. (4.2) can be rewritten in a more compact way [Gla08]:
sz(B,∆t) =
s0
2
e−(Trep+∆t)/T
eTrep/TC
[
Ω˜(Trep + ∆t)
]
− C
(
Ω˜∆t
)
cosh
(
Trep/T
)− cos(Ω˜Trep) . (4.3)
Here, s0 is the spin polarization generated by a single pulse and T
−1
= (Γyy + Γzz)/2 is
the average spin relaxation rate. The Γij are the components of the spin relaxation rates
tensor for the slightly asymmetric (110)-grown system (see Eq. (2.54)). The function C
reads
C(ζ) = cos ζ +
[
(Γyy − Γzz)/2Ω˜
]
sin ζ. (4.4)
For the electron spin precession frequency in the considered case one gets
Ω˜ =
√
(gµBB/~)2 − Γ2yy/4, (4.5)
where g is the electron g factor and B is the external applied magnetic field. Due
to the special properties and the nondiagonal spin relaxation rates tensor in the case
of slightly asymmetric (110)-grown heterostructures, it is important to remember the
relation Tzz ≈ 2/Γzz; for details see Ref. [Tar09]. By using the model for sz(B,∆t),
shown in Eqs. (4.3) - (4.5), it was possible to extract the spin dephasing times Tzz and
Tyy as well as the electron g factor. Experimental results on this will be shown in detail
in Sec. 6.2.
It should be noted that Eq. (4.3) was derived under the assumption that spin de-
phasing of the z component is governed by a regular Rashba contribution to the SO
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Figure 4.6: The spectral width ∆E of the PL peak is related to the energy spectrum of
the electrons in the conduction band: ∆E = EF − EG. The peak at about 1.5 eV can
most likely be attributed to carbon impurities [Str81].
field. If, in contrast, random Rashba fields [She03; Gla10c; Gla10b] determine the spin
dephasing of the z component, one had
Ω˜ =
√
(gµBB/~)2 − (Γyy − Γzz)2/4 (4.6)
for the electron spin precession frequency and Tzz = 1/Γzz.
4.3 Photoluminescence spectroscopy
In many cases spin dynamics is closely connected to the dynamics of the charge carri-
ers and the fundamental properties of the system under investigation. As discussed in
Secs. 2.2.4 and 2.2.8, the strongly temperature-dependent microscopic scattering time
τ massively influences spin dephasing via the EY and the DP mechanism. The latter
also depends via Ω(kF ) (see Eq. 2.44) strongly on the highest occupied electron wave
vector kF , and hence on the carrier density n of the 2DES, which determines the Fermi
energy EF and the Fermi wave vector kF . As a common experimental technique, photo-
luminescence (PL) and photoluminescence excitation (PLE) experiments allow for the
characterization of a 2DES in its basic parameters, like the carrier density n, the tem-
perature Te of the electron system as well as the absolute and relative spectral positions
of emission and absorption lines.
In PL measurements in 2DESs, electron-hole pairs are generated by above-bandgap
excitation, then thermalize by intra-subband scattering events, and relax towards the
band extrema of the conduction and the valence band. In doped systems they can
recombine under energy and momentum conservation, and emit photons having energies
between the bandgap energy EG and the Fermi energy EF , where the highest occupied
electron state can be found, which can contribute to photoluminescence. A scheme of
a PL process, as well as a typical PL trace having a shark-fin like shape2, is shown in
Fig. 4.6. Due to the large effective mass of the heavy-hole valence band, the spectral
width ∆E of a PL line is determined mainly by the conduction band dispersion. From
the resulting PL linewidth ∆E = EF −EG and with the constant density of states in a
2DES the carrier density of the 2DES can be estimated to
n =
EFm
∗
pi~2
=
∆E[meV]
3.57
1011 cm−2, (4.7)
2The second peak at about 1.5 eV visible in the right panel of Fig. 4.6 most likely can be attributed
to carbon impurities [Str81].
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Figure 4.7: Measurement setup for a photoluminescence measurement. The emitted PL
light is focussed by achromatic lenses on the entry slit of a grating spectrometer.
where m∗ = 0.067m0 is the effective mass [Sti69; Sti71; Law71] for a conduction band
electron in GaAs. This method allows for the all-optical determination of the carrier den-
sity within some error bars, also under the conditions of optical gating (cf. Sec. 2.1.3).
In the case of very low carrier densities, where the electron-hole Coulomb interaction
is not screened sufficiently [Kle85a; Shi95], excitons are formed and the method is no
longer applicable.
As mentioned, in addition to the estimation of the carrier density n, the determination
of the temperature Te of the electron system during the photoluminescence lifetime τPL
is possible as a consequence of the Fermi-Dirac statistics of the electrons. Due to the
finite width of the step of the Fermi-Dirac distribution function
f(, T ) =
1
1 + e
−EF
kBT
(4.8)
at the Fermi energy EF , the carrier density n is smeared out for Te > 0 in an interval
EF ±kBTe around EF . During the recombination process, the Fermi-Dirac distribution
of carriers in the k-space translates into an energy distribution around the high-energy
tail of the PL, which thus can be approximated with a Fermi-Dirac function. From
a fit with the function in Eq. (4.8), the Fermi energy EF , as well as the temperature
Te of the electron system, can be determined. They are related to the spectral width
δE ∝ kBTe and the position of the high-energy tail of the PL.
A typical setup for PL measurements is shown in Fig. 4.7. For this work the beam of
a mode-locked Ti:sapphire laser with a pulse length of about 1 ps was focussed on the
sample using an achromatic lens. In this case, the laser wavelength was tuned to about
780 nm, which is clearly above the bandgap of the 2DESs in the investigated quantum
wells and below the bandgap of the surrounding barriers in order to avoid optical gating
effects (see Sec. 2.1.3). The excited photoluminescence light was coupled into a grating
spectrometer using a second achromatic lens, where the light is spectrally resolved and
detected with a Peltier-cooled CCD camera.
The use of a streak camera system instead of the CCD camera allows also for a
temporal resolution of the photoluminescence, if a pulsed laser is used for the excitation.
From the time-resolved PL (TRPL) traces obtained this way, the PL decay time τPL
can be determined [Rya84].
A variation of the PL technique is the photoluminescence excitation spectroscopy
(PLE). Here, PL spectra are taken for different wavelengths λex of the laser light used
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for excitation of the PL. The amplitude of the PL spectra depends on the absorption
of the 2DES, which changes with λex. Therefore, the dependence of the PL amplitude
on the excitation wavelength yields information about the absorption of the 2DES. A
typical PLE spectrum is depicted in Fig. 6.1.
4.4 Time-resolved differential transmission spectroscopy
The photocarrier recombination time τPL is the timescale on which the radiative carrier
recombination process, discussed in Sec. 4.3, occurs. To determine τPL, besides TRPL
also the so-called time-resolved differential transmission (TRDT) spectroscopy can be
used, making use of the change of the absorption induced by the generation of photoex-
cited carriers [Sha77; Sha79; Sch96]. During the lifetime of the optically excited carriers,
the absorption of a laser, tuned resonantly to the absorption edge of a 2DES, is reduced
as a consequence of the nonequilibrium occupation of initial and final states. By tun-
ing the time delay between a linearly polarized pump pulse, which creates the excess
carriers, and an also linearly polarized probe pulse, which is used to detect the relative
change of the transmission, the recombination time τPL can be determined under the
conditions of resonant excitation, similar to the case of TRFR/TRKR measurements
(see Sec. 4.1).
4.5 Low-temperature setup
All the experimental results presented in Chaps. 5 and 6 were obtained at low temper-
atures 0.4 K < T < 150 K, using three different cryostat systems. The measurements
on the in-plane spin dephasing anisotropy presented in Chap. 5 were performed in an
Oxford Microstat HiRes II (Pillar version) continuous-flow (cf) cryostat, where nomi-
nal sample temperatures between 4 K and room temperature can be achieved. In this
cryostat, the sample is mounted on the cold finger using a thin film of vacuum grease
and is exposed to vacuum. Thus, the thermal contact between the sample and the cold
finger is crucial for the resulting sample temperature during measurement. A bad ther-
mal contact can lead to an elevated sample temperature, exceeding the nominal sample
temperature by a nearly uncontrollable value3. In addition, due to the certain distance
between the heat sensor (located near the base of the cold finger) and the sample (on
top of the cold finger), the sample temperature in general seems to exceed the nominal
temperature by about 5-10 K. In this setup, an in-plane magnetic field B up to 400 mT
is provided by a home-built electromagnet.
For measurements at lower temperatures, an Oxford Spectromag split-coil cryostat
with an 3He insert was available, in which temperatures down to 0.4 K and magnetic
fields of up to 11 T can be achieved. The magnetic field orientation can be chosen
either perpendicular (Faraday geometry) or parallel (Voigt geometry) to the sample
plane. The experimental results on coherent spin dynamics, presented in Sec. 6.1, were
obtained in this cryostat system, as well as a part of the measurements on anisotropic
spin dynamics shown in Secs. 6.2.3 and 6.2.4.
For temperature-dependent PL measurements without applied magnetic field, a Janis
ST-100 cf optical cryostat was used. Here, lower sample temperatures than in the Oxford
Microstat HiRes II (Pillar version) cf cryostat could be achieved.
3In principle, PL measurements could be performed, from which one could estimate the sample
temperature.
Chapter 5
Spin dynamics in two-dimensional
electron systems with asymmetric
band edge profile
In this chapter, experimental results on the spin dephasing anisotropy in (001)-grown
GaAs/AlGaAs quantum wells with an asymmetric band edge profile (see Sec. 3.1.1) are
presented. First, the well width dependence of this anisotropy is discussed in Sec. 5.1.
It will be shown that the Dresselhaus parameter β in the samples A-D changes in
agreement with the theoretical expectation and decreases with an increasing quantum
well width d. Afterwards, a dependence of the spin dephasing anisotropy (i.e., the ratio
β/α) on the sample temperature will be demonstrated in Sec. 5.2. Finally, in Sec. 5.3 the
observed change of the spin dephasing anisotropy as a consequence of electrostatically
gating sample B’ will be presented, followed by a discussion of the dependence of spin
dynamics on the excitation intensity and the degree of initial spin polarization (Sec. 5.4).
The spin dephasing anisotropy presented in this chapter was investigated using the
TRKR technique, see Sec. 4.1. In order to determine the out-of-plane spin dephasing
time T[001] as well as the anisotropic in-plane spin dephasing times T[110] and T[11¯0], the
optically generated spin ensemble pointing initially out-of-plane has to be rotated into
the sample plane. For this purpose, TRKR traces were taken with a magnetic field B,
applied parallel to the crystallographic axis [11¯0] or [110]. If the magnetic field is applied
along the [110] direction, the spin ensemble precesses towards the [11¯0] direction, as it
is schematically shown in Fig. 5.1. The average spin dephasing time (see also Eq. 2.52)
TB||[110] = 2
(
1
T[001]
+
1
T[110]
)−1
(5.1)
in this case has contributions from the out-of-plane SDT T[001] and the in-plane SDT
T[110]. In contrast, if the magnetic field B is parallel to the [110] direction, the optically
excited spin ensemble rotates towards the [110] direction, and one gets for the average
spin dephasing time
TB||[110] = 2
(
1
T[001]
+
1
T[110]
)−1
. (5.2)
In the case of anisotropic spin dephasing with T[110] 6= T[110], different values of the
average spin dephasing times TB||[110] and TB||[110] can be expected. The two TRKR
traces shown in Fig. 5.2, with obviously different spin dephasing times, were obtained on
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Magnetic Field B
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Magnetic Field B
Figure 5.1: The optically excited spin ensemble precesses in the external applied mag-
netic field B. Depending on the orientation of the magnetic field relative to the crystal-
lographic axis, the spin ensemble rotates towards the [110] or the [110] crystallographic
direction.
- 2 0 0 0 2 0 0 4 0 0 6 0 0 8 0 0
 
Ker
r an
gle 
(arb
. un
its)
"$ !
%%%%
 #
&λ#	
Figure 5.2: Normalized TRKR traces, measured on Sample D at a nominal sample
temperature of 10 K with a magnetic field of B = 400 mT applied. The average spin
dephasing time T is obviously longer if the magnetic field B is applied along the [110]
direction.
sample D at a temperature of 10 K with a magnetic field B = 400 mT, applied parallel
to the [110] and the [110] crystallographic axis. In the experimental setup used for this
work, the orientation of the magnetic field, produced by a heavy electromagnet, could
not be changed easily. Therefore, the alignment of the magnetic field B parallel to
the respective crystallographic axis had to be realized via the sample orientation in the
cryostat. Unfortunately, there was also no possibility to rotate the sample within the
cryostat during one cooling cycle.
However, two different approaches could be used to obtain the desired TRKR data
with the magnetic field pointing along the particular crystallographic directions: as
depicted in panel (a) of Fig. 5.3, the first approach was to mount two sample pieces on
the cold finger of the cryostat at the same time, rotated to each other by an angle of 90◦.
This allows for the measurement of TB||[110] and TB||[110] within the same cooling cycle,
but not at the same position. This may cause some error resulting from unavoidable
sample inhomogeneities. In the second approach (see panel (b) of Fig. 5.3), just one piece
of the sample was mounted in the cryostat. This piece was rotated by 90◦ degree after
the first measurement series with the magnetic field applied along a certain direction was
completed, and the cryostat was warmed up. In a second cooling cycle, the remaining
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Figure 5.3: Approaches to determine the spin dephasing anisotropy: (a) two pieces of
the sample are mounted on the coldfinger of the cryostat at the same time. (b) Just one
sample is mounted on the cold finger. The sample is rotated after the first measurement
run. Here, two cooling cycles are needed.
measurement series could be performed. The second approach principally allows the
measurement on nearly the same sample position, but not within the same cooling cycle.
Moreover, this may lead to some error caused by a change of the experimental conditions
between the first and the second cooling cycle. Here, it is particularly important to
mention the high relevance of the thermal contact between the cold finger of the cryostat
and the sample, as was already discussed in Sec. 4.5. This is of major importance
in systems showing a strong temperature dependence of spin dynamics, as it will be
discussed in detail in Sec. 5.2 for the investigated samples.
Both approaches were used within this work. However, it is the first approach with two
pieces of the sample in the cryostat, which was mainly used. By the usage of a motorized
x-y translation stage, the two measurement positions on the two samples could be
approached repeatedly with sufficient precision. As an exception, the measurements
performed on the gated sample B’ presented in Sec. 5.3 were done using the second
approach. The reason for this is that inside the cryostat there would not have been
enough space for two gated samples.
Usually, for each orientation of the magnetic field, a series of TRKR measurements
was performed with different values 0 mT ≤ |B| ≤ 400 mT of the magnetic field B. In
Fig. 5.4, the results of such a measurement series on sample D are shown. In the case of
B = 0 mT, the optically generated spin ensemble does not precess and remains oriented
along the [001] direction. In this case an exponential decay of the spin ensemble takes
place with the SDT T[001], which, of course, should be the same for B||[110] → 0 and
B||[110]→ 0. It should be noted that the condition
T[001]
∣∣
B||[110]→0
!
= T[001]
∣∣
B||[110]→0 (5.3)
was always used to make sure that the two measurement series with B||[110] and B||[110]
were performed under comparable experimental conditions. If no significant difference
was observed, the measurements with finite magnetic field were started. Otherwise, a
different sample position should be chosen, where the condition (5.3) is fullfilled. In the
case of a bad thermal contact, the sample had to be remounted.
Under optimized experimental conditions, a typical measurement series yields re-
sults as shown in Fig. 5.4. There, the average SDTs TB||[110] and TB||[110] are plotted,
determined from TRKR traces taken on sample D at a nominal sample temperature
of T = 10 K for the particular values and orientations of the magnetic field B. At
B = 0 mT, the obtained values coincide, being a proof for comparable experimental
conditions in the two measurement series with B||[110] and B||[110]. In contrast, the
determined average SDTs TB||[110] and TB||[110] for |B| > 0 mT are apparently quite dif-
ferent from each other. This is an unambiguous indication for the presence of a strong
in-plane SDA in the investigated sample D.
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Figure 5.4: Average spin dephasing times measured on sample D with 25 nm well
width for magnetic field orientations along the [110] and [110] direction. The sample
temperature was 10 K. The dashed lines are drawn in support of a better recognition.
From the average spin dephasing times, the corresponding in-plane spin dephasing
times T[110] and T[110] can be calculated, using the Eqs. (5.1) and (5.2). Furthermore,
as it was shown in Refs. [Ave99; Ave06], from T[110] and T[110] the ratio
1
∣∣∣∣βα
∣∣∣∣ =
√
T[110] +
√
T[110]√
T[110] −
√
T[110]
(5.4)
can be calculated, which is a measure for the relative strength of the Rashba and the
Dresselhaus contribution to the SO field. The data points shown in Fig. 5.4 yield2
T[110] ≈ 50 ns and T[110] = 317± 10 ps, leading to a value of |β/α| ≈ 1.2.
From the TRKR traces obtained in a finite magnetic field B, also the components
gxx, gyy and gxy of the electron g factor tensor gˆ can be determined, using the coor-
dinate system x||[100], y||[010] and z||[001]. For this purpose, the Larmor frequency
ΩL = gµBB/~ for different orientations of the magnetic field B is extracted from the
measurement data3 (see, e.g., Fig. 5.2) by a fit using the model presented in Eqs. (2.51)
and (2.52). By a linear fit of the magnetic field dependence of ΩL, the g factor com-
ponent along the corresponding magnetic field direction can be extracted, as shown in
Fig. 5.5. In this work usually the values g[110] and g[110] were extracted, from which
both, gxx as well as the off-diagonal components gxy = gyx of the gˆ factor tensor, can
be calculated. The in-plane g factor depends on the angle φ between the magnetic field
and the [100] direction as
g(φ) = −
√
g2xx + g
2
xy + 2gxxgxy sin 2φ, (5.5)
1It was noted in Ref. [Ave06], that the right hand side of Eq. (5.4) yields either the ratio |α/β| or
its reciprocal value |β/α|. In this work presumably the ratio |β/α| was observed; this will be discussed
in detail in Sec. 5.3.
2In the case of a ratio |β/α| ≈ 1, the determination of T[110] is no longer possible with high precision,
using the presented method. This problem and possible solutions will be discussed in more detail in
Sec. 5.2.2.
3It should be noted that the sign of the Larmor frequency ΩL in the common TRKR setup is not
directly accessible. If it should be determined from the experiment, a more sophisticated approach is
neccesary [Yan10]. By a comparison with the literature [Yug07] and own experiments [Lec11], the values
of the g factor can be expected to be negative in the investigated samples A-G, and a minus sign is
added by hand to the determined absolute values of the g factor components.
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Figure 5.5: Larmor frequency determined from TRKR traces measured on sample D at
a temperature of 10 K. With the magnetic field B applied along the [1 ± 10] direction,
the electron g factor can be determined by a linear fit to (a) |g[110]| = 0.34 and (b)
|g[110]| = 0.367, respectively. In the case of B||[110], the Larmor frequency is reduced
at the lowest magnetic field values. Resulting from different SDTs T[001] and T[110], this
is in agreement with the expectation: the dashed line represents calculated values of the
modified Larmor frequency Ω˜ (see, Eq. (2.52)).
which was discussed in detail in Refs. [Kal93; Eld11]. From this,
gxx =
g[110] + g[110]
2
(5.6)
and
gxy =
g[110] − g[110]
2
, (5.7)
can be easily determined, where φ = ±45◦ forB||[1±10]. In sample D, at a temperature
T = 10 K, values of g[110] = −0.34 and g[110] = −0.367 could be determined as shown
in Fig. 5.5, yielding gxx = −0.354 and gxy = 0.013. In the case of B||[110], the Larmor
frequency is reduced at the lowest magnetic field values. This results from different
SDTs T[001] and T[110] and is in agreement with the expectation. The dashed line in
panel (b) of Fig. 5.5 represents calculated values of the modified Larmor frequency Ω˜
(see, Eq. (2.52)).
In the following, the dependence of spin dynamics in the investigated samples A-D on
different parameters like the quantum well width d (Sec. 5.1), the sample temperature
T (Sec. 5.2), the carrier density n (Sec. 5.3) and the excitation intensity Iex (Sec. 5.4)
will be discussed.
5.1 Dependence of spin dynamics on the well width
In DP spin dynamics, the spin dephasing time T ∗2 is given by (see Sec. 2.2.6)
1
T ∗2
= Ω2(kF )τ, (5.8)
where τ is the microscopic scattering time and
Ω = ΩSIA, 2D + ΩD, 2D, 001 =
α
~
 k010−k100
0
+ β
~
 −k100k010
0
 (5.9)
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the effective SO field, having both, Rashba and Dresselhaus contributions. Due to the
dependence of β = γ
(
pi
d
)2
on the QW width d, a variation of d results in a change of
the SO field Ω. This, in consequence of Eq. 5.8, leads to a change of the spin dephasing
time T ∗2 .
A change of the effective SO field Ω influences the in-plane and the out-of-plane
components of the spin relaxation tensor Γˆ differently. First, in Sec. 5.1.1 the focus
should be on the dependence of the growth axis SDT T[001]. Secondly, the experimental
results on the dependence of the in-plane spin dephasing anisotropy on the QW width
d will be presented (Sec. 5.1.2). Finally, dependencies of the g factor on the quantum
well width d and the asymmetry of the QW will be discussed in Sec. 5.1.3.
5.1.1 Dependence of the growth-axis SDT T[001] on the well width
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Figure 5.6: (a) Zero-field TRKR traces of samples A-D at T = 4 K. (b) Zero-field spin
dephasing time T[001], plotted against the QW width. (c) Expected SO field Ω
2 as a
function of the QW width.
The out-of-plane spin dephasing rate 1/T[001] = Γ[001] = C(α
2 +β2) with the parame-
ter C, depending on the scattering time τ [Ave99], is expected to increase strongly with
α and β. Because α is intentionally kept constant in the investigated samples, predom-
inantly a change of the parameter β ∝ γ (pid )2 leads to a change of Γ[001] = 1/T[001].
In Fig. 5.6 (a) zero-field TRKR traces of the four investigated samples A-D at a tem-
perature of 4 K and an excitation intensity of 50 W/cm2 are shown, from which the
growth-axis SDT T[001] can be extracted (panel (b)). The extracted SDTs T[001] show a
strong increase from 30 ps in sample A (d = 10 nm) to about 150 ps in sample D, with
the d = 25 nm wide QW. The strong increase of T[001] for increasing QW width d can
be well understood. This behavior is a consequence of the decrease of the Dresselhaus
SO field ΩD, according to ΩD ∝ γd−2.
For a quantitative analysis of the dependence of T[001] on the QW width d, the de-
pendence of the Dresselhaus spin splitting constant4 γ = γ(Ec) on the QW width d and
4Apparently, γ is not a constant. However, in order to retain the common terminology, γ will still
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the confinement energy Ec has to be taken into account as well. As was shown by Win-
kler [Win03], the value of γ decreases if the confinement energy Ec increases
5. Unfortu-
nately, there is very little experimental data on this basic constant available, regarding
the literature for GaAs/AlGaAs QWs. In addition, the presented values of γ for a certain
confinement energy Ec show some spread. For Ec ≈ 10 meV values for |γ| ranging from
16.5±3 eVA˚3 [Jus95] to 11±1 eVA˚3 [Ley07b] were reported. Studer et al. [Stu10] deter-
mined also the sign of γ and got values in the range −5 < γ < −8 eVA˚3 for d = 15 nm
wide QWs (which corresponds to Ec ≈ 25 meV). Koralek et al. [Kor09] estimated a
value of |γ| = 5.0 eVA˚3 from measurements on a series of QWs with 7 nm < d < 15 nm,
using transient spin grating spectroscopy.
In order to proceed with the quantitative analysis of T[001], values of γ for the inves-
tigated samples A-D were carefully estimated on the basis of the available data [Jus95;
Ley07b; Stu10; Eld11]. In addition, a value of γ ≈ 16 eVA˚3 could be determined from
sample E (Ec ≈ 6 meV), as will be shown in detail in Sec. 6.1.2. Panel (b) of Fig. 5.7
shows the values for γ, which are used for the calculation of the SO field Ω. The values
of Ω2 calculated this way are shown in panel (c) of Fig. 5.6. Here, already the ratio β/α
of Dresselhaus and Rashba contributions to the SO field is considered in each sample.
However, this will be discussed in detail in Sec. 5.1.2.
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Figure 5.7: (a) Zero-field SDT T[001] extracted from the experimental data (black
squares) and calculated values, taking different scattering processes into account. The
best agreement can be achieved if ee scattering processes are taken into account (red
circles) and if in addition the dependence of the Dresselhaus constant γ on the confine-
ment energy is considered (green triangles). Momentum scattering processes, only, do
not lead to an appropriate description (blue triangles). (b) Used values for γ in depen-
dence of the confinement energy (full symbols), estimated from Refs. [Jus95; Ley07b;
Stu10; Eld11] (open symbols). The open square represents the value of γ, determined
from sample E (see Sec. 6.1.2 for details).
From the obtained values of Ω2, the expected SDT T[001] can be calculated, taking into
account different contributions to the microscopic scattering time τ . For the calculation
of T[001], the expression in Eq. (5.8) for the DP SDT in the motional narrowing regime
was used. Comparing the resulting values with the experimentally determined SDT
T[001], the limiting scattering mechanism, dominating the microscopic scattering time τ ,
can be inferred. If τ is taken to be equal to the momentum scattering time τp (see Tab.
3.1), known from magneto-transport measurements, the calculated values for T[001] are
be denoted as spin splitting constant.
5The dependence of γ on the confinement energy is mainly governed by confinement energy depen-
dent offsets between subbands in the conduction, as well as in the valence band. To a lesser extent, also
the penetration of the wave function into the barrier material has an influence on the value of γ. There,
the value of |γ| is lower [Win03].
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clearly lower than in the experiment (blue triangles in panel (a) of Fig. 5.7). This is a
clear indication that τp is not the most relevant scattering time in this case.
If in addition contributions of the strongly temperature dependent ee scattering pro-
cesses to the microscopic scattering time τ are taken into account, the calculated SDTs
are found to be in good agreement with the experimental values6. The contribution
1/τee of ee collisions to the microscopic scattering rate
1/τ = 1/τp + 1/τee (5.10)
were calculated using Eq. (2.10) and a reasonable value of T = 15 K for the tempera-
ture of the electron system (green triangles in Fig. 5.7). From PL measurements (see
Sec. 4.3) at a nominal sample temperature of T = 4 K it could be inferred that the
electron temperature is about 15 K under the used experimental conditions. The ele-
vated temperature of the electron system being higher than the lattice temperature is
a well-known result of optical pumping [Rya84]7.
To point out the relevance of the dependence of the spin splitting constant γ on
the confinement energy Ec, the theoretically expected SDT T[001] was also calculated
under the assumption of a fixed |γ| = 8 eVA˚3 (red circles in panel (a) of Fig. 5.7).
The agreement of experimental and calculated values is clearly reduced, underlining the
importance of the dependence of γ on the confinement energy Ec. Here, it should be
noted again that the numerical results shown in Fig. 5.7 are based on a careful, but
rough estimation of γ. This was necessary due to the small amount of experimental
data available concerning this important constant.
In conclusion, the expected dependence of the SDT T[001] on the QW width d could
be verified. The determined values of T[001] get larger when the QW width d is in-
creased. This can be well-described due to the decrease of the Dresselhaus parameter
β ∝ γ(Ec)d−2, if, in addition, the dependence of the Dresselhaus spin splitting constant
γ(Ec) on the confinement energy Ec is considered. Further, the microscopic scattering
time τ could be shown to be dominated by the ee scattering time τee under the particular
experimental conditions. The good agreement between the experimental and the the-
oretically expected values for T[001] can only be achieved, considering the contribution
τee from ee collisions to the microscopic scattering time τ .
5.1.2 Dependence of the in-plane spin dephasing anisotropy on the well
width
Similarly as in the case of the growth-axis SDT T[001], the confinement length d also
influences the in-plane SDTs Txx and Tyy. In systems having an asymmetric band edge
profile, the interference of the Rashba and the Dresselhaus contribution to the SO field
Ω in Eq. (5.9) can lead to a strong in-plane spin dephasing anisotropy, as discussed
in detail in Sec. 2.2.7. By a variation of the QW width d, and hence the Dresselhaus
parameter β = γ
(
pi
d
)2
, the important ratio β/α can be tuned in a controlled way, if
the strength of the Rashba contribution is kept constant. In the investigated samples
A-D, the Rashba contribution to the SO field results from an asymmetric, single-sided δ-
doping profile. The spacer width, as well as the dopant concentration, are kept constant
in order to provide a constant strength of the Rashba field throughout the sample series.
6The little mismatch of the experimental and the calculated value of the SDTs in the case of sample
D (d = 25 nm) can most likely be attributed to a slightly higher sample temperature as in the case of
samples A-C. Also a small deviation ∆d = dr − d ≈ 2 nm of the real QW width dr from the nominal
value d could explain the deviation.
7In addition, it was found out that the sample temperature in the continuous-flow cryostat used is
always slightly higher than the nominal temperature. This is due to technical reasons (see, for details,
Sec. 4.5).
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Figure 5.8: Spin dephasing times extracted from TRKR measurements at a temperature
of T = 4 K with the magnetic field applied along the [110] and the [11¯0] direction.
The spin dephasing anisotropy is clearly visible in samples B-D. In sample A no spin
dephasing anisotropy could be detected. The dashed lines are drawn in support of a
better recognition.
For the observation of the in-plane spin dephasing anisotropy, a series of TRKR
measurements were performed with the magnetic field B applied along the [110] and
the [11¯0] direction. The magnetic field forces the optically generated spin ensemble,
pointing initially out-of-plane, to precess into the sample plane. There, it experiences
a contribution from the in-plane spin dephasing time, resulting in the average spin
dephasing time
1
T
=
1
2
(
1
T[001]
+
1
T[1(±1)0]
)
, (5.11)
as discussed in Sec. 2.2.7. In Fig. 5.8, the extracted average spin dephasing times are
shown for the magnetic field B applied along the [110] and the [11¯0] direction. The
spin dephasing times in samples B-D show a clear dependence on the orientation of the
applied magnetic field. If the spin ensemble is rotated into the [110] crystallographic
direction due to a magnetic fieldB||[11¯0], the average spin dephasing time is about twice
as long as if the magnetic field is oriented parallel to the perpendicular [110] direction,
or, without a magnetic field. This means in consequence of Eq. (5.11) that a strong
in-plane spin dephasing anisotropy with T[110]  T[11¯0], T[001] could be observed in the
samples B-D. This anisotropy is a clear hint that in the samples B-D the ratio β/α,
defined in Eq. (5.4), is close to 1.
The extraction of the ratio β/α from the measurement data can be done after calcu-
lating T[110] and T[11¯0] from the average spin dephasing times TB||[110] and TB||[110]. For
sample B the ratio β/α ≈ 2.4 was found, whereas the ratio in sample C is about 1.4, in
good agreement with earlier measurements on this sample [Sti07b]. For a value of β/α
closer to 1, as it most likely could be observed in sample D, the errors in the deter-
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Figure 5.9: (a) Experimentally determined values of the ratio β/α in samples B-D at
a sample temperature of T = 4 K (black circles). The red triangles show the expected
dependence of the ratio, assuming α = 1.7 meVA˚, and using the calculated values for β,
shown in panel (b).
mination of the nearly diverging in-plane SDT T[110] get relatively large. The average
SDT TB||[110] is about a factor of 2 higher than TB||[110] or T[001], meaning that the in-
plane SDT T[110] would be infinite. Thus, uncertainties in the determination of TB||[110],
TB||[110] and T[001] lead to huge error bars for the determined SDT T[110]. Therefore, the
value β/α = 1.2, determined for sample D, has a limited precision.
In panel (a) of Fig. 5.9, the experimentally determined values of the ratio β/α are
plotted against the QW width d. As it can be seen, the ratio β/α decreases with
increasing QW width d. This can be understood by looking on the well width depen-
dence of the Dresselhaus parameter β, which was calculated (see panel (b) of Fig. 5.9)
considering the dependence of the Dresselhaus constant γ on the confinement energy
Ec [Win03; Ley07b; Eld11], as discussed in Sec. 5.1.1. Here, the estimated values for
γ, shown in Fig. 5.7, were used again. In the sample series A-D with fixed Rashba
parameter α, the expected decrease of the Dresselhaus parameter β also leads to an
observable decrease of the ratio β/α if the QW width d is increased. For comparison,
the red triangles in panel (a) of Fig. 5.9 represent the calculated value of β/α, assuming
a value of α = 1.7 meVA˚. This value of α could also be reproduced in band structure
calculations using the simulation software nextnano3 developed at the Walter Schottky
Institute in Munich (for details, see App. B).
In contrast to what was shown for samples B-D, in sample A no spin dephasing
anisotropy could be detected. The reason for this is the relatively short spin dephasing
time T[001], and the small absolute value of the electron g factor, determined to be about
g = −0.15 in a comparable sample [Lec11]. Due to this, a higher magnetic field than
available in the used setup would be necessary to rotate the spin ensemble into the
sample plane within the spin lifetime in order to create a significant contribution of the
in-plane SDTs T[110] and T[110]. On the other hand, due to the narrow width of the
QW in sample A, and in consequence of the strong Dresselhaus field, it can be expected
(see panel (a) of Fig. 5.9) that β and α are quite different. Therefore, just a weakly
developed spin dephasing anisotropy is expected in this case.
5.1.3 Change of the g factor tensor components with the well width d
As pointed out in Sec. 2.2.5, the SO coupling in semiconductors strongly affects the elec-
tron g factor, leading in certain cases also to anisotropies of the g factor tensor gˆ, with
non-zero off-diagonal elements gxy. In particular, the asymmetric bandprofile of sam-
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ples A-D in combination with the symmetry of the Dresselhaus SO field (see Sec. 2.2.2
for details) is expected to lead to an in-plane g factor anisotropy, as it was discussed
theoretically [Kal93] and observed [Eld11] in recent experiments. In Ref. [Eld11] quan-
tum structures with an opposite band gradient in the valence and the conduction band
were investigated. In the present work, in contrast, the dependence of the g factor
tensor components in samples having different quantum well widths and thus different
strengths of the Dresselhaus field can be studied, while the Rashba field is intentionally
fixed to α ≈ 1.7 meVA˚ throughout the sample series.
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Figure 5.10: Components of the g factor tensor gˆ. g[110] (black circles) and g[11¯0]
(red triangles) are experimentally values determined from TRKR measurements at T =
10 K, from which the diagonal element gxx (green triangles), as well as the off-diagonal
elements gxy = gyx (blue rhombs), can be calculated.
In Fig. 5.10, the in-plane components g[110] (black circles) and g[11¯0] (red triangles) of
the g factor tensor are shown for the samples B-D, determined from TRKR measure-
ments with the magnetic field applied along the [110] and [11¯0] direction. From this, the
values of gxx (green triangles) and gxy (blue rhombs) were calculated, using the expres-
sions in Eqs. (5.6) and (5.7), respectively. The data shown in Fig. 5.10 clearly shows the
previously observed decrease [Yug07; Lec11] of gxx for an increase of the quantum well
width d. The penetration depth of the electron wave function into the AlGaAs barrier
with a g factor of g = 0.5 increases for more narrow QWs, leading to an increase of the
average g factor of the electrons, see Fig. 5.11. In addition, the non-parabolicity of the
conduction band affects the g factor as well, if higher k values of the conduction band
get occupied as a result of the larger confinement energy in more narrow QWs.
Furthermore, non-zero off-diagonal elements gxy can be observed for samples B-D,
which is in agreement with theoretical predictions [Kal93] and experimental findings
[Eld11; Nef11]. Moreover, an increase of the off-diagonal component gxy with increasing
QW width can be observed, as can be seen in Fig. 5.10. It was shown theoretically[Kal93]
that
gxy =
2γe
~3cµB
[〈p2z〉z − 〈p2zz〉] (5.12)
depends on the Dresselhaus constant γ and the built-in electric field Ez, determining
the strength of the Rashba-type SO field. Since the Rashba field is fixed throughout the
sample series, the well width dependence of gxy can be assigned to the dependence of
the Dresselhaus spin splitting constant γ on the confinement energy, which was shown
earlier.
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5.2 Dependence of spin dynamics on the sample temperature
After it was shown that the QW width d is an important parameter for spin dynamics,
the influence of the sample temperature T on spin dynamics should be discussed. A
temperature dependence of the DP spin dephasing time
1
T ∗2
= Ω2(kF )τ (5.13)
can either be introduced by a change of the SO field Ω(kF ) with temperature, or by a
temperature dependence of the microscopic scattering time τ . The latter has temper-
ature dependent contributions from momentum scattering processes due to thermally
activated phonons (see, e.g. [Ash03]), and the strongly temperature dependent ee colli-
sions, see Eq. (2.10). The resulting temperature dependence of the microscopic scatter-
ing time τ has a dramatic influence on the SDTs. This will be discussed in particular
for T[001] in Sec. 5.2.1 for the investigated samples A-D. The results can be compared
to what was reported earlier [Ley07a] for 2DESs with a lower electron mobility µ.
Besides a temperature dependent influence of τ on the SDT, the SO field Ω(kF ) can
be affected by the temperature as well. This can either be due to a change of the
Fermi wave vector kF =
√
2pin as a result of a temperature-dependent variation of the
carrier density n, or a change of the prefactors α and β in Eq. (5.9). For example, the
temperature dependent transfer processes of donor electrons from the doping layer into
the QW can lead to a change of the band edge profile, and hence to a change of the
Rashba contribution ΩR to the SO field. This will be discussed later in Sec. 6.2.2 also for
the case of dsd high-mobility 2DESs. In 2DES with an asymmetric band edge profile,
where the Dresselhaus and Rashba contributions to the SO field interfere with each
other, a different temperature dependence of ΩD and ΩR would lead to a temperature-
dependent change of the ratio β/α. As it will be discussed in detail in Sec. 5.2.2, this
strongly affects the in-plane spin dephasing anisotropy.
5.2.1 Dependence of the growth-axis SDT T[001] on the sample temperature
For the determination of the temperature dependence of the growth-axis SDT T[001],
zero-field TRKR traces were taken on samples A-D at different sample temperatures
T ranging from nominally 4 K up to 130 K for sample B. The excitation intensity Iex
was fixed to 50 W/cm2. Throughout the sample series, an increase of the growth axis
SDT T[001] with an increasing sample temperature is observable. However, between
80 and 90 K a maximum is reached (see panel (a) of Fig. 5.12). In this temperature
range, the Fermi temperatures TF = EF /kB of the 2DESs under investigation are
GaAs AlGaAsAlGaAs GaAsAlGaAs AlGaAs
g>0 g>0 g>0 g>0g<0 g<0
Figure 5.11: Scheme of the position of the lowest conduction subband in QWs of dif-
ferent widths. The penetration depth of the electrons wave function into the AlGaAs
barrier, having a different g factor, is higher for narrow QWs.
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Now consider the scattering rate ��p*�−1. If we ignore
electron-electron scattering, ��p*�−1 will follow the inverse of
the mobility �see Fig. 1�, constant at low temperatures and
increasing roughly as T2 at high temperatures where phonon
scattering takes over. Combining this with the variation of
���2 �−1 gives a contribution to the temperature dependence
of �s which is constant at low temperature and roughly pro-
portional to T at high temperatures. This is indicated by the
dashed curve in Fig. 5, which follows qualitatively the dotted
curves in Fig. 4.
Our next step is to include the electron-electron scatter-
ing. Physically, the collisions between electrons change ran-
domly the orientation of the wave vector of a given electron
and, if the spins of colliding electrons are different, leads to
randomization of the precession frequencies �k exactly as
for other scattering processes. For a degenerate electron gas
the electron-electron scattering rate of an electron near the
Fermi energy is governed by the Pauli exclusion principle.
Phase-space arguments18 demonstrate that for a pair of elec-
trons the number of free final states is proportional to the
squared ratio of temperature and Fermi energy. According to
Ref. 3 the effective scattering rate which is relevant to the
D’yakonov-Perel’ spin-relaxation mechanism has, for a
strictly 2D system, the form
1
�ee
� 3.4EF� � kBTEF �2, T� TF. �7�
The Fermi level EF is proportional to NS giving
�ee−1 � T2NS−1, T� TF. �8�
This counterintuitive concentration dependence arises be-
cause, for a fully degenerate electron gas, i.e., at T=0 K, the
electron-electron scattering rate vanishes due to the Pauli ex-
clusion principle. At a finite temperature the rate becomes
finite but now any change that moves the system back to-
wards full degeneracy, such as increase of electron concen-
tration, will produce a reduction in the scattering rate.
For a nondegenerate electron gas the electron-electron
scattering rate is determined by the wave-vector dependence
of the Coulomb matrix element and the density of electrons.
Thus,3
�ee−1 � 35.7
e4NS
�æ2kBT
� NST−1, T� TF. �9�
Combining expressions �8� and �9� with ���2 �−1 gives
�s ��T2NS−2, T� TF,T−2NS, T� TF.� �10�
These contributions for one value of NS are shown as the
dotted curve in Fig. 5 �the region near T=TF being no more
than a guide to the eye� and the combined effect of the dif-
ferent scattering processes is given by the solid curve.
Clearly these considerations give no more than a very
crude qualitative picture but nonetheless contain the essential
physical explanation of the observed rapid increase with
temperature of the spin-relaxation time as well as the ob-
served maxima for the different samples. On the assumption
that the BIA term is dominant we expect that, ���2 ��Ee12
and therefore, other factors remaining constant, the spin-
relaxation time at a given temperature will scale as Ee1
−2 or
approximately as Lz
4
. This is a somewhat stronger depen-
dence than we observe experimentally as can be seen from
Fig. 4. The actual behavior must be understood by inclusion
also of the differences of �p* and in the relative importance of
the SIA and BIA terms for different samples.
C. Comparison of quantitative calculations with experiment
It is clear from Fig. 4 and the arguments leading to Fig. 5
that a proper description of the temperature dependence of
the spin relaxation requires inclusion of electron-electron
scattering; a calculation neglecting electron-electron colli-
sions does not fit the experimental points but the agreement
when including electron-electron scattering is excellent. In
particular the calculation reproduces very well the observed
rapid increase of spin-relaxation time with temperature be-
tween 10 and 100 K and also the observed maxima which
occur close to the transition temperature TF between degen-
erate and nondegenerate regimes of the 2DEG.
The only significant disagreement between theory and ex-
periment is above about 200 K in samples T315 and T539;
here the trend of the theory is upward with temperature due
to the fact that, in this range, the ensemble momentum scat-
tering rate is dominating over the electron-electron scatter-
ing; at the same time the experimental points are falling with
temperature. This could indicate the presence in the samples
of some spin-relaxation process other than the DP mecha-
nism or, if the explanation stays within the DP mechanism
�Eq. �1��, either that total electron momentum scattering is
weaker than we have assumed or that the precession term
���2 � is stronger. Below we briefly discuss these possible
reasons for the discrepancy.
First, we exclude spin-relaxation mechanisms other than
DP. The Bir-Aronov-Pikus mechanism6,7,10 is irrelevant as
electrons are the major carriers in the samples under study.
We believe also that paramagnetic impurities21 play no role
as there is no evidence of their presence and furthermore
FIG. 5. Qualitative picture of the temperature dependence of the
spin-relaxation time. Dashed curve presents the contribution of the
ensemble momentum-scattering processes. Dotted curve is the pre-
diction for electron-electron collisions only. The solid curve is the
combined total spin-relaxation time.
LEYLAND et al. PHYSICAL REVIEW B 75, 165309 �2007�
165309-6
(b)
Figure 5.12: (a) Growth axis SDTs obtained from TRKR measurements on samples
A-D. (b) Expected dependence of the SDT on T/TF (taken from [Ley07a]).
expected to be. TF is the temperature at which the width δE = kBT of the Fermi-
Dirac distribution function is on the order of the Fermi energy EF , le ding to a crossover
from a system of degenerate electrons to the non-degenerate state8. Calculating TF from
the carrier density n, which was determined from magneto-transport measurements at
4 K, yields the values shown in Tab. 3.1 in Sec. 3.1.1, ranging from about 80 to 90 K
for the investigated samples A-D. If the temperature dependence of the experimentally
determined growth-axis SDT T[001] is compared to the theory discussed in Refs. [Ley07a]
and [Gla04b], the experimentally observed increase of T[001] can be attributed to an
increase of the ee scattering rate. In contrast to the prediction of a T 2 dependence
for temperatures T below TF (see Fig. 5.12(b)), a nearly linear dependence of T[001] in
this temperature range was observed in this work. Having a closer look on Fig. 4 of
Ref. [Ley07a], the determined growth axis SDTs do not show a simple T 2 dependence
as well. A possible reason for this could be the temperature dependence of both, the
Rashba and the Dresselhaus parameters α and β: the Dresselhaus spin splitting constant
γ ∝ 1/√EG can be expected to change with the temperature, due to a dependence on
the temperature-dependent band gap energy EG [Var67]. For the Rashba contribution,
a temperature dependence of α was already reported [Eld08]. Therefore, the increase
of the resulting SO field Ω with temperature could compensate the decrea e of the
microscopic scattering time (∝ T−2) to ome degree. This would result in a temperature
dependence of T[001] ∝ T 2−, where  > 0 describes the temperature dependence of the
SO field Ω2 ∝ T .
8The occupation of electron states is described by the step-like Fermi-Dirac distribution function,
see Eq. (4.8). In the case of a degenerate electron gas, the w dth δE = kBT of th step at the Fermi
edge is small compared to the Fermi energy EF of the electron gas. In the limit of a completely
degenerate electron gas (T=0), all states in the momentum space are fully occupied up to the Fermi
energy EF . In contrast, states, having a higher energy E > EF , are completely unoccupied. At higher
temperatures T > TF , or in the case of a low carrier concentration n, the Fermi-Dirac distribution
can be approximated by the classical Maxwell-Boltzmann distribution function f(, T ) ∝ exp(−/kBT ).
An electron system is denoted as non-degenerate, if th fermionic carriers obey to Maxwell-Boltzmann
statistics.
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Figure 5.13: In-plane SDTs T[110] and T[110] of sample B at a nominal sample temper-
ature of 4 K, determined by a fit using the model in Eq. (2.51).
5.2.2 Dependence of the in-plane spin dephasing anisotropy on the sample
temperature
The in-plane spin dephasing anisotropy, which was shown in Sec. 5.1.2 for samples
B-D, having a different QW width d, was also studied in dependence of the sample
temperature T . For each temperature, therefore, sets of TRKR traces were taken.
Fitting this data with Eq. (2.51) allows for the determination of the SDTs T[110], T[110]
and T[001] as well as the elements of the electron g factor tensor gˆ. The extraction of
these values was done as follows: First, the TRKR trace without a magnetic field applied
was fitted with a simple exponentially decaying function, yielding the out-of-plane SDT
T[001]. Keeping this value fixed, the values of T[1±10], as well as the g factor along the
corresponding crystallographic direction, was determined by a fit of the data taken at
|B| > 0 mT, using the model in Eq. (2.51). Fig. 5.13 shows the extracted values for
both in-plane SDTs of sample B at a nominal temperature of 4 K for different values of
the applied magnetic field B.
As in Sec. 5.1.2, the ratio β/α should be calculated from T[110] and T[110] for every
temperature step, being a measure for the spin dephasing anisotropy. The values of
T[110] and T[110] extracted from the TRKR traces show a certain spread, as can be seen
from the data presented in Fig. 5.13. Hence, for the determination of β/α the mean
values of T[1±10] were calculated from the datapoints9 at B = 0.3 T, B = 0.35 T and
B = 0.4 T. The resulting ratios β/α, determined on sample B, are shown in Fig. 5.14
for temperatures ranging from T = 4 K up to T = 130 K. Within a certain error, an
increase of β/α can be observed in this temperature range.
A similar behavior can also be observed in samples C and D, as it is presented in
Fig. 5.15. Beyond a sample temperature of T ≈ 90 K, the ratio β/α reaches relatively
high values and spin dephasing is nearly isotropic. In contrast, in those two samples
spin dephasing is strongly anisotropic at low temperatures. In sample C, the calculated
values of β/α get very close to 1 from T = 10 K to T = 30 K, whereas in sample D
values close to 1 were found between T = 4 K and T = 80 K. The values close to 1
result from extremely long SDTs T[110] extracted from the corresponding TRKR traces.
Obviously, an extremely long SDT determined from the relatively short time window,
being accessible in a TRKR measurement, is subject to a huge error. Having a closer
9In the case of sample D, the magnetic field values were B = 0.2 T, B = 0.3 T and B = 0.4 T.
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Figure 5.14: Observed change of the spin dephasing anisotropy: the ratio β/α increases
with increasing temperature.
look at Eqs. (2.51), (2.52) and (5.2), it can be seen that for extremely long SDTs
T[110]  T[001] spin dynamics is no longer significantly influenced by the precise value of
T[110]. If, in particular, the in-plane spin dephasing rate Γ[110] becomes as small as the
error ∆Γ[001] = ∆(1/T[001]) of the out-of-plane spin dephasing rate Γ[001], the value of
T[110] is in principle completely undetermined.
Facing this problem, the two limiting cases of the used measurement method should be
emphasized: The ratio β/α cannot be determined with precision, if the spin dephasing
anisotropy is too weak, i.e., if the in-plane SDTs T[110] and T[110] are equal within their
error. In contrast, if the in-plane spin dephasing anisotropy is too strong, T[110] cannot
be determined with precision. In consequence, it cannot be determined how close the
ratio of β/α is to 1.
To get around this problem, a different approach could be used for future experiments.
In this work, in-plane SDTs were only determined for two angles φ = ±45◦ between the
magnetic field and the [100] crystallographic axis. In order to achieve a higher precision
in the determination of the ratio β/α, measurements for additional values of φ could
be performed, as it was done in the literature, e.g., in Ref. [Lar08]. From data points
obtained for different angles φ, having a finite in-plane SDT Tφ, the determination of
the ratio β/α should be possible with a higher accuracy, using the expression
1
2
[
Γ[001] + Γφ
]
=
3Cβ2
4
[
1 +
(
α
β
)2
+
2α
3β
sin(2φ)
]
. (5.14)
Eq. (5.14) was presented by Eldridge et al. [Eld11] on the basis of calculations by
Averkiev et al. [Ave99].
Keeping in mind the limitations of the measurement method used in this work, the
obtained results on the low temperature dependence of the observed spin dephasing
anisotropy in the samples C and D should be discussed. As can be seen from Fig. 5.15,
both samples show a ratio of β/α very close to 1 in a certain temperature range. Data
points without error bars reflect situations as described above with T[110]  T[001],
where ∆T[110] ≈ T[110] is valid for the uncertainty ∆T[110] of T[110]. Nevertheless, the
relation T[110]  T[001] ≈ T[110] still holds, suggesting that β/α is close to 1. This can be
taken as a hint that especially in sample D a regime with α ≈ β is accessible in a wide
temperature range. Unfortunately, a more precise determination of the values β/α is
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Figure 5.15: Experimentally observed dependence of the spin dephasing anisotropy on
the sample temperature in (a) sample C and (b) sample D. The ratio β/α increases with
increasing temperature. The values inside the red ellipses having no error bars reflect
the limitation of the measurement method and cannot be given with precision. Hence,
they must not be over-interpreted.
not possible with the applied method. Hence, the values without error bars, marked by
the red ellipses, must not be over-interpreted.
In summary, a temperature dependence of the ratio β/α has been experimentally
observed in samples B-D. From this, a different temperature dependence of the Rashba
and the Dresselhaus parameter α(T ) and β(T ) can be inferred. However, the origin of
this different temperature dependence could not be identified unambiguously. For this, a
more precise determination of β/α and a detailed study of the temperature dependence
of the band edge profile of the 2DES, as well as the carrier density n would have been
necessary. Moreover, the applied measurement method allows just the determination
of the ratio10 |β/α|. The independent determination of α(T ) and β(T ) maybe could
be done in future experiments, using magnetogyrotropic photogalvanic effects [Gan04;
Lec09; Lec11]. Here, a separation of the SIA and BIA contributions to the SO field is
possible.
5.3 Dependence of spin dynamics on the carrier density
In order to investigate how the SDTs, as well as the spin dephasing anisotropy, can be in-
fluenced by the application of an external gate voltage, a series of TRKR measurements
was performed on a piece of sample B. On this piece, denoted as B’, a semi-transparent
NiCr gate was fabricated, following the recipe presented in Sec. 3.2.2. First, in order
to find the gate voltage range, in which the sample can be operated without suffering
damage, the I-V characteristics of the sample were determined. As depicted in panel (a)
of Fig. 5.16, the I-V characteristics has a diode-like shape. If the sample is negatively
biased, the absolute value of the current |I| through the sample stack strongly increases,
and exceeds |I| > 100µA at UG = −2 V. In contrast, the current clearly shows a slower
increase for positive biases. As a consequence, the gate voltage range for TRKR mea-
surements was restricted to gate voltages UG > −1.5 V in order to avoid high currents,
which may lead to some sample damage.
The sample was further characterized using PL measurements. As can be seen from
panel (b) of Fig. 5.16, the FWHM of the PL traces strongly depends on the applied
gate voltage. It has been already mentioned (see Sec. 4.3) that the spectral width ∆E
of the PL is directly related to the carrier density n of a 2DES. Thus, the increasing
10Or |α/β|, as was already noted. For details, see Ref. [Ave06].
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Figure 5.16: (a) The I-V characteristics of sample B’ show a diode-type behavior. (b)
PL traces of sample B’ for different applied gate voltages. (c) Carrier density inside the
QW extracted from the PL data shown in panel (b). The data shown in panels (a) and
(b) were taken at a nominal sample temperature of T = 4 K. The dotted line in panel (c)
marks the carrier density region, in which the transition to the excitonic regime occurs.
The dashed line is drawn in support of a better recognition.
spectral width ∆E for negative gate voltages can be interpreted as an increase of the
carrier density n. A positive bias leads to a depletion of the 2DES, connected with
more narrow PL peaks. At higher gate voltages, a smooth transition to a very narrow
excitonic lineshape can be observed in the PL traces. Using Eq. (4.7), the carrier
density of the 2DES can be estimated for every gate voltage from the spectral width of
the PL. Panel (c) of Fig. 5.16 shows the carrier density n obtained in this way. At an
increasing positive bias, the carrier density n is reduced, whereas an increase of n can be
observed for negative applied voltages. For gate voltages UG > +5 V the carrier density
n falls below 1 · 1011 cm−2. Below this carrier concentration, a transition between free
electrons and the excitonic regime takes place [Kle85a; Shi95]. This work focusses on
spin dynamics of free electrons; therefore, the upper limit of the applied gate voltages
was fixed at Umax = 5 V. At this gate voltage and the corresponding carrier density,
the system is likely to consist mainly of free electrons. Combined with the lower limit
of the gate voltage resulting from the diode breakdown voltage, spin dynamics of free
electrons can be studied for gate voltages −1.5 V < UG < +5 V in sample B’.
The dependence of the carrier density n on the applied external gate voltage UG,
shown in panel (c) of Fig. 5.16, can be qualitatively understood by analyzing a simplified
band edge profile of sample B’, as shown in Fig. 5.17. A positive applied gate voltage
shifts the conduction band upwards, and thus leads to a depletion of the 2DES. At
the same time, the band bending in the QW region can be expected to be reduced.
In contrast, for negative gate voltages the carrier density n increases. Consequently,
also the band bending increases, which directly determines the strength of the Rashba
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Figure 5.17: Simplified picture of the band edge profile of sample B’ in the presence of
an external applied gate voltage UG. The carrier density n, as well as the band bending
inside the QW, changes in dependence of UG.
contribution to the SO field.
Of high importance is the fact that both, the carrier density and the band bending
are affected by the applied gate voltage. The carrier density n determines the Fermi
wavevector kF =
√
2pin and thereby the amplitude Ω(kF ) of the SO field, which affects
the SDT as
1
T2
∝ Ω2(kF )τ, (5.15)
for details see Sec. 2.2.6. Besides the SO field, also the two contributions τp and τee
of the microscopic scattering time τ are affected by a change of the carrier density n:
the electron mobility µ is reduced for lower n, leading to a shorter transport scattering
time τp (see, e.g. [Ro¨s10]). In addition, for a decreasing carrier density n, also the ee
scattering time τee is reduced, as can be deduced from Eq. (2.10).
In conclusion, the zero-field SDT T[001] can be expected to show a clear dependence
on the applied gate voltage UG. In panel (a) of Fig. 5.18, the experimentally observed
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Figure 5.18: (a) Zero-field SDT T[001] and (b) ratio β/α in dependence of the applied
gate voltage UG determined by TRKR measurements at a sample temperature of T =
4 K.
dependence of the zero-field SDT T[001] can be seen. T[001] clearly shows an increase in
the intervall −1.5 V < UG < 5 V, in which the carrier density is reduced from about
2.75 ·1011 cm−2 to about 1 ·1011 cm−2 (see panel (c) of Fig. 5.16). Therefore, the exper-
imentally observed dependence of T[001] on the applied gate voltage UG is qualitatively
in agreement with the expectation, based on the framework of DP spin dephasing, as
discussed above. A quantitative analysis of the gate voltage dependence of T[001] is not
part of this work.
Of particular interest in this work is the in-plane SDA, generated by the interference
of the Dresselhaus and the Rashba contribution to the SO field. As stated above, an
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applied gate voltage UG results, besides the influence on the carrier density, also in
a change of the band bending and the electric field Ez, present in the QW region.
As depicted in Fig. 5.17, the band bending, and hence the built-in electric field Ez is
reduced for a positive bias UG > 0, which leads to a depletion of the 2DES. In contrast,
Ez increases for negative gate voltages UG, leading to an increase of the carrier density
n inside the QW. Ez directly affects the Rashba contribution ΩSIA,2D (see Eq. (2.24))
to the SO field, leaving the Dresselhaus contribution unchanged. Due to this, a change
of the ratio β/α with UG can be expected, manifesting itself in a dependence of the
in-plane SDA on the externally applied gate voltage UG.
In the same way as discussed in Secs. 5.1.2 and 5.2.2, the ratio β/α can be determined
for a set of gate voltages UG from the in-plane SDA. For this reason, series of TRKR
measurements were performed with the external magnetic field applied along the [110]
and [110] crystallographic direction. The relevant in-plane SDTs T[110] and T[11¯0] were
extracted by fitting the model shown in Eq. (2.51) to the data11. From these values, the
ratio β/α can be calculated, using Eq. (5.4). Panel (b) of Fig. 5.18 shows the determined
values for a nominal sample temperature of T = 4 K. In the investigated gate voltage
range, a slight increase of β/α for an increasing value of UG can be observed. This can
be attributed to a decrease of the Rashba parameter α = 2αREz: a higher positive gate
voltage results in a lower band bending, and hence in a lower electric field Ez, leading to
a smaller value of α. In contrast, the Dresselhaus parameter β = γ
(
pi
d
)2
is not affected.
Therefore, the variation of the ratio β/α is determined by the gate voltage dependence
of the Rashba parameter α.
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Figure 5.19: Dependence of the ratio β/α on an applied gate voltage. The gate voltage
dependence is shown for sample temperatures of 4, 30, 50 and 70 K.
11It should be noted that in the case of sample B’ the TRKR signal showed an additional contribution,
which could be identified via the electron g factor of gsub. = −0.44 as spin dynamics in the nominally
undoped GaAs substrate. Therefore, an additional term s0,sub. exp
−t/Tsub. cos (gsub.µBB/~t) describing
this bulk spin dynamics contribution was added to the fitting function.
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The gate voltage dependence of the ratio β/α was determined for sample temperatures
T = 30, 50 and 70 K, as well. Similar to what was observed at T = 4 K, the ratio β/α
increases with the gate voltage UG. Interestingly, the change of β/α in the investigated
voltage range is much larger at elevated temperatures: as can be seen from the data
shown in Fig. 5.19, the extracted values of β/α at T = 50 K range from 1.6 up to about
5. In contrast, at T = 4 K just a small variation ∆(β/α) ≈ 0.3 was observed. The
reason for this behavior as well as a qualitative understanding still lacks. One more
open question can be found in the apparent deviation of the determined ratio β/α in
the unbiased sample B’ from the corresponding value in sample B without the NiCr gate
for temperatures T ≥ 30 K. A reason for the significant deviation could not be identified
unambiguously. One possible explanation for this could be that the NiCr gate has a
considerable influence on the temperature dependence of the band edge profile in sample
B’. Thus, samples B and B’ might no longer be comparable at elevated temperatures.
In conclusion, the qualitative dependence of the in-plane SDA (which is connected to
the ratio β/α) on the external applied gate voltage was demonstrated for sample B’.
It could be shown that the gate voltage can be used to tune the ratio β/α in sample
B’ within a certain range, which was found to be small at T = 4 K. In addition, the
dependence of the SDT T[001] on the applied gate voltage was presented: the gate-
voltage-induced change of the carrier density n strongly affects the SDTs in the sample.
This was displayed using the example of T[001]. It should be noted that a change of the
SDT depending on the gate voltage may generate some additional problems for possible
realizations of the SFET proposed by Datta et al. [Dat90].
5.4 Dependence of spin dynamics on the excitation intensity
In this section, the dependence of the out-of-plane SDT T[001] on the excitation intensity
Iex, and the degree of initial spin polarization (DISP) of the 2DES will be presented.
As was experimentally shown by Stich et al. [Sti07a; Sti07c], the initial spin polariza-
tion present in a 2DES has a strong influence on the spin dephasing properties. The
experiments shown in Refs. [Sti07a; Sti07c] were performed on a piece of the same wafer
sample C was taken from. Here it will be discussed, whether the dependence on the
initial spin polarization is also observable in samples A and B12.
As pointed out in Sec. 2.2.3, the DISP P (see Eq. (2.29)) in a 2DES after optical
excitation depends on the density nopt and the degree of spin polarization of the optically
excited carriers as well as on the resident carrier density n of the 2DES. Therefore, the
DISP P of the 2DES is affected by both, a change of the intensity Iex of the exciting
laser pulses determining the optically excited carrier density nopt, as well as a change
of the degree of circular polarization of the laser light, which governs the degree of spin
polarization of the optically generated carriers.
In the experiments presented in this section, the excitation intensity Iex was varied,
while the degree of circular polarization of the pump beam was kept constant. A series
of TRKR measurements was performed with 2 W/cm2 < Iex < 1000 W/cm
2 without an
applied magnetic field, from which T[001] was determined by an exponential fit. Panel (a)
of Fig. 5.20 shows the experimentally determined dependence of T[001] on the excitation
intensity. In the applied excitation intensity range, a strong increase of T[001] is visible.
The most probable reasons for this strong increase could be a pump-induced heating of
the sample, the increase of the DISP, or both of them.
In order to check the influence of pump-induced heating, PL measurements were
performed for a set of excitation intensities Iex, from which the pump-induced change of
the electron temperature Te of the 2DES could be extracted. The relevant temperature
12For sample D, such measurements were not performed.
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Figure 5.20: (a) Experimentally determined SDT T[001] (red circles) in sample B and
calculated values (black squares), taking into account the change of the electron temper-
ature Te plotted against the excitation intensity. (b) Experimentally determined SDT
T[001] determined by TRKR measurements on sample B plotted against the calculated
value of the DISP of the 2DES.
Te was determined from the high-energy tail of the PL, as discussed in Sec. 4.3. As
can be seen in the inset in panel (a) of Fig. 5.20, an increase of the excitation intensity
Iex leads to an increase of the electron temperature Te of the 2DES in sample B. In
consequence, the strongly temperature dependent ee scattering time τee (see Eq. (2.10))
and hence the microscopic scattering time τ will decrease. Therefore, from Eq. (5.8)
one can expect an increase of the SDT T[001] for higher excitation intensities Iex. The
black squares in panel (a) of Fig. 5.20 represent calculated values of T[001], taking into
account the available values13 of Te for the particular excitation intensities. Comparing
these values to the experimental data, it can be deduced that the observed increase of
T[001] is correlated most likely with the pump-induced heating of the 2DES.
In contrast, panel (b) of Fig. 5.20 shows the dependence of T[001] in sample B with
respect to the calculated value of the DISP P . The nearly linear increase of T[001] with
P is clearly visible. However, from the presented data it cannot be unambiguously
shown, that the increase of T[001] is only governed by the increase of the DISP. For this
reason, a measurement series as presented in Refs. [Sti07a; Sti07c] with a varied degree
of circular polarization of the pump beam would be suitable, where the total intensity
of the pump beam, and hence the pump-induced heating could be kept constant.
However, the situation looks different in sample A: here, the experimentally deter-
mined SDTs T[001] deviate from the calculated values, taking into account only the
influence of pump-induced heating. As it is shown in panel (a) of Fig. 5.21, only for
the lowest excitation intensities Iex the calculated values describe the experimental data
very well. For higher excitation intensities, the experimentally determined SDT dras-
tically exceeds the calculated value. One reason for this deviation could be that the
temperature Te of the electron system determined from PL measurements in this case is
quite different from the temperature Te under the conditions of TRKR measurements,
at least for higher excitation intensities. If T[001] is plotted against the calculated value
of the DISP P (see panel (b) of Fig. 5.21), a nearly linear increase of T[001] with the
increasing DISP P can be observed. This behavior of the 2DES in the more narrow QW
13It should be noted, that the experimental conditions in TRKR and PL measurements are quite
different: While the laser wavelength is tuned resonantly to the absorption edge of the 2DES in TRKR
experiments, in PL measurements a significantly shorter wavelength is used for excitation. Due to the
different excess energies of the optically generated electron-hole pairs, the resulting electron temperature
Te in these two cases may be different under the conditions present in TRKR and PL measurements.
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Figure 5.21: (a) Experimentally determined SDT T[001] (red circles) in sample A and
calculated values (black squares), taking into account the change of the electron tempera-
ture Te plotted against the excitation intensity (depicted in the inset). (b) Experimentally
determined SDT T[001] determined by TRKR measurements on sample A plotted against
the calculated value of the DISP of the 2DES.
of sample A is similar to what could be observed in sample B. As it was discussed above
for sample B, in future experiments the total intensity of the pump beam should be kept
constant, what would allow for a clear separation of the influence of an increasing DISP
and pump-induced heating of the 2DES. Otherwise, the contribution of both effects on
the SDT T[001] cannot be determined unambiguously.
In conclusion, a strong dependence of T[001] on the excitation intensity Iex has been
proven. This may be related to the pump-induced heating of the 2DES, which could
be observed in some PL measurements, or to the increase of the degree of initial spin
polarization of the 2DES. Unfortunately, the available measurement data did not allow
for a clear separation of these two relevant contributions, which can affect the SDT
T[001].
Chapter 6
Spin dynamics in high-mobility
two-dimensional electron systems
with a symmetric band edge profile
In this chapter the focus will be on spin dynamics in symmetrically grown and doped
QWs, as presented in Sec. 3.1.2.
In samples grown along the [001] crystallographic direction, the highly symmetric
band edge profile allows for highest mobilities and, consequently, for extremely long
microscopic scattering times τ at very low temperatures T < 4 K. Under these condi-
tions, the weak scattering regime of the DP mechanism is accessible, and coherent spin
dynamics can be observed. The first part of this chapter deals with coherent oscillations
of an optically excited spin ensemble. Even without an applied external magnetic field,
the spin ensemble will be shown to precess about the SO field ΩD(k). If a magnetic field
perpendicular to the sample plane is applied, the electrons fulfill a cyclotron motion,
while the spin precesses about the SO field. This leads to a characteristic change of the
beating pattern, and the cyclotron effect on coherent spin precession can be observed
[Gri09].
The second part of this chapter treats spin dynamics in 2DESs embedded in (110)-
grown heterostructures with a highly symmetric band edge profile. As discussed in
Sec. 2.2.7, in such structures a strong spin dephasing anisotropy of in-plane and out-
of-plane oriented spins can be expected. The observation of strongly anisotropic spin
dephasing will be presented in Sec. 6.2.1, followed by a discussion of the temperature
dependence of this anisotropy (see also [Gri12]). Finally, it will be shown that extremely
long SDTs up to about 250 ns can be observed in sample G under conditions of optical
gating (see Sec. 2.1.3). This will be related to a drastic reduction of the 2D carrier
density n, which can be mapped by PL measurements (see Sec. 4.3).
6.1 Coherent spin dynamics in (001)-grown 2DESs
6.1.1 Zero-field coherent spin precession
Due to the high mobility µ = 14.8 ·106 cm2/Vs of the 2DES in sample E at low temper-
atures, the electrons can move ballistically over distances on the order of a few microns
without being scattered. Under such conditions, the weak scattering regime of the
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Figure 6.1: Spectral position of the pump laser with respect to the PL and PLE signal
of the sample. The laser is tuned to a wavelength slightly above the Fermi energy of the
2DES, where the PLE signal shows a local maximum.
DP mechanism (see Sec. 2.2.6) is accessible, where coherent oscillations of an optically
generated spin ensemble about the SO field can be observed [Ley07b; Sti07c; Gri09].
In this work, coherent spin dynamics in the weak scattering regime of the DP mech-
anism were studied on sample E. In order to achieve lowest temperatures, the heat
input into the sample had to be kept as small as possible. For the purpose of a reduced
absorption of laser power in the sample substrate, an optically thin piece of sample
E was fabricated using the recipe presented in Sec. 3.2.1. This sample was initially
characterized using PL and PLE measurements (see Sec. 4.3). Fig. 6.1 shows the PL
trace obtained from sample E at a temperature of T = 0.4 K, where the sample was
illuminated with 780 nm light from a pulsed Ti:sapphire laser. It also depicts a PLE
measurement performed by Dr. Michael Hirmer at a sample temperature of 4 K, which
clearly shows the inset of absorption in the vicinity of the Fermi edge of the sample. For
wavelengths λex longer than 815 nm, the 2DES is nearly transparent, while a maximum
of the absorption appears at about 811 nm, as can be seen in Fig. 6.1. In order to gen-
erate a significant spin polarization in the 2DES, the wavelength λex of the laser, used
in the TRFR measurements presented later in this section, was tuned to this maximum
value of the absorption, slightly above the Fermi energy of the 2DES. There, in addition
to the high absorption of the 2DES, the wavelength-dependent Verdet constant1 V (λ)
has a higher value than directly at the Fermi edge, where V (λ) changes its sign, result-
ing in a vanishing Faraday angle Θ ∝ V (λ) = 0. In the case of sample E, a maximum of
the Faraday signal could be detected at a spectral position λex = 811 nm of the exciting
laser. The spectral position of the laser relative to the PL and the PLE signal of the
sample can be seen in Fig. 6.1.
After the pre-characterization, spin dynamics in sample E were revealed at a sample
temperature of T = 4.5 K, using TRFR measurements. As shown in panel (a) of Fig. 6.2,
the TRFR trace shows an oscillatory behavior even without an external magnetic field
applied and is damped out after about 63 ps. The oscillations of the signal can be
attributed to a coherent precession of the total spin ensemble about the Dresselhaus
SO field ΩD(k): while the electrons move through the crystal with a wave vector k,
the electron spins precesses about the k-dependent SO field ΩD(k). Due to the long
1The typical dependence of the Faraday/Kerr angle on the photon energy of the probe beam is, e.g.,
depicted in [Fur07].
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Figure 6.2: (a) Zerofield TRFR traces of sample E, obtained at sample temperatures of
T = 4K and T = 0.4K using an excitation intensity Iex ≈ 50 W/cm2. Also shown are
two calculated traces: the orange curve was calculated taking into account ee scattering
events, whereas damping in the blue curve is only due to momentum scattering events
and the anisotropy of the Dresselhaus SO field. (b) Symmetry of the Dresselhaus-type
SO field, present in sample E.
microscopic scattering time τ , present in the sample at low temperatures, the single
electron spin can precess a number ΩD(k)τ ≥ 1 of revolutions, before the electron is
scattered. After a scattering event, spin precession is about the new SO field ΩD(k
′),
depending on the electron wave vector k′ of the scattered electron. In the present
kx
ky
kF
kx
ky
kF
Figure 6.3: In an n-doped system, excess carriers can be created optically around the
Fermi disc. There, they have a wave vector with |k| = kF . The optically excited spins
are initially oriented out of plane.
experiment not only the evolution of a single spin is measured, but the evolution of an
optically generated spin ensemble. Due to optical excitation of e-h pairs in an n-doped
system, the generated carriers are equally distributed around the Fermi circle, as it is
depicted in Fig. 6.3. There, they have a wave vector with |k| = kF . In the case of the
k-linear Dresselhaus term (see Eq. (2.21)), every single spin of the optically generated
spin ensemble experiences the same absolute value ΩD(kF ) of the SO field. For this
reason, a coherent precession of the optically excited spin ensemble can be observed
experimentally.
The oscillatory behavior is expected as well if, in addition, the cubic terms in the
Dresselhaus SO field (see Eq. (2.20)) are taken into account. This is necessary for
sample E, where the relation 〈k2001〉  k2010,100 is no longer valid, due to the large QW
width d and the relatively high doping level. Considering the cubic Dresselhaus terms,
the absolute value Ω(kF ) of the SO field around the Fermi circle is no longer constant,
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but depends on the direction in the k-space. This leads via different spin precession
frequencies of different spin subsets, located at different positions in the k-space, to a
faster dephasing of the total spin ensemble.
Compared to the extremely long momentum scattering time τp ≈ 560 ps, determined
from magneto-transport measurements, the coherent oscillations of the spin ensemble
are damped out very fast: fitting an exponential damped cosine to the TRFR data
shown in Fig. 6.2, a dephasing time of T ∗2 ≈ 63 ps could be determined at T = 4.5 K.
If the sample was cooled down to T = 0.4 K, T ∗2 increases to 74 ps, which is also
significantly shorter than the value determined for τp.
The fast decay of the spin beats cannot exclusively be attributed to contributions of
the cubic Dresselhaus term: the blue curve in panel (a) of Fig. 6.2, calculated under
the assumption that momentum scattering, as well as the anisotropy of the Dressel-
haus SO field ΩD(kF ), is relevant for the damping of the zero-field oscillations, shows a
significantly weaker damping than the experimentally observed data. In contrast, if in
addition contributions of the ee scattering rate 1/τee to the microscopic scattering rate
1/τ are taken into account, the calculation is in good agreement with the experimental
observation (orange curve in panel (a) of Fig. 6.2). For the calculation it was assumed
that the 2DES is overheated due to optical pumping. Therefore, a reasonable tempera-
ture of the electron system of about 4 K at a lattice temperature of 0.4 K was used for
the calculation.
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Figure 6.4: (a) Zero-field TRFR traces taken at T = 0.4K, using different excitation
intensities Iex. (b) Lifetimes of the spin beats extracted by fitting an exponentially
damped cosine function to the TRFR data shown in (a).
For the purpose of checking the dependence of the decay time T ∗2 of the spin beats
on the temperature Te of the electron system, the excitation intensity Iex was reduced
in order to reduce the energy input into the 2DES. As it can be clearly seen from the
TRFR traces in panel (a) of Fig. 6.4, more oscillations become visible for a reduced
excitation intensity Iex. Fitting an exponentially damped cosine to this data yields the
lifetime of the spin beats shown in panel (b) of Fig. 6.4. The increase of the decay time
T ∗2 can be attributed to an increased ee scattering time τee in consequence of a reduced
temperature Te of the 2DES: from PL measurements performed at a sample temperature
of T = 0.4 K (see panel (a) of Fig. 6.5), the temperature Te of the 2DES could be
determined by fitting the high-energy tail of the PL with the Fermi-Dirac function (see
Eq. (4.8)). The spectral width δE of the high-energy tail of the PL decreases for lower
excitation intensities, as can be seen from panel (b) of Fig. 6.5. Because δE ∝ kBTe is
proportional to the temperature Te of the 2DES, a decrease of the electron temperature
can directly be observed. The obtained values2 for Te are shown in panel (c) of Fig. 6.5,
2It should be noted that the excitation conditions in PL and TRFR measurements are quite different:
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Figure 6.5: (a) PL traces of sample E taken at T = 0.4K at different excitation
intensities Iex. The traces are shifted for clarity. (b) High-energy tail of the PL traces
shown in panel (a). By fitting the high-energy edge with the Fermi-Dirac function, the
electron temperature of the 2DES can be determined. The corresponding values are
shown in panel (c).
ranging from about 4 K to about 8 K for 2 W/cm2 < Iex <8 W/cm
2. In consequence of
Eq. (2.10), an increase of Te is expected to result in a decrease of the ee scattering time
τee. In a system where the microscopic scattering time τ is limited by the ee scattering
time τee, a decrease of τ can be expected for a higher temperature Te of the 2DES. In the
weak scattering regime of the DP mechanism, the decay time of the oscillatory signal is
expected to be proportional to the microscopic scattering time τ (see Eq. (2.45)), which
is consistent with the experimental observation.
In conclusion of this section, zero-field coherent oscillations of the spin ensemble could
be observed at temperatures of T < 4 K. It was discussed that damping of the spin beats
occurs faster than it would be expected from the extremely long momentum scattering
time τp ≈ 560 ps. The comparatively rapid decay of the zero-field coherent oscillations
was attributed to electron-electron scattering processes, being most likely the relevant
scattering process under the experimental conditions: the observed increase of the decay
time T ∗2 of the zero-field oscillations for a reduced excitation intensity Iex is in agreement
with the expectation for the behavior of the ee scattering time τe with respect to the
lowered temperature of the 2DES.
in TRFR measurements, the laser wavelength λ is tuned slightly above the Fermi energy, whereas in PL
measurements the excitation is off-resonant with an excess energy of about 60 meV. Thus, due to the
non-resonant excitation, the 2DES temperature Te determined from PL measurements can be higher
than Te under the conditions of resonant excitation during TRFR measurements.
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6.1.2 Cyclotron effect on coherent spin precession
After the optically generated spin ensemble was shown to fulfill coherent oscillations
about the Dresselhaus-type SO field, in this section the influence of a weak external
magnetic field, oriented perpendicular to the sample plane, on the coherent dynamics
will be discussed.
If a magnetic field B = (0, 0, B) is applied perpendicular to the sample plane, the
ballistically moving electrons are forced on cyclotron orbits in real space. As depicted
in Fig. 6.6, the cyclotron motion in real space is connected with a motion of the electron
in k-space: the optically generated electron, starting at a wave vector with |k| ≈ kF
near to the Fermi surface, moves around the Fermi disc with the cyclotron frequency
ωc = eB/m
∗. In contrast to the cyclotron motion in real space, where the radius of the
cyclotron orbit depends on the magnetic field, the ”radius” of the cyclotron ”orbit” in
k-space remains constant. Thus, an increase of the external magnetic field leads to a
faster rotation of the electron in k-space, while the absolute value of the wave vector k
is conserved in the absence of scattering.
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ky
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Figure 6.6: (a) Orientation of the sample plane relative to the external applied magnetic
field. (b) The weak magnetic field perpendicular to the sample plane forces the electrons
to move on cyclotron orbits. Similar to the cyclotron motion in real space, there is also
cylcotron motion in k-space, which is depicted here. During the cyclotron motion, the
electron spins experience the Dresselhaus SO field.
A very important consequence of the cyclotron motion of the electron in k-space is the
continuous change of the SO field, felt by the single electron spin: without an external
magnetic field, the direction and the amplitude of the SO field felt by a single electron
spin is constant as long as the electron does not experience scattering. In stark contrast,
within a perpendicular magnetic field the electrons wave vector k and the corresponding
SO field Ω(k) are continuously changing with the cyclotron frequency ωc. Therefore,
the single electron spin precesses no longer about a constant, but a rapidly changing
SO field3.
Similarly as it was discussed in Sec. 6.1.1 for the zero-field case, an ensemble of electron
spins, equally distributed around the Fermi circle, can be expected to show a coherent
behavior, also and in particular within an applied magnetic field: the cyclotron motion
leads to an averaging of the absolute value4 of the SO field acting on the single electron
spins. In consequence, the temporal evolution of the out-of-plane spin component of
any single electron spin is nearly independent of the corresponding initial position of the
3As mentioned in Sec. 2.2.8, spin precession about the weak external magnetic field B can be
neglected because of ωL  Ω(k).
4The linear contribution of the Dresselhaus field ΩD (see Eq. (2.61)) results in an isotropic strength
|ΩD(kF )| = ΩD(kF ) of the SO field, acting on electrons located at the Fermi circle. Contributions to
ΩD being cubic in k introduce an anisotropy of the amplitude of the SO field. However, the cyclotron
rotation of the electrons in the k-space leads to an averaging of the SO field acting on a single electron
spin.
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Figure 6.7: TRFR traces taken at T = 0.4 K on sample E in weak perpendicular
magnetic fields. A drastic change of the signal is clearly visible.
optically generated electron in k-space. Because the all-optical TRFR measurements
are only sensitive on the out-of-plane component of the spin polarization, this allows
for the observation of coherent dynamics of the optically generated spin ensemble.
In contrast to previous works [Sih04; Fuk08], where spin dynamics in large perpendi-
cular magnetic fields have been discussed, in the present work the case of weak per-
pendicular magnetic fields B will be presented. In this classical case, the spacing
∆EL = ~ωc = ~eBm∗ of the Landau levels is small
5 compared to the thermal energy
ET = kBT and the spectral width ∆Eλ of the laser pulses used for the generation of
spin-polarized electron-hole pairs. Thus, for the magnetic fields applied in this work,
the width (∝ ET ) of the Landau levels exceeds their spacing (∝ EL), and the electron
density of states can be treated as constant.
The dramatic consequences of a weak perpendicular magnetic field on coherent spin
dynamics can be seen in Fig. 6.7. There are two main features visible in the experi-
mentally obtained TRFR traces, which were taken at T = 0.4 K: the frequency of the
spin beats is getting higher with increasing amplitude of the magnetic field. In addi-
tion, a long-lived tail (see also panel (a) of Fig. 6.8) of the spin polarization appears
after the spin beats are damped out, and the TRFR traces do not longer cross the
zero-line for magnetic fields |B| > 10 mT. For a quantitative analysis, as it is shown in
panel (a) of Fig. 6.8, the TRFR data were fitted with the theoretical model presented in
Eq. (2.64). The determined dependencies of the effective spin beats frequency Ωeff , the
spin beats amplitude B and the lifetime τs of the long tail can be seen in panels (b)-(d)
of Fig. 6.8. Whereas both, Ωeff and τs, show an increase with the applied magnetic
field, the amplitude B of the observable spin beats reduces drastically.
The experimental results obtained this way can be explained on the basis of the kinetic
equation approach, presented in Sec. 2.2.8. First, the focus should be on the spin beats
5The Landau level spacing is ∆EL ≈ 0.1 meV for the largest magnetic field applied (B = 60 mT).
Assuming a slightly overheated electron system and Te ≈ 4 K, the thermal energy ET is about 0.34 meV.
The spectral width of the pulsed laser (pulse length ≈ 1 ps) is about 0.7 meV. Therefore, one has
∆Eλ > ET > ∆EL.
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Figure 6.8: (a) TRKR trace taken on sample E in a 36 mT perpendicular magnetic field
at a sample temperature T = 0.4 K. The fast oscillations superimposed on the long-lived,
exponentially decaying tail are clearly visible. The red line is a fit to the experimental
data. (b) Angular frequency Ωeff of the spin beats. (c) Amplitude of the spin beats and
(d) lifetime of the long-lived tail. The red lines in panels (b)-(d) show a fit to the data,
according to the model presented in Sec. 2.2.8.
frequency Ωeff , which is expected to depend as
Ωeff =
√(
eB
m∗
)2
+ Ω2kF (6.1)
on the applied magnetic field B. The increase of the spin beats frequency is a consequence
of the cyclotron rotation of the SO field, and can be understood with the help of the
following simple picture: the single electron spin is created at a certain time with wave
vector k0, and starts to precess about the SO field Ω(k0). Without a magnetic field
applied, precession of the single electron spin takes place in the constant SO field with
precession frequency |Ω(k0)|. In a weak perpendicular magnetic field B = (0, 0, B), the
electron wave vector k rotates in k-space, resulting in a time-dependent SO field Ω(k),
acting on the electron spin. Seen from the perspective of the rest frame of the electron,
the SO field seems to rotate with the cyclotron frequency ωc. Thus, the axis of spin
precession is continuously changed, while the electron spin is precessing about the SO
field. In particular, after a time interval ∆t = pi/ωc, when one has k(∆t) = −k0, the SO
field Ω(k) felt by the electron spin has changed its sign and reads −Ω(k0). Apparently,
the precession direction becomes inverted after a time intervall ∆t ∝ ω−1c . This means
that the electron spin cannot longer fulfill complete precession cycles. Furthermore, the
electron spin can precess just by a certain small angle ϕ = Ω(k)∆t ∝ Ω(k)ω−1c , until the
precession direction is inverted. After this, spin precession takes place in the opposite
direction, resulting in a minimum of the spin beat signal. This proves that the frequency
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of the fast spin beats is given by an interplay of the SO field Ω(k) and the cyclotron
frequency ωc: the SO fields, leading to precession of the single electron spin, are rapidly
changed with the cyclotron frequency ωc = eB/m
∗. Thus, the applied magnetic field B
controls the periods in which the spin precesses into the sample plane or in the opposite
direction. Due to the faster cyclotron motion at a higher magnetic field, the switching
between ”spin precesses into the sample plane” and ”spin precesses out of the sample
plane” occurs faster. This simple picture allows for the understanding of the increase of
the spin beats frequency with increasing magnetic field.
When higher magnetic fields have been applied, a strong increase of the spin beats
frequency could be observed experimentally. In panel (b) of Fig. 6.8 a fit of the ex-
perimentally determined values of Ωeff according to Eq. (6.1) is shown. From this fit,
which shows good agreement of the experimental data and the theoretical model, the
effective mass m∗ of the electrons can be determined as well. This will be discussed
later.
Considering again the simple picture given above, the reduction of the spin beat
amplitude
B = Ω
2
kF(
eB
m∗
)2
+ Ω2kF
(6.2)
with increasing magnetic field B can be understood as well: the spin precession fre-
quency is determined by the strength of the SO field Ω(k), whereas the angle ϕ, about
which the electron spin precesses, is depending on Ω(k) and the time intervall ∆t in
which precession can occur about a certain SO field. For a higher magnetic field, the
time ∆t = pi/ωc is shorter and in consequence the precession angle ϕ, about which the
electron spin can precess before the precession direction is changed, is smaller. There-
fore, the modulation depth of the exponentially decaying spin signal is lower for higher
fields. This was also observed in the experiment, as can be seen from panel (c) of
Fig. 6.8, where the amplitude of the spin beats is plotted with respect to the applied
magnetic field. A fit (red line in panel (c) of Fig. 6.8) of the data according to the model
shown in Eq. (6.2) illustrates the good agreement between the theoretical model and
the experimental observations.
The second main feature, visible in the TRFR data shown in Fig. 6.7, should be
discussed as well: the long-lived tail of the optically generated spin polarization. The
lifetime τs of this long-lived component in the TRFR signal drastically exceeds the
microscopic scattering time τ . This is in stark contrast to the lifetime of the spin beats,
which are damped out on a timescale τb, being proportional to τ . Panel (d) of Fig. 6.8
shows the values of τs determined from a fit of the measured TRFR traces with the
model shown in Eq. (2.64).
The appearance of the long-lived tail with lifetime τs  τ is a consequence of the
rotation of the SO field Ω(k), acting on the electron spin, which results from the cy-
clotron rotation of the electron wave vector k. This condition is similar to what can be
found in the motional narrowing regime of the DP mechanism, where spin dephasing
is suppressed due to a rapid change of the SO field governed by scattering events. In
the case of a weak perpendicular magnetic field in a very clean sample at low temper-
atures, the cyclotron motion of the electrons predominantly leads to a continuous and
rapid change of the k vector and hence the SO field Ω(k), instead of frequent, random
scattering events. Thus, at Ω(k) ωc, spin precession about the SO field Ω(k) is much
slower than the variation of the SO field Ω(k), resulting from the cyclotron motion of
the electrons. This is the same situation as in the motional narrowing regime, where
long spin dephasing times can be observed.
After the dramatic effect of a weak perpendicular magnetic field on coherent dynamics
of an optically excited spin ensemble was shown for a fixed excitation intensity Iex =
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44 W/cm2, the effect of a reduced excitation intensity Iex on spin dynamics will now
be presented. As it was already discussed in Secs. 5.4 and 6.1.1, the temperature Te of
a 2DES can exceed the lattice temperature T in consequence of pump-induced heating.
Due to the strong temperature dependence of the ee scattering time τee, a reduced
excitation intensity leading to a lower temperature Te of a 2DES should lead to an
increase of the ee scattering time τee, and hence to a longer microscopic scattering time
τ . As can be seen from Eqs. (2.65) and (2.67), both, the decay times τs and τb, depend
on the microscopic scattering time τ . Therefore, a reduction of the electron temperature
Te due to a reduced pump intensity Iex can be expected to have a significant effect on
coherent spin dynamics.
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Figure 6.9: TRFR traces taken at a sample temperature T = 0.4 K at an excitation
intensity Iex of (a) 44 W/cm
2 and (b) 8 W/cm2. The spin beats apparently live longer
at a reduced excitation intensity Iex. A magnetic field of B = 12 mT was applied per-
pendicular to the sample plane.
In order to investigate the dependence of spin dynamics on the excitation intensity,
a series of TRFR measurements at T = 0.4 K with different excitation intensities
2 W/cm2 < Iex < 44 W/cm
2 were performed. As can be seen from the TRFR traces
shown in Fig. 6.9, the lifetime τb of the spin beats increases from τb ≈ 45 ps to τb ≈ 150 ps
if the excitation intensity Iex is reduced from Iex = 44 W/cm
2 to Iex = 8 W/cm
2. A
detailed overview of the resulting values of τs and τb is given in Fig. 6.10. In panel (a)
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Figure 6.10: (a) Values for the lifetime τs of the long tail of the spin polarization,
determined from the TRFR data by a fit with the model in Eq. (2.64). The obtained
values τs for a certain magnetic field value are higher if the excitation intensity Iex is
reduced. (b) Lifetime τb of the spin beats, determined from the TRFR data by a fit with
the model in Eq. (2.64). Even though the determined values show some spread, it can
be seen that the spin beats live longer for a reduced excitation intensity Iex.
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the lifetime τs of the long-lived tail of the TRFR traces is plotted against the applied
magnetic field for different excitation intensities Iex. It can be seen clearly that for a
certain magnetic field value |B|, the decay time τs increases for a reduced excitation
intensity. In panel (b) of Fig. 6.10, the determined values of the lifetime τb of the spin
beats are plotted. Here, some spread in the experimental data is visible. However, a
clear tendency is visible: long lifetimes of the spin beats can be found for low excitation
intensities and vice versa. Having a look on the linear dependencies of τs ∝ τ (c.f.
Eq. (2.65)) and τb ∝ τ (c.f. Eq. (2.67)) on the microscopic scattering time τ , one can
deduce from Fig. 6.10 that a reduction of the excitation intensity Iex leads to an increase
of τ : both τs and τb show an increase if Iex is reduced. For example, at B = 20 mT, τs
increases by a factor of about 3 if Iex is reduced from 44 W/cm
2 to about 10 W/cm2.
The corresponding values of the lifetime τb of the spin beats increase as well, in this
case by a factor 3. Therefore, the observed behavior of τs and τb can be attributed to
the increase of the microscopic scattering time τ by a factor of about 3. This increase
of τ most likely is governed by a decrease of the temperature Te of the 2DES, resulting
from the lower heat input at lower excitation intensities Iex. A change of Te leads to
a variation of the ee scattering time τee (see Eq. (2.10)), which seems to limit τ in the
presented experiments.
Using the expression in Eq. (2.67), the microscopic scattering time τ can be calcu-
lated from the lifetime τb of the spin beats. The values obtained for τ this way are
shown in panel (a) of Fig. 6.11, and range between 20 ps and about 100 ps. If these
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Figure 6.11: (a) ee scattering time calculated from the decay time τb of the spin beats,
using the assumption τp  τee. (b) Calculated temperature Te of the 2DES, using the
values from (a) and the model in Eq. (2.10).
values are compared to the momentum scattering time τp ≈ 500 ps, determined from
magneto-transport measurements on the unprocessed sample, it can be concluded that
the microscopic scattering time is limited by the shorter ee scattering time τee. There-
fore, the experimentally observed microscopic scattering rate
1
τ
=
1
τp
+
1
τee
τpτee,τ≈ 1
τee
(6.3)
is approximately equal to the ee scattering rate τ−1ee . For this reason, the y-axis in
Fig. 6.11 is labeled as electron scattering time. The relation τ ≈ τee is true at least
for higher excitation intensities Iex ≥ 15 W/cm2. At lower excitation intensities, a
saturation-like behavior of the scattering time τ can be observed. This can be taken
as a hint for either a reduced momentum scattering time τp in the thinned sample,
or a saturation of the lowest experimentally achievable electron temperature Te: after
the removal of the sample substrate, the band edge profile in the active region most
likely has changed a bit. Additionally, some strain may be introduced into the structure
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due to different heat expansion coefficients of the sapphire wedge substrate and the
remaining heterostructure stack. Thus, a reduced mobility µ′ < µ, and hence a shorter
momentum scattering time τ ′p < τp would be reasonable. In contrast, the saturation
of the microscopic scattering time τ at about 100 ps can be also explained by a lowest
experimentally achievable electron temperature. There are some reasons for this: First,
not only the pump pulses used for the generation of spin polarization, but also the
probe pulses used for the detection of the spin polarization can introduce some heat
into the 2DES. A reduction of the probe beam intensity Iprobe to below 10 W/cm
2
could result in a lower temperature of the 2DES, but would also lead to a loss of signal
and an unacceptable signal-to-noise-ratio. Secondly, cooling of the 2DES was shown to
be very inefficient at low temperatures Te of the electron system [Dan89]. The lowest
achieved electron temperature Te in sample E could be found in the temperature range
3 K< Te < 8 K, as can be seen in panel (b) of Fig. 6.11. Here, the temperatures Te of the
2DES were calculated from the values of the ee scattering time τee shown in panel (a)
of Fig. 6.11, using the expression in Eq. (2.10).
In conclusion, the saturation of the experimentally determined microscopic scattering
time τ , at values of about 100 ps, is most likely governed by the electron scattering time
τee in a slightly overheated 2DES. However, a reduction of the mobility µ to a lower
value µ′ in the thinned sample cannot be excluded.
Even if the electron mobility µ′ in the thinned sample was not measured in magneto-
transport measurements, the determined microscopic scattering time τ ≈ 100 ps yields
a lower limit of µ′ > 3 · 106cm2/Vs. Thus, the observation of coherent spin oscillations
about the SO field within an additional weak magnetic field allows in principle for an
all-optical determination of the mobility µ of a 2DES, or at least for the determination
of a lower limit of µ.
5 1 0 1 5 2 0 2 5 3 0 3 5 4 0 4 5 5 02
4
6
8
1 0
1 2
1 4
1 6
1 8
2 0

	

 
Fre
que
ncy
 Sp
inbe
ats 
(GH
z)


0 1 0 2 0 3 0 4 0 5 0
0 . 0
0 . 2
0 . 4
0 . 6
0 . 8
1 . 0
1 . 2
1 . 4
1 . 6
1 . 8 
	
  

Osc
illat
ion 
Am
plitu
de 
(no
rma
lize
d)


Figure 6.12: (a) Amplitude B and (b) frequency Ωeff/2pi of the spin beats for different
excitation intensities Iex. These two quantities show no dependence on the excitation
intensity connected with the microscopic scattering time τ , what is in agreement with
Eqs. (2.66) and (6.1).
In stark contrast to the presented features of the spin signal depending on the micro-
scopic scattering time τ , the amplitude B of the spin beats, as well as the spin beats
frequency Ωeff , are independent of τ , as it is apparently visible in Fig. 6.12. This is in
agreement with Eqs. (2.66) and (6.1), which illustrate that both the amplitude B, as
well as the frequency Ωeff of the spin beats, are expected to be independent of the mi-
croscopic scattering time τ . Therefore, a change of the excitation intensity Iex, having
a strong influence on τ , leaves B and Ωeff unchanged.
Moreover, with the presented experimental technique it is also possible to determine
the effective mass m∗ of the spin-polarized electrons. In contrast to the commonly used
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methods for the determination of the effective mass, like cyclotron resonance or the
usage of the de Haas-van Alphen effect (see, e.g. [Ash03]), where usually high magnetic
fields must be applied, very weak magnetic fields are sufficient6 here. The effective mass
m∗ of the electrons determines the cyclotron frequency ωc = eB/m∗, which enters the
effective spin precession frequency
Ωeff =
√(
eB
m∗
)2
+ Ω2kF . (6.4)
Therefore, by fitting the experimental data with the expression shown in Eq. (6.4),
the effective mass m∗ can be determined from the magnetic field dependence of Ωeff .
A fit of the values of Ωeff experimentally obtained at T = 0.4 K and an excitation
intensity Iex = 6 W/cm
2 (see Fig. 6.13) leads to an effective mass m∗ = 0.076m0.
This value slightly deviates from the literature value [Sti69; Sti71; Law71] for GaAs of
m∗ = 0.067m0. The reason for this could be found most likely in the non-parabolicity of
the conduction band: the optically generated spin polarized electrons are located at the
Fermi circle. Due to the resident carrier concentration n ≈ 3·1011cm−2, the Fermi energy
can be found at about 11 meV above the bottom of the first quantized electron subband
in the QW. The corresponding Fermi wave vector is about kF ≈ 0.014 A˚−1. For this wave
vector an effective massm∗ ≈ 0.072m0 could be determined from a nextnano3 simulation
of the band structure of sample E. For this, the E(k) dispersion of the first conduction
band was calculated, using the 8 × 8 k · p method. Panel (b) of Fig. 6.13 depicts the
dependence of the effective mass m∗ on the in-plane momentum, which was determined
from the simulated energy dispersion E(k) (not shown). Although the experimental
value cannot be reproduced precisely in the calculation, the calculation underlines the
importance of the nonparabolicity of the conduction band: the effective mass of electrons
located near to the Fermi edge of the 2DES in sample E clearly exceeds the literature
value of m∗ = 0.067m0 [Sti69; Sti71; Law71]. Therefore, the experimentally observed
value m∗ = 0.076m0 can in part be explained by the nonparabolicity of the conduction
band.
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Figure 6.13: Fitting the frequency Ωeff of the spin beats with the expression in Eq. (6.1)
allows for the determination of the effective mass m∗. Here, data points determined from
a measurement at T = 0.4 K and an excitation intensity Iex = 6 W/cm
2 are shown,
leading to an effective electron mass of m∗ = 0.076m0. (b) Dependence of the effective
mass on the in-plane electron wave vector k, calculated from a nextnano3 simulation.
6It is only very recently, that the effective mass can also be determined directly, without a magnetic
field using the angle-resolved photo emission spectroscopy (ARPES) technique, reviewed for example
in [Lee09].
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In addition to the effective mass, the value of the Dresselhaus spin splitting constant
γ in sample E can be determined from the frequency of the coherent oscillations of the
spin ensemble. For this purpose, a Larmor frequency Ωeff = |Ω(kF )| ≈ 20 GHz could
be extrapolated for zero magnetic field. From the determined oscillation frequency7 of
|ΩD(kF )| ≈ 20 GHz a value of
γ =
~|ΩD(kF )|
|kF |
((
pi
d
)2 − k2F4 ) ≈ 16 eVA˚3 (6.5)
could be calculated for the 2DES residing in the d = 30 nm wide QW of sample E,
also considering the cubic contributions to the Dresselhaus SOF8. Here, the absolute
value of the Fermi wave vector |kF | =
√
2pin was calculated from the carrier density
n = 2.97 × 1011 cm−2, as listed in Tab. 3.2. The determined value, corresponding to a
confinement energy of about 6 meV, was already shown in Fig. 5.7. There, it fills the
gap between bulk GaAs (no confinement, γ = 27.58 eVA˚3 [Win03]) and the previously
determined value γ ≈ 11.5 eVA˚3 [Ley07b] in a 20 nm wide QW (Ec ≈ 10.2 meV).
In conclusion of this section, coherent zero-field oscillations could be observed in
sample E at a temperature T = 0.4 K. They were shown to be damped out mainly
due to ee scattering events. This is due to the fact that the momentum scattering
time τp exceeds the ee scattering time τee in the 2DES, which is slightly overheated in
consequence of optical pumping. Further it was shown that spin dynamics are drastically
affected by a weak perpendicular magnetic field, which forces the electrons to move on
cyclotron orbits. The appearing features, namely the fast spin beats, as well as the long-
lived tail were shown to be in agreement with a theoretical model based on a kinetic
equation approach. It was discussed that the presented experiments allow for the direct
determination of the microscopic scattering time τ , which is most likely limited by ee
scattering processes in the case of this work. Finally, it was shown that this method gives
directly access to the effective mass m∗ of the electrons. However, the experimentally
observed value m∗ = 0.076m0 deviates from the literature value m∗ = 0.067m0 [Sti69;
Sti71; Law71] for GaAs. This in part can be explained by the nonparabolicity of the
conduction band, what was confirmed by nextnano3 simulation of the bandstructure of
sample E. Finally, from the frequency of the spin beats, the value of the Dresselhaus
spin splitting constant γ could be determined for a low confinement energy of about
6 meV.
6.2 Extended spin dephasing times in (110)-grown 2DESs
After the discussion of coherent spin dynamics in the (001)-grown sample E at a tem-
perature T = 0.4 K, the observation of anisotropic spin dynamics (see Sec. 2.2.7) in
the (110)-grown samples F and G will now be presented. The discussion in this section
follows in parts the description in Refs. [Gri11; Gri12], where some of the experimental
results have been already published. In Sec. 6.2.1 it will be shown that a strong spin de-
phasing anisotropy can be observed in TRKR and RSA measurements on both samples.
The observed temperature dependence of the SDA in sample G will be elucidated in
Sec. 6.2.2. After this, a strong dependence of the spin dephasing times on weak above-
barrier illumination will be shown in Sec. 6.2.3. Finally, the long SDTs achievable under
the conditions of optical gating, leading to a significant polarization of the nuclear spin
system, are presented in Sec. 6.2.4.
7Due to the high symmetry of the band edge profile in sample E, the Rashba contribution to the
SO field ΩR is negligibly small. Thus, the SO field can be taken to be equal to the Dresselhaus SO
field, and one has |Ω(kF )| ≈ |ΩD(kF )|.
8In Eq. (6.5), β = γ〈k2z〉 was replaced by β = γ(〈k2z〉 − k2F /4), following Ref. [Gan04].
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Figure 6.14: PL of sample G at a nominal temperature of 28 K. The red line marks the
spectral position of the laser line in the TRKR and RSA measurements.
6.2.1 Spin dephasing anisotropy in symmetric (110)-grown 2DESs
As discussed in Sec. 2.2.7, spin dephasing is expected to be anisotropic in (110)-grown
2DESs, having a highly symmetric band edge profile. In order to investigate the SDA
in samples F and G, both, TRKR as well as RSA measurements, were performed,
while the samples were mounted on the cold finger of a continuous-flow cryostat (see
Sec. 4.5). In order to pre-characterize the sample and determine the 2DES temperature
Te, PL measurements were performed as well. An analysis of the spectral width ∆E
and the high-energy tail of the PL yields a carrier density of n ≈ 3.2 · 1011 cm2, and
an electron temperature of about 35 K at a nominal sample temperature of 26 K. The
laser wavelength is tuned to a value of λex = 809.4 nm in order to excite electrons
near-resonantly from the valence band into unoccupied states of the conduction band,
slightly above the Fermi energy. Fig. 6.14 illustrates the relative spectral position of the
laser line in the later shown TRKR and RSA measurements and the PL.
In TRKR measurements at a temperature of T = 26 K and an excitation intensity
of about 8 W/cm2, a relatively long out-of-plane SDT Tzz was observed on sample G.
In panel (a) of Fig. 6.15, a TRKR trace without a magnetic field applied can be seen,
which clearly shows a very slow decay of the optically generated spin ensemble in the
accessible time window9 of about 2 ns. In order to also determine the in-plane SDT
Tyy, a sufficiently high magnetic field B = (B, 0, 0) is applied parallel to the sample
plane along the x-direction, leading to a modified precession frequency Ω˜ =
√
Ω2L −
Γ2yy
4
(see Sec. 2.2.7). By this, the optically generated spin ensemble, pointing initially out-
of-plane, is forced to precess into the sample plane, where it experiences contributions
of the shorter in-plane SDT Tyy. It was discussed in Sec. 2.2.7 that in this case the
optically generated spin ensemble rotates and decays monoexponentially as
sz(t) = s0e
−t/T¯
[
cos Ω˜t+
Γxx − Γzz
2Ω˜
sin Ω˜t
]
. (6.6)
For the average decay time T one has T = 2/(Γzz + Γxx). This means that the average
spin dephasing rate 1/T = (Γzz+Γxx)/2 is the average of the spin dephasing rates
10 Γzz
(along the [110] direction) and Γyy (along the in-plane direction [001]). In contrast to the
slow decay of the spin polarization in the case of B=0, in panel (b) of Fig. 6.15 the case
9The accessible time window in the TRFR/TRKR measurements presented in this work is defined
by the length l = 30 cm of the available delay line. See, for details, Sec. 4.1.
10It should be noted that in the case of a slightly asymmetric (110)-grown QW, the out-of-plane
SDT Tzz is related to Γzz via Tzz =
2
Γzz
, due to the effect of off-diagonal elements in the spin relaxation
rates tensor [Tar09].
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Figure 6.15: Observation of long spin dephasing times in TRKR measurements at T =
26 K without magnetic field (a) and with a magnetic field of 200 mT applied parallel to
the sample plane (b). The excitation intensity was Iex = 8 W/cm
2, the laser wavelength
was tuned to 809.4 nm, as it is illustrated in Fig. 6.14.
of B = 200 mT is shown, where an average SDT of T = 4 ns could be extracted from
the oscillating TRKR trace. For the determination of Tzz using a single exponential
fit, attention has to be paid to the remaining spin polarization before the arrival of
the pump pulse, as can be seen from Fig. 6.16. Here, the two TRKR traces shown
in Fig. 6.15 are plotted in one diagramm, without adding any additional offset. The
amplitude of the zero-field TRKR signal (red line) at a negative time delay ∆t (i. e.
before the arrival of the pump pulse) corresponds to the cumulated spin polarization
created by the previous pump pulses. Taking this into account, Tzz can be determined
to be about 80 ± 10 ns. This value, together with the value T (200 mT)= 4 ns of the
average SDT in the presence of an applied in-plane magnetic field of 200 mT, leads
to Tyy ≈ 2 ns. This value is apparently much shorter than the out-of-plane SDT Tzz,
which verifies the presence of a spin dephasing anisotropy in sample G.
In order to assure oneself that the observed TRKR signal stems from the 2DES resid-
ing in the 30 nm wide QW, a look on the electron g factor is helpful. The absolute value
of g could be determined to be |g| = 0.370 ± 0.003, by performing a series of TRKR
measurements in different magnetic fields. This value is in agreement with experimental
data taken on comparable samples [Lec11] and expectations from theory [Yug07]. In con-
trast, a possible contribution to the TRKR signal from the GaAs wafer substrate would
show a different g factor of -0.44 under the applied measurement conditions [Oes95].
Therefore, it can be concluded that the slowly decaying spin signal has its origin indeed
in the 2DES.
As discussed above, TRKR measurements can be principally used to demonstrate the
existence of a SDA in the (110)-grown sample G. However, the determined SDT of Tzz ≈
80 ns drastically exceeds the time window of about 2 ns, which can be directly observed
with the available delay line. Therefore, the determined value for Tzz is object to some
error. For a more precise determination of the SDTs Tzz and Tyy, RSA measurements
(see Sec. 4.2) were performed under the same conditions as in the TRKR experiments.
An RSA trace taken at a temperature of T = 26 K and a corresponding fit using the
expression in Eq. (4.3) is shown in panel (b) of Fig. 6.17. The obtained RSA trace
shows the shape expected for the case of anisotropic spin dephasing in (110)-oriented
2DESs quite well, for comparison see Fig. 6.17(a). For a quantitative analysis of the
spin dephasing parameters, the experimental data was compared with the model shown
in Eq. (4.3) by adjusting11 the spin dephasing rates Γzz and Γyy, the amplitude s0 and
11Due to the complicated fitting function, the parameters had to be adjusted carefully by hand.
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Figure 6.16: TRKR traces from Fig. 6.15, taken at B = 0 (red line) and B = 200 mT
(blue line). The non-zero Kerr signal of the zero-field TRKR trace at negative time
delay ∆t < 0 corresponds to the cumulated, remaining spin polarization of the previous
pump pulses. The signal amplitude created by a single pump pulse is significantly lower.
In the case of B = 200 mT, the spin ensemble is damped out on a shorter timescale.
Thus, nearly no TRKR signal is visible at ∆t < 0. Also depicted is an RSA trace taken
at a fixed time delay ∆t = −50 ps under the same experimental conditions as the TRKR
traces (Iex = 8 W/cm
2, λex = 809.4 nm). For the negative time delay ∆t = −50 ps,
the coincidence of the TRKR and RSA signal levels at B = 0 and for |B| > 0 can be
seen quite well.
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Figure 6.17: (a) Expected shape of an RSA trace in the case of anisotropic spin de-
phasing. (b) RSA trace taken on sample G under similar experimental conditions as in
Fig. 6.15. The excitation intensity was 8 W/cm2 and the laser wavelength was tuned
to 809.4 nm. These are the same values as in the time-resolved measurements shown
in Fig. 6.15. The red line is a fit to the data using the expression in Eq. (4.3). The
extracted SDTs are Tzz = 2/Γzz ≈ 60 ns and Tyy = 2.2 ns; the determined absolute
value of the g factor is 0.367± 0.002.
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the g factor. As mentioned in Sec. 4.2, the time delay between pump and probe pulses
was fixed to ∆t = −50 ps in all the RSA measurements presented in this work. The
best agreement of the experimental data shown in panel (b) of Fig. 6.17 and the model
could be achieved for an out-of-plane SDT Tzz = 2/Γzz ≈ 60 ns and Tyy = 2.2 ns for
the in-plane SDT. The determined value for the SDT Tyy is in good agreement with the
results of the time-resolved measurements shown above. The observed difference in the
Tzz values can be attributed to the fact that TRKR measurements become imprecise
12
if the spin lifetime becomes longer than the time window that can be directly observed
with the delay line used.
From the RSA trace, the absolute value |g| = 0.367 ± 0.002 of the electron g factor
could be extracted as well. This value matches the value determined from the TRKR
measurements within some small tolerance. As discussed above for the time-resolved
measurement, this ensures that the obtained signal has its origin in the high-mobility
2DES, residing in the 30 nm wide QW.
Assuming that the SDTs Tzz and Tyy are limited by the DP mechanism, the relative
strength of the (out-of-plane) Dresselhaus and the (in-plane) Rashba contribution to
the SO field can be calculated by combining the terms shown in Eq. (2.55). From this
the expression
β
α
=
√
2Γyy
Γzz
− 1 =
√
Tzz
Tyy
− 1 (6.7)
can be derived, being a measure for the symmetry of the band edge profile: in the case of
an highly symmetric band edge profile with a vanishingly small Rashba contribution α,
the ratio β/α is expected to reach high values. The values Tzz ≈ 60 ns and Tyy = 2.2 ns
yield a ratio β/α ≈ 5.1. This clearly shows the dominance of the Dresselhaus-type SO
field in sample G at a temperature of 26 K.
In conclusion, it was shown that besides different other techniques, the RSA technique
is a convenient tool for the investigation of anisotropic spin dynamics in (110)-grown
2DES. In stark contrast to TRKR and Hanle-type measurements [Ast08; Vo¨l11], all
the relevant parameters can be extracted individually from a single RSA trace: in
TRKR measurements, subsequent measurement runs have to be performed in order to
determine the out-of-plane SDT Tzz (B=0 mT) and the in-plane SDT, where the spin
ensemble is rotated in the sample plane by an applied magnetic field |B| > 0 mT. The
measurement run with the magnetic field applied allows also for the determination of
the g factor. This is in contrast to Hanle-type measurements, from which the g factor
cannot be obained at all. Furthermore, the in Hanle-type measurements determined
spin dephasing time is the square root of a product of Tzz and Tyy, which does not allow
for the independent determination of the in-plane and the out-of-plane component.
Automatic fitting routines failed because of the complexity of the model shown in Eq. (4.3).
12In the case of SDTs exceeding the time window directly accessible with the delay line used and
the laser repetition period Trep, the zero-field TRKR traces nearly have the shape of a step function,
as it is illustrated in Fig. 6.16. The obtained TRKR traces have both, a small slope and a small
curvature, which does not allow for a precise determination of Tzz. Moreover, the recombination of
spin-polarized photoexcited carriers can affect the TRKR traces in the accessible time window. The
optically generated holes recombine within the minority carrier lifetime τPL with electrons. In sample G,
τPL could be determined from TRPL measurements (see, Fig. 6.25). The recombination of a hole with a
spin-polarized electron leads to a loss of spin polarization, which results in a decrease of the TRKR signal.
In consequence, the decay of the observed TRKR traces in the first few hundred ps (corresponding to
the minority carrier lifetime τPL) in general has contributions of both, regular spin dephasing as well
as the recombination of spin-polarized electrons. However, for the applied low excitation intensity of
Iex = 8 W/cm
2 and the corresponding low degree of initial spin polarization of the 2DES (see also
Sec. 2.2.3), the carrier recombination can be expected to have a minor influence on the TRKR traces
shown in Figs. 6.15 and 6.16. In this case, it is more likely (by a factor of n/nopt) that an optically
generated nonequilibrium hole recombines with an unpolarized resident electron, because the resident
carrier density n is much larger than the density nopt of the optically generated spin-polarized electrons.
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Figure 6.18: RSA spectra taken at sample temperatures from T = 4 K up to T = 30 K.
The drastic change of the RSA signal and particularly the change of the signal amplitude
at B = 0 is clearly visible.
6.2.2 Temperature dependence of the spin dephasing anisotropy
After the RSA technique was shown to be suitable for the investigation of anisotropic
spin dynamics in (110)-grown 2DES, the temperature dependence of the spin dephasing
anisotropy will be elucidated in this section. RSA measurements performed at lower
sample temperatures revealed a strong temperature dependence of the spin dephasing
anisotropy, manifesting itself in a drastic change of the RSA signal. As can be seen in
Fig. 6.18, in particular the amplitude and the FWHM of the central RSA peak at zero
magnetic field changes. This is an indication for a change of the out-of-plane SDT Tzz,
which is connected with the FWHM of the central peak. In contrast, the shapes of the
peaks at finite magnetic fields remain nearly unchanged, indicating a weak temperature
dependence of the in-plane SDT Tyy. In order to investigate this strong temperature
dependence in detail, a series of RSA measurements with small temperature steps of
2 K was performed. As discussed in Sec. 6.2.1, the SDTs Tzz and Tyy were determined
by a comparison of the experimental data and the model in Eq. (4.3). This requires that
the spin dephasing rates Γzz and Γyy, the signal amplitude s0 and the electron g factor
are adjusted by hand. The values extracted this way from the experimental data are
presented in panel (a) of Fig. 6.19. Apparently, the out-of-plane SDT Tzz shows a strong
increase with temperature over more than one order of magnitude. At about T = 26 K
a maximum with Tzz ≈ 100 ns is reached if an excitation intensity of about 120 W/cm2
is used. A further increase of the temperature leads to a decrease of Tzz. However, the
determined values still exceed the previously reported ones [Mu¨l08] for temperatures up
to 50 K. In stark contrast to the behavior of the out-of-plane SDT, the in-plane SDT
Tyy remains nearly constant at a value of about 2 ns in the observed temperature range.
The different temperature dependence of Tzz and Tyy also leads to a strong temperature
dependence of the ratio β/α, being a measure for the symmetry of the band edge profile
near to the 2DES. Panel (b) of Fig. 6.19 shows the values calculated from the SDTs
shown in panel (a), using Eq. (6.7). At low temperatures, the Rashba and Dresselhaus
contributions to the SO field are found to be comparable, whereas for T > 25 K the
Rashba contribution is of less importance. From this it can be concluded that the band
edge profile in the active region of sample G is quite symmetric for T > 25 K, whereas
at low temperatures a significant asymmetry in the band edge profile is present, leading
to a comparatively large Rashba contribution with α ≈ β. Therefore, the values for
β/α shown in Fig. 6.19 are a first hint for a temperature dependence of the symmetry
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Figure 6.19: (a) In-plane and out-of-plane SDTs Tyy and Tzz extracted from RSA
traces taken on sample G with an excitation intensity of Iex = 47 W/cm
2 and
Iex = 120 W/cm
2, respectively. The out-of-plane SDT Tzz is strongly temperature-
dependent, having a sharp maximum at about 26 K. Tzz in sample G reaches values up
to about 100 ns, which clearly exceed the values reported in Ref. [Mu¨l08]. (b) Ratio β/α
determined from the SDTs Tyy and Tzz shown in panel (a). The change of β/α can
most likely be attributed to a change of the symmetry of the band edge profile.
of the band edge profile.
The reason for the quite different temperature dependence of the in-plane and the
out-of-plane SDT can most likely be attributed to a strong temperature dependence of
the carrier density n for 4 K < T < 25 K. PL measurements performed in the same
temperature range revealed a strong increase of the spectral width ∆E of the PL of
the 2DES, which indicates an increase of the carrier density n ∝ ∆E (see, Eq. (4.7)).
Panel (a) of Fig. 6.20 shows exemplary PL traces, taken at different temperatures 5 K <
T < 70 K. Whereas the spectral width ∆E of the PL trace taken at T = 4 K is
comparatively small, a significant increase of ∆E occurs when the sample is heated up
to about 30 K. For a quantitative analysis, the spectral width ∆E = EF − EG of the
PL traces was extracted by fitting the high-energy tail of the PL with a Fermi-Dirac
function, which yields the Fermi energy EF . The band gap energy EG was determined
from the position of the steep low-energy edge of the PL, as depicted in panel (b) of
Fig. 6.20. From the spectral width ∆E, the carrier density n of the 2DES can be directly
calculated, using Eq. (4.7). As it is shown in panel (d) of Fig. 6.20, the extracted values
of n show a strong increase in the observed temperature range: from about 1.5·1011 cm−2
to a value exceeding 3·1011 cm−2. The increase of the spectral width ∆E of the PL with
temperature, which is connected to the carrier density n, can be clearly seen in panel (c)
of Fig. 6.20: the spectral width ∆E of the PL increases rapidly in the temperature range
4 K < T < 25 K. This is connected with a redshift of the low-energy tail and an increase
of the Fermi energy EF . The blueshift of EF can be attributed to an higher symmetry
of the band edge profile, whereas the redshift of the low energy edge is most likely
governed by band gap renormalization processes [Kle85b] resulting from the increase
of the carrier density n of the 2DES. In addition, PL from the second subband can be
observed for T > 25 K. This is due to the large carrier density n at this temperature,
connected with a Fermi energy EF just slightly below the second conduction subband
13.
Due to the spectral width δE = kBT of the Fermi step, a finite occupation of the second
subband is possible, leading to the observed PL signal. Furthermore, the data shown
in panel (c) of Fig. 6.20 illustrates the strong temperature dependence of the PL peak
attributed to carbon impurities [Str81]: whereas the PL amplitudes of the 2DES and the
13From nextnano3 simulations an inter-subband spacing of 13 meV can be expected for the particular
30 nm wide QW in sample G.
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Figure 6.20: (a) PL traces taken at sample temperatures 5 K < T < 70 K. With
increasing temperature, the FWHM of the 2DES PL peak increases as well. (b) The
spectral width ∆E is connected with the carrier density n (see, Sec. 4.3). (c) Dependence
of the PL signal on the temperature; the intensity is color-coded with an logarithmic
scale. (d) Carrier density n, extracted from the spectral width of the PL traces using
Eq. (4.7).
carbon impurities are comparable at low temperatures T < 15 K, the part in the signal
attributed to the carbon impurities vanishes completely between 20 K and 30 K. This
observed decay of the carbon impurity PL amplitude with temperature is in agreement
with earlier observations [Teh88; Teh90], where a model for the temperature dependence
was discussed as well.
After the carrier density n in sample G was shown to be strongly temperature-
dependent for 4 K < T < 25 K, the consequences on the SDTs Tyy and Tzz and the
SDA will be discussed, focussing first on Tyy. The in-plane SDT Tyy = (Ω
2
D(kF )τ)
−1 is
governed by the microscopic scattering time τ and the Dresselhaus SO field
Ω
(110)
D (k) =
γ
~
[
0, 0, kx(〈k2z〉 − (k2x − 2k2y))
]
, (6.8)
having linear and cubic contributions of the wave vector k. An increase of the carrier
density n, connected via kF =
√
2pin with the wave vector kF of the highest occu-
pied electron state, leads to an increase of ΩD. Due to the observed increase of the
carrier density n with the sample temperature (see, Fig. 6.20(d)), the SDT Tyy would
be expected to decrease with temperature. However, the increase of the SO field ΩD is
compensated by a decrease of the strongly temperature-dependent ee scattering time τee
(see, Eq. (2.10)) contributing to the microscopic scattering time τ . Thus, the in-plane
SDT Tyy remains nearly unchanged in the observed temperature range 5 K < T < 50 K,
as presented in panel (a) of Fig. 6.19. In contrast, the out-of-plane SDT Tzz is not lim-
ited by the Dresselhaus SO field ΩD. As it was discussed [Gri12], two main reasons
for the limited values of Tzz at low temperatures have to be considered. First, some
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Figure 6.21: (a) In a dsd heterostructure, electrons are transferred symmetrically from
both sides into the QW from the doping layers, leaving back ionized donor atoms in the
doping layers. The band edge profile remains symmetric. (b) If the electron transfer is
not symmetric for some reason, the band edge profile becomes asymmetric and a built-in
electric field Ez appears.
”frozen asymmetry” in the band edge profile may result in a Rashba SO field ΩR gov-
erned by an electron density δn located to the left or to the right of the 2DES (see
panel (b) of Fig. 6.21). Such an asymmetric electron density δn may exist due to an
incomplete transfer process of donor electrons from one of the doping layers on both
sides of the QW. The electrons not transferred to the QW may be trapped either in
the X band of the AlAs surrounding the doping layer, or somewhere in the spacer layer
between the QW and the remote doping. The asymmetric electron density δn was dis-
cussed [Gri12] to result in a built-in electric field14 Ez = eδn/κ, and hence in a regular
Rashba SO field with α = 2αReδn/κ, where κ is the dielectric constant and αR = 5 eA˚
2
the Rashba coefficient for GaAs [Win03]. It was shown in panel (b) of Fig. 6.19 that at
low temperatures the Rashba SO field is comparable to the Dresselhaus SO field, i.e.,
that α ≈ β = γ (pid )2. Therefore, the required asymmetric carrier density
δn =
γpi2κ
2αRed2
(6.9)
can be estimated to be on the order of 1× 1011 cm−2. This value is comparable to the
observed change in the carrier density, as can be seen in panel (d) of Fig. 6.20.
A second reason for the observed short out-of-plane SDT Tzz and the reduced SDA at
low temperatures could be spin dephasing caused by spatially fluctuating electric fields
of the ionized donor atoms. Under the assumption that these fluctuations are not fully
screened by charge carriers residing in the X valley of the AlAs layers [Gla10b], random
Rashba fields lead to spin dephasing with a rate [She03]
Γzz =
16pi
~3
m∗e2α2RndkF
κ2Rd
. (6.10)
Here, Rd ≈ 85 nm is the distance of the ionized donors from the center of the 2DES,
and nd is the donor density on each side of the QW. A calculation of the SDT Tzz
using the nominal donor concentration nd ≈ 2 × 1012 cm−2 (see also Sec. 3.1.2) yields
values on the order of a few nanoseconds. Therefore, it is hard to distinguish whether
random or regular Rashba fields dominate spin dephasing at low temperatures. The
experimentally observed reduction of the carrier density after cooling the sample from
T ≈ 30 K to T ≈ 4 K connected with a redshift of the PL are strong hints that a certain
electron density δn at low temperatures is trapped somewhere outside the 30 nm wide
QW. If the carrier density δn can be found on one side of the QW, the resulting band
14Here, the simple model of a plate capacitor is used, where the electric field E is defined by the
charge density eδn divided by the dielectric constant κ.
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bending causes the appearance of a regular Rashba field and a reduced transition energy
observable in PL measurements. However, some influence of random Rashba fields at
low temperatures cannot be excluded. At higher temperatures, the asymmetry of the
band edge profile vanishes due to a redistribution of the carriers between the SPSL-
type donor layers and the 2DES. In consequence, the regular Rashba field disappears.
A similar temperature behavior can also be expected for random Rashba fields limiting
spin dephasing: for higher temperatures, the charge redistribution as discussed above
may switch on the screening of the random Rashba field [Ro¨s10]. In consequence, spin
dephasing times on the order of 50 to 100 ns become observable.
In conclusion, the observed temperature dependence of the SDTs in sample G was
attributed to a temperature-dependent change of the carrier density n. The in-plane
SDT Tyy ∝ (Ω2Dτ)−1, governed by the Dresselhaus SO field ΩD, remains nearly constant
due to the counteracting changes of the microscopic scattering time τ and the carrier
density n. Whereas a higher temperature leads to a decrease of τ , the increasing carrier
density n results in a larger ΩD. In contrast, the out-of-plane component Tzz is sensitive
to in-plane Rashba-type contributions of the SO field. Without much doubt, the varying
carrier density n is also connected to a change of the symmetry of the band edge profile
and the corresponding Rashba field ΩR. At low temperatures, Rashba fields caused by
the most likely quite asymmetric band edge profile or random fluctuations of the donor
potentials strongly limit the out-of-plane SDT Tzz. At higher temperatures T > 25 K,
where the band edge profile is highly symmetric and/or the random Rashba fields are
efficiently screened, very long SDTs Tzz on the order of 50 to 100 ns were observed.
A nearly similar behavior of the in-plane and the out-of-plane SDT could be observed
in TRKR measurements taken on sample F. In these measurements, Tzz and Tyy show
an increase with temperature, until they reach a maximum15 at about T ≈ 40 K (Tzz)
and T ≈ 80 K (Tyy), respectively (see, Fig. 6.22). The determined values of Tyy are
lower compared to the corresponding values in sample F. This is in agreement with
the expectation: due to the higher carrier density n in sample F, larger SO fields are
involved, leading to a lower SDT Tyy. It is most likely that for the same reason the out-
of-plane SDT Tzz has its maximum also at a lower value of about 30 ns. Fig. 6.22 includes
values of the ratio β/α as well, which are a measure for the symmetry of the band edge
profile. Using the formula in Eq. (6.7), the presented values of β/α were calculated from
the corresponding SDTs Tzz and Tyy, and show a very weak temperature dependence
within the investigated temperature range 4 K< T <160 K. The high value of β/α > 4
is an indication for the high symmetry of the band edge profile in the active region of
sample F. In addition, it can be deduced from the presented data that the symmetry of
the band edge profile in sample F is nearly independent from the temperature, which is
in stark contrast to the behavior of sample G (c.f. Fig. 6.19). The reason for this may be
found in slightly different growth parameters: the nominal concentration nd of dopants
was increased in sample F; in addition, the growth temperature was reduced during the
deposition of the Si donor atoms in order to reduce the number SiAs of Si atoms built
in the crystal on As sites [Xu99], where they act as acceptors and lead to unintended
holes in the doping layers16. The combination of these two changes leads to a higher
doping efficiency, which becomes visible due to the resulting higher carrier concentration
n in the 2DES. Finally it should be noted that in consequence of the precise control of
15It should be noted that the temperature T , where the SDTs reach their maximum values, is not in
coincidence with the Fermi temperature of TF ≈ 140 K of the 2DES, which corresponds to the carrier
density of n = 3.4× 1011 cm−2 in sample F (see, Tab. 3.2). This is in stark contrast to what was shown
in Sec. 5.2.1 for the out-of-plane SDT in the (001)-grown samples A-D with an asymmetric band edge
profile. However, the reason for this different behavior is not clear, yet.
16Holes present in the doping layer compensate donor electrons, which thus can not be transferred
into the 2DES. Hence, the doping efficiency is drastically reduced.
92
CHAPTER 6. SPIN DYNAMICS IN HIGH-MOBILITY TWO-DIMENSIONAL ELECTRON
SYSTEMS WITH A SYMMETRIC BAND EDGE PROFILE
1 1 0 1 0 00 . 1
1
1 0
1 0 0
 T z z T y y
Spi
n lif
etim
e (n
s)
T e m p e r a t u r e  ( K )
T F 0
2
4
6
8
1 0
 
Ratio β/α
Figure 6.22: SDTs Tzz and Tyy determined from TRKR measurements on sample F.
The extracted SDTs show an increase with temperature until they reach a maximum at
about T ≈ 40 K (Tzz) and T ≈ 80 K (Tyy), respectively. The dashed lines have slope
1, for reference. The blue stars mark the ratio β/α calculated from Tzz and Tyy using
the formula in Eq. (6.7). The grey line marks the Fermi temperature of TF ≈ 140 K of
sample F, corresponding to a carrier density of n = 3.4× 1011 cm−2 (see, Tab. 3.2).
the band edge profile and the growth parameters, the mobility µ in sample F exceeds
5 × 106 cm2/Vs. This value, clearly exceeding the mobility µ ≈ 2 × 106 cm2/Vs of
sample G, has been the highest mobility achieved in (110)-grown heterostructures so
far [Sch12].
For a deeper understanding of the temperature dependence of the carrier density, as
well as the symmetry of the band edge profile, more measurements would be necessary.
Facing the complex growth structure of the presented samples and the particular prob-
lem of the amphotericity of the dopant atoms on {110} facets, a simple explanation for
the different behavior observed in samples F and G cannot be given, so far.
6.2.3 Dramatic increase of spin dephasing times caused by optical gating
After the observation of long SDTs Tzz on the order of 50-100 ns was discussed in the
previous section, the strong influence of illuminating sample G with weak above-barrier
light will now be presented. The SDTs Tzz and Tyy will be shown to dramatically
increase under the conditions of optical gating (see Sec. 2.1.3), reaching values Tzz on
the order of about 150-200 ns.
As emphasized several times in this work, the DP spin dephasing rate Γ depends
on the strength of the SO field |Ω(kF )| at the Fermi wave vector and the microscopic
scattering rate τ as
Γ =
1
T2
= Ω(kF )
2τ. (6.11)
Therefore, a change of the Fermi wave vector kF =
√
2pin, connected to a change of the
carrier density n, is expected to have a strong influence on the SDT observable in the
2DES. Moreover, in a system where the ee scattering time τee limits the microscopic
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Figure 6.23: Experimental setup used for the RSA measurements with above-barrier
illumination. Here, in addition to the setup presented in Fig. 4.2, the whole sample is
illuminated by a defocussed beam of a green 532 nm DPSS laser.
scattering time τ , the dependence of τee on the carrier density n ∝ EF affects the SDT
as well, see Eq. (2.10).
The carrier density n of a 2DES, residing in a symmetrically grown and doped hetero-
structure, can be tuned all-optically using the optical gating technique (see Sec. 2.1.3).
In the experiments presented in this section, the above-barrier illumination is provided
by a beam of a frequency-doubled diode-pumped solid state (DPSS) laser, hitting the
sample under oblique incidence (see Fig. 6.23). The photon energy EPhot ≈ 2.3 eV of
the 532 nm continuous wave laser beam exceeds the band gap energy EG ≈ 1.83 eV
of the Al0.25Ga0.75As barrier (c.f. Eq. (2.3)), surrounding the 30 nm wide QW
17. In
order to provide an illumination intensity being homogeneous on the length scale of the
laserspot (2r ≈ 50 µm) of the pulsed Ti:sapphire laser used for the RSA measurements,
the laser beam of the green DPSS laser was defocussed using a f = −40 mm diffraction
lens. The resulting diameter of the green laser beam at the sample was about 1 cm, and,
therefore, exceeding the sample size. The power of the above-barrier illumination could
be varied by a continuously tunable neutral density filter wheel and was adjusted to
logarithmically increasing values P532 nm by help of a power meter. The corresponding
intensity of the green laser beam at the sample surface can be roughly estimated to be
I532 nm ≈ P532 nm/1 cm2.
The effect of weak above-barrier illumination on the PL of sample G can directly be
seen in panel (a) of Fig. 6.24: the spectral width of the photoluminescence line decreases
for a more intense above-barrier illumination. The illumination intensity I532nm ≈
400 µW/cm2 required for a reduction of the carrier density to a steady-state value of
ns ≈ n0/2 (c.f. Eq. 2.11) is extremely small on this sample. For comparison, the average
17For comparison, in some experiments a 635 nm laser diode (EPhot ≈ 1.95 eV) was used for the
above-barrier illumination, resulting in a similar behavior as in the case of the green 532 nm laser.
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Figure 6.24: (a) PL traces of sample G at T = 4 K under the conditions of optical
gating using a 532 nm cw DPSS laser. The FWHM of the PL peak decreases with
increasing above-barrier illumination intensity I532nm. (b) RSA traces taken under the
conditions of optical gating for different intensities I532nm at a sample temperature of
T = 4 K. (c) Spin dephasing times Tzz and Tyy extracted from the RSA traces using
Eqs. (4.3)-(4.5).
excitation intensity of the Ti:sapphire laser used for the TRKR/RSA measurements is
about Iex ≈ 8 W/cm2, which exceeds I532nm by orders of magnitude. Nevertheless, even
a very low intensity of above-barrier light has a dramatic effect on the RSA signal, as
it is shown in panel (b) of Fig. 6.24. The line width of the RSA peaks significantly
decrease if I532nm is increased. As discussed in Sec. 4.2, the FWHM of the RSA peaks
is connected with the anisotropic SDTs Tzz and Tyy. A comparison of the experimental
RSA data with the model in Eq. (4.3), adjusting the values of the SDTs Tzz and Tyy,
the g factor and the amplitude s0, yields the values of Tzz and Tyy shown in panel (c) of
Fig. 6.24. Here, a strong increase of both, the in-plane as well as the out-of-plane SDT,
with the amount of above-barrier light is visible. Both, Tzz and Tyy, increase more than
about one order of magnitude in the observed range of I532nm, reaching maximum values
of Tzz ≈ 150 ns and Tyy ≈ 35 ns. For the highest intensity I532nm ≈ 1600 µW/cm2,
the value of Tzz drops to about 100 ns. The reason for this may be found in the
presence of optically generated holes, leading to BAP spin dephasing (see Sec. 2.2.6).
The holes injected by the optical gating process (see Sec. 2.1.3) into the valence band
states of the QW exist there for a timespan on the order of the minority carrier lifetime
τPL ≈ 375 ps, which was determined from TRPL measurements (see Fig. 6.25). The
hole concentration p inside the QW can be taken to depend linearly on the illumination
intensity I532nm. Therefore, the BAP spin dephasing rate 1/τBAP ∝ p (see Eq. (2.47))
increases with I532nm and may exceed the DP dephasing rate Γzz for a certain value of
I532nm. In addition, also the hyperfine mechanism (see Sec. 2.2.6) could contribute to
spin dephasing in this case, where the 2DES is strongly depleted.
Interestingly, both, Tzz and Tyy, show the same dependence on I532nm, which is in
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Figure 6.25: (a) TRPL trace taken on sample G at a sample temperature of T = 4 K,
using an excitation intensity Iex ≈ 15 W/cm2. (b) Extracted PL lifetimes τPL of the
first and the second conduction subband.
stark contrast to the behavior of Tzz and Tyy on the sample temperature, as discussed
in the previous section. The uniform behavior of Tzz and Tyy in this case is a clear
indication that both SDTs are governed by one single spin dephasing mechanism, the
DP mechanism. Because in the DP mechanism the SDTs
2
Tzz
= Ω2R(kF )τ,
1
Tyy
= Ω2D(kF )τ (6.12)
are limited by the strength of the SO fields ΩD/R and the microscopic scattering time
τ , the consequences of above-barrier illumination on those two quantities have to be
considered: First, a reduction of the carrier density n ∝ k2F due to optical gating leads
to lower SO fields ΩD/R(kF ). Because both, the Dresselhaus as well as the Rashba
contribution to the SO field, are linear in k, a change of the Fermi wave vector kF =√
2pin equally affects ΩD(kF ) and ΩR(kF ). Secondly, a change of the carrier density
n affects both contributions to the microscopic scattering time τ . The momentum
scattering time τp and the ee scattering time τee decrease if the carrier density n is
reduced. In consequence, the SDTs Tzz and Tyy are similarly affected by a change
of the SO fields as well as the reduced microscopic scattering time τ . Therefore, the
observed similar behavior of Tzz and Tyy can be taken as a strong hint, that both Tzz
and Tyy are limited by the DP mechanism under the conditions present during the
measurements at a nominal sample temperature of T = 4 K.
In order to relate the above-barrier illumination intensity I532nm to the steady-state
carrier density ns of the 2DES, PL measurements were performed. From the spectral
width of the obtained PL traces the carrier density n could be extracted using the
expression in Eq. (4.7). The carrier densities ns resulting from PL measurements at
different temperatures are shown in panel (a) of Fig. 6.26. A decrease of the carrier
density ns with increasing I532nm is clearly visible. Subsequent to these PL measure-
ments, RSA measurements were performed under the same experimental conditions18.
Thus, the SDTs Tzz and Tyy, extracted from an RSA trace measured at a certain value
I532nm of the above-barrier light, could be related to the carrier density ns correspond-
ing to I532nm. Values of Tzz and Tyy resulting from such a measurement series can be
seen in panel (b) of Fig. 6.26. The determined values of the SDTs show an increase if
the steady-state carrier density ns of the 2DES is reduced. The increase of the in-plane
SDT Tyy can be attributed to the decrease of both, the Dresselhaus SO field ΩD as well
as the microscopic scattering rate τ , as discussed above. From the data points given
in panel (b), the dependence of the SDTs of both the carrier density n, as well as the
18Of course, the laser wavelength had to be tuned from λPL = 780 nm to λRSA = 809.1 nm.
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Figure 6.26: (a) Carrier density n of sample G extracted from the spectral width of PL
traces. The carrier density was optically controlled using a defocussed green laser beam.
(b) Tzz and Tyy extracted from RSA traces taken on sample G under the conditions of
optical gating. The excitation intensity Iex was about 8 W/cm
2. The carrier densities n
corresponding to the illumination intensities I532nm were extracted from the data shown
in panel (a). The red line marks the value for Tzz previously reported in [Mu¨l08].
(c) Ratio β/α determined from the values Tzz and Tyy, using Eq. (6.7). The ratio
seems to drop for higher illumination intensities independent of the sample temperature.
(d) Ratio β/α plotted against the carrier density n.
strongly temperature-dependent microscopic scattering time τ , can be seen quite well:
for a fixed carrier density n, the observed SDTs Tyy are longer at higher temperatures
T . This is in agreement with the expectation for the strongly temperature-dependent
microscopic scattering time τ (see Eq. (2.10)).
In contrast, the values of Tzz are found to behave differently from Tyy. At a sample
temperature of T = 28 K, the out-of-plane SDT Tzz saturates at a value Tzz ≈ 75 ns.
This can be seen from the data points shown in panel (b) of Fig. 6.26. Moreover, the
absolute increase of Tzz is apparently smaller compared to the strong increase observed
at a sample temperature of 4 K, where Tzz increases about one order of magnitude. At
lower temperatures, even a decrease of the SDT becomes visible for the lowest carrier
densities n, corresponding to the highest illumination intensities I532nm. The behavior
of Tzz on the illumination intensity I532nm can be attributed most likely to an interplay
of a change of the symmetry of the band edge profile, induced by optical gating, as
well as a second, not DP-type contribution to spin dephasing. As it can be seen in
panel (c) of Fig. 6.26, the symmetry of the band edge profile, expressed in the ratio
β/α, first shows an increase until it drops rapidly to very low values. The reason for
the increase of β/α and the corresponding increase of the symmetry of the band edge
profile most likely could be found in a redistribution of carriers between the 2DES and
the doping layers on both sides of the QW. Following the Lambert-Beer absorption law
(see, e.g. [Ber99]), the intensity I532 nm(z) ∝ exp(−α′z) of above-barrier photons drops
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Figure 6.27: (a) The intensity I532 nm of the above-barrier illumination drops exponen-
tially for an increasing depth below the sample surface. In consequence, the numbers of
electron-hole pairs created in the barriers to the left and to the right of the QW are dif-
ferent. (b) The asymmetric electron transfer from the 2DES towards the doping layers
results in a symmetrization of an initially tilted band edge profile.
exponentially with increasing distance z from the surface. α′ is the absorption constant.
In consequence, the numbers of electron-hole pairs created in the barriers to the left and
to the right of the QW are different, leading in effect to an asymmetric electron transfer
from the 2DES towards the doping layers. This is schematically depicted in Fig. 6.27.
Due to the asymmetric electron transfer, the symmetry of the band edge profile is
expected to change: the conduction band edge at the doping layer, which is closer to
the surface, is lifted more than at the position of the doping layer on the opposite side
of the QW. Experimentally, an increase of the ratio β/α for an increasing illumination
intensity with above-barrier light was observed. Thus, the change of the symmetry of
the band edge profile, induced by the above-barrier illumination, compensates the initial
asymmetry, which is most likely present at T < 20 K (see Sec. 6.2.2). From this it can
be inferred that the band edge profile of sample G without additional illumination is
tilted as depicted in panel (a) of Fig. 6.27.
For higher illumination intensities I532nm the ratio β/α drops rapidly, nearly indepen-
dent of the sample temperature. The reason for this may be found most likely in the
increasing influence of the BAP mechanism resulting from the increasing steady-state
hole density p, present in the QW in consequence of optical gating. If the BAP spin
dephasing rate 1/τBAP ∝ p becomes higher than the DP dephasing rate Γzz, the out-of-
plane SDT is no more limited by the DP mechanism. Nevertheless, the determined ratio
β/α would decrease towards a final value of about 1, corresponding to a case without
spin dephasing anisotropy19 and equal spin dephasing rates Γzz = Γyy.
The same behavior could also be found in RSA measurements on sample G, performed
in the split-coil cryostat system, where sample temperatures down to T = 0.4 K can be
achieved. Panel (a) of Fig. 6.28 shows the dependence of the spin dephasing rates Γzz
and Γyy, extracted from RSA measurements, at a sample temperature of 1.1 K. After
the decrease of the dephasing rates of about one order of magnitude and a minimum
rate of Γzz ≈ 9 MHz at an illumination intensity of I532nm ≈ 100 µW/cm2, Γzz and
Γyy show an increase and become equal for I532nm > 400 µW/cm
2. Interestingly, in
this case Γzz can even become slightly larger than Γyy. The reason for this is not
completely clear. One possible reason for the case Γzz > Γyy could be the temporally
inhomogeneous hole density p(∆t): p(∆t) has a maximum when the pump pulse hits
the sample, i.e., for small positive ∆t. At the same time, the optically generated spin
ensemble is oriented perpendicular to the sample plane, experiencing the dephasing rate
Γzz ≈ ΓBAP . Because the hole concentration p for small times ∆t after the arrival of
19In contrast to the DP mechanism, the BAP mechanism leads in general to isotropic spin dephasing.
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Figure 6.28: (a) Spin dephasing rates Γzz and Γyy extracted from RSA measurements
on sample G at a temperature of 1.1 K. The out-of-plane dephasing rate Γzz shows a
minimum at I532nm ≈ 100 µW/cm2. For I532nm > 400 µW/cm2 the rates Γzz and Γyy
become nearly equal. (b) The dependence of Γzz and Γyy on I532nm is nearly independent
of the sample temperature. The dashed black lines are drawn in support of a better
recognition.
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Figure 6.29: Ratio β/α calculated from the low temperature data shown in Fig. 6.28.
At high illumination intensities I532nm the ratio drops quickly for all temperatures. This
may be related to the BAP mechanism. The dashed red line is drawn in support of a
better recognition, whereas the dashed black line points out the case of isotropic spin
dephasing (α = β).
the pump pulse is higher, the corresponding BAP dephasing rate ΓBAP can be expected
to be higher as well. In contrast, due to the weak magnetic fields applied and the
small Larmor frequencies, all of the holes excited by the pump pulses have finished their
recombination processes, until the electron spin ensemble is precessed into the sample
plane. Therefore, the in-plane component Γyy of the spin relaxation rates tensor Γˆ
corresponds to a smaller BAP dephasing rate Γ′BAP < ΓBAP resulting from a lower hole
density p.
The transition from the regime of anisotropic DP spin dephasing to the regime with
equal rates Γzz and Γyy can also be seen in Fig. 6.29. In the case of equal rates, the
ratio β/α is expected to be 1, what is marked with the dashed black line in Fig. 6.29.
Values of β/α smaller than one correspond to situations where Γzz > Γyy, as discussed
above.
As can be seen from the data presented in Fig. 6.28, very small spin dephasing rates
Γzz ≈ 8 MHz can be achieved in sample G at low temperatures corresponding to ultra-
long spin dephasing times Tzz. The highest values for Tzz were found in measurements
at a nominal sample temperature of T = 0.4 K under additional illumination with green
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Figure 6.30: RSA data taken at T = 0.4 K and an illumination intensity I532nm ≈
100 µW/cm2. The red line is a fit to the experimental data using the model in Eq. (4.3).
The fit yields Tzz ≈ 248 ns and Tyy ≈ 54 ns. The excitation intensity Iex of the pulsed
near-infrared Ti:sapphire laser was about 8 W/cm2.
laser light. Fig. 6.30 shows an RSA trace, taken at T = 0.4 K and I532nm ≈ 100 µW/cm2,
and a corresponding fit, from which the longest observed SDTs Tzz ≈ 248 ns and
Tyy ≈ 54 ns could be extracted. The extracted value for Tzz exceeds the previously
reported values [Mu¨l08] for SDTs in GaAs-based 2DESs by one order of magnitude.
Even the in-plane SDT Tyy ≈ 54 ns is twice as long as the former record value.
It is hard to distinguish whether the SDT of 248 ns is limited by the DP mechanism,
or the BAP mechanism resulting from the amount of holes present in the QW due
to optical gating. For higher illumination intensities I532nm, however, spin dynamics
seem to be governed by the BAP mechanism20, whereas for lower intensities the DP
mechanism seems to limit the anisotropic SDTs Tzz and Tyy.
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Figure 6.31: RSA spectra (not normalized) taken at T = 3.4 K under the conditions
of optical gating. The amplitude of the RSA peaks does not decay, even for the highest
excitation intensity I532nm ≈ 1600 µW/cm2, applied in the experiments.
20Due to the lack of a full theoretical understanding in terms of a formula for the BAP spin dephasing
rate for two-dimensional systems, just a rough estimate of ΓBAP is possible. The steady-state hole
density p in the QW, resulting from optical gating can be estimated the same way as it was presented
for electrons in Sec. 2.2.3. Considering also the carrier recombination time τPL ≈ 500 ps, the hole
concentration at I532nm ≈ 1000 µW/cm2 can be estimated to be about p ≈ 106cm−2, what corresponds
to about 25 holes inside the probe laser spot. Under this assumption ΓBAP can be estimated to be on
the order of about 10 MHz, the same order of magnitude as observed in the experiment.
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Finally, it should be noted that in RSA experiments in higher magnetic fields no
decrease of the peak amplitude with increasing magnetic field could be observed (see
Fig. 6.31). This is true, even for the highest excitation intensity I532nm ≈ 1600 µW/cm2
sample G was exposed to, corresponding to the lowest carrier density n. The constant
amplitude of the RSA peaks for |B| > 0 mT is a clear indication for a very small g
factor inhomogeneity in the investigated sample [Gla08]. This is in stark contrast to
what can be found in systems with localized carriers [Yug09; Kor10], where the g factor
inhomogeneity leads to a decay of the amplitude of the RSA peaks with increasing
magnetic field strength. From the absence of a g factor inhomogeneity, one can infer
that even at the lowest carrier density n, the electrons are delocalized. Thus, the
observed long and anisotropic SDTs Tzz and Tyy are dephasing times of free electrons,
localization effects can be ruled out.
6.2.4 Evidence for efficient dynamical nuclear polarization
Two regimes, where long SDTs Tyy,zz could be observed, were discussed in Secs. 6.2.2
and 6.2.3. In these cases, a build-up of a large electron spin polarization s0 is possible
due to the long SDTs Tyy and Tzz, being on the order of the laser repetition period Trep.
Due to the hyperfine interaction, a transfer of spin polarization from the electron system
to the nuclear spin system can be expected [Dya74]. This is denoted [Abr59] as dynamic
nuclear polarization (DNP), and was observed in several experiments on n-doped GaAs
bulk samples [Kik00; Hua12], 2DES embedded in QWs grown along the [001] [Mal00a]
or the [110] crystallographic direction [Sal01a; Sal01b], or QD systems [Kha03; Che11].
Also in this work, some influence of the interaction between the 2DES and the system
of the lattice nuclei was observable under certain conditions, where the electron spin po-
larization reaches high values. This case can be found in particular at low temperatures
T < 4 K, where Tyy and Tzz can clearly exceed the laser repetition period under the
conditions of optical gating. The constructive interference of spin ensembles generated
by subsequent laser pulses leads to a high polarization of the electron spin system at
magnetic field values, corresponding to the positions of the RSA maxima. Moreover, a
high electron spin polarization can be created by the usage of a high excitation intensity
Iex at higher temperatures as well. In the following it will be shown how RSA traces
are affected by the influence of spin polarized lattice nuclei. A rough estimation of the
achieved degree of nuclear polarization will be given as well.
First, the influence of the nuclear spin system on electron spin dynamics at a sam-
ple temperature of T = 3.4 K and high excitation intensities 110 W/cm2 < Iex <
300 W/cm2 will be discussed. The initial spin polarization of the electron system is
controlled via the degree of circular polarization of the pump pulse, while the total
number of electron-hole pairs, created by a single pump pulse, is kept constant. The
circular polarization of the pump beam was varied via the orientation of the λ/4 wave
plate with respect to the optical axis of the linear polarizer in the TRKR/RSA setup
(see Fig. 4.2). The obtained RSA traces (see panel (a) of Fig. 6.32) show a strong
dependence on the initial spin polarization of the 2DES: for a small degree of circular
polarization, corresponding to a small spin polarization s0 present in the sample, the
RSA trace has the usual shape. In contrast, for increasing circular polarization, the
shape of the RSA trace significantly changes. The RSA beats are strongly damped and
finally vanish until at a certain magnetic field value around B = 0, the signal reappears.
When positive magnetic fields B > 0 are reached, the RSA signal is damped anew. This
drastic influence on the RSA signal can be suppressed, if the helicity of the pump beam
is modulated from σ+ to σ− at a frequency of 19 Hz. This is realized experimentally
by mounting a liquid crystal retarder (LCR) before the λ/4 wave plate, which rotates
the linear polarization axis of the laser light hitting the λ/4 wave plate by 0◦ or 90◦,
6.2. EXTENDED SPIN DEPHASING TIMES IN (110)-GROWN 2DESS 101
- 7 5 - 5 0 - 2 5 0 2 5 5 0 7 5

λ"!	$ 	$	$ 	$
Far
ada
y si
gna
l (n
orm
aliz
ed)
 - 7 5 - 5 0 - 2 5 0 2 5 5 0 7 5
"   "
#
Far
ada
y si
gna
l (n
orm
aliz
ed)

 
Figure 6.32: (a) RSA traces taken on sample G at T = 3.4 K and a high excitation
intensity Iex ≈ 300 W/cm2. The degree of circular polarization of the pump beam was
varied via the orientation of the λ/4 wave plate. For increasing circular polarization,
the RSA shape changes drastically. (b) By modulating the helicity of the pump beam by
the use of an liquid crystal retarder (LCR) with a frequency of 19 Hz, the signal change
can be significantly suppressed.
depending on the voltage applied to the LCR. Panel (b) of Fig. 6.32 shows two RSA
traces with and without a modulation of the helicity of the pump beam, taken under
comparable experimental conditions. Apparently, the modulation of the helicity with a
frequency of 19 Hz leads to a strong suppression of the effect, which leads to the defor-
mation of the RSA signal in the case of a constant helicity of the pump beam21. The low
frequency being necessary for a suppression of the underlying effect gives information
about the relevant time scale t > 0.05 s. Thus, electron spin dynamics in this case is
affected by the helicity of light on the timescale of seconds, which is the usual timescale
for processes based on the weak hyperfine interaction. Therefore, the observed effect
responsible for deforming the RSA spectra in Fig. 6.32, can most likely be attributed
to a DNP process (see Sec. 2.3.2). In the case of a highly polarized electron system,
a significant transfer of spin polarization from the electron spin system to the nuclear
spin system can be inferred, leading to the build-up of an induced nuclear magnetic field
Bn. In the general case, where Bn and the external magnetic field B are not parallel,
complex dynamics of the electron spin system coupled to the nuclear spin system can
be expected. If the polarization of the electron spin system is low, resulting from a low
circular degree of circular polarization (black line in Fig. 6.32(a)) of the inciding pump
beam or a modulation of its helicity (red line in Fig. 6.32(b)), the induced nuclear
magnetic field Bn is weak. This leads to a small coupling between the electron spin
ensemble and the system of the lattice nuclei, resulting in nearly undisturbed electron
spin dynamics.
In order to find more evidence that a DNP process causes the change of the RSA signal,
further measurements were performed. In RSA measurements under the conditions of
optical gating (I532nm ≈ 200 µW/cm2), a dependence of the RSA signal on the sweep
rate of the magnetic field B could be observed, which is presented in Fig. 6.33. In the
case of fast sweeping with a rate of about 1.4 mT/s, RSA peaks are visible, damped on
the magnetic field scale. Similar to what is depicted in Fig. 6.32, the amplitude of the
RSA peaks decreases for increasing the magnetic field. The measurement run started
at an initial value of B = −70 mT. At B ≈ 0 mT, the amplitude of the RSA signal
21The remaining asymmetry observable in the RSA trace with modulated helicity most likely results
from properties of the used LCR. The switching times t1→2 and t2→1 between the two used states of
the LCR are not equal, leading in effect to slightly different time intervals tσ+ and tσ− in which the
sample is exposed to σ+ and σ− light.
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Figure 6.33: (a) RSA traces taken on sample G at T = 3.4 K under the conditions
of optical gating I532nm ≈ 200 µW/cm2, and a relative high excitation intensity Iex ≈
110 W/cm2. The obtained RSA traces clearly depend on the sweep rate of the magnetic
field. The sweep direction was from negative to positive magnetic fields, as indicated by
the arrow. (b) Decay of the amplitudes of the RSA peaks for B > 0, evaluated for the
RSA trace with the fastest sweep rate. The extracted decay time τRSA is approximately
25 s.
rapidly increases, and begins to decrease anew. This behavior is also visible for the
slower sweep rates. Here, the RSA maxima are strongly damped on the magnetic field
scale and just a few peaks occur until a constant signal is observed. In the case of the
slowest sweep rate just one significant peak can be observed. The data presented in
Fig. 6.33 shows that the modification of the RSA signal is not related to the magnetic
field scale, but rather to the laboratory timescale. From the RSA trace with the fastest
sweep rate, the decay time τRSA of the amplitude s(B) of the RSA peaks at positive
magnetic fields could be determined. Therefore, the amplitude s(B) of the RSA peaks
at B > 0 was related to the laboratory time passed by since B = 0. A monoexponential
fit yields the decay time τRSA ≈ 25 s. Thus, in the case of the fastest sweep rate, the
duration of a single measurement run (≈ 100 s) is comparable to the timescale on which
the RSA signal vanishes. This is in stark contrast to the case of the slowest sweep rate.
Here, the duration of the measurement is about 15 minutes, and thereby about a factor
of 10 longer than in the measurement with the highest sweep rate. In this case, the
sweep rate of the magnetic field seems to be lower than the rate on which the RSA
signal is affected. In consequence, the obtained RSA signal maps the transient states,
which the electron spin ensemble passes through while DNP takes place and the induced
Overhauser field Bn changes. Due to the lack of an appropriate model, a quantitative
analysis of the RSA traces presented in Fig. 6.33 has not been possible so far.
In a further measurement series, the influence of the angle between the sample normal
and the external applied magnetic field was investigated. For this purpose, a piece
of sample G was mounted in the split-coil cryostat system (see Sec. 4.5), where the
sample could be rotated about an axis perpendicular to the sample normal and the
magnetic field direction; the angle α between the sample normal and the magnetic field
direction was adjusted to small values −1◦ < α < 1◦. Despite the small adjusted
angle, a significant change of the RSA spectra was observable at a temperature of
T = 1.1 K when the sample was additionally illuminated with weak above-barrier light
(I532nm ≈ 100 µW/cm2). As it can be seen in Fig. 6.34 (a), the RSA peak positions
for |α| = 1◦ are shifted by small magnetic field values ∆B relative to the position
of the RSA spectra taken at α = 0◦. Extracting the shift ∆B of the peaks relative
to the position where they are expected, the values shown in panel (b) of Fig. 6.34 are
yielded. Prior to the start of all measurement runs, the sample was in the dark, resulting
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Figure 6.34: (a) RSA traces taken on sample G at T = 1.1 K under the conditions of
optical gating I532nm ≈ 100 µW/cm2, and a low excitation intensity Iex ≈ 8 W/cm2.
The sample normal was at a small angle α to the magnetic field direction. (b) Shift
∆B of the positions of the RSA maxima relative to their expected positions. The shift
can be attributed to an induced Overhauser field Bn generated by an efficient dynamical
nuclear polarization process.
in a shift ∆B ≈ 0 mT shortly after exposing the sample to the green illumination.
Before the sample is exposed to the above-barrier light, the conditions of long SDTs
Tyy and Tzz have not been fulfilled. Thus, the electron SDTs are short, resulting in
a low electron spin polarization. In consequence, no transfer of spin polarization to
the nuclear spin system can occur. Therefore, the nuclear spin system can be taken to
be initially unpolarized. When the sample is exposed to the weak above-barrier light,
the condition of long SDTs Tyy and Tzz is established, leading to a build-up of nuclear
spin polarization. However, shortly after the start of the measurement run one still has
∆B ≈ 0 mT. After the build-up of the induced Overhauser field Bn, values of |∆B| up
to ≈ 2.5 mT could be extracted from the RSA traces. This corresponds to a nuclear
spin polarization, which was roughly estimated (for details, see, App. C) to be on the
order of about 5 %, taking into account the geometry of the setup (see Fig. C.1). A
more precise analysis and determination of the degree of nuclear spin polarization has
to include additional details, for example the shape of the electron envelope function
leading to a spatial inhomogeneous polarization of the nuclei [T¸if11].
In conclusion, the interaction between a highly polarized electron spin system and the
system of the lattice nuclei could be observed in RSA measurements in a temperature
range from 1.1 K< T <3.4 K on sample G, when long SDTs Tyy and Tzz were established
in the 2DES by means of optical gating. Due to the demonstrated dependencies of the
observed effects on the angle between the sample normal and the magnetic field, the
sweep rate and the initial spin polarization of the 2DES, there is strong evidence for an
efficient DNP process. The tunability of the SDTs Tyy and Tzz, as well as the carrier
density n, will allow a detailed study of the coupling of the electron spin system and
the system of the lattice nuclei even at different temperatures.

Chapter 7
Summary
In conclusion of this work, spin dynamics in two-dimensional high-mobility electron
systems was studied in dependence of various parameters. The varied parameters were
the confinement length d, the sample temperature T , the carrier density n as well as
the excitation intensity Iex. The investigation of samples grown along different crys-
tallographic directions allowed the observation of strong spin dephasing anisotropies,
resulting from the symmetry properties of the involved SO fields. Applying classical
magnetic fields perpendicular to the sample plane of the ultra-high mobility sample E
allowed for the observation of the cyclotron effect on coherent spin precession.
The dependence of spin dynamics on the confinement length d was studied in 2DESs
having an asymmetric band profile. A strong increase of the out-of-plane SDT Tzz with
increasing QW width d could be shown. This was attributed to the dependence of the
Dresselhaus parameter β = γ
(
pi
d
)2
on d. In addition, the importance of the depen-
dence of the Dresselhaus spin splitting constant γ(Ec) on the confinement energy Ec
was discussed. The experimentally observed spin dephasing times could be reproduced
in calculations, assuming a reasonable temperature Te = 15 K of the slightly overheaten
electron systems. Under these experimental conditions, the microscopic scattering rate
1/τ is significantly influenced by contributions of electron-electron scattering processes.
This could be inferred from the good agreement of the experimental and the calculated
values, which can only be achieved, if the ee scattering processes are taken into account.
In addition, the dependence of the in-plane spin dephasing anisotropy on the confine-
ment length d could be mapped. A decrease of the ratio β/α for an increasing d could
be shown experimentally in samples B-D, what is (for a fixed value of α) in agreement
with the theoretical expectation. The lowest value of the ratio β/α ≈ 1.2 could be
detected on sample D at a nominal sample temperature of T = 10 K. Moreover, some
components of the g factor tensor gˆ could be determined. The diagonal elements gxx
showed the well-known dependence [Yug07] on the confinement energy Ec, whereas an
increase of the off-diagonal elements could be observed for an increasing QW width d.
Moreover, spin dynamics in samples A-D was studied at different sample temperatures
T . Experimentally, the previously reported [Ley07a] strong increase of the out-of-plane
SDT T[001] with T could be reproduced, showing a maximum in a temperature range,
which corresponds to the Fermi temperature TF of the corresponding 2DES. In measure-
ments on the in-plane spin dephasing anisotropy, resulting from the interference of the
Rashba and the Dresselhaus contributions, an increase of the ratio β/α with the sample
temperature T could be observed in samples B-D. From this, a different temperature be-
havior of the Rashba and the Dresselhaus parameters α(T ) and β(T ) could be inferred.
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However, a full understanding of the experimentally observed behavior is still lacking.
In addition, the limitations of the precision of the presented measurement method was
discussed in the context of the temperature dependent measurements, where ratios of
β/α close to 1 could be observed.
The dependence of spin dynamics on the carrier density n was studied in measure-
ments on sample B’, having a semi-transparent NiCr gate. Both, the out-of-plane SDT
T[001] as well as the in-plane spin dephasing anisotropy, were found to be affected by
the applied gate voltages UG. The experimentally observed effect of UG on the in-plane
SDA was small at a temperature T = 4 K, whereas a significant change of the ratio β/α
was observable at temperatures 30 K < T < 70 K. In TRKR measurements on samples
A-C with varied excitation intensity Iex, a strong dependence of the spin dephasing time
T[001] on Iex could be observed. However, it could not be determined unambiguously,
whether the observed dependence results mainly from an increasing degree of initial
spin polarization [Sti07a] or whether it has to be attributed to a pump-induced heating
of the 2DES.
In experiments on ultra-high-mobility samples with a symmetric band edge pro-
file, grown along the [001] crystallographic direction, coherent spin dynamics could
be observed. Coherent oscillations of an optically generated spin ensembles about the
Dresselhaus-type SO field could be observed experimentally, even without an external
magnetic field applied. Damping of the zero-field oscillations could be mainly ascribed
to electron collisions. In addition, contributions to the Dresselhaus SO field being cu-
bic in k were identified to be of a certain relevance for damping of the coherent spin
oscillations.
The application of a small external magnetic field perpendicular to the sample plane
was demonstrated to have a dramatic effect on coherent spin dynamics: the frequency of
the spin beats strongly increases, and a long-lived tail of the spin polarization appears.
This experimentally observed cyclotron effect on coherent spin precession was found to
be in agreement with a theoretical model, based on a kinetic equation approach. From
TRFR measurements in a finite magnetic field, the microscopic scattering time τ can
be determined, as well as the effective mass of the electrons, located near to the Fermi
edge of the 2DES. The effective mass of the electrons was found to slightly exceed the
literature value for GaAs of m∗ = 0.067m0, which was attributed (at least in part)
to the nonparabolicity of the conduction band. The nonparabolicity of the conduction
band could be reproduced in a nextnano3 simulation of the bandstructure of sample E.
Moreover, the analysis of the spin beats frequency |ΩD(kF )| allowed the determination
of the Dresselhaus spin splitting constant γ for a small confinement energy Ec ≈ 6 meV.
In high-mobility samples with a symmetric band edge profile, grown along the [110]
crystallographic direction, extended spin dephasing times and a strong spin dephasing
anisotropy for in-plane and out-of-plane oriented spins could be experimentally observed.
The long out-of-plane SDT Tzz result from a supression of the DP spin dephasing
mechanism for spins oriented along the [110] direction: due to the special symmetry of
Ω
(110)
D (k) in (110)-grown 2DESs, spin dephasing of growth-axis oriented spins caused by
the Dresselhaus SOF is supressed. In addition, in consequence of the highly symmetric
band edge profile the Rashba contribution ΩR to the SOF is nearly vanishing. Thus,
extremely long electron spin dephasing times up about 100 ns could be determined in
sample G from RSA measurements. The RSA technique was proven as a convenient
tool for the determination of long and anisotropic spin dephasing times, even in (110)-
grown 2DES. Using this experimental technique, a strong temperature dependence of
the anisotropy in sample G could be mapped. The reason for the obverved dependence
on the lattice temperature was attributed to Rashba fields, resulting from a temperature
dependent asymmetry of the band edge profile. As a second possible reason, random
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Rashba fields were discussed, caused by inefficiently screened ionized remote donor
atoms.
A dramatic increase of the spin dephasing times Tzz and Tyy could be observed in
experiments, where the sample was additionally illuminated with above-barrier light.
The decrease of the carrier density n, resulting from optical gating, could be monitored
via PL measurements. The strong increase of the SDTs was attributed to the lowered
carrier density n, and the in consequence smaller values of the SOFs Ω
(110)
D (kF ) and
ΩR(kF ) at the Fermi edge, which are limiting the SDTs in the DP mechanism. At low
temperatures of T < 4 K, extremely low spin dephasing rates Γzz ≈ 8 MHz could be
observed under the conditions of optical gating, corresponding to a SDT Tzz ≈ 248 ns.
This value exceeds the previously observed values [Mu¨l08] by about one order of mag-
nitude. The reduction of the SDTs at high intensities of the above-barrier illumination
was attributed to the BAP spin dephasing mechanism.
Strong evidence for an efficient dynamical nuclear polarization process was found
in RSA measurements under the conditions of optical gating, where extremely long
electron SDTs can be observed. The shape of the RSA spectra was demonstrated to
be deformed in dependence of the helicity of the incident pump pulses. Moreover, the
relevant timescale (on the order of seconds) could be identified, on which the RSA signal
is affected. From measurements, where the sample was slightly tilted with repect to the
external magnetic field, the Overhauser shift of the RSA peaks could be extracted. The
corresponding degree of nuclear spin polarization was estimated to be on the order of
about 5%.
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Appendix A
Sensitivity of double-sided doped
high-mobility GaAs/AlGaAs
heterostructures on above-barrier
illumination
In PL experiments on the samples F and G at T = 4 K a different sensitivity of the
carrier density n on the intensity I532 nm of the the weak above-barrier illumination
could be observed. It was discussed in Sec. 4.3 in detail that the linear dependence of
the carrier density n of a 2DES and the spectral width ∆E of the corresponding PL line
allows for the determination of the carrier density n. Whereas in sample G extremely
low intensities I532 nm are sufficient for a drastic change of the spectral width ∆E of
the PL line, higher intensities are necessary in sample F to achieve the same effect (see
Fig. A.1). The corresponding carrier densities n extracted from the PL traces are shown
in Fig. A.2. Panel (a) shows the dependence of the carrier density n of both samples
on I532 nm: the carrier density in both samples decreases when I532 nm is increased.
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Figure A.1: (a) PL of sample G under the conditions of optical gating. Low illumination
intensities I532 nm of the green laser light are sufficient for a drastic change of the PL
linewidth. (b) PL of sample F under the conditions of optical gating. An increase of
the above-barrier illumination leads to a blue shift of the low energy edge of the PL. In
comparison with sample G, here higher illumination intensities I532 nm are necessary for
a reduction of the spectral width of the PL line.
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Figure A.2: (a) Carrier densities n extracted from the PL data shown in Fig. A.1. The
carrier density of both samples decreases, when the intensity I532 nm of the above-barrier
illumination is increased. Whereas low illumination intensities I532 nm ≈ 100µW/cm2
are sufficient for a significant reduction of the carrier density n in sample G, higher
intensities I532 nm > 1 mW/cm
2 are necessary for this purpose in sample F. (b) This
can be seen more easily from the normalized carrier densities n(I532 nm)/n.
Whereas low illumination intensities I532 nm ≈ 100µW/cm2 are sufficient for a significant
reduction of the carrier density n in sample G, higher intensities I532 nm > 1 mW/cm
2 are
necessary for this purpose in sample F. Panel (b) shows the relative change n(I532 nm)/n
of the carrier density, normalized to the values n0 without additional illumination. For
a reduction of the carrier density to one half of the initial value, in sample F an intensity
I532 nm is necessary, being about a factor of 20 higher than in sample G. Hence, sample
G can be qualitatively denoted as more sensitive on above-barrier illumination.
For a quantitative analysis, the model presented in Eq. (2.11) in Sec.2.1.3 can be
used1:
I532 nm = C(n0 − ns) exp(−D√ns). (A.1)
Here, I532 nm is the intensity required to achieve a steady-state carrier density
2 ns.
Fig. A.3 shows the steady-state carrier densities ns and the corresponding illumination
intensities I532 nm, as well as a fit to the data using the model in Eq. (A.1). The values
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Figure A.3: Required illumination intensities I532 nm for achieving a certain steady-state
carrier density ns in sample G (a) and sample F (b). The red lines represent a fit to
the data, using the model in Eq. (2.11).
1It should be noted again (see also Sec. 2.1.3) that this model was developed for an asymmetric
QW. An appropriate model for a symmetric QW is still lacking.
2It should be noted that the carrier density ns is inserted into Eq. (A.1) in units of 10
11cm−2.
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for C and D resulting from the fit are written down in Fig. A.3. The value of D ≈ 6.8 in
sample G is significantly higher than in sample F (D ≈ 1.1). Besides the parameter D,
also C should be taken into account for the characterization of the sensitivity [Loi12].
Considering the change ∆n = n0 − ns of the carrier density n0 when the intensity
I532 nm is hitting the sample, one can define the sensitivity S = ∆n/I532 nm by rewriting
Eq. (A.1):
S =
∆n
I532 nm
=
exp(D
√
n0 −∆n)
C
. (A.2)
The calculated values of S for the samples F and G are depicted in Fig. A.4. The value
S ≈ 75 of sample F is clearly lower than that of sample G, where S ≈ 104. For the
calculation of S the term
√
n0 −∆n in the exponent was approximated as
√
0.75 · n0.
The error bars mark the limiting values of S for 0 < ∆n < n0/2, corresponding to the
experimentally accessed range of ∆n. Here, ∆n = n0/2 corresponds to the situation,
where the carrier density n is reduced to one half of the initial carrier density n0.
The case ∆n = 0 is equivalent to situation without above-barrier illumination. The
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Figure A.4: Calculated values for the sensitivity S of sample F and G. The sensitivity
of sample G clearly exceeds the sensitivity of sample F. The error bars mark the limiting
values of S, assuming 0 < ∆n < n0/2.
determined values of S are within their error bars in agreement with the qualitative
observation, that the sensitivity of sample G is drastically higher than that of sample
G. Therefore, the analysis of the spectral width of the PL line, which yields the carrier
density ns under the condition of optical gating, can be used for the estimation of the
sensitivity S of a sample on weak above-barrier illumination.
Due to the similar growth structure of samples F and G, the different sensitivity of
both samples on above-barrier illumination can not be easily explained. Most likely
the substrate temperature Tδ during the growth of the SPSL layers (see Sec. 3.1.2) is
crucial for this different behavior. Tδ was shown to influence the incorporation of the
amphoteric Si donor atoms on Ga or As sites [Sch93; Xu99]. In sample F, the substrate
temperature was reduced prior to the growth of the single SPSL layers from T ≈ 480 K
to about Tδ ≈ 440 K. In contrast, the substrate temperature was kept constant during
the growth of sample G at T = Tδ ≈ 480 K. Due to the reduced temperature Tδ during
the growth of the SPSL layers in sample F, a smaller amount of Si atoms is expected to
be incorporated on As sites. In consequence, less holes created by Si atoms incorporated
on As sites3 have to be compensated by donor electrons, provided by Si atoms on Ga
sites. Therefore, a higher doping efficiency is possible, what could explain the higher
carrier density n observed in sample F.
3Incorporated on As sites, the Si atoms act as acceptors.
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APPENDIX A. SENSITIVITY OF DSD HIGH-MOBILITY GAAS/ALGAAS
HETEROSTRUCTURES ON ABOVE-BARRIER ILLUMINATION
The influence of the amount of Si atoms acting as acceptors in the SPSL layers on the
sensitivity S is not completely clear up now. In a detailed study of S on comparable
samples with a similar growth scheme [Loi12], lower values for S were found if the sub-
strate temperature Tδ during the growth of the SPSL layers was reduced. A dependence
of S on other parameters, as for example the doping concentration in the SPSL layers,
the resulting carrier density n or the electron mobility µ could not be found.
In conclusion, the sensitivity S of dsd high-mobility heterostructures using the growth
scheme as presented in Sec. 3.1.2 can be strongly different, as was shown in particular for
samples F and G. The sensitivity S is most likely connected with the growth conditions
during the SPSL growth. Lower substrate temperatures Tδ, promoting the incorporation
of the amphoteric Si dopant atoms on Ga sites, were found to result in a lower sensitivity
S. The microscopic reason for this is not clear yet.
Appendix B
Simulation of the asymmetric band
profile of sample C using nextnano3
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Figure B.1: (a) Calculated Γ bandedge of the conduction band. The 2DES resides in
the asymmetric 20 nm wide QW. (b) Electric field in the vicinity of the 2DES, relevant
for the Rashba field ΩR.
In Chap. 5 results concerning the relative strength of the Dresselhaus and the Rashba
contribution to the SO field Ω = ΩD + ΩR were presented, expressed by the ratio β/α.
Here, a simulation of the band profile of sample C will be presented, allowing for the
calculation of the Rashba parameter α.
Using the nextnano3 semiconductor simulation software, the band profile of sample
C was simulated in the effective mass approximation. Panel (a) of Fig. B.1 shows the
calculated band edge of the conduction band at the Γ point. Due to the δ-doping layer,
the conduction band in the 20 nm wide GaAs QW is located below the Fermi energy,
resulting in the formation of a 2DES. The electric field Ez connected with the band
gradient1 in the vicinity of the QW is depicted in panel (b) of Fig. B.1. The average
value of the electric field is Ez ≈ 17 kV/cm. This results in α = 2αREz ≈ 1.7 meVA˚,
legitimating the assumption α ≈ 1.7 meVA˚, made in Chap. 5.
1It should be noted, that the band gradient is the same in the conduction as well as in the valence
band, due to the constant band gap EG in the GaAs QW. For the Rashba field, the band gradient in
the valence band is of importance [Win03; Eld11], which is in this case equal to the gradient of the
conduction band.
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Appendix C
Estimating the degree of nuclear
spin polarization in sample G
Here, the degree of nuclear spin polarization should be estimated, corresponding to the
Overhauser-type shift observed in the RSA spectra, taken at a temperature of T = 1.2 K
under the conditions of optical gating. First, the maximum value of the Overhauser field
will be calculated, using the expression in Eq. (2.72):
~Bkn =
2µ0
3
g0
g
∑
α
µI,α~Iα |ψk(~rα)|2 . (C.1)
Here, the sum collects the contributions of different nuclear species (69Ga, 71Ga and
75As) to the Overhauser field. It is assumed, that all nuclear spins in the illuminated
area of the QW (diameter D of the laser D ≈ 50µm, QW width d = 30 nm) are spin
polarized. The constants used for the calculation are
µ0 = 4pi · 10−7 Vs
Am
, (C.2)
µB = 9.274... · 10−24 J
T
, (C.3)
µI = 5.05... · 10−27 J
T
, (C.4)
ηGa = 2.7 · 103 and (C.5)
ηAs = 4.5 · 103. (C.6)
The considered cylindric volume has the height d = 30 nm, equal to the QW width.
The area A of top or bottom of the cylinder is taken to be equal to the area
A =
piD2
4
of the laser spot. The wave function ψk(~rα) = φk(~rα)uk(~rα) is written as a product of
the envelope function φk(~rα) and the Bloch function uk(~rα), as introduced in Sec. 2.3.2.
Thus, |ψk(~rα)|2 can be written as η |φk(~rα)|2, where the envelope function φk(~rα) is
assumed to be constant within and zero outside the considered volume. Thus, Eq. (C.1)
can be rewritten as
~Bkn =
2µ0
3
g0
g
∑
α
µI,αηα |φk(~rα)|2 ~Iα. (C.7)
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APPENDIX C. ESTIMATING THE DEGREE OF NUCLEAR SPIN POLARIZATION IN
SAMPLE G
The assumptions for the normalized wave function φk(~rα) yield
|φk(~rα)|2 = 1
V
=
4
pidD2
= 1.698... · 1016 1
m3
. (C.8)
In addition, the number # of unit cells in the volume V has to be estimated. At
room temperature, the cubic lattice constant a of zinkblende-type GaAs has the value
a = 5.6533 A˚ [Lev99]. Thus, # ≈ 3.29 · 1011 cubic unit cells can be found in the volume
V . Each cubic unit cell of GaAs contains 4 Ga and 4 As atoms, due to the diatomic
basis with one Ga and one As atom per site of the underlying face-centered cubic (fcc)
Bravais lattice. Considering the two isotopes 69Ga and 71Ga of Gallium and their
relative natural abundance of 0.6 and 0.4, the sum
∑
α
µI,αηα can be estimated as
∑
α
µI,αηα ≈ 4 · ((0.6 · 2.016 + 0.4 · 2.562) · 2.7 + 1.439 · 4.5) · 103µN ≈ 50.0µN , (C.9)
where µI,69Ga = 2.016µN , µI,71Ga = 2.562µN and µI,75As = 1.439µN are the nuclear
magnetic momenta of the corresponding isotopes of Ga and As. This leads to a maxi-
mum value of the Overhauser field
~Bkn =
4µ0
3g
∑
α
µI,αηα|φk(~rα)|2 ~Iα ≈ 4µ0#
3gV
∑
α
µI,αηα ~Iα ≈ 6 T, (C.10)
where a value |g| ≈ 0.39 is assumed for the electron g factor1.
For a comparison of the experimentally observed Overhauser shift (≈ 2 mT, see
Fig. 6.34(b)) with the maximum achievable value of about 6 T, the geometry of the
experimental setup has to be considered: as it is depicted in Fig. C.1, the sample was
rotated by a small angle, in order to adjust an angle α ≈ ±1◦ between the sample
normal and the direction of the inciding laser beam. In consequence of the different
refractive indices of vacuum (n0 = 1) and GaAs (nGaAs ≈ 3), the refracted beam is
closer to the sample normal. Following Snellius law
n0 sinα = nGaAs sinα
′, (C.11)
the angle β = α−α′ between the inciding and the refracted beam can be estimated as
β ≈ α
(
1− n0
nGaAs
)
≈ 2
3
α, (C.12)
where the small-angle approximation sinα ≈ α was used. In consequence of the con-
servation of angular momentum, the optically oriented spin polarization resulting from
the absorption of the circularly polarized pump beam initially points along the direc-
tion of the refracted beam. Therefore, the angle between the spin orientation and the
magnetic field, being oriented perpendicular to the inciding laser beam, deviates by
the angle β from the right angle. This leads in the presence of a non-zero magnetic
field B to electron spin precession on a conical surface. Simultaneous flip-flop processes
(c.f. Eq. (2.70)) of electron and nuclear spins at an arbitrary electron spin precession
phase lead to polarized nuclear spins, oriented - like the electron spins - parallel to the
conical surface. Due to the randomly occuring flip-flop processes, after a certain time
the orientation of the nuclear spins can be taken to be equally distributed around the
1This value was extracted from RSA measurements under similar experimental conditions. Due to
the reduction of the carrier density n resulting from optically gating sample G, the absolute value of
the g factor slightly increases.
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Figure C.1: (a) Relevant geometry of the sample normal, the direction of the incident
pump beam and the magnetic field B. The incident pump beam is refracted towards the
sample normal, due to the different refractive index of GaAs. (b) The optically oriented
spin ensemble points initially along the direction of the refracted pump beam. If a non-
zero magnetic field B is applied, the electron spin ensemble precesses on a conical surface
about the magnetic field axis. (c) Due to flip-flop processes, electron spin polarization
is transferred to the nuclear spin system at arbitrary phases of electron spin precession.
(d) This leads to nuclear spins, oriented parallel to the conical surface of the electron
spin precession. (e) The component B|| of the Overhauser field parallel to the external
field most likely governs the observable shift in the RSA spectra.
conical surface2. The nuclear spin ensemble oriented parallel to the conical surface has
a component B|| parallel to the external magnetic field B, which most likely governs
the experimentally observable shift in the RSA spectra. The component B|| parallel to
the external magnetic field is connected via the relation
B|| = Bn sin(β) =
∑
ϕ
Bn,ϕ sin(β) (C.13)
with the total Overhauser field Bn, which is produced of all nuclear spin subsets, being
oriented parallel to the conical surface, including an angle ϕ with the sample plane.
Thus, the total Overhauser field Bn can be calculated from the experimentally accessible
shifts (up to 2.5 mT) to be about Bn ≈ 200 mT, for a small angle α ≈ ±1◦ between
the sample normal and the direction of the incident pump beam. This corresponds to a
nuclear spin polarization of about 3-4 %, isotropically distributed on the surface of the
electron spin precession cone.
2Similar to electron spin precession in the external magnetic field B, also the nuclear spin ensemble
can be expected to precess about B. However, due to the drastically smaller nuclear g factor, the
Larmor frequencies of the electron and the nuclear spins are clearly different. Thus, on the timescale of
electron spin precession, the nuclear spin orientation can be taken as static.

List of own publications
M. Griesbeck, M.M. Glazov, T. Korn, E. Ya. Sherman, D. Waller, C. Reichl, D. Schuh,
W. Wegscheider, and C. Schu¨ller, Cyclotron effect on coherent spin precession of two-
dimensional electrons, Phys. Rev. B 80, 241314 (2009)
T. Korn, M. Kugler, M. Griesbeck, R. Schulz, A. Wagner, M. Hirmer, C. Gerl, D. Schuh,
W. Wegscheider, and C. Schu¨ller, Engineering ultralong spin coherence in two-dimen-
sional hole systems at low temperatures, New Journal of Physics 12, 043003 (2010)
V. Lechner, L.E. Golub, F. Lomakina, V.V. Bel’kov, P. Olbrich, S. Stachel, I. Caspers,
M. Griesbeck, M. Kugler, M.J. Hirmer, T. Korn, C. Schu¨ller, D. Schuh, W. Wegscheider,
and S. D. Ganichev, Spin and orbital mechanisms of the magnetogyrotropic photogal-
vanic effects in GaAs/AlxGa1−xAs quantum well structures, Phys. Rev. B 83, 155313
(2011)
R. Vo¨lkl, M. Griesbeck, S.A. Tarasenko, D. Schuh, W. Wegscheider, C. Schu¨ller, and
T. Korn, Spin dephasing and photoinduced spin diffusion in a high-mobility two-dimen-
sional electron system embedded in a GaAs-(Al,Ga)As quantum well grown in the [110]
direction, Phys. Rev. B 83, 241306 (2011)
M. Kugler, K. Korzekwa, P. Machnikowski, C. Gradl, S. Furthmeier, M. Griesbeck,
M. Hirmer, D. Schuh, W. Wegscheider, T. Kuhn, C. Schu¨ller, and T. Korn, Decoherence-
assisted initialization of a resident hole spin polarization in a p-doped semiconductor
quantum well, Phys. Rev. B 84, 085327 (2011)
M. Griesbeck, M.M. Glazov, E.Ya. Sherman, T. Korn, D. Schuh, W. Wegscheider, and
C. Schu¨ller (Invited talk), Anisotropic spin dephasing in a (110)-grown high-mobility
GaAs/AlGaAs quantum well measured by resonant spin amplification technique, Pro-
ceedings of SPIE 8100, 810015 (2011)
M. Griesbeck, M.M. Glazov, E.Ya. Sherman, D. Schuh, W. Wegscheider, C. Schu¨ller,
and T. Korn, Strongly anisotropic spin relaxation revealed by resonant spin amplification
in (110) GaAs quantum wells, Phys. Rev. B 85 085313 (2012)
135

List of symbols and abbreviations
Abbreviation Description introduced on page
| ↑〉, | ↓〉 Spin-up, spin-down state 18
a Lattice constant 6
A Vectorpotential of the magnetic field 11
A Amplitude of long-lived tail of spin polarization 26
α Rashba parameter, α = 2αREz 14
α˜ Varshni parameter 6
α′ Absorption coefficient 16
αc Dimensionless parameter, which determines the
strength of the Dresselhaus SO field; αc = 0.07
12
αR Rashba coefficient, αR = 5 eA˚
2 14
aB Effective Bohr radius in GaAs, aB ≈ 114 A˚ 21
ak Function with periodicity of the lattice 18
B External magnetic field 11
B Amplitude of coherent spin oscillations 26
β Dresselhaus parameter, β = γ〈k2z〉 = γ
(
pi
d
)2
13
β˜ Varshni parameter, β˜ ≈ ΘD 6
bk Function with periodicity of the lattice 18
BAP Bir-Aronov-Pikus 20
~Bie Knight field 27
~Bkn Overhauser field 27
BIA Bulk inversion asymmetry 12
γ Dresselhaus spin splitting constant 12
Γˆ Spin relaxation rates tensor 16
Γ[001] Spin dephasing rate for spins oriented along the
[001] direction
52
Γφ In-plane spin dephasing rate 61
Γij Elements of the spin relaxation rates tensor 24
ΓBAP BAP relaxation rate, ΓBAP = 1/τBAP 20
c Speed of light, c = 299 792 458 m/s 12
C Parameter depending on τ and kF 24
C2 Symmetry point group (two-fold axial symmetry) 17
C2v Symmetry point group (Elements: I, σv/σ′v, C2) 17
CCD Charge-coupled device 45
cf Continuous flow 46
cw Continuous wave 10
d Quantum well width 7
DISP Degree of initial spin polarization 66
DNP Dynamical nuclear polarization 26
2DES Two-dimensional electron system 7
DP Dyakonov-Perel’ 18
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DPSS Diode-pumped solid state laser 93
η Enhanced probability density of uk(~ri) at ~ri 28
ee Electron-electron 9
δE Spectral width of the high-energy tail of the PL,
δE ∝ kBTe
45
∆E Spectral width of PL, ∆E = EF − EG 44
Ec Confinement energy 53
EF Fermi energy 7
EG Band gap energy 6
∆EL Landau level spacing, ∆EL = ~ωc 75
∆Eλ Spectral width of the laser 75
E↑,↓(k) Energy of an electron state with wave vector k and
spin | ↑〉, | ↓〉
19
EPh Phonon energy 8
EPhot Photon energy 93
∆ESO Spin-orbit splitting 18
ESR Electron spin resonance 17
ET Thermal energy, ET = kBT 75
EY Elliot-Yafet 18
Ez Built-in growth axis electric field 7
frep Laser repetition frequency, frep = 80 MHz 16
ϕk Angle between the k vector and the x axis 25
φ Angle between the magnetic field and the [100]
crystallographic direction
50
φk(~ri) Electron envelope function 28
FWHM Full width at half maximum 42
g Electron spin g factor, Lande´ factor 17
gˆ g factor tensor 16
g0 Free electron g factor, g0 = 2.00231930436170(76) 17
g(φ) In-plane g factor 50
GaMnAs Galliummanganesearsenide, a diluted magnetic
semiconductor
14
gI Nuclear g factor: gI(
69Ga) = 2.0166, gI(
71Ga) =
2.5623, gI(
75As) = 1.4395
26
gij Elements of the g factor tensor gˆ 17
~ Planck´s constant, ~ = 1.05457266 · 10−34Js 7
Hˆ Hamilton operator 11
ĤHF Hamilton operator of Fermi contact hyperfine in-
teraction
26
H(q˜) Factor describing the weakening of the ee interac-
tion in quasi-2DES
9
ĤSO Spin-orbit Hamiltonian 12
I Laser intensity 11
I532 nm Intensity of the above-barrier illumination 93
Iˆ Nuclear spin operator 26
Iˆ± Ladder operators of nuclear spin, Iˆ± = Iˆx ± iIˆy 26
I Identity of the C2v point group 17
Iex Excitation intensity 51
InAs Indiumarsenide 15
InSb Indiumantimonide 17
J Total angular momentum 15
|jImI〉, |jSmS〉 Spin states of nuclear / electron spin 26
κ Dielectric constant, in GaAs κ ≈ 13 90
k Electron wave vector 6
kB Boltzmann constant, kB = 8.617 332 4 ·10−5 eV/K 9
〈kz〉 Quantum mechanical expectation value of kz 12
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〈k2z〉 Quantum mechanical expectation value of k2z 12
λex Excitation wavelength 70
l Length of delay line, l = 30 cm 40
LCR Liquid crystal retarder 100
µ Electron mobility 8
µ0 Vacuum permeability, µ0 = 4pi × 10−7 Vs/(Am) 26
µB Bohr magneton, µB = 9.274 009 68× 10−24 J/T 26
µI Nuclear magnetic moment, µI = gIµN 26
m0 Electron rest mass, m0 = 9.109 382 15× 10−31 kg 12
mj z component of the total angular momentum J 15
µN Nuclear magneton, µN = 5.050 783 24×10−27 J/T 26
µS Magnetic moment of an electron 17
MBE Molecular beam epitaxy 1
m∗e,h Effective mass 7
∇ Nabla operator, ∇ = (∂x, ∂y, ∂z) 11
n Carrier density 9
n′ Subband index 7
n0 Carrier density without illumination 11
nd Donor density on each side of the QW 90
ne↑,↓ Electron density with spin-up / spin-down 14
δn Asymmetric carrier density, located somewhere
outside the QW
90
N Number of random walk steps 19
N+ Number of ionized donors 10
NiCr nickel/chromium alloy 37
NMR Nuclear magnetic resonance 27
nopt Density of optically generated electrons 16
NPh Number of photons in a single laser pulse 16
ns Steady-state carrier density under the conditions
of optical gating
11
ODMR Optically detected magnetic resonance 17
p Hole concentration 20
pˆ Electron momentum operator 12
P Degree of spin polarization, P =
ne↑−ne↓
ne↑+ne↓
14
P¯ Mean laser power 16
P532 nm Laser power of the above-barrier illumination 93
PL Photoluminescence 9
PLE Photoluminescence excitation 45
PPC Persistent photoconductivity 33
PSH Persistent spin helix 22
q Phonon wave vector 8
q˜ Transferred wave vector 9
qubit Quantum bit 2
QW Quantum well 9
r Focal radius of laser beam 16
~ri Position of the i-th nucleus 28
Rd Distance of the ionized donors from the center of
the 2DES
90
RSA Resonant spin amplification 41
σ+/ σ− Photon helicity 15
σˆ Vector of Pauli spin matrices 12
σv/σ
′
v Mirror planes of the C2v point group 17
s Total spin of an electron spin ensemble 16
Sˆ± Ladder operator of electron spin, Sˆ± = Sˆx ± iSˆy 26
SDA Spin dephasing anisotropy 21
SDT Spin dephasing time 17
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sFET Spin field effect transistor 2
Si Silicon 31
SIA Structure inversion asymmetry 12
SO Spin-orbit 8
SOF Spin-orbit field 1
SOI Spin-orbit interaction 1
ssd Single-sided doped 7
sx,y,z x, y or z components of the spin ensemble 17
s0,x,y,z Initial value of the components sx,y,z 17
SPSL Short-period superlattice 33
Θ Faraday rotation angle 39
ΘD Debye temperature 6
τ Microscopic scattering time 9
τBAP BAP spin relaxation time 20
1/τb Damping rate of coherent spin oscillations 26
1/τs Damping rate of long-lived tail of spin polarization 26
τp Momentum scattering time 8
τee Electron-electron scattering time 8
τPL Minority carrier lifetime 10
τRSA Decay time of the amplitude s(B) of the RSA
peaks
102
∆t Time interval 19
T1 Spin-lattice relaxation time 18
T2 Spin dephasing time 18
T Average spin dephasing time 23
TB||[110] Average spin dephasing time, B||[110] 47
TB||[110] Average spin dephasing time, B||[110] 47
Tδ Temperature of the wafer substrate during growth
of the SPSL doping layers
127
Tφ In-plane spin dephasing time 61
Te Temperature of the electron system 9
TL Lattice temperature 9
Trep Laser repetition period, Trep = 12.5 ns 42
TRDT Time-resolved differential transmission 46
TRFR/TRKR Time-resolved Faraday/Kerr rotation 39
TRPL Time-resolved photoluminescence 45
Txx,yy,zz SDT for spins oriented along the x, y or z direction 17
T[001],[11¯0],[110] SDT for spins parallel to the [001], [11¯0], [110] axis 22
∆T[110] Uncertainty of T[110] 61
UG Applied gate voltage 10
uk(~ri) Bloch function 28
Ψ Wavefunction 12
|ψk(~ri)|2 Probability density of an electron at position ~ri 27
ψ(” ↑ ”,k, r) Electron Bloch state having mainly | ↑〉 character 18
v Semi-classical velocity of the electron 11
vk Fermi velocity of the electrons 21
V (λ) Wavelength-dependent Verdet constant 70
V (r) Spin-independent lattice potential 12
V (zˆ) Confinement potential in z direction 11
ωc Cyclotron frequency, ωc =
eB
m∗e
11
ω(q) Phonon frequency 8
Ω˜ Modified Larmor frequency 23
Ω(k) Effective magnetic field, SO field 12
ΩD, Ωk Dresselhaus-type SO field 12, 25
ΩD, 2D, 001 Dresselhaus field of a (001)-grown 2DES 13
Ω
(110)
D (k) Dresselhaus field of a (110)-grown 2DES 13
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Ωeff Modified Larmor frequency, Ωeff =
√
ω2c + Ω
2
kF
26
ΩL Larmor frequency, ΩL = µB gˆ ·B/~ 16
ΩSIA, 2D, ΩR Rashba-type SO field 13
x, y, z coordinate axes, forming a right-handed triple 13
X X valley in AlAs 34
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