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Abstract
We find and study a five-parameter family of four-dimensional coupled
Painleve´ V systems with affine Weyl group symmetry of type D
(1)
5 . We then
give an explicit description of a confluence from those systems to a four-
parameter family of four-dimensional coupled Painleve´ III systems with affine
Weyl group symmetry of type B
(1)
4 .
1 Introduction
It is well-known that the Painleve´ systems PII , PIII , PIV , PV and PV I admit the
affine Weyl groups of type A
(1)
1 , C
(1)
2 , A
(1)
2 , A
(1)
3 and D
(1)
4 , respectively, as groups of
Ba¨cklund transformations. This suggests the following general problem (see [6]):
Problem 1.1. For each affine root system A with affine Weyl group W (A), find
a system of differential equations for which W (A) acts as its Ba¨cklund transforma-
tions.
One could expect that such nonlinear differential systems with affine Weyl group
symmetry should admit rich mathematical structures, comparable with those of the
Painleve´ equations. In the case of type A
(1)
l , such equations are proposed in [4].
They are considered to be higher order versions of PV (resp. PIV ) when l is odd
(resp. even). These two examples by Noumi and Yamada motivated the author to
find examples of higher order versions other than the systems of type A
(1)
l .
We will complete the study of the above problem in a series of four papers, for
which this paper is the second, resulting in a series of equations for the remaining
affine root systems of types B
(1)
l , C
(1)
l and D
(1)
l (see [11, 12, 13]). This paper is the
1
stage in this project where we find and study four-dimensional coupled Painleve´ V
systems with W (D
(1)
5 )-symmetry explicitly given by
dx
dt
=
∂H
D
(1)
5
∂y
,
dy
dt
= −
∂H
D
(1)
5
∂x
,
dz
dt
=
∂H
D
(1)
5
∂w
,
dw
dt
= −
∂H
D
(1)
5
∂z
with the Hamiltonian
H
D
(1)
5
=HV (x, y, t;α2 + α5, α1, α2 + 2α3 + α4) +HV (z, w, t;α5, α3, α4)
+
2yz{(z − 1)w + α3}
t
,
(1)
where the symbol HV (q, p, t; γ1, γ2, γ3) denotes the Hamiltonian of the second-order
Painleve´ V systems given by
HV (q, p, t; γ1, γ2, γ3) =
q(q − 1)p(p+ t)− (γ1 + γ3)qp+ γ1p+ γ2tq
t
.
Here x, y, z and w denote unknown complex variables, and α0, α1, . . . , α5 are complex
parameters satisfying the relation:
α0 + α1 + 2α2 + 2α3 + α4 + α5 = 1.
This is the first example which gave higher-order Painleve´ equations of type D
(1)
2l+3.
We then give an explicit description of a confluence from those systems to four-
dimensional coupled Painleve´ III systems with W (B
(1)
4 )-symmetry explicitly given
by
dx
dt
=
∂H
B
(1)
4
∂y
,
dy
dt
= −
∂H
B
(1)
4
∂x
,
dz
dt
=
∂H
B
(1)
4
∂w
,
dw
dt
= −
∂H
B
(1)
4
∂z
with the Hamiltonian
H
B
(1)
4
= HIII(x, y, t;α0, α1) +HIII(z, w, t;α0 + α1 + 2α2 + α3, α3)
+
2yz(zw + α3)
t
,
(2)
where the symbol HIII(q, p, t; γ0, γ1, γ2) denotes the Hamiltonian of the second-order
Painleve´ III systems given by
HIII(q, p, t; γ0, γ1, γ2) =
q2p(p− 1) + q{(γ0 + γ1)p− γ1}+ tp
t
(γ0 + 2γ1 + γ2 = 1).
Here x, y, z and w denote unknown complex variables and α0, α1, . . . , α4 are complex
parameters satisfying the relation:
α0 + α1 + 2α2 + 2α3 + 2α4 = 1.
2
This is the first example which gave higher-order Painleve´ equations of type B
(1)
2l+2.
We note that in [12] we presented four-dimensional coupled Painleve´ VI systems
with W (D
(1)
6 )-symmetry. Before giving proofs (from Section 4 onward), we first
state our results in the next three introductory sections. In Sections 1 and 2, we
will present four-dimensional coupled Painleve´ V and III systems with W (D
(1)
5 )-
symmetry and W (B
(1)
4 )-symmetry, respectively. In Section 3, we will present four-
dimensional polynomial Hamiltonian systems with W (D
(2)
4 )-symmetry. This is the
first example which gave higher-order Painleve´ equations of type X
(2)
l . In Section
4, we will consider the degeneration process from the system of type D
(1)
5 to the
system of types A
(1)
4 and B
(1)
4 , respectively. We also show that the Ba¨cklund trans-
formation groups for each root system are obtained from that for type D
(1)
5 by each
degeneration process. After we review the notion of accessible singularity in Section
5, in Sections 6 and 7, we will make canonical coordinate systems for the system (3)
and (9), respectively.
2 Main results for the case of D
(1)
5
In this paper, we present a 5-parameter family of polynomial Hamiltonian systems
that can be considered as four-dimensional coupled Painleve´ V systems explicitly
given by
(3)

dx
dt
=
2x2y
t
+ x2 −
2xy
t
−
(
1 +
2α2 + 2α3 + α5 + α4
t
)
x
+
α2 + α5
t
+
2z((z − 1)w + α3)
t
,
dy
dt
=−
2xy2
t
+
y2
t
− 2xy +
(
1 +
2α2 + 2α3 + α5 + α4
t
)
y − α1,
dz
dt
=
2z2w
t
+ z2 −
2zw
t
−
(
1 +
α5 + α4
t
)
z +
α5
t
+
2yz(z − 1)
t
,
dw
dt
=−
2zw2
t
+
w2
t
− 2zw +
(
1 +
α5 + α4
t
)
w − α3 −
2y(−w + 2zw + α3)
t
with the Hamiltonian (1).
Proposition 2.1. The system (3) has the following invariant divisors:
3
codimension invariant divisors parameter’s relation
1 f0 := y + t α0 = 0
1 f1 := y α1 = 0
1 f2 := x− z α2 = 0
1 f3 := w α3 = 0
1 f4 := z − 1 α4 = 0
1 f5 := z α5 = 0
The list must be read as follows. Setting α1 = 0, then the system (3) admits a
particular solution y = 0. Moreover (z, w) satisfy the fifth Painleve´ system. And x
satisfies Riccati equations whose coefficients are polynomials in (z, w), and so on.
z − 1
wx− z
y + t
y
Dynkin diagram of type D5
(1)
z
pi1
pi2
α0
α1
α2 α3
α4
α5
Figure 1: The transformations described in Theorem 2.1 define a representation
of the affine Weyl group of type D
(1)
5 , that is, they satisfy the following relations:
s0
2 = s1
2 = · · · = s5
2 = pi1
2 = · · · = pi4
2 = 1, (s0s1)
2 = (s0s3)
2 = (s0s4)
2 =
(s0s5)
2 = (s1s3)
2 = (s1s4)
2 = (s1s5)
2 = (s2s4)
2 = (s2s5)
2 = (s4s5)
2 = 1, (s0s2)
3 =
(s1s2)
3 = (s2s3)
3 = (s3s4)
3 = (s3s5)
3 = 1. The symbol in each circle denotes the
invariant divisor fi of the system (3) (see Proposition 2.1).
Theorem 2.1. The system (3) admits extended affine Weyl group symmetry of type
D
(1)
5 as the group of its Ba¨cklund transformations, whose generators s0, s1, . . . , s5, pi1,
4
pi2, . . . , pi4 defined as follows: with the notation (∗) := (x, y, z, w, t;α0, α1, . . . , α5),
s0 : (∗)→
(
x+
α0
y + t
, y, z, w, t;−α0, α1, α2 + α0, α3, α4, α5
)
,
s1 : (∗)→
(
x+
α1
y
, y, z, w, t;α0,−α1, α2 + α1, α3, α4, α5
)
,
s2 : (∗)→
(
x, y −
α2
x− z
, z, w +
α2
x− z
, t;α0 + α2, α1 + α2,−α2, α3 + α2, α4, α5
)
,
s3 : (∗)→
(
x, y, z +
α3
w
,w, t;α0, α1, α2 + α3,−α3, α4 + α3, α5 + α3
)
,
s4 : (∗)→
(
x, y, z, w −
α4
(z − 1)
, t;α0, α1, α2, α3 + α4,−α4, α5
)
,
s5 : (∗)→
(
x, y, z, w −
α5
z
, t;α0, α1, α2, α3 + α5, α4,−α5
)
,
pi1 : (∗)→(1− x,−y − t, 1− z,−w, t;α1, α0, α2, α3, α5, α4),
pi2 : (∗)→ ((y + w + t)/t,−t(z − 1), (y + t)/t,−t(x− z),−t;α5, α4, α3, α2, α1, α0) ,
pi3 : (∗)→(1− x,−y, 1− z,−w,−t;α0, α1, α2, α3, α5, α4),
pi4 : (∗)→(x, y + t, z, w,−t;α1, α0, α2, α3, α4, α5).
(4)
We note that it is easy to see that the generators pi2, pi3, pi4 satisfy the relation:
pi4 = pi2pi3pi2.
We remark that the Ba¨cklund transformations of the system (3) have the univer-
sal description to root system of type D
(1)
5 (see [5]). Since this universal Ba¨cklund
transformations have Lie theoritic origin, similarity reduction of Drinfeld-Sokolov
hierarchy admits such Ba¨cklund symmetry.
Remark 2.1. Y. Yamada found an autonomous version of this system.
Proposition 2.2. Let us define the following translation operators
T1 := pi1s5s3s2s1s0s2s3s5, T2 := pi2T1pi2, T3 := s1s4T1s4s1,
T4 := s2s3T3s3s2, T5 := s1T4s1, T6 := s3T3s3.
These translation operators act on parameters αi as follows:
T1(α0, α1, . . . , α5) =(α0, α1, . . . , α5) + (0, 0, 0, 0, 1,−1),
T2(α0, α1, . . . , α5) =(α0, α1, . . . , α5) + (−1, 1, 0, 0, 0, 0),
T3(α0, α1, . . . , α5) =(α0, α1, . . . , α5) + (0, 0, 0, 1,−1,−1),
T4(α0, α1, . . . , α5) =(α0, α1, . . . , α5) + (1, 1,−1, 0, 0, 0),
T5(α0, α1, . . . , α5) =(α0, α1, . . . , α5) + (0, 0, 1,−1, 0, 0).
(5)
5
z − 1
wx− z
y + t
y
Dynkin diagram of type D5
(1)
z
z − 1
w
z
x
y + t
y
w + tx− 1
Dynkin diagram of type A3
(1)
Figure 2: We make the Dynkin diagram of type D
(1)
5 by connecting two Dynkin
diagrams of type A
(1)
3 in addition to the term with invariant divisor x− z.
Theorem 2.2. Let us consider a polynomial Hamiltonian system with Hamiltonian
H ∈ C(t)[x, y, z, w]. We assume that
(A1) deg(H) = 6 with respect to x, y, z, w.
(A2) This system becomes again a polynomial Hamiltonian system in each coor-
dinate system (xi, yi, zi, wi) (i = 0, 1, . . . , 5):
x0 = 1/x, y0 = −((y + t)x+ α0)x, z0 = z, w0 = w,
x1 = 1/x, y1 = −(yx+ α1)x, z1 = z, w1 = w,
x2 = −((x− z)y − α2)y, y2 = 1/y, z2 = z, w2 = w + y,
x3 = x, y3 = y, z3 = 1/z, w3 = −(wz + α3)z,
x4 = x, y4 = y, z4 = −((z − 1)w − α4)w, w4 = 1/w,
x5 = x, y5 = y, z5 = −(zw − α5)w, w5 = 1/w.
(6)
Then such a system coincides with the system (3).
In addition to Theorems 2.1 and 2.2, we will prove that the system (3) degener-
ates to the system of type A
(1)
4 by taking a coupling confluence process of PV → PIV .
Theorem 2.3. For the system (3) of type D
(1)
5 , we make the change of parameters
6
and variables:
α0 = A0 − A2 −A3 +
1
2
ε−2, α1 = A1, α2 = A2, α3 = A3, α4 = −
1
2
ε−2, α5 = A4,
(7)
t =
1
2
ε−2(1 + 2εT ), x = −
εX
1− εX
, y = −ε−1(1− εX)[Y − ε(A1 +XY )],
z = −
εZ
1− εZ
, w = −ε−1(1− εZ)[W − ε(A3 + ZW )]
(8)
from α0, α1, . . . , α5, t, x, y, z, w to A0, A1, . . . , A4, ε, T,X, Y, Z,W . Then the system
(3) can also be written in the new variables T,X, Y, Z,W and parameters A0, A1, . . . ,
A4, ε as a Hamiltonian system. This new system tends to the system of type A
(1)
4 as
ε→ 0.
By proving the following theorem, we see how the degeneration process in The-
orem 2.3 works on the Ba¨cklund transformation group W (D
(1)
5 ) =< s0, s1, . . . , s5 >
described in Theorem 2.1.
Theorem 2.4. For the degeneration process in Theorem 2.3, we can choose a sub-
group W
D
(1)
5 →A
(1)
4
of the Ba¨cklund transformation group W (D
(1)
5 ) so that WD(1)5 →A
(1)
4
converges to W (A
(1)
4 ) as ε→ 0.
3 Main results for the case of B
(1)
4
It is well-known that the fifth Painleve´ equation PV has a confluence to the third
Painleve´ equation PIII , where two accessible singularities come together into a single
singularity. This suggests the possibility that there exists a procedure for search-
ing for fourth-order versions of Painleve´ III, by using Takano’s description of the
confluence process from PV to PIII for the coordinate systems (x, y) and (z, w), re-
spectively (see [15, 17]). In this vein, the goal of this work is to find a fourth-order
version of the Painleve´ III equation with symmetry under the group which degen-
erates from the affine Weyl group of type D
(1)
5 by a coupling confluence process. In
this paper, we also present a 4-parameter family of polynomial Hamiltonian systems
that can be considered as four-dimensional coupled Painleve´ III systems explicitly
7
given by
(9)


dx
dt
=
2x2y − x2 + (α0 + α1)x+ 2α3z + 2z
2w
t
+ 1,
dy
dt
=
−2xy2 + 2xy − (α0 + α1)y + α1
t
,
dz
dt
=
2z2w − z2 + (α0 + α1 + 2α2 + 2α3)z + 2yz
2
t
+ 1,
dw
dt
=
−2zw2 + 2zw − (α0 + α1 + 2α2 + 2α3)w − 2α3y − 4yzw + α3
t
with the Hamiltonian (2).
Proposition 3.1. The system (9) has the following invariant divisors:
codimension invariant divisors parameter’s relation
1 f0 := y − 1 α0 = 0
1 f1 := y α1 = 0
1 f2 := x− z α2 = 0
1 f3 := w α3 = 0
Theorem 3.1. The system (9) admits extended affine Weyl group symmetry of type
B
(1)
4 as the group of its Ba¨cklund transformations, whose generators s0, s1, . . . , s4, pi1,
pi2 defined as follows: with the notation (∗) := (x, y, z, w, t;α0, α1, . . . , α4),
α1
α0
α2 α3 α4
pi1
y
y − 1
x− z w
Figure 3: The transformations described in Theorem 3.1 define a representation
of the affine Weyl group of type B
(1)
4 , that is, they satisfy the following relations:
s0
2 = s1
2 = · · · = s4
2 = pi1
2 = pi2
2 = 1, (s0s1)
2 = (s0s3)
2 = (s0s4)
2 = (s1s3)
2 =
(s1s4)
2 = (s2s4)
2 = 1, (s0s2)
3 = (s1s2)
3 = (s2s3)
3 = (s3s4)
4 = 1. The symbol in
each circle denotes the invariant divisor fi of the system (9) (see Proposition 3.1).
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s0 : (∗)→
(
x+
α0
y − 1
, y, z, w, t;−α0, α1, α2 + α0, α3, α4
)
,
s1 : (∗)→
(
x+
α1
y
, y, z, w, t;α0,−α1, α2 + α1, α3, α4
)
,
s2 : (∗)→
(
x, y −
α2
x− z
, z, w +
α2
x− z
, t;α0 + α2, α1 + α2,−α2, α3 + α2, α4
)
,
s3 : (∗)→
(
x, y, z +
α3
w
,w, t;α0, α1, α2 + α3,−α3, α4 + α3
)
,
s4 : (∗)→
(
x, y, z, w −
2α4
z
+
t
z2
,−t;α0, α1, α2, α3 + 2α4,−α4
)
,
pi1 : (∗)→(−x, 1− y,−z,−w,−t;α1, α0, α2, α3, α4),
pi2 : (∗)→
(
t
z
,−
z
t
(zw + α3),
t
x
,−
x
t
(xy + α1), t; 2α4 + α3, α3, α2, α1, (α0 − α1)/2
)
.
(10)
Proposition 3.2. Let us define the following translation operators
T1 := s4pis1s2s4s3s4s3s2s1, T2 := s0T1s0, T3 := s2T2s2, T4 := s3T3s3.
These translation operators act on parameters αi as follows:
T1(α0, α1, . . . , α4) =(α0, α1, α2, α3, α4) + (1,−1, 0, 0, 0),
T2(α0, α1, . . . , α4) =(α0, α1, α2, α3, α4) + (−1,−1, 1, 0, 0),
T3(α0, α1, . . . , α4) =(α0, α1, α2, α3, α4) + (0, 0,−1, 1, 0),
T4(α0, α1, . . . , α4) =(α0, α1, α2, α3, α4) + (0, 0, 0,−1, 1).
(11)
y + t
x− z w
z
z − 1y
wx− z
y
y − 1
Figure 4: The process from the left hand side to the right hand side denotes the
confluence process of the system (3) to (9).
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Theorem 3.2. Let us consider a polynomial Hamiltonian system with Hamiltonian
H ∈ C(t)[x, y, z, w]. We assume that
(A1) deg(H) = 6 with respect to x, y, z, w.
(A2) This system becomes again a polynomial Hamiltonian system in each coor-
dinate system (xi, yi, zi, wi) (i = 0, 1, . . . , 4):
x0 = 1/x, y0 = −((y − 1)x+ α0)x, z0 = z, w0 = w,
x1 = 1/x, y1 = −(yx+ α1)x, z1 = z, w1 = w,
x2 = −((x− z)y − α2)y, y2 = 1/y, z2 = z, w2 = w + y,
x3 = x, y3 = y, z3 = 1/z, w3 = −(wz + α3)z,
x4 = x, y4 = y, z4 = z, w4 = w −
2α4
z
+
t
z2
.
(12)
Then such a system coincides with the system (9).
We remark that the Ba¨cklund transformations s0, s1, s2, s3 have Noumi-Yamada’s
universal description for B
(1)
4 root system. But the transformation s4 do not have
so. In this vein, it is still an open question whether our system of type B
(1)
4 can be
obtained by similarity reduction of a Drinfeld-Sokolov hierarchy.
Theorem 3.3. For the system (3) of type D
(1)
5 , we make the change of parameters
and variables
α0 = A0, α1 = A1, α2 = A2, α3 = A3, α4 = 2A4 −
1
ε
, α5 =
1
ε
,(13)
t = −εT, x = 1 +
X
εT
, y = εTY, z = 1 +
Z
εT
, w = εTW(14)
from α0, α1, . . . , α5, t, x, y, z, w to A0, A1, . . . , A4, ε, T,X, Y, Z,W . Then the system
(3) can also be written in the new variables T,X, Y, Z,W and parameters A0, A1, . . . ,
A4, ε as a Hamiltonian system. This new system tends to the system (9) of type B
(1)
4
as ε→ 0.
By proving the following theorem, we see how the degeneration process in The-
orem 3.3 works on the Ba¨cklund transformation group W (D
(1)
5 ) =< s0, s1, . . . , s5 >
described in Theorem 2.1.
Theorem 3.4. For the degeneration process in Theorem 3.3, we can choose a sub-
group W
D
(1)
5 →B
(1)
4
of the Ba¨cklund transformation group W (D
(1)
5 ) so that WD(1)5 →B
(1)
4
converges to W (B
(1)
4 ) as ε→ 0.
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4 The system of type D
(2)
4
In this section, we present a 3-parameter family of polynomial Hamiltonian systems
in dimension four explicitly given by
(15)


dx
dt
=
2x2y + (1− 2β1 − 2β2 − 2β3)x+ 2z(zw + β2)
t
+ 1,
dy
dt
=
−2xy2 − (1− 2β1 − 2β2 − 2β3)y + 1
t
,
dz
dt
=
2z2w + (1− 2β3)z
t
+ 1 +
2yz2
t
,
dw
dt
=
−2zw2 − (1− 2β3)w − 2β2y − 4yzw
t
with the Hamiltonian
H
D
(2)
4
=
x2y2 + (1− 2β1 − 2β2 − 2β3)xy − x
t
+ y
+
z2w2 + (1− 2β3)zw
t
+ w +
2yz(zw + β2)
t
.
(16)
Here x, y, z and w denote unknown complex variables and β1, β2, . . . , β4 are complex
parameters satisfying the relation:
β1 + β2 + β3 + β4 =
1
2
.
Proposition 4.1. The system (15) has the following invariant divisors:
codimension invariant divisors parameter’s relation
1 f0 := x− z β1 = 0
1 f1 := w β2 = 0
Theorem 4.1. The system (15) admits affine Weyl group symmetry of type D
(2)
4
as the group of its Ba¨cklund transformations, whose generators w1, . . . , w4 defined
as follows: with the notation (∗) := (x, y, z, w, t; β1, . . . , β4),
w1 : (∗)→
(
x, y −
β1
x− z
, z, w +
β1
x− z
, t;−β1, β2 + β1, β3, β4 + β1
)
,
w2 : (∗)→
(
x, y, z +
β2
w
,w, t; β1 + β2,−β2, β3 + β2, β4
)
,
w3 : (∗)→
(
x, y, z, w −
2β3
z
+
t
z2
,−t; β1, β2 + 2β3,−β3, β4
)
,
w4 : (∗)→
(
−x−
2β4
y
+
1
y2
,−y,−z,−w,−t; β1 + 2β4, β2, β3,−β4
)
.
(17)
11
wx− z
β4 β1 β2 β3
Figure 5: The transformations described in Theorem 4.1 define a representation
of the affine Weyl group of type D
(2)
4 , that is, they satisfy the following relations:
w1
2 = w2
2 = w3
2 = w4
2 = 1, (w1w3)
2 = (w3w4)
2 = (w2w4)
2 = (w1w2)
3 = (w1w4)
4 =
(w2w3)
4 = 1. The symbol in each circle denotes the invariant divisor fi of the system
(15) (see Proposition 4.1).
We remark that the Ba¨cklund transformations w1, w2 have Noumi-Yamada’s uni-
versal description for D
(2)
4 root system. But the transformations w3, w4 do not have
so. In this vein, it is still an open question whether our system of type D
(2)
4 can be
obtained by similarity reduction of a Drinfeld-Sokolov hierarchy.
Proposition 4.2. Let us define the following translation operators
T1 : = w1w4w2w1w2w3w1w2,
T2 : = w3w1w2w1w4w1w2w1,
T3 : = w2w1w4w1w2w1w3w4w2w1w2w3w1w4w1w2w3w2w1w2.
(18)
These translation operators act on parameters βi as follows:
T1(β1, β2, β3, β4) =(β1, β2, β3, β4) + (1,−1, 0, 0),
T2(β1, β2, β3, β4) =(β1, β2, β3, β4) + (0,−1, 1, 0),
T3(β1, β2, β3, β4) =(β1, β2, β3, β4) + (0, 0,−1, 1).
(19)
Theorem 4.2. Let us consider a polynomial Hamiltonian system with Hamiltonian
H ∈ C(t)[x, y, z, w]. We assume that
(A1) deg(H) = 6 with respect to x, y, z, w.
(A2) This system becomes again a polynomial Hamiltonian system in each coor-
dinate system (xi, yi, zi, wi) (i = 1, 2, 3, 4):
x1 = −((x− z)y − β1)y, y1 = 1/y, z1 = z, w1 = w + y,
x2 = x, y2 = y, z2 = 1/z, w2 = −(wz + β2)z,
x3 = x, y3 = y, z3 = z, w3 = w −
2β3
z
+
t
z2
,
x4 = x+
2β4
y
−
1
y2
, y4 = y, z4 = z, w4 = w.
(20)
Then such a system coincides with the system (15).
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5 The system of type B
(1)
3
In this section, we present a 3-parameter family of polynomial Hamiltonian systems
in dimension four explicitly given by
(21)


dx
dt
=
2x2y
t
−
(α0 + α1 + 2α2 − 1)x
t
+ 1−
2w
t
,
dy
dt
= −
2xy2
t
+
(α0 + α1 + 2α2 − 1)y
t
+
1
t
,
dz
dt
=
2z2w
t
− z2 +
(α0 + α1 − 1)z
t
−
2y
t
,
dw
dt
= −
2zw2
t
+ 2zw −
(α0 + α1 − 1)w
t
+ α1
with the Hamiltonian
H
B
(1)
3
=
x2y2
t
−
(α0 + α1 + 2α2 − 1)xy
t
−
x
t
+ y
+
z2w2
t
− z2w +
(α0 + α1 − 1)zw
t
− α1z −
2yw
t
.
(22)
Here x, y, z and w denote unknown complex variables and α0, α1, α2, α3 are complex
parameters satisfying the relation:
α0 + α1 + 2α2 + 2α3 = 1.
Theorem 5.1. The system (21) admits extended affine Weyl group symmetry of
type B
(1)
3 as the group of its Ba¨cklund transformations, whose generators s0, . . . , s3, pi
defined as follows: with the notation (∗) := (x, y, z, w, t;α0, . . . , α3),
s0 : (∗)→
(
x, y, z +
α0
w − t
, w, t;−α0, α1, α2 + α0, α3
)
,
s1 : (∗)→
(
x, y, z +
α1
w
,w, t;α0,−α1, α2 + α1, α3
)
,
s2 : (∗)→
(
x, y −
α2z
xz − 1
, z, w −
α2x
xz − 1
, t;α0 + α2, α1 + α2,−α2, α3 + α2
)
,
s3 : (∗)→
(
−x−
2α3
y
+
1
y2
,−y,−z,−w,−t;α0, α1, α2 + 2α3,−α3
)
,
pi : (∗)→(x, y, z, w − t,−t;α1, α0, α2, α3).
(23)
Proposition 5.1. For the system (15), we make the change of parameters and
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variables
α0 = β2 + 2β3, α1 = β2, α2 = β1, α3 = β4,(24)
X := x, Y := y, Z :=
1
z
, W := −(zw + β2)z(25)
W
B
(1)
3
:= {< s0, s1, s2, s3 > |s0 := w3w2w3, s1 := w2, s2 := w1, s3 := w4}
(26)
from β1, β2, β3, β4, t, x, y, z, w to α0, α1, α2, α3, t, X, Y, Z,W . Then the system (15)
can also be written in the new variables t, X, Y, Z,W and parameters α0, α1, α2, α3
as a Hamiltonian system. This new system tends to the Hamiltonian system (21).
6 Proof of Theorems 2.3,2.4 and 3.4
As is well-known, the degeneration from PV to PIV (see [15, 17]) is given by
α0 = A0 +
1
2
ε−2, α1 = A1, α2 = A2, α3 = −
1
2
ε−2,
t =
1
2
ε−2(1 + 2εT ), x = −
εX
1− εX
, y = −ε−1(1− εX)[Y − ε(A1 +XY )].
As the fourth-order analogue of the above confluence process, we consider the follow-
ing coupling confluence process from the system (3) by taking the above process for
each coordinate system (x, y) and (z, w) in (3), respectively. If we take the following
coupling confluence process PV → PIV for each coordinate system (x, y) and (z, w)
in (3)
α0 = A0 − A2 − A3 +
1
2
ε−2, α1 = A1, α2 = A2, α3 = A3, α4 = −
1
2
ε−2, α5 = A4,
t =
1
2
ε−2(1 + 2εT ), x = −
εX
1− εX
, y = −ε−1(1− εX)[Y − ε(A1 +XY )],
z = −
εZ
1− εZ
, w = −ε−1(1− εZ)[W − ε(A3 + ZW )],
and take the limit ε→ 0, then we can obtain the system of type A
(1)
4 explicitly given
by
(27)


dX
dT
= −X2 + 4XY + 4ZW − 2TX − 2A2 − 2A4,
dY
dT
= −2Y 2 + 2XY + 2TY + A1,
dZ
dT
= −Z2 + 4ZW + 4Y Z − 2TZ − 2A4,
dW
dT
= −2W 2 + 2ZW − 4Y W + 2TW + A3
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with the Hamiltonian H
H
A
(1)
4
=−X2Y + 2XY 2 − 2TXY − (2A2 + 2A4)Y − A1X
− Z2W + 2ZW 2 − 2TZW − 2A4W −A3Z + 4Y ZW
(A0 + A1 + A2 + A3 + A4 = 1).
(28)
0
1 2 3 4
Dynkin diagram of type A
(1)
4
Remark 6.1. The system (27) admits extended affine Weyl group symmetry of
type A
(1)
4 as the group of its Ba¨cklund transformations, whose generators s0, s1, .., s4
defined as follows: with the notation (∗) := (X, Y, Z,W, T ;A0, A1, . . . , A4),
s0 : (∗)→(X −
2A0
X − 2Y − 2W + 2T
, Y −
A0
X − 2Y − 2W + 2T
,
Z −
2A0
X − 2Y − 2W + 2T
,W, T ;−A0, A1 + A0, A2, A3, A4 + A0),
s1 : (∗)→
(
X +
A1
Y
, Y, Z,W, T ;A0 + A1,−A1, A2 + A1, A3, A4
)
,
s2 : (∗)→
(
X, Y −
A2
X − Z
,Z,W +
A2
X − Z
, T ;A0, A1 + A2,−A2, A3 + A2, A4
)
,
s3 : (∗)→
(
X, Y, Z +
A3
W
,W, T ;A0, A1, A2 + A3,−A3, A4 + A3
)
,
s4 : (∗)→
(
X, Y, Z,W −
A4
Z
, T ;A0 + A4, A1, A2, A3 + A4,−A4
)
.
(29)
Next, let us prove Theorem 2.4. Notice that
A0 + A1 + A2 + A3 + A4 = α0 + α1 + 2α2 + 2α3 + α4 + α5 = 1
and the change of variables from (x, y, z, w) to (X, Y, Z,W ) is symplectic.
Choose Si (i = 0, 1, . . . , 4) as
S0 := s0s2s3s4s3s2s0, S1 := s1, S2 := s2, S3 := s3, S4 := s5,
and set W
D
(1)
5 →A
(1)
4
=< S0, S1, . . . , S4 >. Then we immediately have
S0(A0, A1, . . . , A4) = (−A0, A1 + A0, A2, A3, A4 + A0),
S1(A0, A1, . . . , A4) = (A0 + A1,−A1, A2 + A1, A3, A4),
S2(A0, A1, . . . , A4) = (A0, A1 + A2,−A2, A3 + A2, A4),
S3(A0, A1, . . . , A4) = (A0, A1, A2 + A3,−A3, A4 + A3),
S4(A0, A1, . . . , A4) = (A0 + A4, A1, A2, A3 + A4,−A4).
However, we see that Si(ε) have ambiguities of signature. For example, since
S3(ε
2) =
ε2
1− 2A3ε2
,
we can choose any one of the two branches as S3(ε). Among such possibilities, we
take a choice as
(30)
S1(ε) = S2(ε) = S4(ε) = ε, S0(ε) = ε(1 + 2A0ε
2)−1/2, S3(ε) = ε(1− 2A3ε
2)−1/2.
Here considering in the category of formal power series, we make a convention that
(1− 2A3ε
2)−1/2 is formal power series of A3ε
2 with constant term 1 according to
(1 + x)c ∼ 1 +
∑
n≥1
(
c
n
)
xn.
By (7),(8),(30) and the actions of S1, S2, S3, S4 on X, Y, Z,W, T , we can easily verify
S1(X, Y, Z,W, T ) =
(
X +
A1
Y
, Y, Z,W, T
)
,
S2(X, Y, Z,W, T ) =
(
X, Y −
A2
X − Z
,Z,W +
A2
X − Z
, T
)
,
S3(X, Y, Z,W, T ) =
(
X, Y, Z +
A3
W
,W, (T + A3ε)(1− 2A3ε
2)−1/2
)
,
S4(X, Y, Z,W, T ) =
(
X, Y, Z,W −
A4
Z
, T
)
.
The forms of the actions S0 = s0s2s3s4s3s2s0 on X, Y, Z,W and T are complicated,
but we can see that
S0(X, Y, Z,W, T ) =(X −
2A0
X − 2Y − 2W + 2T
, Y −
A0
X − 2Y − 2W + 2T
,
Z −
2A0
X − 2Y − 2W + 2T
,W, (T −A0ε)(1 + 2A0ε
2)−1/2).
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The proof has thus been completed.
Finally, let us prove Theorem 3.4. The degeneration process from the system (3)
to the system (9) in Theorem 3.3 is given by
α0 = A0, α1 = A1, α2 = A2, α3 = A3, α4 = 2A4 −
1
ε
, α5 =
1
ε
,
t = −εT, x = 1 +
X
εT
, y = εTY, z = 1 +
Z
εT
, w = εTW
from α0, α1, . . . , α5, t, x, y, z, w to A0, A1, . . . , A4, ε, T,X, Y, Z,W . Notice that A0 +
A1 + 2A2 + 2A3 + 2A4 = α0 + α1 + 2α2 + 2α3 + α4 + α5 = 1 and the change of
variables from (x, y, z, w) to (X, Y, Z,W ) is symplectic. Choose Si, i = 0, 1, . . . , 4 as
S0 := s0, S1 := s1, S2 := s2, S3 := s3, S4 := s4s5 = s5s4,
which are reflections of
A0 = α0, A1 = α1, A2 = α2, A3 = α3, A4 =
α4 + α5
2
respectively.
By using the notation (∗) := (A0, A1, . . . , A4, ε), we can easily check
S0(∗) = (−A0, A1, A2 + A0, A3, A4, ε),
S1(∗) = (A0,−A1, A2 + A1, A3, A4, ε),
S2(∗) = (A0 + A2, A1 + A2,−A2, A3 + A2, A4, ε),
S3(∗) =
(
A0, A1, A2 + A3,−A3, A4 + A3,
ε
1 + εA3
)
,
S4(∗) = (A0, A1, A2, A3 + 2A4,−A4,−ε).
(31)
By the above relation, we will see that the group< S0, S1, . . . , S4 > can be considered
to be an affine Weyl group of the affine Lie algebra of type B
(1)
4 with respect to simple
roots A0, A1, . . . , A4.
Now we investigate how the generators of < S0, S1, . . . , S4 > act on T,X, Y, Z
and W . By using the notation (∗∗) := (X, Y, Z,W, T ), we can verify
S0(∗∗) =
(
X +
A0
Y − 1
, Y, Z,W, T
)
,
S1(∗∗) =
(
X +
A1
Y
, Y, Z,W, T
)
,
S2(∗∗) =
(
X, Y −
A2
X − Z
,Z,W +
A2
X − Z
, T
)
,
S3(∗∗) =
(
X, Y, Z +
A3
W
,W, T (1 + εA3)
)
,
S4(∗∗) =
(
X, Y, Z,
T + εTZW + Z2W
Z(εT + Z)
−
2A4
Z
,−T
)
.
(32)
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The proof of Theorem 3.4 has thus been completed.
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