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Resumen. La localización es un requisito de la navegación con mapas de robotsb b b b b b b b b b b b b
móviles. Usualmente se implementa con múltiples sensores y gran poder deb b b b b b b b b b b
cómputo, por lo que no suele ser una capacidad de los robot móviles de bajob b b b b b b b b b b b b b b
costo. Se propone el diseño e implementación de un sistema prototipo queb b b b b b b b b b b b
reporta su localización utilizando un hardware de mínimas prestaciones yb b b b b b b b b b
marcas artificiales en el terreno. Se realizaron pruebas en un ambiente deb b b b b b b b b b b b
interior, obteniendo desde el prototipo repetidas localizaciones, para evaluar lab b b b b b b b b b
precisión y estimar la exactitud. En base a los resultados se concluye que elb b b b b b b b b b b b b b
prototipo propuesto es capaz de determinar ubicaciones con una precisiónb b b b b b b b b b
menor a 10cm, y a una frecuencia de 2Hz; lo que permite plantear lab b b b b b b b b b b b b b
posibilidad, en trabajos futuros, de incluir navegación con mapas a una clase deb b b b b b b b b b b b b
robots que hasta hoy no suele utilizar esta característica.b
b
Palabras claves:  Robot móvil, localización, navegación, sistema embebido,? ? b b b b b b
AprilTag.b
1   Introducción?
La localización es uno de los componentes requeridos para la navegación con mapasb b b b b b b b b b b b b
de los robots móviles, y requiere que el robot sea capaz de determinar su ubicación yb b b b b b b b b b b b b b b b
orientación exacta en el ambiente en el cual se encuentre. Con esta información y unb b b b b b b b b b b b b b b
marco de referencia virtual que represente el ambiente real, el robot puede planificarb b b b b b b b b b b b b
una ruta y desplazarse para cumplir con sus objetivos [1].b
En la actualidad, los robots móviles capaces de realizar navegación enb b b b b b b b b b b
interiores son diseñados y construidos para tareas complejas. Suelen trabajar enb b b b b b b b b b b
ambientes industriales, para desplazar grandes cargas dentro de galpones ob b b b b b b b b b
edificaciones. También en ambientes públicos, por ejemplo en hoteles, donde losb b b b b b b b b b b
robots suelen navegar desde la recepción a diferentes habitaciones, realizando lab b b b b b b b b b b
entrega de suministros solicitados por huéspedes [2,3]. En estas clases de robots elb b b b b b b b b b b b b
costo y/o consumo energético usualmente no es una restricción primordial, por lo queb b b b b b b b b b b b b
suelen contar con sensores láser (LIDAR), visuales (cámaras) y de orientación yb b b b b b b b b b b b
velocidad (unidades de medición inercial) para recolectar datos del ambiente; y conb b b b b b b b b b b b
b
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computadoras capaces de procesar grandes cantidades de información en tiempo real,b b b b b b b b b b b
lo que en conjunto permite conocer la ubicación del robot y navegar en sus ambientesb b b b b b b b b b b b b b b
de trabajo [4].b
Por el contrario, los robots móviles de bajo costo utilizados en interioresb b b b b b b b b b b b
poseen un microcontrolador o microprocesador de bajas prestaciones como sistemab b b b b b b b b b
central de control. Estos robots realizan tareas sencillas, tales como aspirar el polvo enb b b b b b b b b b b b b b
un living (domésticos), o realizar movimientos simples (adelante, izquierda, etc) alb b b b b b b b b b b
ejecutar programas desarrollados por estudiantes (robótica educativa). Para ellob b b b b b b b b
utilizan sensores que permiten una interacción básica con el entorno, por ejemplo parab b b b b b b b b b b b b
evitar el choque con obstáculos o moverse dentro de un cerco invisible. Los sensoresb b b b b b b b b b b b b b
en esta clase de robots pueden detectar el objeto a evitar cuando se está a una distanciab b b b b b b b b b b b b b b b b
muy corta, devolviendo información básica que puede ser discretizada para indicar sib b b b b b b b b b b b
existe o no un objeto frente al sensor. Por tal motivo estos robots realizan únicamenteb b b b b b b b b b b b b b b
navegación reactiva (sin utilización de mapas), ya que no son capaces de determinarb b b b b b b b b b b b b
su ubicación [5].b
En este artículo se presenta la arquitectura de un sistema embebido prototipo,b b b b b b b b b b b b
que reporta su localización utilizando un microprocesador de bajas prestaciones yb b b b b b b b b b b
marcas artificiales en el terreno. Está diseñado para ser integrado fácilmente a robotsb b b b b b b b b b b b b
móviles de bajo costo, con el fin de que esta categoría de robots pueda determinar sub b b b b b b b b b b b b b b b
ubicación en ambientes de interiores. El sistema está basado en la adquisición deb b b b b b b b b b b b b
señales a través de una cámara de video, y la detección de marcas artificiales a travésb b b b b b b b b b b b b b b b
del software AprilTag. El dispositivo cuenta con una computadora de arquitecturab b b b b b b b b b b
MIPS de bajo consumo que controla el sensor de captura, procesa la imágenes conb b b b b b b b b b b b b b
AprilTag, y calcula la localización. Por lo que las contribuciones principales de esteb b b b b b b b b b b b b
trabajo son dos:b
- Una aplicación para sistemas embebidos po rtable (desarrollada en C sinb b b b b b b b b b
ninguna dependencia de bibliotecas externas) que captura imágenes de unab b b b b b b b b b
cámara, y reporta la localización utilizando AprilTag.bb
- La validación de la precisión del sistema a través de la experimentación delb b b b b b b b b b b b b
mismo en un hardware de mínimas prestaciones.b
b
El resto de este trabajo está estructurado de la siguiente manera: en la secciónb b b b b b b b b b b b b b
2 se presentan trabajos relacionados; en la sección 3 se presenta la arquitectura delb b b b b b b b b b b b b b
sistema propuesto, con énfasis en el algoritmo de localización; en la sección 4 seb b b b b b b b b b b b b b
exponen los resultados obtenidos de la evaluación del sistema, al experimentar con unb b b b b b b b b b b b b
robot de bajo costo para la obtención de mediciones de localización; finalmente, en lab b b b b b b b b b b b b b
sección 5 se detallan las conclusiones y trabajos futuros.b
2   Trabajos Relacionados?
Una solución a la localización es a través de marcas artificiales en el terreno (delb b b b b b b b b b b b b b b
inglés artificial landmark), que son colocadas para que puedan ser unívocamenteb b b b b b b b b b b
identificadas de manera fácil y precisa. Si bien con este método se puede evitar el usob b b b b b b b b b b b b b b b
de varios de los sensores que habitualmente se utilizan en localización, aún requiereb b b b b b b b b b b b b
b
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visión por computadora para reconocer la ubicación y orientación de la marcab b b b b b b b b b b b
artificial. Los algoritmos de visión por computadora para la detección de estas marcasb b b b b b b b b b b b b
fiduciales suelen implementarse y verificarse en computadoras con recursosb b b b b b b b b
suficientes para procesar un gran número de imágenes por segundo, y permitir el usob b b b b b b b b b b b b b
de un amplio rango de bibliotecas y aplicaciones al mismo tiempo. Por ejemplo,b b b b b b b b b b b b b
opencv para la captura y filtrado de imágenes, y el entorno matlab para programación.b b b b b b b b b b b b b b
Esto posibilita el prototipado rápido y la validación de los algoritmos de visión en lab b b b b b b b b b b b b b b
misma computadora. En [6] se presenta el diseño de AprilTag para su uso en robóticab b b b b b b b b b b b b b b
y realidad aumentada. La validación se realizó en una computadora con una CPU Intelb b b b b b b b b b b b b b
Xeon E5-2640 de 2.5GHz. Se menciona que es posible lograr una buen rendimientob b b b b b b b b b b b b
del sistema en un equipo iPhone, sin especificar un modelo particular. En [7] seb b b b b b b b b b b b b b
implementa un aterrizaje autónomo de un drone a una estación en movimiento,b b b b b b b b b b b b
utilizando una computadora con un Nvidia Tegra K1 SoC, CPU ARM A-15 deb b b b b b b b b b b b b
2.3GHz, y 8GB de DDR3 RAM para la detección de marcas de referencias conb b b b b b b b b b b b b b
AprilTag. En [8] se presenta el diseño de un sistema para localización en interiores,b b b b b b b b b b b b b b
utilizando también AprilTag. La experimentación se llevó a cabo mediante un robotb b b b b b b b b b b b
móvil Pioneer 3-DX, que contó con una notebook empotrada con procesador Intelb b b b b b b b b b b b
Core 2 Due 2.0 GHz y 2G de RAM. En [9] se presenta un sistema capaz de serb b b b b b b b b b b b b b b b b b
utilizado en el control de acercamiento de dos barcos para el traspaso de cargas entreb b b b b b b b b b b b b b b
embarcaciones. Se utilizó para el procesamiento de las marcas de referencia conb b b b b b b b b b b b
AprilTag una notebook Lenovo W540 con un procesador Intel Quad-Core i7-4900MQb b b b b b b b b b b
de 2.80GHz CPU y una NVIDIA Quadro K2100M para la rectificación de lasb b b b b b b b b b b b b
imágenes. En [10] se analizan diferentes sistemas de detección de marcas deb b b b b b b b b b b b
referencia y se propone uno mixto. Los experimentos se realizaron utilizando unab b b b b b b b b b b b
computadora con procesador i7-7600U a 2.80GHz para el procesamiento de lasb b b b b b b b b b b
imágenes. En [11] se controlan brazos manipuladores industriales basando susb b b b b b b b b b
movimientos a la posición de los objetos a manipular. A estos últimos se les añadieronb b b b b b b b b b b b b b b
marcas de referencia de AprilTag para estimar su posición. La ejecución de esteb b b b b b b b b b b b b
sistema en los experimentos se realizó en una PC embebida con un procesador -i7b b b b b b b b b b b b b b
quad core, y 8GB de RAM.b
A diferencia de los casos expuestos nuestro trabajo se focaliza en lab b b b b b b b b b b b
implementación y validación de un sistema embebido que pueda reportar lab b b b b b b b b b b
localización de robots móviles de bajo costo, utilizando un hardware de mínimasb b b b b b b b b b b b
prestaciones y el software AprilTag 3 para la detección de marcas de referencia. Nob b b b b b b b b b b b b b
hemos encontrado otros trabajos que evalúen el rendimiento o la precisión deb b b b b b b b b b b b
AprilTag 3 en sistemas mínimos.b
b
b
3   Arquitectura?
b
3.1   Arquitectura de Hardware?
b b b
La arquitectura de hardware del prototipo presenta dos componentes principales:b
● El dispositivo de cámara rotativa;b
● El hardware de procesamiento embebidob
b
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b
El dispositivo de cámara rotativa consta de una cámara USB genéricab b b b b b b b b b b
montada sobre un servo motor, el cual permite rotar a la cámara de 0 a 360º, con unab b b b b b b b b b b b b b b b b b
resolución de giro de un grado. La señal de control para girar la cámara es una señalb b b b b b b b b b b b b b b b b
individual de modulación por ancho de pulsos (PWM), con una frecuencia estándar deb b b b b b b b b b b b b
50hz para este dispositivo. La cámara tiene una interfaz USB 2.0 y es un dispositivob b b b b b b b b b b b b b b
de clase UVC. Ambas interfaces están conectadas al hardware embebido.b
b
b
?
Fig. 1. Dispositivo de cámara rotativa y hardware de procesamiento embebido.b
b
El hardware embebido es la computadora en donde se ejecuta el sistema deb b b b b b b b b b b b b
localización. Contiene un System On Chip (SOC) Atheros AR9331, con una CPUb b b b b b b b b b b b
MIPS de 400Mhz. La memoria principal (RAM) es de 32MB. También cuenta conb b b b b b b b b b b b b
puertos de E/S (GPIO), un puerto USB 2.0, una interfaz UART y una interfazb b b b b b b b b b b b b b
Wireless WiFi 802.11n/g/b. El tamaño del módulo, que puede observarse en la Fig. 1,b b b b b b b b b b b b b b
es de aproximadamente 6x6x9cm, y tiene un peso total de 120g. Los costos de losb b b b b b b b b b b b b b b
componentes se enumeran a continuación:b
1. Computadora MIPS: USD 32.85b
2. Servo motor DS04-NFC: USD 4.54b
3. Camara USB genérica: USD 5b
b
3.2   Arquitectura de Software?
b
El hardware está controlado por un sistema operativo Linux construído con buildroot ,b b b b b b b b b b b b1
destinado a sistemas embebidos. Los controladores de hardware que se utilizan en elb b b b b b b b b b b b b
dispositivo presentado son el universal video class (UVC) para la captura de imágenesb b b b b b b b b b b b b
desde la cámara, y el de un puerto de E/S general (GPIO). Adicionalmente se integrób b b b b b b b b b b b b b b
también un driver en espacio de usuario de modulación por ancho de pulsos (PWM)b b b b b b b b b b b b b b
(que utiliza a bajo nivel el driver GPIO). Este driver controla un servo motor para rotarb b b b b b b b b b b b b b b b
la cámara. Cuando se requiere una localización la aplicación busca primero la marcab b b b b b b b b b b b b
de referencia. Para esto va rotando la cámara 45 grados y capturando imágenes,b b b b b b b b b b b b b
analizando cada una para detectar la marca de referencia. Cuando se detecta la marcab b b b b b b b b b b b b b
1 https://buildroot.org/?
b
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de referencia en una imagen, el sistema detiene la rotación de la cámara, y se procedeb b b b b b b b b b b b b b b b
a realizar el proceso de localización, el cual consta de tres etapas, presentadas en lab b b b b b b b b b b b b b b
Fig. 2.bb
En la primera etapa del proceso la aplicación embebida captura una imagenb b b b b b b b b b b b
desde la cámara, utilizando la interfaz en espacio de usuario del driver UVC delb b b b b b b b b b b b b b
sistema Linux. El formato de la imagen digital recibida es JPEG y la resolución es deb b b b b b b b b b b b b b b b
320x240 píxeles.b
b
b
b
Fig. 2 . Etapas del proceso de localización.b
b b b
En la segunda etapa el sistema procesa la señal obtenida (imagen JPEG) conb b b b b b b b b b b b b
el software AprilTag. Este software es un sistema visual fiducial, útil para una ampliab b b b b b b b b b b b b b
variedad de tareas, incluida la realidad aumentada, la robótica y la calibración de lab b b b b b b b b b b b b b
cámara [10]. Es capaz de reconocer marcas de referencia artificiales llamadasb b b b b b b b b b b
etiquetas (tags), las cuales son similares a códigos QR pero con menor cantidad deb b b b b b b b b b b b b b
bits, lo que permite una detección más rápida que los sistemas QR tradicionales. Otrab b b b b b b b b b b b b b
ventaja de AprilTag es que presenta un bajo porcentaje de falsas detecciones (falsosb b b b b b b b b b b b b
positivos) aún con cambios en la iluminación del ambiente, lo cual es unab b b b b b b b b b b b b
característica deseable en los sistemas de visión por computadora, que suelenb b b b b b b b b b b
presentar inconvenientes ante dicho factor.bb
En esta etapa AprilTag analiza la imagen, y reporta la posición y orientaciónb b b b b b b b b b b b b
de las etiquetas identificadas. Como en este trabajo se experimenta con una únicab b b b b b b b b b b b b
marca de referencia en el ambiente, se obtiene como salida una única matriz deb b b b b b b b b b b b b b
rotación y un vector de traslación de la marca detectada, ubicados en el sistema deb b b b b b b b b b b b b b b
coordenadas de la cámara, con origen el centro de la lente focal.b
La última etapa, Algoritmo de localización, realiza el cálculo de la posiciónb b b b b b b b b b b b
de la cámara en el sistema de coordenadas del mundo real (sistema de coordenadas deb b b b b b b b b b b b b b b
la marca de referencia) y consta de tres sub-etapas:b
1. Se obtiene el ángulo euler pitch a partir de la matriz de rotación obtenidab b b b b b b b b b b b b b
desde AprilTag. Para su cálculo se utilizan funciones de la biblioteca eigen ,b b b b b b b b b b b b2
las cuales se incorporaron como parte del código de la aplicación. En la Fig.b b b b b b b b b b b b b b
3 (a) 1 se puede observar que el ángulo euler pitch obtenido  α  (alfa) es elb b b b b b b b b b b b b b b b
ángulo formado por el eje  X Cam del sistema de coordenadas de la cámara yb b b b b ? b b b b b b b b b
el eje  X tag del sistema de coordenadas del tag.b
2. Luego, a partir del punto ( Xc , Yc ) provisto por AprilTag (Fig. 3 (a)) se obtieneb b b b b b b b b b b b b b
el punto  Xc’ e  Yc’  en el sistema de coordenadas del mundo real (Fig. 3 (b) 2),b b b b ? b b b b b b b b b b b b
donde  Xc’ = Xc y  Yc’ = Yc  (sus valores algebraicos son equivalentes).?
3. Finalmente, se realiza una rotación del punto ( Xc’ ,  Yc’ ), la cantidad deb b b b b b b b b b b b
grados  α obtenido en el paso 1. Para esto se define un vector columna a partirb b b b b b b b b b b b b b b b
de  Xc’ e  Yc’, y se multiplica por una matriz de rotación calculada a partir delb b b b b b b b b b b b b b b b
ángulo alfa α:b
2  http://eigen.tuxfamily.org?
b
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b
Se obtiene entonces el punto ( Xt,  Yt)  (Fig. 3 (b) 3), a partir de lab
multiplicación recién descrita:b
Xt = cos(α).Xc’ - sen(α).Yc’?
Yt = sen(α).Xc’ + cos(α).Yc’??
b
El punto  (Xt, Yt) (Fig. 3 (b) 3) indica la posición de la cámara en el sistemab
de coordenadas de la marca de referencia, es decir, la posición del dispositivo portátilb
en el escenario o mundo real.b?
b
b
b
Fig.  3. (a) posición de la marca de referencia en el sistema de coordenadas de la cámara. (b)b
posición de la cámara en el sistema de coordenadas del mundo real ( la marca de referencia).b
4   Resultados?
Para validar el prototipo se evaluó el tiempo, y precisión de las localizacionesb b b b b b b b b b b b b
reportadas por el sistema propuesto.b
4.1   Tiempo de ejecución?
En la etapa de obtención de requerimientos de este trabajo se tomó como referenciab b b b b b b b b b b b b b
los robots móviles de bajo costo utilizados por la Facultad de Informática en proyectosb b b b b b b b b b b b b b
de robótica educativa [12]. El robot Frankestito se desplaza a una velocidad máximab b b b b b b b b b b b b
de 12cm/seg, y se estimó que, para futuras funcionalidades de navegación el robotb b b b b b b b b b b b b
educativo, debería indicar su ubicación aproximadamente cada 20 centímetros. Estob b b b b b b b b b
requiere una localización cada 1,6 segundos en este robot, por lo que una frecuenciab b b b b b b b b b b b b b
de 1Hz sería suficiente si el error de la localización es +/- 12cm.bb
b
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Se utilizó la función de la biblioteca  libc gettimeofday() para evaluar el tiempob b b b b b b ? b b b b b
transcurrido de cada etapa del sistema propuesto (tiempo de E/S y tiempo deb b b b b b b b b b b b b
ejecución) y corroborar que el tiempo de localización está dentro de losb b b b b b b b b b b b
requerimientos. En una prueba de 415 mediciones utilizando el hardware propuesto seb b b b b b b b b b b b
obtuvo (como se observa en la Tabla 1) una frecuencia general de localizaciones deb b b b b b b b b b b b b b
2Hz, y una frecuencia para el caso más desfavorable de 1Hz.b
Tabla 1.  Tiempos promedios de E/S y CPU en el dispositivo prototipo en 415 localizaciones.b
Etapab Tipob Tiempobb
(media aritmética)b
Tiempo máx.b
 (peor caso)b
Capturab Tiempo de E/Sb 74 (ms)b 95 (ms)b
Detección con AprilTagbb Tiempo de ejecuciónb 292 (ms)b 750 (ms)b
Algoritmo de localizaciónb Tiempo de ejecuciónb 41 (ms)b 46 (ms)b
TOTALbb Tiempo de E/S + CPUb 407 (ms)b 891 (ms)b
4.2   Precisiónb
Para las pruebas se delimitó un escenario real de navegación de 2mts x 2mts, con unab b b b b b b b b b b b b b b b
cuadrícula en el terreno compuesta de mosaicos de 33cm x 33cm. Se colocó unab b b b b b b b b b b b b b
marca de referencia (tag en la terminología de AprilTag) en este ambiente. Elb b b b b b b b b b b b b
dispositivo prototipo fue entonces montado sobre un robot móvil de bajo costo, y seb b b b b b b b b b b b b b
calibró la altura de la lente de la cámara para que se encuentre a la misma altura que elb b b b b b b b b b b b b b b b b b b
centro del tag, como se observa en la Fig. 4. Para la comunicación entre la CPU delb b b b b b b b b b b b b b b b b
prototipo y el microcontrolador del robot móvil se interconectó la interfaz serialb b b b b b b b b b b b
UART de ambos.bb
b
b
Fig. 4. Escenario real en donde se realizaron las mediciones con el dispositivo propuesto.b
b
Durante el experimento se utilizó una marca de referencia (tag) de 20cm xb b b b b b b b b b b b b
20cm, y se fue situando al robot móvil en cada esquina de la cuadrícula del ambiente,b b b b b b b b b b b b b b b b
cuyas localizaciones exactas son conocidas a priori. En cada ubicación se realizaronb b b b b b b b b b b b
aproximadamente 10 mediciones desde el dispositivo prototipo y se almacenaron losb b b b b b b b b b b
resultados para su análisis. El conjunto fue graficado en una cuadrícula que representab b b b b b b b b b b b b
b
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el escenario real (Fig. 5). La marca de referencia (tag) se encontraba en X=99 e Y=0b b b b b b b b b b b b b b b b
de esta representación. Cada punto representa una localización reportada por elb b b b b b b b b b b
sistema.b
Se observa que hasta una distancia en Y de 125cm el robot reportab b b b b b b b b b b b b
localizaciones muy cercanas al valor real de la ubicación. El valor exacto en cadab b b b b b b b b b b b b b
medición (la ubicación real) está representada en la Figura por cada intersección de lab b b b b b b b b b b b b b
cuadrícula. Las mediciones son también muy precisas (las 10 mediciones en cadab b b b b b b b b b b b
ubicación están concentradas). Luego, a más de 175cm de distancia (Y=175) lab b b b b b b b b b b b
precisión decae en el eje x mucho más que en el eje y (puede notarse en la figura queb b b b b b b b b b b b b b b b b b b
los puntos de cada medición tienen una dispersión mayormente horizontal). En estab b b b b b b b b b b b
zona del escenario la distancia máxima (diferencia) entre mediciones de una mismab b b b b b b b b b b b
ubicación es de hasta aproximadamente 20cm en el eje X, y de 10cm en el eje Y.b b b b b b b b b b b b b b b b b
Finalmente, a 2mts de distancia, las mediciones ya no se concentran alrededor de lab b b b b b b b b b b b b b
ubicación real, por lo que estas mediciones sólo podrían utilizarse como un cálculob b b b b b b b b b b b b
estimativo de la zona donde se encuentre el robot, y ya no como una localizaciónb b b b b b b b b b b b b b b
exacta.b
b
Fig. 5. Relación entre las localizaciones reportadas por el dispositivo prototipo (puntos) y lab
ubicación real (intersecciones de la cuadrícula).bb
b
Cada localización es una ubicación en un plano 2D con ejes (X, Y). En la Figura 6 seb b b b b b b b b b b b b b b b b b
presentan dos histogramas (uno para el eje X y otro para Y) de las distancias de lasb b b b b b b b b b b b b b b b b
localizaciones con respecto al valor de la ubicación real.bb
b
b
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bFig. 6. Histograma de las distancias en centímetros de las localizaciones con respecto al valor? b b b b b b b b b b b b b b
real.b
El valor x=0 en ambos es la distancia mínima con respecto valor estimativo realb b b b b b b b b b b b b b
(ubicaciones conocidas previo al experimento), y representa las mediciones másb b b b b b b b b b
exactas. Se observa que al menos unas 100 mediciones coincidieron con la ubicaciónb b b b b b b b b b b b b
real (de un total de 415), y también, que un gran número de mediciones estánb b b b b b b b b b b b b b b
comprendidas en el rango [-5,5] cm. Su justificación puede apreciarse en lasb b b b b b b b b b b b
estadísticas  de la Tabla 2.b
b
Tabla 2. Estadística de las distancias de localizaciones con respecto a su valor estimativo real.b
Estadísticab Valorb
b
Cantidad de medicionesb 415b
Media del error (distancia media de lasbb
localizaciones al valor real de la ubicación)b
4,971cmb
Varianzab 28,985b
Desvío estándarb 5,383b
Error estándar del promediob 0,264b
Resultado numérico de las medicionesb
(distancia al valor estimativo real)b
(4,971 +/- 0,264) cmb
Porcentaje de mediciones del experimentob
dentro del desvío estándarb
65%b
b
5   Conclusiones y Trabajo Futuro?
Se presentó en este trabajo la arquitectura de un dispositivo prototipo para reportarb b b b b b b b b b b b b
localizaciones de robots móviles de bajo costo en ambientes interiores, y utilizandob b b b b b b b b b b b
marcas de referencia en el terreno. Se experimentos para medir la frecuencia,b b b b b b b b b b b b
precisión y exactitud, cuando se lo utiliza en un hardware de mínimas prestaciones.bb
En base a los resultados se concluye que el hardware y software propuesto esb b b b b b b b b b b b b b
capaz de localizar un robot de bajo costo a 2hz, y con una precisión de (4,971 +/-b b b b b b b b b b b b b b b b b
b
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0,264) cm el 65% de los casos, si el robot navega en los límites impuestos por: tamañob b b b b b b b b b b b b b b b b
de la marca de referencia en el terreno y la resolución de la cámara utilizada. Losb b b b b b b b b b b b b b b b
robots de bajo costo suelen trabajar en ambientes pequeños (por ej. una habitación), yb b b b b b b b b b b b b b
si bien se experimentó con pequeñas marcas de referencia se estima (y se plantea parab b b b b b b b b b b b b b b
validación futura) que con un tamaño de tag de 40cm x 40cm sería suficiente en lab b b b b b b b b b b b b b b b
mayoría de estos casos (por ej. para ambientes de hasta 16mt²).b
Como trabajo futuro se espera continuar, también, con la implementación yb b b b b b b b b b b
validación de los componentes restantes de la navegación con mapas en robotsb b b b b b b b b b b b
móviles de bajo costo. Algunos ejemplos de estos son: representación de mapas,b b b b b b b b b b b b
planificación de rutas, historial de trayectorias, y estimación de los errores deb b b b b b b b b b b b
localización. También se pretende incrementar el rendimiento del módulo deb b b b b b b b b b
localización, realizando principalmente mejoras en el software (por ejemplo,b b b b b b b b b
solapando la E/S con el tiempo de CPU).b
b
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