In this paper we provide a detailed convergence analysis for fully discrete second order (in both time and space) numerical schemes for nonlocal Allen-Cahn (nAC) and nonlocal CahnHilliard (nCH) equations. The unconditional unique solvability and energy stability ensures 4 stability. The convergence analysis for the nAC equation follows the standard procedure of consistency and stability estimate for the numerical error function. For the nCH equation, due to the complicated form of the nonlinear term, a careful expansion of its discrete gradient is undertaken and an H −1 inner product estimate of this nonlinear numerical error is derived to establish convergence. In addition, an a-priori W 1,∞ bound of the numerical solution at the discrete level is needed in the error estimate. Such a bound can be obtained by performing a higher order consistency analysis by using asymptotic expansions for the numerical solution. Following the technique originally proposed by Strang (e.g., 1964), instead of the standard comparison between the exact and numerical solutions, an error estimate between the numerical solution and the constructed approximate solution yields an O(s 3 +h 4 ) convergence in ∞ (0, T ; 2 ) norm, which leads to the necessary bound under a standard constraint s ≤ Ch. Here, we also prove convergence of the scheme in the maximum norm under the same constraint.
Introduction
In this paper our primary goal is to develop a detailed convergence analysis of fully discrete second order (in both time and space) numerical schemes for integro-partial-differential equations:
and ∂ t φ = ∆w, (1.2) where Ω is a rectangular domain in R n . The solution φ(x, t) is Ω -periodic in space. Suppose Ω = (0, L 1 ) × (0, L 2 ) ⊂ R 2 . Define C m per (Ω) = f ∈ C m R 2 f is Ω -periodic , where m is a positive integer. Set
f is Ω -periodic . Of course, L q (Ω) and L q per (Ω) can be identified in a natural way. Suppose that the convolution kernel J : R 2 → R satisfies A1. J = J c − J e , where J c , J e ∈ C ∞ per (Ω) are non-negative.
A2. J c and J e are even, i.e., J α (x 1 , x 2 ) = J α (−x 1 , −x 2 ), for all x 1 , x 2 ∈ R, α = c, e.
A3
. Ω J(x) dx > 0.
Given φ ∈ L 2 per (Ω), by J * φ we mean the circular, or periodic, convolution defined as Clearly J * 1 = Ω J(x) dx is a positive constant. We refer to Eqs. (1.1) and (1.2) as the nonlocal Allen-Cahn (nAC) and nonlocal Cahn-Hilliard (nCH) equations, respectively. For any φ ∈ L 4 per (Ω), we define 6) where γ c , γ e ≥ 0 are constants. Typically, one of γ c and γ e is zero. The energy (1.6) is equivalent to
The term w defined in (1.3) is the chemical potential (variational derivative) relative to the energy (1.7). Formally, periodic solutions of the nAC and nCH equations, Eq. (1.1) and Eq. (1.2) , dissipate E at the rate d t E(φ) = −M w 2 L 2 , d t E(φ) = − ∇w 2 L 2 , respectively. Eqs. (1.1) and (1.2) can also be rewritten as ∂ t φ = −M (a(φ)φ − J * φ), (nAC), (1.8) ∂ t φ = ∇ · (a(φ)∇φ) − (∆J) * φ, (nCH), (1.9) where a(φ) = 3φ 2 + γ c − γ e + J * 1.
(1.10)
We refer to a(φ) as the diffusive mobility, or just the diffusivity. To make Eq. (1.2) positive diffusive (and non-degenerate), we require [14] γ c − γ e + J * 1 =: γ 0 > 0, (1.11) in which a(φ) > 0. We will assume that (1.11) holds in the sequel. Eq. (1.2) can also be viewed as a special case of a more general form of nonlocal Cahn-Hilliard equation which is defined as the following: 12) where M (φ) > 0 is the mobility, w general = δ φ E general is the chemical potential and E general is the nonlocal interaction energy defined as
2 Ω J(x − y)φ(x)φ(y)dy dx.
(1.13)
Here we take φ ∈ C ∞ per (Ω) in the sequel, and F is the local energy density, which is usually nonlinear. One important example of the energy density F is where θ and θ c represent the absolute and critical temperatures, respectively [8, 21, 31, 37] . Eq. (1.12) is the nonlocal version of the classical Cahn-Hilliard (CH) equatios, for which the free energy is [2, 16, 17] : 18) and the dynamical equation becomes
The connection between two energies can be seen as follows. The energy E general can be written as
(1.20)
The term E local (φ) is obtained by approximating the nonlocal energy E general [4, 15, 22, 35, 51] . Specifically, one takes the approximation (J * φ) ≈ J 0 φ + 1 2 J 2 ∆φ where J 0 = Ω J(x)dx and J 2 = Ω J(x)|x| 2 dx (J 2 is the second moment of J). Under the assumption of periodic boundary conditions, we have the following approximation:
Thus one can obtain E local with G(φ) = F (φ) − J 0 2 φ 2 and 2 = J 2 2 . General nCH and nAC equations have been widely used in many fields ranging from physics and material science to biology, finance and image processing. In materials science, Eqs. (1.12), (1.19) and other closely related equations arise as mesoscopic models of interacting particle systems [5, 35, 40] . Eq. (1.1) is used to model phase transition [12] . In Dynamic Density Functional Theory (DDFT) [4, 5] , the interaction kernel J = c (2) (x, y|φ ref ) is the two-particle direct correlation function, φ represents the mesoscopic particle density and φ ref is the average density. See [22, 25, 38, 39, 42, 43, 51] for further details. In biology, J has been used to model interactions among cells and extracellular matrix [6, 7, 18, 28] . In mathematical models of finance, J arises from an expectation taken with respect to a particular measure which is used in the model for option pricing [41] . In the modeling for image segmentation with nCH equation, J is interpreted as the attracting force [26, 27] . Readers are referred to [10, 13, 14, 19, 27, 29, 30] for theoretical studies of general nCH equations , and [12, 15, 24] for general nAC equations.
There are a few works dedicated to numerical simulation of, or numerical methods for, equations like (1.1) and (1.2). Anitescu et al. [3] considered an implicit-explicit time stepping framework for a nonlocal system modeling turbulence, where, as here, the nonlocal term is treated explicitly. References [20, 52] address finite element approximations (in space) of nonlocal peridynamic equations with various boundary conditions. In [11] , a finite difference method for Eq. (1.1) with non-periodic boundary conditions is applied and analyzed. Reference [34] uses a spectral-Galerkin method to solve a nonlocal Allen-Cahn type problem, like Eq. (1.1), but with a stochastic noise term and equation modeling heat flow. For other references for equations like (1.2), see [1, 26, 35, 44] . A first order convex splitting for Eq. (1.2) scheme was introduced and analyzed in [33] . A second order convex splitting scheme for the general system Eq. (1.12) was introduced in [32] ; its unconditional energy stability and unique solvability were presented.
Here, we present a detailed convergence analysis of fully discrete second order convex splitting schemes using the specific forms of Eqs. (1.1) and (1.2). We prove convergence in both the 2 and ∞ spatial norms. We note that this convergence analysis is much more challenging than that of the first order scheme, primarily due to its complicated form for the nonlinear term and lack of higher order diffusion term. The present work focuses on the 2D case but can be straightforwardly extended to 3D. Although the result can not be easily extended to more general nonlinear local densities F , our results are still useful because polynomial local density functions are widely used.
The outline of the paper is as follows. Some preliminary estimates needed for the convergence proofs are summarized in Section 2. In Section 3 we define the fully discrete second order scheme and give some of its basic properties, including energy stability and unique solvability. The second order convergence analysis for the nAC equation is presented in Section 4. In Section 5 we provide a higher order consistency analysis for the nCH equation, up to order O(s 3 +h 4 ). In Section 6 we give the details of the convergence analyses for the nCH equation, in both ∞ (0, T ; 2 ) and ∞ (0, T ; ∞ ) norms. Finally, some numerical results are presented in Section 7, that confirm convergence of the schemes.
The discrete periodic convolution and useful inequalities
Here we define a discrete periodic convolution operator on a 2D periodic grid. We need two spaces: C m×n is the space of cell-centered grid (or lattice) functions, and V m×n is the space of vertex-centered grid functions. The precise definitions can be found in App. A. The spaces and the following notations have straightforward extensions to three dimensions. Suppose φ ∈ C m×n is periodic and f ∈ V m×n is periodic. Then the discrete convolution operator [f φ] : V m×n × C m×n → C m×n is defined component-wise as
Note very carefully that the order is important in the definition of the discrete convolution [ · · ]. The next result follows from the definition of the discrete convolution and simple estimates. The proof is omitted.
Lemma 2.1. If φ, ψ ∈ C m×n are periodic and f ∈ V m×n is periodic and even, i.e., f i+ 1 2 ,j+
If, in addition, f is non-negative, then
The following lemma is cited from [33] ; the detailed proof can be found there.
Lemma 2.2. Suppose φ ∈ C m×n is periodic. Assume that f ∈ C ∞ per (Ω) is even and define its grid restriction via f i+ 1 2 ,j+
, p j+ 1 2 , so that f ∈ V m×n . Then for any α > 0, we have
where C 2 is a positive constant that depends on f but is independent of h.
3 The second order convex splitting schemes
Semi discrete convex splitting schemes
The second order (in time) convex splitting scheme for the nAC equation (1.1) and nCH equation (1.2) has been proposed in a recent article [32] , which was proven to be unconditionally solvable and unconditionally energy stable. These schemes follows the convex properties of the energy [33] :
If γ e = 0, then E(φ) ≥ 0 for all φ ∈ L 4 per (Ω). Furthermore, the energy (1.6) can be written as the difference of convex functionals, i.e, E = E c − E e , where
3)
The decomposition above is not unique, but Eqs. (3.3) -(3.4) will allow us to separate the nonlocal and nonlinear terms, treating the nonlinearity implicitly and the nonlocal term explicitly, without sacrificing numerical stability.
To motivate the fully discrete scheme that will follow later, we here present semi-discrete version and briefly describe its properties.
A second-order (in time) convex splitting scheme for the nAC equation (1.1) and nCH equation (1.2) can be constructed as follows:
where s > 0 is the time step size. This scheme respects the convex splitting nature of the energy E given in (3.3) and (3.4) : the contribution to the chemical potential corresponding to the convex energy, E c , is treated implicitly, the part corresponding to the concave part, E e , is treated explicitly. Eyre [23] is often credited with proposing the convex-splitting methodology for the Cahn-Hilliard and Allen-Cahn equations. The idea is, however, quite general and can be applied to any gradient flow of an energy that splits into convex and concave parts. See for example [47, 48, 49, 50] . Moreover, the treatment of the nonlinear term, the convex and concave diffusion terms, given by (3.8), (3.9), respectively, follows the methodology in an earlier work [36] to derive a second order accurate convex splitting scheme for the phase field crystal (PFC) model. Other related works can also be found in [9, 45] , etc.
We have the following a priori energy law for the solutions of the second-order scheme (3.6) -(3.9). The statement for the fully discrete version appears later in Section 3.3. Their proof can be found in a recent article [32] . Theorem 3.2. Suppose the energy E(φ) is defined in Eq. (1.6). For any s > 0, the second order convex splitting scheme, (3.5) or (3.6), with (3.7) -(3.9), has a unique solution φ k+1 , w k+1/2 ∈ C ∞ per (Ω). Moreover, by denoting a pseudo energy
10)
we have φ k+1 − φ k , 1 = 0 for any k ≥ 1 and
Also note that the remainder term in the pseudo energy (3.10) is non-negative. This implies that the energy is bounded by the initial energy, for any s > 0: E φ k+1 ≤ E φ k , φ k+1 ≤ E φ −1 , φ 0 ≡ E φ 0 by taking φ −1 = φ 0 . Therefore, we say that the scheme is unconditionally energy stable.
In the sequel, we will propose fully discrete versions of these schemes and provide the corresponding analysis.
Discrete energy and the fully discrete convex splitting schemes
We begin by defining a fully discrete energy that is consistent with the energy (1.6) in continuous space. In particular, the discrete energy F : C m×n → R is given by
where J := J c − J e , and J α ∈ V m×n , α = c, e, are defined via the vertex-centered grid restrictions (J α ) i+ 1 2 ,j+
).
Lemma 3.3. Suppose that φ ∈ C m×n is periodic and define
14)
Then F c and F e are convex, and the gradients of the respective energies are
Hence F , as defined in (3.13), admits the convex splitting F = F c − F e .
Proof. F c is clearly convex. To see that F e is convex, we make use of the estimate (2.3), and observe that
≥ 0, for any periodic ψ ∈ C m×n . The details are suppressed for brevity.
We now describe the fully discrete schemes in detail. The scheme can be formulated as: given φ k ∈ C m×n periodic, find φ k+1 , w k+1/2 ∈ C m×n periodic so that 19) in which ∆ h is the standard five-point discrete Laplacian operator, η φ k , φ k+1 , φ k+1/2 ,φ k+1/2 are given by (3.8) -(3.9), respectively.
Unconditional solvability and energy stability
Now we show that the convexity splitting is translated into solvability and stability for our scheme, both (3.17) and (3.18). The basic method for the proof of the following result was established in [32, 33] -see also [48, 49, 50 ] -and we therefore omit it for brevity.
Theorem 3.4. The scheme (3.18) is discretely mass conservative, i.e., φ k+1 − φ k 1 = 0, for all k ≥ 0, and uniquely solvable for any time step size s > 0.
Lemma 3.5. Suppose that φ ∈ C m×n is periodic and the discrete energy F is defined in Eq. (3.13).
There exists a non-negative constant C such that F (φ) + C ≥ 0. More specifically,
The following result is a discrete version of Theorem 3.2; its proof can be found in [32] .
Theorem 3.6. Suppose the energy F (φ) is defined in Eq. (3.13), assume φ k+1 , φ k ∈ C m×n are periodic and they are solutions to the scheme (3.17) (for the nAC equation) or (3.18) (for the nCH equation). Then for any s > 0,
with the discrete pseudo energy E φ k , φ k+1 given by
Most importantly, the remainder term in the pseudo energy (3.24) is non-negative. This implies that the energy is bounded by the initial energy, for any s > 0:
Putting Lemma 3.5 and Theorem 3.6 together, we immediately get the following two results. The proof can be found in [33] .
2 are a sequence of periodic solution pairs of the scheme (3.17) (for the nAC equation) or (3.18) (for the nCH equation), with the starting values φ 0 . Then, for any 1 ≤ k ≤ l,
, where r ∈ Z + is sufficiently large, and set
2 are a sequence of periodic solution pairs of the scheme (3.17)
(for the nAC equation) or (3.18) (for the nCH equation), with the starting values φ 0 . There exist constants C 3 , C 4 , C 5 > 0, which are independent of h and s, such that
We conclude this subsection with the statement of local-in-time error estimates for our second order convex splitting schemes, including both (3.17) for the nAC equation and (3.18) for the nCH equation, in two dimensions. The detailed proof is given in the next three sections. The extension of the proofs to three dimensions is omitted for the sake of brevity; see Remark 6.4 for some of the details.
The second order convergence of the scheme (3.17) for the nAC equation is stated in the following theorem.
Theorem 3.9. Given smooth, periodic initial data Φ(x 1 , x 2 , t = 0), suppose the unique, smooth, periodic solution for the nAC equation (1.1) is given by Φ(x, y, t) on Ω for 0 < t ≤ T , for some T < ∞. Define Φ k i,j as above and set e k i,j := Φ k i,j − φ k i,j , where φ k i,j ∈ C m×n is k th periodic solution of (3.17) with φ 0 i,j := Φ 0 i,j . Then, provided s and h are sufficiently small, we have
for all positive integers l, such that l s ≤ T , where C > 0 is independent of h and s.
For the nCH equation, the existence and uniqueness of a smooth, periodic solution to the IPDE (1.2) with smooth periodic initial data may be established using techniques developed by Bates and Han in [13, 14] . In the following pages we denote this IPDE solution by Φ. Motivated by the results of Bates and Han, and based on the assumptions in the introduction, it will be reasonable to assume that
for any T > 0, and therefore also, using a consistency argument, that
where C is independent of h and s and t k = k · s. The IPDE solution Φ is also mass conservative, meaning that, for all 0
On the other hand, by consistency,
for some C > 0 that is independent of k and h. A more detailed consistency analysis shows that |β(t)| ≤ Ch 2 , ∀t ≥ 0, and the estimates for all its higher order derivatives are available. Then we have 1
for all 1 ≤ k ≤ l. We setΦ(·, t) := Φ(·, t) + β(t) and observe φ k −Φ k 1 = 0 and also
Finally, the assumptions on the continuous kernel J, specifically (1.11), and the consistency of the discrete convolution implies that [J c 1] + γ c − [J e 1] − γ e > 0. Furthermore, we make the following assumption to simplify the convergence analysis:
+ γ e , and B c − 3B e = α 0 > 0, (3.35) for some α 0 that is independent of h, provided that h is sufficiently small. However, numerical evidence indicates that our scheme converges at the same rate when α 0 ≤ 0.
Theorem 3.10. Given smooth, periodic initial data Φ(x 1 , x 2 , t = 0), suppose the unique, smooth, periodic solution for the IPDE (1.2) is given by Φ(x, y, t) on Ω for 0 < t ≤ T , for some T < ∞. Define Φ k i,j as above and set e k i,j := Φ k i,j − φ k i,j , where φ k i,j ∈ C m×n is k th periodic solution of (3.18) with φ 0 i,j := Φ 0 i,j . Then, provided s and h are sufficiently small with the linear refinement path constraint s ≤ Ch, with C any fixed constant, we have
Theorem 3.11. Under the assumptions of Theorem 3.10, we also have optimal order convergence of the numerical solution of the scheme (3.18) in the ∞ norm. Namely, if s and h are sufficiently small, for all positive integers l, such that l s ≤ T , we have 37) where C > 0 is independent of h and s.
The second order convergence analysis for the nAC equation
In this section we provide a proof of Theorem 3.9. For the exact solution Φ of the nAC equation (1.1), a detailed Taylor expansion, combined with a careful Fourier analysis, indicates the following consistency estimate:
with the local truncation error
and the constant C 5 depends only on T , L 1 and L 2 . We consider the following error function, at a point-wise level:
In turn, subtracting (3.17) from (4.1) leads to
Taking a discrete inner product with (4.5) by 2e k+1/2 = (e k+1 + e k ), summing over i and j implies that
The term associated with the local truncation error could be bounded with an application of Caucy inequality:
The concave term could be bounded in a straightforward way: The term associated with the convolution could be analyzed with the help of (2.3):
The rest work is focused on the analysis for the term associated with the nonlinear error. We begin with the following decomposition:
The following estimate is available for the term associated with N LE 1 :
For the term associated with N LE 2 , we have
2 ), (4.12) 13) with the Cauchy inequality applied in the last step. Consequently, we arrive at
(4.14)
The estimate for the term associated with N LE 3 is similar; the details are left to the interested readers:
In turn, a combination of (4.11), (4.14) and (4.15) into (4.10) yields the inner product associated with the nonlinear error: An application of discrete Gronwall inequality implies the ∞ (0, T ; 2 ) convergence estimate (3.29), using the local truncation error bound (4.3). The proof of Theorem 3.9 is complete.
Remark 4.1. In the convergence proof for Theorem 3.9, the decomposition (4.10) has played a key role in the nonlinear error estimates. Due to the well-posed nonlinear inner product in (4.11), the degree of nonlinearity of the two other nonlinear inner products could be perfectly controlled, with only the maximum norm bound of the exact solution Φ needed.
As a result of this technique, an estimate for the maximum norm of the numerical solution is avoided, which usually has to be obtained in the nonlinear convergence analysis. Because of this fact, an inverse inequality is not needed in the presented analysis, and the ∞ (0, T ; 2 ) convergence for the nAC equation turns out to be unconditional, i.e., no scaling law between the time step size s and the grid size h is required for the desired convergence result.
Remark 4.2. We also observe that the technical assumption (3.35) (for the physical parameters) is not required in the convergence analysis for the nAC equation.
5 Higher order consistency analysis of (3.18) for the nCH equation: asymptotic expansion of the numerical solution
For simplicity of presentation, we denotẽ
By consistency, the IPDE solutionΦ solves the discrete equatioñ
where the local truncation error τ k+1 satisfies
for all i, j, and k for some C 6 ≥ 0 that depends only on T , L 1 and L 2 . Meanwhile, it is observed that the leading local truncation error in (5.2) will not be enough to recover an a-priori W 1,∞ bound for the numerical solution, needed in the stability and convergence analysis. To remedy this, we use a higher order consistency analysis, via a perturbation argument, to recover such a bound in later analysis. In more detail, we need to construct supplementary fields, 4) so that a higher O(s 3 + h 4 ) consistency is satisfied with the given numerical scheme (3.18). The constructed fields Φ h,1 , Φ s,1 , which will be found using a perturbation expansion, will depend solely on the exact solution Φ.
The following truncation error analysis for the spatial discretization can be obtained by using a straightforward Taylor expansion for the exact solution:
Here the spatially discrete function g (0) is smooth enough in the sense that its discrete derivatives are bounded. Also note that there is no O(h 3 ) truncation error term, due to the fact that the centered difference used in the spatial discretization gives local truncation errors with only even order terms, O(h 2 ), O(h 4 ), etc. The spatial correction function Φ 1 h is given by solving the following equation:
Existence of a solution of the above linear system of ODEs is a standard exercise. Note that the solution depends only on the exact solution, Φ. In addition, the divided differences of Φ h,1 of various orders are bounded. Now, we define
A combination of (5.5) and (5.6) leads to the fourth order local truncation error for Φ * h : 8) for which the following estimate was used:
We remark that the above derivation is valid since all O(h 2 ) terms cancel in the expansion.
Regarding the temporal correction term, we observe that the application of the second order convex splitting scheme (3.18) for the profile Φ * h gives
at any grid point (i, j). In turn, the first order temporal correction function Φ s,1 is given by the solution of the following system of linearized ordinary differential equations
Again, the solution of (5.11), which exists and is unique, depends solely on the profile Φ * h and is smooth enough in the sense that its divided differences of various orders are bounded. Similar to (5.10), an application of the second order convex splitting scheme to Φ s,1 reads
with Φ k+1/2 s,1
Therefore, a combination of (5.10) and (5.12) shows that
in which the construction (5.4) for the approximate solutionΦ is recalled and we have used the following estimate
(5.14)
Remark 5.1. For both correction terms, Φ h,1 and Φ s,1 , a trivial initial data are taken: Φ h,1 (·, t = 0) ≡ 0, Φ s,1 (·, t = 0) ≡ 0, as given by (5.6), (5.11), respectively. In addition, both equations are mass conserving at a discrete level. Then we conclude that
These two properties will be used in later analysis.
6 Convergence proof for the nCH equation
As stated earlier, the purpose of the higher order expansion (5.4) is to obtain a W 1,∞ bound of the error function via its L 2 norm in higher order accuracy by utilizing an inverse inequality in spatial discretization, which will be shown below. A detailed analysis shows that
Subsequently, the following error function is considered:ê
In other words, instead of a direct comparison between the numerical solution φ and the exact solution Φ (orΦ), we estimate the error between the numerical solution and the constructed solution to obtain a higher order convergence in the · 2 norm, which follows the technique originally proposed in [46] . Subtracting (3.18) from (5.13) yieldŝ
Preliminary error estimates for linear terms
Proposition 6.1. We have
Proof. The first inequality (6.4) is a direct application of Lemma 2.2 and Cauchy inequality:
For the second inequality (6.5), we start from the summation by parts:
Meanwhile, the termê k+1/2 can be rewritten aŝ
which in turn gives the following estimate:
Finally, its combination with (6.7) results in (6.5). The proof of Proposition 6.1 is complete.
Preliminary nonlinear error estimates
The W 1,∞ bound for the constructed approximate solutionΦ is guaranteed by the regularity of the exact solution Φ (and henceforthΦ and the correction terms Φ h,1 , Φ s,1 ), at any time step. Similarly, its divided difference in time is also bounded point-wise, which comes from the regularity in time for the constructed solution. For the numerical solution φ, its global in time 4 has been derived in Theorem 3.8. Moreover, to carry out the error estimate for the nonlinear term, we need to make an a-priori W 1,∞ assumption for the numerical solution at time step t k , and use the O(s 3 + h 4 ) order convergence in 2 to recover such an assumption at the next time step t k+1 .
Proposition 6.2. Suppose φ j ,Φ j ∈ C m×n , are periodic with equal means, i.e., φ j −Φ j 1 = 0, j = k, k + 1, and satisfying
12)
13)
where C 0 is an s, h-independent positive constant. Then, there exists a positive constant C 1 , which depends on C 0 but is independent of s and h, such that
, ∀α > 0. (6.14)
Proof. For simplicity of presentation, we denote
application of summation by parts reveals that
We focus on the first term N LI k 1 ; the second term N LI k 2 can be analyzed in the same way. In x direction, we drop the subscript j in the grid index, just for simplicity of presentation. A detailed expansion shows that
A similar expansion can be made for
. In turn, we arrive at
For the term N LE k 1,1 , we observe the following estimate for the nonlinear coefficient:
with a repeated application of Cauchy inequality in the last two steps. Meanwhile, the a-priori assumption (6.13) for the numerical solution φ at time step t k indicates that
at a pointwise level. As a result, its combination with (6.17) implies that
Similar estimates can be derived for N LE k 1,3 . The regularity assumption (6.10), (6.11) for the constructed approximate solutionΦ shows that
at a point-wise level. In turn, we arrive at
For the second nonlinear term N LE k 1,2 , we start from a rewritten form:
For these nonlinear coefficients, it is clear that
in which the regularity condition (6.10) and a-priori assumption (6.12)-(6.13) were repeated used in the derivation. In particular, we note that the · 4 bound is available for both the approximate solutionΦ and the numerical solution φ, at both time steps t k and t k+1 , and the same for the · ∞ bound forΦ. Meanwhile, in · ∞ norm for the numerical solution φ, we only have its bound at time step t k , as an a-priori assumption, and its bound at the next time step t k+1 has to be obtained by a higher order convergence in 2 norm via an inverse inequality, as will be shown later. As a result, an application of discrete Hölder inequality shows that
Furthermore, a discrete Sobolev embedding in 2-D gives
with C independent on h; its proof can be found in [33] . We note that the zero-mean property of e k+1/2 comes from (5.15). Therefore, the first part in (6.31) can be bounded by
In addition, we use the Young inequality 
2
, and get
The bound for the second part in (6.31) can be obtained by Cauchy inequality:
Consequently, a combination of (6.31), (6.35), (6.36) yields 
with
Similarly, these nonlinear coefficients can be bounded by
39)
Note that for C 4,3 and C 4,4 , since the numerical solution φ is not involved, the regularity assumption (6.10), (6.11) for the approximate solutionΦ directly gives a bounded for these two coefficients. This also greatly simplifies the analysis below. Then we have
In turn, the estimates (6.32)-(6.36) are also valid; consequently, the following estimate can be derived:
Finally, a combination of (6.23), (6.27), (6.37) and (6.42) reveals that 
and the details are skipped for brevity of presentation. Therefore, a combination of (6.43) and (6.44) results in (6.14). The proof of Proposition 6.2 is complete.
Remark 6.3. In fact, for the nonlinear error term, the form of expansion and decomposition in its discrete gradient is not unique. However, the way in our decomposition (6.17)-(6.20) greatly facilitates the convergence analysis. It is well known that the exact solution Φ and the nonlinear potential Φ 3 have a non-positive H −1 inner product, since 3Φ 2 ≥ 0. However, for the second order numerical approximation η φ k , φ k+1 , introduced by (3.8), its error estimate becomes much more tricky. In the decomposition (6.17), the nonlinear coefficient C 1 is proven to be "almost" non-negative, as in (6.21), and the remainder term has an O(h) bound given by (6.22), using the W 1,∞ bound assumption for the numerical solution at t k , as given by (6.13) . This treatment assures a controlled property of the nonlinear inner product associated with (6.17) .
Moreover, since the numerical solution φ is involved with the nonlinear coefficient C 1 in (6.17), we could take the discrete gradient of the approximate solution Φ in the nonlinear expansion (6.18), and its · ∞ norm is directly bounded by (6.10). If it is replaced by the discrete gradient of the numerical solution, a numerical analysis is not feasible, since a bound for φ k+1 ∞ is not avialable at time step t k+1 .
Meanwhile, in the nonlinear expansion (6.20) , an appearance of the discrete gradient of the numerical solution at time step t k does not cause any theoretical trouble, since we have had an a-priori bound (6.13), which is to be recovered by an O(s 3 + h 4 ) convergence analysis in 2 norm.
For the nonlinear errors appearing in (6.18), (6.20) , we have to rewrite them in terms of a nonlinear combination ofê k+1/2 andê k . The reason is that we only have a well-posed diffusion
; a positive diffusion term in either the form of ∇ hê
is not available in the numerical analysis, because of the second order numerical approximation. With such a rewriting, the terms involvingê k+1/2 only require an 4 bound for the numerical and approximate solutions, given by (6.29) , and the 4 estimate forê k+1/2 is obtained by (6.32), a discrete Sobolev embedding. In turn, these terms can be controlled with the help of Young inequality, as in (6.35) .
The terms involvingê k can be handled by a standard Cauchy inequality, and a coefficient φ k+1 2 ∞ has to be included in the estimate (6.36) . Such a bound is not available at present; it has to be obtained from a preliminary estimate before a discrete Gronwall inequality is applied; see the analysis in later subsections.
For the nonlinear expansion in (6.19), we make the nonlinear coefficient of order O(s), as analyzed by (6.24)-(6.26). In addition, such a nonlinear coefficient has to beΦ dependent, instead of φ dependent, since we have not had the divided difference bound (in time) for the numerical solution. With such an O(s) analysis, the nonlinear inner product associated with (6.19) is bounded by (6.27) , in which the first part can be controlled by the diffusion term, and the second part is an O(s 2 ) increment. The stability of such an O(s 2 ) incremental term is ensured by the term
, which appears in (6.5) in Proposition 6.1, the estimate of the concave diffusion term.
Remark 6.4. For the 3D case, a discrete Sobolev embedding gives
which is analogous to (6.32) in 2-D; also see the related discussions in [33] . In turn, we are able to derive the following result
, ∀α > 0, (6.46) the only changes being the α 7 replaces α 3 and we use the triple summation ( · ||| · ). As a result, a full order convergence in 3D can be derived in the same manner. The details are omitted in this paper for the sake of brevity.
6.3 Proof of Theorem 3.10:
We begin with an O(s 3 + h 4 ) convergence assumption of the numerical solution, in 2 norm, up to time step t k : 47) with C 11 , C 12 independent on s and h. Consequently, an application of inverse inequality shows that 48) with the dimension d = 2 or 3. It is also noted that the linear refinement constraint, s ≤ Ch, is used in the above derivation. In turn, the a-priori assumption (6.13) for the numerical solution at t k is valid by setting
Moreover, it is clear that an estimate for φ k+1 ∞ is needed in the application of Proposition 6.2 in the nonlinear analysis. For this quantity, we observe that (6.12), which comes from a global in time 4 bound for the numerical solution (as derived in Theorem 3.8), implies that
, with d the dimension, (6.50) in which the first step comes from a similar inverse inequality. Now we derive the 2 convergence at time step t k+1 . Multiplying by 2h 2êk+1/2 = h 2 (ê k+1 +ê k ), summing over i and j, and applying Green's second identity (A.3), we have
Applying Propositions 6.1, 6.2 for linear and nonlinear errors, and using the Cauchy inequality to bound the truncation error term: 52) we arrive at
is not available at this point, due to the lack of information of the numerical solution at time step t k+1 . We only have (6.50), which comes from an unconditional 4 stability of the numerical solution, and this bound may become singular as h → 0. Meanwhile, such a bound is needed to apply the Gronwall inequality.
To overcome this difficulty, we derive an estimate, based on (6.53), the assumption (6.47) (up to time step t k ), and the preliminary bound (6.50) . The assumption (6.47) , which comes from the global in time 4 bound for the numerical solution. The purpose of the rough estimate (6.55) is to derive a preliminary "convergence" result in the 2 norm, based on the full convergence result at the previous time step, combined with the singular bound (6.50), so that a regular O(1) bound can be obtained for the · ∞ norm of the numerical solution at the next time step with an application of inverse inequality. Subsequently, the full order 2 convergence at the next time step can be derived by using the discrete Gronwall inequality, since an O(1) bound for φ k+1 ∞ has been available.
6.3.2
∞ (0, T ; 2 ) convergence and a recovery of the assumption (6.47)
A substitution of (6.57) into (6.53) gives
Replacing the index k by l, summing on l, from l = 0 to l = k, and usingê 0 ≡ 0 (by (5.15)), we have
with B c − 3B e = γ 0 > 0 as in (3.35) . As a direct consequence, by taking α = γ 0 2 , the following inequality holds: we get
with the choice of s so that
e . An application of the discrete Gronwall inequality yields the desired result:
with C 19 independent on s and h. A more detailed exploration implies the structure of this constant: C 19 = C 11 e C 12 t k+1 . As a result, the a-priori assumption (6.47) is recovered at the time step t k+1 so that an O(s 4 + h 4 ) convergence in 2 norm, between the numerical solution and the constructed approximate solutionΦ, has been established, using an induction argument. Finally, the proof of Theorem 3.10 can be completed with the following application of triangle inequality:
in which the error estimate (6.63) and the analysis (6.1) for the constructed solution are used.
Remark 6.6. The assumption (3.35) (for the physical parameters) is required in the convergence analysis for the nCH equation. Such an assumption is necessary for the convex diffusion part to control the concave diffusion part, due to a subtle estimate (6.5). As a consequence of this inequality, the assumption B c > 3B e has to be made to make the convergence analysis pass through. In comparison, for the nAC equation, this assumption is not required, as explained in Remark 4.2.
On the other hand, our extensive numerical experiments have implied that, such an assumption only corresponds to a technical difficulty in the convergence analysis. For most practical computational models, the second order convergence is well-preserved as long as the positive-diffusivity condition (1.11) is valid.
Remark 6.7. We note that the second order ∞ (0, T ; 2 ) convergence for the nCH equation is conditional, i.e., under a mild linear refinement constraint, s ≤ Ch. In comparison, the ∞ (0, T ; 2 ) convergence for the nAC equation is unconditional, as explained in Remark 4.1.
Such a subtle difference comes from the analysis techniques for the nonlinear inner products. For the nAC equation, the decomposition (4.10) has greatly facilitated the error estimates, and the maximum norm bound of the numerical solution is not needed in the derivation. However, for the nCH equation, since the discrete H 1 inner product ofê k+1/2 and the nonlinear error function has to be analyzed, we need to make an a-priori assumption (6.47) at the previous time step, obtain a discrete W 1,∞ bound of the numerical solution, and the ∞ (0, T ; 2 ) convergence estimate justifies the a-priori assumption at the next time step. This process is further facilitated by the higher order consistency analysis presented in Section 5.
Proof of Theorem 3.11:
With the O(s 3 + h 4 ) convergence result (6.63), in 2 norm, we apply the inverse inequality and get
with the linear refinement constraint s ≤ Ch and C 20 = C √ C 19 . For the 3-D case, a higher order asymptotic expansion of the numerical solution has to be performed so that an O(s 4 + h 4 ) consistency and convergence in 2 norm are obtained. The details are left to interested readers.
Subsequently, by combining the ∞ error estimate (6.65) and the analysis (6.1) for the constructed solution, we finish the proof of Theorem 3.10 with an application of triangle inequality:
6.5 The ∞ (0, T ; ∞ ) convergence for the nAC equation
For the second order convex splitting scheme (3.17) for the nAC equation, the higher order consistency analysis could be performed in the same manner as in Section 5. In turn, an ∞ (0, T ; 2 ) convergence estimate with an improved order O(s 3 + h 4 ) is expected, and an application of inverse inequality leads to a similar ∞ (0, T ; ∞ ) convergence result as Theorem 3.11, under the linear refinement path constraint s ≤ Ch. The proof of the following theorem is skipped for brevity, and the details are left to interested readers.
Theorem 6.8. Under the assumptions of Theorem 3.9, we also have optimal order convergence of the numerical solution of the scheme (3.17) in the ∞ norm. Namely, if s and h are sufficiently small with the linear refinement path constraint s ≤ Ch, with C any fixed constant, we have
where C > 0 is independent of h and s.
Numerical results
In this section we present a few numerical experiments, verifying the convergence results of the second order schemes for the nCH and nAC equations.
Numerical convergence for the nCH equation
Here we discuss the numerical results for the nCH equation. We present two cases, based on the restriction proposed in Eq. (3.35) . These experiments verify the convergence rate in the ∞ (0, T ; 2 ) norm. We use a square domain Ω = (−0.5, 0.5) 2 with smooth, periodic initial data 0.5 sin(2πx 1 ) cos(2πx 2 ). The convolution kernel J is taken to be
where σ = 0.05 and α = 1 σ 2 . We extend J periodically outside of Ω. The other parameters are γ c = 0 and γ e = 1 in the first case, which yields γ 0 = π − 3 > 0; and γ c = 0 and γ e = 2 in the second case, which yields γ 0 = π − 6 < 0. The final time for the tests is given by T = 0.015625. We take a linear refinement path s = Ch with C = 0.1, so that the global error is O(h 2 ) in the ∞ (0, T ; 2 ) norm. Since we do not have the exact solution -these are not easily obtained for non-trivial convolution kernels -we are using the difference between results on successive coarse and fine grids for the numerical comparison. The difference function, e A , is evaluated at time T = 0.015625 using the method described in [33, 36, 50] . The result is displayed in Tables 1 and 2 . In both cases the global second-order accuracy of the method is confirmed when a linear refinement path is used. Table 2 : The difference between coarse and fine grids of the computed numerical solutions using a linear refinement path, with γ 0 = π − 6. The global second-order accuracy of the method is confirmed in the test.
Numerical convergence for the nAC equation
Here we discuss the numerical results for the nAC equation. First we present the experiment verifying the numerical convergence rate. The setting of the experiment is the same as the nCH case, with γ c = 0 and γ e = 2 which yields γ 0 = π − 6 < 0. The result is displayed in Tables 3. The global second-order accuracy of the method is confirmed when a linear refinement path is used.
We also present experiments of phase separation described by the nAC equation under the following conditions: 1) Ω = (−10, 10) 2 ; 2) the size of time step is s = 0.01, the number of nodes on grid is 512 2 and the total number of time iterations is 10 4 ; 3) The convolution kernel J is a function defined as the difference between two Gaussians: Figure 1 shows snapshots of the evolution up to time T = 100, and Figure 2 shows the corresponding numerical energy for the simulation. The energy is observed to decay as time increases. Table 3 : The difference between coarse and fine grids of the computed numerical solutions using a linear refinement path, with γ 0 = π − 6. The global second-order accuracy of the method is confirmed in the test. and difference operators, respectively, A y , D y : C m×n → E ns m×n ; and the standard 2D discrete Laplacian, ∆ h : C m×n → C m×n . These operators have analogs in 1D and 3D that should be clear to the reader.
We will use the grid function norms defined in [49, 50] . The reader is referred to those references for the precise definitions of · 2 , · ∞ , · p (1 ≤ p < ∞), · 0,2 , · 1,2 , and φ 2,2 . We will specifically use the following inverse inequality in 2D: for any φ ∈ C m×n and all 1 ≤ p < ∞
Again, the analogous norms in 1D and 3D should be clear. Using the definitions given in this appendix and in [49, 50] , we obtain the following summationby-parts formulas whose proofs are simple:
Proposition A.1. If φ ∈ C m×n and f ∈ E ew m×n are periodic then
and if φ ∈ C m×n and f ∈ E ns m×n are periodic then Analogs in 1D and 3D of the summation-by-parts formulas above are straightforward.
