Abstract-An important application of intelligent vehicles is advance detection of dangerous events such as collisions. This problem is framed as a problem of optimal alarm choice given predictive models for vehicle location and motion. Techniques for real-time collision detection are surveyed and grouped into three classes: random Monte Carlo sampling, faster deterministic approximations, and machine learning models trained by simulation. Theoretical guarantees on the performance of these collision detection techniques are provided where possible, and empirical analysis is provided for two example scenarios. Results validate Monte Carlo sampling as a robust solution despite its simplicity.
I. INTRODUCTION
Recent advances in in-vehicle awareness have end uses such as messages or warnings to drivers, automated braking or control, or fully driverless vehicles. There are similarly many sensors and communication devices that can provide awareness, and many models of traffic motion or human action that add predictive power. As there are many possible approaches, a single unified framework for intelligent vehicle design seems unlikely in the near future. However, there are certain tasks that are important for a variety of intelligent vehicle applications and (relatively) independent of the individual sensors or models used. One such task is vehicular collision detection: given the current position and state of two or more vehicles and a predictive model for their future motion, determine whether there is a significant chance of collision between vehicles in the near future. This task may sound trivial and is indeed simpler than the problems of scene reconstruction, predictive modeling or path planning. This simplicity allows vehicular collision detection to be framed as a self-contained task, with solutions that compromise between speed and robustness.
Collision detection closely matches the theoretical problem of optimal alarm design [1] , [2] . Optimal alarms were initially studied in the context of detecting bankruptcies or machine part failures [3] -critical events that should be detected in advance with high probability, much like collisions. The basic mathematical framework of optimal alarm theory is as follows: let t = 0 be the current time, and X 0 represent all information known about the studied system at this time. The random variable X t represents the systems state at time t, and there is a predictive model P (X t |X 0 ) for all t. The probabilistic event C is defined as a known set of events in X t that share some critical property, for instance the event that two vehicles have collided at any time t. An alarm A is a true or false action that corresponds with the prediction of event C. For vehicular collision detection, this
The authors are with the University of Texas at Austin, 78712 TX, USA. alarm may represent a warning to the driver, the activation of an emergency program, or simply a notification to another part of the autonomous driving system. As an example of the latter, some motion planning techniques will develop several candidate motions, then remove candidates that are likely to result in collisions [4] , [5] . If the future can be known perfectly, then the optimal alarm is A = C. In reality there will be some probability of false negative alarms, where a collision will occur but no alarm was sent, or false positive alarms, where an alarm is sent but there is no collision. The goal of an alarm algorithm is to efficiently calculate A so as to minimize false negatives and positives.
Unfortunately, most of the previously developed optimal alarm techniques concern events that are mathematically simple to characterize, such as bankruptcy (money < 0), and require predictive models with convenient properties. Modern models for object detection, localization, and vehicular motion prediction are varied and complex. Collision detection requires an estimate or probability distribution of each vehicle's current position, as well as a transition function that gives the probability of a vehicle moving from one state to another in a fixed time. Popular vehicle tracking techniques, such as Kalman filters, particle filters, and autoregressive models, provide this information. [6] surveys vehicular motion prediction models and discusses their use in collision detection. Additionally, the mathematical formulation for collision between two vehicles, while certainly tractable, generally requires multiple non-linear operations and thus is more complex than the critical event of traditional alarm systems. As such, we focus on techniques developed specifically for vehicular collision detection.
Section II develops the mathematical framework for vehicular collision detection and discusses a useful performance metric. Section III describes existing techniques for collision detection, providing guarantees on average or worst-case performance where possible. Section IV compares these techniques with two simulated example scenarios.
II. FORMULATING VEHICULAR COLLISION DETECTION A. Defining the Collision Event
Vehicles are defined as shapes on a 2-D grid whose coordinates, orientation, and even dimensions may be partially random. The state X t is a random variable that contains all knowledge of the environment at each time t. For instance, say X v t represents vehicle v's current position and dynamics at time t, as well as other measurable or hidden variables including human factors. Then X t is the product of all these states X overlaps at a time t, then these vehicles are considered in collision and the event C t is true. There are well-known methods to determine overlap between two simple shapes such as rectangles or ellipses, and more complex vehicle shapes can be described as a combination of rectangles and ellipses or approximated in other ways [7] . An alarm predicts a single event that is a function of all C t . We focus on the event C = t f t=0 C t for some cutoff time t f , in other words the event that a collision will have occurred by time t f . Alarms that denote the immediacy, in addition to the probability, of a collision situation use values known as criticality measures [8] . The most common criticality measure is time-to-collision, typically defined as T T C = inf{t : C t = True}. Time-to-collision cannot be directly determined from the collision event defined above, but can be constructed using multiple alarms with different cutoff times as T T C = inf{t f : [9] . A continuous-time version of the collision event C can be calculated if vehicle shapes and motion are properly restricted as in [10] , [11] . However, for the wider class of predictive models, the only choice is to check for collision at a discrete series of time points. This causes false negative errors in the case that two vehicles collide between two checked time points, but are not in collision at those time points. These errors can be mitigated by decreasing the time interval between collision checks or by adding a margin around each vehicle, which increase the computation time or the false positives respectively.
B. Quantifying Alarm Performance
The quality of an alarm is determined by the probability of two types of error. F P (X 0 ) = P (A,C|X 0 ) is the probability of a false positive, or an alarm being sent at state X 0 but no collision occurring in the near future. F N (X 0 ) = P (C,Ā|X 0 ) is the probability of a false negative at X 0 , or a collision occurring without a corresponding alarm. Given the probability that each state X 0 occurs, P (X 0 ), then the total system's false positive and negative probabilities are F P = F P (X 0 )P (X 0 )dX 0 and F N = F N (X 0 )P (X 0 )dX 0 . Metrics such as the sum of F P +F N or max(F P, F N ) give equal importance to the two error types, whereas graphical representations like the receiver operating characteristic show a variety of tradeoffs between them. For the purposes of collision detection it is assumed that false negatives are significantly more problematic than false positives. Additionally, the distribution of initial states P (X 0 ) is unknown and may vary greatly depending on the application. A scoring metric that is relatively independent of this distribution is desirable.
A simple way to measure alarm performance is to assign a cost of R F N to each false negative and R F P to each false positive event, as shown in Table I . These costs can be determined based on the ultimate usage and effect of the alarm. For instance, one might consider an unnoticed collision 10 times more problematic than a false alarm. Use EC A (X 0 ) to denote the expected cost of alarm A for the initial state X 0 .
The same expected cost can easily be generalized across the system.
This metric allows a user to quantify the relative importance of missed alarms over false alarms. Note that if the quantity P (C|X 0 ) is known directly, the expected cost can be rewritten as:
The optimal alarm given perfect knowledge of the probability of collision is then
C. Approximate Alarms
An actual alarm typically uses an approximation of P (C|X 0 ). This approximate alarm A can be generalized as using an estimate of P (C|X 0 ) that lies in a confidence interval of size and confidence P .
The performance of an approximate alarm can best be determined by direct comparison to the optimal alarm. Define the Expected Additional Cost of an alarm as
The Expected Additional Cost of the approximate alarm A can be bounded for several cases of P (C|X 0 ).
A combined and simplified bound is:
The deviation from the optimal alarm decreases linearly with and probability of error P , but increases linearly with each error cost R. Using this lemma, techniques that estimate the collision probability with a certain accuracy can be guaranteed to provide accurate alarms.
III. TECHNIQUES

A. Monte Carlo Sampling
A straightforward method to approximate the value P (C t |X 0 ) is to randomly sample many positions for each vehicle at each time. The proportion of samples that include a collision is the estimate for P (C t |X 0 ). The full collision probability P (C|X 0 ) can be approximated by propagating each sample across multiple timesteps and counting the samples which contained a collision at any time, as shown in algorithm 1. Monte Carlo (MC) sampling is a popular technique for vehicular collision detection [12] - [14] because of its flexibility and guaranteed accuracy if a high number of particles are used. The algorithm shown (1) is that of [15] , albeit with multiple time steps checked as in [9] . Motion planning for vehicles is also often determined by generating a large number of random samples or potential trajectories, so MC collision detection is easily compatible [16] .
Estimating a number using the average of independent, bounded random variables is a classic problem in probability and has been given various guarantees. The AzumaHoeffding lemma is one such guarantee and provides a confidence interval on the approximation error [17] . With and P as defined in Section II, the lemma states
This bound can relate the MC sampling alarm to the approximate alarm A , which in turn allows direct calculation of the worst-case error for MC sampling. A theoretical upper limit on the Expected Additional Cost of an MC sampling alarm is shown in Figure 1 as a function of the number of samples used, with several configurations of the error penalty. Note that as the assigned cost of a missed collision increases, the required number of samples to maintain a low cost increases accordingly.
B. Point-based Alarms
The Monte Carlo method generates a large number of random possible future scenarios from the initial random set of states, X 0 . By picking a specific set of scenarios to analyze, it may be possible to approximate the probability of collision with fewer computations. The simplest approach of this type is to take the expected position of each vehicle at each point in time and send an alarm if the expected positions include a collision [11] , [18] .The expected future state of a vehicle can only be directly calculated when it follows a linear motion model. The unscented transform picks a small set of points based on the covariance of the initial probability distribution [19] . If these points are each passed through a nonlinear function (such as the generation of future vehicle states and the check for collisions in those states), a weighted sum of their output approximates the expected value of the output. [20] applies the unscented transform to collision detection by rewriting the probability of collision as:
This approach requires much less computation than the MC sampling method. However, the theoretical guarantees of the unscented transform do not apply to collision detection because those guarantees rely on differentiability. The transformation from a continuous set of variables to a binary value is non-differentiable. An alternative way to use the unscented transform is to define a continuous random variable from which the occurrence of a collision is easily defined. [21] use an unscented transform to calculate the minimum distance between cars over a period of time, reasoning that collisions occur if and only if this distance is less than zero. [22] similarly define multiple distance measures that each represent a collision if negative. However, the unscented transform only approximates the mean and variance of a variable, not its entire distribution. In order to calculate the probability that the minimum distance between cars is less than zero, the distance must be arbitrarily assigned a distribution type, for instance truncated normal [21] .
Other alarms based on checking multiple points have been suggested. For instance, if each variable in the vehicle's state is limited to finite boundaries, the state space can be discretized into a finite number of blocks in a grid. The probability of transitioning from one block to another can be calculated in advance as in [23] , as can the subset of blocks that represent a collision. This method scales poorly as the number of blocks in this grid will increase exponentially as the dimensionality of the state space increases. In short, a variety of alarm techniques share the framework of selecting potential vehicle positions then checking each for collision.
C. Machine Learning
The design of optimal alarms is very similar to the machine learning task of classification, which predicts a true or false value given previous examples. These tools are generally used to determine unknown models or patterns in data, whereas collision detection can utilize alreadydeveloped predictive models. However, the techniques mentioned so far require substantial repetitive computation to accurately approximate the probability of collision at each timestep. Regression techniques can be used to generate a compact model of P (C|X 0 ) for rapid querying, as shown in Algorithm 3. Similarly, classification can be used to directly generate alarms based on simulated collision or noncollision examples. These approaches are extremely similar, but regression is covered here because it allows for easy modification of the proper cutoff probability. randomly generate vehicle states X 0 use a high-sample Monte Carlo alarm to find P (C|X 0 )
The accuracy of a regression model is often characterized by its root mean squared error, in this case RM SE =
2 . This value can easily be related to the expected additional cost of an approximate alarm.
There is also a wide array of modeling techniques from which to choose. The technique:
• Needs high flexibility or expressive power. The true function P (C|X 0 ) is most likely complex and nonlinear.
• Needs to rapidly predict new values. This is the primary advantage of using such models.
• Does not need to generalize well off a small amount of data. Simulation can be used to create as many training points as necessary. Shallow unstructured networks such as multi-layer perceptrons closely fit the description above. One disadvantage of learning techniques is that they cannot be reliably modified after training. If the model used to determine each vehicles current information or predict each vehicles position is altered in any way, or even if the cutoff time for collision detection is altered, the collision detection model must be retrained with new simulations. Another potential disadvantage is that the number of variables that describe the state X 0 may be quite high. For instance, not only the expected value of each variable in the vehicle's state, but their variances and correlations can be treated as explanatory variables.
Machine learning algorithms have been used for collision detection in several ways. [24] used a neural network classifier to send rear-end collision warnings. [25] similarly used a Bayesian network to predict collisions in an intersection. [26] used Monte Carlo sampling to predict the probability of collision, but runs each sample through a pre-trained classifier rather than performing the complete collision check. [27] used real data to model critical events that likely preclude collisions, such as hard braking. One common detail across these works is that the model inputs are intermediate variables such as surrogates of time-to-collision, rather than raw vehicles' state information. No reasons were given for this choice, except that the calculated values are likely to have a close relationship with the probability of collision.
IV. EXPERIMENTS
The performance and speed of several alarm techniques were tested in two simulated scenarios, each involving two vehicles. Each vehicle is shaped as a 5m by 2m rectangle and moves according to a discrete-time Markov process with Gaussian error. The time resolution is ten steps per second. The vehicles are positioned randomly within ten meters of each other, and are then moved backwards in time to reach an initial position for the simulation. This ensures that the simulations contain a variety of collision and near-collision situations. Collision detection is only applied at the starting time of the simulation to provide distinct cases of correct or incorrect alarms. In reality, collision detection would take place at regular intervals, and alarms could be judged as not only correct or incorrect but also late or early The first scenario is an unprotected left turn conflict as in [28] , shown in Figure 2a . The vehicles are each fixed to a path through the intersection, meaning they can only move forward or backward. Their motion follows a nearly-constant velocity model as in [23] . Two separate sets of one thousand simulations each were run, the first detecting collisions up to one second in advance and second detecting collisions up to 2.5 seconds. In the second simulated scenario, both vehicles move in unbounded 2D space according to the bicycle model, described in [29] , [30] among others. Each vehicle's state is given by six parameters: x and y position, orientation angle, velocity, acceleration, and angular velocity. One thousand simulations were run for collision detection of up to one second. Table II shows the performance of an optimal alarm on each simulated scenario. The optimal alarm was achieved by a Monte Carlo alarm with 20000 samples, which is too slow for practical use but highly accurate. The probability cutoff at which to send an alarm was chosen as described in Section II, with the false positive cost set to 1 and the false negative cost set to 1, 10, and 100. For each of these individual costs, the alarm's performance is given in terms of false negative rate (FNR), false positive rate (FPR), and expected cost (EC).
The approximate alarm techniques tested are: Monte Carlo alarms with 100, 1000, and 10000 samples, a point-based alarm using only the expected value of each vehicle's state, a point-based alarm using a three-layer unscented transform (for each vehicle), and a machine learning alarm using a 150-node multilayer perceptron regressor, trained with one million simulations. The performance of each alarm for each simulated scenario is shown in Table III in terms of expected additional cost. Calculations were performed with Python 2.7 on a single computer. Operations were vectorized using Numpy for speed. The machine learning alarm utilizes the neural network package from Sci-kit Learn and thus is already optimized for speed. A lower-level programming language could lower the runtime of some techniques but is not expected to change the ordering of algorithms by runtime as shown here. The simulation code is available at https://github.com/utexas-ghosh-group/carstop/VCD. MC sampling alarms with 100 and 1000 samples achieve accuracy fairly close to optimal alarms, despite their theoretical maximum error being quite high as shown in Section III. The runtime of low-sample MC alarms was on the order of ten milliseconds, whereas multilayer perceptron regression can send alarms in less than a millisecond but with much poorer accuracy. The unscented transform worked well on the left turn scenario but very poorly in the more complex and nonlinear bicycle scenario.
V. CONCLUSION
This paper provides a common framework for describing and comparing several methods of probabilistic vehicular collision detection. Monte Carlo sampling is known to asymptotically achieve the correct response, but its relative real-time performance had not previously been quantified. Probabilistic bounds and experiments were used to quantify the number of samples needed for a certain level of robustness. The experiments showed that Monte Carlo sampling is a highly competitive technique except when millisecondorder speed is desired. Which faster approximation is appropriate may depend on the complexity of the model.
