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Caractérisation de la loi normale
Djilali Ait Aoudia
Résumé. Dans ce travail, nous nous intéressons à deux des caractérisations
les plus célèbres de la loi normale : soient le théorème de Bernstein et celui de
Geary concernant l'indépendance de la moyenne et de la variance expérimen-
tales. Nous présenterons succinctement une approche diérente qui dégage la
structure des moments qui découlent des hypothèses de ces théorèmes.
1. Introduction
La loi normale est l'une des principales lois de distributions de probabilité
formulée par le mathématicien français Abraham de Moivre en 1733 et elle a
été mise en évidence par Gauss au XIXe siècle. L'expérience montre qu'un grand
nombre de caractères physiques, biométriques, peuvent être modélisés avec succès
par une loi normale. Une des explications de ce phénomène est fournie par le
théorème centrale limite. En eet, de nombreux phénomènes sont dûs à l'addition
d'un grand nombre de petites perturbations aléatoires. Dans cette note, nous
revisitons deux des caractérisations les plus célèbres de la loi normale, notamment
celle de Bernstein [1] concernant l'indépendance de X − Y et X + Y lorsque X
et Y sont des variables aléatoires indépendantes, ainsi que celle de Geary [3]
concernant l'indépendance de la moyenne et de la variance expérimentales. Ce
papier a pour objectif de présenter des approches un peu diérentes pour établir
ces résultats en s'appuyant sur le fait qu'une loi normale est caractérisée par ses
moments, ce qui n'est pas vrai en général (voir [2], exemple 2.3.5 page 64).
2. Le théorème de Bernstein
Le théorème ci-dessous dû à Bernstein [1] est l'un des résultats fondamentaux
qui caractérise la loi normale par l'indépendance linéaire, important en particulier
Je tiens à remercier très chaleureusement les Professeurs Éric Marchand et François Perron
pour leurs conseils et leurs commentaires.
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♣❛ ♦♥❡①❡♥✐♦♥❡ ♦♥❡♠♣❧♦✐ ❞❡ ✉❧❛ ♣❧✉ ❣♥ ❛✉①✳
❚❤ ♦ ♠❡✶ ✭❙✳ ❇❡ ♥ ❡✐♥✱✶✾✹✶✮
❙♦✐❡♥ X ❡ Y❞❡✉①✈❛✐❛❜❧❡❛❧❛♦✐❡ ✐♥❞♣❡♥❞❛♥❡✱❛❧♦
✭✷✳✶✮(U=X−Y✐♥❞♣❡♥❞❛♥ ❞❡ V=X+Y)⇐⇒



X ∼N E(X),σ2
❡
Y∼N E(Y),σ2
❉ ♠♦♥ ❛✐♦♥✳
▲❛ ❝✐♣♦✉❡❡ ✉♥❡①❡❝✐❝❡ ❧♠❡♥ ❛✐❡✳❊♥❡✛❡✱♣✉✐ ✉❡❧❡✈❡❝❡✉✭❞❛♥R2✮
(U,V)❡ ❣❛✉ ✐❡♥✭❝❛ ♦✉❡❝♦♠❜✐♥❛✐♦♥❧✐♥❛✐❡❞❡❡❝♦♠♣♦❛♥❡❡ ❞❡❧♦✐
❣❛✉ ✐❡♥♥❡✮✱♣♦✉♠♦♥ ❡ ❧✬✐♥❞♣❡♥❞❛♥❝❡❞❡U❡ V✱✐❧✉✣ ❞❡❞♠♦♥ ❡ ✉❡
Cov(U,V)=0✳ ♦✉ ❝❡❧❛✱♦♥✈ ✐✜❡✉❡
Cov(U,V)=Cov(X−Y,X+Y)=Var(X)−Var(Y)=σ2−σ2=0.
◆♦✉ ♣♦♣♦♦♥ ❞❡✉① ♠ ❤♦❞❡ ♣♦✉ ❧✬✐♠♣❧✐❝❛✐♦♥✿❧❛♣❡♠✐ ❡ ✬❛♣♣✉②❛♥ ✉
❧❡❢❛✐ ✉✬✉♥❡❧♦✐♥♦♠❛❧❡❡ ❝❛❛❝ ✐❡♣❛ ❡ ♠♦♠❡♥ ❡ ❧❛❞❡✉①✐♠❡❡♥
❡①♣❧♦✐❛♥ ❧❛ ✉❝✉❡✐♥❞✉✐❡ ✉ ❧❡❢♦♥❝✐♦♥❝❛❛❝ ✐✐✉❡ ❞❡X ❡ ❞❡Y✳
◆♦♦♥ ❞✬❛❜♦❞ ✉❡❧❡ ❝♦♥❞✐✐♦♥❞✉ ❤♦ ♠❡✐♠♣❧✐ ✉❡ ✉❡ ♦✉ ❧❡♠♦♠❡♥
❞❡X ❡ Y ❡①✐ ❡♥ ✭✈♦✐ ♣❛ ❡①❡♠♣❧❡[4]✱▲❡♠♠❡✺✳✸✳✷✱♣❛❣❡✻✺✮❡ ❛♥ ♣❡ ❡
❞❡❣♥ ❛❧✐ ✱♥♦✉ ✉♣♣♦♦♥ ✉❡E[X]=E[Y]=0❡ E[X2]=σ2.
❡♠✐ ❡ ♠ ❤♦❞❡
❈♦♠♠❡♥ ♦♥ ♣❛ ♠♦♥ ❡ ✉❡E[Xn] =[Xn]♣♦✉ ♦✉ n≥ 0✳ ◆♦✉❛❧♦♥
♣♦❝❞❡ ♣❛ ❝✉ ❡♥❝❡ ✉ n✳❈✬❡ ✈❛✐♣♦✉ n=0,1✳❙✉♣♣♦♦♥ ❧❡✈❛✐♣♦✉
n=0,1,···,m−1❡ ♠♦♥ ♦♥ ❧❡♣♦✉n=m✳❯♥❝❛❧❝✉❧✐♠♣❧❡♥♦✉❞♦♥♥❡
E[Xm −Ym]
=E (X−Y)(Xm 1+Xm 2Y+···+Ym 1)
=E (X−Y){(X+Y)m 1−(X+Y)m 1+
m 1
i=0
Xm 1 iYi}
=E (X−Y){(X+Y)m 1−
m 1
i=0
[
m−1
i
−1]Xm 1 iYi}
=E (X−Y)(X+Y)m 1 −E (X−Y)
m 1
i=0
Ai,mX
m 1 iYi
❛✈❡❝
Ai,m=[
m−1
i
−1]=Am i 1,m.
▼❛✐ ❞✬✉♥❡♣❛ ✱♣❛❧✬✐♥❞♣❡♥❞❛♥❝❡❞❡X−Y❡ X+Y✱♦♥❛
E (X−Y)(X+Y)m 1 =[E(X)−E(Y)]E (X+Y)m 1 =0.
✐
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❉✳❆✐ ❆♦✉❞✐❛ ✸
❉✬❛✉ ❡♣❛ ✱♣❛❧✬❤②♣♦❤ ❡❞❡ ❝✉ ❡♥❝❡✱♦♥❛❜✐❡♥
E[(X−Y)(
m 1
i=0
Ai,nX
m 1 iYi)]
=E
m 1
i=1
Ai,mX
m iYi −E
m 1
i=0
Ai,mX
m i 1Yi+1
=
m 1
i=0
E Ai,mX
m iYi −
m 1
i=0
E Am i 1,mX
iYm i
=
m 1
i=0
E Ai,nX
m iYi −
m 1
i=0
E Ai,mX
iYm i
=
m 1
i=0
Ai,m E X
m i E Yi −E Xi E Ym i {✐♥❞♣❡♥❞❛♥❝❡}
=0 {❤②♣♦❤ ❡❞❡ ❝✉ ❡♥❝❡}.
❆✐♥✐✱♦♥❝♦♥❝❧✉ ✉❡
E[Xm −Ym]=0 ❡ E[Xn]=E[Yn]=0 ♣♦✉ ♦✉n≥0.
▼❛✐♥ ❡♥❛♥✱♦✐❡♥ Z1❡ Z2❞❡✉①✈❛✐❛❜❧❡❛❧❛♦✐❡ ✐♥❞♣❡♥❞❛♥❡ ❞❡❧♦✐♥♦✲
♠❛❧❡❝❡♥ ❡❡E Z2i =σ
2✳❉♦♥❝♣♦✉♠♦♥ ❡❧❡❤♦ ♠❡✱✐❧ ✉✣ ❞❡♠♦♥ ❡
✉❡E[Xn]=E[Zn1]♣♦✉ ♦✉ n≥0✳❈✬❡ ✈❛✐♣♦✉ n=0,1✳❙✉♣♣♦♦♥ ❧❡✈❛✐
♣♦✉ n=0,1,···,m❡ ♠♦♥ ♦♥ ❧❡♣♦✉n=m+1,m 1✳❖♥❛
E Xm+1 +Ym+1 =E (X+Y)m 1 (X−Y)2+4XY
− (X+Y)m+1 −(Xm+1 +Ym+1)
=E (X+Y)m 1(X−Y)2−
m
k=1
amkX
kYm+1 k
=E (X+Y)m 1 E (X−Y)2
−
m
k=1
amkE X
k E Ym+1 k
=E (Z1+Z1)
m 1 E (Z1−Z2)
2
−
m
k=1
amkE Z
k
1 E Z
m+1 k
2
=E (Z1+Z1)
m 1(Z1−Z2)
2−
m
k=1
amkZ
k
1Z
m+1 k
2
=E Zm+11 +Z
m+1
2 ,
❛✈❡❝amk =
m+1
k −4
m 1
k 1 ♣♦✉ 1≤k≤m✳
❊ ❧❡❤♦ ♠❡❡ ❞♠♦♥ ✱❡♥✬❛♣♣✉②❛♥ ✉ ❧❡❢❛✐ ✉❡❧❛❧♦✐♥♦♠❛❧❡❡
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✹ ❈❛ ❛❝ ✐❛✐♦♥❞❡❧❛❧♦✐♥♦♠❛❧❡
❝❛❛❝ ✐❡♣❛ ❡♠♦♠❡♥ ✭✈♦✐♣❛❡①❡♠♣❧❡[4]✱❝♦♦❧❛②2.3.3✮✳
❉❡✉①✐ ♠❡ ♠ ❤♦❞❡
❙♦✐❡♥
φ(t)=E[eitX]=E[eitY],V=X+Y❡W =(X−Y)2.
■❧✈✐❡♥
(a)E[WeitV] =E[(X2−2XY+Y2)eit(X+Y)]
= E[X2eitX]
φ (t)
E[eitY]
φ(t)
−2E[XeitX]
iφ(t)
E[YeitY]
iφ(t)
+E[Y2eitY]
φ (t)
E[eitX]
φ(t)
= −2φ(t)φ(t)+2(φ(t))2,
(b)E[WeitV] =E[W]E[eitV] (✐♥❞♣❡♥❞❛♥❝❡)
= E[(X−Y)2]E[eit(X+Y)]
= E[(X2−2XY+Y2)]E[eit(X+Y)]
=[E(X2)−2E(X)E(Y)+E(Y2)]E[eitX]E[eitY]
= 2σ2(φ(t))2,
✭✷✳✷✮ (a)+(b)=⇒



−φ(t)φ(t)+(φ(t))2=σ2(φ(t))2
❡
φ(0)=1, φ(0)=0
✭✷✳✸✮ =⇒





φ
φ =−σ
2
❡
φ(0)=1, φ(0)=0
=⇒ φ(t)=e
−σ2t2
2 ✷
✸✳ ▲❡ ❤♦ ♠❡❞❡●❡❛ ②
▲❛❝❛❛ ✐❛✐♦♥❞❡❧❛❧♦✐♥♦♠❛❧❡♣❛ ❧✬✐♥❞♣❡♥❞❛♥❝❡❞❡❧❛♠♦②❡♥♥❡❡ ❞❡
❧❛✈❛✐❛♥❝❡❡ ❞♦♥♥❡♣❛❧❡❤♦ ♠❡ ✉✐✈❛♥❞ ❘✳❈✳●❡❛②❬✸❪✳
❚❤ ♦ ♠❡✷✭❘✳❈✳●❡❛ ②✱✶✾✸✻✮
❙♦✐❡♥X1,...,Xn❞❡✈❛✐❛❜❧❡❛❧❛♦✐❡✐♥❞♣❡♥❞❛♥❡❞❡♠♠❡❧♦✐❡ ❞❡✈❛✐✲
❛♥❝❡✜♥✐❡✳❖♥♣♦❡
X=
n
i=1Xi
n
❡ S2=
n
i=1(Xi−X)
2
n
.
❆❧♦
X ✐♥❞♣❡♥❞❛♥❞❡ S2 ⇐⇒ Xi∼N(µ,σ
2),i=1,2,···,n.
✐
✐
✏❛✐❝❧❡✑ ✖✷✵✶✵✴✶✶✴✷✼ ✖✶✹✿✸✸ ✖♣❛❣❡✺ ✖ ★✺
✐
✐
✐
✐
✐
✐
❉✳❆✐ ❆♦✉❞✐❛ ✺
❉ ♠♦♥ ❛✐♦♥✳
◆♦♦♥ ✉❡♥♦ ❡❞♠♦♥ ❛✐♦♥❡❝♦♠♣❛❡ ❝❡❧❡❞❡◗✉✐♥❡❬✼❪✱♠❛✐❡❧❡❡ ✉♥
♣❡✉♣❧✉❞✐❡❝❡✳▲✬❛♣♣♦❝❤❡ ✉❡♥♦✉♣ ❡♥♦♥❡ ❛♥❛❧♦❣✉❡ ❧❛❞❡✉①✐♠❡❞✲
♠♦♥ ❛✐♦♥❝✐✲❞❡✉❞✉ ✉❧❛❞❡❇❡♥ ❡✐♥✳❊♥❡✛❡✱❛♥♣❡ ❡❞❡❣♥ ❛❧✐ ✱
♥♦✉ ✉♣♣♦♦♥❞✬❛❜♦❞✭✈♦✐❘❡♠❛ ✉❡ ❧❛✉✐❡❞❡❧❛❞♠♦♥ ❛✐♦♥✮✉❡
E[Xi]=0 ❡ E[X
2
i]=σ
2, i=1,2,···,n.
❖♥❛❞✬❛❜♦❞E[XiXj]=0,∀i=j❡
nS2 = n
n
i=1(Xi−X)
2
n
=
n
i=1
X2i−nX
2
=
n
i=1
X2i−
1
n
(
n
i=1
Xi)
2=(1−
1
n
)
n
i=1
X2i−
2
n
i<j
XiXj
❡❛✐♥✐❧❡ ✉❧❛❜✐❡♥❝♦♥♥✉
E[nS2]=(n−1)σ2.
❖♥❛❛✉ ✐
(c)E[nS2eitnX] =E[nS2]E[eitnX]
= E[nS2]E[eit
n
j=1Xj]
= (n−1)σ2E[eitX1]
φ(t)
E[eitX2]
φ(t)
···E[eitXn]
φ(t)
= (n−1)σ2φn(t),
(d)E[nS2eitnX]=E



(1−
1
n
)
n
j=1
X2j−
2
n
j<k
XjXk

eit
n
j=1Xj


=(1−
1
n
)
j
E X2je
itXjeit k=jXk
φ (t)φn−1(t)
−
2
n
j<k
E Xje
itXjXke
itXkeit h=j,kXh
φ2(t)φn−2(t)
=−(1−
1
n
)nφ(t)φn 1(t)+
2
n
n(n−1)
2
φ2(t)φn 2(t),
❡❞♦♥❝
(c)+(d) =⇒ −φφ+(φ)2=σ2φ2 =⇒ φ(t)=e
−σ2t2
2 .
▲❛ ❝✐♣♦✉❡❡ ♠✐❡✉①❝♦♥♥✉❡❡ ❧♠❡♥❛✐❡✳❙♦✐❡♥X1,···,···,Xn❞❡
✈❛✐❛❜❧❡❛❧❛♦✐❡✐♥❞♣❡♥❞❛♥❡❞❡♠♠❡❧♦✐♥♦♠❛❧❡❛✈❡❝V(X1)=σ
2✳♦✉
♠♦♥ ❡ ✉❡X❡S2 ♦♥✐♥❞♣❡♥❞❛♥❡✱✐❧✉✣❞❡♠♦♥❡ ✉❡X❡ ✐♥❞♣❡♥✲
❞❛♥❡❞✉✈❡❝❡✉M =(X1−X,...,Xn−X)✱♣✉✐✉❡S
2❡ M✲♠❡✉❛❜❧❡✳❖
❧❡✈❡❝❡✉(X,X1−X,···,Xn−X)❡ ❣❛✉✐❡♥✭❝❛ ♦✉❡❝♦♠❜✐♥❛✐♦♥❧✐♥❛✐❡
❞❡❡❝♦♠♣♦❛♥❡❡ ✉♥❡❝♦♠❜✐♥❛✐♦♥❧✐♥❛✐❡❞❡Xi✮✱❡❛✐♥✐♣♦✉❞♠♦♥ ❡
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6 Caractérisation de la loi normale
l'indépendance de X etM , il sut de vérier que Cov(X,Xi−X) = 0 pour tout
i. Pour cela, on calcule
Cov(X,Xi) = Cov(
1
n
n∑
i=1
Xi, Xi)
=
1
n
Cov(Xi, Xi)
=
σ2
n
,
et donc
Cov(X,Xi −X) = Cov(X,Xi)− Var(X)
=
σ2
n
− σ
2
n
= 0,
d'où le résultat. 2
Remarques
1) Si E[Xi] = m 6= 0, on peut poser Li = Xi −m et L = X −m. Alors, on
a que
S2 =
∑n
i=1(Li − L)2
n
,
que l'indépendance de S2 et X équivaut à l'indépendance de S2 et L, et on peut
donc prendre µ = 0 sans perte de généralité.
2) Le théorème de Geary est une généralisation de celui de Bernstein car, pour
n = 2, X = X1 +X2 et S
2 = (X1 −X2)2/2.
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