Every elliptic quartic 4 of PG(3, q) with n GF(q)-rational points provides a near-MDS code C of length n and dimension 4 such that the collineation group of 4 is isomorphic to the automorphism group of C. In this paper we assume that GF(q) has characteristic p > 3. We classify the linear collineation groups of PG(3, q) which can preserve an elliptic quartic of PG(3, q). Also, we prove for q 113 that if the j-invariant of 4 does not disappear, then C cannot be extended in a natural way by adding a point of PG(3, q) to 4 .
Introduction
Near-MDS codes have been introduced by Dodunekov and Landjev in an attempt to construct good linear codes, see [2] . In fact, near-MDS codes are linear codes whose parameters differ only slightly from those of the best linear codes which are the maximum distance separable codes, briefly MDS codes. More precisely, a linear [n, k] q code C is an MDS code if d(C) = n − k + 1, i.e. it meets the Singleton bound while C is a near-MDS code if Both MDS codes and near-MDS codes can be investigated within finite projective geometry. This possibility depends on the fact that such linear codes have a good geometric representation in a (k − 1)-dimensional projective space PG(k − 1, q) over the finite field GF(q) of order q. MDS codes and arcs of finite projective spaces are indeed equivalent objects, while an [n, k] q near-MDS code can be viewed as a point-set C of size n in PG(k − 1, q) satisfying the following conditions:
(I) every k − 1 points in C generate a hyperplane of PG(k − 1, q); (II) there exist k points in C lying in a hyperplane of PG(k − 1, q); and (III) every k + 1 points in C generate PG(k − 1, q).
An upper bound for the size of a near-MDS code was given in [2] , see also [11] , by proving that n 2q + k − 2 for every [n, k] q near-MDS code with q > 3. On the other hand, [n, k] q near-MDS codes exist for every n and k = 2, 3, . . . , n − 2 with n q + [2 √ q] if p divides [2 √ q] and n 3 is odd,
see [18] . The exact values of the maximum possible length of a near-MDS code for q = 2, 3, 4, 5 were computed in [3] . In a series of papers [13] [14] [15] , Marcugini, Milani and Pambianco went on to investigate near-MDS codes for k = 3, 4 and obtained a complete classification of those of maximal length for every q 11. In this paper we deal with near-MDS codes of dimension 4. According to the above geometric representation, an [n, 4] q near-MDS code is a point-set C of size n in PG (3, q) such that (I) C is a cap, i.e. no three points in C are collinear; (II) C is not an arc, i.e. C contains four coplanar points; and (III) no five points in C are coplanar.
An elliptic quartic 4 of PG(3, q) is a natural example of such a point-set C with n equal to the number of all GF(q)-rational points of 4 . Since elliptic quartics of PG(3, q) and plane elliptic (i.e. non-singular) cubics of PG(2, q) are GF(q)-isomorphic, an [n, 4] q near-MDS code exists for n provided that there exists a non-singular cubic of PG(2, q) with exactly n GF(q)-rational points. From previous results due to Waterhouse [20] and Voloch [19] , this is the case when (1) holds.
The collineation group of PG(3, q) preserving 4 is isomorphic to the automorphism group of the associated near-MDS code. In this context, the following classification theorem (which we prove in Section 2) seems to be of interest. Theorem 1.1. Let q =p h with p > 3 prime. Let G be a linear collineation group of PG(3, q) preserving 4 . Then G has an elementary abelian group N of order 8, and the factor group G = G/N is isomorphic to a subgroup of A 4 , or it is a cyclic group of order 4, or a dihedral group of order 8.
Every group in Theorem 1.1 actually occurs as a linear collineation group preserving a suitable elliptic quartic of PG (3, q) . This will be shown in Section 2. Here we only mention thatḠA 4 if and only if 4 is an equianharmonic quartic of PG(3, q), i.e. the complete intersection of the cones Q :
are non-zero square elements of GF(q) and q ≡ 1 (mod 4). In some cases, an equianharmonic quartic has many GF(q)-rational points, and in this case the associated near-MDS code shows a good performance.
A natural question arising in the present context is to decide whether C can be extended by adding a point of PG (3, q) to 4 in such a way that the resulting point-set still satisfies the above three conditions. The main result of the present paper is to prove that such points do not exist for q 113.
Several good textbooks on Coding Theory are available in the literature; see for instance [7, 6] . The definition of d i (C) is due to Wei; see [21] . Concerning projective geometry over a finite field and its link to Coding theory, our notation and terminology are standard, see [9, 8, 10, 11] , with the only exception that q will denote a prime power p h with p > 3.
Elliptic quartic curves of PG(3, q) and their collineation groups
An absolutely irreducible algebraic curve 4 which is the complete intersection of two non-singular quadrics of PG(3, q) is an algebraic curve of degree 4. Its genus is equal to 1, and for this reason it is usually called an elliptic quartic. The projective classification of elliptic quartics of PG(3, q) is rather involved because the underlying field GF(q) is not an algebraically closed field. However, the classical result stating that every elliptic quartic is birationally isomorphic to an elliptic cubic (and vice versa) holds true over any GF(q). For more general results on elliptic quartics, see [4, 1] . Here we only mention that an elliptic quartic 4 is the base curve of a pencil of quadrics and that the number N q of GF(q)rational points of 4 equals the number of GF(q)-rational cones plus twice the number of GF(q)-rational hyperbolic quadrics in the pencil (see [1, Corollary p. 257] ).
We point out that some special elliptic quartics with a high number of GF(q)-rational points exist. With respect to a fixed projective frame (x, y, z, t), let Q and Q a,b , with a, b ∈ GF(q) * , be the quadrics of PG(3, q) defined by the equations:
Let 4 be the absolutely irreducible quartic which is the complete intersection of Q and Q a,b . A necessary and sufficient condition for 4 to be an elliptic quartic is
It turns out that the pencil contains exactly four cones, namely
Now we explicitly determine the linear collineation group G of PG(3, q) that preserves 4 .
Lemma 2.1. The group G preserves the fundamental tetrahedron.
Proof. The assertion depends on the fact that the vertices of the fundamental tetrahedron coincide with those of the cones contained in the pencil.
According to Lemma 2.1, G induces a permutation groupḠ on the set {O, X ∞ , Y ∞ , Z ∞ } where O := (0, 0, 0, 1), X ∞ := (1, 0, 0, 0), Y ∞ := (0, 1, 0, 0), and Z ∞ := (0, 0, 1, 0). Let K be the kernel of the corresponding permutation representation of G. Proof. The matrix associated with an element k ∈ K is diagonal and hence is of the type
Since k preserves each of the cones in the pencil, it turns out that 2 1 = 2 2 = 2 3 =1. Vice versa, if this happens then the collineation associated with the matrix K( 1 , 2 , 3 , 1) preserves the cones of the pencil and hence the pencil itself. There are exactly eight matrices of this type, and the corresponding collineations indeed form an elementary abelian group.
We will show that G=K unless a and b satisfy some conditions. LetḠ be the permutation group induced by G on the vertices of the fundamental tetrahedron. Equivalently, setḠ = G/K. Of course,Ḡ is isomorphic to a subgroup of S 4 . More precisely, ifḠ contains some non-trivial elements, then one of the following cyclic subgroupsH occurs; see [12] or [17] for the classification of subgroups of S 4 .
Let denote the set of all non-zero square elements in GF(q).
Lemma 2.3. The groupḠ has an involutionḡ acting on
{O, X ∞ , Y ∞ , Z ∞ }
as an even permutation if and only if one of the following conditions holds:
. Then a matrix associated with g is of type
It is straightforward to verify that g permutes the cones K 0 and K X ∞ if and only if v 2 =(a −1)/b, w 2 =a −b and u 2 =(a −1)(a −b)/b =v 2 w 2 . This leads to case (i). A similar argument shows that the collineations acting as 
Proof. We argue as in the preceding proof. Assume at firstḡ=(X ∞ Z ∞ ); a matrix associated with g is of type
It is straightforward to verify that g preserves both cones K 0 and K Y ∞ if and only if 
Proof. Again as in the previous proof, assume at firstḡ = (OX ∞ Z ∞ ); a matrix associated with g is of type
It is straightforward to verify that g preserves the cone K Y ∞ and permutes the cones K 0 ,
This leads to (i). The other cases come from the remaining possibilities, 2b − a, and a(1 − a) 
Proof. This timeḡ = (OX ∞ Y ∞ Z ∞ ), and the associated matrix is of type
It is straightforward to verify that g permutes the cones K 0 ,
This leads to (i). The other cases come from the remaining possibilities, namely 
Proof. The symmetric group S 4 has four elementary abelian subgroups of order 4, namely
The assertion follows from Lemmas 2.3 and 2.4.
Lemma 2.8. The groupḠ contains no subgroup of order six.
Proof. The symmetric group S 4 has four subgroups of order six, namely
Assume that the first case occurs. By Lemmas 2.5 and 2.4, both
hold. Thus b = a(2a − 1) −1 whence 3a 2 (a − 1) 2 = 0 follows. Since p = 3, this yields either a = 0 or a = 1 contradicting (2). Each of the remaining three cases can be ruled out in a similar way.
Lemma 2.9. The groupḠ is isomorphic to a subgroup of order 8 of S 4 (i.e. to the dihedral group of order 8) if and only if q ≡ 1 (mod 4) and one of the following conditions is satisfied:
Proof. The 2-Sylow subgroups of S 4 are the three dihedral groups of order 8 listed in the present Lemma. Assume that the first case occurs. By Lemmas 2.7 and 2.3, 2ab = a + b holds and 2a(1 − a), a(1 − a)(2a − 1), 2a(a − 1)(2a − 1) are non-zero squares in GF(q). This leads to case (i). The other cases come from the remaining possibilities.
Lemma 2.10. The groupḠ is isomorphic to A 4 if and only if q ≡ 1 (mod 4) and the following conditions are satisfied:
Proof. The group S 4 has a unique subgroup isomorphic to A 4 , namely the subgroup generated by the permutations:
The assertion follows from Lemmas 2.3 and 2.5.
Finally, a corollary of Lemma 2.8 is the following result.
Lemma 2.11. The groupḠ is not isomorphic to S 4 .
The proof of Theorem 1.1 follows from the above lemmas.
Near-MDS codes arising from elliptic quartic curves of PG(3, q)
We begin by proving a result concerning plane elliptic curves. Let E be a plane elliptic curve over GF(q), i.e. a non-singular cubic of PG(2, q) with affine equation F (X, Y ) = 0 where F (X, Y ) is an absolutely irreducible polynomial of degree 3 with coefficients in GF(q). Let K denote the set of points of E whose coordinates are in GF(q). In other words, K will denote the set of all GF(q)-rational points of E. We will also need the concept of j (E)-invariant of E: for a point P ∈ E, let denote the cross-ratio of the four tangents to E through P taken in some order. Of course, depends on the order, but
does not. Actually, j (E) remains unchanged when P ranges over E. For this reason j (E) is called the j-invariant of E. Salmon's theorem states that two elliptic plane cubics are projectively equivalent if and only if they have the same j-invariant. To compute j (E) it suffices to transform E into its canonical form F (X, Y ) = Y 2 − X(X − 1)(X − ), by a linear transformation. In fact, is then the cross-ratio of the four tangents at the origin, namely the lines of equation Y = ±i √ ± 1 X with i 2 = −1.
Theorem 3.1. Let q 113 and j (E) = 0. Then, through every point Q of PG(2, q) outside K there are at least two lines meeting K in three pairwise distinct points.
Proof. It is enough to show that there are at least eight lines of PG(2, q) through Q which converge with E in at least two distinct points. In fact, there are at most six pairwise distinct tangent lines to E through Q, and every other line of PG(2, q) through Q converge with E in either 0, 1 or 3 GF(q)-rational points because E is defined over GF(q). Without loss of generality, we may assume that Q coincides with the infinite point Y ∞ of the Y-axis. Now, consider the system of polynomial equations Every solution (x, y, z) with z = 0 of the above system gives rise to a vertical line converging with K in at least two distinct points. Actually, this is the geometric meaning of the existence of a solution (x, y, z) with z = 0 of the system. More precisely, both points P (x, y) and P (x, y + z) lie on the vertical line of equation X = x, while the condition on P (x, y) to lie on K is F (x, y) = 0 and if this happens then the condition on P (x, y + z) to lie on K is G(x, y, z) = 0. However, two (but not more) distinct solutions (x, y 1 , z 1 ) and (x, y 2 , z 2 ) can define the same tangent line X = x to E, and this occurs if and only if both y 1 = y 2 + z 2 and y 2 = y 1 + z 1 hold. So, we are going to prove that our system has at least fifteen pairwise distinct solutions (x, y, z) with z = 0 over GF(q). From a geometric point of view our aim is to prove for q 113 that the sextic 6 defined to be the complete intersection of the cubic cone 3 of Eq. (1) and the quadric 2 of Eq. (2) has at least twenty-seven GF(q)-rational points. In fact, 6 may contain six GF(q)-rational points at infinity and six GF(q)-rational points on the plane of equation Z = 0, none of them yielding a desired line. The necessary information on 6 is given in the following three lemmas. Proof of the Lemma. If 6 has a proper component then it must have an absolutely irreducible component of degree at most three (which is either a line, or a conic, or a cubic which can be either a twisted cubic or a plane cubic). Apart from the latter possibility, has genus 0. Furthermore, the projection of is E because of the absolute irreducibility of E. But this is impossible when has genus 0 because E has genus 1. It remains to be investigated whether the possibility that a non-singular plane cubic curve of genus 1 is a component of 6 . Of course, such a possibility can only occur when the quadric 2 is reducible and splits into two (possibly coinciding) planes. We show that this only happens when j (E) = 0. We begin by writing the equation of E in its canonical form over the algebraic closure of GF(q): say Q(x, y, 1) , the change of the projective frame 0, 1, 0 ). By this change, the equation of E in affine coordinates becomes
and a 4 = x(x − 1)(x − ) − y 2 . By direct calculation:
Note that a 4 = 0, as Q is not supposed to be on E. The matrix associated with 2 is
We assume that 2 splits into planes; then the rank r(M) is at most 2. If y were 0, then this would force the matrix obtained from M by omitting the first row and the first column to have 0 determinant. But this determinant cannot actually disappear being equal to −6a 2 4 . We may assume y = 0. Subtracting twice the third row from the second row, we obtain   
Since r(M) 2, the determinant of the matrix consisting of the first three rows and the last three columns disappears, we obtain a 3 = 0. Now, the matrix of the first three rows and columns has determinant equal to −6a 2 a 2 4 . Hence r(M) 2 also forces a 2 to be zero. From (3), 3x = + 1, and 2 − + 1 = 0; but then j (E) = 0 and this completes the proof of the irreducibility of 6 . Next, we determine the possible values of the genus of 6 . Lemma 3.3. Let g denote the genus of 6 . Then, g equals to either 2, or 3, or 4.
Proof.
The curve E can be viewed as the projection of 6 from the infinite point of the z-axis. Since the degree of 6 is larger than the characteristic p of the coordinate field GF(q), the Hurwitz formula applies to in the same manner as in the classical case. Therefore, E is two-fold covered by 6 , and 2g − 2 = 2(2g − 2) + k where g is the genus of E and k is equal to the number of points in 6 in which ramifies. As g = 1, this gives 2g − 2 = k. On the other hand, if a point P = P (u, v, w) ∈ 6 is a ramification point, then the quadratic polynomial G(u, v, Z) = 0 in Z, namely
has multiple roots at Z = w. Note that G(u, v, Z) is a non-zero polynomial because 6 does not contain the vertical line X = u, Y = v, Z = w through P. Hence, the discriminant of the equation G(u, v, Z) = 0 disappears. Since is a quadratic polynomial in u, v, it turns out that the projection P (u, v, 0) of P (u, v, w) is a common point of E and the quadratic curve of equation = 0. As E is non-singular, we have at least one and at most six such common points. Therefore 1 k 6. Thus 1 2g − 2 6 whence 2 g 4 follows. Proof. The linear series L cut out on 6 by planes has dimension 3 and degree 6. If g = 4, this yields that L is a canonical series, and hence 6 has no singular point; see [18, Chapter 2] . Let 2 g 3, and assume P to be a d-fold singular point of 6 . To show that d 3 does not actually occur, project 6 from P on a plane disjoint from P. The resulting curve has degree at most 3, and hence its genus is at most 1. Thus and 6 are not birationally isomorphic. On the other hand, no line through P can converge with 6 in more than 6 − d points distinct from P. Therefore, 3 d 4, and is 2-fold covered by 6 . Geometrically, all but a finite number of lines through P converge at 6 in at least 3 points. Take one of them, say . Then all but a finite number of planes through converge at 6 in just one point outside . However, this can only happen when 6 is rational, a contradiction. Next, consider the based point-free linear series L 1 cut out on 6 by planes through P. Clearly, L 1 has dimension 2 and its degree is 4. Assume g = 3. Then L 1 is the canonical series, and hence 6 has no singular point different from P. For g = 2, we may assume that 6 has at least two singular points. Let P denote one of them. If is birationally isomorphic to 6 ,then is a quartic plane curve of genus 2. Therefore, has at most three singular points, and hence 6 has at most four double points. Otherwise, is a conic C, and 6 lies on the quadratic cone 2 with vertex P and base curve C. It may be that K coincides with 2 . If this is the case, replace P by another double point of 6 and repeat the above argument. So, we may assume that the cone 2 is different from 2 . Hence 6 is in the intersection of two distinct quadrics, a contradiction, as 6 has degree larger than 4. This completes the proof of Lemma 3.4.
The above three lemmas together with the lower bound in the Hasse-Weil theorem applied to 6 give the following result. Lemma 3.5. Let N q be the number of GF(q)-rational points of 6 . Then
To end the proof of Theorem 3.1, it suffices to note that N q is larger than 27 for q 113.
Remark 3.6. Lemma 3.2 was originally proved by Giulietti [5] . Using more algebraic geometry, he was also able to deal with the case j (E) = 0 stating a similar result under some extra conditions. It should be noted, however, that Lemma 3.2 does not hold true for j (E) = 0 as the following example shows. Let q ≡ 2 (mod 3). Then a primitive cubic root is in the quadratic extension of GF(q 2 ) but not in GF(q). Let F (X, Y )=Y 2 −X 3 −X 2 − 1 3 X, and Q = (1, 0, 0) the infinite point of the X-axis. Every line through Q has equation Y = c and converges at the elliptic cubic E of equation F (X, Y ) = 0 in the points P = (x, c) such that x 3 + x 2 + 1 3 x = c 2 . Now, assume that one of these common points, say P 1 (x, y) , has abscissa x in GF(q). Then none of the other two common points can have abscissa in GF(q), as one of them is x + 1 3 ( − 1) and the other is 2 x + 1 3 ( 2 − 1). The non-extensibility result stated in the Introduction is a corollary to the following theorem. Proof. Let P be any point of PG(3, q) not lying on K. We show at first that there are at most three points R ∈ K such that the line joining P and R is either a chord of K or the tangent to K at R. Project 4 from P to a plane which does not contain P. The resulting curve is a quartic C 4 such that a point R ∈ K is projected to a singular point of C 4 when the above situation occurs, that is, the line PR is either a chord of K or the tangent to K at R. Since C 4 is an absolutely irreducible plane quartic, it has at most three singular points. This proves the assertion. Now, as K has more than three points over GF(q) by the Hasse-Weil theorem, some of the points on K, say A, are distinct from the above points R. Choose a plane that does not contain A, and project 4 from A on . Let E be the resulting elliptic cubic of PG (2, q) . Let A be the point of E corresponding to A by this projection, that is, the common point of with the tangent to K at A. The line r joining P and A converges at in a point P which does not lie on E. This is ensured by our choice of A on K. By Theorem 3.1, in there is a line through P which converges at E in three pairwise distinct points, say A 1 , A 2 andA 3 , each of them also distinct from A . Since E is the projection of 4 , the plane spanned by A together with the line contains three pairwise distinct points, say A 1 , A 2 and A 3 on K\A whose projections are A 1 , A 2 and A 3 , respectively. It turns out that the plane passes through P and converges at K at four pairwise distinct points, namely A, A 1 , A 2 and A 3 . This proves the theorem.
Equianharmonic quartics of PG(3, q)
As pointed out in the Introduction, the best elliptic quartics of PG(3, q) are equianharmonic as the linear collineation group G preserving a quartic 4 of PG(3, q) has order as (1, 45) 64 64 11 2 (1, 11) 144 144 13 2 ( 1, 4) 196 196 maximum number N q of GF(q)-rational points of an equianharmonic quartic of PG (3, q) together with the parameters (a, b) for which this occurs, as well as the comparison with Serre's upper bound q + [2 √ q] + 1 for the number of GF(q)-rational points of an elliptic curve defined over GF(q). Serre's upper bound, see [16] , is valid for every prime power q, and it coincides with the Hasse-Weil upper bound for square q's, whereas it is slightly better for non-square q's. On the other hand, N+ 1 − 2 √ q by the Hasse-Weil theorem, and this upper bound can only be attained for square prime powers. For each prime p 13, the Table 2 provides N q with q = p 2 showing that in some (but not all) cases an equianharmonic quartic is a GF(q)-maximal curve as the number of its GF(q)-rational points hits the Hasse-Weil upper bound.
