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Abstract
This research investigates the Effects of Macroeconomic variables on GDP of Pakistan.   Gross Domestic
Product (GDP), chief indicator of an economy, shows that for a long time, Pakistan economy was backward.
The years after independence, the size of Real GDP, Per Capita GDP and their growth rates was small but 
improved from 1990.In this study the GDP of the 64 districts in Pakistan at current market prices are
considered. The factors which have effects on the gross district product in the year 2010-2011 are measured
here. Here Principal Component analysis and Maximum Likelihood method of factor analysis are used for the
seventeen variables of the gross district products of 64 districts. The results show that seventeen variables
contributing to our GDP have been classified into three factors. Then we rename these three factors from 
principal component analysis as service factor, agriculture & infrastructure factor, and fishing & mining
factor. In maximum likelihood method we rename the factors as service factor, agriculture & infrastructure
factor, and education factor. At last we compare the factor scores as district-wise for the three factors to
reflect their significance. The study finds a clear shift of contribution by the macroeconomic variables to the
GDP of Pakistan from agriculture to ‘non-agriculture’ sectors.
© 2013 The Authors. Published by Elsevier B.V.
Selection and/or peer-review under responsibility of the Organising Committee of ICOAE 2013.
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1. Introduction
The economy of Pakistan has experienced significant shifts in trade, fiscal, industrial, agricultural and
financial policies over last two decade. Yet, still the growth trend and the structural changes of GDP in
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Pakistan are not satisfactory. Many problems are responsible for this unsatisfactory GDP: the shortage of 
domestic food production, narrow structure of exports, increasing growth rate of imports, failure in the 
invocation of much Foreign Direct Investment (FDI), a defective banking system with cumulative interest of 
loans, continuous loss in the public enterprises, poor infrastructure, inefficient taxation, high inflation rate, 
political instability and the serious deterioration of law and order situation. Its progress can be gleaned from 
the country’s Real Gross Domestic Product (RGDP) growth of 5 percent on average for the period 1990 to 
1998 and 4.6 percent for the period 1980 to 1990. The growth rate of Real Gross Domestic Product was above 
6 percent on average and in 2010 it was just above 6 percent. All over the world (Pakistan inclusive) GDP has 
been area of interest to both policy-makers and economists. In past, Pakistan has received annually the 
equivalent of close to 6% of GDP in foreign assistance, although this figure has declined to around 4% in 
recent years. Pakistan is significantly dependent on external resources and at the behest of the World Bank 
and the IMF, Pakistan adopted a set of the short and medium-term economic management. External factors 
such as export, import, remittances and foreign aid have always played important roles to Pakistan’s 
economy, though the relative importance of various external factors has changed over time. The economy of 
Pakistan has grown 5-6 per cent per year since 1996 despite inefficient government-controlled enterprises, 
delays in exploiting natural gas resources, insufficient power supplies, and delayed implementation of 
economic reform.. The results of the analysis indicate the persistence of regional disparities, a progressive 
bias toward a poverty trap, and the importance of geography in the convergence process. Shelley G. L. and 
Wallace F. H. (2004) examined the relation between inflation, M1 money, and real GDP in Mexico using 
annual data from 1944 to 1991. Predictable increases in differenced inflation are found to have a significant, 
negative effect on real GDP growth. Unpredictable increases in differenced inflation are found to have a 
significant, positive effect on real GDP growth. Schneider M. and Spitzer M. (2004) utilized a generalized 
dynamic factor model to produce short-term forecasts of real Austrian GDP. Also, the forecasting 
performance of the model with a large data set of 143 variables has been assessed relative to simple univariate 
time-series forecasts. Craigwell R. and Maurin A. (2005) established and characterized a reference cycle and 
concluded that the cycles of tourism and wholesale and retail closely resembles that of the aggregate business 
cycle, while the non-sugar agriculture and fishing cycle is counter acyclical for Barbados. Lise W. And 
Montfort K.V. (2005) tried to unfold the linkage between energy consumption and GDP by undertaking a co-
integration analysis for Turkey with annual data over the period 1970–2003.In addition, they found evidence 
of a decoupling of energy consumption and economic growth in Turkey towards the end of the studied period 
1970–2003.Schumacher C. (2005) studied the forecasting performance of alternative factor models based on a 
large panel of quarterly time series for the German economy and showed that the application of the dynamic 
factor models seems to provide only small forecasting improvements over the static factor model for 
forecasting German GDP. Troy Matheson T. (2005) focused on forecasting four key New Zealand 
macroeconomic variables using a dynamic factor model and a large number of predictors and found that the 
factor model performs particularly well at longer horizons. Raheem S.M.E et al (2006) analyzed Pakistan’s 
gross domestic product (GDP) data for the year 1999-2000 using factor analysis model to find out the 
contributing factors that affect GDP. The analysis has revealed two distinct factors-- ‘non-agricultural’ and 
‘agriculture and livestock’ that are contributing to Pakistan’s GDP. Islam, T. S. et. al (2007) used the 
multivariate causality analysis to examine relationship between education and growth in Pakistan using 
annual time series data from 1976 to 2003 
 
The rest of the study is organized as follows. The data and methodology are explained in Section 2. Result 
Analysis is discussed in Section 3. Concluding remarks are discussed in the last section. 
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2. Data and Methodology 
 
The data used in this study were collected from “Statistical Year Book of Pakistan (2011)” published by 
Pakistan Bureau of Statistics (BBS).By summing over the districts we find the GDP of our country. The 
central bank has declared 17 variables or sectors as vital in GDP of Pakistan. The factors, having effect on the 
GDP as well as the comparisons between the 64 districts in our country on the basis of different factors of 
GDP for the given period have also been studied in this paper. For the purpose of estimation of gross domestic 
product, it includes 17 sectors:        
 
i. Crop and horticulture       ii. Animal farming 
iii. Forestry and related services      iv. Fishing  
v. Mining and quarrying      vi. Manufacturing 
vii. Electricity, gas and water supply     viii. Construction   
ix. Wholesale and retail trade      x. Hotel and restaurants  
xi. Transport, storage and communication     xii. Financial intermediation 
xiii. Real estate renting and business services   xiv. Public administration and defense  
xv. Education        xvi. Health and social work  
xvii. Community, social and personal services  
 
 
The Orthogonal Factor Model 
The observable random vector X , with p components, has mean P  and covariance matrix¦ . The factor 
model postulates that X  is linearly dependent upon a few unobservable random variables mFFF ,,, 21
, called common factors, and p additional sources of variation pHHH ,,, 21 , called error or sometimes 
specific factors. In particular, the factor analysis model is                      
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 In matrix notation the model is, 
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Where,              iP  = mean of variable i 
  iH  = i th specific factor 
  jF  = j th common factor 
  ijl  = loading of the i th variable on the jth factor   
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These assumptions and the relation in (2) constitute the orthogonal factor model.  
  
 
3. Analysis and Discussion 
 
From the GDP data on seventeen variables in 64 districts for the year 2010-2011, let the variables are defined 
as:  
 
X1  = Crop and Horticulture   X9  = Wholesale and Retail trade  
X2  = Animal Farming    X10 = Hotel and Restaurants 
X3  = Forestry and related services  X11 = Transport, Storage and Communication 
X4  = Fishing      X12 = Financial Intermediation 
X5  = Mining and Quarrying    X13 = Real state renting and Business service 
X6  = Manufacturing    X14 = Public administration and Defense 
X7  = Electricity, Gas and Water Supply X15 = Education 
X8  = Construction     X16 = Health and Social work 
X17 = Community, Social and Personal services 
 
From our data set, the calculated correlation matrix of 17 variables from gross district product is given as 
follows:
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The Eigen values and factor analysis models for the gross district product data are discussed in the following 
table: 
Table-01: Initial Eigen values, % of Variance, and Cumulative % of Variance 
Component 
Initial Eigen values 
 % of Variance Cumulative % 
1 9.525 56.031 56.031 
2 2.561 15.064 71.095 
3 .977 5.746 76.841 
4 .839 4.933 81.774 
5 .828 4.869 86.642 
6 .740 4.352 90.994 
7 .604 3.555 94.549 
8 .395 2.325 96.874 
9 .246 1.447 98.321 
10 .141 .831 99.152 
11 .053 .311 99.463 
12 .034 .200 99.663 
13 .026 .154 99.816 
14 .012 .071 99.888 
15 .009 .052 99.940 
16 .008 .049 99.989 
17 .002 .011 100.000 
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The first factor has an Eigen value of 9.525. Since this is greater than 1, it explains more variance than a 
single variable. The percent of variance explained  .The second factor has an Eigen value of 2.561. Since this 
is greater than 1, it explains more variance than a single variable. The percent of variance explained  % .The 
third factor has an Eigen value of 0.977. Since this is close to 1, it may explain variance of a single variable. 
The percent of variance explained .14 factors among 17 variables have Eigen values less than 1, and therefore 
explain less variance that a single variable. We have found two Eigen values greater than unity here and one is 
close to unity. Since first three factors express almost 77% of the total variance, we will consider the three 
factors model. 
 
3.1. Results of Principal Component Method with Varimax Rotation 
The results of principal component method with Varimax rotation are given below: 
 
Table-02: Results of principal component method with Varimax rotation 
Variables 
Three - factor solution 
Estimated factor loadings Estimated rotated factor loadings Communality  
1F  2F  3F  *1F  
*
2F  
*
3F  2ˆih  
crops & horticulture 
.033 .478 -.551 -.051 .714 -.142 .533 
forestry & related services 
.195 .872 -.133 .026 .786 .445 .816 
animal farming .064 .545 -.041 -.041 .457 .303 .303 
fishing sector .239 .647 .311 .106 .344 .666 .572 
mining & quarrying 
.126 .430 .669 .031 -.061 .803 .649 
manufacturing sector 
.855 -.318 .063 .899 -.164 -.031 .836 
electric, gas and water 
supply .943 -.190 -.034 .962 .008 -.019 .926 
construction .515 .259 -.313 .461 .466 -.024 .430 
wholesale & retail trade 
.876 -.114 .008 .881 .031 .051 .781 
hotel & restaurants 
.963 -.190 .056 .981 -.044 .055 .967 
transport, storage & 
Communication .976 -.140 .015 .984 .021 .054 .973 
financial intermediation 
.963 -.151 -.031 .974 .038 .010 .951 
real state renting & business 
service  .983 -.009 -.020 .967 .145 .106 .967 
public administration & 
defense sector .940 -.259 -.022 .973 -.053 -.052 .952 
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Education sector .707 .218 .026 .651 .254 .243 .548 
health and social work 
sector .972 .166 -.006 .922 .271 .221 .973 
community, social & 
personal service sector .808 .483 .012 .700 .482 .405 .886 
Cumulative proportion of 
total sample variance 
explained 
56.031 71.095 76.841 54.513 66.876 76.841  
From the table above we can see that, the proportion of total variance explained by the three-factor solution 
(76.841) is appreciably larger than that for the one factor solution (56.03). In Varimax rotation three-factor 
solution expresses same proportion of total variance than one factor solution. According to unrotated solution 
of principal factor analysis we can see that the last 12 variables of the gross district product loads highly on 
the first factor   and might be called as Service factor and first 4 variables loads highly on the second factor  
and might be called as Agriculture factor. Only one variable “mining and quarrying” loads highly on the third 
factor   and can be renaming as Mining factor.  From the table above we can see that, the proportion of total 
variance explained by the three-factor solution (70.99%) is appreciably larger than that for the one factor 
solution (55.34%). In Varimax rotation three-factor solution expresses more proportion of total variance than 
one factor solution. 
According to unrotated solution of maximum likelihood analysis we can see that the last 12 variables of the 
gross district product loads highly on the first factor   and might be called as Service factor and first 5 
variables loads highly on the second factor  and might be called as Agriculture & infrastructure factor. And no 
variable has high loading on third factor. 
After Varimax rotation we have found that the “education” variable which had high loading on the first factor 
( ) of unrotated solution have high loading on the third factor ( ) of the rotated solution. So according to the 
rotated solution of maximum likelihood method we can rename the factors as Service, Agriculture & 
infrastructure, and Education factor respectively. 
 
Table-03: Sorted Factor Scores Table of top ten Districts 
Factor 1 Factor 2 Factor 3 
District Factor Score District Factor Score District 
Factor 
Score 
Dhaka                7.17612 Mymensingh           2.8142 Brahamanbaria        2.88663 
Chittagong           2.49538 Narail               2.65717 Sylhet               2.47533 
Khulna               0.52531 Bogra                2.39893 Habiganj             2.23617 
Narayanganj          0.49076 Comilla              2.09287 Chittagong           2.2207 
Bandarban            0.46775 Faridpur             2.01663 Cox's Bazar          2.22058 
Comilla              0.36773 Tangail              1.65246 Bogra                1.58574 
Gazipur              0.32167 Naogaon              1.5098 Mymensingh           1.47769 
Mymensingh           0.25718 Jessore              1.1575 Dinajpur             1.38043 
Rajshahi             0.23588 Chittagong           1.02814 Khulna               1.12377 
Natore               0.1626 Rangpur              0.97971 Comilla              1.08484 
 
This table represents the top ten districts according to their scores on each factor in descending order. Each 
district has individual scores on each factor. We can see that the district Dhaka have highest score on the first 
factor whether the districts Mymenshing and Brahmanbaria have highest scores on second factor and third  
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4. Conclusion 
From the above analysis, it is evident that three major factors are influencing Pakistan's GDP. The first factor 
explains the service related activities in industrial and business of the country while the second factor is 
purely dominated by agricultural and livestock sectors and the last factor is purely dominated by agricultural 
and livestock sectors. Out of the analysis of GDP data, we find industrial and business sector to be more 
dominating than the agricultural sector as far as contribution to the GDP is concerned. This indicates a clear 
shift of contribution to the GDP from agriculture to ‘non-agriculture’ sectors. The study suggests further 
analysis of successive year’s of GDP data (if available) to investigate if there is any trend in the shift of 
contributing factors from agriculture to industrial and business sectors in the fiscal year 2010-11. 
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