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1 Introduction
The study of mutual entropy (information) and ca-
pacity in classical system was extensively done after
Shannon by several authors like Kolmogorov [16]
and Gelfand [10]. In quantum systems, there have
been several definitions of the mutual entropy for
classical input and quantum output [5, 11, 12, 17].
In 1983, the author defined [21] the fully quantum
mechanical mutual entropy by means of the rela-
tive entropy of Umegaki[32], and it has been used
to compute the capacity of quantum channel for
quantum communication process; quantum input-
quantum output [25].
Recently, a correlated state in quantum syatems,
so-called quantum entangled state or quantum en-
tanglement, are used to study quntum information,
in particular, quantum computation, quantum tele-
portation, quantum cryptography [6, 7, 8, 9, 14, 15,
29, 30].
In this paper, we mainly discuss three things be-
low:(1) We point out the difference between the ca-
pacity of quantum channel and that of classical-
quantum-classical channel followed from [28]. (2)
So far the entangled state is merely defined as a
non-separable state, we give a wider definition of
the entangled state and classify the entangled states
into three categories. (3)The quantum mutual en-
tropy for an entangled state is discussed. The above
(2) and (3) are a joint work with Belavkin[6] .
2 Qunatum Mutual Entropy
The quantum mutual entropy was introduced in
[21] for a quantum input and quantum output,
namely, for a purely quantum channel, and it was
generalized for a general quantum system described
by C*-algebraic terminology[23]. We here review
the quantum mutual entropy in usual quantum sys-
tem described by a Hilbert space.
Let H be a Hilbert space for an input space,
B(H) be the set of all bounded linear operators on
H and S(H) be the set of all density operators on
H. An output space is described by another Hilbert
space
∼
H , but often H =
∼
H. A channel from the
input system to the output system is a mapping Λ*
from S(H) to S(
∼
H) [20]. A channel Λ* is said to
be completely positive if the dual map Λ satisfies
the following condition: Σnk,j=1 A
∗
kΛ(B
∗
kBj)Aj ≥ 0
for any n ∈ N and any Aj ∈ B(H), Bj ∈ B(
∼
H).
An input state ρ ∈ S(H) is sent to the output
system through a channel Λ*, so that the output
state is written as
∼
ρ≡ Λ∗ρ. Then it is important to
ask how much information of ρ is correctly sent to
the output state Λ∗ρ. This amount of information
transmitted from input to output is expressed by
the mutual entropy in Shannon’s theory.
In order to define the quantum mutual entropy,
we first mention the entropy of a quantum state
introduced by von Neumann. For a state ρ,
there exists a unique spectral decomposition ρ =
ΣkλkPk,where λk is an eigenvalue of ρ and Pk is
the associated projection for each λk. The pro-
jection Pk is not one-dimensional when λk is de-
generated, so that the spectral decomposition can
be further decomposed into one-dimensional pro-
jections. Such a decomposition is called a Schatten
decomposition, namely, ρ = ΣkλkEk,where Ek is
1
the one-dimensional projection associated with λk
and the degenerated eigenvalue λk repeats dimPk
times; for instance, if the eigenvalue λ1has the de-
generacy 3, then λ1 = λ2 = λ3 < λ4. This Schatten
decomposition is not unique unless every eigenvalue
is non-degenerated. Then the entropy (von Neu-
mann entropy[24]) S (ρ) of a state ρ is defined by
S (ρ) = −trρ log ρ. (2.1)
The quantum mutual entropy was introduced on
the basis of the above von Neumann entropy for
purely quantum communication processes. The
mutual entropy depends on an input state ρ and
a channel Λ∗, so it is denoted by I (ρ; Λ∗), which
should satisfy the following conditions:
(1) The quantum mutual entropy is well-matched
to the von Neumann entropy. Furthermore, if a
channel is trivial, i.e., Λ∗ = identity map, then
the mutual entropy equals to the von Neumann en-
tropy: I (ρ; id) = S (ρ).
(2) When the system is classical, the quantum
mutual entropy reduces to classical one.
(3) Shannon’s fundamental inequality
0 ≤ I (ρ; Λ∗) ≤ S (ρ) is held.
In order to define the quantum mutual entropy
followed by the classical one (see[28]for the details),
we need the joint state (it is called “compound
state” in the sequel) describing the correlation be-
tween an input state ρ and the output state Λ∗ρ
and the quantum relative entropy. A finite parti-
tion of the classical measurable space corresponds
to an orthogonal decomposition {Ek} of the iden-
tity operator I ofH in quantum case because the set
of all orthogonal projections is considered to make
an event system for a quantum system. It is known
[24]that the following equality holds
sup
{
−
∑
k
trρEk log trρEk; {Ek}
}
= −trρ log ρ,
and the supremum is attained when {Ek} is a
Schatten decomposition of ρ. Therefore the Schat-
ten decomposition is used to define the compound
state and the quantum mutual entropy.
The compound state θE (corresponding to joint
state (measure) in CS) of ρ and Λ∗ρ was introduced
in [21, 22], which is given by
θE =
∑
k
λkEk ⊗ Λ
∗Ek, (2.2)
where E stands for a Schatten decomposition of
ρ, so that the compound state depends on how we
decompose the state ρ into basic states (elementary
events).
The relative entropy for two states ρ and σ is
defined by Umegaki and Lindblad, which is written
as
S (ρ, σ)
=
{
trρ (log ρ− log σ) (when ranρ ⊂ ranσ)
∞ (otherwise)
.
(2.3)
Then we can define the quantum mutual entropy
by means of the compound state and the relative
entropy [21], that is,
I (ρ; Λ∗) = sup {S (θE , ρ⊗ Λ
∗ρ) ;E = {Ek}} ,
(2.4)
where the supremum is taken over all Schatten de-
compositions. Some computations reduce it to the
following form:
I (ρ; Λ∗) = sup
{∑
k
λkS (Λ
∗Ek,Λ
∗ρ) ;E = {Ek}
}
(2.5)
This mutual entropy satisfies all conditions (1)∼(3)
mentioned above[28].
When the input system is classical, an input state
ρ is given by a probability distribution or a prob-
ability measure, in either case, the Schatten de-
composition of ρ is unique, namely, for the case of
probability distribution ; ρ = {λk} ,
ρ =
∑
k
λkδk, (2.6)
where δk is the delta measure, that is, δk (j) =
δk,j = {
1(k=j)
0(k 6=j), ∀j. Therefore for any channel Λ
∗,
the mutual entropy becomes
I (ρ; Λ∗) =
∑
k
λkS (Λ
∗δk,Λ
∗ρ) , (2.7)
which equals to the following usual expression of
Shannon when it is well-defined:
I (ρ; Λ∗) = S (Λ∗ρ)−
∑
k
λkS (Λ
∗δk) , (2.8)
which has been taken as the definition of the mutual
entropy for a classical-quantum(-classical) channel
[5, 11, 12, 17].
Note that the above definition of the mutual en-
tropy (2.5) is also written as
I (ρ; Λ∗) = sup
{∑
k
λkS (Λ
∗ρk,Λ
∗ρ)
; ρ =
∑
k
λkρk ∈ Fo (ρ)
}
,
where Fo (ρ) is the set of all orthogonal finite de-
compositions of ρ [28].
More general mutual entoropy was defined in [23]
based on Araki’s relative entoropy [3].
3 Communication Processes
The information communication process is math-
ematically set as follows: M messages are sent to
a receiver and the kth message ω(k) occurs with
the probability λk. Then the occurence probabil-
ity of each message in the sequence
(
ω(1), ω(2),
· · ·, ω(M)
)
of M messages is denoted by ρ = {λk} ,
which is a state in a classical system. If ξ is a clas-
sical coding, then ξ (ω) is a classical object such
as an e lectric pulse. If ξ is a quantum coding,
then ξ (ω) is a quantum object (state) such as a
coherent state. Here we consider such a quantum
coding, that is, ξ
(
ω(k)
)
is a quantum state, and
we denote ξ
(
ω(k)
)
by σk. Thus the coded state
for the sequence
(
ω(1), ω(2), · · ·, ω(M)
)
is written as
σ =
∑
k λkσk. This state is transmitted through a
channel γ, which is expressed by a completely pos-
itive mapping Γ∗ from the state space of X to that
of
∼
X , hence the output coded quantum state
∼
σ
is Γ∗σ. Since the information transmission process
can be understood as a process of state (probabil-
ity) change, when Ω and
∼
Ω are classical and X and
∼
X are quantum, the process is written as
P (Ω)
Ξ∗
−→ S (H)
Γ∗
−→ S(
∼
H)
∼
Ξ
∗
−→ P (
∼
Ω), (3.1)
where Ξ∗ (resp.
∼
Ξ
∗
) is the channel corresponding to
the coding ξ (resp. decoding
∼
ξ ).
We have to be care to study the objects in the
above transmission process (3.1). For instance, if
we want to know the information capacity of a
quantum channel γ(= Γ∗), then we have to take X
so as to describe a quantum system like a Hilbert
space and we need to start the study from a quan-
tum state in quantum space X not from a classical
state associated to a message. If we like to know
the capacity of the whole process including a cod-
ing and a decoding, which means the capacity of a
channel
∼
ξ ◦γ ◦ ξ(=
∼
Ξ
∗
◦ Γ∗ ◦ Ξ∗), then we have to
start from a classical state.
4 Channel Capacity
We discuss two types of channel capacity in commu-
nication processes, namely, the capacity of a quan-
tum channel Γ∗ and that of a classical (classical-
quantum-classical) channel
∼
Ξ
∗
◦ Γ∗ ◦ Ξ∗.
(1) Capacity of quantum channel: The capacity
of a quantum channel is the ability of information
transmission of a quantum channel itself, so that it
does not depend on how to code a message being
treated as classical object and we have to start from
an arbitrary quantum state and find the supremum
of the quantum mutual entropy. One often makes a
mistake in this point. For example, one starts from
the coding of a message and compute the supre-
mum of the mutual entropy and he says that the
supremum is the capacity of a quantum channel,
which is not correct. Even when his coding is a
quantum coding and he sends the coded message
to a receiver through a quantum channel, if he
starts from a classical state, then his capacity is
not the capacity of the quantum channel itself. In
his case, usual Shannon’s theory is applied because
he can easily compute the conditional probability
by a usual (classical) way. His supremum is the ca-
pacity of a classical-quantum-classical channel, and
it is in the second category discussed below.
The capacity of a quantum channel Γ∗ is defined
as follows: Let S0(⊂ S(H)) be the set of all states
prepared for expression of information. Then the
capacity of the channel Γ∗ with respect to S0 is
defined by
CS0 (Γ∗) = sup{I (ρ; Γ∗) ; ρ ∈ S0}. (4.1)
Here I (ρ; Γ∗) is the mutual entropy given in (2.4) or
(2.5) with Λ∗ = Γ∗. When S0 = S(H) , C
S(H) (Γ∗)
is denoted by C (Γ∗) for simplicity.
In [25, 19], we also considered the pseudo-quant-
um capacity Cp (Γ
∗) defined by (4.1) with the
pseudo-mutual entropy Ip (ρ; Γ
∗) where the supre-
mum is taken over all finite decompositions instead
of all orthogonal pure decompositions:
Ip (ρ; Γ
∗)
= sup
{∑
k
λkS (Γ
∗ρk,Γ
∗ρ) ; ρ =
∑
k
λkρk,
finite decomposition} . (4.2)
However the pseudo-mutual entropy is not well-
matched to the conditions explained in Sec.2, and
it is difficult to be computed numerically. The re-
lation between C (Γ∗) and Cp (Γ
∗) was discussed
in[25]. From the monotonicity of the mutual
entropy[24], we have
0 ≤ CS0 (Γ∗) ≤ CS0p (Γ
∗) ≤ sup {S(ρ); ρ ∈ S0} .
(2) Capacity of classical-quantum-classical chan-
nel: The capacity of C-Q-C channel
∼
Ξ
∗
◦ Γ∗ ◦Ξ∗ is
the capacity of the information transmission pro-
cess starting from the coding of messages, there-
fore it can be considered as the capacity includ-
ing a coding (and a decoding). As is discussed in
Sec.3, an input state ρ is the probability distribu-
tion {λk} of messages, and its Schatten decomposi-
tion is unique, so the mutual entropy is written by
(2.7):
I
(
ρ;
∼
Ξ
∗
◦ Γ∗ ◦ Ξ∗
)
=
∑
k
λkS
(
∼
Ξ
∗
◦ Γ∗ ◦ Ξ∗δk,
∼
Ξ
∗
◦ Γ∗ ◦ Ξ∗ρ
)
(4.3)
If the coding Ξ∗ is a quantum coding, then Ξ∗δk
is expressed by a quantum state. Let denote the
coded quantum state by σk and put σ = Ξ
∗ρ =∑
k λkσk. Then the above mutual entropy is written
as
I
(
ρ;
∼
Ξ
∗
◦ Γ∗ ◦ Ξ∗
)
=
∑
k
λkS
(
∼
Ξ
∗
◦ Γ∗σk,
∼
Ξ
∗
◦ Γ∗σ
)
. (4.4)
This is the expression of the mutual entropy of
the whole information transmission process start-
ing from a coding of classical messages. Hence the
capacity of C-Q-C channel is
CP0
(
∼
Ξ
∗
◦ Γ∗ ◦ Ξ∗
)
= sup{I
(
ρ;
∼
Ξ
∗
◦ Γ∗ ◦ Ξ∗
)
; ρ ∈ P0}, (4.5)
where P0(⊂ P (Ω)) is the set of all probability distri-
butions prepared for input (a-priori) states (distri-
butions or probability measures). Moreover the ca-
pacity for coding free is found by taking the supre-
mum of the mutual entropy over all probability dis-
tributions and all codings Ξ∗:
CP0c
(∼
Ξ
∗
◦ Γ∗
)
= sup{I
(
ρ;
∼
Ξ
∗
◦ Γ∗ ◦ Ξ∗
)
; ρ ∈ P0,Ξ
∗}. (4.6)
The last capacity is for both coding and decoding
free and it is given by
CP0cd ( Γ
∗)
= sup{I
(
ρ;
∼
Ξ
∗
◦ Γ∗ ◦ Ξ∗
)
; ρ ∈ P0,Ξ
∗,
∼
Ξ
∗
}.(4.7)
These capacities CP0c , C
P0
cd do not measure the abil-
ity of the quantum channel Γ∗ itself, but measure
the ability of Γ∗ through the coding and decoding.
Remark that
∑
k λkS(Γ
∗σk) is finite, then (4.4)
becomes
I
(
ρ;
∼
Ξ
∗
◦ Γ∗ ◦ Ξ∗
)
= S(
∼
Ξ
∗
◦Γ∗σ)−
∑
k
λkS(
∼
Ξ
∗
◦Γ∗σk). (4.8)
Further, if ρ is a probability measure having a den-
sity function f(λ) and each λ corresponds to a
quantum coded state σ(λ), then σ =
∫
f(λ) σ(λ)dλ
and
I
(
ρ;
∼
Ξ
∗
◦ Γ∗ ◦ Ξ∗
)
= S(
∼
Ξ
∗
◦Γ∗σ)−
∫
f(λ)S(
∼
Ξ
∗
◦Γ∗σ(λ))dλ.
(4.9)
This is bounded by
S(Γ∗σ) −
∫
f(λ)S(Γ∗σ(λ))dλ,
which is called the Holevo bound and is computed
in several ocassions[31, 25].
The above three capacities CP0 , CP0c , C
P0
cd satisfy
the following inequalities
0 ≤ CP0
(
∼
Ξ
∗
◦ Γ∗ ◦ Ξ∗
)
≤ CP0c
(
∼
Ξ
∗
◦ Γ∗
)
≤ CP0cd ( Γ
∗) ≤ sup {S(ρ); ρ ∈ Po}
where S(ρ) is not the von Neumann entropy but
the Shannon entropy: -
∑
λk logλk.
The capacities (4.1), (4.5),(4.6) and (4.7) are gen-
erally different. Some misuses occur due to forget-
ting which channel is considered. That is, we have
to make clear what kind of the ability (capacity) is
considered, the capacity of a quantum channel it-
self or that of a classical-quantum(-classical ) chan-
nel. The computation of the capacity of a quantum
channel was carried in several models in [25]
5 Compound States and En-
tanglements
Recently the quantum entangled state has been
mathematically studied [8, 18, 29], in which the
entangled state is defined by a state not written
as a form
∑
k λkρk ⊗ σk with any states ρk and
σk. A state written as above is called a separable
state, so that an entangled state is a state not be-
longed to the set of all separable states. However it
is obvious that there exist several correlated states
written as separable forms. Such correlated states
have been discussed in several contexts in quantum
probability such as quantum filtering [4], quantum
compound state [21], quantumMarkov state [1] and
quantum lifting [2]. In [6], we showed a mathemat-
ical construction of quantum entangled states and
gave a finer classification of quantum sates.
For the (separable) Hilbert space K of a quan-
tum system, let A ≡ B (K) be the set of all lin-
ear bounded operators on K. A normal state ϕ on
A can be expressed as ϕ (A) = trGκ
†Aκ, A ∈ A,
where G is another separable Hilbert space, κ is a
linear Hilbert-Schmidt operator from G to K and κ†
is the adjoint operator of κ from K to G such that
σ = κκ† is the (unique) density operator σ ∈ A
of the state ϕ : ϕ (A) = trAσ, A ∈ A. This κ is
called the amplitude operator, and it is called just
the amplitude if G is one dimensional space C, cor-
responding to the pure state ϕ (A) = κ†Aκ for a
κ ∈ K with κ†κ = ‖κ‖2 = 1. In general, G is not
one dimensional, the dimensionality dimG must be
not less than rankσ, the dimensionality of the range
σK of the density operator σ.
Since G is separable, G is realized as a subspace
of l2(N) of complex sequences (i.e., ζ• = (ζn) , ζn ∈
C, n ∈ N with
∑
|ζn|
2
< +∞), so that any vector
ζ• = (ζn) represents a vector ζ =
∑
ζn|n〉 in the
standard basis {|n〉} ∈ G of l2(N) .
Given the amplitude operator κ, one can define
not only the states σ ≡ κκ† and ρ ≡ κ†κ on the
algebras A (= B (K)) and B (= B (G)) but also an
entanglement state Θ on the algebra B ⊗ A of all
bounded operators on the tensor product Hilbert
space G ⊗ K by
Θ (B ⊗A) = trGBκ
†Aκ = trKAκBκ
†,
for any B ∈ B. This state is pure as it is the case
of F = C in the theorem below, and it satisfies the
marginal conditions: For any B ∈ B, A ∈ A,
Θ (B ⊗ I) = trGBρ, Θ(I ⊗A) = trKAσ.
Theorem 5.1. Let Θ : B ⊗A → C be a state
Θ(B ⊗A) = trEψ
† (B ⊗A)ψ,
defined by an amplitude operator ψ on a separa-
ble Hilbert space E into the tensor product Hilbert
space G ⊗ K ; ψ : E → G ⊗ K with trFψ
†ψ = 1.
Then there exist a Hilbert space F and an ampli-
tude operator κ : G → F ⊗K with
κ† (I ⊗A)κ ⊂ B, trFκBκ
† ⊂ A (5.1)
such that the state Θ can be achieved by an entan-
glement
Θ(B ⊗A) = trGBκ
† (I ⊗A)κ
= trF⊗K (I ⊗A)κBκ
† (5.2)
The entangling operator κ is uniquely defined up
to a unitary transformation of the minimal space
F .
Note that the entangled state (5.2) is written as
Θ (B ⊗A) = trGBφ (A) = trKAφ∗ (B) , (5.3)
where φ (A) = κ† (I ⊗A)κ is in the predual space
B∗ ⊂ B of all trace-class operators in G, and
φ∗ (B) = trFκBκ
† is in A∗ ⊂ A. The map φ is
the Steinspring form of the general completely pos-
itive map A → B∗, written in the eigen-basis {|n〉}
of G ⊆ l2 (N) of the density operator ρ = φ (I) as
φ (A) =
∑
m,n
|m〉κ†m (I ⊗A)κn〈n|, A ∈ A (5.4)
where κn is the vector in F ⊗ K such that κ =∑
n κn〈n|. The dual operation φ∗ is the Kraus form
of the general completely positive map B → A∗,
given in this basis as
φ∗ (B) =
∑
n,m
〈n|B |m〉 trFκnκ
†
m, B ∈ B. (5.5)
It corresponds to the general form of the density
operator
θφ =
∑
m,n
|n〉〈m| ⊗ trFκnκ
†
m (5.6)
for the entangled state Θ, characterized by the
weak orthogonality property
trKκnκ
†
m = pnδ
m
n = κ
†
mκn. (5.7)
Definition 5.2. The dual map φ∗ : B → A∗ to a
completely positive map φ : A → B∗, normalized as
trGφ (I) = 1, is called the quantum entanglement
of the state ρ = φ (I) on B to the state σ = φ∗ (I)
on A. The entanglement by φ (A) = σ1/2Aσ1/2 of
the state ρ = σ on the algebra B = A given by
the standard entangling operator κ = σ1/2 is called
standard.
6 d-Entanglements and Cor-
respondences
A compound state, playing the similar role as the
joint input-output probability measures in classi-
cal systems, was intorduced in [21] as explained in
Sec.2. It corresponds to a particular diagonal type
θφ =
∑
n
|n〉〈n| ⊗ κnκ
†
n
of the entangling map (5.6) in the eigen-basis of the
density operator ρ =
∑
pn|n〉〈n|, and is discussed
in this section. Therefore the entangled states, gen-
eralizing the compound state, also play the role of
the joint probability measures.
The diagonal entanglements are quantum cor-
respondences of classical symbols to quantum, in
general not orthogonal and pure, states. The gen-
eral entangled states Θ are described by the density
operators θφ of the form (5.6) which is not neces-
sarily diagonal in the eigen-representation of the
density operator ρ =
∑
n pn|n〉〈n|. Such nondiag-
onal entangled states were called in [23] the qua-
sicompound (q-compound) states, so we can call
also the nondiagonal entanglement the quantum
quasi-correspondence (q-correspondece) in contrast
to the d-correspondences, described by the diago-
nal entanglements, giving rise to the d-compound
states.
Let us consider a finite or infinite input system
indexed by the natural numbers n ∈ N. The asso-
ciated space G ⊆ l2 (N) is the Hilbert space of the
input system described by a quantum projection-
valued measure n 7→ |n〉〈n| on N giving an or-
thogonal partition of unity I =
∑
|n〉〈n| ∈ B
of the finite or infinite dimensional input Hilbert
space G. Each input pure state, identified with
the one-dimensional density operator |n〉〈n| ∈ B
corresponding to the elementary symbol n ∈ N,
defines the elementary output state ωn on A. If
the elementary states ωn are pure, they are de-
scribed by pure output amplitudes υn ∈ K sat-
isfying υ†nυn = 1 = trωn, where ωn = υnυ
†
n are
the corresponding output one-dimensional density
operators. If these amplitudes are non-orthogonal
υ†mυn 6= δ
m
n , they cannot be identified with the in-
put amplitudes |n〉.
The elementally joint input-output states are
given by the density operators |n〉〈n|⊗ωn in G⊗K,
and their mixtures
θ =
∑
n
|n〉〈n| ⊗ σn, σn = pnυnυ
†
n (6.1)
define the compound states on B ⊗ A, giving the
quantum correspondences n 7→ |n〉〈n| with the
probabilities pn. Here we note that the quantum
correspondence is described by a classical-quantum
channel, and the general d-compound state for a
quantum-quantum channel in quantum communi-
cation can be obtained in this way due to the or-
thogonality of the decomposition (6.1), correspond-
ing to the orthogonality of the Schatten decompo-
sition ρ =
∑
n pn|n〉〈n| of ρ = trKθ.
The comparison of the general compound state
(5.6) with (6.1) suggests that the quantum corre-
spondences are described as the diagonal entangle-
ments
φ∗ (B) =
∑
n
pn〈n|B|n〉υnυ
†
n (6.2)
which are dual to the orthogonal decompositions
φ (A) =
∑
n
pn|n〉υ
†
nAυn〈n|. (6.3)
These are the entanglements with the stronger or-
thogonality
trFκnκ
†
m = pnωnδ
m
n , (6.4)
for the amplitudes κn ∈ F ⊗ K of the decomposi-
tion κ =
∑
n κn〈n| in comparison with the weak
orthogonality of κn in (5.7). The orthogonality
(6.4) can be achieved in the following manner: Take
κn = |n〉 ⊗ ψn with ψn = p
1/2
n υn so that
κ†m (I ⊗A)κn = 〈m | n〉ψ
†
mAψn = pnυ
†
nAυnδ
m
n
for any A ∈ A. Then, we have the following theo-
rem.
Theorem 6.1. Let F = ⊕nFn and let ψn be the
operators, defining a compound state of the diago-
nal form
Θ(B ⊗A) =
∑
n
〈n|B|n〉trFnψ
†
nAψn (6.5)
Then it corresponds to the entanglement by the
orthogonal decomposition
φ (A) =
∑
n
|n〉κ†n (I ⊗A)κn〈n|, (6.6)
mapping from the algebra A into a diagonal subal-
gebra of B.
Thus the entanglement (5.5) corresponding to
(6.5) is given by the dual to (6.6) diagonal map
φ∗ (B) =
∑
n
〈n|B|n〉ψnψ
†
n (6.7)
with the density operators σn = ψnψ
†
n normalized
to the probabilities pn = trKψnψ
†
n.
Definition 6.2. The positive diagonal map
φ∗ (B) =
∑
n
〈n|B|n〉σn (6.8)
into the subspace of trace-class operation K with
trGφ∗ (I) = 1, is called quantum d-entanglement
with the input probabilities pn = trKσn and the
output states ωn = p
−1
n σn, and the corresponding
compound state (2.2) is called d-compound state.
The d-entanglement is called c-entanglement and
compound state is called c-compound if all density
operators σn commute: σmσn = σnσm for all m
and n.
Note that due to the commutativity of the op-
erators B ⊗ I with I ⊗ A on G ⊗ K, one can treat
the correspondences as the nondemolition measure-
ments in B with respect to A. So, the compound
state is the state prepared for such measurements
on the input G. It coincides with the mixture of
the states, corresponding to those after the mea-
surement without reading the sent message. The
set of all d-entanglements corresponding to a given
Schatten decomposition of the input state ρ on A
is obviously convex with the extreme points given
by the pure elementary output states ωn on A, cor-
responding to a not necessarily orthogonal decom-
positions σ =
∑
n σn into one-dimensional density
operators σn = pnωn.
The orthogonal Schatten decompositions σ =∑
n pnωn correspond to the extreme points of c-
entanglements which also form a convex set with
mixed commuting ωn for a given Schatten decom-
position of σ. The orthogonal c-entanglements were
used in [2] to construct a particular type of Ac-
cardi’s transition expectations [1] and to define the
entropy in a quantum dynamical system via such
transition expectations[6].
Thus we classified the entangled states into three
categories, namely, q-entangled state, d-entangled
state and c-entangled state, and their rigorous ex-
pressions were given.
7 Quantum Mutual Entropy
via Entanglements
Let us consider the entangled mutual entropy by
means of the above three types compound states.
We denote the quantum mutual entropy of the com-
pound state Θ achieved by an entanglement φ∗ :
B → A∗ with the marginals
Θ (B ⊗ I) = trGBρ, Θ(I ⊗A) = trKAσ (7.1)
by Iφ (ρ, σ) or Iφ (A,B) and it is given as
Iφ (ρ, σ) = trθφ (log θφ − log (ρ⊗ σ)) . (7.2)
Besides this quantity describes an information gain
in a quantum system (A, σ) via an entanglement φ∗
with another system (B, ρ), it is naturally treated
as a measure of the strength of an entanglement,
having zero the value only for completely disentan-
gled states (7.1), corresponding to θφ = ρ⊗ σ.
Definition 7.1. The maximal quantum mutual
entropy for a fixed state σ
Hσ (A) = sup{Iφ (A,B) ;φ∗ (I) = σ} (7.3)
is called q-entropy of the state σ. The differences
Hφ (B|A) = Hσ (A)− Iφ (A,B) ,
Dφ (B|A) = S (σ)− Iφ (A,B)
are respectively called the q-conditional entropy on
B with respect to A and the degree of disentangle-
ment for the compound state φ.
Hφ (B|A) is obviously positive, however
Dφ (B|A) has the positive maximal value S (σ) =
sup {Dφ (B|A) ;φ∗ (I) = σ} and can achieve also a
negative value
inf {Dφ (B|A) ;φ∗ (I) = σ} = S (σ) −Hσ (A)
(7.4)
for the entangled states [6].
Theorem 7.2. Let A be a discrete decomposable
algebra ⊕B (Ki) with a normal state σ = ⊕σi , and
C ⊆ A be its center with probability distribution
µ = ⊕µi induced by σ. Then the q-entropy is given
by
Hσ (A) =
∑
i
(µi lnµi − 2trKiσi lnσi) , (7.5)
It is positive, Hσ (A) ∈ [0,∞], and if A is finite
dimensional, it is bounded, Hσ (A) ≤ dimA.
Let us consider G as a Hilbert space describing a
quantum input system and K as its output Hilbert
space. A quantum channel Λ∗ sending each input
state defined on G to an output state defined on
K. A deterministic quantum channel is given by a
linear isometry Υ :G →K with Υ†Υ = I0 (I0 is
the identify operator in G) such that each input
state vector η ∈ G, ‖η‖ = 1 is transmitted into
an output state vector Υη ∈ K, ‖Υη‖ = 1. The
mixtures ρ =
∑
n pnωn of the pure input states
ωn = ηnη
†
n are sent into the mixtures σ =
∑
n pnσn
with pure states σn = ΥωnΥ
†. A noisy quantum
channel sends pure input states ω into mixed ones
σ = Λ∗ω given by the dual of the following com-
pletely positive map Λ
Λ (A) = Υ† (I1 ⊗A) Υ, A ∈ A (7.6)
where Υ is a linear isometry from G to F1 ⊗ K,
Υ† (I1 ⊗ I)Υ = I0, and I1 is the identity operator
in a separable Hilbert space F1 representing the
quantum noise. Each input mixed state ρ ∈ B (G)
is transmitted into the output state σ = Λ∗ρ on
A ⊆ B (K), which is given by the density operator
σ = trF1ΥρΥ
† ≡ Λ∗ρ ∈ A∗. (7.7)
We apply the proceeding discussion of the en-
tanglement to the above situation containing a
channel Λ∗. For a given Schatten decomposition
ρ =
∑
n pn|n〉〈n| and the state σ ≡ Λ
∗ρ,we can
construct three entangled states of the preceeding
section:
(1) q-entanglement φq∗ and q-compound state θ
q
φ
are given as
φq∗(B) =
∑
n,m
〈n | B | m〉 trFκnκ
†
m
θ
q
φ =
∑
m,n
|n〉〈m| ⊗ trFκnκ
†
m
with the marginals ρ =
∑
n pn|n〉〈n|, σ ≡ Λ
∗ρ =
trGθ
q
φ and trKκnκ
†
m = pnωnδ
m
n = κ
†
mκn for ωn =
Λ∗|n〉〈n|. Let Eq be the convex set of all completely
positive maps φq .
(2) d-entanglement φd∗ and d-compound state θ
d
φ
are given as
φd∗(B) =
∑
n
〈n | B | n〉 trFκnκ
†
n
θdφ =
∑
n
|n〉〈n| ⊗ trFκnκ
†
n
with the same marginal conditions as (1). Let Ed
be the convex set of all completely positive maps
φd.
(3) c-entanglement φc∗ and c-compound state θ
c
φ
are same as those of (2) with commuting {ωn} . Let
Ec be the convex set of all completely positive maps
φc .
Now, let us consider the entangled mutual en-
tropy and the capasity of quantum channel by
means of the above three types of compound states.
Definition 7.3. The mutual entoropy Iq (ρ,Λ
∗)
and q-capacity Cq (Λ
∗) for a quantum channel
Λ∗are defined by the supremums
Iq (ρ,Λ
∗) = sup
{
S(θqφ, ρ⊗ Λ
∗ρ);φq ∈ Eq
}
,
Cq (Λ
∗) = sup {Iq (ρ,Λ
∗) ; ρ} .
The d-mutual entropy, d-capacity and c-mutual en-
tropy, c-capacity are defined as above using θdφ and
θcφ, respectively.
Note that due to Ec ⊆ Ed ⊆ Eq, we have the
inequalities
Iq (ρ,Λ
∗) ≥ Id (ρ,Λ
∗) ≥ Ic (ρ,Λ
∗) ,
Cq (Λ
∗) ≥ Cd (Λ
∗) ≥ Cc (Λ
∗)
for a deterministic channel (Λ∗ = id), the two lower
mutual entropies coincide with the von Neumann
entropy:
Id (ρ, id) = −trρ log ρ = Ic (ρ, id) .
The capacity for such a channel is finite if A has a
finite rank, Cd (Λ
∗) ≤ dimK. On the other hand,
the q-mutual entropy can achieve the q-entropy
Iq (ρ, id) = −2trρ log ρ
and its capacity is bounded by the dimension of
the algebra A, Cq (Λ
∗) ≤ dimA which doubles the
d-capacity dimK when A = B (K).
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