Abstract. In this paper we mainly study the Cauchy problem for the derivative nonlinear Schrödinger equation in d-dimension (d ≥ 2). We obtain some global well-posedness results with small initial data. The crucial ingredients are L m−1,∞ e , L ∞,2 e type estimates, and inhomogeneous local smoothing estimate (L 1,2 e estimate). As a by-product, the scattering results with small initial data are also obtained.
Introduction
In this paper, we mainly consider the Cauchy problem for the derivative nonlinear Schrödinger (DNS) equation (i∂ t + ∆ ± )u = F (u,ū, ∇u, ∇ū), u(0, x) = u 0 (x),
where u is a complex-valued function of (t, x) ∈ R × R d ,
xi u, ε i ∈ {1, −1}, i = 1, ..., n,
∇ = (∂ x1 , ..., ∂ x d ) and F : C 2d+2 → C is a polynomial,
here m ∈ N, m ≥ 3 for d ≥ 3, m ≥ 4 for d = 2, β = (β 1 , . . . , β 2d+2 ) ∈ Z 2d+2 + . Moreover, we assume that |(β 3 , . . . , β 2d+2 )| = 0, which means that every term in F contains at least one derivative.
The local and global well posedness of (DNS) (1) have been extensively studied, see Bejenaru and Tataru [2] , Chihara [7, 8] , Kenig, Ponce and Vega [13, 14] , Klainerman [17] , Klainerman and Ponce [18] , Ozawa and Zhai [21] , Shatah [22] and the authors [25] . When the nonlinear term F satisfies some energy structure conditions, or the initial data suitably decay, the energy method, which went back to the work of Klainerman [17] and was developed in [7, 8, 18, 21, 22] , yields the global existence of (DNS) (1) small data for (DNS) (1) in the elliptical case, where an energy structure condition on F is still required.
By setting up the local smooth effects for the solutions of the linear Schrödinger equation, Kenig, Ponce and Vega [13, 14] were able to deal with the non-elliptical case and they established the local well posedness of Eq. (1) in H s with s ≫ n/2. Recently, the local well posedness results have been generalized to the quasi-linear (ultrahyperbolic) Schrödinger equations, see [15, 16] .
In one spatial dimension, the authors [25] showed the global well posedness of (1) for small data in critical Besov spacesḂ (R), m ≥ 4. In higher spatial dimensions d ≥ 2, by using Kenig, Ponce and Vega's local smooth effects and establishing time-global maximal function estimates in space-local Lebesgue spaces, B. Wang and Y. Wang [25] showed the global well posedness of (1) for small data in Besov spaces B Now we state our main results. We first consider some special nonlinear terms, for which we can deal with the critical cases. The first one is (i∂ t + ∆ ± )u = F (∇u, ∇ū), u(0, x) = u 0 (x),
where F : C 2d → C is a homogeneous polynomial of degree m. It is easy to see that equation (4) is invariant under the scaling
Denote
. The first main result of this paper is concerned with the global well-posedness of (4), with small initial data inḂ
of the equation (4) on R. Moreover, the flow map
A consequence of Theorem 1.1 is the scattering inḂ Now we state the second system with special nonlinear term. The initial value problem
where f i (u,ū) are homogeneous polynomials of order m − 1. λ 1 and λ 2 are constant vectors in R d . Taking f 1 (u,ū) = |u| 2 and f 2 (u,ū) = u 2 , Eq. (7) describes the strongly interacting many-body systems near criticality as recently described in terms of nonlinear dynamics [23, 10, 9] . It is easy to see that (7) is invariant under the scaling
. The second main result of this paper is concerned with the global well-posedness of (7), with small initial data inḂ
A typical example of (DNS) (1) is the Schrödinger map equation (cf. [20] )
By expanding 1/(1+|u| 2 ) in power series, it is easy to see that the nonlinear term of (11) is a special case of (3). The results of Theorem 1.5 and Corollary 1.6 contain Eq. (11) as special case.
Our methods in this paper rely on the smooth effect estimates (see Lemma 2.1 below)
and a maximal function estimate (see Lemma 2.2 below)
where m ≥ 3 for d ≥ 3, m ≥ 4 for d = 2. Such type of estimates in the elliptical case were first used in [19] to study the low regularity of Schrödinger map. There are two advantages for using (12) and (13): firstly, they are sharp up to scaling, which helps us to reach the critical spaces; secondly, they are global in time variable which is crucial to obtain scattering. We adopt L in the resolution spaces, and define
Then we generalize the inhomogeneous local smoothing estimate in [1] , which deals with Schrödinger operator e it∆ (Lemma 7.4 in [1] ), to the following one
Finally we prove some multi-linear estimates in order to use contraction principle.
At the end of this section we introduce some notations. In Section 2, we give the L ∞,2 e and L p,∞ e estimate, which are the main dispersive estimates. In Section 3, we give the inhomogeneous local smoothing estimate. In Section 4, we estimate the nonlinear terms by the results in Section 2. In the last section, we prove the main results from Theorem 1.1 to Corollary 1.6.
Notations. Throughout this paper, we fix k ∈ N. For x, y ∈ R + , x y means that there exists C > 0 such that x ≤ Cy. By x ∼ y we mean x y and y x. Let χ ∈ C ∞ 0 ((−2, 2)) be an even, non-negative function such that χ(t) = 1 for |t| ≤ 1. We define ψ(t) := χ(t) − χ(2t) and ψ j := ψ(2 −j ·). Then, j ψ j (t) = 1 for t = 0. We define P j u := ψ j u, and P ≥M = j≥M P j as well as P <M = I − P ≥M . The Besov spacesḂ 
For Banach spaces X and Y , we define the the Banach space X ∩ Y by the norm
The d-dimensional Fourier transform is defined as
with the induced Euclidean measure. Then for p, q
In view of (2), we denote
and furthermore, let e 0 = (1, 0, . . . , 0), we fix a space rotation
depend on e, such that
and we denote
If we write ξ e 1 = ξ · e, then we observe that
where ∂ ξ e 1 denote the direction derivative along e. This observation was frequently used in [24] for d = 2. We define the operator Q e± k,l relate to e as
which are cut-offs in frequency space.
Smoothing estimates and Maximal Function estimates
Now we state some dispersive estimates which will be used to prove the nonlinear estimates.
where ∆ ± defined in (2), e ± defined in (19) related to e, and Q e± j,10 defined in (21).
Proof of Lemma 2.1. When ∆ ± = ∆, this estimate was already proved in [19] . By definition we can write
where x ′ , ξ ′ ∈ P e satisfy ξ = ξ e 1 e + ξ ′ , and x = x e 1 e + x ′ . Then using the Plancherel theorem and the definition, for (22) it suffices to prove that for any x
using Hölder's inequality, the left hand side of (23) is dominated by
then by change of variable and (20), we can get
thus we finish the proof.
Now we give a maximal function estimate
where ∆ ± defined in (2).
Proof of Lemma 2.2. When ∆ ± = ∆ and p = 2, this estimate was already proved in [19] . This estimate is sharp. In order to prove (24) , by rotation it suffices to prove
where x ′ , ξ ′ ∈ P e satisfy ξ = ξ e 1 e + ξ ′ , and x = x e 1 e + x ′ . In order to prove (25), using a standard T T * argument, it suffices to show that
First we can estimate directly
Then by rotation and stationary phase we notice that
Then by integration by parts when |x
We let K(x e 1 , x ′ , t) denote the function in the left-hand side of (26), in view of (27), (28) and (29), then we get
Then the bound (26) follows since p ≥ 2, dp > 4. Remark 3. Now for f ∈ S(R d+1 ) we define
Then Lemma 2.1 and Lemma 2.2 can be rewrite as
for m ≥ 3, and (m − 1)d ≥ 5.
Resolution spaces and linear estimates
For σ ≥ 0 we define the normed spaceṡ
where the norm Y j defined in (30) in the last section. Anḋ
where
For φ ∈ S(R d ), we let W (t)φ ∈ S(R d+1 ) denote the solution of the free Schrödinger evolution
where ∆ ± is defined in (2), and |ξ| 2 ± is defined in (17) .
Proof of Lemma 3.1. From (31) and (35), we have
where P j = P j−1 + P j + P j+1 . Then, directly from (32) and (36), we have
, as desired.
Proof of Lemma 3.2. In view of the definition, it is sufficient to prove that
When ∆ ± = ∆, this estimate was already proved by Bejenaru, Ionescu, Kenig, Tataru in [1] . Here we follow the same idea to generalize it to general
Then for (38), it suffices to prove
We give a direct argument starting from the definition of the spaces N j . Using a smooth angular partition of unity in frequency, we can assume that P j u is frequency localized to a region {ξ; ξ · e ± ∈ [2 j−2 , 2 j+2 ]} for some e ∈ S d−1 (finite such regions can cover the annulus {ξ; |ξ| ∼ 2 j }). So we may assume that g = P j g ∈ L 1,2 e and it suffices to prove the stronger bound
We rotate the space so that e = e 1 , then the function (39) reduce to
where u(t, x) = u(t, A −1 x), h(t, x) = g(t, A −1 x), and we denote η = Aξ
, A is defined in (18) related to e, so we have the relation
by (20) . We still use Q e± j,20 denote the operator defined by multiplier ψ ≥j−20 (ξ · e ± ), where ξ = A −1 η t . So for (40), it suffices to prove that the u in (41) satisfies
where f (Ax t ) Yj = f (x) e Yj (Y j norm are not invariant under rotation). We first assume that e = e 1 , the solution u of (41) can be expressed via the fundamental solution for the non-elliptic Schrödinger equation as
, and
For (43), it suffices to show that
This is a consequence of the following:
Lemma 3.3. The function P j Q e± j,20 u y1 can be represented as
To see that this implies (44), notice that, since w is also localized at frequency 2 j , the bound for w Yj is obtained from Sobolev embeddings. We observe also that the function P <j−40,e1 1 {x1<y1} is bounded while v = P j Q e± j,20 e it∆ e ± v 0 is an L 2 solution for the homogeneous equation which is localized at frequency 2 j . By Lemma 2.2, we only need estimate the L ∞,2 e e bound for d ≥ 2. For this we need an additional step: for e ∈ S d−1 it suffices to prove that
We explain this estimate in Remark 4 below. This is enough for (44). It remains to prove the last lemma.
Proof of Lemma 3.3. By translation invariance we can set y 1 = 0 and drop the parameter y 1 from the notations. The Fourier transform of P j Q e± j,20 u is
We can assume that F u support in {(τ, ξ) : 
Assuming thatv is supported in the region {|η| ≈ 2 j , ξ · e ± ≈ 2 j }, after truncation we obtain
We denote that s 1 is one solution of the equation f (η 1 ) = τ − |A −1 η t | 2 ± = 0, then we can write it as
, where K(η 1 ) depend on s 1 . By (42) together with localization ψ ≥j−10 (ξ · e ± ), we can select the proper solution s 1 , so that |K(η 1 )| ≥ 2 j−12 (see Remark 5 below). On the {η 1 ≈ s 1 } part of the paraboloid we can write
then the above convolution gives
Then matching the two expressions on the paraboloid τ + |A −1 η t | 2 ± = 0 we see that it is natural to choose v 0 with the form
Changing variables together with (42), we obtain the required bound for v 0 , namely
It remains to consider w, whose Fourier transform is obtained by taking the difference,ŵ(τ, η) =ĥ(τ, η ′ )q(τ, η) where
The expression in the bracket is supported in {|ξ·e ± | ≈ 2 j , |η| 2 j } and vanishes on the paraboloid {τ + |A −1 η t | 2 ± = 0}, canceling the singularity. Thus we obtain
The bounds for w follow.
Remark 4. Now we begin to prove (46). We use the argument in [20] , Lemma 4.2. Let η = s 1 e + η ′ , A ξ t = η. In view of (47), and the boundness of Hilbert transform, it suffices to prove
In view of the definition of s 1 , we have τ = | ξ| ± , and so dτ ≈ 2 j ds 1 by (42). By change of variables τ = | ξ| ± , we can reduce the above to
where Aξ t = η, then rotate the space, it suffices to prove
which follows from (23). 
We denote
In view of (17) we can write the above as
where ε i ∈ {1, −1}, i = 1, ..., d. By definition, we notice that s 1 = η 1 , and η j − η j = 0 when j = 1. So the above can be written as
In view of (42), we have that
So by the definition,
If ψ ≥j−10 (ξ ·e ± )|K(η 1 )| ≤ 2 j−20 , then in view of (50), we have 
Nonlinear estimates
In the following, we estimate the nonlinear terms
which is initially defined on u ∈ S(R d+1 ), and the estimates will eventually allow us to extend this nonlinear operator to larger function spaces. 
where F : C 2d → C is a homogeneous polynomial of degree m.
Proof of Lemma 4.1. We can assume that F (∇u, ∇ū) = (∂ x1 u) m . By definition, we have
In view of the assumption on F , we have
We have
And assume now j 1 = max(j 1 , . . . , j m ). When m = 2k + 1, then we have
Using a smooth angular partition of unity in frequency we can assume P j1 (∂ x1 u) is frequency localized to a region ξ · e ± ∈ [2 j1−2 , 2 j1+1 ] where e ± relate to e ∈ S d−1 (finite such regions can cover the annulus {ξ; |ξ| ∼ 2 j1 }). Then using Hölder inequality and definition of Y j norm, we can control the above by
where Y j norm are defined in (30). When m = 2k, then we have
Using a smooth angular partition of unity in frequency we can assume P j1 (∂ x1 u) is frequency localized to a region ξ · e ± ∈ [2 j1−2 , 2 j1+1 ] for some e ∈ S d−1 (finite such regions can cover the annulus {ξ; |ξ| ∼ 2 j1 }). Then using Hölder inequality and definition of Y j norm, we can control the above by
From (54), (55), and (56) we have
Then by (53) and (57) we have
m−1 , thus we finish the proof .
In order to prove Theorem 1.3, we need the following nonlinear estimate. 
where u ∈ {u,ū}, λ ∈ R d is a constant vector.
Proof of Lemma 4.2. In view of the proof of Lemma 4.1, it suffices to prove sup
Using the notations in Lemma 4.1, we can write
Assume first that j 1 = j max , thus j 1 ≥ j − C log 2 m. In view of the argument in Lemma 4.1, we have
Otherwise, if j i0 = j max , i 0 = 1, then we can write
Same argument as before with 2
Then (60) follows from (61), (62) and (63). Thus we finish the proof.
In order to prove Theorem 1.5, we need the following nonlinear estimate.
where u ∈ {u, u}, and λ i ∈ R d are constant vectors.
Proof of Lemma 4.3. In view of the proof of Lemma 4.1, it suffices to prove sup
Let
e sm,j P j u Yj , and have
Let u ∈ {u, ∂ x1 u}, we can rewrite (66) as
≤ C2 e sm,j i P ji u Yj i , and
Assume that j 1 = j max , then we assume that P j1 ( u) = P j1 (∂ x1 u), otherwise, we can write
In view of the argument in Lemma 4.1, and using (66), we have
Then (65) follows from (67) and (68), thus we finish the proof.
Proof of the main results
In this section we present the proofs of the main results stated in Section 1, we just prove the Theorem 1.1 and Corollary 1.2 to demonstrate how our methods works. We follow the well-known approach via the contraction mapping principle. The Cauchy problem (1) on the time interval R is equivalent to
for regular functions. This allows for a generalization to rough functions: Whenever we refer to a solution of (1), the operator equation (69) is assumed to be satisfied.
Proof of Theorem 1.1. Lemma 3.1 implies that e it∆± u 0 ∈Ż Remark 6. Up to now, we only know that the solution u is unique in the subset D r ⊂Ż sm 2,1 . The proof of the uniqueness assertion in the larger spaceŻ sm 2,1 will follow from the standard argument, we omit here.
We start to prove the scattering property of system (4) for small data. 
Without loss of generality we may assume u ∈ C(R;Ḃ , in view of the finiteness of P j u Yj , so the right hand side of the above goes to zero when T goes to infinity. Thus the convergence (71) holds.
The analyticity of the map V + : u 0 → u + follows from the analyticity of M shown above.
The existence and analyticity of the local inverse W + follows from the inverse function theorem, because V + (0) = 0 and by (52) we observe DV + (0) = Id.
