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ABSTRACT
EULERIAN CFD MODELING OF MULTIPHASE
INTERNAL INJECTOR FLOW AND EXTERNAL
SPRAYS
SEPTEMBER 2016
ELI T. BALDWIN
B.S., UNIVERSITY OF MASSACHUSETTS AMHERST
M.S., UNIVERSITY OF WASHINGTON SEATTLE
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor David P. Schmidt
The improvement of combustion systems which use sprays to atomize liquid
fuel requires an understanding of that atomization process. Although the secondary
break up mechanisms for the far-field of an atomizing spray have been thoroughly
studied and well understood for some time, understanding the internal nozzle flow
and primary atomization on which the far-field spray depends has proven to be more
of a challenge. Flow through fuel injector nozzles can be highly complex and heavily
influenced by factors such as turbulence, needle motion, nozzle imperfections, nozzle
asymmetry, and phase change. All of this occurs within metallic injectors, making
experimental characterization challenging.
A review of computational studies in literature shows a trend towards engineering
models based on the Eulerian description of the fluid, rather than the Lagrangian.
vi
With this approach, the internal and external flow can be simulated together. This
allows for the influence of nozzle geometry on the spray to be captured.
Developments and advancements applicable to these Eulerian solvers are dis-
cussed. This includes a new constraint on the turbulent mixing model, as well as the
inclusion of a vaporization model and a non-equilibrium phase change model. Addi-
tionally, issues regarding thermodynamic and hydrodynamic consistency of compress-
ible flows using a segregated solution approach are addressed, as are issues regarding
dynamic mesh motion in a compressible solver. Finally, an efficient way of accounting
for high pressure thermodynamic properties is presented.
Applied case studies of diesel direct injection are then described. The single-
field Eulerian approach is shown to perform very well at the high Reynolds and
Weber numbers present in diesel DI conditions, capturing spray characteristics such
as density distribution, penetration, and velocity profiles with a moderate level of
accuracy. While transient needle motion is shown to cause interesting internal flow
features, in converging, axisymmetric diesel DI nozzles, modeling of the internal flow
is shown to only marginally benefit the solution.
Finally, applied case studies of gasoline direct injection are presented, first with a
parameter study varying counterbore depth, pressure drop, and the Pa/Ps ratio. The
significant influence of flash-boiling under a low Pa/Ps is shown. Next, a detailed
analysis of internal nozzle and near-field flow in flashing and non-flashing multi-
hole injection is presented. Excellent agreement to experimental rate of injection
is achieved with transient needle motion and qualitative agreement to experimental
imaging in the near-field is shown. Complex internal nozzle flow is analyzed and
shown to result in string flash-boiling, perturbations and expansions of the spray
angle, and oscillation in the ROI.
Single-field multiphase Eulerian modeling is a useful tool for understanding and
designing DI atomizers. The next generation of spray models will rely heavily on this
vii
approach to better understand and predict the influence of internal and near-field
flow on the combustion system.
viii
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CHAPTER 1
INTRODUCTION
1.1 Background
In a world with a finite supply of fossil fuels and a growing concern over pollution
and climate change, there is great interest in developing cleaner and more efficient
means of power generation. Globally, liquid fuels account for around 34% of the
world’s energy consumption [195]. This is the largest single source of energy and the
U.S. Energy Information Administration predicts it will continue to dominate until
as far out as 2040. Of this 34%, over half is consumed in the transportation sector
by internal combustion engines [195].
Although these engines have undergone over a century of development, there is still
a lot of work to be done. Operating under ideal loading conditions, the efficiency of a
modern gasoline engine is around 30% and that of a modern diesel engine is around
40% [190]. Under typical real world loading conditions, their overall efficiencies are
much lower. In addition to this, the problem of nitrogen oxides (NOx), unburned
hydrocarbons (UHC), soot, and carbon monoxide (CO) emissions persists, especially
for direct injection (DI) engines. As the cost of liquid fuel continues to climb and
emissions and fuel economy regulations continue to tighten, automakers are working
hard to develop cleaner and more efficient engines.
This effort is centered around the design of the combustion system. An important
step in such a design is understanding the precise distribution and characteristics of
fuel and air in the chamber throughout the combustion cycle. This is especially true
in DI engines where the atomization of the fuel plays a critical role in the combustion
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process. Unfortunately, it is very difficult to experimentally obtain an accurate three-
dimensional characterization of the combustion chamber because the spray is optically
dense, length scales are small (injector diameters can be less than 100 µm), time scales
are short (at 6000 rpm, one stroke takes only 5 ms), temperatures and pressures are
high (300 MPa injection into a 6 MPa, 900 K chamber for a diesel DI), and geometries
are complex (multiple valves per cylinder, multi-hole injectors, swirling inlet flow,
piston heads with swirl cavities for GDI engines). For this reason, computational
fluid dynamics (CFD) has become an important step in engine design.
1.2 Computational Fluid Dynamics
CFD is the numerical simulation of systems involving fluid flow, heat transfer,
and/or chemical reactions. These systems are all governed by fundamental laws
such as the conservation of mass, energy, and momentum which can be described by
partial differential equations. Due to the non-linear nature of these equations and the
size of the systems in question, analytical solutions are almost always unattainable.
However, computers are capable of producing a numerical solution by discretizing the
domain, linearizing the governing partial differential equations, and solving for the
evolution of the system with the appropriate numerical methods.
Over the past few decades, CFD has developed into a large field that reaches
across many industries. In the automotive industry, CFD is extensively used for
analyzing exterior aerodynamics, internal climate control, heat management in the
engine, internal nozzle flow, spray development, and combustion modeling of the fuel
in the cylinder.
1.3 Direct Fuel Injection in Internal Combustion Engines
Two of the promising technologies to which automakers are turning to meet these
demands are DI diesel and GDI engines. As both of these technologies utilize common
2
rail direct injection and both face the challenge of the combustion of a stratified fuel
spray, there is significant overlap in the challenges facing their future development.
1.3.1 The Diesel Engine
The diesel engine is an internal combustion engine that uses the heat generated
during the compression stroke to ignite its fuel. Fuel injection occurs late in the
compression stroke, just before the cylinder reaches top dead center. This means
that pre-ignition of the fuel is not an issue and compression ratios can be higher. The
high compression ratio increases the temperature of the gas in the cylinder beyond the
autoignition point of the fuel, causing the fuel to spontaneously ignite upon injection.
The higher compression ratio also increases the theoretical peak efficiency of the
cycle. This is because it allows for the same combustion temperature to be reached
with less fuel, while at the same time giving a longer expansion cycle through which
work is done. This longer expansion cycle results in lower exhaust temperatures and
thus less energy wasted as heat. Automotive diesel engines have thermal efficiencies
in the range of 40% and low speed industrial diesels can have thermal efficiencies that
exceed 50% [114, 190].
One of the big challenges in designing diesel engines is making a combustion
system that will thoroughly and properly burn the injected fuel. As the stratified
charge of diesel fuel mixes with the air and burns in the cylinder, there are inherently
non-uniform combustion conditions across the charge. For instance, the outer regions
can burn hot and lean, producing NOx emissions, and the inner core can burn rich,
producing soot emissions. These problems are especially significant in older diesel
engines that still use indirect injection [5].
Thankfully, significant progress has been made in fuel injection technology which
has dramatically increased the cleanliness of diesel engines. The most notable inno-
vation in fuel injection technology is common rail direct fuel injection [5], in which
3
a high-pressure fuel rail feeds individual valves. Modern third-generation systems
feature precise piezoelectric valve actuation and very high injection pressures, with
some systems reaching 300 MPa [92]. This enhances fuel atomization and allows for
flexibility in operation over a range of engine loads and speeds. As a result, the
modern diesel is both relatively clean and highly efficient, and its adoption by the
automotive industry is vast. Diesel engines account for roughly 50% of the European
car market and a continually increasing share of the U.S. market [205].
1.3.2 Gasoline Direct Injection Engine
A GDI engine is a spark ignited, direct injection engine that operates in multi-
ple distinct combustion modes. Under moderate to high loading conditions, fuel is
injected during air intake to a stoichiometric or near stoichiometric ratio. Mixing
then occurs throughout the intake and compression strokes, generating a relatively
homogeneous charge and combustion behavior similar to that of a traditional port
fuel injection (PFI) gasoline engine. Under low load conditions, some GDI engines
operate in a mode in which injection occurs near the end of the compression stroke.
In this mode, a stratified charge of fuel burns in a localized region near the spark plug.
This means that the overall mixture can be ultra lean and the need for throttling the
air intake is reduced or negated altogether. This reduces fuel consumption during
idle by almost 40% [157].
GDI technology is promising and gaining significant traction. When the second
generation Ford EcoBoost GDI engine was launched in 2009, it boasted a 20% increase
in fuel economy [82]. Moreover, the technology has already been implemented in
numerous production vehicles made by more than a dozen different automakers. Many
in the automotive industry expect it to be adopted as the new standard for gasoline
internal combustion engines [13, 112, 169].
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1.4 Overview of This Work
The focus of this dissertation is the use of single-field Eulerian CFD modeling to
better understand multiphase internal nozzle and external sprays in direct injection
engines. It consists of a literature review and analysis of relevant works in the field,
a detailed description of the Eulerian modeling approach taken, and an in-depth
analysis of both diesel DI and GDI systems.
Chapter 2 of this work concerns the characteristics of sprays, starting with a
description of relevant dimensionless numbers and nozzle coefficients. Spray regimes
are then defined and described, followed by a detailed description of the regions of a
typical atomizing spray.
Next, in chapter 3, popular and promising experimental techniques are summa-
rized and common experimental observations are reviewed. Experimental techniques
related to fuel injection and sprays have come a long way in the past ten years and
their work is an important piece of understanding DI sprays.
Chapter 4 concerns computational approaches to multiphase modeling, beginning
with a description of high-fidelity, sharp interface methods. This includes direct nu-
merical simulation (DNS) and large eddy simulation (LES) approaches and the pop-
ular multiphase modeling methods required to resolve a sharp interface. Next, var-
ious statistical and phenomenological modeling approaches are described, including
Lagrangian-Eulerian, Eulerian-Eulerian, Eulerian Quadrature-Based Moment Mod-
els, and finally the single-field diffuse interface Eulerian approach.
Chapter 5 covers developments and advancements made for single-field diffuse
interface Eulerian modeling. A new constraint on the turbulent mixing model com-
monly used in this approach is presented, and the inclusion of a local homogeneous
flow vaporization model and a non-equilibrium flash-boiling/cavitation model is de-
scribed.
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Then, in chapter 6, several diesel injection case studies are described. This consists
of both published in-progress work, external only, as well as coupled internal/external
simulations.
An in-depth study on the internal and near-field flow of flashing and non-flashing
GDI injection is covered in chapter 7. This includes multiple simulations on the
8 hole ECN spray G target nozzle as well as a parameter study conducted on 2D
axisymmetric nozzles.
Finally, in chapter 8, conclusions are made regarding single-field diffuse interface
multiphase Eulerian modeling for direct injection atomizers.
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CHAPTER 2
CHARACTERISTICS OF SPRAYS
2.1 Dimensionless Numbers
The fluid flow involved in the atomization of a spray can be characterized by a
variety of dimensionless numbers. These numbers compare various effects, timescales,
and pressures that influence the behavior of the flow, and they are useful in predicting
and understanding the behavior of the spray.
2.1.1 Reynolds Number
The most common dimensionless number in fluid dynamics is the Reynolds num-
ber. Reynolds number is the ratio of the inertial effects over the viscous effects. There
are a variety of ways to calculate the Reynolds number, but the most common is
Re =
ρUL
µ
∼ inertial effects
viscous effects
(2.1)
where ρ is the density of the fluid, U is the velocity of the fluid, L is the characteristic
length of the flow, and µ is the dynamic viscosity of the fluid. In high Reynolds
number flows, the inertial effects are much larger than the viscous effects. Practically,
this means that convection dominates. Conversely, in low Reynolds number flows,
viscous effects are greater, which causes diffusion to dominate. Because diffusion is a
smoothing phenomenon, low Reynolds number flows are laminar and high Reynolds
number flows are turbulent.
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2.1.2 Weber Number
The Weber number is the ratio between inertial effects and surface tension effects.
It is commonly defined as
We =
ρU2L
σ
=
ρU2
σ/L
∼ inertial effects
surface tension effects
(2.2)
where σ is the surface tension of the flow. Surface tension effects work to minimize the
surface area of the flow. In a liquid jet or a liquid ligament moving through the air,
this means resisting the stretching of surfaces that results from aerodynamic forces
and working to pull the liquid into spherical shapes where surface area is minimized.
High Weber number flows break apart quickly and into small droplets. As the flow
breaks apart, the characteristic length decreases, thus lowering the Weber number of
the flow. When the Weber number is low enough (We < 6), surface tension effects
tend to be strong enough to hold the droplets together [200].
2.1.3 Stokes Number
The Stokes number is a dimensionless number that can be applied to multiphase
flow in which one phase is continuous and the other is suspended as bubbles, droplets,
or particles. It is defined as the ratio of the characteristic time of the suspended bubble
(or droplet or particle) to the characteristic time of the continuous phase, or
Stk =
τ0u0
l0
(2.3)
where τ0 is the relaxation time of the bubble, suspended particle, or droplet, u0 is the
velocity of the flow, and l0 is the characteristic length of the flow (typically diameter).
In flows with low Stokes numbers, the disperse phase is able to quickly relax to
the velocity of the surrounding fluid, essentially following fluid streamlines. In high
Stokes number flows, the disperse phase inertia dominates, allowing for this phase to
continue on its initial trajectory.
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2.1.4 Mach Number
In the context of nozzle flow and atomizing sprays, the Mach number represents
the ratio of the speed of a fluid flow to the local speed of sound.
Ma =
Uflow
Usound
(2.4)
Because the speed of sound is the speed at which pressure waves propagate through
the fluid, the Mach number can be used to determine whether or not a flow can be
considered incompressible. At Ma < 0.1-0.3 flow can be considered incompressible
[206], and as the Mach number increases, compressibility effects become more and
more pronounced.
Diesel injection speeds can be as high as 400-600 m/s. The speed of sound is
around 1400 m/s in diesel fuel and 650 m/s in 900 K air. Under these conditions,
compressibility effects are present and must be considered. Furthermore, due to
the compressibility effect of a gas in a liquid, the speed of sound in a multiphase
mixture can be dramatically lower than the speed of sound for either independent
fluid [95]. Because of this, supersonic effects may need to be accounted for, especially
in cavitating or flash-boiling nozzles where the injected flow can be considered a
multiphase mixture of vapor and liquid fuel.
2.1.5 Cavitation Number
The cavitation number is often used in injection studies to understand the propen-
sity for cavitation in nozzle flow. The definition below was suggested by Hoehn et al.
[73] and discussed in the cavitation study by Nurick [131].
Kcav =
P1 − Pv
P1 − P2 (2.5)
Here P1 is the upstream pressure, P2 is the pressure at the nozzle exit, and Pv is the
vapor pressure of the fluid. As can be seen in Eqn. 2.5, Kcav increases with decreased
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inlet pressure or with increased outlet pressure. Nurick observed that for cylindrical
nozzles with a sharp orifice cavitation occurs when Kcav < Kcrit, where Kcrit ∼ 1.7
[131].
This form of the cavitation number is derived through one dimensional flow theory
on a cavitating nozzle. There are other formulations for cavitation numbers, for
instance those formulated by Sou et al. [181] which seek to account for the influence
of the nozzle geometry on cavitation inception.
2.1.6 Jakob Number
Vaporization takes place at small length scales and is influenced by the complex
interfacial and turbulent dynamics of the flow. Moreover, phase change occurs at
different rates depending on the properties of the flow. The vapor pressure and vapor
density of a cold fluid is typically very low. Because of this, very little heat transfer
is required per volume of vapor, and cavitation, which occurs at low temperatures, is
a fast, inertially driven process which tends to be near thermodynamic equilibrium.
On the other hand, the vapor density of a hot liquid is much higher. Consequently,
more heat transfer is required per volume of vapor and flash-boiling is a thermally
driven non-equilibrium process.
This can be understood further with the help of the non-dimensional Jakob num-
ber which is the ratio of the sensible heat available to the latent heat required for
vaporization [127].
Ja =
ρlCp∆T
ρvhfg
(2.6)
Here ρl is the liquid density, ρv is the vapor density, Cp is the specific heat at constant
pressure, ∆T is the degree of superheat, and hfg is the enthalpy of vaporization. When
the Jakob number is high there will be an abundance of energy available in the liquid
to generate vapor. This means that heat transfer time scales will be much smaller
than flow time scales and it can be assumed that the flow is at thermal equilibrium.
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Alternatively, when the Jakob number is low, heat transfer time scales will be of the
same order as that of the flow and thermal equilibrium cannot be assumed.
2.2 Nozzle Coefficients
Nozzles are frequently characterized by a variety of coefficients. As in the work
by Desantes et al. [37], these coefficients are obtained through experimental measure-
ments of nozzle diameter, mass flux, momentum flux, injection pressures, and some
simple fluid dynamics calculations involving Bernoulli’s equation. Mass flux can be
measured through an injection rate meter and momentum flux through a spray force
test rig. These commonly used nozzle coefficients will be defined and described below.
2.2.1 Coefficient of Discharge
The coefficient of discharge is defined as the actual mass flow rate over the theo-
retical mass flow rate of an ideal nozzle. It can be derived through
Cd =
m˙actual
m˙ideal
=
m˙actual
A
√
2ρl∆P
(2.7)
where m˙actual is the measured mass flux and A
√
2ρ∆P is the theoretical mass flux
obtained through the incompressible Bernoulli’s equation. When dealing with com-
pressible liquids, it is common to simply use the downstream density in conjunction
with Eqn. 2.7. A more accurate formulation is shown in Eqn. 2.8, where the ideal
mass flow rate is based upon a compressible conservation of energy analysis.
Cd compressible =
m˙actual
m˙ideal
=
m˙actual
Aρ2
√
2(P1
ρ1
− P2
ρ2
)
(2.8)
Losses that drive the Cd below 1 are caused by a smaller effective exit area and/or
a lower than ideal exit velocity. These losses can be captured by Ca and Cv, defined
below, with the formulation Cd = Ca · Cv.
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2.2.2 Coefficient of Velocity
The coefficient of velocity is defined as
Cv =
Uactual
Uideal
(2.9)
where Uactual is the effective average exit velocity, which is calculated by the measured
momentum flux divided by the measured mass flux, Uactual = M˙/m˙, and Uideal is the
Bernoulli velocity. Values of Cv which are less than unity are the result of viscous
dissipation of energy as well as anything that may have redirected the exiting fluid
to a direction that is not aligned with the mean flow. This redirection of flow could
occur due to turbulent eddies, nozzle imperfections, and/or swirling nozzle flow.
2.2.3 Coefficient of Area
The coefficient of area is calculated using the following relationship:
Ca = Cd/Cv (2.10)
and thus captures any losses which have occurred that were not accounted for by the
velocity coefficient. These losses are typically related to vapor formation within the
nozzle through cavitation or flash-boiling which reduce the effective exit area of the
nozzle.
Because turbulence encourages momentum transfer across velocity gradients re-
sulting in close to uniform average velocity profiles, this parameter can be used to
characterize the turbulence intensity in a nozzle [147]. Fully developed turbulence
yields a Ca close to 1, and as turbulence decreases so does Ca.
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2.2.4 Contraction Coefficient
The contraction coefficient is defined as
Cc =
Ac
A
(2.11)
where Ac is liquid area at the vena contracta of a cavitating nozzle. This coefficient
depends only on the nozzle geometry. Following the one dimensional flow theory from
Nurick [131], the Cd can be described in terms of the Cc and Kcav, as Cd = Cc ·
√
Kcav.
2.3 Spray Regimes
There are multiple spray regimens that are characterized by different break up
mechanisms. This work is primarily concerned with the atomization regime, as this
is the regime of direct injection sprays, however, the other regimes are listed and
briefly described below. Images of the different breakup regimes can be seen in Fig.
2.1. A more thorough description can be found in [51]. In order of increasing Reynolds
and Weber number, the spray regimes are as follows:
1. Non-jetting or drip regime: Here the flow rate is low and the We < 3 − 4;
surface tension dominates and drops are immediately formed.
2. Rayleigh breakup: Here the interaction between surface tension and liquid in-
ertia yields consistent drops of a diameter slightly larger than the nozzle.
3. First wind-induced breakup: Here helical or twisting instabilities on the liquid
jet result in breakup with drops primarily the size of the diameter with some
drops that are significantly smaller.
4. Second wind-induced breakup: Here surface instabilities and helical and twist-
ing instabilities result in faster breakup with a wider range of drop size.
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5. Atomization breakup: Here breakup begins right at the nozzle exit and final
drop sizes are much smaller than the nozzle diameter.
 (a)               (b)                 (c)              (d)
Figure 2.1: Cylindrical jet spray regimes. (a) Rayleigh regime at Re=790 We=0.06.
(b) first wind-induced regime at Re=5,500 We=2.7. (c) second wind-induced regime
at Re=16,500 We=24. (d) atomization regime at Re=28,000 We=70. Images from
[104].
2.4 Regions of The Spray
An atomizing spray is typically described by two regions. These can be seen in
Fig. 2.2.
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Figure 2.2: The spray regions of an atomizing jet. Adapted from [54].
2.4.1 Dense Spray Region
The first region is close to the nozzle and is described in literature as the dense
spray region, the near-field region, or the spray formation region. As can be seen in
Fig. 2.2, the dense spray region consists of a liquid core which protrudes from the
nozzle and is surrounded by a complex multiphase mixing layer. In the mixing layer,
liquid structures are broken apart from the liquid core. This process is called primary
breakup. These liquid structures then undergo secondary breakup when they break
into ligaments and drops. Outside of the multiphase mixing layer is a dispersed flow
where liquid droplets are spread out and the liquid volume fraction is low.
2.4.2 Dilute Spray Region
The second region is known as the dilute spray region, or the far-field. Here
the spray has completed the primary break up process and consists only of liquid
ligaments and droplets, which will continue to undergo secondary breakup until they
reach a size where the droplet Weber number is low enough (We < 6 [200]) that the
surface tension forces can resist the aerodynamic forces. If conditions permit, the
majority of fuel vaporization will occur in the dilute spray region as the surface area
to volume ratio is highest there.
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2.4.3 A Gap in Knowledge
The liquid in the dilute spray region is spread out and easy to observe. For this
reason, it has been studied and well understood for quite some time [54]. Conversely,
internal nozzle flow and flow in the dense spray region are hard to experimentally
observe. Without understanding the flow in these regions, it is hard to develop
predictive spray models. This is evidenced by the popular Lagrangian-Eulerian (LE)
models that do a good job predicting secondary atomization and droplet motion, but
struggle to handle the dense region. This has meant that accurate implementations of
LE models require careful tuning of inputs like droplet size and velocity distribution
[42].
This gap in knowledge has caused a significant amount of research effort to be
focused on understanding flow within the nozzle and the dense spray region, and
progress is being made. In the past 15 years, several new experimental techniques
have emerged. Furthermore, many developments have been made in CFD modeling
that have illuminated much of what occurs in these regions and are now allowing for
a more fully-predictive modeling of the entire spray evolution, from the inlet of the
injector to the edge of the vapor dome.
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CHAPTER 3
EXPERIMENTAL CHARACTERIZATION
In this next chapter, a variety of useful experimental techniques as well as their
contributions to understanding spray atomization will be described. While the selec-
tion of techniques is by no means exhaustive, it covers many that are commonly used
as well as some new methods that show promise for future use.
3.1 Experimental Techniques
3.1.1 Shadowgraphy
Shadowgraphy is an optical method where the shadow of an object or flow is im-
aged. Because the index of refraction can vary within a fluid and between different
transparent fluids, this method captures characteristics of the flow that cannot di-
rectly be seen. For instance, the shadow cast from hot air rising from a fire contains
fluid flow patterns generated by the refraction of light through the variable density
circulating air.
Due to its simplicity and effectiveness, this technique has been widely used in
spray characterization. Shadowgram images generated through this technique can be
used to observe general characteristics of the spray and to measure spray angle and
liquid penetration. The technique, however, is limited to low optical densities. It is,
therefore, not effective at capturing flow behavior inside the dense spray region. An
example of a shadowgram can be seen in Fig. 3.2.
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3.1.2 Schlieren Imaging
Schlieren imaging is very similar to shadowgraphy, with two distinct differences.
First, the light is focused in a way that the object plane is mapped to the image
plane. This allows for a more precise image to be captured and it also increases the
sensitivity of the image to variation in the index of refraction, n; where shadowgraphy
can capture variance in the second spatial derivative of n, schlieren imaging can see
the first spatial derivative of n. Secondly, a large amount of background light is
filtered out using a knife edge. This allows for an increase in the contrast ratio of the
image.
Schlieren imaging is also widely used to characterize sprays. While being effective
for capturing liquid penetration and spray angle, the increased sensitivity to variation
in n also allows it to more effectively capture vapor penetration and shock patterns.
Like shadowgraphy, this technique is also limited to the observation of low optical
density flows. An example of a schlieren image can be seen in Fig. 3.1.
Figure 3.1: Schlieren-Streulicht image of evaporating diesel injection. Liquid fuel seen
in cyan and fuel vapor seen as black. Image from [56].
3.1.3 Structured Light Surface Profilometry
When a structured light (for instance a pattern of parallel stripes) is projected onto
a 3D object, the structured pattern will appear distorted from perspectives other than
that of the projector. Images of the object taken from different perspectives can then
be used to generate an exact geometric reconstruction of the surface profile. This
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is a well understood technique that has a variety of applications including object
recognition, 3D map building, biometrics, and clothing design [163].
In diesel injection, where the near-field spray is surrounded by a dense cloud of
small liquid droplets, this technique would not be effective. However, in impinging
sprays, where two jets collide to form an unstable atomizing liquid sheet, it has been
implemented. This was done in 2013 by Halls et al. [68], producing an accurate
representation of the liquid sheet.
3.1.4 Ballistic Imaging
Originally developed for the medical community, this is a line-of-sight technique
where a laser is passed through the spray. Uncorrupted photons that have not been
scattered (ballistic photons) are then detected on the far side, essentially generating a
shadowgram of liquid structures. Ballistic imaging works for higher optical densities
than shadowgraphy or schlieren imaging, penetrating the droplet cloud surrounding
the core and allowing for effective imaging of the liquid/gas interface. Multiple BI
images can be captured in rapid succession allowing for the characterization of in-
terface velocity [170, 171]. For a detailed description of BI, read the work of Linne,
[109, 110].
This technique has been used in the study of the primary breakup of a turbulent
water jet [136], a laminar jet of water in the cross-flow of air [105, 107], a rocket
injector [63, 168], and an atomizing diesel spray into air at a range of pressures from
0.1-6 MPa [55, 77, 106, 110, 139]. In these experiments ballistic imaging was primarily
used to characterize the liquid/gas interface, producing surface wave amplitude and
wavelength measurements, and void and ligament size distributions. It has also been
used to observe diesel injection into elevated ambient density conditions at a variety
of temperatures, with two resulting images seen in Fig. 3.7.
19
3.1.5 Structured Laser Illumination Planar Imaging
In traditional laser planar imaging, a single planar laser illuminates the spray
and photons make their way from the laser to the imaging camera, typically located
orthogonal to the laser plane, through Mie scattering off of the liquid droplets in the
flow. Some photons, however, scatter off of multiple droplets before making their way
to the camera. This adds noise to the image because the multiple scattered photons
do not directly originate from the viewing plane. In structured laser illumination
planar imaging (SLIPI) three laser sheets with a characteristic grid structure, each
offset from the next by a spatial phase, are passed through the spray and imaged with
a camera. The grid structure of the laser image and the presence of multiple images
allow for most multiply scattered photons to be filtered out with image processing.
For a more thorough description see the PhD thesis of Kristensson [94].
The resulting image from this technique produces a good cross sectional depiction
of the droplets in the spray. This method can be used to produce a quantitative
characterization of droplet size distribution across a plane in the dilute spray region
[66]. Unfortunately, because the image processing assumes light has been scattered
by spherical droplets, this method cannot produce quantitative results in the dense
spray region.
3.1.6 Optical Connectivity
In optical connectivity, a florescent dye is added to the injected fluid and a laser is
guided through the injector to illuminate the exiting liquid. The index of refraction
of the liquid is higher than that of the ambient air, so a large amount of the laser is
contained in the liquid core through refraction. After the liquid core breaks apart,
the laser light is scattered and illumination of the liquid stops. The sole purpose of
this technique is to measure the length of the liquid core.
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This method has been used to image the liquid core in a multi-hole diesel injector
[71], as well as air blast atomizers [26]. These initial studies predicted slightly longer
liquid core lengths as compared to those predicted by high speed Mie scattering images
[57], however neither result is experimentally verifiable. An optical connectivity image
can be seen in Fig. 3.2
This method is new and there are still some questions about its accuracy. For
instance, Charalampou et al. noted that the surface of the liquid core is not necessarily
geometrically formed to permit refraction, the liquid core may contain narrow regions
followed by thick regions that would not be adequately illuminated, and in highly
atomizing sprays, the image of the core will be multiply scattered on the way to the
camera [27]. However, the method is appealing due to its simplicity, low cost, and
effectiveness under certain conditions.
Figure 3.2: Optical connectivity demonstrated, with shadowgram image of spray on
left and optical connectivity image on the right. Images from [71].
3.1.7 Laser Doppler Velocimetry
Laser Doppler Velocimetry (LDV), also known as laser Doppler Anemometry
(LDA), is a technique that uses lasers to characterize the velocity of the spray. In its
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typical implementation, two collimated, monochromatic, and coherent laser beams
are crossed at an angle. The lasers interfere with one another in the region where
they cross, generating a fringe pattern of fluctuating intensity at a known spacing. As
particles from the spray then pass through this region, reflected light is detected and
the velocity can be calculated by observing the frequency of the reflection intensity.
The Phase Doppler Particle Analyzer (PDPA) is based on LDV and can measure the
size, velocity, and concentration of spherical droplets in sprays. PDPA measurements
are taken simultaneously so correlations can be made between quantities.
As the frequency measurements depend on the known properties of the laser, these
methods require no calibration. They are highly accurate for spherical droplets in the
dilute region of the spray, and have been used extensively to characterize atomizing
sprays [51, 123, 159, 183, 186]. These methods can also work to characterize internal
flow of transparent nozzles, provided the fluid is seeded with particles, for instance
TiO2 [6].
3.1.8 X-Ray Phase Contrast Imaging
When an X-ray beam traverses through a sample, its amplitude and phase are
both altered. In X-ray phase contrast imaging (PCI) the altered phase of the X-ray
is measured and the difference in phase is transformed into variation in the intensity,
thus generating an image. The goal of this imaging technique in its application to
sprays has been to help understand the primary atomization process in the near-field
region [96, 97, 111, 202, 203]. As a dense cloud of liquid droplets can interfere with
the X-ray phase signal, their effectiveness in imaging the internal features of the spray
formation region has been questioned [108].
Alternatively, X-ray PCI can be used to characterize the geometry of metal in-
jectors as shown by Kastengren et al. [90], and it can be used to observe cavitation
in metal nozzles as shown by Duke et al. [47]. In their cavitation study, Duke et al.
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added a cerium contrast agent to the surrogate fuel and high powered X-ray PCI was
then used to image the inside of a diesel injector during injection. This is a ground
breaking study in cavitation as all previous internal imaging of cavitation has been
done on transparent injectors at significantly lower pressures and lower velocities.
The study showed that tapered nozzles suppress cavitation, and that cavitation can
still occur in hydro-ground nozzles.
3.1.9 X-Ray Radiography
In X-ray radiography the attenuation of an X-ray beam is measured after it has
passed through the spray. Beer’s law is then used to determine the amount of fuel
through which the beam passed. There is typically a significant amount of noise in
the signal so it is common to take multiple measurements (128-256) to smooth the
results [89]. This produces a time averaged, quantitative liquid length of the spray.
Some X-ray radiography methods do work in a single shot, allowing for time resolved
spray density measurements [68].
This method is commonly used by experimentalists to characterize the spray den-
sity. Because X-ray beams can penetrate the dense liquid core, these measurements
can be taken directly at the nozzle exit. These results are helpful for the validation
of computational models.
3.1.10 Computed Tomography
In X-ray computed tomography (X-ray CT), a series of X-ray radiography im-
ages are taken from different locations, and computer analysis is used to construct a
three-dimensional image of the object. CT scanning requires a static sample, which
has effectively limited its use in this field to characterizing the internal geometry of
injectors [90].
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3.2 Experimental Observations
Experimental observations have shown that spray atomization is dependent on
many factors. The following section will summarize some of these studies, addressing
the influence of nozzle geometry, turbulence, cavitation, and ambient conditions.
3.2.1 The Influence of Nozzle Geometry
Nozzles directly constrain the flow, having tremendous influence on the inter-
nal flow field and, subsequently, the spray. Engineers design nozzles with a variety
of parameters in mind: liquid and vapor penetration, fuel flow rate, the control or
suppression of cavitation, and minimizing post injection fuel drip, to name a few.
Geometric variables that can influence the flow include nozzle hole conicity, the ge-
ometry of the inlet orifice, the roughness of the nozzle surface, and the upstream inlet
flow.
Many experimentalists have highlighted the influence of internal flow on spray
development. The following section will present a selection of studies that are repre-
sentative of typical observations that can be found in literature. Some studies discuss
nozzle geometry effects with a focus on induced turbulence or cavitation. These will
be discussed in the corresponding subsections to follow.
A simplified schematic of two popular types of direct injection injectors can be
seen in Fig. 3.3. Fuel injection starts when the needle lifts off of the seat. This
allows fuel to flow past the needle and out the nozzle holes. A production injector
typically has from 5 to 10 holes [101], although single-hole nozzles are commonly used
in an experimental setting [89]. Injection stops when the needle drops onto the seat,
cutting off the fuel flow.
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Figure 3.3: Two types of diesel injectors: VCO injector (a), and sac-type injector (b).
Adapted from [117].
A common issue with fuel injectors is that small amounts of fuel escape into the
combustion chamber after the needle has dropped. This results in UHC emissions.
Injector (a) in Fig. 3.3 is a valve-covered orifice (VCO) injector. VCO injectors
address this problem by seating the needle directly over the nozzle holes. This problem
can also be mitigated by reducing the size of the sac in the sac-type injector (part
(b) in Fig. 3.3). Small sac injectors are often referred to as mini-sac injectors. The
trade-off between the conventional sac-type of injector and a mini-sac or VCO injector
is that the close proximity of injector holes to the needle means that fuel enters the
holes with an asymmetric inlet velocity. This leads to asymmetric sprays that may
not atomize well, and it potentially leads to nozzle cavitation which can damage the
nozzle [158, 189].
Emissions testing on engines can indirectly reveal the significant influence the
nozzle geometry has on the spray. In a test conducted by DaimlerChrysler Group
Research, emissions data were collected for the same injection under two different
loading points with two different nozzles (VCO and sac-type). As can be seen in Fig.
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3.4, the VCO injector has fewer hydrocarbon (HC or UHC) emissions, indicating that
post injection drip is minimized. For this particular VCO nozzle, this came at the
cost of high levels of soot emissions under certain loading conditions [189].
Figure 3.4: Emissions production for a common rail diesel engine at different load
points with sac-type and VCO nozzles. Reproduced with permission from [189].
In 2002, Han et al. [69] conducted a detailed experimental and numerical study
looking at single-hole and multihole nozzles, with cylindrical and tapered geometries
in VCO and mini-sac injectors. Additionally, the single-hole nozzles were differenti-
ated by various grades of hydrogrinding. Experimental imaging of the far region of the
spray and pulsed-laser microscopy of the dense region revealed that nozzle geometry
has a significant influence on fuel atomization. Showing that conicity delays primary
atomization, increases spray tip penetration, and decreases spray angle. Han et al.
also noted that there are significant differences in the spray structure for single-hole
versus multihole injectors, which indicates that flow upstream of the nozzle flow also
influences the spray.
This idea was supported by a simple 2006 study conducted by Stahl et al. where
an insert was placed into a transparent nozzle directly by the inlet orifice. The insert
was shown to have significant effects on the spray; inducing cavitation at the inlet
orifice, enhancing turbulence and resulting in faster atomization [183].
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The effects of conicity were further investigated in the work of Blessing et al.
[21] through photography of enlarged transparent nozzles, and Payri et al. [142]
through hydraulic characterization on real-sized diesel type injectors. These studies
both showed that in non-evaporating conditions, increasing the conicity increases
liquid penetration and decreases the cone angle. Payri et al. conducted a similar
study under evaporating conditions in 2008 [146] showing the same result. Payri et
al. concluded that cavitation increases spray angle while also increasing exit velocity
due to the conservation of mass and the lower density of the cavitating vapor. All of
these results are supported by computational studies like the one conducted by Som
et al. [153] which showed that conicity suppresses turbulence and cavitation within
the nozzle (turbulence and cavitation both aid in primary breakup).
In 2011, Payri et al. [147] observed the influence of nozzle diameter on spray angle
and spray penetration. The study was conducted on three similar axisymmetric,
single-hole nozzles in non-vaporizing diesel injection conditions. The nozzles were all
tapered and hydro-eroded to prevent cavitation. It was observed that in the initial
transient portion of the injection, the spray penetration and spray angle are both
independent of the nozzle diameter. In the steady portion of the injection, spray angle
remained independent of diameter while spray penetration increased with increased
diameter.
In diesel DI engines the nozzle diameters tend to be small (around 100 µm).
At this size, consistent manufacturing to designed specifications is a challenge. Evi-
dence of this was found by Karimi, who observed hole-to-hole variation in spray angle
and penetration in multi-hole production diesel injectors [84]. And it has been di-
rectly observed by Kastengren et al. with four “Spray A” injectors from the Engine
Combustion Network (ECN). In their 2012 Atomization and Sprays paper, four nom-
inally identical axisymmetric single hole injectors were characterized through X-ray
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tomography, X-ray PCI, silicone molding, and optical microscopy. Needle motion and
hydraulic behavior were also observed [90]. The conclusions were as follows,
• all four nozzles were misaligned and offset slightly from the nozzle axis
• the diameter vs. axial distance profile for the nozzles deviated slightly from the
nominal specification, including a slight convergence near the nozzle exit
• the exit profiles were not perfectly circular and the diameters varied by around
5 µm
• the nozzles exhibited similar axial needle lift behavior and different lateral needle
motion
• the nozzles had similar Cv, Ca, and Cd
This was a very interesting result, which begged the question of how these nozzle
eccentricities affected the flow itself.
This was answered in 2014, when Kastengren et al. used X-ray radiography from
a variety of angles to generate a 3-D time resolved characterization of the spray for
these same four nozzles. Injection was conducted under the ECN target “Spray A”
condition which is meant to represent diesel operating conditions (900 K and 6 MPa
ambient gas, 150 MPa injection pressure). In this work, it was shown that spray
eccentricity exists for each nozzle in the same orientation as the nozzle eccentricity.
Kastengren et al. thus concluded that diesel spray structure is highly sensitive to
nozzle geometry and that even nominally identical injectors may produce different
sprays [89]. In fact, of the seven “axisymmetric” nozzles tested by Kastengren et al.,
none produced a truly axisymmetric spray [86] [87] [89].
Kastengren et al. suggested that it is likely that the effects of the nozzle eccentric-
ities in single-hole injectors are more pronounced than in multi-hole injectors where
the inlet flow asymmetry is stronger [89]. This is a very interesting suggestion that
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seems to make sense if the asymmetric inlet conditions influence the flow in a way
that overpowers, mixes, and/or dissipates the effects of the nozzle eccentricities. This
could be done through an influence on the turbulence of the nozzle flow, through
sustained swirling in the flow, and/or through internal cavitation. All of which are
effects that are known to be more pronounced in multi-hole injectors, especially of the
VCO or mini-sac type [158]. The idea is particularly plausible for eccentricities that
exist far from the exit of the nozzle, as the asymmetric flow would have more time
to mitigate the effects of the eccentricities before exiting the injector. Conversely, it
is hard to imagine the effects of nozzle eccentricities close to the nozzle exit being so
influenced by asymmetric inlet flow e.g. a non-circular exit orifice will always affect
the spray. Perhaps the idea warrants more experimental or computational investiga-
tion, and researchers should certainly be cautious when drawing comparisons between
multi-hole and single-hole nozzles.
3.2.2 The Influence of Turbulence in the Nozzle
In 2005, Stahl et al. conducted a study specifically looking to see how nozzle
geometry affects the spray by influencing the turbulence of the flow. To do this, they
used three nozzles of equal diameter but with slight variations in their geometries.
One nozzle was conical, preventing the flow from having time to develop significant
turbulence, and the other two contained a long (L/D ' 10) cylindrical nozzle in
which turbulence could develop. The cylindrical nozzles were differentiated in that
one contained an object directly above the conical section to force asymmetric inlet
flow. The nozzles were observed at Re = 5000 and Re = 6700. The work concluded
the type and intensity of the turbulence dramatically changes the spray angle [182].
Similarly, in a 2010 work by Balewski et al. [6] the effects of turbulence on
spray break up were investigated with a pressure atomizer where different pre-nozzle
inlays were used to modify the nozzle inlet flow. This was a very interesting study
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that used LDV to measure the velocity and turbulence profiles inside the transparent
cylindrical nozzle, high speed photography to determine spray angle, PDA to measure
the velocity and size distribution of the droplets in the spray, and X-ray radiography
to evaluate the liquid density distribution. The L/D of the cylindrical nozzle was 10,
with a 1 mm diameter. The flow rate was set for a Reynolds number of Re=2300.
This was the limit for their set up as higher flow rate caused inlet cavitation with the
V5 nozzle inlay. The design of the inlays can be seen in Fig. 3.5, and the resulting
spray can be seen in Fig. 3.6.
60 Balewski, Heine, & Tropea
FIG. 2: Design of nozzles VD, V3, V4, and V5 with the resulting fluid model.
FIG. 3: Setup of shadowgraphy.
FIG. 4: High-speed images of spray resulting from the reference nozzle VD and the inlays V3, V4, and V5. Exposure
time is 5 µm. Operating point is Re = 2300.
Atomization and Sprays
Figure 3.5: Design of pre-nozzle nozzle inlays to influence inlet nozzle flow. Repro-
duced from [6].
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FIG. 2: Design of nozzles VD, V3, V4, and V5 with the resulting fluid model.
FIG. 3: Setup of shadowgraphy.
FIG. 4: High-speed images of spray resulting from the reference nozzle VD and the inlays V3, V4, and V5. Exposure
time is 5 µm. Operating point is Re = 2300.
Atomization and Sprays
Figure 3.6: Images of resulting sprays for different pre-nozzle inlays. Reproduced
from [6].
The LDV observations of the liquid flow at the nozzle exit revealed that the
flow was laminar for the VD case, and turbulent for V3-V5 cases. It also revealed
asymmetric internal flow patterns in the V3-V5 nozzles. As can be seen in Fig. 3.6,
this work clearly proved the tremendous influence the internal flow and turbulence
level has on the breakup of the jet.
Finally, in the 2011 work by Payri et al. [147], the effects of the flow regime in diesel
nozzles were characterized. Here the degree of turbulence was inferred by observing
the change in the area contraction coefficient Ca, and the effects on the spray were
quantified by spray angle. This test was conducted on non-cavitating tapered diesel
nozzles in non-vaporizing conditions. The results showed that the lower the Ca, i.e.
the lower the degree of turbulence, the smaller the spray angle.
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3.2.3 The Influence of Cavitation in the Nozzle
Cavitation is the growth and subsequent collapse of vapor bubbles within a liquid
that occurs when the pressure of the liquid drops below its saturation pressure at
a given temperature. This can occur through a reduction in static pressure due to
the hydrodynamic motion of the liquid, or through a reduction in pressure driven by
acoustic waves in the flow. In direct injection injectors, cavitation is often caused
by an abrupt change in the geometry of the nozzle, at the sharp transition near the
nozzle inlet orifice, for instance.
Although cavitation can be beneficial for the break-up of sprays, it also has some
downsides. For example, the collapse of vapor bubbles can be a violent process that
generates enough force to cause surface erosion in the nozzle. Additionally, because
the vapor phase is much less dense than the liquid, cavitation can limit the mass flow
rate of the fuel.
Studies have been done to investigate the presence of cavitation based on hydraulic
characterization through trends in the Cd. For instance, in 2004, Benajes et al. [17]
studied the influence of conical and cylindrical nozzle orifices in common rail injection
systems on injection rate behavior. Their study was conducted at maximum needle
lift and it showed that a conical orifice suppressed cavitation, increased the Cd, and,
due to the smaller orifice diameter of their conical nozzle, increased exit velocity and
reduced mass flow rate. Also through hydraulic characterization, Payri et al. [143]
observed that in conical nozzles mass flow rate was always proportional to the square
root of pressure drop, thus indicating that conical nozzles suppress cavitation. In the
same study, Payri et al. observed indicators of cavitation for cylindrical nozzles, such
as choking conditions and increased exit velocity due to the presence of vapor.
Many experimental studies on cavitation are done using various optical imaging
techniques. The clear nozzles required for these techniques cannot withstand the
pressures and velocities typical of production injectors. Because of this, these studies
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are done at lower pressures and lower velocities [28, 29, 120], and often on enlarged
injectors [158, 186]. These studies have helped to reveal the mechanisms of cavita-
tion, however they do not accurately represent the flow within high pressure Diesel
injectors.
Thankfully, advancement in experimental methods is now allowing for the internal
imaging of metallic production injectors under diesel operating conditions. As dis-
cussed in section 3.1, this is done through high energy X-ray phase contrast imaging
of unmodified metal diesel injectors [47, 48].
3.2.4 The Influence of Ambient Conditions
In atmospheric conditions, air has a density of approximately 1 kg/m3. At the
moment of injection, density of the gas in a diesel engine can be upwards of 22 kg/m3
[1]. The density of the injected diesel fuel is around 800 kg/m3 [25]. This makes for a
fuel/chamber density ratio of 800:1 for injection into atmospheric conditions vs. 40:1
for diesel conditions. This difference is significant; experimental observation shows
that spray angle increases and liquid length decreases with elevated ambient density
[87, 147].
As the ambient temperature of the gas is increased beyond the boiling point of the
fuel, vaporization of the fuel is introduced. In diesel operating conditions the ambient
temperatures can be as high as 900-1000 K. This is well beyond the boiling point of
diesel fuel, so vaporization occurs quickly; it has been shown that in vaporizing diesel
conditions the liquid penetration is a small fraction of the total spray penetration
[178].
The presence of vaporization influences the spray penetration and dispersion in
an interesting way. Naber and Siebers [122] and Huang [76] have shown that sprays
penetrate slower and disperse less under vaporizing conditions. The differences tend
to be small, around∼ 10% in typical diesel conditions, and they occur more noticeably
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at higher liquid/chamber density ratios. Clearly the added process of vaporization
influences the spray in an interesting way as one would expect the change in spray
penetration and dispersion to be negatively correlated.
Figure 3.7: Ballistic images of Spray A nozzle 210677 injection. Top images were taken
at 440 K - 22.8 kg/m3, bottom images were taken at 900 K - 22.8 kg/m3. Shown
with permission from Professor Mark Linne, Chalmers University of Technology.
Experimentalists have also observed the influence that vaporization has on the
fuel/gas interface in the near-field region. Ballistic imaging of the near-field region of
diesel injection at two different chamber temperatures can be seen in Fig. 3.7. Here
it is shown that at relatively cold conditions there is a distinct boundary between
liquid and gas, whereas at 900 K this boundary does not exist. This is indicative
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of an interesting phenomenon that Dahms et al. [32] and Dahms and Oefelein [33]
have been working to understand. They have noted that under some conditions a dis-
tinct gas-liquid interface no longer exists, surface tension effects are diminished and
the jet appears to undergo a continuous change of state with mixing being diffusion-
dominated [32, 33]. In these conditions it would appear that atomization is better
described as a single-phase, diffusion-dominated mixing process, rather than the clas-
sic two-phase spray atomization mechanism shown in Fig. 2.2.
This is in line with what Siebers observed over one decade earlier [178, 179];
by examining changes in liquid length with change in orifice diameter and injection
pressure, he showed that vaporization rate is not controlled by interphase transport.
Stating that, “the processes of atomization and the ensuing interphase transport
of mass and energy at droplet surfaces are not limiting steps with respect to fuel
vaporization in DI diesel sprays,” his work instead indicated that turbulent mixing
and gas entrainment are pivotal.
The observations of Dahms et al, and Siebers are are particularly interesting to
those working with the Σ− Y model. This is because Σ− Y predicts atomization as
turbulent mixing in a variable density complex multiphase mixture. This model will
be discussed further in section 4.5.1.
3.2.5 The Influence of Flash-Boiling
A multitude of experimental studies have attempted to characterize the behavior
of flash-boiling sprays. Among them, it is commonly observed that the spray structure
is completely altered by flash-boiling conditions; penetration is reduced, atomization
and spray angle are increased, and often a large recirculating toroidal vortex is present
around the tip of the jet [151, 175, 208]. Compared to non-flashing conditions, where
the Weber number and Reynolds number are highly important [212], under flashing
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conditions Zeng et al. [211] and Xu et al [208] have shown that it is the ambient to
saturated pressure ratio (Pa/Ps) which correlates well with spray characteristics.
Experimental studies done on multi-hole injectors commonly observe a collapse of
the spray under hard flashing conditions [2, 4, 140, 172, 198, 211, 213]. This collapse
typically occurs at or below (Pa/Ps) of 0.3 as the quickly expanding spray plumes
interact with one another [211]. The collapse of these sprays alters the designed
directionality of the injectors and inhibits mixing with the ambient gas. Hole-to-hole
variation in mass flow rate [184] and spray plume structure [22] are also commonly
observed. In such cases, it is possible that factors such as asymmetry in the nozzle
geometry and the manufacturing defects work together to generate asymmetry in the
flow.
Many experimental studies describe their observations with semi-empirical zero or
one-dimensional models [124, 135, 175, 208, 212]. These are beneficial to an extent,
however, they will never be able to represent the sprays generated by the complex
geometries present in production injectors. Consider, for example, the significant
influence something as subtle as manufacturing imperfections can have on sprays:
Kastengren et al. observed differences in sprays from nominally identical diesel in-
jectors [90], and Zhang et al. observed differences in GDI sprays from nominally
identical injectors which were fabricated with different techniques [214]. Capturing
the influence of such subtle differences is beyond the scope of lower order models,
however CFD can capture these effects [209]. For this reason, CFD simulations have
an important role to play, both as an engineering design tool and in the academic
investigation into the complex physics occurring within these sprays.
3.3 Conclusions
This chapter covered the experimental characterization of sprays by first high-
lighting selected techniques. While no single experimental technique is capable of
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characterizing the whole spray, many of them are complementary and can be im-
plemented together to provide a good overall description of the spray. For instance,
schlieren imaging can capture spray angle and liquid and vapor penetration, PDPA
can capture droplet size and velocity in the dispersed region, X-ray radiography can
capture the fluid density distribution within the nozzle and the dense regions of the
spray, ballistic imaging can characterize the surface of the dense liquid core, and
X-ray PCI can be used to image any cavitation that may occur in the nozzle. Un-
fortunately, no technique is able to provide a thorough characterization of the flow
within the dense core region.
Next, relevant literature was reviewed and common experimental observations
were detailed. It was shown that the nozzle geometry is of particular significance,
with the type of nozzle, the conicity of the nozzle, and the number of holes all influ-
encing the internal flow and, subsequently,the spray. The level of turbulence within
the nozzle was shown to increase the spray angle, and cavitation was shown to aid in
atomization, while also having the potential downside of limiting flow rate and dam-
aging the nozzle. Conicity was shown to effectively suppress cavitation. Finally, the
influence of ambient conditions was discussed. Increased ambient density increases
spray angle and decreases penetration, and elevated ambient temperature induces
vaporization which slightly slows penetration and decreases spray angle. Addition-
ally, under elevated pressures and temperatures, the interface between liquid and gas
phases appears indistinct, suggesting that mixing is a diffusion-dominated process.
With the end goal of designing better combustion systems, these experimental
techniques and corresponding observations are of value for two primary reasons. First,
they can be used to inform design decisions, and second, they can be used to validate
computational models, which can then be used to inform design decisions. As the
atomization of a liquid jet is a complex process with many variables, design based
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only upon experimental observation would be highly inefficient. For this reason the
development of better CFD models is important.
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CHAPTER 4
CFD MODELING OF MULTIPHASE INTERNAL
NOZZLE FLOW AND EXTERNAL SPRAYS
For many years computational scientists have been working to fill in the gaps left
by the experimentalists within the nozzle and the near-field regions. In this chapter,
the popular multiphase methods relevant to modeling multiphase flow in these regions
are described and literature related to their application in fuel injection is reviewed
and analyzed.
4.1 High-Fidelity Sharp Interface Approach
4.1.1 Direct Numerical Simulation
Direct numerical simulation (DNS) involves solving the governing equations of
the flow for all length and time scales present. Depending on the conditions of the
spray, the form of these equations will differ. For instance, when modeling primary
atomization at very high injection pressures, the flow velocities can approach the
speed of sound and the compressible formulation of the Navier-Stokes equations is
necessary. Under milder injection velocities, when the Mach number is less than 0.3,
the incompressible formulation is appropriate. Assuming the Mach number is low and
the multiphase system consists of two immiscible fluids, the flow would be governed
by the unsteady variable density Navier-Stokes equations in the incompressible limit,
seen below as Eqns. 4.1 and 4.2.
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∇ · u = 0 (4.1)
∂u
∂t
+ u · ∇u = (−∇p+∇ · (µ(∇u +∇Tu)) + ρg + Tσ)1
ρ
(4.2)
The surface-tension term, Tσ, in the momentum equation (Eqn. 4.2) is only non-
zero on the interface between the two fluids. This presents one of the challenges in
high-fidelity numerical modeling of multiphase flows: tracking the interface between
the two fluids. This challenge is especially significant in spray modeling where the
interface between the two fluids is constantly moving, deforming, and breaking apart.
Another problem that is only present at the fluid interface is properly handling the
discontinuous fluid properties.
Because a DNS requires the resolution of all length scales in the flow, the topology
change that occurs in liquid break-up poses a problem. When a liquid droplet or
ligament breaks apart, it first pinches to a point pushing the length scale to zero. This
makes a true DNS of droplet break-up impossible. The pinching process therefore
must be approximated, either implicitly by an interface-capturing method, or by a
pinching model. These methods will be described in more detail later in this chapter.
To gain a sense of the cost of conducting a DNS of internal nozzle flow and near-
field external sprays, the Kolmogorov length scale can be calculated. This length scale
is representative of the smallest eddy present in a turbulent flow, and it is defined in
Eqn. 4.3.
η =
(
ν3

)1/4
(4.3)
For diesel injection at 150 MPa through a nozzle with a diameter of 100 µm, η would
be approximately 30 nm. In order to resolve a 30 nm eddy, the length scale of the
mesh would have to be 4 times smaller: approximately 7.5 nm. This is 13,000 times
smaller than the nozzle diameter and 500 times smaller than a 4 µm droplet in the
downstream spray.
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4.1.2 Large Eddy Simulation
Subgrid source terms can be added to high-fidelity multiphase simulations, creat-
ing computationally less expensive large-eddy simulation (LES) models. LES models,
then, are a good solution for problems which demand a high-fidelity solution that are
too expensive for DNS.
Similar to a DNS, high-fidelity sharp interface LES simulations rely on first prin-
ciples with the interfacial effects being directly simulated. This means that both
primary and secondary atomization can be captured, making these approaches a
beneficial tool in helping to understand the underlying mechanisms which determine
a nozzle’s spray characteristics.
The popular approaches used to simulate the sharp fluid interface will be discussed
in the following sections.
4.1.3 Interface-Capturing Methods
The interface between two fluids can be captured by the addition of a passive scalar
field that is advected through the computational mesh. There are two interface-
capturing methods, volume of fluid (VOF), and the level-set method. Interface-
capturing methods automatically handle the topology changes involved in droplet
break-up when two interface surfaces come together into a single cell. These methods,
therefore, have a break-up length scale that is limited by the local grid size.
4.1.3.1 VOF
Here a marker function, ψ, tracks the liquid volume fraction of each computa-
tional cell. The liquid interface is then reconstructed from this marker function. The
VOF method is a popular method partly because it can easily be constructed to be
liquid volume conserving. Unfortunately, because of the discontinuous nature of ψ,
its advection must be solved with special geometric algorithms to avoid numerical
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diffusion [67] and [156]. A more thorough description of this method can be found in
the 1999 paper by Scardovelli and Zaleski [164].
A novel, second-order, unsplit VOF method was recently proposed by Chenadec
and Pitsch [30]. This method couples VOF to a consistent, monotonicity-preserving
discretization of the Navier-Stokes equations, with the goal being the study of tur-
bulent primary atomization at arbitrary density ratios. The study validated the
approach by modeling the atomization of a planar jet, showing the influence of mesh
resolution on drop size distribution and conservation errors. They then used the model
to observe the break-up of a jet from a turbulent cylindrical pipe, with a liquid/gas
density ratio of 40 and Re=5000. Overall results were promising and the authors
suggest that further research and validation will occur with a focus on quantification
of the mesh requirements. Conservation errors here were small, around 0.25%.
4.1.3.2 Level-Set
In the level-set method, the interface is marked by a specified value, φ0, of a
tracking scalar field, φ. In one fluid, φ > φ0, and in the other fluid φ < φ0. The value
of φ away from the interface can be defined by a number of smooth functions, such
as the signed distance function, |∇φ| = 1 [65]. A more thorough description of the
level-set method can be found in the 2013 work by Sethian and Smereka [173].
Unlike VOF, the level-set method does not preserve liquid volume. Because the
volume errors depend on the grid resolution, the method is frequently supplemented
by a grid-refinement strategy. Popular grid-refinement strategies include the struc-
tured adaptive mesh refinement (SAMR) which is well suited for compressible flows
[130] and the refined level-set grid (RLSG) method which works for both structured
and unstructured meshes [72].
Liquid conservation can also be achieved through coupling the level-set method
with the VOF method. Introduced in 2003 by Sussman, the coupled level-set volume-
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of-fluid (CLSVOF) method is second-order accurate [188] and treats the liquid as
incompressible and the gas as isobaric. In 2007, Sussman et al. introduced a new
formulation of the CLSVOF method that treats both fluids as incompressible [187].
The CLSVOF method has proven to be robust and stable even for high-density ratios
[187] [119].
Furthermore, liquid conservation can also be attained through the conservative
level-set method, presented by Olsson and Kreiss in 2005 [132]. This method uses a
smeared Heaviside function for φ, where φ0 = 0.5 and a hyperbolic tangent function
smooths φ to zero on one side of the interface and one on the other. The interface is
moved in a two step process, first through advection and then through a re-smoothing
of φ. Second-order accurate, conservative approximations are used in both steps,
resulting in a method that shows both second-order accuracy and very good liquid
conservation. This method was improved upon and coupled with the ghost fluid
method in 2008 by Desjardoms et al. [41]. It was then used to model the turbulent
atomization of a diesel jet at Re = 3000. The method proved to be robust and the
mass conservation errors were small.
In 2009 Desjardins et al. [43] presented a level-set scheme capable of providing a
more accurate interfacial curvature through a spectrally refined interface (SRI). The
method attains a subcell resolution of the interface by introducing a set of quadra-
ture points with known values of the level-set function into each cell. The resulting
approach essentially eliminates the mass conservation issues and provides improved
accuracy of the interface curvature and transport [42, 43].
4.1.4 Interface-Tracking Methods
Sometimes called front-tracking, in interface-tracking many marker points are
placed on the interface between the fluids and their motion is tracked. Typically
these marker points are advected in a Lagrangian way, forming an interface surface
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grid that moves through the fixed-flow solver grid [193, 194]. In interface-tracking
methods topology changes are not handled automatically. Because of this limitation,
these methods have never been applied to a DNS of primary breakup [65].
4.1.5 Ghost Fluid Method
The ghost fluid method, or ghost fluid approach, developed by Fedkiw et al. in
1999 [58] is commonly used in multiphase flow to handle the singular surface tension
force and the discontinuous material properties, both of which exist at the interface
between the two fluids. In this approach, a band of 3 to 5 ghost cells surround the
fluid interface and contain properties for the fluid on the opposite side of the interface.
The ghost cells allow for computation to occur for both phases independently, as if the
interface was not present. The fluid interface is then advanced (typically with some
form of the level-set method), and the new interface location is used to determine
which fluid properties to use.
The method has been widely adopted, especially alongside level-set methods. It
is efficient, robust, and accurate. The results of the work of Desjardins et al. [41, 43]
suggest that the ghost fluid method is accurate, even with a small number of grid
points (< 10), for problems like Rayleigh breakup, Rayleigh-Taylor instability, and
the decay of standing waves. This suggests that the ghost fluid method is well suited
to handle the small structures expected in the primary breakup of an atomizing spray.
4.1.6 DNS and LES Results of Primary Atomization
The DNS of the primary atomization process has been attempted using the VOF
method by de Villiers et al. [201], Bianchi et al. [19], and Chenadec and Pitsch [30],
the CLSVOF method by Menard et al. [118] and [119] and Lebas et al. [99] , the
conservative level-set method by Desjardin et al. [40], the RLSG method by Kim et
al. [91], and the SRI approach to the level-set method by Desjardins and Pitsch [42].
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In the examination of these studies it is evident that significant progress has been
made towards conducting DNS of primary atomization. For instance, in the older
works, mesh resolution was often not fine enough; mesh convergence studies typically
either showed a lack of convergence [201] or they were not conducted [19, 40, 118, 119].
This is not so for the more recent study conducted by Chenadec and Pitsch [30]. Here
Chenadec and Pitsch modeled the primary atomization of a scaled up cylindrical
jet that was designed to reproduce features characteristic of diesel injection. The
study included density ratios of 40:1 and 800:1, and the analysis included a mesh
convergence study in addition to validation against experimental nozzle velocity and
droplet distribution data.
In spite of these improvements, DNS studies are very far from be able to com-
pletely model diesel injection. While the results of Chenadec and Pitsch’s study were
good, the computational costs were high, taking upwards of 100,000 CPU hours. The
study was also conducted on an enlarged nozzle at Re=5000, and in non-vaporizing
conditions. This means length scales were larger, velocities were much slower, turbu-
lence was less intense, and compressibility and vaporization effects were disregarded.
All of these factors dramatically reduce the expense of the computation.
A couple of good examples of recent high fidelity multiphase LES models are the
works of Shost et al. [177] and Befrui et al. [14]. They both used a VOF-LES model to
simulate GDI sprays and elucidate the influence of nozzle geometry, flow turbulence,
and aerodynamic instabilities.
Although a true DNS of the primary atomization of a highly atomizing spray
currently unattainable, these high fidelity methods do have their place. Directly
capturing interfacial effects allows for insight into the underlying physics of the atom-
ization process. This insight can then inform lower fidelity engineering level models.
DNS and LES models can also provide quantitative results for the validation of mod-
els where no experimental data is available. In their 2013 Atomization and Sprays
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paper, Demoulin et al. describe this process in relation to the validation of the
Eulerian-Lagrangian spray atomization (ELSA) model [34].
Unfortunately, the high fidelity sharp interface approach faces two significant
drawbacks when applied to spray modeling. First, it can be prohibitively expen-
sive as it requires that the interface be fully resolved. While this is possible for some
Reynolds and Weber number sprays, the high Reynolds and Weber numbers present in
most diesel and some GDI sprays render this approach extremely expensive. Further-
more, the expense is compounded significantly in flash-boiling conditions where very
small bubbles can be present within the spray itself, rendering the interface extremely
complex. Second, this approach is inappropriate altogether when a sharp interface is
not physically present, for instance in diesel sprays which can be near-supercritical
[32, 33].
4.2 Lagrangian-Eulerian Approach
The Lagrangian and Eulerian specifications of a flow field are two different ways of
looking at flow. In the Lagrangian specification, individual fluid parcels are tracked
through time and space. In the Eulerian specification, fixed positions are observed as
fluid flows through these locations. The Lagrangian specification easily tracks particle
motion with no numerical diffusion and the Eulerian reference frame is well suited to
capture large continuous fluid domains.
The Lagrangian-Eulerian (LE) approach is also known as the Lagrangian Droplet
Eulerian Fluid (LDEF) approach, the Eulerian-Lagrangian method, the Discrete
Phase Model (DPM), the Discrete Phase Element (DPE) model, and the Discrete
Droplet Method (DDM). Although this is not a requirement of the approach [137,
185], LE models are typically used in flows where one fluid can be considered dispersed
and one considered continuous. In the case of spray modeling, this is true everywhere
except inside the nozzle and within the dense core in the near-field region.
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This approach is based off the work of Williams, who in 1958 proposed a statistical
representation of the spray called the droplet distribution function (ddf) [207]. The
ddf, f(r,x,v, t) dr dx dv, represents the probability density distribution of droplet size
and velocity as a function of space and time. The transport equation of the ddf, known
as Williams’ spray equation, is typically solved indirectly using a Lagrangian particle
method. The Lagrangian description of the transport of the ddf avoids numerical
diffusion and allows for tracking of particle attributes like size, shape, rotation, and
composition. This also simplifies vaporization and drag modeling as they both directly
depend on droplet size.
Early models based on the Williams’ spray equation were only one-way coupled;
they were basically Lagrangian particle-tracking algorithms that ignored the influ-
ence of the droplets on the ambient gas. By the 1980s two-way coupled methods were
developed, the pioneers being Dukowicz, whose formulation also accounted for the
volume displacement of the particles on the gas [50], and O’Rourke [133] [134] and
O’Rourke et al. [3], who established early sub-models describing vaporization, accel-
eration, coalescence, collision, and break-up. Two-way coupling is achieved through
added source terms in the Eulerian specified gas and drag terms on the Lagrangian
specified liquid.
Properly implemented, this approach has proven to provide accurate results at
a reasonable computational cost [50, 78, 93]. Because of this, LE models are very
popular and can be found in most CFD packages. The approach, however, has some
drawbacks:
• The Lagrangian description of the liquid phase does not lend itself to easily
modeling the dense region of the spray. This means that fully-predictive, nozzle
to spray tip, modeling can only be achieved by implementing a complex inlet
boundary condition or coupling it with an internal flow model [7, 180]. Most
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LE models do not do this. Instead they operate off of the bad assumption that
liquid is injected as droplets that are the size of the nozzle diameter [155].
• Computational cost can be high for flows with a large number of droplets. This
problem can be mitigated by coupling similar droplets together into computa-
tional parcels. The user must be careful, however, as the number of discrete
elements per parcel has been shown to influence the final result [52, 93].
• For regions with higher phase fractions, the coupling between the fluid and the
gas becomes very strong and numerical stability problems can result [93].
• A severe mesh dependency occurs in many LE models due to the dependence
of the liquid drag term on the local gas velocity. This causes coarse cells near
the liquid jet to over-predict drag [176].
• Conversely, due to the coarse mesh near the nozzle, turbulence intensity and
turbulent diffusivity is often underestimated. This is because the velocity gra-
dient here is often under-resolved [70]..
A more detailed description of the LDEF method can be found in [3] and a thor-
ough review of Lagrangian-Eulerian methods for multiphase flows can be found here
[185].
4.3 Eulerian-Eulerian Approach
In the Eulerian-Eulerian (EE) approach, also known as the Eulerian Liquid Eu-
lerian Gas (ELEG) or Two-Fluid approach, both phases are treated as continuous
over the entire domain. Averaged continuum equations, seen below as Eqns. 4.4
for conservation of mass and 4.5 for conservation of momentum taken from [79], are
solved for both the liquid and the gas phases. These equations are similar to their
one-phase counterparts with an added phase fraction coefficient αk representing the
probability that a certain phase is present at any given point in space and time.
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∂αkρk
∂t
+∇ · (αkρkuk) = 0 (4.4)
∂αkρkuk
∂t
+∇ · (αkρkukuk) = −αk∇pk +∇ ·αk(τk + τ tk) + (pk,i− pk)∇αk + Mdk (4.5)
The two phases are coupled by an additional term Mdk in the momentum equation,
Eqn. 4.5, which accounts for the average effect of the lift, drag, and virtual mass
forces acting between the phases. The behavior of an EE model is highly dependent
on the method used to model this term. The pk,i term is the average interfacial
pressure and the uk,i term is the average interfacial velocity. The averaged equations
resulting from this approach are further described by Drew in [46].
In the past decade, the EE method has been increasingly used in spray modeling
as it doesn’t suffer from the near-field shortcomings of the LE approach. Iyer and
Abraham developed an EE model for diesel sprays and applied it to vaporizing and
non-vaporizing spray conditions [79] [80]. They achieved adequate agreement in both
cases and their model was shown to be numerically convergent with regard to spray
angle and liquid penetrations, which is a good result as many LE models do not show
convergence.
Additionally, the EE approach can be preferred in LES simulations, where the
high particle density required to achieve good statistical results can be computation-
ally prohibitive for LE models. With this limitation in mind, Martinez et al. [116]
developed an inlet boundary condition for an EE simulation of diesel sprays. The
boundary condition seeks to further limit the computational expense and increase
the accuracy of inlet conditions by using characteristic features of the nozzle to build
an algebraic description of the spray characteristics close to the nozzle exit. This
boundary condition was then implemented by Tillou et al. [191] in a LES simu-
lation of diesel spray combustion that employed an Eulerian microscopic approach,
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described here [59], that resembles the EE approach. This model produced a very
accurate representation of the mean chamber pressure evolution, heat release rate,
auto-ignition delay, and lift-off length.
As the EE approach is preferred where liquid volume fractions are high, and
the LE approach preferred in dispersed flow, Subramaniam and O’Rourke suggested
that fuel spray modeling could potentially benefit from a model that uses the EE
approach in the near-field region and the LE approach in the dispersed spray region
[137]. Properly executing the fluid phase handover from the Eulerian description to
the Lagrangian description requires a knowledge of the relationships between the two
representations. With this in mind, Pai and Subramaniam established the foundations
of the EE and LE representations in the context of a comprehensive probability
density function (pdf) formalism [137]. In their work, they showed that the EE
pdf formalism naturally leads to the averaged Navier-Stokes equations shown above.
They then show that although the LE pdf formalism results in averaged equations,
the equations are not identical to those of the EE formalism. Their study shows that
the fundamental quantities of both representations bear a simple relationship with
one another only when the two-phase flow is homogeneous. Their paper provides the
consistency relations that must be satisfied in a proper EE-LE handover.
4.4 Eulerian Quadrature-Based Moment Models
One significant limitation facing the typical Eulerian approach of a fluid is that
the fluid velocity is represented by a single vector in each cell. This means that
models using this approach for the dispersed phase are unable to accurately model
flows that contain particles with crossing trajectories. Particle trajectory crossing is
not a dominant feature in conventional atomizing sprays, so this is not an issue for
most spray models. It is, however, a dominant feature in some types of atomizers,
such as impinging sprays and jets in a cross flow. To overcome this limitation, Fox
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[60, 61] and Fox et al. [62] developed an Eulerian quadrature-based moment method.
In this method, velocity is represented by a velocity distribution function, allowing
for a finite set of lower-order velocity moments to be captured.
The model has been validated through direct comparison with EE and LE mod-
els for an unsteady free-jet with monodispersed and polydispersed droplets with and
without evaporation [83]. Here the number density and gas-phase fuels mass fraction
both showed excellent agreement, suggesting that the Eulerian quadrature-based mo-
ment method is well suited for spray combustion.
4.5 Single-Field Diffuse Interface Eulerian Approach
The distinguishing difference between the diffuse interface single-field Eulerian
approach and the high-fidelity sharp interface approach is that in the diffuse interface
approach no attempt is made to resolve or capture the interface. Instead, the effects
of the interface are modeled and a density-averaged flow field is solved on a lower
resolution grid. This approach works well for low Stokes number flows, where the
dispersed phase naturally follows the streamlines of the continuous phase. It is also
a fitting approach for flows with diffusion-dominated mixing [33].
4.5.1 Σ− Y Spray Atomization Model
4.5.1.1 Model Description
The Σ−Y model, was introduced in 1999 by Vallet and Borghi [197]. It is founded
on four assumptions:
1. At infinite Reynolds and Weber number, the large-scale features of the flow are
independent of surface tension and viscosity. This is because surface tension and
viscosity essentially act at small length scales where the liquid/gas interface is
highly curved or where a large velocity gradient exists.
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2. The velocity field of the flow can be studied in terms of mean values using
standard turbulence closures, such as the classical (k − ) model.
3. The dispersion of the liquid phase can be computed through a transport equa-
tion of the liquid mass fraction containing a turbulent diffusion liquid flux term
to account for mixing.
4. The mean droplet size of the dispersed liquid phase can be predicted by modeling
the mean surface area of the liquid/gas interface per unit volume. This term
quantity is also known as (Σ).
These assumptions allow for the mean flow to be captured by a single velocity field
that represents both the liquid and gas phase as a complex mixture with a highly
variable density. This allows momentum and continuity to take their familiar forms
as Eqns. 4.6 and 4.7, respectively.
∂ρ¯u˜j
∂t
+
∂ρ¯u˜iu˜j
∂xi
= − ∂p¯
∂xj
− ∂ρ¯u˜
′
iu
′
j
∂xi
(4.6)
∂ρ¯
∂t
+
∂ρ¯u˜i
∂xi
= 0 (4.7)
Here an over-tilde (˜ ) denotes Favre averaging, an over-bar (¯ ) denotes time averaging,
and ′ denotes a turbulent fluctuation.
As per assumption 2, a turbulence model along with the Boussinesq eddy viscosity
assumption can be used to close the Reynolds stress term, u˜′iu
′
j, in the momentum
equation.
Regarding the third assumption, the mean liquid mass fraction is defined as (Y˜ =
ρY
ρ¯
) and the averaged transport of Y˜ is shown below as Eqn. 4.8.
∂ρ¯Y˜
∂t
+
∂ρ¯u˜iY˜
∂xi
= −∂ρ¯u˜
′
iY ′
∂xi
(4.8)
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The turbulent diffusion liquid flux term, u˜′iY ′, accounts for the mixing effect of the
relative velocity between the fuel and the gas.
While the approach used here assumes that the resolved momentum of the liq-
uid/gas mixture can be characterized by a single bulk velocity, the slip velocity can
be expressed explicitly as derived by [35] and seen in Eq. (4.9).
ui|l − ui|g =
1
Y˜
(
1− Y˜
) · u˜′iY ′ (4.9)
The turbulent diffusion liquid flux term is typically closed through Fick’s law of
diffusion, as shown in Eqn. 4.10.
ρu˜′iY ′ =
µt
Sc
∂Y˜
∂xi
(4.10)
An alternative closure was suggested by Demoulin et al. [35], which is meant to
capture the increased mixing that occurs due to increased Raleigh-Taylor instabilities
in the presence of a large density gradient.
So far this system contains unknown quantities Y˜ , u˜i, p¯, and ρ¯, and requires one
more equation for closure. This is obtained by the relationship between Y˜ and density.
Assuming the two phases form an immiscible mixture, Y˜ is related to density by Eqn.
4.11.
1
ρ¯
=
Y˜
ρl
+
1− Y˜
ρg
(4.11)
Under incompressible assumptions this equation closes the system, with density deter-
mined by Eqns. 4.8 and 4.11, and pressure determined through a pressure-corrector
method to satisfy the continuity Eqn. 4.7.
Compressibility can be handled in a variety of ways. Ning et al. [128, 129] related
density and pressure through an isentropic assumption as shown in Eqn. 4.12.
Dρ¯
Dt
=
1
a2
Dp¯
Dt
(4.12)
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Combining this with the continuity equation, they arrived at the pressure equation
shown in Eqn. 4.13.
1
a2
∂p¯
∂t
+
1
a2
u˜ · ∇p¯+ ρ¯∇ · u˜ = 0 (4.13)
A pressure-corrector method can be formulated to account for various forms of
compressibility. Salvador et al. [162] took this approach using an experimentally
derived polynomial to approximate the fluid compressibility [162]. Desantes et al.
[39], Trask et al. [192], and Garc´ıa-Oliver et al. [64] approximated the mixture
compressibility as a volume weighted average of the compressibility of each phase,
using the ideal gas law for the gas phase and a speed of sound derived compressibility
for the liquid phase. This is seen in Eqn. 4.14.
Ψ = Y˜
ρ¯
ρ¯l
1
a2l
+
(
1− Y˜ ρ¯
ρ¯l
)
1
RT
(4.14)
The pressure equation can then be obtained by first recasting the momentum
equation into its semi-discretized form, as explained by Jasak [81] and shown in Eqn.
4.15.
apUp = H(U)−∇p (4.15)
Here ap represents the diagonal coefficients of the momentum matrix and H(U) rep-
resents the off-diagonal terms which account for the momentum contributions from
neighboring cells.
This semi-discretized form of momentum is then combined with the continuity
equation to yield the poisson equation for pressure shown below.
Dρ
Dt
= −ρ∇ · (Up)f = −ρ∇ · (H(U)
ap
− 1
ap
∇p)f (4.16)
The chain rule can then be used to approximate the total derivative of density, as
done by Trask et al. [192] and shown in Eqn. 4.17.
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ρ¯∇ · (Up)f = − ∂ρ¯
∂Y˜
DY˜
Dt
− ∂ρ¯
∂p¯
Dp¯
Dt
− ∂ρ¯
∂T˜
DT˜
Dt
(4.17)
Alternatively, for density based solvers, the pressure can be explicitly determined
based upon an equation of state for the fluid. This requires the addition of an energy
transport equation which is used to determine the fluid temperature. Pandal et al.
[138] took this approach with the Σ− Y solver.
As per the fourth assumption, the mean droplet size of the dispersed liquid phase
can be modeled by the balance equation of Σ, the mean surface area of the liquid/gas
interface per unit volume. This balance equation, Eqn. 4.18, was developed by Vallet
et al. [196] and reviewed later by Beheshti et al. [15].
∂Σ
∂t
+
∂u˜jΣ
∂xj
=
∂
∂xj
(
DΣ
∂Σ
∂xj
)
+ (A+ a) Σ− VsΣ2 (4.18)
Here A is the production term accounting for the stretching of the fluid/gas interface
due to velocity gradients, a is the production term due to interface stretching due to
droplet collisions and turbulence, and Vs is the destruction term related to droplet
coalescence. The DΣ term is a diffusion coefficient term typically defined as the
turbulent viscosity over a Schmidt number [64, 162]. This term accounts for the
turbulent dispersion of Σ.
Under the assumption that the dispersed phase is composed of spherical droplets
with identical diameters, Σ, Y˜ , ρ, and ρ¯l can be used to calculate the mean droplet
number density (Eqn. 4.19) and Sauter Mean Diameter (SMD)(Eqn. 4.20) [23].
n =
ρ¯2l Σ¯
3
36piρ¯2Y˜ 2
(4.19)
d32 =
6ρ¯Y˜
ρ¯lΣ
(4.20)
For a more in-depth description of the Σ balance equation, see Belhadef et al.’s 2012
paper [16].
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4.5.1.2 Lagrangian Switch
The transition to the Lagrangian reference frame for the liquid in the dispersed
region of the flow is optional. Indeed, the liquid and vapor penetration as well as the
SMD and droplet density profile can be accurately captured in diesel sprays with the
Σ−Y model [162]. However, in certain instances the transition is certainly beneficial,
such as in an impinging spray, where droplet trajectory crossing must be captured,
or in combustion modeling, where more information than SMD and droplet density
is required. Furthermore, because the Lagrangian approach is widely used, it offers
many well-developed submodels [185]. For these reasons, continued development of
the ELSA model is a worthwhile endeavor for both researchers and industry engineers.
The Lagrangian switch occurs in regions where the liquid density is low. Different
researchers have used slightly different methods of defining this region. Blokkeel and
Borghi, who first added the Lagrangian switch, initially proposed a criterion based
upon the distance between drops in the cell and the mean size of the droplets [23].
They defined the transition region by n
1/3
d32
> 2, that is, where the average space
between droplets is twice the mean droplet diameter. Since their work, the transition
has consistently been based upon Y¯ , the liquid volume fraction, with Lebas et al. [98]
using Y¯ < 50%, Ning et al. [128] using Y¯ < 10%, and Desportes et. al [44], Hoyas
et al. [75], and Desantes et al. [38] using Y¯ < 1%. To the knowledge of this author,
nobody has explored the influence of adjusting the transition criteria.
Once a cell meets the requirements for transition, it will begin to switch liquid
out of the Eulerian reference frame and into the Lagrangian. This occurs gradually,
with only one parcel generated per transition cell per time step [38, 44, 74]. To
implement the transition, the liquid velocity and liquid turbulence intensity must
be extracted from the mean flow. This information is then used to generate the
appropriate distribution of particles to represent the spray. Once this is determined,
the liquid parcels are transitioned and placed randomly in the cell. For a more
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thorough description of the transition process, including a derivation of the liquid
velocity and liquid turbulence intensity terms mentioned above, see Blokkeel and
Borghi’s 2003 paper [23].
Due to the complexity of the liquid-gas interface in atomizing sprays, future de-
velopments to the Σ balance equation and to the Lagrangian transition criteria will
be empirical in nature and will require thorough investigation alongside experimental
drop size and drop velocity data.
4.5.1.3 Literature Review of the Σ− Y Atomization Model
The model was introduced in 1999 by Vallet and Borghi [197]. In 2001 Vallet
et al. provided an initial validation of this model against experimental results [196].
The near-field region SMD results did not match experimental data well. Overall,
however, the results were encouraging, as they captured the spreading of the liquid
and the evolution of SMD well.
In 2003, Blokkeel et al. coupled the Eulerian model with a Lagrangian droplet
description for the dilute spray region [23, 24]. The combined model has since taken
the name ELSA (Eulerian Lagrangian Spray Atomization). This model demonstrated
good results, but the authors noted that future work needed to be done to develop a
high-density ratio turbulence model, add vaporization effects, and account for com-
pressibility.
Vaporization was then added to the ELSA model in 2005 by Lebas et al. [98]. This
implementation performed well, accurately capturing spray atomization of heptane
and dodecane into ambient densities ranging from 12-31 kg/m3, ambient temperatures
ranging from 800-1100 K, and injection pressures from 80-150 MPa.
In 2005 and 2006, the ELSA model was compared to a DNS with a CLSVOF ghost
fluid method [11, 12, 118]. These DNS studies were questionable as they did not prove
57
mesh convergence. Still, the results showed that the representation of the initial liquid
break-up and dispersion can be appropriately modeled as turbulent mixing.
In 2007, Ning et al. implemented a compressible ELSA model based upon an
isentropic compressibility assumption in KIVA-3V and analyzed diesel injection un-
der vaporizing conditions. In this study inlet conditions were generated through a
three-dimensional HEM cavitation model [129]. Later, in 2009, they published more
results with this model, making modifications to the turbulence model to account
for compressibility and vortex stretching [128]. This implementation included an
evaporation model that accounts for evaporation in the Eulerian liquid phase and it
reproduced liquid and vapor penetration well at a variety of gas densities.
In 2007, Beheshti et al. [15] published results from a Σ − Y model predicting
air assisted atomization. The analysis matched results well both qualitatively and
quantitatively for all varied parameters except liquid viscosity. Varied parameters
included geometry, velocities and densities of liquid and gas, and surface tension.
Also in 2007, Demoulin et al. [35] developed a new high-density ratio turbulence
model for ELSA to accurately model a coaxial injector. This model increased the
turbulent flux due to Raleigh-Taylor instability induced by high-density fluctuations
and turbulence.
In 2009, Lebas et al. [99] validated ELSA with a DNS that used the CLSVOF and
ghost fluid methods. This study showed good results; in particular the ELSA model
was able to accurately recover the influence of gas temperature changes.
In 2010, Desportes et al. [44] implemented the ELSA model into the commercial
code, STAR-CD. Validation was conducted in vaporizing and non-vaporizing condi-
tions in a constant-volume bomb.
In 2011, Hoyas et al. [75] conducted a mesh independence study on the ELSA
model in a 2D simulation, which showed that 5 cells across the nozzle radius was
adequate. They also experimented with tuning the C1 turbulence model coefficient
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and proved that a value of 1.52 provided the best results. The standard C1 value is
1.44 and the typical value used in round jet sprays is 1.6 as suggested by Pope [150].
In 2012, Trask et al. [192] implemented a compressible Σ − Y model on a gas-
centered, swirl-coaxial fuel injector. Entrainment rate was modified by altering the
Schmidt number and accurate results were predicted over a wide range of momentum
flux ratios.
Also in 2012, Belhadef and Vallet et al. [16] implemented the Σ − Y model on
a pressure swirl atomizer that is commonly used in the agricultural industry. SMD
predictions were found in good agreement with PDA experiments.
In 2013, Garc´ıa-Oliver et al. [64] validated a compressible formulation of the
Σ−Y model using high speed imaging, PDPA, and Rayleigh-scattering measurements.
Diesel sprays at a variety of ambient densities and pressures were analyzed under both
vaporizing and non-vaporizing conditions. Agreement was very good especially under
medium and high ambient gas density conditions. This study is described in more
detail in section 6.1
In the 2014 study by Salvador et al. [162], the effect of the turbulence model and
the inlet boundary conditions on diesel spray behavior was examined using a Σ− Y
model that was modified to handle internal flow. The modifications included the
use of the common pressure equation, the addition of compressibility, and the use of
the PIMPLE algorithm rather than the PISO algorithm. The geometry used was an
axisymmetric single-hole nozzle, and the computational domain was two-dimensional.
As the Σ−Y approach considers atomization as turbulent mixing, it is not surprising
that Salvador et al. observed significantly different results between turbulence models.
At 1 ms past start of injection, the spray penetration varied from 32 mm to well over
40 mm, and the spray angle varied from 7◦ to 23◦, with the experimental penetration
being 30 mm and the spray angle being 16◦ at the same point in time.
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Similarly, Desantes et al. [39] implemented a Σ− Y model that uses the common
pressure equation to analyze internal flow in addition to the first few millimeters of
external flow. The study was conducted on three different geometries, and internal
flow coefficients were predicted well for all geometries at a variety of injection rates.
The authors commented that more work is required to improve the near-field spray
structure. Additionally, they mentioned that their model was unstable unless the
nozzle started full of fuel.
Xue et al. [210] implemented a Σ − Y model on top of a VOF method in the
CONVERGE CFD software. This model was used to analyze injection through a
single-hole, Spray A injector. The simulation was three-dimensional and the con-
ditions were non-evaporating. The model predicted rate of injection characteristics
and near-field fuel distribution well. The influence of the nozzle asymmetry on fuel
distribution was captured. Results were shown to improve with the mesh resolution,
indicating that mesh convergence was perhaps not reached. The round jet correction
improved the results significantly and Schmidt number was shown to have little influ-
ence on the simulation. In this study the Σ− Y /VOF model was also compared to a
traditional EL model. The Eulerian model was in better agreement both qualitatively
and quantitatively with the experimental data than the EL model.
In the 2016 work by Desantes et al. [36], the Σ−Y atomization model was further
validated for near-field internal structure and the influence of coupling internal nozzle
flow simulations with the downstream spray was investigated. This work is described
in more detail in section 6.2.
In the 2016 work by Pandel et al. [138], a construction of the Σ− Y model built
around the IMEX-RK3 algorithm is described. Two benefits of using this construc-
tion are presented. First, it is easier to maintain consistency between hydrodynamic
and thermodynamic variables. Second, this construction results in great parallel scal-
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ability, with a 34x speedup when compared with the conventional PISO construction
on 256 processors.
4.6 Conclusions
This chapter described the common approaches used in CFD modeling of atomiz-
ing sprays. This includes high-fidelity sharp interface DNS and LES, the LE approach,
the EE approach, the Eulerian quadrature-based moment approach, and the diffuse
interface single-field Eulerian approach.
Starting with the sharp interface high-fidelity approach, it was shown that a true
DNS of a highly atomizing spray is not attainable. However, high-fidelity DNS and
LES models still provide value in their use in validating engineering level models under
more moderate conditions or on smaller scales. Additionally, they provide insight into
the underlying physics behind the atomization process.
The LE approach is popular and offers accurate predictions of sprays at reasonable
computational costs. However, the Lagrangian description of the liquid does not lend
itself to easily modeling the dense region of the spray. This leads to questions about
how to properly initialize the model as well as numerical stability problems and mesh
dependency issues.
The EE approach does not suffer from these issues in the dense region. The down-
side of this model, as compared to single-field Eulerian modeling, is the computational
cost; EE requires the solution of two coupled sets of conservation equations. While
this is necessary in some instances, it doesn’t appear to be so for highly atomizing
sprays [33].
The diffuse interface single field Eulerian approach has proven suitable for internal,
near-field, and far-field multiphase simulations in many DI applications. The Σ− Y
model is included in this approach, accurately characterizing highly atomizing sprays
by modeling atomization as turbulent mixing and the evolution of the multiphase
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interface with the Σ transport equation. This model has received a lot of attention
in recent years and there are currently multiple groups using it in some form. The
recent implementation of Σ−Y for internal/external flow is exciting because it allows
for the effects of the nozzle on the spray to naturally be captured.
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CHAPTER 5
DEVELOPMENTS AND ADVANCEMENTS
5.1 A Realizable Constraint on Turbulent Mixing
5.1.1 Description
When an intact liquid jet first contacts gas near the nozzle exit, the sharp liq-
uid/gas interface results in a nearly infinite gradient of the liquid mass fraction field.
When using the standard turbulent gradient flux model to diffuse the liquid mass in
an Eulerian spray model, this can produce unbounded, unrealistic mixing velocities.
This unbounded mixing may have only modest impacts on overall model accuracy,
but it causes local errors that have significant stability implications. For this reason,
a constraint on the mixing velocity has been developed.
For multiphase flows with turbulent driven mixing, it is logical that the slip ve-
locity should not exceed the magnitude of the turbulent velocity fluctuations,
ui|l − ui|g ≤ u′i (5.1)
Using the expression for slip velocity, Eq. (4.9), with the turbulent velocity fluctuation
extracted from the Reynolds stress tensor, the following constraint is derived:
1
Y˜
(
1− Y˜
) · u˜′iY ′ ≤√Rii/ρ (5.2)
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Note that i in Eqn. 5.2 is the free index, so Rii does not indicate summation. When
using an isotropic turbulence model, this simplifies to:
1
Y˜
(
1− Y˜
) · u˜′iY ′ ≤√2
3
k (5.3)
This can then be imposed on the turbulent diffusion liquid flux term by combining
Eq. (5.3) and Eq. (4.10). The result yields a lower bound to the Schmidt number
which can be seen below in Eq. (5.4).
Sc ≥ µt
ρ¯
√
2/3kY˜ (1− Y˜ )
∂Y˜
∂xi
(5.4)
The implementation is then achieved by making the Schmidt number in Eq. (4.10)
a field and setting its value to whichever is greater, the lower bound prescribed by
Eq. (5.4) or the conventional Schmidt number of 0.9. This realizable constraint on
the Schmidt number prevents the turbulent liquid diffusion flux from exceeding the
magnitude of the turbulent fluctuations.
5.1.2 Evaluation
The realizable Schmidt number was evaluated and implemented in an article by
Desantes et al. [36]. Here we conducted an evaluation of the realizable Schmidt
number with 2D simulations of the ECN spray A condition. Two cases were run, one
with a constant Schmidt number of 0.9 and one with the realizable Schmidt number.
In Fig. 5.1, in order to help to understand where the constraint is manifest, a snapshot
of the realizable Schmidt number is shown, capturing the tip of the nozzle and the
near-field region of the spray. It can be observed that the constraint takes effect on
the border of the intact core of the liquid jet.
In Fig. 5.2, the model predicted results of projected mass density are compared
against X-ray radiography measurements conducted at Argonne National Laboratory.
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Figure 5.1: The realizable Schmidt number field at 500 µs after SOI.
The variable used for comparison is the projected mass density of the fuel, which is
calculated by a line-of-sight integration along the X-ray beam [89, 149]. A similar
procedure is replicated with the data from simulations to enable fair comparisons
against experiments. This comparison is made at 0.1 mm, 2 mm, and 6 mm down-
stream of the nozzle exit. The results are nearly identical and only at 0.1 mm can
some insignificant differences be noticed.
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Figure 5.2: Computed and measured profiles of projected mass density [µg/mm2] 500
µs after SOI at axial locations of 0.1 mm, 2 mm, and 6 mm downstream of the nozzle
exit.
Another useful quantity obtained from the X-ray radiography measurements is
the transverse integrated mass (TIM), which is obtained from the integral of the
projected density across the transverse position at a particular axial location [88]. In
65
Fig. 5.3, it is shown that the constrained case has a slightly lower TIM value right at
the nozzle exit and again in the far-field, due to the limited liquid mass diffusion.
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Figure 5.3: Computed and measured transverse integrated mass (TIM) along the axis
at 500 µs after SOI.
Overall, a good agreement with experimental data is provided independently of
which Schmidt number is used. No great differences could be detected between the
predicted values of the simulations, as can be seen in the projected density profiles
as well as the TIM profiles. The remarkable utility of this constrained formulation is
that it improves the numerical stability, in this case allowing the simulation to run
with a Courant number four times greater than the reference case.
5.2 Modeling Phase Change
There are two ways in which fuel vapor can be generated in DI systems. The
first is through caviation or flash-boiling. These occur when the local pressure drops
below the vapor pressure of the fluid. Here the latent heat of vaporization is supplied
by sensible heat, which is already available in the fuel. The second way that it can
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occur is through vaporization, when the downstream ambient conditions are hot and
the latent heat of vaporization is provided by the ambient gas. Phase change models
for both of these mechanisms have been developed and are described below.
5.2.1 Locally Homogeneous Flow
A vaporization model was added to the Σ−Y solver in the work of Garc´ıa-Oliver
et al. [64]. Here we used a Locally Homogeneous Flow (LHF) approach [53]. The
implementation is described below.
A transport equation for fuel vapor mass fraction, Eqn. 5.5, is added to the
system.
∂ρ¯Y˜v
∂t
+
∂ρ¯u˜iY˜v
∂xi
= −∂ρ¯u˜
′
iY ′v
∂xi
+ ρ¯ ˜˙Y vap (5.5)
In conjunction with this, a vaporization sink term is added to the liquid mass trans-
port equation, as seen in Eqn. 5.6.
∂ρ¯Y˜
∂t
+
∂ρ¯u˜iY˜
∂xi
= −∂ρ¯u˜
′
iY ′
∂xi
− ρ¯ ˜˙Y vap (5.6)
The effects of the vaporization sink term on Σ are accounted for through the ¯˙Σvap
term in Eqn. 5.7. This equation is more fully described in section 4.5.1.1.
∂Σ
∂t
+
∂u˜jΣ
∂xj
=
∂
∂xj
(
DΣ
∂Σ
∂xj
)
+ (A+ a) Σ− VsΣ2 − ¯˙Σvap (5.7)
The definition of ¯˙Σvap comes from [99] and is seen in Eqn. 5.8.
¯˙Σvap =
2
3
Σ2
ρ¯Y˜l
m˙l→v (5.8)
The value of m˙l→v is related to the vapor source term,
˜˙Yvap, through the following
equation.
m˙l→v =
ρ¯ ˜˙Yvap
Σ
(5.9)
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The vapor source term is calculated through
˜˙Yvap =
Yv,sat − Y˜v
τevap
(5.10)
where Y˜v is the local vapor fuel mass fraction, Yv,sat is the value of vapor fuel mass
fraction under adiabatic saturation conditions, and τevap is a short relaxation timescale
meant to keep the system at equilibrium.
Finally, state relationships are applied to describe the spray thermodynamic con-
ditions under the assumption of local thermodynamic equilibrium. The enthalpy
balance for the mixture is expressed in terms of an adiabatic mixing process:
h (T ) = Y · hf,l (T ) + Yv · hf,v (T ) + (1− Y − Yv) · ha (T ) (5.11)
where hf,l is the liquid fuel enthalpy, hf,v is the fuel vapor enthalpy, and ha is the
ambient gas enthalpy. Together with the thermodynamic equilibrium assumption,
local temperature and composition can be derived [141], from which Yv,sat is fed into
the vaporization term of the transport equation.
5.2.2 Homogeneous Relaxation Model
Vapor generation through cavitation and flash-boiling is well approximated by
the homogeneous relaxation model (HRM). This model was developed in 1990 by
Bilicki and Kestin [20]. They sought to capture the variability in the vapor gener-
ation and condensation rate by the addition of a partial differential equation to the
Homogeneous Equilibrium Model (HEM). This additional partial differential equa-
tion governs the local and instantaneous rate that the dryness fraction tends toward
its equilibrium value, taking the form
Dx
Dt
=
x¯− x
Θ
(5.12)
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where x is the quality, x¯ is the equilibrium quality, and Θ is the timescale. The equi-
librium quality, given by Eqn. 5.13 is determined by the enthalpy and the saturated
liquid and saturated vapor enthalpies at the local pressure.
x¯ =
h− hl
hv − hl (5.13)
As per the work of Downar-Zapolski et al. [45], the timescale, Θ, is determined
by an empirical fit to experimental data of flash boiling water in pipes. For upstream
pressures above 1 MPa, the empirical fit takes the form seen in Eqn. 5.14.
Θ = Θ0α
aφb (5.14)
Where Θ0 = 3.84 · 10−7[s], a = −0.54, b = −1.76, and φ is a dimensionless pressure
defined by Eqn. 5.15.
φ =
∣∣ Ps − p
pc − Ps
∣∣ (5.15)
Here pc is the critical pressure of the fluid. And the void fraction, α, is determined
by the density and the saturated liquid and vapor densities, as seen in Eqn. 5.16.
α =
ρl − ρ
ρl − ρv (5.16)
While HRM was originally developed for one-dimensional analysis, it was extended
to a two-dimensional CFD model in 1997 by Schmidt [165, 166]. In 2010, it was
extended to a three-dimensional CFD model by Schmidt et al. [167]. The introduction
of variable rate phase change required a method for connecting predicted phase change
with conservation of mass and momentum. This can be done using the chain rule
as shown in Eqn. (5.17). This allows for the pressure to respond to compressibility,
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density change from phase change, and density change from turbulent mixing with
the non-condensable gas.
Dρ
Dt
=
∂ρ
∂p
∣∣∣∣
x,h,y
Dp
Dt
+
∂ρ
∂x
∣∣∣∣
p,h,y
Dx
Dt
+
∂ρ
∂h
∣∣∣∣
p,x,y
Dh
Dt
+
∂ρ
∂y
∣∣∣∣
p,h,x
Dy
Dt
(5.17)
The HRM model in diffuse interface Eulerian solvers has been used and validated
in a wide variety of applications, including a condensing injector [31], flash boiling
in superheated jet fuel [100], pressure swirl injectors [125], internal cavitating flow
through single and multi-hole diesel nozzles [9, 47, 210, 215], as well as flash-boiling
GDI flow [121, 160, 161, 184].
5.3 Solver Consistency
It can be difficult to maintain consistency between hydrodynamic and thermody-
namic variables when modeling compressible flows using a segregated solution proce-
dure. Multiple approaches can be taken to help address this challenge and some of
them will be described in this section.
First, when multiple transport equations exist, it is important that the same
interpolation scheme, with identical weighting, be used by each of the variables. In
OpenFOAM, this tool is called multivariate selection. When an inconsistency between
the density field and the equation of state was discovered in our Σ−Y model, this was
the first tool that we utilized. It was able to help our solver maintain consistency up to
machine precision for some flows, however, in many circumstances the inconsistency
would persist.
For the work by Garc´ıa-Oliver et al. [64], we added a penalty term to the pressure
equation used by Trask et al. [192] (Eqn. 4.17. This penalty term worked to relax
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the density field towards the equation of state density. The pressure equation with
the penalty function is shown in Eqn. 5.18.
−ρ¯∇ · (Up)f = ∂ρ¯
∂Y˜
DY˜
Dt
+
∂ρ¯
∂Y˜vap
DY˜vap
Dt
+
∂ρ¯
∂p¯
Dp¯
Dt
+
∂ρ¯
∂T˜
DT˜
Dt
+
ρeos − ρ¯
Crelax
(5.18)
Here, the Crelax term was a tunable constant which dictated how hard the push
towards consistency would be. This approach worked well here and the ability of this
term to correct the discrepancy can be observed in Fig. 5.4, where the density is
compared with the equation of state density for the Σ − Y solver with and without
the penalty term.
This penalty function approach was an ad-hoc fix, intended only to correct small
discrepancies. Further analysis of the problem revealed that the root cause of the
inconsistency was simply the segregated solution procedure in conjunction with an
overdetermined system of equations. The solver contained a transport equation for
density (continuity), a transport equation for the liquid mass fraction, a pressure
equation, and an equation of state relating the liquid mass fraction to the density,
Eqn. 4.11. This meant that even when the solver was converging to a solution,
there was no guarantee that the solution would be mathematically consistent with
itself. Furthermore, in some configurations, this inconsistency would cause stability
problems, with the pressure equation struggling to converge to a solution with the
inconsistent variables.
Two apparent fixes are possible for such a problem. The first is removing an
equation, for instance, the Y transport equation. This approach was taken with a
successful result. In the no−Y implementation of Σ−Y , the influence of the turbulent
liquid diffusion flux term is still captured through the chain rule implementation of
the total derivative of density in the pressure equation,
ρ¯∇ · (Up)f = −Dρ¯
Dt
= − ∂ρ¯
∂Y˜
DY˜
Dt
− ∂ρ¯
∂p¯
Dp¯
Dt
− ∂ρ¯
∂T˜
DT˜
Dt
(5.19)
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where
ρ¯
DY˜
Dt
=
Dρ¯Y˜
Dt
− Y˜ Dρ¯
Dt
(5.20)
and
∂ρ¯Y˜
∂t
+
∂ρ¯u˜iY˜
∂xi
= −∂ρ¯u˜
′
iY ′
∂xi
(5.21)
combine together and yield,
ρ¯
DY˜
Dt
= −∂ρ¯u˜
′
iY ′
∂xi
(5.22)
Here the value of Eqn. 5.22 is explicitly set, typically with a Fickian diffusion model.
This restructured solver behaves similar to the previous implementation, except with-
out the mathematical inconsistency. It is currently being used to model impinging
jet sprays.
The problem also could be addressed simply through correcting the inconsistency
at every time step, and thus preventing it from ever developing into anything of
significance. In the 2015 work by Battistoni et al. [8], a similar inconsistency was
discovered in their Eulerian based HRM solver, and this type of explicit correction to
the inconsistency was adopted.
Alternatively, these difficulties can be avoided for high Mach number flows by using
a coupled, density based algorithm. This was done by Pandal et al. in our 2016 IJMF
work [138]. Here we implemented the Σ−Y model in an IMEX-RK3 algorithm. This
approach offers several advantages over the previous segregated PISO construction
from Trask et al. [192] and Garc´ıa-Oliver et al. [64]. For instance, it is easier to
maintain consistency in the coupled approach, as seen in Fig. 5.4. Also, solving
for pressure explicitly improved stability, and greatly improved parallel scalability,
as seen in Fig. 5.5. The benefit of improved scalability is very significant, allowing
for these types of models to solve problems of much greater magnitude through high
performance computing.
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Fig. 6. Computed and measured spray penetration [left] and centerline liquid volume fraction at 500 μs after SOI [right]. 
Fig. 7. Computed and reconstructed liquid volume fraction radial profiles at 500 μs after SOI at axial locations of 0 . 1 mm , 2 mm , and 6 mm downstream of the nozzle exit. 
The tomographic reconstruction is also available for radial pro- 
files at different axial positions, so a more detailed comparison be- 
tween simulations was made in Fig. 7 . Three computed and re- 
constructed liquid volume fraction radial profiles are compared. 
The axial locations are the same as in the case of projected mass 
density analyses ( x = 0 . 1 mm , 2 mm and 6 mm downstream of 
the nozzle exit). It is seen that the radial dispersion at all lo- 
cations is quite similar for both simulations. However, remark- 
able differences are depicted in terms of peak value as previously 
seen in the axial profiles Fig. 6 (right). The most interesting are 
the greatest differences seen at 6 mm downstream, as shown for 
the projected mass density in Fig. 5 , where the IMEX-RK3 im- 
plemented solver clearly outperforms the implicit one. In sum- 
mary, the IMEX-RK3 solver produces a marginally better simu- 
lation due to the better synchronized fields, which can be seen 
in the small differences detected in projected density profiles 
at 6 mm ( Fig. 5 ) and the smoother LVF axial predicted profile 
( Fig. 6 ). 
Finally, the results were used to check the consistency between 
variables. This test uses pressure, volume fraction of liquid, and the 
two pure phase densities to calculate the density. This density rep- 
resents what would be predicted by the equation of state. How- 
ever, conservation of mass is used to calculate the actual density 
in the simulations. 
Fig. 8 shows the percentage discrepancy between the density 
of the equation of state and conservation of mass along a trans- 
verse section. Three curves are shown, each corresponding to three 
different numerical methods for simulating compressible Eulerian 
mixing. The original scheme employed by Trask et al. (2012) made 
Fig. 8. Assessment of consistency between the equation of state and conservation 
of mass. The three methods correspond to the present work, García-Oliver et al. 
(2013) and Trask et al. (2012) , respectively. 
no attempt to maintain consistency between these two densities. 
The second curve represents using an ad-hoc penalty function in 
the pressure equation. This method, employed by García-Oliver 
et al. (2013) , seems to maintain consistency well. However, the 
Figure 5.4: A sessment f consistency b tween the ρ and ρeos. The three methods
c rrespond to the work of Pandal et al. [138], Garc´ıa-Oliver et al. [64], and Trask et
al. [ 92], respectiv ly.
5.4 Transient Needle Motion
The Eulerian HRMFoam solver developed by our group is built upon the foam-
extend open source CFD libraries. These libraries provide a tremendous amount
of utility to the u er, including access to a range of d namic mesh functionality.
HRMFoam had previously been modified to work with these dynamic mesh libraries,
allowing for the modeling of transient needle motion during an injection event.
This was demonstrated in 2012 by Neroorkar et al. [126]. Here, flow through a
multi-hole diesel nozzle was modeled with a laminar, incompressible simulation using
slip walls and upwinding convection schemes. Internal mesh motion was handled
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Fig. 2. Computed and measured profiles of projected mass density [ μg/mm 2 ] at 500 μs after SOI at axial locations of 0.1 mm, 2 mm, and 6 mm downstream of the nozzle 
exit. The different turbulence levels correspond to Table 3 . 
Fig. 3. Speedup comparison between both CFD solvers. 
5.2. Scalability test 
CFD simulations have been conducted making use of the Ex- 
treme Science and Engineering Discovery Environment (XSEDE) 
( Towns et al., 2014 ). Specifically, the computations utilized the 
TACC Stampede system (at The University of Texas at Austin), 
which consists of a 10 PFLOPS (PF) Dell Linux Cluster based on 
6400+ Dell PowerEdge server nodes, each outfitted with 2 Intel 
Xeon E5 (Sandy Bridge) processors. 
In order to investigate the efficiency of the implementations, 
several simulations were conducted using different number of pro- 
cessors (32, 64, 128 and 256). The parallel speedup comparison is 
made against the ideal linear scalability prediction in Fig. 3 . The 
improvement is quite significant; the IMEX-RK3 approach achieves 
extremely good scalability, scaling linearly down to below 18 thou- 
sand cells per core. On the other hand, the previous implicit  − Y 
implementation is not able to scale. 
OpenFOAM and FOAM-extend employ a no-halo paradigm for 
parallelization. This paradigm avoids the complexity of maintaining 
and sharing a set of halo cells that overlap neighboring processor 
domains, but may require more frequent communication between 
processors. Some past tests of OpenFOAM scalability have noted 
poor parallel efficiency ( Cai and Watanabe, 2011; Liu, 2013; Nils- 
son, 2007; Rivera and Fürlinger, 2011 ). None of these works ob- 
served good parallel efficiency beyond 64 processors. Rivera and 
Fürlinger (2011) investigated the parallel efficiency in detail, noting 
that scalability required at least 34,0 0 0 cells per processor. They 
did point out that, with much larger test problems, and with a 
regular block domain that permits simple decomposition, speedup 
with up to 1024 processors has been demonstrated in prior work. 
In the present work, for situations where the number of cells 
per processor is very large, the older solver is faster. For example, 
with only 32 processors, the PISO  − Y treatment is roughly twice 
as fast as the new algorithm. However, with 256 processors, the 
new algorithm is 34 times faster than the PISO algorithm. 
5.3. Accuracy test 
As previously described, the projected mass density of the fuel 
from x-ray radiography measurements conducted at Argonne Na- 
tional Laboratory are used for comparison. From the projected den- 
sity contours, Fig. 4 , it is seen that both simulations can capture 
the fuel distribution in the very near nozzle region (i.e., within 
6 mm ) with both approaches. However, downstream of this axial 
position, especially further than 8 mm , the IMEX-RK3 solver pro- 
duces results that are slightly better in terms of peak value, while 
the radial dispersion of both simulations tend to be over-predicted. 
A more detailed comparison is made along the transverse di- 
rection comparing the simulations and x-ray radiography data in 
Fig. 5 . The results are not dramatically different and only a slightly 
lower peak value can be detected in the case of IMEX-RK3 solver 
predictions in the dense spray region ( 0 . 1 mm , 2 mm ). But the dif- 
ferences at 6 mm start to be noticeable, with a peak value predic- 
tion by the IMEX-RK3 in the range of experimental data while the 
base-solver implementation’s profile tends to over-predict it. These 
contrasts could be expected due to the results depicted from the 
projected density contours ( Fig. 4 ). In terms of radial dispersion, 
the results are matched well by both CFD approaches. 
Apart from the projected mass density variable, a tomographic 
reconstruction of the radiography data for liquid volume fraction 
(LVF) was made by Pickett et al. (2014) . These measurements, pub- 
licly available at ECN (2014) , elucidate the effects on the spray dis- 
persion and the intact core length predictions of CFD models. In 
Fig. 6 , the axial profile of the reconstructed liquid volume fraction 
is compared with CFD computed profiles (right) and a typical char- 
acterization spray parameter such as penetration is also evaluated 
(left). In terms of spray penetration, note in this case that the data 
are given based on two independent data sets: x-ray radiography 
Figure 5.5: Scalability comparis n of PISO based Σ− Y and the IMEX-RK3 imple-
mentation.
with layer ddition and removal and without uniform layer stretching/squeezing. The
minimum needle lift was set to 25 µm, and computed rate of injection profiles were
compared with experimental data. The computational results predicted a significant
influence of needle position on internal flow structure, with low needle lift resulting
in swirling flow within the nozzle sac. In addition, it was observed that hole-to-hole
variation in flow rate was most significant at low needle lift positions.
The mesh motion implementation in HRMFoam, however, still required more
work. For instance, when operating with the compressible implementation of the
solver, artifacts of the mesh motion were produced in the flow field. In addition to
this, the solver was unable to run in parallel with mesh motion routines that utilized
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uniform layer motion or topology change. These issues have been addressed and
their solutions will be discussed within this section. Furthermore, mesh motion best
practices will be covered.
5.4.1 Dynamic Mesh Motion in the FVM
When structuring a transport equation in the finite volume method (FVM), the
motion of faces on each volume must be considered. Eqn. 5.23 is the general form
of a transport equation for a scalar field γ constructed using the Reynolds transport
theorem.
d
dt
ˆ
V
γdV +
˛
S
γ(ua − um) · nˆ dS =
˛
S
qγ · nˆ dS +
ˆ
V
s(γ)dV (5.23)
Here, um is the face velocity and ua is the absolute velocity. The first term represents
the time rate of change of γ in any given volume. The second and third terms represent
the convective and diffusive transport of γ, respectively. The final term represents
a source/sink term. The relationship between the volume rate of change and the
integral of the face velocity must satisfy the space conservation law, Eqn. 5.24 [81].
d
dt
ˆ
V
dV −
˛
S
um · nˆ dS = 0 (5.24)
The first step in adding a dynamic mesh capability to a solver, therefore, is to
restructure each transport equation to account for the mesh velocity in the convective
terms. This had already been done in HRMFoam. The remaining problem in the
algorithm was related to a discretization mistake which will be described in the next
section
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5.4.2 Improving the Dynamic Mesh Implementation in HRMFoam
5.4.2.1 Motion Artifact
An artifact of the mesh motion was visible in the flow field; the expanding cells
had a very slight increase in density, and after layer addition or removal a significant
error in density was generated in the cells involved in the topology change. This can
be seen in the Fig. 5.6. The mesh motion artifact was the result of error introduced
due to the improper discretization of a total derivative term in the pressure equation.
Figure 5.6: Artifact of mesh motion seen in flow field of test case. Left image is before
layer addition and right is after layer addition.
To explain this error, lets first look at the definition of the total derivative using
continuous math. For a scalar field γ(x, t) it is as follows,
Dγ
Dt
=
∂γ
∂t
+ u · ∇γ (5.25)
This equation can also be rewritten as,
Dγ
Dt
=
∂γ
∂t
+∇ · (γu)− γ(∇ · u) (5.26)
Moving from the continuous form of the total derivative to the control volume form
requires that the relative velocity of the control volume be accounted for. This relative
velocity can be different for each surface of the control volume, depending on the mesh
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velocity of the cell faces. It, therefore, is inherently different from the velocity term
used in Eqn. 5.26. To properly account for the change in γ due to a change in the
control volume, the mesh motion should be considered in only the second term of
Eqn. 5.26. It, however, was accounted for in both terms as shown in Eqn. 5.27.
Dγ
Dt
=
d
dt
ˆ
V
γdV +
˛
S
γ(ua − um) · nˆ dS − γ
˛
S
(ua − um) · nˆ (5.27)
Here, the nature of the mistake is quite apparent. Consider, for example, a stationary
flow where γ is uniform and constant but the mesh is moving. As per the space
conservation law, Eqn. 5.24, it is easy to see that the volume change captured by
the first two terms will balance out. The final term, however, also contains this mesh
velocity, making it non-zero. In this form, therefore, γ is not being conserved.
The properly discretized total derivative takes the form seen in Eqn. 5.28. The
interested reader can find a thorough derivation of the material derivative of a moving
control volume in chapter one of [204].
Dγ
Dt
=
d
dt
ˆ
V
γdV +
˛
S
γ(ua − um) · nˆ dS − γ
˛
S
(ua) · nˆ (5.28)
With this form of the total derivative, the mesh motion artifacts were no longer
observed, as seen in Fig. 5.7
5.4.2.2 Flux Correction
A flux correction step was added to the HRMFoam solver to ensure that non-
conservative fluxes do not adversely affect the prediction step of the SIMPLE al-
gorithm. This correction step is common in dynamic mesh solvers, and it occurs
whenever the topology of the mesh changes.
After a topology change, cell centered values are mapped from the old mesh to
the new one. This mapping process cannot be done for fluxes, however, as they are
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Figure 5.7: No artifact of mesh motion seen prior to layer addition (left) or after
(right).
stored on cell faces. The solution includes first calculating the divergence of the flux
field prior to the topology change. After the topology change, this cell-centered value
is then mapped to the new mesh and used in the Laplacian equation shown in Eqn.
5.29.
∇ · 1
ap
∇Pcorr = ∇ · φ0 − (∇ · φ)c (5.29)
Here φ0 is the uncorrected face flux on the new mesh, which is initialized based upon
the mapped cell-centered velocity field. The (∇ · φ)c term is the cell-centered pre-
topology change divergence, the Pcorr is a dummy pressure field which is implicitly
solved in this equation, and ap represents the diagonal coefficients of the matrix, as
further described in [81].
Once this equation is solved, the face flux can then be corrected as per Eqn. 5.30.
φ = φ0 − 1
ap
∇Pcorr (5.30)
The resultant face flux, φ, will then have the same divergence as that of the flux
pre-topology change.
5.4.2.3 Running in Parallel with Topology Change
There was a problem with the HRMFoam solver which caused parallel simulations
to crash. Running a parallel test case in a debugger revealed that the crash was
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occurring during the process of mapping several thermodynamic fields from the old
mesh to the mesh with a new topology. Not all of the thermodynamic fields declared
in the abstract base class inherited by our thermodynamic class were actively used
by our solver. This caused the child processes to be unable to find these variables
during the map fields routine, and this resulted in the program to crashing. The
solution was to use the thermodynamic class to handle all of the fields defined by the
abstract base it inherits. This was not a big code change; it involved relocating when
and where various thermodynamic fields were initialized and calculated. Fixing this
allowed for the add/remove layer mesh motion library designed for HRMFoam to run
in parallel.
5.4.3 Mesh Motion Approaches
5.4.3.1 Laplacian Smoothing
One common method used to obtain a solution for internal mesh motion is to solve
Laplace’s equation for the mesh. This is easy to set up, provides a good solution for
moderate to small deformations, and works with a structured or unstructured grid.
Laplacian smoothing was the approach taken in the ECN spray G study conducted
in section 7.2.
Figure 5.8: Needle seat region of diesel injector after lifting needle 200 µm with
Laplacian smoothing.
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This approach has two drawbacks. First, the cost of the Laplacian solve is not
trivial, especially for large meshes. Thus, it adds to the computational cost of the
solution. Second, it does not work for large deformations. For example, consider Fig.
5.8. Here Laplacian motion was used to lift the spray D needle, and it can be seen
that the mesh quality is starting to deteriorate after only 200 µm of lift.
5.4.3.2 Uniform Layer Motion
An alternative to Laplacian motion is to uniformly stretch and squeeze cell layers
which are adjacent to the moving boundary. The computational cost of this is low,
as motion is based upon a simple mathematical expression. This method can also
handle very large deformations. As seen in Fig. 5.8, the uniform motion results
in very uniform cell layers. Cell aspect ratio, rather than mesh quality, therefore,
becomes the limiting factor when using this approach.
One moderate drawback to uniform layer motion is that it only works with uni-
form, structured layers. While many meshing tools can accommodate this limitation,
it does complicate the meshing process.
5.4.3.3 Layer Addition/Removal
Cases which require large deformations must address the problem of cell aspect
ratios becoming large. This can be done through the addition or removal of cell layers.
While this approach has the same structured grid limitation, if the case starts with
the lifting process and the addition of layers, the resulting mesh will inherently be
structured and readily available for later removal. Layer addition/removal methods
are commonly used for internal engine simulations where large deformations occur due
to the motion of the piston. They are well suited for the internal nozzle simulations
of diesel injectors where needle lifts can be as large as 500 µm [1].
The uniform layer motion and layer addition/removal methods work well together.
Both require uniform layers, and both have similar code structure demands and re-
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quirements. Coupling these methods also provides the added benefit of distributing
and minimizing the errors associated with mapping the flow solution from one topol-
ogy to another.
5.4.4 Mesh Motion Best Practices
First, it is best to initially mesh the geometry with the needle at a low lift position.
This is because the surface normal of a fuel injector needle is not typically parallel
to the direction of needle motion. For this reason, lowering the needle on a mesh
generated at full lift will quickly result in highly skewed cells. To help visualize this
best-practice, see Fig. 5.9.
Figure 5.9: Seat region mesh of diesel nozzle subjected to needle motion. Two meshing
approaches shown. Initial mesh generated at full lift (left-most image), lowered (left-
center image), results in highly skewed cells. Initial mesh generated at low lift (right-
center image), raised (right-most image), results in minimized cell skewness.
Next, generating a mesh at low lift is best done with cells that have a high aspect
ratio in the direction of the flow. This must be done to keep the total cell count
down. A good visualization of this best-practice can be seen in Fig. 5.10.
Finally, if using the layer motion with layer addition/removal approach, it is best
to start with a non-zero number of uniform layers. This is because it allows the
initial mesh motion to be distributed and it reduces and distributes the inherent
mesh-dependency error introduced with the addition of cell layers. For example,
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Figure 5.10: Mesh shown for the region between needle and nozzle wall at 5 µm lift
(left) and 50 µm lift (right) for the ECN spray G injector.
taking this approach will allow for the first topology change to result in the flow
solution being mapped from say 6 cell layers to 7, rather than from 1 to 2.
In this regard, two limitations with the layer addition/removal and uniform motion
libraries developed for HRMFoam were discovered. The first prevents the removal of
a face which is also a processor boundary. The second prevents uniform layer motion
from occurring through processor boundaries. These limitations can be avoided by
never removing cells which were not previously added by the motion routine. This,
however, is also a limitation of its own, i.e. the best-practice described above cannot
be achieved in parallel.
For this reason, a program and script were written to help setup parallel cases in
a way which ensures that all of these limitations are avoided. The process works in
the following way:
• In serial, lower the needle with a mesh motion only solver, removing as many
layers of mesh as desired. These will be built back again in parallel and utilized
for uniform mesh motion at the start of the simulation.
• Decompose the case so that it can be run in parallel.
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• In parallel, lift the needle with a mesh motion only solver, adding as many layers
as had previously been removed.
• Set up the initial fields for the CFD simulation.
5.5 High Pressure Thermodynamic Properties
The thermodynamic class of the HRMFoam solver has been extended to properly
handle high pressure thermodynamic properties. The properties are tabulated before
runtime using the NIST REFPROP database [103]. HRMFoam then reads the table
into memory and utilizes fast lookup/interpolation routines to access the properties
at runtime.
Proper integration of these properties into the solver also required a correction
to the enthalpy equation. The viscous dissipation term was using the fluid viscosity,
while the momentum equation was using the effective viscosity, which accounts for
both the fluid viscosity and the turbulent eddy viscosity. Total energy flux for the
inlet and outlet of a 100 MPa injection n-dodecane test case are shown in Fig. 5.11.
The correction to the enthalpy equation occurs just after 1 ms of runtime, at which
point it can be seen that energy is conserved.
Error in the liquid density was also observed. This is because the density change
of a fluid due to a change in enthalpy can be very significant. HRMFoam was not
accounting for this. A simple and effective change was implemented as can be seen
in Eqn. 5.31.
−ρ∇ · (Up)f = Dρ
Dt
=
∂ρ
∂p
∣∣∣∣
x,h,y
Dp
Dt
+
∂ρ
∂x
∣∣∣∣
p,h,y
Dx
Dt
+
∂ρ
∂y
∣∣∣∣
p,h,x
Dy
Dt
+
∂ρ
∂h
∣∣∣∣
p,x,y
Dh
Dt
(5.31)
Here, the last term accounts for density change due to a change in enthalpy. This term
is calculated upon construction of the property tables, based upon a linear gradient of
the enthalpy and density data. These values are then stored in memory and accessed
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Figure 5.11: Total energy flux through the inlet and outlet of a high-pressure n-
dodecane test case. At 1 ms, the enthalpy equation was corrected to use the effective
viscosity.
using the same interpolation/lookup routines. The results of this fix can clearly be
seen in Fig. 5.12.
Figure 5.12: Density minus liquid density for high pressure n-dodecane test case.
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CHAPTER 6
CASE STUDIES: DIESEL INJECTION
6.1 Σ− Y Simulations of External Diesel Sprays
Over the past decade, the Σ− Y atomization model has been increasing in popu-
larity for the simulation of high Reynolds and high Weber number flow. In the 2013
work by Garc´ıa-Oliver et al. [64], we validated a compressible formulation of this
model using high speed imaging, PDPA, and Rayleigh-scattering measurements. The
solver used in this work also included modeling of fuel vaporization. This work will
be described below, with some passages quoted verbatim from the published work.
6.1.1 Case Setup
This study was conducted on a 2-D axisymmetric computational domain which
spanned 80 mm in the axial direction and 25 mm in the radial. The mesh was
structured with non-uniform grid resolution. There were 10 cells along the orifice
diameter, keeping an aspect ratio close to one in the near-field region, as depicted
in Fig. 6.1. A mesh size convergence study was performed in order to achieve grid
independent results. The grid used in the calculations is comprised of 450 x 80
cells, with a cell expansion ratio of 1.01 and 1.06 in the axial and radial directions,
respectively.
A Gamma NVD scheme was used for discretization of divergence terms and a first
order Euler scheme was applied for time derivative terms. The inlet velocity bound-
ary condition was obtained from mass flow rate and momentum flux measurements,
applying a constant radial profile of axial velocity and density at nozzle outlet. The
turbulent intensity was set to 5% and the length scale to 10% of nozzle diameter.
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Figure 6.1: Computational grid. The inset shows the mesh near the nozzle exit.
The turbulence model used in this study was a modified form of the k-ε model
meant to account for flows with high density ratio [192]. Due to the well-known round
jet spreading overprediction of k- turbulence models, this study first demonstrated
the improvement obtained from using the corrected C1 constant of (1.6) as suggested
by Pope [150], compared to the standard value of (1.44), and then adopted this
correction for the remainder of the investigation.
The LHF evaporation model described in section 5.2.1 was used in the vaporization
section of this study.
6.1.2 Results and Discussion
6.1.2.1 Non-Vaporizing Conditions
A series of experiments with different ambient and injection conditions were sim-
ulated. The range of validity of the model was evaluated by running cases with
lower ambient density (25 and 10 kg/m3) and increased (130 MPa) and decreased
(30 MPa) injection pressures. As shown in Fig. 6.2, the accuracy of spray pene-
tration predictions for high and intermediate ambient densities was similar, though
some differences in centerline velocity results can be observed for ρa=25 kg/m
3 con-
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ditions. Spray penetration was under-predicted for the lower ambient density, and
also centerline velocities were lower than PDPA measurements.
Similarly, the velocity radial profiles shown in Fig. 6.3 show good agreement for
high and medium ambient density, and a significant departure from experiment for
the low ambient density condition. The worst agreement occurs in the low injection
pressure, low ambient density case. Here both Reynolds number and ambient to fuel
density ratio are decreased, potentially having an effect on the spray atomization
regime [154] and compromising the validity of the model assumptions. Here the slip
between phases is more significant and better results could likely be obtained through
Lagrangian tracking for sparse spray regimes [23] or a more detailed model for the
diffusion flux term closure, such as suggested in [10].
6.1.2.2 Vaporizing Conditions
Vaporizing sprays were simulated using the Spray A specifications as the base
case. Results shown in Fig. 6.4 depict good agreement for both liquid and vapor
penetration. In both cases, predictions were within the experimental error interval of
measured values. The accuracy in maximum liquid length predictions confirms that
the evaporation process under Spray A conditions is mainly mixing-controlled.
Predicted vs. measured centerline mixture fraction is shown in Fig. 6.5. Here the
predicted values on the axis always fell within the experimental error interval, except
below 22 mm, where the measuring uncertainty was also larger.
Parametric studies with different injection conditions, as well as with different
ambient density and temperature were also performed. Spray vapor penetration and
liquid length predictions have been summarized in Fig. 6.6 to Fig. 6.8. Trends
of decreasing vapor penetration with decreasing injection pressure and increasing
penetration with decreasing ambient density were captured by the model. In general,
good agreement between calculations and experiments was obtained, with most of the
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Figure 6.2: Spray penetration and centerline axial velocity over a variety of ambient
densities.
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Figure 6.3: Axial velocity radial profiles for Pinj=800 bar (bottom) and ρa = 40kg/m
3
(top) at x=35 mm.
predicted results within experimental uncertainties. The effects of ambient density
and temperature on quasi-steady values of liquid length were also well predicted.
Departures were noticeable at the lowest density conditions, which could be expected
from the non-vaporizing spray results. This agreement also confirms that the LHF
evaporation model is valid over a wide range of operating conditions of current diesel
engines.
6.1.3 Summary
This study demonstrated the ability of the Σ−Y model to capture liquid and vapor
penetration as well as spatial distribution of axial velocity, and fuel mass fraction.
The model is applicable to ambient gas density conditions that are normally present
in Diesel engines, but would be less accurate for very early injection conditions, such
as those found in highly premixed combustion strategies, due to the lower ambient
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Figure 6.4: Computed and measured liquid and vapor penetration. Injector 210677,
Pinj=150 MPa, Ta=900 K and ρa=22.8 kg/m
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Figure 6.5: Centerline mixture fraction with ρa=22.8 kg/m
3.
density. Ambient density conditions in GDI engines are also low. This suggests that
accurate Eulerian modeling of GDI sprays would require a transition to Lagrangian
particle tracking in the near-field of the spray.
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Figure 6.6: Vapor and liquid penetration with Ta=900 K.
6.2 Coupled Internal/External Simulations
In the 2016 work by Desantes et al. [36], we further validated the Σ−Y atomization
model with a focus on near-field internal structure and we investigated the influence
of coupling internal nozzle flow simulations with the downstream spray. A coupled
internal/external simulation was conducted in 3D and in 2D and the results were
compared. Additionally, the 2D coupled internal/external simulation was compared
with two external-only simulations. This work will be summarized below, with some
passages quoted verbatim from the published work.
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Figure 6.7: Computed and measured vapor penetration and liquid length for different
conditions of ambient density.
6.2.1 Experimental data
The Spray A non-evaporating condition of ECN was used in order to evaluate the
model in terms of the near-field structure of diesel sprays. The experiment was con-
ducted with the ambient gas at room temperature (303 K) as the X-ray transparent
polymer windows used cannot be subjected to high temperatures. Nevertheless, the
same ambient density of the nominal evaporating Spray A condition was matched in
order to reproduce similar conditions for the spray breakup process, assuming that
density is a more critical parameter than pressure for atomization [122]. The main
92
700 750 800 850 900 950 1000 1050 1100 1150 1200
6
8
10
12
14
16
18
Ambient Temperature [K]
LL
 [m
m]
Liquid Length Spray A 22.8kg/m3 150MPa
 
 
Experimental
CFD Model
Figure 6.8: Computed and measured liquid length for different conditions of ambient
temperature.
.
Table 6.1: Conditions for non-evaporating
Spray A experiment
Fuel n-dodecane
Ambient composition 100% N2
Injection pressure [MPa] 150
Ambient temperature [K] 303
Ambient density [kg/m3] 22.8
Fuel injection temperature [K] 343
conditions of this experiment are presented in Table 6.1. Further details about the
experimental set-up are provided in [90].
Detailed internal nozzle geometric characterization has been performed for the
injector employed in these experiments, where the main characteristics are presented
in Table 6.2. Do, Di, L and r denote nozzle orifice outlet diameter, nozzle orifice inlet
diameter, length, and inlet radius, respectively. The nozzle convergence is described
by the k-factor, as defined in [113]. Experimental data is based upon measurements
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Table 6.2: Nozzle geometric characteristics for single-hole Spray A ECN injector
Injector Serial# Do[µm] Di[µm] L/Do[-] r/Do[-] k-factor
exit
offset
[µm]
210675 89.4 116 11.5 0.23 2.7 53
taken on injector #210675. Experimental characterization has revealed that the ori-
fice outlet for this nozzle is offset from the nozzle axis.
6.2.2 Case Setup
The 3D geometry used in this work captured the off-center nozzle hole, as depicted
in Fig. 6.9. This computational domain included a cylindrical spray chamber 12 mm
in length and 14 mm in diameter. In Fig. 6.9, the mesh structure can be seen. It
consisted of 2.25 million hexahedral cells with a minimum cell size of 1.5 µm near the
walls inside the nozzle and a maximum cell size of 250 µm far from the orifice exit.
Figure 6.9: Computational grid for three-dimensional Spray A simulations
A 2D axisymmetric mesh with the same geometry dimensions and mesh resolution
as the 3D domain was used and can be seen in Fig. 6.10. There are 89,000 cells with
72 elements at the orifice exit.
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Finally, a 2D axisymmetric computational domain without the nozzle geometry
was considered. This mesh consisted of 20 cells along the orifice diameter, an aspect
ratio close to one in the near-field region, and non-uniform grid resolution consists of
cells with an expansion ratio of 1.01 and 1.06 in the axial and radial directions.
Figure 6.10: Grid used for coupled nozzle-spray simulations
Boundary conditions selected for all the walls of the domains were no-slip. A
non-reflexive boundary condition was used for the outlet and a time varying velocity
condition was used for the inlet. The inlet velocity was obtained from mass flow rate
and momentum flux measurements.
The k- turbulence model was used. The turbulent intensity was set to 5% and
the length scale to 10% of the inlet length. Due to the well known round jet spreading
overprediction of k- type models [150], a corrected value (1.60) for C1 was used, as
indicated in [64]. Pope [150] has previously suggested that the latter value should be
used for round jets. The liquid turbulent flux closure [10] was calculated by means
of a gradient closure, the discretization of the divergence terms was solved with a
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Gamma NVD scheme, and a first order Euler scheme was applied for time derivative
terms.
6.2.3 Results and Discussion
6.2.3.1 3D vs 2D Coupled Simulations
The first study conducted was a comparison of the coupled 3D and 2D simulations
to the experimental data. Obviously, only the 3D geometry is capable of capturing the
experimental asymmetries. However, investigating the effectiveness of 2D simulations
is of interest because of the benefit of reduced computational cost.
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Figure 6.11: Projected density distributions from X-ray data (top), 2D CFD simula-
tion (middle), and 3D CFD (bottom) [µg/mm2] at 500 µs after SOI
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From the projected density contours it is seen that the simulations can capture the
fuel distribution in the very near-field region (i.e., within 6 mm) with both meshes.
Downstream of this axial position, the radial dispersion of simulations tend to be
over-predicted.
The projected density along the transverse direction comparing the simulations
and X-ray radiography data is shown at 0.1 mm, 2 mm, and 6 mm downstream of
the nozzle exit in Fig. 6.12. The 3D computational profiles shown in this figure were
made along the transverse directions Y and Z, respectively. The profiles in both 3D
directions are essentially identical; however, the profile which corresponds to the Y
axis is shifted due to the off-center nozzle position. At the three axial positions, a
very similar density profile is predicted by the model independent of the used grid.
Comparing the CFD predictions with the experimental measurements, the largest
differences can be observed at 6 mm. Here projected density is well matched in terms
of radial dispersion but over-predicted in terms of peak value.
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Figure 6.12: Computed and measured profiles of projected mass density [µg/mm2] at
500 µs after SOI at axial locations of 0.1 mm, 2 mm, and 6 mm downstream of the
nozzle exit
As explained in [209], the mass distribution data can be used to describe the trends
in the axial spray velocity under steady-state conditions. This is done by means of
the TIM, which is inversely proportional to the mass-averaged axial spray velocity at
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any given axial location. Thus, the relative velocity can be obtained by normalizing
the TIM at any location with the TIM at the nozzle exit. This is used to compare the
axial spray velocity profile along the axis among the simulations and X-ray data. Fig.
6.13 shows the predicted results of simulations, using the two different computational
domains, compared with measurements. The relative velocity profiles for both 2D
and 3D computations are essentially identical, which shows that 2D simulations are
adequate if nozzle asymmetry does not need to be captured. Compared with the
experimental profile, the relative velocity is increasingly under-predicted with axial
position, with a noticeable divergence occurring at 3 mm and 6 mm.
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Figure 6.13: Computed and measured mass-average spray velocity along the axis at
500 µs after SOI
Overall, the Σ − Y model provides modest agreement with experimental data
and can capture the trend of the internal structure of a diesel spray fairly well in
the near-field. This is shown in the projected density profiles as well the relative
velocity profiles. Beyond 6 mm downstream of the nozzle exit, the peak projected
mass density is over-predicted. Furthermore, it is clear that the 2D axisymmetric
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domain is completely capable of predicting satisfactory results when asymmetry is
not present at the nozzle. As a result, the following simulations, conducted in order
to evaluate different turbulence models, have been made using this mesh.
6.2.3.2 2D Decoupled Simulations
Next, two more simulations were conducted using the 2D axisymmetric compu-
tational domain without the nozzle geometry. The first simulation was conducted
using the fields obtained at the nozzle exit in the 2D coupled simulation as an inlet
boundary condition. To do that, the mapped boundary condition of OpenFOAM was
used. The other simulation was made without any influence of internal flow simula-
tion. The inlet boundary condition was a top-hat (TH) radial profile of axial velocity
obtained from mass flow rate and momentum flux measurements [143]. In this case,
the turbulent intensity and the length scale were taken as area-averaged values at
nozzle exit from coupled simulation.
Here, the analysis is started with the projected density along the transverse direc-
tion comparing the simulations and X-ray radiography data at 0.1 mm, 2 mm, and 6
mm downstream of the nozzle exit in Fig. 6.14. This figure shows the profiles of the
2D coupled simulation (as reference) against the profiles achieved with the decoupled
ones. The radial dispersion of all profiles is quite similar. When comparing peak
projected density, the profiles predicted with the flat inlet velocity profile performed
slightly worse, under-predicting at 0.1 mm and over-predicting at 6 mm.
In Fig. 6.15 the relative velocity axial profile as derived from TIM is shown.
Once again, the three profiles are quite similar and the trends are well captured. The
coupled simulation achieved the best match with the experimental measurements and
predicted a less diffusive spray as indicated by slower relative velocity decay.
To study the influence of the internal flow simulation on penetration and liquid
volume fraction (LVF) field, the simulations conducted using the mesh without the
99
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Fig. 8. Computed and measured mass-average spray velocity along the axis at 500 μs after SOI.
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Fig. 9. Computed and measured profiles of projected mass density [μg/mm2] at 500 μs after SOI at axial locations of 0.1mm, 2mm, and 6mm downstream of the nozzle
exit for different types of 2D simulations.
one that is capable of matching the experimental measurements.
Then both simulated curves tend to the same values. In terms of
profiles of liquid volume fraction on the axis, it must be noted
that experimental measurements are available only within the first
12 mm. This measurements, available at Pickett (2014), are made
by a tomography reconstruction of radiography data for liquid vol-
ume fraction (Pickett et al., 2014). The decoupled simulation, with
the nozzle profile derived from the coupled calculations, clearly
performs better being able to match exactly the decay of the liq-
uid volume fraction and predicting an intact liquid core (LVF >0.9)
almost in the range estimated by recent analyses in (Pickett et al.,
2014). The differences in near-nozzle liquid volume profiles should
be caused by using top-hat nozzle outlet profiles instead of those
from coupled nozzle internal and external flow calculations.
The tomography reconstruction is also available for radial pro-
files at different axial positions, so a more detailed comparison
between this two simulations was made in Fig. 12. Three com-
puted and reconstructed liquid volume fraction radial profiles are
compared. The axial locations are the same as in the case of
projected mass density analyses (x = 0.1 mm, 2 mm and 6 mm
downstream of the nozzle exit). The radial dispersion at all loca-
tions is seen to be quite similar for both simulations. However, re-
markable differences for the top-hat profile case can be observed
in terms of the peak value, in agreement with Fig. 11 (right).
Largest discrepancies appear at 6mm and further downstream in
comparison with the ones previously seen in terms of projected
mass density in Fig. 9, accounting for the effects of the internal
nozzle flow in the near nozzle region of the spray.
All these results, concerning the internal nozzle flow simula-
tion effects in the developing of the first millimeters of the spray
can be also seen in terms of velocity. In Fig. 13, the axial veloc-
ity at three different locations for both CFD simulations is shown.
The simulation using the internal nozzle flow outlet profiles pre-
dicts a higher axial velocity in the near-field, which progressively
decays till matching the predictions of the top-hat profile simula-
tions from 6 mm downstream. This result indicates that the effects
of the nozzle exit profiles obtained with a coupled simulation, have
some impact only in the near-field region, while predictions for the
far-field are almost the same as the ones made by a simulation
with a flat inlet radial profile.
To sum up this final study, a lower accuracy in the near re-
gion (i.e., within 10 mm) is achieved by the simulations without
Figure 6.14: Computed and measured profiles of projected mass density [µg/mm2] at
500 µs after SOI at axial locations of 0.1 mm, 2 mm, and 6 mm downstream of the
nozzle exit for different types of 2D simulations
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Fig. 10. Computed and measured mass-average spray velocity along the axis at 500 μs after SOI for different types of 2D simulations.
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Fig. 11. Spray penetration [left] and computed centerline liquid volume fraction at 1 ms after SOI [right] for different types of 2D decoupled simulations.
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Fig. 12. Computed and reconstructed liquid volume fraction radial profiles at 1 ms after SOI at axial locations of 0.1 mm, 2 mm, and 6 mm downstream of the nozzle exit
for different types of 2D decoupled simulations.
Figure 6.15: Computed and measured mass-average spray velocity along the axis at
500 µs after SOI for different types of 2D simulations
internal nozzle geometry have been run to a time of 3 ms after start of injection. In
Fig. 6.16 spray penetration (left) and predicted centerline LVF profiles (right) are
compared. In terms of spray penetration, the top-hat simulation over-predicts during
100
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Fig. 10. Computed and measured mass-average spray velocity along the axis at 500 μs after SOI for different types of 2D simulations.
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Fig. 11. Spray penetration [left] and computed centerline liquid volume fraction at 1 ms after SOI [right] for different types of 2D decoupled simulations.
−0.1 −0.05 0 0.05 0.1
0
0.2
0.4
0.6
0.8
1
1.2
1.4
L
iq
u
id
 V
o
lu
m
e
 F
ra
c
ti
o
n
 [
−
] x=0.1mm
−0.2 −0.1 0 0.1 0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Radial Distance [mm]
x=2.0mm
Experimental
CFD Decoupled
CFD Decoupled TH
−1 −0.5 0 0.5 1
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
x=6.0mm
Fig. 12. Computed and reconstructed liquid volume fraction radial profiles at 1 ms after SOI at axial locations of 0.1 mm, 2 mm, and 6 mm downstream of the nozzle exit
for different types of 2D decoupled simulations.
Figure 6.16: Spray penetration [left] and computed centerline liquid mass fraction at
2 ms after SOI [right] for different types of 2D simulations
the first .5 ms of simulation, after which both simulated curves perform well. In terms
of LVF on the axis, the decoupled simulation, with the nozzle profile derived from
the coupled calculations, performs better than the top-hat decoupled case, exactly
matching the decay of the liquid volume fraction and predicting an intact liquid core
(LVF > 0.9) almost in the range estimated by recent analyses in [].
6.2.4 Summary
The Σ − Y Eulerian atomization model has been applied to the study of direct
injection diesel sprays, with a focus on reproducing the internal structure of a diesel
spray in the near-field. Calculations have been validated against X-ray radiography
measurements of non-evaporating Spray A condition of ECN, conducted at Argonne
National Laboratory.
3D and 2D coupled internal/external flow simulations were compared. Both simu-
lations produced qualitatively and quantitatively good agreement with the experimen-
tal data, showing that unless asymmetries are present in the nozzle, 2D simulations
are adequate.
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Additionally, external spray simulations were run without the internal nozzle flow.
In one case, the inlet boundary condition was taken from the coupled simulation and
in the other a top-hat velocity profile obtained from mass flow rate and momentum
flux measurements was applied at the nozzle outlet. Here performance was similar,
with the top-hat simulation slightly under-performing when compared to the other
decoupled simulation and the coupled simulation. Therefore, an interesting conclusion
of this study is that when ROI and momentum flux measurements are available, and
no cavitation is involved, internal flow modeling provides only marginal benefit and
a two-dimensional external study is perhaps sufficient.
6.3 Simulating the ECN Spray D Converging Nozzle
Simulations were conducted to investigate the influence of transient needle motion
and internal nozzle flow on a converging diesel injector. The influence of flash-boiling
conditions was also investigated using n-pentane fuel at elevated temperatures. Rate
of injection and momentum flux profiles were considered and results were compared
to an experimental hydraulic characterization study conducted by Payri et al. [144].
Furthermore, localized and mass flux averaged fuel temperatures were analyzed and
a thermodynamic analysis was conducted to inform the CFD results.
6.3.1 Case Setup
Two 3D meshes were used. There were both based upon the same topology
which consisted of the internal nozzle with a ∼2.5 mm outlet plenum. One mesh
was intended for static, full lift simulations and the other for dynamic needle motion.
Cell count and structure were similar. The static simulations were conducted first and
used for the hydraulic characterization which required only a steady-state solution.
The internal nozzle was based upon an axisymmetric radial profile obtained through
commercial CT measurements [1]. The exit diameter of the domain was equal to
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the nominal specification of 186 µm and boundary layer cells were used to allow for
log-law wall functions to model the turbulent boundary layer.
For the dynamic mesh simulations, an in-house layer addition and removal library
with uniform layer expansion and contraction was used to capture the needle motion.
The initial needle lift was ∼10 µm and the mesh consisted of 676k cells prior to the
first layer addition. At peak needle lift 410 µm, 15 layers were added to the mesh,
increasing the cell count by 195k. A linear needle lift velocity of 1 m/s was imposed
from 10-410 µs, and a linear needle drop of 1 m/s was imposed from 610-1020 µs.
Simulations therefore ran for around 1015-1016 µs, at which point the needle lift was
less than 10 µm and the solver would crash as a result of high cell aspect ratios and
non-orthogonality.
The target conditions chosen for the CFD study are described in Table 6.3. The n-
dodecane target conditions are intended to match those of the Payri et al. study [144].
The n-pentane conditions are identical to those chosen for the flashing parameter
study conducted on axisymmetric GDI nozzles, described in detail in section 7.1.
Table 6.3: Conditions for the CFD simulations.
Fuel Pa/Ps ∆P Utheo Pa Ta Texit
[-] [MPa] [m/s] [kPa] [K] [K]
n-dodecane 12,146 150 631 6,000 300 343
n-dodecane 12,146 100 511 6,000 300 343
n-dodecane 12,146 50 350 6000 300 343
n-pentane 0.8 20 268 326 300 357
n-pentane 0.3 20 268 122 300 357
For the CFD simulations, the mass flow rate and momentum flux were calculated
using swak4Foam libraries to integrate the fluxed values across a set of cell faces at
the outlet of the nozzle. Experimentally, the mass flow rate was obtained through
the Bosch method, described in Ref. [145], and momentum flux was measured using
a device designed by CMT-Motores Te´rmincos, described in Ref. [143]. These exper-
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imental data were there basis of the Payri et al. work published in Fuel [144], and
they are used here with permission from Professor Raul Payri from CMT-Motores
Te´rmicos. The ideal velocity used to calculate the discharge and velocity coefficients
was obtained through Eqn. 6.1 which is based upon a compressible conservation of
energy analysis.
Uideal =
√
2
(
P1
ρ1
− P2
ρ2
)
(6.1)
The SST k-ω RANS model turbulence model was used. Fuel compressibility was
based upon the fuel properties provided by NIST and the ideal gas law was used to
account for NCG compressibility. Fluid mixture properties were based upon a volume
average of the liquid, vapor, and non-condensable gas components.
6.3.2 Results and Discussion
6.3.2.1 Hydraulic Characterization
The discharge, area, and velocity coefficients from the CFD simulations and from
experiment are shown in Figs. 6.17-6.19. A slight degree of nozzle-to-nozzle vari-
ability is exhibited amongst the experimental data. This variability is likely due
to manufacturing imperfections resulting in differences between the nozzles in terms
of surface roughness as well as hole size and shape. Furthermore, the variability in
Cd and Ca is compounded by inaccuracies in measurement of the nozzle diameter,
whereas Cv depends purely on experimental measurement of the mass and momentum
flux.
The discharge coefficients from the CFD simulations agree well with those from
experiment. The trend of increasing Cd with increasing Reynolds number is captured
for the n-dodecane simulations. However, this trend does not continue for flash-
boiling cases. Here, although the injection pressures are lower, the Reynolds numbers
are higher because n-pentane has a much lower viscosity than n-dodecane. The reason
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Figure 6.17: Coefficient of discharge plotted against Reynolds number. Experimental
data from Payri et al. [144] labeled by nozzle serial number. The n-dodecane simula-
tions labeled CFD, the mild-flashing simulation labeled CFD MF, and hard-flashing
CFD HF.
these flash-boiling cases have lower Cd values becomes clear when analyzing their area
coefficients.
For the flashing cases, area coefficients are significantly lower. This is due to the
presence of vapor at the nozzle exit reducing the effective exit area, as seen in Fig.
6.20. Coefficient of area values for the n-dodecane simulations agree well with those
from experiment. The slight trend of increasing Ca with increased Reynolds number
is captured. This is the result of turbulent momentum exchange causing a more
uniform exit velocity profile.
Finally, when considering the velocity coefficients, it can be seen that the n-
dodecane cases agree well with experiment, matching the trend of increasing Cv with
increasing Reynolds number. As turbulence becomes more and more developed with
increasing Reynolds number, this trend is expected to plateau, as Cv cannot exceed
unity without the system violating the conversation of energy. This plateau in the
trend is observed here, with the flashing cases having high and essentially identical
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Figure 6.18: Coefficient of area plotted against Reynolds number. Experimental data
from Payri et al. [144] labeled by nozzle serial number. The n-dodecane simula-
tions labeled CFD, the mild-flashing simulation labeled CFD MF, and hard-flashing
CFD HF.
velocity coefficients. The similarity in the flashing velocity coefficients is interesting
because it shows that the reduced discharge coefficient of the hard-flashing case is
entirely the result of area losses.
6.3.2.2 External Flashing
While diesel injection never occurs into low ambient pressures, it is interesting to
observe the influence of external flashing on an axisymmetric, converging nozzle. The
influence is observed in two ways. First, as seen in Fig. 6.20, it results in a small
amount of vapor generation at the nozzle exit. This results in a reduction in the area
coefficients. As expected, the reduction is more significant is the hard-flashing case.
Second, the spray angle is shown to increase with a decrease in the Pa/Ps ratio. This
is shown in Fig. 6.21.
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Figure 6.19: Coefficient of velocity plotted against Reynolds number. Experimental
data from Payri et al. [144] labeled by nozzle serial number. The n-dodecane simula-
tions labeled CFD, the mild-flashing simulation labeled CFD MF, and hard-flashing
CFD HF.
Figure 6.20: Steady-state vapor volume fraction at exit of nozzle for mild-flashing
case (left) and hard-flashing case (right).
The spray angles observed here are essentially identical to those observed in the
2D parameter study conducted in section 7.1, with a value of 25◦ for the Pa/Ps ratio
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Figure 6.21: Influence of flash-boiling on spray D injection for mild-flashing case (top)
and hard-flashing case (bottom).
of 0.3. This is an interesting result because it indicates that for for these types of
axisymmetric nozzles, the diffusion of the spray is independent of the nozzle type and
driven by the flash-boiling effects.
6.3.2.3 ROI and Momentum Flux
The rate of injection and rate of momentum flux from the four simulations can
been seen in Figs. 6.22. Here it can be seen that the needle position has little to no
effect on the magnitude of the mass and momentum flux beyond a lift of 100 µm.
While the rate of swept volume by the needle is significant, 2 g/s for this nozzle, the
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effect of this swept volume is felt less and less at the nozzle exit as the needle lift
increases.
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Figure 6.22: Rate of injection (top), rate of momentum flux (middle), and needle lift
(bottom) for the four simulations.
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The influence of the needle lift, however, should not be overlooked. At the very
beginning of an actual injection event, for instance, the effects of this swept volume
are fully felt at the nozzle outlet resulting in a brief but potentially significant back-
flow into the nozzle. Furthermore, at the end of an injection event, the closing of the
needle results in extremely low sac pressures as the momentum in the nozzle pulls
against the now sealed injector seat, similar to the fluid hammer effect in pipe flow.
A very slight and high frequency oscillation in the rate of injection can be observed
when the needle reaches peak lift at 410 µs. This oscillation then persists throughout
the remainder of the simulations. This oscillation is caused by pressure waves ini-
tialized by the instantaneous change in needle velocity reflecting around the internal
geometry. Such pressure waves likely exist in a physical injection process where the
needle velocity can quickly change and with it the fundamental characteristics of the
system.
6.3.2.4 Internal Flow
The seat region of spray D geometry was intentionally designed to mitigate the risk
of internal cavitation damage. This was done by adding a divergence in the needle and
nozzle walls directly after the seat. This divergence causes some interesting internal
flow features at the beginning and end of the injection event.
Low needle lift causes fuel to flow past the needle seat at very high velocities.
Upon reaching the divergence in the geometry, the CFD simulations predict that the
fuel flow tends to stick to either the surface of the nozzle or the needle. This behavior
is observed whenever the needle lift is less than 200 µm and can be seen in Fig. 6.23.
The flow here is exhibiting the Coanda effect, which is the tendency of the fluid flow
to remain attached to a convex surface. It is caused by a localized low pressure along
the convex wall which is the result of momentum exchange between high speed jet
and the low speed fluid near the convex surface. This low pressure then turns the
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Figure 6.23: Coanda effect observed at low needle lift during the beginning (top) and
end (bottom) of injection.
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flow towards the wall, at which point a boundary layer develops and the flow becomes
attached. As the needle lift increases, so does the speed of the upstream flow, resulting
in boundary layer separation and the termination of the Coanda effect.
This interesting internal flow dynamic has no measurable effect on the external
spray. This is because the long converging nozzle results in a fairly uniform exit
condition. In a cavitating nozzle with sharp inlet corners, however, these internal
dynamics may play a large role on the behavior of the spray. It has been shown
that the directionality of the flow upstream of the sharp inlet corner can significantly
influence the cavitation and turbulence which is generated in the nozzle [6]. An
interesting outcome of a future study will be observing the influence of these internal
flow dynamics on the ECN spray C injector, which shares the nozzle wall and needle
topology, while having a sharp, cavitating inlet corner.
6.3.2.5 Fuel Temperature Analysis
Although upstream fuel temperature can be measured experimentally, it is difficult
to characterize the temperature change which occurs as the fuel passes through the
nozzle. These temperature changes may influence the characteristics of the spray; the
study of Pei et al. suggests that fuel temperature has a profound impact on liquid
length [148]. For this reason, a fuel temperature study was conducted, first through a
thermodynamic conservation of energy analysis, and then through CFD simulations.
The steady-state mass flux averaged temperature of a fluid exiting a nozzle can be
estimated through a simple thermodynamic conservation of energy analysis. Assum-
ing that the nozzle walls are no-slip and adiabatic, the total energy entering the nozzle
will be equal to the total energy exiting the nozzle. This total energy is comprised
of internal energy, pressure-volume potential energy, and kinetic energy. Assuming
negligible kinetic energy at the inlet yields Eqn. 6.2.
e1 + p1v1 = e2 + p2v2 + 0.5U
2
2 (6.2)
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Figure 6.24: Temperature change of n-dodecane subjected to a pressure drop. Based
upon a control-volume energy analysis of steady-state flow with no-slip, adiabatic
walls and varying degrees of realized kinetic energy.
Using a highly accurate equation of state, such as the one developed by Lemmon
and Huber [102], a range of expected fuel exit temperatures can be then be derived,
as seen in Fig. 6.24. Here temperature changes across a 150 to 6 MPa pressure
drop are shown for processes of varying efficiency. Efficiency is quantified here by a
velocity coefficient, representing what percentage of the ideal velocity derived by Eqn.
6.1 is achieved. The JT curve stands for Joule-Thompson, which corresponds to the
temperature change experienced through an adiabatic throttling process where none
of the pressure drop is realized into kinetic energy. This is equivalent to a coefficient
of velocity equal to zero. The ideal curve stands for the expansion process in which all
of the pressure-volume potential energy is converted into kinetic energy and e1 = e2.
A curve is also shown for isentropic expansion, showing that even the “ideal” path
results in slight generation of entropy and increase in temperature.
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The viscous heating effect shown by the JT curve can be quite significant, resulting
in a 58 K increase across a 150 MPa pressure drop. An equivalent analysis for a 300
MPa pressure drop predicts a 116 K temperature rise. When a pressure drop is used
to generate kinetic energy, as it is in a fuel injector, the temperature change can
be much more mild and even decrease in some circumstances. This suggests that
the bulk flow of the fuel in the center of the nozzle hole may experience a decrease
in temperature compared to the inlet, while the slower regions of the flow near the
boundary will experience a great deal of viscous heating and temperature increase.
Figure 6.25: Temperature change at the nozzle exit for the 50 MPa (left) and 100
MPa (center) and 150 MPa (right) n-dodecane simulations.
The CFD simulations conducted confirm this analysis and provide insight into
the magnitudes and locations of these temperature changes. As shown in Fig. 6.25,
compared to the inlet fuel temperature, the nozzle exit temperature for the 150 MPa
spray D simulation predicts a 32 K increase in the boundary layer and a 19 K decrease
in the bulk flow, a 25 K increase in the boundary layer and 13 K decrease in the bulk
flow are predicted for the 100 MPa case, and a 14 K increase in the boundary layer
and 7 K decrease in the bulk flow are predicted for the 50 MPa case.
At the end of the injection event, as the needle closes, significant local heating of
the fuel is observed in the seat region of the nozzle. This is shown in Fig. 6.26. This
viscous heating effect will have an influence on vapor generation within the sac after
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Figure 6.26: Temperature in the nozzle seat region at the end of injection for the 100
MPa target case.
the needle closes, with the hot regions of the fuel potentially dictating the location of
vapor formation.
6.3.3 Summary
First, an analysis was conducted on velocity, discharge, and area coefficients using
steady-state mass and momentum flux measurements from the CFD simulations and
from the experimental data used in Ref. [144]. The agreement demonstrated between
experiment and simulation was very good.
The influence of flash-boiling was then investigated through simulations of n-
pentane into low ambient pressure. Flash-boiling is also shown to decrease Cd and Ca
while having no influence on Cv. A Pa/Ps ratio of 0.8 is shown to have little influence
on the spray angle, while a ratio of 0.3 dramatically increases the spray cone angle
to a 25◦. As will be shown in section 7.1, the influence of flash-boiling here is very
similar to that observed in 2D axisymmetric, sharp inlet corner nozzles.
Rate of injection and momentum flux profiles were investigated for simulations
with transient needle lift. Needle motion was found to have little influence on the
ROI beyond 100 µm of lift. At needle lifts below 200 µm, the internal flow exiting the
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needle seat region exhibits the Coanda effect, demonstrating a tendency to attach to
either the wall of the nozzle or needle.
Finally, fuel temperatures at the nozzle exit and within the seat region of the
nozzle at low lift are shown and a thermodynamic analysis was conducted to inform
the CFD results. Significant viscous heating occurs at low needle lift at the end of
injection, resulting in fuel temperatures in excess of 400 K. These heating effects
would be increased at higher injection pressures.
6.4 Conclusions
The studies conducted with the Σ − Y atomization model demonstrate that ex-
cellent density distribution, penetration, and velocity profile results can be obtained
for a wide variety of injection conditions. The coupled internal/external investigation
showed that modeling the internal flow provides only a marginal benefit when the
injector is symmetric, non-cavitating, and highly turbulent. Under these conditions,
the nozzle outlet flow can be approximated without actually simulating the internal
flow. This is not the case, however, when the injector is cavitating or asymmetric, and
here Eulerian CFD modeling is a powerful tool for linking the influence of internal
flow to the external spray.
The simulations conducted on the spray D geometry illuminated the influence
of transient needle motion on a converging diesel injector. They showed that the
magnitude of the rate of injection and momentum flux are not influenced by the
needle position once it lifts beyond 100 µm. Viscous heating is shown to create hot
boundary layers along the nozzle walls during injection, and at low needle lift the
viscous heating in the needle seat region is very high. A simple thermodynamic
energy analysis in conjunction with an accurate equation of state is shown to be able
to produce accurate mass flux averaged exit temperatures.
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CHAPTER 7
CASE STUDIES: GASOLINE DIRECT INJECTION
In recent years there has been a trend in the automotive industry towards the
use of GDI engines. This injection configuration allows for more control over the
combustion process, which leads to increased fuel economy. While GDI engines have
developed significantly since their inception, there is still work to be done. The
desire to further reduce emissions and maximize fuel efficiency demands continued
improvement.
The geometries of GDI injectors are typically quite elaborate; multi-hole stepped
valve covered orifice (SVCO) injectors are common. This, in conjunction with the high
injection pressures, leads to turbulent flows which often exhibit slight asymmetry and
hole-to-hole variation as they leave the nozzle [22, 184]. Furthermore, as the liquid
fuel is injected it can undergo phase change through cavitation, flash-boiling, and/or
evaporation. Significant research has been done to understand the highly turbulent,
cavitating, and evaporating sprays present in direct injection (DI) diesel engines, and
while there is some overlap between diesel DI and GDI, it is the added factor of phase
change through flash-boiling that makes GDI research especially challenging.
This chapter will cover two CFD studies conducted to investigate GDI injection.
First, a 2D parameter study is discussed, addressing the influence of counterbore
depth, flashing intensity, and injection pressure on simple axisymmetric geometries.
Then, a detailed 3D SVCO geometry is considered at both mildly flashing and non-
flashing conditions. Here the internal flow dynamics and their influence on the near-
field spray are investigated.
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7.1 2D Axisymmetric Parameter Study
Modern GDI injectors contain multiple nozzle holes. This means that each nozzle
hole is typically asymmetric in regards to the upstream sac geometry and fluid flow.
In order to simply the factors influencing the downstream spray, experiments and
simulations are often conducted on single-hole axisymmetric geometries. This is the
approach taken here. In order to better understand the influence of counterbore
depth, (Ps/Pa) ratio, and pressure drop on direct injection sprays, a parameter study
was conducted using a diffuse interface, Eulerian CFD solver.
7.1.1 Case Setup
Three axisymmetric nozzles were tested and they are displayed in Fig. 7.1. The
nozzle hole diameter and counterbore diameter are 167 and 390 µm respectively.
These dimensions are similar to that of the multi-hole ECN spray G SVCO nozzle.
On each of these nozzles, 6 simulations were conducted. These are outlined in Table
7.1.
Figure 7.1: Three nozzles geometries tested with varying counterbore depths.
The simulated fuel was n-pentane at 84 ◦C. At this temperature, the saturation
pressure is 407 kPa. The turbulence model used was the SST k-ω RANS model, and
the simulations were run until they reached steady-state.
7.1.2 Results and Discussion
The results from the parameter study in terms of Cd vs. Pa/Ps ratio are shown
in Fig. 7.2. It is interesting to observe that the curves for the 20 and 5 MPa pressure
drop cases intersect, with the 20 MPa pressure drop simulations being more efficient
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Table 7.1: Conditions for the 6 simulations conducted on each of the three axisym-
metric geometries.
Pa/Ps ∆P Utheo ρa Pa
[-] [MPa] [m/s] [kg/m3] [kPa]
1.5 20 268 6.9 611
0.8 20 268 3.7 325
0.3 20 268 1.4 122
1.5 20 134 6.9 611
0.8 20 134 3.7 325
0.3 20 134 1.4 122
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Figure 7.2: Coefficient of discharge plotted against the Pa/Ps ratio.
under hard-flashing conditions and less efficient in mild-flashing and non-flashing
conditions.
Fig. 7.3 provides some insight into this result. Here Cd is plotted against the
square root of the Kcav non-dimensional number. According to the one-dimensional
cavitating flow model introduced by Nurick [131], one would expect the discharge
coefficient to vary linearly with this term, as per equation, 7.1. Nurick’s model
assumes a constant contraction coefficient of 0.62 for round nozzles with a sharp
inlet.
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Cd = Cc
√
Kcav (7.1)
It appears, however, that the contraction coefficient is neither constant nor equal
to 0.62 for these simulations, but rather a function of the magnitude of the pressure
drop. This is not surprising for two reasons. First, the flow here is flash-boiling.
Second, the liquid flow in these simulations is largely isolated from the nozzle walls
by the vapor generated at the inlet corner. The analysis conducted by Nurick assumed
the flow was cavitating and that the liquid had re-attached to walls prior to exiting
the nozzle [131]. His model therefore, do not apply to these simulations.
It should be noted that nozzle 3, which does not have a counterbore, has the
lowest discharge coefficients. This is because the nozzle effectively has a larger l/d,
allowing for greater re-attachment of the flow and more viscous loss.
The spray cone angle was calculated by determining the angle below which 95%
of the fuel mass exits the domain. These results are shown in Fig. 7.4. Here it can be
seen that the Pa/Ps ratio of 0.3 results in hard flashing and an increase in the spray
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Figure 7.4: Spray cone angle plotted against Pa/Ps.
angle. This increase is more dramatic in the 5 MPa pressure drop cases, where flow
velocities are lower and the acceleration due to flash-boiling is able to more effectively
change the direction of the spray.
It is interesting to note that the spray angle changes very little from the 1.5 to
0.8 Pa/Ps ratio cases. This is because the decrease of Pa/Ps from 1.5 to 0.8 not
only causes a mild flashing effect, but it also results in a decrease in ambient density.
The decrease in ambient density serves to decrease the spray angle and the onset of
flash-boiling serves to increase it. Under these conditions, the two competing effects
appear to balance one another out.
An overview of the simulations conducted can be seen in Figs. 7.5 and 7.6. In Fig.
7.5, the influence of a change in back pressure can be seen as the 20 MPa pressure
drop cases on nozzle 1 are shown with all three Pa/Ps ratios. Note that in all of
these cases, ambient gas is ingested into the counterbore. Fig. 7.6 shows the hard-
flashing, Pa/Ps of 0.3 cases under a pressure drop of 5 MPa. Here it can be seen
that the counterbore has little influence on the spray angle. It is interesting to note,
however, that the spray under these conditions contacts the counterbore of nozzle 1,
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Figure 7.5: The three 20 MPa pressure drop cases on nozzle 1 for non-flashing (top),
mild-flashing (middle), and hard-flashing (bottom) conditions.
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Figure 7.6: The 5 MPa pressure drop, hard-flashing cases on nozzles 1 (top), 2 (mid-
dle), and 3 (bottom).
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Figure 7.7: Recirculating flow observed in the in counterbore of nozzle 1 under hard-
flashing conditions and a 5 MPa pressure drop.
resulting in recirculating vapor flow within the counterbore, as shown in Fig. 7.7.
Predicting and preventing fuel contact with the counterbore may be an important
step in preventing fouled nozzles as liquid fuel residue on the nozzle tip can result in
carbon buildup.
7.1.3 Summary
This parameter study has shown the following:
• Flash-boiling increases the spray angle under hard flashing conditions.
• The influence of mild flashing is not seen in the near-field in terms of spray
angle, as the change in ambient density serves to balance the flashing effect.
• A decreased in Pa/Ps results in a decrease in the discharge coefficient.
• Similar to what is expected from 1D cavitating flow analysis [131], a linear
dependence of Cd on
√
Kcav is shown. Under these conditions, however, Cc
does not appear to be constant, but rather a function of Reynolds number.
• The presence of a counterbore has little influence on symmetric, sharp inlet
nozzles.
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7.2 Simulating the ECN Spray G Multihole Nozzle
In this section a computational study investigating the influence of transient nee-
dle motion on internal nozzle flow and near-field sprays for gasoline direct injection
is described. The inclusion of transient needle motion makes this a novel CFD study
in the application of GDI sprays. Both flashing and non-flashing conditions are sim-
ulated. Grid resolution within the nozzle holes and sac of the injector is significantly
higher in this study than in the previously published diffuse interface GDI studies.
This has allowed for excellent qualitative agreement with experimental imaging and
quantitative agreement with experimental rate of injection, and it has elucidated the
complex internal flow which is behind perturbations and oscillations in spray angle
and mass flow rate.
7.2.1 Case Setup
7.2.1.1 Mesh
The mesh used for these simulations was based upon the nominal geometry and
contained a 9 mm diameter outlet plenum. This is an 8 hole SVCO injector with
5 needle-guides, resulting in geometry which is symmetric across the xz-plane as
can be seen in Fig. 7.8. The designed clearance between the needle and needle-
guides is around 3 µm, however for this study the clearance has been expanded to
30 µm to prevent the zero thickness cells which would result from the needle wobble.
It is certain that this clearance deviates from the nominal value, and this will be
investigated in future work.
The total cell count was 1.44 million with a minimum cell size of ∼7 µm. No grid
independence study was conducted, however, the cell count is comparable to or higher
than that of other diffuse interface simulations reported in literature [121, 160, 161].
Furthermore, the mesh is significantly better resolved within the sac and nozzle hole
regions than these studies; the grid spacing is roughly 10 µm and 7 µm in the sac
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Figure 7.8: Nominal spray G nozzle geometry with 8 nozzle holes and 5 needle-guides.
Simulated domain includes 9 mm diameter outlet plenum. Hole numbering and axes
orientation based upon ECN convention [1].
and nozzle holes respectively, compared with the ∼30 µm and ∼15 µm reported by
Saha et. al. [160], and ∼40 µm and ∼10 µm reported by Moulai et. al. [121]. Both
of these works conducted a rate of injection (ROI) based grid independence study.
Figure 7.9: Cut plane of CFD mesh prior to needle lift. Anisotropic refinement can
be seen in the narrow region between the needle and the nozzle.
The mesh was generated using GridPro meshing software which produced a high
quality mesh and allowed for anisotropic refinement in the narrow 5 µm channel
between the needle and the nozzle wall. This can be observed in Fig. 7.9. Without
126
anisotropic refinement, the cell count for this mesh would be closer to 18 million, with
most of the cells located within the 5 µm narrow channel.
7.2.1.2 Needle motion
A realistic three-dimensional needle motion profile has been applied in the sim-
ulations from measurements made via time-resolved X-ray phase contrast imaging.
The experiments were conducted at the 32-ID beamline of the Advanced Photon
Source (APS) at Argonne National Laboratory [174]. The injector was placed in a
pressurized chamber fitted with X-ray transparent windows. A polychromatic X-ray
beam was passed through the nozzle, and the internal components of the injector
were imaged on a scintillator screen, which was recorded using a conventional high-
speed camera and 10× microscope with a spatial resolution of 1.9 µm/pixel and a
temporal resolution of 8.33 µs. Further details regarding the experiment setup may
be found in prior work [49, 85, 152, 199]. The motion of the needle was recorded at
two orientations of the injector in two regions at the front and back of the check ball,
as shown in Fig. 7.10. From 30 realizations of the needle motion at each location and
orientation, the ensemble average three-dimensional motions were calculated using an
image correlation algorithm.
The ensemble average needle lift and off-axis wobble profiles are shown in Figs.
7.11-7.12 respectively, using the ECN coordinate convention [1]. It can be seen that
the needle wobbles in both the x and y directions, and at the same frequency. Anal-
ysis of the individual wobble profiles suggests that this may be occurring because
the needle is influenced by fluid-structure interactions or that it may be physically
contacting the needle guides. Due to the small magnitude of the wobble, the un-
certainty in these measurements is relatively large. Further investigation is required
to understand the physical mechanism of the wobble. Regardless, this wobble mo-
tion is fundamentally different from what is observed in diesel injectors, where the
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Figure 7.10: Cutaway of Spray G injector nominal geometry, with X-ray imaging
regions overlaid. X-ray experiments conducted by Dr. Daniel Duke at Argonne
National Lab.
Figure 7.11: Ensemble-averaged needle lift (z-axis) profile from the X-ray data (blue
Xs) and the lift profile used in the CFD simulations (green line). Notice that the
CFD profile starts at 5 µm of lift.
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Figure 7.12: Ensemble-averaged needle wobble profile with 86% confidence interval
bars. Data provided by and used with permission from Dr. Daniel Duke, Argonne
National Lab.
wobble is purely mechanical oscillation [115], and wobble velocity and magnitude are
significantly greater.
Since the simulations require a finite positive initial needle lift, the motion used in
the simulations was modified accordingly. The needle position started at 5 µm of lift
and remained stationary until 14 µs into the simulation. The time of 14 µs was chosen
because this was the amount of time the experimental data indicated it would take
to reach 5 µm of lift. After this point, the needle position followed the experimental
lift and wobble profile generated by the experiment. The internal mesh moved with
Laplacian smoothing. To isolate the effects of the needle wobble, simulations were
also done only with lift.
7.2.1.3 Initial and boundary conditions
The simulations conducted for this study were based upon the engine combustion
network (ECN) spray G and spray G2 operating conditions described in Table 7.2.
The spray G condition is non-flashing due to its elevated back pressure and the spray
G2 is mildly flashing.
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Table 7.2: Non-flashing (spray G) and Flashing (spray G2) operating conditions
defined by the ECN [1].
Spray G Spray G2
Fuel Iso-octane Iso-octane
Upstream Pressure 20 MPa 20 MPa
Fuel Temperature 90◦C 90◦C
Ambient Temperature 300◦C 60◦C
Ambient Density 3.5 kg/m3 0.5 kg/m3
Back Pressure 600 kPa 50 kPa
Pa/Ps 7.8 0.7
Injection Duration 780 µs 780 µs
The inlet boundary was modeled using a zero gradient boundary condition for
velocity and a total pressure boundary condition for pressure. The outlet was mod-
eled as zero gradient for velocity and an in-house transonic total pressure condition
was used for pressure. Because the outlet velocities can be supersonic, a total pres-
sure boundary condition is not appropriate. The transonic total pressure condition
smoothly transitions from total pressure to zero gradient depending on the Mach
number. This boundary condition increased the stability of the simulations.
Figure 7.13: Pressure initial condition set with hyperbolic tangent.
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As seen in Fig. 7.13, the internal pressure field was initialized using a hyperbolic
tangent to drop the pressure in the seat region. The internal field for the non-
condensable gas to fuel interface was set at the plane of minimum needle clearance.
Setting the internal fields in this way prevents spurious pressure waves from dom-
inating the beginning portion of the simulation. It also allows for the initial den-
sity field to be calculated appropriately, so that the fuel begins with its compressed
density of 646 kg/m3. A comparable simulation which starts with the downstream
pressure throughout the domain would result in an initial equilibrium fuel density of
632 kg/m3, and much of the simulation would include unwanted effects related to the
solver working to compress the upstream fuel.
7.2.1.4 Turbulence closure and model assumptions
Turbulence was modeled using the SST k-ω RANS model. This model is known
to perform well in adverse pressure gradients and separating flow. Standard log-layer
wall functions were used at the wall.
Compressibility of the fluid was a volume weighted average of the compressibility
of the three phases, where gas and vapor compressibility were based upon the ideal
gas law, and liquid compressibility was assumed to be linear.
The simulation was assumed to be isenthalpic. Throttling processes are often
considered isenthalpic, since no work is done by the fluid.
7.2.2 Results and Discussion
7.2.2.1 Rate of injection
ROI profiles were generated for all four cases by integrating the mass flux across
the outlet of the injector. These profiles were compared with experimental ROI
measurements taken through the long-tube method. These data, in addition to the
needle lift profile can be seen in Fig. 7.14. Excellent agreement was observed between
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Figure 7.14: Simulated and experimental ROI with needle position vs. time. Exper-
imental ROI obtained through the long-tube method and simulation ROI taken at
the nozzle exit.
the simulation ROI profiles and experimental measurements and several interesting
observations have been made.
First, in the early portion of the injection the experimental ROI profile is signif-
icantly more noisy than the profiles generated from the simulations. Such noise is
commonly observed in ROI profiles generated through the long-tube method. It has
previously been suggested that this noise does not represent actual fluctuations in
the ROI, rather that the noise is due to vibrations in the experimental rig [115]. Our
simulation results support this conclusion.
Next, the simulation ROI profiles follow the needle lift profile, even responding to
the transient overshoot which occurs just as the needle reaches peak lift. The response
to needle lift in the experimental profile is not as pronounced. This is partially due
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Table 7.3: Total injected mass for the four CFD cases. Data are colored by magnitude.
to the previously mentioned noise, but it is also a consequence of the measurement
occurring some distance downstream of the injector in the long-tube method.
Finally, fluctuations of similar magnitude and frequency are observed in all ROI
profiles. Analysis of the CFD results reveals that these fluctuations are primarily a
result of fuel vapor in the nozzle holes restricting the available exit area, as seen in
Figs. 7.24 and 7.27 and described in section 7.2.2.6.
These results provide a quantitative validation of the simulations. They also
provide insight into the ROI during the transient start of injection period which is
difficult to obtain experimentally. Finally, they show that an accurate ROI profile
can be obtained through CFD simulations using total pressure boundary conditions
and transient needle lift to actuate injection.
7.2.2.2 Total injected mass
Total injected mass data was obtained by integrating the mass flux throughout the
duration of the injection across the outlet of each nozzle hole. This yielded the data
seen in Table 7.3. Results agree well with the 10 mg injected mass target specified
by the ECN [1]. The hole-to-hole variation in total injected mass is small; on the
order of 1-2%. No apparent dependence on the symmetry of the nozzle can be seen,
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indicating that the nozzle symmetry is of little importance and that any significant
and consistent variation in hole-to-hole injected mass observed experimentally is likely
due to manufacturing imperfections in the nozzle. Finally, the needle wobble doesn’t
appear to influence the injected mass in a consistent way, an idea which will be
explored in more detail in section 7.2.2.6.
7.2.2.3 Qualitative validation
The qualitative behavior of these simulations matches well with experiment in
three ways.
Figure 7.15: Flashing (left) and non-flashing (right) experimental images (bottom)
and volume rendered fuel mass fraction from CFD (top) midway through injection.
Uniform contact of fuel with counterbore is seen under flashing conditions, while
non-flashing shows gaps in contact allowing ingestion of ambient gas. Experimental
images provided by and used with permission of Dr. Scott Parrish, General Motors
Research and Development.
First, the results for the non-flashing spray G condition predicted ingestion of am-
bient gas into the nozzle counterbores. In contrast to this, no ingestion of ambient gas
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was predicted for the flashing spray G2 condition. This is due to flashing, expanding
spray filling the counterbore and preventing ambient gas ingestion. As seen in Fig.
7.15, experimental imaging of flashing and non-flashing GDI injection has shown the
Figure 7.16: Simulated fuel mass fraction compared with experimental imaging at
the end of non-flashing simulation. Note that the spray angle increases as flow is
disrupted with the closing of the needle. Needle profile shown in Fig. 7.14.
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same behavior. The flow pattern in these two conditions is fundamentally different.
In non-flashing conditions, the ingestion of ambient gas effectively restricts the exit
area of the counterbore, producing narrower spray cone angles. Conversely, in flashing
conditions, the exit area of the spray is restricted by the counterbore walls. This has
interesting implications for the design of the nozzle, as the geometry is restricting the
expansion of the flashing jet. Furthermore, the contact of the spray with the coun-
terbore walls is of particular interest as it can lead to tip wetting and, subsequently,
increased emissions and carbon buildup on the injector walls [18].
Next, our simulations predicted an expansion and perturbation of the spray angle
at the end of injection. This has been observed through experimental imaging as seen
in Fig. 7.16 where the liquid mass fraction is compared with experimental images in
the non-flashing condition. Such a perturbation appears to also lead to tip wetting,
and the ability to predict this undesirable behavior in CFD simulations could be a
helpful tool for fuel injector design.
Finally, when comparing animations from the flashing and non-flashing simulation
results to experimental footage, it was found that the frequency and magnitude of
the oscillations in the spray plumes match very well. These oscillations in the spray
plumes were found to be the result of unsteady flow within the sac influencing the
flow characteristics within the 8 holes. This conclusion will be described further in
section 7.2.2.6.
7.2.2.4 Flash-boiling at low lift conditions
At low needle lift conditions at the end of injection, very low pressures occur
within the injector in the narrow region between the needle and the nozzle wall.
The pressure drop here is similar to what is seen in a convergent-divergent nozzle in
subsonic or choked conditions. This low pressure causes fuel vapor to be generated
as fuel rushes past the needle, as seen in Fig. 7.17.
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Figure 7.17: Vapor generated at low lift conditions near the end of injection, 0.765
ms after the start of injection in spray G2 simulation.
Vapor generation in this region may influence the post-injection condition of the
sac, with the inevitable vapor collapse aiding in the ingestion of ambient gas. Further-
more, it is possible that cold fuel may cavitate in this region of the nozzle, potentially
damaging the nozzle walls over time.
7.2.2.5 Needle wobble
Simulations were conducted with and without needle wobble to help isolate any
influence the lateral motion of the needle may have had on the spray. While the
hole-to-hole variation in mass flow rate did differ from case to case, the variations
could not be tied to the needle wobble. A description of the analysis used to reach
this conclusion follows.
In order to compare the motion of the needle wobble to the variations in mass flow
rate, the center of mass flow was calculated on a set of faces which perpendicularly
cut through the middle of each of the 8 nozzle holes. This calculation was done with
the two surface integrals shown in Eqn 7.2.
center of mass flow =
first moment of mass flow rate
mass flow rate
=
s
S
φxi dSs
S
φ dS
(7.2)
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Figure 7.18: Center of mass flow and needle wobble plotted over time for the spray
G with wobble simulation.
The center of mass flow rate among the 8 nozzle holes is plotted with the nee-
dle wobble in Fig. 7.18. Here it can be seen that the magnitude of the variation
in the hole-to-hole mass flow rate far exceeds the magnitude of the needle wobble.
Additionally, no significant correlation between the two paths could be found.
This was a somewhat unexpected result as previous works have shown that needle
wobble can influence spray structure and mass flow rate in diesel injectors [9]. It is
not, however, unexplainable as the spray G geometry differs significantly from that of
a diesel injector. First of all, the magnitudes of the lift and wobble in GDI injectors
are significantly less than in diesel injectors. This means that needle velocities are
lower, with a peak wobble velocity of less than 0.2 m/s in this case. Next, the needle
has a spherical tip. This means that the bottom portion of the needle surface is close
to parallel to any wobble motion, and thus wobble does not displace any significant
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volume of fluid in the nozzle sac. Finally, the magnitude of the wobble is small,
around 3 µm. This small and slow wobble results in its most significant displacement
of volume far upstream of the nozzle holes, and any influence this motion has on
the flow is far overshadowed by the highly turbulent and complex flow which follows
further downstream.
It should be noted that the full effect of the needle wobble in the needle-guide
region may not be felt in these simulations, as needle to needle-guide clearance has
been expanded beyond the nominal clearance to prevent zero thickness cells. Without
experimentally measuring the actual needle to needle-guide clearance, it is difficult
to estimate the significance of the dynamics in this region. Furthermore, the use of
an ensemble averaged wobble profile may have reduced the effects.
7.2.2.6 Complex internal flow
As fuel moves past the needle it accelerates to roughly 140 m/s at full needle lift
and close to 250 m/s at low lift. Upon reaching the location of the nozzle holes the
fuel then either enters a nozzle hole or the nozzle sac. The viscous losses at this
point are small, so the average static pressure in the center of the sac is close to the
injection pressure, around 17 MPa. This means that the fuel entering the nozzle sac
encounters a strong adverse pressure gradient. This adverse pressure gradient results
in the generation of vortices and turbulence as the fuel contends for a path into one of
the eight nozzle holes. Analysis of the simulation results reveals that these vortices are
transient and interacting, resulting in a complex internal flow which produces hole-to-
hole fluctuations in mass flow rate, slight oscillations and variation of the spray angle,
consistent flash-boiling at the inlet corner of the nozzle holes, and intermittent string
flash-boiling as vortices are entrained into the nozzle holes. Each of these features
will be assessed in more detail within this section.
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Figure 7.19: Density field 0.339 ms into simulation under flashing conditions. The
influence of vapor generation at the inlet corner can be seen. The left nozzle hole is
also generating vapor through string flash-boiling.
First, the inlet corners of each of the 8 nozzle holes consistently produces a suf-
ficient pressure drop to generate substantial amounts of fuel vapor. As can be seen
in Fig. 7.19, this occurs on the upstream side of the nozzle holes. Here high velocity
fuel encounters the hole and a huge pressure drop results as the momentum of the
fuel prevents it from following the sharp feature. Vapor generation here is aided by
the fact that this simulation was conducted on the nominal geometry which contains
sharp inlet corners. The nozzle hole on the left of Fig. 7.19 is also generating vapor
through string flash-boiling, a phenomena which will be discussed in detail later in
this section.
Next, the flow in the injector sac contains many transient and interacting vortices.
These vortices are generated as high speed flow enters the sac from all directions and
encounters a strong adverse pressure gradient. The low pressure regions of the nozzle
holes continuously pull on the flow, inducing swirl and providing sinks into which the
vortices drain. Three types of vortices were commonly observed in these simulations
and can be seen with the aid of streamlines and isosurfaces of total pressure in Figs.
7.20 through 7.22:
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• Unterminated: A vortex which simultaneously drains into two adjacent nozzle
holes. The streamlines on Figs. 7.20 and 7.21 help show how this happens; the
vortex is fed from the bottom by flow directly upstream of the vortex and
fed from the top by sac flow. As the sac flow encounters upstream flow their
momentum relative to the nozzle holes cancel out resulting in a vortex which
then simultaneously drains into both holes. This type of vortex is semi-stable,
typically lasting on the order of 10-20 µs.
• Semi-terminated: A vortex which drains into a single nozzle hole, with the
other end terminating on the needle of the injector. This is seen in Fig. 7.22.
These vortices are fed primarily by upstream flow and they are significantly
more stable, lasting on the order of 40-80 µs.
• Fully-terminated: A vortex which does not feed into a nozzle hole, terminat-
ing on the nozzle wall and the bottom of the needle. This can be seen in the
right center of Fig. 7.20. Such a vortex typically either dissipates within 5-10
µs or migrates to a nozzle hole and is re-energized.
The estimated timescales of these vortices were generated from animations of total
pressure isosurfaces. It is common for vortices to move around, merge together,
and/or split apart, thus transitioning sequentially from type to type.
The behavior of these vortices can be understood more with the help of exam-
ination of the helicity of the flow. Helicity is the dot product of the velocity with
the vorticity. Thus, it is a signed scalar field which can be useful in determining the
direction of the flow rotation. As seen in Fig. 7.23, it is common for two counter-
rotating vortices to drain into a single nozzle hole. Co-rotating vortices, on the other
hand are unstable and tend to either merge together or break each other apart. To
gain a sense of the magnitude of the helicity observed in these simulations, consider
that the square of the characteristic velocity (volume flow rate / exit area) divided by
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Figure 7.20: Isosurface of 14 MPa total pressure colored by static pressure with
velocity streamlines colored by velocity magnitude. Taken midway through flashing
simulation. Vorticies contained in the sac can be seen to terminate on a wall or they
can be entrained into one or two nozzle holes.
Figure 7.21: Isosurface of 10 MPa total pressure colored by static pressure with
velocity streamlines colored by velocity magnitude. Taken midway through flashing
simulation.
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Figure 7.22: Isosurface of 12 MPa total pressure colored by static pressure with
velocity streamlines colored by velocity magnitude. Taken midway through flashing
simulation.
Figure 7.23: Isosurface of 14 MPa total pressure colored by helicity. Note that
counter-rotating vortices often drain into the same nozzle hole. Taken midway
through flashing simulation.
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the hole diameter is about 108m/s2. This means that the helicity values are indeed
quite strong relative to the mean flow, on the order of +/- 10 times this characteristic
normalizing value.
Figure 7.24: String flash boiling resulting from the swirling flow in the sac. Taken
midway through flashing simulation. Streamlines are colored by velocity and the cut
plane is colored by the vapor volume fraction.
Figure 7.25: Two counter-rotating vortices being entrained into a single nozzle hole.
Taken midway through non-flashing simulation. Streamlines are colored by velocity
and the cut planes are colored by helicity on the left image and density on the right
image.
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As vortices are entrained into the nozzle holes, the simulation often predicts vapor
generation at their core. A similar phenomena is commonly observed in other appli-
cations when strings of vapor are generated through cavitation. The vapor generation
process here, however, is more appropriately described as flash-boiling because the
fuel is hot and this is a thermal non-equilibrium process. String flash-boiling can be
seen in Figs. 7.24 and 7.25 where a single vortex, or two counter-rotating vortices
can result in a significant drop in flow density.
While string flash-boiling is similarly observed in both the spray G and spray G2
conditions, they behave differently in the near-field region. In the spray G2 condition,
the lower back pressure allows for the vapor core to continue to expand in the near-
field. In the spray G condition, the vapor collapses within and outside the counterbore
and is displaced by non-condensable gas.
The swirling nature of the flow also has an influence on the vapor generated at
the inlet corner. Observation of the successive density cut planes on the right image
of Fig. 7.25, shows that the vapor generated at the inlet corner appears to be both
compressed and transported by the swirling flow.
This complex internal nozzle flow results in perturbations and expansions of the
spray angle. Fig. 7.26 shows the expansion of the spray angle caused by string flash-
boiling. Here the nozzle hole on the left contains a large vortex and the hole on the
right does not. Similar to a swirl atomizer, as the vortex exits the nozzle hole the
angular momentum of the flow tears the jet apart. The counterbore walls then serve
to geometrically restrict the expansion of the flow.
Finally, this complex internal nozzle flow also results in fluctuations in the mass
flow rate. Mass flow rate and averaged density were calculated across a set of faces
which perpendicularly cut through the middle of each of the 8 nozzle holes. These
results are shown in Fig. 7.27. The oscillations in the average density are due to
vapor generation at the inlet corner and vapor generation through string flash-boiling.
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Figure 7.26: The expansion of the spray angle caused by string flash-boiling. Taken
midway through flashing simulation. Streamlines are colored by velocity magnitude
and the cut plane is colored by density.
Figure 7.27: Rate of injection and average density across hole #1 cut plane.
These oscillations are clearly the dominating influence on fluctuations in the nozzle
hole ROI and in the hole-to-hole variation in mass flow rate.
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7.2.3 Summary
Spray G flashing and non-flashing injection has been simulated with transient
needle motion. The primary results are summarized below:
• The results demonstrate the ability of CFD simulations to capture the rate
of injection by prescribing the upstream pressure and lifting the needle with
dynamic mesh motion.
• The results were qualitatively validated against experimental imaging, captur-
ing spray angle expansion and perturbation due to the closing of the needle,
predicting the presence or lack of ambient gas ingestion into the counterbore,
and capturing the oscillation frequency in the spray plumes.
• At low lift conditions vapor generation is observed in the seat area as the fuel
flows past the narrow region of the needle.
• Needle wobble is shown to have no measurable influence on the hole-to-hole
variation in mass flow rate and spray structure. However, the needle to needle-
guide clearance in these simulations may have been overestimated and the use
of an ensemble averaged motion profile may have diminished the magnitude of
the wobble. Further investigation may be justified as higher fidelity experimen-
tal characterization of the needle motion and needle-guide clearance becomes
available.
• The complex flow contained within the fuel injector sac is analyzed and shown
to contain transient interacting vortices which result in string flash-boiling, per-
turbations in spray angle and direction, and oscillations in mass flow rate.
• The oscillations in mass flow rate are ultimately attributed to the presence of
vapor within the nozzle holes decreasing the average flow density.
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7.3 Comparing counterbore flow behavior
It is interesting to note that the axisymmetric flash-boiling sprays from section 7.1
behaved very differently than the mild-flashing sprays from section 7.2. The difference
in the flow dynamic is most noticeable when observing the initial spray expansion and
with it the presence, or lack thereof, of ingestion of ambient gas into the counterbore.
These flow patterns can be observed in Figs. 7.5 and 7.15. In both the mild- and
hard-flashing axisymmetric cases that were subjected to a 20 MPa pressure drop, the
spray did not come into contact with the counterbore. However, the mild-flashing
spray G2 case, which also had a 20 MPa pressure drop, consistently demonstrated a
uniform contact of the spray with the counterbore.
Figure 7.28: Local pressure to saturate pressure ratio for hard-flashing (top left)
and mild-flashing (bottom left) axisymmetric simulations and mild-flashing spray G2
multi-hole simulation (right).
The difference in the flow fields is even more interesting when comparing the local
to ambient pressure ratio within the counterbore and near-field region. This is shown
Fig. 7.28. Note that the axisymmetric, mild-flashing simulation shown here is a new
case with fuel, temperature, and pressure conditions that match the multi-hole spray
G2 case. While all three flashing simulations demonstrate a similar pressure drop
at the inlet corner, it is only in the multi-hole nozzle case that the pressure ratio
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drops upon entering the counterbore. The axisymmetric cases both recover ambient
pressure within the counterbore.
Figure 7.29: Cut-planes through one of the spray G2 nozzle holes, colored by pressure.
Streamlines are colored by velocity. The left image is from 600 µs after SOI, the figure
on the right is a time average from 200-600 µs.
This drop in pressure within the counterbore is likely the result multiple factors,
one being the vorticity in the flow. Within the inner-hole of the nozzle, the area
of the flow is constrained and the pressure on the edge of the flow can be high as
it is supported by the surface of the hole. Upon entering the counterbore, these
constraints are removed and the pressure within the jet decreases as the vorticity in
the flow causes the spray to diverge. While the vorticity observed in this part of the
simulation isn’t strong enough to generate a string flash-boiling vortex in the inner-
hole, it still is present; as described in section 7.2.2.6, the vortices in these simulations
vary in their strength and duration, and it is common for multiple vortices to drain
into the same hole. The divergence of the spray and the pressure response can be seen
in Fig. 7.29. It is interesting to note that the jet would expand further if not for the
counterbore walls. This, then, results in higher static pressures along the counterbore
exit surface, further inhibiting the ingestion of ambient gas. The instantaneous flow
field
The transient, asymmetric nature of the spray may also contribute to the low
pressure ratio. While the instantaneous flow field may not contain sufficient vorticity
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to drive such a dramatic pressure drop, the recovery of pressure takes time in a
compressible flow. The transient nature of the jet will also help distribute momentum
to the vapor which fills large volumes of the counterbore. This will further help
prevent the ingestion of ambient gas.
The low pressure within the spray G2 jet could be recovered back to ambient
pressure in two ways. First, there could be a negative divergence in the flow. This,
however, cannot occur within the counterbore under these conditions because the
momentum and area of the expanded jet do not allow for the ingestion of ambient
gas. Second, the flash-boiling process could reach equilibrium, generating a greater
volume of fuel vapor and bringing the local pressure to the saturated pressure. This,
however, won’t happen quickly because the flow timescales are smaller than the phase
change timescales. This means that the recovery of the ambient pressure won’t occur
until the spray leaves the counterbore and is able to both mix with ambient gas and
generate more vapor.
In contrast to this, the pressure is easily recovered in the axisymmetric cases. Here
there is no vorticity in the flow and the only mechanisms driving the expansion of
the jet are turbulent mixing and flash-boiling. These mechanisms, however, are not
strong enough to expand the spray to the extent that it contacts the counterbore.
This allows for the ingestion of ambient gas, which recovers the ambient pressure.
The pressure ratio response of the non-flashing spray G case is compared with
the flashing spray G2 case in Fig. 7.30. The left nozzle hole of the spray G case
is demonstrating a similar pressure drop behavior to what is observed in the spray
G2 case. This pressure drop, however, is recovered to ambient about halfway down
the counterbore. Here, it appears, that the relatively high ambient pressure (600
kPa) can quickly overcome the drop introduced at exit of the inner-hole. The ability
to recover ambient pressure is aided here by the fact that there is significantly less
volume occupied by vapor, allowing for easy ingestion of gas.
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Figure 7.30: Local to saturated pressure ratio for the non-flashing spray G (left) and
mild-flashing spray G2 (right) cases. Taken at 600 µs after SOI.
Figure 7.31: Time averaged pressure profiles of the non-flashing spray G (left) and
mild-flashing spray G2 (right) cases. Taken from 200-600 µs after SOI.
Finally, in Fig. 7.31, the average pressure of the non-flashing spray G case is com-
pared with the flashing spray G2 case. Here it can be seen that the ambient pressure
isn’t recovered in the flashing case until multiple counterbore diameters downstream.
This further suggests that vorticity is driving the pressure drop, as the vorticity effects
are expected to persists downstream.
7.4 Conclusions
While GDI sprays are typically much lower Reynolds number as compared with
diesel DI, the added effect of flash-boiling significantly increases the complexity of
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flow. Eulerian CFD modeling is a powerful tool for illuminating the complex flow
dynamics behind these sprays. In this chapter, this has been demonstrated through
a 2D axisymmetric parameter study as well as through 3D simulations on a complex
multi-hole SVCO injector.
The parameter study investigated the influence of counterbore depth, pressure
drop, and the Pa/Ps ratio. The significant effect of flash-boiling on spray angle
at low Pa/Ps is shown. This effect is more pronounced in the near-field with the
lower injection velocities associated with a smaller pressure drop. The counterbore
is shown to have little effect on the axisymmetric spray, however fuel contact with
the counterbore is predicted in the lowest velocity, hard-flashing case. Finally, the
discharge coefficient of the nozzle is shown to be highly dependent on the Reynolds
number as well as the flashing intensity.
The study conducted on the multi-hole SVCO injector consisted of a detailed
analysis of internal nozzle and near-field flow in flashing and non-flashing conditions.
Excellent agreement to experimental rate of injection (ROI) is achieved with transient
needle motion and qualitative agreement to experimental imaging in the near-field
is shown. Complex internal nozzle flow is analyzed and shown to result in string
flash-boiling, perturbations and expansions of the spray angle, and oscillation in the
ROI. The discovery and investigation of the complex internal flow in this micro-
sac GDI injector is a novel and interesting result. The behavior of these sprays is
absolutely dependent upon this internal flow and it can only be captured through 3D
simulation with sufficient grid resolution within the sac region. The implications of
these findings are significant as they explain the mechanism behind the perturbations
and expansions of individual spray plumes.
Finally, the influence of the internal flow dynamics on flashing injection through
a multi-hole SVCO nozzle is further highlighted by analyzing the pressure response
within the counterbore and near-field spray and comparing it with that of the axisym-
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metric simulations. For the multi-hole nozzle, the pressure within the counter-bore
and near-field spray is significantly lower than the ambient pressure. For the axisym-
metric simulations, the ambient pressure is recovered well within the counterbore.
The difference in the behavior appears to be the result of the vorticity in the flow
causing an expansion of the spray in the counterbore. Furthermore, the counterbore
may play a role in delaying the recovery of the pressure by preventing the spray from
mixing with ambient gas.
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CHAPTER 8
SUMMARY AND CONCLUSIONS
8.1 Summary
The research presented in this dissertation was related to multiphase internal
nozzle flow and external sprays. Beginning with a literature review of experimental
studies, popular experimental techniques were described. While there are many ex-
perimental techniques which work well in the far-field region of an atomizing spray,
the high optical density in the near-field spray and within the nozzle limit experimen-
tal characterization. Common experimental observations were discussed, showing
that the nozzle geometry has significant impact on the spray characteristics, directly
influencing the spray through factors such as turbulence level and internal vapor gen-
eration through cavitation. The influences of ambient conditions and flash-boiling
were also discussed.
Next, common CFD approaches used to model multiphase internal nozzle flow
and external sprays were covered. This included a description of high-fidelity sharp-
interface approaches which attempt to model these flows based upon first principles.
While these methods are extremely costly for high Reynolds and Weber number flows,
they provide insight into the underlying physics behind the atomization process, and
they can be used to validate engineering level CFD models. The widely used LE
approach to spray modeling was then described, showing that spray characteristics can
be well captured under many conditions. This approach, however, does not capture
the influence of the internal flow, and therefore is inherently limited. Alternatively,
solvers based on an Eulerian description of the multiphase flow can naturally couple
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the internal flow with the external spray. An increase in the popularity of Eulerian
based models was shown, with the diffuse interface single-field Eulerian approach
demonstrating promise for predicting the influence of the internal nozzle flow on the
external spray under highly atomizing conditions.
Developments and advancements applicable to these Eulerian solvers were then
discussed. This included a new constraint on the turbulent mixing model, as well
as the inclusion of the LHF vaporization model and the HRM non-equilibrium phase
change model. Additionally, issues regarding thermodynamic and hydrodynamic con-
sistency of compressible flows using a segregated solution approach were addressed,
as were issues regarding dynamic mesh motion in a compressible solver. Finally, an
efficient and effective way of accounting for high pressure thermodynamic properties
was presented.
Applied case studies relating to diesel DI were then described in detail. The single-
field Eulerian approach used here performed well, capturing spray characteristics such
as the near-field and far-field density distributions, spray penetration, and velocity
profiles with a moderate level of accuracy. In converging, axisymmetric diesel DI noz-
zles, modeling of the internal flow was shown to only marginally benefit the solution.
Simulations including transient needle motion then demonstrated the influence of the
needle on the rate of injection and on the localized internal fuel temperature. Tran-
sient needle motion was shown to result in a Coanda effect in the flow field around
the needle and nozzle walls, however this flow field had little influence on the external
spray.
Finally, applied case studies related to gasoline direct injection (GDI) were pre-
sented, including a 2D parameter study and a detailed analysis of internal and near-
field flow through an SVCO nozzle. In the parameter study, counterbore depth,
pressure drop, and the Pa/Ps ratio were varied. The significant influence of flash-
boiling under a low Pa/Ps was shown. The simulations of flow through a multihole
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SVCO nozzle produced excellent agreement to experimental rate of injection (ROI),
with the injection event actuated with transient needle motion. Furthermore, ex-
cellent qualitative agreement to experimental imaging in the near-field was achieved.
Complex internal nozzle flow was analyzed and shown to result in string flash-boiling,
perturbations and expansions of the spray angle, and oscillation in the ROI.
8.2 Conclusions
The single-field multiphase Eulerian approach to internal nozzle flow and external
spray modeling is a useful tool for both understanding and designing DI atomizers.
Where experimental observations fall short in characterizing these regions, Eulerian
models are well suited to provide high-fidelity insight into the behavior of the flow.
This insight is of particular value in cavitating nozzles and in multihole nozzles where
the complex internal flow can have a strong influence on the external spray.
The tools developed and described in this dissertation have allowed and and will
continue to allow for insights to be drawn. Simulations with transient needle motion
on GDI and diesel DI sprays can now be investigated in parallel with a compressible
pressure equation. The turbulent mixing model is now significantly more stable with
the addition of a realizability constraint. Accurate fuel temperatures can now be
predicted across very large pressure drops with the extension of the fluid property
class. Furthermore, the influence of non-equilibrium phase change can be modeled
with HRM for the internal nozzle flow as well as the external spray.
Under high Reynolds and Weber numbers it has been shown that interfacial effects
do not influence the large scale characteristics of the spray. Under these conditions,
a diffuse interface approach is justified and it is recommended that the problem be
treated as one of turbulent mixing. To do this, the Σ−Y approach is very well suited,
especially under the high ambient density conditions present in diesel engines. The
use of high performance computing and the extremely scalable IMEX-RK3 imple-
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mentation of Σ − Y provides the ability to quickly produce a high-fidelity solution.
Under more moderate Reynolds and Weber numbers, Eulerian models can still pro-
vide insight into the influence of the nozzle flow on the spray, however a transition of
Lagrangian framework is recommended in the far-field.
The internal flow dynamics of axisymmetric, converging diesel nozzles do not have
a large influence on the external spray. This is because the flow through the converging
nozzle has a favorable pressure gradient which results in a relatively uniform exit
profile. For injection through these types of nozzles, 2D external-only simulations
appear to be sufficient. Capturing the influence of nozzle asymmetries and surface
roughness and features would, however, require a high-fidelity 3D simulation.
The mean temperature change of fuel flowing through a DI nozzle is relatively
small and can be predicted through a simple thermodynamic analysis using an ac-
curate equation of state and the nozzle velocity coefficient to estimate the efficiency
of the process. A higher Cv will result in a cooler mean flow, and for n-dodecane,
Cv values above 0.9 may even experience a slight temperature drop. The typical
temperature profile has a very thin, slowly moving warm region near the wall, and a
large, quickly moving cool region in center of the nozzle hole. The overall influence
of the temperature change on the spray is, therefore, expected to be minimal. At
low needle lift, very warm localized fuel is observed in the needle seat region. The
quantity of warm fuel, however, is small relative to the sac volume. This is because
the time spent at low lift is very short and the flow rates experienced here are low.
This localized warm fuel in the sac may dictate if and where vapor forms with the
pressure drop that occurs upon needle closure.
The complex internal flow dynamics discovered in the study on GDI injection
through the ECN spray G SVCO injector are very interesting. The large levels of
vorticity inside the sac contribute to a highly transient injection process. The vorticity
can be so strong, that it temporarily creates hollow-cone sprays in the injector. The
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occurrence of these vortices is likely a consequence of the adverse pressure gradient as
the flow enters the sac. The resulting perturbations in the spray are a likely contrib-
utor to tip-wetting, where there is a post-injection fuel residue on the nozzle surface.
This is undesirable as over time it can lead to carbon build-up and nozzle fouling.
Understanding the mechanism behind these perturbations might allow for them to
be controlled in the next generation of GDI nozzles, resulting in more predictable,
cleaner sprays.
8.3 Future Work
There is room for further evaluation and validation of the complex internal flow
structures observed in the ECN spray G simulations. This could include a higher-
fidelity simulation with an LES model. Validation through analysis of near-field plume
angle fluctuation frequencies might be possible, as could validation through particle
imaging velocimetry on transparent injectors of a similar geometry.
Although the internal flow features of the spray D injector had no influence on the
external spray, it would be interesting to conduct a similar study on the nozzle’s sharp
inlet corner twin, the ECN Spray C nozzle. This nozzle has a very similar internal
geometry and is, therefore, likely to demonstrate the same Coanda effect within the
sac. As these interesting internal flow features encounter the cavitating sharp inlet
corner, it is likely that an interesting effect will be observed.
In their current state, these Eulerian models are very powerful design tools and
there is a lot of interesting work which could be done. In an effort to reduce tip-
wetting, HRMFoam could be used to investigate various stepped hole shapes on a
multihole GDI nozzle. It would also be interesting to try to design a multihole
GDI injector which produces stable, non-fluctuating sprays. The influence of sur-
face roughness related to manufacturing techniques could be further investigated. If
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surface roughness is of benefit to flashing sprays, then HRMFoam could be used to
quantify the ideal roughness size.
Finally, these models would benefit significantly from the ability to capture the
influence of needle closure on the flow. A lot happens at the instant of closure. First,
the sac pressure plummets as the momentum in the nozzle pulls against the sealed
needle seat. This low pressure then results in vapor generation, or expansion of vapor
which is already present. Next, upon vapor collapse, ambient air is then ingested into
the nozzle. Modeling all of this would also require transitioning out of the diffuse
interface approach and into a VOF approach. Both of these improvements may be
effort well spent as the very-early and very-late moments of the injection are likely
big contributors to engine emission. Once the needle closes and just after it opens,
the flow velocities drop and with them the Reynolds and Weber numbers, resulting
in large non-atomized fuel ligaments entering the combustion chamber.
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