In this paper, we present a novel method for generating a background model from a sequence of images with moving objects. Our approach is based on non-parametric statistics and robust mode estimation using quasicontinuous histograms (QCH) framework. The proposed method allows the generation of very clear backgrounds without blur effect, and is robust to noise and small variations. Experimental results from real sequences demonstrate the effectiveness of our method.
INTRODUCTION
Detecting and tracking moving objects is a basic and important task in many computer vision and video analysis applications such as video surveillance, object tracking, pattern recognition and activity analysis. In many surveillance and tracking applications, a background image without moving objects is needed to be used as reference information for further analysis. But most of the time, it is not possible to obtain a sequence of images without moving objects, for example in traffic monitoring. Moreover, one of the most adopted approach for moving objects detection is background subtraction. The principle of background subtraction is to compare each new frame of an image sequence to a reference background model of the scene. The subtraction identifies moving or new objects in the scene. So the critical step of background subtraction method is how to build and maintain the background model of a scene.
The problem of automatically recovering the static background of a scene has received lot of attention in the computer vision community. The basic approach considers the background as the average or the median of the previous frames in the sequence. 1 Taking the median value provides better results than the average. However, such methods fail to accurately reflect the real background of the scene and do not correctly adapt to changes in the scene. Other commonly used background modeling methods can be divided into two groups: parametric and non-parametric methods. Methods of the first group assume that the series of intensity values of a pixel follow a known distribution whose parameters have to be estimated. Usually, the underlying probability density function is supposed to be Gaussian or a mixture of Gaussians.
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On the contrary, non-parametric methods do not need to specify the underlying model and estimate its parameters explicitly. So they can adapt to arbitrary unknown data distribution. Elgammal et al. 4 propose a non-parametric background model based on kernel density estimation. This method gives good results and can handle situation where the background of the scene is cluttered and not completely static. In more recent works, Kim et al. 5 propose to quantize the background values into codebooks which represent a compressed form of background model for a long image sequence. This efficient representation allows a real-time segmentation. Liu et al. 6 propose a non-parametric method for background generation using the mean shift algorithm to detect the most reliable background mode (MRBM). This paper presents a method belonging to the non-parametric category and shares similar ideas with Liu's work.
Therefore, we avoid kernel density estimation which is somewhat a time consuming operation. In addition, QCH provide a precise localization of the modes.
The rest of the paper is organized as follows. In Section 2, we describe our background generation method. Section 3 shows experimental results from real sequences, and Section 4 contains a conclusion and discussion of future work.
PROPOSED METHOD
We consider the case of a scene taken by a stationary camera. If there is no moving objects in this scene and no variations in the illumination, then for each pixel location, the intensity values along the temporal axis should be constant. In practice, different effects, such as moving objects or system noise, cause a pixel's intensity to vary from a constant value. Fig. 1 shows the intensity variation of a pixel location (the center of the dark circle) over time. As we can see, the intensity values remain stable over time with modest variations due to system noise and significant perturbations caused by moving objects. The small variations occur most of the time, while important deviations occur in short periods of time, only when a moving object passes the location.
As a consequence of this analysis, we can model the observed values of a scene at a pixel location as the sum of an ideal background scene and different effect components:
where V obsv represents the observation values at the pixel location, B the ideal background constant value, and T ef f ect the effect components such as system noise introduced by sensors, changes introduced by a moving object or changes caused by moving background regions and long term illumination changes.
We want to find an estimate B of the ideal background B from the observed values {V t obsv } t=1...N , where N is the length of the sequence. Since the moving objects appear only in a small number of images at any pixel location, an estimate of the background can be obtain as the main mode of the underlying distribution. Here, we use the so-called quasi-continuous histograms (QCH) method to estimate the modes of the distribution.
Quasi-continuous histograms and background generation
For each pixel location, we detect the background as the main mode of the distribution underlying the set of observation values {V t obsv } t=1...N . To achieve this main mode estimation, we use the quasi-continuous histograms (QCH) framework.
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This method provides a robust tool for estimating distribution's parameters from noisy data.
Let (x 1 , . . . , x N ) be a set of N observations. The construction of a classical histogram consists in dividing a given reference interval [e min , e max ] into p cells (or bins) C k and counting the number a k of observations that belong to each cell C k . a k is the accumulator associated with C k and the common width ∆ of the cells is referred to as the granularity of the histogram. The major drawbacks of classical histograms are related to the crisp partition used. To get an accurate estimation of the probability density function of the distribution underlying the set of observations, the bin width ∆ should be the lower. But, because of the finite number of observations, the lower will be also the value of the accumulator associated with each cell and therefore the least is the convergence of the estimated function toward the true density.
The main goal of QCH is to dissociate the histogram's granularity from the precision of the information computed using the histogram. Thus, QCH are built on a fuzzy partition of the real line instead of a crisp one as in the case of classical histograms. Replacing the classical crisp partition by a fuzzy partition leads to the distribution of the vote of each datum to two contiguous cells of the partition. This vote's distribution limits the influence of the class boundaries. Fig. 2.a. shows an example of a fuzzy partition of the interval [e min , e max ], and Fig. 2 .b shows an example of vote's distribution in a QCH.
The generalization of the classical accumulation process can then be expressed by: where Acc k is the accumulator of cell C k , and µ h k is the membership function of C k defined as:
where m k is the central position of C k and ∆ is the width of C k .
The probability of an event can be estimated by the ratio between the number of observations in favor of this event and the total number of observations. Then the density of any x belonging to C k is given by: where Nb(C k ; x i ) is the number of observation data x i in C k .
This estimation method leads to a discontinuous density. A continuous estimation of the probability density function can be obtained using QCH. This estimation is based on transferring the votes polling each cell of the partition to any kernel intersecting the partition, regardless the sample nature of the histogram. 7 Let consider a subset w of Ω, with Ω = k C k . Then, the number of observation data x i in w is given by:
where p is the total number of cells in the partition and |x| is the cardinal of x's membership function. This principle of vote transfer toward any subset w is illustrated in Fig. 3 . Deriving this vote transfer allows the localization of the modes of the probability density function underlying the local distribution. For more details, please refer to Comby and Strauss. Once the modes are detected, we generate the background scene by keeping for each pixel, the main mode of the local intensity distribution. Notice that the distribution may have several modes, but we keep only the one which maximizes the density function underlying the observations. It is worth noticing that the mode localization's precision as in influence on the quality of the generated background. In a classical histogram, this precision depends on the width of the histogram's bin. On the contrary, using quasi-continuous histograms entails a kind of natural interpolation between the discrete values of the partition and improves the localization's precision. 8 We can thus, generate a clear background regardless the granularity of the histogram as illustrated by the results in Section 3.
Moving objects detection
Once the background model has been generated, it can be used to detect moving objects in the scene using the background subtraction method. Unlike probability-based approaches 2-4 which use costly floating point operations, we simply compute the difference between the current frame and the background model. Detection is thus straightforward and very fast.
EXPERIMENTAL RESULTS
We used several real image sequences to test the performance of our background generation method. The method is implemented and tested on a 1.7 GHz Pentium system. In all experiments, the images are of size 320x240 pixels. In the case of color images, the background generation method is applied in each color component separately.
Background generation
We tested our method's capability to generate a clear background from a sequence of images containing multiple moving objects. Fig. 4 shows some examples of generated backgrounds. The Laboratory Hall sequence, Fig. 4 .a, was acquired in our laboratory, while the two other sequences, Fig. 4 .b and Fig. 4 .c, are selected from the PETS databases.
9, 10 The total length of the sequences is 600 frames. For all sequences, we use the first 100 frames to generate the background. As it can be seen, the proposed method can generate a very clear background from a sequence with cluttered moving objects. The Soccer Game sequence for example, shown in Fig. 4 .b, is taken from a video which always shows more than twelve moving players in each frame. From the last column of Fig. 4 .b we can see that the generated background is very clear and all the moving objects have been successfully removed.
The only parameter that needed to be specified in the experiments is the number N of observations, i.e. the number of frames for training the background model. Theoretically, the larger the training set is, the better the background model is. But at the same time, if N is too large then the ability to adapt to changes will be very low. To measure the influence of this parameter, we use a sequence of frames for which a ground truth background is available. We then vary the number of training frames used to generate the background. Fig. 5 shows results obtained for different numbers of training frames. As it can be seen, with a small number of training frames, there are some noise points in the generated background, though the overall visual quality of the background is still acceptable. When the number of training frames is increased, we obtain a very clear background. In the example shown in Fig. 5 , the noise points are eliminated from 80 to 90 training frames.
For a quantitative analysis, let define an error measure for a background generation method. Let B * be a known ground truth background and B an estimated background image. We compute the absolute difference image D between B * and B by:
The error of the background estimation is then defined as:
where [N, M ] is the size of the sequence's frames.
The smaller is, the better the background estimation is. Fig. 6 shows the sensitivity of the method as a function of the number of training frames. We can see that the method is quite stable for a number of training frames greater than 80. Of course, for very few training frames, less than 40 frames, the estimated background shows important differences with the true background.
The implementation is quite fast. On average, it takes 25 s to generate a background from 100 training frames on our 1.7 GHz Pentium system. This includes the time needed for reading and storing the samples. 
Background subtraction
Moving objects are detected using background subtraction method by computing the difference between the current frame and the generated background model. Fig. 7 shows examples of detection results using background subtraction. We perform only background subtraction follows by an automatic threshold selection to obtain a binarized image. We used Otsu's 11 method for threshold selection. Because the generated background is very clear, moving objects are correctly segmented. The detection step is straightforward and fast, about 0.015 s per image in our experiments which allows a rate of 66 frames/s (fps). 
CONCLUSION
This paper introduces a new method for generating a background image from an image sequence with moving objects. Based on a robust mode estimation method, which employs the quasi-continuous histograms (QCH) framework, we are able to generate very clear backgrounds from a sequence with cluttered moving objects. This background model is then used for moving objects segmentation using background subtraction.
Nevertheless, some aspects should be considered to improve the robustness of the approach. One important point is how to deal with the case where the background is not static, for example in outdoor scenes with moving trees. In these cases, a multimodal approach is needed and the QCH framework could be used since it allows to detect all modes of a distribution. Considering multi-backgrounds is part of our future work. Another direction of future work could be extending the current pixel-based method to a region-based detection method, through incorporation of spatial or neighborhood information.
