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Abstract – Naming game simulates the process of naming an object by a single word, in which a 
population of communicating agents can reach global consensus asymptotically through iteratively 
pair-wise conversations. We propose an extension of the single-word model to a multi-word 
naming game (MWNG), simulating the case of describing a complex object by a sentence (multiple 
words). Words are defined in categories, and then organized as sentences by combining them from 
different categories. We refer to a formatted combination of several words as a pattern. In such an 
MWNG, through a pair-wise conversation, it requires the hearer to achieve consensus with the 
speaker with respect to both every single word in the sentence as well as the sentence pattern, so as 
to guarantee the correct meaning of the saying; otherwise, they fail reaching consensus in the 
interaction. We validate the model in three typical topologies as the underlying communication 
network, and employ both conventional and man-designed patterns in performing the MWNG.  
Keywords – Complex networks; Naming game; Multi-word naming game; Sentence propagation 
1. Introduction 
Naming game (NG) is a simulation-based numerical study exploring the emergence of shared lexicon in a 
population of communicating agents about a same object which they observed [1–3]. The single object in NG 
can be an entity, idea, opinion, or a social or economic convention that can be described by a single word [4]. 
A population of self-organized agents is connected in a certain topology representing the relationships among 
them. The minimal NG is described as follows. Each time, one pair of connected speaker and hearer is 
randomly selected from the population. If the object is unknown to the speaker (who has no word to describe 
the object), he will invent a new name and then tell it to the hearer. When the object is known to the speaker, 
he will randomly pick a name from memory and utter it. When the hearer receives the name, he will search 
over his memory to see if he has the same name stored therein: if not, then he will store it into memory; but if 
yes, then they reach consensus, so both clear up all the names, while keeping the common one respectively. 
This pair-wise success is referred to as local consensus hereafter. Such a pair-wise transmitting and receiving 
(or teaching and learning) process will eventually lead the entire population of agents to reach consensus, 
referred to as global consensus, meaning all the agents agree to describe the object by the same name. The 
convergence property of NG is not only observed by numerical simulations, but also proved theoretically [5] 
and verified empirically [4]. This conventional NG will be called the single-word naming game (SWNG) 
below. 
Previous studies on naming game focus on mainly two aspects: the agent dynamics [2,6–12] and the 
information dynamics [13–16]. The former concerns about the topological relationships of agents, the roles of 
speaker and hearer, and the communication model among the agents, as well as their characteristics. For 
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the duality caused by coding, we can consider a specific sentence as a single atomic name, thus the MWNG is 
degenerated to the SWNG, or minimal NG. In this sense, the MWNG is a natural extension of the 
conventional SWNG.  
2. Methods 
The distinguished attribute of the MWNG model is that the speaker utters several words simultaneously (a 
simple sentence) rather than a single word to describe an object (e.g., an opinion, an event, etc.), which is 
more realistic and common in human conversations.  
The pattern of sentences in MWNG is kept simple, as long as it is able to show some organizing structure 
of the words. Actually, patterns could also be considered as simple grammar. A simple implementation of 
pattern could be formed by combination of words from different categories. Categorization of words directly 
affects the resolution of patterns. Words of the same category are of equivalent importance. The term 
resolution concerns with the precision and correctness of a sentence. For example, one may classify the words 
into as rough as three categories, ‘noun’, ‘verb’, ‘adjective’, and define a pattern ‘noun + verb + noun’. This 
pattern can guide one to produce sentences like ‘boys play football’. Likewise a sentence ‘football plays boys’ 
perfectly follows the same pattern, but practically meaningless. However, if the classification of word 
categories is as detailed as ‘human’, ‘human-action-verb’, ‘sports-name’, etc., then as such a pattern like 
‘human + human-action-verb + sports-name’ is of high resolution to guide one to generate meaningful 
sentences in practice. In this case, ‘football plays boys’ will be excluded from the same pattern of ‘boys play 
football’. Too few categories will probably lead to too many ambiguous or meaningless sentences, but too 
many categories are clearly inefficient.  
This paper, therefore, studies five simple and conventional patterns of the English language, as well as 
other five sets of man-designed sentence patterns. Since the category classification of vocabulary is arbitrary 
[19], we assume that the category is associated with the word, so that an agent identifies the category of a 
word as soon as he has it (either invents it or receives it). 
For simplicity, the following two assumptions are made: 1) a pattern of a sentence is a unique sequence of 
word categories; 2) a tag indicating the category is associated with a word, so that an agent can identify the 
category immediately. The natural assumptions make the model easy to understand. Each sentence has one 
and only one pattern without exception. As soon as an agent receives a sentence, he receives the pattern based 
on the category and the order of words. In real-life communications, however, a speaker would not offer a 
category tag along with each word he says, but some illustrative tags will be given in the communication. For 
example, when one tries to understand a received word ‘chakalaka’ (an African food), he will naturally 
associate it with tags such as ‘noun’, ‘food’, ‘exotic’, etc. Thus, a new word is categorized when it is received. 
Figure 2 shows the flowchart of one time step in MWNG, where in the beginning a connected pair of 
speaker-hearer is picked. Either direct strategy [6,9] or reverse strategy [9] can be applied. In the direct 
strategy, a speaker is selected first, and then a hearer is randomly picked from the speaker’s connected 
neighborhood. In the reverse strategy, it is opposite: a hearer is picked first, and then a speaker is picked from 
the hearer’s connected neighborhood. Here, the direct strategy is used in MWNG, while the reverse strategy is 
discussed in SI. 
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common word in ‘subject’ and ‘verb’, respectively. Thus, ܫ஺஻ௌ ൌ 1 and ܫ஺஻௏ ൌ 1, then ߩ ൌ ∏ ூಲಳ
ೈೕ
௅ಲ
ೈೕ௝∈ோ ൌ ூಲಳ
ೄ
௅ಲೄ
ൈ
ூಲಳೇ
௅ಲೇ
ൌ ଵଽ, thus ெܲௐேீ ൌ ߩ
ூಲಳು
௅ಲು ൌ
ଵ
ଵ଼.  
The probability of consensus of a sentence in MWNG equals to the probability of consensus of a pattern 
multiplies all the probabilities of consensus of the related words. The probability of consensus within one 
communication in MWNG is lower than that in the minimal NG, but nothing prevents consensus.  
Table 1 Network settings in simulations. A total of 12 random-graph (RG), small-world (SW) 
and scale-free (SF) networks of 500 nodes each are employed for simulation. The networks 
are randomly generated and the basic properties including average node degree, average path 
length, and average clustering coefficient are obtained by averaging over 30 independent runs. 
The network settings of 1000 and 1200 nodes, as well as the corresponding simulation results, 
are given in the SI [23]. 
Notation Network type Number of nodes 
Average 
degree 
Average 
path length 
Average 
clustering 
coefficient 
RG/0.03 Random-graph network with P = 0.03 500 14.98 2.5956 0.0302 
RG/0.05 Random-graph network with P = 0.05 500 24.97 2.2228 0.0500 
RG/0.1 Random-graph network with P = 0.1 500 49.98 1.9057 0.1002 
SW/50/0.1 Small-world network with  K = 50 and ܴܲ = 0.1 500 100 1.8049 0.5676 
SW/50/0.2 Small-world network with  K = 50 and ܴܲ = 0.2 500 100 1.7997 0.4382 
SW/50/0.3 Small-world network with  K = 50 and ܴܲ = 0.3 500 100 1.7996 0.3457 
SW/60/0.1 Small-world network with  K = 60 and ܴܲ = 0.1 500 120 1.7599 0.5725 
SW/60/0.2 Small-world network with  K = 60 and ܴܲ = 0.2 500 120 1.7595 0.4521 
SW/60/0.3 Small-world network with  K = 60 and ܴܲ = 0.3 500 120 1.7595 0.3672 
SF/25 
Scale-free with 26 initial 
nodes and 25 new edges 
added at each step 
500 48.64 1.9272 0.1972 
SF/50 
Scale-free with 51 initial 
nodes and 50 new edges 
added at each step 
500 94.81 1.8102 0.3088 
SF/75 
Scale-free with 76 initial 
nodes and 75 new edges 
added at each step 
500 138.47 1.7228 0.3983 
3. Results 
Simulation setup. Large-scale numerical simulations are carried out on three typical network topologies, 
namely, random-graph (RG) [6,20], small-world (SW) [8,9,21] and scale-free (SF) [6,7] networks. The 
performances of emergence, propagation and consensus of sentences and their patterns are examined. 
Simulation data reflecting different aspects of NG are collected with comparisons. The agents store nothing in 
their memories initially, and the memory size of each agent is large enough or infinite [13,22]. Totally 5 
conventional patterns in English language are used (shown in Figure 3) to form various sentences. A total of 
12 settings of the communication networks are investigated, each with 500 nodes (agents). The settings and 
basic properties of the networks are summarized in Table 1. To further examine the scaling property of the 
8 
 
population size, the study on these 12 networks of 1000 and 1200 nodes are presented in the Supplementary 
Information (SI) [23]. In addition, 5 sets of man-designed test patterns are used to examine the convergence of 
the sentence patterns. 
Convergence process of conventional English language patterns. All the subplots in Figures 6, 7, 8 and 9 
are in the same coordinate, so that the curves of different subplots can be compared easily and directly. 
Figure 6 shows the convergence process with the number of total words in the population. It can be seen 
that the convergence process has a first-increase-then-decrease curve. For each category of words, it is similar 
to the SWNG, but with slight oscillations between the saturation and converging phrases. For the minimal NG 
on random-graph and small-world networks, the maximum number of total names is given by ௡ܰ௔௠௘௠௔௫ ൌ
ே
ଶ ቀ1 ൅
〈௞〉
ଶ ቁ, where ܰ is the population size and 〈݇〉 is the average degree of the underlying network [2]. For 
example, for RG/0.03 (ܰ ൌ 500, 〈݇〉 ൌ 14.98 as shown in Table 1, the maximum number of total names is 
௡ܰ௔௠௘௠௔௫ ൌ 2123. Comparing with Figure 6 (A), it is obvious that the maximum number of total names of each 
category is more than two thousands, and that of ‘subject’ and ‘verb’ is up to some six thousands. The 
calculation of the maximum number of total names in a scale-free network can also be found in [2]. 
Noticeably, the sentence patterns and multiple words here make the communications more complicated and 
require the agents to store more names throughout the process. During the saturation-convergence transition 
phase, local consensus suffers more from disturbing when the atomic names are divided into several 
categories. This complication produces the oscillatory behavior making local consensus as well as global 
consensus difficult to take place. The success rate curve for each network is plotted as background in Figure 6. 
One can see that, during the iteration steps between 10ସ and 10ହ, as the success rate slightly increases, the 
number of total words drastically decreases. This is because, on the average, each agent has accumulated 
many names in his memory, and local consensus may require clearing up tens of names therein. When the 
tendency of global consensus is prominent, the success rate curve raises and the number of total names drops 
both drastically and smoothly.  
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connection probability increases. When the connection probability is greater than 0.4, these 
three indexes become plateaued. In contrast, the maximum number of different works is not 
affected by the change of the connection probability. All the curves are averaged over 30 
independent runs. 
Figure 10 gives box plots of 4 indexes for convergence time, maximum number of total patterns, 
maximum number of total words, and maximum number of different words, against the change of the 
connection probability, in a 500-node random-graph communication network. In each box plot, the blue box 
denotes that the central 50% data lies within this section; the red bar is the median value of all 30 independent 
datasets; the upper and lower black bars are the greatest and the least values, excluding outliers which are 
indicated by red pluses. Figure 10 (A) shows that, in the MWNG model, the convergence time is 
non-decreasing as the connection probability (as well the average node degree) increases. This behavior is 
quite different from the atomic NG, as reported in [2], where the convergence time decreases monotonously as 
the average node degree increases. A greater value of the average node degree introduces more information 
input to every agent on the average; as a result, the agents in a better connected network will accumulate more 
names than those connected on a network with lower average node degree. 
However, in a SWNG model, the number of accumulated names in the agents’ memories will directly 
influence the achieving probability of local consensus. The reason is as follows: 1) the number of different 
words is limited and not affected by the average node degree. Only when an agent has nothing in his memory 
will he invent a name. Figure 10 (D) supports this viewpoint, albeit empirically. 2) The more names the agents 
have accumulated, the more common names they will have, so that a higher probability of local consensus 
will be gained. As a result, the convergence time decreases monotonously as the average node degree 
increases. 
In MWNG, accumulating more names will not directly influence the probability of reaching local 
consensus. Its impact on the probability of reaching local consensus is even lower as compared to the SWNG 
due to the conflict in pairing words from different categories, which does not exist in the latter. As can be seen 
from the simulation results to be reported in the next subsection, the more components a pattern has, the more 
difficult achieving consensus on this pattern will be. As a result, a better connection in the underlying 
communication network does not facilitate the convergence speed of MWNG in general. 
Convergence process of man-designed patterns. In the following simulations, five man-designed language 
pattern sets are considered, with each set includes three to six patterns. The conventional English language 
patterns are natural and efficient in real-life communications, but not so in experimental studies, for instance 
the categories ‘subject’ and ‘verb’ appear in the beginning of all five patterns in the same ordering. In all the 
above-reported experimental results, the population always converges to this simplest ‘subject+verb’ (P1) 
pattern. The man-designed pattern sets are designed for further study on convergence. 
In the literature, as said by William Shakespeare, “brevity is the soul of wit”. Correspondingly in scientific 
research, as reported in [24], “papers with shorter titles receive more citations per paper”. To a certain extent, 
(recognition of) ‘wit’ and ‘citation’ can be also considered as one-sided consensus, since neither (recognition 
of) ‘wit’ nor ‘citation’ is the result of mutual interactions as the local or global consensus in NG. 
Differing from the literature and also scientific research, for which the reasons for short expressions are 
still unclear [24], the reason for MWNG to converge to shorter sentence patterns is clear, and indeed quite 
simple: a shorter pattern has more opportunities to reach consensus than those longer ones. For example, in 
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Simulations on 500 and 1000 population sizes are implemented and the results are summarized in Table 2. 
It can be observed: 1) From the results of Sets A and B, the eventually converged patterns are uniformly 
distributed, when the patterns are of equal length and the categories are uniformly distributed. 2) From the 
results of Sets C and D, the longer pattern (TP4) has no chance to be converged to. TP4 of Set D contains a 
sub-pattern “Tc1+Tc2”, which is TP1 of Set D, while TP4 of Set C does not contain such a sub-pattern. 3) 
From the results of Set E, when a longer pattern (TP3) shares no common word categories with shorter 
patterns, it will be converged to, but with a small probability. 
Table 2 The number of eventually converged patterns in 5 test sets (these man-designed 
pattern sets are defined in Figure 11). There are 12 networks simulated over 30 independent 
runs, thus there are 360 trials in total. Each integer represents the number of trials which led 
the population to converge to that pattern, with its proportion indicated in the parentheses. 
Number 
of nodes 
Test pattern 
set TP 1 TP 2 TP 3 TP 4 TP 5 TP 6 
500 
A 183 (0.51) 
177 
(0.49) / / / / 
B 63 (0.17) 
69 
(0.19) 
49 
(0.14) 
61 
(0.17) 
65 
(0.18) 
53 
(0.15) 
C 119 (0.33) 
139 
(0.39) 
102 
(0.28) 
0 
(0.00) / / 
D 125 (0.35) 
123 
(0.34) 
112 
(0.31) 
0 
(0.00) / / 
E 174 (0.48) 
167 
(0.47) 
19 
(0.05) / / / 
1000 
A 171 (0.48) 
189 
(0.52) / / / / 
B 61 (0.17) 
66 
(0.18) 
64 
(0.18) 
57 
(0.16) 
53 
(0.15) 
59 
(0.16) 
C 106 (0.29) 
132 
(0.37) 
122 
(0.34) 
0 
(0.00) / / 
D 117 (0.33) 
124 
(0.34) 
119 
(0.33) 
0 
(0.00) / / 
E 156 (0.43) 
189 
(0.53) 
15 
(0.04) / / / 
4. Discussion 
In this paper, we proposed a multi-word naming game (MWNG) and studied it by means of extensive and 
comprehensive computer simulations. MWNG is a new model simulating the situation where a population of 
social agents tries to invent, propagate and learn to describe a single object (opinion or event) by a sentence of 
several words in a language pattern. We studied MWNG on five conventional English language patterns and 
five man-designed test pattern sets. The simulation results show that: 1) the new sentence sharing model is an 
extension of the classical lexicon sharing model, in which their processes and features are basically similar; 2) 
the propagating, learning and converging processes are more complicated than that in the conventional NG, 
since larger memory size and longer convergence time are needed in MWNG; 3) the convergence time is 
non-decreasing as the network becomes better connected, while greater value of average node degree reduces 
the convergence time in the single-word naming game (SWNG); 4) the agents are prone to accept short 
sentence patterns, consistent with many known linguistic phenomena in the real world. These new findings 
may help to enhance our understanding of the human language emergence and evolution from a network 
science perspective. 
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Highlights 
 A new model “multi-word naming game (MWNG)” is proposed. 
 MWNG extends single-word propagation to sentence propagation. 
 Simulations are implemented on random-graph, small-world and 
scale-free networks. 
