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U ~lanku se daje cjelovit pregled radova iz podru~ja strojnog obiljeavanja hrvatskih teksto-
va. Pregled obuhva}a opojavni~enje, segmentaciju na re~enice, lematizaciju, POS i MSD o-
zna~avanje, prepoznavanje naziva i problematiku leksikona. Osim izloenih gotovih radova
za svaku cjelinu posebno, upu}uje se na sli~ne radove i dodatne izvore, te se daju ideje i
smjernice za budu}e korake. U zaklju~ku se isti~e nunost po{tivanja me|unarodnih stan-
darda za obiljeavanje tekstova u razvoju jezi~nih resursa i ra~unalnojezikoslovnih alata za
hrvatski jezik.

Ovaj je rad motiviran ~injenicom da na hrvatskom ne postoji ni jedan
cjeloviti pregled radova iz ovog podru~ja. Premda definirani standardi za suvre-
meno obiljeavanje tekstova na hrvatskom jeziku postoje od 1998. godine,1 nji-
hova primjena jo{ nije zaivjela. Cilj je ovoga rada odrediti stanje i budu}e
korake pri strojnom obiljeavanju tekstova na hrvatskom jeziku. Uputit }e se
na radove koji ve} postoje, a naglasiti oni segmenti koji za hrvatski jezik jo{ ne
postoje, ili se tek stvaraju.
Na samom po~etku valja osvijetliti neka pitanja strojnog obiljeavanja tek-
stova. Potpuna to~nost obiljeavanja pri strojnoj obradi tekstova danas jo{ nije
postignuta stoga {to ni jedan ra~unalnolingvisti~ki alat ne radi s potpunom to~-
no{}u. Ona je mogu}a samo ako nakon ili za vrijeme obrade slijedi ljudska in-
tervencija u tekst ili ispravljanje pogre{aka. Drugo je pitanje za{to se u naslovu
1 Erjavec (ur.) (22001), standard na razini POS i MSD obiljeavanja
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govori o tekstovima, a ne korpusima. Moglo bi se re}i da su dana{nji korpusi
(tre}e generacije) velike baze tekstovnih podataka, pa ih je preciznije nazivati
tekstovnim arhivima.
Strojno obiljeavanje tekstova nekoga jezika iznimno je sloen zadatak: bilo
sa stajali{ta opsega posla koji treba obaviti, interdisciplinarnosti koje ono za-
htijeva (lingvistika, informatika i statistika) ili koli~ine znanja/ljudi koji se
strojnom obradom bave. No s jednim te istim problemom suo~eni su svi jezici:
to je mali broj istraiva~a koji se ovim podru~jem bave u uglavnom nezavisnim
skupinama, naj~e{}e od 5 do 35 istraiva~a.2 To je ujedno i odgovor za{to dugo
vremena nije postojao zadovoljavaju}i alat ili integrirana skupina alata koja bi
olak{ala ili ubrzala ovakve obrade ne samo za jedan nego i za vi{e jezika. U
posljednje dvijetri godine razvijeno je nekoliko alata koji u osnovi zadovolja-
vaju potrebe strojne obrade teksta. GATE3 je danas naj{ire prihva}en sustav u
koji je mogu}e ugra|ivati interaktivne module za jezi~nu obradu. No za obradu
hrvatskoga potrebno je razviti ~itav niz modula,4 tj. alata specifi~nih za hrvat-
ski jezik koji bi bili ugra|eni u GATE. Taj proces, naalost, zahtijeva suradnju
ve}eg broja jezikoslovaca i informati~ara nego {to ih se za hrvatski ovim po-
dru~jem bave.
Danas se strojnom obradom hrvatskoga jezika bavi znatno manje od 35 is-
traiva~a, a da situacija bude jo{ nezavidnija, oni su institucionalno odijeljeni u
dvije manjevi{e nezavisne skupine.
Hrvatski jezik u ovom podru~ju naalost zaostaje za mnogim europskim je-
zicima kao npr. za ~e{kim, slovenskim, bugarskim, madarskim, a kad je rije~
o mnogoljudnijim jezicima (engleski, njema~ki, {panjolski), zaostatak je jo{ ve}i.
Taj je zaostatak mogu}e pretvoriti u prednost jer danas postoje ~vr{}i standar-
di, razvijeniji alati i metodologije za obrade teksta, te stoga moemo zaobi}i
probleme koje su imali drugi.
	

Obiljeavanje (annotation, markup) je pridodavanje dodatnih eksplicitnih
informacija tekstu za ra~unalnu obradu tamo gdje su one implicitno prisutne
osobi koja ~ita tekst.5 Pri obiljeavanju korpusa oznake se odabiru iz odre|eno-
ga skupa oznaka i ubacuju u elektroni~ki zapis teksta u smislu obiljeavanja
strukture i drugih osobitosti teksta za koje postoji potreba za obiljeavanjem.6
Redoslijed kojim se obavlja obiljeavanje tekstova moe biti od iznimne va-
nosti za uspje{nost obiljeavanja. Naj~e{}e se rezultati prethodnih koraka obra-
de koriste u idu}im koracima obrade, pa preciznost obrade izravno ovisi o pre-
2 Cunningham (2000): 26
3 Cunningham (2002)
4 O modulima v. idu}a poglavlja
5 Lawrer & Dry (1998): 107
6 Vi{e u @ubrini} (1995): 16 i Bekavac (2001): 18
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ciznosti rezultata obrade iz prethodne faze. To je glavni razlog zbog kojega je
nuna suradnja me|u istraiva~ima koji rade na obradi nekoga jezika. Dakle,
izbjegavanje ponavljanja na vi{e razli~itih mjesta istoga mukotrpnog posla tre-
bao bi biti imperativ za maloljudni jezik poput hrvatskoga. Obiljeavanje danas
nema smisla raditi ru~no. Stoga su oznake koje se ume}u u tekstove rezultat
uzastopne primjene razli~itih ra~unalnojezikoslovnih alata. Taj bi redoslijed









Potrebno je napomenuti da iako ~est, ovaj redoslijed nije striktan. Na prim-
jer, pri obradi hrvatskih tekstova lematizacija i POS i MSD ozna~avanje obav-
ljaju se u istom koraku. Opseg ovoga rada obuhva}a faze do PNa7 uklju~uju}i
i nju. Dva su razloga za to: ovaj bi tekst pre{ao granice ~lanka u ~asopisu, a
jo{ je vaniji usredoto~enje na aktualne i srednjoro~no rje{ive probleme. Ne bi
imalo velikog smisla baviti se fazama koje su za hrvatski u kontekstu strojne
obrade jo{ predaleko od izvodivih.
Iz izloene sheme vano je uvidjeti da bi ako ne alati, onda barem obiljeeni
tekstovi nad kojima se izvodi obrada morali imati svojstvo vi{estruke upora-
bivosti (reusability).8 To na alost nije bila ustaljena praksa kod nas do sada.
Neprimjenjivanje ovoga na~ela pridonijelo bi dodatnom zaostajanju hrvatskog
jezika u ovom podru~ju. Iz tog razloga zadnje poglavlje ovog ~lanaka upu}uje









Tokenizacija (tokenisation) ili opojavni~enje mogla bi se definirati kao do-
vo|enje korpusa u stanje u kojem su sve rije~ipojavnice identificirane i ekspli-
citno obiljeene, gdje se razlikuju XML/SGML oznake interpunkcije i znamena-
ka od rije~ipojavnica.9 U jednostavnom pristupu pojavnice je lako identificirati
jer pojavnica je sve ono {to se nalazi izme|u dva pismena za obiljeavanje raz-
maka, {to naj~e{}e odgovara dvjema bjelinama. Me|utim, tokenizacija je u slo-
enijem slu~aju mnogo zahtjevnija, jer se pojavnicama mogu smatrati i jedinice
koje se sastoje od vi{e rije~i (multiword units (MWU)), a one su sintakti~ki ili
7 PN stoji za prepoznavanje naziva. Vi{e u poglavlju 2.5
8 Vi{e u Ide & Brew (2000) i Bekavac (2001): 65
9 Bekavac (2001): 22
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semanti~ki povezane. Na primjer, datum 20. svibnja ili 20. 5. mogao bi biti ob-
ra|ivan kao jedna jedinica, pa ga u ranijem smislu odre|enja pojavnice nije
mogu}e tokenizirati.10 U ovakvom pristupu tokenizacija bi uklju~ivala prepo-
znavanje naziva (named entity recognition). Prepoznavanje naziva uklju~uje
obradu teksta pri kojoj se identificiraju izrazi koji su nazivi za npr. ljude, orga-
nizacije, datume i sl.
Za jednostavni pristup u ovom trenutku ve} postoji gotovo rje{enje, tj. alat
2XML.11 Osim tokenizacije ovaj se alat pokazao u~inkovit i kod pretvaranja




Segmentacija se re~enica (sentence segmentation, sentence boundary disambi-
guation) obavlja ubacivanjem jedinstvenih nizova pismena, tj. grani~nih oznaka
na po~etak, odnosno na zavr{etak re~enica u tekstu (u suvremenim shemama
za obiljeavanje teksta to su nizovi <S> i </S>). Iako izgleda trivijalno, to
naj~e{}e uklju~uje sloene postupke iz razloga {to su oznake re~eni~ne inter-
punkcije ~esto vi{ezna~ne (ambiguous). Na primjer, to~ka moe stajati uz redni
broj, kraticu, kraj re~enice, ili pak kraticu ili redni broj na kraju re~enice. Za
hrvatski je jezik testni model alata za segmentaciju re~enice na tekstu veli~ine
2000 re~enica imao deklariranu to~nost od 99,5 %.12 Postie li ovaj model i na





Lematizacija (lemmatisation) je svo|enje pojavnica iz korpusa na njihove
natukni~ke oblike, tj. svo|enje razli~itih pojavnica (~lanova iste paradigme) na
zajedni~ku lemu.13 Na primjer, pojavnice stol, stolova ili stolu bile bi svedene
na lemu stol. Lema je onaj oblik pod kojim bismo traili neku rije~ u rje~niku.
Lematizacija se na isti na~in primjenjuje i na flektivno »nepravilne« oblike pa
se npr. jesam, bijah ili bila svode na leksem biti. Lema predstavlja sve oblike
odre|ene rije~i. Kako se u postupku strojnoga prepoznavanja lema redovito
moraju prepoznati i morfosintakti~ki opisi pojavnica, lematizacija se zapravo
obavlja u drugoj fazi POS14 ozna~avanja. Ipak, lematizacija je nuna kao zase-
ban postupak jer se pri MSD obiljeavanju u pravilu odre|uje gramati~ki oblik
pojavnice, a ne sama lema.15 Lematizacija je vaan postupak u istraivanjima
korpusa osobito za jezike koji imaju bogatu morfologiju. Alat koji obavlja auto-
matsku lematizaciju zove se lematizator (lemmatizer). Najve}u prepreku po-
stizanju ve}e to~nosti automatske lematizacije predstavljaju istopisnice (homo-
10 Grover & Matheson & Mikheev (2000)
11 Vi{e u Tadi} (2000b): 524, Tadi} (2001): 110, Tadi} (2002): 445
12 Boras (1998): 155
13 McEnery & Wilson (1996): 42
14 o POS i MSD ozna~avanju v. poglavlje 2.4
15 Ide (1996)
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grafi). Jedini ve}i korpus hrvatskoga jezika nad kojim je obavljen dio lemati-
zacije (poluautomatskim putem) Mogu{ev je korpus.16 Na osnovi tog korpusa
izra|en je Hrvatski ~estotni rje~nik.17
Za hrvatski jezik postoji program za lematizaciju koji je dio sustava SOLAH,
a deklarirana to~nost mu je 95 %.18 O radovima na strojno potpomognutoj le-
matizaciji vi{e u Tadi} (1997: 391).

		
Partofspeech (POS) ozna~avanje je pridruivanje gramati~ke kategorije
svakoj pojavnici u tekstu (ponekad se naziva gramati~ko ozna~avanje ili mor-
fosintakti~ko obiljeavanje).19 POS ozna~avanje spada u osnovne vrste
lingvisti~kog ozna~avanja. Pored toga, POS oznake prvi su korak u razrje{ava-
nju istopisnica, tj. pojavnica koje imaju isti lik a razli~ite gramati~ke kategorije
i/ili zna~enje. Alat s pomo}u kojega se obavlja automatsko POS ozna~avanje
naziva se POS ozna~iva~ (tagger).
Rezultat automatskoga POS ozna~avanja moe biti iznimno precizan. Razlog
za to je predvidivost gramati~kih kategorija pojavnica na osnovi koteksta u
kojima se nalaze. POS ozna~iva~i smatraju se najpouzdanijim i najkorisnijim
ra~unalnolingvisti~kim alatom, a prema na~inu rada dijele se na:20
a. vjerojatnosne (probabilisic) ozna~iva~e: zasnivaju se na vjerojatnosnom
ra~unu i statistici,                                         
b. ozna~iva~e zasnovane na pravilima (rulebased): zasnivaju se na lingvi-
sti~kim, ru~no pisanim pravilima.                             
Ve}ina POS ozna~iva~a danas koristi prvi pristup, a naj~e{}e se koristi u
kombinaciji s drugim pristupom. To~nost rezultata pove}ava se primjenom
pravila na rezultat vjerojatnosnog ozna~iva~a.
Jedna od podjela POS ozna~iva~a zasniva se i na stupnju autonomije ozna-
~avanja u odnosu na uporabu prethodno obiljeena korpusa u uvjebavanju o-
zna~iva~a na:21
1. nadgledane (supervised): rabe prethodno obiljeene korpuse kao osnovu
za izradu alata koji }e se koristiti u postupku POS ozna~ivanja, npr. lek-
sikon, ~estote pojavnica i oznaka, vjerojatnosti odre|enih nizova oznaka
itd.                                                     
2. nenadgledane (unsupervised): umjesto prethodno obiljeenih korpusa ko-
riste napredne ra~unalne metode kako bi prona{li automatska grupira-
nja prema kojima se izra~unavaju vjerojatnosti potrebne vjerojatnosnom
ozna~iva~u, ili pak pronalaze pravila za ozna~iva~e zasnovane na pravili-
ma.                                                     
16 Jednomilijunski korpus hrvatskog knjievnog jezika poznatiji je pod nazivom Mogu{ev korpus
17 Mogu{, Bratani}, Tadi} (1999): 5
18 @ubrini} (1995): 69
19 McEnery & Wilson (1996): 36
20 Van Guilder (1995)
21 Van Guilder (1995)
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Ozna~iva~ za ulaznu varijablu uzima pojavnice iz korpusa te ih uspore|uje
s rije~ima iz leksikona.22 Leksikon (ili elektroni~ki rje~nik) u korpusnoj se
lingvistici koristi kao sinonim za rje~ni~ku bazu podataka {to podrazumijeva
pohranu leksi~ke gra|e u strojno ~itljivu obliku. Leksikon potencijalno moe
sadravati {irok raspon informacija o pojedinoj rije~i, ovisno o strukturi i vrsti
zadatka obrade kojoj je namijenjen. Osnovni leksikon moe sadravati i infor-
macije o morfologiji, bilo kao popis svih oblika rije~i, bilo u obliku koji omo-
gu}uje generiranje svih oblika rije~i, ili sadri oboje od navedenoga.
Iako su se ranije sastavljali ru~no, POS obiljeeni korpusi nezamjenjiv su
izvor za automatsko sastavljanje pouzdanih i sveobuhvatnih leksikona. Zapra-
vo, taj postupak moe biti obostran: sastavljanje leksikona iz POS obiljeenoga
korpusa, ili POS obiljeavanje korpusa iz leksikona. [to je ve}i obiljeeni kor-
pus, ve}a je mogu}nost sastavljanja bogatijega leksikona. Vrijedi i obratno, {to
je ve}i leksikon, ve}a je i mogu}nost pronalaenja pripadaju}eg POSa pojav-
nice iz korpusa. Automatski sastavljeni leksikoni na osnovi POS obiljeenih
korpusa potencijalno sadravaju stotine tisu}a natuknica iz razloga {to broj ob-
lika svih rije~i u prirodnom jeziku moe biti velik, osobito u flektivnih jezika
kakav je hrvatski. Idealan bi leksikon trebao sadravati sve ovjerene oblike ri-
je~i i njima pridruene POS i MSD podatke.
POS ozna~avanje moe uklju~iti dvije razine:
1. razina: uklju~uje prepoznavanje i ozna~avanje vrsta rije~i (POS),     
2. razina: ozna~ava se vrsta rije~i i odre|uju gramati~ke kategorije, tj. njiho-
ve vrijednosti.                                             
Druga se razina ozna~avanja pojavnica naziva i morfosintakti~ki opis
(morphosyntactic description, MSD). Pri svakoj se razini rabe razli~iti skupovi
oznaka, gdje je skup oznaka na drugoj razini znatno ve}i jer je varijabilnost
kategorija i njihovih vrijednosti ve}a.
Ovaj tip ozna~avanja teksta predstavlja jedan od najvanijih problema pri
obiljeavanju hrvatskih tekstova. Jedini cjeloviti rad koji je rezultirao izradom
ozna~iva~a SOLAH magistarski je rad Tomislave @ubrini}. Deklarirana to~nost
vjerojatnosnog ozna~iva~a sustava SOLAH izra~unata na uzorku23 bez (za o-
zna~iva~) nepoznatih rije~i iznosi 91 %.24
S obzirom na to da hrvatski ima bogatu fleksiju, te stoga i velik broj poten-
cijalnih oznaka, valja o~ekivati i manju preciznost ozna~iva~a.25 Stoga bi bilo
poeljno sa~uvati potencijalne interpretacije pojedinih pojavnica iz leksikona.
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22 McEnery & Wilson (1996): 120
23 Na manjem korpusu srednjo{kolskih udbenika
24 @ubrini} (1995): 69
25 V. Erjavec (1999)
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gdje su, aa  all analyses (sve mogu}e interpretacije), ta  true analyses (in-
terpretacija ozna~iva~a, ne nuno to~na),26













gdje su, ORTH  pojavnice, BASE  leme, MSD  msd interpretacije iz lek-
sikona.28
Iznimno koristan izvor informacija o usporednoj preciznosti nekoliko ozna-
~iva~a primijenjenih na srodni (slovenski) jezik nalazi se u Deroski, Erjavec,
Zavrel (2000).
Cjelovitu specifikaciju MSD skupa oznaka (tagset) za hrvatski jezik po MUL-
TEXTEast (V.2) standardu sastavio je 1998. Tadi}.29
 !"
Prepoznavanje naziva, PN (Named Entity Recognition, NER) uklju~uje ob-
radu teksta pri kojoj se identificiraju izrazi koji predstavljaju nazive za osobe,
organizacije, lokalitete, kao i datumi ili valute. Pored PN ~esto se obavlja i pre-
poznavanje i klasifikacija naziva, PKN (Named Entity Recognition and Classi-
fication, NERC). Prepoznavanje naziva vano je za nekoliko razina strojne ob-
rade kao {to su: sloenija tokenizacija, od iznimne je koristi pri segmentaciji na
re~enice i na posljetku parsing. Jo{ nema cjelovitih radova30 iz ovoga podru~ja





Jezi~ni resursi polazi{te su svake strojne obrade teksta. O njihovoj veli~ini,
reprezentativnosti i kodiranju zasigurno ovisi kvaliteta obrade.
Korpus koji tei da bude reprezentativan, a kvantitativno zadovoljava zaht-
jeve suvremene jezi~ne obrade je HNK,31 sastavlja se u Zavodu za lingvistiku
26 Simov i ost. (u tisku)
27 Vi{e o CESu u zadnjem poglavlju
28 Tadi} (2002): 445
29 Erjavec (ur.) (22001), v. WWW adresu: http://nl.ijs.si/ME/V2/msd/html/node15.html  SEC-
TION03800000000000000000
30 Jedini meni poznat rad koji se doti~e ovog podru~ja je Tadi} (2000c)
31 HNK je slobodno pretraiv i nalazi se na WWW adresi: http: //WWW.hnk.ffzg. hr
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Filozofskog fakulteta Sveu~ili{ta u Zagrebu.32 S obzirom na optere}enost au-
torskim pravima, nije ga mogu}e koristiti za »zajedni~ku obradu« tekstova, u
smislu jezi~nog resursa koji bi se obradama nadopunjavao iz vi{e centara. Iz
tog je razloga potrebno sastaviti korpus koji }e predstavljati etalon (Golden
standard) i postati slobodan resurs za zajedni~ku uporabu svih uklju~enih u
strojnu obradu hrvatskoga.33
U istom je Zavodu u zavr{noj fazi izrada morfolo{kog leksikona34 prema
MULTEXTEast specifikaciji.35 Od sli~nih leksikona postoji i rje~ni~ka baza36
sastavljena na Odsjeku za informacijske znanosti Filozofskog fakulteta Sveu~i-
li{ta u Zagrebu.
Vaan jezi~ni resurs su i popisi imena (gazzeteers). Prvi, i {to je jo{ vanije





Izbor standarda gotovo je od presudne vanosti za vi{estruku uporabivost
jezi~nih resursa. Standardni jezik za obiljeavanje tekstova/korpusa danas je
XML38 i gotovo da se vi{e ne dovodi u pitanje.39 Me|utim na~in, tj. shema
obiljeavanja jo{ nije u potpunosti usugla{ena, no ve}ina tekstova ravna se pre-
ma TEIu40 ili CESu.41 TEI standard u potpunosti je uskla|en s XML stan-
dardom od ina~ice P4.42

Velika prepreka razvoju strojne obrade hrvatskoga danas je nedostatak vi-
{estruko uporabivog i dostupnog elektroni~kog morfolo{kog leksikona. Leksi-
kon je osnovni jezi~ni resurs za obiljeavanje tekstova. Bez njega je nemogu}e
obavljati ozna~avanje na mnogim razinama tekstova, kao i razvoj ra~unalnojez-
ikoslovnih alata. Jednaki problem koji proizlazi iz nepostojanja dostupnog lek-
sikona je i nedostupan POS ozna~iva~ za hrvatski jezik. Preduvjet razvoja POS
ozna~iva~a je i pribavljanje velike koli~ine morfosintakti~ki obiljeene jezi~ne
32 Tadi} (1997), Tadi} (1998), Tadi} (2000a)
33 Radi se o tekstovima koji bi bili dostupni svim zainteresiranima za obradu, a nakon obrade
obiljeeni ponovo pohranjeni na dostupno mjesto.
34 sastavlja se po na~elima iznesenima u Tadi} (1994)
35 vi{e o MULTEXTEast specifikaciji u Erjavec (1998): 189
36 Krak (1985)
37 Boras i ost. (u tisku)
38 XML (2000)
39 v. Ide & Romary (2000), Ide (2000), Bekavac (2001): 38
40 TEI (2002); v. i Bekavac (2001): 54
41 Ide (1998); v. i Bekavac (2001): 58 i http://WWW.xmlces. org
42 TEI P4 dokument nalazi se na WWW adresi: http://WWW.teic.org/TEI/P4X/ v. i P5
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gra|e. Ti se prioritetni zadaci trenutno obavljaju u odvojenim i do sad uglav-
nom nepovezanim skupinama43 na Filozofskom fakultetu Sveu~ili{ta u Zagrebu,
{to rezultira neadekvatnom brzinom razvoja osnovnih jezi~nih resursa i alata za
hrvatski jezik. Povezivanje i uskla|ivanje rada ovih skupina zasigurno bi ubrzalo
razvoj, ali i podiglo kvalitetu i vi{estruku uporabivost jezi~nih resursa.
Za navedene korake razvoja jezi~nih resursa i alata danas, za njihovo me-
|usobno uskla|ivanje i uskla|ivanje prema ostalim jezicima, neophodno je po-
{tivanje me|unarodnih standarda tekstova.
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Automatic Annotation of Croatian Texts  Current state and
Perspectives
The article discusses the development of automatic annotation of Croatian etexts achieved by
now. Previous work in the field of language resources and tools for NLP of Croatian language is
discussed and further steps proposed. Topics discussed in the paper are tokenisation, sentence seg-
mentation, lemmatisation, POS and MSD annotation, named entity recognition and lexicon. Ideas
and possible solutions for current problems are given in the conclusion.
Klju~ne rije~i: strojno obiljeavanje, jezikoslovni alati, jezi~ni resursi, korpusna lingvistika, hr-
vatski jezik
Keywords: automatic annotation, linguistic tools, language resources, corpus linguistics, Croa-
tian language
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