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Abstract 
Molecular replacement is a method for solving the crystallographic phase problem using an 
atomic model for the target structure. State-of-the-art methods have moved the field significantly 
from when it was first envisaged as a method for solving cases of high homology and 
completeness between a model and target structure. Improvements brought about by application 
of maximum likelihood statistics mean that various errors in the model and pathologies in the 
data can be accounted for, so that cases hitherto thought to be intractable are standardly solvable. 
As a result, molecular replacement phasing now accounts for the lion's share of structures 
deposited in the Protein Data Bank. However, there will always be cases at the fringes of 
solvability. I discuss here the approaches that will help tackle challenging molecular replacement 
cases. 
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As originally conceived [1–3], the aim of molecular replacement (MR [4]; Note 1) was to 
correctly orient and place a model that had high homology to the target and represented the bulk 
of the scattering, for the purpose of phasing. It has since been generalized to cases of targets 
being modelled by any number of components with any homology to the target, and each 
component representing any fraction of the scattering in an asymmetric unit [5]. The central 
problem of MR is to identify the correct placement (where placement refers to the three 
orientation angles and the three translation coordinates) of all model components in the 
asymmetric unit, with the hope that the resulting phases will be good enough to see novel 
features of the target structure and for iterative cycles of model building and refinement to 
commence [6].  
MR consists of two aspects: a search procedure, for sampling orientations and translations of the 
model(s) in the crystal asymmetric unit; and a scoring function, for determining the (best) match 
of the structure factors calculated from the oriented and positioned model(s) to the observed 
structure factors, and hence the correct placement of the components. If the model is good and 
the data extend to high resolution and are free of pathologies, MR is successful with any of the 
implemented search strategies and scoring functions (X-PLOR [7], CNS [8], AMoRe [9], 
MOLREP [10], EPMR [11], Qs [12], SOMoRe [13], COMO [14], and Phaser [15]), each with 
their own strengths [16]. 
When it works, the speed and automation of MR rivals that of the direct methods used for small 
molecule crystallography, but it has a dark side. Because it is a search procedure, the success or 
failure of the method depends on the signal-to-noise of the correct placement, which depends on 
the quality of the model and data. Quick when it works with the first model and dataset input, it 
can be prohibitively slow if it does not, leading to an ever-increasing drain of computational 
resources. Paradoxically, successful MR strategies include knowing when to stop searching and 
attempt other structure solution methods. 
With the extension of the Protein Data Bank ([17] PDB) to cover much of fold space, the 
chances are good that there will be a structure already in the PDB with the same fold as the target 
3 
protein [18]. Despite this, it is still common for MR models to have very low or even barely 
detectable sequence identity with the target (Note 2). Statistically, this is not a surprise, given the 
uncountable number of ways proteins can diverge in sequence from one another. It is also natural 
that researchers choose to crystallize proteins only when they require novel structural 
information. 
Although much smaller, the database of nucleic acid and nucleic acid-protein complexes also 
offers a wealth of opportunity for MR phasing, partly because nucleic acid helices can adopt 
similar conformations with drastically different sequences, and because it is now recognised that 
there are nucleic acid structural building blocks [19]. 
2 Protocols 
The aim of this review is not to provide a set of proscriptive protocols for MR. I assume that the 
reader is familiar with basic MR theory and practice. When MR is non-trivial, no two pathways 
to structure solution will be identical. Apart from the crystal-specific differences, there is the 
constantly changing background of instrumentation and software. Therefore, I aim to describe 
approaches to difficult cases that can be flexibly adapted to the problem at hand. 
3 Overview 
This review is directed at maximum likelihood MR (MLMR), and specifically the use of the 
LLGI (Log-Likelihood Gain on Intensity) target introduced this year [20]. MLMR scoring 
methods are superior in discriminating correctly from incorrectly placed models than Patterson 
methods [21]. LLGI adds the ability to account for experimental error in the data to the well-
established ability of MLMR to account for errors in the models. It removes biases in MLMR 
targets formulated in terms of structure factor amplitudes, where the very poorly measured 
reflections are not appropriately down-weighted. LLGI has the correct asymptotic behaviour for 
data with infinite experimental error: these data have no contribution to the total LLGI. LLGI 
abolishes the need for the conversion of intensity data to amplitudes (usually performed with the 
French and Wilson method [22]) before MR. 
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Most of the problems with MR arise when there is a need to place a large number of components 
in the asymmetric unit, particularly if there is also low structural homology between models and 
targets. These situations may be engendered by the choice of crystallization target, for example, 
a macromolecular complex for which the structures for individual components, in isolation, are 
known, but not the complex in its entirety; or it may come about because the crystal happens to 
grow with many copies of the macromolecule in the asymmetric unit; or it may arise because the 
crystallographer chooses to attempt MR with small, generic, structural elements. Large errors are 
intrinsic to these problems, which is why MLMR targets are well suited to tackling them.  
It is also possible for cases that seemed likely to be trivial at the outset to turn out to be 
fiendishly difficult, due to particular pathologies. MR is increasingly being attempted with 
crystals that are inherently twinned, show highly anisotropic diffraction and/or have translational 
non-crystallographic symmetry. MLMR approaches account for the intensity modulations arising 
from anisotropy and translational non-crystallographic symmetry, and the use of the LLGI target 
correctly weights the weak data with high error that are intrinsic to these data. 
The most critical difference between MLMR approaches and Patterson approaches to MR is that 
MLMR is optimized when both the mean of the distribution and the standard deviation of the 
distribution are closest to the real values used to generate the data. The standard deviation is a 
fully-fledged parameter, and can be refined along with the mean in minimization (optimization) 
algorithms. If the errors are low, optimizing the parameters contributing to the standard deviation 
will make little difference to the outcome of MR. However, successful MLMR in borderline 
cases is not simply about good estimates of structure factors; it is also about good estimates of 
the errors in the structure factors (Figure 1). When the errors are high it is important to 
understand the sources of error so that they can be reduced and/or correct estimates optimally 
incorporated in the likelihood functions, so that the LLGI is maximized.  
The contribution to the total LLGI from any individual reflection depends on the variables Ecalc, 
σA, Iobs and σIobs [20]. The total LLGI is the sum of the reflection LLGI values. These principles 
are the basis for the discussion of optimization of the signal in MLMR (Figure 2).  
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4 Methods 
MLMR targets and target specific search strategies for MLMR are implemented in Phaser [15] 
(and previously BEAST [21]). Phaser is distributed through the CCP4 [23] and phenix [24] 
software suites under license. The software can be run from the command line, from python 
scripts, or through the ccp4i [25] or phenix interfaces [26]. Phaser is used in MR pipelines 
including MrBump [27] from the CCP4 suite, MRage [28] from the phenix suite and the WS-MR 
SBGrid [29]. It is also the basis of the anisotropy server [30]. Phaser has been incorporated into 
the development of ab initio phasing via MR in Arcimboldo [31] and Ample [32]. Many of the 
methods discussed here are relevant to all versions of Phaser, but some require Phaser-2.7.12 and 
above. 
4.1 Target Function 
Phaser's LLGI target is the log of the likelihood of the MLMR hypothesis minus the log of the 
likelihood of the null hypothesis, where the hypothesis is formulated in terms of intensities [20]. 
The MLMR hypothesis is the current orientation and placement (translation function) or just 
orientation (rotation function) of the search component, within the background of the orientation 
and placement of other components under consideration. The null hypothesis is the Wilson 
distribution [33] of intensities, arising from a random distribution of isotropically scattering 
atoms in the asymmetric unit.  
4.2 Search Strategies 
Phaser implements automated search strategies for finding multiple components. In the default 
search strategy, data are corrected for anisotropy and translational non-crystallographic 
symmetry; rotation and translation functions run with automated selection of potentially correct 
orientations and translations; packing checks performed; the partial solutions rigid body refined; 
and these steps iterated over the number of components. The resolution is optimized for speed. 
Steps are automatically repeated with altered parameters if the first set of parameters fail to yield 
a solution. The default search strategy is likely to find a solution if at all possible, but is also 
highly configurable (see documentation for details [34]) 
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4.2.1 Fast Fourier Transform 
Conceptually, the full MR search space is 6N dimensional, i.e. the three rotational dimensions 
plus the three translational dimensions multiplied by "N", the number of models to be placed. An 
exhaustive 6N dimensional search becomes infeasible even with N in the low single digits, a 
problem that has spurred sparse sampling approaches [35]. These include the standard divide-
and-conquer method of splitting the rotation and translation into two 3D searches (a rotation 
function and a translation function), but also include genetic algorithms [11] and Monte Carlo 
methods [12]. An advantage of performing the search as separate 3D rotation and 3D translation 
functions is that suitable target functions can be calculated by Fast Fourier Transform (FFT) 
[36]. The drawback of full MLMR targets is that they cannot be calculated by FFT, but targets 
for the rotation and translation functions that are suitable for FFT can be derived using the 
insights gained from the full MLMR treatment [37,38]. 
4.2.2 Sequential Addition 
One of the greatest strengths of the MLMR targets is that whenever a component is placed, the 
variances representing the remaining uncertainty in explaining the structure factors are reduced, 
thus increasing the signal-to-noise of the search for the next component. Thus, the natural way to 
build an MR solution of multiple components using MLMR is by sequential addition (Note 3). 
Phaser's default search strategy is to run consecutive rotation and translation functions, iterating 
the two 3D searches over the number of models N, and using the structure factors calculated 
from the known (already placed) components to leverage the search for the next component.  
4.2.3 Peak selection 
Since the Phaser search strategy is to iterate the rotation and translation function searches over 
the number of components, it is necessary to set the selection criteria for the rotation and 
translation function partial solutions so that the correct rotation(s)/translation(s) are included in 
the list of rotation(s)/translation(s) carried through to the next step or iteration. The process is to 
sort the rotation(s)/translation(s) at the rotation/translation step in LLGI order and to select the 
highest. Selection criteria rely on there being at least some signal at the partial solution stage, so 
that the correct rotation(s)/translation(s) will be sorted towards the top of the list. The ideal place 
to prune the list is just below the correct rotation(s)/translation(s), but of course this is not 
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known. Rather, (by default) solutions are selected if they have a LLGI that is over 75% of the 
difference between the top and the mean of the search. This has the advantage that if the signal is 
high, then only the single top (correct) solution will be carried through, but many will be carried 
through if the signal is low. Other selection criteria are possible (see documentation for details 
[34]).  
5 Identifying MR solutions 
Since MR is a search procedure, the correct solution is identified by the signal-to-noise of the 
correct placement. The correct placement is obvious when a single point in the 6N dimensional 
search has a high LLGI value that is clearly discriminated from all others. As previously 
discussed, this point is not normally found with a 6N dimensional search. Instead, search 
methods rely on intermediate steps systematically eliminating regions of search space as they 
home in on the correct placement. The correct placement is found as long as intermediate steps 
do not eliminate it from the search space along the way. It is not necessary for each step in the 
search procedure to have high signal-to-noise in and of itself.  
If the signal in the rotation or translation function is low, the default peak selection criteria may 
be eliminating the correct orientation or position from the search space. Since the signal from the 
rotation function is generally lower than that of the translation function, an obvious first 
parameter to change is the number of rotation function peaks being carried through to the 
translation function. The default FAST search strategy in Phaser automatically reserves a second 
tranche of rotation function peaks to pass to the translation function if the first (upper) tranche 
fails to yield a placement with a translation function Z-score (TFZ; see documentation for details 
[34]) over 8. If the signal in the translation function is also low, it may also be necessary to 
change the number of translation function peaks being carried through at intermediate stages of 
the search (see documentation for details [34]). 
5.1 Success 
The LLGI is a direct measure of the probability of a placement being correct. There is also a 
direct relationship between the absolute value of the LLGI and its discrimination from the noise; 
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the higher the LLGI for the correct placement, the higher its TFZ. LLGI values for a model of 
the whole asymmetric unit greater than 60 generally have a TFZ of 8 and almost definitely 
represent a true solution [39]. The LLGI can be lower (50; TFZ ~7) and still indicate the correct 
placement of the first molecule in polar space groups, where there is one less degree of freedom. 
Clear discrimination from the noise is an excellent secondary indicator that a solution is correct.  
Many (different and wrong) placements with an LLGI over 60 (TFZ over 8) indicate some 
unexpected pathology in the data that breaks the assumptions of the likelihood hypothesis. 
Common pathologies include twinning (possibly complicated by pseudo-symmetry) and errors in 
the space group determination. 
5.2 Failure 
Assuming that a MR solution exists using the models provided, if the correct placements of the 
components, as determined by superposition after structure solution, is not indicated by a LLGI 
clearly discriminated from the noise, then the MR with that set of components will never be 
conclusive, whatever search strategy is used. If many MR trials (Note 4) do not produce a peak 
in the LLGI, then the crystallographer is justified in considering MR to have failed. However, 
putative model structures that may be somewhat superimposed on the target after structure 
solution but whose placement is not indicated by a signal in the LLGI will have very high phase 
errors, so that, had the placement been identified prior to structure solution, taking the MR 
solution forward to refinement would be extremely problematic. 
5.3 Enrichment 
If there are a small number of solutions with LLGI approaching 60 (TFZ ~8), it is likely that one 
of these represents the true placement. Approximately half of the solutions with an LLGI around 
30 (TFZ ~5.5) are correct [39]. If the list of potential placements is small, then it is likely that the 
signal-to-noise of these possible solutions is also relatively high, and that the low likelihood is 
not due to pathology. The solution list is enriched, even though MR is not conclusive.  
It may be possible to distinguish the correct MR solution in an enriched list by taking each 
potential solution through to refinement. This is the approach taken in Balbes [40]. Rosetta 
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software [41] incorporates a wide convergence radius refinement method using approaches from 
ab initio modelling, and a pipeline for examining an enriched solution list from Phaser is 
implemented in phenix.mr_rosetta [42].  
Anomalous data (e.g. from S-SAD, Se-SAD or a heavy metal soak) may also help to find the 
correct MR solution in an enriched list, even if the anomalous substructure has not been 
determined. In the MRPM (MR parameter matrix) search, the putative MR solutions from an 
enriched list are used to phase an anomalous difference Fourier and the MR solutions scored 
with respect to the peak heights in the resulting map [43]. If an anomalous substructure has been 
determined independently of a MR solution, but the resulting phases do not yield interpretable 
electron density, then the phases may still be good enough to identify the correct MR placement, 
simply by calculating the phase correlation between the experimental and (putative) MR phases. 
If both experimental and MR phase information is available, then phase combination will help 
bootstrap structure solution (Note 5). 
5.4 Persistence 
If MR is failing, the crystallographer will have many MR trials from which to draw additional 
information. If the correct solution is somewhere at the top of the LLGI list in a number of trials, 
then considering the results of many trials in totality can identify the correct solution by the 
persistence of a solution across trials. This process was first introduced to MR in the context of 
looking across multiple rotation functions for the correct orientation [44], and later for 
translations [45] using AMoRe. The identification of similar placements can be done in real 
space, by clustering rotations and translations, or, for translations, in reciprocal space, by looking 
for phase correlations. If done in real space, it is advisable to pre-align all homologous model 
structures so that high-scoring orientations and translations from different models can be 
compared easily. 
5.5 R-value 
When all components of the asymmetric unit have been placed, it is usual to calculate other 
scores to test their validity, particularly the R-value (||Fobs|–|Fcalc||)/|Fobs|). The theoretical 
R-value for a random distribution of atoms, i.e. a maximally incorrect solution, is 0.586 [46]. In 
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practise, wrong solutions have R-values a few points lower because the absolute scale of Fobs is 
not known, and |Fobs| is scaled to |Fcalc|. However, the R-value need not be lower than 0.586 
immediately after MR. A notion that the R-value should be low after MR is equivalent to a 
notion that the R-value should show a signal for MR, and therefore would make a good target 
function, an idea abandoned with the introduction of the correlation coefficient [47,48] even 
before the introduction of MLMR. The R-value takes no account of the errors in Fobs and Fcalc, 
and is only a useful indicator when the phase error is small. Most models, even when correctly 
placed by MR, will still have very considerable errors. However, the R-value does give an 
indication of how straightforward will be the progression into model building and refinement. At 
values less than 0.40, the R-value becomes a reliable indicator of good phases. MR solutions 
giving high R-values will require advanced techniques to refine. For a detailed discussion of 
refinement, see the chapter by XXX in this volume. 
5.6 Termination 
If the composition of the asymmetric unit is uncertain, it can be difficult to know when all 
components have been placed and the MR search can be terminated. The termination problem is 
usually solved when the signal-to-noise for adding components, which should increase with each 
additional component added, suddenly disappears and/or there ceases to be space for additional 
components in the asymmetric unit. A necessary but not sufficient condition for an MR solution 
is that the components form a connected lattice. In the end though, the MR search is only 
definitively terminated after the structure has been refined and passed validation tests. 
6 Models 
The important criteria for MR searches have been the subject of rules-of-thumb about sequence 
identity between model and target, editing of the model, and required size of the model [18,49–
52]. Only some of these have been systematically studied (e.g. editing of the model [53]). The 
properties of the LLGI clearly indicate the veracity or otherwise of these rules-of-thumb for 
MLMR. Contrary to these traditions [18,49,50], there aren't generally applicable cut-offs in 
sequence identity or root-mean-square deviation (rmsd) of a model to the target for successful 
MR. The sequence identity per se is irrelevant, except in that it allows homologues to be 
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identified and an initial estimate to be made of the rmsd. Exactly how low the rmsd between the 
model and the target needs to be for success depends on the other parameters, particularly the 
model completeness (fraction of the scattering) and the number of reflections. High rmsd can be 
compensated by high model completeness. Low completeness can be compensated by low rmsd 
between model and target, and a large number of reflections (Figure 2).  
Of course, the rmsd of the model to the target cannot be predicted reliably before MR. Strategies 
described here are designed to minimize the rmsd prior to MR. 
6.1 Model improvement 
Because the rmsd of the model to the target cannot be predicted reliably before MR, the best 
model of all the alternatives cannot be chosen reliably either. Having the best possible starting 
model will make subsequent refinement and rebuilding much easier, so it is well worth spending 
some time evaluating a variety of alternative models, especially in difficult cases. MR models 
can be derived from different template structures in the PDB, processed in different ways by 
pruning, remodelling, or collected into ensembles, with or without trimming to a conserved core 
structure. In testing many models, it can be very helpful to use MR pipeline software such as 
MRage [28], which compares and combines results from many models in parallel. 
6.1.1 Modelling 
Techniques developed for ab initio modelling of protein structures have come of age for 
improving structures for MR. Application of chemical force fields can improve the structure to 
the point where the rmsd is low enough to find the solution [54]. Modelling specifically for MR 
is implemented in Ample [32]. For a detailed discussion of ab initio methods, see the chapter by 
DiMaio in this volume. 
6.1.2 Normal Mode Analysis 
Conformational change in proteins is particularly problematic for MR. The crystallographer may 
expect conformational change - even be hoping to probe it - from previous studies of the 
macromolecule or macromolecular complex. Conformational change in proteins has been shown 
to be modelled by normal-mode analysis of the elastic network model [55–59]. One or more 
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normal modes may contribute to a given conformational change [58,59]. Perturbations along 
normal modes were first used successfully to find MR solutions with AMoRe [60]. Neither the 
normal modes that model the conformational change nor the perturbation distance along the 
modes are known in advance; multiple perturbed models need to be generated with different 
normal mode combinations and perturbation distances. By chance, one of the conformations 
generated may have a lower rmsd to the target structure than the original model, and hence yield 
a signal in MR. However, it is necessary to sample hundreds or even thousands of possible 
perturbations in order to sample conformational space finely enough to generate a good model. 
Normal mode perturbation of protein structures in rmsd increments can be performed with 
Phaser (see documentation for details [34]). 
6.1.3 Conformational Sampling 
Some families of proteins have been intensively studied and are present in the Protein Data Bank 
in many different conformations. Kinases are a prominent class of protein for which the structure 
with the highest sequence identity in the PDB is not likely to be the one with the lowest rmsd to 
the target. Kinases undergo a conformational change upon NTP binding, but the changes are not 
well-modelled as a simple change in disposition of domains [61]. There are thousands of kinase 
structures in the PDB (including serine/threonine, tyrosine, histidine, receptor and non-receptor 
types), and these represent many different kinase conformations. Although not all are unique, the 
conformational sampling they represent can be used to solve MR problems by trying all kinase 
structures regardless of sequence identity.  
6.1.4 Wide search 
Wide Search MR (WS-MR) [29] is the extension of the database of search models to the entire 
PDB. The CPU intensive search becomes tractable through the use of national supercomputer 
grids. The approach allows optimization of the MR search model by brute force: it does not rely 
on sequence identity to identify models. As a consequence, MR solutions can be found with very 
low sequence identity and/or sequence coverage. As implemented through the SBGrid [62], the 
LLG and TFZ scores from Phaser are initially used to filter possible solutions, and then the 
structures that generate these solutions clustered by fold to find folds that persist in the solution 
list (Note 6). 
13 
6.1.5 Ensembling 
A reduction in model errors can be achieved using an ensemble of superimposed structures that 
are similar. The result of the ensembling [21] procedure is a set of Ecalc, which are used in lieu of 
structure factors from a single model. The errors in the ensemble Ecalc are lower than those of 
each model individually. The assumption is that some parts of the structures will be 
systematically closer to the target than others. The scattering from these sections will be 
reinforced, while regions that differ will be down-weighted. If all the structures were weighted 
identically, ensemble Ecalc would be equivalent to summing structure factors from the 
components and dividing by the number of components, or equivalently, taking the N 
superimposed structures, each with the fractional occupancy 
1
/N. A more sophisticated approach 
is to weight the structures according to the expected rmsd to the target structure. An ensemble of 
structures has been shown to be particularly effective when there are a number of low sequence 
identity models available for the target structure [21,63]. 
6.1.6 Bulk solvent 
Ordered atoms are only part of the scattering matter present in the crystal. Also present are 
disordered atoms in the bulk solvent. Solvent corrections to the structure factors were originally 
developed for refinement [8,64] where they clearly improve map quality. A mask-based solvent 
correction has been successfully applied to fast translation searches in MR [65] with AMoRe [47] 
and with CNS [8]. Phaser has the option of applying a mask bulk solvent correction throughout 
MR. The model structure factors are calculated for structure factor interpolation, by placing the 
model in a large P1 cell with less contrast to the surrounding solvent as compared to the default 
calculation, which places the model in vacuo. The mask-based bulk solvent correction reduces 
the error in the calculated structure factors at low resolution and hence increases the σA at low 
resolution. Although not applied by default, the bulk solvent correction in Phaser can rescue 
failed MR in some cases, particularly those with data to only low resolution (see documentation 
for details [34]). 
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6.2 Model Completeness 
There is a penalty to the LLGI associated with reducing the size of the model. However, 
reducing the size of a model can be advantageous if the atoms in the wrong (relative) positions 
can be removed prior to the search.  
6.2.1 Pruning 
The longest standing method for removing atoms in the wrong (relative) positions is pruning the 
amino acid side chains of the model. Amino acids that are not conserved between model and 
target should be trimmed back to a common core. In the simplest analysis, this is the Cβ atom 
(polyalanine), but more complex analysis can add one or two atoms further along the amino acid 
side chain where there are conserved atoms between common rotamers of spatially equivalent 
model and target amino acids. Pruning of the model has been shown to be decisive in the 
solution of MR problems [53]. This can be particularly powerful when using ensemble models, 
as the loops that differ among members of the ensemble can be trimmed to leave just the 
conserved core. Pruning can be performed with CHAINSAW [66] from the CCP4 suite or 
phenix.sculptor [67] from the phenix suite. 
6.2.2 Domain analysis 
Protein domains are variously defined, for example in terms of sequence motifs, functional 
elements or evolutionary modules. For the purposes of MR, a domain is a structural element 
within which the atoms are fixed relative to one another between model and target, and hence are 
suitable sub-structures for MR. There are often changes in the disposition of domains in multi-
domain proteins sometimes related to function, but also simply due to flexibility and crystal 
packing forces. When the protein (or a homologue) has been solved in two or more conformers, 
the structurally invariant regions can easily be identified [68–71]. It is more challenging to 
identify domains for MR when the structure of only one conformer has been solved. In simple 
cases, visual inspection may be sufficient to identify potential rigid domains. Various automated 
approaches have been taken including considerations of surface area [72] , molecular dynamics 
simulations [69], TLS group analysis [73], and normal-mode analysis [74], amongst others. 
Phaser implements the SCEDS procedure [71].  
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If a model is split into N domains, the search for that component becomes 6N dimensional to 
allow each set of atoms with correct (relative) positions to be optimally positioned. The signal 
for the correct placement of all the domains may not be discriminated from noise until the final 
component is placed. In difficult cases, it is therefore advisable to search for all components in 
one run of Phaser, allowing the software to build a complete solution component by component, 
and optimizing the signal from each component as it progresses.  
6.2.3 Oligomers 
If the protein or proteins in the crystal are known to form oligomers, either hetero-oligomers or 
homo-oligomers, then searching with models with the target's oligomeric arrangement will 
increase the signal. Dimers, trimers, tetramers and hexamers with point group symmetry are able 
to crystallize with one unit (which may itself be made up of a protein assembly) in the 
asymmetric unit of the crystal in space groups with the same two-, three-, four- or six-fold point 
group symmetry. Fibres, which are infinite chains of proteins with screw symmetry, must 
crystallize so that the crystal screw symmetry generates the infinite chain. Searching with an 
oligomer with more scattering matter than present in one asymmetric unit, where the oligomer is 
placed on a special position with respect to the crystal symmetry, is supported in Phaser. 
6.2.4 Brute searches 
In difficult cases, the full MLMR targets can be calculated point by point on rotational and 
translational grids [21], rather than using the likelihood enhanced fast rotation/translation 
functions and FFT [37,38]. This is termed a "brute" search. Since the full likelihood functions are 
slow to compute, brute searches are most useful when the search space can be restricted to a 
particular set of angles/coordinates near a particular placement. Such a scenario occurs when 
searching for a multi-domain, flexible protein for which a model of the entire target exists. It is 
often possible to place the large domain(s) but not the small domain(s). The approximate 
placement of the small domain(s) can be inferred from the placement of the large domain(s). 
Performing a brute rotation/translation searches restricting the orientation/position to 
angles/coordinates within a few tens of degrees/Ångstroms of the position relative to the (large) 
placed domain(s) often finds the correct placement of small domain(s) with high signal-to-noise, 
using the power of MLMR. In practice, it is usually sufficient to carry out a brute-force limited 
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search of orientations combined with a fast translation search over the entire volume, because the 
signal is much stronger for the translation search than the rotation search. Obtaining a solution 
consistent with connectivity between the domains increases confidence in the correctness of that 
solution. The brute search method can be thought of as a wide-convergence-radius rigid-body 
minimization. 
6.2.5 Fragments 
If the number of reflections is high then it becomes feasible to use very small but accurate (low 
rmsd) search fragments for MR. Elements of secondary structure can prove useful generic 
models. Helices are particularly suitable as they are very regular over lengths of several turns; 
beta sheets have twists that distort the disposition of atoms within a short stretch of amino acids. 
This approach is particularly effective in solving coiled-coil structures [75], where MR with 
Phaser often fails to dock the sequence (amino acid or base) onto the helix, probably due to the 
strong helical modulations of the diffraction pattern. That small accurate fragments can be used 
to solve MR problems when whole accurate models are not available is the basis for Ample [32], 
Arcimboldo [31], Arcimboldo-Borges [76] and Arcimboldo-Shredder [77]. 
6.2.6 Search B-factor 
Model components differ not only in the rmsd to the target, and model completeness, but also the 
relative B-factor. The components with low B-factors are generally found first in any search. The 
high B-factor components can be very hard to place, because these contribute less to scattering at 
high resolution than other components. The relative B-factors of components are not known 
before structure solution, but if later components in a search are proving difficult to locate, high 
B-factors should be suspected. This is particularly likely if one copy of a component has been 
found, and therefore shown to be a good model. In Phaser, the average B-factor of all ensembles 
(and members of an ensemble) is, in effect, set to the Wilson B-factor. Thus, average B-factor 
differences do not affect the ensemble structure factors, but Phaser has the option to explicitly 
add a relative B-factor to the search for a component to down-weight the structure factors at high 
resolution appropriately, and hence increase signal (see documentation for details [34]). 
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6.3 Model errors  
Model errors are important parameters in the likelihood targets. Correct estimation will improve 
signal-to-noise in borderline cases. The model error, A, is computed from the estimated rmsd of 
the coordinates between model and target and the fraction scattering that it represents. 
The LLGI for the placement of a component should be positive, and should increase as 
components are added. If it is negative or decreasing, it means that the parameters of the 
likelihood function are predicting the data worse than would a collection of random atoms. The 
errors are underestimated, too optimistic about how well the model can predict the data: the 
completeness is being over estimated and/or the rmsd of the coordinates is being underestimated. 
6.3.1 Sequence Identity 
Although not known exactly until after structure solution, the rmsd can be estimated from the 
sequence identity [78] or more accurately by also taking into account the size of the protein [39]. 
Optimization of the estimated rmsd can be the difference between success and failure in MR 
trials with low signal [39]. 
6.3.2 Composition 
The fraction scattering of a given ensemble is calculated in Phaser from the atomic composition 
of the input ensemble and the total atomic composition of the asymmetric unit, usually entered as 
protein and/or nucleic acid sequence and number of copies. The asymmetric unit composition is 
thus an important parameter in MLMR. Increasing the composition of the asymmetric unit will 
decrease the fraction of the scattering accounted for by each component.  
If the composition of the asymmetric unit is uncertain, then so too will be the fraction scattering 
of each component. If the asymmetric unit is assumed to have less scattering than actually 
present, then σA will be over estimated, and vice versa. The LLGI will be optimized when the 
composition is correct. In difficult cases, it will be necessary to perform MR not only altering the 
number of search components but also the composition.  
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6.3.3 Conformational Change 
When modelling conformational change, the rmsd used to estimate the A should be close to the 
rmsd expected to apply after successful structure solution, not the higher value expected between 
model and target before modelling the conformational change. If conformational change is being 
modelled by normal mode perturbations, then the rmsd between perturbations will give an 
estimation of the upper limit for rmsd of the best model to the target. Phaser generates normal-
mode perturbed structures by rmsd increments for this purpose (see documentation for details 
[34]). 
6.3.4 Atomic B-factors 
Although the overall scale of the B-factors of the model coordinates does not affect MR with 
Phaser (see section 6.2.6), differences in B-factors between atoms in a model affect the relative 
contribution of the scattering of each atom to the calculated structure factors at different 
resolutions; scattering from regions of high B-factor are down-weighted at high resolution. The 
atomic B-factors should be set proportional to the expected positional error squared. Modelling 
expected coordinate errors along the polypeptide chain as B-factors, usually lowest in the core 
and highest on the protein surface, have been shown to dramatically improve the utility of 
homology models for MR [79]. 
6.3.5 VRMS Refinement 
Phaser refines the coordinate errors (VRMS [39]) for each component in conjunction with the 
rotation and translation of the model. The VRMS will often refine to a lower value than the input 
rmsd for a correct solution. If VRMS values of a solution refine to a significantly different value 
than input, then repeating the search with the refined VRMS input from the start should increase 
the signal-to-noise of the rotation and translation functions. 
6.4 Model Case Study: Antibodies 
The approaches to optimizing a model are well illustrated by the long-standing MR problem of 
how to solve Fab antibody structures [80], with or without their protein antigens. The elbow 
angle, the angle between the variable (Fv) and constant (Fc) domains of the antibody, is highly 
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variable [81]. If the data are high enough resolution (i.e. there are a large number of reflections) 
then Fab placement will be possible by splitting the Fab into Fv and Fc domains and searching 
for these consecutively, even using Fabs with low sequence identity to the target. Pruning the Fv 
and Fc to the core conserved with the target is always advisable. Because of the flexibility at the 
elbow angle, the B-factors of one of the domains may be high, causing problems for the MR. If 
the Fv domain is well ordered (due to binding to its well-ordered protein antigen), and hence is 
easily located by MR, then a partly disordered Fc may be found by increasing the B-factor in the 
search for Fc or by local brute search. If the data are not so numerous, then a good signal will 
only be obtained searching with the whole Fab and with the elbow angle of the Fab correctly 
modelled. The only correlation between elbow angle and sequence is via the subtype of light 
chain ( or ) [81]. The correct antibody hinge angle may be found amongst those Fab structures 
already in the PDB, or novel conformations may need to be generated with normal mode 
perturbations. If the data are even poorer, then the signal can be further improved by modelling 
the Fv. Modelling approaches for Fv domains regularly achieve an rmsd of 1Å or better [82]. 
Searches may be necessary using a range of rmsd values, or an ensemble of Fv models may be 
useful. Placing the Fv and Fc domains correctly in the asymmetric unit can bootstrap the 
placement by MR of the protein antigen, or indeed phasing by other methods. This is a secondary 
benefit of the use of Fabs as chaperones to aid the structural determination of otherwise 
‘uncrystallizable’ target proteins, a method that has become relatively standard [83]. 
7 Data 
Guidance about good data collection strategies becomes particularly relevant in difficult MR 
cases. For a detailed discussion of data collection strategies, see the chapter by Dauter in this 
volume. Some problems arising from fundamentally bad data collection simply cannot be 
resolved by data processing and will be fatal to MR. The following discussion assumes that the 
data are correctly indexed, are free of overlaps and overloads, and that the Iobs associated with 
an Iobs encapsulates the measurement error reasonably accurately.  
Like model preparation, data preparation for MR has also been the subject of rules-of-thumb 
regarding the resolution of the data, the need for completeness of the low-resolution data, and so 
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forth [18,49–52]. Again, the properties of the LLGI clearly indicate the veracity or otherwise of 
these rules-of-thumb for MLMR. If the data have no pathology, then, for a particular model, the 
LLGI depends only on the number of reflections, not the resolution of the data, or the 
completeness of the data in resolution shells (Figure 2). This runs contrary to experiences with 
Patterson methods, where the completeness of the low-resolution data is critical to the success of 
MR [52,84] and where high-resolution data are not essential [85].  
7.1 High-resolution data and high rmsd 
Although the number of reflections is a key factor in determining the LLGI, reflections with a 
resolution higher than 1.8 times the rmsd of the model have A values so small that they 
contribute insignificantly to the total LLGI. Estimates of the rmsd for MR show that for sequence 
identities of 15%, the rmsd is estimated as 1.5Å for small models and up to 2.5Å for large (1500 
residue) models [39], which implies that data better than 2.7Å for small models, and 4.5Å for 
large models, will only increase CPU time. However, in cases where MR is not expected to 
succeed based on the most likely rmsd, success will only be found for models that happen to be 
somewhat better than expected, so it can help to run trials with optimistic values for the rmsd. An 
rmsd of only one standard deviation below the expected value (0.2 times the expected value [39]) 
increases the useful resolution by nearly 40%. If the VRMS is lowered in refinement, it will 
benefit from the additional data. Deliberately truncating data, for example at 3.5Å, can lose 
critical signal for marginal cases. Phaser sets the resolution limit optimally for the rmsd input, 
and changes the resolution limit during the course of MR depending on how much signal is 
present.  
7.2 High-resolution data and low rmsd 
Using the same argument as in section 7.1, MR with small accurate fragments will benefit 
greatly from high-resolution data. On no account should resolution be truncated in the search for 
helices or other small structural motifs.  
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7.3 Measurement error 
At the diffraction limit of the crystal, the issue becomes measurement error. Since the 
demonstration that useful information can be extracted from very weak diffraction data in 
refinement [86,87], and the introduction of pixel counting detectors, data are now frequently 
integrated beyond traditional resolution limits (e.g. merged Iobs/Iobso > 2 in the outer shell). The 
LLGI will down weight the contribution for the poorly measured reflections at the diffraction 
limit of the crystal. Using LLGI, adding data at the high-resolution limit with high experimental 
error will not bias the MLMR target in the way that amplitude-based likelihood targets do, and at 
the same time allow all well measured reflections, regardless of overall the Iobs/Iobs in their 
resolution shell, to contribute to structure solution. With the use of LLGI, it should not be 
necessary to vary the high-resolution limit for MR in an attempt to get a solution, unless there is 
some pathology in the data at high resolution (e.g. an ice ring near the resolution limit). 
However, in the extreme of integrating data well beyond any reasonable diffraction limit, e.g. 
2.0Å (Iobs/Iobs = 2) data integrated to 1.0Å, the integration and scaling programs may do a 
poorer job of estimating the intensities and standard deviations, and some degree of restraint 
should be exercised. 
7.4 Low resolution data 
If MR is failing and the data are poor, then improving the data should be a priority. The higher 
the resolution of the data, the more options for attempting MR with smaller, more accurate 
fragments. Low-resolution data below 15Å is disproportionately affected by the poorly modelled 
diffraction from the solvent, and so has lower A values than do data around 6Å. Mid-resolution 
data thus give more signal per reflection than do low resolution data. Unlike Patterson based 
MR, high completeness at low resolution is not particularly valuable for MLMR. 
7.5 Completeness 
Because the LLGI is dependent on the number of reflections, it is obvious that collecting 
complete data will maximize the number of reflections to the diffraction limit of the crystal. 
Missing data affects the map resolution: the electron density is convoluted with the Fourier 
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Transform of the mask of the missing data. Randomly missing data lower the effective resolution 
of the map isotropically. If data are systematically missing in a wedge, then the effective 
resolution in the plane perpendicular to the wedge will be lower. MR orientation and position 
parameters will be less accurate in the direction where the effective resolution is lowest. 
7.6 Intensities 
Structure factor amplitudes are normally generated from intensities by the French and Wilson 
[22] truncate procedure. In some structure solution pipelines, data are subjected to the truncate 
procedure by default, and all subsequent steps are performed with these amplitudes, however this 
transformation introduces serious biases in the likelihood targets. The LLGI targets abrogate the 
need for any transformation to amplitudes during MR, and it is important to input the data to 
Phaser in terms of intensities rather than amplitudes [20]. 
7.7 Alternative Datasets 
If data are generally poor, it is advisable to forward a number of differently processed datasets of 
merged intensities for MR trials. This is a good strategy in the presence of radiation damage, 
where it is often not clear where to cut the data with dose to balance merging R-values against 
multiplicity and completeness. Differently processed or merged data sets can be used to test the 
persistence of a solution (see section 5.4). 
7.8 Space Group 
Patterson based likelihood targets are less effective for higher symmetry space groups, due to the 
presence of inter-molecular vectors in the Patterson calculated from the data. As the symmetry 
increases, more and more inter-molecular vectors crowd the observed Patterson, and the signal is 
reduced. For MLMR, higher symmetry also increases difficulty in structure solution, because 
greater uncertainty in adding up structure factor contributions from symmetry-related molecules 
with unknown relative phase increases the variance of the rotation likelihood target. The space 
group has no equivalent effect on the difficulty of the translation step in MLMR.  
23 
7.9 Alternative Space Groups 
Enantiomorphic space groups cannot be distinguished in the data processing stage, only by 
structure solution. Space groups that only differ by screw symmetry can be distinguished by the 
presence of systematic absences, but if the axial data are weak or missing, the assignment of 
screw axes is not certain, and again, the correct space group can only be distinguished by 
structure solution. Clear identification of space group amongst a list of alternatives is a good 
secondary indicator of the validity of a solution.  
7.10 Aniosotropy 
There are often differences in long-range order in different directions in reciprocal space. MLMR 
relies on comparing structure factors computed from a model isotropically scattering atoms with 
the observed data. If the implicit assumption of isotropic scattering is wrong, MLMR will not 
score the placements correctly and structure solution will fail. The anisotropy parameters are 
refined by fitting the structure factor intensity to the Wilson distribution to correct the data for 
anisotropy and allowing structure solution as for isotropic data. The anisotropy correction is 
applied to both the data and the experimental errors in the data. The anisotropic correction 
factors calculated by fitting the data to the Wilson distribution will not be as good as those that 
can be calculated once the atomic model is known. Anisotropically corrected structure factors 
used for MR should not be passed to refinement programs. 
8 General Non-crystallographic Symmetry 
There is nothing particularly special about the presence of general non-crystallographic 
symmetry in determining the solvability of the problem by MR, as compared to any other 
problem with multiple components in the asymmetric unit.  
The Matthews coefficient [88], originally established from a study of protein content in protein 
crystals, has been reinvestigated for crystals of nucleic acid-protein complexes and nucleic acid 
alone [89,90]. The most likely number of macromolecules in the asymmetric unit is the number 
that gives the most likely solvent content. When the most likely number of macromolecules is 
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one or two, it is well determined, but as the number of macromolecules increases so too does the 
uncertainty. 
Clues to the crystal composition can be gleaned from sources other than the crystal data in hand. 
The number of copies in the asymmetric unit may be informed by the oligomeric state of the 
complex in solution, combined with the presence or absence of pure rotational symmetry 
operators in the space group. Light scattering, native gel electrophoresis, ultracentrifugation, and 
electron microscopy can indicate oligomeric state. However, differences between the buffers in 
which these experiments are performed (such as salt and pH), physical forces, and possible 
proteolysis, mean that these experiments are not necessarily good indicators of the oligomeric 
state in the crystal. 
Information about the NCS can also be gleaned from the self-rotation function (SRF [91]). The 
SRF is most intuitively specified with three polar angles: the azimuthal angle Φ and the zenith 
angle Ψ, which specify the direction of the rotation axis; and κ, the rotation about this axis. 
When there are multiple copies in the asymmetric unit, the SRF is complicated and generally not 
interpretable, unless there is rotational symmetry. The κ section of the peak in the SRF shows the 
rotation order=360/κ, e.g. two folds will appear as peaks on the 180° κ section. If rotational 
symmetry of a given order is clearly present, then the number of copies in the asymmetric unit is 
likely to be a multiple of the rotation order. 
If the number of copies of the macromolecule in the asymmetric unit is not well determined, a 
lack of certainty becomes a significant problem for MR through not knowing when to terminate 
the search, and not knowing the fraction scattering of the components as the search is 
progressing.  
Although the presence of NCS can increase the difficulty of MR, it has the compensating 
advantage of enabling NCS averaging after MR, which will remove some of the model bias. This 
is especially valuable in low-resolution structure determinations. 
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9 Translational Non-crystallographic Symmetry 
Translational non-crystallographic symmetry (tNCS) arises when two or more copies of a 
macromolecule or macromolecular complex are present in the asymmetric unit in the same 
orientation. The presence of tNCS modulates the diffraction pattern in a way that is problematic 
for likelihood functions, because, like anisotropy, it violates the implicit assumption behind 
likelihood targets that the data follow an isotropic Wilson distribution. Macromolecules related 
by tNCS will have an associated peak in the native Patterson. The magnitude of the Patterson 
peak is a measure of both how exactly the translation vector models the translation between all 
atoms in copies of the macromolecule and the strength of the resulting diffraction modulation. 
Peaks in the native Patterson more than 20% of the origin peak are a good indicator of 
macromolecules being present in approximately the same orientation (up to 10° rotation for an 
average size protein), and for the modulation being a significant hindrance to the likelihood 
targets. 
An important aspect of accounting for tNCS with likelihood is the modelling of the errors. The 
tNCS is characterized not only with a vector, but also with parameters describing the deviation 
from simple translations of identical coordinates between the tNCS copies. The naive, non-
likelihood approach, of modelling the tNCS as a simple translation of one structure by the tNCS 
vector, is inadequate for structure solution in the majority of crystallographic problems with 
tNCS. The likelihood correction to the tNCS is performed by refining expected intensity factors 
for each reflection, derived from the tNCS model of tNCS vector(s) and errors. The expected 
intensity factors are then used in the likelihood functions as usual, and in many cases structure 
solution becomes straightforward [92]. 
When tNCS is present and can be characterized and the intensity modulations accounted for, it 
can be considered an advantage for MR, because there are fewer independent copies in the 
asymmetric unit to place versus the same asymmetric unit contents without tNCS. On the other 
hand, tNCS reduces the power of NCS averaging to improve phase quality [93]. 
26 
9.1 tNCS Order 
Frequently, tNCS associates NMOL macromolecules in the asymmetric unit in a series of vectors 
that are multiples of 1, 2, 3... (NMOL–1) times a basic translation vector (TVEC), with NMOL× 
TVEC being a unit cell translation, possibly along a unit cell diagonal. In this case the tNCS 
represents a pseudo-cell and is known as commensurate modulation. The integer NMOL is the 
order of the tNCS. Trying to find the related set of vectors by inspection is complicated by the 
Patterson symmetry and cell translations. The series will not generally have all peaks the same 
height. Lower peaks in the vector series represent relative rotations between vector-related 
molecules that are larger, and may even be missed by the default 20% origin cut-off. Phaser finds 
the order of tNCS and the translation vector in cases of commensurate modulation by Fourier 
analysis of the Patterson. 
9.2 Pairs of molecules 
If there is a single peak in the native Patterson, it represents macromolecules clustered into two 
groups (NMOL=2) related by a single tNCS vector. When accounting for pairs of 
macromolecules, Phaser is not restricted to pseudo-cells/commensurate modulation. The tNCS 
vector can be in a general position. In these cases, Phaser can refine not only an rmsd between 
tNCS related copies but also a specific relative orientation between the macromolecules in the 
two groups. Starting from the Patterson translation vector, an estimate for the rmsd between 
copies, and a small number of initial rotational perturbations, the parameters are refined against 
the Wilson distribution to optimize the expected intensity factors for use in the LLGI. 
9.3 Complex tNCS 
If there are many macromolecules in the asymmetric unit but they are not all related by tNCS, or 
there are sub-groups of macromolecules related by different tNCS vectors, then the modulations 
of the expected intensities due to the tNCS will be much less significant than for commensurate 
modulation or for pairs of macromolecules. In these cases it is possible that structure solution 
will be achieved without any tNCS correction factors being applied. Indeed, searching 
exclusively for tNCS-related multiples when some molecules are not related by tNCS will cause 
structure solution to fail.  
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If ignoring tNCS fails to give a solution, then the solution must be approached step-wise. 
Consider the highest native Patterson peak first, apply the associated epsilon correction factors, 
and locate all the molecules with this tNCS. Fix these components, and then take the second 
independent native Patterson peak, apply the correction factors associated with it, and locate the 
second set of molecules. Finally, turn tNCS correction off to find any orphan molecules.  
9.4 Helices 
Crystals of nucleic acid, particularly DNA duplexes, and from -helical coiled-coils, can show 
clear helical modulation of the diffraction pattern, and have correspondingly large Patterson 
peaks due to the helical repeats. The direction of the helices can be inferred from the large 
Patterson peaks alone. If helical features generate Patterson peaks above the 20% threshold, it 
will be necessary to turn off the automatic tNCS correction in Phaser. 
10 Twinning 
In general, MR works well with twinned data. The errors in the calculated structure factors need 
to be only slightly lower than would be needed for untwinned data from the same crystal form. 
Twinning may not even be suspected [94]. For a more detailed discussion of twinning, see the 
chapter by Thompson in this volume. 
10.1 Merohedral 
With hemihedrally twinned data, Phaser should produce two sets of solutions that are equivalent 
under the twin operator, although they may not be on the same origin. However, if the twin 
fraction α is even slightly less than 0.5, Phaser may only give one solution. For more than two 
twin domains Phaser may (or may not) produce more than one solution, related by the twin 
law(s). To test for the twinning with a particular twin operator, twin related solution(s) can be 
generated manually and the LLGI calculated to compare with the original solution.  
Twinning is detected with a range of tests [95]. Twinning tests that rely on structure factor 
intensity statistics work poorly in the presence of anisotropy and tNCS, but if the anisotropic and 
tNCS intensity modulations are corrected as described above, these tests become reliable [96]. 
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Phaser reports p-values that will suggest whether twinning is present after removing the 
systematic intensity modulation effects [92].  
The main problem with merohedral twinning in the context of MR occurs when perfect twinning 
causes the space group to be misidentified and the data are merged in a higher symmetry than the 
true symmetry. MR will then either fail outright, give a partial solution, or the R-value of what 
appears to be a full solution may stall during refinement, with the electron density showing 
breaks and spurious features that cannot be corrected by model building. 
It can be difficult to detect perfect twinning masquerading as crystallographic symmetry, unless 
the asymmetric unit volume is too small to contain even a single copy of the macromolecule. If 
the data are merged in too high symmetry, the twinning tests that depend on twin laws, which 
compare reflections that are equivalent according to a possible twin law, cannot be performed. 
Only the tests for twinning that consider intensity statistics, such as the moment test in Phaser, 
will still indicate that twinning is present.  
If twinning is indicated by the intensity statistics, and MR/refinement fails, then the true 
symmetry is probably lower. However, any or all of the symmetry operators could correspond 
with the twin operator(s). Phaser reports all the subgroups of the current space group, any of 
which could be the true space group in the presence of twinning. Especially in higher symmetry 
space groups, the number of subgroups can be very considerable, as screw symmetries also need 
to be considered. These can be systematically investigated by merging the data in all the lower 
symmetry point groups. However, if the twinning is perfect, the data can simply be expanded to 
lower symmetry without it being necessary to re-merge the data. MR pipelines can run numerous 
jobs simultaneously [28].  
If the MR model is good, then solving the structure in P1 and using the symmetry of the 
resulting structure to determine the true space group can bypass the expansion to all subgroups. 
The calculated structure factors from the MR model in P1 are tested to see if they obey higher 
symmetry [97–99].  
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10.2 Reticular Merohedral  
In reticular merohedry, the reciprocal lattices of the twin domains superimpose exactly, but for 
only a fraction of the reflections. A characteristic warning sign is a pattern of "bizarre" apparent 
systematic absences, which are not consistent with any space group [100,101]. The problem can 
be one of unit cell and/or space group determination because overlapping lattices may be 
interpreted as a single lattice. Overlapping lattices can be interpreted as a large unit cell, or make 
a centred space group appear primitive. Indexing twin-related lattices as one will cause MR to 
fail. If the strongest twin component can be indexed and integrated independently of the others, 
and enough of these reflections are unaffected by twinning, MR should be possible using the 
unaffected reflections alone. Data may be augmented by adding the intensities of the common 
reflections divided by the number of twin contributors [100].  
10.3 Pseudo-Merohedral 
Pseudo-merohedrally twinned data are equivalent to merohedral twins for the purpose of MR. 
The difficulty with pseudo-merohedral twins is in the data integration step. If the difference in 
unit cell dimensions is very small, and the reflections are very close to one another on the 
detector, then the aim of integration is to mask the twinned reflections into a single reflection so 
that reflections of the same index are integrated as one, so as to, in effect, force the data to be 
merohedrally twinned.  
10.4 Static Disorder 
Twinning is just one of the crystal pathologies of crystal disorder. On the other end of the 
continuum is statistical disorder, where the mosaic blocks are small compared to the coherence 
length of the X-rays. MR with statistical disorder is likely to produce several solutions with high 
signal-to-noise with severe packing clashes. Refinement will involve setting the occupancy of 
overlapping components in the asymmetric unit to appropriate values. 
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11 Packing 
Explicit checks for the presence of overlap amongst and between the crystallographically and 
non-crystallographically related components in the unit cell are powerful additional criteria for 
the selection of MR solutions. The problem with these overlap tests, also known as packing tests, 
is that any errors in the MR model will mean that the model will not fill the same molecular 
volume as the true structure it represents, and so there are errors in the packing tests that cannot 
be properly accounted for. 
A measure of the packing is given by the FFT-calculated overlap function [102], which 
quantitates the total volume of the unit cell that is occupied. This is a continuous function, and 
has been used to weight the translation function score in proportion to the total volume occupied, 
with the effect of (potentially) reordering the translation function peaks in MOLREP [103] and 
AMoRe [104]. The overlap function becomes less useful as the number of components in the 
asymmetric unit increases. If there is only one component in the asymmetric unit, then any 
reduction in the total volume occupied can be fully attributed to overlap between 
crystallographically related copies of that component. If there are many components, then the 
reduction in the total volume occupied may be entirely due to overlap of one component, or 
some overlap of them all. The latter should be accommodated, but the former should not. The 
two cases can be distinguished by counting atomic (or atomically representative) contacts, and 
this is the basis of the packing analysis in Phaser. Solutions are excluded if the pairwise overlap 
between two components is more than a given percentage. The Phaser packing test is therefore 
pass/fail, rather than a continuous function, and does not reorder the translation function peaks.  
11.1 Trace of Coordinates 
It is prohibitively slow to include all atoms in the analysis unless the model has less than about 
1000 atoms. Instead, "trace" atoms represent the volume of the components. These can be C 
atoms for protein and a selection of phosphate backbone and base atoms in nucleic acid. 
Alternatively, the trace atoms can be abstracted to a set of points filling the molecular volume, 
for example to points on a hexagonal grid within the van der Waals volume of the protein. The 
default trace used to represent a set of coordinates adjusts to the size of the macromolecule so 
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that the volume is represented by a maximum of 1000 trace points (see documentation for details 
[34]). 
11.2 Trace of Maps 
Electron density maps can be used to define a model for MR in Phaser, using similar input to that 
for a coordinate-based definition of ensembles. Putative solutions from electron density maps are 
tested for packing in Phaser by filling the Wang volume [105] with a hexagonal grid of points 
and proceeding as for the packing of atomic models. 
11.3 Explicit Trace 
By default, the trace of an ensemble used for packing is derived from the ensemble coordinates 
or Wang volume. However, it is possible to input the trace to be used so that it is defined 
independently of the coordinates or electron density input for calculating structure factors for the 
likelihood targets. This can be useful if searching with small fragments, where it is possible to 
exclude a larger volume around the search fragment in the packing tests points (see 
documentation for details [34]). 
11.4 High TFZ solutions 
Solutions that have high LLGI, indicating that a placement is correct, but which fail the packing 
test, need to be investigated more closely. A second copy of a component may be placed on top 
of an identical, previously placed component if the component has a B-factor significantly lower 
than the Wilson B-factor: the second copy attempts to model the missing scattering. Significant 
overlap may also be caused by the presence of static disorder. Solutions with minor overlaps may 
be excluded because the allowed percentage for overlap is too strict given the accuracy of the 
model. Although the solution may be accepted by being more accommodating of overlap, ideally 
the model should be edited to remove atoms that are not shared between the model and the 
target, which will also increase the LLGI. Solutions with high TFZ scores that do not pack are 
saved to a separate output solution file for subsequent analysis (see documentation for details 
[34]) or undergo likelihood-guided pruning (see section 11.5). 
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11.5 Likelihood-guided pruning 
The fundamental problem of the packing test, that of ignoring packing clashes between atoms in 
the model that are outside the true molecular envelope, can be addressed with likelihood guided 
pruning. This method identifies atoms in the components placed in the asymmetric unit that do 
not contribute to the LLGI, and hence are not present in the structure. Blocks of atoms, in groups 
large enough to cause a significant change in the LLGI, are removed in sections along the 
polypeptide chain and the LLGI calculated. If the LLGI goes up by a statistically significant 
amount as a result, then the corresponding block of atoms is removed from the packing test. This 
can rescue solutions with high likelihood that fail the initial packing test.  
11.6 Packing during translation function 
A high LLGI solution that does not pack influences the results of the translation function if it is 
the top-most peak from the translation function, since, (in the default selection criteria), the top 
peak is taken as the reference for the cut-off LLGI value for acceptance. If the LLGI of this top 
peak is much higher than any others, then it may be the case that no other solutions are output 
from the translation function, causing structure solution to fail in the subsequent packing test due 
to the loss of other candidate solutions. To avoid this case, a packing test is performed on the top 
solution during the translation function and the top peak is discarded if the overlap of any 
component is more than 50% of the volume. Alternative placements due to static disorder will 
likely be lost in this process. 
12 Electron microscopy maps 
Improvements in detectors and reconstruction software now allow atomic resolution electron 
microscopy (EM) imaging [106]. With high-resolution images from electron microscopy now 
available, it is possible to bring X-ray crystallography and electron microscopy together in two 
ways. Structures solved by X-ray crystallography can be docked into the high resolution EM 
maps, in a process analogous in many ways to MR, but this is not the subject of this review. 
Secondly, the electron microscopy images can be used as models for MR. This is possible even if 
the electron microscopy imaging has not (yet) yielded an atomic resolution structure. Since the 
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model used in the likelihood targets is represented by the calculated structure factors, it is trivial 
to replace the structure factors calculated from a model with the observed structure factors from 
EM. The likelihood functions are then deployed without modification. 
An important additional consideration when using EM maps as models in MR is that the scale of 
the electron micrograph may be miscalibrated by several percent [107]. Miscalibration will at the 
very least add noise to the MR search, and will often prevent structure solution. The MR search 
should be done with the scale of the EM map varying +/- 10%.  
The resolution of the search using EM as a model is restricted by the resolution of the EM map. 
Phase extension utilizes NCS averaging (if present) or other density modification processes. It 
may be necessary to resort to experimental phasing to get high-resolution phase information; 
however derivative screening and heavy atom location will be greatly facilitated by the phases to 
low resolution, for example using MR-SAD in Phaser. 
A detailed description of the protocol for phasing with EM maps has been published [107]. 
13 Notes 
1. The term `molecular replacement' was coined by Michael Rossman [108] for methods 
that exploit non-crystallographic symmetry for phasing, whether within or between 
crystal forms. However, it has come to mean the case where an unknown structure is 
solved with a known structure [109]. Other uses of the technique are now referred to as 
'non-crystallographic symmetry averaging' and 'cross-crystal averaging'. 
2. Low homology models are detected with multiple sequence alignment methods and have 
benefitted greatly from whole genome sequencing. For a detailed discussion of sequence 
database searches, see the chapter by DiMaio in this volume. 
3. The natural way to build a solution by Patterson methods is to identify the correct 
placement of each component independently before assembling the solution. While it is 
possible to account for partial structures with Patterson translation functions or the 
correlation coefficient, accounting for partial structure in Patterson rotation functions is 
much more difficult. Patterson subtraction methods for the rotation function are highly 
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susceptible to differences in B-factors between the component placed and the component 
remaining to be found, as well as coordinate differences. With low signal-to-noise for the 
rotation function, solutions are easily lost 
4. How many is "too many"? It depends on the time and computational resources available 
to the crystallographer, the possibility of better data becoming available, other options for 
structure solution, and significance of the project. 
5. There are several other ways to combine experimental phasing with MR. If experimental 
phases can be determined (i.e. substructures found), then spherically averaged phased 
translation functions [110] and phased translation functions [111] can be used to dock 
models into the experimentally determined electron density [10]. If a MR solution is 
clear, then experimental phases can be extracted even from poor derivatives by using the 
MR solution to determine the substructure. The MR-SAD [112] (MR-single-wavelength 
anomalous dispersion) version of this technique is particularly common, and can be 
performed in Phaser (see documentation for details [34]). 
6. Wide Search MR can be used to resolve structure solution in cases when a protein 
contaminant accidentally crystallizes rather than the protein of interest. MR using models 
with sequence identity to the intended target will obviously fail [113]. 
14 Conclusions 
Just because MR has solved a structure does not mean that refinement will be straightforward. 
Because of the sensitivity of the LLGI target, MR solutions can be obtained when the phase 
accuracy is very low. Solutions with low phase accuracy will have model bias, and will struggle 
to show novel features in the electron density that could move structure solution forward. Even if 
MR is showing a clear solution, the approaches described here in the context of improving the 
models prior to MR, can also be used as an additional step between MR and refinement. 
Advanced MR strategies will, almost by definition, remain non-automated. However, methods 
continue to be developed at the boundaries of MR and the comments here will be superseded as 
advances are made. It is the responsibility of crystallographic software developers to maintain 
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good communication about advanced techniques, so that out-dated approaches do not remain 
part of the crystallographic folklore.  
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Figure Captions 
Figure 1. Deducing Ecalc and A of from a set of Eobs. The likelihood of Eobs given Ecalc is given 
by the Rice distribution[15,114]. Twenty-five Eobs were randomly generated from a Rice 
distribution with Ecalc = 1.3 and a A = 0.8. The vertical bars correspond to the Eobs. The 
height of each bar represents the probability of Eobs, given the Ecalc and A of the Rice 
distribution shown. The log-likelihood is the sum of the log-likelihoods for each Eobs. 
(a) Twenty-five Eobs shown with the Rice function that was used to generate them. The 
centre of the distribution is most heavily populated by the data, and none of the 
probabilities is very low. The total log-likelihood = -12.5912 
(b) Change the Ecalc of the Rice distribution to 2. The Eobs on the low end of the Rice 
distribution become very improbable, which will reduce the likelihood. Fewer of the 
data points are now in the peak region. The total log-likelihood =-41.9852 
(c) Change the Ecalc of the Rice distribution to 0.3. The total log-likelihood -29.4902 
(d) Change the A of the Rice distribution to 0.95. In the heavily populated centre, the 
probability values go up, but the values in the two tails go down even more, so that 
the overall value of the likelihood is reduced. The total log-likelihood = -33.1789 
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(e) Change the A of the Rice distribution to 0.3. The probabilities in the tails go up, but 
the decrease in the heavily-populated peak. The total log-likelihood = -17.2546 
(f)  Contour plot of the log-likelihood for pairs of Ecalc and A. The peak in this distribution 
(black dot) is close to the Ecalc and A that were used in generating the data (red dot). 
With the correct Ecalc the likelihood function will balance out the influence of the 
sparsely-populated tails and the heavily-populated centre to give the correct A 
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Figure 2. Dependence of LLGI on parameters of the data and the model. The total LLGI is 
the sum of the LLGI for each reflection, so the more reflections the higher the LLGI. The 
LLGI per reflection depends on Ecalc, A and Iobs. The A values are estimated from the 
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