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Abstract A common problem in space science data analysis is combining complementary data sources
that are provided and analyzed in diﬀerent formats and programming languages. The Python Satellite Data
Analysis Toolkit (pysat) addresses this issue by providing an open source toolkit that implements the general
process of space science data analysis, from beginning to end, in an instrument-independent manner.
This toolkit uses an Instrument object that enables systematic analysis of science data from a variety of
platforms within a single interface. Basic functions such as downloading, loading, and cleaning are included
for all supported instruments. Common analysis routines are also included, which are instrument and
data source independent. A nanokernel is used to provide instrument independence, it is attached to the
Instrument object and mediates the systematic and arbitrary modiﬁcation of loaded data. Pysat uses the
nanokernel to improve the rigor of time series analysis, support on-the-ﬂy orbit determination, and cleanly
span ﬁle breaks. Pysat’s functions and higher-level scientiﬁc analysis features are validated through the
use of unit testing. Further adoption by the community provides a set of scientiﬁc results produced by a
common core, constituting a distributed heritage that supports the validity of the underlying processing
and scientiﬁc output. These features are used to demonstrate consistency between derived electron
density proﬁles and measured ion drifts, particularly downward ion drifts in the afternoon hours during
extreme solar minimum. Pysat builds upon open source Python software that is freely available and
encourages community-driven development.
1. Introduction
The study of the geospace environment requires a wide variety ofmeasurement techniques and a large num-
ber of measurement platforms. The quantity of data itself can be a problem due to the variety of ﬁle formats
and the unique characteristics of the underlying data. These practical diﬃculties hinder scientiﬁc advance-
ment and result in duplicated eﬀorts, as individual scientists or research groups create their own tools to solve
old problems. The scale and impact of these duplicated eﬀorts has become intolerable now that the geospace
community has begun to take a system science approach, which requires integrating measurements from
multiple platforms to understand the environment as a whole (CEDAR, 2010; Gil et al., 2016). Thus, there is
a need for a framework to accommodate these varied data sets in an open and reproducible manner, while
enabling versatility to pursue various avenues of scientiﬁc investigation.
To support these goals, a variety of open source python packages have been released. Numpy (van der
Walt et al., 2011), SciPy (Jones et al., 2001), Matplotlib (Hunter, 2007), and iPython (Párez & Granger, 2007)
constitute a set of core libraries that transforms standard Python into an interactive scientiﬁc comput-
ing environment similar to commercial packages such as Matlab or the Interactive Data Language (IDL).
PyGlow collects a variety of space science models in one place, simpliﬁes installation, and provides a
python interface (Duly & Butala, 2013). Apexpy (Meeren et al., 2018) and Altitude Adjusted Corrected
Geomagnetic Coordinates version 2 (AACGMv2; Burrell et al., 2018) provide interfaces to magnetic ﬁeld
models. OCBPy is a Python module that converts between AACGM coordinates and a magnetic coordi-
nate system that adjusts latitude and local time relative to the Open Closed ﬁeld line Boundary (OCB;
Burrell & Chisham, 2018). DaViTPy (DaViTPy, 2012) provides a suite of tools designed to support the Super
Dual Auroral Radar Network (SuperDARN; Chisham et al., 2007; Greenwald et al., 1995). GeoData (Swo-
boda et al., 2016) is an application programming interface for obtaining and visualizing space science
data, with current support for ground-based systems. The Madrigal database, a repository of many space
science measurements, has a python interface (Rideout, 2004). SpacePy (Morley et al., 2010) includes a
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variety of tools to support space science, a partial list includes ﬁeld line tracing, ﬁle format support, coor-
dinate conversions, superposed epoch analysis support, and time support functions. pysatCDF (Stoneback
& Depew, 2018) provides a python interface to National Aeronautics and Space Administration Common
Data Format (NASA CDF) libraries and additional functionality to format these data for coupling with pysat.
To simplify installation, the NASA CDF source code is included within pysatCDF and compiled automatically
using standard community tools. A pure python implementation for CDF reading andwritingwithout the use
of the NASA C library is under development (Harter & Liu, 2018).
The Python Satellite Data Analysis Toolkit (pysat) presented here is an open source software package that
handles the tedious details of ﬁle and data handlingwith a consistent front end, allowing researchers to focus
on the unique aspects of their scientiﬁc research. Pysat’s design evolved through years of data analysis using
a variety of space and ground-based platforms and data types to enable the versatility required to address
scientiﬁc questions within a single interface. The generalized treatment of data sets and processing by pysat
provides the common ground needed to integratemany python package and sources of data into a cohesive
whole that enables system science.
Pysat support begins with assisting users in obtaining data. Each instrument supported by pysat includes
routines to download data from appropriate public locations, organize the ﬁles on the local computer, and
clean the data.
Pysat handles both data andmetadata, data about the loaded data, with support for handling ﬁles of diﬀering
metadata standards in a consistent and robust manner. Even within the same ﬁle standard, diﬀering capital-
ization (case) may be found across ﬁles from diﬀerent teams. Pysat handles metadata in a case-preserving
manner that is also case insensitive, enabling ease of use.
To enable the custom processing required by novel scientiﬁc investigations, pysat includes functionality that
mediates the application of custom functions upon data as they are loaded. This design pattern ensures the
availability of the newly processed parameters across all levels of pysat, with no additional eﬀort required by
the user.
To easedatadistribution, routines havebeen created that transparentlywrite apysat Instrument object todisk
in a netCDF4 ﬁle, as well as load that ﬁle and produce the same pysat Instrument object. These routines are
written to be consistent with a combined netCDF4 and NASA CDAWeb standard employed by the upcoming
NASA ICONmission.
The validity of pysat functions and instrument-independent analysis is veriﬁed through the use of unit testing.
Automated tests have been developed that test instrument support routines, assisting new users in develop-
ing new instrument routines while also ensuring that these routines continue to work. In addition to isolated
unit tests that verify speciﬁc outputs from isolated functions, simulated instruments have been developed to
support the testing of pysat and associated functions as users would interact with the system. As changes are
committed to pysat, the test suite is automatically run, ensuring validity and compatibility throughout the
development process.
These features support the development and use of instrument-independent analysis routines allowing users
to focus on the unique aspects of their research project. Pysat’s openness to community development also
provides a place for researchers to disseminate their analysis routines used in their work. The application
of an instrument-independent seasonal bin averaging routine is demonstrated here as an example of one
such routine, using remotemeasurements fromConstellationObservingSystem forMeteorology, Ionosphere,
and Climate (COSMIC; Yue et al., 2010) and in situ measurements from Communications/Navigation Outage
Forecasting System (C/NOFS; de La Beaujardire & C/NO. F. S. Science Deﬁnition Team 2004). Despite the
large diﬀerence in measurement type and data format, the same seasonal routine is used on both plat-
forms. This demonstrates geophysical consistency between the platforms. The use of seasonal bin averaging
is widespread in space science data analysis, thus, pysat’s validated instrument-independent implementation
of this technique could assist many scientiﬁc studies using the same underlying code.
2. Instrument Object
The core functionality of pysat lies in the Instrument object. The intent of the Instrument object is to oﬀer a
single interface for interacting with science data that are independent of measurement platform. The layer of
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abstraction presented by the Instrument object is required for instrument-independent analysis procedures,
but it can also make science data analysis simpler and more rigorous.
As a simple metaphor, a software object is like a box with buttons. Inside the box the object stores required
data and the buttons on the box call methods that understand how to interact with the data and produce
the desired products. The pysat Instrument object follows this guideline by storing science data within an
object that also includes a number of basic functions designed to load,modify, and analyze the data over arbi-
trary periods. Data are stored internally in a PythonDataAnalysis Library (pandas) DataFrame, a format chosen
due to its time-based array indexing and its ability to align multiple data products. The pandas DataFrame is
capable of storing higher-dimensional objects, enabling mixed dimensionality data sets (McKinney, 2010).
Pysat supports one data set per Instrument object, where a data set is deﬁned as having a single-platform
instrument, measurement type, and satellite identiﬁer, as appropriate. Though the particulars of the ﬁles
and data diﬀer greatly between missions, the interface to the data through the Instrument object remains
constant. As an example, consider how to initialize Instrument objects formagnetometer data from theVector
Electric Field Instrument (VEFI) or electron data from the Planar Langmuir Probe (PLP) that ﬂew on board the
Communications/Navigation Outage Forecasting System (C/NOFS), thermal plasma measurement from the
Ion Velocity Meter (IVM) also on C/NOFS; Global Positioning Signals (GPS) from the Constellation Observing
System for Meteorology, Ionosphere, and Climate (COSMIC) satellites, or high-level, ground-based radar
measurements from the Northern Hemispheric portion of Super Dual Auroral Radar Network (SuperDARN):
Note how each instrument requires a diﬀerent level of speciﬁcity based on the division of data products
within each mission. The full list of supported instruments is available directly in python by interactively
inspecting the submodules, as well as within the pysat documentation. Details about the options available
for each instrument are stored directly within the code through a python commenting standard called a
docstring. These docstrings are automatically collected and presented in the pysat documentation, reﬂect-
ing the current state of the instrument suite. The pysat documentation is integrated with a continuous
documentation service and is automatically generated as versions are released.
For each instrument, pysat looks for supporting routines that understand the unique qualities of the data
set and handles the translation into a pysat compatible format. When no existing routines are available, they
may be added to pysat. However, if no pysat speciﬁc support exists but there are already existing packages
to support the loading of a data set, this functionality does not need to be recreated. For example, sup-
port for SuperDARN is fundamentally enabled by DaViT Python Project routines, which obtain and load the
SuperDARN ﬁles.
Pysat support for some public data sources may be generalized. In these cases adding a new instrument to
pysat may only involve little eﬀort. Routines have been created for NASA’s CDAWeb CDF and included with
pysat. Pysat’s support of C/NOFS’s IVM, VEFI, PLP, and NASA’s OMNI data sets are all driven by these routines.
The only diﬀerences in pysat’s support for each instrument are the cleaning routines, and ﬁlename details.
Though the particulars of VEFI magnetometer data, IVM plasma parameters, COSMIC atmospheric measure-
ments, and SuperDARN backscatter measurements are very diﬀerent, the processes for high-level operations
on these data are the same. Data for any Instrument may be obtained from data servers intended for public
distribution and stored locally by using the “download” function, and datamay be loaded for each instrument
using the “load” function. There are multiple options available when instantiating objects and when loading
data that are fully explained in the pysat documentation, but outside the scope of this document.
As mentioned previously, pysat uses the pandas DataFrame to store information internally. The DataFrame
is similar to a spreadsheet, possessing labeled columns and rows. Pysat labels columns by the data name
and rows by date and time. When operations are performed on the underlying data, row indices are aligned
before performing the operation. The loaded data may be accessed at the object level using strings. Support
for slicing and other operations is included.
For the one-dimensional measurements in time, each column in the pandas DataFrame is a simple indexed
array of numbers. However, the pandas DataFrames also support general collections of objects, used
here to support higher-dimensional data structures, such as the two-dimensional electron density proﬁles
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from COSMIC. This is shown below for the ﬁrst four elements of a COSMIC electron density proﬁle. Note that
the proﬁle for this single time is also indexed by altitude.
2.1. Metadata
Maintaining information about the data set is important. Pysat has built-in support to keep track of
metadata, stored in a Meta object attached to the Instrument object. Metadata may be accessed by name at
the object level, similar to standard data. Metadata may be assigned when data are assigned, or as needed.
By default, units, name, notes, description, plot label, axis label, ﬁll value, and plot scaling (linear versus log)
are always tracked by the Instrument object, though arbitrary additional parameters may be added. When
writing to a ﬁle, thesemetadata parameters are translated into amixed standard spanning ﬁle requirement for
the netCDF4 ﬁles as well as the International Solar Terrestrial Physics standard employed by NASA’s CDAWeb.
Parameters that may be determined through simple inspection of the data are not tracked.
To helpmaintain compatibility withmultiple standards, the pysat Meta object allows for user-speciﬁed string
labels to identify particular metadata types (ﬁll, units, and notes). As an example for ﬁll values, netCDF4 ﬁles
should use “_FillValue,” while International Solar Terrestrial Physics speciﬁes “FillVal.” Case is preserved for
these labels; however, data access is case insensitive, thus, “units” works in code even if the label is strictly
“Units.” Label-independent access is also provided, thus users can use attributes attached to the pysat Meta
object to access the desired metadata type without specifying the string used to label those values.
2.2. Modifying Data
Frequently, data sets need to be modiﬁed before a larger analysis may be completed. Instrument-speciﬁc
modiﬁcations are handled in pysat by a nanokernel with a customprocessing queue. Functionsmay be added
to the queue as needed, and whenever new data are loaded the nanokernel will apply the ordered func-
tions before making the data available to the user. This conﬁguration ensures that the newly calculated data
have the same properties and availability as parameters that are native to the ﬁle. A data-cleaning example
is shown below. This code segment selects only VEFI magnetometer measurements made at times when the
magnetic torque rods on the spacecraft, used for momentum control, were not contaminating the magnetic
ﬁeld environment.
Once added, this function will ﬁlter the available VEFI data, modifying it in place, every time veﬁ.load is called.
2.3. Data Flow
The full data ﬂow through the Instrument object when a load call is invoked is shown in Figure 1.
Instrument-speciﬁc functions (orange) translate the speciﬁcs of the given data set into a format suitable
for pysat. Options and other parameters provided by the user are supplied as needed, shown in green.
Pysat invokes the instrument-speciﬁc functions as needed to provide the user with data in the desired form.
Functions handled by pysat are shown in blue.
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Figure 1. Pysat program ﬂow when a pysat.Instrument.load() routine is called.
3. Generalized Space Science Solutions
Pysat builds upon the consistent object interface across data sets to enable generalized solutions for space
science data analysis and visualization. At a basic level, all analysis routines that use the pysat Instrument
object gain some independence from the particulars of the analyzed data. For example, string-based data
accessmakes it easy to support programmatic use of data. This and other pysat features allowmany analytical
processes to be generalized. Several examples of pysat generalized solutions to common space science data
problems are discussed in this section.
3.1. Recreating Continuous Data from Files
Measurements of continuous processes by scientiﬁc instruments are eventually divided into chunks and
stored separately on a ﬁle system. These ﬁle boundaries can interfere with calculations, particularly for those
times near the ﬁle edges. For example, consider a simple centered smoothing ﬁlter that averages a set num-
ber of measurements in time. The start and end of the time series will not have enough samples to obtain the
result. To handle this problem, as well as the possibility of data gaps, a user must choose how to balance the
quality and coverage of the output.
Pysat oﬀers a solution to the problem of ﬁle breaks in a data set that requires no speciﬁc support by any
user-supplied routine. When activated, pysat maintains an internal data buﬀer that spans three ﬁles/days,
depending upon user selected parameters. Each time a user loads data, pysat centers the data buﬀer on the
requested time, downselects from this full buﬀer the requested data plus a user-speciﬁed amount of data
padding, applies any user-directed custom functions, and then removes the padded data before making the
full results available to the user (see Figure 1). This solution does not ﬁx the calculation everywhere, but rather
pushes the boundaries where the calculation degrades outside the desired time range and then removes the
degraded calculations.
The resulting output is equivalent to a continuous data set, barring measurement gaps. The time period for
this padding is arbitrary up to a maximum additional ﬁle or day. While this limits the maximum continuous
data period available for a time-based calculation, shorter-period calculations may be applied without error
over an eﬀectively inﬁnite time series while only using a small amount of computer memory. Applying this
feature overN days only requiresN+2 loads from the ﬁlesystem. Custom functions applied by the nanokernel
when data padding is enabled do not need to explicitly support the feature, as the data padding is removed
after the custom functions are applied.
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Figure 2. Sample orbit ﬁgure using VEFI data, where the interp ﬂag reﬂects times when spacecraft operations could
interfere with measurements.
3.2. Iterating Over Time Periods and Orbits
Seasons are one of the natural temporal divisions of geophysical data. To assist the production of seasonally
averagedpictures of theupper atmosphere, the temporal analysis loop canbeused to loaddata for a speciﬁed
range of dates, one ﬁle at a time, and operated on as needed for the desired analysis. The temporal analysis
loop is a special case of the iteration that is built into the pysat Instrument object. A simple pair of dates
may be set for a single season, or a range of dates may be provided for a more distributed temporal analysis.
The iteration is activated through standard Python functionality, using the samemechanism employedwhen
iterating over Python list elements. Each loop triggers a load data call on the pysat Instrument object for the
next day of data within the desired date range.
This basic data iteration support is suﬃcient for daily or orbit-based analysis of science data sets. Since not all
data sets are stored by day, pysat includes functionality to parse frommultiple ﬁles the data that correspond
to the requested day. Similarly, pysat is designed to support real-time determination of orbit breaks from the
data set, and then iterate over these orbits as desired. Orbits that cross ﬁle boundaries are handled using the
pysat Instrument’s iterative functions,moving forward or backwardwithin the data to determine if the desired
orbit begins or ends across one of these ﬁlebreaks and then includes the appropriate data.
This combination of features makes it straightforward to make an orbit-by-orbit plot for any of the satellite
missions supported by pysat. A simple code example for plotting the entirety of the VEFI data set by orbit
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Figure 3. (top) Seasonal occurrence probability demo using VEFI data. The location of the magnetic equator may be
seen in the lower data counts for the data distribution (bottom).
is shown below, while the results are shown in Figure 2. For this particular example the orbits are set to begin
and end at 0∘ geographic longitude.
3.3. Instrument-Independent Seasonal Analysis
Pysat functionality has been used to develop several seasonal analysis routines that are instrument and
iteration independent. An example using a pysat occurrence probability routine is shown, reproducing the
fundamental processing used to obtain published results by Stoneback andHeelis (2014). Note that the pysat
analysis covers all of the data loading, iteration, and analysis. No speciﬁc support for VEFI was included in the
routine. The routine calculates the number of times a given value exceeds a supplied threshold at least once
per temporal period (day, ﬁle, or orbit), divided by the number of times a given spatial bin is visited per tem-
poral period. As a demonstration, the probability of a positive perturbation in the meridional component of
the geomagnetic ﬁeld by orbit is shown over a week for VEFI in Figure 3.
To help ensure that the plotted data is geophysical, the VEFI torque rod exclusion function introduced earlier
is attached to a VEFI pysat object. This function selects data when magnetic torquers on C/NOFS were idle.
The torque rod ﬁrings interfered with the electromagnetic measurements and are generally located near the
magnetic equator. The reduction in counts in Figure 3 (bottom) along the magnetic equator demonstrates
that the custom function is properly selecting data. The code to produce Figure 3 is as follows:
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Pysat also includes generalized seasonal analysis routines that support averagingmultiple instrument param-
eters of various dimensionality over a season. Here we use this functionality to average both IVM and COSMIC
data, enabling comparisons between the average distributions of ion density and ion drift. The same general
process used to obtain the VEFI occurrence probability is used; both IVMandCOSMIC pysat objects are instan-
tiated and passed along to the seasonal pysat routines for analysis. The COSMIC data set does not come with
location information in geomagnetic coordinates, or with information on the topside scale height, so these
parameters are calculated using custom functions and applied to the data set automatically using the nanok-
ernel functionality. The nanokernel functionality ensures that the custom COSMIC parameters are available
for averaging within the seasonal bin averaging routine.
Figure 4 includes ion drift measurements from IVM and electron density proﬁle parameters from COSMIC,
seasonally averaged over apex longitude and local time. The use of apex longitude organizes the data based
upon the apex location of the geomagnetic ﬁeld line at the measurement location. IVM-derived vertical ion
drifts are at the top followed by the COSMIC-derived ion density maximum, height of the density maximum,
and the thickness of the density distribution. This ion drift average displays downward afternoon ion drifts,
a characteristic of the ionosphere during very low solar activity levels (Stoneback et al., 2011). These ion
drifts employ a geophysically motivated calibration to appropriately set the zero ion drift level used when
translating raw IVMmeasurements to geophysical ion drifts (Stoneback et al., 2011).
In the late afternoon and evening sector, longitudinal and local time variations in the meridional ion drift
recorded by IVM have equivalent variations in the altitude of the density maximum recorded by COSMIC.
A strong correlation between drifts and density is not expected during the morning through afternoon, as
plasma production from sunlight is a dominant driver of density. In the late afternoon and evening hours,
when plasma production and loss processes are small or nearly equal, redistribution of the plasma to diﬀer-
ent altitudes through transport by ion drifts are expected to have ameasurable impact upon the ionosphere.
The results in Figure 4 between 15 and 24 local time have a strong apparent correlation between areas
with upward (downward) ion drifts and an increase (decrease) in the height of the density maximum across
all longitudes.
The full electron density proﬁles fromCOSMIC are shown in Figure 5 and correspond to the ﬁrst four longitude
sectors (0∘–60∘) in Figure 4. The ﬁrst two longitude sectors (top panel) have upward slants in the bottomside
density distribution at night, consistent with the upward drifts after sunset in Figure 4. In contrast, the bottom
two panels, show longitudes associated with downward drifts in the evening and have ﬂat bottomside ion
distributions at night. These changes in the bottomside density proﬁles are consistent with the meridional
plasma drift, because a negative drift moves plasma to lower-altitude ﬁeld lines with higher neutral densities,
where loss processes rise exponentially. This eﬀectively produces aminimumviable altitude for the nighttime
ionosphere. The consistency demonstrated between IVM and COSMIC measurements provides supporting
evidence that both platforms are reporting measurements with geophysical signiﬁcance that have been
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Figure 4. Comparison of seasonal averages of IVM meridional ion drifts (top) and averages of COSMIC proﬁles covering
NmF2, hmF2, and topside scale height.
analyzed in a consistent and appropriate manner. The same generalized seasonal analysis code was used
for both IVM and COSMIC. The complete code to produce these ﬁgures is included in the pysat repository
under demos.
3.4. Validating Results
To validate space science results, both the code and the underlying data must be tested. A suite of unit tests
have been developed to help ensure robust performance of pysat and its features. These tests initialize the
system in a known state, perform a limited set of operations, and then compare the result of those operations
against a known output. The pysat development repository is connected to a continuous integration service,
which runs the test suite after every change to the codebase. Currently, 460 unit tests cover 82% of pysat’s
code, as determined using standard community tools. Basic tests cover options for instantiating the pysat
Instrument object and its handling of data, metadata, and ﬁles.
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Figure 5. Seasonal average of COSMIC electron density proﬁles.
To facilitate the testing of pysat features that require science data, such as the nanokernel support,
orbit-by-orbit iteration, and instrument-independent analysis functions, testing instrument platforms are also
included. These pysat test instruments operate like a normal pysat Instrument object. However, the typi-
cal load routines that read science data from the ﬁlesystem are replaced with a basic simulation of satellite
motion. Signals representing the large-scale periodic features of local time, longitude, latitude, altitude, etc.
are generated. These routines produce inﬁnite continuous streams of reproducible data that may be used as
known inputs in a unit testing framework.
The general process of determining orbits from a random science data set faces a number of data and ﬁle
issues. Accounting for these variables, along with the various input options that can be selected, required a
signiﬁcant testing suite. Iterating by orbit requires, in part, determining where orbit breaks occur, completing
orbits across ﬁle breaks, accounting for data gaps, and ensuring consistent orbit numbering. To cover all of
these options a general class of orbit tests were created that produced a wide range of data and ﬁle gaps.
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Each problem type is expanded upon to ensure coverage for edge and pathological cases. This whole suite
of tests is then run using each type of orbit pysat supports (local time, longitude, latitude, and orbit number),
ensuring that loading or processing data by orbit will not aﬀect the scientiﬁc analysis.
Unit tests have also been developed to monitor the instrument-speciﬁc routines that download, load, and
clean science data as part of the pysat process. Each run of the unit testing suite downloads, loads, and
cleans test days forpysat-supported instrumentsusingdataobtained fromtheappropriatepublic data source.
General pysat compliance is also checked, assisting users developing code to support new instruments. Some
instruments have to be excluded from parts of the testing process, as access to the data sources requires
authentication.
3.5. Creating Data for Distribution
Creatingdata sets suitable for distributionhas remaineda challenge. Files that are easy toput together lack the
metadata for a self-supporting speciﬁcation of the data. Formats that are capable of storing a wide variety of
data, formats, andmetadata generally require signiﬁcant eﬀort to provide this information. Pysat approaches
this issue on two fronts. Pysat includes metadata by default. Thus, as a routine to create a data set is written,
both thedata andmetadatamaybe speciﬁednaturally. Followingbest codingpractices, thedata speciﬁcation
work is distributed across the whole development eﬀort.
When a pysat Instrument object loads data both the instrument data and metadata are pulled from the ﬁle
and attached to the pysat Instrument object. File routines have been created to reverse this process and trans-
parently store a pysat object to disk as a netCDF. As many diﬀerent data schemes may be stored within pysat,
a translation layer has been developed that stores the data in the netCDF in a format intuitive to humans.
A complementary netCDF load routine is also included with pysat, making it possible to recover the original
pysat Instrument object state without any additional processing. Recovery back to the original pysat object
relies upon a variable-naming pattern and thus is not guaranteed for nonpysat netCDFs.
4. Future Possibilities
Pysat provides a systematic andversatile framework for the arbitrarymodiﬁcation andanalysis of data. A selec-
tion of instruments and analyses are included that currently reﬂect the research interests of the authors. The
list is not exhaustive. Since instrument data types ranging from in situ satellite data, satellite-based remote
sensing data, and ground-based data have already been successfully integrated into pysat, a wide range of
instruments are expected to be supported without signiﬁcant changes to pysat’s structure. With commu-
nity support, the full range of space science data sets could be available from a single, consistent interface.
Additional analysis types, such as superposed epoch analysis, can also be added to pysat.
Pysat’s support for test instruments and inclusion of unit testing provides a mechanism to validate analysis
code. Details of exhaustive test procedures are not typically included in scientiﬁc publications, limiting the
ability of the audience to audit the analysis. Adoptionof open source analyses such as pysat by the community
provides a veriﬁable code standard thatminimizes both the eﬀort required by the author and the innate level
of trust required by the reader. The sum total of publications based upon pysat code provides a heritage
base that supports future publications. This can be of particular importance for analyses that produce
controversial results.
Pysat’s structure enables a commonground and a single interface for all space science data sets. This does not
preclude the development and use of instrument-speciﬁc packages, as desired by the community. In these
situations pysat can and will make use of the instrument-speciﬁc tools when adding support for that instru-
ment. Inmost cases, a thin translation layer from the native data format to the pandas DataFramewill provide
the majority of the required functionality. A pair of functions that translate the data back and forth between
standards would even enable the use of instrument-speciﬁc processing functions from within pysat. While
the instrument-speciﬁc package may be optimal for primary instrument users, outside users could utilize the
standard interface provided by pysat and still beneﬁt from the creation of the instrument-speciﬁc tools.
The range of ﬁle management features required to support pysat also provide an underlying basis for a
CubeSat data processing system. While Explorer-level missions supported by NASA typically have enough
funds to produce a dedicated software ecosystem to support the processing of data, funding levels typically
employed for CubeSats are insuﬃcient for this level of software development. Pysat provides a foundation
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for ﬁle and data processing management that reduces the workload required to create a system capable
of delivering upon the science goals of the mission. If leading CubeSat missions are willing to use pysat for
this purpose as well as contribute code back to the repository, this community resource could increase both
the dollar and science eﬃciency of future CubeSat missions.
The functions provided by pysat constitute the underlying functionality needed to drive a Graphical User
Interface (GUI) for easy visualization of data. In this scenario if a user ﬁnds something interesting visually and
wanted to complete a more rigorous analysis, the exact same tools would be available at the command line,
providing continuity for scientiﬁc analysis. Given thatuser interface requirements candiﬀer signiﬁcantlybased
upon the analysis or instrument type, a range of specialized GUIs all powered by the same underlying pysat
code would be ideal.
Functionalityprovidedbypysat also supports the creationof aConstellationobject, a heterogenous collection
of pysat Instrument objects. This abstractionwill allow customcollections of instruments to beoperatedupon
as a whole. As the processing required for each instrument within the constellation could be unique, custom
functions may be attached to the Constellation object and applied to individual instruments automatically.
Analysis functions and orbit determination on the constellation level are also planned.
5. Conclusion
Pysat provides a systematic process for custom analysis of science data sets. The pysat Instrument object
enables a complex ﬂow for each user request of data, providing for an arbitrary relationship between the
requested and archived data. This processing ﬂow is used to solve problems associated with multiple data
sets, data distribution in ﬁles, accurate time- series calculations, orbit determination, data modiﬁcation, and
the calculationofnewscientiﬁcproducts. The combinationof thepysat Instrumentobject, pandasDataFrame,
and this computational versatility enables instrument-independent analysis and simpliﬁes the comparison of
results across data sets. These features are expected to be suﬃcient to enable integration of data sets across
space science into a single common platform.
The adoption of unit testing across the package provides a veriﬁcation chain to ensure that results are robust.
Tests are applied to the Instrument object as well as the higher-order analysis routines (seasonal bin aver-
aging, etc.) The public availability of both the code and the tests provides a mechanism for veriﬁable and
reproducible science. Should pysat be adopted by the wider community, additional validation is gained as
scientists use and individually verify the tools aspart of their own research. Thus, scientiﬁcpapers that incorpo-
rate pysat not only beneﬁt from the heritage established by previous use, each new use of pysat also provides
validation that the outputs provided by pysat are scientiﬁcally valid.
Pysat is being used as a foundational framework for ground station processing of IVM measurements for the
upcoming ICON and COSMIC-2 missions. While work is still underway, pysat has been integrated by both
COSMIC Data Analysis and Archive Center and the Berkeley ground software system in anticipation of these
missions. The data ﬂow generated by these missions will provide a strong heritage that future missions and
science data analyses can build upon.
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