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In this work, we perform an aposteriori error analysis on implicit and explicit large eddy simulation
closure models for solving the Burgers turbulence problem. Our closure modeling efforts include both
functional and structural models equipped with various low-pass filters. We introduce discrete binomial
smoothing filters and an enhanced version of the Van Cittert algorithm to accelerate the convergence
of approximate deconvolution processes including regularization and relaxation filtering approaches. Our
implicit modeling efforts consist of various high-order schemes including compact and non-compact fifth-
order upwind schemes as well as weighted essential non-oscillatory (WENO) and compact reconstructed
WENO (CRWENO) schemes, and the resulting schemes are shown to effectively converge to the direct
numerical simulation (DNS) for increasing resolutions. Comparing with DNS and underresolved DNS
computations, our numerical assessments illustrate the ability of these methods to capture the energy
content near grid cut-off scale.
Keywords: Large eddy simulations; approximate deconvolution; eddy-viscosity; dynamic model;
implicit filtering; explicit filtering; relaxation filtering; Burgers turbulence
1. Introduction
Turbulent flows are encountered in a variety of natural and engineering systems involving a wide
range of spatial and temporal scales. All the turbulent motion is required to be resolved in a
direct numerical simulation (DNS), where the full spectra of turbulence is resolved down to the
Kolmogorov scale. However, the resolution requirements of small scale turbulence are computa-
tionally prohibitive to fully resolve for all associated length scales. On the other hand, large eddy
simulation (LES) aims to reduce this computational expense and has proven to be a promising
approach for calculations of complex turbulent flows (Boris et al. 1992; Lesieur and Metais 1996;
Piomelli 1999; Meneveau and Katz 2000). In LES, we resolve the most energetic large scales of the
turbulent motion while modeling the small scales. This allows much coarser spatial meshes for LES
computations and therefore, their computational requirements are significantly lower compared to
DNS. Currently, LES is considered a feasible research tool for accurate simulation of large Reynolds
number flows and it is slowly augmenting Reynolds-averaged Navier-Stokes (RANS) simulations
(i.e., modeling turbulent motion at all scales) in engineering design analysis.
The equations of motion for LES are derived formally by applying a low-pass spatial filter to
the governing equations and solving them for the filtered quantities. Low-pass spatially filtered
equations can be considered a weak form or regularized form of the governing equations to remove
the resolution requirement of small-scale turbulence. Due to the nonlinearity of these governing
equations, one needs to correctly treat the well-known LES closure problem (Sagaut 2006; Berselli,
Iliescu, and Layton 2006) in which interactions between the small scales and the large ones need to
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be modeled. In the past few decades there has been a substantial effort on developing LES closure
models (Smagorinsky 1963; Yakhot et al. 1989; Yoshizawa 1989; Germano et al. 1991; Piomelli
et al. 1991; Lilly 1992; Ghosal et al. 1995; Sarghini, Piomelli, and Balaras 1999; Stolz and Adams
1999; Hughes, Mazzei, and Jansen 2000; Hughes et al. 2001; Winckelmans et al. 2001; Geurts and
Holm 2006).
The simplest form of LES is just to increase the viscosity until the viscous scales are resolved by
underlying computational mesh. This added viscosity is generally called the eddy viscosity (EV)
and becomes the foundation of the main stream turbulent closure models. EV models are con-
sistent with Kolmogorov’s ideas about the energy spectrum of three-dimensional (3D) isotropic
turbulence where energy is injected into the flow at large scales and is gradually transferred by
nonlinear cascading processes to smaller and smaller scales until it is dissipated near the viscous
dissipation scale (Frisch 1995). With these physical assumptions, the EV concept yields one of the
most celebrated LES closure approaches: Smagorinsky model (Smagorinsky 1963). This functional
model assumes that the eddy viscosity is computed from the resolved strain rate magnitude and
characteristic length scales which are assumed to be proportional to the filter width via a Smagorin-
sky constant. Although we determine LES equations from a low-pass filtering procedure, a filter
is not specified or used in most functional model developments. Application of the Smagorinsky
model to various engineering and geophysical flow problems has revealed that the constant is not
single-valued and varies between 0.1 and 1.0 in literature depending on resolution and flow char-
acteristics (Smagorinsky 1993; Canuto and Cheng 1997; Vorobev and Zikanov 2008; Pope 2000;
Cushman-Roisin and Beckers 2011). A major advance took place with the development of dynamic
model proposed by Germano et al. (1991) and Lilly (1992) in which the Smagorinsky constant is
self adaptively determined along with the simulation by using a low-pass spatial test filter. This
has made the EV type LES closure models more widely applicable in many fields (e.g., see Piomelli
(1999) and Meneveau and Katz (2000)).
Alternatively, a recent mathematical closure modeling strategy, called as approximate deconvo-
lution (AD), has been proposed by Stolz and Adams (1999). It is based on the explicit filtering of
the flow field without using any physical assumptions or additional phenomenological arguments,
which is particularly appealing for large-scale geophysical flows with inverse energy cascade (San
et al. 2011; San, Staples, and Iliescu 2013). Conceptually borrowed from the image processing com-
munity, this structural closure model utilizes Van Cittert iterations by employing repeated filtering
operators to represent unfiltered small scale contributions Germano (2009); Layton and Rebholz
(2012); Germano (2015). The AD method has been used successfully in the LES of 3D turbulent
engineering flows (Stolz, Adams, and Kleiser 2001a,b; Domaradzki and Adams 2002) and atmo-
spheric boundary layer flows (Chow et al. 2005; Chow and Street 2009; Duan et al. 2010; Zhou and
Chow 2011). It has also been analyzed in detail from the mathematical point of view (Dunca and
Epshteyn 2006; Layton and Lewandowski 2006; Layton and Neda 2007; Rebholz 2007; Stanculescu
2008; Dunca 2011; Berselli and Lewandowski 2012; Dunca and Lewandowski 2014). In this paper,
we propose an enhanced Van Cittert iteration procedure via an overrelaxation parameter β to
accelerate the convergence of AD process.
Several regularization methods have been introduced to prevent growth of energy at small scales.
A regularized AD method has been proposed by Stolz, Adams, and Kleiser (2001a) through defining
a penalty term. A coupled AD and dynamic mixed scale model for LES has also been proposed
by Habisreutinger et al. (2007) and tested for cavity flows. Another regularization process, called
as explicit filtering (EF) or relaxation filtering (RF), has also been proposed to account for the
dissipative effect of residual stress in LES (Mathew et al. 2003; Mathew, Foysi, and Friedrich 2006).
It can be combined with AD process to regularize the solution or it can be used independently. The
present work address both approaches with various free RF parameters. A family of selective filters
has been studied by Bogey and Bailly (2004, 2006b,a); Berland et al. (2011) to eliminate grid-to-grid
oscillations. The performance of relaxation filtering has also been studied by Fauconnier, Bogey,
and Dick (2013) for the Taylor-Green vortex problem. In the EF framework, flow field variables are
filtered each time step to dissipate the amount of energy related to the residual stress, and thus the
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dissipative effects of the unresolved scales on the resolved scales are modeled. It has been noted that
the free filtering parameters are crucial for the success of the method. The use of explicit filtering
in LES has been investigated by Bose, Moin, and You (2010) in order to obtain grid independent
numerical solutions by using a fourth-order discrete filter. As noted by Lund (2003), by removing
the high-frequency contents of the solution, explicit filtering reduces the effective resolution of the
simulation compared with the dynamic range supported by the underlying mesh. Therefore, it
has been concluded that a mesh should be finer than the smallest eddy that one hopes to resolve
when using explicit filtering. Further details on how the explicit filtering has the effect of reducing
numerical errors near the grid cut-off scale can be found in a recent work of Bull and Jameson
(2016).
Since filtering is an explicit part of the numerical simulation, the design of a low-pass filter is also
crucial for success of AD and EF modeling approaches. Therefore the understanding of how the
filter shape affects LES results is of paramount importance in constructing efficient and consistent
LES closure models (De Stefano and Vasilyev 2002). Various low-pass filtering procedures have
been reported in LES literature (Schumann 1975; Jordan and Ragab 1996; Najjar and Tafti 1996;
Vasilyev, Lund, and Moin 1998; Sagaut and Grohens 1999; Mullen and Fischer 1999; Pruett and
Adams 2000; Brandt 2006; Berland et al. 2011; San, Staples, and Iliescu 2015; Bull and Jameson
2016). Although the filter design process is well established in digital image processing (Oppenheim,
Schafer, and Buck 1989; Jahne 1997), there is a limited number of studies that focuses on filter
design in LES (e.g., see San (2016) and references therein). Examples include the differential filters
(Germano 1986b,a; Najafi-Yazdi, Najafi-Yazdi, and Mongeau 2015), Pade´ (compact) filters (Lele
1992; Visbal and Gaitonde 2002), discrete selective filters (Bogey and Bailly 2004, 2006b,a; Berland
et al. 2011). It has been shown that the filters with complete attenuation for the smallest scales
yield significantly better results to prevent energy accumulation at the grid cut-off. Our analysis
here utilizes the Pade´ filters which show this desired property of complete attenuation at the
grid cut-off scale. We also systematically analyze the behavior of discrete binomial and binomial
smoothing filters, which have been used extensively in image processing (Jahne 1997), for the AD
closure modeling in LES.
Both functional EV and structural AD closure models and their variants are often considered
as explicit LES closures since the underlying equations are modified and subsequently discretized.
On the other hand, the term implicit LES (ILES) has been used when the truncation error of the
discretization of the convective terms behaves as a sub-grid scale (SGS) term (Boris et al. 1992;
Hickel, Adams, and Domaradzki 2006; Denaro 2011). It is assumed that the numerical method
provides the required properties implicitly (e.g., the correct amount dissipation of turbulent kinetic
energy) and the solution procedure does not require any explicit filtering procedure to prevent
energy accumulation at the grid cut-off. The interactions between SGS models and the underlying
discretization schemes have also been addressed (Vreman, Geurts, and Kuerten 1994; Ghosal 1996;
Majander and Siikonen 2002; Chow and Moin 2003; Brandt 2006; Berland, Bogey, and Bailly
2008). Although the control of numerical errors caused by truncation errors is not a trivial task
in ILES, its computational efficiency makes the ILES framework (no turbulence model) attractive
assuming that the numerics provide sufficient modeling of the SGS term (Thornber, Mosedale, and
Drikakis 2007; Grinstein, Margolin, and Rider 2007; Margolin, Rider, and Grinstein 2006). In the
present study, we will evaluate the behavior of various fifth-order upwind biased numerical methods
including compact and noncompact upwind schemes, weighted essential non-oscillatory (WENO)
scheme (Jiang G. S. 1996), and recently introduced compact reconstructed WENO (CRWENO)
scheme (Ghosh and Baeder 2012).
This paper is devoted to the evaluation of various explicit and implicit LES closure models for
solving the Burgers turbulence problem. Our analysis includes a broad range of closure modeling
efforts using the EV, AD, RF, and ILES models in various forms. Particular attention is paid
to the evaluation of the behaviour of the low-pass filtering and the filter shape. As discussed by
Falkovich and Sreenivasan (2006), it has been well recognized that some important general features
of turbulence can be understood by studying the Burgers equation. Although the framework of
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decaying Burgers turbulence is a limiting case (Hopf 1950; Cole 1951; Kida 1979; Frisch and Bec
2001; Bec and Khanin 2007; Valageas 2009), it has been used to perform assessments for turbulence
closure models since it retains some important properties of the Navier-Stokes equations such as
a quadratic nonlinearity and a propagating shock wave as its solution (Love 1980; De Stefano and
Vasilyev 2002; LaBryer, Attar, and Vedula 2015; San 2016).
The present paper is organized as follows: the governing equations and the background numerical
methods are reported in Section 2. Section 3 briefly describes several variants of eddy EV models
for the Burgers equation. The development of explicit filtering closure models is detailed in Section
4, with a focus on the different filtering procedures and regularization. ILES schemes are presented
in Section 5. The results obtained for the ensemble of 64 sample decaying Burgers turbulence cases
associated with different phases are then shown in Section 6. Our concluding remarks are finally
provided in Section 7.
2. Governing equation and numerical methods
The viscous Burgers equation may be considered to be a test bed representing one dimensional
(1D) homogeneous flows and the evolution of the velocity field u(x, t) is governed by
∂u
∂t
+ u
∂u
∂x
= ν
∂2u
∂x2
(1)
where ν is the kinematic viscosity. The nonlinear and the Laplacian terms can be seen to mimic the
advective and dissipative mechanisms of complex flows and thus the Burgers equation proves useful
in analyzing the characteristics of numerical schemes as well as proving useful for the development
of novel subgrid models for turbulent flows(Kida 1979; Love 1980; Gotoh and Kraichnan 1993;
Bouchaud, Me´zard, and Parisi 1995; Blaisdell, Spyropoulos, and Qin 1996; Gurbatov et al. 1997;
Balkovsky et al. 1997; De Stefano and Vasilyev 2002; Adams and Stolz 2002; Bec and Khanin 2007;
LaBryer, Attar, and Vedula 2015).
2.1. Conservative form of the Burgers equation
A general representation of the Burgers equation is
∂u
∂t
+R(u) = L(u) (2)
where R(u) and L(u) are the nonlinear and linear operators given by
R(u) =
1
2
∂u2
∂x
(3)
L(u) = ν
∂2u
∂x2
(4)
The non-linear term here is considered in the conservative form. Further description of the various
formulations for the nonlinear term may be found in Blaisdell, Spyropoulos, and Qin (1996).
2.2. Spatial discretization
Sixth-order central compact difference schemes were used for the spatial discretizations to ensure
a minimal error. The first derivative can be represented compactly in the following manner (Lele
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1992):
1
3
f ′j−1 + f
′
j +
1
3
f ′j+1 =
14
9
fj+1 − fj−1
2h
+
1
9
fj+2 − fj−2
4h
, (5)
where the superscript prime represents the first derivative and h is the uniform spatial grid dis-
cretization length. Equation (5) can be solved by the tridiagonal matrix algorithm (Press et al.
1992) to give us a sixth order approximation of the first derivative. Similarly, a sixth order compact
scheme for the second derivative is given by
2
11
f ′′j−1 + f
′′
j +
2
11
f ′′j+1 =
12
11
fj+1 − 2fj + fj−1
h2
+
3
11
fj+2 − 2fj + fj−2
4h2
, (6)
where f
′′
= ∂
2f
∂x2 denotes the second derivative.
2.3. Temporal discretization
A system of semi-discrete ordinary differential equations are generated using the method of line
after spatial discretizations using the compact schemes explained above. Following the spatial
discretization we can represent our system by
∂uj
∂t
= £(uj) (7)
where the nonlinear and linear terms are denoted in the £(uj) term as follows
£(uj) = −R(uj) + L(uj). (8)
Time integration for our system of ordinary differential equations is carried out using a third-order
accurate total variation diminishing Runge-Kutta (TVDRK3) scheme (Gottlieb and Shu 1998). In
the following we assume that information at time level l is known from which we aim to estimate
our solution at time level l + 1. The integration scheme is given as follows:
u
(1)
j = u
`
j + ∆t£(u
`
j)
u
(2)
j =
3
4
u`j +
1
4
u
(1)
j +
1
4
∆t£(u
(1)
j )
u`+1j =
1
3
u`j +
2
3
u
(2)
j +
2
3
∆t£(u
(2)
j ).
(9)
A time step of ∆t = 10−5 is used for the different cases examined and it is ensured that the
numerical results are devoid of errors due to time integration.
2.4. Filtered equation for the large eddy simulation
A popular methodology to accurately capture the behavior of turbulent phenomenon at the integral
scales is through the use of a low-pass filter to remove the influence of the higher wavenumbers
(Stolz, Adams, and Kleiser 2001a,b, 2004). These higher wavenumbers are then modeled using a
subgrid scale (SGS) term. A filtering procedure may be expressed using the following convolution
integral:
f¯(x) =
∫
f(x˜)G(x; x˜)dx˜ (10)
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Figure 1. Schematics of LES illustrating the resolved scales, resolved subfilter scales (RSFS) where ke is the effective scale for
the filtering and subgrid scales (SGS) starting from the kc grid cut-off scale. Note that the light shaded area represents the
scales captured by LES model and the dark shaded area refers the combination of the numerical and modeling errors in LES
modeling.
where G(x; x˜) is our low-pass filter kernel of choice. The convolution operation can also be repre-
sented using:
f¯ = G ∗ f (11)
where an overbar depicts a filtered quantity. A filtering of the 1D Burgers equation, Eq. (2), gives
us the LES equation for the time evolution of the filtered field:
∂u¯
∂t
+G ∗R(u) = L(u¯) (12)
where errors of commutation have been considered negligible (i.e., we require that the filter verify
the commutation property with derivatives, for example, G ∗ ∂u∂t = ∂u¯∂t for the unsteady term and
G ∗ L(u) = L(u¯) for the dissipation term). The filtering operation of the advective term leads to
the formation of a source term. This source term represents the effects of the unresolved scales.
Our governing equation thus becomes:
∂u¯
∂t
+R(u¯) = L(u¯) + S (13)
where S = R(u¯) −G ∗ R(u) is the subfilter-scale term to model the SGS stress. Although we can
compute the SGS contribution of the first term in S, R(u¯), from the resolved solution u¯, the source
term also requires an LES closure model to approximate its nonlinear term, G ∗ R(u), as we do
not know our solution field u. Closure of the LES governing equation requires the estimation of
the nonlinear term, G ∗R(u), in terms of the filtered variable u¯. The goal of the LES, governed by
Equation (13), is to reproduce the dynamics of the filtered DNS solution by resolving largest and
significant scales in the energy containing and inertial ranges, corresponding to ideally 80% of the
total kinetic energy of motion (Pope 2000), while modeling the low energetic small scales (e.g., see
Figure (1) for the definition of these scales). We also note that, having a little difference from the
traditional LES models, various regularized models aim at reproducing the DNS solution (e.g., see
Geurts and Holm (2003, 2006); Ilyin, Lunasin, and Titi (2006) for further discussion).
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3. Eddy viscosity models
Since the small scales in the inertial and dissipation range are not well resolved in LES, their effects
are accounted for by a dissipation mechanism using a turbulent eddy viscosity, in order to avoid
pile-up of energy near the cut-off wavenumber imposed by the coarse computational grid. Here, we
revisit the derivation of well-known Smagorinsky model and its dynamic variants for 1D Burgers
equation.
3.1. Smagorinsky model
The simplest functional SGS models are based on a turbulent viscosity and can be written for the
Burgers equation as
S =
∂
∂x
(
νe
∂u¯
∂x
)
(14)
where νe is usually referred as eddy viscosity (EV) and u¯ is the resolved velocity. The fundamental
argument of the Smagorinsky model (Smagorinsky 1963) is the prescription of an EV in terms of
mixing length and absolute value of the strain rate tensor of the resolved flow field in order to
account for the appropriate dissipation at smaller scales. For the case of 1D Burgers equation, the
above prescription manifests itself in the following expression
νe = `
2
0
∣∣∣∣∂u¯∂x
∣∣∣∣ (15)
where `0 is the mixing length and it is usually given by `0 = Csδ in the Smagorinsky model.
Coefficient Cs is the Smagorinsky constant. Therefore, the well-known Smagorinsky hypothesis
can be written
νe = (Csδ)
2
∣∣∣∣∂u¯∂x
∣∣∣∣ (16)
where δ is formally defined by the filter width and usually set to the representative mess size. In
our study we use constant grid spacing given by δ = h and refer this model as EV-LES.
3.2. Dynamic model
Application of the Smagorinsky model to various flow problems has revealed that the Cs constant
is not single-valued (Smagorinsky 1993) and needs for an ad-hoc specification depending on the
flow characteristics. On the other hand, the model by Germano et al. (1991) allows a self adaptive
estimate of the Smagorinsky constant from the simulation itself and has been also further improved
by Lilly (1992) who propose to calculate Cs in the least square sense. For the dynamic implemen-
tation, using Equations (14) and (16), we can rewrite the filtered Burgers equation for the primary
filter scale of δ
∂u¯
∂t
+
∂
∂x
( u¯2
2
)
= ν
∂2u¯
∂x2
+
∂
∂x
(
(Csδ)
2
∣∣∣∣∂u¯∂x
∣∣∣∣ ∂u¯∂x
)
(17)
and we can also rewrite Burgers equation with a test filter using the filter scale of δ˜ (i.e., δ˜ > δ)
∂ ˜¯u
∂t
+
∂
∂x
( ˜¯u2
2
)
= ν
∂2 ˜¯u
∂x2
+
∂
∂x
(
(Csδ˜)
2
∣∣∣∣∂ ˜¯u∂x
∣∣∣∣ ∂ ˜¯u∂x
)
(18)
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where superscript tilde refers to the test filter. Here we assume that the difference between test
filtered fields u˜ and ˜¯u becomes negligible (i.e.,u˜ ≈ ˜¯u) since δ˜ is greater than the δ. Applying the
same test filter to Equation (19) yields
∂ ˜¯u
∂t
+
∂
∂x
(˜¯u2
2
)
= ν
∂2 ˜¯u
∂x2
+
∂
∂x
(
(Csδ)
2
˜∣∣∣∣∂u¯∂x
∣∣∣∣ ∂u¯∂x
)
(19)
and the results is subtracted from Equation (18), leading to
∂
∂x
( ˜¯u2
2
)− ∂
∂x
(˜¯u2
2
)
=
∂
∂x
(
(Csδ˜)
2
∣∣∣∣∂ ˜¯u∂x
∣∣∣∣ ∂ ˜¯u∂x
)
− ∂
∂x
(
(Csδ)
2
˜∣∣∣∣∂u¯∂x
∣∣∣∣ ∂u¯∂x
)
. (20)
Factoring the model coefficient, Equation (20) can be recast in the following form
H = (Csδ)
2M (21)
where
H =
∂
∂x
( ˜¯u2
2
)− ∂
∂x
(˜¯u2
2
)
(22)
M = κ2
∂
∂x
(∣∣∣∣∂ ˜¯u∂x
∣∣∣∣ ∂ ˜¯u∂x
)
− ∂
∂x
(
˜∣∣∣∣∂u¯∂x
∣∣∣∣ ∂u¯∂x
)
(23)
in which κ = δ˜/δ is the filter ratio (e.g., κ = 2 in the present study). The coefficient (Csδ)
2 in
Equation (21) can be obtained by minimizing the average square error 〈E2〉, where the error is
given by E = H − (Csδ)2M . In present study the averaging operator is expressed by
〈f〉 = 1
2pi
∫ 2pi
0
fdx (24)
Differentiating the mean square error with respect to the model parameter (Csδ)
2, we get
∂〈E2〉
∂(Csδ)2
= −2〈HM〉+ 2(Csδ)2〈M2〉 (25)
where we assume that the Smagorisnky constant can be factored out of the averaging operators
(Lilly 1992; Mansfield, Knio, and Meneveau 1998). Then, we can minimize the square of the error
when
(Csδ)
2 =
〈HM〉
〈M2〉 . (26)
We refer this dynamic eddy viscosity (DEV) model as DEV-LES in the present study. Instead
of using the instantaneous filtered strain rate (i.e., |∂u¯/∂x| for 1D Burgers equation, e.g., see
Fauconnier, De Langhe, and Dick (2009)), a variant of this model can be obtained by using the
8
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mean value of the absolute strain rate (Lilly 1992), leading to
M = κ2
∂
∂x
(〈∣∣∣∣∂ ˜¯u∂x
∣∣∣∣〉 ∂ ˜¯u∂x
)
− ∂
∂x
(
˜〈∣∣∣∣∂u¯∂x
∣∣∣∣〉 ∂u¯∂x
)
, (27)
and H is given by Equation (22). We refer this averaged DEV (ADEV) model as ADEV-LES when
Equation (27) is used. The definition of the test filter completes the formulation of the dynamic
models. The effects of various test filters will be investigated in the present study. Details of the
filters will be presented in the following section.
4. Explicit filtering models
These methods allow the control of the numerical errors (e.g., due to the truncation errors and
aliasing errors of high-frequencies) and model the dissipative effects of the truncated scales by
computational grid (i.e., SGS contribution) based on an explicit filtering of the flow field. Here, we
focus on approximate deconvolution (AD) and relaxation filtering (RF) models as well as a coupled
AD and RF approach.
4.1. Approximate deconvolution
The AD procedure was proposed to recover the solution field u from the filtered field u¯ based on
the theory of image reconstruction (Stolz and Adams 1999). AD uses a repeated filtering procedure
to obtain approximations of the unfiltered variable when the filtered variable is available. A further
discussion of error estimates and convergence may be found in Berselli and Lewandowski (2012);
Layton and Rebholz (2012); Dunca and Lewandowski (2014). AD-LES has been applied to the
Burgers turbulence problem using the standard the Van Cittert method (San 2016). In this work,
we use an enhanced version of the Van Cittert method for deconvolution based on the principle
of iterative successive substitution to get an approximation for u from u¯. If ϑ is assumed to be an
approximately recovered value of u, the LES equation becomes:
∂u¯
∂t
+G ∗R(ϑ) = L(u¯), (28)
for which an iterative procedure may be used to determine ϑ given by
ϑ0 = u¯
ϑi = ϑi−1 + β(u¯−G ∗ ϑi−1), i = 1, 2, 3, ..., Q, (29)
where increasingly accurate reconstructions are obtained with increasing Q. Here, the parameter
β is an over-relaxation parameter which can be used to speed up convergence of our iterative
substitution process. The equation of the standard Van Cittert algorithm can be recovered when
β = 1. The initial guess for ϑ is the filtered value u¯ and this guess is updated after every iteration
step. Eventually, the value for u¯ − G ∗ ϑi−1 will become small and can be ignored and at that
iteration the process can be assumed to have converged. It can be shown that this procedure is
numerically stable for the following condition
|1− βT (k)| ≤ 1, (30)
where T (k) refers the transfer function of the filter and will be explained in forthcoming sections.
The value for β must be greater than zero to ensure convergence and less than two to prevent
9
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oscillations in the transfer function values at higher wavenumbers (i.e., 0 < β ≤ 2 when the
transfer function of the filter 0 ≤ T (k) ≤ 1). For a detailed examination of convergence conditions
and limiting solution properties of the Van Cittert method, the reader may consult Biemond,
Lagendijk, and Mersereau (1990). We emphasize that the Van Cittert method is popularly used
with β taken as one. The present work also reports the results of using an enhanced version of the
method with a sensitivity analysis of for β. In addition, the effect of the number of the Van Cittert
iterations Q is also examined. Furthermore, we need to choose a consistent and computationally
efficient low-pass filtering operator to completely specify the AD-LES model presented in this
section.
4.2. Low-pass filters
A low-pass filter (considered a free modeling parameter in LES) is commonly used in explicit
filtering approaches. In this work, two classes of explicit filters are considered viz. the 6th order
Pade´ filter and the binomial filter.
4.2.1. Pade´ filters
The discrete Pade´ filter family was introduced by (Lele 1992) and has been used with good results
previously (Stolz and Adams 1999; Stolz, Adams, and Kleiser 2001a; Pruett and Adams 2000; San,
Staples, and Iliescu 2015). The following α parameter Pade´ filter was chosen for spatial smoothing:
αf¯j−1 + f¯j + αf¯j+1 =
3∑
s=0
as
2
(fj−s + fj+s), (31)
where f¯j represents the filtered value of a discrete quantity fj and the filtering coefficients are
a0 =
11
16
+
5
8
α, a1 =
15
32
+
17
16
α, a2 = − 3
16
+
3
8
α, a3 =
1
32
− 1
16
α (32)
The parameter α belongs to the [−0.5, 0.5] range and controls the dissipation power of the smooth-
ing filter. It is seen that higher values of α correspond to lower dissipation. A Fourier analysis is
carried out to study the behavior of this smoothing filter in wavenumber space. Using the stan-
dard modified wavenumber analysis, a transfer function T (k) can be determined that correlates
the Fourier coefficients of the smoothed and unsmoothed variables as follows:
ˆ¯f = T (k)fˆ (33)
where ˆ¯f and fˆ represent the Fourier coefficients of the filtered and unfiltered variables respectively.
The classical definitions of the discrete Fourier transform have been used as follows
fj =
N/2−1∑
m=−N/2
fˆm exp(ikxj), (34)
which has been used for the discrete forward transform and for the inverse transform we have
fˆm =
1
N
N−1∑
j=0
fj exp(−ikxj), (35)
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where N is the number of spatial grid points and i =
√−1. A wavenumber can be defined by
k = 2piL m and a transfer function can be obtained for our low pass filter defined previously
T (k) =
a0 + a1 cos(hk) + a2 cos(2hk) + a3 cos(3hk)
1 + 2α cos(hk)
, (36)
where ai has been defined above in Eq.(32) and h is the spatial grid length. The stated range of the
parameter α ensures that the transfer function remains positive definite for accurate deconvolution.
The transfer function behavior for the Pade´ filter has been shown in Figure (2a). It can be seen here
that the transfer function happens to attenuate the effects of the highest wavenumber completely
(i.e Tk = 0 at km = pi/h) while having low dissipation over the resolved inertial scales. Increasing
the value of α from 0 to 0.5 results in lesser dissipation in the inertial zone. It must be noted here
that a value of 0.5 causes no dissipation at all at any range of wavenumber and thus becomes a
limiting value.
4.2.2. Binomial filters
Binomial filters are a class of smoothing functions designed for efficient calculation. Filtered field
values at a discrete point in the domain are computed using a spatial averaging operator which
requires information from a stencil whose size depends on the type of binomial filter chosen. An
elementary binomial filter can be considered to be (for a 1D case), a simple averaging operation
given by:
B1 =
1
2
[1 1] (37)
which may be interpreted as the computation of the filtered value at a discrete point i by
f¯i =
1
2
(
fi+1/2 + fi−1/2
)
. (38)
Similarly, an example of a binomial filter for an odd numbered stencil is given by
B2 =
1
4
[1 2 1], (39)
thus, we can interpret as
f¯i =
1
4
(
fi+1 + 2fi + fi−1
)
. (40)
Generally, a binomial filter of order n is given by f¯ = m[d] and can be obtained through the use
of the Pascal triangle as shown below
n m d
0 1 1
1 1/2 1 1
2 1/4 1 2 1
3 1/8 1 3 3 1
4 1/16 1 4 6 4 1
5 1/32 1 5 10 10 5 1
6 1/64 1 6 15 20 15 6 1
7 1/128 1 7 21 35 35 21 7 1
8 1/256 1 8 28 56 70 56 28 8 1
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where m is the scaling factor of the operator. We are only interested in odd numbered stencil
schemes (i.e., an even order n) because of underlying centred finite difference framework. This
class of binomial filters can be considered a discrete approximation the Gaussian filter with various
variance (Jahne 1997). A generalized transfer function of the 1D binomial filter is given by
Bˆ2R =
1
2R
(
1 + cos(pik)
)R
(41)
The behavior of the transfer function of some 1D binomial filters with odd stencil sizes are depicted
in Figure (2c).
One of the primary advantages of the binomial class of filters is the ability to design smooth-
ing operators by combining multiple binomial filters. This ability lets us control the amount of
dissipation of the filter and it is possible to design transfer functions that minimize dissipation
at lower wavenumbers and have a sharper drop off to zero at higher wavenumbers. The following
relationship sets up the framework for a binomial smoothing filter design
(n,l)B =
(
I − (I −B2)n)l. (42)
This class of filters shares many important properties of the binomial filters Bn. The simplest
five-point stencil operator of this type is
(2,1)B =
1
16
[−1 4 10 4− 1]. (43)
The seven point stencil filter reads as
(3,1)B =
1
64
[1 − 6 15 44 15 − 6 1], (44)
and the nine-point stencil operator can be written as
(4,1)B =
1
256
[−1 8 − 28 56 186 56 − 28 8 − 1]. (45)
We note that the Pade´ filter given by Equation (31) reduces to (3,1)B when its free filtering pa-
rameter α = 0. A general expression for the transfer function of a 1D binomial smoothing filter is
given by
(n,l)Bˆ =
(
1−
(
1− 1
2
(
1 + cos(pik)
))n)l
(46)
The transfer function behavior of these smoothing filters has been illustrated in Figure (2d). A
more involved discussion of binomial and binomial smoothing filters is available in Jahne (1997).
4.3. Relaxation filtering and AD regularization
Although deconvolution process can be used to compute SGS term, a stable LES would require
a treatment for the energy transfer to the truncated scales Mathew, Foysi, and Friedrich (2006).
An ad hoc low order penalty term would be added with a free coefficient to provide additional
dissipation Vreman (2003); Stolz, Adams, and Kleiser (2004). Another school of thought to address
the problem of pile-up near the grid cut-off scales proposes the concept of relaxation filtering (RF),
in which a secondary filtering process is used to provide a stabilization near the grid cut-off scale
(e.g., see Adams and Stolz (2002)). This secondary filtering may be explicitly used at the end of
12
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(a) Pade´ filters for AD (b) Pade´ filters for EF (relaxation filters)
(c) Binomial filters for AD (d) Binomial smoothing filters for AD
Figure 2. Transfer functions of low-pass spatial filters designed for low-pass filtering in AD and EF models.
each time step in conjunction with AD-LES. In this study, the Pade´ filter has been chosen as a
relaxation filtering operator of choice and several numerical experiments have been carried out to
assess the effect of this RF operator when used explicitly and along with AD-LES. In RF framework
using a secondary filter, the free filtering parameter α should be adjusted to provide additional
regularization at higher wavenumbers near grid cut-off scale. Figure (2b) illustrates the transfer
functions of this type of filters for various α parameters. An investigation on the choice of α will
be provided in this study.
Alternatively, a coupled approximate deconvolution and dynamic mixed scale model has been
proposed for large eddy simulation Habisreutinger et al. (2007). In the present study, a performance
study is also carried out for the behavior of AD-LES when combined with the concept of the
Smagorinsky model wherein an additional dissipation is added to the system through an eddy
viscosity. The Smagorinsky eddy viscosity concept has been described in Section 3.1. Combining
Equation (47) with Equation (14) the hybrid structural-functional model reads
∂u¯
∂t
+G ∗R(ϑ) = L(u¯) + ∂
∂x
(
νe
∂u¯
∂x
)
(47)
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where νe is given by Equation (16). The potential pile-up at grid cut-off is thus addressed by this
additional dissipation mechanism.
4.4. Explicit filtering without AD process
The relaxation filters can also be used without any approximate deconvolution process (Visbal
and Gaitonde 2002; Lund 2003; Bogey and Bailly 2006a; Bull and Jameson 2016). In this case,
we assume that explicit filtering removes the frequencies higher than a selected cut-off threshold
through the use of a custom specified filter illustrated in Figure (2b). Indeed Mathew et al. (2003)
interpreted AD as a nearly equivalent procedure of low-pass explicit filtering (EF) of the solution
at each time step. Our analysis also includes this approach by referring it as EF model in the
present paper.
5. Implicit filtering models
In implicit filtering models, the grid, or the numerical discretization scheme, is assumed to be
LES low-pass filter, therefore usually called as implicit LES (ILES) Grinstein, Margolin, and Rider
(2007). In this framework, we assume that the numerical scheme will dissipate energy in the same
manner as the SGS model. Although this takes full advantage of the grid resolution, and elimi-
nates the computational cost of SGS model calculation, the control of numerical errors caused by
truncation errors is not a trivial task in ILES (Thornber, Mosedale, and Drikakis 2007; Margolin,
Rider, and Grinstein 2006).
Implicit filtering implies the use of the dissipative behavior of numerical discretizations for the
prevention of an energy pile-up in the energy spectrum of the flow near its cut-off. It is well
known that any upwind biased scheme has its own numerical dissipation. In effect, we assume
the numerical discretization scheme to be a low-pass filter. The advantages of this approach are
apparent in that an additional iterative step for deconvolution (or evaluation of SGS terms) is not
necessary. In this section we detail the numerical formulation of the WENO and compact WENO
schemes which have traditionally been used for shock capturing through added dissipation in a
nonlinear fashion to damp oscillations near discontinuities or sharp gradients. We aim to utilize
this damping characteristic of these schemes to act as an implicit filter preventing energy pile-up
near the grid cut-off.
5.1. Upwind schemes and flux splitting
The conservative form we have employed for the 1D Burgers equation, Equation (2), allows us to
utilize the flux splitting method in the development of WENO and CRWENO schemes. Therefore,
we rewrite Burgers equation in flux form.
∂u
∂t
+
∂f
∂x
= L(u) (48)
where L(u) is the linear term given by Equation (4). Our flux term is given by f = 12u
2 and the
nonlinear advective, R(u) = ∂f∂x , term may be represented as:
∂f
∂x
|x=xj =
Fj+1/2 − Fj−1/2
∆x
=
fLj+1/2 − fLj−1/2
∆x
+
fRj+1/2 − fRj−1/2
∆x
+O(∆xr)
(49)
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at a particular node j and where r is the desired order of the scheme. Here, ∆x = xj+1/2 − xj−1/2
is the mesh size (i.e., ∆x = h in this study), F (x) refers the exact flux function, and superscripts
L and R refer the positive and negative flux components in our discrete system, respectively. This
process is called flux splitting and the values of left and right biased values of the flux after splitting
are calculated by
fL =
1
2
(f + αu),
fR =
1
2
(f − αu);
(50)
where α is called the absolute value of the flux Jacobian (i.e., α = |∂f∂u | = |u|). In the case of local
pointwise flux splitting at location xj , the value of α is given by
α = |uj |; (51)
whereas α may also be chosen to be maximum over the local stencil, i.e.,
α = max(|uj−2|, |uj−1|, |uj |, |uj+1|, |uj+2|), (52)
in which case it is considered as local stencil flux splitting. A fifth order approximation of the flux
F (x) is given by:
fLj+1/2 =
1
30
fLj−2 −
13
60
fLj−1 +
47
60
fLj +
27
60
fLj+1 −
1
20
fLj+2, (53)
which gives a truncation error of
fj+1/2 = Fj+1/2 −
1
60
∂5f
∂x5
|x=xj∆x5 +O(∆x6). (54)
One can see here that there are more interpolation points to the left of the location where we need
our approximate flux reconstruction. It should be noted, though, that the values fj used for the
interpolation represent the cell averaged values at the nodal points j. The reader is directed to the
description in Shu (2009) for further information about such interpolations. The right biased flux
(for a 1D wave travelling in the opposite direction) is developed symmetrically about the point j
in a similar manner, e.g.,
fRj−1/2 =
1
30
fRj+2 −
13
60
fRj+1 +
47
60
fRj +
27
60
fRj−1 −
1
20
fRj−2. (55)
Superscripts for left and right biasing are omitted beyond this point. The aforementioned scheme
will henceforth be denoted as UPWIND5.
A fifth order compact interpolation is given by (henceforth the CU5 scheme)
3
10
fj−1/2 +
6
10
fj+1/2 +
1
10
fj+3/2 =
1
30
fj−1 +
19
30
fj +
10
30
fj+1; (56)
which gives an error of
fj+1/2 = Fj+1/2 −
1
600
∂5f
∂x5
|x=xj∆x5 +O(∆x6), (57)
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One can note here that the leading error term in the compact interpolation scheme (CU5) is an
order of magnitude less than its noncompact counterpart (UPWIND5).
5.2. WENO reconstruction
The general form of the approximate flux reconstruction by the WENO scheme is (Jiang G. S.
1996)
fj+1/2 =
r∑
k=1
wkf
k
j+1/2, (58)
where r is the number of stencils of rth order, fkj+1/2 is the reconstructed flux using the k
th stencil
and wk is the weight of the k
th stencil. These weights are optimally distributed in the event of a
smooth field at j + 1/2. If a stencil possesses a discontinuity, the WENO scheme forces the weight
of that stencil to zero using weighting functions which are
αk =
ck
(βk + )m
. (59)
Here, ck are the optimal weights (i.e., weights for the linear high-order scheme), βk is the smoothness
indicator of the kth stencil, m is chosen to ensure that the weights for discontinuous stencils
approach zero quickly and  is a small number to prevent a division by zero. It should be noted
here that m = 2 has been chosen as a standard value.
The aforementioned weights are then normalized for convexity to give
wk =
αk∑
k αk
(60)
It should be noted here that the order of a WENO scheme is given by (2r - 1). As an example, a
fifth order WENO scheme is developed by the combination of three third order stencils given by
f1j+1/2 =
1
3
fj−2 − 7
6
fj−1 +
11
6
fj
f2j+1/2 = −
1
6
fj−1 +
5
6
fj +
1
3
fj+1
f3j+1/2 =
1
3
fj +
5
6
fj+1 +
1
6
fj+2
(61)
to give
fj+1/2 =
w1
3
fj−2 − 1
6
(7w1 + w2)fj−1 +
1
6
(11w1 + 5w2 + 2w3)fj +
1
6
(2w2 + 5w3)fj+1 − w3
6
fj+2.
(62)
For a smooth solution field, our weights are optimal at c1 = 1/10, c2 = 6/10, c3 = 3/10 and we
recover Equation (53). Smoothness indicators βk for the scheme (henceforth known as the WENO5
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scheme) are given by
β1 =
13
12
(fj−2 − 2fj−1 + fj)2 + 1
4
(fj−2 − 4fj−1 + 3fj)2,
β2 =
13
12
(fj−1 − 2fj + fj+1)2 + 1
4
(fj−1 − fj+1)2,
β3 =
13
12
(fj − 2fj+1 + fj+2)2 + 1
4
(3fj − 4fj+1 + fj+2)2.
(63)
5.3. CRWENO Scheme
Compact versions of the WENO scheme have also been developed to reduce stencil sizes without
compromising accuracy (Ghosh and Baeder 2012). They make use of implicit candidate interpola-
tions resulting in smaller stencils providing a better resolution property. The fifth order compact
reconstructed WENO scheme (henceforth CRWENO5) is given by:
2
3
f1j−1/2 +
1
3
f1j+1/2 =
1
6
(fj−1 + 5fj),
1
3
f2j−1/2 +
2
3
f2j+1/2 =
1
6
(5fj + fj+1),
2
3
f3j+1/2 +
1
3
f3j+3/2 =
1
6
(fj + 5fj+1).
(64)
A fifth order compact interpolation may thus be devised:
(
2
3
w1 +
1
3
w2)fj−1/2 +
[
1
3
w1 +
2
3
(w2 + w3)
]
fj+1/2 +
1
3
fj+3/2 =
w1
6
fj−1 +
5(w1 + w2) + w3
6
fj +
w2 + 5w3
6
fj+1,
(65)
which under the optimal weights of c1 = 1/5, c2 = 1/2, c3 = 3/10 result in our previously defined
fifth order compact interpolation (the CU5 scheme) in Equation (56).
The smoothness indicators for the CRWENO5 and WENO5 schemes are obtained in the same
manner (i.e., using Equation (63)). An illustration of the dispersion and dissipation of both the
WENO5 and CRWENO5 schemes is shown in Figure (3) using the optimal linear weights. An
in-depth discussion of compact reconstructed WENO schemes and their dispersion and dissipation
characteristics may be found in Peng and Shen (2015).
6. Results
This section covers the results of the AD-LES and ILES methods outlined in the previous sections
for the 1D viscous Burgers equation. Using the standard LES methodology, coarse grained LES
resolutions were compared to high fidelity DNS data obtained from much higher resolutions which
capture all physical scales. In this study, the efficacy of eddy viscosity models (EV-LES, DEV-LES,
ADEV-LES), AD-LES (used with and without secondary relaxation filtering) equipped with various
low-pass filters, AD regularization with the Smagorinsky eddy viscosity, EF model (i.e., applying
explicit relaxation filters with no use of AD procedure), and various ILES models (UPWIND5,
CU5, WENO5, and CRWENO5) were considered. The binomial and Pade´ class of filters were
investigated for a wide range of parameters. All LES models were compared to the underresolved
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(a) Dispersion (b) Dissipation
Figure 3. Spectral characteristics of the fifth-order upwind (WENO5 with linear weights) and compact upwind (CRWENO5
with linear weights) schemes.
DNS (UDNS) data at the same (coarse) resolution to assess their modeling characteristics in a
systematic manner.
The decaying Burgers turbulence problem is considered in a domain of x ∈ [0, 2pi] with periodic
boundary conditions. The initial conditions of this problem are given by an initial energy spectrum
as follows:
E(k) = Ak4exp(−(k/k0)2), (66)
where the constant A is set to the following value
A =
2k−50
3
√
pi
(67)
which ensures a total energy
∫
E(k)dk = 1/2 at the initial condition. The parameter k0 is assumed
to be 10 and is the wavenumber at which the peak value of the energy spectrum is obtained. The
velocity magnitudes in Fourier space can be expressed as a function of the initial energy spectrum
by
|uˆ(k)| =
√
2E(k). (68)
Several realization of an initial velocity field are then obtained by incorporating a random phase:
uˆ(k) =
√
2E(k)exp(i2piΨ(k)), (69)
where Ψ(k) is a uniform random number distribution between 0 and 1 at each wavenumber. This
distribution also has to satisfy the Ψ(k) = −Ψ(−k) conjugate relationship in order to obtain a real
velocity field in physical space (San and Staples 2012). Inversions from Fourier space are computed
using a Fast Fourier transform algorithm (FFT) given by Press et al. (1992). Randomly selected 64
sample fields were constructed with different phases and simulated till the energy content of the flow
was considerably lower than its initial value. Ensemble averaged results for the sample simulations
were computed and presented in the following. It must be noted that the initial conditions remained
identical for all inter-comparative simulations through the use of identical random number seeds.
An investigation is carried out on the energy spectrum which is a function of wavenumber and
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(a) Energy spectra (b) Dissipation rates
Figure 4. Comparison of energy spectra (at time t = 0.05) and time evolution of dissipation rates for the decaying Burgers
turbulence problem at ν = 5×10−4 with varying grid resolution from very coarse mesh (N = 512) to fully resolving DNS mesh
(N = 32768). Ideal scaling k−2 is also included in the energy spectra plot.
time and is defined as
E(k, t) =
1
2
|uˆ(k, t)|2, (70)
and the total energy can be computed as
E(t) =
∫ km
−km
E(k, t)dk. (71)
It is also possible to analyze the performance of the numerical methods using other measures
such as the total dissipation rate, −dE(t)/dt, (i.e., also given by D(t) = ν ∫ km−km k2|uˆ(k, t)|dk). A
discussion on the use of various forms of dissipation rate formulas can be found in DeBonis (2013)
and San (2016).
6.1. DNS and UDNS results
Prior to analyzing the different numerical methods presented in the previous sections, it is impor-
tant to carry out a grid convergence investigation to determine DNS resolution requirements for
our chosen viscosity scale of ν = 5× 10−4. The numerical experiment was carried out till a time of
0.1 beyond which the energy dissipation rates reaches its maximum value. Resolutions of 29 to 215
were tested and it is seen that the highest resolution can be considered to be a fully resolved DNS
data. Figure (4) shows the energy spectra for DNS and UDNS computations of different resolutions
and it can be seen that the ideal k−2 scaling is seen at inertial range. One must note that t = 0.05
corresponds to approximately the time for the maximum dissipation rate of the problem. The
problem of energy pile-up close to grid cut-off scale is also evident at lower resolution cases, where
one can notice a considerable deviation from the fully resolved spectrum. Therefore, we perform
our LES analysis by using a set of resolutions of 512, 1024 and 2048 grid points.
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(a) Cs = 0.2 (b) Cs = 0.3
(c) Cs = 0.4 (d) Cs = 0.5
Figure 5. Energy spectra obtained by the eddy viscosity (EV) model for various Smagorinsky constant.
6.2. EV-LES results
First, the well established Smagorinsky LES model was used to perform coarse simulations and
compared to the the resolved DNS computations as shown in Figure (5). For the purpose of
comparison, underresolved DNS (UDNS) results are also shown. As mentioned earlier, the process of
adding dissipation in this model is through the choice of the Smagorinsky coefficient which controls
the point-wise eddy viscosity. As shown in the figure, the established value of the Smagorinsky
coefficient (Cs = 0.2) was unable to prevent the phenomenon of pile-up. However, we note that
this value has been suggested for homogeneous three-dimensional (3D) Kolmogorov turbulence.
One can also argue that the absolute value of the strain rate tensor in 3D setting has a scaling
factor of
√
2 in its standard form. Therefore, we perform additional numerical experiments with
increasing Cs values for Burgers turbulence where shocks dominate the flow field. Thus, in order
to add more dissipation, the coefficient was increased at steps of 0.1 but it is seen that the most
accurate prediction for the energy spectrum is given at Cs = 0.3 with a resolution of N = 2048. A
small amount of energy accumulation is still seen at this optimal configuration for the model. A
higher value of Cs adds more than the requisite dissipation required and produces steeper scaling
in energy spectrum at almost all inertial length scales for Cs = 0.5.
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(a) Test filter: B2 (b) Test filter: B2
(c) Test filter: (3,1)B (d) Test filter: (3,1)B
Figure 6. Energy spectra (left) and evolution of the Smagorinsky constant (right) obtained by the dynamic eddy viscosity
(DEV) model using various test filters.
Next, we evaluate the dynamic version of the EV model. The numerical experiments are con-
ducted by utilizing two different test filters: B2 binomial filter (i.e., also known as trapezoidal box
filter), and (3,1)B binomial shooting filter (i.e., equivalent to the Pade´ filter when α = 0). Energy
spectra and time histories of the Smagorinsky constant obtained by the DEV-LES model are illus-
trated in Figure (6) showing a significant improvement compared to the EV-LES. It is clear that
DEV-LES equipped with (3,1)B test filter yields less dissipative results than the model equipped
with B2 filter. This can be interpreted that the filter B2 removes a larger amount of energy from
the large scales (e.g., see Figure (2) for filters transfer functions). This manifest itself in evolution
of the the Smagorinsky constant (i.e., dynamic constant) showing some dependance on the choice
of the filter. As also demonstrated in the figure that the variation of the dynamic constant slightly
depends on the resolution making the dynamic model robust to the grid resolution. An interested
reader is referred to the study of Najjar and Tafti (1996) where various discrete test filters and
finite difference approximations for the dynamic subgrid-scale stress model has been investigated
for turbulent channel flow simulations.
We conduct additional computations with a variant of the dynamic model (ADEV-LES) using an
averaged value for the absolute strain rate term as described in Section 3.2. This type of averaging
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(a) Test filter: B2 (b) Test filter: B2
(c) Test filter: (3,1)B (d) Test filter: (3,1)B
Figure 7. Energy spectra (left) and evolution of the Smagorinsky constant (right) obtained by the averaged dynamic eddy
viscosity (ADEV) model using various test filters.
procedure has been utilized by Fauconnier, De Langhe, and Dick (2009). The results for ADEV-
LES are shown in Figure (7) in terms of energy spectra and time histories of the dynamic constant
using the same test filters. It is evident on examination of Figure (7) that the averaging procedure
in dynamic model effectively eliminates energy pile-up at all resolution but provides an excessive
dissipation to the large part of the inertial range.
6.3. AD-LES and RF results
Coarse grid resolution results for the newly introduced binomial filters are depicted in Figure (8)
and were compared to the fully resolved DNS and UDNS simulations. It is evident that the binomial
spatial averaging operators are too dissipative in nature and cause a significant error in the inertial
scales as the power law scaling behavior is lost. This can be seen from their transfer functions given
by Equation (41). Increased stencil sizes (i.e., could be interpreted as an increase in variance of the
Gaussian) were seen to add large amount of dissipation. This is consistent with the behavior of
their transfer functions in Fourier space given in Figure (2c) showing large amounts of attenuation
even in the inertial region. The binomial filters have been designed to mimic the Gaussian filter
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(a) B2 (b) B4
(c) B6 (d) B8
Figure 8. Energy spectra obtained by AD-LES equipped with binomial filters.
and the observed dissipative behavior was consistent with our predictions for the energy spectrum.
The modified binomial filters (referred to as the binomial smoothing filters) were also used for
the filtering operation in the AD-LES method used and comparisons for coarse resolutions are
shown in Figure (9). A noticeable improvement was seen when compared with the results given
by binomial filters. Increasing stencil sizes led to better predictions of the energy spectrum in the
inertial ranges and it was noticed that the improvement in results was marginal beyond filters of
order n = 3. The transfer function for smoothing filters do not show large increases in steepness
(i.e., their capacity to pass lower spatial frequencies) as n is increased beyond three. The binomial
smoothing filters, however, were able to yield considerably better results than the UDNS results for
the same coarse meshes. Performance was exceptional for the (3,1)B and (4,1)B at coarse resolutions
while the energy spectrum was slightly under-predicted at higher resolutions.
In a previous work by San (2016), the Pade´ filter was used with the approximate deconvolution
method for solving Burgers equation with skew-symmetric form. However, in the current work, we
conduct our analysis by using the conservative form. Therefore our analysis here can be used to
assess the performance of various formulations of the Burgers equation. In Figure (10), a comparison
of the results obtained using this filter and UDNS is shown. It can be seen that the Pade´ filter
yields significantly better results in removing the energy content at smaller scales with increasing
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(a) (1,1)B (b) (2,1)B
(c) (3,1)B (d) (4,1)B
Figure 9. Energy spectra obtained by AD-LES equipped with smoothing filters.
values of α. Decrease in the α value leads to increased dissipation at the grid cut-off. Values of α
between 0.2 and 0.4 yield balanced results. An important point to note here is that the process
of dissipation is through the effect of the repeated filtering procedure in AD process (through the
shape of the transfer function of the low-pass operator) and the physical viscosity (taken constant
at ν = 5×10−4). We also note that the Pade´ filter with α = 0 corresponds to the case of the (3,1)B
binomial filter.
The arrest of numerical oscillations can also be achieved by the use of an explicit low-pass filtering
process at the end of each time step. This process is known as relaxation filtering (RF) and may
be accompanied with an AD-LES method as well (in which case it is known as secondary filtering)
to regularize it near the grid cut-off scales. Without using the AD process, the application of a
low-pass explicit filter at the end of each time step prevented energy pile-up at the grid cut-off
as shown in Figure (11). However, it was also seen that a considerable amount of inertial range
information is lost due to its application. The energy spectrum predicted by this process becomes
steeper than the ideal k−2 scaling and shows a considerable loss of some scales in the inertial range
supported by grid. The Pade´ filter has been used explicitly for relaxation filtering and increasing
values of the α parameter are seen to provide less amount of dissipation at the grid cut-off which
is consistent with our understanding of the transfer function of the Pade´ filters. When used in
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(a) α = 0.0 (b) α = 0.2
(c) α = 0.3 (d) α = 0.4
Figure 10. Energy spectra obtained by AD-LES equipped with Pade´ filters.
the context of secondary filtering (i.e., combined with AD-LES), it was seen that the secondary
filter dominated the iterative AD process as shown by the similarity in results obtained between
Figure (11) and Figure (12). The addition of the repeated filtering associated with the approximate
deconvolution process was seen to be insignificant when we use RF at the end of each time step. We
also emphasize that the level of attenuation due to the RF depends on the free secondary filtering
parameter. However, it is also seen here, that energy pile-up no longer remains an issue near the
grid cut-off scale as compared to the UDNS spectrum.
A regularization of the AD-LES method was carried out using a Smagorinsky type eddy vis-
cosity for additional dissipation as shown in Figure (13). UDNS and fully resolved DNS results
are also shown for the purpose of comparison. As expected, the regularization process is seen to
add additional dissipation to the energy spectrum. The Smagorinksy coefficient of Cs = 0.2 was
chosen to introduce the artificial dissipation. On comparison with Figure (5), it is evident that the
combination of both functional and structural concepts here has led to an effective prevention of
pile-up at the finer resolutions. The effects of α from the primary filter are still seen with decreased
dissipation with an increase in its values.
In order to understand the effect of the parameters β and Q which are the over relaxation param-
eter and the number of iterative substitutions in the deconvolution process, a sensitivity analysis
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(a) α = 0.48 (b) α = 0.49
(c) α = 0.495 (d) α = 0.499
Figure 11. Relaxation filtering (RF) applied at the end of each time step by using the Pade´ filter for various α values.
was carried out on the aforementioned parameters to understand how they affected convergence
by using the (3,1)B filter. As shown in Figures (14) and (15) on different resolutions, increasing the
Q value predictably increased the accuracy in the approximation of the recovered field ϑ from the
filtered field u¯. Increasing β within its acceptable range of [0,2] (to ensure convergence) from the
standard value of 1 caused improved accuracy for a fixed value of Q. A similar trend was observed
in both cases for the spatial resolution (N = 512 and N = 1024). This study chosen to terminate
further iterative substitution in the deconvolution processes at Q = 5, although our analysis shows
that more accurate results can be obtained with by using a different low-pass filter. The results
presented in Figures (14) and (15) clearly indicate that β = 2 can be used to accelerate the AD
iterative process.
6.4. ILES results
The performance of the implicit filtering methods using the UPWIND5, CU5 WENO5, and CR-
WENO5 schemes was tested as shown in Figures (16) and (17) for both the local pointweise and
stencil based flux splitting versions of the formulation. It can be easily seen from these figures that
the pointwise flux splitting provides less amount of dissipation compared to the stencil based flux
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(a) α = 0.48 (b) α = 0.49
(c) α = 0.495 (d) α = 0.499
Figure 12. Relaxation filtering (RF) combined with AD-LES equipped by the Pade´ filter with α = 0.4 (i.e., primary filter in
AD). As a secondary filter, the sixth-order Pade´ filter is applied at the end of each time step varying α values between 0.48
and 0.499.
splitting procedure. In terms of reconstruction methods, it was seen that the WENO reconstruc-
tions (WENO5 and CRWENO5) were too dissipative and predicts slightly steeper scaling for the
wide range of the inertial range. This issue was marginally remedied in the CRWENO5 formu-
lation using the local point flux splitting method but the WENO5 method continued to remain
too dissipative. However, it was noticed in both WENO schemes that the problem of pile-up was
avoided since these schemes originally designed to eliminate grid-to-grid oscillations for sharp dis-
continuities and shocks. The developed shocks in Burgers turbulence were captured for the price
of adding numerical dissipation through a nonlinear weighting process described in Section 5.2 and
Section 5.3. For the upwind type schemes it was seen that non-compact version of the formulation
(UPWIND5) was fairly accurate in capturing the energy spectrum. The UPWIND5 scheme is less
dissipative than the WENO schemes and it shows less degree of pile-up phenomenon compared
to the its compact version (CU5). A pronounced pile-up phenomenon was seen in the CU5 for
both local pointwise and stencil based flux splitting approaches. Finally, we present in Figure (18)
a grid convergence study for ILES methods using Equation (52). It is important to note that all
ILES methods converges to the DNS for increasing resolutions. Based on our study we can con-
clude that CRWENO scheme performs better in terms of dissipation mechanism and free of pile-up
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(a) α = 0.0 (b) α = 0.2
(c) α = 0.3 (d) α = 0.4
Figure 13. Regularization of AD-LES (using the Pade´ filter with various α values) with the Smagorinsky type eddy viscosity
model using Cs = 0.2.
phenomenon at all resolutions.
7. Conclusion
This study presents an aposteriori analysis of both implicit and explicit closures for LES of the
1D viscous Burgers equation. Numerical experiments are carried out using DNS which serve as
our benchmark for comparison. Variants of the eddy viscosity type functional closures have been
included in our analysis. The explicit closures used include the AD-LES framework which attempts
to solve the closure problem without the use of phenomenological arguments by utilizing the Van
Cittert iterations to approximately recover the true solution at each time step from the spatial
smoothed field variable. AD-LES is applied with the use of the binomial, the binomial smoothing
and Pade´ low pass filters with a wide range of filter parameters to establish a link between the
transfer functions of the these filters and the accuracy in the approximation of the energy spectrum.
The binomial filter is seen to add excessive dissipation and is ill-suited to the role of a low-pass filter
for AD-LES, especially when we increase the order of the filter. However, the binomial smoothing
28
May 2, 2016
(a) β = 1.0 (b) Q = 1
(c) Q = 3 (d) Q = 5
Figure 14. Sensitivity analysis with respect to β and Q in AD-LES modelling with N = 512 grid points.
filters yield more accurate results providing less dissipation. It is seen that the Pade´ filter performs
better than the binomial smoothing filter with respect to the capturing of the ideal scaling of
energy spectrum in the highest resolutions before cut-off although both filters may be used for the
AD-LES purpose with an intelligent choice of parameters.
Other explicit approaches include the use of a secondary filter to smooth the field variable at
the end of each time step. This secondary filter may be used explicitly without iterative AD-LES
procedure or may be used in conjunction with the AD-LES method. In any case, it is seen to
dominate the dissipative effect when used together with AD-LES. Our studies show us that the
RF process due to explicit filtering adds too much dissipation and causes a substantial loss of
information when a dissipative low-pass filter is used. We observed that the RF approach reduces
the effective resolution of the simulation compared to the dynamic inertial range supported by the
underlying computational mesh. The level of attenuation depends on the free filtering parameter
and we found that α = 0.49 would be ideal for the purpose of relaxation filtering. It also avoids
the computational expense of deconvolution at each time step associated with AD-LES procedure
by effectively removing the high-frequency contents of the solutions. Therefore, following (Mathew
et al. 2003) we can interpret RF model as a compact and nearly equivalent procedure of AD-LES
between time integration steps.
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(a) β = 1.0 (b) Q = 1
(c) Q = 3 (d) Q = 5
Figure 15. Sensitivity analysis with respect to β and Q in AD-LES modelling with N = 1024 grid points.
A sensitivity analysis of the Van Cittert iterative process is also carried out here which shows
that the value of over-relaxation parameter β controls the speed of convergence of the iterative
process in AD-LES. The larger values of β shows faster convergence and the number of iterations
becomes optimal at Q = 2. Although the theoretical maximum for β is two for most of the practical
low-pass filters, our numerical experiments also showed that the value of β ≈ 2.5 yields numerically
stable results. Therefore, we can safely use the upper-bound β = 2 in practice to accelerate Van
Cittert iterative process with smaller number of Q in repeated filtering process of AD procedure.
A hybrid structural-functional numerical method which uses a combination of AD-LES and a
Smagorinsky type eddy viscosity to add dissipation is also detailed here. This regularized AD-LES
has been found to yield significantly improved results when compared with standard AD-LES in
terms of pile-up phenomenon for very coarse grids. The performances of the Smagorinsky model
and variants of its dynamic version are also detailed to serve as a comparison to the other models
investigated here. We found that explicit filtering models perform better than the eddy viscosity
models studied here. Instantaneous dynamic model (DEV-LES) shows pile-up for coarse grid and its
averaged variant (ADEV-LES) yield pile-up free solutions for all grids but add excessive dissipation.
Implicit schemes investigated in this work include the WENO reconstruction schemes (both
non-compact and compact) which are seen to add too much dissipation for both the local stencil
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(a) WENO5 (b) CRWENO5
(c) UPWIND5 (d) CU5
Figure 16. Energy spectra obtained by ILES models using local pointwise flux splitting given by Equation (51).
based flux splitting and pointwise based flux splitting versions of the formulation although it is
marginally less dissipative for the latter. WENO and CRWENO schemes found to be effective for
eliminating grid-to-grid oscillations and no pile-up phenomenon is observed even for very coarse
grid. However, they are more dissipative than the linear upwind biased schemes (i.e., UPWIND5
and CU5) because of the presence of shock waves in the Burgers turbulence. Due to dynamic stencil
formulation of WENO and CRWENO schemes, the amount of dissipation has been increased by
decreasing the formal order of accuracy in shock regions. On the other hand, linear upwind schemes
are also prone to adding considerable amount dissipation, although less than nonlinear ones, with
the compact upwind version being unable to prevent pile-up at the higher resolutions near grid
cut-off. In practice, the most important factor of an LES closure is its ability to capture the inertial
range scaling of the spectrum as well as ensure total attenuation at the grid cut-off wavenumber
without showing any pile-up phenomena. With this in mind, we can conclude that CRWENO,
regularized AD and RF (with carefully selected relaxation filtering parameter) models would be
accurate in capturing long range of inertial range without showing a pile-up phenomenon near the
grid cut-off scale.
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(a) WENO5 (b) CRWENO5
(c) UPWIND5 (d) CU5
Figure 17. Energy spectra obtained by ILES models using local stencil flux splitting given by Equation (52).
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