Abstract-A system that could automatically analyze the facial actions in real time has applications in a wide range of different fields. However, developing such a system is always challenging due to the richness, ambiguity, and dynamic nature of facial actions. Although a number of research groups attempt to recognize facial action units (AUs) by improving either the facial feature extraction techniques or the AU classification techniques, these methods often recognize AUs or certain AU combinations individually and statically, ignoring the semantic relationships among AUs and the dynamics of AUs. Hence, these approaches cannot always recognize AUs reliably, robustly, and consistently. In this paper, we propose a novel approach that systematically accounts for the relationships among AUs and their temporal evolutions for AU recognition. Specifically, we use a dynamic Bayesian network (DBN) to model the relationships among different AUs. The DBN provides a coherent and unified hierarchical probabilistic framework to represent probabilistic relationships among various AUs and to account for the temporal changes in facial action development. Within our system, robust computer vision techniques are used to obtain AU measurements. Such AU measurements are then applied as evidence to the DBN for inferring various AUs. The experiments show that the integration of AU relationships and AU dynamics with AU measurements yields significant improvement of AU recognition, especially for spontaneous facial expressions and under more realistic environment including illumination variation, face pose variation, and occlusion.
INTRODUCTION
F ACIAL expressions are the most powerful and natural means of communication among human beings. A large percentage of the approaches on facial expression analysis attempt to recognize six basic facial expressions such as happiness, sadness, surprise, disgust, fear, and anger. However, these basic expressions only represent a small set of human facial expressions. In fact, human emotion is composed of thousands of expressions, although most of them differ in subtle changes of a few facial features. The Facial Action Coding System (FACS) developed by Ekman and Friesen [1] is the most commonly used system for facial behavior analysis. Based on FACS, the facial behavior is decomposed into 46 action units (AUs), each of which is anatomically related to the contraction of a specific set of facial muscles. Although they only define a small number of distinctive AUs, over 7,000 different AU combinations have been observed so far [2] . Therefore, FACS is demonstrated to be a powerful means for detecting and measuring a large number of facial expressions by virtually observing a small set of muscular actions. However, the effort for training human experts and manually scoring the AUs is expensive and time consuming, and the reliability of manually coding AUs is inherently attenuated by the subjectivity of human coder. Therefore, a system that can recognize AUs in real time without human intervention is more desirable for various application fields including automated tools for behavioral research, videoconference, affective computing, perceptual human-machine interfaces, 3D face reconstruction and animation, and others.
In general, an automatic AU recognition system consists of two key stages: the facial feature extraction stage and the AU classification stage. A great amount of methods have been devoted to these two stages. In the facial feature extraction stage, the previous work can be summarized into two major groups: holistic techniques [3] , [4] , [5] , [6] , [7] , [8] , where the face is processed as a whole, and local techniques [3] , [4] , [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] , in which only a set of specific facial features or facial regions are considered. The approaches on AU classification could be grouped into spatial approaches [17] , [3] , [4] , [10] , [7] , [5] , [6] , [11] , [12] , [16] , [8] , [13] , [18] , where AUs are analyzed frame by frame, and spatial-temporal approaches [3] , [9] , [14] , [15] , [19] , where AUs are recognized over time based on the temporal evolution of facial features. Basically, these methods differ in either the feature extraction techniques or the AU classification techniques, or both. However, they all classify each AU or certain AU combinations independently and statically (although some of them analyze the temporal properties of facial features), ignoring the semantic relationships among AUs and the dynamics of AUs. Hence, these approaches cannot always recognize AUs reliably, robustly, and consistently due to the richness, ambiguity, and dynamic nature of facial actions, as well as due to the uncertainties with feature extraction. This motivates us to exploit the relationships among the AUs, as well as the temporal development of each AU, in order to improve AU recognition.
Specifically, it is rare that a single AU occurs alone in spontaneous facial behavior. Instead, some patterns of AU combinations appear frequently to express natural human emotions. Thus, some of the AUs would appear simultaneously most of the time. On the other hand, it is nearly impossible to perform some AUs simultaneously, as described in the alternative rules defined in FACS [20] . Furthermore, in addition to the dynamic development of each AU, the relationships among AUs undergo a temporal evolution to realistically reflect the evolution from a neutral state to a weak emotion, then to the apex, and, finally, to a releasing state. Such dynamic and semantic co-occurrence/ coabsence relationships can be well modeled with a dynamic Bayesian network (DBN). Such a model is capable of representing the relationships among different AUs in a coherent and unified hierarchical structure, accounting for uncertainties in the AU recognition process with conditional dependence links, modeling the dynamics in facial behavior development with temporal links, and providing principled inference and learning techniques to systematically combine domain information and statistical information extracted from the data. Fig. 1 gives the flowchart of our automatic AU recognition system that consists of an offline training phase (Fig. 1a) and an online AU recognition phase (Fig. 1b) . The system training includes training an AdaBoost classifier for each AU and learning the DBN in order to correctly model the AU relationships. Advanced learning techniques are applied to learn both the structure and parameters of the DBN based on both training data and domain knowledge. The online AU recognition consists of two independent but collaborative components: AU measurement extraction by AdaBoost classification and DBN inference. First, the face and eyes are detected in live video automatically. Then, the face region is divided into upper and lower parts, which are aligned based on the detected eye positions and are convolved with a set of multiscale and multiorientation Gabor filters, respectively, to produce wavelet features for each pixel. After that, the AdaBoost classifier combines the wavelet features to produce a measurement score for each AU. These scores are then used as evidence by a DBN for AU inference. Under such a framework, the erroneous AU measurements from the underlying computer vision techniques could be compensated by the relationships among AUs embedded in the DBN, and some AUs that are difficult to be directly recognized can be inferred indirectly from other AUs. The experiments show that AU recognition with the proposed DBN is improved significantly for all target AUs, especially in spontaneous facial expressions and under more realistic conditions such as illumination variation, face pose variation, and occlusion.
RELATED WORK
A number of approaches in computer vision have been developed to recognize AUs and their combinations from video sequences or from static images by observing the representative facial appearance changes, as described in FACS. Generally, a two-stage procedure is utilized: First, the features related to the corresponding AUs are extracted, and then, the AUs are recognized by different recognition engines based on the extracted features. In this section, we will present a brief review on the previous approaches based on the two processing stages.
Facial Feature Extraction
In general, the facial feature extraction techniques could be grouped into two classes: holistic approaches, where the face is processed as a whole, and local approaches, in which only a set of specific facial features or facial regions are taken into account according to the target AU.
Holistic Approaches
Among the holistic facial feature extraction methods, there are three major variations: motion extraction by dense flow estimation [3] , [4] , motion extraction based on difference images [4] , [5] , [6] , [7] , and single-image-based methods [21] , [8] .
Facial muscular activities would produce the changes in the direction and magnitude of the skin surface motion. Dense optical flow are used in [3] , [4] to detect the direction and magnitude of the facial motions related to some AUs by extracting a motion field for the whole face image in each frame. However, extracting dense flow is susceptible to inaccurate image alignment, motion discontinuities, and illumination variation. Furthermore, the computation of dense flow is slow, which prevents it from real-time applications.
Facial motion could also be extracted through the difference between the reference neutral face image and the testing face image. Further operations are performed on the difference image to extract the image features including the Gabor-wavelet-based feature [6] , [7] and low-dimensional principal component coefficients [4] , [5] , [7] . The difference-image-based methods have the advantage of being robust to the illumination and skin color variations but cannot extract the motion direction.
Besides extracting the holistic facial motion in the image sequence, single-image-based approaches are employed to recognize AUs from the still image. Lanitis et al. [21] utilize statistical learning of images by an Active Appearance model and classify the six expressions based on the appearance parameters generated by the principal components analysis (PCA). Bartlett et al. [8] convolve the whole face images by a set of Gabor wavelet kernels, and the resulting Gabor wavelet magnitudes are used as the input to a recognition engine. This category of feature extraction methods has the advantages of detecting the changes both in geometrical positions of features and in face appearance (that is, wrinkles and bulges) simultaneously and of its generalization ability to recognize a full range of facial behavior. However, the image-based methods have the limitation that only static cues from still face images are explored, without considering the temporal evolution of facial actions.
Local Approaches
Facial muscular activities would also produce the changes in the appearance and positions of permanent facial features and in the presence of transient facial features. Especially, the motion information extracted from the eyebrows, eyes, and mouth is important for recognizing many AUs [22] . The local methods [4] , [9] , [10] , [3] , [11] , [12] , [13] , [14] , [15] , [16] focus on the facial features locally. The facial motion and facial deformation are extracted by tracking a small set of predefined feature points [11] , [12] , [13] , [10] , [9] , [23] , [18] that are located usually around the permanent facial components. To measure the displacement between the current face image and the referenced neutral face consistently, the positions of all tracked facial feature points in each frame should be normalized by mapping them into a standard face. Moreover, the transient facial features are extracted [11] , [12] , [18] by detecting the highgradient components for furrows and wrinkles. The extracted facial features are then quantized into a set of symbolic representations (for example, the inner brow moves up, and the lip height increases) or parametric representations (for example, the size of the facial component, the feature motions, and the existence of the transient features), which is then used for AU recognition.
Rather than extracting facial motion, a small set of shape parameters is generated from the tracked facial feature points by PCA and is utilized in [16] , [24] to represent the variations of facial deformations according to facial expressions for AU analysis. However, these methods are not sufficient for identifying the full range of the AUs. For example, AU6 (cheek raiser) cannot be described by facial deformations [24] , [13] . Moreover, they have inherent shortcomings including the invalidity of the linear assumption of PCA and the difficulty to distinguish the variation due to facial actions from those caused by the change in illumination, face pose, face size, and individual differences.
In summary, the holistic approaches include more information from a large face region and, thus, have the generalization ability to recognize a full range of facial behaviors; however, its computational complexity is considerable. The local approaches are sensitive to subtle changes in small areas and more computationally efficient than the holistic approaches, but specially purposed features should be deliberately designed for each AU, respectively. Since the accuracy of the AU recognition fully depends on how reliably and accurately the facial features are extracted, human intervention is usually required in the initial frame to ensure a reliable reference for the subsequent frames in most of the existing facial feature extraction techniques.
AU Classification
Given the extracted facial features, the AUs are identified by recognition engines. In general, they can be divided into two groups: spatial classification approaches and spatialtemporal classification approaches.
Spatial Classification Approaches
The simplest classification method is identifying AUs based on some parametric rules of AUs [17] or by template matching [4] . However, it is not effective to recognize an AU in the presence of other AUs, since the template would be very different for the AU combinations. Cohn et al. [10] and Lien et al. [3] employ discriminant analysis for AU recognition. Given the measurement of the facial features, the discrimination between AUs is performed by comparing posterior probabilities of AUs.
Neural network is widely used in AU classification [4] , [5] , [6] , [7] , [11] , [12] . They differ mainly in the input facial features, which could be PCA coefficients [4] , [5] , [7] , facial feature motions and transient facial features [4] , [11] , and Gabor wavelet coefficients [6] , [12] . Multiple AU outputs could be enabled for detecting AUs simultaneously in an AU combination so that a target AU could be identified in the presence of other AUs. However, training the neural network is difficult for unconstrained (spontaneous) facial behavior, in which over thousands of AU combinations have been observed. Support Vector Machines (SVMs) have been used for identifying AUs in [16] , [8] , [13] . Bartlett et al. [8] investigate machine learning techniques including SVMs, Linear Discriminant Analysis, and AdaBoost. The best recognition performance is obtained through SVM classification on a set of Gabor wavelet coefficients selected by AdaBoost. However, the computational complexity of SVMs is considerable.
One limitation of the spatial classification methods is that they do not model the temporal dynamics of a facial behavior, although the temporal evolution often reveals more information about the underlying human emotional states [14] . Another common limitation of such methods is that they only attempt to classify each AU independently, ignoring the semantic relationships among AUs. Recently, some researchers begin to realize the problem and try to use a few simple relationships to help AU recognition. Pantic and Rothkrantz [18] utilize a rule-based method with fast direct chaining inference procedure for AU recognition. Based on the description of each AU in the FACS system, a set of rules are generated in terms of the feature representation, as well as a few simple relationships among AUs. For example, the rule for classifying AU6 is, "If AU12 (lip corner raiser) or AU13 (sharp lip puller), then AU6." However, some of the rules are not correct for more general cases. For example, although a strong AU12 could cause the contraction of AU6, a weak action of AU12 could be contracted without adding AU6. Moreover, it is not clear how these rules handle the uncertainty associated with AU measurements. Therefore, probabilistically modeling the relationships among AUs would be more desirable than enumerating some simple deterministic rules.
Spatial-Temporal Classification Approaches
There are several attempts to recognize AUs over time. Lien et al. [3] recognize AUs based on a set of Hidden Markov Models (HMMs). Each AU or AU combination is assigned an HMM. The classification is performed by choosing the AU or AU combination, which maximizes the likelihood of the extracted facial features generated by the associated HMM. However, the large number of HMMs required to identify a great number of potential AU combinations prevents it from real-time applications.
In addition to the above approaches, there are a few groups using Bayesian networks (BNs) for facial expression classification. The research group of Cohen et al. [9] uses Gaussian Tree-Augmented Naive Bayes (TAN) to learn the dependencies among different facial motion features in order to classify facial expressions. However, due to TAN's structure limitations, it cannot handle complex relationships between facial features, as well as temporal changes. Zhang and Ji [14] exploit a BN to classify six basic facial expressions with a dynamic fusion strategy. Gu and Ji [15] use a similar idea for facial event classification such as fatigue. Cohen et al. [19] further propose a classificationdriven stochastic structure search (SSS) algorithm for learning a BN classifier to recognize facial expression from both labeled and unlabeled data.
However, in the previous BN-based facial expression recognition, AUs are modeled as hidden nodes connecting facial features and facial expressions and are not recognized explicitly in their models. Again, they do not consider the semantic relationships among AUs, as well as the dynamics of each AU.
Overall, the previous work on facial AU analysis, in our view, have the following limitations:
. The previous work based on static images could not model the temporal dynamics and the momentary intensity of an observed facial behavior. However, the psychological experiment [25] suggests that the facial behavior is more accurately recognized from an image sequence than from a still image. . Existing work based on spatial-temporal analysis requires starting from a neutral expression. Since facial motion information critically depends on the accuracy of image registration between the reference (neutral) face and the target face, human intervention in the initial frame is inevitable to ensure a reliable reference image for the subsequent frames. A more automated system is desired. . Most of the previous work recognizes each AU combination as a new AU. However, it is nearly impossible to deal with the potential thousands of AU combinations. . The missing features caused by occlusions, measurement errors, and low AU intensity have not been addressed effectively by the existing work.
. The existing methods only attempt to classify each AU independently or statically, ignoring the semantic relationships among AUs. Our system differs from the cited ones in that it explicitly models probabilistic relationships among different AUs and accounts for the temporal changes in facial action development with a DBN. Advanced learning techniques are used to learn both the structure and the parameters of the DBN from the training database. To the best of our knowledge, we are the first to exploit the relationships among AUs in such a systematic and unified model to improve AU recognition, in addition to advanced computer vision techniques.
AU MEASUREMENT EXTRACTION

Face and Eyes Detection
As described above, the accuracy of face alignment would affect the performance of AU recognition. Since the position, size, and orientation of the face region are usually estimated using the knowledge of eye centers, an accurate and robust eye detector is desirable. In this work, a boosted eye detection algorithm is employed based on the recursive nonparametric discriminant analysis (RNDA) features proposed in [26] . For eye detection, the RNDA features provide better accuracy than Harr features [27] especially for nonfrontal faces since they are not constrained with rectangular shape. The features are sequentially learned and combined with AdaBoost to form an eye detector. To improve the speed, a cascade structure is applied. The eye detector is trained on thousands of eye images and more noneye images. The resulting eye detector uses less than 100 features.
The eye localization follows a hierarchical principle: First, a face is detected, and then, the eyes are located inside the detected face. The detection rate for frontal view face is around 95.0 percent, and the eye detection rate on the detected face is about 99.0 percent. An overall 94.5 percent eye detection rate is achieved, with 2.67 percent average normalized error (the pixel error normalized by the distance between two eyes) [28] on Face Recognition Grand Challenge (FRGC) 1.0 database [29] . Given the knowledge of eye centers, the face region is divided into upper and lower face parts, each of which is normalized and scaled into a 64 Â 64 image.
AU Measurements
For subsequent discussions, Table 1 summarizes a list of commonly occurring AUs and their interpretations although the proposed system is not restricted to recognizing these AUs, given the training data set. Since the upper/lower facial actions are contracted, respectively, by the related upper/ lower facial muscles [1] , we extract the measurements for the upper/lower AUs on the upper/lower face region separately. Given the normalized upper/lower face image, we extract a measurement for each AU through a generalpurpose learning mechanism based on Gabor feature representation and AdaBoost classification. For this work, the magnitudes of a set of multiscale and multiorientation Gabor wavelets as in [30] are used as the feature representation, similar to the work by Bartlett et al. [8] . Gabor-waveletbased feature representation has the psychophysical basis of human vision and achieves robust performance for expression recognition and feature extraction under illumination and appearance variations [31] , [12] . Instead of extracting the Gabor wavelet features at specific feature points, the whole normalized upper/lower face region is convolved pixel by pixel by a set of Gabor filters at five spatial frequencies and eight orientations. Each Gabor wavelet coefficient J is represented by a complex number J ¼ kJke j with magnitude kJk and phase . The phase changes drastically to small location displacement. Hence, it is susceptible to inaccurate image alignment if the phase is used for feature representation. On the other hand, the magnitude changes slowly as location changes. Therefore, only the magnitudes of Gabor wavelet coefficients are employed for feature representations. Overall, 8 Â 5 Â 64 Â 64 ¼ 163; 840 individual Gabor wavelet features are produced as the input of each AdaBoost classifier. This feature extraction method has the advantage that it captures not only the changes in geometrical positions of permanent facial components, but also the changes in facial appearance (that is, wrinkles and bulges) encoded by the Gabor wavelet coefficients. Furthermore, this feature extraction method could be generalized to recognize a full range of facial behavior.
The AdaBoost classifier is then employed to obtain the measurement for each AU. AdaBoost is not only a good feature selection method, but also a fast classifier. In this work, feature selection and classifier construction are performed simultaneously by AdaBoost. At first, each training sample is initialized with an equal weight. Then, weak classifiers are constructed using the individual Gabor features during AdaBoost training. In each iteration, the single weak classifier (Gabor wavelet feature) with the minimum weighted AU classification error with respect to the current boosting distribution is selected. Then, it is linearly combined with the previously selected weak classifiers to form the final "strong" classifier with a weight that is proportional to the minimum error. The training samples are then reweighted based on the performance of the selected weak classifier, and the process is repeated. Since the weights of the wrongly classified examples are increased in each iteration, AdaBoost forces the classifier to focus on the most difficult samples in the training set, and thus, it results in an effective classifier. To increase the speed of the actual algorithm, the final classifier is broken up into a series of cascaded AdaBoost classifiers. A large majority of the negative samples will be removed in earlier cascades. Therefore, it results in a much faster realtime classifier. In our work, the final classifier utilizes around 200 Gabor features for each AU. Compared with the AU classification by SVMs, the AdaBoost classifier significantly improves the recognition efficiency [8] .
However, this image-appearance-based approach treats each AU and each frame individually and heavily relies on the accuracy of face region alignment. In order to model the dynamics of AUs, as well as their semantic relationships, and to deal with the image uncertainty, we utilize a DBN for AU inference. Consequently, the continuous output of the AdaBoost classifier is discretized into binary values and used as the evidence for the subsequent AU inference via the DBN.
AU INFERENCE WITH A DBN
AU Relationship Analysis
As discussed before, due to the richness, ambiguity, and dynamic nature of facial actions, as well as the image uncertainty and individual difference, current computer vision methods cannot perform feature extraction reliably, which limits AU recognition accuracy. Moreover, when AUs occur in a combination, they may be nonadditive; that is, the appearance of an AU in a combination is different from its appearance of occurring alone. Fig. 2 demonstrates an example of the nonadditive effect: when AU12 appears alone, the lip corners are pulled up toward the cheekbone; however, if AU15 (lip corner depressor) is also present, then the lip corners are somewhat angled down due to the action of AU15. The nonadditive effect increases the difficulty of recognizing AUs individually. Fortunately, there are some inherent relationships among AUs, as described in the FACS manual [20] . For example, the alternative rules provided in the FACS manual describe the mutual exclusive relationship among AUs. The two AUs are "alternative," since "it may not be possible anatomically to do both AUs simultaneously" or "the logic of FACS precludes the scoring of both AUs" [20] . Furthermore, FACS also includes the co-occurrence rules in their old version [1] , which were "designed to make scoring more deterministic and conservative, and more reliable" [20] . Therefore, if we could provide a unified framework, which could model and learn the relationships among AUs, and employ the relationships in AU recognition automatically, then it will compensate the disadvantages of computer vision techniques and, thus, improve the recognition accuracy. Continuing with the nonadditive example, since it is most likely that AU6 and/or AU17 (chin raiser) are also present together with AU12+AU15, although individually identifying AU12 and AU15 is difficult, they (AU12 and AU15) could be recognized more accurately through the relationships with AU6 and AU17.
In a spontaneous facial behavior, it is rare that a single AU appears alone. Groups of AUs usually appear together to show meaningful facial expressions. For example, the happiness expression may involve AU6+AU12+AU25 (lips part), as in Fig. 3a ; the surprise expression may involve AU1 (inner brow raiser)+AU2 (outer brow raiser)+AU5 (upper lid raiser) + AU25 + AU27 (mouth stretch), as in Fig. 3b ; and the sadness expression may involve AU1+AU4 (brow lowerer)+AU15+AU17, as in Fig. 3c [14] . Furthermore, some of the AUs would appear simultaneously most of the time. For example, it is difficult to do AU2 without performing AU1, since the activation of AU2 tends to raise the inner portion of the eyebrow as well [18] . AU27 rarely appears without AU25. On the other hand, it is nearly impossible for some AUs to appear together, as in the alternative rules described in the FACS manual [20] . For example, the lips cannot be parted as AU25 and pressed as AU24 (lip presser) simultaneously. In addition to the dynamic development of each AU, the relationships among AUs also undergo a temporal evolution, which can realistically reflect the evolution from a neutral state to a weak emotion, then to the apex and, finally, to a releasing state. For example, for a smile, usually, AU12 is first contracted to express a slight emotion, then with the increasing of emotion intensity, AU6 and/or AU25 would be contracted, and after the actions reach their peak simultaneously, AU6 and/or AU25 would gradually be relaxed and, finally, AU12 would be released, and all AUs return to the neutral state.
AU Relationships Modeling
Due to the errors from feature extraction and the variability among individuals, the relationships among AUs and their dynamics are stochastic. We propose to use a BN to model and learn such relationships described above. A BN is a directed acyclic graph (DAG) that represents a joint probability distribution among a set of variables. In a BN, nodes denote variables and the links among nodes denote the conditional dependency among variables. The dependency is characterized by a conditional probability table (CPT) for each node.
We derive an initial BN structure by analyzing the AU relationships in FACS-coded images from two facial expression databases: the Cohn-Kanade DF AT -504 database [32] and the Intelligent Systems Lab (ISL) database constructed by our own research group. We will discuss the two databases in detail in the experimental validation.
The AU relationships are partly learned from the cooccurrence table in Table 2a and the coabsence table in  Table 2b . Both tables are constructed from the two facial expression databases. For Table 2a , each entry a i;j represents the probability P ðAU i ¼ 1jAU j ¼ 1Þ, and the pairwise cooccurrence dependency between two AUs is computed as follows:
where N AUiþAUj is the total number of the positive examples of the AU combination ðAU i þ AU j Þ regardless of the presence of other AUs in the databases, and N AU j is the total number of the positive examples of AU j in the databases. Similarly, for Table 2b , each entry a i;j represents the probability P ðAU i ¼ 0jAU j ¼ 0Þ, and the pairwise coabsence dependency between two AUs is computed as follows:
where M :AU i þ:AU j is the total number of the events that neither AU i nor AU j occurs, and M :AUj is the total number of the negative examples of AU j in the databases. Although some AUs in the upper face are relatively independent from the AUs in the lower face, it is not necessary to learn the tables for the upper and lower face AUs separately, since the moderate values of P ðAU i ¼ 1jAU Table 2a means that if AU2 is activated, then it is most likely that AU1 is also contracted. On the contrary, P ðAU9 ¼ 1jAU5 ¼ 1Þ ¼ 0:002 means that AU5 and AU9 (nose wrinkler) are almost impossible to occur together. Thus, if the probability is greater than T up or less than T bottom (T up and T bottom are the predefined thresholds), then we assume that the two AUs are strongly dependent, which could be modeled with a link between them in the BN.
Furthermore, in Table 2 , we can also see that the dependency between two AUs is not symmetric, that is,
This asymmetry indicates that one AU plays the dominant role (the cause), whereas the other AU follows (that is, the effect). This kind of relationship justifies the use of a directed edge instead of an undirected edge to represent the causal dependency between two AUs. This way, an initial BN structure is manually constructed, as in Fig. 4a , to model the relationships among the 14 target AUs. 
Learning BN Structure
After analyzing the AU relationships, we obtain an initial BN structure, as shown in Fig. 4a . Although it is our best guess based on the analysis, it may not be correct enough to reflect the true relationships. Therefore, it is necessary to use a large amount of training data to "correct" our "guess" with a structure learning algorithm.
The structure learning algorithm first defines a score that describes the fitness of each possible structure B s to the observed data, and then, a network structure is identified with the highest score. Suppose we have a domain of discrete variables X ¼ fX 1 ; . . . ; X N g and a database of sampling data D ¼ fD 1 ; . . . ; D K g. Then, the score used for model selection can be defined as ScoreðB s Þ ¼ log pðD; B s Þ ¼ log pðDjB s Þ þ log pðB s Þ: ð3Þ
The two terms in (3) are actually the log likelihood (the first term) and the log prior probability (the second term) of the structure B s , respectively. For a large database, the Bayesian information criterion (BIC) [33] introduced by Schwarz has been used to compute the log likelihood log pðDjB s Þ approximately log pðDjB s Þ % log pðDj Bs ; B s Þ À d 2 logðKÞ; ð4Þ
where Bs is a set of network parameters, Bs is the maximum likelihood estimate of Bs , d is the number of free parameters in B s , and K is the number of sampling data in D. Thus, in (4), the first term is used to measure how well the model fits the data, and the second term is a penalty term that punishes the structure complexity. Instead of giving an equal prior pðB s Þ to all possible structures, we assign a high probability to the prior structure P s , which is chosen as the manually constructed model illustrated in Fig. 4a .
where Å i ðB s Þ [ Å i ðP s Þ represents the union of sets Å i ðB s Þ and Å i ðP s Þ, Å i ðB s Þ \ Å i ðP s Þ is the intersection of sets Å i ðB s Þ and Å i ðP s Þ, and "n" means set difference. Then, the prior of any other network ðB s 6 ¼ P s Þ is decreased, depending on the deviation between this network structure and the provided prior network structure [34] , as follows:
where c is a normalization constant to make AE M m pðB sm Þ ¼ 1, given M possible network structures, 0 < 1 is a predefined constant factor, ¼ AE N i¼1 i , and N is the number of nodes in the network.
Having defined a score as in (3), we need to identify a network structure with the highest score by a searching algorithm. To reduce the searching space, a constraint is imposed such that each node has at most two parents for the model simplicity. Thus, the structure learning becomes an optimization problem: find the structure that maximizes the score. In order to avoid getting stuck at a local maximum, an iterated hill climbing is applied in this work:
1. Initialize the starting network structure. First, a random network structure ðB s Þ or the prior structure ðP s Þ is used as the starting network structure B 0 . In this work, we start with the manually constructed network structure ðP s Þ. 2. Find a local maximum. A local search is performed until a local maximum is reached:
. Starting from B 0 , compute the score of each nearest neighbor of B 0 , which is generated from B 0 by adding, deleting, or reversing a single arc, subject to the acyclicity constraint and the upper bound of parent nodes. . Update B 0 with the BN that has the maximum score among all of the nearest neighbors and go back to the previous step until no neighbors have higher score than the current structure.
3. Randomly perturb the current network structure and go back to Step 2 until it converges. Fig. 5 demonstrates how the score changes when the algorithm starts with the predefined prior structure, shown in Fig. 4a , and a random structure, respectively. Obviously, the final stable score in Fig. 5a is higher than that in Fig. 5b , which is the maximum score obtained by performing several times of the structure learning, starting from the randomly generated network structure. It clearly indicates that the manually constructed structure is a very good starting point to find an appropriate structure that fits the training data well.
The learned structure is shown in Fig. 4b . Basically, the learned structure keeps all of the links in the initial structure and adds several links such as AU27 to AU6, AU2 to AU6, AU25 to AU15, and AU2 to AU23, which are reasonable to reflect facial expressions. For example, AU27 would mostly be contracted in the surprise facial expression, whereas AU6 would mostly happen in the happiness facial expression. The two AUs are seldom present together, which agrees with the co-occurrence table in Table 2a , where P ðAU6 ¼ 1jAU27 ¼ 1Þ is very small. Overall, the learned structure reflects the data pattern in the training data set better.
A Dynamic Bayesian Network
In the structure learning, we only focus on the static BN. However, it lacks the ability to express temporal dependencies between the consecutive occurrences of certain AUs in image sequences, whereas AU is an event that develops over time. Furthermore, in addition to the dynamic development of each AU, the relationships among AUs also undergo a temporal evolution. AUs can therefore be better recognized from a sequence of observations over time, instead of from a snapshot. We thus use a dynamic BN to model the dynamic aspect of AUs.
In general, a DBN is made up of interconnected time slices of static BNs, and the relationships between two neighboring time slices are modeled by an HMM such that random variables at time t are influenced by other variables at time t, as well as by the corresponding random variables at time t À 1 only. Each time slice is used to represent the snapshot of an evolving temporal process at a time instant. Each slice of the DBN is a static BN, as described in Fig. 4b in Section 4.3, with a measurement node associated with each AU, and the neighboring time slices are interconnected by the arcs joining certain temporal variables from two consecutive slices.
Specifically, in the proposed framework, we consider two types of conditional dependency for variables at two adjacent time slices. In the first type, an arc linking each AU i node at time t À 1 to that at time t depicts how a single AU i develops over time. In the second type, an arc from AU i node at time t À 1 to AU j at time t depicts how AU i at the previous time step affects AU j ðj 6 ¼ iÞ at the current time step. In a spontaneous facial behavior, the multiple AUs involved may not undergo the same development simultaneously; instead, they often proceed in sequence as the intensity of facial expression varies. For example, Fig. 6 shows how a smile is developed in an image sequence: first, AU12 is contracted to express a slight smile, and then, AU6 and AU25 are triggered to enhance the happiness. As the intensity of happiness increases, AU12 first reaches its highest intensity level, and then, AU6 and AU25 reach their apexes, respectively. Fig. 7 gives the whole picture of the dynamic BN, including the shaded visual measurement nodes. For presentation clarity, we use the self-arrows to indicate the first type of temporal links as described above. For example, the self-link at AU9 means a temporal link connecting AU9 at time t À 1 to AU9 at time t. The arrow from time t À 1 to time t indicates the second type of temporal links such as the temporal link from AU12 at time t À 1 to AU6 at time t, which are determined manually based on our data analysis. 1 Furthermore, we associate each AU node with a measurement node, which is represented with a shaded circle in Fig. 7 . The links between them model the measurement uncertainty that resulted from the computer vision techniques discussed in Section 3. Due to the uncertainty and ambiguity of feature extraction, the conditional dependency between the measurement node and the AU node should be varying rather than fixed, depending on the accuracy and reliability of AU measurement. From the point of view of a BN, the measurement nodes are regarded as observed nodes that provide evidence obtained through some AU recognition techniques such as the computer vision techniques, discussed in Section 3, in the inference procedure. The AU nodes are hidden nodes whose states need to be inferred from the DBN, given the evidence. Here, we should emphasize that the AU measurement extraction and the AU inference are independent; therefore, any AU recognition technique could be employed to obtain the AU measurements. We will discuss the inference procedure later.
Therefore, such a DBN is capable of accounting for uncertainties in the AU recognition process, representing probabilistic relationships among AUs, modeling the dynamics in AU development, and providing principled inference solutions. In addition, with the conditional dependency coded in the graphical model, it can handle situations where several data entries for certain AUs are missing. For example, even if several AU measurements are not available with the computer vision techniques, it is still possible to infer the states of the corresponding AUs by using other available measurements. We will demonstrate it in the experiments.
Learning DBN Parameters
Given the DBN structure shown in Fig. 7 , we need to learn the parameters in order to infer each AU. Learning the parameters in a DBN is actually similar to learning the parameters for a static BN. During DBN learning, we treat the DBN as an expanded BN consisting of two-slice static BNs connected through the temporal variables, as shown in Fig. 7 . Besides learning the CPTs for each slice, it is also necessary to learn the transition probabilities between slices. For DBN learning, the training data need to be divided into sets of time sequences of three dimensions representing the sequence index, the node index, and the time slice, respectively. For example, D i;t;l is the value of the ith node in the tth slice of the lth sequence.
Let ijk indicate a probability parameter for a DBN with structure B s as
where i ranges over all the variables (nodes in the DBN), j ranges over all the possible parent instantiations for variable X i , and k ranges over all the instantiations for X i itself. Therefore, x k i represents the kth state of variable X i , and pa j ðX i Þ is the jth configuration of the parent nodes of X i . For example, a node AU Thus, the goal of learning parameters is to maximize the posterior distribution pðjD; B s Þ (MAP), given a database D and the structure B s [35] . Assuming that ij 2 are mutually independent [36] , then
where n is the number of variables in the B s , and q i is the number of the parent instantiations for X i . In this work, we use a likelihood-equivalent Bayesian Dirichlet prior probability [35] . Then, the posterior distribution pð ij jD; B s Þ can be approximated by Dirichlet distributions This learning process considers both prior probability and likelihood so that the posterior probability is maximized. Since the training data set is complete, it can be actually explained as a counting process that results in the following formula of the probability distribution parameters:
where N ij ¼ P ri k¼1 N ijk and ij ¼ P ri k¼1 ijk .
AU Recognition through DBN Inference
In this section, we describe how the probabilities of different AUs can be inferred, given the AU measurements obtained through the AdaBoost technique, discussed in Section 3. Dynamic inference estimates the AUs at each time step t. Let AU t i indicate the node of AU i at time step t, and e t ¼ fe t 1 ; e t 2 ; . . . ; e t 27 g be the measurements for the 14 AUs at time step t. Thus, the probability of AU t i , given the available evidence e 1:t , can be inferred by performing the DBN updating process as follows [37] :
. Prediction. Given the estimated probability distribution pðAU tÀ1 i je 1:tÀ1 Þ, which is already inferred at time step t À 1, we could calculate the predicted probabilities pðAU t i je 1:tÀ1 Þ by using the standard BN inference algorithm such as a version of the junction tree algorithm [38] . . Rollup. Remove time slice t À 1 and use the predictions pðAU t i je 1:tÀ1 Þ for the t slice as the new prior. . Estimation. Add new observations e t and calculate the probability distribution over the current state pðAU t i je 1:t Þ. Finally, add the slice for t þ 1.
This way, we obtain the posterior probability of each AU, given the observed measurements.
EXPERIMENTAL RESULTS
Facial AU Databases
The dynamic facial AU recognition system is trained on FACS labeled images from two databases. The first database is the Cohn-Kanade DF AT -504 database [32] , which consists of more than 100 subjects covering different races, ages, and genders. This database is collected under controlled illumination and background and has been widely used for evaluating facial AU recognition system. In order to extract the temporal relationships, the Cohn-Kanade database is coded into AU labels frame by frame in our work. Using this database has several advantages: This database demonstrates diversity over the subjects and it involves multiple-AU expressions. The results on the Cohn-Kanade database will be used to compare with other published methods.
However, the image sequences in this database do not contain a complete temporal evolution of the expression, since they only reflect the evolution of the expression starting from a neutral state and ending at the apex, but without the relaxing period, which is a necessary component for a natural facial behavior. Furthermore, this database consists of only 23 expressions, which are only a small part of the enormous facial expressions. Therefore, the relationships among AUs extracted only from this database are not sufficient. Thus, the ISL database is created to overcome the shortcomings of the Cohn-Kanade database.
The ISL database consists of 42 image sequences from 10 subjects displaying facial expressions undergoing a neutral-apex-neutral evolution. The subjects are instructed to perform the single AUs and AU combinations, as well as the six basic expressions. The database is collected under realworld conditions, with uncontrolled illumination and background, as well as moderate head motion. The image sequences are recorded with a frame rate of 30 fps rather than 12 fps, as in the Cohn-Kanade database, and without time stamps occluding some facial features. More importantly, the data are captured while the subject is undergoing a real and natural emotional change, for example, smiling while talking to others and yawning when the subject really felt tired. In addition, the ISL database not only contains the AUs that we intend to detect, but also includes other AUs. Since the proposed system intends to work under real-world situations, where people could display any facial expression besides the six basic expressions, the additional AUs are important in the analysis of spontaneous facial expressions. The ISL database is also coded into AU labels frame by frame manually. Fig. 8 shows some example images in the ISL database. In  Fig. 8a , the subject undergoes the expression state of neutrallaughing-neutral while she smiles (AU6+AU12), opens her mouth (AU25+AU26 (jaw drop)), pitches her head up (AU53 (head up)), looks at another person on the right (AU62 (eyes turn right)+AU63 (eyes up)), and blinks her eyes sometimes (AU45 (blink)). In Fig. 8b , another subject is yawning with a natural head motion, where AU43 (eye closure), AU25, AU27, and AU53 are involved. Both image sequences are not restricted to the basic expressions, as well as the target AUs, and are collected with moderate head/body movement and under natural indoor illumination condition. Therefore, the results on the ISL database are intended to demonstrate the robustness in real-world applications. Overall, the combined database consists of over 14,000 images from 111 subjects.
Furthermore, the M&M Initiative (MMI) facial expression database collected by Pantic et al. [39] is employed to evaluate the generalization ability of our system. The MMI facial expression database is recorded in true color with a frame rate of 24. The advantage of using this database is that it contains a large number of videos that display facial expressions with a neutral-apex-neutral evolution. Also, the database has been coded into AUs in a frame-by-frame manner.
In the following, we perform validation studies on our system from three aspects: 1) comparison with other state-ofthe-art techniques using the Cohn-Kanade database, 2) demonstration of the generalization ability of our system through cross-database validation, and 3) validation of the robustness of our method by testing the system in the realworld environment.
Evaluation on Cohn-Kanade Database
We first evaluate our system on the Cohn-Kanade database by using leave-one-subject-out cross validation for the 14 target AUs. The AdaBoost classifiers are trained on all of the data, but one subject is left out for testing. For the AdaBoost classifier training, the positive samples are chosen as the training images containing the target AU at different intensity levels, and the negative samples are selected as those images without the target AU regardless the presence of other AUs. The AU labels corresponding to each frame are used for both static and DBN learning. For the BN, we learn the DBN parameters also based on the leave-one-subject-out cross validation.
For a comparison with Bartlett et al.'s method [8] , which represents state-of-the-art AU recognition technique, we use the experiment results reported on their Web site [40] , which is trained and tested on the Cohn-Kanade database based on the leave-one-subject-out cross validation. Fig. 9 shows the performance for generalization to novel subjects in the CohnKanade database of using the AdaBoost classifiers alone, using the DBN, and using Bartlett et al's method, respectively. 3 With only the Adaboost classifiers, our system achieves an average recognition rate of 91.2 percent, with a positive rate of 80.7 percent and a false-alarm rate of 7.7 percent for the 14 AUs, where the average rate is defined as the percent of examples recognized correctly. With the use of the DBN, the system achieves the overall average recognition rate of 93.33 percent, with a significant improvement of positive rate of 86.3 percent and improved falsealarm rate of 5.5 percent.
As shown in Fig. 9 , for AUs that can be well recognized by the AdaBoost classifier, the improvement by using the DBN is not that significant. However, for the AUs that are difficult to be recognized by the AdaBoost classifier, the improvements are impressive, which exactly demonstrates the benefit of using the DBN. For example, recognizing AU23 (lip tightener) and AU24 is difficult, since the two actions occur rarely, and the appearance changes caused by these actions are relatively subtle. Fortunately, the probability of these two actions' co-occurrence is very high, since they are contracted by the same set of facial muscles. By employing such relationship in the DBN, the positive recognition rate of AU23 increases from 54 percent to 80.6 percent, and that of AU24 increases from 63.4 percent to 82.3 percent. Similarly, by employing the coabsence relationship between AU25 and AU15, the false-alarm rate of AU25 reduces from 13.3 percent to 5.7 percent.
Compared with the system performance reported by Bartlett et al. at their Web site [40] (with an overall average recognition rate of 93.6 percent), our system achieves a similar average recognition rate (93.33 percent). With a marginal increase in the false-alarm rate (about 3 percent), our system significantly increases the positive rate from 70.4 percent (in Bartlett et al's method) to 86.3 percent. More importantly, for some specific AUs that are difficult to be recognized, the improvements are impressive. For example, we obtain an 80.6 percent positive recognition rate of AU23 compared with 26.3 percent by Bartlett et al., and an 82.3 percent positive recognition rate for AU24 compared with 40 percent in their method. In addition, their method only uses the last frame of each sequence that contains the peak AUs, and the first frame of each sequence containing the neutral expression in the database for training and testing, whereas we use the whole image sequences that include the AUs with weak intensity, which are more difficult to recognize. That is why they only use 626 images for testing, whereas we use 8,456 images.
Tian et al. [11] achieve a similar performance by training and testing the upper face AUs on the Ekman-Hager database and the lower face AUs on the Cohn-Kanade database, respectively, where the database is split into the training and testing sets to make the training and testing subjects mutually exclusive. However, manual intervention is required in the initial frame with neutral expression in their method. Valstar et al. [13] report an 84 percent average recognition rate on the Cohn-Kanade database while training on MMI facial expression database [39] . Kapoor et al. [16] obtain an 81.2 percent recognition rate on five upper AUs by using only 25 subjects in the Cohn-Kanade database, with hand-marked pupil positions based on the leave-one-subject-out cross validation. In summary, the average performance of our system is equal to or better than the previously reported systems. However, our system achieved much better performance on some difficult AUs.
To further demonstrate the performance of our system, we performed an ROC analysis for each AU, as shown in Fig. 10 . The ROC curve of the AdaBoost is obtained by plotting the true-positive rates against the false-positive rates while varying the decision threshold of AdaBoost. Since the DBN inference results would be affected by the change from all the AU measurements, we change the decision threshold of AdaBoost for only one target AU while fixing the AdaBoost thresholds for other AUs to obtain the ROC curve for a specific AU. Fig. 10 clearly shows that the area under the ROC curve of the DBN is larger than that of AdaBoost, which further demonstrates that the system performance is improved by using the DBN. Especially for certain AUs (for example, AU23 and AU24) with lower recognition performances by the AdaBoost classifiers, the ROC curves show more significant improvement with the DBN inference.
One significant advantage worth mentioning about the proposed framework is that the use of the DBN tends to always compensate the errors with the measurements from the underlying computer vision techniques. Therefore, if the proposed DBN was built on any of the AU recognition techniques mentioned in the related work, then their results could be improved with low extra cost, given the fact that BN inference is quite efficient in the simple network structure.
Generalization Validation across Different Databases
In order to evaluate the generalization ability of our system, the system is trained on the Cohn-Kanade database and tested on the MMI facial expression database [39] . The system training is performed using all of the videos from the CohnKanade database. Since most of the videos in the MMI database have only single AU active, we only choose 54 video sequences containing two or more target AUs from 11 different subjects. Fig. 11 shows the testing results of using AdaBoost classifiers alone and using the DBN, respectively, on the MMI facial expression database. With the use of the DBN, the overall average recognition rate is improved from 91.3 percent to 93.9 percent, with an increase in positive rate from 76.5 percent to 78.8 percent and a decrease in the falsealarm rate from 7.3 percent to 4.7 percent. The system still achieves similar recognition performance on novel subjects from a different database. This demonstrates the generalization ability of our system.
Experiment Results under Real-World Condition
In the third set of the experiments, the system is trained on all of the training images from the Cohn-Kanade database and 38 image sequences with six subjects from the ISL database. The four remaining image sequences with four different subjects from the ISL database are used for testing. This experiment intends to demonstrate the system robustness for real-world environment. The system performance is reported in Fig. 12 . The average recognition rate of the DBN inference is 93.27 percent, with an average positive rate of 80.8 percent and a false-alarm rate of 4.47 percent. Compared with the AU recognition results from the frame-by-frame AdaBoost classification, the AU recognition is improved significantly. The overall correct recognition rate is improved by 5.1 percent, with an 11 percent increase in positive recognition rate and a 4.4 percent decrease in false alarm. Especially for the AUs that are difficult to be recognized, the system performance is greatly improved. For example, the recognition rate of AU7 (lid tightener) is increased from 84 percent to 94.8 percent, the recognition rate of AU15 is improved from 71.5 percent to 82.9 percent, and that of AU23 is increased from 82.3 percent to 94.4 percent. The system enhancement comes mainly from two aspects. First, the erroneous AU measurement could be compensated by the relationships among AUs in the BN model. As mentioned above, the AU measurement extracted by the AdaBoost classification is sensitive to inaccurate image alignment. Moreover, some AUs are inherently difficult to be identified. For example, the recognition of AU7 is difficult, since the contraction of AU7 would narrow the eye aperture, which, however, could also be caused by AU6 or by a relaxed eyelid. Fortunately, AU7 occurs often with AU4, which can be easily recognized. By embedding such relationship in the DBN, the false-alarm rate of AU7 is reduced greatly (from 15.4 percent to 1 percent).
Second, and, more importantly, the proposed approach could recognize an individual AU even if there is no direct measurement for that AU due to face pose variation or occlusion. Fig. 13a gives an image sequence where the face pose varies in some frames. Since the AdaBoost classifiers are trained on nearly frontal view faces in our current work, although the on-image-plane head rotation and translation could be compensated by image normalization given the eye positions, some of the AU measurements obtained by the AdaBoost classifiers may not be accurate under large out-ofimage-plane head rotation. In the proposed system, the inaccurate AU measurements could be compensated by their relationships with other AUs through the DBN inference, as shown in Fig. 13b . Fig. 13a also shows that the mouth is occluded in some frames due to occlusion by hand. The AdaBoost classifier could not recognize the AUs in the lower face region due to the occlusion. Fig. 13b depicts the probabilities of the involved AUs by the proposed approach for the image sequence. In Fig. 13b , we could observe that although there are no direct measurements for AU12 and AU25 from frame 15 to frame 25, they could still be correctly estimated through their semantic relationships with the other AUs, as well as the temporal evolution of themselves, since AU6+AU12+AU25 implies a happy expression. Fig. 14 shows the system output (the probabilities of AUs) for an image sequence involving multiple facial actions. It can be seen that the system output changes smoothly, following the temporal evolution of the facial actions over time. Since there are individual differences with respect to the magnitudes of AUs, it is difficult to determine the absolute intensity of a given subject. Our dynamic modeling of facial AUs can more realistically reflect the evolution of a spontaneous facial emotion and, thus, can extract the relative intensity changes of the AUs.
CONCLUSIONS AND FUTURE WORK
In this paper, a fully automatic system is proposed for realtime recognition of AUs in real-world environment. Instead of recognizing each AU or AU combination individually or statically as other people usually do, we employ a DBN to model both the semantic and temporal relationships among various AUs. Such a model is capable of representing the relationships among different AUs in a coherent and unified hierarchical structure, accounting for the nonuniqueness (that is, the nonadditive effect) and uncertainties in the AU recognition process, modeling the dynamics in facial behavior development and providing principled inference. Especially, both the structure and parameters are learned with advanced machine learning techniques to systematically combine the domain information and statistical information extracted from the data. Therefore, under such a framework, the erroneous AU measurement from the underlying computer vision techniques could be compensated by exploiting the relationships among AUs: some AUs that are difficult to be directly recognized can be inferred indirectly from other AUs, and the low-intensity AUs could be recognized more reliably by using the information from other high-intensity AUs. As shown in the experiments, the DBN framework integrated with the underlying feature extraction techniques yields significant improvement of AU recognition over using computer vision techniques alone. Compared with the state-of-the-art methods, our system achieves impressive improvements on the publicly available database, especially for the AUs that are difficult to be recognized. The improvement is even more obvious under real-world environment such as illumination variation, face pose variation, and occlusion. Furthermore, our system is also demonstrated to generalize to different databases.
Currently, the full automatic AU recognition system can process about 7 fps in 320 Â 240 images on a 2.8-GHz Pentium 4 PC. The system could be speeded up by employing a fast Gabor filtering algorithm [41] .
In this work, we have learned the strong and common AU relationships from two databases. However, if the learned DBN model is used for a very different application, where some AU relationships are not represented in the training data, then we should relearn the model from the new training data in order to better characterize the AU relationships in the target application.
In the current framework, we do not recognize the absolute intensities of AUs, and we only focus on the 14 most common AUs. We plan to study more AUs and recognize the different levels of AU intensity in the future by further improving the computer vision techniques. Moreover, introducing more AUs and AU intensities would be more challenging for the DBN modeling procedure and learning approach since AUs need to be represented at finer granularity. In addition, how we can obtain the ground truth for AUs at different levels, especially for AUs at low-intensity levels, represents another challenge. This would be another future work. Finally, it would be also interesting to identify facial events based on the AU recognition results. In the long run, we would like to apply the proposed techniques to human emotion recognition, human expression animation, and other human-computer interaction applications. Bayesian networks for decision making and information fusion, humancomputer interaction, pattern recognition, and robotics. He has published more than 100 papers in peer-reviewed journals and conferences. His research has been funded by local and federal government agencies including the US National Science Foundation (NSF), the US National Institute of Health (NIH), the US Air Force Office of Scientific Research (AFOSR), the US Office of Naval Research (ONR), DARPA, and the US Army Research Office (ARO) and by private companies including Boeing and Honda. He is a senior member of the IEEE.
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