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ABSTRACT
A KINETIC MONTE CARLO STUDY OF MESOSCOPIC PEROVSKITE SOLAR
CELL PERFORMANCE BEHAVIOR
BEHZAD BAHRAMI
2019
Perovskite solar cells have received considerable attention in recent years due to
their low processing cost and high energy conversion efficiency. However, the mechanisms
of perovskite solar cell performance are not fully understood. Models based on
probabilistic and statistical approaches can be used to simulate, optimize, and predict
perovskite solar cell photovoltaic performance, and they can also guide experimental
processing and fabrication conditions to achieve higher photovoltaic efficiency. This work
developed a 3D model based on the kinetic Monte Carlo (KMC) approach to simulate 3D
morphology of perovskite-based solar cells and predict their photovoltaic performance.
The model incorporated the physical behavior of perovskite cells with respect to their
charge generation, transport, and recombination characteristics. KMC simulation results
showed that perovskite films with the pin holes-free and a homogenous perovskite capping
layer of 400 nm thickness produced a maximum photovoltaic efficiency of 20.85%,
resulting in minimal charge transport time (τt) and maximum charge carrier recombination
lifetime (τr). Photovoltaic performance from the fabricated device has been used to validate
this simulation model. This model provides significant conceptual advances in identifying
current performance constraints and guiding novel device designs that enhance overall
perovskite photovoltaic performance.
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Chapter 1: Introduction

1.1 Background
Approximately two thirds of current global energy usage comes from electrical
energy generated from fossil fuels. As the global population increases, so does the demand
for energy. There are many disadvantages to using fossil fuels to power the world. First,
fossil fuels are nonrenewable; at current consumption rates, it is estimated that the known
deposits of oil, gas, and coal will run out by 2060 [1]. In addition, fossil fuel consumption
poses high risks to the environment. These risks include global warming that is heating the
Earth to a degree where many life forms cannot survive, along with increasing levels of air
pollution that are harmful to all life. The current rate of global average temperature rise
puts approximately half of all plants and animals at risk of extinction [2]. In 2013, the
World Health Organization concluded that fossil fuel use contributes to the increased
emission of potentially carcinogenic agents into the air [3].
The International Energy Agency (IEA) was created in 1973-1974 to provide policy
advice and technological insights into increasing use of renewable energy sources for
heating, electrical energy generation, and transportation purposes [4]. Renewable energy
is central to the development of a more sustainable, less carbon-intensive global energy
system. Furthermore, the use of renewables such as wind power and solar photovoltaics
has substantially reduced costs worldwide. The commitment to the implementation of
renewables across the globe is depicted by the IEA’s expectation that by 2022, generation
of electrical energy from renewable sources will increase by more than 30% [5].
Global use of solar energy is continually increasing. Starting at virtually no usage in
2000, solar energy usage had increased to approximately 50 GW by 2010, and a potential
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solar power capacity of approximately 305 GW currently exists [6]. This growth is hugely
significant, as it offers a way to address crucial climate change issues critically impacting
the Earth’s environmental health. Compared to nonrenewable resources, the amount of
sunlight striking the Earth’s surface in eighteen days contains the amount of energy stored
in all of the planet’s coal, oil, and natural gas reserves [7]. Converting to renewable energy
sources such as solar cells is vital to the survival of this planet.
Solar energy can be directly converted to electrical energy with photovoltaic devices
without need of turbines or generators. Three generations of solar cell technology have
been developed. Figure 1.1 shows the advances in reported conversion efficiency for each
generation. Each generation is considered in greater detail in the following sections.

Figure 1.1. Efficiency evolution of solar cells from 1976 to 2018 [8].

3
1.1.1 First Generation Solar Cells
The first generation solar cells were fabricated with crystalline silicon as the
photovoltaic material. At the present time, polycrystalline and crystalline silicon-based
solar cells account for the majority of commercially available photovoltaic devices and
exhibit typical efficiencies of approximately 20.4% and 25%, respectively [9]. However,
these devices are more costly to fabricate, due to i) the increased amount of energy required
in the fabrication process; and ii) the need for an abundant amount of 99.99% pure material
that can be fabricated into layers of a few hundred microns in thickness [10, 11] .
1.1.2 Second Generation Solar Cells
The second generation of solar cells was developed using thin films of III-V and IIVI compounds such as gallium arsenide (GaAs), as an alternative to crystalline silicon.
These semiconductor materials possess higher absorption coefficients than crystalline Si,
resulting in increased light absorption within a thinner layer of material [12]. Consequently,
their fabrication is technologically simpler and less costly than for the first generation cells.
Currently, cadmium telluride (CdTe), copper indium selenide (CIS) and copper indium
gallium (di) selenide (CIGS) are the materials commonly used for second generation solar
cell production [13]. Expanded use of second generation technology, however, is
ultimately limited due to the relative scarcity of the base elements in nature [13].
1.1.3 Third Generation Solar Cells
Recent advances in material science have led to the development of the third
generation of solar cells that are increasing of interest. These cells are based on novel
organic and inorganic materials and material structures. They include the dye-sensitized
solar cell (DSSC), the polymer solar cell, the oligomers solar cell, and the
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organic/inorganic hybrid perovskite solar cell. In particular, an organic-inorganic hybrid
perovskite cell design has generated much interest, as it compares favorably to current
silicon-based cell designs in terms of

power conversion efficiencies (PCEs),

manufacturing cost, and processing effort [14]. The PCEs of these hybrid perovskite cells
have increased from 3.8% in 2009 to over 23% for a newly developed n-i-p mesoscopic
structure [15-17].
Perovskite compounds have been in use in solar cells since 2009. Initially, they
were used as absorbers in DSSC solar cells that achieved PCEs of approximately 3% to
4% [18]. Starting in 2011, they were directly fabricated into solar cells with PCEs of up to
6.5% [19]. By 2015, reported perovskite cell PCEs had significantly increased to over 20%
[20]. Within the last three years, the reported PCEs have increased less dramatically, from
approximately 22.1% in 2016 [21] to approximately 23.2% in 2018 [17]. Figure 1.2 shows
the progression in reported PCE (%) during this period [14]. As a result of this
demonstrated growth, perovskite-based technologies appear to be most promising for
future solar cell development. With the potential of achieving even higher efficiencies and
much lower fabrication costs, perovskite solar cells have become more attractive
commercially, to the extent that allowed start-up companies to promise delivery of devices
by 2017 [22-24].

5

Figure 1.2 Progress in the efficiency of perovskite solar cells from 2006 to 2018 [14].

1.1.4 Importance of Perovskite Performance Modeling
Because development of perovskite-based solar cells has occurred so recently,
knowledge of the fundamental mechanisms enabling their performance is not well
understood [25, 26]. This knowledge can be acquired through rigorous computer-based
modeling of the device physics and performance characteristics represented by the
photoconversion efficiency and charge carrier dynamics. With this information, devices of
greater efficiency can be fabricated at significantly reduced fabrication costs.
Existing modeling and analysis tools such as COMSOL and Simulink have been
used to facilitate research into improvements of solar cell technology, AC/DC electrical
characteristics and battery cell dynamics that achieve savings in fabrication cost and
required material usage [27, 28]. Additional software has been developed to model
fundamental solar cell physics; however, this software is limited to modeling behavior in
1 or 2 spatial dimensions [29]. More realistic models for perovskite solar cells need to
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simulate morphology and carrier dynamics in three spatial dimensions; the typical
approach based on closed-form solutions of partial differential equations is not sufficient
for this task [30]. Alternatively, a statistical/probabilistic approach to modeling can be
considered, such as a Monte Carlo simulation. In particular, a Kinetic Monte Carlo (KMC)
simulation has demonstrated great potential in temporal modeling of 3D morphology,
charge transport mechanisms, and charged particle generation/recombination as realistic
natural phenomena [31, 32].
1.2 Previous Solar Cell Research
1.2.1 Non-Perovskite Solar Cells
The first p-n junction was fabricated from crystalline silicon by Russel Ohl in Bell
laboratories in 1946 [33]. This was followed by the development of a first-generation solar
cell at Bell laboratories by Chapin et al. in 1954, with an estimated PCE of approximately
6% [34]. In 1972, Gereth et al. improved this efficiency to 12.4 % by increasing the purity
of crystalline silicon [35]. To reduce the material and processing cost, in 1976, Carlson et
al. fabricated a solar cell from amorphous silicon with an estimated PCE of 2.4%; this cell
was among the first to use a layer of silicon that was only a few microns in thickness [36].
Silicon-based mono-crystal and multi-crystal solar cells with PCEs of approximately
24.4% and 19.8%, respectively, were fabricated by Zhao et al. in 1998 [37]. Several studies
have been conducted into the development of thin-film solar cells based on III-V or II-VI
compound structures, primarily CdTe, CIGS, and CdS, in an attempt to reduce processing
cost and required material usage [38-40].
In 1986, Tang reported the bi-layer heterojunction organic solar cell with a PCE of
approximately 1% [41]. This type of organic solar cell has low PCE. In 1995, Yu et al.
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investigated a bulk heterojunction polymer solar cell design with the intent of improving
the PCE [42]. In 2005, Yang et al. achieved a PCE of around 4.4% in bulk heterojunction
polymer solar cells [43]. In 2012, He et al. reported the PCE of 9.2% for an inverted bulk
heterojunction polymer solar cell structure [44]. In 2013, You et al. fabricated a-based
polymer tandem solar cell with a PCE of approximately 10.6% [45].
A novel dye-sensitized solar cell (DSSC) with an estimated efficiency of
approximately 8% [46] was fabricated by Brian O' Regan and Michael Gratzel in 1991
using i) a mesoporous semiconductor which increases light absorption by increasing the
amount of dye adsorbed; and ii) an electrolyte containing iodide/triiodide redox species.
Perovskite solar cells (PSCs) are derived from the DSSC concept. Their history is briefly
summarized in the next section.
1.2.2 Perovskite Solar Cells
In 2009, the first PSC with a PCE of 3.8% was fabricated by Kojima et al. [18, 4749]. They replaced the dyes with a perovskite (CH3NH3PbI3) absorber compound. The
perovskite has several advantages over the standard DSSC dye, including i) excellent
optical properties which can be tuned by managing chemical compositions; ii) broader
absorption; iii) low exciton binding energy; iv) ambipolar charge transport v) long charge
carrier lifetime; and vi) long electron−hole diffusion lengths [50-53]. However, his
proposed structure was unstable because the perovskite compound dissolved in the liquid
electrolyte. To address this issue, Kim et al. in 2012 fabricated the first perovskite
(CH3NH3PbI3) based solid-state mesoscopic solar cell to achieve a PCE of 9.7%, using
mesoporous-TiO2 (m-TiO2) as the electron transport layer (ETL) and spiro-MeOTAD as
the hole transport layer (HTL) [54].
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In 2013, Burschka et al. applied the sequential deposition method to control
perovskite (CH3NH3PbI3) morphology and fabricated a solid-state mesoscopic with a
reported PCE of approximately 15% [55]. In 2015, Ahn et al. fabricated similar structure
devices with a maximum PCE of approximately 19.7%. They achieved an average PCE of
approximately 18.3% when a Lewis based adduct of PbI2 was used [56].
In 2015, Yang et al. fabricated formamidinium lead iodide (FAPbI3) based PSCs
with a maximum PCE of more than 20% [20]. In 2017, they achieved a

PCE of

approximately 22.1%, by decreasing the concentration of deep level defects through
addition of iodide ions into the organic cation solution [57]. In 2018, Jeon et al. sensitized
a fluorine-terminated hole-transporting material with a fine-tuned energy level with the
mixed perovskite (FAPbI3)0.95 (MAPbBr3)0.05 to achieve a PCE of 23.2% [17].
1.2.3 Modeling and Simulations of Perovskite Solar Cell
Analytical models based on partial differential equations are typically used to conduct
1D and 2D simulations of planar perovskite cell structures due to their simplicity and
efficiency [58-63]. A general solar cell simulation program, AMPS-1D, has been used to
show the effects of thickness, recombination and defect density on perovskite cell
photovoltaic performance [64]. Sun et al. assumed a constant electric field in perovskite
solar cell to obtain an analytical solution using general equations [59]. Their model
parameters were obtained through fits to experimentally measured J-V curves as opposed
to a predictive model. Incorporation of interfacial and bulk recombination effects, [58, 60,
65] in perovskite solar cells have been investigated with 1D-numerical models. Sherkar et
al. used a 1D device model based on the standard drift-diffusion model to study the
correlation of trap assisted recombination at grain boundaries and interfaces with defect
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ions in perovskite solar cells [66]; as with Sun’s work, the resulting model parameters were
derived through fits to experimentally measured data. Wang et al. reported the
interrelationship between the trap distributions of mesoporous-structured perovskite solar
cells and carrier recombination dynamics by using 1D multiple trapping models [67]. The
2D planar configuration was developed to study the effect of carrier diffusion length on the
performance of perovskite solar cells [61, 62].
As mentioned earlier, these 1D and 2D models based on closed-form solutions of
partial differential equations cannot adequately simulate actual 3D morphology of
perovskite based solar cell structures. To address this issue, Monte Carlo (MC) simulation
using a more probabilistic/statistical approach is essential [63]. In addition, a timedependent variant of MC simulation, known as kinetic MC (KMC), has the capability to
transition between various states by calculating all transition rates and randomly selecting
one transition for execution [68, 69]. Fortunately, microscopic models based on KMC
simulation have been developed to describe charge carrier behavior (e.g., charge carrier
generation, dissociation, recombination, and transport) in organic solar cells [70-72]. The
KMC method has helped generate important findings in experimental data by closely
simulating charge transfer [71], carrier mobility, geminate recombination [72] and
bimolecular recombination [70]. This method has been considered a useful tool for
studying, understanding, and improving the performance of organic solar cells [73-77] and
silicon solar cells [78, 79].
As perovskite solar cell technology is still a new field, the fundamental device
mechanisms are still not well understood [25, 26]. In 2013, Yadari et al. used MC
simulations to study the magnetic properties of the double perovskite compound nano
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Sr2VMoO6, [80]. In 2018, Gagliardi et al. reported the role of the mesoporous-TiO2
interface between the perovskite and the electron transport layer (ETL) [30]. They used the
MC-based “metropolis” algorithm to make the 3D morphology of device in the mesoscopic
case and a 1D model in the planar case. They found that the planar structures were less
tolerant of ion vacancy migration than the mesoscopic structure.
In summary, the hybrid lead halide perovskite is a promising material in
photovoltaic technology. The PCE of perovskite solar cells has drastically increased from
3.8% to 22.7% during the past ten years [81-88]. Sensitivity studies show that perovskites
are potentially the most environmentally sustainable photovoltaic technology [89]. Since
the KMC method is based on possible transition rates, this modeling method produces a
more realistic 3D model by considering physical processes (e.g., charge generation, charge
transport, and charge recombination) in perovskite solar cells. However, no research has
been reported on modeling and simulating a complete perovskite solar cell using the KMC
approach. A substantial need exists to develop a realistic model to simulate 3D perovskite
solar cells in order to study morphological variations and their effects on device
performances.
1.3 Motivation
There is a need for an improved 3D model to simulate spatial and temporal
perovskite solar cell characteristics and performance that addresses how variation in
morphological parameters impacts the ultimate device performance.
1.4 Objectives
The objectives of this work were to develop a 3D model that can reflect the
variation of morphological parameters on the performance parameters of the device and to
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validate simulation results against the corresponding experimental measurements. To
achieve these objectives, the following tasks were performed:
1. Develop morphology of perovskite solar cell using general Monte Carlo
simulation
2. Compare the performance parameters of simulated devices with fabricated
cells possessing similar physical characteristics
3. Simulate various perovskite solar cell models with:
a. Variation of the percentage coverage of capping layer
b. Variation of capping layer thickness
4. Fabricate various perovskite solar cells with:
a. Variation of PbI2 concentration
b. Variation of capping layer spin coating speed
5.

Compare and correlate simulation and experimental results by:
a. Relating coverage of capping layer to PbI2 concentration
b. Relating capping layer thickness to spin coating speed
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Chapter 2: Theory

Chapter 2: Theory

2.1 Solar Cell
A solar cell is fundamentally a semiconductor device that converts solar energy
directly into electrical energy. The energy conversion occurs when a photon is absorbed by
a semiconducting material. When a beam of light falls on a semiconductor device, the
bounded electrons are excited to higher energy states due to the absorbed photon energy,
forming electron-hole pairs. These are separated and allowed to collect at two different
terminals, ultimately generating an electric current.
In general, photovoltaic (PV) cells are not 100% efficient due to reflection of a
portion of light striking on the cell. At low energy levels (in the infrared portion of the
spectrum) this decreases the charge separation efficiency. At higher energy levels (in or
beyond the ultraviolet) this increases generation of heat, which leads to thermal losses.
2.1.1 p-n Junction Solar Cell Overview
A typical solar cell is based on a p-n junction diode, which is formed when p-type
and n-type materials are physically joined together (Figure 2.1). The first p-n junctions
were formed from crystalline Si doped with Group III elements (e.g., Boron) to form the
hole-rich p-type material and Group V elements (e.g., Phosphorous) to form the electronrich n-type material. The holes diffuse into the n-type material while the electrons diffuse
into the p-type material, forming a depletion or space charge region near the junction
boundary [90]; a quasi-neutral region (QNR) on each side of the junction beyond the
boundary contains the majority of free charge carriers equal to the density of material
doping for that side [91]. Therefore, a built-in electric field (E) is generated in the space
charge region due to formation of positive ions in the n-type material and negative ions in
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the p-type material, which ultimately prevents further electron/hole diffusion. The
depletion region thus plays an important role in dissociating electron-hole pairs and forcing
photogenerated carriers towards their respective electrodes.
When the energy of incident photons illuminating a semiconductor is greater than
its band gap energy, electrons are excited from the valence band to the conduction band,
while holes are left behind in the valence band. These free charge carriers are transported
to their respective electrodes by drift due to the built-in electric field in the space charge
region, and by diffusion in the QNR. Both drift and diffusion currents are formed; however,
drift through the space charge region occurs more quickly than diffusion through the QNR.
This has led to solar cell designs where the space charge region is as wide as possible while
the QNR is as thin as possible. This design is implemented by the p-i-n solar cell [91].

Figure 2.1. p-n Junction Solar Cell with Depletion Region [92].

2.1.2 Band Diagram of p-n Junction Solar Cell
Figure 2.2 shows a band diagram of a p-n junction solar cell under illumination
with the conduction band (EC), valence band (EV) and band gap (Eg). An absorbed photon

14
excites an electron from EV to EC to generate free electrons in the n-type material and free
holes in the p-type material. In undoped semiconductors, the Fermi level (EF) is generally
in the middle of the band gap between EC and EV; in n-type semiconductors, it increases
towards EC (termed as EFC), while in p-type semiconductors it decreases towards EV
(termed as EFV). There is an offset potential between EFC and EFV, which is an output opencircuit voltage (Voc).

Figure 2.2. Illuminated p-n Junction Solar Cell Band Diagram [93]

The movement of charge carriers depends on the carrier velocity (v) and electric
field (F). Therefore, the mobility (μ) is calculated by [94]:

μ=

<𝑣>
𝐹

(2.1)

The electron drift current (Jn), and hole drift current (Jp) densities are related to the
mobility of electrons (μn) and holes (μp) as [91]:
𝐽𝑛 = 𝑞𝑛𝜇𝑛 𝐹

(2.2)
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𝐽𝑝 = 𝑞𝑝𝜇𝑝 𝐹

where q, n, and p are the elementary charge constant, electron and hole free carrier density,
respectively and F is the space charge region electric field. The charge carrier diffusion coefficient (Dz) along the direction of the electric field (e.g., z-direction) is defined as [94]:

Dz 

 z 2    z 2
2t

(2.3)

where z is the location of the charge carrier in the QNR or in regions where the electric
field strength is zero [91], and t is the time spent by the carrier in each location.
2.1.3 Solar Cell Equivalent Circuit Model
An equivalent circuit model for a generic solar cell is shown in Figure 2.3, which
consists of a p-n junction diode in parallel with a photocurrent (Jph) source and series (Rs)
and shunt resistances (Rsh), respectively. A potential difference (V) applied as a load to the
circuit causes a small current to flow in the diode (Jd) which is in the opposite direction of
Jph. This reverse current equals the dark current (Jdark) of the diode [91], which is given
by:
𝑞𝑉

𝐽𝑑𝑎𝑟𝑘 (𝑉) = 𝐽𝑜 (𝑒 𝑚𝐾𝑇 − 1)

(2.4)

where Jo and m are the dark saturation current density and diode ideality factor,
respectively, and K, T, and V are Boltzmann’s constant, the absolute temperature and the
applied potential difference, respectively.
The net current density (J) through the load is calculated by:
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𝐽(𝑉) = 𝐽𝑑𝑎𝑟𝑘 (V) − 𝐽𝑃𝐻

(2.5)

Substituting equation (2.4) into (2.5) yields
𝑞𝑉

𝐽(𝑉) = 𝐽0 (𝑒 𝑚𝑘𝑇 − 1)−𝐽𝑝ℎ

(2.6)

When the load resistance is zero, the current density through the solar cell is the short
circuit current density (Jsc), which is obtained by setting V=0 in equation (2.6):
𝐽 = 𝐽𝑠𝑐 = −𝐽𝑝ℎ

(2.7)

When the net current density is zero, the voltage across the load is the open circuit voltage,
which is at its maximum value. This can be determined by substituting J=0 in equation
(2.6):
𝑉𝑂𝐶 =

𝑚𝐾𝑇
𝑞

𝐽

ln( 𝐽𝑝ℎ + 1),

(2.8)

0

Figure 2.3. Solar Cell Equivalent Circuit Model

J-V and power curves of a solar cell under illumination are shown in Figure 2.4 .
The fill factor (FF) of a solar cell depends on the transport of electron and hole carriers,
recombination losses, and ohmic contributions of the electrode and the contact. The fill
factor is defined as
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𝐹𝐹 =

𝑃𝑚𝑎𝑥
𝐽𝑆𝐶 𝑉𝑂𝐶

(2.9)

where Pmax is the maximum power point, which is given by
𝑃𝑚𝑎𝑥 = 𝐽𝑀 𝑉𝑀,

(2.10)

The efficiency of the solar cell is defined as the ratio of maximum power delivered to the
incident light power (Ps) under a standard illumination condition and is defined by
𝜂=

𝑃𝑚𝑎𝑥
𝑃𝑠

(2.11)

Figure 2.4. J-V and Power Curves of Solar Cell Under Illumination [95]

2.1.4 Air Mass (AM)
The air mass (AM) is defined as the path length of light through the Earth’s
atmosphere relative to the shortest vertical path at the solar zenith. It depends on the solar
position and is defined as
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𝐴𝑀 =

1
cos 𝜃

(2.12)

where θ is the angle between the solar zenith position and the current solar position
(Figure 2.5). Due to variation in solar position throughout the day, the AM value can also
change. A typical AM value is 1.5, which corresponds to a θ of approximately 48.2 .
Standard test conditions for solar cell research use this AM value with an incident power
density of 100mW/cm2 and an ambient air temperature of 25 C [96].

Figure 2.5 Different Air Mass on the Earth Relative to Solar Position [97]

2.1.5 External Quantum Efficiency (EQE)
The ability of a solar cell to convert absorbed light energy into an electrical current
is represented by the cell’s external quantum efficiency (EQE), which is quantitatively
defined as the ratio of the number of charge carriers collected at the electrodes (ne) to the
number of incident photons (nph) at a given wavelength:
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𝐸𝑄𝐸(𝜆) =

𝑛𝑒 (𝜆)
𝑛𝑝ℎ (𝜆)

(2.13)

The EQE is most affected by external photon losses and reflection [98].
The solar cell short circuit current density Jsc is a function of its EQE and is
determined by
2

J SC   e   AM 1.5 ( ) EQE ( ) d 

(2.14)

1

where e is the electronic charge,  AM 1.5 ( ) and EQE(λ) are, respectively, the photon flux
density and external quantum efficiency at a wavelength 𝜆 in the incident solar spectrum
at AM 1.5, and 𝜆2 is the solar cell’s cut off absorption wavelength.
2.2 Perovskite Solar Cell
In 1839, Gustav Rose first identified a perovskite crystalline structure in the mineral
calcium titanate (CaTiO3); he named the structure in honor of the Russian mineralogist
Aleksevich von Perovski [99, 100]. Since then, numerous natural compounds have been
identified as possessing a perovskite or related crystalline structure, and more recently,
perovskite compounds have been synthesized. As a result, “perovskite” has become an
umbrella term to generally indicate any compound with that general structure.
A typical perovskite crystalline structure is represented by ABX3, where A and B
represent cations and X is the anion to which they bond. Figure 1.6 shows an example of
the general structure.
Organic-inorganic halide perovskites are a special class of materials formed from an
organic cation such as the compound CH3NH3+ (MA+) at A sites, an inorganic cation such
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as elemental lead (Pb2+) at B sites, and a halide anion such as iodide (I-) at X sites. This
class of perovskite compounds has attracted significant interest for use in solar cell design;
during the past several years [82, 83, 101], the power conversion efficiency (PCE) of cells
fabricated with these compounds has drastically increased from 3.8% to 23.3%. This is due
to their highly desirable properties such as high absorption coefficients, tunable optical
band gaps, long range carrier diffusion lengths (100 - 1000 nm), small exciton binding
energies, and ambipolar charge transport [102, 103].

Figure 2.6. Crystal Structure of Perovskite (ABX3) [47]

2.2.1 Device Structures and Working Principle of Perovskite Solar Cells
Perovsikite-based solar cells (PSCs) can be fabricated in an “n-i-p” or an inverted
“p-i-n” structure, as shown in Figure 2.7(a) and (b). The more commonly used “n-i-p”
structure is fabricated with a stack consisting of an electron transport layer (ETL) material
at the bottom, an absorber layer and a hole transport layer (HTL) material at the top; the
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“p-i-n” stack is fabricated in the reverse order. Either stack can be bonded on top of a
glass/FTO or glass/ITO substrate that has an attached silver electrode. The ETL/HTL in an
n-i-p device (or in a p-i-n device) can be fabricated with a planar structure (as shown in
Figure 2.7(a) and (b)) or a mesoscopic structure. For the purposes of this work, further
consideration is given only to mesoscopic n-i-p device (as shown in Figure 2.8) theory and
operation.

(a)

(b)

Figure 2.7. (a) n-i-p, (b) p-i-n Planar Structure of Perovskite Solar Cell

Mesoscopic n-i-p perovskite crystals absorb photons, which results in exciton
creation. However, the low exciton binding energy can result in dissociation into electrons
and holes at room temperature [104]. The electrons are transported to the ETL (TiO2) and
subsequently transferred to the external circuit through the cell electrode. The holes
remaining in the crystal are transferred to the HTL (Spiro-OMeTAD) and then ultimately
out of the cell through the electrode. Figure 1.8 shows both processes.
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Figure 2.8. Schematic of a Mesoscopic n-i-p Structure of Perovskite Solar Cell [105]

Figure 2.9 shows the energy band diagram of an n-i-p perovskite solar cell. The
separated electrons are transported to the FTO electrode from the TiO2 conduction band.
Holes are transported to the electrode from the Spiro-OMeTAD valence band.

Figure 2.9. Energy band diagram of n-i-p perovskite solar cell structure

2.2.2 Band Diagram of Perovskite Solar Cell
Two junctions will form in a PSC when the perovskite and carrier transport layers
come into contact. One forms at the ETL/perovskite interface, while the other forms at the
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perovskite/HTL interface. These junctions play important roles establishing the mechanism
of carrier transport from the photoactive layer to the respective electrodes. The Fermi level
of the HTL, absorber layer and ETL are at the same level, EF0 , when a PSC is not
(a)
(b)
illuminated and in a short circuit state (Figure 2.10 (a)). An intrinsic voltage (Vbi) is created
due to the difference between the HTL and ETL work functions ( HTL , ETL ). qVbi is the
offset between the conduction band (CB) and valence band (VB) energy levels [106]. In
the case of an open circuit state (Figure 2.10 (b)), the Fermi levels of the HTL and ETL are
split to EFp and EFn , respectively. The open circuit voltage (Voc) is the difference between
the split Fermi levels and is due to i) application of a forward bias; and ii) the photocurrent
generated by illumination of the cell surface. Voc is the maximum voltage across the solar
cell terminals when the net current through the device is zero. Application of the forward
bias induces a weak electric field in the absorber layer, which causes the initial band
bending to flatten. It also decreases the CB and VB offsets.

Figure 2.10. Band diagram of PSC (a) Under Short Circuit Condition, (b) Open Circuit
Condition [107]

24
The potential distribution across the active layer can be simply modeled as a linear
function of the distance within the layer [59], with VA as an applied bias and Vbi as the
intrinsic voltage. For the purposes of this thesis, this basic model is used. Applying
geometric analysis to Figure 2.11, it can be shown that

𝑉𝑏𝑖 −𝑉𝐴
𝐿

=

ѱ(𝑧)
𝐿−𝑧

. Consequently, the

potential distribution energy ѱ(z) with respect to the z-axis can be stated as

( z )  (Vbi  VA ) 

Vbi  VA
z
L

(2.15)

where z and L are, respectively, the location within the active layer and the thickness of
the active layer, respectively.

Figure 2.11. The potential Distribution at Any Point [108]

2.2.3 “Disordered” Materials
A material is considered “disordered” if there is no long-range order in atomic
arrangement and/or translation symmetry [109]. Energy disorder also be present in these
materials and results from the structural disorder [110]. This characteristic behavior allows
for fabrication of low-cost devices that are based on novel design concepts. In fact, during
the last 30 years, research has been directed towards the use of disordered semiconductor
materials for applications ranging from thin film transistors to photovoltaic solar cells.
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However, it has not been definitively established what constitutes a disordered material, as
comparisons to other materials are typically made with respect to crystal properties. In
particular [109]:


Crystalline structures in practice do not exhibit infinite long-range order due to
surface defects and/or doping.



Disordered semiconductor materials exhibit varying degrees of short-range and
medium-range order in their atomic arrangement, without having translation
symmetry.

For the remainder of this thesis, consideration is given to the modeling and
performance characterization perovskite solar cells fabricated from methylammonium lead
iodide (MAPbI3). This compound exhibits both structural and energy disorder [111-113].
Modeling of the density of states (DOS) in disordered semiconductors is typically
performed assuming a normal (Gaussian) distribution [113-115]. Additional details
relating to this modeling are provided in the next section.
2.2.3.1 Gaussian Distribution Modeling of Disordered Semiconductor Materials
In 1993, Bässler et al. first described use of the Gaussian distribution to model
charge transport in a disordered semiconducting material [116]. The standard deviation of
the DOS represents the energy disorder in the material. The hopping rate of charge particles
varies from location to location in disordered materials due to changes in energy level. A
Gaussian density of states distribution can be used to define the energy of charge transport
sites in disordered systems.
The Gaussian distribution model is given as:
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g ( ) 

 2
exp  
2
 2
 2
N





(2.16)

where N is the density of states within given device geometry, and ε and σ are, respectively,
the mean energy levels of the conduction band minimum (CBM) or valence band maximum
(VBM) and the deviation from the mean energy level, respectively.
2.2.3.2 Charge Hopping
There are two main charge transport models: multiple trapping and hopping in
disordered materials [117, 118]. The multiple trapping model transport occurs through
extended states, but the transport process is impeded due to multiple trapping and
detrapping events in the localized states [117]. At this time, it is unclear whether the
multiple trapping model can effectively be used [117, 119, 120]. One reason may be that
the particular structure of disordered materials does not allow for extended states. For this
kind of materials, carrier jumps between localized states through tunneling and/or thermal
activation appears to be the preferred charge transfer mechanism; this mechanism might
be much better understood through use of the hopping model [117]. The rate of carrier
hopping depends on the energy difference between the localized states and the spatial
distance between them [117, 118].
Miller Abraham’s theory defines the charge transport rate (Rch) based on the
hopping model for a disordered semiconductor material as [121]:

 E j  Ei 
exp  

Rch  w0 ch exp  2 rij  
kT 


1

w0 ch 

6 KT ch
exp(2 l )
el 2

: E j  Ei
: E j  Ei

(2.17)
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where

w0ch is the charge hopping pre-factor; γ is the inverse localization radius typically

assumed to be 2 nm-1, as the average localization size is considered to be 0.5 nm [122]; Ei
and Ej indicate the energy of the site for given charged particles at sites of i and j; rij and
μch are the distance between the two sites of interest and the mobility of a charged particle,
respectively; and l is the average charge transfer distance, typically assumed to be 0.64 nm
[123].
Ma et al. reported that the charge density of the CBM and the VBM are localized in
nanoscale with the size of a few nanometers, because of the random orientation of the
organic molecule CH3NH3 in CH3NH3PbI3 [122]. Doping the TiO2 layer underneath the
perovskite causes narrowing of the depletion region at the interface, thus improving charge
carrier tunneling which facilitates efficient charge transport via the high-resistance TiO2
layer [124-127].
2.3 Exciton Generation
Excitons are generated when photons with energy larger than the semiconductor
band gap are absorbed. The generation of excitons is related to the incident photon flux
and is known as the exciton generation rate (Gx), defined as [128]:
2 L

Gx    (1  R( ))  s ( )  exp( ( ) x)   ( ) d  dx

(2.18)

1 0

where R(λ) and ϕs(λ) are the surface reflectance of the solar cell and the surface photon
flux density, respectively, λ1 and λ2 define the absorption wavelength range of the active
material, L is the thickness of the active layer, and α(λ) is the absorption coefficient at that
wavelength and x is the depth inside the active layer.
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2.4 Charge Recombination
Electrons and holes can recombine before their respective electrodes within the
cell collect them. The recombination rate (RCR) is expressed by [129]:
RCR = wCR exp(-2 rij)

(2.19)

where wCR and γ are the charge recombination rate constant and inverse localization
radius, respectively. As mentioned in the section 2.2.3.2, γ is typically assumed to be 2
nm-1, and rij is a distance between two sites of interest.
2.5 Coulombic Interaction Model
The Coulombic potential energy is the potential energy due to an electrostatic force
between two charges separated by a given distance [130]:

E

q1q2
4 r  0 r12

(2.20)

where q1 and q2 are point charges at sites 1 and 2 separated by the distance r1,2. r and 0
are, respectively, the relative and absolute permittivity, which for the (CH3NH3PbI3)
perovskite solar cell are 24.1 and 8.85×10-14 F/cm [131]. According to the equation (2.20),
this energy becomes weaker as the distance between the two charges increases. It means
that there is a limit distance only as the charges confirm electrostatic effect during this distance.
This distance called cut-off radius (rc) where the thermal energy can overcome the

coulombic energy. Therefore, the cut off radius for a perovskite (CH3NH3PbI3) solar cell
is around 3 nm and can be determined by solving

q2
4 r  0 rc
for rc as:

 kT  0.025

(2.21)
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rc 

q2

(2.22)

4 r  0 kT

With several charges present, the interactions between them result in variation of the
overall potential energy at a localized site.
2.6 Kinetic Monte Carlo Method
Simulation modeling is a powerful tool for studying and predicting device
performance under different conditions. More realistic models for perovskite solar cells
need to simulate morphology and carrier dynamics in three spatial dimensions; the typical
approach based on closed-form solutions of partial differential equations is not sufficient
for this task [30]. Alternatively, a statistical/probabilistic approach to modeling can be
considered, such as a Monte Carlo simulation. In particular, KMC simulation has
demonstrated great potential in temporal modeling of 3D morphology, charge transport
mechanisms, and charged particle generation/recombination as realistic natural phenomena
[31]. Simulations using this type of model require greater computational efficiency due to
the more complex nature of the model. This demand could be satisfied by executing the
model calculations on high performance systems in parallel computing architecture.
2.7 High Performance Computing
A high-performance computer system (HPC) is comprised of multiple networked
computers that are centrally organized by through special software. When the computers
are physically close together, the HPC is referred to as a cluster [132]. A cluster can contain
many individual computer “nodes” with each node supporting one or more processors.
Simulations executed on a cluster can run for extended periods of time, such as several
days or weeks, depending on the complexity of the simulation model. In addition, required
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processing tasks within the model can be efficiently distributed to multiple processors
through use of parallel computing techniques.
2.7.1 Cluster Computing at SDSU
South Dakota State University (SDSU) currently supports a 70+ node Linux-based
cluster system, located in the Data Center on the first floor of the Morrill Admin Building
[133]. “blackjack” is a host within this cluster that is used for job submission. Three other
hosts within the cluster, “flapjack”, “kojack”, and “bigjack” are used as an interactive test
node, a virtual network computing (VNC) visualization node, and a network file server
node, respectively.
The cluster has the following specifications [108]:
1. 71 IBM IdataPlex, IBM DX350 M3 nodes
2. Each node: 12 cores consisting of two hex-core Intel Xeon X5670 (Westmere), 2.93
GHz
3. Each node supports 48 GB or 96 GB RAM capacity
4. Infiniband-high speed, low latency interconnect to each node, as well as gigabit
Ethernet
5. Nine nodes support high-performance graphics with dual Nvidia Tesla 2090 series
GPU hardware on each node
6. SLES 11.3 operating system
7. SAN block storage for flexible deployment of large partitions to head node
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2.7.2 Tools for Cluster Computing
2.7.2.1 PuTTY
The PuTTY software [134] was used to establish a secure shell (SSH) connection
to the “blackjack” host, submit processing jobs to the cluster and remotely execute various
operations within the cluster. Figure 2.12 shows an active PuTTY session executed on a
Microsoft Windows-based client computer. The following set of Linux commands were
used in a typical PuTTY session to perform basic cluster-related processing tasks:
1. cd: change directory or folder command.
2. qsub: submit a job to the cluster
3. qstat: present the status of the job
4. showq: display the current status of executing jobs in the queue
5. qdel <id>: delete the running job with ID number <id>
6. checkjob <id>: checks the status of the given job with ID number <id>
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Figure 2.12. Active PuTTY Session
2.7.2.2 WinSCP
The WinSCP software [135] was used to perform secure file transfers between a
local computer and remote hosts within the cluster. Figure 2.13 shows an example
WinSCP session. The left and right panes in the main WinSCP application window display
the contents in a user’s local computer “home” folder and the same user’s contents in their
home folder on the “blackjack” host. WinSCP supports two-way file/data transfer between
a local host and the cluster.
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Figure 2.13. Active WinSCP Session
2.7.2.3 Pbs Script
Pbs script is used to submit a processing job. A configuration file is used to specify
parameters setting up the simulation environment in which the scripts execute. These
parameters include the walltime (HH:MM:SS) required to run a simulation, the number of
nodes and corresponding processors per node needed to run a simulation, and a requirement
module specifying the code/application used to run a simulation, as shown in
Figure 2.14(a). This figure illustrates an example processing environment set up to simulate
perovskite solar cell performance under different applied bias voltages. The simulation
environment was set as follows:


The maximum walltime (168 hours for Matlab module)



1 node and 12 processors are allocated to execute the job
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MATLAB is to execute the simulation, and the required source filename is
new_ill1.m which is required for the simulation (as shown in
Figure 2.14(b))

The matlabpool function shown in Figure 2.14(b) was used to process 12 bias voltage
inputs in parallel during each iteration, with each processor working on a single voltage
input.

(a)

(b)

Figure 2.14. (a) A pbs script file; (b) MATLAB source implementing parallel
processing
2.8 Characterization
2.8.1 UV-Visible Spectroscopy
Absorption of visible or ultraviolet (UV) light causes excitation of electrons from
lower energy or ground states to empty higher energy or excited states; examples include
excitation of electrons from HOMO to LUMO states or from valence band to conduction
band states. Ultraviolet-visible (UV-Vis) spectroscopy can be used to measure the
absorbance of UV or visible light by a sample at one or more desired wavelengths within
the spectrum. The light source contains a tungsten lamp and deuterium lamp to generate
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light in the visible and near UV spectrum. To transmit a selectable narrow band of light
wavelengths, the light from the source passes through a monochromator, as shown in
Figure 2.15.
The Beer-Lambert law, the principle behind UV-Vis spectroscopy, is used to
estimate the absorbance of the sample as follows:

I
A(𝜆)=  log(T ( ))   log10 ( )   bc
I0

(2.23)

where T() is the transmittance at a particular wavelength of light, I and I0 are the intensity
of transmitted light and incident light, respectively, ε is the molar absorptivity, b is the path
length of the sample and c is the concentration of the compound in solution [136].

Figure 2.15. Schematic of Absorbance Spectrophotometer [137]

2.8.2 X-ray Diffraction (XRD)
X-ray diffraction (XRD) measurement is used to identify and quantitatively analyze
crystalline phases of different materials. When an incident beam of X-rays strikes a sample,
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the X-rays scatter from the sample with varying intensities due to diffraction. The
diffraction pattern can be defined by Bragg’s law:
2dsinθ = nλ

(2.24)

where θ is the angle of the incident and reflected beams, d and λ are the spacing between
the crystal layer and the X-ray wavelength, respectively, and n is an integer. Figure 2.16
illustrates diffraction from a sample with incident x-rays.

Figure 2.16. X ray Diffraction Patterns From Sample [138]

2.8.3 Atomic Force Microscopy (AFM)
The scanning tunneling microscope (STM), a form of the scanning probe
microscope (SPM), was developed by Binnig and Rohrer in 1980 [139]. One limitation of
the STM as originally designed is that the material to be analyzed should either be a
conductor or semiconductor. To address this issue, the first atomic force microscope
(AFM) was invented in 1986; it is currently the most common type of SPM [139].
Figure 2.17 (a) shows a schematic of an AFM. The instrument consists of a laser
leveler, 4-quadrant photodiode, and a cantilever having a sharp tip at its apex. A diode laser
beam from a laser leveler is incident at the tip of the cantilever and is reflected to the
position photodiode. The cantilever deflects due to Van der Waals, electrostatic or
coulombic, capillary and adhesive forces between the sample surface and the tip. This
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deflection leads to displacement of the laser reflected beam position on the photodiode
which translates to feedback electronics. The feedback signal is then converted to a
topographic image.
AFM imaging works in three modes, depending on the interaction force between
the cantilever tip and the sample: contact mode, tapping mode and non-contact mode.
Figure 2.17 (b) illustrates the force versus distance curve between the tip and the sample.
When the tip is very far from the sample, there is no interaction between them. As the tip
moves closer to the sample, a weak attractive force forms; in this state the AFM images in
its non-contact mode. When the tip is very near the sample surface, repulsive van der Waals
forces are dominant, and the net electrical force is positive; in this state the AFM images
in its contact mode. The typical AFM imaging mode is the tapping mode and occurs when
the tip moves closer to or further away from the sample to generate oscillating repulsive
and attractive forces. Tapping mode imaging has the benefit of providing high resolution
topographic and phase imagery.
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(a)

(b)

Figure 2.17. (a) Schematic of an Atomic Force Microscope [140]; (b) Force-Distance
Curve between Tip and Sample [141]
AFM phase imaging in tapping mode [142] can be used to characterize a sample
surface’s mechanical properties of elasticity, adhesion, and friction. The AFM cantilever
tip oscillates at a given amplitude (A0) when it is far from the sample surface. As the tip
comes nearer to the surface, the oscillation amplitude reduces, and oscillation phase shifts
occur (Figure 2.18); these changes are related to the mechanical properties at the sample
surface. The phase images are generated from the recorded oscillation amplitudes and
phase angles.

Figure 2.18. Atomic Force Microscope Phase Image Amplitude and Phase Changes at
Sample Surface [143]
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2.8.4 Scanning Electron Microscopy
The scanning electron microscope (SEM) is typically used to determine the
morphology at a sample’s surface. Figure 2.19 shows the basic schematic for an SEM
device. An electron gun generates a beam that is focused by the “condenser” lens. A
scanning coil in front of the condenser lens produces a magnetic field that deflects the
electron beam. The “objective” lens in front of the scanning coil focuses the beam onto the
sample. When the focused beam strikes the sample, X-rays and three types of electrons
(i.e., primary back-scattered, secondary, and Auger) are emitted. A detector measures the
secondary electrons emitted from the sample, thus generating an image of the sample
surface.

Figure 2.19. Schematic of a Scanning Electron Microscope [144].
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2.8.5 Transient Photocurrent Measurement
Transient photocurrent (TPC) measurements are used to characterize the charge
carrier transport time (r). Nanosecond laser pulse can be used to measure transient
photocurrent in a perovskite solar cell, as shown in Figure 2.20(a). To obtain these
measurements, the device is kept in a short-circuited state by applying a small resistance
(on the order of 50Ω) across the device terminals. The time (t) represents the time required
for the carriers to reach the device electrodes. The TPC decay pattern is exponential in
nature, as shown in Figure 2.20(b), and is given by [95, 145]:

𝐼(𝑡) = 𝐼0 𝑒

−

𝑡
𝜏𝑡

(2.25)

where t is the time, and I0 is the initial current at t=0.

(a)

(b)

Figure 2.20. (a) Schematic of Transient Photocurrent Measurement, (b) Transient
Photocurrent Decay[146]
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2.8.6 Transient Photovoltage Measurement
Transient photovoltage (TPV) measurements are used to characterize the charge
carrier recombination lifetime (r). Nanosecond laser pulse is applied to a perovskite solar
cell exposed to constant illumination, resulting in a steady state. The device is kept in the
open-circuited condition by applying a large resistance (on the order of 1 MΩ) across the
device terminals, as shown in Figure 2.21(a). The change in the voltage is exponential, as
shown in Figure 2.21 (b), and is given by [95]:
𝛥𝑉(𝑡) = 𝑉0 𝑒

−

𝑡
𝜏𝑟

(2.26)

where t is the time, and ΔV0 is the transient photovoltage at t=0.

(a)
(b)

White LED

Figure 2.21. (a) Schematic of Transient Photovoltage Measurement (b) Transient
Photovoltage Decay [95]
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2.8.7 Profilometry
Profilometry is a technique used to quantify surface topographic data. This
technique leads to information about general surface morphology, step heights and surface
roughness. There are two different types of profilometers used for these measurements i)
the contact or stylus profilometer; and ii) the non-contact profilometer, which uses a
focused light beam to scan the surface [147].
Stylus profilometers use a diamond stylus which is physically in contact with a
sample. All stylus profilometers contain a gear box, the stylus, a pickup, a datum, a data
acquisition system, a linear variable differential transformer (LVDT) transducer, and a
control unit (Figure 2.22 (a)). The pickup, which includes the transducer and stylus, is
driven by the gear box, which moves the stylus across the sample at a constant speed with
a given contact force, as shown in Figure 2.22 (b). The z-axis displacement of the stylus is
sensed by the LVDT as an electrical signal during sample scanning, as shown in
Figure 2.22 (c), which is recorded by the data acquisition system [148].

(a)

(b)

(c)

Figure 2.22. (a) Schematic of a Stylus Profilometer [148]; (b) Stylus Movement in a
Stylus Profilometer [147]; (c) Principle of Linear Variable Differential Transducer [149]
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3.1 Modeling Procedure
3.1.1 Morphology Generation
A 3D matrix with dimensions of 2000×2000×900 was used to generate the
morphology of an n-i-p perovskite solar cell as shown in Figure 3.1. The electron transport
layer (ETL) and hole transport layer (HTL) were assumed to be compact TiO2 (c-TiO2) and
spiro-OMeTAD, respectively. The ETL and HTL were oriented parallel to the x-y plane,
initially located between 0 < z ≤ 50 and 700 < z ≤ 900, respectively, with thicknesses of 50
nm and 200 nm. The initial active layer was assumed to consist of a 250 nm thick layer of
m-TiO2 and perovskite located at 50 < z ≤ 300, and a 400 nm thick capping layer composed
of perovskite and spiro-OMeTAD located at 300 < z ≤ 700. +1 and -1, representing the
perovskite and m-TiO2 spins, were randomly distributed throughout the perovskite/m-TiO2
layer. Similarly, +2 and -2, representing the perovskite and spiro-OMeTAD spins, were
randomly distributed throughout the perovskite/spiro-OMeTAD layer. Morphological
parameters such as the capping coverage and thickness were altered by changing i) the
perovskite/spiro-OMeTAD ratio (by varying the number of assigned sites in the volume of
the device); and ii) the z-dimensions of the device layer.
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Figure 3.1. A Typical Model of n-i-p Perovskite Solar Cell With 100% Capping Layer
Coverage

The Metropolis Monte Carlo algorithm [30, 74, 150] and the Kawasaki spin
exchange model were used to simulating the relaxation of excited states to lower energy
levels at equilibrium. The Ising Hamiltonian energy function was calculated at a given site
as follows [150]:

i  

J
 ( Si,Sj  1)
2 j

(3.1)

δsi,sj is the Kronecker delta function, with values of 1 when si=sj, and 0 when si≠sj. si and sj
are the spins at neighboring sites i and j, respectively (where j is the first or second nearest
neighbor site to i). J is the interaction energy, which was chosen to be kT by assuming the
system to be in thermal equilibrium.
The Hamiltonian function at site i decreases as the donor or acceptor domains
increase [150]. To account for the longer distance, the energy contribution of the second
nearest neighbor site was weighted by a factor of 1/ 2 . Figure 3.2 shows the square
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lattice with nearest neighbor sites ‘j’ and ‘k’ in relation to the site of interest ‘i’, assuming
physical lattice dimensions of 1nm × 1 nm.

Figure 3.2. Site Lattice Schematic [108]

According to the Kawasaki spin-exchange model, if the total energy in the new
configuration is suppressed, a swap is implemented with a probability of 1; otherwise, the
probability of swap between two sites i and j (i.e., i and j switch) was calculated as [150]:

  
exp  

kT 

P( ) 
  
1  exp  

 kT 

(3.2)

where P() is the probability of swap,  = ϵj - ϵi is the difference in energy between sites
i and j, and kT is the thermal energy.
Figure 3.3 displays a flowchart for generating the morphology, distribution of
energies to each site and effects of band bending due to the effect of the built-in voltage of
the device. For this modeling, the ETL and HTL free charge carrier densities were set at
5×1019 cm-3 and 3×1018 cm-3, respectively [64]. The active layer sites were distributed with
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a density of 2.5×1020 cm-3 [64]. The average distance between two sites was set at 1 nm,
and the critical distance (i.e., the minimum lattice distance between neighboring sites) was
set at 0.64nm [123].

Figure 3.3. Flow Chart of Morphology Generation and Conduction/Valence Band
Distribution [108]

Average lattice site for each lattice site is 1 nm. Neighboring sites are the sites
within 3 nm radius. CBM and VBM of c-TiO2, m-TiO2, perovskite, and spiro-OMeTAD
were assigned as -4.1eV/-7.3eV, -4.1eV/-7.3eV [151], -3.93eV/-5.4eV, and -2.1eV/-5.3eV
[152], respectively. The CBM/VBM levels with a Gaussian energy distribution of 0.1 eV
standard deviation were distributed to each site [64]. The capping layer is 2000 nm × 2000
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nm × 400 nm in the x, y, and z directions respectively. The CBM of ETL (-4.1 eV) and
VBM of HTL (-5.3 eV) were selected to collect separated charge carriers in perovskite
solar cells efficiently. Therefore effective built-in voltage (Vbi) was 1.2 V. Considering VA
as applied voltage, the potential distribution was varied linearly from 0 V to (Vbi-VA )
across the z-direction of the active layer [59].
The following procedure is performed to implement band bending in the simulation
models, assuming a Gaussian distributed random energy distribution


1
E 
e
 2

( x   )2

(3.3)

2 2

where μ the is mean of the CBM donor or VBM acceptor materials, x is an arbitrary
energy value, and σ is the deviation from the mean energy level, respectively: The net
band energy (Ei) is calculated as the sum of the disorder, coulombic, and bias energies as
Ei  E  Ec  Ebias
n

qi q j

j 1

4 0 r rij

Ec  

(3.4)

Ebias  qVbias ,Vbias  Vbi  VA

where Ec is the coulombic potential energy of charge i, rij is the mutual distance between
a moving charge i and a neighboring charge j within the coulomb cut-off radius (rc), εr is
the relative dielectric permittivity, ε0 is the free space permittivity, and n is the total
number of charges inside rc.
Vbi is the work function difference between the cathode and anode; it drives
photogenerated carriers towards their respective electrodes. An external bias, VA, is
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applied to the solar cell during current density versus voltage measurements. The net bias
potential (Vbias) is the superposition of the built-in potential and external biases.
The overall site energy distribution at each time step was saved for each applied external
bias voltage.
3.1.2 Calculation of Physical Event Rates
The major physical processes addressed in the simulation model were exciton
generation, hole/electron transfer, and charge recombination in the active layer and charge
injection/extraction in the active layer.
Illumination under 1.5 AM sunlight results in a generation rate ( Gx ) of 2.5nm3 s 1
[58]. The overall generation rate of the perovskite capping layer surface coverage (s) under
a solar illumination of 1.5 AM is given by
𝐺(𝑠) = 𝑠 × 𝐺𝑥 (100)

(3.5)

where 𝐺𝑥 (100) is the generation rate in the active layer for a device with 100% surface
coverage [153].
The charge transportation rate was calculated from equation (2.17), where the
charge hopping pre-factor (woch) was determined from equation (2.17). Assuming electron
mobility (μ) of 6×10-3 cm2 V-1 s-1 for m-TiO2 and hole mobility of 50 cm2 V-1 s-1 and 1×104

cm2 V-1 s-1 for, the perovskite and spiro-OMeTAD, respectively, [64] the corresponding

carrier hopping pre-factors were calculated as 0.286 ps-1, 2.39 fs-1, and 0.0048 ps-1.
Similarly, the net charge recombination rate (RCR) was calculated from equation (2.19)
with WCR set at a constant rate of 35 µs-1. The net rate is the sum of the monomolecular,
bimolecular electron-hole recombination, and Auger recombination rates [154, 155].
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The transport layers were retained neutral within the simulation by
adding/removing a free carrier generated within 3 nm from the contacts to/from the
transport layers. Equation (3.6) was used to calculate the injection (dark current) and
extraction (photocurrent) carriers in the simulation assuming a free carrier density of
5×1019 cm-3 for the ETL and 3×1018 cm-3 for the HTL [64].

ninjection  n0 ETL  ne ETL

if n0 ETL  ne ETL

nextraction  ne x  n0ex

if

ne x  n0ex

pinjection  n0 HTL  nh HTL

if

n0 HTL  nh HTL

pextraction  nh  x  n0 hx

if

nh  x  n0 hx

(3.6)

where n0 ETL and n0 HTL are the numbers of electrons and holes in of the entire ETL and
HTL, respectively, assuming thermal equilibrium. n0ex and n0hx are the number of
electrons and holes, respectively, within a 3nm strip of the ETL and HTL assuming thermal
equilibrium. ne ETL and ne  x are the electron concentrations, respectively, within the entire
ETL and a 3nm strip within the ETL. Similarly, nh HTL and nh  x are the hole concentrations
in the entire HTL and a 3nm strip within the HTL. Figure 3.4 displays a schematic of the
ohmic contacts between the active and transport layers.
The total number of free carriers (nc) within the transport layers at the current time
step t is given by [156]

nc 

1 n  ti

Az i 1 t

(3.7)

where AΔz and δti are the transport layer volume and the time spent by the charge i in the
transport layer, respectively. To be comparable with the relaxation time of the transport
layers, a time step of 10-12s was chosen [157].
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Figure 3.4. Ohmic Contacts between Active Layer and Transport Layers

3.1.3 Kinetic Monte Carlo Simulation
Figure 3.5 shows the flowchart describing the implementation of the KMC
calculations, following the procedure described by Baidya et al. [158]. Two sets of
calculations comprise the simulation. First of all, for each energy carrying particle, every
possible event was calculated with considering possible reaction rate. For selected particle,
only one event allows to happen base on randomly chosen. Second one, selected event rate
calculated for all particles, to choose one particle that executes in the changes.
To implement these sets, out of the set of possible events for individual particles,
the event with the maximum rate (minimum waiting time) was recorded. From the set of
recorded events, one was randomly chosen and applied to execute the event for individual
particle and increment the time step. The current state(s) of the particles near the individual
particle were updated due to the change from the selected event. The simulation time was
incremented, and the previous calculations repeated for all active particles. This process
was repeated until convergence to a steady state (rate of charge generation equals the rate
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of charge carrier recombination plus the rate of charge carrier collection) was achieved.
During each iteration, the numbers of injected, recombined, and extracted electrons/holes
and each site’s energy distribution and corresponding timestamp were saved to a database
for further offline analysis.

Figure 3.5. KMC Simulation and Energy Sites Tracking Flow Chart [108]

3.1.4 J-V Plots Generation and Data Analysis
A predictive current density-voltage characteristic analysis was performed based
on the morphology resulting from the KMC simulations. Thirty-three measurements were
acquired for this analysis, with applied voltages in the range of 0V to 1.2V. To obtain
greater accuracy in the nonlinear portion of the characteristic curve, the step size between
successive voltage measurements was varied. Between 0V and 0.8V, the voltage was
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varied in steps of 0.05V, while the voltage was varied in steps of 0.025 V between 0.8V
and 1.2V. From the resulting J-V plots, the short circuit current density (Jsc) and open
circuit voltage (Voc) were estimated at the points V=0 and J=0, respectively. The maximum
power J×V was also estimated. The equations (2.9) and (2.11) were used to calculate fill
factor and efficiency, respectively. Figure 3.6 displays the flow chart of current densityvoltage plot and simulation data analysis. For a given voltage, the net charge (injected
electron + injected hole - extracted electron - extracted hole) was calculated and plotted as
a function of time (Q-t). The resulting electric current at the applied voltage was estimated
as the slope of a least-squares linear regression of the Q-t data.
From the Q-t data, the net current between two timestamps was estimated as
follows:
I (t ) 

q(t )
t

(3.8)

The net current data were then fit to the decay equations in sections 2.8.5 and 2.8.6 to
obtain the transient photocurrent (TPC) and transient photovoltage (TPV), respectively.
The TPC was calculated assuming a short circuit condition; the TPV was calculated
assuming a near-open circuit condition for a large resistance (~14 kΩ•cm2) estimated from
direct application of Ohm’s law to the near open-circuit voltage level and a relatively small
induced current. The TPC and TPV functions were then solved for the charge transport
time (τt) and carrier recombination lifetime (τr).
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Figure 3.6. Predicted J-V Characteristic Generation and Data Analysis Flowchart

3.1.5 Coulombic Interaction Model
The coulombic energy varies as charge carriers are transferred from one localized
site to a neighbor site. The change in coulombic energy results in changes in the overall
hopping rate for each carrier. As mentioned in section 2.5, the coulombic cut-off radius (rc)
is the maximum distance over which a charge carrier can experience the Coulomb force
from another charge carrier. Figure 3.7 shows the procedure for estimating the coulombic
energy interaction for a given cut-off radius. For this work, the cut-off radius was set to 3
nm, which is equal to the thermal capture radius. The coulombic potential energy at site i
was calculated according to
EC ,i 

N



k 1, k i

qi qk

4 0 r rik

where rik  3 nm

(3.9)

where qk is the charge at site k, r and 0 are, respectively, the relative and absolute
permittivity. If site j was vacant (i.e., no charge carrier at that site), then the coulombic

54
potential energy (EC,j) at site j was calculated assuming the charge at site i was located at
site j. The change in coulombic potential energy (EC,ij) when the charge hopped from site
i to j was determined from

EC ,ij  EC , j  EC ,i

(a)

(3.10)

(b)

Figure 3.7. Coulombic Interactions of Charge Particles (a) at Site i; (b) at Site j [158].

3.1.6 Simulation on High Performance Computing
All morphology simulations and predictive analyses were performed using the
MATLAB Release 14a software on the “blackjack” host in the SDSU HPC cluster. Origin
9.0 and MATLAB were used to generate all plots. PuTTY 0.66 was used to establish an
SSH connection to the “blackjack” host to allow job scheduling/execution and simulation
definition (through Pbs script) from a remote client computer running Microsoft Windows.
WinSCP 5.7.6 beta was used for file transfer between the client computer and the cluster.
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3.2 Fabrication Procedure
3.2.1 Materials
Compact TiO2, mesoporous TiO2 (30NRD) and methylammonium iodide
(CH3NH3I) were purchased from Dyesol (http://www.greatcellsolar.com, Queanbeyan,
Australia). Lead iodide (PbI2) was purchased from Fisher scientific (Acros Organics)
(https://www.acros.com, NJ, USA). Spiro-OMeTAD was purchased from Lumtec
(http://www.lumtec.com.tw, new Taipei City, Taiwan). FTO coated glass substrates were
ordered from Hartford Glass Company (http://www.hartfordglassco.com, Hartford City,
IN, USA). Ag was purchased from Kurt J. Lasker (https://www.lesker.com, Jefferson Hills,
PA, USA). The materials were then used to fabricate n-i-p organic lead halide-based
perovskite cells according to the procedure described in the following section. Figure 3.8
shows the basic structure of the fabricated cells. Table 1.1 summarizes the layer fabricated
from each material.

Figure 3.8. n-i-p Structure of Fabricated Perovskite Solar Cell
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Table 3.1. Materials used at Different Layers of Perovskite Solar Cells [95]
Layer

Material

Cathode

Fluorine tin oxide (FTO)

ETL

Compact TiO2, m-TiO2

Active layer Perovskite (CH3NH3PbI3)
HTL

Spiro-OMeTAD

Anode

Silver (Ag)

3.2.2 Device Fabrication
1.5 cm × 1.5 cm glass substrates coated with fluorine-doped tin oxide (FTO) were
used for the cell base. Zinc powder in a solution of 0.1 ml HCl in 1 ml distilled H2O was
used to etch the substrates. The etched substrates were subsequently sonically cleaned for
25 minutes with detergent water and rinsed with DI water, acetone, and isopropanol,
respectively. The substrates were then dried in a nitrogen atmosphere, then subjected to
plasma treatment in the presence of oxygen for 20 minutes.
3.2.2.1 Electron Transport Layer Deposition
Compact layers of TiO2 (titanium diisopropoxide bis(acetylacetonate), 75 wt.%
solution in 2-propanol) prepared from its precursor 0.15M solutions were spin coated onto
the cleaned substrates at 4500 rpm for 45 seconds, which were then annealed at 200 ˚C for
10 min. After cooling to room temperature, a mesoporous TiO2 paste (diluted in ethanol at
a weight ratio of 1:6) was spin coated onto the substrate at 5000 rpm for 30 seconds,
followed by annealing the substrates at 460 ˚C for 30 min. After cooling to room
temperature, the substrates were then dipped in a 25mM TiCl4 solution heated to 70 ˚C for
30 minutes, rinsed with distilled water and ethanol, then annealed at 460 ˚C for 30 min.
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3.2.2.2 Active Layer Deposition
To fabricate different capping layers of varying coverage, PbI2 solutions of varying
concentrations (62, 262, 462, 662 mg/ml in DMF) were prepared by overnight stirring at
70 ˚C. The solutions were then spin coated onto a mesoporous TiO2 layer at 4000 rpm for
40 seconds then annealed at 70 ˚C for 30 minutes. To form the perovskite layers, the
resulting PbI2 films were dipped in CH3NH3I solution (10 mg/ml in IPA) for 60 seconds
then immediately spin coated at 6000 rpm for 10 seconds. The resulting perovskite films
were then annealed at 100 ˚C for 15 minutes.
To fabricate different capping layer thicknesses, a 462 mg/ml PbI2 solution was
spin-coated onto a 250 nm thick mesoporous TiO2 layer from 2000 rpm to 5000 rpm in
steps of 1000 rpm for 40 sec.
3.2.2.3 Hole Transport Layer and Silver Anode Deposition
Spiro-OMeTAD was used to fabricate the HTL. The spiro-OMeTAD solution was
prepared by adding 72.3 mg of (2,2′,7,7′-tetrakis(N,N-di-p-methoxyphenylamine)-9,9spirobifluorene) (spiro-OMeTAD) powder, 28.8 µL of 4-tert-butylpyridine, and 17.5 µL
of a stock solution containing 520 mg/mL lithium bis (trifluoromethylsulfonyl)imide in
acetonitrile in 1 mL of chlorobenzene. The spiro-OMeTAD solution was spin coated onto
the perovskite active layer at 2000 rpm for 40 seconds. Finally, a layer of silver (Ag) was
then deposited, through thermal evaporation in vacuum, onto the substrate as an electrode.
3.3 Parameter Variations
During simulation, different perovskite solar cells with varying capping layer
coverage and thickness were simulated. During the fabrication process, different perovskite
cells were fabricated with varying PbI2 concentrations and spin coating speeds. The
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following sections describe the variations in parameters required for the simulated and
fabricated cells.
3.3.1 Parameter Variation – Model Simulations
Two different cases of parameter variation and their effects on performance were
simulated. In the first case, four models were simulated assuming a 400 nm thick capping
layer at coverages of 85%, 90%, 95%, and 100%. In the second case, four perovskite solar
cells were simulated assuming a capping layer of 100% coverage at thicknesses of 350 nm,
400 nm, 450 nm, and 500nm. In both cases, the perovskite/mesoporous TiO2 ratio was
fixed at 0.15:1.
3.3.2 Parameter Variation – Cell Fabrication
Two different cases of parameter variations and their effects on performance were
observed in fabrication as well. The varied parameters were the capping layer coverage and
thickness, and the cells representing these variations were fabricated as described in
section 3.2.2.2.
3.4 Film Characterizations
Five sets of measurements were performed to characterize the perovskite films
fabricated with varying capping layer coverages and thicknesses. The following sections
briefly describe the instruments used in the various characterization analyses.
3.4.1 UV-Visible Absorption Spectroscopy
An Agilent 8453 spectrophotometer with ChemStation software was used to
measure UV-Vis absorption spectra (Figure 3.9). The instrument uses a mercury lamp for
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to provide ultraviolet (UV) light and a tungsten lamp to provide visible and near infrared
(NIR) light.
A baseline absorption spectrum for a glass/FTO/TiO2 substrate was obtained in the
instrument’s “blank” mode. Absorption spectra of the glass/FTO/TiO2/perovskite
substrates fabricated with varying capping layer coverages and thicknesses were then
acquired in the instrument’s “automatic” mode. The absorption spectra of the perovskite
films

were

obtained

by

subtracting

the

baseline

spectrum

from

the

glass/FTO/TiO2/perovskite substrate spectra.

Figure 3.9. Agilent 8453 UV-Visible Spectrophotometer

3.4.2 X-ray Diffraction (XRD)
The Rigaku Smartlab system was used to record X-ray diffraction (XRD) spectra
(Figure 3.10). X-rays with a wavelength of 1.54 Å were produced by a copper tube in the
source at an operating voltage and current of 40 kV and 44 mA, respectively.
XRD spectra were recorded with the perovskite samples oriented horizontally in
the instrument; the X-ray source and detector were rotated about the sample’s z-axis with
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a goniometer. The measurements were acquired as a function of 2θ from 5° to 60°, using
the instrument’s parallel beam/parallel sample medium resolution mode in steps of 0.01°.

Goniometer

Source

Sample

Detector

Cu X-ray tube

Figure 3.10. Rigaku Smartlab X-Ray Diffraction Diffractometer

3.4.3 Atomic Force Microscopy (AFM)
An Agilent SPM 5500 atomic force microscope (Figure 3.11) was used to map the
topography and phase images for the perovskite film samples containing varying PbI2
concentrations. A Si tip coated with Cr/Pt (Budget Sensors, Multi75 Eg, resonant
frequency: ~75 KHz, spring constant ~1-4 N/m) was used for measurements in tapping
mode. A lock-in amplifier (LIA1) was used to control the vertical separation between the
tip and the sample at a resonant frequency (f1) of 71 kHz. The Gwyddion software was
used to measure the percent coverage of the capping layers and their roughness from the
image data [159, 160].
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Figure 3.11. Agilent SPM 5500 Atomic Force Microscope

3.4.4 Scanning Electron Microscope (SEM)
A Hitachi S-3400N SEM (Figure 3.12) was used to image the surface morphology
of perovskite film samples of varying PbI2 concentrations. Prior to imaging, the films were
coated with a 10 nm layer of gold. Imaging was performed in a vacuum environment, at a
working distance of approximately 10 mm at a magnification factor of 5000. The
instrument was operated with an accelerating voltage of 5 kV.
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Specimen
chamber

Figure 3.12. Hitachi S-3400N SEM.

3.4.5 Dektak 150 Profilometer
A Dektak 150 profilometer (Figure 3.13) was used to measure the film thickness of
the active and transport layers fabricated with the varying capping layer thicknesses, with
a constant (software-defined) force of approximately 5 mg at a maximum height of 6.5 μm.

Figure 3.13. Dektak 150 Profilometer [161]
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3.5 Device Characterization
3.5.1 Current Density-Voltage (J-V) Measurement
The current-voltage characteristics of the fabricated solar cell devices were
measured with an Agilent 4155C semiconductor parameter analyzer (Figure 3.14) under
an AM 1.5 illumination level of a Newport Xenon lamp at an intensity of approximately100
mW/cm2; the Agilent 4155C semiconductor parameter analyzer applied the bias voltage
and measured the resulting current. To ensure uniform illumination, the lamp was turned
on and allowed to warm up for 30 minutes prior to acquiring any measurements. A National
Renewable Energy Laboratory (NREL) photodetector (S1133 14-01) was used to calibrate
the distance between the Xenon lamp and the photodetector.
All solar cells with an area of 0.16 cm2 were characterized under the same
conditions at a constant scanning rate of 0.5 V/s, sweeping from 0 V to 1.10 V for forward
scans and 1.10 V to 0 V for reverse scans.

Xenon
lamp

AM1.5 Filter
Reference photodiode/solar cell

Figure 3.14. Solar Cell J-V Characteristic Measurement
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3.5.2 External Quantum Efficiency Measurement (EQE)
A Newport Incident Photon to Current measurement kit was used to measure each
cell’s external quantum efficiency (EQE). Two convex lenses in series were used to focus
the light from a Cornerstone 260 monochromator onto a photodiode, as shown in
Figure 3.15. The monochromator produces a monochromatic beam to an accuracy of
approximately 0.35 nm. The monochromator input was varied in 5 nm steps from 500 nm
to 800 nm. At each wavelength, a lock-in amplifier converted the output current from the
device under test to a voltage level that was recorded by the Agilent 4155C analyzer.
Voltage measurements were also performed for the reference sample (S1133-14).

Figure 3.15. EQE Measurement Setup.

3.5.3 Transient Photocurrent/Photovoltage Spectroscopy
Transient photocurrent/photovoltage spectroscopy measurements were performed
with the setup shown in Figure 3.16. A nitrogen laser coupled to a Model 1011 dye laser
generated pulses of less than 1 ns width at a frequency of approximately 4 Hz; to ensure

65
uniform pulses reached the cell’s active layer, the pulse wavelength was chosen to be as
close as possible to the perovskite film’s absorption peak wavelength. The pulses were
then directed to a beam splitter directing half of the beam to a photodiode and half to the
solar cell under test. An Agilent MSO-X-4154A mixed oscilloscope (1.5 GHz, 5 Gsa/sec)
was used to record the resulting current and voltage transients. The charge transport time
(t) and charge carrier recombination lifetime (r), respectively, were obtained from the
generated transient photocurrent and photovoltage measurements. For the TPV
measurements, the solar cells were illuminated with an external halogen lamp source in
order to obtain steady state conditions. The short-circuit TPC measurements used a 50 Ω
resistance, while the (near) open-circuit TPV measurements were performed using a 1 MΩ
resistance. As mentioned in sections 2.8.5 and 2.8.6, the data were fitted to exponential
decay functions which were then solved for t and r.

Figure 3.16. Transient Photoconductivity Measurement Set up [95] .
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Chapter 4: Results and Discussion

4.1 Perovskite Solar Cell Structure Simulation
An n-i-p perovskite solar cell with 100% capping layer coverage generated by Monte
Carlo (MC) simulation as mentioned in section 3.1.1 and shown in Figure 3.1 , The
compact-TiO2 and spiro-OMeTAD considered as an electron transport layer (ETL) and
hole transport layer (HTL), respectively. The ETL and HTL are parallel to an x-y plane
located at 0 < z ≤ 50 and 700 < z ≤ 900 with a thickness of 50 nm and 200 nm. The active
layer considered with mesoporous-TiO2 and perovskite located at 50 < z ≤ 300 with a
thickness of 250 nm plus capping layer located at 300 < z ≤ 700 with a thickness of 400
nm.
4.2 Variation of Morphological Parameters in Simulation
4.2.1 Variation of Capping Layer Coverage
The MC model developed to simulate the perovskite morphology was based on the
Metropolis algorithm. Figure 4.1 (a,c,e,g) and (b,d,f,h) show, respectively, the 3D and top
view simulated morphology of the perovskite capping layer, at capping layer coverages of
85%, 90%, 95%, and 100%. The yellowish-brown regions in the simulated morphology
are assigned to the perovskite, whereas the white regions are assigned to any pinholes and
large gaps between the perovskite grains.
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(a) 85% coverage

(c) 90% coverage

(e) 95% coverage

(g) 100% coverage

(b) 85% coverage

(d) 90% coverage

(f) 95% coverage

(h) 100% coverage

Figure 4.1. 3D Image and Top View, Simulated Morphology of Perovskite Solar Cells
with Different Capping Layer Coverage (a, b) 85%; (c, d) 90%; (e, f) 95%; (g, h) 100%
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Appropriate electronic band alignments between the ETL, HTL and the perovskite
absorber layer are required for optimal device performance. Electrons need to transfer from
the perovskite to ETL, and holes from the perovskite to the HTL, without any significant
energy loss. The KMC simulation can visualize the energy band diagram of perovskite
solar cells. Figure 4.2(a-d) show the energetic disorder for different capping layer
coverages related to localized sites within a horizontal slice (29 ≤ x ≤ 30 nm, 20 ≤ y ≤ 30
nm), with band bending of CBM and VBM levels at 0 V (without applying forward bias).
Figure 4.2 (e-h) show the resulting flattening the band bending in the same slice when
applying forward bias (0.975 V, 1.025 V, 1.050 V, and 1.10 V) for different capping layer
coverages (85%, 90%, 95% and 100%), respectively. The band flattening results from the
weak electric field induced in the absorber layer by applying a forward bias. The
corresponding CBM and VBM offset also decrease with application of the forward bias.
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(a)

(e)

(b)

(f)

(c)

(g)

(d)

(h)

Figure 4.2. (a-d) Energy Band Diagram under Thermal Equilibrium; (e-h) Under 0.975 V,
1.025 V, 1.050 V and 1.10 V Forward Bias for Different Capping Layer Coverages (85%,
90%, 95 % and 100%) respectively.
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Figure 4.3 (a) displays the simulated J-V characteristics of perovskite solar cell with
different capping layer coverage of 400 nm thickness. Table 4.1 lists the simulated device
performance, the number of recombination events at the J-V characteristic maximum
power point (MPP), charge transport time (τt), and charge carrier recombination lifetime
(τr) for different capping layer coverages. To reach effective interface properties and
photovoltaic performance, the pin holes-free, and homogenous perovskite capping layer
are critical [162-164]. The simulation inputs assume an increase in charge generation as
the capping layer coverage increases. Lesser coverage led to less efficient charge transport
pathways for carrier diffusion. In addition, a larger percentage of the gaps were filled with
spiro-OMeTAD, which has a charge transport rate approximately 106 times less than the
perovskite; this resulted in an increased number of recombination events. As a result, cell
performance decreased with decreasing perovskite coverage in the capping layer.
Figure 4.3 (b) and (c) show the simulated transient photocurrent and photovoltage
decays. The transient decays were calculated using the same approach described in
section 3.1.4. The simulation estimated a τt of approximately 2.14 µs and a τr of
approximately 8.32 µs for the highest efficiency device at 100% capping layer coverage.
The predicted number of recombination events at MPP, charge carrier transport
time, and charge carrier lifetime (Table 4.1) are consistent with the J-V characteristic
results. For all capping layer coverage levels, the τr is longer than τt, ensuring that generated
carriers will reach their electrodes before recombination can occur. The simulation
predicted a decrease in the number of recombination events and τt with increasing capping
layer coverage; the τr was predicted to increase. At 100% coverage, the τt was at its
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minimum, and the τr was at its maximum. Figure 4.3 (d) shows the number of
recombination events at the MPP versus capping layer coverage.

Figure 4.3. Simulated Cell Performance vs. Capping Layer Coverage: (a) Predicted J-V
Characteristics; (b) TPC Decay; (c) TPV Decay; (d) Number of Recombination Events at
J-V MPP
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Table 4.1. Simulated Device Performance of Perovskite Solar Cells at 85%, 90%, 95%,
and 100% Capping Layer Coverage
Capping
layer
Coverag
e (%)
85

τt
(µs)

τr
(µs)

13.84

Number of
Recombinati
on Events at
MPP
344

4.16

5.95

0.73

15.04

338

4.11

6.15

1.05

0.76

17.50

304

3.21

6.56

1.11

0.78

20.85

205

2.14

8.32

Jsc
(mA/cm2)

Voc
(V)

Fill
Facto
r

Efficienc
y (%)

19.83

0.97

0.72

90

20.20

1.02

95

21.94

100

24.09

4.2.2 Variation of Capping Layer Thickness
The thickness of the capping layer z was varied from 350 nm to 500 nm in steps of
50 nm, while the device x and y dimensions were fixed. Figure 4.4 (a-d) shows the device
morphologies with different capping layer thickness at 100% capping layer coverage. The
actual capping layer thickness was obtained after subtracting 300 nm for the ETL and 200
nm for the HTL.
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(a)

(b)

(c)

(d)

Figure 4.4. Simulated Morphology of Perovskite Solar Cells with Different Capping
Layer Thickness (a) 350 nm; (b) 400 nm; (c) 450 nm; (d) 500 nm
Figure 4.5 (a) shows the simulated J-V curves for each capping layer thickness,
assuming full illumination. The simulated J-V curves show that the thickness of the
perovskite layer has a critical role in device efficiency. Table 4.2 shows the simulated
device performance, the number of recombination events at the J-V characteristic MPP, τt
and τr as a function of capping layer thickness.
The photon absorption efficiency in the simulated cells was directly proportional to
capping layer thickness, with thicker layers providing increased absorption [163, 165].
However, thicker capping layers have reduced carrier transport efficiency. The device
efficiency was low in the capping layer with 350 nm thickness [Figure 4.4 (a)] due to
insufficient photon absorption. However, the capping layer with a thickness of 500 nm
[Figure 4.4 (d)] had sufficient photon absorption but less efficient charge transport to the
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electrodes; the longer pathway results in a greater probability of carrier recombination
before reaching the ETL and HTL. As a result, the overall efficiency is reduced. Maximum
efficiency of approximately 20.85 % was obtained with an optimized perovskite capping
layer thickness of 400 nm.
Figure 4.5 (b) and (c) show the predicted TPC and TPV decay as a function of capping
layer thickness. The transient decays were calculated using the same approach described
in section 3.1.4. The predicted number of recombination events at the J-V MPP, τt, and τr
(Table 4.2) are consistent with the J-V characteristics results. With thinner capping layers,
decreased photon absorption causes insufficient charge carrier collection. Therefore, the
charge carrier will accommodate certain sites with a longer distance between each charge
carrier. Coulombic interactions decrease as a result of the greater distance between each
carrier, resulting in an increased τt and reduced τr. With thicker layers, more photon
absorption results in more charge carriers. Thus, the probability of recombination
increases, which accounts for the increase in τt and the decrease in τt.
The simulation predicted that at an optimized thickness of 400 nm, position-dependent
coulombic interactions between charge carriers result in a balance between the carrier
collection efficiency and the photo-generated charge carrier. The number of recombination
events at MPP increased by increasing the thickness of the capping layer. Figure 4.5 (d)
shows the number of recombination events at MPP versus different thickness of the
capping layer.
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Figure 4.5. (a-d) Simulated Cell Performance vs. Capping Layer Thickness: (a) Predicted
J-V Characteristics; (b) TPC Decay; (c) TPV Decay; (d) Number of Recombination
Events at J-V MPP
Table 4.2. Simulated Device Performance of Perovskite Solar Cells.
Capping
layer
Jsc
thickness (mA/cm2)
(nm)
350
23.17
400
24.09
450
23.84
500
23.07

Voc
(V)
1.09
1.11
1.07
1.03

Number of
Fill
Efficiency
Recombination
Factor
(%)
Events at MPP
0.77
0.78
0.76
0.74

19.44
20.85
19.38
17.58

152
205
268
283

τt
(µs)

τr
(µs)

3.47
2.14
2.83
3.77

7.98
8.32
5.83
4.55
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4.3 Variation of Morphological Parameters in Cell Fabrication
Perovskite solar cells were fabricated with varying of PbI2 concentrations (to create
variations in capping layer coverage), and also at an optimized PbI2 concentration of 462
mg/ml at varying spin coating speeds (to create variations in capping layer thickness). The
performance of the fabricated devices was then characterized as described in Chapter 3.
This section presents the results obtained from those analyses.
4.3.1 Variation in PbI2 Concentration
As mentioned earlier, capping layer coverages were fabricated through variation of
the PbI2 concentration when forming the perovskite film. XRD patterns were recorded to
understand the effect of different PbI2 concentration on perovskite crystallinity. Figure 4.6
(a-d) show the resulting XRD patterns of the films prepared at each concentration. The
observed peaks at 14.08°, 28.41°, 31.85°, and 43.19° correspond to the (110), (220), (310),
and (330) crystalline planes of CH3NH3PbI3, confirming its tetragonal crystal structure
[166, 167]. The (001) peak at 12.12° corresponds to PbI2 [81, 166, 168]. The XRD results
show that the perovskite crystallinity increased with increasing PbI2 concentration. The
662 mg/ml samples have the largest peak at 12.12°, indicating more s PbI2 is present. At
concentrations greater than 462 mg/ml, the PbI2 layer becomes more compact, potentially
leading to an incomplete reaction of PbI2 with CH3NH3I [169].
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Figure 4.6. XRD Spectra of FTO / c-TiO2 / m-TiO2: Perovskite Films of Varying PbI2
Concentration on Top of m-TiO2
Figure 4.7 (a-o) show the AFM topography, AFM phase and the SEM images of
FTO/compact TiO2 /m-TiO2/ perovskite films at varying PbI2 concentrations. These
images indicate that the gap between perovskite crystals decreases with increasing PbI2
concentration, up to an “optimal” concentration of 462 mg/ml and formation of a
homogenous perovskite capping layer. At higher PbI2 concentrations, the gaps increase
again, resulting in the formation of non-homogenous perovskite capping layers.
Comparison of the phase images of the m-TiO2 film [Figure 4.7 (f)] and the perovskite
films fabricated with lower PbI2 concentrations (62 and 262 mg/ml) [Figure 4.7 (g) and
(h)] shows partial capping layer coverage. A similar comparison can be made with the
corresponding SEM images [Figure 4.7 (k) and Figure 4.7 (l) and (m)]. On the other hand,
comparison of the images of the perovskite films at PbI2 concentrations of 462 mg/ml or
greater show full capping layer coverage. At a concentration of 662 mg/ml, the degree of
non-homogeneity of the capping layer increases, resulting in an increase in film roughness
that may hinder charge transport in the film and across the perovskite/charge transport layer
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interface. It has also been reported in previous analyses that the unreacted PbI2 may act as
a barrier for electron injection at the TiO2/perovskite interface [169].
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Topography

Phase
(f)

(k)

(g)

(l)

m-TiO2 (a) RMS=12.84 nm

62

(b) RMS=28.77 nm

SEM

mg/ml
of PbI2

262

(c) RMS=50.97 nm

(m)

(h)

mg/ml
of PbI2

462

(i)

(n)

(j)

(o)

(d) RMS=39.17 nm

mg/ml
of PbI2

662

(e) RMS=55.36 nm

mg/ml
of PbI2

Figure 4.7. AFM and SEM Images of Fabricated Perovskite Films: (a-e) AFM
Topography; (f-j) AFM Phase; (k-o) SEM images. Figures (a, f, k) are FTO/compact
TiO2/m-TiO2; figures (b, g, l), (c, h, m), (d, i, n), and (e, j, o) are Perovskite Films on mTiO2 at PbI2 concentrations of 62 mg/ml, 262 mg/ml, 462 mg/ml, and 662 mg/ml,
respectively
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Figure 4.8 (a-d) plot the measured performance of the cells fabricated with each PbI2
concentration. Table 4.3 provides the corresponding numerical values for each
performance parameter. J-V measurements of perovskites typically exhibit hysteresis
effects between forward and reverse scans, which may be due to charge carriers
trapping/detrapping, vacancy-assisted ion migrations [170-172]. Thus, the cells were
characterized with both forward and reverse scans while switching the voltage. After
increasing the PbI2 concentration from 62 mg/ml to 462 mg/ml, the average forward
scan/reverse scan efficiencies increased from approximately 3.55%/3.68% to
15.30%/18.36%. Interestingly, further increasing the PbI2 concentration to 662 mg/ml led
to a decrease in efficiency. While the higher PbI2 concentration led to greater photon
absorption as shown in Figure 4.9(a), it led to reduced carrier transport because of the
increase in surface roughness [Figure 4.7(e)]; resulted in greater recombination of carriers
before they could reach the carrier extraction layers. Thus, a homogenous and pin hole-free
perovskite capping layer is critical for achieving good interface properties and photovoltaic
performance [162-164]; 462 mg/ml of PbI2 appears to be at or near the optimal
concentration where these conditions can occur. The integrated J sc from the external
quantum efficiency (EQE) spectra in Figure 4.9 (b) is in good agreement with Jsc calculated
from J-V characterization.
The TPC and TPV were measured as mentioned in section 3.5.3 for further insights
into carrier transport. Figure 4.8(c) and (d) show the resulting TPC and TPV decay curves
as a function of PbI2 concentration. Note that the TPV decay does not reach a zero level
in Figure 4.8 (d) due to the constant AM 1.5 background illumination on the cells during
the measurement. Table 4.3 summarizes the observed values of photovoltaic parameters,
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τt, and τr for perovskite solar cells prepared with a different concentration of PbI2. The τt
and τr of perovskite films prepared with a 462 mg/ml concentration are the shortest (2.44
µs) and longest (7.24 µs) respectively, indicating efficient carrier extraction in high-quality
perovskite layer formation with a reduced number of potential traps. This is supported by
the observed Jsc and Voc for these cells. Meanwhile, the cell with 62 mg/ml showed the
longest τt (approximately 7.49 μs) and the shortest τr (approximately 5.02 µs), due to the
presence of more and larger gaps and pin-holes in the perovskite layer.

Figure 4.8. Measured Solar Cell Performance with Respect to PbI2 Concentration: (a, b)
Current Density-Voltage Characteristics (Forward Scan, Reverse Scan); (c) TPC Decay;
(d) TPV Decay.
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Table 4.3. Photovoltaic Parameters, Charge Transport Time and Charge Carrier
Recombination Lifetime for Perovskite Solar Cells Prepared with Different PbI2
Concentration.
Concn

Jsc

Voc

of PbI2

(mA/cm2)

(V)

Fill Factor

Efficiency

τt

τr

(%)

(µs)

(µs)

(mg/ml)

Fwd

Rev

Fwd

Reve

Fwd

Rev

Fwd

Rev

62

6.65

6.59

0.89

0.90

0.60

0.62

3.55

3.68

7.49

5.02

262

21.58

21.59

0.98

1.00

0.60

0.65

12.61

13.93

4.85

5.69

462

24.04

24.06

1.01

1.09

0.63

0.70

15.30

18.36

2.44

7.24

662

22.47

22.55

0.93

0.98

0.37

0.46

7.73

10.19

4.34

5.09

Figure 4.9. (a) UV-vis Absorbance Spectra; (b) EQE Spectra and Integrated

Photocurrent Density Jsc of Perovskite Solar Cells Prepared with Different PbI2
Concentrations.
4.3.2 Variation on Spin Coating Speed
Perovskite solar cells were also fabricated with varying capping layer thickness by
changing spin coating speed at the “optimal” PbI2 concentration of 462 mg/ml. As with
preparation of cells with varying capping layer coverage, sequential deposition was used
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to prepare the perovskite films. Figure 4.10 (a-d) plot the J-V characteristics and the TPC
and TPV decays of the CH3NH3PbI3 perovskite solar cells fabricated with the PbI2 films
spin coated at speeds varying from 2000 rpm to 5000 rpm in steps of 1000 rpm,
respectively. As measured with the Veeco DEKTAK 150 profilometer, the final capping
layer thicknesses for these cells ranged from approximately 304 nm to 552 nm. The layer
thickness appeared to be directly proportional to the spin speed; the thinner layers were
created at faster spin speeds.
Figure 4.10 (c) and (d) show the measured TPC and TPV decays for the cells
prepared with each capping layer thickness. As shown in Table 4.4, the τt and τr of
perovskite films with the 380 nm thick capping layer are shortest and longest, respectively,
showing efficient charge extraction and highest short circuit current, and circuit voltage.
These results agree with the EQE and J-V measurements showing the maximum Jsc and
Voc; the highest device efficiency was achieved for the cell with the 380 nm thick capping
layer. τt is the longest (6.31 μs) for the cell with 304 nm thickness, which, again, may be
due to decreased photon absorption. In addition, the cell with the thickest capping layer
(552 nm) has the shortest τr (4.79 μs) owing to more carrier recombination.
As shown in Table 4.4, the average efficiency was found to increase with an
increase in the capping layer thickness from 304 nm to 380 nm, and decrease with further
increases in the thickness to 457 nm and 552 nm. The cell with the 380 nm thick capping
layer achieved the highest efficiency, approximately 18.36%, vs approximately 15.75% for
the cell with the 304 nm thick capping layer. This improvement was observed in the other
parameters as well; it can be attributed to the improved charge transport properties and
reduced recombination. Figure 4.11 (a) shows the increase in photon absorption with
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increasing capping layer thickness. However, cells with a thickness exceeding the
optimized thickness (380 nm) will suffer reduced charge transport; a longer charge carrier
pathway leads to charge recombination before reaching the carrier extraction layers [173,
174]. The EQE spectra shown in Figure 4.11 (b) also supports these results, with integrated
Jsc values in good agreement to those obtained from the J-V characteristic measurements.

Current density (mAcm-2)

0

(a)

-5
-10
-15

304 nm
380 nm
457 nm
552 nm

-20
-25
0.0

0.2

0.4

0.6

0.8

1.0

Voltage (V)

Figure 4.10. Measured Solar Cell Performance with Respect to Capping Layer Thickness:
(a, b) Current Density-Voltage Characteristics (Forward Scan, Reverse Scan); (c) TPC
Decay; (d) TPV Decay.
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Table 4.4. Photovoltaic Parameters, Charge Transport Time and Charge Carrier
Recombination Lifetime for Perovskite Solar Cells with Different Capping Layer
Thickness.
Capping

Jsc

Voc

Layer

(mA/cm2)

(V)

Thickness

Fill Factor

Efficiency

τt

τr

(%)

(µs)

(µs)

Fwd

Rev

Fwd

Rev

Fwd

Rev

Fwd

Rev

304

22.71

22.86

1.03

1.06

0.65

0.65

15.20

15.75

6.31

6.83

380

24.04

24.06

1.01

1.09

0.63

0.70

15.30

18.36

2.44

7.24

457

23.10

23.86

1.02

1.07

0.60

0.68

14.14

17.36

3.68

5.03

552

22.80

22.71

0.96

1.03

0.60

0.65

13.13

15.20

3.79

4.79

(nm)

Figure 4.11. (a) UV-vis Absorbance Spectra; (b) EQE Spectra and Integrated

Photocurrent Density Jsc of Perovskite Solar Cells Prepared with Different Capping
Layer Thicknesses.
Figure 4.12 showed the efficacy of 12 perovskite cells with optimized PbI2 concentration
(462 mg/ml) and capping layer thickness (370 nm).
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Figure 4.12. Statistics of Efficiency for Perovskite Solar Cell with Optimized PbI2
Concentration and Capping Layer Thickness
4.4 Comparison of Simulated and Experimental Results
This section directly compares the simulation predictions and experimental results
achieved for the fabricated solar cells with respect to variations in capping layer coverage
and thickness. Table 4.7Table 4.8 summarize the corresponding simulation and
experimental parameters.
Table 4.5 shows the thickness of compact-TiO2, mesouporous-TiO2, and spiroOMeTAD used for studying capping layer morphology and perovskite thickness. Table 4.6
shows the thickness parameters of perovskite capping layer with considering different spin
coating speed.
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Table 4.5. Compact-TiO2, mesoporous-TiO2, and spiro-OMeTAD Layer Thicknesses
Used for Studying Capping Layer Coverage and Thickness of Perovskite
Experiment (nm)

Simulation (nm)

compact-TiO2

49±3

50

mesoporous-TiO2

252±8

250

spiro-OMeTAD

206±6

200

Table 4.6. Perovskite Capping Layer Thickness Parameters
Experiment

Simulation

(462 mg/ml PbI2 solution)

(100% coverage capping layer)

Duration
(s)

Thickness

Thickness

(nm)

(nm)

5000

40

304±10

350

4000

40

380±9

400

3000

40

457±11

450

2000

40

552±16

500

Spin speed
(rpm)

4.4.1 Simulated / Experimental Capping Layer Coverage Comparison
Table 4.7 gives the performance parameters for the simulated and fabricated cells.
Perovskite solar cells with a homogenous and the pinhole-free capping layer (100%
coverage) were found to perform at maximum efficiency in simulation. Similar maximum
performance efficiency was observed in physical devices fabricated with a PbI2
concentration of approximately 462 mg/ml. Under these simulated and physical conditions,
the shortest τt and longest τr were observed.

88

Table 4.7. Simulated / Measured Performance Capping Layer Coverage Comparison.
(a) Simulation Results
S. No.

 t r

Coverage
of capping
layer (%)

PCE
(%)

1

85

13.84

4.16 5.95

2

90

15.04

4.11 6.15

3

95

17.5

3.21 6.56

4

100

20.85

2.14 8.32

(b) Experimental Results
S.
No.

 t r

Approx.
Coverage of
capping layer
(%)

PCE
(%)

1

45-50 (62
mg/ml of PbI2)

3.68 7.49 5.02

2

85-90 (262
mg/ml of PbI2)

13.93 4.85 5.69

3

95-100 (462
mg/ml of PbI2)

18.36 2.44 7.24

4

95-100 (662
mg/ml of PbI2)

10.19 4.34 5.09

(µs) (µs)

(µs) (μs)

Figure 4.13 (a-c) plot the efficiencies, τt, and τr vs percentage of capping layer
coverage. The observed behavior for these parameters is consistent with the simulated
results. However, the perovskite solar cell fabricated with the 662 mg/ml concentration did
not follow the trend; the high crystallinity of perovskite at the 662 mg/ml concentration
resulted in a non-homogenous perovskite layer (as shown in Figure 4.7 (e) & (o)).
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Figure 4.13. Simulated / Measured Performance Comparison with Respect to Capping
Layer Coverage: (a) Efficiencies; (b) Charge Transport Time; (c) Charge Carrier
Recombination Lifetime
4.4.2 Simulated / Experimental Capping Layer Thickness Comparison
Simulation and experimental results include the efficiencies, τt, and τr of solar cells
simulated with different capping layer thickness and solar cells fabricated with different
spin speeds from 2000 rpm to 5000 rpm at a step of 1000 rpm (as shown in Table 4.8).
Figure 4.14 shows the comparison of efficiencies, τt, and τr from simulation and
experimental results. Perovskite solar cells with a capping layer thickness of approximately
400 nm were found to perform at maximum efficiency in simulation. Similar maximum
performance efficiency was observed in physical devices fabricated with a capping layer

90
thickness of approximately 380 nm produced at a spin speed of 4000 rpm. Under these
conditions, as shown in Figure 4.14 (b) and (c), the shortest τt and longest τr were observed.
As with capping layer coverage, the measured efficiencies, t and r responses as a function
of capping layer thickness were consistent with the simulated results.

Table 4.8. Simulated / Measured Performance Capping Layer Thickness Comparison
(a) Simulation Results
S. No.

Thickness
of capping
layer (nm)

PCE
(%)

(b) Experimental Results

 t r

Spin
Coating
(µs) (µs) speed (rpm)

Thickness
of capping
layer (nm)

PCE
(%)

 t r
(µs) (μs)

1

350

19.44 3.47 7.98

5000

304

15.75 6.31 6.83

2

400

20.85 2.14 8.32

4000

380

18.36 2.44 7.24

3

450

19.38 2.83 5.83

3000

457

17.36 3.68 5.03

4

500

17.58 3.77 4.55

2000

552

15.20 3.79 4.79
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Figure 4.14. Simulated / Measured Performance Comparison with Respect to Capping
Layer Thickness: (a) Efficiencies; (b) Charge Transport Time; (c) Charge Carrier
Recombination Lifetime

92

5

Chapter 5: Summary and Conclusions

5.1 Summary
Demand for renewable and environmentally friendly energy sources is increasing, as
is the need to reduce carbon dioxide emissions and avoid depletion of fossil fuel resources.
Solar energy has become a potential alternative energy source due to its abundance and
negligible environmental impacts. Solar cells which convert sunlight to electrical energy
provide a promising approach to harnessing this energy. However, their contributions to
current energy production remain limited due to the higher cost of fabricating crystalline
silicon solar cells of the required purity. Perovskite solar cells have generated much interest
as a potential replacement for silicon solar cells due to their lower fabrication costs and
greater efficiencies.
The hybrid lead halide perovskite is a promising material in photovoltaic technology.
Within the past ten years, the power conversion efficency (PCE) of perovskite solar cells
has drastically increased from 3.8% to 22.7%, approaching the efficiencies achievable with
current silicon cell technologies [81-84]. Due to these recent developments the basic device
physics and performance characteristics, represented by the PCE and charge carrier
dynamics, are not well understood [25, 26]. Rigorous computer-based modeling can obtain
this information, enabling fabrication of devices with even greater PCE at significantly
reduced costs.
As mentioned earlier, adequate simulation of 3D perovskite solar cell morphology
and performance cannot be performed using current 1D and 2D models based on closedform solutions of partial differential equations. Probabilistic/statistical approaches based
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on Monte Carlo (MC) simulations have shown great promise for this type of modeling [63].
The time-dependent KMC method produces more realistic models by modeling all
physically possible transitions between states [68, 69]. As a result, this method is
considered a useful tool for investigating all current solar cell technologies [73-76, 78, 79].
However, no research has been reported on the modeling and simulation of a complete
perovskite solar cell using the KMC approach.
This thesis presents the results of work characterizing perovskite solar cell
morphology and performance using KMC simulation. The basic morphology of a
mesoscopic, methylammonium lead iodide (CH3NH3PbI3) perovskite solar cell was
developed. The effects of capping layer coverage and thickness on cell performance were
investigated. Cells were fabricated with varying PbI2 concentration and multiple spin
coating speeds, and their performance characteristics were measured and compared to the
model predictions.
5.2 Conclusions
The KMC simulation model developed for mesoscopic perovskite solar cells could
successfully characterize the variation in performance parameters due to variation of
morphological parameters such as the capping layer coverage and thickness. The
simulations predicted a maximum PCE of approximately 20.85% for a perovskite film with
100% capping layer coverage and thickness of 400 nm. With this configuration, the
simulations predicted a minimum charge transport time (τt) and maximum charge carrier
recombination lifetime (τr). In general, the simulations predicted that for increasing
capping layer coverage, the number of recombination events at the maximum power point
(MPP) in the J-V characteristic and τt decreases, while τr increases. As the capping layer
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thickness increased, the number of recombination events at MPP decreased while τt and τr
exhibited nonlinear behavior.
The performance of cells fabricated with varying concentrations of PbI2 and spin
coating speeds agreed with the corresponding model simulations. The best performance
was observed for the fabricated cell with approximately 100% capping layer coverage (462
mg/ml of PbI2) and thickness of approximately 380 nm (spin coated at 4000 rpm). The
measured PCE was approximately 18.35%. As predicted in the simulations, the measured
τt and τr of this perovskite cell were found to be the shortest and longest, respectively.
The measured performance of perovskite solar cells fabricated with a PbI2
concentration of 662 mg/ml (corresponding to an approximately 100% capping layer
coverage) performed worse than the cells fabricated from a 462 mg/ml concentration,
suggesting the existence of an “optimal” concentration. This is most likely due to unreacted PbI2 hindering charge transport in the film and across the perovskite/charge
transport layer.
5.3 Future work
The KMC models could be enhanced in a number of ways. First, the modeling
could be extended to cover additional recombination event types and the existence of trap
states. Second, this work could be extended to other perovskite material systems by
incorporating related information about energetic disorder and morphology. Third,
modeling was performed assuming a single cell; tandem solar cell modeling could be
developed by cascading individual cell models and characterizing the resulting behavior at
the interface(s); initial research into such devices (both Si and perovskite based) found
higher photovoltaic efficiencies were indeed possible with this configuration.
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