For a special type of fractional differentiation, formulas for the Weierstrass and the Weierstrass-Mandelbrot functions are shown. For integer valued parameters 2, a well conditioned numerical procedure for computing the derivatives in the mean of these functions is derived and used to compute some values.
I. Introduction
It has the scaling property M(x) = 2-~'M(2x). It is easy to see that the Hrlder exponent of W~; agrees with 7. A well-known fact is also that the so-called box counting dimension of the graph of W~ equals [2] [3] [4] [5] [6] [7] (see e.g. [1] ). Hu and Lau [3] proved that this number coincides with the fractal dimension of an appropriate measure. The problem whether this is also true for the Hausdorff measure is still open. The best lower estimate for the Hausdorff dimension known from the literature is 2 -y -c~ In 2 for some constant c (Mauldin and Williams [4] ).
In the present paper we will continue the study of fractional derivatives of these functions which is closely related to dimension problems. In [6] the first author proved that the fractional degree of differentiability agrees with y if M ~ 0 and is not less than fl if M --0. In particular, there exist all lower-order Weyl-Marchaud derivatives of W and M. For M ~ 0 the corresponding gradual fractional derivatives in the mean are shown to be constant at Lebesgue almost all points.
The aim of the present paper is to calculate the fractional derivatives explicitly and to develop a corresponding computation procedure. The latter results in numerical integration of rapidly oscillating functions. It turns out that for such functions integration by Monte-Carlo methods works well, whereas classical numerical procedures are not practicable here. l
Basic notions and related results
In [6] relationships between the Weyl-Marchaud derivatives used in the theory of function spaces and some notions of fractal geometry are worked out. Recall that a version of the Weyl-Marchaud derivative of order 0 < ~ < 1 of a real or complex-valued measurable function f on ~ at x is given by
yT;7 dy (right-sided) (5) provided that these integrals exist in the sense of absolute convergence. We additionally introduced (upper) (absolute)fractional derivatives of order ~ in the mean with respect to the logarithmic measure: If 0 < ~ < 1,
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where (8)- (11) 
Finally, the (absolute) gradual derivative in the mean of f at x is given by (]d~,r[f(x))d~,rf(X)
(left-or right-sided version) if the corresponding expression is determined.
Our aim is to calculate these derivatives for the Weierstrass-type functions W~' introduced above. From now on we will assume h(0)= 0. First note that in the case M~ ~ 0 the exponent 7 agrees with the left-sided and the right-sided degree of differentiability of W~: and of M~' at all points (cf. 
Calculation of the fractional derivatives
We first consider the Weyl-Marchaud derivatives. Note that D~h is a H61der continuous function of order fl -c~ with period 1. From this we infer immediately
(left-and right-sided versions) for all a < 7 and x E ~ (with the same parameter 2). Note that in the classical case, h(u)= sin(2nu), one obtains D~.rh(u ) = (2n) = sin(2nu 4-1ha).
A table of the Weyl-Marchaud derivatives for some basic functions may be found in [5, Ch. II, Section 9]. We now turn to the gradual derivatives. The following formulas will be used as an auxiliary tool.
Proposition 1. At Lebesgue a. a. x we have
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Therefore Proposition l(i) implies (a). The equality of the derivatives of the Weierstrass-and the Weierstrass-Mandelbrot functions is given in Proposition l(iii).
Furthermore, in view of the periodicity of W z', 
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This proves (c).
[] As a by-product of the proof the case nl = -1 and n2 = 0 provides the result
Numerical computations
Theorem 2(c) enables us to compute the values of the absolute fractional derivatives in the mean with arbitrary exactness.
In order to approximate Id~[W;(x) for a. a. x up to 2c, we solve the inequalities 1,,, ~<c fornl and e ~' 2,n2 ~ E" for n2.
This yields
In 2
In the classical case, h(x)= sin2zrx, we get, e.g., for 2 =2, V =0.5, ¢= 0.001 as minimal values for nl and n2 : nl = 39, n2 = 31. Because of the large values of 2 "2 the integrand of Furthermore, to get the relevant parts of 2k+n'z and •k--t for the evaluations of the periodic function h, i.e., the parts modulo 1, we have to use enough digits of these expressions. In order that the number of decimal digits of these relevant parts is at least 10 the number of used decimal digits has to be at least 10 + lg(2 "'+n2) = 10 + (nl + n2)lg2 
