Abstract, We study strategies for converting randomized algorithms of the Las Vegas type into randomized algorithms with small tail probabilities.
Then prob(TA >_>_ t) < Eo/t for all t according to Markov's inequality. If no further information about the distribution of Ta is available, Markov's inequality is the best bound available for the tail probability. Consider now the following modified algorithm.
It runs A for tl = 2E0 time units. If A stops before the threshold tl then the modified algorithm stops. If A does not stop before time tb then the modified algorithm restarts A and runs it again for t2 = 2E0 time units, but with new random choices. In this way prob(Tmod > k2E0) < 2 -~ for all k ~ N or prob(Tmod > t) < 2-Lr/ZE~ -for all t 6 IR, where Tmod is the running time of the modified algorithm. The bound for the tail probability of the modified algorithm depends on the sequence ti, t2 .... of thresholds chosen by the modified algorithm. What is an optimal sequence?
We first state the problem in more abstract terms. Let X, X1, X2 .... be independent nonnegative random variables with common distribution function f(x). Let Yb Y2 .... be a sequence of nonnegative random variables (not necessarily independent) and let i0 be the least i such that X; < Yi. 
THEOREM 4. There are positive constants c t and c2 and a deterministic strategy S such that bs(t, E) < e-C~t/(E(lne)~)+~n(c~t) for alt t > 0 and E >_ 1.
Theorems 1-3 imply that there are near-optimal probabilistic and deterministic strategies for the case of a known value of E0 --E[X], i.e., for the case where the strategy may depend on the value Eo. Note that, although these theorems are stated for the case E0 = 1, simpl e scaling extends them to all values of E0. Theorem 4 deals with the case of an unknown expectation E [X] . Of course, a lower bound has to be assumed for E[X] to make the question mean!ngful. We prove an exponential bound for the tail probability but were not able to determine the optimal base of the exponential function.
All proofs are given in Section 2.
Proofs

The Proof of Theorem 1. We prove Theorem 1. Let f (x) = e -x. Then E[X] = fo xf (x) dx ---1 and prob(X > x) = f~ f (z) dz = e -x.
A strategy S is defined by a probability measure/z on f2 = (~>_o) ~ i.e., by a probability measure on the set of infinite sequences of nonnegative reals. Let t 6 ~_>o and let jo be the random variable defined by
Let f2j -----{(Yl, 3'2 .... ); Yl +'" + Zi-I < t < Yl +"" + Yj}. Then prob(jo = j) = /zf2j. Also, an element (Yl, Y2 .... ) E ~2j contributes to the event T > t if and only if X1 >_ Yl, X2 >_ Y2 ..... Xj-l > Yj-1, and Xj >_ t -(Yl +"" + Yj-1), i.e., it contributes to the event T _> t with probability e -t. Thus prob(T > t I Jo = J) = e-t and hence prob(T > t) = e -t. This proves Theorem 1.
2.2. The Proof of Theorem 2. We prove Theorem 2. We first define a strategy S. The random variables Yb Y2 .... are independent with common density function g (y) = e -y. Let f be any distribution with fo ~ xf(x) dx = 1 and let b(t) = bs, f(t) for all t. We show b(t) < 1 for t <_ 1 and b(t) < e 9 e -t for t >_ 1. Consider some fixed t. Let q = prob(X > t) be the probability that X exceeds the threshold t, and for all x with 0 < x < t let h(x) = prob(X > x I X < t) be the conditional probability that X >_ x given that X < t. Then fo t
-qt m= E[X [ X < t]= h(x)dx < --
Also,
( fo' ) /o' b(t) = q e -t + e-Xb(t -x) dx + (1 -q) e-Xb(t -x)h(x) dx.
This can be seen as follows. Define random variable T' by I"2 + "" + Y/o-1 nt-Xio if io _> 2 and by T' = 0 ifi0 = I. If X1 > t the event T > t occurs iffeither Y1 > t or Y1 assumes a value x between 0 and t and T' _> t -x. If X1 < t, then the event T > t occurs iff Y1 assumes a value x between 0 and t, X1 > Yb and T' > t, x.
Next observe that prob(T' > t -x I Xl > Y1) = b(t -x) since the random variables X~, X2 ..... Y~, Y2 .... are independent. Make the substitution Q(t) = etb(t). Then
) Y0'
Q(t) = q 1 -t-Q(t -x) dx + (1 -q) Q(t -x)h(x) dx.
We show that Q(t) < e fbr t > 1 and Q(t) < e t for t < 1. The case t < 1 is immediate. For t > 1 it suffices to plug this inequality into the right-hand side and show that it holds for the left-hand side. The right-hand side is bounded above by q(l+et-1)+(1-q)em < qte + e(1-qt) < e.
This completes the proof.
2.3. The Proof of Theorem 3. We prove Theorem 3. For any integers n and i with 1 <i<ndefine 1 1 1
Note that ~l<i<~ tl (n) = n. Let s(n) be the sequence tt (n), tz(n) ..... tn (n) and let the strategy S be obtained by concatenating together s(1), s(2), s(3) ..... For 1 < i < n let Pi (n) = prob(X ~ ti (n)). The following lemma is crucial for the analysis of strategy S.
LEMMA 1. For all integers n, I-II<_i<n pi(n) <_ n!/n n.
PROOF. Let to(n) = 0 and Pn+~ (n) = 0. Then
Let f = (fl, fi2 ..... fin) E ~" be the n-tuple which maximizes the product function P (Pl, P2 . 2.4. The Proof of Theorem 4. We prove Theorem 4. We first define the strategy S. For integers i and j let mi] "= I_e:-i/i2j. Let ,5: be the sequence consisting of rely copies of e 1, followed by m2j copies of e 2, followed by m3j copies of e3; .... Let S be obtained by catenating $1, $2 ..... We now bound prob(T > t) for t 6 ~. Let io 6 N be such that e i~ < Eo = E[X] < e i~ set Mj = ~i>_1 mij el, and letjo be such that Ej<_jo Mi <_ t < ~:<_:o+1 Mj.
LEMMA 2.
(a) jo > ln(6t(e -1)/rc2e2). for some constants cl and c 2. Here, the first inequality follows from the definition of mij, the fourth inequality follows from part (a), and the last inequality follows from the fact that Eo > e i~ [] Theorem 4 is now a direct consequence of parts (b) and (c) of the preceding Lemma.
