In describing a dynamical system, the greatest part of the work for a theoretician is to translate experimental data into differential equations. It is desirable for such differential equations to admit a Lagrangian and/or an Hamiltonian description because of the Noether theorem and because they are the starting point for the quantization. As a matter of fact many ambiguities arise in each step of such a reconstruction which must be solved by the ingenuity of the theoretician. In the present work we describe geometric structures emerging in Lagrangian, Hamiltonian and Quantum description of a dynamical system underlining how many of them are not really fixed only by the trajectories observed by the experimentalist.
Introduction
When dealing with the description of a dynamical system in terms of differential equations,if we want to avoid the dry kind of approach: "Let M be a smooth manifold, and Γ a vector field on M ", we should consider where this manifold comes from, how a vector field happens to exist on it and what is the relation of this vector field with the observation of an experimentalist. This analysis is an essential part of the work of a theoretician. Interestingly enough, this point of view is already contained in one of Aristotele's observations ( [1] ):
Now, the path of investigation must lie from what is more intimately cognizable and clear to us, to what is clearer and more intimately cognizable in its own nature [...] So we must advance from the concrete data when we have analysed them [...] So we must advance from the concrete whole to the several constituents which it embraces [...] Accordingly, we want to start with "what is more intimately cognizable and clear to us" in order to describe the dynamics of a generic dynamical system, that is, we want to start from a set of trajectories on some configuration space Q extracted from experimental data. We avoid here an epistemological digression about the construction of the configuration space from experimental data, and we refer to ( [2] ) for a detailed discussion.
In section 2 we recall the main points of the construction of differential equations (in general implicit) from the set of experimental trajectories. In doing so, we shall see how the carrier manifold for the differential equation is something we should actively build out of experimental data, and not something that is there from the beginning. Then, assuming the resulting differential equation to be an explicit differential equation 1 , we pass to analyse the process of "tensorialization" of the Lagrangian and Hamiltonian description of the dynamics. Specifically, in section 3 we consider the Lagrangian picture of classical mechanics, while in section 4 we deal with the Hamiltonian picture. The tensorial characterization of the Lagrangian and Hamitlonian pictures allows us to clearly recognize the possibility of alternative Lagrangian and Hamiltonian descriptions for the same dynamical systems. Furthermore, we comment on the possibility of exploiting alternative tangent bundle structures on the same carrier manifold in order to obtain a Lagrangian descritpion for dynamical systems that are not of second order with respect to a given tangent bundle structure. This could be particularly relevant in all of those situations in which it is necessary to reparametrize a given dynamics in order to obtain a complete vector field (e.g., the Kepler problem, see [3, 4] ). In section 5, we recall how the existence of alternative, nonlinearly related symplectic vector space structures on the same set allows for the definition of alternative and nonlinearly related quantum descriptions in terms of Weyl systems (an important example is provided by the so called f-oscillators, [5] ).
Differential equations from experimental data
We model the set S of observed trajectories as the set of curves over some configuration space subject to suitable regularity conditions:
In general, curves in S intersect each others and we need to discriminate between intersecting curves if we want them to arise as solutions of first order differential equations. Essentially, we want to "lift" our curves from Q to a larger manifold where curves do not intersect anymore and may, possibly, be described as solutions of first order differential equations. According to the results in [2] , if we restrict our attention to Newtonian-like systems, that is, dynamical systems described by second order differential equations, on the configuration space, it is in general sufficient to lift the trajectories of the system from Q to the tangent bundle TQ to separate them. If this is not the case, that is, if trajectories lifted to the tangent bundle still intersect each other, successive lifting are not allowed because they will produce equations of motions of order greater than 2. Thus, in such a situation, one has to look for other ways to separate trajectories ( [2, 6] ). More likely, trajectories furnished by the experimentalist belong to different dynamical systems, for instance they could be particles with different mass, different charge, different spin or some other characteristic property.
Let us limit our attention to the situation where the set
is a set of non-intersecting trajectories on TQ. It is worth noting that, in general, the set tS may not coincide with the whole TQ. In any case, it will be required to define a submanifold instead of just a subset of TQ, if it does not coincide with the whole TQ,
In order to find the differential equation, it is possible to construct the set
We require again that we are dealing with a submanifold of TTQ
and, when some regularity conditions are satisfied ([2] chapter 6), it may happen that Σ is the image of a second order vector field
This means thatγ(t) andγ(t) in equation (4) are given by the components of a second order vector field over TQ. In this case it is possible to write the equations of motion for the dynamical system under investigation in the explicit form:
where (q, v) are coordinates on TQ. In physics it is found convenient to ask for a description of the equations of motion in terms of some suitable function, both to be able to exploit Noether's theorem and to deal with quantization procedures. In this regard, two possibilities have proven to be quite satisfactory: the Lagrangian and the Hamiltonian pictures. In the former case, the function, also called the Lagrangian function, is a real-valued function L | TQ → R on the tangent bundle of the configuration space Q giving rise to the following differential equations on TQ, the so called Euler-Lagrange equations:
They are clearly implicit differential equations. Indeed, by expanding the time derivatives, one has:
, where it is clear that the equation may be reduced to an explicit one only if the matrix ∂ 2 L ∂v i ∂v j is invertible, that is, if the Lagrangian is non-degenerate. From the geometrical point of view, the specific form of these equations requires the carrier space to possess a tangent bundle structure 2 . In the latter case the function is a real-valued function on the cotangent bundle H | T * Q → R, also called the Hamiltonian function, giving rise to Hamilton equations:
Quite clearly, these equations are always explicit differential equations, independently of the form and properties of H . As we will explain later in this section, in this Hamiltonian case, the fundamental geometrical structure is the so called Liouville one form, θ, which defines the partial linear structure of the cotangent bundle in a canonical way ( [12] ) and whose differential is the canonical symplectic form ω on the cotangent bundle T * Q, that is, a closed, non-degenerate 2-form on T * Q. In a coordinates system (q, p) adapted to the cotangent bundle structure of T * Q, the Liouville one form reads θ = p j dq j , while the symplectic form reads ω = dp j ∧ dq [25, 24] 
Dynamical systems and geometrical structures:
Lagrangian picture
A great boost in our understanding of the Lagrangian and Hamiltonian formalisms mentioned above came when a tensorial characterization of the fundamental geometric structures underlying these descriptions of the dynamics was achieved. Regarding the Lagrangian formulation of dynamics, a necessary step in the "tensorialization" process is a tensorial characterization of the structure of tangent bundle and second order (Newtonian-like) vector fields (as given for instance in ( [17] )). Essentially, given a smooth manifold of dimension 2n, say M, a tangent bundle structure for M is encoded in the following two objects:
• a (1, 1) tensor field, say S, such that S 2 = 0, Ker S = Im S and N S = 0, where N S denotes the Nijenhuis tensor associated with S ([14] section 2.4);
• a partial linear structure ∆ (see definition 3.15 at page 158 in [12] ), whose critical points constitute a smooth submanifold of M of dimension n, and such that L ∆ S = −S and S(∆) = 0.
We do not give a proof of the theorem for which we refer to [17] . However, the condition Ker S = Im S tells us that M is even-dimensional and then the whole proof is based on the construction of an atlas over M in which S and ∆ take, in a local chart of such an atlas, their "canonical" form:
where the q j 's may be then interpreted as configuration-like coordinates, while the v j may be interpreted as velocity-like coordinates, and we have M ∼ = T Q. Then, it is clear that the only diffeomorphisms preserving the given tangent bundle structure encoded in ∆ and S are all those diffeomorphisms Φ : M → M that are the tangent lift T φ of some diffeomorphism φ : Q → Q. Locally, these diffeomorphisms may always be written as:
In this sense, S and ∆ represent the tangent bundle structure and identify the subgroup of diffeomorphisms which preserve them both.
In this framework, a second order (Newtonian-like) vector field Γ on TQ ∼ = M is defined as a vector field the integral curves (on TQ ∼ = M) of which are tangent lifts of curves on the base manifold Q. It is easy to see that, in every coordinate system (q, v) which is adapted to the tangent bundle structure on TQ ∼ = M encoded in S and ∆, the second order (Newtonian-like) vector field Γ can be written as:
From this it is possible to give a purely tensorial description of a second order vector field in terms of S and ∆ as follows
This tensorial characterization of second order (Newtonian-like) vector fields allows us to immediately see what happens to the second order vector field Γ when we perform arbitrary transformations on the manifold M ∼ = TQ. Consequently, let us consider a diffeomorphism φ : M → M which is not necessarily adapted to the tangent bundle structure on M encoded in S and ∆. Since φ is a diffeomorphism, it is possible to transform Γ by means of φ to obtain another vector field on M. Then, we may look at what happens to equation 14 under the action of φ obtaining:
This equation is interpreted as the SODE condition for the "transformed" field, φ * Γ with respect to the "transformed" tangent bundle structure given by φ * S and φ * ∆. From this, it follows that an arbitrary transformation on M will transform our vector field into a vector field which is still a second order vector field, but, in general, with respect to another alternative tangent bundle structure on M. In particular, when φ is a symmetry for Γ, that is, if φ * Γ = Γ, we obtain:
which means that the vector field Γ itself is a second order vector field also for the alternative tangent bundle structure given by φ * S and φ * ∆. The notion of second-order vector field, together with the tensorial characterization of the tangent bundle structure encoded in S and ∆, allows to give a tensorial formulation of the Euler-Lagrange equations. Given the Lagrangian function L, we define the 1-form:
where d S is defined as d S := S • d according to formula (2.4.12) at page 170 [14] , and its action on functions reads S • d. The one-form θ L is a semi-basic form on TQ, and its coordinate expression in a coordinates system (q, v) adapted to the tangent bundle structure of TQ reads:
Now, we may introduce the so-called Lagrangian 2-form:
This is a closed 2-form on TQ, and we may consider the equation:
where Γ is a vector field on TQ and 
Furthermore, it is easy to see that, in a coordinates system (q, v) adapted to the tangent bundle structure of TQ, equation (21) acquires the usual Euler-Lagrange form:
Now that we have a tensorial formulation of Euler-Lagrange equations, we may consider some diffeomorphism φ on M ∼ = TQ and look at the "transformation properties" of Euler-Lagrange equations. We will do it by looking at how the differential 1-form on the left hand side of (21) changes by taking its pull-back trough the diffeomorphism φ. By using theorem 7.4.4 at page 413 and proposition 7.4.10 at page 416 in [18] , and by using the Cartan's identity for the Lie derivative, we have
Again, if φ is the tangent lift of a diffeomorphism on Q (i.e., φ = T ϕ for some ϕ : Q → Q), and when it is a symmetry for Γ (i.e., φ * Γ = Γ), we obtain different Lagrangian descriptions for the same dynamical system. For a complete geometrical characterization of alternative Lagrangian descriptions we refer to ( [14] ). 4 Nondegenerancy of ω L is equivalent to det(
Remark 3. Until now, we have always started with a vector field which is of second order with respect to some tangent bundle structure on M. However, we may think of starting with a generic vector field which is not a second order one and ask if and how it is possible to "transform" it into a second order one with respect to some yet undetermined tangent bundle
. When this is not the case, a careful analysis of the given situation is needed since, in general, we are in the presence of the description of a physical system in terms of fair implicit differential equations.
structure on M (if it exists).
In particular, given a vector field Γ over the tangent bundle of some configuration space Q, say M ∼ = TQ, characterized by S and ∆, we may ask if it is possible to endow M with an alternative tangent bundle structure which makes the given vector field into a second order one. We will now write down some simple examples of such a situation in a coordinate-dependent fashion, postponing a tensorial analysis to a future work.
Example 1. Example Let us consider a configuration space
Q ∼ = R. Then TQ ∼ = TR ∼ = R 2 .
Consider a coordinatization (q, v) over TQ and the vector field:
where f is a nowhere vanishing function and [3] ). Now, consider a diffeomorphism:
then we can transform Γ through φ −1 :
Looking at the previous expression, in order to obtain a second order vector field, we need a diffeomorphism such that:
It is easy to see that if we consider the following diffeomorphism:
which is a second order vector field with respect to the tangent bundle structure characterized by:
Example 2. Example Now, let us consider the following vector field on TR:
where ω is a constant of the motion for Γ. This is again a reparametrized vector field with a reparametrization function which is a constant of the motion. Consider, again a diffeomorphism:
and let us evaluate the following vector field:
then it is a matter of direct computation to show that, if one takes:
which is a second order vector field with respect to the tangent bundle structure given by:
and which represent an harmonic oscillator of frequency ω, where the frequency is a constant of the motion, it is an example of f-oscillator (see [5] ).
Example 3. Example Now, let us consider the following vector field on TR:
Γ = q ∂ ∂q (37)
By means of a diffeomorphism, as in the previous two examples, one has:
Here, it is easy to show that if one takes the following diffeomorphism:
with df ∧ dq = 0, then:
which is, again, a second order vector field with respect to the alternative tangent bundle structure characterized by: 
Dynamical systems and geometrical structures: Hamiltonian picture
As said before, in the Hamiltonian formalism, the fundamental geometric structure is the Liouville 1-form, θ 5 , whose differential is the canonical symplectic form ω on the cotangent bundle T * Q, that is, a closed, non-degenerate 2-form on T * Q. Once we have ω and the Hamiltonian function H , we may always write the equation
where X H is a vector field on T * Q. Unlike the Lagrangian setting, the 2-form ω is always nondegenerate, and thus the previous equation has a unique solution X H which is called the Hamiltonian vector field associated with H . It is immediate to check that X H is such that L X H ω = 0, and that, in a coordinates system (q, p) adapted to the cotangent bundle structure of T * Q, equation (42) "becomes" Hamilton equations:
Furthermore, it is important to note that ω is independent of the Hamiltonian function H . It has a "kinematical" character, it is canonically defined on any cotangent bundle independently of any possible dynamics. This is clearly in contrast with what happens in the Lagrangian setting where the Lagrangian 2-form ω L always depends on the Lagrangian function L. In some sense L has both "kinematical" and "dynamical" contents, while in the Hamiltonian picture the symplectic structure has a kind of "universal" character.
Since ω is a symplectic form, it is invertible, and its inverse is denoted by Λ. We recall that ω defines a base-invariant fiberwise isomorphism between TT * Q and T * T * Q:
then Λ is the inverse of this isomorphism. In a coordinates system (q, p) adapted to the cotangent bundle structure of T * Q, we have Λ = 
Clearly, once we have Λ and H it is immediate to check that equation (42) may be alternatively written as [12] ). If Λ is the inverse of some symplectic form ω, then [Λ, Λ] = 0 is automatically satisfied, but not every Poisson tensor comes from a symplectic form. Indeed, it would be possible to have a Poisson bi-vector field which is not invertible, and thus, which is not the inverse of a symplectic form. This is the case, for example, of the canonical Poisson bi-vector field on the dual of the Lie algebra of a Lie group. As an example, consider the Lie algebra g of a finite-dimensional Lie group G, and the dual g * of g. The elements in g may be identified with the linear functions on the vector space g * by means of the map a → f a where a is in g and f a is the linear function on g * given by
for every ξ ∈ g. Since the differentials of the linear functions on the vector space g * generate the module of differential one-forms on g * , we may define a bi-vector field Λ by
where [ , ] denotes the Lie product in g, and extending Λ by linearity. Then, the fact that the bi-vector field Λ satisfies [Λ, Λ] = 0 essentially follows from the fact that [ , ] satisfies the Jacobi identity (see [12, 19] ). Furthermore, it is easy to see that Λ is in general not invertible (for instance when g is the Lie algebra of the unitary group U(H) of some finite-dimensional complex Hilbert space H). Note that equation (42) is well-defined not only on the cotangent bundle T * Q of some configuration space Q, but may be defined on any symplectic manifold in the sense that if M is any 2n-dimensional smooth manifold endowed with a symplectic form ω, then, it always makes sense to define the Hamiltonian vector field associated with a given Hamiltonian function according to equation (42), for instance, on the 2-dimensional sphere. Furthermore, equation (46), as we have already remarked, makes sense in an even more general context because M needs not be even-dimensional in order for a Poisson bivector Λ to exists on it. Now, let us consider a Hamiltonian vector field system with respect to the symplectic structure given by Ω. Let us consider a diffeomorphism φ | M → M. It is immediate to check that (42) changes equivariantly in the sense that φ * Ω is another symplectic form on M, and φ * X H is the Hamiltonian vector field associated with φ * H by means of φ * Ω. If φ is a symmetry for our Hamiltonian vector field (that is, φ * X H = X H ), then, we set Ω φ := φ * Ω, and we define the (1, 1) tensor field associated with φ and the initial symplectic form
Since Ω and Ω φ are invariant with respect to X H , it follows that T φ is also invariant. Then, according to [14] (formula (2.4.12) at page 170), it is possible to define the T -differential, say d T which acts on functions as T • d. Now, given a smooth constant of the motion for our Hamiltonian field, that is, a smooth function f such that L X H f = 0, it is possible to define the following closed 2-form on
It is immediate to check that ω f is invariant with respect to X X , indeed
If ω f is nondegenerate (i.e., symplectic), this is equivalent to i X H ω f being a non-zero closed 1-form. It may happen that i X H ω f is actually exact (for instance if M is contractible), in which case we obtain another Hamiltonian description of X H with respect to another symplectic form and another Hamiltonian function. It is worth noting that this procedure may be iterated, that is, out of any constant of the motion one may construct an invariant 2-form which, if non-degenerate, is a new, alternative, symplectic form. Moreover, consider two of such symplectic forms, say ω 1 and ω 2 , and consider the two associated Poisson braket. If their sum is again a Poisson braket, then the two symplectic structure are compatible in the sense of Magri 6 that is, the recursion operator N = ω 2 ω 1 may have n simple eigenvalues which may turn out to be n functionally independent constant of the motion in involution and thus, by Arnold-Liouville theorem, the Hamiltonian, with respect both the symplectic structures, field is also completely integrable.
To resume, starting with a symplectic structure, an Hamiltonian and a symmetry for the corresponding Hamiltonian vector field which is not a canonical symmetry, it is possible to construct, in principle, other symplectic forms that provide an alternative description of the same Hamiltonian field. Moreover, under suitable conditions, they are compatible in the sense of Magri and thus guarantee the complete integrability of the Hamiltonian system (See also [20] ).
Dynamical systems and geometrical structures: Quantum systems
The existence of alternative symplectic structures invariant under the infinitesimal action of a dynamical vector field allows for the existence of alternative quantum descriptions as it may be shown by means of the Weyl formalism. The subject of this section is to briefly review how these alternative quantum descriptions arise. For this purpose, we need to recall what Weyl systems are. Let us consider a symplectic vector space (V, ω), and a complex, separable Hilbert space say H. A Weyl system is a map from V to the group U(H) of unitary operators over H
such that
so that
which means that the operators associated with elements in the same Lagrangian subspace 7 of (V, ω) commute. Furthermore, W is required to be strongly continuous, that is, it must hold that
where || · || sup is the sup norm on the Banach space of linear operators over H, OP(H). From equation (53), it follows that when z and z are in the same one-dimensional subspace of V, that is, z = az for some a ∈ R, then:
that is, W (az) is a one-parameter group of unitary operators labelled by the parameter a ∈ R.
Being W strongly continuous, the Stone-Von Neumann theorem implies that
for some (possibly unbounded) self-adjoint operator G. Thus, equation (54) may be written as
from which we recognize Weyl commutation relations. If {φ t } t∈R is a one-parameter group of symplectomorphisms, then we can define:
This is a one parameter group of unitary transformations which may be represented as a similarity transformation by means of a one-parameter group of automorphisms on the space of operators, namely {φ t }:
where H is the infinitesimal generator derived by Stone-Von Neumann theorem. In some cases, φ t may arise as the flow associated with the dynamical evolution generated by a linear vector field Γ on V. At this point, it is impossible not to recall von Neumann's theorem. This theorem states that Weyl systems do exist for any finite-dimensional symplectic vector space V, and provide an explicit realization for both W and the Hilbert space H. Specifically, V is decomposed (in a not unique way) into the direct sum of Lagrangian subspaces 8 , V = L 1 ⊕ L 2 , and we define U =: W | L 2 and V =: W | L 1 . Then, the Hilbert space H is realized as the space H = L 2 (L, d n x) of square-integrable complex functions with respect to the translationally-invariant Lebesgue measure on the Lagrangian subspace L 1 . Finally, the Weyl system is realized as follows:
where z 1 , x ∈ L 1 and z 2 ∈ L 2 . Setting z 1 ≡ q and z 2 ≡ p, the infinitesimal generators of U (z 1 ) and V (z 2 ) are:
The definition of Weyl system, as well as its explicit realization given by von Neumann's theorem, depends on both the linear structure and the symplectic form ω on V. Specifically, von Neumann's theorem states that the realizations of a Weyl system on the Hilbert spaces of square-integrable functions on different Lagrangian subspaces of the same symplectic vector space are unitarily related. This means that every invertible smooth map φ from V to itself such that it preserves the given linear structure and symplectic bilinear form ω on V, will give rise to a unitary transformation between the von Neumann realization of (V, ω) on the space of square-integrable functions on the Lagrangian subspace L with respect to the Lebesgue measure on it, and the von Neumann realization of (V, ω) on the space of square-integrable functions on the Lagrangian subspace φ(L) with respect to the Lebesgue measure on it. This result clearly depends on the fact that we fix the linear structure as well as the symplectic form on V. Consequently, if alternative linear structures and alternative symplectic forms are given on the same set V, we obtain alternative Weyl systems as well as alternative realizations of Weyl systems in terms of the von Neumann theorem. This instance is thoroughly investigated in [21] , and will be briefly recalled here by means of a concrete example.
Consider a symplectic vector space (V, ω), where V = R 2 with the standard vector space structure, and let (q, p) be Cartesian coordinates adapted to the linear structure of V in which ω takes its canonical form. Next, consider the nonlinear diffeomorphism φ of V to itself given by:
where K is a smooth function, such that K(|q|) + q
∂K(|q|) ∂q
= 0, in order for this to represent a diffeomorphism. We may use (Q, P ) as Cartesian coordinates adapted to a new linear structure on V = R 2 given by the addition operation (Q, P ) + (Q , P ) = (Q + Q , P + P ) and the scalar multiplication operation a · (Q, P ) = (aQ, aP ) with a ∈ R. This new vector space will be denoted by V φ . Note that the vector space structure on V φ may be described in the old vector space V by the following addition and scalar multiplication operations expressed in the old coordinates:
where + and · are the addition and scalar multiplication operations on V φ . Then, we may take ω φ to be the symplectic bilinear form on V φ which takes its canonical form with respect to (Q, P ) and define the symplectic vector space (V φ , ω φ ). Note that the symplectic vector spaces (V, ω) and (V φ , ω φ ) are nonlinearly related by means of φ. Now, we build the Weyl system associated with (V, ω) by selecting the Lagrangian subspace L = span{ (q, 0) } endowed with the Lebesgue measure dµ = dq, so that the Hilbert space of the von Neumann representation is L 2 (L, dq). The operators U and V are then defined by:
whose generators turn to bex = q andπ = −i , so that the Hilbert space L 2 (L, dq) "arises" as the Fock space generated by:
with n = 0, 1, 2, ..., n, ... and where |0 is the vacuum state annihilated byâ. Similarly, we build the Weyl system associated with (V φ , ω φ ) by selecting the Lagrangian subspace L = span{ (Q, 0) } endowed with the Lebesgue measure dµ = dQ, so that the Hilbert space is L 2 (L , dQ) and the operators U and V are given by:
whose generators turn to bex = Q andπ = −i ∂ ∂Q with canonical commutation relations on the Hilbert space L 2 (L , dQ). Again, we may build creation and annihilation operatorŝ
, so that the Hilbert space L 2 (L , dQ) "arises" as the Fock space generated by:
with N = 0, 1, 2, ..., n, ... and where |0 φ is the vacuum state annihilated byÂ. Note that we may realize the operator V (β) on the Hilbert space L 2 (L, dq) where it implements translations with respect to the addition operation + φ :
Now, we note that the Lagrangian subspaces L and L coincide because they are the subspaces characterized by p = P = 0. However, since the linear structure on V is nonlinearly related with the linear structure on V φ , it follows that the Lebesgue measures on L and L are no longer linearly related, and thus square integrable functions with respect to one measure need not be square integrable with respect to the other. In particular, we may obviously look atx andπ as linear operators on both L 2 (L, dq) and L 2 (L , dQ) because L and L are the same subsets of R 2 , however, it turns out thatx is self-adjoint on both the Hilbert spaces, whileπ is self-adjoint only on L 2 (L, dq). Consequently, the algebra "generated" by the operatorsx,π, I together with their adjoints on L 2 (L, dq) is actually a C * -algebras, while that generated byx,π, I together with their adjoints on L 2 (L , dQ) is not (see [21] for more details). From this discussion, it should be clear that, in the construction of Weyl systems and their associated von Neumann realizations, it should be explicitely stated the relevant assumption regarding the existence of a specific (and fixed) symplectic vector space structure on V. Furthermore, it should be clear that, whenever alternative symplectic vector space structures are available at the same time, we may face a particularly rich situation in which nonlinearly related formulations of quantum mechanics are possible.
Conclusions
The description of a physical system by means of a vector field Γ on some carrier manifold M is something which we should arrive at, rather than to start with. Experimental data provide us with trajectories on some configuration space, and it is part of the job of a theoretician to extract a differential equation out of them. As we have argued in section 2, in general it is possible to pass from the experimental trajectories to an implicit differential equation. This is a subset (hopefully a submanifold) of some carrier space M which has to be built out of the experimental data. In this case, obtaining a solution to the inverse problem of the dynamics, that is, finding a Lagrangian or Hamiltonian description of the given physical system, is particularly difficult. Some comments on this situation are given in appendix A. However, in some cases it is possible to pass from the experimental trajectories to an explicit differential equations the solutions of which are (appropriate lifts of) the trajectories we started with, and we obtain a vector field Γ on the carrier manifold M.
After explaining the main points necessary to the construction of Γ from experimental trajectories, we passed, in sections 3 and 4, to analyse the process of "tensorialization" of the Lagrangian and Hamiltonian description of the physical systems associated with Γ. In this way, it is possible to single out the qualitative features that characterize a given picture of Classical Mechanics, and the possibility of obtaining alternative Lagrangian or Hamiltonian descriptions for the same physical systems is clearly enlightened. In the Lagrangian picture, the carrier manifold M turns out to be diffeomorphic to the tangent bundle TQ of the configuration space Q, and, once the tangent bundle structure is fixed, alternative Lagrangian descriptions are usually obtained by means of the construction (if possible) of alternative Lagrangian functions for the same vector field Γ on M ∼ = T Q ( [14] ). However, once the tangent bundle structure of M is "tensorialized" in the couple (S, ∆) as it is recalled in section 3, we pointed out that it is also possible to change the tangent bundle structure of M so that the same vector field Γ becomes a second order vector field for an alternative tangent bundle structure, and thus the possibility of a Lagrangian description of Γ with respect to this alternative tangent bundle structure has to be investigated. This instance can also be read from the opposite point of view. Specifically, we may look for a tangent bundle structure on M (if possible) in which Γ is a second order vector field admitting of a Lagrangian description. Furthermore, in some cases it could be necessary to reparametrize Γ in such a way that it becomes a complete vector field (e.g., the Kepler problem), and this reparametrization would in general make the reparametrized vector field no longer second order with respect to the "old" tangent bundle structure so that a Lagrangian description for the reparametrized vector field is not possible. However, we may ask if there is an alternative tangent bundle structure on M with respect to which the reparametrized vector field is a second order vector field so that search for a Lagrangian description for the reparametrized vector field in the "new" tangent bundle structure is meaningful. At the end of section 3 we provided some simple examples where this program can be succesfully followed, and we plan to take on a more systematic analysis of this instance in future works.
In section 4, we applied the "tensorialization" process to the Hamiltonian picture of dynamics. In this case, we showed how the diffeomorphism invariance of the tensorial description allows us to obtain alternative Hamiltonian descriptions associated with symmetries and constants of the motion. Specifically, let Γ be the dynamical vector field , which is assumed to be the Hamiltonian vector field of some Hamiltonian function H with respect to the symplectic form ω. If φ : M → M is a diffeomorphism which is a symmetry for the dynamics (φ * Γ = Γ), we may form the symplectic form ω φ = φ * ω and the (1 − 1) tensor field T φ = Λ • ω φ . Clearly, both ω φ and T φ are invariant with respect to Γ. Then, if f is a constant of the motion for the dynamics (Γ(f ) = 0), we have that
is a two-form which is invariant with respect to the dynamical vector field Γ. When ω f is non-degenerate, it provides us with an alternative Hamiltonian description for Γ as the locally Hamiltonian vector field for the closed one-form i Γ ω f .
In section 5, we recalled the deep connection between alternative symplectic vector space structures and alternative Weyl systems leading to alternative quantum descriptions and alternative commutation relations. Indeed, a Weyl system is a map from a symplectic vector space (V, ω) to the group of unitary operators on some Hilbert space satisfying additional properties (see section 5 for details). Consequently, the existence of alternative linear structures and alternative symplectic structures on V gives rise to an alternative structure of symplectic vector space on V and to an alternative realization of the Weyl system by means of von Neumann's theorem. According to the discussion in section 4, alternative symplectic structures may be "dynamically" obtained starting with a (linear) vector field on V thus showing how to pass from classical-like trajectories to the quantum commutation relations encoded in the infinitesimal generators of the Weyl system. Furthermore, the coexistence of nonlinearly related alternative symplectic vector space structures implies the coexistence of nonlinearly related alternative formulations of quantum mechanics, together with the coexistence of nonlinearly related alternative procedures of second quantization ( [22] ).
We can say that Euler-Lagrange equations force us to work with a Lagrangian submanifold of TT * Q, while, on the one hand, we saw in section 2 how experimental data would naturally lead us to build a submanifold of TTQ. Consequently, the following question is unavoidable: how can these two seemingly uncompatible instances be related? The essential difficulty is due to the absence of a natural, "pre-existing", symplectic structure on TTQ. To be able to formulate the inverse problem for the submanifold of TTQ we construct out of the trajectories on Q, we would need a map:
so that we would be able to map the submanifold of TTQ, that we constructed out of trajectories, onto a submanifold of TT * Q by means of the tangent map T φ:
It may happen that the Lagrangian function itself could provide us with the map φ by means of the fiber derivative
This map coincides with the map defined by the following diagram:
By means of the fiber derivative, the canonical symplectic structure Ω = dp i ∧ dq i and its potential θ = p i dq i on T * Q can be pulled-back on TQ to obtain
By means of its tangent map, T F L, the symplectic structure on TT * Q and its potential,Ω andθ, can be pulled-back on TTQ:θ
Note that, in general, Ω L andΩ L are no longer symplectic form because they may present a kernel which depends on L.
In conclusion, the Lagrangian plays a double role within the formulation of the inverse problem for implicit differential equations. First, it defines a Lagrangian submanifold Σ of TT * Q, which represents the Lagrangian formulation of the dynamics. Second, it allows for the definition of a fiber derivative F L which, if suitable regularity conditions on L are satisfied, would make it possible to impose that the pre-image of Σ through T F L coincide with the submanifold of TTQ on which the experimental data naturally live. See also section 2.1 in [25] for another discussion about the inverse problem for implicit differential equations.
