Learning-based models that capture travelers' day-to-day learning processes in repeated travel choices could benefit 2 from ubiquitous sensors such as smartphones, which provide individual-level longitudinal data to help validate and 3 improve such models. However, the common problem of missing initial observations in longitudinal data collection 4 can lead to inconsistent estimates of perceived value of attributes in question, and thus inconsistent parameter esti- 
INTRODUCTION
problems (e.g., Berry et al., 1995; Brownstone, 1991; Fernández-Antolín et al., 2016; Guevara, 2010; Guevara and 23 Polanco, 2016; Heckman, 1978; Schenker and Welsh, 1988) . The endogeneity problem this paper tackles can be 24 classified within the third group, a special case in which endogeneity arises because the researcher has an incorrect 25 measure of the attributes of the alternatives perceived by the decision makers.
26
Solving the initial observation problem for dynamic panel data discrete choice models is known to be a 27 difficult task. Most existing studies deal with first-order Markov process where the dependent variable is only lagged 28 once. The major focus of these studies is that the initial condition is not exogenous due to correlation of error terms 29 over time. Therefore, if there is no serial correlation, first-order Markov process model would not suffer from the 30 problem. For example, Heckman (1981) and Lee (1997) examined the problem of initial conditions in a time-discrete 31 data stochastic process when serially correlated unobservable variables generate the process. Correction methods
32
were proposed and tested with Monte Carlo experiments. More of such studies can be found in the reference list (e.g. 33 Blundell and Bond, 1998; Carro, 2007; Honore and Kyriazidou, 2000; Wooldridge, 2005) . In the learning models 34 for travel choice, a current decision depends on the entire history of past experience, defined as a Polya process in 35 Heckman (1981a) . The complete history dependence makes the initial condition problem more challenging than those 36 in the existing studies. The model will suffer from the initial observation problem even without serial correlation. To 37 the best of our knowledge, no solution has been developed to date.
38
In this paper, the proposed method is based on noting that the likelihood function of this problem can be 39 written as a sequence of integrals over the conditional distribution of the possible choices on the missing days. This 40 multifold integral is then maximized using a variation of the maximum simulated likelihood (MSL), which is described 41 in detail by Train (2009) . The MSL numerical estimation method has reached great popularity in the past 15 years, 42 thanks to the significant improvement in computational power. This method has been mainly used for the estimation 43 of Logit Mixture models aimed to account for random coefficients or different error component. The application of 44 the method in this paper is different from the usual ones, although all the conditions for consistency described in Train domly draws a set of missing choice sequences following the learning model and a simple average of the simulated 1 choice probabilities is used in the simulated likelihood. This sampling method is expected to suffer from the curse 2 of dimensionality as the number of missing days grows. To overcome this limitation, the MSL importance sampling 3 (MSLis) method is proposed. It can be seen as a variation of the kernel conditional density nonparametric estimator 4 proposed by Rosenblatt (1969) and enhanced by Hyndman et al. (1996) . In this case, instead of randomly simulating a 5 large enough number of missing choice sequences to evaluate the Logit Kernel function, a small number of sequences 6 with high probability of occurrence are sampled and the kernel, conditioning on the said probability are evaluated.
7
The main contribution of this paper is that a practical and theoretically sound correction method is developed 8 and assessed to address the endogeneity problem due to missing initial observations in learning models with complete 9 history dependency. To the best of our knowledge, the stated problem is tackled for the first time. Two sampling 10 methods are proposed for the correction method, with the aim of avoiding the problem of the curse of dimensionality 11 that arises as the number of missing days grows. The sample bias and effectiveness of the proposed method is inves-12 tigated using a learning model proposed in recent literature (Tang and Gao, conditionally accepted) where perceived 13 attribute values are non-linear functions of a memory decay parameter. The suitability of the proposed method is con-14 firmed using Monte Carlo experimentation on synthetic data, and its applicability is demonstrated using a laboratory 15 experimental dataset.
16
The remainder of the paper is organized as follows. The next section introduces the instance-based learning 
AN INSTANCE-BASED LEARNING MODEL FOR TRAVEL CHOICE

22
The IBL model developed by Tang and Gao (conditionally accepted) is utilized to investigate the finite sample bias 23 and effectiveness of the proposed methods in correcting the endogeneity problem due to missing initial observations, 24 since: (1) The model is developed based on mainstream psychological findings of the power law of forgetting and 25 reinforcement and is shown to be able to capture various psychological effects that reside in travelers' repeated choice 26 behaviors (Anderson and Schooler, 1991; Gonzalez et al., 2003; Newell and Rosenbloom, 1981; Rubin and Wenzel, 27 1996; Wickelgren, 1976) . (2) Learning in the IBL model resides in the nonlinear memory decay parameter and is 28 based on complete history. The complexity of the model presents challenges to the effectiveness and efficiency of 29 the proposed method. For illustrative purpose, in this study the IBL model is introduced within a repeated binary 30 route-choice context.
31
A traveler n chooses one alternative from a choice set with two alternatives on each day t from day 1 to 32 K. Each alternative has an underlying random travel time whose realizations are independent from day to day, and 33 independent across alternatives. The traveler experiences the realized travel times of the chosen alternative on a given 34 day, and has no knowledge of the realized travel time on un-chosen alternatives. An instance is defined as a past 35 experience of a chosen alternative i on day t and its associated outcome (realized travel time), x i (t ). The realized 36 travel time is not indexed by traveler n, since it is sampled from the nature's process and does not differ depending 37 on who is experiencing it. The index of a past day t ranges from 0 to t − 1, where t = 0 is a special time index 38 of the traveler's initial perception of the alternative prior to her first experience. The traveler's initial perception is 39 unobserved and reasonable assumptions can be made to represent its value, e.g., free flow travel time or a personal 40 trip planner's information (such as Google Maps). An instance is stored in the declarative memory of the traveler, and 41 its activation decays over time following a power law. Specifically, on day t, its activation is weight of an instance in the traveler' s memory is directly related to its activation.
45
Eq.
(1) shows the weight of the experience from a past day t for traveler n, where the denominator is the 46 summation of activations over all past experiences on alternative i. The binary indicator a ni (t) indicates whether traveler n chose alternative i on day t. By definition a ni (0) = 1, ∀i. The weight function shows that recency and 48 frequency jointly define the weight, i.e. more recent and frequent experienced travel times are more active in memory.
where t : index of the current day, t = 1, . . . , K t : index of a previous day, t = 0, . . . , t − 1 w ni (t , t) : weight of the experienced travel time on day t for the perceived travel time on day t for alternative i, traveler n d : decay parameter that captures the rate of forgetting, d > 0 a ni (t ) : a binary indicator. It is 1 if traveler n chose alternative i on day t and 0 otherwise On day t, the perceived travel time of alternative i is the weighted average of experienced travel times of all past days when alternative i is experienced, shown in Eq. (2). It depends on the entire choice history {a ni (1), . . . , a ni (t− 1)}.
where b ni (t) : perceived travel time of alternative i on day t for traveler n x i (t ) : realized travel time of alternative i on day t , t = 0, . . . , t − 1
Eq. (3) shows the utility function with the parameter vector φ = {d, β time , α}, where the random residual ε is assumed to be i.i.d. Gumbel distributed. The systematic utility is linear in the perceived travel time b ni (t) that varies from day to day and other attributes z i of the alternative that are constant over time (e.g., bus fare and number of traffic lights). It is straightforward to extend the utility function to include other attributes that vary from day to day, such as perceived fuel consumption or perceived crowdedness of public transit. Eq. (4) and Eq. (5) specify the choice probability of choosing path 1 and log-likelihood of observing all travelers' choice sequences from day 1 respectively. The binary network assumption can be generalized to a larger number of alternatives, where issues such as overlapping alternatives and choice set generation need to be addressed.
where U ni (t) : random utility of alternative i for traveler n on day t V ni (t) : systematic utility of alternative i for traveler n on day t β time : coefficient to perceived travel time z i : explanatory variables for alternative i and traveler n that do not vary from day to day α : a vector of coefficients for attributes z i φ : parameter vector, φ = {d, β time , α} ε ni (t) : random residuals that are i.i.d. Gumbel distributed at location 0 and scale 1
where P n (1|t, {1, 2}) : choice probability of path 1 for traveler n on day t
ENDOGENEITY DUE TO MISSING INITIAL OBSERVATIONS
Suppose the data are collected from day C. It is likely that the travelers have already accumulated some experience with the alternatives prior to day C. In such cases, the dataset only contains observations from day C to day K, while those from day 1 to day C − 1 are missing. In this paper, the dataset without missing observations is referred as the full dataset, and that with missing observations is referred as the cutoff dataset. Variables in the cutoff dataset are all denoted with asterisks (*), while those of the full dataset are denoted without asterisks. In this section, the cause of endogeneity due to missing initial observations is derived and the estimation biases are demonstrated.
Cause of endogeneity
The true likelihood of the cutoff dataset is the one shown in Eq. (6). However, this likelihood is impractical to compute because the true perceived travel time b ni (t) cannot be calculated. Recall that for the full dataset, the perceived travel time of alternative i on day t is the weighted average of all past instances (Eq. (2)). Instead of b ni (t), a curtailed version b * ni (t) could be used, resulting in the modified likelihood shown in Eq. (7), where maximization will not retrieve consistent estimators of the model parameters.
To illustrate the problem, consider that the perceived travel time can be written as the sum of the weighted average of the perceived travel time derived from the instances from day 0 to day C − 1 and the perceived travel time derived from the instances from day C to day t − 1 as in Eq. (8).
In the cutoff dataset, an initial perception b IP i is assumed to happen on day C −1 to approximate the perceived travel time prior to day C (it is effectively assumed zero if experiences prior to day C are simply ignored), and the perceived travel time at day t is the weighted average of the initial perception and instances happened from day C to day t − 1 (Eq. (9)). The absolute value of activation of an observed instance (that occurs on or after day C) stays the same as in the full dataset, however it is normalized over a smaller set of instances including the assumed initial perception on day C −1, as shown in Eq. (10). Therefore, the weights of the observed instances are scaled up compared to their true weights in the full dataset.
where w * ni (t , t) : weight of the experienced travel time on day t for the perceived travel time on day t for alternative i traveler n in the cutoff dataset w * ni (C − 1, t) : weight of initial perception on day C − 1 for the perceived travel time on day t for alternative i for traveler n in the cutoff dataset b * ni (t) : perceived travel time of alternative i on day t for traveler n in the cutoff dataset b
IP i
: initial perception of alternative i The discrepancy between the perceived travel time in the cutoff dataset b * ni (t) and that of the full dataset b ni (t) is propagated to the error term, such that the error term in the utility function of the cutoff dataset e ni (t) =
) is correlated to the systematic part of the utility function. Thus, the perceived travel time is the endogenous variable, and the model that omits the missing initial observations can be seen as a model that suffers from a special case of endogeneity due to measurement error.
Experiments based on synthetic data
The impact of the endogeneity problem on parameter estimates is illustrated using synthetic datasets. Since VOT has important policy indication, toll price is included in the utility function as an attribute that is constant over time to exemplify travel cost. VOT is calculated based on the perceived travel time coefficient β time and toll coefficient β cost . The estimator of VOT is used to investigate the effectiveness of the correction method. The true value of the decay parameter d follows its conventional value of 0.5, and the true values of the perceived travel time coefficient β time and toll coefficient β cost are postulated at -0.4 and -1.2 respectively. The underlying travel time distributions are generated following truncated normal distribution. 100 datasets are generated following the true model. For each dataset, 200 sets of 50-day observations are generated. For each set of observations, the travel time of Path 1 follows a normal distribution with the mean uniformly sampled between 10 and 50 and the standard deviation uniformly sampled between 0.1 and 0.3 times the mean. The mean travel time of Path 2 is uniformly sampled between 0.8 and 1.2 times the corresponding mean travel times of Path 1, and the standard deviation uniformly sampled between 0.1 and 0.3 times the mean. The travel time distributions of both paths are truncated at half of its mean travel time to mimic a distribution with a lower bound set by the free flow travel time. The toll price of both paths is uniformly sampled between $0 to $10. Without any other information, the mean travel time of an alternative is the best approximation one can find to use as the initial perception. For simplicity, the decay parameter d is fixed at its true value and only the travel time coefficient β time and toll coefficient β cost are estimated. Unreported Monte Carlo experiments show that the decay parameter d can be retrieved in the full dataset, and in Section 5.3 d is estimated in the empirical dataset. The software R-3.2 is used for both data generation and estimation throught the paper, and Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm is used for likelihood maximization. Table 1 shows the estimation results of the full dataset and cutoff datasets with a variety of number of missing initial observations. The average, percent error from the true value, p-value against the true value, and empirical coverage of each estimate are reported. The empirical coverage is calculated as the percent of the tests among the 100 repetitions where the null hypothesis that the estimator is equal to its true value is accepted with 95% confidence. For the full dataset, the percent errors of the model parameters and VOT are all very small. Both the empirical coverages and p-values suggest the retrieval of the true values with 95% confidence. For the curtailed model, however, all the metrics suggest that the null hypothesis of the retrieval of the true value is rejected even when only 1 observation is missing. Thus, it is concluded that the missing initial observations can cause the endogeneity problem in a learning model and this problem gets more severe as the number of missing observations increases.
MAXIMUM SIMULATED LIKELIHOOD (MSL) METHOD
Realized travel times are assumed observable, since traffic monitoring devices are generally available to obtain travel time measurements. Therefore, the choice histories prior to day C are the only latent variables. The MSL method uses simulation to integrate out the latent variables. The likelihood function of the IBL model with missing observations can be written as a sequence of integrals over the conditional distribution of the possible missing choices. The multivariate integration is carried out numerically through simulation, and an iterative algorithm is utilized to find the maximum simulated likelihood. At each iteration, the log-likelihood function needs to be evaluated for a given trial values of the parameters. A set of choice sequences prior to day C is obtained based on a specific sampling method for the loglikelihood function. The total probability theorem is used to obtain an estimator of the log-likelihood corresponding to the trial values of the paramenters. The consistency of this method can be demonstrated using an approach equivalent to the one described in Train (2009) . The algorithm is described in detail below. As it occurs with other methods to correct for endogeneity in discrete choice models, the proposed MSL method will consistently recover the linear utility coefficients, in general, only up to a scale (Guevara and Ben-Akiva, 2012) . For example, if the utility considers travel time and travel cost of each route, then only the ratio of their coefficients, i.e., the VOT, will be consistently recovered with the proposed method, but not the individual coefficients. Conversely, the decay parameter should be fully recovered because of the nonlinear way in which it defines the normalized weights in Eq.1.
Maximum Simulated Likelihood Algorithm with Random Sampling or Importance Sampling
Given the initial trial values φ 0 , which could be gathered, e.g., from the estimators of the curtailed model.
1. Obtain a choice sequence set Hn for the missing days t = 1 to t = C − 1 for each traveler n following the IBL model. For random sampling, Hn is sampled at each iteration. For importance sampling, Hn is fixed over iterations. 2. For each choice sequence hn ∈ Hn i. For each day t ≥ C, calculate the perceived travel time b ni (t) using the weights w(t , t) and the sampled choices from hn, that is, a ni (τ ) = a hn ni (τ ) for τ < C. ii. Calculate the choice probabilities for the current choice sequence hn for each day t ≥ C as Pn(i|t, {1, 2}, hn) 3. Based on the chosen sampling method, the choice probabilityPn(i|t, {1, 2}) to be considered in the likelihood function is calucated based on Pn(i|t, {1, 2}, hn), ∀hn ∈ Hn. 4. Find new trial values φ k to maximize the following simulated likelihood to retrieve the estimatorsφ:
1−a n1 (t) k = k + 1 to repeat steps 1-4 till convergence. For importance sampling, the set of choice sequences Hn can be re-sampled after enough number of iterations.
The random sampling and importance sampling approaches are proposed to implement the MSL method. The random sampling method follows the simulation approach described by Train (2009) for the Logit Mixture model. It sequentially simulates the missing choice sequences prior to day C following the IBL model with given trial values of φ. Sample R times to form the choice sequence set H n . For each simulated choice sequence h n , the likelihood of observing choices starting from day C is calculated as P n (i|t, {1, 2}, h n ). Due to the nature of random sampling, the simulated log-likelihood is thusP
The importance sampling approach can be better described if the complete enumeration method, a special case of importance sampling that quickly becomes impractical as the number of missing days grows, is reviewed first. The complete enumeration method finds the set H n by enumerating each possible choice sequence that could have been chosen prior to day C by each traveler n. The probability of occurrence of each possible choice sequence, π hn , is the product of the sequence of conditional choice probabilities, shown in Eq. (12). Based on the total probability theorem, the choice probability to be considered in the likelihood function can be calculated as a weighted average of the conditional choice probabilites and their respective probability of occurence π hn as in Eq. (13).
The complete enumeration method becomes quickly impractical as the set of unique choice sequences grows exponentially in the number of missing observations. To avoid this limitation, the importance sampling method defines the choice sequence set H n by keeping a subset of the full choice sequence set with high probability of occurrence. Based on the total probability theorem, the choice probability to be considered in the likelihood function is calculated as in Eq. (14). The choice sequences in H n are sampled by simulating the missing choices prior to day C − 1 sequentially following the IBL model with given trial values of φ. If a choice sequence for a given traveler n is drawn twice, the second draw is discarded to keep the sequence set unique. The sequence set H n is fixed over MSL iterations, and can be re-sampled after a certain number of MSL iterations. In practice, the choice of sampling size shall depend on the number of missing observations and number of high probablity choice sequences. Since the sampling process is independent of the estimation procedure and once a choice sequence is sampled, it can be reused for any given number of high probability sequences, the rule of thumb is to sample a large number of times to cover the sampling distribution of the choice sequences as much as possible.
COMPUTATIONAL EXPERIMENTS
The MSLis method can be seen as a variation of the kernel conditional density nonparametric estimator proposed by Rosenblatt (1969) and enhanced by Hyndman et al. (1996) . In this case, instead of drawing a large number of choice sequences with potentially very low probability of occurrence, the effort is concentrated on drawing a small number of choice seuqences with large probability of occurrence and evaluating the kernel, conditioning on the said probability. Monte Carlo evidence provided in the following section shows that this modification is critical to avoid the problem of the curse of dimensionality as the number of missing observations grows, achieving a full recovery of the model parameters up to a scale with feasible estimation time.
Monte Carlo experimentation based on synthetic data
The effectiveness of the MSL using the two sampling methods, i.e. MSLrs and MSLis, is investigated using the same cutoff datasets as in Section 3.2. The experimentation was conducted using the Massachusetts Green High Performance Computing Center (MGHPCC) * clusters. For the reported results in Table 2 , 1,400 jobs (100 datasets × 7 different numbers of missing observations × 2 methods) were submitted to the center specifying 4GB of memory per job. The estimates before correction given the specific number of missing observations are used as the starting values for all experiments. Table 2 reports the estimation results before and after applying correction. For the MSLrs method, the choice sequence is sampled 2000 times. It should be noted that this does not necessarily mean that 2000 draws will be enough for a general case, neither even for the synthetic problem at hand. Because of the curse of dimensionality, the number of draws is a dimension of the problem that needs to be investigated in a case by case basis. After correction, the percent error of VOT is generally more than 5 times better than before correction. The empirical coverage is greatly improved although it is still below the nominal value of 95%. The null hypothesis that the estimator is statistically equal to the true parameter value is rejected at all numbers of missing observations. This result is interpreted as evidence that, although consistency is achieved with the proposed correction method, the curse of dimensionality precludes formal recovery of the population parameters for the finite sample size. The MSLis method is proposed as a potential cure for the curse of dimensionality issue for this particular problem. The empirical results suggests that, for the problem at hand, the issue is satisfactorily resolved.
For the MSLis method, the complete enumeration sampling method is used for up to 5 missing days (32 unique choice sequences), and the importance sampling method is used when the number of missing days is 10 (1024 unique choice sequences) and above. The choice sequence set is generated by simulating the missing choices using random numbers following the IBL model. If a choice sequence for a given traveler is drawn twice, the second draw is discarded, since the set must contain unique choice sequences. For 10 and 15 missing days, the choice sequence is sampled 1000 and 2000 times respectively, and 20 and 100 high probability sequences are used in the estimation * http://www.mghpcc.org procedure. It should be noted that the setting does not necessarily mean that it will be enough for a general case, and the choice of sampling size and number of high probability choice sequences shall depend on the specific setting of the problem. The impact of number of high probability choice sequences on the effectiveness of the correction methods is preliminarily investigated in Section 5.2.2. After correction, the percent error of VOT is consistently below 1% and the empirical coverage of VOT is almost always above the nomial value of 95%. The p-values (>0.05) suggest that the null hypothesis that the estimator is statistically equal to the true value is not rejected. Thus, for the problem at hand, the curse of dimensioanlity issue is satisfactorily resolved.
In the experimentation, the runtime of the MSLis is significantly shorter than that of the MSLrs. For the MSLis, since the full choice sequence set grows exponentially in the number of missing observations, the sampling size and number of high probability sequences required to statistically retrieve the true value of VOT is also expected to grow rapidly. Therefore, the runtime of larger numbers of missing observaitons is significantly longer but still 10 times smaller than that of the MSLrs, which also does not fully recover the population parameters.
The box-plots of VOT in Fig.1 show the sampling distributions of VOT before and after the corrections with 10 missing initial observations. The red diamonds are the means of the estimators. It is shown that the population value of the VOT (0.333) is not covered by any point of the whole empirical distribution of the model without correction, not even by its outliers. The result is substantially improved after the MSLrs correction, in that not only the mean and median are much closer to the true population value but also the population value falls within the upper and lower (25%) quartiles. After the MSLis correction, the mean and median of the estimators are almost equal to the true population value and the population value falls within the upper and lower (25%) quartiles, confirming again that the proposed MSLis can retrieve the population parameters.
5.2 Sensitivity analysis to other simulation assumptions 5.2.1 Sampling size in random sampling In Section 5.1, the choice sequence is sampled 2000 times for the MSLrs method. Fig.2 investigates the impact of sampling size on the percent error of VOT using 500, 1000, and 2000 draws. The estimators based on 2000 draws are generally better than those based on 500 and 1000 draws, but the improvement is not significant. Theoretically, as the sampling size increases, the quality of the estimators should also increase, however, this can be very computationally expensive.
Number of high probability choice sequences in importance sampling
For the MSLis method, the impacts of the size of high probability choice sequence set on the percent error of VOT and runtime are investigated for 10 missing observations. In this experiment, the choice sequence is sampled 1000 times to represent an adequate sampling size. In Fig. 3 , as the number of high probability sequences increases from 2 to 50, the percent error decreases from close to 5% to below 1%. When the number of high probability sequences is greater than 20, the percent error increases slightly. The hypothesis is that the inclusion of the choice sequences with very low probability of occurrence may cause numerial issues in the estimation procedure. It should be noted that not all numbers of high probability choice sequences can statistically retrieve (i.e., p-value>0.05) the true VOT value. The runtime increases with the number of high probability sequences. When computational efficiency is a major concern, it is recommended to reduce the number of high probability sequences for large number of missing observations.
Computational experiments based on empirical data
To confirm the applicability of the proposed methods, the IBL model is estimated using the experimental dataset described in Ben-Elia and Shiftan (2010) . For illustrative purpose, only the data of the informed group is used for the estimations. In the experiment, twenty-four participants were faced with three scenarios of binary route-choice as presented in Table 3 . A small degree of variation was programmed (±5 or ±15 min around the mean) to simulate a simple variable message sign (VMS). Each scenario included 100 choices so in total each participant completed 300 trials. For each choice situation the participants received real-time information about the travel time range (the minimum and maximum travel times) for each of the two routes. Following the choice, a feedback was received regarding the "actual" travel time on the chosen route but not of the un-chosen one. This travel time was randomly drawn from the distribution of the travel time range.
A simplified version of the IBL model developed in Tang and Gao (conditionally accepted) is specified. Eq.(15) shows the utility functions for the two paths. On a given day t, T SLOW , T F AST are the perceived travel times for the two paths respectively and are non-linear functions of the decay parameter d. Note that d is estimated in the experimental dataset, as opposed to fixed in the Monte Carlo tests. The cumulative weighted average (CWA) of the preceding choices is used to reflect travelers' trends to repeat past choices. See Ben-Elia and Shiftan (2010) for specification. Sensitivity to variability of the travel times is represented using dummy variables for the scenarios, LRISK for Low-Risk and FRISKY for Fast & Risky. Although the model is a simplification of that developed in Tang and Gao (conditionally accepted), the perceived travel time and CWA of the preceding choices that have complete history dependency are kept in the model to assess the proposed correction methods. 
The cutoff dataset is generated by removing the first 10 observations for each participant. The IBL model is estimated using the full dataset and the estimates are assumed to be the "true" parameter values. The cutoff dataset is used to estimate the IBL model before correction and after the MSLrs and MSLis correction methods. The sampling size for the MSLrs method is 1000, and the sampling size and high probability sequences are set to 1000 and 20 respectively for the MSLis method. With the correction methods applied, the estimates obtained from the cutoff dataset are used as the priors to mimic real-life practice. The Hausman-McFadden test (Hausman and McFadden, 1984 ) is used to exam whether the estimators of the cutoff dataset are statistically equal to the estimators of the full dataset. Table 4 presents the estimation results. For the full dataset, all estimates are statistically significant according to the t-test against 0. For the cutoff dataset, before correction the null hypothesis of Hausman-McFadden test that the estimators are statistically equal to the estimators of the full dataset model is rejected (95% confidence, degree of freedom of 6, and critical value of 12.59). After applying the correction methods, the null hypothesis of the HausmanMcFadden test is accepted, meaning the estimators are statistically equal to the estimators of the full dataset model. The difference between the estimators of the curtailed model and corrected models is expected to be larger as the number of missing initial observations increases. Finally, note that the finite sample bias of the MSLis correction is notably smaller than that of the curtailed and the MSLrs models.
CONCLUSIONS AND FUTURE DIRECTIONS
Learning-based models that capture travelers' day-to-day learning process in repeated travel choice can suffer from the common problem of missing initial observations in longitudinal data collection that leads to inconsistent estimate of the perceived value of the attribute in question, and thus inconsistent parameter estimates. In this paper the MSL with two sampling methods is developed and assessed to address the endogeneity problem due to missing initial observations in learning models with complete history dependency. An IBL model in recent literature is used for its capability of precisely capturing travelers' learning process in repeated choice and model complexity.
Monte Carlo experimentation based on synthetic data shows that the proposed method drastically reduces the finite sample bias of the estimators compared to the curtailed model. For the MSLrs method, a size distortion that reflects in p-values against the true VOT value is detected, which suggests the inefficiency of the sampling method makes the method suffer from the curse-of-dimensionality problem. In contrast, the MSLis method can retrieve the true VOT value. Moreover, the computational efficiency of the MSLis is significantly better than the MSLrs method. The impacts of the sampling size in the MSLrs method and number of high probability choice sequences in MSLis are investigated. Empirical results suggest that when the number of missing observations is large, the number of high probability sequences in MSLis should be limited for computational efficiency. The two methods are also applied to empirical data to demonstrate their applicabilities. Estimation results show that the estimators after correction are statistically equal to the estimators of the full dataset model.
The research can be extended in the following directions. First, since the runtime of the MSLis increases as the number of missing observations grows, we would like to investigate the possibility of limiting the number of missing initial observations to be simulated. Due to the nature of the model that more recent and frequent outcomes take larger weights in memory, only the omission of recent instances will cause estimation biases for practical purposes. Thus, the hypothesis is that only a certain number of unobserved instances prior to the first observation needs to be simulated to improve the estimators up to a desired threshold. Second, we would like to explore alternative correction methods. For example, the Multiple Imputation (MI) principle proposed by Little and Rubin (1987) can be used to develop a correction method using importance sampling. In this method, instead of simulating the likelihood as with MSL, each simulated choice sequence is used to estimate the model parameters via maximum likelihood estimation. The vectors of estimators obtained from all choice sequences are used to build the sampling distribution of the estimators with standard complete-data methods. Other alternative methods similar to the method proposed by Guevara and Ben-Akiva (2013a,b) may also be explored. 
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