Abstract. The sum formula is a well known relation in the field of the multiple zeta values. In this paper, we present its generalization for the Euler-Zagier multiple zeta function.
Introduction
The Euler-Zagier multiple zeta function (MZF) is defined by ζ(s 1 , . . . , s r ) := where s i ∈ C (i = 1, . . . , r) are complex variables. The number of the variables r is called the depth of ζ(s 1 , . . . , s r ). Matsumoto [3] proved that the series is absolutely convergent in the domain {(s 1 , . . . , s r ) ∈ C r | ℜ(s(l, r)) > r − l + 1 (1 ≤ l ≤ r)}, where s(l, r) := s l + · · · + s r . Akiyama, Egami, and Tanigawa [1] and Zhao [6] independently proved that ζ(s 1 , . . . , s r ) is meromorphically continued to the whole space C r . The special values ζ(k 1 , . . . , k r ) (k i ∈ Z >0 (i = 1, . . . , r − 1), k r ∈ Z >1 ) of MZF are called the multiple zeta values (MZVs). The MZVs are real numbers and known to satisfy many kinds of algebraic relations over Q. One of the most fundamental relations is the following sum formula: Proposition 1.1 (Sum formula; Granville [2] , Zagier). For k, r ∈ Z ≥1 with k > r, we have but also of the Mordell-Tornheim MZF. Based on such circumstances, we give a generalization of Proposition 1.1 for the Euler-Zagier MZF.
This is a generalization of Proposition 1.1 with depth r = 2. This theorem can be generalized to the arbitrary depth r ∈ Z >2 (Theorem 1.3). For a ∈ Z ≥0 and b ∈ Z ≥1 , we define G a,b (s 1 , . . . , s a ; s) inductively by
We note that G a,b (s 1 , . . . , s a ; s) is the sum of the MZFs of depth a + b. Thus the case s ∈ Z >b of the theorem implies Proposition 1.1.
Proof of theorem 1.2
Proof of Theorem 1.2 for ℜ(s) > 2 . The functions ζ(s − n − 2, n + 2) and ζ(−n, s + n) are absolutely convergent in ℜ(s) > 2. Then we have
We note that the interchanging the order of summations ∞ n=0 and
is valid because the last sum (1) is convergent absolutely in ℜ(s) > 2. Since
Next, we prove Theorem 1.2 when ℜ(s) > 1. We set σ := ℜ(s).
Lemma 2.1. The series
are absolutely convergent when σ > 1.
Proof. We see that the first series is estimated as follows:
Similarly, we can estimate the second series:
We define φ l (m, s) by
where (s) n := s(s + 1) · · · (s + n − 1) and B q is the Bernoulli number defined by z/(e z − 1) = q≥0 B q z q /q!. Akiyama, Egami, and Tanigawa [1] proved the meromorphic continuation for ζ(s 1 , s 2 ) by the EulerMaclaurin summation formula:
holds for ℜ(s 1 + s 2 ) > −l. In the proof, we use this identity.
Proof of Theorem 1.2 for ℜ(s) > 1. By using (2) for l = 0, and the Euler-Maclaurin summation formula, we have
By the binomial series, we estimate m t
Hence we have
It follows from Lemma 2.1 that the sum ∞ n=0 (ζ(s − n − 2, n + 2) − ζ(−n, s + n)) converges absolutely and holomorphic on ℜ(s) > 1. By the identity theorem, this finishes the proof.
Proof of theorem 1.3
We need some lemmas to prove Theorem 1.3.
for D ∈ Z ≥0 . When the real part of s is large enough, we have
Proof. We have
Thus the lemma is proved. 
Here we understarnd that m − m a = m if a = 0.
Proof. The proof is by induction on b. We can prove the case b = 2 in the similar manner as in the proof of Theorem 1.2 for ℜ(s) > 2. For b ≥ 3, we have Thus the lemma is proved.
Proof of Theorem 1.3. From Lemma 3.2, we have 
