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Abstract 
The Development of Photonic Crystal Optics and Wide-field Raman Imaging 
Spectrometers for Trace Explosive Detection 
Kyle T. Hufziger, PhD 
University of Pittsburgh, 2019 
 
 
There is currently an urgent, unmet need for sensitive and specific instruments that can 
detect trace explosive residues from a distance, allowing suspicious objects to be remotely 
screened for the presence of explosives before the approach of law enforcement or military 
personnel.  UV resonance Raman spectroscopy is a powerful technique that enables precise 
determination of the chemical identity of samples excited by monochromatic light.  Furthermore, 
Raman spectroscopy is well suited for standoff detection, which makes this technique ideal as a 
method to screen for trace quantities of explosives from a distance.  However, UV spectroscopies 
are hampered by the lack of commercially available optical devices that function in the deep UV 
spectral region from 200-300 nm due to the fact that many materials absorb light strongly at these 
wavelengths.  Building deep UV spectroscopic instrumentation capable of standoff trace explosive 
detection therefore requires the development of optics that function in this spectral region. 
In this work, we developed deep UV photonic crystal optical devices and deep UV 
resonance Raman imaging spectrometers based on those devices for standoff trace explosive 
detection purposes.  We first developed a novel, proof of concept wide-field Raman imaging 
spectrometer in the visible spectral region to demonstrate the utility of photonic crystals as wide-
field Raman imaging optics.  Using knowledge gained during those studies, we then developed a 
deep UV wide-field Raman imaging spectrometer that utilized 229 nm excitation and a deep UV 
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diffracting photonic crystal to image, detect, and chemically differentiate 10 µg/cm2 quantities of 
solid explosive at 2.3 m standoff.  These studies demonstrated the feasibility and promise of deep 
UV wide-field imaging and deep UV diffracting photonic crystal optics.  Finally, we developed 
the first deep UV diffracting inverse opal photonic crystal to increase the mechanical durability 
and shelf life of photonic crystal optical devices, opening the door for the development of field 
usable deep UV wide-field imaging instrumentation for standoff trace explosive detection. 
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1.0 Chapter 1:  Introduction 
1.1 Scope of Introduction 
This introduction covers a diverse range of topics relevant to understanding the utility and 
characteristics of deep UV excited resonance Raman spectroscopy and photonic crystal optical 
devices in addition to a review of the state of the art in explosive detection.  First, we describe the 
background and motivation behind our goal to develop better trace explosive detection techniques.  
Next, we describe Raman spectroscopy and the desire to use deep UV excitation to improve its 
sensitivity.  We then describe the fabrication and use of photonic crystal optics, particularly as they 
relate to wide-field imaging spectroscopy.  Finally, we thoroughly examine the field of explosive 
detection techniques in general, describing the state of the art in both contact and standoff 
explosive detection methodologies, with a focus on the recent use of Raman spectroscopy for this 
purpose. 
1.2 Motivation and Background 
Better tools are needed to safeguard the public against terrorist attacks.  The last decade 
has seen a significant rise in both the total number of terrorist attacks as well as the number of 
attacks utilizing explosive devices (Figure 1.1), peaking at nearly ~9500 attacks utilizing 
explosives across the world in 2014.  As the number of attacks has increased over the last decade, 
significant interest has grown in preventing terrorist attacks via screening methods.1  Numerous 
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analytical methodologies and commercial devices have been developed to screen objects, 
landscapes, and people to detect the presence of explosives, such as concealed improvised 
explosive devices (IEDs) or buried landmines.2   
 
 
Figure 1.1 – Number of terrorist attacks world-wide per year, where the red portion of each column indicates 
the number of attacks carried out using explosives, bombs, and dynamites.  Figure data is compiled from the 
Global Terrorism Database.3 
 
Towards this goal, a number of techniques have been specifically developed to detect and 
analyze explosives present at trace levels.  Trace detection techniques are largely aimed towards 
detecting minute quantities of explosive transferred to surfaces off of the hands of people who 
recently handled explosives or to sense gaseous species present in the atmosphere around hidden 
bulk explosives.4, 5  Detecting trace explosive residues transferred onto a surface is highly desirable 
for security screening purposes.5-7  For example, a device that could quickly and definitively detect 
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solid explosive micro-particles transferred from a contaminated hand onto a package or car door 
handle could be used to screen packages at mail facilities or vehicles entering a military 
checkpoint.  Devices sensitive enough to detect explosives at these levels could be used to signal 
to an operator that a threat is present that requires caution and further screening. 
Although there are several technologies that are sensitive enough to detect explosives at 
trace levels, such as ion mobility spectrometers used to screen passengers at airports, currently 
used detection schemes are limited by the necessity that an operator or instrument directly 
physically interact with the surface or object to be sampled.8, 9  Screening objects via direct 
interaction is relatively dangerous, requiring an operator, canine, robot, or instrument to be in close 
proximity with the sample, which could contain hidden bulk explosive, in order to physically swab, 
spray, or “sniff” it.9  Ideally, trace explosive detection methods would be capable of screening 
objects from a sufficiently safe distance of meters or more, to keep operators and instrumentation 
away from explosive hazards.  Furthermore, the ideal trace detection technique should be sensitive, 
fast, and specific in order to precisely identify the chemistry of any present threat molecules.   
At this time, the ideal standoff trace explosive detection device does not exist.  However, 
our research laboratory and numerous other laboratories across the world have made significant 
progress in the development of standoff detection instrumentation and methodologies over the past 
two decades.  Current spectroscopic methods, discussed in detail in Chapter 1.5, can detect and 
identify bulk explosives from >100 meters away, or detect trace µg/cm2 quantities of solid 
explosives from several meters away. 
Spectroscopic analysis is the ideal way to definitively identify the chemistry of trace 
amounts of materials on a sample surface from a far distance.  Of the numerous spectroscopic 
techniques used for chemical analysis, Raman spectroscopy is particularly well suited for 
4 
 
explosive detection because the collected Raman spectra act as unique molecular fingerprints, 
enabling definitive identification of molecules illuminated by the laser beam used to produce to 
Raman scattering.10  Importantly, Raman spectroscopy is also well suited for standoff detection, 
and several groups have previously demonstrated that Raman spectra can be collected from 
samples placed tens to >100 meters away from the Raman instrumentation.9  Furthermore, Raman 
spectra can be collected with no sample preparation, which is a significant advantage in the 
development of fast, field usable standoff instruments.11   
In a typical Raman experiment, a laser is focused onto a small spot on a sample, producing 
Raman scattered light that is collected and analyzed with a spectrograph to determine the identity 
of molecules within the irradiated area.  However, the laser beam can also be defocused to 
illuminate an arbitrarily large area of the sample surface (sometimes denoted global illumination), 
thereby producing Raman scattered light from a large area of the sample surface.12  Under these 
conditions, specially designed wide-field imaging spectrometers can be used to analyze light 
scattered from the entire illuminated region simultaneously, yielding a Raman image that depicts 
the intensity of Raman bands as a function of sample position.  Raman images therefore depict the 
spatial distribution and identities of molecules across the surface of the sample.   
Raman wide-field imaging is appealing for the standoff screening of surfaces that may be 
contaminated with explosives because wide-field techniques can increase measurement signal to 
noise, increasing the probability of detecting trace explosive particles that may be sparsely 
dispersed across a broad area on the sample surface.13  As discussed in more detail in Chapter 
1.5.3, Raman measurement signal to noise can also be drastically increased by utilizing excitation 
in the deep UV due to resonance enhancement and due to the fact that Raman signal scales with 
the fourth power of the excitation laser frequency (ν4 effect). 
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The key component of wide-field imaging spectrometers is the wavelength selection device 
that is utilized to direct only one narrow bandwidth spectral region into a camera at a time while 
rejecting all other wavelengths, allowing molecules on the surface of the sample to be 
differentiated in the collected Raman image based on their specific Raman spectra.14  While Raman 
wide-field imaging spectrometers are relatively easy to construct in the visible and near infrared 
spectral regions due to the wide availability of wavelength selection devices, these devices do not 
exist in the deep UV spectral region due to material limitations which inhibit their design and 
implementation.15 
The goal for this dissertation work was therefore twofold:  first, to create a wavelength 
selection device that functions in the deep UV spectral region, and second, to use this optical device 
to build a deep UV wide-field Raman imaging spectrometer to detect trace quantities of explosives 
from a standoff distance.  Over the past three decades the Asher group has extensively studied and 
developed photonic crystal optics, which diffract a wavelength tunable narrow bandwidth spectral 
region.16  Recently, our lab invented the first photonic crystal that diffracts in the deep UV at ~240 
nm, opening a new avenue for deep UV optics development.15  In this dissertation work, we build 
upon our laboratory’s previous work in photonic crystals and Raman spectrometer development 
towards the goal of advancing the state of the art in trace explosive detection.  
1.3 Raman Spectroscopy 
Raman spectroscopy is a technique where the frequency and intensity of light inelastically 
scattered by a sample are studied to gain insight into the chemical identity, local chemical 
environment, and molecular conformation of that sample.17-20  In a typical Raman experiment, a 
6 
 
focused, monochromatic laser is used to irradiate a sample.  This incident electromagnetic field 
drives the oscillation of electrons in the irradiated molecules, inducing oscillating dipoles in those 
molecules.10  These induced oscillating molecular dipoles will then radiate light in all directions.  
The majority of scattered photons, defined as Rayleigh scattered photons, are elastically scattered 
and have the same frequency as the incident photons (Figure 1.2, left).   
 
 
Figure 1.2 – Energy level diagram depicting Rayleigh scattering, Stokes Raman scattering, and resonance 
Stokes Raman scattering, where the solid lines indicate real vibronic states of the molecule and the dotted 
lines indicate virtual states. 
 
A small fraction of incident photons, about 1 part in 106, will be inelastically Raman 
scattered, exchanging a quantum of energy with the scattering molecule.17  In this case, the 
oscillation of molecular electrons due to nuclear vibration couples to the oscillating dipole induced 
by the incident electromagnetic field, scattering a photon with a different frequency than that of 
the incident photon.21  After Raman scattering occurs, the irradiated molecule is left in a different 
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vibrational energy level.  The energy difference between the incident photon and scattered photon 
is equal to the energy difference between the initial and final vibrational energy levels of the 
scattering molecule.  Since most molecules are initially in the ground vibrational level according 
to the Boltzmann distribution, most inelastically scattered Raman photons are Stokes shifted, 
appearing at a lower frequency than the incident photon (Figure 1.2, middle).22  Anti-Stokes 
scattering can also occur for a molecule that initially lies in a vibrational excited state, resulting in 
the inelastic scattering of a photon at a higher frequency than the incident photon. 
Depending upon the number, identity, and bonding arrangement of atoms which make up 
a particular molecule there are a certain number of Raman active vibrational modes that can couple 
to the incident electromagnetic field, yielding Raman scattered photons at a variety of different 
frequencies.23  Measuring the frequency and intensity of these Raman scattered photons yields a 
Raman spectrum that is unique to the chemical environment and chemical identity of the scattering 
molecule.  Raman spectroscopy is therefore an excellent technique for determining the identity of 
unknown samples.1, 24, 25  The ability to definitively determine the chemical identity of species that 
are irradiated by the incident laser makes Raman an appealing technique for explosive detection, 
however the excitation laser wavelength must be carefully chosen to enable the detection of trace 
quantities of any analyte, especially if they are distant from collection optics used to collect the 
Raman scattered light.26  
In non-resonance (often denoted as “normal”) Raman measurements, the wavelength of 
the incident laser is far from the wavelength of any electronic absorption bands of the analyte 
molecules.  In this case, the number of inelastically scattered Raman photons produced by the 
sample is relatively low, requiring high laser powers, concentrated samples, efficient 
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spectrometers, and/or long accumulation times to collect a sufficient number of Raman scattered 
photons to produce a high signal to noise spectrum.10   
Raman signal to noise can be dramatically increased by selecting a laser wavelength in the 
UV or deep UV spectral regions (<300 nm) for several reasons.  First, the intensity of Raman 
scattering increases with a fourth power dependence on the frequency (ν) of the incident light; 
increasing the frequency of the incident light drastically increases the scattering strength and 
therefore the number of Raman scattered photons.27, 28  In addition to the ν4 dependence, if the 
frequency of the incident laser is close to the frequency of any electronic absorption bands of the 
sample, Raman scattering intensity can be increased by up to 106 through resonance Raman 
enhancement.23  In resonance Raman, because the frequency of the incident light is chosen to 
coincide with the frequency of an electronic absorption band of the irradiated molecule, the Raman 
polarizability and therefore the magnitude of the induced oscillating dipole moment drastically 
increases.21  As a result, resonance enhancement increases the Raman scattering efficiency of any 
Raman active vibrational modes that are coupled to the particular electronic transition in resonance 
with the laser excitation wavelength.23   
Many explosive molecules absorb strongly in the deep UV spectral region at <250 nm, 
allowing their resonance Raman enhancement via appropriate selection of an excitation laser 
(Figure 1.3).26, 29-32  The ν4 increase in scattering strength and the resonance Raman enhancement 
effect significantly increases the sensitivity of Raman measurements using deep UV excitation, 
enabling standoff detection of trace quantities of explosives that would otherwise be nearly 
undetectable if longer wavelength lasers were utilized.33 
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Figure 1.3 – Deep UV absorption spectrum of several explosive molecules of interest, including PETN, HMX, 
TNT, and RDX, dissolved in CH3CN, as well as NH4NO3 (AN) dissolved in water.  Figure adapted from 
Tuschel et al.26 
 
While there are several significant advantages conferred by the use of deep UV excitation, 
as discussed in more detail in Chapter 1.5.3, designing deep UV Raman instrumentation for the 
standoff detection of trace explosives is challenging for several reasons.  The most significant 
obstacle for the development of deep UV Raman wide-field imaging is that wavelength selection 
devices, such as liquid crystal tunable filters (LCTFs), acousto-optic tunable filters (AOTFs), and 
dielectric notch filters, are not available in the deep UV spectral region likely due to electronic 
absorption by the optical materials used in the construction of these devices.5, 14, 34-36  Therefore, 
to fabricate a Raman wide-field imaging spectrometer for standoff explosive detection utilizing 
deep UV excitation, we needed to develop a custom wavelength selection device that utilized deep 
UV transparent materials.  We chose to develop photonic crystals, which are discussed in detail in 
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the next section, to produce a wavelength selection device that functions in the deep UV spectral 
region. 
1.4 Photonic Crystals 
Photonic crystals are materials that control the propagation of light via their highly ordered 
periodic structures.37  Light propagation within a photonic crystal is controlled by the particular 
spacing and material composition of the photonic crystal lattice, which yields a periodic 
modulation of the dielectric constant.  Light propagating through any medium is scattered by 
changes in the dielectric constant in that medium.38, 39  As light propagates through a photonic 
crystal it is scattered by these regularly spaced variations in dielectric constant within the structure.  
Depending upon the wavelength, polarization, and direction of incident light and the periodicity, 
shape, and materials comprising the photonic crystal, light scattered by all of these variations in 
the dielectric environment will constructively or destructively interfere, depending on the 
direction.  As a result, for a particular light incident angle and photonic crystal structure, certain 
wavelengths of scattered light will strongly constructively interfere in particular directions, giving 
rise to a phenomenon known as Bragg diffraction.   
The diffraction of light by photonic crystals yields a strongly iridescent color that is 
observed everywhere in nature, from brilliantly colored opal gemstones composed of naturally 
formed silica nanoparticles, to bright butterfly wings and beetle carapaces.40-42  Photonic crystals 
are also extremely useful as optical devices since light propagation within and therefore through 
the photonic crystal can be controlled either by modifying the direction of incident light or by 
controlling the physical structure of the photonic crystal, both of which are realizable in the lab.  
11 
 
In the laboratory, photonic crystals and their wavelength tunable diffraction are utilized for a wide 
variety of different purposes, including as the readout method for sensors and as optical devices 
that reject particular wavelengths of light while allowing all other wavelengths to transmit freely.43, 
44   
The wavelength of light diffracted by the photonic crystal depends upon the initial light 
propagation direction, which is easily controlled in the lab by changing the angle of the photonic 
crystal relative to incident light.  As a result, the photonic crystal can be used as an optical device 
to pick and diffract a particular spectral region of light that is wavelength tunable.15, 44  In this 
dissertation work, we utilized the photonic crystal as an optical wavelength selection device to 
diffract Raman scattered photons of a particular frequency.  We utilized the photonic crystal 
wavelength selection device to construct a new generation of Raman imaging spectrometers.  
Photonic crystals were crucial for the implementation of this spectrometer because they enabled 
diffraction of a narrow spectral region of light in the deep UV, a spectral region that is otherwise 
extremely difficult to construct optics for due to material absorption limitations. 
To diffract light in the deep UV and visible spectral regions (200 – 700 nm light), the 
photonic crystal must have a lattice constant on roughly the same length scale as the wavelength 
of light.  Photonic crystals with lattice constants on the sub-micron length scale can be fabricated 
via top-down methods such as direct laser writing, reactive ion etching, or other lithographic 
techniques.45, 46  However, these top-down techniques can be complicated, expensive, extremely 
slow to fabricate large structures, and limited in their size resolution and obtainable structural 
geometries.47  Alternatively, bottom-up methods can be utilized where many individual 
nanoparticles self-assemble to create the photonic crystal.  Bottom-up self-assembly of photonic 
crystals is appealing because large photonic crystals, with surface areas on the order of cm2 that 
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contain ~1012 nanoparticle structural elements, can be simply, inexpensively, and rapidly 
fabricated with little equipment.47 
Nanoparticles are materials with <100 nm spatial dimensions and have been used since 
ancient times due to interesting and useful material properties that arise when their dimensions are 
reduced to this length scale.48  Nanoparticles are widely used for photonic crystal fabrication 
because their size, concentration, material composition, and surface chemistry are readily tunable, 
enabling the resulting photonic crystal diffraction wavelength to be tuned across a broad region of 
the electromagnetic spectrum from the deep UV through the IR.15, 49  For photonic crystal 
applications, the two most widely used nanoparticle materials are polymer and silica, although 
other materials, including metal oxides, have also been used.50 
1.4.1 Polymer Nanoparticles 
Polymeric nanoparticles, such as those comprised of polystyrene, poly(N-
isopropylacrylamide), or poly(methyl methacrylate), are frequently utilized to create photonic 
crystals.51-53  Polystyrene nanoparticles, used throughout this work, are commonly fabricated via 
emulsion polymerization methods, which enables the synthesis of highly monodisperse particles 
across a wide range of sizes. 
Emulsion polymerization via free radical polymerization is a process where hydrophobic 
monomers, free radical initiators, and water are heated and mixed, typically in the presence of 
surfactants, to produce nanoparticles that have a narrow distribution in their diameters.54, 55  For 
emulsion polymerization processes containing surfactants, such as those utilized in this work to 
produce highly charged polystyrene nanoparticles, the theoretical framework described in the late 
1940s by Harkins,56 and Smith and Ewart,57 is typically used to describe the polymerization 
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process.  At the start of a typical batch emulsion polymerization hydrophobic monomer, water, 
and surfactant are mixed, yielding an “oil in water” emulsion.  In this emulsion, most of the 
monomer by mass is contained in large monomer droplets due to the hydrophobicity and 
accompanying low aqueous solubility of monomer molecules.  Outside of the monomer droplets, 
the aqueous phase contains a small amount of dissolved monomer and a large number of micelles 
formed by the surfactant which contain small volumes of monomer.  Surfactant coats the surface 
of the large monomer droplets and forms monomer filled micelles to reduce the interfacial tension 
that occurs due to the immiscibility of the hydrophobic monomer and aqueous phase.55 
After forming the emulsion while heating, a water-soluble initiator is added that thermally 
decomposes to form free radicals.  These free radicals then either react with the vinyl groups of a 
small amount of dissolved monomer in the aqueous phase, or migrate into and react with monomer 
filled micelles, in both cases forming oligoradicals.55  Any oligoradicals in the aqueous phase 
continue to react with dissolved monomer via radical propagation, increasing the oligomer chain 
length until they become sufficiently hydrophobic such that they migrate into the interior of 
surfactant micelles.  As radical polymerization proceeds within the micelles, a concentration 
gradient forms which draws monomer molecules out of the large monomer droplets and into the 
micelles containing the growing oligomer chains.  Micelles containing oligoradicals thereby act as 
particle nuclei which grow by consuming monomer that diffuses out of the monomer droplet and 
into the micelle.58     
As a result, as these particle nuclei grow, surfactant from the monomer droplet surfaces 
and from other ungrown micelles which have not absorbed free radicals is drawn towards the 
growing particle micelles to stabilize their expanding hydrophobic surfaces.  Eventually, all 
radical-free micelles are consumed by this mechanism and nucleation of new particles ceases.  
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Migration of monomer from the monomer droplets into the growing particle nuclei continues until 
the monomer droplets are exhausted, yielding the final full-sized polymeric nanoparticles. 
Fabrication of polymer nanoparticles via free radical emulsion polymerization enables 
facile covalent integration of comonomers containing vinyl functional groups into the nanoparticle 
structure.  For example, sulfonic acid functionalized comonomers such as 3-allyloxy-2-hydroxy-
1-propane sulfonic acid can be added during the initial emulsification step to produce polystyrene 
particles that are covalently surface functionalized with sulfonic acid groups, yielding a high 
negative zeta potential.59  Polystyrene nanoparticles are very popular for the fabrication of 
photonic crystals that diffract visible and near IR light, however they strongly absorb light at 
wavelengths <275 nm, so a different nanoparticle material, such as highly transparent silica, must 
be used to make photonic crystal in this spectral region. 
1.4.2 Silica Nanoparticles 
Silica nanoparticles, which are a comprised of a -Si-O-Si- network, are also commonly 
used to form photonic crystals.15, 53, 60-64  Silica nanoparticles are usually fabricated via modified 
and enhanced forms of the now famous method published by originally by Stöber in 1968.65  In 
the original Stöber method, tetraalkyl silicate monomer was added to a solution of ammonium 
hydroxide and alcohol and stirred to produce monodisperse silica spheres from several hundred 
nanometers to several microns in diameter.  Modern versions of the Stöber method typically utilize 
tetraethyl orthosilicate (TEOS) as the silica monomer which is added to aqueous solutions made 
basic via the addition of ammonium hydroxide or in some cases amino acids such as lysine and 
arginine.66, 67  Upon addition to the basic aqueous solution, TEOS is hydrolyzed via nucleophilic 
attack by the basic species on the silicon atom to form silicic acid species [Si(O-Et)4-x(OH)x] 
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containing one or more silanol (Si-OH) functional groups.68  After hydrolysis, two silicic acid 
species can condense, again via nucleophilic attack of one of the silicon atoms, to yield an -Si-O-
Si- bond. 
Although the Stöber method and its variations have been widely utilized for decades to 
produce monodisperse silica nanospheres, the exact mechanism of sphere formation is still under 
debate.  In the most popular ‘monomer addition’ mechanism first described by Matsoukas et al., 
silica nanosphere formation follows a LaMer type nucleation and growth mechanism, where 
hydrolysis of TEOS proceeds until a critical concentration is reached where the solution becomes 
saturated with silicic acid species, yielding a temporally short burst of nuclei formation.69-72  
Following the fast formation of silica nanoparticle nuclei, silicic acid concentration is reduced 
below the critical level and TEOS hydrolysis continues to slowly generate active monomer which 
preferentially condenses with the nanoparticle nuclei, enabling the slow growth of monodisperse 
silica nanoparticles. 
An ‘aggregative’ mechanism, first described by Bogush et al., has also been used to 
describe silica nanoparticle formation.73, 74  In this mechanism, silica nanoparticles are 
hypothesized to be formed by the aggregation of many smaller, primary particles that are 
continuously nucleated throughout the synthesis.75, 76  These authors theorize that these small, ~2 
nm diameter primary particles are unstable in solution and quickly aggregate, resulting in the 
formation of larger, more stable aggregated particle assemblies.  These particle assemblies grow 
in size via aggregation with other assemblies and with newly formed nuclei until they become 
sufficiently large that they resist further aggregation due to the buildup of repulsive electrostatic 
forces, yielding the final mature silica nanoparticles. 
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In an attempt to reconcile these seemingly disparate mechanistic theories, Han et al. studied 
the TEOS hydrolysis rate as a function of solution conditions.77  These authors find that 
nanoparticle growth is different depending upon concentration of the basic species in solution, 
which controls the hydrolysis rate of TEOS.  Based on their results, these authors conclude that 
both the aggregative and monomer addition models can be used to describe nanoparticle formation 
depending upon solution conditions. 
After fabrication, the surfaces of silica nanoparticles can be readily functionalized using 
condensation chemistry to form covalent -Si-O-Si- linkages between silanol groups on the 
nanoparticle surface and a variety of silane coupling agents.  The ability to easily functionalize 
silica nanoparticles post-fabrication is important because it enables the surface properties to be 
tuned depending upon the desired application.  For example, sulfonic acid terminated coupling 
agents can be used to create highly negatively charged nanoparticles that resist aggregation via 
electrostatic repulsion, or bulky polymer chains can be attached to create nanoparticles that are 
sterically repulsive. 
1.4.3 Nanoparticle Interactions 
The ability to functionalize the surfaces of nanoparticles either during synthesis, as is the 
case with polymer nanoparticles synthesized via emulsion polymerization, or post-fabrication, as 
with silica nanoparticles, is extremely important because it enables the surface chemistry of these 
nanoparticles to be easily controlled.  Nanoparticle surface chemistry plays a major role in the 
stability and utility of the nanoparticle by governing how the nanoparticle interacts with its 
surroundings.  Careful selection of nanoparticle surface functionalization is necessary to produce 
a stable and functional colloidal dispersion under the specific solution conditions where the 
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nanoparticles will eventually be used.  For example, electrostatically stabilized colloidal particles 
that are highly shelf stable when dispersed in electrolyte free solvent will quickly aggregate when 
moderate amounts of salt are added.78 
The stability of nanoparticle dispersions depends upon the balance of attractive and 
repulsive forces between nanoparticles.78, 79  Unless the nanoparticle surface produces a repulsive 
force which creates an energy barrier against the approach of other, nearby nanoparticles, the 
tendency of a dispersion will be to irreversibly aggregate and settle out of solution.  The driving 
force for nanoparticle aggregation is the attractive London dispersion force.80, 81  The London 
dispersion force arises from the constantly fluctuating distribution of electron density about atoms.  
An unevenly distributed electron density about the nucleus results in a formation of a transient, 
varying dipole.  This varying dipole produces an electric field that influences the electrons in 
nearby atoms, thereby inducing dipoles in those atoms.  The resulting interaction of these dipoles 
between nearby atoms gives rise to an attractive force which draws these molecules together.   
The attractive dispersion force also operates between nanoparticles and is the major cause 
of colloidal aggregation.  Models developed by Hamaker and Lifshitz can be used to describe the 
attractive force between nanoparticles.82, 83  Importantly, the dispersion force becomes stronger as 
inter-particle distances decrease.  There is a large negative Gibbs free energy for closely spaced 
nanoparticles, known as the primary minimum, that arises as a result of this dispersion force.78  
Any un-stabilized particles that diffuse through solution due to Brownian motion and collide 
become trapped by the primary minimum.  Since the depth of the primary minimum is several 
orders of magnitude more than the thermal energy (kT) available to the particles to overcome the 
attractive dispersion force, they remain in contact after collision, leading to aggregation of the 
colloidal dispersion. 
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Two strategies can be employed to provide a repulsive force to prevent aggregation and 
stabilize the nanoparticle dispersion.  For small diameter nanoparticles and for nanoparticles that 
will be used in solvents containing large quantities of electrolytes, steric repulsion can be 
utilized.78, 79  To sterically stabilize a nanoparticle, long polymer chains are attached to the surface 
either via adsorption or covalent linkage.  By attaching polymers that are soluble in the dispersing 
solvent, and therefore do not lay flat on the surface, a thick polymer layer is formed on the surface.  
As polymer covered particles approach each other in solution the freedom of movement of the 
individual polymer chains decreases as they come into close proximity with chains on the nearby 
particles.  Since the polymer chains of two closely spaced particles are able to sample fewer spatial 
configurations than if the particles were far apart, entropy is reduced upon particle approach which 
is thermodynamically unfavorable.84  A thick polymer layer thereby produces steric repulsion, 
preventing the close approach of nearby particles.  Steric repulsive forces reduce dispersion 
aggregation by preventing nearby particles from approaching close enough for attractive 
dispersion forces to become significant. 
In addition to steric repulsion, electrostatic repulsion can be utilized to stabilize a 
nanoparticle dispersion.78  Electrostatic stabilization of a nanoparticle dispersion arises from 
screened Coulombic repulsive forces between nanoparticles that form due to charges on the 
nanoparticle surface.85, 86  Nanoparticle surface charge can result either from the adsorption of 
charged species from solution onto the nanoparticle surface, or from the covalent attachment of 
surface ligands with ionizable groups.  As a result of these processes, nanoparticles acquire a high 
surface charge by releasing counterions of opposite charge into solution.  The charges that coat the 
nanoparticle surface generate an electric field that attracts counterions of opposite charge, forming 
an electric double layer around the nanoparticle.87  Electric double layer interaction between two 
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like-charged nanoparticles results in a repulsive force between the two nanoparticles, stabilizing 
the nanoparticle dispersion against aggregation. 
Current double layer theory is largely based on the work of Helmholtz, Gouy and 
Chapman, and Stern.78, 87  The double layer is comprised of two distinct areas.  In the inner layer 
near the nanoparticle surface, called the Stern layer, counter-ions are strongly bound to the 
nanoparticle surface charges.  These counter-ions are considered to be immobilized on the surface 
and move with the particle through solution.  Outside of the Stern layer is the diffuse Gouy-
Chapman layer.  In this layer, a balance between thermal motion and electrical attraction of the 
counterions with the surface charge results in a diffuse distribution of counterions that are not 
tightly bound to the nanoparticle surface.  When the double layers of two like-charged particles 
overlap, the particles repel each other, providing a stabilizing force against dispersion 
aggregation.88 
In the widely known Derjaguin, Landau, Verwey, and Overbeek (DLVO) theory of 
nanoparticle interactions, the electrical potential generated by bound surface charges falls off 
exponentially as a function of distance from the particle surface and is only appreciable on lengths 
scales on the order of the Debye length, equal to 1/κ.78  Increasing the ionic strength of the solution 
via the addition of electrolytes screens the electric potential generated by the nanoparticle, 
reducing the thickness of the double layer and the Debye length, thereby reducing the repulsive 
force experienced between two like-charged particles on close approach.  Therefore, electrostatic 
stabilization of nanoparticles is only effective in solutions with low ionic strength.  In these low 
ionic strength solutions however, the double layer thickness can be on the order of hundreds of 
nanometers, which results in a high energetic barrier of several hundred kT against the close 
approach of nanoparticles, thereby stabilizing the nanoparticle dispersion by preventing the 
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approach of nearby particles to distances where the strength of the attractive dispersion force 
becomes significant.78  This repulsive electrostatic force is also utilized in this work to drive the 
self-assembly of nanoparticles into photonic crystals, which is discussed in detail in the next 
section. 
1.4.4 Self-Assembly 
Bottom-up photonic crystal fabrication involves the self-assembly of nanoparticles from 
an initially disordered state into a regularly repeating, highly ordered crystalline structure.  This 
colloidal phase transition between liquid and crystalline states has been of continued interest for 
chemists since the 1960s, when it was observed that monodisperse polystyrene nanoparticles form 
brightly iridescent, Bragg diffracting structures under certain conditions.85, 89, 90  Since Bragg 
diffraction necessitates a highly ordered structure, these colloidal dispersions were obviously 
undergoing a phase transition to a crystalline state. 
There are multiple theories that have been developed to describe why colloidal particles 
undergo phase transitions into crystalline states.  Some authors hypothesize that a major driving 
force behind colloidal phase transitions into crystalline states is entropic in origin.47, 91-93  These 
authors theorize that at equilibrium, a colloidal dispersion will assume a structure that minimizes 
the free energy by maximizing the entropy of the particles.92  This seemingly paradoxical result 
that a crystalline state has the highest entropy can be understood based on the maximum achievable 
volume fractions of different close packed structures.  For a disordered, randomly closed packed 
(RCP) structure of spheres, the highest possible filled volume fraction is ~64%, at which point all 
particles are in direct contact with their neighbors.94  Conversely, crystalline, highly ordered FCC 
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and hexagonally close packed (HCP) structures have been shown to have the highest filled volume 
fraction possible, at ~74%. 
As the volume fraction of spherical nanoparticles approaches 64% in an RCP 
configuration, the nanoparticles become jammed and are locked into position via contact with their 
neighbors.  Although the particles are disordered in this state, they are unable to move and sample 
other spatial configurations, which results in low “configurational entropy.”  However, if the 
nanoparticles were in an FCC or HCP lattice at this volume fraction, they would be able to move 
around within their lattice sites due to the more efficient packing structure, therefore yielding 
greater configurational entropy for particles in crystalline FCC or HCP structures rather than 
disordered RCP structures.  The gain in configurational entropy due to the ability of the particles 
to move and sample additional configurations within their lattice sites is greater than the loss in 
entropy due to the formation of an ordered structure.95  As a result, it is thermodynamically 
favorable for particles to form crystalline, ordered structures rather than disordered RCP structures.   
Other authors hypothesize that electrostatic interactions are the major driving force for 
colloidal crystallization.86, 96  For highly charged nanoparticles in extensively de-ionized solutions, 
the electric double layers formed around these nanoparticles can be large, with Debye lengths (κ-
1) on the order of several particle diameters.  The effective size of the nanoparticles, which is a 
combination of the physical particle size and the size of the electrical double layer, is therefore 
large.97  As a result, since these highly charged nanoparticles are confined at relatively close 
contact by the walls of a container, they readily self-assemble to form non-close packed FCC 
colloidal photonic crystals in order to minimize these screened repulsive Coulomb interactions, 
thereby minimizing the free energy.86, 98  Using simulation, Woodcock calculated that a FCC 
crystal has a lower free energy than a HCP crystal, despite the similarity between the two crystal 
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structures.99  The larger thermodynamic stability of the FCC crystal structure may explain why 
self-assembled colloidal crystals typically form FCC rather than HCP structures. 
In this work, two different methods are utilized to self-assemble nanoparticles into FCC 
crystals that strongly Bragg diffract light.  The first method involves the use of highly charged 
nanoparticles in extensively de-ionized solutions to form non-close packed crystalline colloidal 
arrays.  In this method, many ionizable functional groups are attached to the nanoparticle surface, 
which dissociate to yield a high negative surface charge and zeta potentials of ~-50 mV at pH 5.  
After synthesis and functionalization, these colloidal dispersions are dialyzed against large 
quantities of ultrapure water (18 MΩ·cm) to remove most of the synthetic impurities and 
electrolytes.  The dialyzed colloid is then stored over a mixed bed ion exchange resin, which is a 
mixture of anion and cation exchange beads designed to further de-ionize the dispersion and 
exchange any remaining free cationic or anionic electrolytes with H+ or OH-.  At sufficiently high 
concentrations, these extensively de-ionized colloidal dispersions strongly diffract light with no 
further preparation.  An example of a non-close-packed FCC unit cell is depicted in Figure 1.4. 
The non-close packed self-assembly of nanoparticles into an FCC structure is advantageous 
because crystallization can occur over a range of nanoparticle concentrations.  Tuning the 
nanoparticle volume fraction by adding or removing solvent from the colloidal dispersion enables 
the FCC lattice constant to be easily tuned.  As discussed in more detail in Chapter 1.4.5, the 
tunable FCC spacing allows a single batch of monodisperse nanoparticles to form FCC photonic 
crystals that diffract over a wide region of the electromagnetic spectrum simply by modifying their 
concentration. 
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Figure 1.4 – Non-close packed FCC unit cell of spheres (red), looking along the (111) plane normal.  A blue, 
semi-transparent cube whose corners intersect with the centers of the spheres at the corners of the unit cell is 
included as an aide for the eye. 
 
In addition to non-close-packed photonic crystals, close-packed photonic crystals (Figure 
1.5) can also be fabricated via a variety of methods which typically involve controlled evaporation 
of the dispersion solvent to yield a solvent-less FCC structure attached to a substrate.  Techniques 
including spray coating, spin coating, doctor blade coating, horizontal deposition, and vertical 
deposition have been utilized to form close-packed photonic crystals.100   In particular, vertical 
deposition methods have been thoroughly investigated since the late 1990s due to their ability to 
form highly ordered close packed arrays with large crystalline domains via relatively 
straightforward experimental procedures.53, 63, 64  In a typical vertical deposition procedure, a clean, 
hydrophilic substrate such as a Piranha cleaned microscope slide is immersed vertically in a vial 
filled with a dispersion of nanoparticles.  The dispersion solvent is then slowly evaporated, 
yielding a close-packed array of particles on the substrate surface. 
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Figure 1.5 – Close packed FCC unit cell of spheres, looking along the (111) plane normal. 
 
Although the experimental procedure is relatively simple to execute in the laboratory, the 
self-assembly mechanism for close-packed FCC photonic crystals is still poorly understood despite 
extensive experimental investigation.  The current prevailing theory is that convective flow, 
followed by attractive capillary forces or convective steering forces, drive the self-assembly of 
nanoparticles into an ordered array.101 
When a hydrophilic substrate is immersed into an aqueous nanoparticle dispersion a 
concave solvent meniscus forms against that substrate, where the solvent thickness in the meniscus 
decreases as a function of distance from the bulk solvent level, as depicted in Figure 1.6.102  At the 
top of the meniscus, the solvent film becomes extremely thin and terminates at the contact line, 
where the substrate surface, solvent, and air closely intersect.103  Solvent evaporates more quickly 
near the contact line in the meniscus than from the surface of the bulk solution since the density 
of neighboring evaporation sites is decreased near the air-substrate-solvent interface.104  Since 
solvent evaporates more quickly from the contact line than from the bulk solution, a convective 
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solvent flow forms where solvent from the bulk solution continuously flows into the meniscus 
towards the contact line. This convective solvent flow results in a viscous drag of nanoparticles 
from the bulk solution into the meniscus, concentrating nanoparticles within the spatially confined 
meniscus region (Figure 1.6).105, 106 
 
 
Figure 1.6 – Side-on schematic of a vertical deposition process, where a hydrophilic solid substrate is dipped 
into a solution (blue) containing nanoparticles (grey circles).  Relatively rapid evaporation from the meniscus 
results in a convective flow of solvent and nanoparticles from the bulk solution into the meniscus, forming a 
close packed FCC array.  Figure adapted from Hufziger et al.107 
 
Highly concentrated nanoparticles in the meniscus are theorized to crystallize into FCC 
structures via capillary forces and convective steering forces.101, 108  Capillary forces are 
hypothesized to be important in the formation of the crystal nucleus.  The capillary force theory 
was first utilized by Denkov et al. to describe the assembly of 2D hexagonally close packed 
monolayers on horizontal substrates.106  For a solution of nanoparticles that are closely confined 
between the air-solvent interface and the solvent-substrate interface, nanoparticles become 
partially pinned to the substrate surface as the thickness of the solvent approaches that of the 
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nanoparticle diameter.  Further solvent evaporation exposes the tops of the nanoparticle to the 
surrounding atmosphere, resulting in the formation of menisci between nearby particles due to the 
wettability of the nanoparticle surfaces (Figure 1.7).  The deformation of the solvent surface 
produces an attractive lateral immersion capillary force that is several orders of magnitude stronger 
than kT between nearby partially immersed particles.109  These immersion capillary forces draw 
nearby particles together, producing a close packed array as solvent continues to evaporate. 
 
 
Figure 1.7 – Schematic of the immersion capillary force.  Nanoparticles that are closely confined between a 
substrate and a solvent (blue)-gas interface will deform the solvent surface, producing a strong attractive 
immersion capillary force that draws adjacent particles together.  Figure adapted from Prevo et al.101 
 
In addition to lateral immersion capillary forces, the other mechanism that is hypothesized 
to drive array formation is convective steering.  After the nucleation of the close-packed 
nanoparticle array at the meniscus contact line, capillary forces draw solvent through the interstitial 
spaces between the close-packed nanoparticles.108, 110  It is hypothesized that as solvent flows 
through these interstitial spaces, it drags nearby free-floating nanoparticles towards the interstices 
resulting in crystal growth.  These convective steering forces have been observed in video 
microscopy studies by Meng et al. and Yang et al., where nanoparticles approaching the crystal 
growth front at the contact line are clearly drawn towards crystal interstices.110, 111  Theoretical 
studies by Brewer et al. indicate that for solvent flowing through a close-packed network, solvent 
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flows more quickly through so-called clear interstices formed as a result of ABC FCC packing 
than through obstructed interstices formed as a result of ABA HCP packing.112, 113  As a result, 
nanoparticles drawn into the growing array via capillary steering forces are more likely to form 
FCC than HCP close-packed structures. 
In a vertical deposition method, as the solvent evaporates the contact line slowly traverses 
the substrate.  By carefully balancing the evaporation rate, which controls the contact line 
movement rate, with the nanoparticle concentration, which controls the influx rate of nanoparticles 
into the meniscus region, a continuous, well-ordered photonic crystal can be fabricated.114  A 
significant advantage of fabricating close-packed rather than non-close packed aqueous photonic 
crystals is that at the end of the fabrication procedure, the self-assembled photonic crystals contain 
no solvent and are attached to solid substrates.   
In contrast to the aqueous non-close-packed photonic crystals which rely upon electrostatic 
repulsion to maintain ordering, solid photonic crystals are much more mechanically durable.  In 
aqueous photonic crystals, repulsive electrostatic interactions can be easily disrupted by the 
addition of electrolytes.  For example, in Chapter 3.0 we observe a degradation in aqueous photonic 
crystal diffraction that we hypothesize is caused by impurity electrolytes, which screen 
electrostatic interactions and disorder the FCC array, that were formed upon irradiation with a deep 
UV laser.  In addition, solvent evaporation from non-close-packed aqueous photonic crystals 
disrupts diffraction by changing the nanoparticle concentration.  Close-packed photonic crystals 
such as those formed via vertical deposition processes necessarily do not depend upon electrostatic 
interactions or stability of solvent conditions to maintain ordering after fabrication is complete, 
which greatly improves their utility and durability. 
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Figure 1.8 – Inverse close-packed FCC structure looking along the (111) plane normal, where the interstices 
in Figure 1.5 have been completely filled with a polymer (blue) and the nanospheres have been removed, 
leaving behind empty void space.  Sphere to sphere contact excludes monomer during the polymerization 
process, resulting in small “windows” between spherical air-voids left behind after nanoparticle removal, 
which are visible as small circles in this schematic. 
 
After deposition, close-packed photonic crystals are commonly converted into inverse opal 
structures which also diffract light.53, 115  Inverse opals are typically formed by infiltrating either a 
monomer or sol-gel precursor into the interstitial spaces between the nanoparticles either during 
or after the self-assembly process.  The monomer solution is then polymerized, immobilizing the 
nanoparticles in a solid matrix.  The nanoparticles are then removed typically via dissolution or 
calcination at high temperatures while keeping the matrix material intact, yielding an inverse FCC 
structure where the nanoparticles are replaced by air voids (Figure 1.8).  Inverse opal structures 
are useful because the inversion process allows the materials that comprise the photonic crystal 
structure to be conveniently changed.   
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In this work, we utilize the inversion process to produce an inverse opal photonic crystal 
that diffracts in a spectral region that would be otherwise inaccessible given the size and material 
of the nanoparticles used to form the original close-packed array.  Normally, a photonic crystal 
composed of close-packed polystyrene nanoparticles could not be used to diffract light in the deep 
UV due to the electronic absorption of polystyrene at wavelengths <300 nm.  Filling this close-
packed polystyrene photonic crystal with a UV-transparent material and then removing the 
polystyrene spheres, however, can be utilized to make an inverse opal that diffracts in the deep 
UV. 
In Chapter 4.0, we utilize polystyrene nanospheres with excellent monodispersity in the 
presence of TEOS to form a close-packed FCC photonic crystal via a vertical deposition method.  
During the self-assembly process TEOS condensed in the polystyrene nanoparticle array 
interstices, forming a solid, deep UV transparent SiO2 network.  We then removed the polystyrene 
nanoparticles via acid treatment to produce an SiO2 inverse opal that diffracts in the deep UV. 
1.4.5 Photonic Crystal Diffraction and Bragg’s Law 
Suspensions of nanoparticles have been known to diffract visible light, forming brightly 
colored iridescent solutions, since the work of Luck et al. and Hiltner et al. in the 1960s.85, 90  Since 
then, interest in the phenomenology of photonic crystal diffraction, photonic crystal self-assembly 
mechanisms, controlled defect management to modify their optical properties, and applications of 
photonic crystals as optical devices has grown tremendously.116, 117  Photonic crystals have been 
demonstrated and utilized in a huge variety of applications, including as waveguides,118, 119 
allowing light to be directed around sharp 90° corners, optical fibers,120 inks for anti-counterfeiting 
measures,61 the readout technique for chemical and biosensors,121, 122 and as optical filters for 
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rejecting certain frequencies of light depending on the angle.16  Controlling and understanding 
photonic crystal diffraction is therefore extremely important to optimize their performance 
depending upon the specific application. 
Photonic crystals produced via bottom-up self-assembly of nanospheres into crystalline 
structures are the most widely studied and used form of these optical devices due to their relative 
ease of manufacture.  The defining attribute of photonic crystals that enables control over the 
propagation of electromagnetic radiation is that the photonic crystal structure is highly ordered, 
typically in FCC, HCP, or body centered cubic (BCC) lattices.   
 
 
Figure 1.9 – Non-close-packed FCC unit cell of red spheres.  A (111) Miller index lattice plane originating in 
this unit cell, in addition to a (111) plane originating from an above FCC cell (not shown), are depicted as the 
left and right purple triangles, respectively.  The origin in this case is the sphere in the lower back left corner 
of the unit cell, and the three reference axis run along the edges of the cubic unit cell outwards from the 
origin. 
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Photonic crystals and their diffraction can be described and understood using the 
framework of diffraction planes and their Miller indices, originally utilized to describe x-ray 
diffraction from atomic crystals.123  For a colloidal photonic crystal where the nanospheres are 
arranged in a lattice, planes can be drawn through groups of nanospheres to conveniently describe 
their orientation relative to reference axes for the lattice.  Planes are labelled using Miller indices, 
which is a set of integer values equal to the inverse of the distance between an origin and the 
intersection points of the plane with three reference axes drawn from that origin.123  An example 
of (111) Miller index crystal planes for an FCC structure are depicted in Figure 1.9.  These 
crystallographic planes provide a useful way to describe, calculate, and understand diffraction 
from photonic crystals.  
When light propagating through a material encounters a change in the dielectric constant, 
for example when light is incident upon a nanoparticle dispersed in water, it is scattered in all 
directions.38  In the case of a photonic crystal that contains a large number of particles regularly 
arranged into a lattice, the propagation of light with certain wavelengths and polarizations can be 
completely inhibited in certain directions if light scattered by these particles destructively 
interferes in those directions, forming a band gap where the propagation of certain wavelengths of 
light is forbidden inside the photonic crystal.37, 124  Likewise, certain directions exist where 
scattered light of a particular wavelength and polarization completely constructively interferes, 
allowing light propagation in that direction.  The condition for complete constructive interference 
of scattered light is defined as the Bragg condition.  Light incident upon a photonic crystal that 
meets the Bragg condition will be diffracted and cannot propagate through the photonic crystal. 
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Quantitatively, the Bragg condition for constructive interference is described by Bragg’s 
law (Equation 1.1), first utilized by W. L. Bragg in the early 20th century to describe x-ray 
diffraction from an atomic lattice.125 
Equation 1.1 𝒎𝒎𝝀𝝀𝟎𝟎 = 𝟐𝟐𝟐𝟐𝒅𝒅𝒉𝒉𝒉𝒉𝒉𝒉𝒔𝒔𝒔𝒔𝟐𝟐(𝜽𝜽) 
where m is the diffraction order, 𝜆𝜆0 is the wavelength of light in vacuum, n is the average refractive 
index of the photonic crystal, dhkl is the spacing between two crystal planes of Miller index (hkl), 
and θ is the glancing angle relative to that particular set of crystal planes, after accounting for 
refraction by the photonic crystal.126  Bragg’s law can be derived and intuitively understood by 
considering the geometry of adjacent lattice planes within the crystal (Figure 1.10). 
 
 
Figure 1.10 – Depiction of the Bragg condition, where the lattice planes, such as the (111) planes shown in 
Figure 1.9, are depicted as blue lines separated by the distance dhkl.  Light, depicted by red arrows, is incident 
from the left and is diffracted by these lattice planes towards the right.  Figure adapted from Kittel.127 
 
For light propagating through the crystal that is scattered by spheres contained within two 
successive lattice planes, light being scattered by spheres in the second plane in the direction 
depicted by the right arrows in Figure 1.10 must travel an additional distance equal to 2dhklsin(θ).127  
For light being scattered by spheres in these two planes to be in phase and constructively interfere, 
this path difference must equal an integer multiple of the wavelength, equal to nλ.  For a particular 
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diffraction order, only light of one particular wavelength can fulfill this Bragg condition.  Light 
scattered in this direction by these planes at other wavelengths that do not fulfill the Bragg 
condition will not be in phase and will not be Bragg diffracted by the photonic crystal.  Light at 
these wavelengths will instead be transmitted through the photonic crystal. 
 
 
Figure 1.11 – Photograph of a non-close-packed FCC photonic crystal composed of highly charged ~100 nm 
diameter polystyrene nanospheres injected between two fused silica plates, showing bright green (111) Bragg 
diffraction. 
 
For a given crystal structure and lattice constant, there are many different crystal lattice 
planes at different orientations and plane spacings that can each Bragg diffract light.  Fortuitously, 
the FCC (111) lattice planes have a spacing and orientation such that at incidence angles near the 
(111) plane normal, their Bragg diffraction does not overlap in wavelength with the Bragg 
diffraction from any other FCC crystal planes.  Furthermore, the (111) planes result in the longest 
wavelength diffraction possible in an FCC crystal.  The spectral separation and long-wavelength 
nature of FCC (111) Bragg diffraction is advantageous because it allows for the construction of 
photonic crystal optical devices that select and diffract just one narrow bandwidth spectral region, 
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while allowing light that does not meet the Bragg condition to transmit through the device.  A 
typical non-close-packed photonic crystal containing ~100 nm nanoparticles with a lattice spacing 
of several hundred nm is depicted in Figure 1.11, showing bright green iridescence resulting from 
the spectrally distinct (111) Bragg diffraction. 
The pathlength difference for light scattered by nanoparticles in adjacent crystal planes is 
angle dependent.  As a result, Bragg’s condition changes depending upon the glancing angle (θ) 
of light upon a set of crystal planes, allowing the diffracted wavelength to be tuned over a certain 
range by modifying the angle of the photonic crystal relative to the incident light.  In addition to 
tuning the diffraction wavelength by controlling the light glancing angle, the photonic crystal 
diffraction wavelength can be significantly varied by modifying the plane spacing dhkl.  dhkl can be 
controlled by tuning the concentration of the nanoparticles, where lowering the nanoparticle 
concentration yields a larger inter-particle spacing and a larger dhkl spacing.  Since monodisperse 
nanoparticles are readily fabricated from ~30 nm to >1000 nm in diameter and their concentrations 
can be modified via centrifugal concentration or dilution with additional solvent, colloidal 
photonic crystals can be made to diffract from the deep UV through the IR spectral regions.49 
The wavelength tunability and spectral separation of the (111) diffraction band from bands 
diffracted by other Miller index planes are the key features that allow these photonic crystals to be 
used as wavelength selection optics that select and diffract a narrow bandwidth spectral region of 
light.  In this dissertation work, we extensively developed and utilized photonic crystals as 
wavelength selection optics inside Raman imaging spectrometers.  In these studies, we irradiated 
samples of interest with a laser to produce Raman scattering, collected that scattered light, and 
directed it onto a photonic crystal optic placed within the spectrometer.  We carefully selected the 
angle of the photonic crystal such that a particular Raman spectral region met Bragg’s condition 
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and was diffracted by the photonic crystal.  Focusing this Bragg diffracted Raman light onto a 
CCD camera sensor yields an image made up of light only from a certain number of Raman bands, 
allowing the spatially dependent chemistry of the irradiated sample to be precisely investigated. 
1.5 Explosive Detection 
Section 1.5 was previously published in the Journal of Raman Spectroscopy as K. L. 
Gares,* K. T. Hufziger,* S. V. Bykov, and S. A. Asher, "Review of Explosive Detection 
Methodologies and the Emergence of Standoff Deep UV Resonance Raman".  J. Raman Spectrosc.  
2016. 47(1): 124-141, where “*” denotes equal contribution, and is reprinted with permission.  
This section was prepared by K.T.H. with the assistance of S.V.B and S.A.A. 
1.5.1 Non-standoff Explosive Detection 
The September 11th 2001 attack on the US and the subsequent wars in Afghanistan and 
Iraq dramatically increased the apparent need and funding for explosive detection.128  The goal of 
this review is to discuss the leading explosive detection methodologies and to compare them with 
the emergence of standoff deep UV resonance Raman (UVRR) spectroscopy.  Several non-
standoff methodologies are already widely utilized by law enforcement and military personnel. 
Canine olfaction is known to be extremely sensitive and trained dogs have been used for 
explosive detection since World War II.129  Despite the rapid development of explosive detection 
instrumentation, trained dogs are still one of the most widely employed detection systems because 
they offer sensitivity, specificity, and directionality found lacking in many portable analytical 
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systems.  Limited evidence suggests that canines can sense some analytes at parts per trillion (ppt) 
levels,130 however there are numerous challenges associated with use of canine detection.  Canine 
duty time is generally limited to just a few hours a day, and canine sensing effectiveness is a 
function of training, physical activity, and handler influence.131,132,133,134  At present the mechanism 
of olfaction is not well understood and it is unclear if trained canines sense the analyte of interest 
or accompanying impurities present in the explosive material.135,136 
Ion mobility spectrometry (IMS) is an analytical technique that sees widespread use in 
airports worldwide for explosive detection.137,138  The technology used in IMS is relatively mature 
which facilitates its development for field use.139,140,141,142  Sample collection typically occurs using 
surface swabbing. The swab is then rapidly heated to evaporate any adsorbed volatile species.  A 
“sniffing” methodology can also be utilized where air is drawn directly into the IMS spectrometer 
to be sampled.139  Samples introduced into the IMS spectrometer are typically pre-concentrated 
before being ionized via radioactive 63Ni, electrospray ionization, photo-ionization, or corona 
discharge, among other approaches.  
The ions are then introduced into a drift tube along with a carrier gas, which is typically 
purified air.  An electric field applied across the length of the drift tube propels ions through the 
field at different characteristic velocities which depend on their mass, charge, and collision cross 
sections before being detected (Figure 1.12).  Detection limits for explosive molecules readily 
reach into the picogram regime.143,139  IMS is a widely adopted explosive detection method due to 
the commercialization of small, easy to use instruments that produce results in several seconds.  
However, there are several challenges faced by IMS.  Since analyte molecules need to be 
physically drawn into the spectrometer, this precludes the use of IMS for standoff detection.  The 
necessity of physical sample handling also hampers automated screening as well as the screening 
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of large objects.  Trace vapor detection is also impeded by the extremely low vapor pressures (ppb) 
of many explosives. 
 
 
Figure 1.12 – (a) Example of an IMS measurement.  First, molecules are introduced into the reaction region 
to be ionized before being introduced into the drift region to be separated by mass, charge, and collision cross 
section before being detected.  (b) Example spectra of several explosives detected by an ion mobility 
spectrometer.  Figure adapted from Eiceman et al. and Hilton et al.144, 145 
 
Colorimetric and fluorimetric assays produce spectral changes upon interactions with 
explosive analytes.  Color-based techniques offer low cost, simple to interpret, instrument free 
detection that can be performed by untrained personnel in the field.  Three broad categories of 
color-based detection exist: colorimetric, fluorescence quenching, and fluorescence 
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activation.146,147  Colorimetric based assays typically function by utilizing Griess and 
Meisenheimer chemistries to produce brightly colored compounds upon reaction with nitrites 
(NO2-) and nitroaromatics, respectively.  In a Griess test, nitrate esters and nitramines are treated 
with base to release NO2-, followed by treatment with sulphanilic acid and an arylamine to produce 
a bright pink azo dye,146 enabling visual detection of RDX, HMX, PETN, NG, and 
nitrocellulose.148  
Alternatively, nitroaromatics such as TNT and dinitrotoluene (DNT) can react with 
nucleophilic bases to produce brightly colored Meisenheimer complexes with ppm detection 
limits.149  These technologies have been developed as commercially available spray kits for field 
detection of explosives.150  While these tests are rapid, inexpensive, and simple to use, the 
utilization of colorimetric detection is hampered by its lack of specificity and its moderate 
sensitivity.  The Griess test, for example, can produce false positives if fertilizer, nitrocellulose 
(commonly found in lacquers), or other sources of NO2- have contaminated the interrogated area. 
Fluorimetric quenching explosive detection assays typically utilize electron rich 
conjugated polymeric substrates which contain many fluorophores that act as binding sites for 
explosive molecules.146  When the polymer is excited by photon absorption the excited state 
involves multiple fluorophores along the polymer chain.151,152  If a quenching molecule such as an 
electron deficient nitroaromatic is bound to a sampled binding site, the excitation will be quenched.  
The quenching of multiple fluorophores by a single analyte molecule greatly enhances detection 
sensitivity.153  This has enabled ppb level sensing for TNT, DNT, and dinitrobenzene 
(DNB).154,155,156,157  Cumming et al. demonstrated a sensor system (Fido) that consists of a chamber 
containing a fluorescent pentiptycene polymer film which samples air being drawn through the 
sensor inlet.4  A blue LED fluorescence excitation source and a photomultiplier (PMT) detects the 
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decrease in fluorescence intensity when explosive analytes bind to the polymer film (Figure 1.13).  
TNT was detected at ppt levels in air as well as in the air surrounding deactivated landmines buried 
at a DARPA test range.  This methodology has been commercialized for handheld explosive 
detection fluorescence quenching devices for military use. 
 
 
Figure 1.13 – (a) Schematic of the Fido fluorescence quenching explosive sensor originally demonstrated in 
2001.  (b) Handheld Fido 4A fluorescence quenching instrument.  Figure adapted from Cumming et al. and 
Swager et al.4, 158 
 
Fluorescence turn-on methodologies have recently been developed.  These sensors 
function by forming fluorescing species upon reaction with specific explosive molecules.  The 
emission of these fluorophores sensitively reports the presence of explosives.  PPM sensitivities 
for RDX and PETN were reported as well as ppb sensitivities for TATP and TNT.159,160,161  The 
broad challenge facing color-based sensors is that each sensor is designed to sense a specific 
explosive of interest, or a single class of explosives. Thus, multiple sensors are required for field 
detection of explosives.  These methodologies are not amenable to standoff detection. 
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In addition to the methods mentioned above, there exist a multitude of other techniques 
that are currently being investigated for the purpose of explosives detection.  These methods 
include mass spectrometry162,163,164 and neutron techniques165 for explosive identification, as well 
as X-ray and X-ray computed tomography (CT) methods for imaging suspected explosive devices 
in airline luggage.166  These analytical methods all have the disadvantage that that they need to be 
placed in direct proximity to the interrogated object in order to analyze its composition. 
1.5.2 Standoff Explosive Detection 
Approaching a suspicious object such as a suspected IED is extremely undesirable from a 
safety standpoint.  It is therefore highly desirable to develop standoff methodologies to determine 
the composition of a sample from a safe distance in order to keep both personnel and 
instrumentation from harm.  Laser based spectroscopies appear to be the only currently viable 
standoff detection methods.  Standoff spectroscopic measurements have been demonstrated at 
distances of tens to hundreds of meters.25,167,168  Furthermore, since no physical interaction with 
the sample is necessary, it is possible to construct instruments that can continually and 
automatically survey an area (for example, a military checkpoint), and alert an operator if a 
hazardous analyte is detected.  Spectroscopic techniques can be highly selective and can be 
employed to detect many different analytes of interest.  Laser spectroscopies can also be utilized 
in chemical imaging methodologies to obtain spatially resolved chemical composition 
information.12,169,170 
Standoff spectroscopic methods face significant challenges.  As the distance from the 
object being analyzed to the collection optic increases, the amount of light collected will decrease 
as the inverse square of the distance.25  Long distance measurements typically require the use of 
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large telescopes for light collection, high laser powers, efficient spectrometers, and long 
accumulation times.  The collected signal intensity increases with excitation power; however, eye 
and skin-safe field detection requires low laser powers. 
 
 
Figure 1.14 – Cart mounted standoff LIBS instrument utilized for explosive detection.  A Nd:YAG laser 
produced 350 mJ pulses of 1064 nm light to excite samples including TNT, RDX, and C-4 placed on a car 
door at 30 m standoff.  Figure adapted from Lopez-Moreno et al.171 
 
Laser induced breakdown spectroscopy (LIBS) has recently been developed as a 
spectroscopic technique for standoff explosive measurements.172,173  LIBS utilizes short, high peak 
power laser pulses to produce dielectric breakdown of the sample surface, resulting in rapid heating 
and plasma formation.174,175  Materials ablated by the plasma spark decompose into multiple 
smaller molecular, ionic, and atomic species.  These species are excited by the plasma before 
relaxing and emitting photons of characteristic wavelengths.  The intensity ratios of the atomic 
emission lines from C, N, O, and H can be used to infer the original molecular structure 
stoichiometry by comparing the collected spectra to standard spectra taken of known compounds 
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under similar experimental conditions.  LIBS has recently been applied to standoff explosive 
sensing because it offers the possibility of high signal, long standoff ranges, and low spectral 
accumulation times without the necessity of sample preparation. 
Several standoff LIBS instruments for explosive detection have been demonstrated over 
the past decade.  Lopez-Moreno et al. demonstrated a portable cart sized LIBS instrument that 
detected TNT, RDX, and C-4 deposited on a car door 30 m away (Figure 1.14).171  A challenge 
facing field measurements of unknown samples is whether it is possible to identify explosive 
spectral signatures in the presence of other emitting interferents.  The authors developed a spectral 
analysis method in the form of a flow chart that they use to determine the presence of explosives.   
Gottfried et al. studied and developed partial least squares (PLS) and principle component 
analysis (PCA) chemometric software to aid in the identification of explosive spectral signatures 
in the presence of other emitting interferents on different substrate materials.176,177,178  Lucena et 
al. recently constructed an imaging LIBS system that could image fingerprints of explosive 
molecules at a range of 30 m.179  González et al. found that they could utilize LIBS to measure 
TNT and C-4 placed behind transparent sheets of plastic and glass.180 
There is interest in combining LIBS and Raman spectroscopy within a single instrument in 
order to measure both elemental and molecular sample information.  Moros et al. developed a 
combined Raman/LIBS instrument that utilized a single 532 nm laser pulse to generate both the 
LIBS plasma and the Raman scattering which were collected by a telescope and directed into two 
separate spectrometers in order to collect both spectra simultaneously.181  NH4NO3, RDX, DNT, 
TNT, PETN, potassium chlorate (KClO3), and sodium chlorate (NaClO3) were all measured at a 
distance of 20 m.   
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The largest challenge facing the implementation of LIBS as an explosive detection 
technique for field use is that the LIBS spectra strongly depend upon the detailed experimental 
conditions.  Matrix effects including the emission of molecules on or within the substrate, as well 
as in the surrounding atmospheric gases can complicate analyte identification.  In addition, 
organics within the plasma can react to form new species with different spectral emissions.  The 
matrix composition, as well as the incident laser pulse temporal width, energy, and wavelength 
impact the excited plasma, complicating qualitative and quantitative analysis.172  LIBS instruments 
are also intrinsically eye-unsafe due to their need for high power laser pulses. 
Raman spectroscopy has also been widely utilized for standoff detection.  Raman spectra 
are generated by exciting a sample with a monochromatic light source, normally a laser.  Raman 
spectra detail the intensity of inelastically scattered light as a function of the frequency difference 
relative to the excitation light.23,21,10  These spectra detail both the structure and environment of 
the scattering molecule.  Thus, Raman spectra serve as sensitive and specific fingerprints that can 
be used to determine the chemical composition of illuminated samples.  Raman spectroscopy can 
be used as a standoff, highly specific, non-destructive, eye-safe monitor of molecular composition. 
In the early 90’s, Angel et al. demonstrated a portable visible Raman standoff spectrometer 
that utilized a visible Ar+ ion laser to detect several salts including solid and solution state NaNO3 
at a 17 m distance.182  The goal of this study was to develop a system capable of measuring 
contaminants inside of storage tanks at waste disposal sites. 
The first demonstrations of standoff Raman for explosive detection were by Carter et al. 
and Sharma et al. in the early 2000’s.25,183  The instrument developed by Carter et al. utilized a 
frequency doubled Nd:YAG laser (532 nm) for excitation and a 20 cm open aperture Cassegrain 
telescope to collect the scattered light from samples at a 50 m standoff distance.  The Raman 
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scattered light from TNT, RDX, PETN, and NH4NO3 was collected, dispersed, and detected with 
a gated, intensified CCD (ICCD) camera.  The authors demonstrated that use of a short ICCD gate 
width greatly reduced the background contribution of ambient light and decreased the contribution 
of sample fluorescence (Figure 1.15).  The authors estimated a limit of detection (LOD) for their 
instrument of ~250 ppm for 1000 laser pulses (100 s integration) at 27 m standoff distance for 8% 
w/w RDX contained in a sand matrix. 
 
 
Figure 1.15 – 27 m standoff Raman spectra of RDX with a (a) 99 ms and (b) 100 µs ICCD gate width.  The 
spectra show strong Hg lines from fluorescent ceiling lamps that appear with longer gate widths.  Figure 
adapted from Carter et al.25 
 
Several Raman standoff studies were performed by the Swedish Defense Research Agency 
(FOI).  Pettersson et al. utilized 532 nm excitation coupled with a 15 cm open aperture Cassegrain 
telescope to collect Raman light from samples such as nitrobenzene (NB), TATP, methyl ethyl 
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ketone peroxide (MEKP), and HMTD contained within glass containers placed outdoors ~30 m 
away.184  Östmark et al. recently demonstrated a standoff visible Raman imaging spectrometer 
which utilized 532 nm excitation and a telescope to collect a hyperspectral Raman image of solid 
chunks of sulfur, DNT, NH4NO3, and TNT placed 10 m away (Figure 1.16).14  A liquid crystal 
tunable filter (LCTF) was utilized to transmit only a single narrow wavelength spectral region 
(~0.25 nm) to be focused onto a CCD camera.  The LCTF could be rapidly wavelength tuned to 
enable efficient hyperspectral image collection.  By judiciously selecting and imaging the Raman 
bands characteristic of each analyte, the different explosives could be easily distinguished in the 
resulting Raman spectral images.  
 
 
Figure 1.16 – (a) White light image of solid 5 mm diameter sulfur, DNT, NH4NO3, and TNT samples from left 
to right.  (b)  Raman spectral image of the samples depicted at left indicating the sum of the measured Raman 
band intensities.  Color indicates relative Raman intensity from low (blue) to high (red).  Sulfur scatters 
Raman light much more intensely than the three other samples, resulting in a bright red feature.  Figure 
adapted from Östmark et al.14 
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Figure 1.17 – Spatially offset Raman spectra of solid NaClO3 held within a 1.5 mm thick HDPE container at 
12 m standoff.  Neat NaClO3 and HDPE are depicted in the top and bottom spectra, respectively.  The ratio of 
NaClO3 to HDPE Raman bands increase with the spatial offset between the collection optic and the exciting 
beam.  Figure adapted from Zachhuber et al.185 
 
Collecting Raman spectra of samples within containers can be difficult because the 
container walls also Raman scatter and interfere with determination of the container contents.  
Spatially offset Raman spectroscopy (SORS) utilizes a spatial offset between the laser excitation 
spot and the spot where the collection optic is focused in order to minimize the contribution of 
Raman bands from the container walls.  This increases the relative intensities of the Raman bands 
of the container’s contents.186  The principle behind SORS is that Raman scattered light generated 
by a highly scattering sample powder inside a container is more likely to propagate laterally before 
it exits the container, compared to Raman light generated by the container wall.186  Therefore, as 
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the collection optic is pointed away from the laser excitation, more Raman scattered light from the 
container contents are observed relative to that from the container wall. 
Zachhuber et al. recently demonstrated standoff SORS for the analysis of chemicals within 
containers.185,187  A 532 nm laser beam with beam directing optics to produce the spatial offset 
was utilized to generate Raman scattering in the sample that was then collected by a telescope.  
Offset Raman spectra were measured of NaClO3 contained within semi-opaque, high density 
polyethylene (HDPE) containers placed 12 m away.  At 0 mm offset, the telescope and laser beam 
are coaxial and the collected spectra contains Raman bands from both NaClO3 and HDPE (Figure 
1.17).  However, as the offset between the laser beam and the telescope increases the HDPE bands 
diminish in intensity relative to NaClO3 and the collected spectra approaches that of pure NaClO3.  
The ability to collect Raman spectra through semi-opaque containers can be important for field 
use in cases where bulk explosive materials are stored within containers. 
Misra et al. demonstrated that visible Raman spectra can be measured from greater than 
100 m standoff distances.24  Single 100 mJ pulses of 532 nm light excited NB, potassium 
perchlorate, and NH4NO3 samples inside sealed glass vials 120 m away (Figure 1.18).  The Raman 
scattered light was collected by a 20 cm diameter telescope and focused into a spectrograph.  The 
light was detected by an ICCD camera.  Importantly, no cosmic ray removal or baseline correction 
was necessary before data analysis due to the use of ICCD gating to detect spectra only during the 
brief time period during the arrival of Raman scattered light in order to minimize spectral 
interference from ambient light and cosmic rays.  High S/N spectra were easily measured with 
short accumulation times.  Collection of high S/N spectra with minimal contributions from spectral 
interferents is important for field instrumentation in order to enable trace explosives identification.  
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Figure 1.18 – Standoff visible Raman spectrometer constructed by Misra et al. pointed at samples 120 m 
away.  Figure adapted from Misra et al.24 
 
Until recently most standoff excitation studies utilized visible and near IR wavelength 
lasers such as Ar and Kr ion lasers, frequency doubled Nd:YAG lasers, and diode lasers due to 
their widespread availability.  In addition, high quality optics and optical filters which can be used 
to reject Rayleigh scattered light are also easily available for visible and near IR wavelength 
excitation.  Visibly excited standoff Raman spectroscopy is challenged by sample and impurity 
fluorescence, which often occurs in the same spectral region as the Raman bands of interest.  
Intense fluorescence can degrade spectral S/N which impedes analyte detection.  Pulsed laser 
excitation and gated detection can be utilized to reduce contributions from fluorescence as well as 
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ambient light and cosmic rays.  However, the use of pulsed laser excitation significantly increases 
the eye safety hazards associated with the field standoff measurements.   
1.5.3 Advantages of UV Excitation for Raman Spectroscopy 
Although visible Raman spectroscopy has been successfully used for standoff detection of 
bulk amounts of explosives, trace explosives detection will be difficult with visible or near IR 
excitation due to the generally small visible or near IR Raman cross sections that result in low 
sensitivity.  Furthermore, visible and near IR excitation cannot be used to selectively enhance the 
resonance Raman spectra of explosives.  For visible excitation, Raman bands of explosives have 
cross sections similar to those of interferents and substrates.  This degrades the ability to spectrally 
differentiate between explosive analytes and interferents. 
Excitation in the deep UV (< 260 nm) results in an increased selectivity and sensitivity of 
standoff Raman due to resonance enhancement, the ν4 dependence of the scattered intensity, and 
the lack of deep UV interference from fluorescence.21,188  Resonance enhancement results in 
increased Raman intensities from molecules that absorb near or at the excitation wavelength. 
Fountain et al. and Emmons et al. measured the dependence of Raman scattering intensities 
of NH4NO3 and TNT on both the excitation wavelength (from the near IR to the UV) and on the 
sample thickness.33,27  The authors demonstrated that deep UV excitation is advantageous for thin 
film detection where the increased resonance Raman cross sections increase the observed 
intensities (Figure 1.19).  They also showed that the increased Raman intensities associated with 
resonance enhancement is limited by sample absorption.  This absorption limits the penetration 
depth for the excitation beam. 
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Figure 1.19 – Normalized Raman intensity for the (a) 1044 cm-1 band of solid NH4NO3 and (b) 1620 cm-1 band 
of solid TNT as a function of sample thickness and excitation wavelength.  Figure adapted from Fountain et 
al.33 
 
Visible wavelength excitation results in high Raman intensities for thick explosive samples 
where there is negligible absorption of the excitation beam.  Visible excitation produces Raman 
scattering from a much greater depth of a thick sample because the laser beam is not strongly 
attenuated.  Visible and near IR wavelength excitation is advantageous for thick, transparent 
samples, which are unlikely to be encountered in the field.  UV excitation is advantageous for trace 
explosive detection which generally involves thin samples.  
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UV excitation is also beneficial for standoff instrumentation because the higher eye 
exposure limits for deep UV light allows the use of higher laser powers compared to visible 
excitation.  Carroll et al. recently compared the use of 532 and 266 nm excitation for eye-safe 
standoff detection.189  The authors conclude that because the maximum permissible exposure 
(MPE) set by ANSI is much higher for UV light compared to visible light, higher beam powers 
can be utilized for UV standoff detection, giving a 130-fold increased detection distance for 266 
nm excitation compared to 532 nm.  At 266 nm the photochemical MPE set by ANSI is 3 mJ/cm2, 
which allows 1 sec of sample illumination with a 10 Hz, 1 mW average power 7 mm diameter 
beam.  The authors calculate that for their instrument, these conditions enable an eye-safe 3 m 
maximum detection distance for Teflon.  It should be noted that protection of personnel against 
deep UV light is easily accomplished by utilizing glass enclosures and plastic goggles. 
1.5.4 Standoff UV Raman Spectroscopy 
Several groups have begun exploring the feasibility of standoff UV Raman towards 
explosive detection.190,191,192,193,194,195 Hug et al. (Photon Systems Inc.) and Bhartia et al. (Jet 
Propulsion Laboratory/Caltech) have developed portable UV Raman instrumentation utilizing 
small transverse excited hollow cathode (TEHC) 248 nm NeCu lasers.190-192  Waterbury et al. 
(Alakai Defense Systems) have recently constructed a truck mounted UV Raman system for 
standoff detection.193 
The Swedish Defense Research Agency has developed deep UV Raman instruments for 
standoff detection.  Ehlerding et al. constructed instruments that utilized deep UV excitation 
generated by an optical parametric oscillator (OPO) pumped by the 3rd harmonic of a Nd:YAG 
laser.194  Scattered light was collected by a 13 cm telescope at a 1.6 m standoff distance.  The 
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Raman light was dispersed by a single spectrograph and detected by an ICCD.  Vapor phase TNT 
and DNT were detected with 100 sec accumulation times.  NM was also measured outdoors at a 
13 m standoff distance. 
Reichardt et al. constructed an instrument that used 244 nm excitation for the detection of 
TNT that employed a conventional Czerny-Turner spectrograph with an ICCD detector.195  The 
authors utilized their measured spectral S/N ratios for standoff measurements to estimate the 
accumulation times necessary to detect TNT.  They concluded that detection of >6 µg/cm2 amounts 
of TNT at ~100 m standoff distances would require >10 sec accumulation times. 
Advances in UV Raman instrumentation will aid in the development of standoff UV 
Raman methods for trace explosive detection.  While visible and near IR Rayleigh rejection optical 
filter technology is mature and relatively inexpensive, commercialized deep Rayleigh rejection 
filters have much poorer performance with low out-of-band transmission, as well as insufficient 
cutoff band edge steepness.  This has previously necessitated the use of multistage spectrometers 
with low light throughput. 
We recently developed a novel high throughput, high dispersion deep UV Raman 
spectrometer.  This spectrometer consists of a high efficiency filter stage monochromator and a 
high dispersion Echelle spectrograph (0.04 nm/mm dispersion at 229 nm).  This high dispersion 
allowed us to open the entrance slit to 1 mm, while maintaining a spectral resolution of ~10 cm-1 
full width half max (FWHM).  Use of a 1 mm wide entrance slit results in a ~35-fold throughput 
increase compared to previously UV-optimized Raman spectrographs.196  We utilize this 
spectrograph in a prototype standoff deep UV Raman spectrometer we are developing.197  We also 
developed novel deep UV Rayleigh rejection filters and Raman imaging optics as discussed in 
detail below. 
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The development of standoff deep UV Raman instruments has also been slowed by the 
lack of suitable deep UV laser sources.  Current UV Raman measurements mainly utilize Nd:YAG 
3rd (355 nm),  4th (266 nm) and 5th (213 nm) harmonics, the second harmonics of visible Ar+ ion 
laser lines at 257, 248, 244 and 229 nm, and UV-tunable (193-240 nm) harmonics of Ti:Sapphire 
tunable lasers.198 For wavelengths below 244 nm, these lasers produce < 20 mW output power.  
These lasers are large, heavy, require water cooling, and are relatively inefficient.  High power 
low duty cycle excimer lasers, like ArF at 193 nm and KrF at 248 nm, require use of highly 
poisonous and reactive halogens.  High average power, portable, easy to operate UV lasers are 
required for standoff Raman instruments. 
In collaboration with UVisIR Inc. we recently developed a novel, compact, acousto-
optically Q-switched diode pumped solid state (DPSS) intracavity-frequency tripled Neodymium-
doped Yttrium Vanadate (Nd:YVO4) laser capable of producing up to 100 mW of quasi-CW 213 
nm light.  The light is generated as 15 ns pulses at a 30 kHz repetition rate.197  We utilized this 
new laser in a prototype standoff deep UV Raman spectrometer.  We monitored the UVRR spectra 
of solid and solution nitrate species utilizing our lab built Echelle deep UV Raman spectrometer.197  
The laser beam size was ~2 mm in diameter at the sample (~30 mW/cm2) and Raman scattered 
light was collected by a 5 cm plano-convex lens.  At a ~2.2 m standoff distance we were able to 
easily monitor the NO3- symmetric stretching band of 1 mg/cm2 NaNO3 powder spread on a metal 
surface (Figure 1.20), and of 20 µM aqueous solutions of NaNO3 (Figure 1.21). 
We monitored the 1065 cm-1 ν1 NO3- symmetric stretching band of solid NaNO3 for 
different amounts of solid NaNO3 per cm2 (Figure 1.20).197  We are able to clearly detect the 1065 
cm-1 Raman band of solid NaNO3 at ~1 mg/cm2 with a 60 sec accumulation time.  We estimate a 
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~100 μg/cm2 detection limit for 1 min accumulation times for the ν1 symmetric stretching vibration 
of solid NO3-.197 
 
 
Figure 1.20 – 2.2 m standoff 213 nm UVRR spectra of different amounts of solid NaNO3 powder.  Spectra 
were accumulated for 60 sec and the irradiance is ~30 mW/cm2.  The smoothed (Savitzky-Golay) and raw 
spectra are overlaid.  Figure adapted from Bykov et al.197  
  
We also monitored the 213 nm excited ν1 symmetric stretching vibration of NO3- at ~1044 
cm-1 for solution state NH4NO3 at different concentrations (Figure 1.21).  The 1044 cm-1 band is 
detectable for 20 μM solutions with 10 sec accumulation times.197  For the most concentrated 2 M 
NH4NO3 sample, the excitation beam is completely absorbed by a thin surface layer of solution.  
As the NH4NO3 concentration decreases, the beam penetration depth into the sample increases, 
yielding a larger sampled volume.  The number of irradiated molecules therefore remains constant 
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even as the concentration decreases by 4 orders of magnitude, resulting in very similar 1044 cm-1 
band measured Raman intensities over a large concentration range.  
 
 
Figure 1.21 – 2.2 m standoff 213 nm UVRR spectra of aqueous NH4NO3 solutions at different concentrations 
in a 1 cm path length cuvette.  Spectra were accumulated for 10 sec.  Figure adapted from Bykov et al.197 
1.6 Motivation for Deep UV Diffracting Photonic Crystal Development 
Portions of Chapter 1.6 were previously published in the Journal of Raman Spectroscopy 
as K. L. Gares,* K. T. Hufziger,* S. V. Bykov, and S. A. Asher, "Review of Explosive Detection 
Methodologies and the Emergence of Standoff Deep UV Resonance Raman".  J. Raman Spectrosc.  
2016. 47(1): 124-141, where “*” denotes equal contribution, and is reprinted with permission.  The 
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portions of this section reprinted below were originally prepared by K.T.H with the assistance of 
S.A.A. 
The goal of this dissertation work was to develop photonic crystals as wavelength selection 
optical devices that would enable deep UV spectral imaging for trace explosive detection purposes.  
Spectral imaging techniques are powerful because they can be used to map the locations analyte 
of interest on the surface of an object.12  Spectral images can be measured using either raster-scan 
or wide-field imaging methods.199  In the raster-scan method, a focused laser sequentially 
illuminates a number of small spatial regions across the surface of the sample.  Raman spectra are 
measured at each spatial region, and a hyperspectral image, which depicts the spatial variation in 
sample chemistry, can be formed from the large set of individual raster-scanned spectra.  The 
major disadvantage of raster scanning is that large numbers of individual spectra must be measured 
to achieve high image resolution or to image large spatial areas.  The number of spectra required 
depends on the size of the surface and the desired spatial resolution, which can result in extremely 
long accumulation times on the order of hours for images with large numbers of pixels.200 
Alternatively, wide-field imaging instruments can be utilized to collect spatially resolved 
spectral information from an arbitrarily large region of the sample surface all at once.  Instead of 
utilizing a focused laser beam, an expanded beam is used to illuminate a large spatial area of the 
sample surface.12  In this case, in a typical wide-field experiment a spectrally narrow portion of 
the overall Raman spectrum is selected and its intensity is measured at each point in the irradiated 
area of the surface simultaneously.  Wide-field imaging instruments typically utilize a wavelength 
selection device to select the narrow spectral region to be detected by a CCD camera.  Liquid 
crystal tunable filters (LCTFs), acousto-optic devices, and dielectric filters are traditionally used 
as the wavelength selection optics in wide-field imaging spectrometers because they can select 
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spectrally narrow wavelength spectral intervals and are readily wavelength tunable.12  By tuning 
the wavelength transmitted by these devices and collecting a wide-field image at each wavelength, 
a hyperspectral image can be formed that details the spatial variation in sample surface chemistry, 
similar to that obtained via the raster-scan method discussed above.35,36,34  Alternatively, fiber optic 
arrays can also be coupled to a traditional dispersive spectrographs and used for wide-field 
imaging.12,201   
One benefit of wide-field imaging techniques is that they can improve hyperspectral image 
S/N under conditions where the excitation power is not limiting, which can be used to reduce the 
time required to complete a measurement.13, 199, 202  It is also possible to further reduce 
measurement time in wide-field imaging techniques by only collecting a limited number of spectral 
images at a limited number of spectral regions of interest, while ignoring spectral regions that are 
not expected to contain information of interest.  In general, utilizing techniques to maximize 
measurement S/N are beneficial because in addition to shorter measurement times, high S/N allows 
for increased standoff distances and lower detection limits.  All three of these parameters are 
extremely important to consider when designing instrumentation for field use, where extremely 
sensitive, fast performance is desired and necessary. 
As discussed in Chapter 1.5.3, it is necessary to use deep UV excitation to enable resonance 
Raman enhancement, thereby maximizing the number of Raman scattered photons generated by 
the sample and improving the likelihood of detecting extremely thin, trace samples of explosives.  
However, development of wide-field Raman imaging spectrometers for use with deep UV 
excitation is impeded because the wavelength selection devices discussed above do not function 
in the deep UV, likely because materials used in their manufacture absorb light in this spectral 
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region.  To create a wide-field imaging spectrometer in the deep UV spectral region, a wavelength 
selection device that functioned in the deep UV needed to be developed. 
Directly prior to the start of the dissertation work described in the following chapters, the 
Asher research group demonstrated photonic crystals composed of highly charged monodisperse 
silica nanoparticles that diffracted narrow wavelength intervals of deep UV light.15, 203  In that 
work, Wang et al. demonstrated the use of these deep UV diffracting PCs as Rayleigh rejection 
filters for 229 nm excited deep UV Raman measurements.  In this dissertation work, we further 
developed these photonic crystal optics in the visible and deep UV spectral regions, demonstrating 
for the first time their use in wide-field imaging spectrometers.  In Chapter 2.0, we describe our 
development of a novel, proof of concept wide-field Raman imaging spectrometer utilizing visible 
excitation to validate our spectrometer design.  In Chapter 3.0, we utilized the knowledge acquired 
during that work, along with additional improvements in deep UV photonic crystal fabrication and 
characterization, to develop the first standoff deep UV wide-field Raman imaging spectrometer 
that we utilized to detect and image 10 µg/cm2 quantities of explosives from 2.3 m away.  We then 
developed the first mechanically robust, solvent-less deep UV diffracting inverse opal photonic 
crystals to improve the lifetime and durability of these photonic crystal wavelength selection 
optics, described in detail in Chapter 4.0. 
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2.0 Chapter 2:  Raman Hyperspectral Imaging Spectrometer Utilizing Crystalline Colloidal 
Array Photonic Crystal Diffraction 
This chapter was previously published in the journal Applied Spectroscopy as K. T. 
Hufziger, S. V. Bykov, and S. A. Asher, "Raman Hyperspectral Imaging Spectrometer Utilizing 
Crystalline Colloidal Array Photonic Crystal Diffraction".  Appl. Spectrosc.  2014. 68(11): 1219-
1223, and is reprinted with permission.  K.T.H. collected and analyzed the data with the assistance 
of S.V.B.  This manuscript was prepared by K.T.H. with the assistance of S.V.B and S.A.A. 
2.1 Introduction 
Hyperspectral imaging is a powerful technique because it determines the spatial 
dependence of the sample chemical composition.12, 204, 205  The spectrum of each pixel in a 
hyperspectral image is encoded with the sample surface chemical composition.  This information 
can be used for characterizing pharmaceutical tablets,206 determining food quality,207,208 
atmospheric monitoring,209 and standoff detection of analytes.210  Hyperspectral images have been 
measured for reflectance,211 fluorescence,212 infrared absorbance,213 and Raman spectral 
techniques.214 
Raman spectroscopy is well suited to identifying chemical species because Raman spectra 
are molecular fingerprints.  Raman spectral bands contain vibrational information that details 
molecular composition and molecular environment.23  Raman imaging spectrometers can utilize 
either mapping techniques or wide-field imaging.  Mapping instruments utilize a focused laser 
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beam and a precision sample translation stage.169,215  To create an image, the laser is rastered over 
the sample surface while collecting Raman scattered light at each desired position.  The collected 
light at each position is dispersed by a traditional Raman spectrometer.  Raman spectrometers 
typically use double or triple monochromators to remove the intense Rayleigh scattered light.  
While these systems provide excellent spectral resolving power they are often large, heavy, and 
have poor throughput.44  The consequence is that long integration times and high laser powers 
must be used to achieve sufficient signal-to-noise.  The resulting accumulation times for rastered 
Raman images can be extremely long depending on the desired spatial resolution and the sample 
size. 
Alternatively, wide-field instruments utilize a broad laser beam and the scattered light is 
simultaneously collected from a large surface area.216  Rather than dispersing the collected light 
with a diffraction grating, these instruments typically utilize thin-film band-pass filters,36 acousto-
optic filters,35 or liquid crystal tunable filters34 to select a narrow wavelength Raman spectral 
region for imaging on a CCD camera.  The advantage of this approach is that narrow spectral 
Raman images are created of the entire sample surface, greatly decreasing the total time required 
to generate the hyperspectral image. 
In previous work we pioneered the use of crystalline colloidal array (CCA) photonic 
crystals as spectral dispersion optical devices for use as Rayleigh rejection filters in Raman 
spectrometers.15, 16, 217-219  More recently, there have been additional studies on the utility of using 
photonic crystals to replace traditional diffraction gratings.203, 220, 221  In this work, we use photonic 
crystals for the first time as the wavelength selection element of a wide-field Raman imaging 
spectrometer to diffract narrow spectral regions of light. 
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2.2 Experimental 
2.2.1 Synthesis of Monodisperse Polystyrene Nanoparticles 
Polystyrene nanospheres were synthesized using a modification222 of the previous method 
of Reese et al.59 A 500 mL jacketed Kontes reaction vessel was temperature controlled by a 
Thermo Neslab RTE 740 recirculator and stirred by using a Caframo BDC6015 overhead stirrer 
connected to a Teflon coated stir rod. 
Styrene (Sigma Aldrich) was passed through a column containing 50 mL of aluminum 
oxide to remove the butylcatechol inhibitor.  The ionic comonomer 3-allyloxy-2-hydroxy-1-
propanesulfonic acid (COPS-1), the charged surfactant dihexyl sulfosuccinate (MA-80-1), and 
ammonium persulfate were acquired from Sigma Aldrich and used as received.  Sodium 
bicarbonate was acquired from JT Baker and used as received.  Nanopure water was generated by 
a Barnstead purification system. 
A typical synthesis for the monodisperse 105 nm diameter polystyrene spheres is as 
follows.  0.348 g sodium bicarbonate and 275 mL nanopure water were added directly to the 
reaction vessel that was fitted with an addition funnel, a Teflon stir rod, a nitrogen purging inlet, 
and a reflux condenser.  The stirring rate was set to 60 RPM and the solution was degassed for 30 
min with N2.  3.433 g MA-80-1 was dissolved in 5 mL nanopure water and added to the reactor, 
allowing 10 min of degassing after addition.  115 mL styrene was transferred to an addition funnel 
that was previously wrapped in aluminum foil to prevent photopolymerization.  The styrene was 
purged with N2 for 30 min.  After purging, the stir speed was increased to 350 RPM and the reactor 
brought to a temperature of 50 °C.  The styrene monomer was then added at a rate of ~0.1 mL / 
sec.  Five min after completion of styrene addition, 6.282 g COPS-1 was added, and the 
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temperature increased to 70 °C.  1.562 g ammonium persulfate was dissolved in 5 mL nanopure 
water and injected to initiate the reaction.  After allowing the reaction to proceed for two hours, an 
additional 1.043 g COPS-1 was injected into the reactor, followed 5 min later by another 1.015 g 
ammonium persulfate dissolved in 2 mL nanopure water.  The reaction was allowed to proceed for 
another hour before being cooled to 50 °C under stirring.  The particle dispersion was then filtered 
through previously boiled glass wool.   
The mixture was then dialyzed using either 14,000 D MWCO regenerated cellulose tubing 
(Sigma Aldrich) or 1,000 kD MWCO cellulose ester tubing (Millipore) against nanopure water for 
two weeks.  Following dialysis, the polystyrene colloidal dispersion was stored in contact with 
cleaned AG-501-X8 (Bio-Rad) mixed bed ion exchange resin.223  The colloidal particle 
concentration was varied by adding or removing water.  Care needs to be taken when increasing 
the concentration to avoid aggregation.  To increase the colloid concentration, the particles were 
placed in 100 kD MWCO regenerated cellulose centrifugal filters (Millipore Amicon) and spun at 
2000 g to slowly draw water from the sample. 
2.2.2 Characterization Techniques 
Diffraction of the colloidal array was measured using a Cary 5000 UV-Vis-NIR absorption 
spectrometer.  Zeta potentials were measured using a Malvern Nano ZS90 Zetasizer.  Particle sizes 
were measured using a FEI Morgagni 268 80 kV transmission electron microscope (TEM) by 
placing 10 µL of the dilute colloidal dispersion on Formvar coated copper grids (01814-F, Ted 
Pella) and evaporating to dryness.  100 spheres were measured via Image J (NIH) in order to 
determine the particle monodispersity. 
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2.2.3 Raman Instrumentation 
A Renishaw InVIA Raman microscope utilizing 488 nm excitation was used to measure 
the Raman spectrum of Teflon.  All imaged samples were excited with ~300 mW 488 nm light 
from a Coherent Industries Innova 90C-A6 Argon ion laser.  An Ocean Optics HR4000 
spectrometer was used to record the diffracted Raman spectra by focusing the light directly into 
its entrance slit.  Raman images were collected by a Princeton Instruments PyLoN 400 B back 
illuminated 1340 x 400 pixel CCD camera, with a pixel size of 20 x 20 µm.  Raman image exposure 
time was 5 seconds.  Laser power was measured using a Gentec TPM-300 power meter. 
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2.3 Results and Discussion 
2.3.1 Photonic Crystal Diffraction 
 
Figure 2.1 – TEM micrograph of monodisperse 102.7 ± 4.1 nm diameter polystyrene nanospheres.  Scale bar 
represents 300 nm. 
 
We utilized 102.7 ± 4.1 nm diameter polystyrene spheres that had a zeta potential of -81.8 
mV at pH 5 (Figure 2.1).  This surface charge derives from thousands of negatively charged 
sulfonate groups from the ionic comonomer COPS-1.  These highly charged spheres repel each 
other and self-assemble in low ionic strength solutions into face centered cubic (FCC) crystals that 
diffract light according to Bragg’s Law (Equation 2.1).224  
Equation 2.1 𝒎𝒎𝝀𝝀𝟎𝟎 = 𝟐𝟐𝟐𝟐𝒅𝒅 𝒔𝒔𝒔𝒔𝟐𝟐(𝜽𝜽) 
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where m is an integer describing the order of diffraction, λ0 is the wavelength of light in vacuum, 
n is the refractive index of the system, d is the diffraction plane spacing, and θ is the glancing 
angle.  The value of θ depends upon any refraction for light entering the photonic crystal.  For any 
plane spacing d, only one narrow wavelength band efficiently diffracts at each incidence angle 
θ.225  Other wavelengths not meeting the Bragg condition transmit through the array except for 
small reflections from the windows enclosing the photonic crystal. 
Polystyrene particle self-assembly into photonic crystals occurs readily for particle weight 
fractions from 2 to 15%.  The lattice spacing d can be calculated for any desired plane for an FCC 
crystal of known particle concentration.226  The diffraction wavelength maximum can be calculated 
at any incidence angle.96 
The photonic crystal was contained between two 2” diameter quartz plates separated by a 
130 µm thick Parafilm spacer.  The input window (Thor Labs BSF2550) was wedge shaped to 
reflect light out of the diffraction plane.  The colloidal particle dispersion was injected into the 
cavity between the plates, where it immediately assembled into an FCC crystal resulting in bright 
iridescence.  The photonic crystal used here diffracts a narrow ~9 nm FWHM wavelength band.  
As the photonic crystal is rotated to achieve different incidence angles, different narrow 
wavelength bands diffract (Figure 2.2).  The bandwidth depends on the CCA ordering and particle 
diameter.  Smaller particles, thinner crystals and better ordered FCC arrays result in narrower 
diffraction.96 
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Figure 2.2 – Incidence angle dependence of diffraction by a 102.7 nm diameter polystyrene particle photonic 
crystal measured using an absorption spectrometer.  Incidence angles measured relative to the input plate. 
 
The diffraction efficiency decreases for larger incidence angles due to the decreased 
diffraction efficiency of π polarized light.227  In addition, charged impurities can screen the 
electrostatic repulsive force between particles.  This results in disorder that increases the 
diffraction bandwidth.  To maximize diffraction efficiency and minimize bandwidth we used low 
ionic strength solutions and carefully cleaned quartz cells.  
We determined the diffraction efficiency by directing a 514 nm Argon laser beam onto the 
photonic crystal and measuring the diffracted beam intensity with a power meter.  Diffuse 
scattering due to phonon modes and crystal defects are the primary sources of diffraction light 
loss.96,126  A 0.5 cm aperture was placed before the detector to reject some of the diffusely scattered 
light.  We measured an 70% diffraction efficiency for 514 nm light. 
 
67 
 
2.3.2 Spectrometer Design 
The sample was excited by a 488 nm laser beam (Figure 2.3) and the backscattered light 
was collected and collimated by plano-convex lens L1.  A thin-film interference long-pass edge 
filter (Semrock) removed most of the Rayleigh scattered light.  Aperture A1 limits the beam width 
that illuminates the photonic crystal.  The Raman imaging spectrometer utilizes our photonic 
crystal to select and diffract a narrow wavelength spectral region.  We chose angle θ1 to select the 
wavelength of the diffracted spectral region. 
Mirror M1 directs the diffracted beam towards mirror M2 which directs it towards either 
the Ocean Optics spectrometer to measure the diffracted Raman spectrum, or to lens L3 to focus 
the collimated narrow wavelength band to form an image on the Pylon CCD camera.   
  
68 
 
 
 
Figure 2.3 – Diagram of the Raman imaging spectrometer where an Argon laser produces 488 nm light.  LLF 
is a 488 nm laser-line filter, T is the Teflon sample, L1 is a plano convex collection lens, A1 is a 1.5 cm 
diameter aperture, LPF is a long-pass edge filter used to remove the Rayleigh scattered light, CCA is our 
crystalline colloidal array photonic crystal mounted on a rotation stage, M1 is a rotatable planar mirror, and 
M2 is a planar mirror used to direct the diffracted light towards either of the plano convex lenses, L2 or L3.  
CCD is the Pylon CCD camera and OS is the Ocean Optics spectrometer.  The lens focal lengths are fL1 = fL2 
= 10 cm, and fL3 = 30 cm. 
  
69 
 
2.3.3 Raman Diffraction 
We used a block of polytetrafluoroethylene (Teflon) as a sample.  Figure 2.4a shows the 
Raman spectrum of Teflon measured using a Raman microscope utilizing 488 nm excitation.  
Teflon shows strong lines at 731, 1216, 1300, and 1380 cm-1 as well as a background likely due to 
fluorescence.  We selected the triplet centered at ~1300 cm-1 (522 nm) for imaging, and angle 
tuned the photonic crystal to diffract a band of light centered at 522 nm. 
 
 
Figure 2.4 – (a) Teflon Raman spectrum measured with the Raman microscope.  (b) Teflon Raman spectrum 
of light diffracted by the photonic crystal measured by the Ocean Optics spectrometer.  Both samples were 
excited with 488 nm light. 
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Figure 2.4b shows the Raman spectrum of the diffracted light that was focused onto the slit 
of the Ocean Optics spectrometer.  We clearly see the triplet of Teflon bands centered at 522 nm.  
Most of the light below 517 nm and above 527 nm transmits through the photonic crystal except 
for a small amount scattered by the polystyrene spheres and reflected by the quartz cell surfaces. 
2.3.4 Raman Imaging 
Our Raman imaging measurements used a Teflon sample that contained a ~1 mm diameter 
circular depression filled with finely ground NaCl (Sigma Aldrich) (Figure 5a).  NaCl was used 
because it shows no Raman bands in the ~1300 cm-1 spectral region.  The sample surface was 
illuminated by a ~2 mm diameter 488 nm laser beam.  
The Raman light diffracted by the photonic crystal was imaged by lens L3 onto the CCD, 
resulting in a Raman image of the sample surface.  Lens L3 magnified the image on the CCD by 
~3 to increase image resolution.  Due to the Teflon Raman bands centered at ~1300 cm-1, the 
Teflon surface appears bright, while the NaCl filled center is dark (Figure 5b). 
Our photonic crystal can be angle tuned to select and image different narrow wavelength 
spectral regions.  These images can be accumulated to form a hyperspectral data set that contains 
a Raman spectrum associated with each pixel.  The wavelength range of our spectrometer is limited 
by the useful spectral range of the photonic crystal which can be used between incidence angles of 
5 to 40°.  This enables diffraction measurements over a 1900 cm-1 region of the visible spectrum 
between 490 - 540 nm for the photonic crystal used here.  Incidence angles greater than 40° are 
less useful because they show simultaneous diffraction from higher Miller index FCC planes.126 
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Figure 2.5 – (a) Photograph of a Teflon surface with a ~1 mm diameter NaCl filled depression.  (b) Raman 
spectral image of 1200 – 1400 cm-1  light diffracted by the photonic crystal showing the NaCl depression.  
Accumulation time for the Raman image was 5 seconds. 
 
The diffraction bandwidth calculated by dynamical diffraction theory228 for 102.7 nm 
spheres is ~10 nm at 10° incidence, in excellent agreement with our measured value (Figure 2).  
The photonic crystal diffraction wavelength bandwidth utilized here is still relatively broad.  It 
should be significantly narrowed below 10 cm-1 for maximum resolution Raman imaging.  The 
diffraction bandwidth can be decreased by decreasing the particle diameter,126 by increasing 
particle size monodispersity, by increasing the array ordering, by decreasing the crystal thickness, 
and by decreasing the difference in refractive index between the particles and the medium.  The 
polystyrene particles used here are suitable for visible and infrared diffracting49 photonic crystals, 
but materials such as silica must be used for ultraviolet light diffraction since polystyrene absorbs 
below 350 nm.15 
Work is now ongoing to decrease the diffraction bandwidth of our photonic crystals.  We 
recently demonstrated that 50 nm diameter silica nanosphere photonic crystals diffract ~4 nm 
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FWHM spectral regions in the 230 nm UV spectral region, enabling the construction of a UV 
Raman photonic crystal imaging spectrometer.15 
A major advantage of our photonic crystal imaging Raman spectrometer is its relative 
simplicity and efficiency compared to traditional grating spectrometers.  We calculate that with 
the use of anti-reflection coated lenses and dielectric mirrors the optimum throughput of our 
spectrometer would be mainly limited by the diffraction efficiency of the photonic crystal which 
we measure to be 70%.  Our photonic crystals can also be utilized as Rayleigh rejection filters in 
low cost Raman spectrometers. 
2.4 Conclusion 
We demonstrate a prototype Raman imaging spectrometer that utilizes a photonic crystal 
consisting of an FCC array of charged polystyrene spheres to diffract a narrow spectral region.  
Focusing this diffracted Raman light onto a CCD camera generates a Raman image that can be 
used to determine the surface chemical composition.  We are presently working on increasing the 
spectral resolution and are extending the utility of this approach to the deep UV spectral region. 
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3.0 Chapter 3:  Ultraviolet Raman Wide-field Hyperspectral Imaging Spectrometer for 
Standoff Trace Explosive Detection  
This chapter was previously published in the journal Applied Spectroscopy as K. T. 
Hufziger, S. V. Bykov, and S. A. Asher, "Ultraviolet Raman Wide-field Hyperspectral Imaging 
Spectrometer for Standoff Trace Explosive Detection".  Appl. Spectrosc.  2017. 71(2): 173-185, 
and is reprinted with permission.  K.T.H. collected and analyzed the data with the assistance of 
S.V.B.  This manuscript was prepared by K.T.H. with the assistance of S.V.B and S.A.A. 
3.1 Introduction 
The increasing use of explosive devices in terrorist attacks has dramatically increased the 
need for sensitive standoff explosive detection instruments that can be utilized to screen for trace 
explosive residues that may indicate the presence of explosive threats.229,2  There is intense interest 
in detection of explosives at trace concentrations such as those present in explosive-laced 
fingerprints, on vehicle panels or other surfaces contaminated by explosive residues, and in vapors 
surrounding buried landmines.4, 5, 171, 179 Trace explosive detection is challenging because 
explosives typically have low vapor pressures, making vapor detection difficult.2,230  In addition, 
explosives often quickly photolyze when exposed to near-UV irradiation from sunlight, as well as 
from deep UV irradiation during spectroscopic measurements.31-33, 231, 232  Any detection 
methodology must be able to detect different classes of explosives that have widely varying 
chemical structures. 
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We have been developing deep UV resonance Raman spectroscopy for standoff trace 
explosive detection.  We have determined deep UV Raman spectral signatures, cross sections, and 
the UV photochemistry of many explosives.26, 29, 31, 32  We have also developed new spectroscopic 
instrumentation, as well as novel, compact UV laser excitation sources.197  We recently reviewed 
advances in UV Raman standoff methods and compared their utility to existing methodologies that 
are currently used to detect and screen for trace explosives.229  These include canine olfaction, ion 
mobility spectrometry, fluorescence quenching devices, and colorimetric assays.8, 136, 146  The key 
limitation of these other techniques is the necessity for humans, canines, or instrumentation to be 
in close proximity to the objects being screened.  Laser-based spectroscopies are the only currently 
viable means to detect explosives from safe standoff distances. 
Raman spectroscopy is an inelastic light scattering technique that is well suited for 
explosive detection because measured Raman spectra can serve as molecular fingerprints.26,21, 23, 
233  In a typical Raman measurement, a monochromatic excitation source, usually a focused laser, 
excites a small area of a sample.  The vibrational modes of molecules in the sample inelastically 
Raman scatter light, which gives rise to light shifted from the excitation frequency by the frequency 
of the molecular vibration.  The Raman scattered light is collected, dispersed by a spectrograph, 
and measured using a CCD detector.  Visible wavelength Raman spectroscopy has been previously 
used for standoff detection by exciting distant samples with a laser and collecting the Raman 
scattered light with a telescope.25,24  
Raman imaging methodologies have also been utilized to characterize the spatial chemical 
composition of sample surfaces.12  Raman imaging instruments can be broadly differentiated by 
whether they involve raster-scanning or wide-field illumination.169  Raster-scanning Raman 
imaging instruments typically either translate a focused laser and collection optics across a 
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stationary sample or utilize scanning stages that precisely move the sample in front of a stationary 
focused laser.  Raman spectra are measured at discrete points on the sample utilizing a traditional 
Raman spectrometer.199  The collected spectra can be assembled to produce a hyperspectral Raman 
image that depicts the Raman spectra of the sample as a function of position.234 
In cases where the available laser beam power is not limiting, wide-field imaging 
instruments can provide hyperspectral images with dramatically increased S/N compared to raster-
scan instruments.13  In wide-field Raman instruments, a defocused laser beam illuminates a large 
region of the sample, and the Raman scattered light is simultaneously collected from the entire 
illuminated area.  The Raman scattered light is analyzed by a wavelength selection device (WSD) 
that selects a narrow wavelength spectral region of interest to form a wide-field Raman image of 
the entire sample surface.  In the simplest case, the WSD selects a spectral region containing only 
a single Raman band of the analyte.  In this case, the Raman image intensity details the spatial 
distribution of the analyte.170,14   
Typically, the WSD is then tuned to image additional spectral regions, enabling the 
collection of a hyperspectral Raman image of the sample.  In our previous work, we demonstrated 
the first use of a photonic crystal (PC) as a WSD to construct a visible wide-field imaging 
spectrometer with 488 nm excitation.170  We pioneered and have extensively studied PCs 
composed of highly charged, self-assembling nanospheres that diffract light according to Bragg’s 
Law.217,235  We have utilized these PCs as visible Rayleigh rejection filters for Raman 
measurements and for numerous sensing applications including detection of small molecules, 
proteins, and micro-organisms.16, 44, 236-239  Other groups have developed near IR and visible 
wavelength Raman wide-field imaging spectrometers by utilizing liquid crystal tunable filters 
(LCTF), acousto-optic tunable filters (AOTF), and bandpass filter WSDs .199,35   
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Many previous standoff Raman explosive detection instruments utilized visible excitation 
due to the availability of high performance visible optics and filters, efficient detectors, and high 
power visible laser sources.25,24,184,240  The major limitation of visible Raman for trace explosive 
detection derives from the weak Raman cross sections that limit detection sensitivity.  
Furthermore, fluorescence caused by visible excitation can severely degrade Raman spectral S/N 
and visible excitation power must be severely constrained to maintain eye safety for detection in 
the field. 
There is great interest in utilizing deep UV excitation for standoff explosive 
detection.229,197,190, 194, 241  Deep UV excitation (< 250 nm) has significant advantages for Raman 
standoff trace explosive detection.  Raman scattering intensity has a ν4 dependence on excitation 
frequency, yielding greater Raman intensities as the excitation wavelength decreases.21  Excitation 
at < 250 nm within the explosives’ electronic absorption bands results in resonance Raman 
enhancements of up to 106, significantly improving detection sensitivity.29,26,10  Sample 
luminescence that notoriously degrades spectral S/N for visible and near IR Raman experiments 
occurs outside the Raman spectral region when deep UV excitation is utilized, improving 
sensitivity.188  In addition, the ocular mean permissible exposure (MPE) set by ANSI for deep UV 
light is much higher than for visible excitation, enabling the use of higher laser power eye-safe 
deep UV instruments.242,189  Thus, the sensitivity and selectivity of Raman instruments for 
explosive detection is dramatically increased for deep UV excitation, especially for trace samples 
likely to be encountered in the field.229,33,26,197,27   
The primary challenge for deep UV wide-field imaging instrumentation is that until this 
work, there were no WSDs that functioned in the deep UV spectral region.  We recently invented 
the first deep UV diffracting PC and demonstrated its use as a Rayleigh rejection filter for 229 nm 
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UV Raman experiments.15  We developed a modified Stöber synthesis to prepare highly charged, 
monodisperse ~47 nm diameter silica nanoparticles.  These particles self-assembled in solution to 
produce a PC that diffracted a narrow deep UV spectral region.  We utilized this deep UV 
diffracting PC as a 229 nm Rayleigh rejection filter in a Raman measurement of Teflon, where the 
Stokes shifted Teflon Raman bands transmitted through the PC to be dispersed by the 
spectrograph.  In the present work, we demonstrate the use of a silica nanoparticle PC as a WSD 
to construct the first deep UV standoff wide-field Raman imaging spectrometer for trace explosive 
detection. 
3.2 Experimental 
3.2.1 Monodisperse Silica Nanoparticle Synthesis and Functionalization 
Monodisperse silica nanospheres were synthesized by using a scaled up regrowth method 
first described by Hartlen et al.67  Briefly, 99.5 mL nanopure H2O (Thermo Scientific Barnstead) 
was added to a jacketed 500 mL reactor (Kontes) connected to an ethylene glycol bath (Thermo 
Scientific Neslab RTE 740) for temperature control.  The reactor was fitted with a Teflon agitator 
(Ace Glass 8090-08) attached to an overhead stirrer (Caframo BDC6015) set to 60 RPM and a 
reflux condenser.  0.1825 g L-arginine (Sigma Aldrich A5006) was dissolved in 39.0 mL nanopure 
H2O and added to the reactor, followed by 12.0 mL cyclohexane (Fisher Scientific C556).  After 
the reactor contents reached ~60 °C, 11.00 mL tetraethyl orthosilicate (TEOS, Sigma Aldrich 
86578) was pipetted slowly down the reactor wall to prevent fast mixing with the aqueous layer, 
resulting in improved nanoparticle nucleation which increased the final particle monodispersity.67  
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The reaction was allowed to proceed for 20 hours before being cooled to room temperature.  The 
resulting silica nanoparticle seed dispersion was 24.7 ± 2.8 nm in diameter. 
Between each synthesis step, the nanoparticle dispersion was removed and the reactor was 
washed with ethanol and nanopure H2O.  To grow the silica nanoparticles to their final size, the 
entire nanoparticle seed dispersion was added to the reactor and stirring was restarted at 60 RPM.  
490 mL nanopure H2O was added, followed by 53 mL cyclohexane.  The recirculator heated the 
reactor to ~55 °C, and 40.0 mL TEOS was pipetted slowly down the reactor wall.  The reaction 
was allowed to proceed for 30 hours before cooling to room temperature. 
The resulting 35.7 ± 2.9 nm nanoparticles were functionalized with 3-trihydroxylsilyl-1-
propane sulfonic acid (THOPS, Gelest SIT 8378.3) following a procedure described by Wang et 
al.15  The entire dispersion was added to the reactor, stirring was restarted at 60 RPM, 100 mL 
nanopure H2O was added to the reactor, and the reactor heated to 70 °C.  ~4 mL NH4OH (Sigma 
Aldrich 21228) was added to 20.0 mL THOPS and the pH ~9 mixture was poured into the reactor.  
The reaction was allowed to proceed for 6 hours before cooling to room temperature. 
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Figure 3.1 – Transmission electron micrograph of highly charged 35.5 ± 2.9 nm silica nanoparticles.  Scale 
bar denotes 150 nm. 
 
The dispersion was removed from the reactor and dialyzed (Sigma Aldrich D9652) against 
nanopure water for 3 days to remove unreacted species.  Following dialysis, the dispersion was 
centrifuged at 18,000 g for at least one hour, the supernatant was removed, and the pellet re-
dispersed in nanopure H2O.  Supernatant removal via centrifugation followed by redispersion was 
repeated 4 times before storing the final product over mixed bed ion exchange resin (Bio-Rad AG-
501-X8 (D)) to remove any remaining ionic contaminants.  The final nanoparticle size was 
measured to be 35.5 ± 2.9 nm by TEM (Figure 3.1).  We measured a Zeta potential of -50.5 mV 
at pH 4.5. 
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3.2.2 Nanoparticle and Photonic Crystal Diffraction Characterization 
Nanoparticle sizes were measured by pipetting dilute dispersions onto Formvar coated 
copper grids (Ted Pella, 01814-F).  After air-drying, the grids were imaged using a transmission 
electron microscope (FEI Morgagni 268).  At least 100 individual nanoparticles were measured 
via Image J (NIH)243 to determine the particle size distribution. The Zeta potential of a diluted 
nanoparticle dispersion was measured using dynamic light scattering (Malvern ZS-90 Zetasizer, 
Smoluchowski approximation).  Sample pH was monitored during Zeta potential measurements 
using pH strips (EMD Millipore ColorpHast 0-6 pH). 
The transmission of UV light by the PC was monitored by using a UV-Vis-NIR absorption 
spectrometer (Varian Cary 5000).  The PC was held by a 2” mirror mount (Newport GM-2) 
attached to a rotational stage (Newport 481-A) mounted on a breadboard placed within the 
spectrometer.  The PC diffraction bandwidth was directly determined by measuring the angular 
dependence of the power of a weak 229 nm laser beam diffracted by the PC.  The PC was mounted 
to a rotational stage (Newport 481-A) and illuminated by ~150 μW 229 nm continuous wave (CW) 
light generated by an intracavity frequency doubled Coherent Innova 300c FreD Ar ion laser.244  
The diffracted laser beam power was measured using a photodiode power meter (Thor Labs 
PM200 meter with a S120VC head) and fit to a Gaussian for further analysis (OriginPro). 
3.2.3 Trace Explosive Sample Preparation 
Drop-cast trace explosive samples were prepared on the surface of ~2.5 x 2.5 cm aluminum 
plates (McMaster-Carr, Multipurpose 6061 aluminum) that were first smoothed by a milling 
machine (Pitt Chemistry Machine Shop) followed by final polishing with fine grit sandpaper 
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(Norton P800).  The aluminum plates were thoroughly washed with acetone, ethanol, and nanopure 
H2O before being dried with a stream of N2.   
To prepare the drop-cast samples for Raman imaging, a 1.00 mL methanol solution 
containing 1.00 mg pentaerythritol tetranitrate (PETN, AccuStandard M-8330-ADD-2-10x) was 
evaporated using a gentle stream of N2.  The small crystals were dissolved in 50.0 μL spectroscopic 
grade acetone (Acros 16764-5000, >99%).  6.0 μL of a 20.0 mg/mL solution of NH4NO3 (AN, EM 
Science AX1315-1, >99%) in spectroscopic grade methanol (Fisher Scientific A408-1, >99%) was 
drop-cast onto a section of a clean aluminum plate.  6.0 μL of the PETN solution was drop-cast a 
short distance away.  These droplets quickly evaporated to create two explosive films containing 
760 μg/cm2 AN and 920 μg/cm2 PETN, respectively (Figure 3.6a and e).  The total amount of 
explosive deposited in each film is 120 μg.  ~100 μg PETN and AN were similarly drop-cast onto 
two separate, clean aluminum plates for Raman spectral analysis (Figure 3.6b and f).  Microscope 
images (DinoLite Edge) were recorded of the samples prior to irradiation.   
It is well known that solids migrate towards the edge of evaporating droplets, resulting in 
the formation of a “coffee-ring” where most of the solute becomes localized at the ring edge.104,245  
To increase film uniformity and surface coverage of these drop-cast explosive samples we utilized 
high vapor pressure solvents and small solution volumes that were deposited in multiple aliquots 
with drying in between to minimize coffee-ring formation. 
In addition to these drop-cast samples, we also measured 10, 100, and 250 μg/cm2 PETN 
and AN inkjet printed explosive samples on smooth aluminum substrates (ACT Test Panel 
Technologies) donated by the US Army Research Lab (ARL).  Preparation of these samples is 
described elsewhere.246 Inkjet printing offers several important advantages over drop-cast 
deposition.  Inkjet printing enables reproducible deposition of droplets that are several orders of 
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magnitude smaller in volume than is possible using micropipettes, mitigating coffee ring 
formation.245  Inkjet printing enables reproducible preparation of samples with well-defined 
explosive surface coverage via precise control of the volume, location, and number density of 
deposited droplets. 
3.2.4 Raman Measurements 
Trace explosive samples were excited by 229 nm light generated by an intracavity doubled 
Ar ion laser, described above.244  A custom deep UV optimized spectrometer (Spex Triplemate) 
equipped with a CCD (Roper Scientific Spec 10) was utilized to collect solid state deep UV Raman 
spectra of the explosives (Figure 3.6b and f).247  The solid state explosive samples were illuminated 
by a ~4.3 mW, 229 nm beam with a ~70 μm spot size and were spun during irradiation (Figure 
3.6b and f).  Raman spectra were scaled proportionally to the Raman cross sections of their most 
intense Raman bands (1044 cm-1 for NH4NO3 and the sum of the 1269 + 1289 cm-1 bands for 
PETN) after cosmic ray removal and calibration (Thermo GRAMS/AI 8.0) using solid state 229 
nm Raman cross sections measured by Emmons et al.27  
For Raman imaging experiments, the 229 nm beam was directed through two plano-convex 
microlens arrays (Edmund Optics 64-477) to generate a square, ~1.2 x 1.2 cm beam at the sample.  
The total incident laser power was measured by a photodiode power meter (Thor Labs PM200 
meter with a S120VC head) to be ~6.5 mW after the final turning mirror at the sample during the 
Raman imaging measurements.   
All Raman images are depicted in false color by utilizing WinSpec software (Princeton 
Instruments).  The false color contrast range that determines the color of each pixel in the Raman 
image was set to be identical for all Raman images with the same accumulation time (i.e. all 30 
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sec Raman images have the same false color scale), enabling separate Raman images to be visually 
compared.  Raman image false colors range from dark blue (low intensity) to bright red/white 
(high intensity).  Laboratory lights were turned off during Raman image collection. 
3.3 Results and Discussion 
3.3.1 Photonic Crystal Diffraction 
The low pKa sulfonic acid groups attached during THOPS functionalization of our 
monodisperse silica nanoparticles yields a high negative surface charge and a high ζ-potential of -
50.5 mV at pH 4.5.  We utilized these 35.5 ± 2.9 nm silica nanoparticles to fabricate PCs that 
diffract light in the deep UV spectral region (Figure 3.2).  After thoroughly removing dissolved 
charged species from the nanoparticle dispersion, electrostatic repulsion between the highly 
charged nanoparticles caused self-assembly of a face centered cubic (FCC) crystal that diffracts 
light according to Bragg’s Law (Equation 3.1).170 
Equation 3.1 𝒎𝒎 𝝀𝝀 = 𝟐𝟐 𝟐𝟐 𝒅𝒅𝒔𝒔𝒔𝒔𝟐𝟐𝜽𝜽 
where m is the diffraction order, λ is the wavelength of light in vacuum, n is the refractive index 
of the dispersion, d is the FCC (hkl) plane spacing, and θ is the glancing angle within the 
dispersion.126    We utilize diffraction from the FCC (111) planes because their diffraction is highly 
spectrally separate from the higher Miller index planes.  The FCC (111) interplanar distance is 
readily calculated from the nanoparticle number density.226  Only one narrow wavelength spectral 
region will be diffracted by the FCC (111) planes for a specific incident angle of light on the PC 
(Figure 3.2).  All wavelengths of light that do not meet the Bragg condition transmit through the 
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PC except for a small amount of light that is diffusely scattered by the nanoparticles and a small 
amount of light that is reflected from the surfaces of the fused silica cell that encloses the PC. 
The front face of the PC cell is wedge shaped (Thor Labs BSF2550) in order to direct 
unwanted reflected light out of the optical plane of the imaging spectrometer (Figure 3.3).  The 
cell was constructed by utilizing a partially melted ~120 μm thick Parafilm spacer to attach the 
wedged front face to a flat fused silica back plate.  The highly charged nanoparticle dispersion was 
injected via a syringe through holes in the back plate.  The nanoparticles immediately self-
assemble to form the FCC PC where the (111) planes oriented parallel to the cell surfaces. 
Angle tuning the PC relative to the incident light tunes the wavelength of the diffracted 
narrow spectral region.  We previously demonstrated that ~47 nm diameter silica nanoparticles 
that diffract ~230 nm light at normal incidence show ~5 nm full width at half max (FWHM) 
transmission bandwidths when measured using our absorption spectrometer.15  The measured PC 
diffraction bandwidth is governed by the particle light scattering, particle ordering, light incident 
angle, and light collimation.  The narrowest diffraction occurs for normal incident angles.44  We 
reduced the normal incidence transmission bandwidth by ~46% to ~2.7 nm FWHM (Figure 3.2) 
measured in the absorption spectrometer by reducing the nanoparticle diameter from ~47 nm in 
our previous work to 35.5 ± 2.9 nm here.  Reducing the diffraction bandwidth increases the spectral 
resolution of the Raman imaging spectrometer, enhancing the ability to differentiate between 
analytes with closely spaced Raman bands. 
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Figure 3.2 – 35.5 ± 2.9 nm silica nanoparticle PC transmission measured using an absorption spectrometer at 
various PC rotational angles. 
 
Smaller nanoparticle diameters and increased FCC ordering narrows the transmission and 
diffraction bandwidths.126,228,96  Smaller nanoparticles and nanoparticles with refractive indices 
closer to that of the surrounding medium decrease the nanoparticle light scattering.  For an 
optically thick PC this allows a greater number of PC FCC planes to participate in diffraction, 
which narrows the diffraction spectral bandwidth.126,228  Inhomogeneities in the nanoparticle 
spacings can derive from a lack of nanoparticle size and charge monodispersity, or result from the 
formation of small polycrystalline domains due to imperfect self-assembly.  This can result in a 
distribution of FCC (111) interplanar spacings that can broaden the diffraction bandwidth.126  
Determining the relative contribution of each of these phenomena is difficult since it requires 
complex studies of the dependence of diffraction bandwidth on all of the relevant PC material 
parameters. 
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Figure 3.3 – Photograph of the PC cell.  Highly charged, monodisperse nanoparticles are injected through the 
back plate into a cavity formed by a melted Parafilm spacer, where the particles self-assemble to form the 
deep UV diffracting PC. 
 
The absorption spectrometer transmission measurements conveniently and quickly monitor 
the PC diffraction wavelengths and the transmission bandwidths for any incident angle.  However, 
the PC diffraction bandwidths that determines the PC spectral imaging resolution are significantly 
narrower than the transmission bandwidths.96  Furthermore, both the diffraction and transmission 
bandwidths are broadened for incident light that is imperfectly collimated, which results in a 
distribution of PC Bragg glancing angles.  This phenomenon gives rise to an increased bandwidth 
for the transmission spectra measured by our absorption spectrometer which utilizes a non-
collimated beam in the sample compartment.15  
We directly measured the PC diffraction bandwidth by determining the angular dependence 
of the diffracted power of a 229 nm laser beam (Figure 3.4).  Snell’s Law was applied to the 
incident laser beam glancing angles measured in air to calculate the glancing angles within the PC, 
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after refraction through the quartz cell and into the PC (Figure 3.4a).  A Gaussian fit depicted in 
blue (Figure 3.4a) was utilized to calculate the glancing angle for the maximum intensity of 229 
nm diffraction (74.6°) and the angular FWHM bandwidth (Δθ, 0.94°).  The refractive index of the 
dispersion (n) was calculated to be ~1.395 using the volume fraction of nanoparticles (2.9%), the 
nanoparticle refractive index (assumed to be that of fused silica at 229 nm, 1.521), and the 
refractive index of water (1.391).227, 248, 249  If we treat the PC diffraction in the more complete 
dynamical diffraction limit we will find a more complex relationship between the diffraction angle 
and the refractive index.96,250  Given the calculated PC refractive index, we can use Bragg’s Law 
in the kinematic limit to calculate the d111 plane spacing utilizing the measured glancing angle for 
the maximum intensity 229 nm diffraction (Equation 3.2).   
Equation 3.2 𝒅𝒅𝒉𝒉𝒉𝒉𝒉𝒉 = 𝟐𝟐𝟐𝟐𝟐𝟐 𝟐𝟐𝒎𝒎 𝟐𝟐 ∗ 𝟏𝟏.𝟑𝟑𝟐𝟐𝟑𝟑 ∗ 𝒔𝒔𝒔𝒔𝟐𝟐 (𝟕𝟕𝟕𝟕.𝟔𝟔°)� = 𝟖𝟖𝟑𝟑.𝟐𝟐 𝟐𝟐𝒎𝒎 
We then utilized Bragg’s Law to relate the angular bandwidth, Δθ, to the wavelength 
bandwidth, Δλ (Equation 3.3 and Equation 3.4).  The limiting diffraction band glancing angles 
(FWHM, θL and θH) are calculated by taking the difference between the center glancing angle and 
half of the angular FWHM (74.6 ± 0.47°).  The wavelength difference (Δλ) between incident light 
at θL and θH (Equation 3.4) yields the FWHM diffraction bandwidth in nm. 
Equation 3.3 𝝀𝝀 = 𝟐𝟐 ∗ 𝟏𝟏.𝟑𝟑𝟐𝟐𝟑𝟑 ∗ 𝟖𝟖𝟑𝟑.𝟐𝟐 𝟐𝟐𝒎𝒎 ∗ 𝒔𝒔𝒔𝒔𝟐𝟐(𝜽𝜽) = 𝟐𝟐𝟑𝟑𝟖𝟖 ∗ 𝒔𝒔𝒔𝒔𝟐𝟐 (𝜽𝜽) 
Equation 3.4 ∆𝝀𝝀 = |[𝟐𝟐𝟑𝟑𝟖𝟖𝒔𝒔𝒔𝒔𝟐𝟐 (𝜽𝜽𝑳𝑳)] − [𝟐𝟐𝟑𝟑𝟖𝟖𝒔𝒔𝒔𝒔𝟐𝟐 (𝜽𝜽𝑯𝑯)]| = |[𝟐𝟐𝟑𝟑𝟖𝟖𝒔𝒔𝒔𝒔𝟐𝟐 (𝟕𝟕𝟕𝟕.𝟏𝟏)] −[𝟐𝟐𝟑𝟑𝟖𝟖𝒔𝒔𝒔𝒔𝟐𝟐 (𝟕𝟕𝟑𝟑.𝟏𝟏)]| = 𝟏𝟏.𝟎𝟎 𝟐𝟐𝒎𝒎 
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Figure 3.4 – (a) Diffraction power of the 229 nm laser beam diffracted by PC in panel (b) as a function of 
laser glancing angle within the PC dispersion.  Incident beam power is ~150 μW.  A Gaussian fit is depicted in 
blue.  (b)  PC transmission measured in the absorption spectrometer at a 68° glancing angle measured in air 
(74° within PC after refraction). 
 
We measured a maximum diffraction efficiency of ~50% at a glancing angle of 74.4° 
(Figure 3.4a).  We measured a bandwidth of ~4.0 nm FWHM for PC transmission at a glancing 
angle of 68° in our absorption spectrometer (Figure 3.4b), which is ~4 times larger than the 
calculated bandwidth measured via the laser beam intensity diffraction method (Figure 3.4a). 
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During the 229 nm laser beam intensity measurements we discovered that extended 229 
nm laser beam irradiation causes local PC disorder likely due to photochemical reactions that 
presumably increase ionic strength.  The beam intensity used was too small to give rise to 
photothermal effects due to local heating.251,252  These PC photochemical reactions will be 
negligible during UV Raman imaging due to the weak incident UV power produced by UV Raman 
photons. 
3.3.2 UV Wide-Field Imaging Spectrometer Design 
Figure 3.5 shows a schematic of our deep UV wide-field imaging spectrometer.  We 
utilized a custom-built Maksutov-Cassegrain telescope (Questar 3.5” Field Model) optimized for 
deep UV transmission to collect Raman scattered light from a 2.3 m standoff distance.  A 229/244 
nm dual notch filter (NF, Semrock NF01-229/244-25) was attached to the exit port of the telescope 
to reject Rayleigh scattered light.  The collected light was collimated by a 2” diameter plano-
convex lens (L1). 
The PC diffraction angle was set by a computer controlled rotational stage (Zaber X-
RSW60A, fine resolution, low speed model) to enable precise, reproducible tuning of the PC angle.  
Prior to Raman imaging, a 1280x1024 color CMOS camera (CMOS, Thor Labs DCC1645C) with 
a 35 mm f/2.0 lens (Thor Labs MVL35M23) was used to image the sample using ambient visible 
light.  This image also enabled alignment of the spectrometer with respect to the sample.   
The Raman light diffracted by the PC was directed to a 2” diameter planar UV enhanced 
mirror (M, CVI Laser Optics DUVA-PM-2037-UV) mounted to a rotational (Zaber X-RSW60A) 
and translational stage (Zaber T-LSM200A, 200 mm travel).  Mirror M directed the diffracted 
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Raman scattered light through the center of lens L2.  A 2” plano-convex lens (L2) mounted to a 
translational stage (Zaber T-LSM050A, 50 mm travel) focused the Raman image onto the CCD.   
 
 
Figure 3.5 – Schematic of the standoff deep UV hyperspectral Raman imaging spectrometer.  NF, 229 nm 
notch filter; A1, aperture; L1, plano-convex collimating lens; PC, UV diffracting photonic crystal mounted on 
a rotational stage, CMOS, color camera with 35 mm lens; M, planar mirror mounted on a rotational stage 
connected to a translational stage; L2, plano-convex focusing lens mounted on a translational stage; A2, 
aperture; UBF, UV bandpass filter; CCD, PIXIS detector.  fL1 = 205 mm and fL2 = 95 mm at 229 nm. 
 
A solar blind UV bandpass filter (UBF, Acton Optics FB240-B-2D) was mounted directly 
to the face of the CCD detector to reduce interference from ambient light and sample luminescence.  
The UBF has a peak transmission of 40% at 237 nm, a FWHM of 32 nm, and >2.5 OD from 350 
nm – 1100 nm.  A thermoelectrically cooled CCD detector (CCD, Princeton Instruments PIXIS 
1024 BUV, 1024 x 1024, 13 x 13 μm pixels) was utilized to collect deep UV Raman images.  The 
Raman image S/N was increased by sacrificing image resolution through hardware binning of 
adjacent CCD pixels into super-pixels prior to image readout.  8 x 8 and 6 x 6 pixel binning was 
utilized for the 30 sec and 2 min image accumulation times, respectively. 
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The imaging spectrometer was constructed inside a light-tight optical enclosure utilizing 
construction rails and black hardboard (Thor Labs).  The spectrometer was mounted to a 4 x 2’ 
breadboard (Melles Griot) attached to a wheeled cart (Thor Labs Optics a la Cart). 
3.3.3 Raman Wide-Field Imaging 
We utilized this deep UV wide-field imaging spectrometer to detect explosive films of AN 
and PETN.  The drop-cast explosive samples (Figure 3.6), and the inkjet printed explosive samples 
(Figure 3.7 and Figure 3.8), were placed 2.3 m in front of the imaging spectrometer telescope.  The 
samples were centered along the spectrometer’s optical axis by using the imaging spectrometer 
CMOS camera.  We then directed the ~1.2 x 1.2 cm expanded 229 nm beam to excite the explosive 
samples.  The telescope collected the Raman scattered light, which was collimated and directed 
onto the PC.  Prior to imaging, the PC was angle tuned to diffract a spectral region centered on the 
most intense Raman bands of each explosive.   
A 16.5° PC rotational angle was utilized to diffract the spectral region centered about the 
intense AN 1044 cm-1 NO3- symmetric stretching band (Figure 6b).  At this PC angle, the AN film 
shows a much larger Raman image intensity than does the PETN film (Figure 3.6c and Figure 
3.6d) due to the large Raman solid state cross section of the 1044 cm-1 AN band, previously 
measured by Emmons et al. to be 3.4 x 10-26 cm2/molc·sr.27  The PETN film surprisingly shows a 
weak but significant Raman image intensity despite a lack of a PETN Raman band within the PC 
band FWHM diffraction spectral region.  We expect small intensity contributions from the 
adjacent 1269 and 1289 cm-1 Raman bands because they will be diffracted by the PC diffraction 
tails (Figure 3.4a).  We also expect a small broadening of the PC diffraction bandwidth due to 
imperfections in the collimation of Raman light within the imaging spectrometer.  In addition, 
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there may also be contributions to the PETN image intensity due to the formation of PETN 
photoproducts.  We recently discovered that PETN photolysis in the presence of water will 
produce NO3- which will give rise to PETN image intensity resulting from the NO3- symmetric 
stretching band.30 
 
 
Figure 3.6 – (a)  CMOS image of the 120 μg (920 μg/cm2) PETN (top) and 120 μg (760 μg/cm2) AN (bottom) 
drop-cast films on an aluminum plate at a 2.3 m standoff distance.  (b)  229 nm Raman spectra of solid PETN 
(top, red) and solid AN (bottom, blue).  A ~1 nm FWHM diffracted spectral bandwidth at a 16.5° PC angle is 
depicted by the blue shading.  (c and d)  Raman images of the trace explosive sample shown in (a) at a 16.5° 
PC angle after 30 sec and 2 min accumulations, respectively.  (e)  Expanded 30x microscope image of the 
sample in panel (a) before irradiation.  Scale bar represents 1 mm.  (f)  229 nm Raman spectra of solid PETN 
(top) and solid AN (bottom).  A ~1 nm FWHM diffracted spectral bandwidth at a 14° PC angle is depicted by 
the red shading.  (g and h)  Raman images of the trace explosives shown in (a) at a 14° PC angle after 30 sec 
and 2 min accumulations, respectively.  Both rotational angles of incidence are measured in air.  30 sec and 2 
min accumulations utilize 8 x 8 and 6 x 6 pixel binning, respectively. 
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The image intensity (IR) of each pure analyte film should scale with the Raman cross 
sections (σ) of the Raman bands diffracted by the PC and the number of molecules (N) involved 
in the Raman scattering (Equation 3.5). 
Equation 3.5 𝑰𝑰𝑹𝑹~𝝈𝝈 ∗ 𝑵𝑵 
The number of analyte molecules involved in this Raman scattering depends upon the attenuation 
of the incident beam within the film due to absorption as well as due to elastic light scattering due 
to refractive index inhomogeneities (Equation 3.6).253 
Equation 3.6 𝑰𝑰𝑹𝑹~𝝈𝝈 ∗ 𝝆𝝆 𝒎𝒎(𝜺𝜺 + 𝜸𝜸)�  
where ρ is the film density, m is the analyte molecular weight, ε is the molar absorptivity of the 
analyte at 229 nm, and γ is the effective attenuation factor due to elastic light scattering. 
The image intensity may also depend upon film thickness.  In the thick film limit where 
the beam is completely attenuated as it traverses the film, the number of Raman scattering 
molecules depends on the penetration depth of the beam through the film.  The beam penetration 
depth is inversely proportional to the molar absorptivity of the sample and to elastic scattering due 
to refractive index inhomogeneities (ε+γ)-1.  In the thick film limit, the Raman intensity is 
independent of film thickness.  In contrast, in the thin film limit the exciting beam is not completely 
attenuated before traversing the entire film thickness.  In this case, the Raman image intensity is 
proportional to film thickness.  The AN drop-cast sample is partially in the thin film limit since 
the exterior of the AN film shows higher Raman image intensity than the thinner center of the film 
(Figure 3.6d).  Crystallite orientation within the films could also affect Raman image intensities.  
We are presently investigating the influence of film morphology on Raman image intensity. 
In contrast, a 14° PC rotational angle was utilized to diffract the Raman spectral region 
centered about the intense PETN 1289 cm-1 NO2 symmetric stretching band (Figure 3.6f).229,254,255  
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Emmons et al. measured an 3.2 x 10-26 cm2/molc·str effective solid state Raman cross section sum 
for the PETN 1289 cm-1 band and the overlapping shoulder at 1269 cm-1.27  For solid AN, this 
region contains the NO3- anti-symmetric stretching Raman band at ~1288 cm-1.27,256,257  We 
estimate a solid state Raman cross section of 1.7 x 10-26 cm2/molc·str for the AN 1288 cm-1 anti-
symmetric stretching band.  Thus, at the 14° PC angle the image intensity of PETN band should 
exceed that of AN (Figure 3.6g and Figure 3.6h).  It should be noted that a different PC with 
different diffraction angles was utilized for imaging the inkjet printed explosive samples (Figure 
3.7 and Figure 3.8). 
We also measured deep UV Raman images of 250 μg/cm2, 100 μg/cm2, and 10 μg/cm2 
PETN and AN films deposited on smooth aluminum substrates via inkjet printing (Figure 3.7 and 
Figure 3.8).  The sample surfaces illuminated by the 229 nm laser include a lower region covered 
with an explosive as well as an upper, expectedly bare, aluminum region.  High S/N Raman images 
were collected for all PETN inkjet samples with short accumulation times and low surface 
coverages (Figure 3.7).  PETN is easily detectable at 10 μg/cm2 due to the uniform surface 
coverage.  The mounds of PETN visible in the CMOS images of the 250 and 100 μg/cm2 inkjet 
samples (Figure 3.7a and d) are not visible in the UV Raman images (Figure 3.7b, c, e, and f) 
because of the presence of optically thick PETN in the regions between the mounds.  Since PETN 
is present between the large, visible mounds, we expect that the uninterrupted optically thick PETN 
film should produce roughly uniform Raman image intensity. 
The similar Raman image intensities observed for all three PETN inkjet samples (Figure 
3.7c, f, and i) also indicate that these samples are all optically thick.  The observed Raman image 
intensity will decrease only when the PETN films become sufficiently thin such that the incident 
229 nm laser beam is no longer fully attenuated before traversing the entire thickness of the film.  
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Given the high S/N images collected at a surface coverage of 10 μg/cm2, we estimate a detection 
limit of ~1 μg/cm2 for PETN under these experimental conditions and for films uniformly 
distributed across the substrate surface. 
 
 
Figure 3.7 – (a, d, and g)  CMOS images of 250 μg/cm2, 100 μg/cm2, and 10 μg/cm2 of inkjet printed PETN on 
smooth aluminum substrates, respectively, at a 2.3 m standoff distance.  Red outlines indicate the area 
illuminated with 229 nm excitation.  (b, e, and h)  Raman images of the trace explosives shown in panels (a, d, 
and g) at a 13° PC angle at 30 sec (8 × 8 binning) of accumulation.  (c, f, and i)  Raman images of the trace 
explosives shown in panels (a, d, and g), at a PC angle of 13° at 2 min (6 × 6 binning) of accumulation.  The 
PC used here differs from that used in Figure 3.6.  At a 13° PC angle, the PC diffracts a Raman spectral 
region centered at the 1289 cm-1 PETN NO2 symmetric stretch. 
 
AN is also easily detectable in high S/N Raman images for the 250 and 100 μg/cm2 samples 
(Figure 3.8).  However, for the 10 μg/cm2 AN sample (Figure 3.8h and i), it becomes challenging 
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to differentiate the edge between deposited AN and the adjacent aluminum surface.  During these 
measurements we observed that high lab humidity quickly lead to deliquescence (Figure 3.8d and 
g) of hygroscopic AN samples.  We hypothesize that vaporization and re-deposition258 or 
efflorescence-like migration259,260 of AN may decrease the sharpness of the AN film/aluminum 
interface.   
 
 
Figure 3.8 – (a, d, and g)  CMOS images of 250 μg/cm2, 100 μg/cm2, and 10 μg/cm2 of inkjet printed AN on 
smooth aluminum substrates, respectively, at a 2.3 m standoff distance.  Red outlines indicate the areas 
illuminated with 229 nm excitation.  (b, e, and h)  Raman images of the trace explosives shown in panels (a, d, 
and g), at a 16° PC angle at 30 sec (8 × 8 binning) of accumulation.  (c, f, and i)  Raman images of the trace 
explosives shown in panels (a, d, and g), at a 16° PC angle at 2 min (6 × 6 binning) accumulations.  At a 16° 
PC angle, the PC diffracts a Raman spectral region centered at the 1044 cm-1 AN NO3- symmetric stretch.  
The diffracting PC used here is identical to that used in Figure 3.7. 
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In contrast to the PETN inkjet samples, the AN Raman image intensity decreases with 
decreasing amounts of deposited AN (Figure 3.8c, f, and i).  As the amount of deposited AN 
decreases, the film becomes less homogeneous and optically thin areas become evident in both the 
microscope and color CMOS images (Figure 3.8d and g), resulting in less Raman image intensity.  
We also estimate a detection limit of ~1 μg/cm2 for AN under these experimental conditions and 
for films uniformly distributed across the substrate surface. 
3.4 Conclusion 
We demonstrated that our novel deep UV diffracting PCs enable the construction of the 
first wide-field UV imaging spectrometer for the standoff detection of trace explosives.  We 
utilized our UV Raman wide-field imaging spectrometer to detect and image 10 - 1000 μg/cm2 
PETN and AN films on aluminum substrates at 2.3 m standoff distances with 229 nm excitation.  
We observed UV Raman images of sample surfaces that depict the deposition morphologies of 
these explosives and allow them to be chemically differentiated.  We estimate a detection limit of 
~1 μg/cm2 for PETN and AN under these experimental conditions for films uniformly distributed 
across the substrate surface.  The ~1 nm PC diffraction bandwidth demonstrated here is still 
relatively broad.  We are presently optimizing our PCs to narrow the bandwidth of the diffracted 
spectral region in order to increase the spectral resolution of our UV imaging spectrometer.  
Increasing the PC nanoparticle size monodispersity and charge will improve the ordering of the 
PC, narrowing the diffracted spectral bandwidths.  We are currently working to optimize and 
miniaturize our UV imaging spectrometer by improving our PC technology and miniaturizing our 
novel deep UV laser sources. 
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4.0 Chapter 4:  Solid Deep Ultraviolet Diffracting Inverse Opal Photonic Crystals  
This chapter was previously published in the journal ACS Applied Nano Materials as K. T. 
Hufziger, A. B. Zrimsek, and S. A. Asher, "Solid Deep Ultraviolet Diffracting Inverse Opal 
Photonic Crystals".  ACS Appl. Nano Mater.  2018. 1(12): 7016-7024, and is reprinted with 
permission.  K.T.H. collected and analyzed the data with the assistance of A.B.Z.  This manuscript 
was prepared by K.T.H. with the assistance of A.B.Z and S.A.A. 
4.1 Introduction 
The development of spectroscopic techniques utilizing deep ultraviolet (UV) (<300 nm) 
light is significantly impeded by the scarcity of optics that operate in this spectral region.  High 
performance optics, such as narrow and broadband dielectric mirrors, as well as Rayleigh rejection 
filters for Raman spectroscopy, are commercially available throughout the near-UV, visible, and 
near-IR spectral regions.  However, the availability of such optics in the deep UV is extremely 
limited, especially for Rayleigh rejection optical devices at wavelengths of <250 nm.  In addition, 
the performance of deep UV optics is generally challenged by the absorption of many materials in 
the deep UV.15   
Limited deep UV optic availability greatly complicates construction of deep UV Raman 
instruments.  The lack of Rayleigh rejection optics impedes development of deep UV Raman 
spectroscopy by necessitating the use of multiple monochromator stages to remove the intense 
Rayleigh scattered light.  This drastically decreases light throughput and requires long 
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accumulation times during spectral collection.21, 196, 247  In addition to the lack of deep UV rejection 
filters for Raman spectroscopy, the lack of optics that are capable of transmitting or diffracting 
narrow bandwidth spectral regions in the deep UV, such as liquid crystal tunable filters (LCTFs), 
acousto-optic tunable filters (AOTFs), and dielectric notch filters, strongly hinders the 
development of deep UV wide-field imaging spectroscopies that require these devices.12  These 
devices are frequently utilized in the visible and near-IR spectral regions to select a narrow 
bandwidth spectral region to focus onto a detector and form a wide-field image.  Unfortunately, to 
our knowledge these wavelength selection devices have not previously been manufactured in the 
deep UV spectral region. 
Our group recently developed the first deep UV diffracting photonic crystals (PCs) that 
function as Rayleigh rejection filters for 229 nm excited Raman measurements and as the 
wavelength selection device in the first 229 nm wide-field Raman imaging spectrometer for 
standoff trace explosive detection.15, 261  In our previous work, we synthesized highly charged, 
monodisperse silica nanoparticles via modified Stöber methods.  After removal of electrolytes and 
other impurities that screen electrostatic interactions, these highly charged nanoparticles self-
assemble via electrostatic repulsion to form aqueous non-close-packed face centered cubic (FCC) 
colloidal crystals that diffract narrow bandwidth spectral regions in the deep UV.  Further 
development of deep UV diffracting PCs would enable their commercialization as Rayleigh 
rejection optics, optical filters, wide-field imaging optics, and dielectric-style or dichroic-style 
mirrors that reflect particular wavelengths only at certain angles. 
The current challenge for the development of PCs for use in deep UV spectroscopic 
instrumentation is that the electrostatically stabilized colloidal crystals composed of silica 
nanoparticles in water are relatively fragile.  Aqueous PCs can be transiently disordered by deep 
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UV laser-induced photochemistry that produces ions that screen interparticle repulsions.  In 
addition, PC ordering can be disrupted by mechanical vibrations, temperature variations, and 
solvent evaporation. 
Several strategies can be employed to improve PC stability and shelf life.  For example, 
PC durability can be improved by polymerizing a matrix around the FCC nanoparticle array, 
embedding the nanoparticles in a polymer film that resists disorder.61, 236, 262  Utilizing this 
approach to fabricate deep UV diffracting PCs is challenging since the nanoparticles and polymer 
matrix must be transparent in the deep UV.263  Nanoparticles can also be self-assembled into 2D 
or 3D close-packed structures by using various evaporative techniques, producing solventless PCs 
on solid substrates.62-64, 115, 264 
 
 
Figure 4.1 – Photograph, micrograph, and diffraction results obtained from a deep UV diffracting inverse 
opal photonic crystal. 
 
Here, we explore the fabrication of inverse opals (IOs) that form solventless, indefinitely 
shelf stable deep UV diffracting PCs (Figure 4.1).  IO PCs are typically fabricated by filling the 
interstices of a 3D nanoparticle PC with a liquid monomer, sol-gel precursor, or mineral precursor 
solution, which is then polymerized or crystallized, embedding the nanoparticles in a solid 
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matrix.47, 53, 265-268  Removal of the nanoparticles by either dissolution or calcination while 
preserving the interstitial matrix yields the final IO PC.  This IO PC structure consists of an ordered 
array of voids left after nanoparticle removal.   
Recently, Hatton et al. developed a coassembly vertical deposition method wherein self-
assembly of a 3D close-packed FCC array of polymer nanoparticles occurs on a vertical substrate 
in the presence of tetraethyl orthosilicate (TEOS), a sol-gel precursor that condenses during self-
assembly to form an SiO2 matrix within the nanoparticle interstices.53  Calcination of the PCs in 
an oven at 500 °C removed the polymer nanoparticles while leaving the SiO2 matrix mostly intact, 
yielding an IO PC structure. 
In this work, we utilized the deep UV transparency and mechanical strength of SiO2 to 
fabricate the first mechanically robust, solventless deep UV diffracting IO PCs by using a modified 
coassembly vertical deposition method.    To create these IO PCs, we first vertically deposit 138.3 
± 3.1 nm diameter polystyrene nanoparticles (PSNPs) into a 3D close-packed FCC structure on a 
fused silica microscope slide in the presence of TEOS.  This results in a PSNP FCC structure 
embedded in an SiO2 matrix.  We then react these PSNP/SiO2 PCs with piranha solution to dissolve 
the PSNPs, forming IO PCs that Bragg diffract light in the deep UV.  Importantly, these IO PCs 
are stable and show no diffraction degradation during handling or UV laser irradiation.  We 
investigate the diffraction and morphology of these PCs to determine their ordering and utility as 
deep UV PC diffraction devices. 
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4.2 Experimental 
4.2.1 3D Close-Packed PSNP/SiO2 PC Self-Assembly and IO PC Formation 
For terminology, “PSNP/SiO2 PCs” shall be used when referring specifically to solid 3D 
close-packed FCC PCs containing PSNPs surrounded by an SiO2 matrix formed by vertical 
deposition.  “IO PCs” shall be used when referring specifically to PSNP/SiO2 PCs after treatment 
with piranha to remove the PSNPs, yielding an FCC array of voids surrounded by an SiO2 matrix. 
We synthesized  138.3 ± 3.1 nm diameter monodisperse, highly charged PSNPs (Figure 
4.8) via a modified170 emulsion polymerization procedure59 (see Supporting Information for 
synthesis details).  We measured a ζ-potential of -49.5 mV at pH 5.0.  These nanoparticles were 
self-assembled to form 3D close-packed PCs on fused silica substrates utilizing a modified vertical 
deposition procedure based on the method of Hatton et al.53   
3 x 1” fused silica microscope slides (Technical Glass Products 80/50 scratch dig, 1 mm 
thick) were cut into ~50 x 12 mm pieces using a glass saw.  Directly before use the 50 x 12 mm 
substrate was immersed in freshly prepared 3:1 v/v H2SO4/H2O2 (Fisher Scientific A300 96% w/w 
and Fisher Scientific H323 30%) piranha solution to remove surface contaminants and increase 
substrate hydrophilicity.  Safety warning:  Piranha solution becomes extremely hot upon mixing, 
is a powerful oxidizer, reacts rapidly with organics, and produces gases.  Make only in small 
quantities as needed and use appropriate protective equipment.  After several hours of soaking, 
the substrate was removed from piranha, immediately rinsed with nanopure H2O (Thermo 
Scientific Barnstead), and stored in nanopure H2O until use.   
A dilute PSNP solution was prepared by first centrifuging an aliquot of stock colloid 
solution at 1000 relative centrifugal force (RCF) for 1 min to spin-down ion-exchange resin beads.  
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Following centrifugation, an aliquot of stock colloid solution was diluted with nanopure H2O to 
produce a 21.00 mL solution, typically containing 0.18% v/v PSNPs, in a 20 mL (nominal volume) 
scintillation vial (Fisher Scientific 03-337-14 borosilicate, 61 × 28 mm height × outer diameter).  
Fresh 0.1 M HCl (Fisher Scientific A144S, 37% w/w) was prepared in nanopure H2O.  A TEOS 
solution was freshly prepared by mixing 800 µL of 0.1 M HCl solution, 1520 µL of ethanol (Decon 
Labs 200 proof), and 812 µL of tetraethyl orthosilicate (TEOS, Sigma Aldrich 86578, >99%).  The 
TEOS solution was sealed and mixed for ~1 h until use to allow time for HCl catalyzed hydrolysis 
of TEOS.269 
 
 
Figure 4.2 – Schematic of the deep UV diffracting IO PC fabrication method.  (A) A clean, hydrophilic fused 
silica substrate is dipped into a solution, depicted in blue, containing PSNPs, TEOS, ethanol, HCl, and water 
in a 20 mL vial.  The vial is then placed in a hot oven.  (B) Self-assembly of the 3D close-packed FCC PSNP 
structure onto the fused silica substrate proceeds via evaporation driven vertical deposition over several days 
while TEOS condenses in the PSNP interstices to form an SiO2 matrix.  (C)  After drying, the PSNPs are 
embedded in an SiO2 matrix that is attached to the fused silica substrate.  (D)  Piranha solution is used to 
remove the PSNPs while leaving the SiO2 intact, yielding an FCC array of voids in the SiO2 matrix. 
 
105 
 
The vertical deposition setup was prepared as follows.  An oven (Thermo Scientific 
Heratherm IMH-60) situated on a floated optical table (Kinetic Systems Vibraplane) was heated 
to ~48.3 °C.  The temperature and humidity in the oven were recorded by using a hygrometer 
probe (Traceable Hygrometer 11-661-7B) situated next to the deposition vials on the top shelf of 
the oven.  The oven fan was set at the lowest speed (20% setting) to gently circulate oven air.  
Oven air was slowly and continually refreshed during the experiment by purging the oven with 2.6 
standard liters per minute (SLPM) dry N2 gas.  The N2 line was run through the open oven 
accessory port on the top/back of the oven, with the line outlet situated on the bottom shelf of the 
oven. 
A 225 µL aliquot of TEOS solution was added to the 21.00 mL of dilute PSNP solution 
and mixed.  A piranha cleaned fused silica substrate stored in nanopure H2O was rinsed with fresh 
nanopure H2O and placed in the scintillation vial containing the PSNP solution and TEOS solution.  
The vial containing the fused silica substrate was then placed into the preheated oven.  The oven 
was then closed, and self-assembly of the 3D close-packed FCC array was allowed to proceed 
undisturbed for 4 days.  Typical oven humidity values ranged from ~11% relative humidity at the 
beginning of self-assembly to ~2% when the solution was nearly evaporated.  The oven 
temperature was maintained within ±0.2 °C of its median value during self-assembly.  After 
evaporation of most of the PSNP/TEOS solution, the fused silica substrates with attached close-
packed PSNP/SiO2 PCs were removed from the oven and placed into clean vials for storage. 
To remove the PSNPs from the PSNP/SiO2 PCs while leaving the surrounding SiO2 matrix 
intact, we completely immersed the PSNP/SiO2 PCs in freshly prepared 3:1 v/v piranha solution 
overnight.  After soaking, the PCs were removed from piranha and immersed in a vial of nanopure 
H2O.  The H2O was changed once to wash away remaining acid, and the PCs were then allowed 
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to air-dry before use, yielding the final IO PCs.  A schematic of the fabrication method is depicted 
in Figure 4.2. 
4.2.2 Nanoparticle and PC Characterization 
PSNP diameters (Figure 4.8) were measured by evaporating a small aliquot of dilute 
colloidal dispersion onto a Formvar coated Cu grid (Ted Pella 01814-F) before imaging with a 
transmission electron microscope (FEI Morgagni 268).  >100 nanoparticle diameters were 
measured via ImageJ (NIH) software to determine the size distribution of the particles.  The ζ-
potential of the PSNPs was measuring using a Malvern ZS-90 Zetasizer (Smoluchowski 
approximation). 
IO PC ordering (Figure 4.3) was monitored using a scanning electron microscope (SEM) 
(Ziess Sigma 500 VP FE-SEM) in SEI mode at 3 kV accelerating voltage after sputter coating the 
PCs with Au (Pelco SC-7).  The average IO PC void diameter was determined by measuring the 
distance between the centers of neighboring SiO2 void walls in scanning electron micrographs 
(>100 voids measured). 
Optical transmission in the near and deep UV (Figure 4.4) was measured using a Varian 
Cary 5000 UV-vis-NIR absorption spectrometer.  The PCs were mounted on a rotational stage 
(Newport 481-A) placed within the spectrometer.  The rotational stage was utilized to vary the 
incident angle of light on the PCs to monitor the Bragg diffraction wavelength as a function of 
angle.  All spectra were baseline corrected where the blank was a clean fused silica microscope 
slide at normal incidence. 
To measure Fabry-Perot interference fringes and determine IO PC thickness (Figure 4.5), 
170 – 2100 nm white light from a laser driven light source (LDLS, Energetiq EQ-99X) was 
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collimated by an off-axis parabolic mirror (Thor Labs MPD249-F01) and directed through an 
aperture that reduced the beam diameter to 6 mm before illuminating the IO PC.  The IO PC was 
mounted to a microscope slide holder attached to a rotational stage (Newport 481-A) to control 
the beam incident angle onto the IO PC.  Light diffracted by the IO PC was collected by a reflective 
collimator (Thor Labs RC12SMA-F01), which is a 90° off-axis parabolic mirror.  The reflective 
collimator was utilized to collect and focus the diffracted light into an optical fiber (Thor Labs 
M22L02).  The optical fiber then directed the diffracted light into the slit of a deep UV optimized 
Ocean Optics QE Pro spectrometer.  The IO PC diffraction spectrum shown in Figure 4.5 was 
produced by dividing the raw diffraction spectrum by the spectrum of the LDLS lamp light 
reflected from a clean fused silica slide to correct for the instrument throughput and the source 
spectral shape.  
To directly measure the Bragg diffraction bandwidth of the IO PCs, we measured the 
angular dependence of 229 nm light diffraction (Figure 4.6).  Collimated 229 nm light was 
generated by a continuous wave frequency doubled Ar ion laser (Coherent Innova 300c FreD).  A 
fused silica slide was placed in the incident beam path at an oblique angle to pick off a small 
portion of the beam, which was measured by a photodiode power sensor (Thor Labs S120VC head 
attached to a PM200 meter) that continuously monitored the incident power.  The beam was then 
directed through an aperture to produce a 3 mm diameter circular beam at the IO PC.  The IO PC 
was mounted to a motorized rotational stage (Zaber X-RSW60A) to allow precise, reproducible 
rotation about the z-axis (Figure 4.3A) of the IO PC.  The IO PC was rotated in 0.50° increments, 
and light diffracted at each incident angle was measured by a second photodiode power sensor 
(Thor Labs S120VC), positioned at each measurement angle to center the diffracted beam on the 
sensor head.  At each IO PC angle the diffracted power and pick-off power were measured 
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simultaneously for several seconds (~50 data points per meter per angle, Thor Labs Multi Power 
Meter Utility) to average out any laser power variations.  The measured pick-off power was utilized 
to calculate the incident power on the sample.  The diffracted power was divided by the calculated 
incident power to determine the fraction of power diffracted by the IO PC at each incident angle. 
IO PC surface roughness (Figure 4.7B) was quantified using an optical profilometer 
(Bruker Contour GT-I).  Height maps collected using the profilometer were tilt corrected using the 
instrument software (Bruker Vision64). 
4.3 Results and Fabrication 
4.3.1 Fabrication Parameters and SEM Analysis 
We fabricated the first solid deep UV diffracting IO PCs.  To accomplish this, we modified 
previous vertical deposition methods to optimize the self-assembly of small diameter 138.3 ± 3.1 
nm diameter PSNPs (Figure 4.8) into close-packed FCC PCs.53  To improve the self-assembly of 
these close-packed PSNP/SiO2 PCs and to improve the deep UV diffraction, we optimized the 
oven humidity and temperature, PSNP concentration, volume of TEOS solution, and vial/substrate 
size used during the vertical deposition. We found that the vial size is crucially important to 
produce IO PCs that efficiently diffract in the deep UV.  We could reproducibly and easily 
fabricate IO PCs with strong deep UV diffraction by using 20 mL scintillation vials or smaller, 3-
dram vials (using smaller substrates) under similar solution and oven conditions.  However, it was 
difficult to obtain good deep UV diffraction for PCs fabricated using 3 x 1” fused silica substrates 
placed in larger 50 mL vials.  A deep UV diffracting IO PC was fabricated on a 3 x 1” substrate at 
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a lower ~31 °C oven temperature; however the IO PC visually appeared very heterogeneous and 
showed broad diffraction peaks when measured using the absorption spectrometer, indicating that 
the nanoparticle ordering was generally poor. 
The self-assembly mechanism of 3D close-packed structures on solid substrates via vertical 
deposition is still somewhat poorly understood.101, 108, 114, 270  It is hypothesized that vertical 
deposition of 3D arrays occurs because the relative evaporation rate from the thin, top part of the 
solution meniscus near the substrate-air-solution contact line is faster than from the bulk solution 
(Figure 4.2).114  Relatively rapid evaporation from the solution meniscus results in a convective 
solvent flow that continuously draws nanoparticles into the meniscus toward the contact line.  It is 
hypothesized that interparticle capillary forces or convective steering due to solvent flow through 
nanoparticle interstices draws particles together into a close-packed array that grows as the contact 
line moves along the substrate z-axis due to continuous solvent evaporation.108, 110, 111 
The rate of evaporation of the solution relative to the rate of particle influx into the 
meniscus must be carefully balanced to produce highly ordered 3D close-packed structures.  For 
example, Kaplan et al. previously found that continuous, well-ordered vertically deposited arrays 
only formed when above a certain critical nanoparticle concentration.114  We hypothesize that the 
relatively rapid solution evaporation caused by the wide aperture of the 50 mL vial confounds 
selection of appropriate deposition conditions to produce highly ordered IO PCs. 
We utilized piranha solution to remove the PSNPs instead of tetrahydrofuran (THF) or 
toluene, which is generally used to dissolve PSNPs, because we found that the piranha solution 
more efficiently removes PSNPs from the SiO2 matrix.  Figure 4.10 depicts the absorbance spectra 
and photographs of a PSNP/SiO2 PC sample before and after immersion for 2 days in THF.  After 
THF treatment, the sample opacity visually increases and the FCC diffraction blueshifts slightly 
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while decreasing in intensity.  These results indicate that THF partially and heterogeneously 
dissolves some of the PSNPs but does not completely remove PS from the SiO2 matrix.  We 
hypothesize that THF is inefficient at removing PS due to the small interpore “window” size that 
limits solvent and polymer diffusion into and out of the SiO2 matrix, respectively.  Piranha solution 
is an extremely strong oxidizer that efficiently destroys organics, such as PSNPs, while leaving 
the SiO2 matrix intact.  We chose to utilize piranha solution to remove the PSNPs rather than 
calcination in a 500 °C oven to avoid the partial collapse of the SiO2 matrix, as previously observed 
by Phillips et al.266 
Figure 4.3A shows a photograph of a representative deep UV diffracting IO PC after 
piranha treatment.  This IO PC contains a visually homogeneous region indicated by an arrow that 
diffracts strongly in the deep UV.  Parts B–E of Figure 4.3 show SEM micrographs of the visually 
homogeneous region of the IO PC indicated in Figure 4.3A.  The surface of the strongly diffracting 
region of this IO PC shows a close-packed FCC (111) plane of voids surrounded by the SiO2 matrix 
remaining after removal of the PSNPs via piranha treatment.  At high magnification, up to three 
subvoid features are visible (Figure 4.3C) through windows formed in the SiO2 matrix between 
the top two FCC planes.  These windows are formed during self-assembly where direct sphere-to-
sphere contact between two FCC planes excludes TEOS and prevents SiO2 condensation.  These 
subvoids indicate that either FCC or hexagonal close packing continues for at least one additional 
layer for this IO PC. 
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Figure 4.3 – Photograph and SEM micrographs all originating from the same IO PC.  (A) Photograph of an 
IO PC after piranha solution treatment to remove PSNPs.  Arrow indicates strongly diffracting region.  (B–
D)  SEM micrographs of the strongly diffracting region of the IO PC shown in panel A.  Each micrograph 
axis orientation is the same as shown in panel A.  (E)  SEM micrograph of the same IO PC sample tilted 45°, 
showing the inner structure of a delaminated region at the edge of the fused silica substrate.  SEM 
micrographs of a similar PSNP/SiO2 PC sample prior to sphere removal are shown in Figure 4.9. 
 
As shown in Figure 4.3D at a lower magnification, the top layer of the visually 
homogeneous region of this IO PC comprises many well-ordered areas several µm2 in area that 
are separated by grain boundaries and smaller, disordered regions.  We observed negligible 
cracking throughout the visually homogeneous region of this sample.  To study subsurface 
structure and relative ordering of the edges of subsurface layers of the IO PC, we imaged any 
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visible cracks and delaminated areas near the edge of the IO PC substrate (Figure 4.3E) after 
mounting the IO PC on a 45° tilt sample mount.  The subsurface stacking of the FCC (111) layers 
parallel to the substrate surface appears excellent, with no evident transitions to body centered 
cubic (BCC) or hexagonally close packed (HCP) structures within this IO PC. 
4.3.2 PC Diffraction via UV-Visible Spectroscopy 
After self-assembly, the 3D close-packed PSNP/SiO2 PCs diffract in the near UV according 
to Bragg’s law (Equation 4.1),170, 226   
Equation 4.1 𝒎𝒎𝝀𝝀 = 𝟐𝟐𝟐𝟐𝒂𝒂𝒂𝒂𝒂𝒂𝒅𝒅 × 𝒔𝒔𝒔𝒔𝟐𝟐(𝜽𝜽) 
where m is the diffraction order, λ is the wavelength of light in vacuum, navg is the average 
refractive index of the PC, d is the FCC (hkl) spacing, and θ is the glancing angle within the PC.126   
Before PSNP removal, the PSNP/SiO2 PCs show an FCC (111) diffraction peak at ~336 
nm at normal incidence that is accompanied by strong absorption below 275 nm due electronic 
transitions of the PSNPs (Figure 4.4A).  After Piranha treatment to remove the PSNPs, IO PCs 
visually become almost transparent to visible light and the FCC (111) diffraction blue-shifts ~94 
nm into the deep UV to ~242 nm at normal incidence (Figure 4.4B).  The FCC Bragg diffraction 
wavelength can be precisely controlled by tuning the glancing angle of incident light.  Entirely 
different spectral regions can also be selected for diffraction by utilizing different diameter PSNPs 
during vertical deposition.  For example, we utilized smaller diameter PSNPs under identical 
vertical deposition conditions to produce IO PCs that diffract at 211 nm at normal incidence 
(Figure 4.11). 
The blue-shifted diffraction upon PSNP removal is expected from Bragg’s law due to the 
decrease in navg upon removal of the high refractive index PSNPs and their replacement with air.  
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We utilized the method described by Waterhouse et al. to calculate the d111 plane spacing and navg 
for the PSNP/SiO2 PCs and IO PCs (Figure 4.4 insets; see Supporting Information for additional 
details).115  The FCC d111 plane spacing and navg for six individual PSNP/SiO2 PCs were calculated 
to be 101.8 ± 2.2 nm and 1.65 ± 0.04 at ~336 nm, respectively.  Three of the six PSNP/SiO2 PCs 
were then treated with Piranha to remove the PSNPs, and the measurements were repeated, 
yielding a calculated FCC d111 plane spacing and navg for the IO PCs of 107.5 ± 2.2 nm and 1.13 ± 
0.02 at ~242 nm, respectively. 
The ~105 nm d111 spacing experimentally determined from Figure 4.4 is slightly shorter 
than expected from theory.  Assuming a totally close packed structure, a 138 nm particle diameter 
yields an expected d111 of ~113 nm.126  This smaller than expected d111 spacing is likely due to 
slight shrinkage of the SiO2 matrix along the substrate normal (y axis) due to silanol condensation 
during the PSNP/SiO2 PC self-assembly, which was previously observed for a similar system by 
Phillips et al.266  Using the micrograph shown in Figure 4.3C, we measure an average void 
diameter of 137.1 ± 7.2 nm in the zx plane, which is similar to the original PSNP diameter.  This 
result indicates that the IO PC voids likely shrink heterogeneously and only along the substrate 
normal, in agreement with previously observed behavior. 
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Figure 4.4 – Absorbance spectra measured using the absorption spectrometer of the PC shown in Figure 4.3.  
(A)  PSNP/SiO2 PC absorbance spectra measured at five incident angles, showing FCC (111) diffraction at 
~336 nm and strong PSNP absorption below 275 nm.  (B)  Absorbance spectra of the same PC at the same 
incident angles after piranha treatment, yielding an IO PC.  The linear fit of λmax2 versus sin2(θi) (inset plots) 
enables experimental determination of d111 and navg.  Listed angles are the incident light angles in air 
measured from the PC surface normal (θi). 
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Although the calculated d111 FCC spacing remains approximately constant after piranha 
solution treatment, there is a sharp reduction in the measured average refractive index of the PC 
upon PSNP removal.  The theoretical PC navg can be readily calculated by using a weighted average 
of the refractive indices of each PC material.227, 261  Assuming a close-packed PSNP/SiO2 FCC PC 
structure, 74% of the volume contains PSNPs, with a refractive index of 1.62 at 437 nm, the 
shortest wavelength refractive index we found tabulated for PS.271 The remaining 26% volume 
contains an SiO2 matrix with a refractive index of 1.47 at 437 nm and 1.51 at 240 nm,248 yielding 
a theoretical navg for the PSNP/SiO2 PC of 1.58 at 437 nm.  Assuming complete removal of the 
PSNPs and replacement with air, with a refractive index of 1.00 at 240 nm, results in a calculated 
navg for the IO PC of 1.13 at 240 nm, a ~30% reduction upon PSNP removal.  This calculated navg 
is in excellent agreement with the measured navg of 1.13 at ~240 nm.  This reduction in the PC navg 
upon sphere removal results in a blue-shift of the diffraction wavelength according to Bragg’s law.   
In addition to the blue-shifted diffraction, the overall attenuation of the incident beam, as 
measured by the absorption spectrometer, also increases upon PSNP removal due to the increased 
refractive index contrast between the SiO2 matrix and air, as expected.  Scattering strength, and 
therefore the efficiency of PC diffraction, is related to the refractive index difference between the 
surrounding SiO2 matrix and the PSNPs or air-voids.272  Removal of the PSNPs and replacement 
with air increases the refractive index contrast within the PC, yielding much stronger diffraction 
from the IO PCs compared to the PSNP/SiO2 PCs.  This results in stronger attenuation of incident 
light at the Bragg condition (Figure 4.4B). 
116 
 
4.3.3 IO PC LDLS Diffraction 
We utilized a LDLS and a deep UV spectrometer to measure the spectrum of Bragg 
diffracted light from our IO PCs (Figure 4.5).  The LDLS utilizes a tightly focused laser to produce 
a Xe plasma that emits spectrally broad, bright white light from the far-UV through the near-IR 
spectral regions.  Since plasma formation occurs in a spatially small, point-like area, the Xe plasma 
emission is easily collimated by using an off-axis parabolic mirror.  The resulting output beam is 
spectrally broad but highly collimated, enabling IO PC diffraction measurements without 
degradation due to source beam divergence. 
A diffraction spectrum of the above IO PC illuminated by the collimated LDLS light is 
depicted in Figure 4.5.  The most intense peak at ~241 nm is due to FCC (111) diffraction.  At 
longer wavelengths from the FCC (111) diffraction peak, several additional, regularly spaced 
peaks are visible due to Fabry-Perot interference.  Fabry-Perot fringing (etaloning) arises from 
multiple beam interference by light reflected by the top and bottom faces of the IO PC film and is 
often visible in IO PC LDLS diffraction spectra.39  Fabry-Perot fringes have been previously 
observed for 3D close-packed PCs of visibly diffracting silica nanospheres.64  The λmax of each 
Fabry-Perot fringe can be easily utilized to calculate the thickness of the self-assembled IO PC 
film (Figure 4.5 inset).  We calculate a thickness of 3558 ± 13 nm, equal to the slope linear fit of 
the fitted fringe data, for the above IO PC, using the relationships described by Jiang et al.64  Given 
a measured d111 spacing of 107.5 nm (Figure 4.4), we calculate that our inverse opal is ~33 layers 
thick in the center of the strongly diffracting region indicated by the arrow in Figure 4.3A. 
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Figure 4.5 – LDLS diffraction spectrum of the IO PC shown in Figure 4.3 at a 15° incidence angle in air.  The 
primary FCC (111) diffraction peak occurs at ~241 nm.  Also evident are a number of Fabry-Perot 
interference fringes, labeled by arrows.  Inset:  Fabry-Perot fringe plot.  K = (2navgcos(θi)(λ1-λP)/(λ1λP))×104 
where navg = 1.13, θi = 15°, λ1 is the wavelength of the longest wavelength interference fringe detectable, in this 
case at 370 nm, and λP is the wavelength of subsequent fringes at shorter wavelengths. 
 
Although we rigorously controlled the light incident angle in both absorbance (Figure 4.4) 
and LDLS diffraction experiments (Figure 4.5), we observe a small ~5 nm difference in the Bragg 
peak wavelength between these two spectra at the same IO PC rotational angle.  We hypothesize 
that this small difference in Bragg peak wavelength between these two experimental approaches 
is due to increasing baselines in these spectra that slightly shift the apparent Bragg peak positions.  
In the collected absorbance spectra, (Figure 4.4) diffuse scattering and slowly increasing 
absorption by the IO PC SiO2 matrix cause the transmission to decrease at shorter wavelengths.  
In the LDLS diffraction spectrum (Figure 4.5), the baseline increases at longer wavelengths likely 
due to incomplete deconvolution of the lamp spectrum during spectral processing.  We expect that 
the rising baselines in the absorbance spectra and the LDLS diffraction spectrum slightly blue-
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shift and red-shift, respectively, the apparent Bragg peak positions.  The small shift in the Bragg 
peak positions between these two techniques negligibly impacts PC parameters calculated using 
these spectra.  For example, the IO PC d111 spacing calculated via the absorbance data (107.5 nm, 
Figure 4.4B) is in excellent agreement with the d111 spacing measured using 229 nm laser 
diffraction (109 nm, Figure 4.6); vide infra. 
4.3.4 IO PC 229 nm Diffraction 
The IO PC diffraction results collected via LDLS illumination provides a convenient way 
to quantitate the IO PC thickness and to qualitatively assess the FCC Bragg diffraction intensity 
and bandwidth.  To quantitatively determine the IO PC diffraction bandwidth, we measured the 
intensity of 229 nm laser light diffracted by the IO PC as a function of incident angle, using a more 
accurate approach based on our previously reported method (Figure 4.6).261 
To calculate the diffraction bandwidth, we illuminated an IO PC with collimated 229 nm 
light while tuning the IO PC rotational angle in 0.50° increments and measuring the power of the 
diffracted light at each angle with a power meter.  After accounting for refraction by the IO PC, 
we calculate a glancing angle of maximum diffracted power of 67.8° and a Bragg diffraction full 
width at half max (FWHM) of 10.3° from the Gaussian fit of the 229 nm diffraction curve.  Using 
our previously described method, we utilized Bragg’s law to calculate the d111 plane spacing and 
the FWHM of the diffracted peak in units of wavelength to be 109 nm and 16.8 nm, respectively.  
Our 109 nm d111 spacing calculated from these 229 nm diffraction data is in excellent agreement 
with the value calculated for the IO PCs using our absorbance data (Figure 4.4B). 
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Figure 4.6 – (A) Schematic of the 229 nm diffraction experiment layout.  (B) Intensity of 229 nm diffraction 
by the IO PC shown in Figure 4.3 as a function of Bragg glancing angle, θ, within the IO PC.  A Gaussian fit 
is shown in red. 
 
During these experiments, we observed the transmission and diffraction intensity of the 
229 nm beam using fluorescent paper at angles near and far from the Bragg condition.  At the 
Bragg condition, we observe near complete attenuation of the transmitted 229 nm light, indicating 
strong diffraction.  However, we calculate a relatively low maximum diffraction efficiency based 
on the measured power of the diffracted beam.  For the IO PC used to collect the data shown in 
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Figure 4.6, the diffracted beam appears as an extended line shape (Figure 4.7A).  Much of the line 
shaped diffracted light missed the power meter head, resulting in a lowered calculated diffraction 
efficiency. 
Rotating the IO PC about the laser beam incident axis (y-axis) rotates the line shaped 
diffracted beam.  The sample orientation dependence of the diffraction likely results from the 
sample morphology.  We studied the morphology of the IO PC shown in Figure 4.3A in greater 
detail using an optical profilometer.  Optical profilometers measure surface topology via 
interferometry, producing images depicting the sample surface roughness a function of position.  
The strongly diffracting area of the sample (Figure 4.3A, region indicated by arrow) appears 
homogeneous when observed by eye and via normal incidence SEM.  However, when examining 
the surface topology via optical profilometry, we observe microscopic striations in the sample 
surface (Figure 4.7B).  The long axes of these semiregularly spaced striations in the sample surface 
run roughly parallel to the IO PC x-axis.  These striations are also weakly visible in SEM 
micrographs taken when the IO PC is tilted 45° (Figure 4.12). 
We hypothesize that these IO PC surface striations scatter light similarly to irregularly 
spaced grooves in a diffraction grating.  In diffraction gratings, variations in groove spacing and 
depth are known to produce diffusely scattered light in the grating dispersion plane, perpendicular 
to the groove long axis.273  We propose that the semiregularly spaced striations in our IO PC sample 
surface resemble irregularly ruled grooves in a diffraction grating, producing in-plane diffuse 
scattering whose long axis is perpendicular to the striation long axis. 
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Figure 4.7 – (A) Picture of the 229 nm diffracted beam shape on a luminescent paper viewing screen for the 
IO PC at a 26.5° IO PC incident angle in air, corresponding to the Bragg condition for 229 nm light.  (B) 
Height map of the strongly diffracting region of the IO PC shown in Figure 4.3 measured using an optical 
profilometer.  The color-bar depicts the height of surface features, where red and blue map colors indicate 
raised features and depressions, respectively. 
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These IO PC surface striations lie parallel to the solution surface during vertical deposition.  
Previous studies have shown that the contact lines of solutions containing dissolved solids exhibit 
complicated deformation and pinning behaviors during evaporation.104, 105  In the case of 
evaporating solutions of nanoparticles, several previous authors have observed the formation of 
regularly spaced bands of close packed nanoparticles on the substrate that are separated by bare 
regions containing no nanoparticles,114, 274, 275 while others have observed continuous films that 
have periodic variations in thickness as a function of position.276  We do not observe alternating 
areas of bare and nanoparticle covered substrate via SEM in the strongly diffracting region of our 
IO PC.  However, we hypothesize that some meniscus deformation occurs during vertical 
deposition of the PSNPs onto the fused silica substrate, resulting in the semiregular IO PC surface 
striations observed using the profilometer and 45° tilt SEM.  We are currently investigating 
methods to mitigate the formation of these surface striations during the vertical deposition self-
assembly process to minimize their impact on IO PC diffraction. 
The 16.8 nm FWHM diffraction bandwidth measured for this IO PC is relatively broad.  
We expected that the diffraction bandwidth for these IO PCs would be broader than that of our 
aqueous PCs due to the relatively large refractive index difference between the air voids and the 
SiO2 matrix.  Increasing the refractive index contrast within a PC increases the scattering strength 
of the FCC planes, reducing the number of planes taking part in Bragg diffraction.  We previously 
showed that reducing the number of FCC diffraction planes taking part in PC diffraction broadens 
the diffraction bandwidth.126  The diffraction bandwidth of these IO PCs can be reduced by 
infiltrating solvents or UV-transparent polymers into the air-voids to refractive-index-match the 
voids to the SiO2 matrix.  Disordered regions of the IO PC also broaden the diffracted bandwidth.  
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We are currently investigating methods to further optimize the modified vertical deposition 
method to improve IO PC order. 
A significant advantage of these solid IO PCs compared to our previous aqueous deep UV 
diffracting PCs is that they do not depend upon easily disrupted electrostatic interactions between 
nanoparticles dispersed in solvent to maintain FCC ordering and Bragg diffraction.  The 
solventless SiO2 FCC structure affords these IO PCs mechanical durability and photochemical 
stability, enabling them to be repeatedly used and characterized, even under direct laser irradiation.  
In our previous work, we observed that upon ~2 mW/cm2 229 nm laser irradiation, the diffraction 
intensity of our aqueous PCs decreased with time.261  We illuminated this IO PC with the same 
229 nm laser at a 20× higher irradiance of ~41 mW/cm2 and observed no degradation of our IO 
PC diffraction intensity. 
Furthermore, the mechanical durability of these IO PCs allows them to be easily 
transported and handled.  For example, the IO PC depicted in Figure 4.3 was spectroscopically 
characterized >10 times and extensively handled for ~4 months prior to SEM imaging.  IO PC 
absorbance spectra collected before and after this extensive handling are nearly identical (Figure 
4.13), indicating that time, handling, and deep-UV/near-UV/visible irradiation negligibly impact 
IO PC diffraction. 
These indefinitely shelf stable IO PCs enhance the potential utility of deep UV diffracting 
PC optical devices by enabling their long-term storage and use.  Although further development 
and optimization of the fabrication procedure are necessary in order to improve their diffraction 
efficiency and to reduce their diffraction bandwidth, the mechanically robust IO PC fabrication 
method is extremely promising as an approach to develop deep UV diffracting PC optical devices. 
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4.4 Conclusion 
We demonstrated the first solid IO PCs that diffract in the deep UV at <245 nm.  To 
fabricate these deep UV diffracting IO PCs, we first self-assembled PSNP/SiO2 3D close-packed 
FCC PCs by depositing PSNPs onto fused silica substrates in the presence of TEOS solution using 
a modified vertical deposition method.  After studying the diffraction characteristics of the close-
packed PSNP/SiO2 PCs in the near UV, we removed the PSNPs using piranha solution, yielding 
IO PCs that diffracted at <245 nm.  We characterized the diffraction of these IO PCs to determine 
their utility for use as deep UV optical devices, and found that they show large ~98% attenuations 
for light that meets the Bragg condition and a 17 nm FWHM diffraction bandwidth.  These solid 
IO PCs show superior mechanical durability, shelf life, and photochemical stability under direct 
229 nm laser irradiation compared to our previously demonstrated aqueous based PCs.  Further 
optimization of the vertical deposition procedure is necessary, and we are currently investigating 
methods to improve IO PC self-assembled order to reduce the diffraction bandwidth, and to 
decrease the surface roughness to improve the shape and efficiency of the diffracted light. 
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4.5 Supporting Information 
4.5.1 Polystyrene Nanosphere Synthesis 
We utilized a modified version of the Reese et al.59 emulsion polymerization procedure 
previously described by Hufziger et al.170 to synthesize highly charged 138.3 ± 3.1 nm polystyrene 
nanoparticles (Figure 4.8).  A custom 1 L jacketed cylindrical reactor (Ace Glass 6475-310, 4” ID 
with drain outlet) was fitted with a Teflon agitator (Ace Glass 8090-08 attached to a Teflon shaft) 
attached to an overhead stirrer (Caframo BDC6015), a reflux condenser, a foil wrapped addition 
funnel, a long needle to attached to an N2 line, and a thermometer.  The reactor temperature was 
controlled via an ethylene glycol bath recirculator (Thermo Neslab RTE 740). 
 
 
Figure 4.8 – Transmission electron micrograph of 138.3 ± 3.1 nm diameter polystyrene nanoparticles. 
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Styrene (Sigma Aldrich S4972, 99%) was passed through a column containing ~50 g 
aluminum oxide (Aldrich 19974) to remove the butylcatechol inhibitor.  275.2 mL ultrapure water 
(Barnstead Infinity) was added to the reactor, the stirring rate was set to 50 RPM, and then 0.3410 
g NaHCO3 (JT Baker 3506-01) was added to the reactor.  The reactor contents were deoxygenated 
for 30 min with N2.  3.0942 g dihexyl sulfosuccinate sodium salt (Aldrich 86146, ~80% in H2O, 
surfactant) was dissolved in 5.00 mL ultrapure water and added to the reactor.  The vial containing 
the surfactant was washed 3x with 5.00 mL aliquots (15 mL total) of ultrapure water, adding each 
wash into the reactor to maximize surfactant transfer.  The reaction mixture was deoxygenated 
with N2 for an additional 20 minutes.  115.0 mL deinhibited styrene was added to the addition 
funnel, and deoxygenated with N2 for 25 minutes, followed by N2 blanketing until the end of the 
reaction.   
During styrene deoxygenation, the stirring rate was set to 125 RPM, and reactor heating by 
the recirculator was initiated.  When the reactor temperature reached 45.0 °C, the stir rate was set 
to 350 RPM and styrene was added at a rate of ~4 drops/sec (22 min total).  5 min after the 
completion of styrene addition, 6.3030 g 3-allyloxy-2-hydroxy-1-propane sulfonic acid (Aldrich 
409421, ~40% w/w in H2O, co-monomer) was added to the reactor and the recirculator setpoint 
was increased.  When the reactor temperature reached 69.0 °C, 1.5082 g (NH4)2S2O8 (Sigma 
Aldrich 248614, 98%, initiator) dissolved in 5.00 mL ultrapure water was added to the reactor to 
initiate the reaction.  After allowing the reaction to proceed for 2.0 hrs, 1.0105 g additional co-
monomer was added to the reactor, followed 2 min later by 1.0064 g additional (NH4)2S2O8 
dissolved in 2.00 mL ultrapure water.  The reaction was allowed to proceed for 1.0 hr before being 
cooled while stirring.   
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The cooled nanosphere dispersion was filtered through nylon mesh (Small Parts Inc., 40 
µm).  The dispersion was then poured into 14 kDa MWCO regenerated cellulose tubing (Sigma 
Aldrich D9402, soaked in ultrapure water before use) and dialyzed against ultrapure water for 5 
weeks.  The dispersion was then stored over mixed-bed ion-exchange resin (Bio-Rad AG-501-X8 
(D), used as provided).   
 
 
Figure 4.9 – Scanning electron micrographs of an as-fabricated PSNP/SiO2 PC before nanoparticle removal 
at high (A) and low (B) magnification.  This PC was fabricated under identical conditions to the IO PC 
depicted in Figure 4.3. 
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Figure 4.10 – Photographs and absorbance spectra measured using an absorption spectrometer of a 
PSNP/SiO2 PC at normal incidence before (black) and after (red) THF treatment.  This PC was fabricated 
under identical conditions to the IO PC depicted in Figure 4.3.  This sample was fully immersed in 21.0 mL 
THF (Fisher Chemical T397) and placed on a mixer for 2 days, replacing the solvent after 1 day, before 
drying in air.  After THF treatment, PC FCC (111) diffraction, indicated by the red arrows, blueshifts 
slightly but becomes extremely weak, likely due to heterogeneous and incomplete removal of PSNPs from the 
SiO2 matrix by THF. 
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Figure 4.11 – Absorbance spectra of an IO PC fabricated using 114.9 ± 3.4 nm diameter polystyrene 
nanoparticles, showing strong FCC (111) diffraction at 211 nm at normal incidence.  Listed angles are 
measured in air from the IO PC surface normal. 
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Figure 4.12 – Scanning electron micrograph of the right edge of the strongly diffracting region indicated by 
the arrow of the IO PC sample shown in Figure 4.3A, tilted at a 45° angle.  The banding features near the 
slide edge are visible as sweeping curves which terminate at the microscope slide edge, visible at the bottom of 
the micrograph. 
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Figure 4.13 – Absorbance spectra of the IO PC depicted in Figure 4.3 at normal incidence shortly after 
inversion (red) and after the sample was extensively handled and characterized (black).  The times listed in 
the figure denote the number of days that had elapsed between the end of fabrication and the day of spectral 
collection.  The small differences in λmax attenuations and peak positions between the two measurements are 
likely due to minute positioning and angle differences of the IO PC sample within the cavity of the absorption 
spectrometer. 
4.5.2 Calculation of Photonic Crystal Parameters 
To calculate d111 and navg, we measured the absorbance wavelength maxima (λmax) due to 
FCC (111) diffraction at several different incidence angles using an absorption spectrometer 
(Figure 4.4, main text).  As described by Waterhouse et al.,115 the modified Bragg equation, 
Equation 4.2 𝝀𝝀𝒎𝒎𝒂𝒂𝒎𝒎 = 𝟐𝟐𝒅𝒅𝒉𝒉𝒉𝒉𝒉𝒉𝒎𝒎 �𝟐𝟐𝒂𝒂𝒂𝒂𝒂𝒂𝟐𝟐 − 𝐬𝐬𝐬𝐬𝐬𝐬𝟐𝟐 𝜽𝜽𝒔𝒔 
where θi is the light incident angle in air measured from the surface normal, can be used to easily 
extract PC material parameters from the collected diffraction data.  We plotted λmax2 versus sin2(θi), 
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and fit them with a linear fit (Figure 4.4, insets).  The slope and y-axis intercept of the linear fit 
equal –(2dhkl)2 and (2dhkl)2navg2, respectively.  
133 
 
5.0 Chapter 5:  Summary of the Development of Photonic Crystal Optics and Wide-field 
Raman Imaging Spectrometers for Trace Explosive Detection 
In this dissertation work, we developed photonic crystal devices and wide-field Raman 
imaging spectrometers to advance the state of the art in deep UV optics and standoff explosive 
detection.  In Chapter 2.0, we describe the development of the first wide-field Raman imaging 
spectrometer utilizing a photonic crystal as the wavelength selection device.  In that work, we 
synthesized and utilized highly negatively charged 102.7 ± 4.1 nm diameter polystyrene 
nanospheres to form non-close-packed FCC photonic crystals.  We demonstrated that the FCC 
(111) planes in these photonic crystals Bragg diffract a ~9 nm FWHM spectral region of visible 
light.  We utilized these photonic crystals inside a novel, specially constructed wide-field Raman 
imaging spectrometer to diffract a Raman spectral region containing -CCC- bending, -CC- 
stretching, and -CF2 antisymmetric stretching bands from a Teflon sample.  We focused the 
diffracted light into a spectrometer to confirm the ability of the photonic crystal to select a 
particular Raman spectral region while rejecting other, nearby Raman bands.   
We also focused this diffracted Raman light onto a CCD camera, forming a wide-field 
Raman image with a 5 sec accumulation time that allowed us to chemically differentiate between 
Teflon and an NaCl feature placed on the surface of the Teflon.  These proof of concept studies 
involving this novel wide-field Raman imaging spectrometer confirmed the utility of photonic 
crystals as wide-field imaging optics and validated our hypothesized spectrometer design, enabling 
the construction of more sophisticated instrumentation in the much more difficult to access deep 
UV spectral region. 
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In Chapter 3.0 we described the development of the first deep UV wide-field Raman 
imaging spectrometer.  In that work, we synthesized highly negatively charged 35.5 ± 2.9 nm 
diameter silica nanoparticles to fabricate non-close-packed FCC photonic crystals.  We selected 
the small size and concentration of these nanoparticles such that they Bragg diffracted light in the 
deep UV spectral region at ~235 nm, which corresponds to the spectral region of Stokes scattered 
Raman light for samples excited by 229 nm laser light.  We characterized the precise spectral 
bandwidth of the (111) Bragg diffraction using monochromatic 229 nm laser light.  We determined 
that the spectral bandwidth measured using an absorption spectrometer, which utilizes 
uncollimated light, is ~4x broader than is measured when well collimated 229 nm laser light is 
used.   
We then utilized these well characterized photonic crystals to construct a wide-field Raman 
imaging spectrometer that we utilized for standoff trace explosive detection.  This spectrometer 
utilized a deep UV optimized Maksutov-Cassegrain telescope to collect Raman light scattered by 
samples 2.3 m distant that were excited by a 1.2 × 1.2 cm 229 nm laser beam.  We demonstrated 
that 120 µg spots of PETN and AN drop cast onto an aluminum plate could be easily chemically 
differentiated using just two Raman images.  We also demonstrated that 10 µg/cm2 samples of 
PETN and AN that were inkjet deposited onto aluminum test panels could be imaged and detected 
in 30 sec.  Given these results, we estimated that 1 µg/cm2 detection limits are achievable using 
this instrument under these conditions.  In summary, we demonstrated the feasibility of deep UV 
wide-field imaging for standoff trace explosive detection and the utility of deep UV diffracting 
photonic crystal optics. 
In Chapter 4.0 we described the development of the first deep UV diffracting inverse opal 
photonic crystal.  This goal of this project was to increase the mechanical durability of deep UV 
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diffracting photonic crystals.  In our deep UV wide-field imaging work described in Chapter 3.0, 
we observed that direct irradiation of the aqueous photonic crystal with a deep UV laser resulted 
in a decrease in the Bragg diffraction efficiency with time, which we hypothesized was due to the 
production of impurity electrolytes that screened electrostatic interactions between nanoparticles 
and disordered the FCC array.  To produce a photonic crystal with enhanced mechanical properties, 
we synthesized 138.3 ± 3.1 nm diameter polystyrene nanoparticles that we used to create solvent-
free photonic crystals.  We utilized a modified vertical deposition procedure to deposit these 
polystyrene nanoparticles into FCC arrays on fused silica substrates.  The self-assembly occurred 
in the presence of the silica precursor TEOS, which condensed around the nanoparticles to embed 
them in a solid SiO2 matrix.  We then removed the polystyrene nanospheres with Piranha solution, 
which leaves the SiO2 matrix intact, to form inverse opals that diffracted in the deep UV at ~240 
nm.   
We thoroughly characterized the optical behavior of a representative inverse opal photonic 
crystal using collimated white light and 229 nm laser light and found that this photonic crystal was 
~3600 nm thick and showed a 17 nm FWHM diffraction bandwidth.  We characterized the surface 
morphology of this sample via optical profilometry and found that it exhibited regularly repeating, 
linear surface striations that likely result in the spatial broadening of the diffracted 229 nm laser 
light, which was observed during diffraction bandwidth measurements.  Importantly, we observed 
that these photonic crystals were extremely mechanically robust and showed nearly identical 
diffraction before and after they had been repeatedly characterized using deep UV light and 
extensively handled.  In conclusion, in this work we invented and demonstrated the feasibility of 
long shelf-life, mechanically stable deep UV diffracting inverse opal photonic crystals. 
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In summary, in this work we developed novel deep UV diffracting photonic crystal optics 
and deep UV wide-field Raman imaging spectrometers for trace explosive detection.  We 
demonstrated that these photonic crystals enable deep UV imaging spectroscopy that was not 
previously feasible due to the lack of commercially available optical devices in this spectral region.  
Furthermore, we developed a technique to enhance the mechanical characteristics and shelf life of 
these photonic crystals, which drastically increases their utility as deep UV optical devices. 
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