Abstract. In a recent article J. Aldaz proved that the weak L 1 bounds for the centered maximal operator associated to finite radial measures cannot be taken independently with respect to the dimension. We show that at least for small p near to 1 the same result holds for the L p bounds of such measures with decreasing densities. We also give some concrete examples, that include Gaussian measure, where better estimates with respect to the general case are obtained.
Introduction and statement of the main results.
Consider a Borel measure µ on R n . For any g ∈ L 1 loc (R n ) we define the associated centered maximal function on balls as: where B(x, R) is the ball with respect to certain norm of radius R, centered at x. When µ = m n , i.e. the Lebesgue measure, the behavior of maximal functions has been studied by various authors. E.M. Stein proved that M mn is bounded on L p for p > 1 with a constant that can be taken independent of the dimension (see [13] , [14] , and also [15] ). J. Bourgain and A. Carbery extended this result in the range p > 3 2 to the maximal function associated with balls given by arbitrary norms of R d (see [4] , [5] , [6] and [7] ), and D.
Müller [12] showed that if we restrict ourselves to the balls resulting from the l q norms, there are uniform bounds in dimension, for every p > 1.
For the L 1 weak type bounds, in a joint work, E.M. Stein and J.O.
Strömberg [16] proved that the operator norm of M m n grows at most like O(n log n), when we consider arbitrary balls; and at most like O(n) in the special case where B is the Euclidean ball. In a recent article by J.M. Aldaz [2] , it was proven that the weak type bounds for the maximal functions associated to cubes grow to infinity with the dimension. An explicit lower bound for the growth of the constants was obtained in [8] . This has been further improved in [3] .
We can formulate the same problem for the existence of dimension free bounds, in the situation where µ is a finite rotational invariant measure. We will only consider the case where B is the Euclidean ball. In [11] it was proved that when µ is the Lebesgue measure, M µ is a weakly bounded operator on L 1 rad (µ) with a constant that can be taken independent of the dimension. The proof also applies in the case of a radially increasing measure µ. In [1] it is shown that whenever the measure µ is radial and finite, the best constant C 1,µ in the weak L 1 (µ) inequality for M µ grows exponentially to infinity with the dimension, even when we restrict ourselves to radial functions. In this work we show that a similar result holds for the best constants C µ,p of the L p (µ) inequalities of M µ , even if restricting the action to radial functions. This is the content of our main result:
there is an α > 1 so that for every n ∈ N and every finite Borel measure µ on R n , with a radially decreasing density, one has
where c is an absolute constant, independent of the dimension.
This means that E.M. Stein's result of dimension free L p bounds for maximal functions associated to Euclidean balls is not extendable to the context of radial finite measures.
For any r > 0 we and x ∈ R n denote by B(x, r) the ball centered at x with radius r. We will write B r to denote B(0, r). By ξ we will denote a unit vector of R n , arbitrary since our setting is rotational invariant. The proof of Theorem 1.1 relies on the following proposition: Proposition 1.2. Let µ be a finite Borel measure on R n with a radially decreasing density. Given R > r > 0 two positive radii, and ξ a unitary vector, writeB = B(Rξ, R + r). Then,
In section 2, Theorem 1.1 and Proposition 1.2 are proven. In sections 3 and 4 we study two particular cases, the Gaussian measure and Lebesgue measure restricted to the unit ball, where it is possible to develop explicit computations of T µ,p (R, r). In both cases, we will obtain better exponents p than in Theorem 1.1 and will show too that the estimates are somehow optimal, in the sense that the argument given by Proposition 1.2 cannot be much extended.
We have learned from J.M. Aldaz that he is also working in this problem and that in particular, he has independently found similar results to those in our Theorem 1.1.
Some notation and preliminary facts:
For any δ ∈ [−1, 1], we define the cone with δ aperture as E δ := {x ∈ R n : x · ξ ≥ δ|x|}. Let ω n−1 be the measure of S n−1 with respect to the surface measure induced by the Lebesgue measure on R n . It is a known fact that
. We shall use repetitively that
, where the first inequality follows immediately from the definition and the second one is a consequence of the log-convexity of Γ (see [1] or [17] ).
2. Proofs of the theorem and the proposition.
Proof of Proposition 1.2. Consider the function
χ Br (x). By the Tchebychev inequality a strong L p bound implies a weak one:
, so, rearranging (2.1) we obtain:
To prove (2.2), take any x in B R , then
.
Here we have used the rotation invariance of µ.
Proof of theorem 1.1. We are going to bound T µ,p (R, r) from below. Write
. By our hypothesis the function f is decreasing, so
Now we compare the µ-measures ofB and B R . Following Aldaz, we split B into two disjoint pieces,
We denote by β 0 (r) the angle between ξ and the segment that connects the origin with any point in ∂B∩∂B r . For notational simplicity, call β 0 := β 0 (R).
Using thatB ∩ B R ⊂ B(R cos β 0 ξ, R sin β 0 ) and that µ is a radially decreasing measure,
is a continuous function that tends to 1 when R → ∞ and by Lebesgue differentiation theorem to sin n β 0 when R → 0, it is possible to find an R such that:
where k ∈ (0, 1) depends on λ and will be chosen later.
The cosine theorem applied to the triangle whose vertices are the origin, Rξ, and a point in ∂B ∩ ∂B R yields
By choosing λ < √ 2 − 1, we make cos β 0 > 0. By integrating in spherical coordinates,
where for the last inequality we used (1.2). As sin β 0 < 1, it holds that (sin β 0 ) −l R > 2R + r for a big enough positive integer l. For example the choice (2.9) l = − log(2 + λ) log sin β 0 , will do; so if we assume R to be the maximal R > 0 for which (2.7) is satisfied, then
Putting together (2.5), (2.7), (2.8) and (2.10) we get,
The right hand side of (2.11) attains its maximal growth with respect to n when the two terms in the denominator are of the same exponential size, so we need that 1 − lk = k; this fixes k = 1/(1 + l). By (2.7) and the observation before (2.10) it also determines R, and, as λ was previously chosen, r gets fixed too.
Using (2.11) with 1 − lk = k and (2.4) on (1.1) we obtain:
It only remains to observe that, although R (and consequently r) can change with the dimension (see the remark below), it is possible to choose an universal λ, so that neither k, l and β 0 depend on n, and so,
will hold for p close enough to 1, namely when
So just take
Remark. It is interesting to make the following observations about the radii chosen above. Let f : R + → R + be a decreasing function such that all the measures dµ n = f (|x|) dx are finite on R n . Fixing λ and taking β 0 as in the previous proof, we define R n as the maximal radius for which (2.7) holds for µ n in R n . This radius does not shrink to 0 as the dimension grows.
which is smaller than (sin β) nk for large n, thus for (2.7) it is necessary to take R n > R 0 . So if f has compact support then lim inf n→∞ R n ≥ max supp f , and if the support of f is unbounded lim n→∞ R n = ∞. By the definition of R n and the decreasing property of f ,
so we obtain the exponential decaying f (R n ) ≤ f (0)(sin β 0 ) n(1−k) .
The Gaussian measure.
In the case of the Gaussian measure dµ(x) = e −π|x| 2 dx it is possible to make a better estimate of the quantities implied in T µ,p (R, r). We will obtain unboundedness with respect to the dimension of the L p (µ) norms with bigger p than those in Theorem 1.1 and we will show that, by means of Proposition 1.2, no much bigger exponents p can be reached. . There exist p 1 > p 0 > 1 with approximated value p 0 ≈ 1.011871 and p 1 ≈ 1.049427 such that (i) for every p < p 0 there exists an α > 1 (only depending on p) such that C µ,p ≥ T µ,p (R, r) ≥ α n for some 0 < r < R < R n with λ = R r < √ 2−1. (ii) for every p > p 1 given any choice 0 < r < R ≤ R n there exists an α < 1 (only depending on p) such that T µ,p (R, r) ≤ √ πnα n .
Let us comment some aspects on the behavior of Gaussian measures. By an integration in polar coordinates the Gaussian measure of a centered ball B ρ can be written as
It is an elementary calculus exercise to realize that the function h n (s) = e −πs 2 s n−1 increases from s = 0 until the point s = R n := n−1 2π where it attains its maximum and from this point on, to infinity it decreases. Moreover h is concave in the interval (R − n , R + n ), and convex in the two complementary intervals of (0, ∞), where
. This gives us the following estimates for B ρ when ρ ≤ R n .
It is also easy to check that almost all the mass of µ is supported in the ball B Rn , as the following lemma asserts.
Lemma 3.3. One has that µ(B
Remark. Before proving the Proposition and the Lemmas let us justify that the only interesting case is the one where 0 < r < R < R n and λ < √ 2 − 1. In view of Lemma 3.3 there is no point in considering large radii. To take r > R n makes no sense, since then all the measures of the balls involved in T µ,p (R, r) are close to 1. In the case r < R n < R, by Lemma 3.3, we have that 1 3 ≤ µ(B R ) ≤ 1 for any n, so this means
Here it is clearly seen that increasing R over R n only makes µ(B) bigger, which is of no use in order to bound T µ,p (R, r) from below. If λ ≥ √ 2 − 1, thenB ⊃ E 0 ∩ B R , and as µ(E 0 ∩ B R ) = 1 2 µ(B R ) one has
Proof of Proposition 3.1. Let us first demonstrate (i). As in Theorem 1.1 we will bound from below T µ,p (R, r) =
p . We consider the aforementioned partition µ(B) = µ(B ∩ B R ) + µ(B \ B R ). Following the same reasonings that led to (2.6) together with Lemma 3.2 we obtain that,
With the argument contained in (2.8) and recalling that h attains its maximum at the point R n :
We would like to find an R such that both the righthand sides of (3.1) and (3.2) are of the same exponential size with respect to n. This leads us to the transcendental equation
n .
We will take as R the approximated solution R = e Substituting in (3.1) and (3.2) we obtain
(sin 2 β 0 e − cos 2 β 0 +cos 2 β 0 )
the right hand side of the first inequality dominates exponentially the one in the second inequality, so for large dimensions
Using Lemma 3.2 again we obtain
as well as
Now to estimate T µ,p (R, r) put together (3.3), (3.4) and (3.5) to get So we can take
A numerical estimation via Matlab yields the approximative value p 0 ≈ 1.011871.
It remains to prove (ii). Given that R < R n by Lemma 3.2,
The ballB contains the part of the cone E cos β 0 included in B R , therefore
where E cos β 0 := x :
x·ξ |x| > cos β 0 . Integrating in spherical coordinates,
where for the last inequality we used (1.2). Now one has
The right hand side of the previous inequality tends to 0 when n → ∞ if On the one hand, as h is increasing it attains its maximal value in [0, ρ] at the point s = ρ, so
on the other hand
Proof of Lemma 3.3 . First take into account that,
By the Stirling formula Γ(t) = 2π t t e
. Now we are done, because
Note that n−1 n+2
tends to e
and for large n can be bounded by 
Lebesgue measure restricted to the unit ball
If we consider the radial measure dµ(x) = χ B 1 (x) dx, there is a more direct way to estimate T µ,p (R, r). We will obtain unboundedness of C µ,p with respect to the dimension for larger p's than in Theorem 1.1. The method is optimal in the sense that no bigger exponents p's can be reached using Proposition 1.2. This is the content of the next Proposition.
Remark. There is no point in considering the case r ≥ 1 since then T µ,p (R, r) = 1 trivially. If r < 1, taking R > 1 only increases µ(B), which makes T µ,p (R, r) smaller. So we will concentrate on the situation where 0 < r < R ≤ 1.
Proposition 4.1. There exists a p 0 > 1 with approximated value p 0 ≈ 1.03946 such that (i) for every p < p 0 there exists an α > 1 (only depending on p) such that C µ,p ≥ T µ,p (1, r) ≥ α n for some r < √ 2 − 1, (ii) for every p > p 0 given a choice 0 < r < R ≤ 1 there exists an α < 1 (depending on p, r, R) such that T µ,p (R, r) ≤ √ πnα n .
Proof. We shall estimate Let us denote by β 0 the angle determined by ξ and a segment that connects the origin with any point in ∂B∩∂B 1 . By the cosine theorem on this triangle, cos β 0 = 1 − R 2 (1+λ) 2 2
. One has the inclusion E cos β 0 ∩ B 1 ⊂B ∩ B 1 , and taking R < n − 1
