Introduction
Neural networks have been proposed as associative memories to model the behaviour of human long term memory [1, 2] . A neural network is essentially an amorphous aggregate of neurons that, in this context, are idealized as physical two-state devices [3] coupled through a symmetrical matrix Jij that represents the synapses.
During « learning » the Jij are modified by the environment in a time scale TJ larger than the time scale T$ needed by the neurons to adapt to the coupling (retrieval process). So defined the model has the following properties.
i) It stores a certain amount of information (if N is the number of neurons, one can store -0.15 N [2] , [17] words of N bits).
ii) The retrieval of the information is such that from a partial, deteriorated, knowledge of one word the system is able to reconstruct the full word (the number of bits that can be so reconstructed decreases as we try to store more words and goes rapidly to zero when one surpasses the storage capability referred to in i).
iii) After storing P words the system -requested to retrieve a particular pattern -may, generically, answer with a « spurious &#x3E;&#x3E; word, i.e. one that has not been originally stored The number of spurious words increases at least exponentially with P [4] .
iv) The storage prescription adopted in e.g. reference [2] works best if the words are at least approximately orthogonal.
The type of organization of a neural network is natural for a biological system. The idea that the Jig are modified by the environment eliminates the paradox that would follow if the information about the coupling matrix among 1014 neurons had to be contained in the DNA [5] . Other figure, K = 3 ). At each step we choose a value for a certain random variable with a probability distribution with parameters depending on the result of the previous step, i.e. we define
The random variables yk could in general be real continuous but for simplicity we will choose them discrete.
The draw of a yk value is repeated M times, where M is the number of branchings of the tree we are trying to generate. At the end we will have R choices of yx (see Fig 1) . Then There is some partial evidence that the perception system has such a layered structure [11 ] . This [10] where qi, ql-1 are the overlaps at the considered level, m ( yi) is the average magnetization on the cell and p is related to the limit of Parisi's order parameter at T = 0. ' Based on this information we propose where the labels ai ... at -1 ai indicate the descendants of the ancestor ai ... a, -1 ; q, is the self-overlap of the descendant while q, -1 is the overlap among the descendants of the same ancestor.
In the case of figure 1 [14] and that it has to do with the way colours are processed by the visual system [15] . [16] . Our point is that placing it in an ultrametric tree is almost for free.
