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We have used non-equilibrium molecular dynamics to simulate the flow of water molecules around
a charged nanoparticle described at the atomic scale. These non-equilibrium simulations allowed
us to compute the friction coefficient of the nanoparticle and then to deduce its hydrodynamic
radius. We have compared two different strategies to thermostat the simulation box, since the low
symmetry of the flow field renders the control of temperature non trivial. We show that both lead
to an adequate control of the temperature of the system. To deduce the hydrodynamic radius of the
nanoparticle we have employed a partial thermostat, which exploits the cylindrical symmetry of the
flow field. Thereby, only a part of the simulation box far from the nanoparticle is thermostated. We
have taken into account the finite concentration of the nanoparticle by using the result of Hasimoto
(J. Fluid. Mech. 1959, 5, 317-328 ) for the friction force in a periodic cubic array of spheres. We
have focused on the case of polyoxometalate ions, which are inorganic charged nanoparticles. It
appears that, for a given structure of the nanoparticle at the atomic level, the hydrodynamic radius
significantly increases with the nanoparticle’s charge, a phenomenon that had not been quantified so
far using molecular dynamics. The presence of an added salt only slightly modifies the hydrodynamic
radius.
I. INTRODUCTION
Charged nanoparticles are used in numerous technolo-
gies. Modeling the properties of dispersions of nanopar-
ticles plays an important role to design applications[1].
The numerical simulation of their properties usually re-
quires the use of coarse-grained models, especially when
nanoparticles are dispersed in aqueous solutions with
added salt. Effective descriptions of the system aver-
aged over water molecules and ions are justified, since
the time scale of the nanoparticles transport is frequently
much larger than typical solvent time scales. However,
the definition of the parameters of coarse-grained models
is often a complicated task. Indeed, in order to perform
simulations of the dynamical properties of nanoparticles
in solution, one needs to determine their effective size
and the behavior of water molecules in the vicinity of
their surface. Both properties control the hydrodynamic
radius of the nanoparticle. In most mesoscopic simu-
lations techniques, like Brownian Dynamics (BD)[2, 3],
Multi-Particle Collision Dynamics (MPCD) [4, 5] or Dis-
sipative Particle Dynamics (DPD) [6], the boundary con-
dition for the velocity of the solvent at the nanoparticles
surface can be modeled as a slip or a stick boundary
condition. For colloidal particles, the definition of the
hydrodynamic radius and of the boundary condition are
relatively easy, because the structural radius, deduced
for instance from microscopy or other structural investi-
gations often matches the one deduced from the measure-
ment of the diffusion coefficient using the Stokes-Einstein
law (see for instance [7]). For nanoparticles, whose size
is not large compared to the solvent size, the whole def-
inition of the hydrodynamic radius is not obvious any-
more. Does the solvent perfectly stick on the surface, or
partially slip [8–11] ? If it sticks, is there an immobile
layer of molecules at the surface of the nanoparticle that
modifies the effective hydrodynamic size of the particle ?
Does the charge influence the friction on the nanoparticle
? To answer these questions, modeling the system at the
atomic scale is mandatory. For simple ions, the interpre-
tation of individual transport coefficients in term of an
effective radius raises many questions [12]. It is known
that the effective hydrodynamic radius depends on all in-
teractions with the solvent molecules, and in particular
that electrostatic forces give rise to a dielectric contri-
bution to the friction [13, 14]. In the present study, our
goal is to compute the flow of water molecules around a
charged nanoparticle from non-equilibrium (NEQ) atom-
istic simulations, in order to derive quantities like the hy-
drodynamic radius that can be used afterwards in coarse-
grained simulations, and that can be used to challenge
typical electrolyte or colloidal concepts and theories for
small nanoparticles. Such non-equilibrium molecular dy-
namics simulations have to be carried out and analysed
with great care.
A frequently employed strategy in molecular dynamics
to create a solvent flow is to apply an external force to
the system, either on all solvent atoms, like in Poiseuille
flow, or only on charged particles in the solvent as in the
case of electroosmosis [15, 16]. In both cases, some en-
ergy is added to the system, and is converted into viscous
energy. It results in heating of the system. Thus, a ther-
mostat must be used in order to extract the added energy
and to ensure a constant temperature during the simula-
tion. Simulations of water flows between parallel walls,
or parallel layers of inorganic materials modeled at the
atomic level are well described in the literature [17–20].
Several studies have focused on the different thermostat
strategies for the simulation of fluids confined in a chan-
nel [21–23]. In such cases, one can take advantage either
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2of the high symmetry of the solvent flow or of the pres-
ence of the numerous atoms of the walls to thermostat
the system. For example, an efficient strategy consists in
coupling only the wall atoms with the thermostat [23].
However, when only one fixed obstacle is put in the cen-
ter of a simulation box filled with solvent molecules, the
solvent velocity field varies in all directions and the use
of usual thermostat strategies is tricky. We focus here
on two different procedures to thermostat the simulation
box: The Profile Unbiased Thermostat[24] (PUT) and
the Partial Thermostat (PT). The principle of the PUT
is the following. The simulation box is divided in cells,
and velocities of solvent molecules relative to the average
solvent velocity in this cell are rescaled so that the target
temperature is obtained, via a Nose´-Hoover algorithm
[25]. When the symmetry of the velocity field is low, us-
ing PUT demands a particular study of the choice of the
size of the cells. If they are too large, the flow field varies
too much inside the cells. If they are too small, the num-
ber of degrees of freedom to be thermostatted together
is too small. The other procedure, called in what fol-
lows the Partial Thermostat (PT) is simpler in principle:
Only a fraction of the simulation box is thermostatted,
and only part of the degrees of freedom of water molecules
are thermostatted. This is similar to the aforementioned
thermostatting of the atoms of a wall [23]. The challenge
in this case is to define a region where the geometry of
the velocity field is rather uniform, and to check that
this region is large enough to thermostat the rest of the
simulation box.
In this paper, we present a robust way to study the
flow around a fixed, approximately spherical nanoparti-
cle from non-equilibrium molecular dynamics. We thor-
oughly studied the efficiency of the PUT and of the PT in
this case, and defined the conditions where they lead to
a proper control of the temperature of the system. From
these NEQ simulations, we computed the friction coeffi-
cient exerted by the solvent on the nanoparticle. Then,
we deduced the hydrodynamic radius of the nanoparti-
cle by using the approximate analytical result of Hasi-
moto [26, 27], which gives the flow field across an in-
finite periodic array of spheres. Our simulation strat-
egy is applicable to any nanoparticle that can be ap-
proximated by a sphere. Nevertheless, as water-interface
interactions are highly dependent on subtle surface de-
tails, we focused here on a specific nanoparticle. Indeed,
even charged generic nanoparticles can have spurious hy-
drophobic properties [28]. We focused on polyoxometa-
late ions (POM), which are inorganic charged nanopar-
ticles used as a standard in electrokinetic measurements,
especially in electroacoustic experiments [29]. More pre-
cisely, we took the example of the phosphotungstate an-
ion [PW12O40]
3−. This family of systems is already well
studied in the literature, but a description of their dy-
namic characteristics at the atomic scale is still lacking.
Once the simulation procedure has been validated, we
could make a preliminary study of the influence of the
charge of the nanoparticle on its dynamic properties.
We computed the friction coefficient and the hydrody-
namic radius of a neutralized POM, and of nanoparticles
of charge −3e −4e, and −5e while keeping the surface
charges unchanged. We also studied the influence of the
presence of an added salt on the hydrodynamic radius of
these nanoparticles.
The paper is organized as follows. Section II describes
the force fields and the procedures used to impose a flow
and to compute the friction coefficient. In Section III we
compare the efficiency of the profile unbiased thermostat
(PUT) and that of the partial thermostat procedure. The
calculation of the friction coefficient of the inorganic ion
is discussed in Section IV.
II. METHODS
A. Modeling of the system
As stated in the introduction, we are interested in the
flow of water molecules around a specific polyoxometalate
ion (POM): the phosphotungstate anion [PW12O40]
3−.
Counterions are potassium ions K+, and in some cases
chloride ions Cl− have also been added. POMs are in-
organic anions consisting of a central atom surrounded
by MOn polyhedrons, where M is a metal atom and O
oxygen. The most known class of polyoxometalates is the
Keggin anion that has the general formula [XM12O40]
n−,
depicted in the right part of Fig. 1. In [PW12O40]
3−, the
central phosphorus is surrounded by oxygens forming a
tetrahedron. Each of these oxygen atoms forms the cor-
ner of an octahedron, where all corners are formed by
oxygen atoms, which enclose the tungsten. Therefore,
the surface atoms accessible to the solvent are oxygen
atoms shown in various blue shades on Fig. 1, which in-
dicate distinct distances to the central atom. The POM is
placed in the center of a cubic simulation box as depicted
in the left part of Fig. 1. Periodic boundary conditions
are applied in all three directions. The box is filled with
water molecules. In NEQ simulations, an external force
is applied on water molecules along the x-axis.
Several previous theoretical investigations of polyox-
ometalates focused on their electronic properties us-
ing density functional theory (DFT). The optimized
DFT structures for the Keggin anions [PW12O40]
3− and
[SiW12O40]
4− well coincide with experimental data as
cited in reference [30]. Some of these authors developed
force fields for Keggin anions containing phosphorus, sil-
icon and aluminium as central atom [31, 32]. The pro-
posed force fields were successfully engaged to analyse
ion pair formation between these POMs and potassium,
sodium, and lithium as counterions. For a box size with
1000 water molecules and one POM compared to 8000
water molecules and 8 POMs no size dependence of the
radial distribution functions was noticed[32]. These force
fields were also successfully employed to study the ag-
gregation of multiples POMs as function of counterions,
charge and solvent [33, 34]. Therefore, we have taken
3TABLE I. Force field parameters for the [PW12O40]
−3 ion and
distances of the different atoms to the center of the POM.
i dP−i [A˚] i−i [kcal.mol−1] σi−i [A˚] q [e]
P 0.00 0.2453 3.0 1.51
W 3.56 0.2211 2.34 3.81
Oterminal 5.24 0.2145 3.17 -0.85
Ob1 3.93 0.2145 3.17 -1.37
Ob2 3.37 0.2145 3.17 -1.55
Otetra 1.57 0.2145 3.17 -1.2475
FIG. 1. Left: sketch of the simulation box, containing a POM
ion in the center of the box. The flow is applied along the x-
axis. Right: Structure of the POM ion ([PW12O40]
3−). The
central atom P is in red; Surrounding O atoms forming a
tetrahedron are in yellow; Surface O are in blue, and the W
atom is in green. Each W atom is surrounded by an octahe-
dron of O atoms.
the force field parameters from Ref. [32]. The param-
eters of the force field are given in Table I. As the co-
ordinates of the DFT optimized POM structure used in
Ref. [32] are not available, the crystal coordinates of
H3PW12O40 · 6H2O were taken from reference [35]. We
checked that the intramolecular radial distribution func-
tions are in very good agreement with those reported
in Ref. [32]. The extended simple point charge model
of water (SPC/E) was employed [36]. The force field pa-
rameters for potassium and chloride ions were taken from
references [37, 38]. Lorenz-Berthelot rules were used to
calculate the interatomic interactions for different atom
types.
All simulations were performed using the molecular dy-
namics simulation package LAMMPS [39]. The SHAKE
algorithm, which is implemented in LAMMPS as de-
scribed in reference [40] was used to restrict bond lengths
and angles of the water molecules. Moreover, the POM
was kept fixed in the center of the box during the equilib-
rium and non-equilibrium simulations. The forces acting
on all the atoms of the POM were thus set to zero.
Long range coulomb interactions were taken into ac-
count via a particle-particle particle mesh solver. A cut-
off radius of 15.0 A˚ was set for the Lennard-Jones inter-
actions and the real space Coulomb interactions. For
each initial configuration of the system, a combination
of equilibration runs in the NV T and NpT ensembles
were performed to obtain bulk water at the expected den-
sity, for approximately 1 ns, with a time step δt = 1.0 fs.
The target values were T = 300 K and p = 1.0125 MPa.
During equilibration, pressure and temperature control
were reached by a Nose´ Hoover barostat and thermostat.
These are implemented in LAMMPS as described in ref-
erence [41, 42]. No thermostat was used for ions. We
verified that ions were effectively thermostatted by the
surrounding solvent.
To induce a flow of water molecules in the simulation
box, two strategies are described in the literature: Either
adding a force to the fluid particles (within a slice or for
all fluid molecules), or imposing a constant velocity to
part of the atoms of the fluid. We have applied a constant
force to all atoms in the x-direction, which is equivalent
to a pressure driven flow. We have varied the force until
the flow corresponds to a low Reynolds number Re  1,
defined as:
Re =
vH2O×dPOM
ν
(1)
with a diameter of the POM dPOM ≈ 12 A˚ and the kine-
matic viscosity denoted by ν. We have then ensured
that the flow is in the linear response regime. The char-
acteristic velocity of the fluid vH2O can be defined as
vH2O =
|〈Fx〉|
ξS
, where |〈Fx〉| is the total external force act-
ing on solvent molecules along the x-axis, and is there-
fore an input of the simulation, and ξS is the friction
felt by a perfectly spherical obstacle of radius R with
stick boundary conditions computed by the Stokes law
ξS = 6piηR. If we take the viscosity of SPC/E water
(ηwater = 0.68× 10−3 Pa.s at 300 K, see reference [43]),
and a force equal to f = 0.1×10−13 N per water molecule
(N ' 1700 water molecule in the simulation box), we ob-
tain a Reynolds number Re ' 0.003.
During the non-equilibrium simulations, the central
nanoparticle is fixed in the center of the simulation box
and is not allowed to rotate. We have checked that the
velocity profiles of water molecules are the same whatever
the orientation of the nanoparticle within the statistical
error.
B. Use of a thermostat
Our first goal is to establish a strategy to thermo-
stat a flow around an approximately spherical obstacle
in molecular dynamics simulations. Hence, we simu-
late a system out of equilibrium, but still in the lin-
ear response regime. As already mentioned, such non-
equilibrium molecular dynamics requires special ther-
mostatting strategies. In this study, NEQ simulations
were performed employing two different thermostat-
ting strategies, namely the profile unbiased thermostat
(PUT)[24] and a partial thermostat (PT).
41. Profile Unbiased Thermostat
The PUT has been developed by Evans et al.[24] to
thermostat a turbulent flow of Lennard-Jones particles.
In this procedure, the simulation box is divided into a
fixed number of bins. Subsequently, the center of mass
velocity of every bin is calculated. The velocities of the
solvent particles minus the center of mass velocity are
computed, and these velocities are employed for temper-
ature definition [24]. More precisely, for every bin of
position r and at each time step t, the local kinetic en-
ergy Ekin(r, t) is calculated by summing the square of all
velocities vi minus the average streaming velocity u over
all atoms N in the bin, which allows one to compute a
local and instantaneous temperature T (r, t):
Ekin(r, t) = (D · n(r, t)− d)kBT (r, t)
2
(2)
=
N∑
i=1
1
2
mi[vi(r, t)− u(r, t)]2δ(ri(t)− r) (3)
Here the number of degrees of freedom per particle D
is multiplied by the instantaneous number of molecules
n(r, t) in the bin. The dimensionality d of the system
is subtracted to account for the conservation of the d
components of the momentum of the simulation box; kB
is Boltzmann constant. The number of degrees of free-
dom per particle is D = 6 for the rigid SPC/E water
model in combination with the SHAKE algorithm. The
delta function δ(r) ensures that all atoms are within the
specific bin. The system temperature is then calculated,
and the Nose´-Hoover thermostat with a relaxation time
τ=1000 fs is used. We have checked that our results
were not influenced by the value of the relaxation time:
a value twice as large leads to the same results within
the statistical error. In the PUT procedure, the num-
ber of bins in the simulation box is a crucial parame-
ter: The resolution of the grid should be high enough to
have a small velocity gradient within every bin, but small
enough to ensure that thermal fluctuations are statisti-
cally significant inside each bin. This common idea is a
classical result for random variables, as quantified for in-
stance by Chebyshev’s inequality for the random variable
[vi(r, t)−u(r, t)]2. To illustrate this, one can simplify the
above equation writing for a fluid at rest and particles of
equal masses mi :
T (r, t) =
A
N
N∑
i=1
vi(r, t)
2δ(ri(t)− r)
where A does not depend on N . Chebyshev’s inequality
then reads:
P (|T (r, t)− T | > δv2) < 1
N
(4)
where P is a probability, T is the temperature of the
system (i.e the temperature computed for a large number
of degrees of freedom), and δv2 the standard deviation of
the individual square velocities vi(r, t). T (r, t) converges
towards a good measure of the exact temperature T for
large values of N (large bins), for a fluid at rest.
2. Partial Thermostat
Another way to regulate the temperature of the sim-
ulation box during NEQ simulations consists in using a
partial thermostat. Typically, the simulation box is di-
vided in two parts: The first one is thermostatted by
using a NH algorithm and the second one is not ther-
mostatted. It means that molecules located in the sec-
ond part of the simulation box would evolve in a (NV E)
ensemble if no heat transfer were allowed with the first
part of the box. This strategy has been used for simu-
lating a flow in a porous media, for which the atoms of
the solid walls are thermostatted, but the atoms of the
fluid are not [23]. In our case, we chose to thermostat
the fluid in a region where the averaged fluid velocity
is very weak in the x and y directions. Therefore, the
thermostatted region should be as far as possible from
the spherical obstacle, and sufficiently large to contain a
significant number of fluid molecules. More precisely, the
simulation box has been separated in two parts: (1) The
molecules that are within a cylinder of radius Rcyl, the
axis of which is parallel to the x-axis passing through the
central atom of the POM and the length of which is equal
to that of simulation box, and (2) the water molecules
that are outside the cylinder. The molecules that are
outside the cylinder are thermostatted by a Nose´ Hoover
(NH) thermostat restricted to the two components of the
velocity perpendicular to the flow (vy and vz). For such
a thermostat (Tyz) the number of degrees of freedom is 4
for rigid water molecules, so that the total number of de-
grees of freedom to be accounted for by the thermostat
is 4nmolec,out − 2. This expression takes into account
the fact that the overall transport in y and z direction
should be zero due to the geometry of the flow profile in
the thermostatted region as soon as Rcyl is high enough.
C. Computation of the friction coefficient of the
solute
The friction coefficient ξ of a solute can be defined
as the ratio of the force exerted by the fluid on the so-
lute to the characteristic velocity of the fluid. This force
is indeed proportional to the fluid velocity in the linear
regime, under the conditions of a low Reynolds number.
The friction on a sphere is unambiguously defined for a
sphere immersed in a fluid at infinite dilution, when the
fluid is moving along the x-direction far from the object
with a velocity vx,∞:
ξ =
|〈Fx〉|
vx,∞
(5)
5In eq. 5, 〈Fx〉 is the total force acting on the sphere,
averaged over the molecular dynamics trajectory. In a
low Reynolds number flow, for stick boundary conditions,
the classical Stokes calculation yields ξ = 6piηR, where R
is by definition the hydrodynamic radius of the spherical
obstacle [44].
In our case, there is one solute fixed in the center of the
simulation box with periodic boundary conditions, as it is
commonly done in molecular dynamics, so that the solute
concentration is finite. None of the fluid molecules inside
the simulation box can be considered to be far from the
solute. However, the long-range nature of the hydrody-
namic interactions influences dynamical quantities such
as the Stokes friction, even when structural equilibrium
properties are close to those of an infinite fluid around
a unique spherical object [45]. We are actually dealing
with a flow of solvent in a periodic cubic array of spher-
ical objects. Since the fluid is incompressible, the total
mass flow across the (y, z) planes perpendicular to the
flow is conserved for all values of x. In the (y, z) planes
that do not cross the spherical obstacle, the average fluid
velocity vav does not depend on the value of x. The fric-
tion coefficient ξ can then be unambiguously defined as
the ratio between the averaged fluid velocity vav and the
total applied force |〈Fx〉| :
ξ =
|〈Fx〉|
vav
(6)
In this case, the friction coefficient ξ in the Stokes
regime does not scale as the hydrodynamic radius. Cor-
rections related to the size of the particle and to the dis-
tance between the periodic images (here the box length
L) must be taken into account. This hydrodynamic prob-
lem has been studied in various works, and the impact
of periodic images on friction has been first estimated
by Hasimoto [26]. In the case of a periodic cubic array
of spheres of same radius R, with R being very small
compared to the distances between spheres R  L, one
can neglect quadratic corrections and gets the following
expression of the force acting on a sphere:
F =
6piηR
1 + 2.8373R/L
vav (7)
In the regime where R is not very small compared to
L, Hasimoto derives a more precise analytical expression
of the force (see Section 5 of Hasimoto’s paper [26]). In
what follows, we have used this refined expression to de-
duce the hydrodynamic radius of the charged nanopar-
ticle from our non-equilibrium simulations. Indeed, as
we perform explicit solvent calculations with many sol-
vent molecules, we are constrained in a regime where the
size of the simulation box is not much higher than the
size R of the nanoparticle. Then, the linear correction in
R/Lbox is not accurate, and one needs to consider higher
order terms.
To compute the friction coefficient from the simula-
tions, we have to evaluate the total force acting on the
nanoparticle. When the flow is stationary, the force act-
ing on the nanoparticle is exactly equal to the total ex-
ternal force applied to solvent molecules. Indeed, when
the fluid does not accelerate, the total sum of all forces
on the fluid should be zero. The forces acting between
water molecules, between ions, and between ions and wa-
ter molecules cancel out due to Newton’s third principle.
The remaining contributions are thus the forces acting on
the solvent due to the presence of the central nanopar-
ticle, and the external forces. These two forces are then
opposite. The force felt by the nanoparticle should there-
fore be exactly equal to the external force. This result
was numerically confirmed in our simulations. As we pro-
ceed to show in Sec. III A, the chosen thermostat strat-
egy has no influence on the balance of forces.. In practice,
we have first computed the friction coefficient as the ra-
tio between the total force acting on the nanoparticle and
the average fluid velocity vav. We have then deduced the
hydrodynamic radius of the nanoparticle by using Hasi-
moto’s expression given in Section 5 of reference [26].
In the following, we define a characteristic friction ξo as
the friction felt by a perfectly spherical obstacle of radius
0.6 nm in a periodic cubic array of period 3.7 nm, which
is the value of the simulation box length in our calcula-
tions. With a viscosity equal to 0.68×10−3 Pa.s, which is
the viscosity at 300 K of pure SPC/E water [43], we ob-
tain the value ξo = 1.381 10−11 kg.s−1 using Hasimoto’s
expression given in Section 5 of reference [26]. For the
same parameters, we define as a reference the fluid ve-
locity vo = |〈Fx〉|ξo , where |〈Fx〉| is the total external force
acting on solvent molecules in the x direction. In what
follows, there are about 1700 water molecules around a
POM in the simulation box, with an external force on
each water molecule of 0.1× 10−13 N: vo = 12.31 m.s−1.
III. RESULTS
A. Efficiency of the thermostat to compute the
flow around a nanoparticle
1. Profile Unbiased Thermostat
In this part, we test the ability of the Profile Unbiased
Thermostat to regulate temperature so that the flow of
solvent in non-equilibrium molecular dynamics is correct.
The flow depends on the temperature for various reasons.
The most obvious one is that the fluid viscosity highly
depends on temperature. The effect of the thermostat on
the fluid viscosity is thus indirectly evaluated through the
measure of the average velocity vav in the (y, z) planes
perpendicular to the flow. Indeed, for a given external
force, this average velocity is inversely proportional to the
friction coefficient ξ, which is itself exactly proportional
to the viscosity. Therefore, in a Stokes flow, the viscosity
is inversely proportional to the average velocity vav.
As already mentioned, the correct use of the PUT re-
quires to choose the number of bins used to compute the
6local temperature carefully. In this section, we report the
results we obtained for a flow of water around a POM
nanoparticle at small Reynolds numbers, using the PUT
procedure with several resolutions of the grid of bins. In
this case, as the POM is described at the atomic scale,
the velocity field of water is highly inhomogeneous in the
vicinity of the POM. In principle, we should use small
bins in the PUT to account for spatial variations of the
velocity field. But, there should be enough molecules per
bin so that thermal fluctuations inside each bin converge
close to the average fluctuations in a bulk fluid at the
correct temperature. We therefore need to evaluate the
effect of the bin size on the flow for reasonable values of
the bin size.
As far as the flow inhomogeneity is concerned, choosing
bins with a size of half the box length Lbox, i. e. taking
a grid of 23 bins, does not improve the problem, because
of obvious symmetry reasons. We thus chose bins of size
equal to Lbox/4 as the largest possible bins. In our case,
there are about 1700 water molecules in a cubic box of
about 37 A˚ length, so that a grid of 103 bins corresponds
to about 2 water molecules per bin in average. For 83
bins there are about 3 molecules per bins, 8 for 63 bins,
and 27 molecules for 43 bins. We have chosen as greatest
resolution, i. e. as the smallest bins, a case where the
average number of water molecules is greater than 2, else
the calculation makes no sense at all. Finally, we have
thus restricted our study to the cases with 83, 63, and 43
bins. In all described simulations a force of f = 0.1 ×
10−13 N was added to all water molecules.
We give in Fig. 2 the velocity profiles of water
molecules as a function of the x coordinate, for different
resolutions of the PUT grid. The results weakly depend
on the grid resolution. The standard uncertainty of the
average velocity has been computed from a block anal-
ysis of the fluctuations of the velocity of the fluid over
several temporal averages of 4 ns. It is always smaller
than 0.35 m.s−1 so that the error estimate on v/vo is
equal to 0.03. When the grid size changes from 43 to
63 bins, the differences in the averaged flow velocity vav
are smaller than these fluctuations. There is no exact
analytical result with which we could directly compare
the values of the velocity vav. Nevertheless, if the POM
nanoparticle were a perfectly spherical particle of radius
equal to 6.0 A˚ with stick boundary conditions, one would
get vav = v
o, where vo is computed for the Stokes flow
within a cubic array of spherical obstacles, with spheres
of radius 6.0 A˚ close to the radius of POM. The results
are close to this perfectly spherical case. The velocities
obtained with thermostat grids of 83 bins are neverthe-
less smaller than the velocities obtained with larger bins.
This difference is slightly larger than the uncertainty of
the velocity. It can be explained by the small size of the
bins. As indicated before, with such a small number of
water molecules in each bin (about 3), the thermal fluctu-
ations might not be significant from the statistical point
of view.
There are then two indications showing that the PUT
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FIG. 2. Velocity profiles of water molecules along the x-
direction for different resolutions of the PUT grid. The ref-
erence velocity vo is the average velocity around a perfectly
spherical obstacle periodically fixed within a cubic array [26].
The center of the POM is located at x = 0.
is adequate to regulate the temperature of the fluid. Nev-
ertheless, using a Nose´ Hoover algorithm close to the
nanoparticle might change the local dynamics, such as
for instance the local diffusional dynamics of water and
ions. If one is interested in the surface conductivity or
other surface phenomena, it is useful to see if another
thermostatting strategy can be used which does not af-
fect the area close to the solid-liquid interface.
2. Partial thermostat with a cylindrical geometry
We use in this part a partial thermostat with a cylindri-
cal geometry. In parts of the simulation box far from the
obstacle, outside of the cylinder, the flow field is mainly
oriented towards the direction of the applied force. This
subpart is thermostatted in the directions perpendicular
to the flow. This requires to adequately choose the ra-
dius of the cylinder. As it can be seen on Fig. 2, for
x coordinates between −18 A˚ and −10 A˚ the velocity
of the fluid in the x direction is almost constant, with
variations below the uncertainty of our calculations (the
center of the obstacle is in the position x = 0).
The tendency is the same for all regions of space further
than 15.0 A˚ from the center of the obstacle, and this will
be checked a posteriori. We choose thus to thermostat
the solvent outside a cylinder of radius equal to 17.0 A˚.
First, this cylindrical thermostat was used for equilib-
rium simulations, with a target temperature of 300 K.
A perfect agreement was obtained between the time av-
eraged temperature within this procedure and that ob-
tained with a NH thermostat on the full simulation box.
We turned then to non-equilibrium simulations. A 2 ns
non-equilibrium run was done to reach steady state be-
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FIG. 3. Velocity profiles of water molecules along the x-
direction obtained with the partial thermostat with a cylin-
drical frontier and compared to those obtained with the PUT
for a resolution of 43 bins. The center of the POM is located
at x = 0.
fore the production run started. At steady state, we ex-
pect that the molecules inside the cylinder keep a con-
stant temperature through heat transfer with the ther-
mostatted region of the box. Indeed, no heating was ob-
served over 20 ns: The mean temperature averaged over
time and over the whole simulation box have been com-
puted a posteriori using the simulation trajectory. It is
299.5 K, and thus it agrees perfectly with the target tem-
perature of the Tyz thermostat. Moreover, the homo-
geneity and the time invariance of the temperature inside
the simulation box have been checked: The temperature
was computed in subregions of the simulation box, within
hollow cylinders with the same axis as the thermostat
boundaries, over durations of 0.2 ns along the produc-
tion run. All cylinders keep a temperature of ≈ 300 K.
As with PUT, the velocity profile averaged over succes-
sive durations of 4 ns fluctuates by 1 m s−1. As shown in
Fig. 3, the averaged velocity of water molecules obtained
when using the Partial Thermostat is very close to (i)
the one obtained with the analytical formula for an ar-
ray of spherical obstacles, i.e. it is close to v0, and (ii) the
one obtained with the Profile Unbiased Thermostat. This
agreement is a strong evidence showing the ability of both
thermostats to regulate temperature in non-equilibrium
simulations around a quasi-spherical obstacle.
Finally, we have checked that the density distribu-
tion functions around the spherical obstacle correspond
to that of an equilibrium simulation at the right tem-
perature (300 K), as the local temperature is expected
to affect water structure. Equilibrium simulations for
T = 350 K were also done. The significantly higher tem-
perature of 350 K has been chosen to obtain a quantita-
tive effect on distribution functions, one order of mag-
nitude higher than noise. We compare the results ob-
tained from these two sets of equilibrium simulations with
non-equilibrium simulations using the Partial Thermo-
stat and the Profile Unbiaised Thermostat. We show
on Fig. 4 the distribution functions between hydrogen
atoms of water and the phosphorus atom of the POM.
They have been computed in a slice perpendicular to the
x direction with a width of dbin = 3.1 A˚. Within the
slice, the rdf is computed in cylindrical bins of length
dbin = 0.373 A˚ centered on the POM, as a function of
ryz =
√
y2 + z2. As expected, increasing temperature
makes water molecules more mobile and less structured:
The maximum of the second peak of the distribution
function decreases strongly with increasing temperature.
The distribution function obtained from non-equilibrium
simulations coincides very well with that obtained at
equilibrium at the same temperature. In particular, the
difference at the second peak (ryz around 7.6 A˚) is much
weaker than the difference with the distribution function
obtained at 350 K. The agreement is observed whatever
the size of the grid when the PUT is applied. This also
confirms that there is no significant heating of the system
at the solid/water interface with the partial thermostat,
even if the thermostat only works far from this interface.
In conclusion, we have identified two ways of properly
thermostatting the simulation box in non-equilibrium
simulations of liquid flow around a spherical obstacle:
(i) The Profile Unbiased Thermostat, and (ii) the use of
a cylindrical Partial Thermostat. Both methods allow us
to obtain the same velocity profiles of water molecules at
steady state, and the same density distribution functions
around the central nanoparticle. Still, in principle the
Nose´ Hoover algorithm may affect the local diffusional
dynamics of molecules even if the average properties (ve-
locity profiles, distribution functions) are correct. The
friction coefficient we are interested in is especially influ-
enced by the structure and dynamics of water molecules
close to the central nanoparticle. In what follows, we
have then only used the partial thermostat with a cylin-
drical symmetry. This thermostat only affects the com-
ponents of water velocities in the direction perpendicular
to the flow (Tyz), and far from the central nanoparticle.
This also ensures that the balance of forces on the x-
direction, which we use to compute the friction coefficient
(see eq. 6), is not influenced by the thermostat.
B. Friction coefficient of charged inorganic
nanoparticles
Using the cylindrical partial thermostat, we have com-
puted the friction coefficient of the POM and of inor-
ganic nanoparticles analogous to the POM but with other
charges, also in the presence of added salt, from non-
equilibrium simulations. From this quantity, as described
before, we have used Hasimoto’s formula to deduce the
hydrodynamic radius of the nanoparticle, assuming stick
boundary conditions.
Ten different systems were studied, which are listed in
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FIG. 4. Distribution functions between the center of mass of
water molecules and the phosphorus atom of the POM com-
puted in a cylindrical bin centered on the POM, of length
dbin = 0.373 A˚, as a function of ryz =
√
y2 + z2. Compar-
ison between results obtained: From equilibrium simulation
at 300 K (black line), from equilibrium simulation at 350 K
(red dotted line), and from non-equilibrium simulations with
a partial thermostat with a cylindrical frontier (blue circles)
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TABLE II. Simulated systems with abbreviations. The box
length Lbox is given in A˚. Concentrations cPOM, cK+ and cCl−
are given in mol.L−1, qP is the charge on the phosphorus in
multiples of the elementary charge e.
simulation Lbox nH2O cPOM cK+ cCl− qP
POM0 37.32456 1705 0.032 0.0 0.0 4.51
POM0-salt 37.35643 1676 0.032 0.478 0.478 4.51
POM3 37.21562 1702 0.032 0.097 0.0 1.51
POM3-salt 37.42509 1681 0.032 0.475 0.380 1.51
POM4 37.35305 1701 0.032 0.127 0.0 0.51
POM4-salt 37.27600 1681 0.032 0.481 0.353 0.51
POM5 37.18164 1701 0.032 0.162 0.0 -0.49
POM5-salt 37.27939 1682 0.032 0.481 0.321 -0.49
Table II. The exact number of water molecules in the
simulation box and the precise size of the box, obtained
after equilibration runs in the (NpT ) and (NV T ) en-
sembles are also given. The counterion of the POM is
potassium K+ in every case. In some cases, potassium
chloride is added, with a total number of potassium ions
always equal to 15, so that the electrostatic screening
is the same for all systems. This corresponds to a con-
centration of cK+ = 0.48 mol L
−1 ≈ 0.5 mol L−1. The
number of chloride ions is adapted to ensure electroneu-
trality.
To obtain nanoparticles of different charges, the charge
of the central atom is increased or reduced compared to
that given in Table I. The goal is to change as less as
possible the surface charges of the POM so that differ-
ences emerge only as a function of the total structural
charge. The structure of the POM is kept as described
in Table I. For the systems POM5, POM5-salt, POM0
and POM0-salt, an alternative method to change the to-
tal charge is also tested: The charge of the phospho-
rus and the charges of the tungsten were increased (or
reduced) by the same amount. The radial distribution
functions between the POM and water atoms for these
two different charge distributions show no significant dif-
ference. It should be stressed that POM3 and POM4 ions
exist, respectively with the structures [PW12O40]
3− and
[SiW12O40]
4−. Similar systems with a radius of about 0.5
nm exist also for charges −5 e, −6 e and higher charges
[46].
The SPC/E water model was chosen with a time step
of 1 fs in combination with the SHAKE algorithm. Sev-
eral equilibration simulations were run, 100 ps in NV T ,
1000 ps in NpT and another 100 ps in NV T . Subse-
quently the POM was fixed in the center of the simu-
lation box setting all forces and its rotational velocity to
zero at every time step. Another equilibrium run was
done to generate different starting configurations for the
non-equilibrium simulations. For all systems, a flow was
applied during a 2 ns simulation, prior to the produc-
tion run, in order to establish steady state conditions.
These systems were then simulated at least over 37 ns in
total, if we add the simulation time starting from differ-
ent configurations. To derive the friction coefficient, we
have computed the averaged solvent velocity far from the
POM, as described before.
The values of the friction coefficient obtained for the
different nanoparticles are shown in Fig. 5 and compared
to the values obtained in the presence of an added salt.
The friction coefficient is divided by ξ0, which is the fric-
tion coefficient that would be obtained for an uncharged
spherical obstacle of radius equal to 6.0 A˚ at infinite dilu-
tion in water with stick boundary conditions. The values
of the hydrodynamic radius deduced from the friction
coefficient using Hasimoto’s result using the method de-
tailed in the methodological section are given in Fig. 5.
The hydrodynamic radius of the neutral nanoparticle
is found equal to 6.45±0.01 A˚. The standard uncertainty
is evaluated from the standard uncertainty of the veloc-
ity deduced from a block analysis. For the POM with
charge −4 e, the hydrodynamic radius is found equal
to 6.75 ± 0.01 A˚. This value is close to our recent ex-
perimental study of silicotungstate ions. The electroa-
coustic signal of aqueous solutions of silicotungstate was
indeed measured and analyzed with a novel theoretical
treatment in terms of charge and hydrodynamic radius
[47]: The best fit of the experimental data corresponds
to 6.30 A˚.
As it is shown in Fig. 5, the friction coefficient of the
nanoparticle increases with increasing charge, and as a
consequence the hydrodynamic radius increases with in-
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FIG. 5. Friction coefficient (top) and hydrodynamic ra-
dius (bottom) of the central nanoparticle as a function of
its charge, with and without added salt, computed from
non-equilibrium simulations.The error bars correspond to the
standard uncertainty.
creasing charge. The increase of the computed hydrody-
namic radius is significant, from 6.45 A˚ for the neutral
nanoparticle to 7.24 A˚ for a charge equal to −5e without
salt. It is rather surprising if one considers that the spa-
tial coordinates of the atoms of the nanoparticle do not
change at all.
For such small nanoparticles, it is difficult to establish
exactly what should be the value of the hydrodynamic
radius from the microscopic structure. Nevertheless, it
should be related to the average distance between the
water molecules in the first solvation shell containing mo-
bile water molecules and the center of the nanoparticle.
Two effects can explain the variations of the hydrody-
namic radius. First, water molecules are more attracted
by the nanoparticle when its charge increases. This can
be quantitatively observed in Fig. 6 which gives the num-
ber of water molecules as a function of the distance to
the phosphorus atom of the POM. The number of water
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FIG. 6. Number of water molecules as function of the dis-
tance to the center of the nanoparticle in the systems with no
added salt, computed from the radial distribution function
between the phosphorus central atom of the nanoparticle and
the oxygen atom of the water molecule.
molecules as a function of the distance has been com-
puted as an integral of the radial distribution function.
The plateau in the coordination number plot as function
of the distance for the systems POM4, POM5 indicates
that the POM is solvated respectively by 8, and 10 water
molecules when its charge increases from 4 to 5. On the
contrary, no clear plateau appears for the POM3 which
means that the solvation shell is less clearly defined than
with larger charges. Therefore, the mobility of water
molecules decreases with the charge of the nanoparticle,
as it is shown in Fig. 7 that gives the mean velocity of
water molecules as a function of the distance to the cen-
ter of the POM nanoparticle. It appears clearly in Fig. 7
that the velocity of solvent molecules is almost zero (0.5
m.s−1) for systems POM4 and POM5 at a distance equal
to 5 A˚, with or without added salt, whereas it is about
three times larger for POM3.
In order to compare the time spent by a water molecule
around a nanoparticle depending on its charge, residence
times around POM3 and POM5 particles have been eval-
uated. The survival probability for a molecule to be
found within a given distance d of the center of the
nanoparticle can be calculated:
P (t) =
〈SI(t)〉
〈SI(0)〉
where SI(t) = 1 if the molecule is present in the sphere
of radius d centered around the POM both at time 0 and
t, and SI(t) = 0 otherwise. Such a definition allows for
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FIG. 7. Mean velocity of water molecules as function of the
distance to the center of the nanoparticle.
molecules to leave and come back into the sphere between
0 and t and characterizes an intermittent survival proba-
bility. d corresponds to the position of the first minimum
of the radial distribution functions between the phospho-
rus atom and the oxygen atom of water molecules, i.e. 6.2
A˚. P (t) can be fitted by a decreasing exponential function
exp(−t/τ), where τ is the residence time in the volume
occupied by the sphere. More realistic ways to calculate
residence times exist, which can be better compare with
experiments [48]. However, in our case, the aim is to see
how much the charge of the nanoparticle can slow down
water molecules surrounding it. Therefore, the compar-
ison between intermittent residence times calculated in
the same manner already gives interesting insight. The
probability distribution of residence times in a spherical
volume of radius 6.2 A˚ are shown in Fig. 8. The average
residence time of water around the nanoparticle is 28 ns
in the case of the nanoparticle of charge −3e and 320
ns in the case of the nanoparticle of charge −5e. This
confirms the structural behavior deduced from the coor-
dination numbers: Water molecules stay a significantly
much longer time close to the nanoparticle when it is
more charged. As a consequence, it looks like the hydro-
dynamic radius is larger, accounting for water molecules
that would be stuck at the surface of the nanoparticle.
In recent simulations of electroosmosis in a slit geometry,
such dependence of the flow at the surface of the solid on
its charge has also been observed [15].
A second phenomenon which increases the hydrody-
namic radius when the charge increases is the so-called
electrostatic friction, arising from the interactions with
both water molecules (dielectric friction) and small ions.
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FIG. 8. Residence time of water molecules within a spherical
volume of radius around the nanoparticle.
The friction is influenced by the long-range electrostatic
interactions, which can effectively increase the hydrody-
namic radius. The Hubbard-Onsager theory [13, 14] yield
an estimation of the increase of the friction due to the
interaction with water dipoles. In a subsequent study, a
detailed comparison of our results with this theory and a
more exhaustive analysis of water relaxation around the
POM will enable us to unravel whether the increase of
the friction with charge can be quantitatively attributed
to dielectric friction, or to the strong water adsorption.
Please note that Hasimoto’s treatment of the flow in an
array of spherical obstacles does not take into account the
influence of electrostatics on the local viscosity of water.
We shall address this limitation in our forthcoming study.
The influence of salt on the friction coefficient is small
but systematic: The friction in the presence of added salt
is always a few percents larger than the friction without
salt. As it can be observed in Fig. 7, the presence of
added salt leads to a decrease of the velocity of water
molecules compared to the case without salt. The de-
crease is of about 10%. This reflects a small enhance-
ment of the effective viscosity of the solvent due to the
presence of the added salt. This effect then slightly im-
pacts the friction coefficient computed from the simula-
tion (the friction increases slightly), which increases the
effective hydrodynamic radius. This indirect effect of salt
on the hydrodynamic radius is weak, but it is system-
atic. In a previous work, Chowdhuri and Chandra [49]
performed atomistic molecular dynamics simulations of
aqueous solutions of potassium chloride with the same in-
teraction potential as in the present work. They showed
that the dynamics of water molecules slows down as the
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salt concentration increases. At a KCl concentration of
0.88 mol/L, they observe a decrease of the self-diffusion
coefficient of water molecules of about 6%. We can thus
argue that the presence of potassium and chloride ions
(at a concentration of 0.5 mol/L in our simulations) im-
pacts the dynamics of water molecules and yields a small
increase of the effective viscosity of the solvent.
IV. CONCLUSION
Our goal was to find a robust procedure to evaluate
the hydrodynamic radius of a nanoparticle in water from
numerical simulation. Indeed, this quantity is not always
easy to deduce from experiments but must be known
to perform mesoscopic numerical simulations of the dy-
namic properties of nanoparticle dispersions. Moreover,
such study is very important to determine whether a spe-
cific nanoparticle is sufficiently large to behave as a typ-
ical colloidal particle from the dynamical point of view.
For instance, the existence of a linear dependence be-
tween the size of the particle and its friction, or its dif-
fusion coefficient, can be evaluated, i. e. the relevance
of the Stokes-Einstein relationship can be evaluated [50].
Small nanoparticles are indeed in between colloids and
electrolytes, and for electrolytes, the link between the
structure (size, shape) and the friction is much less clear
than for colloidal particles.
We have proposed to use non-equilibrium molecular
dynamics simulations to study the flow of water around
the nanoparticle, and then to compute the friction co-
efficient of the nanoparticle. One difficulty in non-
equilibrium simulations is to find a good way to induce
the flow without heating the system. As we have shown
in the present study, this difficulty is more pronounced
for the flow around a spherical nanoparticle because the
geometry of the velocity field is less symmetric than in
a channel. We compared two procedures to thermostat
the simulation box, both available as options in com-
mon open-source molecular dynamics simulation pack-
ages. The first one, the PUT, divides the box volume
into small bins, in which the average velocity of the sol-
vent molecules is approximately uniform. The second one
consists in thermostatting the system only in a subpart of
the simulation box, where the velocity field is almost uni-
form. We have shown that for the flow around a roughly
spherical object the choice of a cylindrical shape of the
boundary between the thermostatted volume and the rest
of the box allows one to obtain a constant temperature
in all the simulation box.
We have then performed non-equilibrium simulations
of the flow of water around nanoparticles of different
charges using a partial thermostat of cylindrical shape.
The atomic structure of the nanoparticle represents the
one of typical polyoxometalate ions (POM). The friction
coefficient of the nanoparticle was deduced from the av-
erage solvent velocity with a good precision. This result
enabled us to compute the hydrodynamic radius by us-
ing Hasimoto’s approximate analytical result for the flow
across a cubic array of spheres. We found that the hy-
drodynamic radius significantly increases with the charge
of the nanoparticle, a phenomenon that had not been
quantified so far using molecular dynamics. This result
suggests that such nanoparticle should be seen as a big
ion more than as a small colloidal particle. It should
be of particular interest for the analysis of routine ex-
periments on nanoparticles, such as dynamic light scat-
tering or laser zetametry when the diffusion coefficient or
the electrophoretic mobility are generally evaluated using
the Stokes-Einstein estimation of friction, which only de-
pends on the radius of the nanoparticle and not directly
on its charge. While more sophisticated theories can be
used, such as the Hubbard-Onsager theory of dielectric
friction, their validity as a quantitative tool to analyse
experimental data is questionable. Molecular dynam-
ics provides a much more precise and convincing way to
quantify the deviations from the Stokes-Einstein law. A
forthcoming study should enable us to relate these quan-
titative results with existing analytical theories, and to
get a clearer view of the relevant physical phenomena to
take into account to predict the effective hydrodynamic
radius or diffusion coefficient of a small charged nanopar-
ticle.
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