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Resumen: En el presente trabajo se emplea una optimizacio´n multiobjetivo para proponer un conjunto
de controladores digitales para el Benchmark de Ingenierı´a de Control del grupo Tema´tico de la
IFAC-CEA, de manera que cumpla con todos sus requerimientos y restricciones impuestas por el
comite´ organizador. La estrategia multiobjetivo permite determinar el mejor conjunto de soluciones que
caracteriza al frente de Pareto, compuesto por soluciones no-dominadas donde cada una es o´ptima y
solo difiere del resto en el grado de compromiso y prestaciones que ofrece con respecto a los objetivos
de optimizacio´n. Copyright c© 2009 CEA.
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1. INTRODUCCIO´N
El disen˜o de controladores debe considerar toda una serie
de requerimientos e ı´ndices de desempen˜o para su exitosa
implementacio´n como pueden ser ı´ndices basados en el error o
en su sensibilidad. Sin embargo es posible que muchos de estos
ı´ndices entren en conflicto entre sı´, por lo que debe buscarse
una solucio´n de compromiso cuyas prestaciones se encuentren
dentro de los requerimientos de operacio´n. Esto se hace muchas
veces asignando un vector de pesos para optimizar un u´nico
ı´ndice o incorporando preferencias del disen˜ador en un proceso
a-priori (Martı´nez et al., 2006).
La optimizacio´n multiobjetivo considera de forma individual a
todos lo objetivos involucrados en la fase de disen˜o, de manera
que genera un conjunto de soluciones, todas ellas o´ptimas
entre sı´, diferentes u´nicamente unas de otras por el grado de
compromiso que sostienen ante los objetivos. De esta forma,
el disen˜ador cuenta con una variedad de soluciones que le
conceden una mayor flexibilidad en la seleccio´n de uno de ellos.
Este tipo de optimizacio´n es empleado para determinar el mejor
conjunto de soluciones de control al sistema caja negra dado
a conocer para este benchmark. En la seccio´n 2 se describen
brevemente algunas ideas y conceptos relacionados con la
optimizacio´n multiobjetivo. En la seccio´n 3 se describe de
forma generalizada la estructura del Benchmark de Ingenierı´a
de Control de la CEA-IFAC 2009. La seccio´n 4 refiere a la
seleccio´n de los los modelos nominales empleados para el
disen˜o de los controladores que son comentados en la seccio´n
5. Finalmente se presentan algunas pruebas de desempen˜o y las
conclusiones del presente trabajo.
2. PROBLEMA DE OPTIMIZACIO´N MULTIOBJETIVO
El problema de optimizacio´n multiobjetivo consiste, sin perdida
de generalidad, en minimizar m objetivos, todos ellos de igual
importancia para el disen˜ador. Por lo anterior, la solucio´n que
se busca no puede ser u´nica, sino que se busca un conjunto de
soluciones, todas o´ptimas y diferentes entre sı´ solo por el grado
de compromiso en el espacio de objetivos.
2.1 Planteamiento del Problema de Optimizacio´nMultiobjetivo
La familia de soluciones θ = [θ1, θ2, . . . , θn] es un subconjunto
del espacio de decisio´n Θ ∈ n. Cada vector θ genera un vector
J(θ) = [J1(θ), J2(θ), . . . , Jm(θ)] en el espacio de objetivos
J(Θ) ∈ m. El problema multiobjetivo plantea el problema de
minimizacio´n:
mı´n
θ∈Θ
J(θ). (1)
El conjunto de soluciones conforma lo que se conoce como
conjunto de Pareto ΘP y su proyeccio´n en el espacio de
objetivos como el frente de Pareto JP . Cada punto en el frente
de Pareto se dice que es una solucio´n no-dominada, i.e. dada
una solucio´n θ1 con valor en la funcio´n de costo J(θ1) domina a
una segunda solucio´n θ2 con valor en la funcio´n de costo J(θ2)
si y solo si:
∀i ∈ [1, 2, . . .m], Ji(θ1) ≤ Ji(θ2)
∧ (2)
∃l ∈ [1, 2, . . .m] : Jl(θ1) < Jl(θ2)
Lo anterior se denota como θ1 ≺ θ2. El problema de optimiza-
cio´n multiobjetivo busca la mejor aproximacio´n discreta Θ∗P del
conjunto de Pareto que genera la mejor descripcio´n del frente
de Pareto J∗P . Lo anterior resulta de suma importancia para el
disen˜ador, ya que en la fase de toma de decisiones contara´ con
un conjunto de soluciones para un problema dado y un mayor
grado de flexibilidad para elegir una solucio´n particular.
2.2 Optimizador Multiobjetivo
Los principales problemas a los que se enfrenta un algoritmo de
optimizacio´n multiobjetivo son:
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La convergencia prematura en hiperespacios de bu´squeda
local. Si esto sucede, se pierde descripcio´n y generaliza-
cio´n global del frente de Pareto.
Obtener un conjunto de soluciones de amplia diversidad y
representativo del Frente de Pareto.
Un optimizador multiobjetivo debe hacer frente a lo anterior
para poder ofrecer al disen˜ador un conjunto de soluciones ade-
cuado y descriptivo que le permita tomar decisiones flexibles
sobre las soluciones que puede implementar.
En este trabajo, para determinar Θ∗P se utilizara´ el algoritmo
evMOGA (Herrero et al., 2007a), el cual es un optimizador
multiobjetivo heurı´stico desarrollado en Matlab c©. Entre las
caracterı´sticas que lo vuelven un algoritmo eficiente para de-
terminar Θ∗P y J
∗
P se encuentran:
Se basa en el concepto de -dominancia, que es de utilidad
para evitar la convergencia prematura dando soluciones
demasiado cercanas entre si en el espacio de objetivos.
Emplea una poblacio´n inicial para explorar el espacio de
bu´squeda y evitar converger en hiperespacios dentro del
mismo.
Utiliza un archivo auxiliar, donde las mejores soluciones
encontradas son archivadas, evitando perder en el proceso
de evolucio´n soluciones de calidad.
Acelera la convergencia del algoritmo al involucrar dentro
del proceso de evolucio´n a las soluciones de su archivo
auxiliar.
Una explicacio´n a mayor profundidad del algoritmo y sus apli-
caciones puede consultarse en (Herrero et al., 2005, 2007b,a,
2008b,c,a).
3. DESCRIPCIO´N DEL BENCHMARK DE CONTROL
El grupo Tema´tico de Ingenierı´a de control de CEA-IFAC ha
propuesto para el an˜o 2009 un Benchmark de Ingenierı´a de
Control (en lo sucesivo BIC09) basado en un sistema tipo caja
negra desarrollado en simulacio´n (Ortega, 2008). El mismo es
un sistema SISO No-Lineal que presenta limitaciones en la
sen˜al de control, ruido en la sen˜al de medida y en el que se
identifican tres zonas diferentes de trabajo: una zona sobre-
amortiguada (Z1), una zona subamortiguada (Z2) y una zona
inestable (Z3). Las mismas se aprecian en la figura 1.
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Figura 1. Respuesta del BIC09 en sus diferentes zonas de
funcionamiento. Respuesta ante escalo´n de magnitud 0.15
(Z3), 0.45 (Z2) y 0.85 (Z1).
El principal objetivo del BIC09 es el disen˜o de controladores
para resolver tanto el problema de seguimiento como el de
regulacio´n en cada una de las zonas de funcionamiento Z1, Z2
y Z3.
Para evaluar el desempen˜o global de los controladores, han sido
definidos una serie de ı´ndices Jik. Los ı´ndices J11, J22, J33
corresponden al desempen˜o del controlador dentro de la zona
para la cual fue disen˜ado. Por otra parte, tambie´n sera´ evaluado
el desempen˜o del controlador en las zonas de trabajo adyacente,
es decir J12, J21, J23 y J32.
Cada ı´ndice Jik se calculara´ mediante una media ponderada de
la integral del valor absoluto (IAE), de la integral del tiempo por
el valor absoluto del error (ITAE) con correccio´n de tiempo, y
de la integral del valor absoluto de la derivada de la sen˜al de
control (IADU):
Jik = 4
∫ Tsim
0
|E(τ)|dτ
+4
Tsim/Treset∑
n=1
∫ (n)Treset
(n−1)Treset
|τE(τ)|dτ (3)
+3
∫ Tsim
0
∣∣∣∣du(τ)dτ
∣∣∣∣ dτ
donde E(t) = R(t) − Y (t) es el error, Tsim el tiempo que
dura la simulacio´n y Treset = 5 segundos es el tiempo al que
se pondra´ a cero el valor τ para el ca´lculo del ı´ndice ITAE.
Finalmente, el ı´ndice global del comportamiento del conjunto
de controladores propuesto sera´ evaluado mediante la funcio´n
de costo:
J = 4J11+2J12+0.5J21+16J22+3J23+2J32+24J33 (4)
Los controladores sera´n evaluados con trayectorias de referen-
cia y perturbaciones desconocidas, compuestas principalmente
por escalones y rampas.
4. IDENTIFICACIO´N MULTIOBJETIVO DE MODELOS
NOMINALES
Se identificara´ un modelo nominal para cada una de las regiones
de operacio´n del proceso. Para las regiones Z1 y Z2 se desarro-
llara´ una prueba en lazo abierto con entradas aleatorias para
identificar modelos de segundo orden G(s) = Kmw
2
n
s2+2ξwns+w2n
.
Tales entradas se encuentran en el rango Ut = [0.7, 0.85] para
la zona Z1 y de Ut = [0.3, 0.45] en la zona Z2.
Para la regio´n 3, se llevara´ a cabo un experimento en lazo
cerrado para identificar un sistema inestable de segundo orden
G(s) = Km
(s+γ1)(s−γ2) . El controlador empleado es un contro-
lador proporcional sintonizado a Kc = 0.5 con un cambio en
referencia de Y = −0.25 a Y = 0.0.
4.1 Definicio´n del Conjunto y Frente de Pareto
Se determina como espacio de bu´squeda Θ ∈ 3 a la familia
de vectores θ = [Km, ωn, ξ] en el espacio acotado por Km ∈
]0, 50], ωn ∈ [0, 10] y ξ ∈ [0, 10].
En la etapa de identificacio´n para cada zona se ha definido un
espacio de 4 objetivos, a saber:
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J1: Valor Medio del Error Cuadrado
J1 =
1
N
∑
e2k (5)
J2: Valor Medio del Error Absoluto
J2 =
1
N
∑
|ek| (6)
J3: Error Relativo Medio
J3 =
1
N
∣∣∣∣yk − yryr
∣∣∣∣ (7)
J4: Error Absoluto Ma´ximo de identificacio´n
J4 = max|ek| (8)
4.2 Aproximacio´n al Conjunto y Frente de Pareto
El optimizador multiobjetivo emplea una poblacio´n inicial de
100 individuos para un proceso de evolucio´n de 100 genera-
ciones. La optimizacio´n se realizo´ en una plataforma Windows
XP PC, con procesador Pentium(R) 4, 3.40 GHz y 1.96 Gb en
memoria Ram, tomando un tiempo aproximado a 8 minutos.
4.3 Visualizacio´n de la Aproximacio´n al Conjunto y Frente de
Pareto
Para analizar el conjunto de modelos obtenidos y seleccionar
aquellos sobre los que se disen˜ara´n los controladores, se ha
empleado la herramienta de Diagramas de Nivel (Blasco et
al., 2008). Se trata de una interfaz gra´fica para Matlab c© que
asiste a la seleccio´n de soluciones dentro de un frente de
Pareto multidimensional. Diagramas de nivel esta´ basado en
la clasificacio´n de la aproximacio´n del frente de Pareto Θ∗P .
Para ello, cada objetivo es normalizado con respecto a su
valor ma´ximo y mı´nimo encontrado en J∗P . Posteriormente, una
norma es aplicada para evaluar la distancia de cada solucio´n a
la solucio´n ideal. Cada norma otorga un punto de vista diferente
de la forma de JP . Por ejemplo, la norma euclı´dea N2 da
informacio´n sobre la forma geome´trica del frente, mientras
que la norma N∞ es de utilidad para evaluar el grado de
compromiso entre objetivos.
En te´rminos generales, la visualizacio´n permite valorar la po-
sicio´n de los vectores solucio´n, de forma que puntos a niveles
inferiores se encuentran mas cercanos al punto o solucio´n ideal.
4.4 Discusio´n del conjunto y frente de Pareto aproximados
Para discutir adecuadamente y brindar mayor informacio´n den-
tro del frente de Pareto y tomar decisiones sobre los modelos
nominales a emplear, se incorporara´n 4 ı´ndices de fiabilidad
para cada uno de los objetivos. Para ello, se utilizara´ un nuevo
conjunto de datos, ajenos al proceso de identificacio´n, y se
calculara´n los valores para el valor medio del error cuadrado
(J1val), valor medio del error Absoluto (J2val), error relativo
medio (J3val) y el error ma´ximo de identificacio´n (J4val).
Con esta informacio´n, se creara´n 4 ı´ndices de fiabilidad para
gestionar la seleccio´n de un modelo nominal para el disen˜o del
controlador. Dichos ı´ndices son:
I1: Variacio´n porcentual absoluta entre J1 y J1val
I2: Variacio´n porcentual absoluta entre J2 y J2val
I3: Variacio´n porcentual absoluta entre J3 y J3val
I4: Variacio´n porcentual absoluta entre J4 y J4val
En todos los casos, definidos por:
Ii =
∣∣∣∣Ji − JivalJi
∣∣∣∣ (9)
para i ∈ 1, 2, 3, 4. Lo anterior permite tener una nocio´n de la
fiabilidad de un modelo para ser consistente en los resultados
que entrega.
La norma N2 nos permitira´ comentar sobre la forma que tiene
JP . En las figuras 2,3 se aprecia la visualizacio´n que, por medio
de la herramienta de Diagramas de Nivel, se obtiene de las
zonas 1 y 2, respectivamente.
La zona Z2 presenta tendencias que son muy evidentes y cono-
cidas cuando se realiza identificacio´n de modelos. En general,
se aprecia una tendencia lineal con pendiente negativa de los
ı´ndices J1 y J2, lo cual alude a una correlacio´n positiva al
minimizar el error cuadra´tico y el error absoluto de la identi-
ficacio´n. Sin embargo, en los objetivos restantes, se aprecia una
tendencia lineal positiva, lo que indica que entran en conflicto
con los ı´ndices J1 y J2.
Lo anterior se puede expresar como que, mientras se minimiza
el ı´ndice de ajuste cuadra´tico J1 o absoluto J2 , se corre el
riesgo de sobreentrenar al modelo con los datos de identifica-
cio´n y perder capacidad de generalizacio´n al aumentar el error
porcentual en los datos de validacio´n I5 y I6.
Tales tendencias son menos evidentes en la Z1, pero pueden
tambie´n ser apreciadas.
4.5 Seleccio´n deModelos Nominales a partir de aproximaciones
al conjunto y frente de Pareto
Los modelos que cumplen con mayor grado compromiso a
todos los objetivos se han seleccionado para cada una de las
zonas, i.e. aquellos modelos con norma mı´nima N∞. En la tabla
1 se aprecian los para´metros del modelo nominal para las zonas
estables del proceso y en las figuras 6 y 7 su comportamiento
con los datos de identificacio´n y validacio´n.
Tabla1. Modelos Nominales para las zonas 1 y 2
Zona 1 Zona 2
Km 29.1434 9.7912
wn 1.3820 1.9908
ξ 1.7657 0.4605
Para la regio´n 3, se ha llevado a cabo una identificacio´n en lazo
cerrado con un controlador proporcional. Empleando la misma
metodologı´a que en las zonas estables, se logran los para´metros
Km = 10.11, γ1 = 9.7412, γ2 = 0.004.
5. DISEN˜O DE CONTROLADORES MULTIOBJETIVO
Como requisito adicional del controlador a los sen˜alados por
el benchmark se ha determinado que el mismo debe ser de
estructura reducida y de fa´cil implementacio´n industrial. Por
ello se ha decidido utilizar un controlador digital ISA-PID con
ponderacio´n de la referencia y anti-windup (ecuacio´n 10).
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Figura 2. Aproximacio´n Frente Pareto J∗P para la Zona 2 norma N2. En recuadro se marca la posicio´n en el frente del modelo
nominal seleccionado.
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Figura 3. Aproximacio´n Frente Pareto J∗P para la Zona 1 norma N2. En recuadro se marca la posicio´n en el frente del modelo
nominal seleccionado.
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Figura 4. Aproximacio´n Frente Pareto J∗P para la Zona 2 norma N∞. En recuadro se marca la posicio´n en el frente del modelo
nominal seleccionado.
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Figura 5. Aproximacio´n Frente Pareto J∗P para la Zona 1 norma N∞. En recuadro se marca la posicio´n en el frente del modelo
nominal seleccionado.
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uk = Kc(bRk − yk)
+
KcTs
Ti
(Rk − yk)
+
KcTd
Ts
(cRk − yk)
+offset (10)
donde uk es la accio´n de control en el instante de muestreo k,
Rk la referencia, yk la sen˜al medida del sistema, Kc la ganancia
del controlador, Ts, Ti, Td los tiempos de muestreo, de la
accio´n integral y derivativa respectivamente; b, c la ponderacio´n
de la referencia. El tiempo de muestreo seleccionado para el
controlador es de Ts = 10ms.
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Figura 6. Comportamiento del Modelo Nominal seleccionado
(- -) para la zona Z2 de funcionamiento (–)
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Figura 7. Comportamiento del Modelo Nominal seleccionado
(- -) para la zona Z3 de funcionamiento (–)
5.1 Definicio´n del conjunto y frente de Pareto
El disen˜o multiobjetivo sera´ utilizado para sintonizar los
para´metros K,Ti, Td, b, c del controlador, ası´ como la constante
de tiempo del filtro digital F y del filtrado de la derivada N . El
espacio de bu´squeda es acotado en K ∈ [0.1, 2], Ti ∈ (0, 2],
Td ∈ [0, 2], b ∈ [0, 1], c ∈ [0, 1], F ∈ [0, 1], y N ∈ [3, 20].
Para determinar el conjunto de controladores para el sistema, se
utilizaran como objetivos para cada una de las zonas:
Integral del Error Absoluto:∫ Tsim
0
|E(τ)|dτ (11)
Integral del Tiempo por el Error Absoluto con correccio´n
de tiempo:
Tsim/Treset∑
n=1
∫ (n)Treset
(n−1)Treset
|τE(τ)|dτ (12)
Integral del valor absoluto de la derivada de la sen˜al de
control: ∫ Tsim
0
∣∣∣∣du(τ)dτ
∣∣∣∣ dτ (13)
Error Multiplicativo:
WtT (14)
Error Aditivo
WuKS (15)
Los primeros tres de ellos se calculara´n por medio del fichero
entregado para el BIC09. Los dos u´ltimos empleara´n el mo-
delo nominal identificado y las funciones de transferencia de
sensibilidad y sensibilidad complementaria T , KS. Para la
primera de ellas, se han utilizado los modelos del frente de
Pareto para construir una cota Tmax =
|Greal(jω)−Gnom(jω)|
|Greal(jω)| ,
donde Greal(jω) es la respuesta en frecuencia del modelo real
y Gnom(jω) la respuesta frecuencial del modelo nominal se-
leccionado para disen˜ar el controlador (ver figura 8). Para la
segunda, se ha buscado minimizar la ma´xima accio´n de control
a altas frecuencias.
De lo anterior, cada vector solucio´n para sintonizar al controla-
dor sera´ evaluado en un total de 15 objetivos.
5.2 Bu´squeda del conjunto y frente de Pareto
El optimizador evMOGA ha sido una vez ma´s empleado
para determinar las aproximaciones discretas al conjunto de
Pareto ΘP y al frente de Pareto JP . Una poblacio´n inicial
de 100 individuos sobre el espacio de bu´squeda es empleado
a lo largo de 100 generaciones. El optimizador devuelve 512
soluciones no dominadas, todas ellas o´ptimos y difieren entre
sı´ u´nicamente por el grado de compromiso que tienen con los
15 objetivos determinados anteriormente. Las simulaciones se
efectuaron en el mismo ordenador, con un tiempo de computo
aproximado de 4.7 horas.
5.3 Visualizacio´n y discusio´n de las aproximaciones al conjunto
y frente de Pareto
Comentarios a partir de Θ∗P
En la figura 9 se pueden identificar tres principales regio-
nes o clusters de soluciones: la comprendida a distancias
entre [1.5, 2.5], [1, 1.5] y [0.5, 1] aproximadamente.
En la figura 9 conforme disminuye la ganancia del con-
trolador (θ1), los controladores pueden acercarse a la so-
lucio´n ideal.
En la figura 10 se ve como controladores de menor ganan-
cia θ1 ofrecen mejor grado de compromiso entre objetivos.
En la figura 10 Filtros de la derivada θ7 con N ∈ [15, 20]
se distribuyen bien en diferentes grados de compromiso.
98 Diseño Multiobjetivo de Controladores PID Para el Benchmark de Control 2008-2009
10
−6
10
−5
10
−4
10
−3
10
−2
10
−1
10
0
10
1
−120
−100
−80
−60
−40
−20
0
20
40
Zona 2
Frecuencia (rad/seg)
V
al
or
es
 S
in
gu
la
re
s 
(d
B
)
10
−6
10
−5
10
−4
10
−3
10
−2
10
−1
10
0
10
1
10
2
−120
−100
−80
−60
−40
−20
0
Zona 1
Frecuencia (rad/seg)
V
al
or
es
 S
in
gu
la
re
s 
(d
B
)
Figura 8. Error multiplicativo |Greal(jω)−Gnom(jω)||Greal(jω)| para las
zonas 2 y 1 empleando los modelos restantes del frente
de Pareto.
En la figura 10 se observa como tiempos integrales θ2
por debajo de 0.5 (para efectos pra´cticos) no ofrecen
buen grado de compromiso entre objetivos. De manera
similar, tiempos derivativos θ3 por delante de 1 segundo
no ofrecen grado de compromiso.
Comentarios a partir de J∗P
En la figura 12 el grado de compromiso entre los objetivos
para N∞ < 0.9 es muy sensible ante cambios en la ma-
yorı´a de ellos, lo cual se aprecia al tener una aglomeracio´n
de soluciones en los ejes verticales de los diagramas de
nivel (i.e., objetivos en forma de Γ).
En particular, lo anterior se puede notar que para cambios
en J3, J8,J13, que representan el IADU, se observa que
esfuerzos de control ma´s suaves, se logra ra´pidamente un
mayor grado de compromiso entre objetivos.
Ası´ mismo, los ı´ndices de robustez presentan un mı´nimo,
a partir del cual el grado de compromiso ya no puede
mejorar (Forma
∨
).
En la figura 11, se observa que la robustez que con
seguridad habra´ de ser sacrificada es la de la Z1, ya que
a soluciones ma´s pro´ximas al mı´nimo ideal, mas debe
incrementarse el valor de J4.
En la figura 11 se observan en los ı´ndices de robustez
J9, J14 que existe un punto de inflexio´n que de intentar
aumentar la robustez del controlador, las soluciones co-
mienzan a alejarse ra´pidamente del mı´nimo ideal (forma

). Lo anterior refleja el claro conflicto entre robustez y
desempen˜o del controlador.
5.4 Seleccio´n de Controladores a partir de las aproximaciones
al conjunto y frente de Pareto
Para controlar al sistema, se han seleccionado un conjunto de
controladores, dentro de la regio´n con distancia N2 = [0.6, 0.9]
al mı´nimo ideal (a excepcio´n de C4). Los mismos se muestran
en la tabla 2. El controlador C4 es el controlador con menor
distancia N2 si se consideran u´nicamente los objetivos J1 al
J5.
Tabla2. Para´metros del subconjunto de controladores
seleccionados para controlar al sistema
- C0 C1 C2 C3 C4
K 0.2755 0.1867 0.1000 0.1638 0.4446
Ti 1.0922 1.3211 1.0006 0.4021 1.5735
Td 0.4267 0.2486 0.4371 0.7332 0.2621
N 19.1603 8.6414 20.000 5.4457 14.2044
b 0.5124 0.7724 0.6131 0.79528 0.6581
c 0.0308 0.1973 0.0000 0.4858 0.1391
F 0.0942 0.0322 0.0756 0.1740 0.3469
6. PRUEBAS Y VALIDACIO´N
El desempen˜o del controlador C0 se muestra en la imagen 13 y
en la tabla 3 para la sen˜al de entrenamiento empleada en la fase
de optimizacio´n generando,acorde con las especificaciones del
BIC09, un ı´ndice global de desempen˜o J = 3691.847. Este
controlador ha sido el propuesto para participar en el mismo,
obteniendo el primer puesto. Se puede observar tambie´n el
desempen˜o de los controladores C2 a C4 en las figuras 14 a
16. En el caso de los controladores C1, C2 y C3 que pueden ser
aplicados en las tres zonas al igual que C0 se obtienen ı´ndices
de desempen˜o global de 3681.80, 3200.28 y 1544.59 respec-
tivamente. El controlador C4 es un controlador que, teniendo
el mejor desempen˜o en la zona 1, no es capaz de estabilizar
la zona 2 ante una perturbacio´n. Lo anterior demuestra que el
frente de Pareto aproximado tiene soluciones representativas,
de manera que el disen˜ador posee la flexibilidad de buscar so-
luciones que controlen bien tanto una zona particular, como las
tres simulta´neamente. En la tabla 3 se presentan los resultados
parciales para los controladores anteriores.
En la fase de toma de decisiones, la seleccio´n del controlador
C0 sobre los restantes reside en su desempen˜o sobre el sis-
tema a controlar. Aunque otros controladores obtienen mejor
puntuacio´n global J , se elige C0 por su comportamiento suave
ante el rechazo a perturbaciones en la zona inestable, ası´ como
a la ausencia de oscilaciones en la respuesta del sistema. Sin
embargo, esta tipo de decisio´n recae sobre las preferencias
que el disen˜ador ha definido dentro de esta fase de ana´lisis y
seleccio´n.
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Figura 9. Visualizacio´n de Θ∗P empleando norma N2. En recuadro se muestra la posicio´n de C0
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Figura 10. Visualizacio´n de Θ∗P empleando norma N∞. En recuadro se muestra la posicio´n de C0
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Figura 11. Visualizacio´n de J∗P empleando norma N2; se emplea escala logarı´tmica para J5, J10 y J15. En recuadro se muestra la
posicio´n de C0
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Figura 12. Visualizacio´n de J∗P empleando norma N∞; se emplea escala logarı´tmica para J5, J10 y J15. En recuadro se muestra
la posicio´n de C0
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Tabla3. I´ndices de desempen˜o de los controladores
Jik IAE ITAE IADU
Z1 364.7918 9.5852 12.9358 91.5693
C0 Z2 77.9311 2.2125 2.9075 19.1504
Z3 18.2097 1.1444 2.1281 1.7066
Z1 324.3397 7.9931 10.8109 83.0412
C1 Z2 74.4359 2.3721 3.7360 16.6677
Z3 27.1688 2.0023 4.1293 0.8808
Z1 219.8171 9.3058 13.5128 42.8475
C2 Z2 59.2266 3.1566 4.9151 8.9786
Z3 38.0214 2.8230 6.0489 0.8447
Z1 119.4094 7.7908 12.266 13.0606
C3 Z2 27.9853 1.6162 2.6426 3.6500
Z3 16.5758 1.0886 1.7728 1.7100
C4 Z1 181.4878 8.8973 13.0431 31.2421
Finalmente, el controlador digital implementado es:
%Definicio´n de variables
Kc = 0.275528;
Ti = 1.09222;
Td = 0.4267;
N = 19.1603;
b = 0.5124;
c = 0.0308;
offset = 0;
vmmax = 1-Uo;
vmmin = -0.2-Uo;
F = 0.094183;
Ts = 10/1000;
% Valores Iniciales
ui1 = estado(1,1);
ekf1 = estado(1,2);
ykf1 = estado(1,3);
% Variables auxiliares
ki = (Kc*Ts)/Ti;
kd = (Kc*Td)/Ts;
kn =Td/(N*Ts);
kf = F/Ts;
% Controlador PID digital
% Co´mputo de la accio´n de control
ykf=(kf*ykf1+vc)/(kf+1);
up=Kc*(b*sp-ykf);
ek=c*sp-ykf;
ekf=(kn*ekf1+ek)/(kn+1);
ud=kd*(ekf-ekf1);
ui=ui1+ki*(sp-ykf);
vm=up+ui+ud+offset;
if (vm < vmmin)
ui=ui1;
vm=vmmin;
end if (vm > vmmax)
ui=ui1;
vm=vmmax;
end
% actualizacio´n de variables...
estado(1,1) = ui;
estado(1,2) = ekf;
estado(1,3) = ykf;
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Figura 13. Desempen˜o del Controlador Seleccionado para el
BIC09 ante la sen˜al de referencia utilizada durante la fase
de optimizacio´n.
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Figura 14. Desempen˜o del Controlador C1 para el BIC09
ante la sen˜al de referencia utilizada durante la fase de
optimizacio´n. I´ndice global J = 3681.80.
7. CONCLUSIONES
Se ha presentado una metodologı´a para el disen˜o de controla-
dores PID robustos empleando herramientas de optimizacio´n
multiobjetivo. Las mismas generan un conjunto de soluciones,
todas o´ptimas pero con diferentes grados de compromiso en
sus objetivos. Se ha demostrado que la metodologı´a multiobje-
tivo es susceptible de encontrar un controlador de compromiso
entre varias regiones de operacio´n, con dina´micas diferentes
tanto para la regulacio´n como el seguimiento de referencia. De
ser requerido por el disen˜ador, la estrategia permite incluir o
desglosar objetivos, esto es, se puede ser ma´s especı´fico sobre
el desempen˜o del controlador al observar su comportamiento a
escalones, rampas y perturbaciones para cada una de las zonas
de operacio´n.
102 Diseño Multiobjetivo de Controladores PID Para el Benchmark de Control 2008-2009
0 10 20 30 40 50
5
6
7
8
9
10
11
12
Región Sobreamortiguada
0 10 20 30 40 50
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
Tiempo (segundos)
0 10 20 30 40 50
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
Tiempo (segundos)
0 10 20 30 40 50
0.5
1
1.5
2
2.5
3
Región Subamortiguada
0 10 20 30 40 50
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
Tiempo (segundos)
A
cc
ió
n
 d
e 
C
o
n
tr
o
l
0 10 20 30 40 50
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
R
es
p
u
es
ta
Región Inestable
Figura 15. Desempen˜o del Controlador C2 para el BIC09
ante la sen˜al de referencia utilizada durante la fase de
optimizacio´n. I´ndice global J = 3200.28.
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Figura 16. Desempen˜o del Controlador C3 para el BIC09
ante la sen˜al de referencia utilizada durante la fase de
optimizacio´n. I´ndice global J = 1544.59.
0 10 20 30 40 50
5
6
7
8
9
10
11
12
Región Sobreamortiguada
0 10 20 30 40 50
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
Tiempos (Segundos)
0 10 20 30 40 50
0.5
1
1.5
2
2.5
3
R
es
p
u
es
ta
Región Subamortiguada
0 10 20 30 40 50
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
Tiempo (Segundos)
A
cc
ió
n
 d
e 
C
o
n
tr
o
l
Figura 17. Desempen˜o del Controlador C4 para el BIC09
ante la sen˜al de referencia utilizada durante la fase de
optimizacio´n.
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