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We propose an arbitrary driven spin as the working fluid of a quantum Otto cycle in the presence
of internal friction. The role of total allocated time to the adiabatic branches of the cycle, generated
by different control field profiles, on the extractable work and the thermal efficiency are analyzed
in detail. The internal friction is characterized by the excess entropy production and quantitatively
determined by studying the closeness of an actual unitary process to an infinitely long one via
quantum relative entropy. It is found that the non-ideal, finite-time adiabatic transformations
negatively effect the work output and the thermal efficiency of the quantum heat engine. The non-
monotone dependence of the work output, thermal efficiency, entropy production and the internal
friction on the total adiabatic time are elucidated. It is also found that almost frictionless adiabatic
transformations with small entropy production can be obtained in a short adiabatic time.
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I. INTRODUCTION
A heat engine harvests work by manipulating energy
flow between a hot energy source, a cold entropy sink and
a work reservoir. The generalizations of classical heat en-
gines to the quantum regime, i.e., quantum heat engines
(QHEs), have been extensively studied, recently [1–51].
The working fluid (or the working substance) of a QHE is
a quantum object, while the heat baths can be classical or
quantum. The cycle operation of a QHE can be governed
by the quantum generalizations of some thermodynami-
cal cycles, such as the Otto, Carnot, Brayton and Diesel
cycles [9, 10], or an autonomous cycle [11]. It was shown
that QHEs obey the macroscopic dynamics and the clas-
sical Carnot efficiency is the limit for the efficiency of the
QHEs when the heat baths are classical [9, 10]. Inclusions
of the quantum features of the heat baths have lead to
several advantages; a QHE can extract work from a sin-
gle heat bath and exceed the classical Carnot limit by
exploiting quantum coherence on the hot heat bath [12–
15]. Besides, there are recent statements for the univer-
sality of the Carnot limit for the case of quantum heat
baths [16] following the maximum entropy principle [52].
Several physical systems, such as a single ion [17, 18],
ultracold atoms [19], optomechanical systems [20], quan-
tum dots [21], circuit and cavity quantum electrodynamic
systems [22, 23] are proposed as a test bench for QHE
implementations; while there are recent experimental as-
sessments for the quantum thermal devices in a liquid-
state NMR platform [53, 54]. Next to the fundamen-
tal explorations and the specific applications, QHEs also
provide to understand the thermodynamical interpreta-
tions of the irreversibility and dissipation in the quantum
∗ omustecap@ku.edu.tr
domain [24–51, 55–57].
In the present contribution, we consider an arbitrary
spin interacting with a transverse time-dependent mag-
netic field [58, 59] as the working fluid of a quantum Otto
engine. In the isochoric stages of the cycle, the system
with a fixed Hamiltonian attains a thermal equilibrium
with the heat bath, while a finite-time unitary evolution
generated by a parametric time-dependent Hamiltonian
develops the adiabatic stages. The main consideration
is to investigate the role of quantum irreversibility and
dissipation in an Otto cycle associated with the non-
ideal, finite-time quantum transformations during the
adiabatic stages.
The rapid change of the energy levels during an adia-
batic stage causes, in general, non-adiabatic dissipation,
termed as internal friction [25, 26, 33, 39]. The origin of
this kind effect is fully quantum mechanical, as it arises
when the system Hamiltonian at different times do not
commute, i.e., [H(t1), H(t2)] 6= 0. Intuitively, friction
in the adiabats can be considered as the internal resis-
tance to the fast motion of the energy levels while com-
pressing/expanding the working fluid. A quantum state,
initially diagonal in the energy representation (such as
a thermal Gibbs state), cannot follow adiabatically the
time-dependent changes in the system Hamiltonian. The
system state, therefore, develops coherence in the energy
frame. In such a case, the energy entropy increases and
an additional parasitic internal energy is stored in the
working fluid. The additional energy corresponds to the
waste (excess) heat which is dissipated to the heat baths
during the proceeding stages of the cycle. It is found
that the internal friction limits the performance of the
thermal heat/refrigerator devices. Particular examples
as shown recently, internal friction gradually reduces the
work output, operational efficiency and power of several
quantum heat engines [28, 30, 32, 40], and puts a strict
restriction on the minimum temperature of the cold heat
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2bath over absolute zero that a quantum refrigerator can
extract heat from [39].
There are possible strategies to diminish or totally
eradicate the internal friction. The first way relies on the
quantum adiabatic theorem and provides a frictionless
adiabatic transformation. The system state follows the
instantaneous energy eigenstates, which entails infinitely
long times, being, however, in the expense of finite power
output, and may open the system to decoherence. The
strategies named as ”quantum lubrication” [25, 38] and
”shortcuts to adiabaticity” [48, 56] are the minimizing
strategies for the destructive frictional effects. The for-
mer one [25, 38] adds external noise on the control pa-
rameters which suppresses the frictional effects, result-
ing, however, imperfect control of the external parame-
ters during the adiabatic stages. The latter one [48, 56]
requires a successful design of a control pulse where at
the end of the adiabatic stage the frictional effects are
minimized.
The role of internal friction in thermal devices has
been recently analyzed in an ad hoc manner, in which
the source of friction is not definite and it is added to
the system phenomenologically [32, 33]. In our setting,
its source is explicit and it is caused by the misalignment
between the external transverse and internal longitudinal
magnetic fields [25, 26, 28, 30, 31]. Our main interest is
two-fold. On one hand, we analyze how the work output
and the thermal efficiency are effected by the internal
friction. On the other hand, we quantitatively determine
the internal friction and its explicit role in the cycle. We
consider four different shaped control fields that generate
the adiabatic transformation. Since each driving pulse
defines different rate for the transformation of the system
Hamiltonian, they are found to lead to pronounced effects
on the performance characteristic of the Otto cycle. Our
results reveal that considering different possibilities for
a driving pulse allows us to improve the performance of
the quantum Otto engine, to explore new features of the
quantum friction, and to find a solution for the almost
frictionless cases in finite time adiabatic transformations.
Our considered scheme uses an elementary system (an ar-
bitrary single spin) which is easy to implement in NMR
setups [53, 54] and clearly identifies and fights against
the fundamental source of friction (non-commuting free
and control parts of the Hamiltonian).
II. THEORY
A. Working Fluid
We consider a single spin in a time-dependent magnetic
field as the working fluid of a quantum Otto engine. The
adiabatic branches of the cycle are assumed to be gener-
ated by a time-dependent Hamiltonian of the form
H(t) = B0Iz +B(t)Ix. (1)
Here B0 is the static magnetic field along the z-axis,
while B(t) is the time-dependent magnetic field along
the x-axis and changes the system Hamiltonian in the
adiabats. Iz and Ix are the components of the spin an-
gular momentum which obey the standard commutation
[Ix, Iz] = −iIy. Here we restrict ourselves to the spin-I
values, I = 1/2, 1, 3/2, 2. Throughout the paper, we set
~ = 1 and the gyromagnetic ratio γ = 1. One should
remark that our choice of model Hamiltonian is not ar-
bitrary. We want to examine the simplest elementary
model, containing the fundamental cause of friction, non-
commuting free and control terms in the Hamiltonian.
Moreover, the Hamiltonian (1) is in the generic form com-
monly used in liquid-state NMR experiments of a single
nuclei [58, 59].
B. Quantum Otto Cycle
We will characterize the quantum Otto cycle by inves-
tigating the extractable work and its thermal efficiency.
Quantum Otto cycle consists of two quantum isochoric
and two adiabatic processes. In the adiabatic stages, the
working fluid does not exchange any heat with the sur-
roundings and performs only work, while in the isochoric
stages, only heat is transferred. The work performed or
the heat exchanged in the strokes of the cycle can be,
therefore, formulated through the change in the internal
energy. According to quantum thermodynamical version
of the first law of thermodynamics [9], the change in the
internal energy is dU = d¯Q−d¯W , where U = Tr(ρH) is
the internal energy, Q is the heat added to the system
and W is the work performed by the working fluid. The
details and the formulation of the cycle are as follows.
Isochoric Heating: The working fluid with Hamilto-
nian H(1) = B0Iz +B1Ix is in contact with a hot energy
source at temperature T = T1. The density matrix of
the working fluid at the end of the stage can be given as
ρ
(1)
T = exp(−β1H(1))/Z1, where Z1 = Tr[exp(−β1H(1))]
and β1 = 1/T1 (in units of kB = 1).
Adiabatic Expansion: The working fluid is decoupled
from the hot heat bath and undergoes finite-time adi-
abatic process. The Hamiltonian H(1) at t = 0 is
changed to H(2) = B0Iz + B2Ix at t = τ/2. The
time evolution of the density matrix can be governed by
Liouville-von Neumann equation ρ˙(t) = −i[H(t), ρ(t)],
where H(t) is given in Eq. (1) and the initial condition
is ρ(t = 0) = ρ
(1)
T . The adiabatic transformation can
be obtained with different shaped control fields, for in-
stance, in the form as B(t) = B1+(B2−B1) sin(pit/τ) or
B(t) = B1 + (B2 − B1)(2t/τ)n with n = 1/2, 1, 2. Here
B(t = 0) = B1 and B(t = τ/2) = B2 in each case. The
work performed by the working fluid in the process can
be written as WI = Tr[H
(1)ρ
(1)
T ] − Tr[H(2)ρ(2)], where
ρ(2) = ρ(t = τ/2) is the final density matrix in the uni-
tary evolution.
The unitary evolution represents a closed system, so
3the evolution is adiabatic in the sense of the fact that
there would be no heat exchange with the surrounding
during the process. On the other hand, the quantum adi-
abatic theorem is not expected to hold in the system due
to the finite-time nature of the adiabatic evolution and
the non-commutativity of the free and control terms in
the Hamiltonian (1). As a result, a phenomenon termed
as internal (quantum) friction arises [25, 26, 33, 39]. As
we will show, this has profound influences on the perfor-
mance characteristic of the Otto cycle.
Isochoric Cooling: The working fluid is in contact to
a cold entropy sink at temperature T = T2. The den-
sity matrix at the end of the stage would be ρ
(2)
T =
exp(−β2H(2))/Z2, where Z2 = Tr[exp(−β2H(2))], β2 =
1/T2 and the Hamiltonian H
(2) = B0Iz + B2Ix is fixed
during the stage. The amount of released heat can be
calculated as Q2 = Tr[H
(2)(ρ
(2)
T − ρ(2))], where ρ(2) is
the final density matrix of the adiabatic expansion.
Adiabatic Compression: The time evolution of the
process can be given by ρ˙(t) = −i[H(t), ρ(t)], where
ρ(t = 0) = ρ
(2)
T and H(t) is given in Eq. (1) with B(t) =
B2+(B1−B2) sin(pit/τ) or B(t) = B2+(B1−B2)(2t/τ)n
(n = 1/2, 1, 2). The Hamiltonian H(2) at t = 0 is
transformed back to H(1) at t = τ/2. The work per-
formed by the fluid can be given as WII = Tr[H
(2)ρ
(2)
T ]−
Tr[H(1)ρ(1)], where ρ(1) = ρ(t = τ/2) is the final density
matrix in the evolution.
Bringing the system back in contact with the hot heat
bath will return the system to its initial state. The
amount of absorbed heat from the hot heat bath can be
then calculated asQ1 = Tr[H
(1)(ρ
(1)
T −ρ(1))]. The change
of internal energy is zero in the cycle. Therefore, the
net extractable work can be given as W = WI + WII =
Q1+Q2 with thermal efficiency, η = W/Q1 = 1+Q2/Q1.
We should stress here that our above approach relies
on two presumptions. We have first assumed the perfect
thermalization of the system at the heat bath temper-
ature at the end of the isochores. Indeed, the proper
choice of the Lindbladian produces the Boltzmann dis-
tribution [58, 59]. It can also be shown to be realized
in NMR setups [53, 54, 58, 59]. Second, our proposed
smooth field-change protocols ensure non-crossings be-
tween the adiabatic energy levels. It was shown re-
cently that if level crossing occurs, quasi-static reversible
changes are not the optimal processes [37].
C. Entropy Production in Adiabatic Branches
In present study, we will analyze the role of the total al-
located time τ to the adiabatic branches of the Otto cycle
on the extracted work and the thermal efficiency. A re-
versible quasi-static transformation of the system Hamil-
tonian (in the sense of quantum adiabatic theorem) en-
sures the perfect follow of the system eigenstates without
changing the initial level populations. On the other hand,
finite time stages, in general, cannot accomplish perfect
adiabatic transformation; the system state deviates from
equilibrium and produces coherence in the energy frame.
The coherence generation can be associated with the en-
tropy production, signaling the presence of internal fric-
tion in the system. In principle, such effects arise when
the Hamiltonian at different times does not commute.
Using Eq. (1), one can easily show that the commutator
is always different than zero, since the above proposed
magnetic fields are non-uniform (B(t1) 6= B(t2)), i.e.,
[H(t1), H(t2)] = −iB0 (B(t1)−B(t2)) Iy.
The deviation from the perfect adiabaticity can be
characterized by analyzing the difference between von
Neumann entropy SV = −Tr[ρ ln ρ] and the energy
based (Shannon) entropy SE = −
∑
i pi ln pi, where pi =
Tr[|i〉 〈i| ρ] are the occupation probabilities of the energy
levels. For the quantum states where ρ is diagonal in the
energy frame (such as the thermal states at the beginning
of the adiabats and under quantum adiabatic theorem),
we have SE = SV . In addition, the von Neumann entropy
does not change in the adiabatic branches, since the adi-
abats are formulated through a unitary transformation
and SV remains invariant under unitary transformations.
On the other hand, the finite-time transformations can
redistribute the level populations due to the coherence
generation, consequently SE will be different than SV .
The von Neumann entropy is always a lower bound to
SE , i.e., SE ≥ SV . Therefore, the deviation from the
perfect adiabaticity can be characterized by the increase
in SE , representing the signatures of the internal friction.
The sum of the increments in the energy entropy accord-
ing to the end points of two adiabatic branches will be
used, at first hand, for the characterization of the inter-
nal friction in our setting. It will be denoted as ∆SE .
We refer the reader to Refs. [26, 31] for more discussions
on the topic.
III. RESULTS
A. Work and Efficiency
Now we investigate the effect of total allocated time τ
to the adiabats, generated by different driven pulses, on
the work output and the thermal efficiency. In Fig. 1,
we plot the work obtained in a cycle and the thermal ef-
ficiency as a function of τ for a spin-1/2 working fluid.
Analyzing τ dependence of the performance parameters
of the Otto cycle demonstrate pronounced effects. There
is a strong entropy production in the adiabats (inset of
Fig. 1(b)), showing the presence of internal friction in the
system. One can define a critical time τc for the adiabats.
When the adiabatic stages last below this critical time,
τ < τc, the engine cannot harvest positive work, while
when τ > τc, we have W > 0. As shown in the inset of
Fig. 1(a), this critical time depends on the type of the
control field. We should stress here that for the times,
where W < 0, the engine operation is not a refrigerator.
Here heat is absorbed from the hot heat bath, while some
4FIG. 1. (Color online.) (a) Work obtained in a cycle and
(b) thermal efficiency versus total adiabatic time τ for the
spin-1/2 and the parameters B0 = B1 = 0.5, B2 = 0.05,
T1 = 2 and T2 = 1. The adiabatic stages are generated by
four different driven pulses as discussed in the text. The inset
in (b) shows the total entropy production in the adiabats
versus τ . The inset in (a) shows a magnification for W = 0
region.
amount is rejected to the cold one, but |Q2| > Q1 > 0 so
W < 0. One can note here that the qubit Otto engine
cannot accomplish the frictional effects when the adia-
batic branches are allotted shorter time intervals than τc.
The total entropy production ∆SE is high in the nega-
tive work region compared to the positive one. We fur-
ther studied the mutual relation between the work output
and the total entropy production. We obtain reciprocal
linear plots (not shown here) which coincide for each con-
sidered pulses. This is important because the reduction
of the work output and the entropy production are not
only the hallmarks of the internal friction, but also its
quantitative measure. More results, discussions and the
quantitative analysis for the internal friction will be given
in the following text.
Analyzing the effects of the total allocated time τ to
the adiabatic branches on W and η contracts with the
common belief. It is generally expected that W and η
should depend on the time τ in a linear manner up to
the reaching their maximums (quantum adiabatic theo-
rem). Indeed, the monotonic dependence of the extracted
work on τ is confirmed in recent studies [28, 30, 33]. As
shown in Fig. 1, the adiabatic branches generated by the
sinusoidal or square (n = 2) pulse almost justify this ex-
pectation. On the other hand, for the linear (n = 1)
and square root (n = 1/2) pulses, W and η show oscil-
latory behavior as a function of τ . This means that the
Otto engine can produce higher work or harvest work
with higher efficiency for shorter adiabatic times com-
pared to the longer ones. For instance, at τ ∼ 20, we
have η ∼ 0.26, while at τ ∼ 30, we have η ∼ 0.22 for
the linear pulse (n = 1). Similar examples can be given
for the work output and the square root (n = 1/2) pulse
cases. It is interesting to note that for the time inter-
vals where W < 0, the work output and the entropy
production are monotonic functions of τ for each pulse
cases. The non-monotone behavior emerges just after
the engine can harvest positive work, W > 0. We should
stress here that the non-monotonic dependence of work
and efficiency on the driving time and also the role of
asymmetric adiabatic strokes on the optimization of the
Otto cycle for a harmonic oscillator working substance
have been discussed in a recent paper [50].
We can conjecture that two extreme values of τ for the
adiabatic branches determine the allowed range of the
work output [28, 41]. In the case, where zero allocation
time interval to the adiabats is allowed (i.e., τ → 0), the
lower bound of the work output can be obtained. This
corresponds to the largest entropy production in the adi-
abats. Even if the system Hamiltonian is changed in an
extremely fast process, the density matrix remains in-
variant; ρ
(1)
T → ρ(1)T and ρ(2)T → ρ(2)T in the adiabatic ex-
pansion and compression stages, respectively. Using the
above formulation, one can determine the lower bound
of the work output for the given parameters in Fig. 1 as
Wlb/kBT2 ∼= −2.233× 10−2.
On the other hand, the maximum amount of posi-
tive work is extracted when the adiabatic stages proceed
quasi-statically (i.e., τ → ∞). Internal friction in the
system is completely eliminated, so there would be no
increase in the entropy. The quantum adiabatic theo-
rem holds; the occupation probabilities of each eigen-
states are maintained in an infinitely slow process. The
density matrix follows the instantaneous eigenstates of
the Hamiltonian. One can then determine the upper
bound of the extractable work for the given parameters
in Fig. 1 under the quantum adiabatic theorem [9] as
Wup/kBT2 ∼= 7.277 × 10−3. For the plots in Fig. 1, we
5have numerically verified that the work output lies in the
range Wlb < W < Wup.
We should stress here that a vast of studies in the
literature relies on the validity of the quantum adia-
batic theorem [2–10]. However, it entails very low power
output and may open the system to decoherence as it
may require timescales much longer than the internal
timescale of the working fluid. Under quantum adia-
batic theorem, our system becomes equivalent to the
Kieu’s model of a qubit Otto engine with an energy gap
δi =
√
B20 +B
2
i (i = 1, 2 for the hot and cold isochores,
respectively) [2, 3]. The thermal efficiency of the cycle
can be given as [2, 3]:
ηm = 1− δ2
δ1
. (2)
The positive work condition (W > 0) of the engine is
T1 > δ1/δ2T2 [2, 3], consequently ηm is bounded above
by the classical Carnot efficiency (ηc = 1− T2/T1). Our
numerical results in Fig. 1 show that the maximum ther-
mal efficiency is obtained under quantum adiabatic the-
orem, that is η ≤ ηm ∼= 0.289. It is therefore our pro-
posed Otto engine can harvest highest work at highest
efficiency under quantum adiabatic theorem. That is to
say quasi-static stages are the optimal processes [37]. It is
important to note that almost frictionless solutions with
very small entropy production can also be obtained for
finite times of τ ; specifically the adiabatic evolutions gen-
erated by the linear driven pulse (n = 1) provides almost
frictionless solutions at smaller τ (τ > 40), while n = 1/2
pulse requires much longer times, (τ > 600).
Now we generalize the above ideas to an arbitrary spin-
I as the working fluid of the Otto engine and plot in Fig. 2
the work obtained in a cycle and the thermal efficiency
as a function of the total adiabatic time τ generated only
by the sinusoidal pulse. The inset in Fig. 2(a) shows
the mutual relation between W and ∆SE for each spin-
I. The engine can produce larger absolute work, |W |,
with respect to higher spin-I, since higher spins intro-
duce more and higher energy levels. We have numeri-
cally verified that the work output for each spin values
lies in the range, Wlb < W < Wup, where Wlb and Wup
are the lower and the upper bounds of the work obtained
in the limits τ → 0 and τ → ∞, respectively. Since
the energy gap between adjacent energy levels for each
spin-I is given by δi =
√
B20 +B
2
i (i = 1, 2 for the hot
and cold isochores, respectively), the efficiency of the en-
gine in Fig. 2(b) is bounded above by ηm (Eq. (2)). The
type of the working fluid has no prominent effect on the
critical adiabatic time τc where W > 0 beyond, and the
thermal efficiency of the cycle; each spin-I just introduces
tiny shifts to η and τc. The mutual dependence between
the work output and the total entropy production (inset
in Fig. 2(a)) verifies our preceding conjecture that ∆SE
and W have linear reciprocal dependence; the increase
in the entropy production leads to decrease in the work
output, and vice versa. These two quantities are act-
ing as a quantitative measure of the internal friction in
FIG. 2. (Color online.) (a) Work obtained in a cycle and
(b) thermal efficiency versus total adiabatic time τ for the
parameters B0 = B1 = 0.5, B2 = 0.05, T1 = 2 and T2 = 1,
and the spins I = 1/2, 1, 3/2, 2. In this figure, only sinusoidal
pulse is considered as a driven pulse to generate the adiabatic
branches. Inset in (a) shows the mutual relation between the
work output and the total entropy production.
our setting. Specifically, for the regions where there is a
large entropy production, we have W < 0. Finally, we
note that the main conclusions obtained for the spin-1/2
in Fig. 1 remains qualitatively the same for the arbitrary
spin case and for the other considered driven pulses.
B. Internal Friction
In this section, we examine in detail the concept
of internal friction and quantitatively determine it in
6the cycle [47]. Let us first consider only one adia-
batic stage, started from an initial thermal state ρi =∑
n p
(i)
n |(i)n 〉 〈(i)n | with an initial Hamiltonian Hi. The
reversible adiabatic (frictionless) transformation, per-
formed ideally in an infinite time (τ → ∞), ensures the
instantaneous follow of the system Hamiltonian. There-
fore, a very slow transformation of the system Hamil-
tonian from an initial value Hi to a final one Hf , will
result in a final equilibrium state in the form ρa =∑
n p
(i)
n |(f)n 〉 〈(f)n |, where |(f)n 〉 is the eigenstate of Hf .
On the other hand, making the same transformation in
a finite time τ , generally, deviates the system final den-
sity matrix ρτ from equilibrium (coherence generation in
energy frame) and may require an extra amount of work.
The internal friction, defined as the work done on the
system in an actual process differ from the work done in
a quasi-static reversible one, equals to the extra energy
done on the system by the driving agent against friction.
Shortly, Wfric = Wτ − Wτ→∞ = Uτ − Ua ≥ 0, where
Uµ = Tr[Hfρµ] (µ = τ, a). Ref. [47] connected the in-
ternal friction directly to the quantum relative entropy,
S(ρ||σ) = Tr(ρ ln ρ−ρ lnσ), between the relevant density
matrices as
Wfric = β
−1
a S(ρτ ||ρa) ≥ 0, (3)
where β−1a is the temperature of the equilibrium density
matrix ρa. The non-negativity of the relative entropy
according to Klein’s inequality guarantees that Wfric is
always non-negative [47]. If we consider the thermaliza-
tion of the state ρτ to the equilibrium state ρa by an
additional isochoric stage, Wfric can be then interpreted
as the waste energy that has to be removed from the
system as a heat to go from ρτ to ρa, i.e., Wfric = −Q,
where Q = Ua − Uτ is the heat exchanged during the
thermalization process.
By finding the target states ρa for the two adiabatic
stages and using Eq. (3), we determine the internal fric-
tion in our Otto cycle and plot it in Fig. 3 as a function
of the total adiabatic time for the spins and the param-
eters given in Fig. 1 and Fig 2. As expected, Wfric is
large for a fast transformation, while it goes to zero only
under quantum adiabatic theorem. In fact, the anal-
ysis in Fig. 3 precisely justify our preceding results in
Sec. III A. Here, we explicitly reveal the non-monotone
dependence of internal friction on τ in Fig. 3(a) and jus-
tify that higher spins are subject to more internal friction
in Fig. 3(b). In fact, Wfric, shown in Fig. 3, is exactly
the total excess (waste) energy that the system has taken
during two adiabatic branches which is then dissipated to
the heat baths in the subsequent isochoric stages. This
effect, being solely quantum in origin, limits the perfor-
mance of the quantum Otto engine. If we put our inter-
pretation in a different way, Wfric can be considered as the
indicator of the coherence arising in the energy frame in
the finite time process. The coherence generation, for in-
stance in the adiabatic expansion stroke for the spin-1/2,
is shown in the inset of Fig. 3(a). The coherence is erased
in the isochoric stages of the cycle as an excess heat as
FIG. 3. (Color online.) The total excess energy due
to internal friction, i.e., Wfric, as a function of total adia-
batic time τ for the parameters and spin values given in (a)
Fig. 1 and (b) Fig. 2. The inset in (a) shows an example
for the coherence generation in the finite time process, i.e.,
C =
∣∣∣〈(f)1 ∣∣∣ ρτ ∣∣∣(f)2 〉∣∣∣, as a function of τ for the spin-1/2 in
the adiabatic expansion stroke.
quantified by Wfric. The erased information-coherence as
a heat may find correspondence through the interpreta-
tion of Landauer’s principle [60]. We should stress here
that the excess work, being quantum or classical in ori-
gin, for isolated quantum systems and its non-monotonic
feature as a function of switching time have also been
discussed in different contents [55–57].
7IV. DISCUSSION: POSSIBLE REALIZATION
IN NMR SYSTEMS
We may suggest that the above predictions can be
realized in NMR systems, as they provide successful
control on the preparation and dynamics of the sys-
tems [53, 54, 58, 59]. Indeed, the non-equilibrium work
statistics of 13C molecule (spin-1/2) undergoing a closed
quasi-unitary evolution is given recently in liquid-state
NMR setup [53]. Here, the nuclear spin-1/2 is driven
by a time-modulated radio frequency field with a type of
Hamiltonian in the form of Eq. (1).
On the other hand, conventional NMR systems provide
a huge magnetic field aligned along one-axis, generally
chosen in z-axis, comparing with the magnitude of the
modulated magnetic field applied on the x-y plane. The
ratio is generally in the order, Bxy/Bz v 10−3 − 10−6,
where Bi represents the magnetic field strength along
plane i. We may suggest that under the considered
scheme, there would be not possible to device an efficient
heat engine, as the maximum efficiency given in Eq. (2)
will close to zero. On the other hand, NMR systems also
offer the time-dependent changes in the magnetic field
along the z-axis, rather than the one in x-axis. Such
techniques are widely used in magnetic resonance imag-
ing to obtain position information. Under this control
scheme, the maximum efficiency can be approximated
to η ≈ 1 − B2/B1, where Bi (i = 1, 2) are the strong
magnetic fields in z-axis in the hot and cold isochores,
respectively. Since there would be weak misalignment
due to the weak transverse magnetic field, one may ex-
pect weak frictional effects. The numerical simulations
of these intriguing directions can be further studied, but
goes beyond the aim of the present study.
V. CONCLUSIONS
We investigate the performance of a quantum Otto cy-
cle based on a simple experimentally accessible quantum
system in the presence of internal friction. The role of
total allocated time to the adiabatic branches, generated
by different control field profiles, on the extractable work
and the thermal efficiency are analyzed in detail. The
irreversible nature of the internal friction is character-
ized by the entropy production and is quantitatively de-
termined by studying the closeness of an actual unitary
process to an infinitely long one via quantum relative en-
tropy. The inevitable induced excitations (corresponding
to the coherence generation in the eigen-base representa-
tion) due to the non-ideal, finite-time adiabatic transfor-
mations, when the controlled and free evolutions are not
compatible (corresponding terms in the Hamiltonian are
not commuting), are found to negatively effect the har-
vested work and the thermal efficiency of the Otto cycle.
The corresponding performance parameters of the cycle
are found to strongly depend on the type of the driv-
ing magnetic fields on the adiabatic branches. Specif-
ically, each driving pulse are found to define different
critical times (τc), in which the system acts as a quan-
tum heat engine beyond this critical value. We elucidate
the non-monotone character of the work output, thermal
efficiency, energy entropy and internal friction as a func-
tion of total adiabatic time and the possibility for almost
frictionless transformations with small entropy produc-
tion in finite switching times. Our results show that the
proposed model is a promising candidate for efficient and
powered QHE implementations in liquid-state NMR se-
tups.
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