We study QCD hard processes at scales of order k 2 ≫ Λ 2 in the limit in which the beta-function coefficient b is taken to be small, butᾱ s (k 2 ) is kept fixed. The (nonperturbative) Pomeron is exponentially suppressed in this limit, making it possible to define purely perturbative high-energy Green's functions. The hard Pomeron exponent acquires diffusion and running coupling corrections which can be expanded in the b parameter and turn out to be dependent on the effective coupling bᾱ 2 s Y . We provide a general setup for this b-expansion and we calculate the first few terms both analytically and numerically.
Introduction
High energy hard scattering has received considerable attention in recent years, due to the increase with the squared center-of-mass energy s of the experimental cross section seen at HERA [1] . The analysis of high energy QCD [2] shows that, at leading log s level in which α s is considered to be frozen, the cross section is power behaved, and its exponent ω s =ᾱ s χ m ≡ᾱ sNc π χ m is provided by the saddle-point χ m of the characteristic function χ(γ) of the BFKL kernel.
When higher order corrections are taken into account [3] , the theoretical analysis changes conceptually, because of running coupling effects and of higher loop contributions to the kernel. First of all, ω s =ᾱ s (t)χ m becomes t-dependent (where t = ln k 2 /Λ 2 ) and is no longer related to the leading singularity in the ω-plane. Furthermore, the fact thatᾱ s (t) becomes larger at small values of k 2 = O(Λ 2 ) causes the existence of bound states (isolated, or in some cases dense ω singularities) so that the leading one, the Pomeron ω IP , becomes crucially dependent on the strong coupling region and thus on the soft physics. The question then arises of what one can really compute and measure in a perturbative QCD approach.
It is a common belief that the "hard Pomeron" exponent is actually measurable in two-scale hard processes (for example the two jet production in hadronic collisions [4] , the forward jet/π 0 production in deep inelastic scattering [5] or the γ * (k)γ * (k 0 ) → X process [6] ) in which for sufficiently large k 2 , k 2 0 ≫ Λ 2 , the cross section is roughly determined by the exponent ω s , evaluated at some average scale kk 0 . It is also believed, though, that diffusion corrections [7, 8, 9 ] to this exponent are to be expected, and that for sufficiently large Y ≡ ln s kk 0 the asymptotic, nonperturbative Pomeron ω IP takes over.
The interplay of the hard Pomeron regime (large k 2 's) with the Pomeron one (large Y ) has been the subject of intensive studies [10, 11] , mostly dealing with running coupling effects and diffusion corrections. Recently, it has been pointed out [12, 13] for various BFKL-type models that the transition to the Pomeron regime is more like a sudden tunneling phenomenon rather than a slow diffusion process. A key result of this analysis is that for k ≃ k 0 ≫ Λ, the hard Pomeron behaviour dominates if ω s (kk 0 )Y is large but not too large, its critical value being of the order oft, if ω IP ≃ χm bt parametrises the size of the Pomeron exponent. Thus, the puzzling question arises again: is there really room for an observable hard Pomeron regime? Some source of optimism comes from the fact that the physical Pomeron of soft physics is indeed rather weak (the exponent is around 0.08 in most estimates [14] ). Thus if ω IP is such a Pomeron, the effective critical value of ω s may be sufficiently large for the hard Pomeron to be seen. It is true that, the physical Pomeron is a complicated unitarity effect which turns out to be weak and approximately factorized for well studied [15] but not well understood reasons. However, the trend of subleading corrections [3] is that of reducing the high-energy exponents and the diffusion coefficient, and this presumably slows down the onset of the nonperturbative behaviour as well.
A different way of studying the problem, motivated in the present paper, relies on a somewhat different, but crucial observation (Sec. 2). The size of the tunneling probability at scale t = ln k 2 /Λ 2 is easily seen to be of the order exp[− 1 bᾱs(t) g(ᾱ s (t))], where b is the beta-function coefficient which determines the running of the couplinḡ α s (t) = 1/bt, and g(ᾱ s (t)) is a function whose exact form depends on the nature of the problem being studied. Therefore, in the formal limit b → 0 withᾱ s taken to be fixed there is no tunneling to the Pomeron and only the hard Pomeron survives. In this paper, we take advantage of the Pomeron suppression for b → 0 in order to study the perturbative part of the gluon Green function by expanding it in the b parameter both analytically and numerically. It turns out, that in BFKL-type models b plays the role of in a semiclassical expansion, and thus the above observation is actually the basis for a full calculation of the Green's function exponent which allows to find the diffusion corrections to the hard Pomeron in a systematic way (Sec. 3).
We stress the point that we are expanding in b atᾱ s (t) fixed, and for various values ofᾱ s (t), we are not expanding the renormalisation group logarithms themselves. We also stress that our expansion concerns the perturbative part of the gluon Green's function, the Pomeron one being exponentially suppressed as stated before. Here a technical point arises: how to define such perturbative part? We argue in Sec.3 that the customary [10] double γ representation can be given a precise perturbative meaning in a general BFKL-type model, apart from the intrinsic renormalon ambiguities, which come from the Landau-pole regularisation and are suppressed like ∼ exp(− 1
bᾱs(t)
). We thus overcome the difficulties found in Ref. [7] for the principal value prescription, by a careful choice of the integration contours.
The b-expansion provides a hierarchy of diffusion corrections to the Green's function exponent for t ≃ t 0 depending on the parameter z = s Y 2 , introduced in Ref. [16] , and which turns out to be of the order b 2 . For z ≪ 1 or ω s Y ≪ t we recover the well known [7, 8, 9] terms is confirmed by the numerical methods (Sec.5), which could be extended to the realistic cases [17] . We are also able to evaluate the convergence radius z c of the above series, and the large z behaviour which turns out to be oscillatory [16] and is actually masked by the onset of the asymptotic Pomeron. An amusing result is an essentially explicit evaluation of the perturbative Green's function for the Airy diffusion model (Sec.4) which improves the estimates of Ref. [16] .
Another application of the b-expansion is in the numerical determination of highenergy Green's functions. Current practice in numerical solutions of the small-x evolution equations (see for example [18, 19] ) is to evaluate a perturbative result with an infrared regularised coupling (e.g. with a cutoff) and then define the perturbatively accessible region in Y as that insensitive to the choice of regularisation. While physically intuitive, this approach has two significant disadvantages. Firstly the choice of a particular set of regularisation schemes is quite subjective. Secondly the formal limit on the perturbative region is determined by tunneling, i.e. Y max ∼ 1/α s (t 0 ), whereas perturbative predictions can in principle be made up to values of Y of order 1/α 2 s (t 0 ). As is dicussed in section 5, the b-expansion offers a solution to both these problems.
The overall picture emerging from this work is that the hard Pomeron and its corrections can be properly defined in the b-expansion, and its features can be found either numerically or analytically at semiclassical level in a precise way. Beyond this level of accuracy some ill-defined exponentially suppressed terms come in which are nonperturbative in both b andᾱ s and among them the asymptotic Pomeron itself. It is not known whether the size of such contributions may be hinted at or restricted on the basis of perturbative arguments.
Hard Pomeron vs Pomeron in the perturbative regime
The basic problem of small x QCD is to determine the gluon Green's function G(Y ; t, t 0 ), where the logarithmic variables Y = log s/kk 0 , t = log k 2 /Λ 2 and t 0 = log k 0 2 /Λ 2 are related to the center-of-mass energy √ s and to the transverse momenta of the gluons k, k 0 , and Λ is a QCD parameter. In BFKL-type models, the function G satisfies the following evolution equation
where K is a kernel in t-space. It is well known [2] that, at leading level in log s, the kernel K(t, t ′ ) =ᾱ s K 0 (t − t ′ ), is scale invariant with symmetric characteristic function α s χ 0 (γ) =ᾱ s χ 0 (1 − γ), so that the high-energy exponent of Eq. (1) becomes
Therefore, in the LLA this exponent is both the leading singularity in the ω plane (conjugated to Y ) and the saddle point value of the characteristic function χ. For not too large values of t − t 0 , a good approximation of G is provided by the diffusion model
When subleading corrections in log s are evaluated [3] running coupling and higher loop corrections come into play. The kernel K is no longer scale invariant -being dependent onᾱ s (t) in a essential way -and may have, besides the continuum spectrum, a discrete one whose maximum eigenvalue is ω IP . Furthermore, the fact thatᾱ s (t) becomes stronger at small values of k 2 ≃ O(Λ 2 ) favours the diffusion towards small t values, so that eventually the asymptotic exponent in Y -that is ω IP is crucially dependent on the soft physics. The magnitude of ω IP will then depend on the details of the physical regularisation ofᾱ s (t) adopted in the region around the Landau pole. We shall refer for definiteness to kernels of the slightly asymmetrical form
whereᾱ s (t) embodies the strong coupling boundary condition below some scalet and K is scale invariant.
On the other hand it is still believed that, when t and t 0 are fixed by the experimental probes to be sufficiently large (for example in scattering of two highly virtual photons) the diffusion to low t ′ s is suppressed and the s dependence is basically power-like and t-dependent
where the exponent ω s (t) is now perturbatively calculable. It should be noted however that ω s (t) is no longer a singularity in the ω plane in that case.
Some insight into the interplay of ω s (t) and ω IP is gained [16] in simplified models like the Airy diffusion model [21] or collinear models [12] in which the gluon Green's function in ω space is factorized for a K kernel of the form (4) as follows
where F ω (t) is the (right) regular solution for t → ∞ of the stationary homogeneous diffusion equation (ω − K)F = 0, and t 0F (t 0 ) is instead the (left) regular one for
. In such models the strong coupling boundary condition onF ω determines it in the formF
where F I is now an irregular solution for t 0 → ∞ and the reflection coefficient S(ω) carries the leading spectral singularities of the problem, in particular the Pomeron singularity ω IP . By using the decomposition (7) ofF into its perturbative and nonperturbative components in representation (6) we obtain the following general expression for the gluon Green's function
This expression is interpreted as a decomposition into perturbative and nonperturbative part of the gluon Green's function
The second term on the right hand side of Eqs. (8) and (9) defines the Pomeron contribution at Y → ∞
where we set R = Res ω IP S(ω). For instance, in the case of the Airy diffusion model with cutoff at t =t, R is roughly estimated [13] to be equal 
Result (10) suggests an estimate of the Pomeron contribution on the basis of the γ representation of the regular solution
where we have usedᾱ
This representation was argued to be valid [20] in the perturbative regime t, (bω) −1 ≫ 1 for kernels of type (4) for which X ′ (γ) = χ(γ) is the characteristic function ofK, and can be extended to the case of more general kernels in the framework of ω-expansion. Suppose now, that besides bᾱ s (t) ≃ 1 t , bω IP also is a small parameter. This is possible in a realistic case (that is b ∼ O(1)), if, for some reason ω IP itself is small (weak Pomeron) and is also possible in the case of fixed ω IP in the limit of b → 0, i.e. in the small b-expansion being considered here. Then, one can estimate the magnitude of F ω IP from the saddle point condition applied to (11) 
which yields
where we have used the relation
Because of the decomposition (9) and of the perturbative behaviour (5) we obtain the estimate
In other words, the Pomeron is potentially leading for Y → ∞ because ω IP > ω s (t) for t ≫ 1, but is exponentially suppressed with the hard scale parameter t. We notice that the suppression exponent is dependent on the parameter bω IP t = ω IP /ᾱ s , and also on the model being considered (implying a different solution for p(x) from (13)), but is always of the form
For instance in the case of the Airy diffusion model we get
Therefore in the limit bω IP t ≫ 1 we get the suppression factor
with the function g ∼ const/ √ᾱ s . On the other hand in the collinear model with χ(γ) = 1/(γ(1 − γ)) one obtains
which yields the suppression factor of the form,
We conclude that, at large values of t, the transition probability to the Pomeron behaviour is typical of a tunneling phenomenon and is of the general form
so that the b parameter at fixed values ofᾱ s plays a role of in a semiclassical approach in quantum mechanics.
A better insight into the tunneling phenomenon is gained in the simple example of the Airy diffusion model which is obtained by expanding the kernel eigenvalue into the second order in γ. By using this approximation, the evolution equation (1) takes the form
We make then the following change of variables
which in this case results in
Making use of (24, 25) and performing additionally the transformation G = x 
where now the rapidity Y is interpreted as the imaginary time andp ≡ ib ∂ ∂x is the "momentum" variable conjugated to x. The potential V (x) has the following form
and is basically provided by the −ω s [t(x)] part dependent on the running couplingᾱ s (t), apart from the quantum corrections proportional to b 2 .
In this interpretation, which differs slightly from the ω-dependent ones discussed previously [12] , the non-perturbative parameter ω IP is directly given by the lowest energy state in the stationary equation corresponding to (26) , whose potential is pictured in Fig. 1 . Therefore the barrier is directly that arising at energy −ω IP by the fact that ω s (t) decreases to zero at large values of t(x). Both the binding of the Pomeron and its suppression at large values of t are provided by the running ofᾱ s (t) which implies that the strong coupling region is much more "attractive" than the weak coupling one. The detailed estimate of ω IP depends crucially on the shape of the potential well for small values of t which instead is provided by specifying the strong coupling behaviour of ω s (t) andᾱ s (t). For instance in the case of the cut-off prescription ( Fig. 1 )
one requires the solution to vanish at the boundaryt,
The suppression factor on the other hand is basically provided by the perturbative regime and by Eq. (16) in the semiclassical approximation.
In the potential-like interpretation above, the Pomeron contribution to the Green's function corresponds to the lowest lying bound state and nearby ones (which are solutions to the homogenous equation) and the perturbative contribution roughly correponds to the continuum of positive energies, yielding singularities at Re ω ≤ 0, see Fig.2 . This decomposition is however not unique (neither was (7), because of ambiguities in the definition of the irregular solution F I ω ). In fact, subleading bound states, ω b < ω P , see Fig. 2 can be incorporated into the perturbative part also, depending on the size of ω s (t) . Since they are still suppressed by exp(− 1 bᾱs(t) ) factors, like the Pomeron, they appear to play a role similiar to renormalon ambiguities in QCD perturbation theory. The important point is that the whole Green's function is well defined, given the strong coupling boundary condition, as is also the Pomeron contribution, provided by the lowest energy bound state −ω IP in the potential V (x).
Perturbative Green's function and its b-expansion
We have just understood on the basis of a few solvable examples, that the gluon Green's function can be decomposed (in a non-unique way) into a perturbative part, which gives the ω s (t) exponent, Eq. (5) at large values of t, and a Pomeron part which is leading x 2 . The dashed line illustrates the boundary x(t) at which one has specified the regularisation ofᾱ s (t).
for Y → ∞, but is suppressed by the tunneling factor (16) at large t's. We shall now analyse a similar decomposition in the more general case of a BFKL model with running coupling, in which K has the form (4) whereK is a scale invariant kernel with eigenvalue function χ(γ). It is known [10] that for such a model, a formal solution for the Green's function in the perturbative regime is provided by the double γ-representation
This expression should be used with care for several reasons. Firstly it is a formal solution of Eq.1 with running couplingᾱ s (t) = 1/(bt) which diverges at t = 0 (Landau pole). Thus it may be acceptable for t, t 0 ≫t only, wheret parametrizes the boundary of the strong coupling region, whenᾱ s (t) departs from the perturbative expression 1/(bt). Furthermore, the representation (30) has an essential singularity at ω = 0. Therefore, the Pomeron singularity ω IP > 0 arising from the regularisation of the strong coupling is not obviously included in this representation. Finally, the definition (30) is ambiguous also, because the convergence path of the γ 0 contour is not specified for γ 0 → ∞. Any further specification will represent the addition of a single γ-representation (11) , that is a solution of the homogenous equation (1) (as is the Pomeron). Given these questions we shall first provide a more rigorous definition of the perturbative part of the gluon Green's function.
Relation of the double-γ representation to the spectrum
We start considering the double γ representation (30) in the context of the principal value regularisation of the Landau pole in Eq. (4). Such regularisation was already considered in Ref. [7] and was shown to result in a continuous ω spectrum, with ω having all real values from −∞ to +∞. This seems paradoxical at first sight, but is actually hardly surprising, since in such a case the strong coupling constantᾱ s (t) is not positive definite and is unbounded. Since we actually aim at a physical Landau pole regularisation in whichᾱ s (t) keeps its positivity and is bounded, we should properly handle in Eq. (30) the contribution of the positive end of the ω-spectrum, which is an artifact of the principal value regularisation.
Let us recall [7] that, in the analytical principal value regularisation 2 P (
+ iν space of the kernel (4) take the form
where we have used the representation t = −∂ γ to derive the (right) eigenfunctions, and the conjugate (left) eigenfunctions due to the asymmetrical role of the coupling in Eq. (4), are defined byF
satisfies the spectral representation
where the variables γ = 1/2 + iν and γ 0 = 1/2 + iν 0 run along the Re γ = 1/2 axis. In order to evaluate the integral (32) we shall distort the ω ′ contour so as to go to Im ω
. We have to additionally assume that χ m < 0, so that i(X(γ 0 ) − X(γ)) has always the sign of ν 0 − ν. The case χ m > 0 will then be treated by analytical continuation. The result of this contour integration in Eq. (32) reads then
with
Then, by performing a Fourier transform to t-space, it is straightforward to derive from the expression (33) the double γ-representation of Eq. (37) with the additional constraint that the contour c(∞) is chosen so as to make Re (γ 0 − γ)/ω > 0.
It is now important to realise that the positive ω spectrum in (32) is strongly dependent on the details of the regularisation procedure around the Landau pole of the running couplingᾱ s (t). In fact, if one assumes that χ m < 0 andᾱ s (t) is frozen for t <t wheret is large and negative, one realises that the spectrum has a gap for 0 < ω < χ m /(bt). The simplest way to see it is by using the Schroedinger picture of Ref. [22] , in which the eigenfunctions are solutions with negative energy χ m in the linear potential 3 ∼ bωt plotted in Fig.3 . We need in fact that the potential depth |bωt| > |χ m | for the continuum to begin. Because of the gap, the Green function G ω (t, t 0 ) can 1 bᾱs(t) ) . 3 Strictly speaking, this picture applies to eigenfunctions in the Airy regime of large t, be continued analytically in the whole cut ω-plane, while the eigenfunctions and the expression (33) will be only slightly distorted for t, t 0 > 0 if −t ≫ 1. Therefore we can define, see 
This expression cuts off the (Pomeron-like) positive ω spectrum completely and yields an asymptotically decreasing function for both positive and negative Y 's (recall that χ m < 0). Furthemore, for |t| ≫ 1, one can use (33) and therefore the double γ representation (37) in order to estimate it. We have thus achieved our goal, that was to show that the double γ representation, with the ω-contour running over the imaginary axis, is an acceptable definition of the perturbative part G pert (Y ; t, t 0 ). In fact, while the negative ω spectrum with large eigenfunctions in the large t ≫ 1 regime is weakly dependent on the regularisation procedure, the positive ω spectrum strongly depends on it but it is completely cut off by the ω integral being used. Since the ω > 0 eigenfunctions are large in the t < 0 regime, changing the regularisation procedure to a physical one will now affect the perturbative part only through the tunneling from In other words, we propose to define the perturbative Green's function by the ω-contour over the imaginary axis in Eq. (35) in the double γ representation with χ m < 0 (followed by the analytic continuation to χ m > 0). This is an acceptable definition and cuts off the positive ω-spectrum in the principal value regularisation, to be replaced by the Pomeron one in the physical case. However there is an intrinsic, renormalonlike ambiguity in such a definition due to the fact that the strong coupling boundary condition still distorts the perturbative eigenfunctions by terms which are of the relative order ∼ exp[−1/(bᾱ s (t))].
b-expansion and diffusion corrections
We have just shown that the gluon Green's function for the kernel (4) with a physical regularisation ofᾱ s (t), can be written as,
where we propose to take
and c(∞) is a proper specification of the δ contour with Re δ ω > 0 . As was mentioned in the previous subsection this decomposition is not unique, but here we focus on properties of the perturbative expression (37) which are independent of renormalon ambiguities.
Let us now evaluate (37) in the regime in which t, t 0 , 1/(bω), ωY are all large parameters. One way of looking at it is to let b → 0 withᾱ s (t),ᾱ s (t 0 ) and bY kept fixed, which is the b-expansion we are investigating. This allows us to perform a saddle point estimate of the exponent in (37) for any ω value. It also ensures that the Pomeron contribution is strongly suppressed by the tunnelling factor 4 (22) . In such a regime we obtain the saddle point conditions
For instance, if we take t 0 = t and we use the (anti)symmetry of χ(γ) (X(γ)) for γ ↔ 1 − γ, we can defineγ = 1 2
−p with the equations
and the saddle point exponent of (37) becomes
where we have again used the integration by parts, analogous to (15) . Insight into the behaviour of (40) is obtained by eliminatingω in Eq. (39), to get (ω
We see, (41) is driven towards the minimum of χ , corresponding top = 0. The other solution withp ≃ 1/2 (γ ≃ 0) is instead subleading and unstable and is thus discarded. By expanding the eigenvalue function χ around the minimum we obtain, . and the saddle point exponent (40) becomes
The result (43) exhibits the existence of a power series in the parameter z = Dζ 2 , previously emphasised [16] in the context of the Airy model. The first correction of this series yields the term ∼ D(ω 0 s Y ) 3 /t 2 found in various papers, for example see [7, 8, 9] . Further corrections, subleading in Y, come from integrating the fluctuations around the saddle point (39). The fluctuation matrix has two positive and one negative eigenvalue, roughly corresponding to γ and ω fluctuations along the imaginary axis and to δ fluctuations along the real axis (see Appendix A). As a result one obtains the following normalisation factor
which shows further dependence on z = Dζ 2 , of the type ∼ Y 2 . From higher order fluctuations one finds also further subleading corrections with linear dependence on Y . In appendix B we show how to obtain them in the specific case of the Airy diffusion model (see Sec. 4). In the BFKL case the term linear in Y is calculated in [17] and provides the shift
to the hard Pomeron exponent due to the diffusion corrections.
Let us note that the saddle point (41) can also be studied for ζ = O(1) and 0 < p < 1 2 . Due to the expansion of χ around γ = 
2 log(p − 1/2)), see Fig. 5 . Therefore it has a maximum at some value ofp = p c . Correspondingly, for ζ ≥ ζ c = g(p c ) , the saddle point(s) become complex conjugate, and the exponent E(ωY, ζ) acquires a branch point. In the case of BFKl the critical value ζ c ≃ 0.26413. Such behaviour was hinted at in [16] and is here shown to be quite general. To summarize, we have shown that the perturbative Green's function in the bexpansion takes the form
where ζ = ω 0 s (t 0 )Y /t 0 and for t = t 0 ,
are given by power series in ζ with convergence radius ζ c determined by the method of at fixed values of bY ,ᾱ s (t) and ζ, while the normalisation is O (1) and the fluctuations are O (b n ), n ≥ 1, as is natural from the role of b as a semiclassical expansion parameter.
The above presented analysis can be easily extended to the case of different scales t > t 0 , in order to reproduce the collinear limit. The exact solution to the set of equations (38) is rather complicated to be found analytically for the general case of non-equal scales; it can be however easily solved numerically. In Fig. 6 we show the solution for theω,γ andγ 0 =γ +δ in the case of the collinear model χ(γ) = 1/(γ (1−γ) ) as a function of scale t starting from t = t 0 . The saddle point exponentω first decreases with t, then has a minimumω m = ω (0) s (t 0 ) at certain t m and then increases. The solution for theγ 0 starts from the valueγ 0 > 1/2 but then moves towards zero as theγ also does. The point at whichγ 0 (t m ) = 1/2 is exactly the minimum of the saddle point exponent ω(t). In the regime when t ≫ t 0 ≫ 1, both solutions tend to zeroγ,γ 0 → 0 and one can recover the correct asymptotic behaviour by making the collinear approximation in (38)
which givesω
The function g(p) is generalised in this case too, and depends additionally on t and
where we have defined ∆t ≡ t − t 0 . In Fig. 7 we show it as a function ofγ 0 for different values of the scales t and t 0 . Again the value of the parameter ζ = χ m Y /(bt 2 0 ) = g(γ 0 , t, t 0 ) will determine the solutions for theγ 0 and the related quantities. The solution will be given by the lower value ofγ 0 and it will quickly pass 1/2 and shift towards 0 with increasing asymmetry ∆t. The maximum of the curves g(γ 0 ; t, t 0 ) also increases with ∆t which means that in the collinear situation when t ≫ t 0 ≫ 1 one has a real solution for quite large positive ζ and that the critical value ζ c ∼ ln t/t 0 . Note, however that due to the peculiar shape of the function g(γ 0 ; t, t 0 ) (Fig. 7) for ζ → 0 + bothγ andγ 0 drift towards zero, as in Eq. (48), and that the exponent in Eq. (49) implies a singular behaviour of the exponent function in Eq. (47)
Therefore, for t > t 0 , the exponent function E is no longer a power series in ζ around ζ = 0, but should be rather expanded around some nontrivial value of ζ (like ζ = g( ; t, t 0 ), for whichγ 0 ≃ 1 2
), so as to stay away from both ζ = 0 and ζ = ζ c .
On the other hand, if (t − t 0 )/t 0 = bᾱ s (t 0 )∆t ≪ 1 the exponent in Eq. (49) takes up the double log DGLAP form ∼ 2 Yᾱ s (t 0 )∆t with frozen coupling (one cannot distinguishᾱ s (t) fromᾱ s (t 0 ) for such values of ∆t). Since this expression is finite at fixedᾱ s (t 0 )Y , one can still perform an expansion of the exponent in b in this small ∆t regime, as proposed for a numerical procedure in Sec.5.
Explicit Green's function in the diffusion model
The diffusion model with running coupling of Eq. (23) has been discussed in the literature [21] in various ways, starting from its equivalence [22] with a Schroedinger-like problem in t space. We reconsider it here with a purpose of providing a representation for it which makes the b-expansion and the evaluation of diffusion corrections quite explicit.
We start from Eq. (37), with χ m < 0 and with the specification of the δ contour provided by Eq. (33), according to which Re(δ/ω) should be positive. The exponent in (37) in the case of the diffusion model has the following form
We notice that, since X(γ) is cubic in γ for the diffusion model, X(γ + δ) − X(γ) is quadratic in γ, with coefficient of the quadratic term given by
, which has a positive real part. Therefore the γ integral, at fixed ω and δ/ω, converges along the imaginary axis and can be done explicitly to yield
where we have introduced the variables
Surprisingly enough, the ω dependence of the exponent in Eq. (53) is still quadratic at fixed x 2 ∼ δ/ω, with positive coefficient of the quadratic term. Therefore the ω integral converges along the imaginary axis and can be done explicitly to yield
where we recall that the x integral converges because we have set χ m < 0 . Finally, by introducing the new integration variable ξ =
where ω s (t) = 
but the Y = 0 − contribution is non-vanishing. As a matter of fact we have
and this means, according to Eq. (35), that the projector over the negative (positive) spectrum is 2(-1) in this case. Third, apart from the overall t 0 /t factor(due to the asymmetrical role of the running coupling in the kernel), the t and t 0 dependence occurs mostly through the parametert = t+t 0 2 corresponding to the scale kk 0 for the hard process. Finally, the b-dependence is nicely summarized by introducing the parameter
in terms of which Eq. (56) reads
for Y > 0 (Y < 0) respectively. This equation provides the almost explicit representation of G we were looking for.
Before analyzing Eq. (60) in more detail, let us consider the analytic continuation of Eq. (56) to the positive values of χ m . Only the ξ = 0 region of the integral is affected. In this case the contour in the ξ-complex plane has to be distorted so as to reach the end point ξ = 0 from the Re ξ < 0 region, and this can be done in several ways, see Fig.8 . Since the measure of the small ξ region vanishes, this contributon is not expected to introduce sizeable ambiguities, which are roughly given by solutions of the homogenious equation with ω = 0. 
For z < 0 (χ m < 0) there are four saddle points, the leading one being close to ξ = 1. For z > 0 (χ m > 0) the saddle points close to ξ = 0 (contributing to the completeness relation) become complex and two real ones remain. The leading one atξ ≃ 1 − ǫ for ∆t ≪t and z ≪ 1 is equal tō
and yields the exponent
thus confirming the results of Ref. [16] and generalizing them to arbitrary scale dependence.
By taking into account the fluctuations around the saddle point we can also obtain the ∼ Y 2 corrections (apart from the already known ∼ Y 3 ones of Eq. (63)). It turns out that by considering the third order derivative of the exponent in (60) one can also identify the correction linear in ∼ Y which corresponds to the second order shift of ω s (t). The details of the calculation are provided in appendix B and yield the result δω
Y , which reproduces the first term of (45). The importance of the parameter z(t) is confirmed by the above procedure. In fact, above some critical value z c (∆t/t) the saddle points collide and become complex, implying a singularity of the saddle point evaluation and thus a change of regime occuring for
. The critical value of z c is ∆t t -dependent and ranges
) for ∆t = 0 to z c = 0 for ∆t 2t = 1, (t 0 ≪ t). This has to be contrasted with the results for the case of collinear model (see subsection 3.2 and discussion about Eq. (50)) where the critical value of z c is always positive and has the asymptotic behaviour z c ∼ ln 2 t/t 0 for t ≫ t 0 ≫ 1. The fact that z c = 0 for the Airy model in the collinear regime just means that this approximation is no longer valid. In fact the validity of Airy model is strongly limited to small values of ∆t . Finally, for z ≫ 1, the complex saddle points at ξ = ± 1 √ 3
(e ±iπ z) 1/4 dominate the exponents, which become in that case
thus implying an unphysical oscillatory behaviour for ω s (t)Y ≫t, as already discussed in [16] .
Numerical results
In addition to the analytical studies carried out above, it is also possible to examine the b-expansion from a numerical point of view. There are two main purposes to this. One is to examine the structure of the b-expansion somewhat more generally, be it at higher order, or in the context of more general kernels.
The other aim is to establish a way of numerically defining 'purely perturbative' predictions for high-energy scattering, as well as the potential domain of validity of these predictions. While for leading-order BFKL calculations this is not strictly necessary given the analytical tools at our disposition, when including higher-order corrections, numerical methods may represent a more practical approach.
Numerical b-expansion
The BFKL equation (1) for the gluon Green's function can be written in rapidity and transverse momentum space as
where the scale X of the coupling may be t (as has been the case so far in this article) or ln q 2 , or some other combination of scales in the problem. The gluon Green's function is defined with the following initial condition:
To determine the b-expansion of G, we carry out several numerical evolutions of the initial condition, each time with a different (small) value of b. For arbitrary b, the coupling is defined such thatᾱ s (t 0 ) is independent of b:
Typically we use b values of −nδb, −(n − 1)δb, . . . , nδb with δb of order 0.01 and n = 3. The smallness of δb ensures the absence of non-perturbative tunneling contributions, since they are suppressed by a factor exp[− 
where we assume that t − t 0 ≪ t 0 . Expression (68) corresponds to the series in Eq. (47) for the normalisation and exponent functions in terms of the parameter ζ = bᾱ s (t 0 )ω s (t 0 )Y . We note that this numerical b-expansion differs slightly from the analytical b-expansion discussed earlier. In particular while previously the expansion was performed with α s (t 0 ), α s (t) and bY fixed, here it is α s (t 0 ), t − t 0 and α s (t 0 )Y that are kept fixed.
In the approximation that for the small b-values being considered, ln G is well represented by a truncation of the series (68) at term i = 2n, it is straightforward to determine the ℓ i . Thus with n = 3 we are able to determine terms in the expansion up to ℓ 6 . Formally the error on the determination of the ℓ i from neglected terms is of order (nδb) 2n+1−i ℓ 2n+1 , though it can be larger if there is significant cancellation between terms.
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In a number of the figures that follow we will actually consider the effective exponent
rather than the Green's function itself -the use of ω eff facilitates the identification of the Y -dependence of certain of the ℓ i , and ω eff can itself also be expanded in powers of b, s Y terms and asymptotically one sees a good agreement. The right-hand plot shows the difference between the full numerical and partial analytical determination of ω eff,2 and one sees that it is consistent asymptotically with a constant term, which equals to δω 41) is sizeable, and the importance of higher order terms increases with Y , meaning that the series (70) is slowly converging, because of nonanalyticity at ζ = ζ c . This point will be discussed in more detail below and determines the perturbatively accessible range of Y for BFKL predictions.
It is also of interest to examine what happens to the evolution when α s is evaluated not at scale t but at ln q 2 , which is favoured by the NLL corrections to the BFKL equation [3] . The differences in the ω eff,i between these two options are shown in figure 11 . This figure has been generated with a Gaussian (∝ e −(t−t 0 ) 2 /2 ) initial condition as opposed to a delta-function, because with a delta-function, at small Y one finds spuriously large contributions enhanced by logarithms of the 'width' of the delta-function.
With α s (ln q 2 ) one loses the b ↔ −b symmetry of the evolution and both odd and even powers of b are present. At orders b and b 2 the effect of changing from α s (t) to α s (ln q 2 ) is simply to modify ω eff by a constant -essentially the dynamics which led to the asymptotic Y -dependence in figure 10 is independent of what scale one chooses for α s . The constant shift is trivially ∆ = −ω Figure 11 : The difference between ω eff,i (Y ; t 0 , t 0 ) for the case of a coupling that runs as α s (ln q 2 ) and one that runs asᾱ s (t). Shown forᾱ s (t 0 ) = 0.1.
Pure perturbative predictions
One application of the b-expansion is that of extracting 'purely perturbative' numerical predictions.
One of the most common ways of obtaining BFKL predictions including running coupling is to solve eq. (65) (or its analogues with various forms of higher-order correction) with a regularised running coupling, see for example [18, 19] . A measure of the perturbative uncertainty on the prediction can then be made by comparing different regularisations and seeing how they affect the Green's function. This is illustrated in fig. 12a , which shows the Green's function evaluated by direct numerical solution of eq. (65) with two different regularisations of the coupling: in one the coupling is set to zero for t <t whereᾱ s (t) = 0.5, while in the othert is defined byᾱ s (t) = 0.25. In this and other plots in this section, we use α s (ln q 2 ) and the initial condition is a Gaussian rather than a delta-function so as to have sensible behaviour for G at small Y .
At small and moderate Y there is good agreement between the two curves, but beyond a certain point they no longer coincide, and one may deem this to be the limit of the perturbative prediction. However we could quite easily have chosen a different set of regularisations to compare to (e.g. with a coupling that freezes belowt) and one would have come to a different conclusion about the point where non-perturbative effects become important; it is difficult to make a strong case for one regularisation scheme as opposed to another. A second point is that for small values of α s (t 0 ), in the numerical calculation the transition to the non-perturbative regime comes about by tunneling [12, 13] , which places a limit on the maximum accessible rapidity, Y max , that scales as 1/α s (t 0 ). However there are arguments that suggest that in the real world (as opposed to a numerical solution of a linear BFKL equation) effects such as unitarity [23, 24] , or the fact that the Pomeron is soft, will eliminate or suppress tunneling. In such a situation the true non-perturbative limit on the maximum rapidity is believed to scale as 1/α 2 s (t 0 ) [16] . There is however a problem of how practically to calculate a Green's function beyond the tunneling point.
The b-expansion offers a solution to both these problems. The question of how to determine the rapidity where perturbation theory breaks down reduces to that of establishing when the series expansion in b stops converging. This is illustrated in fig. 12b . One eliminates in this way the need for a subjective decision about a regularisation of the coupling. It is still necessary to decide where to truncate the series, but one has an analytical understanding of the properties of the series and the mathematical tools in such a case are well-established.
The problem of tunneling is also eliminated, because a truncated perturbative expansion in powers of b will not reproduce a non-perturbative e 1/bαs factor. 6 The maximum perturbative rapidity in the b-expansion is therefore expected to behave precisely as discussed in [16] , namely to scale as 1/α 2 s (t 0 ). These ideas can be tested by considering a series of evolutions for different α s (t 0 ) values. In each case one establishes a maxmimum accessible rapidity, Y max , in two ways:
1. by examining when two non-perturbative regularisations lead to answers which differ by more than a certain threshold;
2. by examining when the difference between different truncations of the b-expansion differ by the same threshold.
In the first case we take the two regularisations used for fig. 12a , while in the second case we take truncations at order b 3 and b 4 . We define the threshold as being when s (t 0 ). Some comments are in order. For the case of nearly leading-log BFKL evolution that has been studied here, one could equally well have performed a normal expansion in powers of α s for fixed α s Y apart from the need of the Pomeron suppression. Indeed, it turns out that (for t = t 0 ) the b i ℓ i are functions only of α s Y and bα s , and one can therefore rewrite the expansion for ln G as
. From the point of view of Eq. (46) the highest Y powers in λ i ∼ (α s Y ) i+1 correspond to the exponent function, the next-highest ones (∼ (α s Y ) i ) to the normalisation, and lower ones to higher order fluctuations. Therefore, the b-expansion is needed to suppress the Pomeron, but is actually in one-to-one correspondence with an expansion in α s at fixed α s Y .
For next-to-leading-logarithmic (and N n LL) evolution the situation is different. As is well known, the series convergence in α s is extremely poor, because of several problems stemming essentially from large collinearly enhanced terms. To carry out an expansion in α s for fixed α s Y is therefore almost doomed to failure. The b-expansion will on the other hand be much more stable because at each order in b one will effectively be able to resum collinearly-enhanced terms α n s (α s Y ) m , in analogy with what is done in [20, 25] . The detailed behaviour is currently under investigation [17] .
It is important keep in mind that after accounting for higher-order effects, the numerical values in figures such as Fig. 13 will be significantly altered, because on the one hand the diffusion coefficient is known to be very different at higher orders [3] , and the tunneling behaviour is also expected to be numerically substantially modified. Nevertheless, we expect the qualitative features of that figure to persist.
Finally, one potential practical limitation of the b expansion is the case when t and t 0 are different, leading to the need for a collinear resummation. In such a case, as mentioned in Sec.3.2, in the regime where t − t 0 ≪ t 0 , the coefficients of the b expansion will be enhanced by powers of (t − t 0 ), and though the series may still be formally convergent, it is not clear whether it will be practical to include a sufficient number of terms for the convergence to be reached. To establish this point requires further investigation.
Conclusions
In this paper we have studied the properties of the gluon Green's function in the case of the small-x evolution equation with running coupling. In general the solution can be decomposed into perturbative -hard Pomeron and non-perturbative -Pomeron components. The hard Pomeron is then governed by the perturbatively calculable saddle point exponent ω s (t) which is modified by the corrections due to running coupling effects. The non-perturbative part has instead a true singularity ω IP which is leading at large values of rapidity since ω IP > ω s (t). The Pomeron part is however suppressed at large values of t by a tunneling factor which has a universal form of exp[−1/(bᾱ s )g(ᾱ s )]. As a simple illustration, in the Airy diffusion model the Pomeron singularity is the lowest lying energy state of the potential in the Schroedinger-like problem. The perturbative part corresponds then to the continuum of states at Reω < 0. The decomposition into perturbative and non-perturbative parts is however non unique in the sense that some subleading bound states ω b < ω IP can be included in the perturbative part of the gluon Green's function and are similiar to a renormalon ambiguity.
Starting from this qualitative picture, we introduced the b → 0,ᾱ s fixed limit in which the Pomeron is suppressed, in order to study the properties of the perturbative part G pert (Y ; t, t 0 ). By applying the b expansion we obtained the saddle point exponent and the diffusion corrections. We showed that apart from the well known ∼ᾱ in the double-γ representation Eq. (37). It reads as follows:
where we have made use of the relations (39). The secular equation reads then 2χ
By looking at the separate terms in Eq. (A.3) it turns out that the sum and product of the eigenvalues have the following form (χ ′ (γ) < 0) 4) which means that we have two positive eigenvalues and one negative -provided that
Since we have set that bY = ζ(bt) 2 /χ m the condition (A.5) is equivalent to χ m > −ζχ ′ (γ) and holds as long as ζ is a small parameter. Two positive eigenvalues correspond thus to fluctuations along the two imaginary axes and the negative eigenvalue to the fluctuation along the real axis in Eq. (37). After performing the integrations we obtain the following overall normalisation factor (using (A. 
