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Abstract. In this paper we study complexity of randomly generated instances
of Dehn search problems in finitely presented groups. We use Crump-Mode-
Jagers processes to show that most of the random instances are easy. Our
analysis shows that for any choice of a finitely presented platform group in
Wagner-Wagner public key encryption protocol the majority of random keys
can be broken by a polynomial time algorithm.
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1. Introduction
Let L be a set, typically an algebraic structure, and P a property of objects
in L. Decision problems for L are problems of the following nature: given an
object O ∈ L, decide whether O has the property P , or not. On the other hand,
search problems are of the following nature: given an object O with the property
P , find an efficiently verifiable proof (sometimes called a “witness”) of the fact
that O has P . Typically, the proofs must be verifiable in polynomial time by a
deterministic Turing machine. In this paper, motivated by applications in group-
based cryptography ([13, 33, 34]), we study computational complexity of search
problems of group theory: word, conjugacy, and uniform membership problems for
finitely presented groups.
In classic complexity theory the time complexity T (O) of an algorithmic problem
for a given input O is the time required by the algorithm (Solver) to find the answer
for O. The time complexity function T measures the difficulty of the provided
challenge O. Note that the sets of positive instances of the word, conjugacy, and
membership problems are recursively enumerable and, hence, the problems are
solvable, i.e., there exists an algorithmic procedure which computes a required proof
for a given input in finite time. However, in general, those sets are not recursive
[38, 7] and, hence, this approach does not give a meaningful complexity estimate
on the running time because T has no recursive upper-bound.
On the other hand, when we look at the problems from the practical point of
view, we assume that the instances of the problem are somehow sampled by some
procedure (Challenger), and the procedure “knows” that the sampled instance is a
positive instance of the problem, i.e., it has a proof that the instance is positive.
This spreads out the complexity “more evenly” between two entities, the one which
Date: October 10, 2018.
The work was partially supported by NSF grant DMS-0914773.
1
2 PAVEL MORAR AND ALEXANDER USHAKOV
generates a positive instance of the problem and the one which finds a proof for
that instance. Thus, we treat a search problem here as a two-party game. In this
setting, a natural analysis of the problem is the comparison of running time of an
algorithm required for the challenger to generate an instance versus that for the
solver to find a witness. We formally define this in Section 1.4.
1.1. Group theory notation. For a finite set X denote by X−1 = {x−1 | x ∈ X}
the set of formal inverses of elements of X . The map x → x−1(x ∈ X) naturally
extends to an involution on the set X± = X ∪X−1 with (x−1)−1 = x. By (X±)∗
we denote the free monoid on X± and by F = F (X) the free group on X . By ε we
denote the empty word, by ’=’ the equality relation and by |w| the length of w in
the free monoid or the free group depending on the context. For a word w ∈ (X±)∗
by w and ŵ we denote the free and cyclic reductions of w correspondingly. The
word w is reduced if w = w in (X±)∗, and is cyclically reduced if w = ŵ in (X±)∗.
For a subset R ⊆ F (X) a pair (X ;R) defines a group F (X)/ nclF (R) denoted
by 〈X | R〉 with the set of generators X and the set of relators R. The pair (X ;R)
itself is called a group presentation and is finite if both X and R are finite. We say
that a group G has a presentation (X ;R) if G ≃ 〈X | R〉, and G is called finitely
presented if there is a finite group presentation for G.
For w1, w2 ∈ F (X) we write w1 =G w2 if they represent the same element of
G and w1 ∼G w2 if w1 and w2 are conjugate in G, that is, w
g
1 =G w2 for some
g ∈ F (X), where wg1 = g
−1w1g.
We say that R ⊆ F (X) is symmetrized if R contains only cyclically reduced
words and is closed under taking inverses and cyclic permutations. Denote by R⋆
the minimal symmetrized set containing R (with all the words cyclically reduced).
A presentation (X ;R) is symmetrized if R = R⋆. A finite presentation can be
efficiently symmetrized and symmetrization does not change the computational
properties of the fundamental problems (see [34]).
1.2. Dehn problems. The following algorithmic questions are called the Dehn
problems. These problems are the central questions of combinatorial group theory
and often are referred to as the fundamental problems for groups.
The word problem for G is an algorithmic problem to decide if a given word
w ∈ F (X) represents the identity element of G.
The equivalence problem for G is an algorithmic problem to decide if two given
words w1, w2 ∈ F (X) represent the same element of G, that is, if w1 =G w2.
The conjugacy problem for G is an algorithmic problem to decide if given words
w1, w2 ∈ F (X) represent conjugate elements in G, that is, if w1 ∼G w2.
The (uniform) subgroup membership problem for G is an algorithmic prob-
lem to decide, given a tuple of words h1, . . . , hk ∈ (X±)∗, if h ∈ (X±)∗ represents
an element of the subgroup 〈h1, . . . , hk〉 in G.
We say that a finitely presented group G has a decidable word (equivalence,
conjugacy, membership) problem if there exists an algorithm solving that prob-
lem. The property of G to have a decidable (or undecidable) word (equivalence,
conjugacy, membership) problem is a group property, i. e., it does not depend on
a particular finite presentation of G. Note that the equivalence problem can be
straightforwardly reduced to the word problem by changing the question from if
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w1 =G w2 to if w1w
−1
2 =G ε. Search variations of Dehn problems are defined as
the following.
The word search problem (WSP) for G is an algorithmic problem to find, given
w ∈ F (X) with w =G ε, a witness of the fact that w represents the identity in G.
The equivalence search problem (ESP) for G is an algorithmic problem to
find, given w1, w2 ∈ F (X) with w1 =G w2, a witness of the fact that they are
equivalent.
The conjugacy search problem (CSP) for G is an algorithmic problem to find,
given conjugate in G words w1, w2 ∈ F (X), a witness of w1 ∼G w2.
The (uniform) subgroup membership problem (MSP) for G is an algorith-
mic problem to find, given a tuple of words h1, . . . , hk ∈ F (X) and h ∈ F (X) with
h ∈ 〈h1, . . . , hk〉 in G, a witness of h ∈ 〈h1, . . . , hk〉 in G.
We use the same witnesses as in [35]. For examples of witnesses see [44].
1.3. The Wagner-Magyarik cryptosystem and its modifications. In the
1950’s it was proven that finitely presented groups can have undecidable word
problems, see [38, 7] (see also [10, 8, 11, 36]).
The hardness of the fundamental problems of combinatorial group theory in-
spired many cryptographic constructions. We are particularly interested in the
hardness of search variations of Dehn problems. One of the cryptoschemes inspired
by the fundamental problems of combinatorial group theory, and the most interest-
ing to us, is the Wagner-Magyarik public-key cryptosystem proposed in [31], where
the authors outline a conceptual construction of a cryptosystem based on the word
problem, and illustrate their proposal with a specific suggestion for the choice of
the system parameters. Here is an outline of the construction.
Algorithm 1. Wagner-Magyarik PKC
Initial Setup: Choose a finitely presented group G = 〈X | R〉 with a computa-
tionally hard word problem and its quotient G′ = 〈X | R ∪ S〉 with a com-
putationally easy word problem. Choose words w0, w1 representing different
elements in G′.
Public Key: The triple ((X ;R), w0, w1).
Private Key: The set S.
Encryption: To encrypt b ∈ {0, 1} randomly rewrite a word wb (see Algorithm 2
below) to obtain a random word w satisfying w =G wb.
Decryption: Since G′ is a quotient of G and w0 6=G′ w1 it follows that w =G wb if
and only if w =G′ wb. Hence, to decrypt w it is sufficient to check if w =G′ w0
or w =G′ w1.
The scheme received some critique especially for being vague and missing a lot of
important details (see [6]). Also it was shown to be vulnerable to reaction attacks
(see [49]). In addition, it was observed in [6] that security of this scheme depends
on the hardness of the word choice problem.
The word choice problem for G: Given words w0, w1, w decide if w0 =G w or
w1 =G w, provided that exactly one equality holds.
4 PAVEL MORAR AND ALEXANDER USHAKOV
The word choice problem and word problem for G are not equivalent. In partic-
ular, the word problem can be undecidable while the word choice problem is always
decidable. It can be attacked by solving the word search problem for ww−10 and, in
parallel, for ww−11 . Exactly one of those words is trivial and only one process stops
giving a witness for the corresponding choice.
A very important part of this scheme is the generation of a random word w. In
[31] the following algorithm was outlined.
Algorithm 2. Random Equal Word((X ;R), w, n)
Input: A finite presentation (X ;R), a word w ∈ F (X), and n ∈ N.
Output: A word w′ ∈ F (X) such that w′ =G w.
1: I =
{
xx−1, x−1x
∣∣ x ∈ X } ∪R.
2: w0 = w.
3: for i = 1 to n do
4: Randomly perform one of the following: either insert a random u ∈ I into
wi−1 at a random position p, or remove some random occurrence of some u ∈ I
in wi−1.
5: Call the obtained word wi.
6: end for
7: return wn.
Note that step 4 of this algorithm is not completely specified. It does not say
how to make required random choices. Mathematical foundations of the protocol
were never analyzed mostly because of the vagueness of the scheme. In this paper
we do a very general mathematical analysis assuming that random positions are
chosen uniformly. Our analysis does not depend on a choice of the public and
private information, namely on the choice of X,R, S, w0, w1. Instead we investigate
characteristics of the words w0, . . . , wn generated in the protocol.
Even though the Wagner-Magyarik scheme is considered to be insecure it is
still being discussed and different variations are being proposed. For instance,
in [6] the authors consider ways to make the Wagner-Magyarik scheme viable by
(considerably) changing the design and the platform group. In [1, 28, 29] the
authors study Wagner-Magyarik-like schemes based on the word choice problem in
semigroups.
The original Wagner-Magyarik cryptosystem can be modified in many ways. In
particular, one can employ the hardness of the conjugacy problem as described
below.
Algorithm 3. WM-PKC based on the conjugacy problem
Initial Setup: Choose a finitely presented group G = 〈X | R〉 with a computa-
tionally hard conjugacy problem and its quotient G′ = 〈X | R ∪ S〉 with an easy
conjugacy problem. Choose words w0, w1 representing non-conjugate elements
of G′.
Public Key: The triple (G,w0, w1).
Private Key: The set S.
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Encryption: To encrypt b ∈ {0, 1} randomly rewrite a word wb and obtain a word
w satisfying w ∼G wb.
Decryption: Since G′ is a quotient of G and w0 6∼G′ w1 it follows that w ∼G wb if
and only if w ∼G′ wb. Hence to decrypt w it is sufficient to check if w ∼G′ w0
or w ∼G′ w1.
We can use the membership search problem in a similar way. Note that the
reaction attack of Vasco and Steinwandt applies to the both variations of the original
protocol. Nevertheless these modifications are interesting in their own right.
1.4. Mode of computations and main results. All computations are assumed
to be performed on a random access machine. We use notation O˜(nc) to denote
the class of functions
⋃
k≥0O(n
c lnk(n)).
Now we formalize the challenger-solver game analysis. Let D ⊆ F (X) be the
set of positive instances of some problem and {µn}n≥0 be a system of probability
measures (distributions) on D. We assume that these measures are given in a way
that it is easy to sample elements according to them (for example, by an efficient
algorithm). The index n is considered to be a complexity parameter, so µn gives
a probability distribution on the subset of D of instances of complexity n. For a
given n the challenger generates a random instance d according to µn and sends it
to a solver A. Let TA(d) be the time spent by A on d. We say that the solver A
solves the randomized search problem (D, {µn}n≥0) generically in time T (n) if:
µn(d ∈ D | TA(d) ≤ T (n)) →
n→∞
1.
For more on generic case complexity see [26, 20].
In this paper we consider particular generators inspired by Algorithm 2, namely,
Algorithm 4 for WSP and ESP, Algorithm 5 for CSP, Algorithm 7 for MSP. The
solversAWP , ACP ([48, 34]), and AMP are discussed in Section 3. The main results
of this paper are the following theorems, which are proven in Section 4.
Theorem A. For any finite presentation (X ;R) Algorithm AWP solves the ran-
domized problem (WSP, {µn}n≥0) defined by Algorithm 4 generically in polynomial
time O˜
(
n1+e
2 lnL(R)
)
.
Theorem B. For any finite presentation (X ;R) and w ∈ F (X) Algorithm AWP
solves the randomized problem (ESP(w), {µn,w}n≥0) defined by Algorithm 4 gener-
ically in polynomial time O˜
(
(|w| + n)ne
2 lnL(R)
)
.
Theorem C. For any finite presentation (X ;R) and w ∈ F (X) Algorithm ACP
solves the randomized problem (CSP(w), {νn,w}n≥0) defined by Algorithm 5 gener-
ically in polynomial time O˜
(
|ŵ|(|ŵ|+ n)n2e
2 lnL(R)
)
.
Theorem D. For any finite presentation (X ;R) and a finite set H ⊂ F (X)
Algorithm AMP solves the randomized problem (MSP(H), {ρk,n,H}k,n≥0) defined
by Algorithm 6 generically in polynomial time O˜
(
(k + n)ne
2 lnL(R)
)
.
Theorem E. For any finite presentation (X ;R) and a finite set H ⊂ F (X) Al-
gorithm AMP solves the randomized problem
(
MSP(H), {ρ′n,q,H}n≥0
)
defined by
Algorithm 7 generically in polynomial time O˜
(
n1+e
2 lnL(R)
)
.
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Similar analysis was done in [35, 48] for a different type of challengers. The al-
gorithms in [35, 48] generate words in (X±)∗, i.e., nonreduced words. Here all
generated words are reduced, therefore, this work is a significant improvement
over [35, 48].
1.5. Outline. In Section 2 we describe particular challengers for the word, equiv-
alence, conjugacy and membership search problems. The solvers are discussed in
Section 3. In Section 4 we consider random trees associated with random instances
generated by the challengers and use them to prove the main results. In the proofs
we use Crump-Mode-Jagers processes (see the appendix for the overview).
2. Random instances of search problems
In this section we formalize the key generation procedure (Algorithm 2) by mak-
ing each word transformation explicit. In Sections 2.2 and 2.3 we propose similar
procedures for generation of random conjugates and random elements of finitely
generated subgroups.
We use the following notation throughout the paper. For n ∈ N by U(n) denote
a uniformly random element of the set {0, . . . , n}. For any distribution P(S) on
a set S we denote by u ← P(S) an element u sampled according to P(S). For
S ⊆ (X±)∗ or S ⊆ F (X) we denote by LP(S) the distribution of the length |w|
induced by P(S).
For a fixed a finite presentation (X ;R) of a group G define the set of elementary
identities:
(1) I =
{
xx−1, x−1x
∣∣ x ∈ X } ∪R ⊂ (X±)∗,
and fix an arbitrary distribution P(I) on I. A random I-transformation of a word
w is an insertion of a word u ← P(I) into w at the position p ← U(|w|) (without
cancelation).
2.1. Equivalent words. The following algorithm generates a random word equiv-
alent to w in G.
Algorithm 4. RandomEqualWord((X ;R), w, n)
Input: A finite presentation (X ;R), a word w ∈ F (X), and n ∈ N.
Output: A word w′ equivalent to w in G.
1: w0 = w.
2: for i = 1 to n do
3: Apply a random I-transformation to wi−1 to get wi.
4: end for
5: return wn.
Note that unlike Algorithm 2 Algorithm 4 does not explicitly remove relators
from wi−1 (if they occur in wi−1). It does that implicitly by inserting an inverse
r−1 next to an occurrence of r ∈ I in wi−1. If the subword r ◦ r−1 (or r−1 ◦ r) is
not changed and is present in wn, then the free cancelation on step 5 removes it.
Now, for a word w ∈ F (X) define a set:
ESP(w) = {w′ ∈ F (X) | w′ =G w } .
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Clearly, Algorithm 4 generates elements of ESP(w) on the input w and for every
n ∈ N it defines a probability measure µn,w on ESP(w):
µn,w(w
′) = Pr {Algorithm 4 generates w′ from w in n steps} .
The support of µn,w is the finite set:
supp(µn,w) = {w
′ ∈ F (X) | µn,w(w
′) > 0 } ⊆ ESP(w).
Let us point out some properties. In general, µn,w is not uniform on supp(µn,w)
and for a fixed w the sets {supp(µn,w)}n≥0 are not disjoint because a word can be
generated in several different ways (cf. [17]). If suppP(I) = I, then:
(2) ESP(w) =
⋃
n∈N
supp(µn,w).
For w = ε we use the notation µn for µn,ε and WSP for ESP(ε).
2.2. Random conjugates. In this section we define a generator of random conju-
gates of a given word w in G. The most straightforward way to generate a conjugate
of w is to conjugate w in the free group F (X) to obtain c−1wc and then apply Al-
gorithm 4 to c−1wc. Under natural assumptions on the choice of c we will be able
to generate every conjugate of w. Nevertheless we prefer another approach because
this one has the following bias. If u and v are cyclic permutations of each other,
then the distributions defined for u and v are not the same (an annular diagram
constructed for, say u, has a long tail attached to the beginning/end of the cyclic
u). That is the reason why we consider another generation method.
Algorithm 5. RandomConjugate((X ;R), w, n)
Input: A finite presentation (X ;R), a word w ∈ F (X) with w 6= ε, and n ∈ N.
Output: A word w′ conjugate to w in G.
1: Cyclically reduce w.
2: Split ŵ = w0 ◦ x with x ∈ X±.
3: u← RandomEqualWord((X ;R), w0, n).
4: return A random uniformly chosen cyclic permutation of û ◦ x.
The first and last positions of ŵ correspond to the same position of ŵ as a cyclic
word. To avoid counting it twice we perform step 2. Another way to think of ŵ is
as of an annular diagram boundary word. Its first and last positions correspond to
the same point on the boundary. So to pick a uniformly random position on the
boundary is the same as to pick a uniformly random position of the word w0.
For a word w Algorithm 5 generates elements of the set:
CSP(w) =
{
w′ ∈ F (X)
∣∣∣ w′ ∼G w and w′ = ŵ′ }
and for n ∈ N it defines a probability measure νn,w on CSP(w). It is easy to
see that νn,u = νn,v for words u, v conjugate in the corresponding free group. If
suppP(I) = I, by (2) it holds:
CSP(w) =
⋃
n∈N
supp(νn,w).
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2.3. Random subgroup elements. Let H = {h1, . . . , hk}, H± = H ∪H−1, and
〈H〉 be a subgroup of G. Fix an arbitrary distribution P(H±) on H± so we are
able to sample random elements from H±.
A word w represents an element of 〈H〉 if and only if it is equal in G to a product
wh of elements from H
±. The most straightforward way to generate such a word is
to pick a product wh and apply a sequence of I-transformations to it. We formalize
this approach in the following algorithm.
Algorithm 6. RandomSubgroupWord((X ;R), H, k, n)
Input: A finite group presentation (X ;R), a finite set H ⊆ F (X), k, n ∈ N.
Output: A word w′ ∈ 〈H〉 in G.
1: v ← v1 ◦ v2 ◦ · · · ◦ vk with vi ← P(H
±).
2: u← RandomEqualWord((X ;R), v, n).
3: return u
Define the set:
MSP(H) = {w′ ∈ F (X) | w′ ∈ 〈H〉 in G } .
Clearly Algorithm 6 generates elements of MSP(H) and for k, n ∈ N it defines a
probability measure {ρk,n,H}k,n≥0 onMSP(H). If suppP(I) = I and suppP(H±) =
H±, then:
MSP(H) =
⋃
k,n∈N
supp(ρk,n,H).
We can also use another approach, which iteratively builds up a word by ex-
panding its base in H (attaching h ∈ H± to the end of the word) and increasing its
complexity in G (applying I-transformations). The parameter q of the following
algorithm defines which type of operations we favor more.
Algorithm 7. RandomSubgroupWord2((X ;R), H, n, q)
Input: A finite group presentation (X ;R), a finite setH ⊆ F (X), n ∈ N, q ∈ (0, 1).
Output: A word w′ ∈ 〈H〉 in G.
1: w0 = ε
2: for i = 1 to n do
3: With probability q set wi ← wi−1 ◦ u with u ← P(H
±) or otherwise apply
a random I-transformation to wi−1 to get wi.
4: end for
5: return wn
It is easy to see that if H = ∅ or q = 0, then Algorithm 7 is equivalent to
Algorithm 4. Clearly, Algorithm 7 generates elements of MSP(H) and for n ∈ N,
q ∈ (0, 1) it defines a probability measure ρ′n,q,H on MSP(H). If suppP(I) = I
and suppP(H±) = H±, then:
MSP(H) =
⋃
n∈N
supp(ρ′n,q,H).
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3. Search algorithms for finitely presented groups
There are several general techniques for solving search problems in groups. All
the search problems under consideration are recursively enumerable and hence can
be solved by a total enumeration using relators of a group presentation. Also, one
can use a version of coset enumeration (the Todd-Coxeter algorithm, see [46]) or the
Knuth-Bendix algorithm ([21, 18]). Both algorithms can be used to solve WSP, but
were originally designed for other purposes. The Todd-Coxeter algorithm attempts
to construct the Cayley graph (or, more generally, the Schreier graph) of a group
G. The Knuth-Bendix algorithm attempts to find a complete rewriting system for
a given group presentation. There are no known (to the authors) complexity upper
bounds for these algorithms in the context of all finitely presented groups.
In this paper we use algorithms proposed in [48] that were specifically designed
to solve WSP and CSP in finitely presented groups. Here we use slightly different
notation and denote Algorithm A of [34] solving WSP by AWP and Algorithm
C solving CSP by ACP . In Section 3.2 we introduce Algorithm AMP (similar to
AWP ) to solve MSP. The time complexity of these algorithms depends on the
notion of depth, which measures complexity of input words and is defined as a
parameter of the corresponding diagrams. In the next section we shortly review
basic definitions for diagrams and depth (see [30, 39, 9]) and discuss the time
complexity of Algorithms AWP and ACP .
3.1. Diagrams. For a set S ⊂ R2 let ∂S be its boundary and S the closure of S
in R2. Let D be a finite connected planar X-digraph with set of vertices V (D)
and set of edges E(D). Let C(D) be a set of cells of D which are connected and
simply connected bounded components of R2 \D. The unbounded component of
R2 \ D is called the outer cell of D denoted by cout. An edge e ∈ E(D) is free if
it does not belong to ∂c for any c ∈ C(D). For any e ∈ E(D) we denote its label
by µ(e) ∈ X±. The boundary of a cell c ∈ C(D) traversed in a counterclockwise
direction starting from some vertex of c makes a closed path e1 . . . en giving the
word µ(c) = µ(e1) . . . µ(en) ∈ (X±)∗ called a boundary label of c. Depending on a
starting vertex we get a cyclic permutation of the same word.
For the rest of this subsection let D be a finite connected planar X-digraph with
a base vertex v0 ∈ V (D) ∩ ∂cout. The graph D is a van Kampen diagram over
(X ;R) if µ(c) ∈ R⋆ for every c ∈ C(D). The boundary label µ(D) of D is the
boundary label of ∂cout read starting from v0 in a counterclockwise direction. Note
that we need also to specify the first edge to read from v0, that is, the starting
boundary position, but it is not important for our considerations so we omit this
issue.
Lemma 3.1 (van Kampen lemma). A word w ∈ (X±)∗ represents the identity of
the group 〈X | R〉 if and only if there exists a van Kampen diagram over (X ;R)
with µ(D) = w.
We generalize van Kampen diagrams to the case of subgroup elements. Let H be
a finite generating set of a subgroup 〈H〉 of 〈X | R〉. The graph D is a generalized
van Kampen diagram over 〈H〉 ≤ 〈X | R〉 if for every c ∈ C(D) one of the following
holds: either µ(c) ∈ R⋆ or v0 ∈ ∂c and the label µ(c) read starting from v0 belongs
to H±. We call the first type of cells R-cells and the second type H-cells. The
boundary label of D is defined in the same way as for van Kampen diagrams. It is
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easy to see that w represents an element of 〈H〉 in G if and only if there exists a
generalized van Kampen diagram D over 〈H〉 ≤ 〈X | R〉 with µ(D) = w.
Now let us exclude one of the cells from C(D) and call it the inner cell cin of D.
Denote v0 by vout and pick any vertex vin ∈ V (D) ∩ ∂cin. We call D an annular
(Schupp) diagram (see [43]) over (X ;R) if µ(c) ∈ R⋆ for any c ∈ C(D). Its two
boundary labels µin(D) = µ(cin) and µout(D) = µ(cout) read in a counterclockwise
direction from vin and vout correspondingly, are called the inner and outer labels
of D. For any w1, w2 ∈ (X±)∗ we have that w1 ∼G w2 if and only if there exists
an annular diagram D over (X ;R) with µin(D) = w1 and µout(D) = w2.
We measure diagram complexity using a notion of depth (introduced in [34]).
For a (van Kampen, generalized van Kampen, or annular) diagram D define the
dual graph D∗ = (V ∗, E∗) as an undirected graph with V ∗ = C(D) ∪ cout (for
annular diagrams we add cin) and E
∗ = {(c1, c2) | ∂c1 ∩ ∂c2 6= ∅}. We denote the
graph distance in D∗ by d∗.
The depth of a (generalized) van Kampen diagram D is defined by:
δ(D) = max
c∈C(D)
d∗(c, cout).
The depth of an annular diagram D is:
δ(D) = max
c∈C(D)
[min (d∗(c, cout), d
∗(c, cin))] .
Remark 3.2. There is a similar notion of a diagram radii (see [19, 9]).
Define the depth of a word w ∈ F (X) as:
δ(w) = min
D is
a van Kampen
diagram
{ δ(D) | µ(D) = w }
if w =G ε and δ(w) =∞ otherwise, the conjugate depth of two words w1, w2 ∈ F (X)
as:
δ∼(w1, w2) = min
D is
an annular
diagram
{ δ(D) | µin(D) = w1, µout(D) = w2 }
if w1 ∼G w2 and ∞ otherwise, and the depth of a word w ∈ F (X) with respect to
a finite set H ⊂ (X±)∗ as:
δH(w) = min
D is
a generalized
van Kampen
diagram
{ δ(D) | w(D) = w }
if w ∈ 〈H〉 in G and ∞ otherwise.
Recall that by O˜ we denote the soft-mod complexity introduced in Section 1.4.
Set L(R) =
∑
r∈R |r|.
Theorem 3.3 (Theorem 16.4.3 in [34]). Let G be a group given by a finite sym-
metrized presentation (X ;R) and w ∈ F (X). Algorithm AWP stops on the input
(X ;R), w if and only if w =G ε. Furthermore, it terminates in at most δ(w)
iterations and the time complexity of Algorithm AWP is bounded above by:
O˜
(
|w|L(R)δ(w)
)
.
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Theorem 3.4 (Theorem 17.6.12 in [34]). Let G be a group given by a finite sym-
metrized presentation (X ;R) and w1, w2 ∈ F (X). Algorithm ACP stops on the
input (X ;R), w1, w2 if and only if w1 ∼G w2. Furthermore, it terminates in at
most δ∼(w1, w2) iterations and the time complexity of Algorithm ACP is bounded
above by:
O˜
(
|w1||w2|L(R)
2δ∼ (w1,w2)
)
.
3.2. Algorithm for the uniform membership search problem. To solve the
membership search problem we use finite inverse X-digraphs, an operation called
R-completion, and Stallings’ folding. We assume that the presentation (X ;R) is
symmetrized.
Any finite X-digraph Γ with a fixed base-vertex v0 can be viewed as a finite state
automaton accepting the language:
L(Γ) = {µ(p) | p is a loop in Γ at v0 } .
From a given X-digraph Γ one can construct a new automaton C(Γ) by adding for
every r ∈ R a loop labeled by r at every state u ∈ Γ. By an R-completion of Γ we
understand a computation of Ck(Γ) for some k ∈ N. The following properties of
C(Γ) follow immediately from the construction.
Proposition 3.5. For every (X ;R) and Γ the following holds:
(a) Γ is a subgraph of C(Γ).
(b) γ(L(Γ)) = γ(L(C(Γ))), where γ : F (X) → 〈X | R〉 is a canonical epimor-
phism.
(c) |C(Γ)| ≤ |Γ| · L(R). 
For a word w = w1 . . . wn define the X-digraph Γ(w) as a sequence of edges
labeled with the letters of w as shown in Figure 1. The first vertex of Γ(w) is
denoted by v0 and the last one by vk. The vertex v0 is the base vertex of Γ(w).
• • • • •
w1
//
w2
//
wk
//. . .
v0 vk
Figure 1. The graph Γ(w).
For h1, . . . , hk, w ∈ F (X) define a graph Γ(w, h1, . . . , hk) to be a wedge graph of
n loops labeled with words h1, . . . , hk and the graph Γ(w) shown in Figure 2.
•
h1
hk
................
..
..
.. . . . ....... . . •//
w
v0 vk
Figure 2. The graph Γ(w, h1, . . . , hk).
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The next algorithm solves the uniform membership search problem for finitely
generated subgroups of finitely presented groups. By S we denote the Stallings’
folding of an X-digraph (see [25]).
Algorithm 8. (Uniform) Membership search problem solver AMP .
Input: A finite symmetrized presentation (X ;R) and words w, h1, . . . , hk ∈ F (X).
Output: Y ES if w ∈ 〈h1, . . . , hk〉 in G and a finite X-digraph Γn which accepts
w.
1: Γ0 = Γ(w, h1, . . . , hk).
2: while v0 6= vk in Γi do
3: Γi ← S(C(Γi−1)).
4: end while
5: return Y ES and the obtained graph Γn.
The graph Γn is a witness for the fact that w ∈ 〈h1, . . . , hk〉 in G.
Theorem 3.6. Let G be a group given by a finite symmetrized presentation (X ;R)
and w, h1, . . . , hk ∈ F (X). Algorithm 8 stops on the input (X ;R), w, h1, . . . , hk
if and only if w ∈ 〈h1, . . . , hk〉 in G. Furthermore, it terminates in at most δH(w)
iterations. The time complexity of Algorithm 8 is bounded by:
O˜
(
(|w| + L(H))L(R)δH(w)
)
.
Proof. Algorithm 8 is a generalization of Algorithm AWP ([34, Algorithm A]).
It is straightforward to modify Theorem 3.3 ([34, Theorem 16.4.3]) and see that
Algorithm AMP indeed halts in at most δH(w) iterations. It is easy to see that
Γi = S(Ci(Γ0)) and:
|Γ0| = |w|+
k∑
i=1
|hi| and |C
i(Γ0)| ≤ |Γ0| · L(R)
i.
Since folding can be done in nearly linear time (see [47]) Algorithm 8 has the claimed
time complexity. 
4. Proof of the main theorems
In this section we prove that the challengers (Algorithms 4, 5, 6, 7) generically
have at most polynomial time advantage over the solvers AWP , ACP , and AMP .
4.1. Word search problem. Here we investigate challenges produced by Algo-
rithm 4 on the fixed input (X ;R) and w = ε. As discussed in Section 2.1, Algo-
rithm 4 defines a sequence of probability measures {µn} on F (X). Our goal is to
show that for some fixed constant C:
µn {w
′ ∈ F (X) | δ(w′) ≤ C lnn } → 1 as n→∞.
To construct a word w′ Algorithm 4 generates a sequence of intermediate words
ε = w0, w1, . . . , wn (with wn = w
′). Each wi is obtained from wi−1 by insertion of
a word ui ∈ I at the position pi. The sequence w0, . . . , wn defines the sequence of
van Kampen diagrams D0, D1, . . . , Dn in a natural way as follows. The diagram
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D0 is the trivial diagram consisting of a single vertex. Define a set of building
blocks for van Kampen diagrams over (X ;R):
ID =
{
a free edge with label x
∣∣ x ∈ X± } ∪ { a cell with label r | r ∈ R } .
For i = 1, . . . , n the diagram Di is constructed from Di−1 by attaching ti ∈ ID
labeled with ui to a vertex ξi ∈ V (Di−1) corresponding to the position pi in wi−1 =
µ(Di−1). We call the vertex ξi the active vertex on iteration i. The distribution
P(I) of ui induces the distribution P(ID) of ti.
By construction, the diagrams have a tree-like structure and we can further
define a sequence of nested trees Ti = (Vi, Ei) with Vi = V (Di) and v1 → v2 ∈ Ei
if v1 is an active vertex on iteration j and v2 ∈ V (Dj) \ V (Dj−1) for some j ≤ i.
It is easy to check that Ti is a tree. This way Algorithm 4 induces a discrete
random (branching) process {Ti} generating trees which plays a crucial role in our
investigation of the properties of random identities.
It will be convenient for us to describe the process {Ti} explicitly, avoiding words
wi and diagrams Di. For each vertex v ∈ Vi we define a number γ(i)(v) ∈ N called
the weight of v in Ti. The weight of the kth level of Ti for k ≥ 0 is:
γ
(i)
k =
∑
d(v,v0)=k
γ(i)(v).
The total weight of Ti is Γ
(i) =
∑
v∈Vi
γ(i)(v). The upper indices here emphasize
that we consider weights for the tree Ti. The next lemma shows how the sequence
of trees {Ti} evolves.
Lemma 4.1. The tree T0 consists of a single vertex v0 with γ
(0)(v0) = 1. For
i = 1, . . . , n the tree Ti is constructed from Ti−1 by adding ηi ← LP(I) − 1 new
children to a random vertex ξi ∈ Vi−1 distributed as:
(3) Pr {ξi = v} =
γ(i−1)(v)
Γ(i−1)
for v ∈ Vi−1.
The weight of a vertex u ∈ Vi in Ti satisfies the following relation:
(4) γ(i)(u) =
{
1, if u ∈ Vi \ Vi−1,
γ(i−1)(u) + 1 (u = ξi ) , otherwise,
where 1 ( · ) is the indicator function.
Proof. Since ti ← P(ID) the number of vertices in ti is ηi ← LP(I). Attaching ti
at ξi adds ηi − 1 new children to ξi.
Each vertex v ∈ Vi−1 lies on ∂Di−1 and, therefore, corresponds to a position
(possibly more than one) of the boundary word wi−1 = µ(Di−1). We interpret the
vertex weight γ(i−1)(u) as the number of positions in wi−1 = µ(Di−1) corresponding
to the vertex u. Clearly, γ(0)(v0) = 1 because V0 = {v0} and there is only one
position in w0 = ε. Since each position in µ(Di−1) is equally likely to be chosen,
the probability of v to be chosen is proportional to its weight, which gives (3). An
attachment of a new edge or a cell increases the weight of ξi and sets the weights
for the new vertices to 1, proving (4). 
By h(Tn) we denote the height of the tree Tn (the maximal distance from the
root to a vertex).
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Lemma 4.2. Let ε = w0, . . . , wn be a sequence of words generated by Algorithm 4,
w′ = wn, and D0, . . . , Dn the sequence of the corresponding diagrams. Let D be
a van Kampen diagram obtained by folding the boundary of Dn. Then δ(w
′) ≤
δ(D) ≤ h(Tn).
Proof. Since µ(D) = w′ we have δ(w′) ≤ δ(D). Folding the boundary of Dn we
do not fold the base vertex v0 inside. Hence, δ(D) = maxc∈C(D) d
∗(c, cout) ≤
h(Tn). 
Denote the cumulative distribution function of h(Tn), which we use throughout
Section 4, by Fn(x):
Fn(x) = Pr {h(Tn) ≤ x} .
Proposition 4.3. There exists a constant C < e2 depending on P(I) such that:
Fn(C lnn)→ 1 as n→∞.
Proof. The random process {Tn}n≥0 is a particular CMJ process described in Sec-
tion A.2 (see Corollary A.8). Therefore, by Theorem A.11 there exists a constant
C < e2 satisfying:
Pr
{
lim
n→∞
h(Tn)
lnn
= C
}
= 1,
which implies that for any ε > 0 we have:
Fn((C + ε) lnn) = Pr {h(Tn) ≤ (C + ε) lnn)} −→
n→∞
1.

Fix the constant C defined in Proposition 4.3 for the rest of Section 4.
Theorem 4.4. Let {µn} be the system of probability measures on F (X) defined by
Algorithm 4 for a fixed group presentation (X ;R) and a word w = ε. Then:
µn {w
′ ∈ F (X) | δ(w′) ≤ C lnn } → 1 as n→∞.
Proof. By Lemma 4.2:
µn {w
′ ∈ F (X) | δ(w′) ≤ x } ≥ Fn(x) for x ∈ N.
The rest follows from Proposition 4.3. 
Theorem A. For any finite presentation (X ;R) Algorithm AWP solves the ran-
domized problem (WSP, {µn}n≥0) defined by Algorithm 4 generically in polynomial
time O˜
(
n1+e
2 lnL(R)
)
.
Proof. By Theorem 3.3 the solver time complexity on the output w′ of Algorithm 4
is bounded by:
O˜
(
|w′|L(R)δ(w
′)
)
.
We can bound |w′| by nmaxr∈R |r|. By Theorem 4.4 and the fact that C < e
2 the
generic time complexity of AWP on w′ is bounded by:
O˜
(
nmax
r∈R
|r|L(R)e
2 lnn
)
= O˜
(
n1+e
2 lnL(R)
)
.

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v0 v1 v2 vk
w
wn
Figure 3. A diagram Dn.
4.2. Equivalence search problem. In general, Algorithm 4 produces words equiv-
alent to the input w in G = (X ;R). In this section we show that this general case is
not harder than the case with w = ε considered above and that similar complexity
bounds hold.
For a given word w ∈ F (X) and n ∈ N Algorithm 4 produces a sequence of words
w = w0, . . . , wn and outputs w
′ = wn, which, as in the previous section, naturally
defines a sequence of van Kampen diagrams {Di} with D0 is as in Figure 1 (the
line segment with label w) and Di is obtained from Di−1 as described in Section
4.1 (see Figure 3). By construction, µ(Di) = w ◦w
−1
i . The system of nested graphs
{Ti} corresponding to {wi} is defined in a similar way as the trees in Section 4.1.
Each Ti is a disjoint union of |w|+1 rooted trees (forest) R0, . . . , R|w| with the set
of roots V0 = V (D0) =
{
v0, . . . , v|w|
}
. The height of Ti is:
h(Ti) = max
0≤j≤|w|
h(Rj).
Lemma 4.5. Let D be a van Kampen diagram obtained by folding the part of ∂Dn
labeled with w−1n (see Figure 3). Then µ(D) = w ◦ w
′−1 and:
δ(w ◦ w′−1) ≤ δ(D) ≤ h(Tn).
Proof. Similar to the proof of Lemma 4.2. 
It is easy to see that Formulas (3) and (4) hold for the sequence of forests {Ti}.
Define the cumulative weight up to kth level of Ti as γ
(i)
<k =
∑
m<k γ
(i)
m , and the
level-weights tuple as:
γ(i) =
(
γ
(i)
0 , . . . , γ
(i)
h(Ti)
)
.
Set p
(i)
m =
γ(i)m
Γ(i)
which is the probability to pick a vertex from the level m on the
(i+ 1)-st generation step.
Proposition 4.6. Pr {h(Tn) ≤ x} ≥ Fn(x) for any x ∈ N, where Fn(x) is defined
in Section 4.1.
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Proof. Suppose {T ′i} is a sequence of trees as in Lemma 4.1. Our goal is to compare
h(Ti) and h(T
′
i ). We use primes to distinguish characteristics of T
′
i . By definition:
Fn(x) = Pr {h(T
′
n) ≤ x} .
To prove the proposition we use the following claim.
Claim 4.7. Let Ωn and Ω
′
n be the probability spaces for Tn and T
′
n. We can partition
them over the same set of indices In:
Ωn = ⊔i∈InΩn,i, Ω
′
n = ⊔i∈InΩ
′
n,i
so that for every i ∈ In it holds that Pr {Ωn,i} = Pr
{
Ω′n,i
}
, and in Ωn,i and Ω
′
n,i:
the vectors γ(n) and γ′(n) are constant,(5)
Γ(n) = Γ′(n) + |w|,(6)
γ
(n)
<k ≥ γ
′(n)
<k + |w| for any k ∈ N,(7)
p
(n)
<k ≥ p
′(n)
<k for any k ∈ N.(8)
Proof. Induction on n. For n = 0 we have:
γ(0) = (|w|+ 1) , γ′(0) = (1)
for which the conditions hold. Suppose that the claim statement holds for Ωn−1 and
Ω′n−1. We show how for each i ∈ In−1 we can partition S = Ωn−1,i and S
′ = Ω′n−1,i
in the way satisfying the claim conditions. After that the union of these partitions
for each i ∈ In−1 gives us In and required partitions of Ωn and Ω
′
n.
Let ξn be the active vertex of Tn−1 on iteration n. Define the random variable
Kn to be the level of ξn in Tn−1, that is:
Kn = min
v∈V0
d(ξn, v),
where d is the graph distance in Tn−1. We partition according to the values of ηn
and Kn:
S =
⊔
d∈N
Sd with Sd = S ∩ {ηn = d},
Sd =
⊔
k∈N
S(d,k) with S(d,k) = Sd ∩ {Kn = k}.
The same way we define ξ′n, K
′
n for T
′
n−1 and the partitions of S
′ into {S′d}d≥0 and
{S′(d,k)}d,k≥0. It is clear that:
Pr {Sd} = Pr {ηn = d | S}Pr {S} = Pr {η
′
n = d | S
′}Pr {S′} = Pr {S′d}
because Pr {S} = Pr {S′} by the induction hypothesis and the conditional probabil-
ities depend only on the distribution LP(I), which is the same for these processes.
For Sd and S
′
d:
Γ(n) = Γ(n−1) + d, Γ′(n) = Γ′(n−1) + d,
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which are constant and together with the inductive hypothesis imply (6). Also by
the inductive hypothesis it holds that for any k ∈ N:
Pr
{ ⊔
m<k
S(d,m) | Sd
}
= Pr {Kn < k | Sd} = p
(n−1)
<k
≥ p
′(n−1)
<k = Pr {K
′
n < k | S
′
d} = Pr
{ ⊔
m<k
S′(d,m) | S
′
d
}
.
Therefore, we can repartition these sets:⊔
k∈N
S(d,k) =
⊔
θ∈Θd
Sd,θ,
⊔
k∈N
S′(d,k) =
⊔
θ∈Θd
S′d,θ
in such a way that for any θ ∈ Θd it holds that Pr {Sd,θ | Sd} = Pr
{
S′d,θ | S
′
d
}
and the random variables Kn and K
′
n are constant in Sd,θ and S
′
d,θ and satisfy
Kn ≤ K ′n. It follows that Pr {Sd,θ} = Pr
{
S′d,θ
}
and:
γ
(n)
<k = γ
(n−1)
<k + 1 ( k = Kn + 1 ) + d · 1 ( k > Kn + 1 )
≥ γ
′(n−1)
<k + |w|+ 1 ( k = Kn + 1 ) + d · 1 ( k > Kn + 1 )
≥ γ
′(n−1)
<k + |w|+ 1 ( k = K
′
n + 1 ) + d · 1 ( k > K
′
n + 1 )
= γ
′(n)
<k + |w|,
which proves (7). For the probabilities:
p
(n)
<k =
γ
(n)
<k
Γ(n)
≥
γ
′(n)
<k + |w|
Γ′(n) + |w|
≥
γ
′(n)
<k
Γ′(n)
= p
′(n)
<k ,
which implies (8). 
Now it follows from the claim and the law of total probability that:
Pr {h(Tn) ≤ x} =
∑
i∈In
Pr {h(Tn) ≤ x | Ωn,i}Pr {Ωn,i}
≥
∑
i∈In
Pr
{
h(T ′n) ≤ x | Ω
′
n,i
}
Pr
{
Ω′n,i
}
= Pr {h(T ′n) ≤ x} ,
where the inequality in the middle follows from (7) because the length of the weight
vector defines the tree height. 
Corollary 4.8. Pr {h(Tn) ≤ C lnn} → 1 as n→∞.
Proof. It follows from Propositions 4.6 and 4.3. 
Theorem 4.9. For any w ∈ F (X) and the corresponding system of probability
measures {µn,w} on F (X) defined by Algorithm 4:
µn,w
{
w′ ∈ F (X)
∣∣ δ(w ◦ w′−1) ≤ C lnn} ≥ Fn(C lnn)→ 1 as n→∞.
Proof. It follows from Lemma 4.5 and Propositions 4.6 and 4.3. 
Theorem B. For any finite presentation (X ;R) and w ∈ F (X) Algorithm AWP
solves the randomized problem (ESP(w), {µn,w}n≥0) defined by Algorithm 4 gener-
ically in polynomial time O˜
(
(|w| + n)ne
2 lnL(R)
)
.
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Proof. By Theorem 3.3 the solver time complexity on the output w′of Algorithm 4
is bounded by:
O˜
(
|w′|L(R)δ(w
′)
)
.
We can bound |w′| by |w|+nmaxr∈R |r|. By Theorem 4.9 and the fact that C < e2
the generic time complexity of AWP on w′ is bounded by:
O˜
(
(|w|+max
r∈R
|r|n)L(R)e
2 lnn
)
= O˜
(
(|w|+ n)ne
2 lnL(R)
)
.

Note that the constant C does not depend on w and the rate of convergence in
Theorem 4.9 is uniformly bounded below by Fn(C lnn). Therefore the following
corollary holds.
Corollary 4.10. For any infinite sequence {un}n≥0 ⊂ F (X):
µn,un
{
w′ ∈ F (X)
∣∣ δ(un ◦ w′−1) ≤ C lnn}→ 1 as n→∞.
4.3. Conjugacy search problem. Here we investigate challenges produced by
Algorithm 5.
Let w′ be the output of Algorithm 5 for an input word w. For simplicity, assume
that w is cyclically reduced. Step 1 of the algorithm becomes unnecessary and
let w0 be picked on step 2 and u produced on step 3 of the algorithm. Suppose
D is the corresponding to the word w0 ◦ u−1 diagram as in Lemma 4.5. We can
attach an edge with label x at the end of w0 to get the diagram with the boundary
w0 ◦ x ◦ x−1 ◦ u−1. By identifying the end vertex of w0 ◦ x with the base vertex v0
we construct an annular diagram A0 with µin(A0) = w0 ◦ x and µout(A0) = u ◦ x.
Folding the outer boundary of A0, which gives µout = û ◦ x, and picking the correct
vout, which defines a cyclic permutation of û ◦ x, we get an annular diagram A with
µin(A) = ŵ and µout(A) = w
′. The following lemma is obvious.
Lemma 4.11. δ∼(ŵ, w
′) ≤ δ(A) ≤ δ(D). 
Theorem 4.12. For any w ∈ F (X) and the corresponding system of probability
measures {νn,w} on F (X) defined by Algorithm 5:
νn,w {w
′ ∈ F (X) | δ∼(ŵ, w
′) ≤ C lnn } ≥ Fn(C lnn)→ 1 as n→∞.
Proof. It follows from Lemmas 4.11 and 4.5 and Propositions 4.6 and 4.3. 
Theorem C. For a finite presentation (X ;R) and w ∈ F (X) Algorithm ACP
solves the randomized problem (CSP(w), {νn,w}n≥0) defined by Algorithm 5 gener-
ically in polynomial time O˜
(
|ŵ|(|ŵ|+ n)n2e
2 lnL(R)
)
.
Proof. By Theorem 3.4 the time complexity of ACP on the input (ŵ, w′) is bounded
by:
O˜
(
|ŵ||w′|L(R)2δ∼ (ŵ,w
′)
)
.
We can bound |w′| by |ŵ| + nmaxr∈R |R|. By Theorem 4.12 and the fact that
C < e2 the generic time complexity of ACP on (ŵ, w′) is bounded by:
O˜
(
|ŵ|(|ŵ|+ nmax
r∈R
|R|)L(R)2e
2 lnn
)
= O˜
(
|ŵ|(|ŵ|+ n)n2e
2 lnL(R)
)
.

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Note that the constant C does not depend on w and the rate of convergence in
Theorem 4.12 is uniformly bounded by Fn(C lnn). Therefore the following corollary
holds.
Corollary 4.13. For any infinite sequence {un}n≥0 ⊂ F (X):
νn,un {w
′ ∈ F (X) | δ∼(ûn, w
′) ≤ C lnn } → 1 as n→∞.
4.4. Membership search problem. Here we investigate challenges produced by
Algorithms 6 and 7.
Theorem D. For any finite presentation (X ;R) and a finite set H ⊂ F (X)
Algorithm AMP solves the randomized problem (MSP(H), {ρk,n,H}k,n≥0) defined
by Algorithm 6 generically in polynomial time O˜
(
(k + n)ne
2 lnL(R)
)
.
Proof. By Theorem 3.6 the time complexity of AMP on a word w′ is bounded by:
O˜
(
(|w′|+ L(H))L(R)δH(w
′)
)
,
By Theorem 4.9:
µn,v
{
w′ ∈ F (X)
∣∣ δ(v ◦ w′−1) ≤ C lnn} ≥ Fn(C lnn)→ 1 as n→∞.
It is clear that δH(w
′) ≤ 1 + δ(v ◦ w′−1). Since C < e2 for any k:
ρk,n,H
{
w′ ∈ F (X)
∣∣ δH(w′) ≤ e2 lnn}→ 1 as n→∞.
We can bound |w′| by kmaxh∈H |h|+ nmaxr∈R |r|. Hence, the generic time com-
plexity of AMP is bounded by:
O˜
((
kmax
h∈H
|h|+ nmax
r∈R
|r| + L(H)
)
L(R)e
2 lnn
)
= O˜
(
(k + n)ne
2 lnL(R)
)
.

Let us analyze Algorithm 7. As in Section 4.1 we consider a random sequence of
words ε = w0, w1, . . . , wn generated by Algorithm 7 with w
′ = wn. It induces the
random sequence of diagrams D0, D1, . . . , Dn, where D0 is the empty diagram and
Di is obtained from Di−1 with probability q by attaching a random H-cell to v0
and with probability 1− q by attaching a random ID-element. It induces a discrete
random process on trees {Tn}n≥0 similar to the one described in Section 4.1. It
is defined by the following rules. The tree T0 consists of a single vertex v0 with
γ(0)(v0) = 1. For i = 1, . . . , n the tree Ti is constructed from Ti−1 by adding ηi − 1
new children to a random vertex ξi. We pick ηi and ξi as following:
ηi ← LP(H±), ξi ← v0 with probability q,
ηi ← LP(I), ξi satisfies (3) with probability 1− q
The weight of a vertex u ∈ Vi satisfies (4). Note that LP(H±) = LP(H).
Lemma 4.14. δH(w
′) ≤ δ(D) ≤ h(Tn).
Proof. The same as in Lemma 4.2. 
To get a logarithmic bound for the process above we consider another discrete
branching process on trees {T ′i}i≥0 as follows. The tree T
′
0 consists of a single
vertex v′0 with γ
′(0)(v′0) = 1. For i = 1, . . . , n the tree T
′
i is constructed from T
′
i−1
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by adding η′i − 1 new children to a random vertex ξ
′
i satisfying (3). We pick η
′
i as
follows:
η′i ← LP(H
±) with probability q,
η′i ← LP(I) with probability 1− q.
We define the weight of a vertex u ∈ V ′i by (4). Proposition 4.15 gives a generic
logarithmic bound on the height of T ′n and Lemma 4.16 shows that T
′
n is proba-
bilistically higher that Tn.
Proposition 4.15. There exists a constant C′ < e2 depending on P(I), P(H),
and q such that:
Pr {h(T ′n) ≤ C
′ lnn} → 1 as n→∞.
Proof. The same as in Proposition 4.3. 
Lemma 4.16. For any x ∈ N:
Pr {h(Tn) ≤ x} ≥ Pr {h(T
′
n) ≤ x} .
Proof. We use the following claim.
Claim 4.17. Let Ωn and Ω
′
n be the probability spaces for Tn and T
′
n. We can
partition them over the same set of indices In:
Ωn = ⊔i∈InΩn,i, Ω
′
n = ⊔i∈InΩ
′
n,i
so that for i ∈ In it holds that Pr {Ωn,i} = Pr
{
Ω′n,i
}
, and in Ωn,i and Ω
′
n,i:
the vectors γ(n) and γ′(n) are constant,(9)
Γ(n) = Γ′(n),(10)
p
(n)
<k ≥ p
′(n)
<k for any k ∈ N.(11)
Proof. Induction on n. For n = 0 we have:
γ(0) = γ′(0) = (1)
for which the conditions hold. Suppose that it holds for Ωn−1 and Ω
′
n−1. We show
how for each i ∈ In−1 we can partition S = Ωn−1,i and S′ = Ω′n−1,i in the way
satisfying the claim conditions. After that the union of these partitions for each
i ∈ In−1 gives us In and required partitions of Ωn and Ω′n.
Let ξn be the active vertex of Tn−1 on iteration n. Define the random variable
Kn to be the level of ξn in Tn−1, that is:
Kn = min
v∈V0
d(ξn, v),
where d is the graph distance in Tn−1. In the same way we define ξ
′
n, K
′
n for T
′
n−1.
First, partition S = SI ⊔ SH and S = S′I ⊔ S
′
H corresponding to the branches
where we pick ηi, η
′
i from LP(I) or from LP(H). By the definition of Tn and T
′
n:
Pr {SH | S} = Pr {S
′
H | S
′} = q, Pr {SI | S} = Pr {S
′
I | S
′} = 1− q.
By the induction hypothesis it holds that Pr {S} = Pr {S′} and, hence, Pr {SH} =
Pr {S′H} and Pr {SI} = Pr {S
′
I}.
The proofs for partitions of SI , S
′
I and SH , S
′
H are similar to the proof for S,
S′ in Claim 4.7. 
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Now it follows from the claim and the law of total probability that:
Pr {h(Tn) ≤ x} =
∑
i∈In
Pr {h(Tn) ≤ x | Ωn,i}Pr {Ωn,i}
≥
∑
i∈In
Pr
{
h(T ′n) ≤ x | Ω
′
n,i
}
Pr
{
Ω′n,i
}
= Pr {h(T ′n) ≤ x} ,
where the inequality in the middle follows from (11) because the length of the vector
defines the tree height. 
Theorem 4.18. For any finite set H ⊂ F (X) and q ∈ (0, 1) the system of proba-
bility measures {ρ′n,q,H} on F (X) defined by Algorithm 7 satisfies:
ρ′n,q,H {w
′ ∈ F (X) | δH(w
′) ≤ C′ lnn } → 1 as n→∞.
Proof. By Lemma 4.14:
ρ′n,q,H {w
′ ∈ F (X) | δH(w
′) ≤ x } ≥ Pr {h(Tn) ≤ x} .
The rest follows from Proposition 4.15 and Lemma 4.16. 
Theorem E. For any finite presentation (X ;R) and a finite set H ⊂ F (X) Al-
gorithm AMP solves the randomized problem
(
MSP(H), {ρ′n,q,H}n≥0
)
defined by
Algorithm 7 generically in polynomial time O˜
(
n1+e
2 lnL(R)
)
.
Proof. By Theorem 3.6 the time complexity of AMP on a word w′ produced by
Algorithm 7 is bounded by:
O˜
(
(|w′|+ L(H))L(R)δH(w
′)
)
,
We can bound |w′| by nmaxx∈R∪H |x|. By Theorem 4.18 and the fact that C
′ < e2
the generic time complexity of AMP on w′ is bounded by:
O˜
((
n max
x∈R∪H
|x|+ L(H)
)
L(R)e
2 lnn
)
= O˜
(
n1+e
2 lnL(R)
)
.

Appendix A. Crump-Mode-Jagers process
In this section we show that the (discrete) branching process {Ti} of Section 4.1
(and similar processes in Sections 4.2, 4.3 and 4.4) can be analyzed as a particu-
lar CMJ process. In Section A.1 we define a general Crump-Mode-Jagers (CMJ)
process, which is a continuous time branching process and discuss some general
techniques for studying properties of random trees constructed by CMJ processes.
In Section A.2 we show that the random trees process in Section 4.1 can be viewed
as a particular CMJ-processes. In Section A.3 we show an asymptotic bound for
heights of random trees.
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A.1. Crump-Mode-Jagers process. CMJ processes were introduced as a model
of population growth ([12]). They also found applications in a study of random trees
(see e.g., [14, 15, 32, 40, 41, 42, 5] with an overview in [16]). Formally, a CMJ process
is a continuous time age-dependent branching process (see [12] for the original
definition) defined by a pair (l, z), where l is a positive real-valued random variable
called the lifespan of a vertex and z(t) is a point process (a positive, nondecreasing,
right continuous, integer-valued random process) defining the number of offsprings
for each vertex. Note that l and z are not necessarily independent of each other.
A CMJ process associated with a pair (l, z) is defined as a random tree {R(t)}t∈R≥0
growing incrementally over continuous time satisfying the following properties. For
every t ∈ R≥0:
R(t) = (V (t), E(t))
is a rooted tree and
V (t) = V ′(t) ⊔ V †(t),
where V ′(t) is the set of active (alive) vertices and V †(t) the set of nonactive (dead)
vertices. Each vertex v gets its own independent copy (lv, zv) of (l, z) with the same
joint distribution. Initially:
R(0) = ({v0}, ∅).
For s < t the tree R(s) is a (rooted) subtree of R(t) such that:
V (s) ⊆ V (t) and V †(s) ⊆ V †(t).
In particular, v0 is the root of R(t) for every t ∈ R≥0. Active vertices independently
produce children according to the process z, and nonactive ones do not. The birth
time of v ∈ V (t) is:
b(v) = min
s
{v ∈ V (s)} .
By definition bv0 = 0. Each vertex is created active, in particular, v0 ∈ V
′(0). The
lifespan of v ∈ V (t) is given by lv and it holds:
min
s
{
v ∈ V †(s)
}
= b(v) + lv.
For (l, z) define the following point process:
y(t) =
{
z(t), if t < l;
z(l), if t ≥ l.
Denote the distribution of y(t) by Y (t). The number of children of each vertex
v ∈ V (t) is cv(t) = yv(t− b(v)) for t ≥ b(v), where yv is the copy of y corresponding
to lv and zv. For t < b(v) set cv(t) = 0. Note that new children can appear in
batches of size more than 1 depending on the point process z(t).
Denote by ξ(t) the number of active vertices |V ′(t)| at time t.
Remark A.1. In population growth models the Crump-Mode-Jagers (CMJ) process
is defined as ξ(t) (the population size at time t).
Remark A.2. The model allows the lifespan l to be ∞ in which case V †(T ) = ∅ for
every t.
Some useful characteristics of the random process {R(t)}t∈R≥0 are listed below.
• tn is the time at which the nth batch of vertices appears in R(t).
• Rn = R(t) for tn ≤ t < tn+1.
• hn is the height of Rn.
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• ξn = ξ(tn) is the number of active vertices of Rn.
• Bk = minn∈N { tn | hn = k } is the moment of time at which tree becomes
of height k.
By definition t0 = B0 = h0 = 0.
The intensity measure M(t) of the point process y(t) is defined by M(t) =
E (y(t)). Its Laplace transform is the function:
(12) m(θ) =
∫
e−θsdM(s) = E
(∫
e−θsdY (s)
)
.
The event of an ultimate survival is defined by:
S = {V ′(t) 6= ∅ | ∀t ≥ 0}.
To ensure a positive probability of S we need the process to be supercritical, that
is, limt→∞M(t) > 1. Equivalently the process is supercritical if m(0) > 1. Under
some mild conditions, the Malthusian parameter of the CMJ process can be defined
by:
(13) α = inf { θ | m(θ) ≤ 1 } ,
and for a supercritical process it is true that α > 0. If m(0) =∞, then m(θ0) <∞
for some θ0 > 0. In fact:
(14) 1 < m(θ0) <∞.
Fix θ0 satisfying (14) and define a function:
µ(a) = inf
{
eθam(θ)
∣∣ θ ≥ θ0 } .
It is an increasing function of a ≥ 0, and since m(θ)→ 0 as θ →∞ (by monotone
convergence) it holds that µ(a) → 0 as a → 0. Hence µ(a) < 1 for small values of
a > 0 and we can define a constant:
(15) γ = sup { a | µ(a) < 1 } .
These notations are necessary for the next theorem which gives us an asymptotic
relation between Bn and n.
Theorem A.3 (Kingman, [27]). If θ0 > 0 satisfies (14) then:
lim
n→∞
Bn
n
= γ
holds almost surely on S. 
We say that the process ξ(t) is non-lattice if the intensity measure M(t) is non-
lattice, that is, it is not supported by any lattice {0, c, 2c, . . .} with c > 0. The next
theorem is a simplified version of Theorem 2 in [3].
Theorem A.4 (Biggins, [3]). Let ξ(t) be a supercritical non-lattice CMJ process
with Malthusian parameter α. Then:
lim
t→∞
ln ξ(t)
t
= α
holds almost surely on S. 
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Remark A.5. In the general version of the theorem there is a random characteristic
χ, which modifies the counting of active vertices, so that:
ξχ(t) =
∑
v∈V ′(t)
χv(t− b(v)),
where each vertex is assigned its own copy of the characteristic. This characteristic
is subject to certain conditions, but in our case χ(t) = 1 for all t ≥ 0 and these
conditions hold. In addition, this theorem is a special case of a theorem for a spatial
CMJ process (see [3] for details).
Condition (14) is sufficient for the process to be supercritical and so we assume
that it holds when we apply Theorems A.3 and A.4. We also assume that tn →∞
almost surely on S as n→∞, which allows us to replace t with tn in Theorem A.4
to obtain:
(16) lim
n→∞
tn
ln ξn
=
1
α
a.s. on S.
Clearly Bhn ≤ tn < Bhn+1 and hence (provided tn →∞):
Bhn
hn
≤
tn
hn
<
Bhn+1
hn
,
which together with Theorem A.3 implies that:
(17) lim
n→∞
tn
hn
= γ a.s. on S.
Equalities (16) and (17) imply the following proposition, which was proven for some
particular instances of CMJ processes and also was proven in general in the works
cited in the beginning of the section (see [16] for a general overview).
Proposition A.6. Let ξ(t) be a non-lattice CMJ process for which there exists
θ0 > 0 satisfying (14) and tn →∞ as n→∞. Then:
lim
n→∞
hn
ln ξn
=
1
αγ
a.s. on S,
where α and γ are defined in (13) and (15). 
A.2. {Ti} as a CMJ-process. Let M be a distribution on N. For M we can
define a step process z(t) = zM(t) as follows. Initially, z(0) = 0. The sequence
0 = s0, s1, s2, . . . ∈ R+ of steps of z and their size is defined by:
• τi = si− si−1 is an independent random variable distributed as EXP(i), an
exponential random variable with parameter i;
• νi = z(si)− z(si−1) is an independent random variable distributed as M.
Formally, z can be defined as a weighted sum of indicators:
zM(t) =
∞∑
k=1
νi1
 t ≥ k∑
j=1
τj

=
{
0, if t < τ1;
ν1 + · · ·+ νi, if τ1 + · · ·+ τi ≤ t < τ1 + · · ·+ τi + τi+1.
Further, we define a CMJ-process {R(t)}t∈R≥0 with an infinite lifespan l and the
offspring-size function zM(t). Our goal is to show that the process {Ti} defined in
Section 4.1 and the discrete process {Ri} are the same if M = LP(I) − 1.
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For a vertex v ∈ V (Ri) let {νi(v), τi(v)}i≥0 be its copies of the random variables
defining z. Define:
λ(i)(v) = 1 +max
k
b(v) +
k∑
j=1
τj(v) ≤ ti
 ,
ω(i)(v) =
λ(i)(v)∑
j=1
τj(v) − ti.
The maximum in the expression for λ(i)(v) is the number of times v produced
children up to the moment ti and ω
(i)(v) is the time from ti to the next moment v
produces children. It is easy to see that:
• λ(0)(v0) = 1.
• λ(i)(v0) = 1 for each v ∈ V (Ri) \ V (Ri−1).
• For each v ∈ V (Ri−1):
λ(i)(v) = λ(i−1)(v) + 1 ( v produced vertices at time ti ) .
Because of the memoryless property of the exponential distribution, ω(i)(v) ←
EXP(λ(i)(v)), the same way as τλ(i)(v)(v). Since the values λ
(i)(v) and γ(i)(v) have
the same recurrence relations and initial conditions we get:
λ(i)(v) = γ(i)(v).
The probability of each particular v′ ∈ V (Ri) to produce the next batch of children
constituting V (Ri+1) \ V (Ri) is:
Pr
{
ω(i)(v′) = min
v∈Vi
ω(i)(v)
}
=
λ(i)(v′)∑
v∈V (Ri)
λ(i)(v)
=
γ(i)(v)
Γ(i)
,
where the first equality follows from the properties of exponential random variables.
We summarize the properties of the trees Ri in the following lemma.
Lemma A.7. The tree R0 consists of a single vertex v0 with γ
(0)(v0) = 1. For
i = 1, . . . , n the tree Ri is constructed from Ri−1 by adding νi new children to
a random vertex ξi, where νi ← M and for a vertex v ∈ Vi−1 the probability
Pr {ξi = v} is defined by (3) and for a vertex u ∈ Vi the weight is defined by (4).
Corollary A.8. IfM = LP(I)−1, then the random processes {Ti}i≥0 and {Ri}i≥0
are the same.
Proof. It follows from Lemmas 4.1 and A.7. 
A.3. Properties of {Ri}. It is clear that the process {Ri} is non-lattice and the
event of the ultimate survival S is the whole probability space. Below we show that
the rest of the assumptions of Proposition A.6 hold for {Ri} assuming that suppM
is finite.
Lemma A.9. For the process {Ri} defined in Section A.2 with finite suppM:
tn −→
n→∞
∞ a.s.
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Proof. Clearly, tn = t0+
∑n
i=1(ti−ti−1). Since ω
(i−1)(v) is distributed as EXP(γ(i−1)(v)),
the interbirth time ti − ti−1 is distributed as:
min
v∈Vi−1
EXP(γ(i−1)(v)) = EXP(Γ(i−1)).
It is clear that:
Γ(i) = Γ(i−1) + νi + 1 = Γ
(0) +
i∑
k=1
(νk + 1) = 1 + i+
i∑
k=1
νk,
which implies:
1 + 2i ≤ Γ(i) ≤ 1 + iM, where M = max
m∈supp(M)
m.
Hence tn is stochastically larger than Sn =
∑n−1
i=0 ei, where ei ← EXP(1 + iM),
which clearly (by Chebyshev’s inequality) satisfies the property Sn →
n−→∞
∞ a.s.

Lemma A.10. For the process {Ri} defined in Section A.2 with finite suppM:
m(θ) =
EM
θ − 1
for θ > 1,
α = EM+ 1, µ(a) = aea+1EM,
where γ is the unique root of aea+1 = 1
EM .
Proof. Recall that m(θ) is the Laplace transform of M(t) = E (y(t)):
m(θ) = E
(∫ ∞
0
e−θsdY (ds)
)
.
Note that for an indicator function I(t) = 1 ( t ≥ c ), where c is a constant, it holds
that
∫∞
0 e
−θsdI(s) = e−θc, and it holds that:
E (νi) = EM, E
(
e−θτj
)
=
∫ ∞
0
e−θxje−jxdx =
j
j + θ
.
We use these facts in the following derivation:
m(θ) = E
(
∞∑
i=1
νie
−θ(
∑i
j=1 τj)
)
=
∞∑
i=1
E
νi i∏
j=1
e−θτj

i.r.v.
==
∞∑
i=1
E (νi)
i∏
j=1
E
(
e−θτj
)
= EM
∞∑
i=1
i∏
j=1
j
j + θ
.
In [42] and, more directly, in [5] (on page 341 for the linear recursive tree with
b = 1) it is shown that
∑∞
i=1
∏i
j=1
j
j+θ =
1
θ−1 for θ > 1, hence:
m(θ) =
EM
θ − 1
for θ > 1,
α = inf
{
θ
∣∣∣∣ EMθ − 1 < 1
}
= EM + 1,
µ(a) = inf
{
eθa
EM
θ − 1
∣∣∣∣ θ > 1} = EMaea+1.
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The function µ(a) is positive and increasing for positive values of a. Therefore,
γ = sup { a | µ(a) < 1 } is the unique root of aea+1 = 1
EM . 
Theorem A.11. For the process {Ri} defined in Section A.2 with finite suppM:
(18)
h(Rn)
lnn
→
1
αγ
a.s. as n→∞,
where α and γ are defined in Lemma A.10. Moreover, 1
αγ
< e2.
Proof. It follows from Lemmas A.9 and A.10 that Proposition A.6 is applicable to
{Rn} and, hence:
h(Rn)
ln ξn
→
1
αγ
a.s. as n→∞.
Clearly, 1+n ≤ ξn ≤ 1+nM < (n+1)M , whereM = maxm∈supp(M)m. Therefore:
ln(n+ 1) ≤ ln ξn < ln(n+ 1) + lnM
and
ln ξn
h(Rn)
−
lnM
h(Rn)
<
ln(n+ 1)
h(Rn)
≤
ln ξn
h(Rn)
.
Taking the limit as n→∞ proves (18).
Finally, by Lemma A.10, α = EM+ 1 and γ is the unique root of γeγ+1 = 1
EM .
Clearly γ < 1 and γ = 1
eγ+1EM >
1
e2EM , which implies:
αγ >
EM + 1
e2EM
> e−2.

References
[1] P. Abisha, D. Thomas, and K. Subramanian, Public key cryptosystems based on free partially
commutative monoids and groups. Advances in Cryptology – IndoCRYPT 2003, Lecture
Notes Comp. Sc. 2904, pp. 218–227. Springer, 2003.
[2] J. D. Biggins, Chernoff’s theorem in the branching random walk, J. Appl. Probab. 14 (1977),
pp. 630–636.
[3] , The growth and spread of the general branching random walk, Ann. Appl. Probab.
5 (1995), pp. 1008–1024.
[4] , How fast does a general branching random walk spread?. Classical and Modern
Branching processes, The IMA Volumess in Mathematics and its Applications 84, pp. 19–40.
Springer, 1996.
[5] J. D. Biggins and D. R. Grey, A note on the growth of random trees, Stat. Probab. Lett. 32
(1997), pp. 339–342.
[6] J.-C. Birget, S. Magliveras, and M. Sramka, On public-key cryptosystems based on combina-
torial group theory, Tatra Mountains Mathematical Publications 33 (2006), pp. 137–148.
[7] W. Boone, The word problem, Proc. Natl. Acad. Sci. 44 (1958), pp. 1061–1065.
[8] V. Borisov, Simple examples of groups with unsolvable word problem, Math. Notes 6 (1969),
pp. 768–775.
[9] N. Brady, T. Riley, and H. Short, The geometry of the word problem for finitely generated
groups, Advanced Courses in Mathematics CRM Barcelona. Birkhauser, 2007.
[10] J. L. Britton, The word problem, Ann. of Math. 77 (1963), pp. 16–32.
[11] D.J. Collins, A simple presentation of a group with unsolvable word problem, Illinois J. Math
30 (1986), pp. 230–234.
[12] K. S. Crump and C. J. Mode, A general age-dependent branching process, J. Math. Anal.
Appl. 24 (1968), pp. 494–508.
[13] P. Dehornoy, Braid-based cryptography. Group theory, statistics, and cryptography, Contem-
porary Mathematics 360, pp. 5–33. American Mathematical Society, 2004.
[14] L. Devroye, A note on the height of binary search trees, JACM 33 (1986), pp. 489–498.
28 PAVEL MORAR AND ALEXANDER USHAKOV
[15] , Branching processes in the analysis of the height of trees, Acta Inform 24 (1987),
pp. 277–298.
[16] , Branching processes and their applications in the analysis of tree structures and
tree algorithms. Probabilistic Methods for Algorithmic Discrete Mathematics, Algorithms
and Combinatorics 16, pp. 249–315, 1998.
[17] M. Elder, A. Rechnitzer, and E. J. Janse van Rensburg, Random sampling of trivials words
in finitely presented groups, arXiv preprint arXiv:1312.5722 (2013).
[18] D. B. A. Epstein, D. F. Holt, and S. E. Rees, The use of Knuth-Bendix methods to solve the
word problem in automatic groups, Journal of Symbolic Computation 12 (1991), pp. 397 –
414.
[19] S. Gersten and T. Riley, Filling length in finitely presentable groups, Geometriae Dedicata
92 (2002), pp. 41–58.
[20] R. Gilman, A. G. Myasnikov, A. D. Miasnikov, and A. Ushakov, Report on generic case
complexity, preprint, available at http://arxiv.org/abs/0707.1364.
[21] R.H. Gilman, Presentations of groups and monoids, Journal of Algebra 57 (1979), pp. 544 –
554.
[22] J. M. Hammersley, Postulates for subadditive processes, Ann. Probab. 2 (1974), pp. 652–680.
[23] T. E. Harris, The theory of branching processes. Springer-Verlag, 1963.
[24] P. Jagers and O. Nerman, The growth and composition of branching populations, Adv. Appl.
Probab. 16 (1984), pp. 221–259.
[25] I. Kapovich and A. G. Miasnikov, Stallings foldings and subgroups of free groups, J. Algebra
248 (2002), pp. 608–668.
[26] I. Kapovich, A. G. Miasnikov, P. Schupp, and V. Shpilrain, Generic-case complexity, decision
problems in group theory and random walks, J. Algebra 264 (2003), pp. 665–694.
[27] J. F. C. Kingman, The first birth problem for an age-dependent branching process, Ann.
Probab. 3 (1975), pp. 790–801.
[28] F. Levy-dit-Vehel and L. Perret, On Wagner-Magyarik cryptosystem, Lecture Notes in Com-
puter Science, Special issue of the reviewed WCC’2005 papers 3969 (2006), pp. 316–329.
[29] , Security analysis of word problem-based cryptosystems, Designs Codes and Cryptog-
raphy 54 (2010), pp. 29–41.
[30] R. Lyndon and P. Schupp, Combinatorial Group Theory, Classics in Mathematics. Springer,
2001.
[31] M. R. Magyarik and N. R. Wagner, A public key cryptosystem based on the word problem.
Advances in Cryptology – CRYPTO 1984, Lecture Notes Comp. Sc. 196, pp. 19–36. Springer,
Berlin, 1985.
[32] H. M. Mahmoud, A strong law for the height of random binary pyramids, Ann. Appl. Probab.
4 (1994), pp. 923–932.
[33] A. G. Miasnikov, V. Shpilrain, and A. Ushakov, Group-based cryptography, Advanced Courses
in Mathematics - CRM Barcelona. Birkha¨user Basel, 2008.
[34] , Non-commutative cryptography and complexity of group-theoretic problems, Mathe-
matical Surveys and Monographs. AMS, 2011.
[35] A. G. Miasnikov and A. Ushakov, Random van Kampen diagrams and algorithmic problems
in groups, Groups Complex. Cryptol. 3 (2011), pp. 121–185.
[36] A. Myasnikov and D. Osin, Algorithmically finite groups, J. Pure Appl. Algebra 215 (2011),
pp. 2789–2796.
[37] O. Nerman, On the convergence of supercritical general (C-M-J) branching processes,
Z. Wahrscheinlichkeitstheorie verw. Gebiete 57 (1981), pp. 365–395.
[38] P. Novikov, On the algorithmic unsolvability of the word problem in group theory, Proc.
Steklov Inst. 44 (1955), pp. 1–143.
[39] A. Yu. Ol’shanskii, Geometry of defining relations in groups. Kluwer, 1991.
[40] B. Pittel, On growing random binary trees, J. Math. Anal. Appl. 103 (1984), pp. 461–480.
[41] , Asymptotical growth of a class of random trees, The Annals of Probability 13 (1985),
pp. 414–427.
[42] , Note on the heights of random recursive trees and random m-ary search trees, Ran-
dom Struct. Algor. 5 (1994), pp. 337–347.
[43] P. E. Schupp, On Dehn’s algorithm and the conjugacy problem, Mathematische Annalen 178
(1968), pp. 119–130.
SEARCH PROBLEMS IN GROUPS AND BRANCHING PROCESSES 29
[44] V. Shpilrain, Search and witness problems in group theory, Groups Complex. Cryptol. 2
(2010), pp. 231–246.
[45] J. Stallings, Topology of finite graphs, Invent. Math. 71 (1983), pp. 551–565.
[46] J. A Todd and H. S. M. Coxeter, A practical method for enumerating cosets of a finite abstract
group, Proceedings of the Edinburgh Mathematical Society Series II 5 (1936), pp. 26–34.
[47] N. Touikan, A fast algorithm for Stallings’ folding process, Internat. J. Algebra Comput. 16
(2006), pp. 1031–1046.
[48] A. Ushakov, Fundamental search problems in groups, Ph.D. thesis, CUNY/Graduate Center,
2005.
[49] M. Vasco and R. Steinwandt, A reaction attack on a public key cryptosystem based on the
word problem, Appl. Algebra Eng. Comm. 14 (2004), pp. 335–340.
Mathematical Department, Stevens Institute of Technology, Hoboken, NJ 07030
E-mail address: pmorar,aushakov@stevens.edu
