Group communications (multicast) are foreseen to be one of the nmst critical yet challenging technologies to meet the exponentially gmwing demands for data dis@ibution in a large variety of applications of the Internet (grid computing. web applications. distributed simulations.. .). When reliability is required, there is no shaightforward solutions and meeting the objectives of reliable multicast is not an easy task. Active networks open a new pers p t i v e in providing more efficient solutions for the problem of reliability. In this context, routers are able to perform customized computations on the packets flowing through them In this paper, we propose a new service consisting in an early loss detection service to be deployed into routem. We also show how the loss detection service can improve the performances of the DyRAM active reliable multicast protocol in term of the m v e r y delays making DyRAM suitable for applications requiring low latencies.
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INTRODUCTION
Group communications (multicast) are foreseen to be one of the most critical yet challenging technologies to meet the exponentially growing demands for data distribution in a large variety of applications of the Internet (grid computing, web applications, distributed simulations.. . ). At the network level IP multicast pro.
vides an efficient one-to-many IP packets delivery tu1 without any reliability guarantees. However data dissemination applicanons such as distributed wmputing or interactive simulations usually require a reliable transfer and meeting the objectives of reliable multicast is not an easy task.
The problem of reliability in multicast protocols has been quite widely covered during the last 10 years. Early reliable multicast pmIomls use an end-twnd solution to perform the loss recovery. Most of them fall into one of the following classes: senderinitiated receiver-initiated and receiver-initiated with local recovery protocols. In sender-initiated protocols, the sender is responsible for both the loss detection and the recovery. These protocols usually Q not scale well to a large number of receivers due to the ACK implosion problem. Receiver-initiated protocols move the loss detection responsibility to the receivers. They use NACKs instead of ACKs. However they still suffer from the NACK implosion problem when a large number of receivers have subscribed to the multicast session. In receiver-initiated protccols with local recovery. the retransmission of a lost packet can be performed by some other nodes in the multicast tree [Z, IO. service?". The results presented in the paper show that one must be careful when doing so in order to get any real benefit. This paper presents an analytical evaluation of this new functionality. The study is based on the processing overhead at both the end hosts and the active routas to derive the overall delay required by any receiver to conectly receive a data packet. The rest of the paper is organid as follows. Section 2 presents the delay analysis of an early loss detection service and Section 3 presents the numerical results. In Sedion 4, we show how such a service can be added to the DyRAM protocol and, using simulations. how it can reduce the recovery delay. Section 5 mncludes.
DELAY ANALYSIS
A wmmonly used model for evaluating multicast pmtowls is to have a multicast tree rooted at the source with receivers as leaves. Intermediate nodes are the routers. In the context of active networking, we will consider that a subset or all of the routers can be active. Consequently these routers are able to perform customized processing (services) on the packets (data packets and NACKs) flowing through them The first supported service is the NACK suppression service which consists in ignoring subsequent NACKs for the same data packet during a given amount of time. For our analysis, we will assume that this "duplicate discad' pericd is well chosen Therefore only one NACK is forwarded toward the 0-7803-7533-5/02/$17.00 02002 IEEE. Similarly, a rail link is composed of the point-to-point links connecting the active muter to each of the receivers (see figure I ). We consider that the source link and the tail links have a loss probability of p l . Therefore the end-to-end loss probability perceived by a receiver is p = 1,-(1 -p~) ' . The losses are assumed to be temporally independent and those at the tail links me assumed to be mutually independent. We will also assume that the NACKs will never be lost.
The computational framework adopted in our analysis is similar to the one provided in [l3]. Each node is modeled by a W G I I queue (Poisson anivals and arbitrary service time disoibution). The delay analysis is largely based on the mean waiting time of the system. In order to estimate this mean waiting time for each node under the evaluated protocols, we proceed as follows. First the different flow rates A,, Az, . . . , A , of the node with their respective service requirement XI, X Z , . . . , X, are determined. Provided that each of these random variables have means and second moments, then the load p at this node can be computed using : In what follows, let M (respectively M , ) be the number of transmissions of a data packet from the source until all the receivers (one receiver) have (has) correctly received the data packet.
M , is the number of uansmissions of a datapacket from the source until the active router has correctly received the data packet. We
We will note X (respectively X,,) and Y (respectively Ya) the service time required for processing a data packet and a NACK at the source and the receivers (the active router). We assume that the source is multicasting at a rate of X packets per unit of t i e .
wailingtimes
In protocol A, the data packet arrival rate at the source is A;.A = X with a mean requirement service of E [ X ] . The NACK packet xrival n t e at the source is ~2~ = with a mean requirement service of E [ X ] f E [ Y ] . Therefore the load at the source is
Themean waiting time at the source is :
2(1 -I+)
n e active router receives on average E [ W times a packet with a probability of 1 -pi. Therefore the data packet arrival m e at the router is ~2~ = X E [~ ( the NACKs generated for a lost data packet but forwards only one NACK upseeam t e c a w of the NACKs aggregation functionality). The load at the active router for protoml A is:
The mean waiting time at the active router is :
At a randomly chosen receiver the data path arrival rate is A :
= X with a required service of E [ X ] . This is due U) the fact that the receiver receives only once each data packet thanks to the subcast functionality. The NACK packet arrival rate is
Theload at the receiver side for protocol A is:
The mean waiting time for protocol A is given by : The load at the active router for protocol D is:
The mean waiting time at the active router for protocol D is:
U OveraUdelnyanalysis
For ptutoml w E {A, D), the overall delay A* for a data packet to be received by a randomly chosen receiver includes the time required to detect the loss A& and the t i m e required to perform the recovery A:ecm, therefore we have:
To compute these times, we need IO introduce two random variables L, and L . . Assuming that the lost packet has a sequence number of i , L, is the number of subsequent packets with a sequence number p a t e r than i which are lost by both the randomly chosen receiver and all the other receivers that have also lost the ith data packet. The expression for the mean of L, is given in 1131:
Similarly L., is the number of subsquent packets with a sequence number greater than i that are lost by the active muter. Since we haveonlyoneactivemufa.
inwrmodelthenE[L.] = p~/ ( l -p i ) .
For the overall delay analysis, we note T,. (T*.) as the propagation delay from the source (a receiver) to the active router. The propagation delay from the source to a receiver is noted T,, = T,a + T-,. The required delay to receive a data packet from the murce by a receiver in protocol w is d W = T,. + ZX. + W:.
The required delay to receive a NACK packet from any receiver by the source in protocol w is ncted npdy = T . , a-,
To estimate a mean for A :
. . , , . , we must rake into consideration that a repair may be lost. Coosequently A:ecow includes the delay incurred by a 'ven number (j -1) of timeout expirations (if the data packet ne$ to be transmined j times), the time required to receive the last NACK by the source and the time required to receive the repair by the receiver. From figure 2, we can see Ihat in addition to this time, there is the delay required for the NACK to be received by the source (npdA), the processing t i m e at the source (Wf + X ) , the delay required for the repair to be received by the receiver (dpdA) and the processing time at the receiver (W$ + X ) .
Therefore we can write:
where $-'(l -p ) is the probability that there are (j -1 )
retransmissions of the data acket until its correct reception by the randomly chosen receiver. For protocol D, a loss may be detected by the muter with a probability PI (the probability that the data packet is lost at the source) or by any of the affected receivers otherwise. Therefore A L AXt is a function of AXb,,eoe;vev and AE,.rm6e, which are respectively the t i m e required to detect a loss by a receiver and by an active muter. Therefore we have : 
(Tab + E[W,?I + E M ) d ( 1 -P)
Since a muter sets a timeout and retransmits the NACK if the required data packet has not been received yet, AF&,oute, can be expressed by:
-W~e c w , r m : e~l = W , e c w i l + E[Akwd where EIAZ,l] is the required delay until the active muter has received the data packet so it will never geneme a NACK for it.
is the required delay to receive the data packet by the randomly chosen receiver after the active muter has already received it. Referring to figure 3 and following the same method used for Atem, we find :
E[A~=,iI = Z s o + E[W.?I + E[X] + E[W?] + 2E[Xe] + ( T a t . + E [ W~l + E [ Y~l )~r / ( l -p i ) (13)
Under the assum&tio? that the first valid NACK is received just at the expiration of e u m u t at the muter, and using the same method applied for At,,, we can derive: which is the ratio of T., to T,,. These two p a r a " are expressed as a function of the number of links crossed by a packet.
The link propagation time is set to 1 time unit Therefore we can use T., (respectively T.?) to represent the number of links between the muter (respectively the source) and any receiver. We will also consider two particular values of a: a . = (T,, -l)/T8, where the muter is one l i d far from the source (T,, -1 links between the router and a receiver) and ef = l/T,, where the muter is one link far from a receiver. We begin by examining the pfonnances of D as a function of the muter position. muter is the closest to the source. The gain in delay observed is more important for high loss rates. In fact, for a loss rate of 50% the delay is improved by 25% up to 35% if we move the muter near the source instead of putting it near the receivers. In order to compare D to A, figure 5(a) plots the delay ratio of A to D as a function of the muter position. We can see that D perform better than A only when the muter is sufficiently dose to the source. Otherwise, the overhead introduced by generating NACKs in D becomes unjustified. This is due to the longer distance that must be crossed by the NACK packet before reaching the som.
Henceforth, we will consider only the case where the active muter is sufficiently close to the source (a = a=). Figure 5@) plots the gain achieved by D with respect to A as a function of p~ for diffaent sending rags. B is set to 5. The benefit of D over A increases as the loss rate increases. For instance, for a sending rate of 0.001, pmtocol D reduced the delay compared to protocol A by a factor of 3.5 for a loss rate of %. In the other cases, even if the gain is not significant D still performs better than A.
Figure 6 Maximum supported PI in D as a function of (a) B. the number of the receivers and (b) A, the sending rate.
An &er imponant aspect w examine is the maximum loss rate s u p p e d by the entire system before one of the nodes is overloaded. Figure 6 (a) shows the maximum supported loss rate as a function of the number of receivers. We can see that for a sending rate of X = 0.001 witb one receiver, the system will be able to support more than 9096 of losses. However when the number of receivers increases, the supported loss rate decreases. To see the impact of the sending rate, figure 6(b) plots the maximum s u p p o d loss rate as a function of the sending rate for several p u p sizes. As expected we can see that the maxi" supported loss rate decreases as the sending rate inneases.
"ill ww we have considered only the case where the pmessing overhead of the active muter is twice the processing time required at the eod hosts. Figure 7 plots the maximum supported p~ as a function of the processing power. Figure 7(a) shows that the maximum supported loss rate increases as the prccessing power increases from 0. I (corresponding to a reduction by a factor of IO) to 1 (the router has the same pmcessing power as the end hosts). Figure 7@) shows that one does not need to increase the processing power infinitely. In fact, for 5 receivers the maximum supported loss rate does not increase if the processing power is increased beyond 9 times. Even if the number of receivers is multiplied by 20, increasing the processing power beyond I6 will not increase the supponed loss iate. This is due to the f a that the routers are not the bottleneck. Figure 8 plots the minimal processing power required at the routers so that they are never the bottleneck. This minimum pnr cessing power increys with the loss rate and the number of receivers. For instance, a loss rate of 50% and 5 receivers quire the router to be approximately 20 times faster than the end hosts.
To accurately examine the behavior of the different nodes and to know which node is overloaded before the others, Figure 9 shows the load at the different nodes in A and D as a function of the loss rate. The processing overhead at the routers is considered twicetherrquiredprocessingtimeattheendbosts. Wecanseethat the load at the source and the receivers is the same in both A and D. The load at the muter in D is only slightly pater than A so the loss detection service does not introduce a signifim pmcessing overhead at the routers. The routers are the most overloaded nodes because of the processing overhead inmduced by the active services. The source is more loaded than the receivers since it is responsible of the remmissions. We can see f" figure 9@) where we increased the sending rate that the load inueases in all nodes of the system ..
--*# Figure 9 Load at the different nodes with 5 receivers (a) X = 0.001 @) X = 0.01.
An other deciding factor is the number of receivers aswriated to the aaive router. Figure 10 shows that D has lower end-to-end delay than A. For low loss rates (i.e. 5% to 10%) protocol D 1, the NACK suppression of duplicate NACKs in order to limit the NACK implosion problem.
2. the subcast of the repair packets only to the relevant set of receivers that have expeienced a loss. Tbis helps to limit the scope of the repairs to the affected subtree. 3. the replier election which consists in choosing a link as a replier one to perform local recoveries from the receivers. for the fwr protocols as a function of the number of the raeiven for different loss rates. First of all, it is noticeable that protocol DyRAM and DyRAM+ (both with local recovery from the receivers) always perform better. FM instance, we can see in figure   12 (a) that DyRAM is 10 times faster than A for a loss rate of 5%. Now, when the loss detection service is applied to A (giving protocol D ) the recovery delay can be reduced. In fact as we can see for the di5erent loss rates, D always performs better than A tbanks w the loss detection service. When applying the loss detection service to DyRAM, the delay of recovery decreased mainly for high loss rates and a large number of receivers. For instance, the loss detection service allows DyRAM to go 4 times faster for 96 receivers and a loss rate of 25%. We can also notice in figures 12(a)(c) that DyRAM performs slightly bener than &RAM+ when the number of receivers is small. Therefore it IS unjustified to perform the loss detection service for a Ynau number of receives since the local m v a y is sufficient to reduce the recovev delay.
This does not appear to be a limitation of the loss detection service since a multicast session bas generally to suppat a large number of receivers.
CONCLUSIONS
Reliable multicast protocols can benefit from active networking technologies where routers can execute additional fmctionalities.
In this paper, we proposed a new service which consists in the loss detection by the routers themselves. In order to evaluate the potential of this new service, we propxed a delay analysis of two active reliable protocols noted A and D. The numerid resulu showed that one must be careful about w h m to place a loss detection capable-muter, 'Ibis latter must neither be too far h m IUH too close to the source. When the router is closer to the receivers, the load introduced by the loss detection service is unjustified because of the long distance to be crossed by the generated NACKs by the rower. When the muer is put sufficiently far f " the source, we "ize the number of losses that can be detected When the position of the active router is well chosen, we showed that D performs better than A especially for high loss rates. This result can be used to propose an active multicast architecture with specialized routen [SI. For instance the closest muter to the source should perfom the loss detection while the others will only perform the other active services such as the NACK suppression and the subcasting. W e load at the different nodes was also examined and we observed that the routers are the bottleneck when their processing oveshead is set to twice the pmcessing requirement at the end hosts. Nevertheless we showed that we do not need to increw the processing power infinitely for the routers to never be the bottleneck. Based on the analytical study, we added the loss detecIion service to the DyRAM protocol. Simulation resulls showed that adding such a service to the s o w router helps to reduce the delay of recovery without overwhelming the other active routerschat perform the replier election service. In fact DyRAM protocol performs tetter with the loss detection service especially for high loss rates when increasing the number of the receivers.
