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We use simple analytic arguments and lattice-based computer simulations to study the growth
of structures made from a large number of distinct component types. Components possess ‘de-
signed’ interactions, chosen to stabilize an equilibrium target structure in which each component
type has a defined spatial position, and ‘undesigned’ interactions that allow components to bind
in a compositionally-disordered way. We find that high-fidelity growth of the equilibrium target
structure can happen in the presence of substantial attractive undesigned interactions, as long as
the energy scale of the set of designed interactions is chosen appropriately. This observation may
help explain why equilibrium DNA ‘brick’ structures self-assemble even if undesigned interactions
are not suppressed [Ke et al. Science 338, 1177 (2012)]. We also find that high-fidelity growth
of the target structure is most probable when designed interactions are drawn from a distribution
that is as narrow as possible. We use this result to suggest how to choose complementary DNA
sequences in order to maximize the fidelity of multicomponent self-assembly mediated by DNA. We
also comment on the prospect of growing macroscopic structures in this manner.
I. INTRODUCTION
The self-assembly of multicomponent solid structures
can be affected by kinetic traps that emerge even un-
der mild nonequilibrium conditions: the slow swapping
of component types within solid structures can prevent
particle types from achieving their equilibrium spatial
arrangement as the structure they comprise nucleates
and grows [1, 2, 8–16]. Some examples of this phe-
nomenon include the crystallization of charged colloids
on the computer [1, 15], and of DNA-linked colloids in
experiment and simulation [2, 13, 14]. In these examples,
self-assembly results in ordered crystal structures har-
boring nonequilibrium arrangements of component types:
see Fig. 1.
Of course, many examples of multicomponent self-
assembly do not encounter such kinetic trapping: multi-
ple component types can also self-assemble into equilib-
rium structures. In order to ensure self-assembly of the
equilibrium structure it would seem to be sufficient to
choose the energy scales of component-type interactions
so that ‘non-native’ bonds, i.e. bonds seen with low likeli-
hood in the equilibrium structure, also form with low like-
lihood during self-assembly. Consider solid sodium chlo-
ride: the non-native like-charge bond is repulsive, and
so its formation during crystallization is much less likely
than is the formation of a ‘native’ unlike-charge bond [6].
But is it strictly necessary, in order to achieve assembly
of the equilibrium structure, to make non-native interac-
tions repulsive? The remarkable self-assembly of equilib-
rium DNA brick structures [7] consisting of ordered ar-
rays of distinct component types would seem to suggest
not, because assembly of the equilibrium ‘target’ struc-
ture happens in the presence of potential ‘undesigned’
∗swhitelam@lbl.gov
attractive interactions between component types (i.e. at-
tractions between component types that are not neigh-
bors in the target structure). A recent lattice-based sim-
ulation study of the nucleation and growth of multicom-
ponent ‘patchy colloids’ [17] shows that multicomponent
self-assembly of this nature can be achieved by mimicking
only the general sense of DNA complementarity, without
accounting for fine details of the experimental system.
In addition, recent off-lattice simulations [18] show that
particles possessing similar component-type complemen-
tarity can self-assemble into equilibrium structures of ar-
bitrary shapes.
Taken as a whole, these studies [7, 17, 18] suggest that
the self-assembly of equilibrium multicomponent struc-
tures of arbitrary complexity might be possible quite gen-
erally, provided than one can arrange to have particu-
lar component-type interactions. But just how precisely
must component-type interactions be controlled in order
to have the equilibrium structure self-assemble? Here
we address this question within a lattice-based computer
model of Q ∼ 103 distinct component types. Compo-
nents interact and self-assemble via ‘designed’ and ‘un-
designed’ interactions (Section II). The former stabilize
a defined target structure in which each component type
has a prescribed spatial position, while the latter al-
low component types to associate in a compositionally-
disordered way. By varying these interactions we deter-
mine where in parameter space one can grow an equilib-
rium multicomponent structure of arbitrary component
type arrangement. We use a ‘template’ to seed growth
without waiting for spontaneous nucleation, and so our
treatment of this self-assembly problem is only partial:
we do not attempt to determine how to nucleate a mul-
ticomponent structure (see e.g. [17]). Nor do we deter-
mine how to grow multicomponent structures of defined
shapes (see e.g. [18, 19]). Instead, we determine how best
to grow simple rectangular shapes composed of precisely-
arranged component types, motivated by the observation
that if one wishes to self-assemble large equilibrium struc-
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energy barrier for the nucleation of fcc clusters is higher
than that for CsCl clusters. Snapshots of two typical critical
clusters (fcc and CsCl) are also shown in Fig. 3.
This observation has direct implication for the interpre-
tation of experiments [22,23]. The dynamics of real binary
crystals of charged colloids is best described by the kinetic
MC scheme (i.e., without unphysical swap moves). Hence
we should expect that in charged colloidal systems, crys-
tallization proceeds through a sequence of nonequilibrium
subcritical crystal nuclei. In experiments on crystallization
in binary charged colloids [15], both substitutionally or-
dered (CuAu) and substitutionally disordered (fcc) crystal-
lites have been observed. The simultaneous observation of
both phases could be explained thermodynamically if the
experimental conditions fortuitously happened to corre-
spond to coexistence. The present work suggests another
explanation: nonequilibrium nucleation of the fcc phase
precedes a subsequent, slow transformation to the substitu-
tionally ordered crystal phase.
At first sight, it might seem that the present results,
although at odds with the ST conjecture, are not incompat-
ible with CNT. After all, within that theory, preferred
nucleation of the crystal structure with the higher nuclea-
tion barrier is possible if a large kinetic prefactor in Eq. (1)
compensates the effect of the higher nucleation barrier.
Yet, the existing versions of CNT do not correctly describe
this effect: in CNT the kinetic prefactor describes the rate
at which clusters grow due to the attachment and detach-
ment of single particles to a preexisting crystallite, and the
rate of addition and removal of particles is hardly different
for fcc and CsCl clusters. What seems to happen is that
small clusters have a disordered-fcc structure, but this
structure cannot act as a template for subsequent CsCl
growth, while a structural phase transition inside the clus-
ters is kinetically inhibited. A crystal cluster could change
its internal structure by succession of particle additions
and removals, but in practice this would mean that a
disordered-fcc cluster would have to redissolve almost
completely before it can form a CsCl cluster. The ‘‘suc-
cess’’ of the small subcritical fcc clusters blocks the sub-
sequent formation of the more stable CsCl clusters. This
phenomenon is reminiscent of the ‘‘self-poisoning’’ of
small crystallites during the rapid growth of postcritical
crystal nuclei [24]. The difference is that, in the present
case, the self-poisoning already takes place with subcritical
nuclei.
The present results imply that, at least to predict crystal
nucleation, there are situations where it is not enough to
compute the free-energy barrier that separates the parent
phase from resultant solid structures—beyond a certain
cluster size, the formation of the lowest free-energy clus-
ters may be kinetically inhibited. The fast growth of the
clusters results in the breakdown of the local equilibrium
assumption for subcritical nuclei.
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FIG. 3 (color online). (a) Free-energy barriers calculated with
umbrella sampling at T! " 1 and p! " 15 in a system of 8000
particles. The CsCl clusters have lower free energy, but unless
unphysical MC moves are used in the sampling, the system
remains kinetically trapped in a disordered-fcc route of higher
free energy. (b) Snapshot of a typical critical cluster with
disordered-fcc structure and (c) CsCl structure. Note that the
disordered critical cluster is bigger than the ordered one.
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structure and strand polarity but preserves the as-
pect ratios and some of the orientational con-
straints on interactions between DNA bricks: The
two protruding round plugs, pointing in the same
direction as the helical axes, represent the two tail
domains; the two connected cubes with recessed
round holes represent the two head domains.A brick
must adopt one of two classes of orientation, hori-
zontal or vertical (Fig. 1B). The two bricks connect
to form a 90° angle via hybridization, represented
as the insertion of a plug into a hole. An insertion is
only allowed between a plug and a hole that carry
complementary sequences with matching polar-
ity (which is not graphically depicted in the cur-
rent model for expositional simplicity). In fig. S2,
we present a more detailed LEGO-like model that
explicitly tracks the polarity of the DNA bricks
and their stereospecific interaction pattern.
Structural periodicities of the design are il-
lustrated in a 6H (helix) by 6H (helix) by 48B
(bp) cuboid structure (Fig. 1, C and D). Bricks
can be grouped into 8-bp layers that contain their
head domains. Bricks follow a 90° counterclock-
wise rotation along successive 8-bp layers, re-
sulting in a repeating unit with consistent brick
orientation and arrangement every four layers.
For example, the first and fifth 8-bp layers in
Fig. 1D share the same arrangement of bricks.
Within an 8-bp layer, all bricks share the same
orientation and form a staggered arrangement
to tile the layer. On the boundary of each layer,
some DNA bricks are bisected to half-bricks,
representing a single helix with two domains.
The cuboid is self-assembled from DNA bricks
in a one-step reaction. Each brick carries a par-
ticular sequence that directs it to fit only to its
predesigned position. Because of its modular
architecture, a predesigned DNA brick structure
can be used for construction of smaller custom
shapes assembled from subsets of DNA bricks
(Fig. 1E). Detailed strand diagrams for the DNA
brick structures are provided in figs. S3 and S4.
3D molecular canvas. The LEGO-like model
can be further abstracted to a 3D model that con-
tains only positional information of each 8-bp
duplex. A 10H by 10H by 80B cuboid is concep-
tualized as a 3D molecular canvas that contains
10 by 10 by 10 voxels. Each voxel fits an 8-bp
duplex and measures 2.5 by 2.5 by 2.7 nm (Fig.
1F). Based on the 3D canvas, a computer program
first generates a full set of DNA bricks, including
full-bricks and half-bricks that can be used to build
a prescribed custom shape. Using 3D modeling
software, a designer then needs only to define the
target shapes by removing unwanted voxels from
the 3D canvas—a process resembling 3D sculpt-
ing. Subsequently, the computer program analyzes
the shape and automatically selects the correct
subset of bricks for self-assembly of the shape.
Self-Assembly of DNA-Brick Cuboid Structures
Using the above design strategy, we constructed
a wide range of DNA brick structures (39). We
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Fig. 1. Design of DNA brick structures analogous to structures built of LEGO®
bricks. (A) A 32-nt four-domain single-stranded DNA brick. Each domain is
8 nt in length. The connected domains 2 and 3 are “head” domains; domains
1 and 4 are “tail” domains. (B) Each two-brick assembly forms a 90° dihedral
angle via hybridization of two complementary 8-nt domains “a” and “a*”. (C)
A molecular model that shows the helical structure of a 6H by 6H by 48B
cuboid 3D DNA structure. Each strand has a particular sequence, as indicated
by a distinct color. The inset shows a pair of bricks. (D) A LEGO-like model of
the 6H by 6H by 48B cuboid. Each brick has a particular sequence. The color
use is consistent with (B). Half bricks are present on the boundary of each
layer. (E) The 6H by 6H by 48B cuboid is self-assembled from DNA bricks. The
bricks are not interchangeable during self-assembly becaus of the distinct
sequence f each brick. Using the 6H by 6H by 48B as a 3D molecular canvas,
a smaller shape can be designed by using a subset of the bricks. (F) 3D shapes
designed from a 10 by 10 by 10–voxel 3D canvas; each voxel fits 8 bp (2.5 nm
by 2.5 nm by 2.7 nm).
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determine the apportionment in a lattice model for
which many configurations are generated using
conventional Monte Carlo methods. The differ-
ent apportionments lead to the distinct REDOR
curves because these scenarios result in different
average distances between atoms on different func-
tional groups. In an alternating system, themajority
of 13C (on linker X)–15N (on linker Y) are paired
next to each other, and we observed fast decay. In
a clustered system, the number of neighboring
13C-15N pairs is far less, and the REDOR S/S0
decay is relatively flat. A quantitative measure of
the REDOR curves was obtained by taking the
apportionments of the functional groups from
our lattice simulations and replacing the lattice
model by the corresponding all-atom model. The
subsequent molecular dynamics optimization pro-
vided the ensemble average of 1/r3 for all labeled
pairs fromwhichwe computed theREDORcurves.
Both the experiments and the simulation show
that the decay was not sensitive to temperature.
Figure 3B shows that for different materials, we
could obtain a quantitative match with experimen-
tal data for the different apportionment scenarios,
which yield materials that are visually quite dif-
ferent. For example, the EF linkers had a random
distribution, the EI linkers were alternating, and
clusters were formed for the BF linkers. To ratio-
nalize these results, we carried out density func-
tional theory (DFT) calculations (10) to address
the effect of functional group identity on the ener-
gy of formation of the metal-linker complex (table
S3). Because of the electronegative -NO2 group,
the E linker has the least favorable energy of for-
mation. This accounts for why we have been un-
able to synthesize a pure E MTV-MOF and why
binary and ternaryMTV-MOFs have a lower linker
E content compared with their synthesis solution
(table S1). The implication of these DFT calcula-
tions for apportionment is that the structural build-
ing units will minimize the number of E linkers,
resulting in an apportionment biased toward an
alternating structure. The B linker differentiates
itself from others in that this linker can form hy-
drogen bonds both with other B linkers and with
the synthesis solvent (13). One therefore would
anticipate clustering in solution as an antecedent
for the formation of clusters in the MTV-MOF.
With these apportionments, we can predict the
adsorption properties of these materials. Figure 4
shows that the experimental isotherms of MTV-
MOF-5-EI and EHI agree well with the ones de-
rived from our best-fit models to the REDOR data
and that alternative apportionments of large clus-
ters fail to describe the adsorption isotherms. We
can also use this result to rationalize the surprising
enhancement of the selectivity for CO2 over carbon
monoxide (CO) observed in the MTV-MOF-5-EHI
material compared with the single-linker MOF-5
material (2). The MOF-5 with E linkers lacks se-
lectivity, while the ones with I linkers are too bulky
and therefore block the pores. The combination of
the two in an alternating functionality apportionment,
however, creates the highly selective adsorption
sites and sufficient pore space that are responsible
for the fourfold enhancement of the selectivity
observed previously but unexplained (2).
Until now, we have used the effective inter-
action energies as fitting parameters for the NMR
REDOR curves. We surmise that these effective
energies describe the underlying interactions of
the linkers during the formation of the MOF. We
can use this model to predict the apportionment.
For example, we successfully predicted the ap-
portionments and corresponding REDOR curves
of compositions that were not yet synthesized
(fig. S17). In addition, we predicted the effect of
changes in the linker composition and the ternary
linker apportionment on the basis of only binary
interaction parameters (tables S6 and S7).
Our strategy to resolve apportionment in a
disordered system consists of three parts: the syn-
thesis of systems with disorder distributed upon
an ordered lattice (in the present study MTV-
MOFs); experimental measurement of pairwise
Fig. 3. REDOR results and apportionments. (A) Experimental 13C{15N} REDOR curves (squares) are
compared with the molecular dynamics simulations for the different linker apportionments, large clusters
(LC), small clusters (SC), random (Ran), and alternating (Alt). (B) The derived apportionments for the
different MTV-MOF-5s. Yellow, linker B; blue, linker F; red, linker E; purple, linker I; green, linker H.
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FIG. 1: Examples of self-assembled multicomponent structures ‘near’ and ‘far from’ equilibrium. For the examples shown
we distinguish ‘native’ and ‘non-native’ interactions, which are respectively abundant and rare in the equilibrium structure.
H wever, the component type arrangement that results from self-assembly may contain many non-native contacts that are
kinetically trapped within a solid structure. Examples (a), (c), (e) and (f) show nonequilibrium structures that result from
such kine ic trapping: in these structures, component types possess a spatial arrangement not compatible with thermodynamic
quilibrium. The examples shown are charged colloids on the computer [1], DNA-linked colloids in experiment [2], a two-
component lattice gas on the computer [3], and a computer representation of an experimental metal-organic framework [4]
(the asterisk indicates that the ‘far from equilibrium’ designation is our interpretation of the results described in that paper).
By contra , examples (b) and (d), sodium chloride (image from [5]; see also Ref. [6]) and DNA ‘bricks’ [7], are examples of
multicompo ent self-assembly that do result in the equilibrium structure, or something very close to it. For the case of NaCl it
is clear that non-native contacts are suppressed because they are repulsive, so explaining why the equilibrium structure forms
without difficulty du ing self-ass bly. The DNA brick case appears to be different, in that its non-native interactions are not
guaranteed to be egligibl . H r we show, within a simple computer model, that the growth of equilibrium structures of a large
umbe of component typ can occur ev n n the face of substantial attractive non-native (henceforth called ‘undesigned’)
interactions between comp nent types, as l ng as native (henceforth called ‘designed’) interactions are well-enough separated
from them in energy scale. For image permissions, see end of paper.
tures then one must arrange for the growth phase of self-
assembly to happen ‘near’ to equilibrium.
In Section III we show that, in the absence of unde-
signed interactions, high-fidelity growth of the equilib-
rium target structure is most probable when designed
interactions are drawn from a distribution that is as nar-
row as possible. Otherwise, different pieces of the target
structure have a tendency to form in different regions of
parameter space, making assembly of the complete tar-
get structure less probable. In Section IV we show that
growth can also happen with high fidelity in the pres-
ence of substantial attractive undesigned interactions,
provided the energy scales of designed and undesigned
interactions are sufficiently separated. In Section V we
discuss these findings in the context of DNA-mediated
interactions, and suggest how to select complementary
DNA sequences in order to maximize the success rate
of assembly mediated by DNA. Example sequences are
given as supplementary files. We conclude in Section VI
by commenting on the prospect of growing equilibrium
multicomponent structures as the number of component
types becomes very large.
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FIG. 2: Schematic of the growth process considered in this paper. Blocks of Q distinct types bind in a ‘designed’ way according
to the code shown in the vicinity of the block of type i, and in an ‘undesigned’ way otherwise (see red block). The template
of width L shown on the top row promotes the growth of a structure the downward direction. We define the ‘ideal’ structure
as an assembled structure in which block types run from 1 to L on the first row, from L + 1 to 2L on the second row, etc.,
and from (M − 1)L+ 1 to ML on the bottom row. For a range of parameters the thermodynamically stable structure can be
arranged to be very close to the ideal structure; this stable structure is then the ‘target’ structure for self-assembly. Simple
conditions applied to designed and undesigned interaction strengths allow the self-assembly of this equilibrium target structure
with high fidelity (see text).
II. MODEL AND SIMULATION METHODS
Model. We consider a generalization, sketched in Fig. 2,
of the lattice model growth procedure used in Ref. [3].
The lattice is a 2D square one of M ×L sites. Sites may
be unoccupied, or occupied by a block of type i, where
i = L + 1, L + 1, . . . , 2, . . . , Q, and Q = LM is the to-
tal number of block types (block types i = 1, 2, . . . , L are
reserved for a top-row ‘template’ whose purpose is to pro-
mote growth; see below). Block interaction energies are
nearest-neighbor ones, of two types: ‘designed’ and ‘un-
designed’. Designed interactions occur only between one
face of one block type and one face of a second, particular
block type, according to the following rules (see Fig. 2):
block type i can make 4 designed nearest-neighbor bonds,
one with block type i+1 to the immediate right, one with
block type i−1 to the immediate left, one with block type
i− L immediately above, and one with block type i+ L
immediately below. Thus if a block of type i + L sits
immediately to the right of a block of type i, no designed
bond would be made. In this way, one can arrange on the
lattice an M × L grid of blocks, all making 4 designed
bonds, modulo boundary conditions: we imposed peri-
odic boundary conditions in the horizontal direction of
the lattice, and closed boundary conditions in the verti-
cal direction of the lattice. Each pairwise designed bond
brings with it an energy reward −dkBT , where d is
a random number chosen from a Gaussian distribution
with mean d and variance ∆d. The random numbers
required to define all possible designed interactions are
chosen at the start of each simulation.
Blocks also make undesigned bonds with nearest-
neighbor blocks, again in an orientation-dependent fash-
ion, with any block type except the one that would give
rise to a designed bond. Thus if a block of type i sits
to the right of a block of type j (where j is any number
except i− 1) then a undesigned bond is made; if a block
of type i sits just below a block of the same type j (as
long as j 6= i − L) then a different undesigned bond is
made. Each pairwise undesigned bond brings with it an
energy reward −ukBT , where u is a random number
chosen from a Gaussian distribution with mean u and
variance ∆u. The random numbers required to define all
possible undesigned interactions are chosen at the start
of each simulation.
The top row of the lattice was a fixed ‘template’ of
block types arranged in a designed-binding fashion; these
block types run, from left to right, 1, 2, . . . , L (see Fig. 2).
The bottom row of the lattice has immediately below it
a smooth boundary that does not interact energetically
with any block type. We define the ‘ideal’ structure as
a fully-occupied lattice in which each block makes only
designed bonds. Block types within this structure then
run in row-by-row order from 1 at the top left to Q at
the bottom right. Blocks types that inhabit the final row
of the ideal structure can make no designed interactions
in the downward direction (regardless of where on the
lattice those block types sit). We set M = L = 40,
giving Q = 1600.
We worked in the grand-canonical ensemble, modeling
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FIG. 3: Results of growth simulations in the presence of designed interactions only. Top: Symbols relate the displayed time
series to the parameters at which they were calculated (see panels (a) and (d)). We associate block types in the target structure
with pixels, arranged to form an arbitrarily-chosen image [20]; this image provides a guide to the eye as to the fidelity of
assembly. Bottom: We plot equilibrium yield (orange) and dynamic yield taken at 107 timesteps for growth simulations done
at different values of chemical potential µ (horizontal axes). Each curve has been averaged over 200 independent trajectories
and error bars indicate the standard deviation at each data point. The combination (2d − µ)/d is chosen so that the window
of good assembly predicted for the case in which all designed interactions are equal in strength, defined by Eq. (1), corresponds
to a range from 0 (weak driving, slow growth) to 1 (strong driving, fast growth) on the horizontal axis. In panel (a) we see that
the prediction of Eq. (1) is reasonably accurate: when designed interactions are drawn from a distribution with zero variance
(see inset), high-fidelity growth of the target structure happens within most of the expected window. The window of high-
fidelity growth narrows and eventually disappears as the designed interaction variance widens, as shown in panels (b) to (d).
Thus, even if undesigned interactions are completely suppressed, designed interactions must be drawn from a narrow-enough
distribution in order for the equilibrium structure to grow directly. Otherwise, far-from-equilibrium growth of fragments of the
desired structure happens.
an infinite reservoir of all block types not in the template
row. Blocks of all types received an energetic penalty,
relative to an unoccupied site, of magnitude µkBT (this
is a chemical potential term, but note that positive µ
disfavors particles relative to vacancies).
Equilibrium sampling. We are interested in conditions
for which the thermodynamically stable structure is very
close to the ideal structure; this stable structure is then
the ‘target’ structure for self-assembly. We calculated
the thermodynamically stable structure by building the
ideal structure ‘by hand’, and using the following Monte
Carlo move to achieve equilibrium. We picked at random
any lattice site not within the template, and proposed,
with uniform probability, a change from that site’s cur-
rent state (any of q ≡ Q − L block types or a vacancy)
to any other state (a vacancy or any of the q block types
not contained within the template). We accepted this
proposal with the usual Metropolis rate, min
(
1, e−β∆U
)
,
where ∆U is the total energy change resulting from the
proposed move (this energy includes, in general, contri-
butions from bond energies and the chemical potential).
Note that if one wished to maintain, in the absence of
inter-block interactions, a fixed concentration of blocks
(relative to vacancies) as q is increased, then one must
increase the chemical potential by an amount ln q. We
focus on this paper on the case of fixed q; in reading sub-
sequent equations, it should be noted that if one were
to imagine increasing q and leaving µ unchanged, then
one would also be imagining an increase of the notional
5solution concentration of blocks.
To make the ideal structure thermodynamically
stable with respect to the unoccupied lattice, one must
make d large enough relative to µ: the (reduced) bulk
free-energy density difference between the ideal structure
and the vapor is roughly µ − 2d, because each particle
in the bulk of the ideal structure has two full bonds (a
half share of four bonds) and comes with an energetic
penalty µ. To ensure stability of the ideal structure
with respect to a condensed phase of randomly-arranged
block types we need to ensure that d is large enough
relative to u and lnQ: the bulk free-energy density
difference between the ideal structure and an occupied
lattice of essentially random block types – ignoring
template blocks – is roughly 2u + lnQ− 2d.
Dynamic protocol. To model a dynamics that ap-
proximates growth of a structure from interacting build-
ing blocks that diffuse in solution, we did as follows.
We chose at random a lattice site not in the top-
row template. If unoccupied, we attempted to occupy
the lattice site with a block of type i = L + 1, L +
2, . . . , Q, chosen uniformly from the ensemble of all
possible block types except those contained within the
template. We accepted this proposal with probability
min
(
1, q e−β∆E−µ
)
, where ∆E is the bond energy change
upon the proposed insertion (recall that µ has already
been scaled by β ≡ 1/(kBT ), and that q ≡ Q − L
is the total number of block types minus those found
in the template). If the randomly-chosen lattice site
was instead occupied, we proposed to remove the block
found there, and accepted this proposal with probabil-
ity min
(
1, q−1e−β∆E+µ
)
, where ∆E is the bond energy
change upon removing the particle from the simulation
box. These rates satisfy detailed balance with respect to
our chosen energy function. The factor of q in the accep-
tance rates accounts for the following asymmetry. If an
unoccupied site is chosen, then insertion of a particular
block type is proposed with likelihood 1/q; the reverse of
that move, assuming that the same lattice site is chosen,
is proposed instead with unit probability. To model the
fact that relaxation within solid structures is slow, we
imposed a kinetic constraint that prevents any change of
state of a lattice site having exactly 4 occupied neighbors.
This constraint prevents relaxation within the bulk of an
assembly, except in the neighborhood of a vacancy. The
constraint respects detailed balance, and so has no effect
on the thermodynamics of the model.
Initially, the lattice was unoccupied apart from the top-
row template. This template, similar to those used dur-
ing the assembly of certain DNA nanostructures [21], al-
lows growth to proceed at values of the chemical potential
µ too large to see direct nucleation within the simulation
box. No move of any block in the template layer was per-
mitted (i.e. we consider it to be a rigid structure whose
only purpose is to promote growth).
To quantify the fidelity of the assembly process we de-
fined assembly ‘yield’ as the fraction of block types found
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FIG. 4: Yield-versus-time plots for examples of growth taken
from three of the parameter sets used in Fig. 3: see circle,
triangle and square symbols on that figure.
in the exact position they occupy in the ideal structure.
According to this definition of yield, the ‘equilibrium
yield’ can be less than unity (the ideal structure is the
lowest-energy structure; the target structure, which is
the lowest free-energy structure, can potentially harbor
defects). In what follows we shall display both equilib-
rium yield and ‘dynamic yield’, the latter meaning yield
achieved after some elapsed time of the growth process.
As we shall demonstrate, in some regimes of parameter
space self-assembly is initially of poor quality, and can
become much better on timescales that are longer but
nonetheless accessible to our simulations (and would be
accessible to the corresponding experiments). In other
regimes, assembly can remain poor on timescales beyond
those accessible to our simulations (or to the correspond-
ing experiment). We define one time unit as one Monte
Carlo ‘sweep’, namely q attempted changes of state of
randomly-chosen lattice sites.
Given that all block types in the ideal structure are
distinct, it is convenient to associate with each block a
pixel, and arrange for those pixels to make, in the ideal
structure, an arbitrarily-chosen pattern (see Fig. 3, top).
This pattern provides a guide to the eye as to the fidelity
of the assembly process.
III. RESULTS: DESIGNED INTERACTIONS
ONLY
General expectations. We began by suppressing com-
pletely all undesigned interactions, i.e. we set ∆u = 0 and
u → −∞. We first chose all designed interactions to be
equal in strength, i.e. we set ∆d = 0, giving d = d.
We then studied self-assembly at various values of the
chemical potential µ. To estimate the likely interval or
‘window’ of µ within which assembly will be successful,
we were guided by previous analysis of lattice gas growth
pathways [22, 23] to reason as follows.
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FIG. 5: The fidelity of growth in the presence of attractive undesigned interactions of fixed strength can be improved by
increasing the energy scale of the set of designed interactions (going from top to bottom). (a,b) In the top panels, undesigned
(labelled) and designed interactions (d = 4) are not well-separated in scale (note that ln q ≈ 7.3), and the window of good
assembly is relatively narrow. Here, growth results in a collection of randomly-arranged block types from which the target
structure grows only subsequently (see Fig. 6). Dashed lines show the stability of the equilibrium structure after fixed time.
(c,d) In the bottom panels, undesigned (labelled) and designed interactions (d = 11.3) are well-separated in energy scale, and
the window of good assembly is wider for the two choices of u used in the top panels. The window is also reasonably wide for
a much larger undesigned attraction of u = 4. In these cases, growth results directly in the target structure. Dynamic yield
is calculated after 107 time steps. Each curve is averaged over 200 independent trajectories and error bars show the standard
deviation of each data point.
Looking at Fig. 2, and focusing on the (smooth) bot-
tom row of the growing structure, we want the addi-
tion of one designed bond to that smooth surface to be
less likely than removal of that same bond, once made;
otherwise, we would be near the ‘spinodal’ limit, and
fragments of the target structure would begin to ap-
pear everywhere in the simulation box. From the Monte
Carlo proposal and acceptance rates of our dynamic pro-
tocol, described in Section II, the rate of appearance,
per Monte Carlo sweep, of a designed bond at a smooth
surface is q−1 min (1, q ed−µ). The prefactor q−1 arises
because only one block type, out of the ensemble of q
block types, can make a designed bond in a given posi-
tion. Once in place, and provided its environment does
not change (which is a strong assumption that we ex-
pect to be untrue in general), this block disappears with
rate min
(
1, q−1e−d+µ
)
. The ratio of these ‘on’ to ‘off’
rates is ed−µ, meaning that if µ > d then blocks making
only one designed bond are unstable with respect to their
removal.
Looking again at Fig. 2, we also want two designed
bonds to be stable with respect to their removal, so that
extended layer growth is possible. Considering the rates
of appearance and removal of a block able to make two
designed bonds (e.g the block of type i + L), we require
µ < 2d if blocks making two designed bonds are to be
stable with respect to their removal. Thus, our expec-
tation is that in the presence of designed bonds of fixed
strength d, the likely window of µ within which growth
of the equilibrium target structure will be happen is
d < µ < 2d. (1)
Moving to one side of this window, as µ approaches
and then exceeds 2d, we would expect layer growth to
become slow (followed by the target structure becoming
unstable with respect to dissolution). Moving to the
other side of the window, as µ approaches and then
drops below d, we would expect fragments of the target
structure to appear throughout the simulation box, and
for the growth process to result in a far-from-equilibrium
collection of distinct and likely incommensurate pieces
of the target. In principle this kinetically-trapped
7collection of fragments will turn into the equilibrium
structure given sufficient time, but that would require
the re-dissolution of assembled fragments, a process
that we would expect to be very slow for fragments of
appreciable size. Thus, Eq. (1) is the window within
which we would expect to see most rapid self-assembly
of the equilibrium structure.
Simulation results. In Fig. 3(a) we show that this
expectation is borne out, approximately, by our simula-
tions. In these simulations we set d = 4 (with ∆d = 0).
For a large range of µ the equilibrium structure is the
ideal structure with essentially no vacancies, i.e. the
‘equilibrium yield’ is unity. Within the window of µ pre-
scribed by Eq. (1), corresponding to the interval 0 to 1 on
the horizontal axis of the figure, the equilibrium target
structure self-assembles with high fidelity. The time se-
ries labeled by the green circle shows an example of high-
fidelity assembly. Growth eventually becomes impossible
as we move leftward on panel (a), first because of slow
layer completion, and then because the ideal structure is
not stable. As we move rightward on the figure, growth
eventually results in a structure different to the equilib-
rium one, first because of vacancy incorporation in the
growing structure, and eventually because of the nucle-
ation of multiple fragments of the target structure within
the simulation box.
If instead we draw designed interactions from a Gaus-
sian distribution of mean d = 4 and nonzero variance
∆d, we find that Eq. (1) – with d replaced by d – re-
mains a necessary condition for self-assembly of the equi-
librium target structure, but is no longer a sufficient con-
dition. As shown in Fig. 3(b–d), the window in which the
equilibrium target structure assembles narrows and even-
tually disappears entirely as the distribution from which
designed interaction strengths are drawn broadens. The
narrowing of the window happens from both sides: at the
right-hand side, the strongest bonds act to impair assem-
bly, causing fragments of the target structure (often re-
peated fragments) to appear throughout the simulation
box (see time-series labeled by the red square). At the
left-hand side of the window, layer growth is slowed by
the weakest contacts, even though the thermodynamic
stability of the target structure is enhanced by having a
distribution of bond strengths.
The closing of the ‘good assembly’ window as designed
interaction variance increases is suggested, in a qualita-
tive sense, by the nature of the argument used to derive
Eq. (1) for the zero-variance case: there, we argued that
good assembly could happen when the energy scale of at-
tachment (set by the chemical potential µ) lay between
the energy of one bond and the energy of two bonds. For
the finite-variance case, the distinction between the en-
ergy of one bond and two bonds becomes blurred as the
interaction variance becomes sufficiently large (see figure
panel insets).
In Fig. 4 we show yield as a function of time for sim-
ulations done at three of the parameter sets used in
Fig. 3. For designed interaction distribution of zero vari-
ance, comparison of the circle and triangle symbol sets
shows that it takes about an order of magnitude longer to
grow the target structure at the strong-driving side of the
good-assembly window than in the middle of the window.
For a designed interaction distribution of large variance,
we see from the square parameter set that the target
structure cannot be grown on accessible timescales.
We conclude from Fig. 3 and Fig. 4 that it is beneficial
to draw designed interactions from as narrow a distri-
bution as possible: in Section V we discuss the possible
implications of this observation for DNA-mediated self-
assembly.
IV. RESULTS: DESIGNED AND UNDESIGNED
INTERACTIONS
General expectations. We next considered assembly
in the presence of attractive ‘undesigned’ interactions,
and we focused on the case in which d and u are drawn
from distributions with zero variance. Looking at Fig. 2,
we estimate that a necessary condition for undesigned
bonds not to become incorporated in the growing target
structure (in the limit of low growth rate) is that two
undesigned bonds be unstable with respect to their re-
moval, so preventing their participation in layer growth.
This rate of appearance, per Monte Carlo sweep, of a
block making two undesigned bonds at a corner of the
growing target structure (say, between block types i− 1
and i + L) is (1 − 1/q) min (1, q e2u−µ). Once in place,
and provided that its environment does not change, this
block will detach with rate min
(
1, q−1e−2u+µ
)
. The ra-
tio of these ‘on’ to ‘off’ rates is (q − 1)e2u−µ. For two
designed bonds to be unstable to their removal we must
therefore have
µ > 2u + ln(q − 1). (2)
In a sense, one can regard the term ln(q−1) on the right-
hand side of Eq. (2) as an effective ‘entropic stickiness’
that results from the fact that ‘incorrect’ block types are
numerous (recall that we have scaled µ and u by kBT
already; if Eq. (2) was rewritten in units with dimensions,
then the term ln(q−1) would come with a prefactor kBT ).
We therefore estimate that if Eq. (1) and Eq. (2) hold
simultaneously, growth should result in the equilibrium
target structure. It is straightforward in principle to
satisfy these two relations simultaneously. Say that the
number of block types q and the undesigned interaction
strength u are fixed. Eq. (1) and Eq. (2) predict that
the equilibrium structure should grow if d can be made
large enough that the hierarchy
2u + ln(q − 1) < µ < 2d (3)
can be arranged, and that the largest window of good
assembly can be achieved if d is large enough that the
hierarchy
2u + ln(q − 1) < d < µ < 2d (4)
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FIG. 6: Yield-versus-time plots for examples of growth us-
ing undesigned and designed interactions that are respectively
well-separated in energy (‘shifted’; triangles) and poorly-
separated in energy (‘unshifted’; circles); see Fig. 5. The
well-separated energy scale results in the direct appearance
of the equilibrium target structure. The inset shows that the
target structure grows in this regime in a layer-by-layer fash-
ion.
can be arranged. Equations (3) and (4) suggest that,
even in the presence of attractive undesigned interac-
tions, assembly of the equilibrium structure will occur
if one makes designed interactions strong enough, and
works at low enough block concentrations (i.e. large
enough µ).
An alternative way of viewing Eq. (3) is to recognize
that it constrains, approximately, a hierarchy of bulk
free energies. The (reduced) bulk free-energy density of
an ‘undesigned’ structure, by which we mean a full lat-
tice of randomly-arranged block types, is approximately
−2u−ln q. The first term comes about because each par-
ticle in the structure has a half share of four undesigned
bonds; the second term accounts for the entropy of mix-
ing of component types in the grand-canonical ensem-
ble. The bulk free-energy density of the solvated phase
is −µ [30]. The bulk free-energy density of the designed
structure is −2d. Thus, Eq. (3) states, approximately,
that the bulk free-energy density of undesigned struc-
tures should be larger than the bulk free-energy density
of the solvated phase. If, instead, the free-energy den-
sity of undesigned structures lie intermediate between
the free energy densities of the solvated phase and the
target structure, then one might expect that undesigned
structures, and not the target, would be the first thing
to grow from solution. This expectation is based on the
assumption that undesigned structures, if viable thermo-
dynamically, should be more accessible kinetically than
the designed one: a fraction 1−q−1 of all block-block en-
counters will cause undesigned bonds to appear, but only
1 in q encounters will result in a designed bond. Subse-
quently, one might expect to see undesigned structures
evolve into the target structure [24–26] on some time con-
trolled by the basic timescale exp(4u−µ) for removal of
blocks from the bulk of an undesigned structure. Given
that this timescale can be large, it would seem to be a
better strategy to arrange for the target structure to be
the first thing to grow from solution.
Thus, if Eq. (3) holds then we expect growth to result
in the equilibrium structure. If, however, Equation 3’s
first inequality is reversed then we might expect the
initial result of growth to be a dense phase of randomly-
arranged block types (from which the target structure
may emerge on some longer timescale).
Simulation results. In Fig. 5 we see that the qualita-
tive expectations implied by Equations (2)–(4) are borne
out in simulations: assembly can be improved markedly
by increasing the energy scale of designed interactions in
the face of attractive undesigned interactions. Panels (a)
and (b) of Fig. 5 show that for two (small) values of u,
namely u = 0.05, and u = 0.1, self-assembly of the tar-
get structure is less successful than it was in Fig. 3(a),
for the same designed-interaction energy scale (d = 4)
and the same timescale. Equation (4) suggests that the
problem with these parameter choices is that the effective
energy scales 2u + ln(q− 1) and 2d are not well-enough
separated: the term ln(q−1) alone is approximately 7.35.
As a result, growth results in a collection of randomly-
arranged block types, from which the target structure
emerges only subsequently. Thus, in Fig. 5(c) we have
increased d to 11.3. As predicted, the window of good
self-assembly (which now occurs at larger µ, i.e. smaller
notional block concentration) widens considerably.
The yield-versus-time plots shown in Fig. 6 demon-
strate the difference in the rate of attainment of good
yield for well-separated and poorly-separated undesigned
and designed interaction energy scales. Growth us-
ing the smaller (‘unshifted’) designed-interaction energy
scale results in the formation of a randomly-arranged
set of blocks, from which the target structure eventually
emerges. Note that the characteristic time for a collec-
tion of randomly-arranged component types to spawn the
target structure must scale roughly as exp(4u − µ), the
rate to break four undesigned bonds. Growth using the
larger (‘shifted’) designed-interaction energy scale results
in direct (and more rapid) appearance of the equilibrium
target structure. Growth in this regime involves slow
layer-by-layer nucleation (see inset), a phenomenon seen
in several real systems [27, 28].
We also performed simulations in which undesigned in-
teractions were selected from distributions with nonzero
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FIG. 7: Yield-versus-time plots for examples of growth using undesigned and designed interaction distributions of a range
of widths. (a) Only when both distributions are relatively narrow and well-separated in energy (blue triangles) is assembly
good within a substantial window; widening one (green squares) or both distributions (red circles) impairs yield. Each curve
has been averaged over 200 independent trajectories and error bars indicate the standard deviation at each data point. (b)
Distributions used to generate panel (a).
variance (Fig. 7). When designed and undesigned in-
teractions are both drawn from narrow, well-separated
distributions, there exists a broad window of good self-
assembly (blue triangles). However, if the variance of the
undesigned interaction distribution is increased substan-
tially, then assembly is impaired (green squares), because
of persistent formation of blocks making unusually strong
undesigned interactions.
The results of this section demonstrate that direct
growth of equilibrium multicomponent structures can be
achieved in the face of attractive undesigned interactions,
provided that the designed interaction energy scale is
well-separated from the undesigned interaction energy
scale.
V. DISCUSSION: IMPLICATIONS FOR
DNA-MEDIATED SELF-ASSEMBLY
General principles for growth of equilibrium
multicomponent structures. The results of Sec-
tions III and IV suggest two principles, summarized in
Fig. 8, that must be observed in order to ensure growth
of equilibrium structures built from many distinct
component types. First, we need a sufficiently narrow
distribution of designed interaction strengths. Second,
the energy scale of designed interactions and undesigned
interactions should be well-separated, so that undesigned
contacts cannot proliferate at the expense of designed
ones. Although these principles are suggested by the
study of a two-dimensional model, we were guided to
them by simple arguments relating only to the number
of interactions made by building blocks as they bind
to a structure. These arguments are not specific to
two dimensions, and we therefore anticipate that the
principles we have observed should also apply in three
dimensions. Further, although we have not considered
nucleation explicitly, we assume that if growth results
in the equilibrium structure then nucleation will not
result in something drastically different, assuming that
it happens fast enough to be seen in experiment. Moti-
vated by these assumptions, we now make suggestions
for how to choose DNA sequences in order to maximize
the efficiency of DNA-mediated self-assembly.
Selecting DNA strands for optimal ‘DNA brick’
self-assembly. Ke et al. [7] reported the self-assembly
of 100 DNA structures of finite size. These structures
were derived or “sculpted” from a “molecular canvas”
(Tables S14 & S15 of the Supplemental Information of
Ref. [7]), a 3D assembly of 4,455 DNA bricks interacting
via a total of 13,860 8-basepair strands. The 100 struc-
tures sculpted from this canvas were built from 416± 85
DNA blocks and 1506±326 interacting strands (bricks in
the bulk of a structure usually make 4 nearest-neighbor
contacts; in what follows we ignore poly-T border strands
that enforce the finite size of structures).
In the language of the present paper, DNA bricks pos-
sess ‘designed interactions’ mediated by complementary
DNA strands 8 basepairs long. Strands were chosen
to be complementary in a random fashion. We show
in Fig. 9(a) the collection of interaction energies (hy-
bridization free energies) for all possible complementary
8-basepair sequences. We computed these hybridization
free energies using the model of SantaLucia et al. [29].
In Fig. 9(b) we show that if one chooses randomly from
this collection of energies then one obtains a distribution
of designed interaction energies that is relatively broad
(green and grey lines). These distributions are broader
than those used to compute the model results in Fig. 3(d).
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FIG. 8: Principles for growth of equilibrium multicomponent structures derived from the results of Sections III and IV.
Panels (a) and (b) relate to the case of designed interactions only. (a) We want the basic rate for removing a particle from
solution to lie intermediate between the basic rates for the breaking of one and two designed bonds. (b) If the distribution
from which designed interactions are drawn is too broad, then this energy-scale separation cannot be achieved, and growth of
the equilibrium structure is not possible. Panels (c) and (d) relate to the case in which undesigned interactions are present.
(c) Direct growth of the equilibrium structure is possible in the face of attractive undesigned interactions, provided that the
energy scales µ and d are made large enough, i.e. provided that one works with a low solution concentration of blocks and with
strong designed bonds. (d) Otherwise, some (or all) of the notional window of good assembly will result in rapid formation of
a randomly-arranged collection of block types (these considerations can also be viewed as constraining a hierarchy of bulk free
energies: see boxes).
If, by contrast, one chooses sets of sequences closest in
energy, then one can achieve a significant narrowing of
this distribution (black line). This distribution is similar
in width to that used to compute the model results in
Fig. 3(b). In Fig. 10 we show that one can select sets of
complementary DNA interactions with a similarly nar-
row distribution for a range of mean interaction energies,
and that this can be done for a range of sequence lengths.
Importantly, non-complementary sequences alike in en-
ergy are no more alike in sequence identity than are
randomly-chosen ones – see Fig. 9(c) – suggesting (but
not proving) that choosing designed interactions in this
manner would result in undesigned interactions no more
potent than do randomly-chosen sequences. The re-
sults of this paper therefore suggest that this rationally-
selected set of sequences will lead to better-quality self-
assembly than does random sequence choice, with one
important caveat: we have no prescription for calculating
accurately the energies of non-complementary sequences,
and we cannot say with certainty what are the ‘unde-
signed’ interactions that result from these sequences. If
the latter are large, for some reason that we have not
anticipated, then narrowing the distribution of designed
interactions alone may not substantially improve assem-
bly (see Fig. 7). Nonetheless, based on the results of our
paper, these selected sequences are our best estimate for
the best way of doing DNA brick self-assembly.
In the supplemental file si sequences n8.txt we list
15 sets of 2000 ‘narrow-distribution’ non-palindromic
DNA sequences of length 8 that one might use to
self-assemble DNA brick structures. These sets have
been chosen to have different mean interaction energies,
and variances as small as possible (sets correspond
to various parts of the ‘basin’ of the green curve in
Fig. 10(c)). A similar list of 15 sets of 2000 bases is pro-
vided for sequences of length 9 (si sequences n9.txt).
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FIG. 9: The ‘designed interaction’ distribution of DNA ‘bricks’ [7] may be substantially narrowed through rational selection of
complementary DNA sequences. (a) Set of hybridization free energies for all possible non-palindromic 8-basepair complementary
sequences, in units of kBT at 298 K. (b) In Ref. [7] complementary sequences (which mediate what we call ‘designed interactions’)
are chosen randomly from this collection, leading to the green (molecular canvas) and grey (individual structure) distributions;
these have a substantial variance (one set of ‘optimized’ interactions from that work is shown in orange; this distribution is
narrower than the random case, but still possesses considerable width). Individual structures in Ref. [7] contain an average
of about 1500 complementary sequences. If, by contrast, we choose from (a) the set of 2000 sequences (for instance) whose
interaction energies are most similar, then we can achieve a substantial narrowing of the designed interaction distribution
with little change in the mean (black distribution). (c) Non-complementary sequences alike in energy are no more alike in
identity than are randomly-chosen ones, suggesting that this rationally-selected set of DNA interactions would have ‘undesigned’
interactions no more potent than those of Ref. [7]. Here Nsame is calculated by aligning two sequences and counting the
number of positions that display identical nucleotide type; this process is then done for all pairs of sequences in the set. We
carried out a similar procedure to detect complementary nucleotides, and repeated both calculations for anti-aligned sequences
(see supplemental files); all measures show random and purposeful selection to be similar in respect of unintended sequence
complementarity.
Additionally, we provide two data files whose se-
quences contain repeats of no more than two
nucleotides (si sequences n8 no triples.txt,
si sequences n9 no triples.txt). This restric-
tion may help to suppress undesigned interactions, and
can be arranged at the cost of only a slight increase in
the variance of the distribution of designed interactions.
VI. CONCLUSIONS
We have shown within a lattice-based computer model
that the high-fidelity growth of an equilibrium structure
composed of a large number of precisely-arranged com-
ponent types can be ensured be observing some relatively
simple conditions. These conditions relate to the energies
of building blocks’ ‘designed’ interactions, which stabi-
lize energetically the unique target structure, and to the
energies of their ‘undesigned’ interactions, which allow
blocks to associate in a compositionally-random way. We
find that direct growth of the equilibrium structure can
happen in the face of substantial attractive undesigned
interactions, an observation that may explain why DNA
bricks can self-assemble successfully even when attrac-
tive ‘undesigned’ interactions are not intentionally sup-
pressed [7]. We also find that best assembly happens
when designed interactions are drawn from a distribu-
tion that is as narrow as possible, and we have shown
that one can choose DNA sequences so as to achieve a
narrow distribution of such energies. These sequences are
available as supplementary files (see Section V).
Many multicomponent systems self-assemble in a ki-
netically trapped manner [1, 2, 14–16], particularly when
the energy scales associated with component-type inter-
actions cannot be controlled precisely. But when these
interactions can be controlled, experiments [7] and simu-
lations [17, 18] demonstrate that self-assembly of equilib-
rium structures built from Q ∼ 103 distinct component
types is possible. Simple scaling arguments suggest that
the strategy of Ref. [7] will work for a range of values of Q
in excess of those (Q ∼ 103) that have been used to date,
but the assembly of truly macroscopic structures may
require some modification of this basic protocol. Both
thermodynamic and dynamic factors would seem to im-
pose eventual limitations in this regard.
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FIG. 10: Narrow-variance designed interactions can be arranged for DNA sequences of a range of lengths N . (a) Distributions
of hybridization free energies for DNA strands of length N basepairs (with their complementary strand). Solid lines are
distributions of all possible non-palindromic interaction energies (hybridization free energies), while dots are distributions of
2000 sequences chosen randomly from those larger distributions. The plusses denote sequences from Ref. [7]. (b) Mean and
variance for a number of random 2000-sequence selections from all possible sequences of length N : as N increases, so does the
interaction variance. (c) By contrast, sampling (for instance) 2000 nearest neighbors in the energy spectrum results in a much
reduced variance. Here we plot the variance of 2000 sequences that are nearsest-neighbors in each energy spectrum. For N = 8,
moving left to right on the horizontal axis can be thought of as moving left to right along the ‘bar code’ shown in Fig. 9(a),
and taking the 2000 sequences closest in energy at each point. The broad basin for N = 8 and 9 shows that many distinct
small-variance 2000-basepair sets with different mean interactions can be chosen (some are listed in si sequences n8.txt and
si sequences n9.txt. (d) Similar to (b), but for rationally-selected DNA interactions: here, the ‘designed interaction’ variance
can be arranged to decrease with increasing N .
Thermodynamically, the requirement that the equilib-
rium structure is composed of an arbitrary arrangement
of Q distinct components requires increasingly strong
interactions to achieve as Q becomes larger, simply
to counter the entropy gained upon mixing component
types. The equilibrium density of misplaced blocks will
go roughly as Q exp(−zβ∆E), where ∆E is the difference
in energy between ‘designed’ and ‘undesigned’ interac-
tions, and z is the number of bonds made by blocks. For
macroscopic structures, i.e. Q ∼ 1024, and for the case
z = 4, appropriate to the experiments of [7], one would
need ∆E to approach about 30 kBT before one has of or-
der unity defects in the equilibrium structure. This en-
ergy scale is achievable using DNA-like interactions, but,
if undesigned interactions are not repulsive, implies at-
tractive interactions almost as strong as covalent bonds.
Dynamically, the basic timescale for the growth of
large−Q structures is large. In our simulations the ba-
sic timescale for growth of the target structure scales as
Q, because only about 1 in every Q block-block encoun-
ters results in the creation of a designed bond. A sim-
ilar scaling would seem likely in experiment. Assuming
a basic block attachment timescale of 10−10 s, which is
roughly the time taken by a small molecule to diffuse
its own diameter in water, the basic binding timescale
in the presence of 1017 component types would be of or-
der a year. Therefore, in some (very large) size limit it
would seem that the basic protocol studied here must be
modified somehow, e.g. by using strongly repulsive unde-
signed interactions, or long-ranged designed interactions
that bring selected blocks together from afar.
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