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SUMMARY
In the present paper, a simpliﬁed procedure using few in situ data points is derived and then
evaluated (using a large database) against reference values estimated with the standard nylon bag
ﬁrst-order kinetics model. The procedure proposed involved a two-stage mathematical process, with
a statistical prediction of some degradation parameters (such as lag time) and then a kinetic model
derived by assuming degradation follows zero-order kinetics to determine eﬀective degradability in
the rumen (E). In addition to the estimation of washout fraction and discrete lag, which is common to
both procedures, the simpliﬁed procedure requires measurement of dry matter losses at one
incubation time point only. Thus, interference of the animal rumen will be much reduced, which will
lead to increased capacity for feed evaluation. Calibration of the zero-order model against the ﬁrst-
order model showed that suitable estimates of E can be obtained with disappearance at 24, 48 or 72 h
as the single incubation end time point. The strength of the calibration is such that an end incubation
time point as low as 24 h may be suﬃcient, which may reduce substantially the total incubation time
required and thus the impact on the experimental animal. Relevant regression equations to predict
reference values of parameters such as lag time or E are also developed and validated.
INTRODUCTION
Artiﬁcial synthetic ﬁbre bag in situ procedures, which
have evolved since the earlier part of the 20th century,
are a standard means of estimating the extent of
degradation of ruminant feeds (Ørskov & McDonald
1979; Lo´pez 2005). Feed samples are enclosed in the
bag and then suspended in the rumen, hence remov-
ing the eﬀect of passage or outﬂow but allowing the
degradation of the substrate within the bag by
ruminal microbes. Pore size should permit free ﬂow
of microbes in and out of the bag, with the risk that
undegraded small particulate matter may escape from
the bag (Lo´pez 2005). Thus, it is necessary to make the
assumption that substrate disappearance from the bag
represents substrate degradation by ruminal microbes
and that particulate matter escaping from the bag is
instantly and completely degraded (Dhanoa et al.
1999a). Even if this is true for the truly soluble frac-
tion, it is unlikely to be true for the mechanical loss of
undegraded particulate matter. Furthermore, it is in-
evitable that the soluble fraction, commonly referred
to as the wash fraction, tends to be overestimated and
various correction or adjustment procedures have
been proposed to mitigate the eﬀects of estimate bias
of the wash fraction (Dhanoa et al. 1999a).
In addition, the in situ procedure requires greater
amounts of sample than in vitro methods, may be
laborious and time consuming and may have a heavy
impact on the host animal with regard to the number
of bags per run and number of incubation sampling
times needed to obtain suﬃcient data so that the
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chosen kinetic model (e.g. Ørskov &McDonald 1979;
McDonald 1981; Dhanoa 1988; Lo´pez 2005; Mertens
2005) may be ﬁtted. These issues may hamper wide-
spread use of the technique as a routine method of
feed evaluation, because the above requirements may
mean that only a few feeds can be handled at a time
and repeated runs are necessary to overcome low ca-
pacity problems. This requires the use of more ani-
mals and/or repeated use of some animals, which is
contrary to the principle of least invasive experimen-
tation. Use ofmore animals also has added diﬃculties,
such as confounding of feed eﬀects and animal eﬀects.
A statistical design of the study can help but the
overall workload on the animals may increase.
Despite the widespread use and detailed application
of the nylon bag procedure, several alternatives
have been proposed to overcome all diﬃculties associ-
ated with the technique without any loss in accuracy
of the measurements.
Rate and extent of degradation of feeds in the
rumen are usually estimated from in situdisappearance
curves, by ﬁtting a non-linear equation to obtain esti-
mates of several degradation parameters (France et al.
1990; Lo´pez 2005; Mertens 2005). This common ap-
proach requires that disappearance at several incu-
bation times be recorded. Thus, a simpliﬁed procedure
with a reduced number of incubation times is worth
considering and some approaches have been reported
in the literature (Broderick 1994; Olaisen et al. 2003).
However, this alternative will need to be calibrated
and validated against the full bag procedure as nor-
mally used, providing enough information from a
large database of in situ data is available. The objec-
tive of the present study, therefore, is to derive and
evaluate a simpliﬁed procedure, using few incubation
data points and based on the assumption that ruminal
degradation is a zero-order kinetic process, in relation
to the currently used in situ procedure.
MATERIALS AND METHODS
General scheme
The main components of a speciﬁc feed entering the
rumen are assumed to be: (1) a soluble fractionW (g)
which is instantly and completely degraded, (2) a po-
tentially degradable fraction S (g) and (3) a completely
undegradable fraction U (g). Only S and U are of
dynamic interest in estimating the rate and extent
of degradation as W is assumed to be degraded in-
stantly. A discrete lag L (h) will be assumed to occur
before any degradation commences. The degradation
and passage kinetics of S and U are shown in Fig. 1,
where kp (per hour) is the fractional or relative rate of
passage from the rumen. The value of passage rate kp
is assumed known, as this parameter can be estimated
using digesta ﬂow markers by either ruminal or faecal
sampling.
Mathematical formulation
When feed is incubated in situ in artiﬁcial ﬁbre
(polyester, nylon or dacron) bags suspended in the
rumen or in vitro in a ﬂask containing rumen ﬂuid, the
rate of passage is zero. Pool dynamics as shown in
Fig. 1 become
dS=dt=0, 0ft<L (1a)
=xF, toL (1b)
and
dU=dt=0, to0 (2)
where F is the degradation rate (g/h).
On integration, Eqns (1a) and (2) give
S=S0, 0ft<L
U=U0, to0
respectively, where S0 is potentially degradable sub-
strate at the start of the incubation, and U0 is the
completely undegradable fraction. From Eqn (1b) the
amount of potentially degradable substrate (S; g) re-
maining in the bag or the ﬂask at any incubation time
t (t>L) can be calculated as
S=S0x
Z t
L
F dt, toL
and the cumulative disappearance of substrate (D; g)
to time t (t>L) becomes
D=W+
Z t
L
Fdt, toL
Wash fraction
W
(Assumed degraded instantly)
Potentially degradable fraction 
S 
Undegradable fraction 
U 
Passage, kpS 
Degradation, F 
Passage, kpU 
Fig. 1. Feed fractions showing their degradation and passage
kinetics in the rumen.
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The above equations for degradation in the rumen,
when feed particles are subject to losses due to pass-
age from the rumen, become
dS=dt=xkpS, 0ft<L (3a)
=xFxkpS, toL (3b)
and
dU=dt=xkpU, to0 (4)
On integrating Eqns (3a), (3b) and (4), the follow-
ing are obtained:
S=S0 exp (xkpt), 0ft<L
S=

S0x
Z t
L
Fekptdt

exkpt, toL
U=U0 exp (xkpt), to0
Extent of degradation or eﬀective degradability (E)
in the rumen proper is then
E=W+
Z 1
L
F dt
Applying the concepts of chemical kinetics to the
process of substrate degradation in the rumen, the
degradation rate is linked to the amount of substrate
remaining in the rumen (i.e. F=f(S)). This relation-
ship has been represented mathematically by the rate
equation or rate law:
F= mSn
In this equation, m is the degradation rate co-
eﬃcient or rate constant, although it is not necessarily
a constant, as it may include the eﬀect of any factor
that aﬀects degradation rate (Lo´pez et al. 1999;
France et al. 2000), except for S, which is explicitly
taken into account. The exponent n is called reaction
order and depends on the mechanism assumed to be
responsible for the substrate degradation in the
rumen. In the particular case of ﬁrst-order kinetics,
n=1, so that the rate of degradation assumes the
mathematical form
dS
dt
=F=mS, toL
where m (per hour) is the speciﬁc or fractional rate of
degradation. In the simplest ﬁrst-order kinetics mod-
el, m is assumed invariant, viz. m=kd, where kd (per
hour) is a constant. This case is the degradation
model of Ørskov &McDonald (1979) and McDonald
(1981). Eqn (1b) for describing the potentially de-
gradable fraction of the feed component under incu-
bation now yields the following expression for S :
S=S0exkd(txL), toL
and the cumulative disappearance of substrate from
the bag or ﬂask becomes
D=W+S0(1xexkd(txL)), toL (5)
Fitting Eqn (5) to serial disappearance data using
non-linear regression allows direct estimation of W,
S0, kd and L, as described by Dhanoa (1988), and
using these estimates, in conjunction with an estimate
of passage rate kp, permits calculation of the eﬀective
degradability in the rumen (E) by applying the
equation
E=W+
kd
kd+kp
S0 e
xkpL, toL
The above approach is the standard method for es-
timating rate and extent of degradation in the rumen.
Zero-order degradation
The degradation rate under this option has the
mathematical form
dS
dt
=xF=xmS0=xm, toL (6)
where m (g/h) is now the actual degradation rate. If
m is invariant with time, then F is constant and Eqn (6)
becomes
F=K, LftfT
=0, otherwise
where K (g/h) is the constant degradation rate, and T
(h) is the time at which all S0 is degraded and dis-
appearance reaches its asymptotic value. With both
equations, F is described as a zero-order process.
Solving Eqn (1b), the potentially degradable feed
fraction under incubation takes the following linear
form:
S=S0xK(txL), Lftf(L+S0=K) (7a)
=0, t>(L+S0=K) (7b)
In Eqns (7a, b), T=L+S0/K. The instantaneous
fractional degradation rate, a variable kd (per hour),
is given by
kd=
K
S
:
The average fractional degradation rate over the
interval (t1, t2), which lies inside (L, L+S0/K), is
kd=
1
t2xt1
Z t2
t1
K
S
dt
=
1
t2xt1
Z S2
S1
K
S
x
dS
K
 
=
1
t2xt1
Z S1
S2
dS
S
kd=
lnS1x lnS2
t2xt1
The cumulative degradation, from the bag or ﬂask,
on integration gives a piecewise segmented model
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with three straight lines as follows:
D=0, 0ft<L (8a)
=W+K(txL), Lftf(L+S0=K) (8b)
=W+S0, t>(L+S0=K) (8c)
For a feed component placed in the rumen itself,
where it is also subject to passage:
dS
dt
=xkpS, 0ft<L
=xKxkpS, toL
and integration of these equations gives
S=S0exkpt, 0ft<L
= S0+
K
kp
ekpL
 
exkptx
K
kp
, Lftft
=0, t>t
where time t (h) is given by t= ln kpS0K +e
kpL
 
=kp:
The eﬀective degradability (E) for the simple zero-
order case becomes
E= W+K
Z t
L
dt
giving
E= W+
K
kp
ln
kpS0
K
+ekpL
 
xKL (9)
Simpliﬁed procedure
Using serial cumulative disappearance data and non-
linear regression, the estimates of parameters W, S0,
K and L can be obtained from the zero-order kinetic
model. This approach has been used before (Lo´pez
et al. 1999), but requires a number of data points
(i.e. disappearance values at diﬀerent incubation
times). Strictly speaking, at least two data points
would be required for each segment (straight line) of
the model.
Based on the mathematical formulation for zero-
order kinetics, a novel approach to estimate eﬀective
degradability of feeds in the rumen is proposed. The
approach requires few (one to three) data points. To
develop this approach, a number of alternatives will
be examined.
From Eqn (9), the parameters required for the de-
termination of E are W, S0, L and K. Experimentally
measured values of W and S0 are suitable for the
purpose. W can be assumed to be the disappearance
of matter obtained when bags containing a sample of
feed are washed without incubation in the rumen.
Washing should follow the same procedure used for
all the bags incubated in the rumen and the wash
value measured will include both the fraction of feed
that is dissolved in water (soluble fraction) and the
particulate matter that is mechanically lost from the
bag.
The entity S0 can be calculated from disappearance
of substrate after incubation in the rumen for a long
time (DO). Assuming that DO equals asymptotic sub-
strate disappearance (i.e. W+S0), then S0=DOxW.
This assumption requires that incubation time is long
enough. In the simpliﬁed procedure, S0 was estimated
using substrate disappearance recorded after 24, 48,
72 or 96 h of incubation, from which washoutW was
removed (i.e. S0=DxW).
The discrete lag time L cannot be measured exper-
imentally and can be estimated only when a model is
ﬁtted to serial cumulative disappearance data.
Estimates of L are highly dependent on the available
disappearance data (for precise estimation, a large
number of data points in the initial part of the curve
at short incubation times is required) and on the
model used to ﬁt the curves, so that lag estimates
using either the exponential (Eqn 5) or the segmented
(Eqns 8a–c) model may be considerably diﬀerent
(Lo´pez et al. 1999). As a consequence, some authors
have suggested that a discrete lag is a mathematical
artefact derived from ﬁtting non-linear models
(Lo´pez 2005; Mertens 2005). In the present work, to
simplify the model, it was assumed that L=0, thus
E=W+Kkp ln
kpS0
K +1
 
: Nevertheless, to test the in-
ﬂuence of inclusion of a lag estimate, the simpliﬁed
procedure was also applied using the lag estimates
obtained previously by ﬁtting the exponential (ﬁrst-
order) model.
The parameter K is the slope of the straight line
representing the phase between the lag time and the
time at which asymptotic disappearance is reached,
i.e.
K=
DxW
txL
, Lftf(L+S0=K)
If L=0, then
K=
DxW
t
, 0<tf(S0=K)
In the simpliﬁed method, several alternatives will
be evaluated to estimate K, from diﬀerent combi-
nations of disappearance values at early and late incu-
bation times. Thus, for the ﬁnal point, disappearance
values at 24 h (D24), 48 h (D48), 72 h (D72) and 96 h
(D96) will be considered. For the initial point, three
alternatives will be studied (Fig. 2) :
(a) L=0 and W=0, so that the initial point to esti-
mate K will be (0, 0);
(b) L=0 and W is the wash value measured exper-
imentally, so that the initial point to estimate K
will be (0, W );
(c) L estimates obtained from ﬁtting the exponential
model and W values determined experimentally
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are used, so that the initial point to estimateKwill
be (L, W ).
Therefore, with certain assumptions, estimates of
W, S0, L and K can be obtained with the simpliﬁed
method and used to calculate E. A maximum of three
disappearance values may be required: washout value
at 0 h (W), disappearance at a given incubation time
(24, 48, 72 or 96 h) to calculate K and disappearance
at a long incubation time to calculate S0. On the other
hand, in its simplest version, the method permits the
estimation of E using only one incubation time, if it is
assumed that W=0, L=0, and the only incubation
time recorded is used to calculate K and S0.
Data sets
Data sets used in the current paper are described by
Dhanoa et al. (1995). Brieﬂy: Set no. 1 (24 curves ;
R. C. Siddons, unpublished observations) was from a
study undertaken with four sheep using two hays of
three diﬀerent lengths (incubation times 0, 3 , 6, 9, 12,
18, 30, 48, 72 and 96 h). Set no. 2 (28 curves; R. C.
Siddons, unpublished observations) was obtained
from a polyester-bag study over 48 h (incubation
times 0, 3, 6, 9, 12, 16, 24 and 48 h) on steers using
four cuts of S23 perennial ryegrass prepared in seven
ways. Set no. 3 (72 curves ; Beever et al. 1986) came
from a study on 12 Friesian steers using three cuts
from two pure swards. The disappearance of organic
matter (OM) from polyester bags was recorded over
incubation times of up to 48 h (incubation times 0, 3,
6, 9, 12, 24 and 48 h). Set no. 4 (56 curves) was ob-
tained from a polyester-bag study undertaken at the
University of Guelph (J. B. Buchanan-Smith, un-
published observations) on seven steers using brome
and alfalfa hay of two diﬀerent lengths. Dry matter
(DM) disappearance of both hay and extrusa were
monitored over 96 h (incubation times 0, 1, 2, 3, 6, 9,
12, 18, 24, 36, 48, 72 and 96 h). Set no. 5 (108 curves)
came from a study by Lo´pez et al. (1991a) on three
sheep using hay from three botanical groups (grasses,
legumes and weeds) cut in late June and early
September. The disappearance of DM, OM, neutral
detergent ﬁbre (NDF), N, acid detergent ﬁbre and
cellulose from polyester bags was recorded over in-
cubation times of up to 72 h (incubation times 0, 3, 6,
9, 15, 24, 48 and 72 h). Set no. 6 (72 curves) came from
another polyester-bag study by Lo´pez et al. (1991b)
on two sheep using conserved forage as hay, fresh
freeze-dried grass and silage made in plastic bags cut
in June and September. Disappearance of the same
six feed components was monitored over 72 h (incu-
bation times 0, 3, 6, 9, 15, 24, 48 and 72 h).
Regression methods
Regression analysis was used (i) to derive prediction
equations and (ii) for the comparison of parameter
estimates obtained by the simpliﬁed procedure devel-
oped herein with those previously obtained by ﬁtting
the conventional exponential model, which will be
considered as the reference values.
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Fig. 2. Geometry of zero-order slopes from origin (0, 0),
washout (0, W) and lag (L, W) points (Z is the chosen end
point) in relation to the conceptualized ﬁrst-order kinetics.
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Diﬀerent regression methods were employed to as-
sess the accuracy of the parameter estimates of the
regression equations. It has to be taken into account
that estimates resulting from ﬁrst- and zero-order kin-
etics may carry measurement errors that contravene a
basic assumption of ordinary least squares (OLS), i.e.
the predictor variable is without measurement errors
or is a controlled variable. However, correlation be-
tween the two relevant variables (e.g. ruminal eﬀective
degradability estimated from ﬁrst- and zero-order
kinetics) is very strong and as a result slope attenu-
ation is minimal (Dhanoa et al. 1999b). Therefore,
along with some Type II regression models, equations
from OLS are also shown.
The common OLS model yi=a^+b^xi+ei was
ﬁtted to a set of paired sample values (xi, yi) to
estimate parameters a^ (intercept) and b^ (slope),
which minimize
P
e2i . The slope is given by b^=P
yixyð Þ xixxð Þ=
P
xixxð Þ2 and the general for-
mula for the intercept estimate in terms of x-variable
and y-variable sample means and the slope estimate
is a^=yxb^x. When variances of x- and y-variables
are unknown, then Bartlett’s 3-Group Method
(Bartlett 1949) is appropriate with the slope estimate
given by b^=(y3xy1)=(x3xx1). Reduced major axis
regression is appropriate when both variables are
measured on the same scale and the correlation
among them is >0.6. The slope is given by b^=ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b^yx=b^xy
q
, where b^yx and b^xy are the OLS slopes for y
on x and for x on y, respectively. Major principal axis
regression (Sokal & Rohlf 1995) is also a suitable op-
tion with slope b^=syx=(lxs2y), where l=05½s2y+s2x+ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
(s2y+s2x)
2x4(s2ys2xxs2yx)
q
, sy and sx are standard de-
viations for the y- and x-variables, respectively, and
syx is their covariance. To guard against the eﬀect of
multiple outliers in both x- and y-variables, least me-
dian squares (LMS) regression (see Rousseeuw 1984
or Rousseeuw & Leroy 1987) was used. The LMS al-
gorithm is implemented in the FORTRAN program
PROGRESS (Leroy & Rousseeuw 1984) and it is op-
erationally similar to the bootstrap method.
All regression analyses were completed with
analysis of the residuals to examine independence (no
autocorrelation) and homoscedasticity (constant vari-
ance) of the errors, and whether the residuals were
normally distributed, thus testing that none of the
linear regression assumptions were violated and
hence that the regression equations derived were re-
liable (Sokal & Rohlf 1995). When regression as-
sumptions are in doubt, OLS estimates may not be
accurate enough and alternative regression strategies
might be required. Bootstrapping is useful when
sample size is so small that the asymptotic properties
of OLS estimates are questionable or when errors (in a
small sample) are not normally distributed and allows
for calculating regression coeﬃcients and deriving
estimates of their standard errors and conﬁdence
intervals without making distributional assumptions
or where parametric inference is impossible or re-
quires very complicated formulae for the calculation
(Efron & Tibshirani 1993).
RESULTS
Data set
The data set used in the current study covers a large
variety of forages with diﬀerent botanical compo-
sition (grasses and legumes), types of forage (herbage,
hay and silage) and maturity stage (cut after primary
growth or after regrowth). This diversity resulted in
wide ranges of values of parameters (Table 1) such as
fractional degradation rate (ranging from 0.01 to
0.38), lag times (ranging from 0 to 12.5 h) and eﬀec-
tive degradability (ranging from 0.35 to 0.86).
Degradable insoluble fraction S0
Asymptotic or potential degradability (W+S0) esti-
mates obtained by ﬁtting the exponential model were
regressed against disappearance values at 24, 48 and
72 h (Table 2). The asymptotic value was strongly
correlated (coeﬃcient of correlation always higher
than 0.87, P<0.001) with disappearance values at 24,
48 and 72 h. The prediction of (W+S0) from disap-
pearance values was improved as the incubation time
became longer, but in all cases there was under-
estimation of W+S0, based on the values of the in-
tercept of the regression equations (Table 2). In the
data sets used in the current study there were no dis-
appearance data from long incubation times that
could be assumed to closely approximate asymptotic
potential disappearance, so it was decided to use dis-
appearance at each incubation time as the end point
to calculate slope (D at 24, 48, 72 or 96 h) for the
estimation of S0 (S0=DxW).
Zero-order slope and lag
Slopes can be easily calculated using any incubation
end point when lag time is assumed to be zero. Thus,
initial points for the slope would be either (0, 0) or
(0, W) (in the ﬁrst case, it is assumed that W=0) and
the end point can be any point with co-ordinates (t,D),
whereD is substrate disappearance at incubation time
t. If L is known, slope can be calculated from (L, W)
as the starting point. From the co-ordinates deﬁned
herein, the slopes of lines from (0, W) (no-lag-slope)
and from (L, W) (lag-slope) are:
no-lag-slope=
DxW
t
(10)
lag-slope=
DxW
txL
(11)
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When only a few incubation points are used (as in
the simpliﬁed procedure), lag (L) cannot be estimated
or measured experimentally. Thus, slope from point
(L, W) cannot be calculated as explained above.
However, from Fig. 3, it can be seen that the slope
from point (0,W) is geometrically related to the slope
from (L, W) :
1
lag-slope
=
1
no-lag-slope
x
L
DxW
and from Eqns (10) and (11), sloperatio can be calcu-
lated as
sloperatio=lag-slope=no-lag-slope=
t
txL
(12)
On the grounds of this geometrical relationship, it
could be expected that both slopes (to the same end
point) would be highly correlated and regression
Table 1. Statistics (total number of observations (n), mean, standard deviation (S.D.) and range) for the in situ
disappearance values and degradation parameters across the six data sets used in the study
n Mean S.D. Minimum Maximum
In situ disappearance values (g/g incubated)
24 h incubation time 336 0.676 0.1577 0.321 0.908
48 h incubation time 359 0.753 0.1350 0.344 0.945
72 h incubation time 260 0.732 0.1022 0.417 0.947
Degradation parameters (ﬁrst-order kinetic exponential model)
W (g/g incubated) 359 0.247 0.1530 0.000 0.655
S0 (g/g incubated) 359 0.553 0.1194 0.197 0.925
kd (per hour) 359 0.081 0.043 0.0088 0.376
Lag (h) 359 2.91 1.42 0.00 12.5
W+S0 (g/g incubated) 359 0.801 0.1078 0.494 1.000
E (g/g incubated) 359 0.645 0.1358 0.354 0.862
W=soluble fraction; S0=potentially degradable fraction; kd=fractional degradation rate; Lag=lag time; W+
S0=potential (asymptotic) degradability); E=eﬀective degradability.
Table 2. Relationship between asymptotic or potential degradability (W+S0) estimated from the exponential
model and disappearance values at 24, 48 and 72 h of incubation. Results were obtained using ordinary
least squares
x-variable
y-variable
W+S0
Data sets Intercept S.E. Slope S.E. R2* RSD#
Disappearance at 24 h 1–6 0.391 0.0128 0.601 0.0184 0.764 0.0526
Disappearance at 48 h 1–6 0.250 0.0072 1.469 0.0191 0.803 0.0469
2–6 0.190 0.0079 1.141 0.1480 0.898 0.0346
Disappearance at 72 h 1–6 0.187 0.0078 1.851 0.0249 0.795 0.0448
2–6 0.123 0.0086 1.215 0.0162 0.923 0.0281
* R2=variance accounted for (adjusted r2).
# RSD=residual standard deviation.
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Fig. 3. Geometrical relationship between slopes from wash-
out (0, W) and lag (L, W) points, where Z is the end point.
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equations linking both variables can be derived:
lag-slope=aL+bLno-lag-slope
where aL and bL are the intercept and regression
coeﬃcient of the linear equation, respectively. As data
sets used in the current work contained disappearance
data at several incubation times for each feed studied,
the exponential model was ﬁtted and estimates of lag
were obtained. These estimates were used to calculate
lag-slopes and then, using all available pairs of no-
lag- and lag-slopes, prediction equations of lag-slope
from no-lag-slope were derived (Table 3). Lag-slope
can be accurately predicted from no-lag-slope given
the high coeﬃcients of determination (R2>0.96,
P<0.001) and the low standard error of estimate
(residual standard deviation). Standard errors of the
parameter estimates are also small, with intercept
values close to zero, and slopes close to unity.
Once estimates of aL and bL are obtained by linear
regression, sloperatio can be calculated:
sloperatio=bL+
aL
no-lag-slope
Table 3. Relationships between the zero-order slope from the lag point (L,W) (see Fig. 2) and the corresponding
zero-order no-lag-slope from the point (0, W), both to the same incubation end point (24, 48, 72 or 96 h), after
ﬁtting the linear equation: lag-slope=aL+bL no-lag-slope. Results were obtained using OLS, robust regression or
some Type II regression models to account for measurement errors in the predictor variables
Regression method aL S.E. bL S.E. R
2* RSD#
Slope to 24 h end point (n=336)
Mean lag-slope=2.025; mean no-lag-slope=1.773
OLS 0.015 0.0270 1.134 0.0137 0.961 0.109
LMS$ 0.025 0.0175 1.137 0.0083 0.961 0.111
Bartlett x0.001 0.0283 1.142 0.0147 0.961 0.110
Major axis x0.031 0.0249 1.160 0.0124 0.961 0.111
Reduced major axis x0.025 0.0247 1.156 0.0123 0.961 0.111
Slope to 48 h end point (n=359)
Mean lag-slope=1.123; mean no-lag-slope=1.056
OLS x0.005 0.0084 1.069 0.0073 0.986 0.0313
LMS 0.004 0.0052 1.067 0.0047 0.985 0.0323
Bartlett x0.008 0.0087 1.071 0.0077 0.986 0.0314
Major axis x0.014 0.0081 1.077 0.0070 0.986 0.0314
Reduced major axis x0.014 0.0081 1.076 0.0070 0.986 0.0314
Slope to 72 h end point (n=260)
Mean lag-slope=0.752; mean no-lag-slope=0.723
OLS x0.014 0.0043 1.060 0.0054 0.993 0.0144
LMS 0.000 0.0025 1.046 0.0034 0.993 0.0152
Bartlett x0.015 0.0052 1.061 0.0067 0.993 0.0145
Major axis x0.016 0.0042 1.063 0.0053 0.993 0.0145
Reduced major axis x0.016 0.0042 1.063 0.0052 0.993 0.0144
Slope to 96 h end point (n=68)
Mean lag-slope=0.502; mean no-lag-slope=0.495
OLS 0.035 0.0089 0.942 0.0170 0.989 0.0077
LMS 0.009 0.0085 0.986 0.0172 0.982 0.0099
Bartlett 0.021 0.0100 0.971 0.0192 0.987 0.0082
Major axis 0.033 0.0089 0.947 0.0169 0.988 0.0079
Reduced major axis 0.033 0.0088 0.948 0.0168 0.988 0.0079
* R2=variance accounted for (adjusted r2).
# RSD=residual standard deviation.
$ LMS: this method removes outliers; hence R2 and RSD are based on the reduced data set.
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Using predicted lag-slopes and sloperatio, lag time
(L) can be calculated. Thus, from Eqn (12) :
L=
t(sloperatiox1)
sloperatio
Using actual sloperatio from the six data sets
showed that the above algebra reproduced the esti-
mated lag values accurately. Clearly, lag predictions
depend on the quality of the relationship between lag-
slope and no-lag-slope. However, the relationship
between lag L and sloperatio is curvilinear (Fig. 4), and
can be modelled according to a simple exponential
equation of the form L=a0x b0exksloperatio , where ak,
bk and k are constants. The upper asymptote of this
relationship will be well outside the data range (Fig.
4), but this does not matter as only predictions from
the overall equation in the range 0fL<10 are of in-
terest. Fitted equations (using bootstrapping) for
prediction of L from sloperatio (calculated at end
points 24, 48, 72 and 96 h) were as follows:
End point 24 h:
L=1434(0214)x7353(1118)
r exp [x16351(00300)sloperatio]:
(c) 72 h 
10
8
6
4
2
0
1·000 1·025 1·050 1·075 1·100 1·125 1·150 1·175
Sloperatio
(d) 96 h 
10
8
6
4
2
0
1·00 1·02 1·04 1·06 1·08 1·10 1·12
Sloperatio
(a) 24 h 
10
8
6
4
2
0
1·0 1·1 1·2 1·3 1·4 1·5 1·6 1·7
(b) 48 h 
10
8
6
4
2
0
1·00 1·05 1·10 1·15 1·20 1·25 1·30
La
g 
es
tim
at
e 
(E
xp
)
La
g 
es
tim
at
e 
(E
xp
)
Fig. 4. Relationship between lag time and sloperatio (ratio between slope (lag-slope) from the lag point (L, W) and the
corresponding slope (no-lag-slope) from the point (0, W), both to the same incubation end point (24, 48, 72 or 96 h); i.e.
sloperatio=lag-slope/no-lag-slope) at several incubation times (see text and Fig. 3 for details).
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Table 4. Relationship between values of eﬀective degradability (E) in the rumen (for a fractional rate of pass-
age=0.02/h) calculated either by ﬁtting the exponential model (ﬁrst-order kinetics) to serial in situ disappearance
data (considered as reference values (dependent or predicted variable) with mean across all data sets=0.645
ranging between 0.354 and 0.862, S.D.=0.136, n=360) or by assuming zero-order kinetics and using the simpliﬁed
procedure (with slopes from origin (0, 0), washout point (0,W) or lag point (L,W) and to diﬀerent end points (24,
48, 72 or 96 h of incubation), resulting in the diﬀerent explanatory variables (three for each end point)). Results
were obtained using OLS, robust regression or some Type II regression models to account for measurement errors
in the predictor variables. All regressions were performed using bootstrapping
Regression
method
Starting
point for the
zero-order
slope Intercept S.E.
Regression
coeﬃcient S.E. R2* RSD#
Slope to 24 h end point (n=336)
Mean values of E :
E(0,0)-24=0.618; E(0,W)-24=0.597; E(L,W)-24=0.587
OLS (0, 0) 0.149 0.0063 0.818 0.0089 0.972 0.0226
(0, W) 0.135 0.0066 0.870 0.0097 0.971 0.0231
(L, W) 0.140 0.0062 0.875 0.0092 0.972 0.0225
LMS$ (0, 0) 0.123 0.0190 0.848 0.0256 0.985 0.0169
(0, W) 0.123 0.0120 0.884 0.0177 0.984 0.0169
(L, W) 0.135 0.0196 0.880 0.0273 0.985 0.0163
Bartlett (0, 0) 0.148 0.0065 0.819 0.0092 0.922 0.0226
(0, W) 0.132 0.0068 0.875 0.0100 0.972 0.0232
(L, W) 0.139 0.0065 0.877 0.0097 0.972 0.0225
Major axis (0, 0) 0.142 0.0060 0.828 0.0085 0.972 0.0227
(0, W) 0.128 0.0064 0.881 0.0094 0.970 0.0232
(L, W) 0.133 0.0060 0.886 0.0089 0.972 0.0226
Reduced major axis (0, 0) 0.141 0.0059 0.830 0.0083 0.972 0.0227
(0, W) 0.127 0.0063 0.883 0.0092 0.970 0.0232
(L, W) 0.133 0.0059 0.888 0.0088 0.972 0.0226
Slope to 48 h end point (n=359)
Mean values of E :
E(0,0)-48=0.634; E(0,W)-48=0.602; E(L,W)-48=0.593
OLS (0, 0) 0.0608 0.0061 0.922 0.0088 0.965 0.0254
(0, W) 0.0255 0.0065 1.029 0.0101 0.972 0.0226
(L, W) 0.0334 0.0062 1.031 0.0097 0.971 0.0229
LMS (0, 0) 0.0375 0.0152 0.958 0.0231 0.993 0.0112
(0, W) 0.0004 0.0161 1.070 0.0248 0.993 0.0109
(L, W) 0.0091 0.0128 1.070 0.0218 0.993 0.0111
Bartlett (0, 0) 0.0632 0.0072 0.918 0.0105 0.965 0.0255
(0, W) 0.0244 0.0066 1.031 0.0104 0.972 0.0226
(L, W) 0.0334 0.0065 1.032 0.0103 0.971 0.0229
Major axis (0, 0) 0.0509 0.0060 0.937 0.0086 0.964 0.0255
(0, W) 0.0163 0.0064 1.044 0.0099 0.972 0.0227
(L, W) 0.0241 0.0061 1.047 0.0095 0.971 0.0230
Reduced major axis (0, 0) 0.0502 0.0059 0.938 0.0085 0.964 0.0255
(0, W) 0.0167 0.0063 1.044 0.0098 0.972 0.0227
(L, W) 0.0245 0.0060 1.046 0.0094 0.971 0.0230
Slope to 72 h end point (n=260)
Mean values of E :
E(0,0)-72=0.566; E(0,W)-72=0.534; E(L,W)-72=0.526
OLS (0, 0) 0.0950 0.0097 0.891 0.0150 0.914 0.0396
(0, W) 0.0469 0.0092 1.034 0.0156 0.932 0.0352
(L, W) 0.0569 0.0094 1.030 0.0162 0.930 0.0359
LMS (0, 0) 0.0635 0.0356 0.934 0.5732 0.992 0.0121
(0, W) x0.0064 0.0291 1.113 0.0577 0.992 0.0118
(L, W) 0.0096 0.0329 1.105 0.0660 0.993 0.0116
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End point 48 h:
L=2625(0219)x16163(1421)
r exp [x18176(001709)sloperatio]:
End point 72 h:
L=3839(0167)x24917(1120)
r exp [x18703(000882)sloperatio]:
End point 96 h:
L=5043(0826)x33796(6331)
r exp [x19023(003479)sloperatio]:
With this approach, it is possible to predict both
zero-order lag-slope and L, which can be used sub-
sequently for calculation of E.
Ruminal eﬀective degradability
The reference data for eﬀective degradability (Eexp)
were calculated from the ﬁrst-order exponential
model as described by Dhanoa et al. (1995). Then E
values were estimated using the simpliﬁed procedure
developed herein by assuming zero-order kinetics.
Slopes calculated from three diﬀerent starting points
((0, 0); (0,W) and (L,W)) and to diﬀerent incubation
end points (24, 48, 72 and 96 h) were used for the
calculation of E, giving 12 diﬀerent estimates of
eﬀective degradability (E(0,0)-24, E(0,W)-24, E(L,W)-24;
E(0,0)-48, E(0,W)-48, E(L,W)-48; E(0,0)-72, E(0,W)-72, E(L,W)-72;
E(0,0)-96, E(0,W)-96, E(L,W)-96). In each case, corre-
sponding values of W, L and S0 were used for the
calculation of E according to Eqn (9). The calibration
equations of Eexp (reference values) v. the 12 diﬀerent
estimates of eﬀective degradability E (estimated
values using zero-order kinetics) from the above re-
gression methods are given in Table 4. All these
Table 4. (Cont.)
Regression
method
Starting
point for the
zero-order
slope Intercept S.E.
Regression
coeﬃcient S.E. R2* RSD#
Bartlett (0, 0) 0.0953 0.0127 0.890 0.0206 0.914 0.0396
(0, W) 0.0450 0.0118 1.037 0.0205 0.932 0.0352
(L, W) 0.0551 0.0119 1.033 0.0210 0.930 0.0359
Major axis (0, 0) 0.0709 0.0097 0.934 0.0015 0.912 0.0400
(0, W) 0.0233 0.0095 1.078 0.0164 0.931 0.0355
(L, W) 0.0328 0.0097 1.076 0.0170 0.928 0.0363
Reduced major axis (0, 0) 0.0691 0.0092 0.937 0.0098 0.912 0.0401
(0, W) 0.0249 0.0091 1.075 0.0157 0.931 0.0355
(L, W) 0.0344 0.0093 1.073 0.0162 0.928 0.0363
Slope to 96 h end point (n=68)
Mean values of E :
E(0,0)-96=0.490; E(0,W)-96=0.457; E(L,W)-96=0.454
OLS (0, 0) x0.062 0.0358 1.194 0.0681 0.879 0.0470
(0, W) x0.114 0.0356 1.394 0.0730 0.876 0.0476
(L, W) x0.119 0.0346 1.415 0.0715 0.881 0.0466
LMS (0, 0) x0.008 0.1549 1.115 0.2715 0.987 0.0137
(0, W) x0.050 0.1349 1.293 0.2624 0.987 0.0136
(L, W) x0.065 0.1455 1.330 0.2871 0.986 0.0139
Bartlett (0, 0) x0.080 0.0476 1.232 0.0935 0.877 0.0473
(0, W) x0.125 0.0521 1.418 0.1106 0.875 0.0477
(L, W) x0.133 0.0525 1.444 0.1125 0.880 0.0467
Major axis (0, 0) x0.195 0.0496 1.464 0.0973 0.859 0.0506
(0, W) x0.293 0.0556 1.786 0.1193 0.850 0.0522
(L, W) x0.290 0.0534 1.792 0.1148 0.857 0.0509
Reduced major axis (0, 0) x0.156 0.0380 1.386 0.0727 0.869 0.0489
(0, W) x0.228 0.0399 1.645 0.0824 0.865 0.0495
(L, W) x0.229 0.0383 1.656 0.0800 0.871 0.0484
* R2=variance accounted for (adjusted r2).
# RSD=residual standard deviation.
$ LMS: this method removes outliers; hence R2 and RSD are based on the reduced data set.
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equations were veriﬁed using the bootstrap method
(1000 re-samples ; Efron & Tibshirani 1993), as in
some cases standard errors, R2 or residual standard
deviation could not be calculated with the standard
algorithm. All the equations for end points 24, 48 and
72 h accounted for over 0.91 of the variability in Eexp
and it seems they are viable alternatives. With slopes
up to incubation times of 24 h, slopes of the linear
equations ranged between 0.81 and 0.89, and the
intercept was between 0.123 and 0.149, whereas when
slopes up to incubation times of 48 or 72 h were used,
the regression coeﬃcients of the calibration equations
were close to unity and intercepts were in general
smaller. The close relationship between estimated
values (using diﬀerent zero-order slopes from (0, W)
to 24, 48, 72 and 96 h) and reference values (Eexp) is
shown in Fig. 5. The small distances between the data
points and the ﬁtted line are noticeable, as well as the
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Fig. 5. Relationship between values of eﬀective degradability calculated with the reference method (E (ﬁrst order)) and those
calculated with the simpliﬁed procedure (E (zero order)) using slopes from washout point (0,W) to diﬀerent incubation time
end points. (The solid line is the geometric mean, the broken lines are the upper and lower limits, and the number in each
point represents the data set from which the point is originated.)
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narrow conﬁdence interval through the range of the
values of E used in the study.
All regression methods yielded similar results, with
some particularities in their behaviour. The LMS
method, which enhanced R2 and reduced RSD but
increased standard errors of the parameters (as fewer
points are used in the regression), was found to be
computationally demanding and it also appears to
eliminate some data that are diﬃcult to consider as
true outliers. Bartlett’s 3-Group Method is clearly
unsuitable if the sample size is small, although it shows
acceptable performance for larger samples. The re-
ducedmajor axismethod (the familiarYonX andXon
Y procedure when both X and Y are subject to mea-
surement error) and the major axis method performed
equally well. Due to high correlations, OLS results are
very similar to corresponding results from Type II re-
gression methods. This will not be the case if the cor-
relation is relatively poor. For example, the slope
from the reduced major axis method will be higher by
a factor of 1/r (where r is the Pearson correlation co-
eﬃcient) when compared with the slope from OLS.
Results for the 96 h end point are given for com-
pleteness only, because its choice is contrary to the
objective of the current study. Due to lack of data and
perhaps structural matrix collapse, 96 h end point
does not appear to be an option.
Validation
Mean square prediction error (MSPE) (Bibby &
Toutenburg 1977; Dhanoa et al. 1999b) analyses were
performed on the diﬀerences between values of eﬀec-
tive degradability in the rumen (E; kp=0.02/h) cal-
culated from the ﬁrst-order exponential model
(considered as reference values) and corresponding
zero-order estimates using slopes from three diﬀerent
starting points ((0, 0), (0, W) and (L, W)) and to dif-
ferent incubation end points (24, 48, 72 and 96 h).
Concordance correlation coeﬃcient (rc) was used to
evaluate reproducibility of the reference E values
from the predicted E values (rc; Lin 1989; Dhanoa
et al. 1999b). This is an index of how far the ob-
servations deviate from the concordance line (depar-
ture from standard), by multiplying a measure of
precision (deviation from the best-ﬁt line measured by
the Pearson correlation coeﬃcient r) by a measure of
accuracy (deviation, i.e. displacement and rotation, of
the best-ﬁt line from the 1:1 concordance or equality
line). This index of accuracy is termed Cb (Cb=rc/r).
To test the equality of variance of actual and corre-
sponding predicted values, ‘sum and product’ corre-
lation (r(x+y)(xxy); Morgan 1939; Pitman 1939;
Dhanoa et al. 1999b) was calculated. These results
from the above analyses are summarized in Table 5.
Mean bias and slope bias are for the calibration
equations given in Table 4.
Further, to test the performance of relationships
in Table 4, each of the six sets was in turn considered
as the validation set. The equations in Table 4 were
recalculated for the remaining ﬁve sets and predic-
tions for the chosen validation set were made. MPSE
analyses were performed on the actual v. corre-
sponding predicted values for the relevant set and
Table 5. Mean square prediction error (MSPE) breakdown of diﬀerences between estimates of eﬀective degra-
dability in the rumen (E) from the ﬁrst-order kinetic exponential model (considered as reference values) and
corresponding zero-order kinetic estimates E(x,y)-t, where (x, y) are the coordinates of the starting point and t is the
end-incubation time for the calculation of the zero-order slope
Estimated
E value n MSPE
Components of MSPE (as proportions)
r(x+y)(xxy) Cb R
2 rcBias Slope Random
E(0,0)-24 336 0.00269 0.489 0.319 0.192 0.740 0.969 0.971 0.955
E(0,W)-24 336 0.00421 0.779 0.092 0.129 0.583 0.941 0.970 0.926
E(L,W)-24 336 0.00535 0.838 0.066 0.096 0.576 0.919 0.971 0.906
E(0,0)-48 359 0.00090 0.136 0.141 0.723 0.319 0.995 0.965 0.977
E(0,W)-48 359 0.00237 0.778 0.006 0.216 x0.250 0.948 0.972 0.935
E(L,W)-48 359 0.00325 0.833 0.005 0.162 x0.262 0.926 0.971 0.913
E(0,0)-72 260 0.00290 0.382 0.077 0.541 0.209 0.855 0.905 0.814
E(0,W)-72 260 0.00545 0.770 0.003 0.227 x0.254 0.721 0.925 0.694
E(L,W)-72 260 0.00657 0.802 0.002 0.196 x0.242 0.694 0.922 0.667
E(0,0)-96 68 0.00349 0.325 0.037 0.638 x0.528 0.381 0.726 0.325
E(0,W)-96 68 0.00714 0.618 0.064 0.318 x0.695 0.265 0.720 0.225
E(L,W)-96 68 0.00747 0.642 0.067 0.291 x0.708 0.258 0.728 0.221
r(x+y)(xxy)=product moment correlation between x+y and x–y (all values of this statistic were signiﬁcant, P<0.001).
Cb=index of accuracy for relationship drift away from the 1:1 line.
rc=Lin’s concordance correlation.
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also overall (results not shown). The ‘sum and prod-
uct ’ correlation r(x+y)(xxy) was shown not to be sig-
niﬁcant overall (except 96 h end point) although for
individual sets some signiﬁcant results were observed.
It would appear that a good calibration data set can
provide equations capable of giving acceptable pre-
dictions, thus avoiding the laborious full in situ pro-
cedure and sparing donor animals much of the
impact.
DISCUSSION
Calibration equations have been developed to predict
eﬀective degradability of feeds, in particular forages,
in the rumen (reference values estimated from the
simple exponential model based on ﬁrst-order kin-
etics) using the simpliﬁed procedure developed herein
assuming zero-order kinetics. Statistics used to assess
goodness-of-ﬁt and to examine prediction errors of
these equations have shown that the simpliﬁed pro-
cedure is a viable alternative to the standard in situ
one.
The simpliﬁed procedure proposed involved a two-
stage mathematical process, with statistical prediction
of some parameters (such as lag time or S0 fraction)
and then application of a kinetic model (derived by
assuming degradation follows zero-order kinetics) to
determine E from the predicted parameters. The main
advantage of the proposed procedure is that it can be
applied with just one incubation time (end points 24,
48 or 72 h). The wash fraction (determined by wash-
ing bags containing the sample without previous in-
cubation in the rumen) can be incorporated in the
modelling, although it may be assumed to be zero.
The lag time can be estimated and slopes from the
point (L,W) predicted if slopes from the point (0,W)
are known, as regression equations have been derived
from the geometrical relationship between both
slopes. Fraction S0 (insoluble but potentially degra-
dable) can be determined, but it has also been demon-
strated that it may be calculated from disappearance
values at the incubation end point used in each case.
Although values of S0 calculated are highly variable
depending on the incubation end point (greater dis-
appearance and S0 values as the incubation time be-
comes longer), this did not result in higher estimates
of eﬀective degradability when longer end-incubation
times were used for the calculation of the zero-order
slope and S0 (Table 4). Zero-order slope would be
higher if shorter incubation times are used as end
points, thus compensating for the smaller S0 values.
Therefore, the approach using just one incubation
time for the calculation of both the zero-order slope
and S0 seems to be valid to obtain approximate esti-
mates of eﬀective degradability. Finally, a linear slope
from any initial point (0, 0) (0,W) or (L,W) and to a
given end point (disappearance at 24, 48 or 72 h) can
easily be calculated and used to determine E by
applying the equation derived for zero-order kinetics.
The current results have shown that with any starting
point and end points of 24, 48 or 72 h it is possible to
obtain accurate estimates of E values that can be used
in feed formulation for ruminants. E values from the
simpliﬁed method rank feedstuﬀs in a similar order
to the values obtained from the exponential model
and average values from both approaches are similar
to each other. For further reﬁnement, prediction
equations for eﬀective degradability have been devel-
oped by regressing Eexp on E calculated from the
simpliﬁed method, allowing for mathematical adjust-
ments.
Predictive equations were derived from six diﬀerent
data sets and using diverse forages. The possible in-
ﬂuence of a particular data set or type of forage on
the estimates of the equation parameters (intercept
and slope) was examined using generalized linear
models in which the signiﬁcance of eﬀects attributed
to blocking factors (such as data set or type of forage)
was tested, conﬁrming that the contribution of these
blocking factors to the variance accounted for in the
predictive models was of rather little signiﬁcance.
With the experimental design used herein, such eﬀects
were not expected because predicted (reference E
value) and explanatory (zero kinetic E values) were
obtained from paired and matching calculations
using the same data for each in situ disappearance
curve within all the structural factors in the database
used.
In general, ﬁtting the well-known exponential
model (based on ﬁrst-order kinetics) to serial dis-
appearance data using non-linear regression has been
considered as the standard method for estimating E.
The main inconvenience of this method is that several
data points (at diﬀerent incubation times) are re-
quired; hence some simpliﬁed procedures have been
described in which reduced ruminal incubation times
are used. Broderick (1994) proposed a procedure to
calculate fractional degradation rate by log trans-
formation of substrate disappearance percentages at
only two incubation times (0 and 16 h). Then, with
this degradation rate eﬀective degradability could be
determined, resulting in estimates of protein degra-
dability similar to those calculated with time-course
data. Vanzant et al. (1996) conﬁrmed the validity of
this procedure to estimate degradability of forages.
Calsamiglia et al. (1994) used a similar double-point
approach (changing the incubation times) to estimate
protein degradability and obtained values close to
those observed with the standard procedure.
Wilkerson et al. (1995) assumed that disappearance at
16 h was an acceptable approximation to protein
degradability of roughages. More recently, Olaisen
et al. (2003) developed multiple regression equations
to estimate degradability from in situ disappearance
values using only two or three incubation times. This
approach is rather empirical, based on the statistical
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relationship between the variables, but Olaisen et al.
(2003) claimed that the procedure was more robust
and less vulnerable than previous approaches, be-
cause estimation of degradation rates was highly de-
pendent on errors in the disappearance values.
A feature of the simpliﬁed procedure derived herein
is the combination of statistical and kinetic models.
Some parameters are estimated from prediction
equations and then a kinetic model is used to calcu-
late eﬀective degradability. The kinetic model as-
sumes that degradation obeys zero-kinetics, i.e. the
degradation rate is constant. In the case of degra-
dation obeying zero-kinetics, the plot of disappear-
ance v. incubation time is represented by a straight
line, whose slope can be estimated from just two data-
points. It was shown that values calculated from this
approach were similar to those obtained with the
reference method, even though a wide range of initial
and end points of incubation were used to test the
procedure. Changing incubation points resulted in
major diﬀerences in the zero-order slopes (degra-
dation rate) calculated, but in all cases estimates of E
were similar and approximated the reference values.
A piecewise segmented model with three straight lines
representing zero-order kinetics has been ﬁtted to in
situ disappearance proﬁles to estimate degradation
parameters and eﬀective degradability in the rumen.
E values with this segmented model slightly over-
estimated the values determined with the exponential
model, although diﬀerences can be considered to be
of little signiﬁcance (Lo´pez et al. 1999; Fathi Nasri
et al. 2006; Nivyobizi et al. 2007).
Along with the high degree of precision and accu-
racy attained in the prediction of E, the simpliﬁed
procedure involves a number of important method-
ological beneﬁts. As both the number of incubation
times and the total incubation time required are re-
duced, the impact of incubation of artiﬁcial ﬁbre bags
in the rumen will be signiﬁcantly decreased. Increase
in capacity will be considerable, allowing a sizable
reduction in the time required to process a large
number of test substrates. Also, shorter incubation
periods should minimize day-to-day variability. In
order to address quality assurance and standardiz-
ation issues, it may be prudent to include some stan-
dard or reference samples for which E will be
determined by both the simpliﬁed and the standard
(full in situ degradation curve) procedures. The vali-
dation of equations in Table 4, over the six data sets
in the current study, has been satisfactory but further
validation outside of these data sets should conﬁrm
and corroborate ﬁndings from the current study.
CONCLUSIONS
Eﬀective degradability of feeds in the rumen can be
accurately estimated using the simpliﬁed approach
developed herein. Only disappearance values at
one incubation time (24, 48 or 72 h) are required.
In a ﬁrst stage, certain parameters (e.g. lag time)
are determined using prediction equations. Then a
kinetic model, which assumes that degradation in
the rumen is a zero-order kinetic process, is used to
calculate degradability. There is a high degree of
reproducibility of the reference values, indicating
that loss of accuracy using the simpliﬁed procedure
is of little nutritional signiﬁcance. On the contrary,
fewer incubation times entail reduced human
labour and impact of the in situ procedure on the host
animals. Increased capacity, operational advantages
and animal welfare issues point to the use and
adoption of this alternative way of conducting in situ
studies.
This research was funded, in part, by the Canada
Research Chairs Programme.
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