iii L.G.Tkatchev 16 , T.Todorov 10 , D.Z.Toet 31 , A.Tomaradze 2 , B.Tome 21 , L.Tortora 40 , G.Transtromer 24 , D.Treille 9 , W.Trischuk 9 , G.Tristram 8 , A.Trombini 19 , C.Troncon 28 , A.Tsirou 9 , M-L.Turluer 39 , I.A.Tyapkin 16 In e + e !events, high energy photons can be produced either by prompt radiation from the initial state and the nal state particles, or from the decay of short lived hadrons such a s 0 ! or ! (non-prompt radiation). As energetic 0 's are usually imbedded in a jet, i.e. surrounded by other hadronic fragments, a relatively clean sample of prompt-photon candidates can be obtained by requiring a minimum isolation angle with respect to the hadronic jets [1] . At the peak of the Z 0 resonance, prompt radiation from the initial state (ISR) is highly suppressed [2] . This makes LEP the ideal place for the study of nal state radiation (FSR), which can be compared with the Standard Model predictions. Previous studies of the production of energetic prompt photons in hadronic Z 0 decays at LEP are described in references [3{6] .
In QCD the inclusive cross section for emitting nal state photons in e + e !events can be expressed as the convolution of two terms [7] where s () is the strong coupling constant at the ultraviolet renormalization scale and Q 2 is the factorization scale. In eqn.
(1) d p =dE p (E p ; ; Q 2 ; s ( )) represents the perturbative hard scattering cross section for producing a parton p with energy E p , while D p (z;) is the parton-to-photon fragmentation function, which describes the probability for the parton p to fragment i n to a photon with fractional energy z = E =E p .
According to eqn. (1) nal state photons can originate either in the perturbative regime through the d p term, or in the parton-to-photon fragmentation (D p (z;)) through non-perturbative mechanisms such a s V ector Meson Dominance coupling. However the non-perturbative contribution, which is sometimes referred to as the`anomalous component' [7] , is suppressed for isolated photon emission. For this reason it is believed that the analysis of isolated prompt photons can provide a clean test for the perturbative prediction of QCD [2,7{11] . The advantage of studying photon emission (as compared with gluon emission) in QCD derives from the the fact that prompt photons do not participate, to rst approximation, in the hadronization process, they compete directly with gluon emission, and they may be directly detected in the experimental apparatus.
In the following, the FSR photon yield measured in the multi-hadronic sample collected by DELPHI in 1991, 1992 and 1993 is compared with exact O(; s ) matrix element (ME) calculations as implemented in the EEPRAD [11] and GNJETS [12] Monte Carlo generators. A previous comparison of the DELPHI data with the predictions of the JETSET 7.3 parton shower (PS) model [13] for nal state radiation can be found in reference [4] . As isolated photon emission is a hard process, exact matrix element calculations are believed to be more reliable than predictions based on the parton shower approach [13{15]. The only uses made here of a parton shower model, specically JETSET 7.3 PS, are aimed at determining the background contaminations from non-prompt photons passing the selection criteria and the corrections needed to recover the dierential cross sections for photon emission at the parton level from the experimental hadron distributions. In fact neither GNJETS nor EEPRAD include any simulation of the fragmentation process. The use of two dierent ME Monte Carlo generators (EEPRAD and GNJETS) is due to the slightly dierent mechanisms with which they solve the problems related to the occurrence of divergences in the gluon-quark soft and colinear singularity [10] . In the electroweak sector, a measurement of the nal state photon emission rate can also be used to determine the electroweak couplings of u-type and d-type quarks to the 2 Z 0 boson. Specically, while the rate of Z 0 decay i n to hadrons, which i s w ell-determined experimentally from the hadronic width of the Z 0 , is proportional to the numbers of u-type and d-type quarks, the rate of nal state radiation is also proportional, in lowest order, to the squares of the electric charges of the primary quarks. Since the two linear combinations are dierent, the couplings may be extracted separately [16] . The measurement of the electroweak couplings will be discussed in detail in Section 8.
The DELPHI Detector
Features of the DELPHI apparatus relevant for the analysis of multihadronic nal states are detailed in reference [17] . The present analysis relies on the information provided by the three cylindrical tracking detectors (Inner Detector, Time Projection Chamber (TPC), and Outer Detector), by the microvertex chamber for more precise tracking, by the forward tracking chambers A and B, and by the electromagnetic calorimeters HPC and FEMC for photon detection, all operating in a 1.2 T magnetic eld.
The Inner Detector and TPC each c o v er the angular range 20 < < 160 , where is the polar angle with respect to the beam axis, and the Outer Detector covers the range 43 < < 137 . The chambers A and B provide the tracking in the forward region, with acceptance 11 < < 33 and 147 < < 169 in polar angle.
Energetic isolated photons are detected in the barrel electromagnetic calorimeter, called the High-density Projection Chamber (HPC), and in the Forward Electromagnetic Calorimeter (FEMC).
The HPC is a gas sampling calorimeter which provides complete three-dimensional charge information in the manner of a time-projection chamber. It subtends the angular range 41 < < 139 , and is mounted directly inside the 5.2-meter (inner diameter) superconducting solenoid of DELPHI. The HPC consists of 144 modules arranged in 24 azimuthal sectors, where each sector consists of six modules along the beam axis. Each module consists of 41 layers of lead radiator totalling about 17 radiation lengths, interspersed with 40 gas sampling slots containing a mixture of argon and methane gases. Charge due to ionization produced in the electromagnetic showers drifts along the beam (z) axis in parallel electric and magnetic elds, and is read out via a grid of cathode pads which provides 9 samplings along the shower axis. The 15 MHz sampling frequency corresponds to a cell size of 3.5 mm along the beam axis, with a spatial resolution varying between 1.3 and 3.1 mm according to the polar angle. The granularity in the azimuthal angle () is about 20 mrad. The HPC has been described in the literature [18] as have the readout electronics [19] . The energy resolution of the HPC at 45 GeV as determined from a study of the Bhabha events is 6%.
The DELPHI Forward Electromagnetic Calorimeter (FEMC) [20] subtends a polar angle 10 < < 37 and 143 < < 170 . It consists of two 5 m diameter disks with a total of 9064 lead glass blocks in the form of truncated pyramids. The lead glass counters (20 radiation length deep, 5 5 c m 2 , 1 1 ) are read out with vacuum photodiodes, giving an average gain of 12, which is reduced by 30% in the 1.2 T magnetic eld. Test beam results showed an energy resolution of (=E) 2 = ( 0 : 3 5 % + 5 % = p E ) 2 + (4%=E) 2 , with E in GeV, the last term being due to amplication noise. In DELPHI the FEMC energy resolution is degraded due to about two radiation lengths of material in front o f the calorimeter. Bhabha showers at 45 GeV are measured with (/E) = 4%. 3 3 Event selection Events with isolated nal state photons are extracted from a sample of 1,483,906 multihadronic Z 0 decays. The hadronic event selection is based on large charged multiplicity ( N ch 5) and high visible energy (E vis 20% p s). In addition, the condition 30 thrust 150 is imposed, where thrust is the angle between the thrust axis and the beam direction. These criteria correspond to a total eciency of (85:2 0:1)% [(94:9 0:1)% without the requirement on the thrust axis] for hadronic Z 0 decays, with a Z 0 ! + contamination of (0:4 0:1)%. The data were recorded mostly at a center of mass energy of p s = 9 1 : 2 GeV, with a 20% fraction collected o-peak in the range 88.4 p s 93.6 GeV.
Events with hard nal state radiation are selected by requiring the presence of an energetic neutral shower in an electromagnetic calorimeter, HPC or FEMC, satisfying the following requirements: energy E > 5:5 GeV, polar angle 25 < < 155 , minimum isolation angle of 20 with respect to any reconstructed charged or neutral particle with energy E > 500 MeV. When the conditions are satised by t w o or more photons in a single event only the most energetic photon is considered in this analysis.
As discussed above, the minimum isolation condition strongly reduces the non-prompt background, while the cut on supresses the ISR contamination which is concentrated at small polar angles.
In addition, the neutral cluster must be identied as a single electromagnetic deposit according to the criteria described in the next section. This requirement reduces the background from hadronic showers and from unresolved photon pairs generated in 0 decays.
Photon identication
In the HPC, genuine single photon showers are identied through the parameter W HPC , where W HPC is dened as: W HPC = s X i X i ( i ) 2 ; (2) in which X i is the fraction of energy associated to each cluster reconstructed in the shower and i is its separation in polar angle from the shower starting point expressed in degrees. The sum runs over the clusters reconstructed in the rst three sampling layers along the shower axis. Because of its denition, the W HPC parameter provides an estimate of the cluster spread in the transverse plane, which is expected to be larger for showers produced by partially overlapping photons.
The distribution of the W HPC parameter for the selected events is shown in g. 1. The expectations from simulation, based on JETSET 7.3 PS and on the DELPHI detector simulation program DELSIM [21] , are superimposed on the data. Data and simulation are each normalized to the total luminosity. Genuine single photon showers are identied by the condition W HPC <1. 4 The combined eciency after the cuts, as derived from simulation, is " HPC =(81.10.6 (stat.))% for isolated photons with energy larger than 5.5 GeV. The rejection factors against non-prompt photons and non-electromagnetic showers (later called neutral hadrons) correspond to 1.8 and 6.7 respectively. F or the non-prompt photon background the rejection factor is computed for all photons produced in Z 0 !decays whose origin is not nal state radiation. Consequently this background also includes the irreducible contamination from isolated non-overlapping photons produced in meson decays.
In the FEMC the photon identication criterion relies on the W F E M C parameter which is dened as:
where X i is the fraction of energy associated to the i th lead glass block and the sum runs over the set of four blocks centered around the shower barycenter. Isolatednal state photons are selected by the condition W F E M C > 0:95; with an eciency of (90.10.8(stat.))%. The rejection factors against the non-prompt and the nonelectromagnetic backgrounds are 1.2 and 2.6 respectively. The fraction of events with the isolated photon reconstructed in the FEMC is about 8% of the selected FSR sample. A further large improvement in background rejection is obtained by comparing in each event the energy measured in the electromagnetic calorimeters for the isolated neutral shower and the estimate obtained by means of a rescaling procedure which is based on the following steps:
1. All particles (neutrals and charged) except the isolated photon are clustered into two jets according to the K T (also called`Durham') algorithm [22] . In the K T algorithm, pairs of`particles' are iteratively recombined into jets beginning with the pair with the lowest value of a scaled invariant mass variable, y ij , given by y ij = 2 min (E 2 i ; E 2 j )(1 cos ij ) E 2 vis ; (4) where E i is the energy of`particle' i and ij is the angle between`particles' i and j. The`particles' may be individual particles or recombined`jets'. 2. Momentum conservation is imposed on the event in order to calculate the energies of the photon and the jets (assumed to be massless), in terms of their observed angles and the total center-of-mass energy. If the photon and the jet directions are identied with vectors i, j and k, then the calculated energies are given by the formula E calc i = j sin jk j (jsin ij j + j sin ik j + j sin kj j) p s; (5) where ij is the angle between vectors i and j and p s is the centre-of-mass energy.
Non-planar events are rejected by demanding that the sum of the three angles ij be larger than 345 . The events in which the dierence between the calculated and the measured photon energies (E calc E meas ) is larger than +1:3 or smaller than 2:5, where is the combined energy resolution, are discarded. This reduces not only the contamination from long-lived neutral hadrons, for which E calc is normally much larger than E meas , but also that of non-prompt radiation. This is because most of the observed non-prompt background is in fact accompanied by hadronic fragments not seen by the apparatus (or not considered in the analysis). In such cases the imposition of momentum conservation 5 tends to increase the energy ascribed to the photon in order to correct for the momentum imbalance produced by the missing particles. This also explains the use of an asymmetric cut. With this method the backgrounds from non-prompt photons and neutral hadrons passing the selection criteria are reduced by factors 2.0 and 2.8 respectively, while keeping 83.7% of the FSR photons.
The systematic uncertainty associated with the photon identication criteria is estimated from the data in a background sample of non-isolated photons detected in Z 0 multihadronic decays and in a signal sample of isolated showers detected in Z 0 leptonic decays. This uncertainty translates into a 3:0% uncertainty on the FSR cross section.
Residual background evaluation
A total of 3147 radiative hadronic Z 0 events pass all selection criteria described in the previous sections. In order to extract the FSR cross section all the residual background contaminations must be evaluated and subtracted. These consist primarily of: initial state radiation, fragmentation background, that is non-prompt photons from light meson decay ( 0 ! ,!) or long-lived neutral hadrons faking electromagnetic deposits in the calorimeters, isolated FSR photons in Z 0 ! + decays.
Each is described in turn below.
ISR background
An estimate of the ISR background contribution to the selected sample has been obtained by i n terfacing the DYMU3 generator [23] with the JETSET 7.3 PS program in the generation of over two million multihadronic events. DYMU3 can simulate initial state radiation up to second order QED. According to DYMU3 predictions, the ISR contamination is (8:10:5)%. However the production of hard initial state radiation also has been studied directly in the data by analysing highly isolated photons with energy E > 3:5 GeV emitted at angles smaller than 20 from the beam axis. The analysis of ISR makes use of the Forward Electromagnetic Calorimeter (FEMC) and of the Small Angle Tagger (SAT) [17] , the DELPHI luminosity monitor. The data show that the predictions from the simulation must be rescaled by the factor 0:84 with an uncertainty of 14%(stat.) 7%(syst.), which translates into a 1:3% systematic uncertainty on the FSR cross section. The large uncertainty on the ISR measurement is due to the extreme hardness of the cuts required to select the rare events with visible initial state radiation and by the possible contamination of low energy particles from the LEP beam halo.
Fragmentation background
The fragmentation background consists of secondary photons from light meson decay and of long lived neutral hadrons.
According to the Lund string model [24] as implemented in JETSET 7.3 PS, the fragmentation background amounts to (14:90:6)% of the selected events. This estimate is also checked with the data by selecting two independent background samples: 6 1. the rst sample consists of non-completely isolated photons, i.e. photons for which one secondary neutral shower is reconstructed within a cone with 20 half-angle around the photon direction; 2. the second sample is based on the events with a signal in the electromagnetic calorimeters satisfying all isolation criteria but which are anti-tagged by the photon identication algorithm, i.e. that are not true single photons. The ratios between the number of real and simulated events in the two samples are shown in g. 2 as a function of the shower energy. The gure shows that in both cases JETSET 7.3 PS does not correctly reproduce the background yield, which is underestimated at low energy and slightly overestimated at high energy.
The contamination from fragmentation processes in the simulation is therefore rescaled as a function of energy according to the average of the two superimposed histograms of g. 2. As a result the estimate of the overall background contamination is increased to (17:0 0:7)%.
A systematic uncertainty equal to half the dierence between the two estimates of g. 2 is assumed for the background subtraction. This translates into a 2:8% uncertainty o n the measurement of the FSR cross section.
Z 0 + background
As discussed above, the hadronic selection criteria imply a 0.4% background contamination from Z 0 ! + decays. However, this estimate must be re-evaluated after the selection of events with isolated photons because of the dierent coupling of quarks and leptons to the photon. According to simulation [25] 
The systematic uncertainty in the Z 0 ! + background is assumed to be negligible.
Data analysis
The photon energy distribution for the nal sample is shown in g. 3, where the data are compared with JETSET 7.3 PS predictions, after subtracting the small Z 0 ! + background and rescaling the fragmentation background predicted by JETSET according to the procedure described in the previous section. The uncertainties shown in g. 3 are statistical only.
A systematic uncertainty o f 2% is assigned globally to the requirements concerning the photon minimum energy and isolation criterion. This estimate is based on the possible deviation from linearity aecting the evaluation of the photon energy in the calorimeters and on the level of accuracy with which l o w energy showers are reproduced in the simulation. An additional uncertainty o f 3 : 4% is also assigned for the degree of reproducibility of the material in front of the calorimeters. As already stated other important sources of systematic uncertainty are the photon identication algorithm (3.0%) and the background subtraction (2.8% for non prompt radiation, 1.3% for ISR). Summing 7 up all separate contributions in quadrature, the total systematic uncertainty aecting the selection of FSR photons in the data is 5:8%. Despite the background rescaling, the data still show a (18 4(stat.)6(syst.))% excess with respect to JETSET 7.3 PS predictions for isolated nal state photons. This disagreement is heavily concentrated at the low energy region of the photon spectrum, but is also true in the higher energy region around 32-40 GeV.
In order to compare the data with O(; s ) matrix element predictions, a jet-nding algorithm is applied to the selected FSR events. The jet rate distributions are then corrected for acceptance and fragmentation eects and are compared with the theoretical predictions as a function of the jet resolution parameter. The procedure adopted in the analysis is described in detail in the following sections.
Jet reconstruction
For each of the selected events the following three-step procedure is applied: 1. The isolated photon is rst removed from the event.
2. The K T jet-nding algorithm is applied to the remaining particles using a particular value of the resolution parameter y, that is all particles are recombined into jets until the condition y ij > y ; (7) where y ij is the scaled mass dened in eqn. (4) , is satised by all pairs of particles. 3. The photon is reintroduced into the event, and for the same value of y the K T algorithm is applied to the photon and to the hadronic jets. Those events in which the photon remains resolved from the hadronic jets are classied as FSR events with 1 , 2 o r 3 hadronic jets. Those in which the photon is associated with a hadronic jet are rejected.
For the comparison with matrix element predictions, values of y in the range 0:01 y 0:20 are considered. The region y < 0 : 01 is excluded due to the presence of large 3-jet (and 4-jet) fractions, which imply non-negligible higher order QCD corrections. Values of y above 0.20 are not considered because they show large sensitivity to the photon-quark singularity (colinear production) in the matrix element [10] .
In order to be compared with the O(; s ) matrix element predictions, the observed fractions of events with an isolated photon plus 1,2 or 3 hadronic jets, f exp n (y) = (Z 0 ! + n jets)(y) (Z 0 ! qq) ; n = 1 ; 2 ; 3 ;
are corrected for eciency and fragmentation eects as follows.
Correction procedure
The correction procedure applied to the observed f exp n (y) distributions is based on two separate steps:
1. The rst correction (acceptance correction) accounts for the limited acceptance and for the nite resolution of the experimental apparatus. 2. The second correction (fragmentation correction) represents an estimate of the distortions introduced by the hadronization process and translates the hadron distributions of the experimental data into the few-parton language of the matrix element approach. 8 
Acceptance correction
For the acceptance correction ( (n) acc (y)) the DELPHI detector simulation package [21] is used, together with the reference sample of hadronic Z 0 decays generated by JETSET 7.3 PS. In more detail, the correction factor is dened as the ratio (n) acc (y) = N ( n ) had (y) N (n) exp(y) : (9) In eqn. (9) N (n) had (y) is the number of +n-jet events generated in the full 4 solid angle, while N (n) exp (y) is the number of +n-jet events reconstructed after passing through the DELPHI detector simulation package. In the denition of N (n) had (y) the photon is assumed to be isolated if the total energy of all particles generated in a 20 cone around the photon is less than 500 MeV.
The comparison between DELPHI data (after applying the acceptance correction) and the JETSET 7.3 PS model is shown in g. 4. The gure shows that the absolute jet rates seem to be well reproduced by the JETSET parton shower model once the non-prompt background is rescaled according to the procedure described in Section 5.2. In fact the excess of low energy isolated photons in the data reported in Section 6 disappears once the photon is required to be isolated from the hadronic jets by a cut in invariant mass.
Fragmentation correction
Similarly to the acceptance correction, the fragmentation correction is dened as the ratio (n) fr a (y) = N ( n ) par (y) N (n) had (y)
between the number of +n-jet events selected in the analysis before and after the simulation of the parton fragmentation. At the parton level the photon isolation criterion requires that no partons are generated at angles smaller than 20 to the photon. Compared with the acceptance correction, the fragmentation correction is more delicate. In this case one cannot rely entirely on JETSET 7.3 PS because parton shower programs generate a larger number of partons (typically 7-8 in JETSET 7.3 PS) than the 2 or 3 partons considered in the O(; s ) matrix element.
Therefore three dierent approaches are used to evaluate (n) fr a (y): 1. The rst estimate is obtained from JETSET 7.3 PS, by comparing the jet multiplicity distributions before and after the string fragmentation has been applied. 2. In the second approach JETSET 7.3 PS is used again, but in this case only the two quarks and the rst emitted gluon are considered for the jet denition and for the photon isolation condition. The correction is then obtained by comparing the jet rates obtained by applying the analysis on these three partons and on the nal hadrons.
A third approach consists in interfacing the EEPRAD and GNJETS generators with
the Lund string fragmentation routines and then comparing the jet rates before and after the simulation of the hadronization process. The comparison of the three methods provides an estimate of how the correction factor depends on the generated parton multiplicity.
The correction factors obtained as a function of the resolution parameter y are shown in g. 5, where the four curves correspond respectively to the original JETSET 7.3 PS 9 prediction, to the 3-parton cascade version of JETSET, and to the two ME generators with string fragmentation. For the nal evaluation of (n) fr a (y) the average of the four curves is used, with a systematic uncertainty equal to their R.M.S. spread.
The correction factors (n) acc (y) and (n) fr a (y) applied to the data are reported as a function of y and of the jet multiplicity i n T able 1.
Comparison with O; s matrix element predictions
In O(; s ) matrix element predictions the production cross section for nal state photons depends on two external parameters:
The coupling of up-type and down-type quarks to the Z 0 boson. Specically, b y c hanging the relative amounts of up-type and down-type quarks in the hadronic sample, the rate of FSR radiation may be enhanced or suppressed.
The value of (1) s , where the superscript`(1)' refers to the fact that the coupling constant i s e v aluated at rst order in QCD. This is because, once a hard gluon is radiated, there is less energy available for a hard photon as well. Therefore a large value for (1) s tends to suppress photon radiation. For the comparison presented in this section the Standard Model predictions are assumed for the electroweak couplings of quarks.
As a preliminary check of the relative normalization of EEPRAD and GNJETS predictions, the strong coupling constant is initially set equal to zero in both generators in order to switch o the QCD corrections. The two estimates agree to within 0:5% (independent of y) in the predictions for the +1-jet and +2-jet rates with (1) s = 0 .
Measurement o f (1) s
As suggested in reference [6] , an estimate of (1) s which is independent of the absolute normalization can be derived from the fraction f 3 (y) o f +3-jet events in the data. This is achieved by tting the observed ratio R 3;2 (y) = ( + 3 jets)(y) ( + 2 jets)(y) + ( + 3 jets)(y) : (11) The value of (1) s extracted from the data as a function of y is shown in g. 6. The variation of (1) s with y is no larger than expected from its statistical and systematic uncertainty. The measured values of (1) s are also reported in Table 2 . It should be noted that such v alues cannot be compared directly with second order (2) s measurements at LEP [26] . In principle, any v alue of y could be used for the determination of (1) s . However, small values (y 0:01) should be avoided because of the large 3-jet (and 4-jet) rate which requires higher order QCD calculations. On the other hand, large values of y are aected by large statistical uncertainties. In order to provide a reasonable standard for comparison, the value at y = 0 : 02, namely (1) s = 0 : 186 0:020, is adopted as an input to the ME calculations. 10 
Systematic uncertainties on the matrix element predictions
To e v aluate the uncertainty in the ME predictions, two parameters are varied in the Monte Carlo generators: the so-called y 0 cut-o [7] and the degree of isolation for FSR photons.
In the EEPRAD and GNJETS generators the y 0 cut-o is introduced in order to isolate the quark-gluon soft and collinear singularity in the phase space integration of the O(; s ) matrix element. In both algorithms y 0 is expressed as a minimum two-parton scaled invariant mass: y 0 = y min qg = m min qg M Z 2 : (12) Since y 0 is a non-physical parameter, the predicted cross section should not change when its value is varied within a reasonable range [10] . As a consequence, the uncertainty associated with the theoretical predictions must include at least the residual dependence of the FSR cross section on the choice of y 0 . For the comparison presented in this analysis the y 0 parameter is varied in the range 10 4 y < y 0 < 10 2 y for EEPRAD and 5 10 7 < y 0 < 10 5 for GNJETS. The dierent ranges considered follow the suggestions of the authors. They arise from the dierent algorithms used by the two programs in the treatment of the quark-gluon singularity.
A second source of theoretical uncertainty is the possibility that the 20 isolation condition is violated by soft hadronic particles. Specically, the maximum amount of hadronic energy inside the isolation cone is allowed to vary between zero (complete isolation) and 500 MeV. The reason for this additional uncertainty is that in the ME approach small amounts of energy, u p t o s e v eral hundred MeV, cannot be precisely reproduced, although they can induce a non-negligible eect on the FSR cross section because of the isolation condition.
The overall systematic uncertainty assigned to the ME predictions for each v alue of y can be found in Tables 3-5. 
Final results
The corrected distributions f n (y) = f exp n (y) (n) acc (y) (n) fr a (y) (13) for the nal comparison with EEPRAD and GNJETS predictions, are shown in Tables 3-5 and in gs. 7-9. The value (1) s = 0 : 186 0:020 is assumed for the ME predictions. The uncertainty associated to the ME predictions shown in gs. 7-9 includes the systematic uncertainty described above and the variation of (1) s .
Despite the use of a relatively large value for (1) s , as suggested by the relative jet fractions (Section 7.1), the ME predictions overestimate the photon yield, especially in the photon plus one jet case in the region of the jet resolution parameter y from 0.05 to 0.1, and in the photon plus two jet case for values of y around 0.1. couplings of up and down quarks can be determined from the comparison of their production rate with the measured hadronic width of the Z 0 . F ollowing the notation of reference [16] , the electroweak couplings of nal state fermions are written as c f = v 2 f + a 2 f (14) where, in the Standard Model, the vector and axial couplings v and a are given by v f = 2 I 3 ;f 4Q f sin 2 W and a f = 2 I 3 ;f : (15) In eqn. (15) I 3 , Q and W are the third component of the weak isospin, the charge of the quark, and the weak mixing angle, respectively.
Assuming that only ve quark avours contribute, the hadronic decay width of the Z 0 in second order QCD is given by 
where N c is the number of colours, G is the muon decay constant, M Z is the mass of the Z 0 , and (2) (17) with the uncertainty dominated by the contribution from the hadronic width.
The decay width into nal state radiative e v ents is proportional to a dierent linear combination of the coupling constants, c 1=3 and c 2=3 . Since the photons couple to the square of the electric charge of the quarks, the yield of radiative e v ents remaining after the cuts is proportional to S= ( 3 c 1 = 3 + 8 c 2 = 3 ) :
In the ME calculations the quarks are assumed to be massless. Including actual quark masses reduces the phase space for photon radiation, thus decreasing the FSR rate. In the case of the 5.2 GeV b-quark the dierence may be noticeable. The L3 Collaboration has studied the eect of the b-quark mass [5] , using a photon energy cut similar to the one used in this analysis. They suggest changing the expression for Sto S= ( 3 ) c 1 = 3 +8c 2=3 , in which = 0.20.1.
By comparing the measured yield of +n-jet events (summing up the 1-jet, 2-jet and 3-jet contributions) with the two O(; s ) ME calculations at y = 0 : 02, where the predictions are believed to be most reliable (as for the measurement o f (1) s ), the value S= 1 1 : 71 0:43 0:78 0:50 0:25 (18) is obtained. The rst uncertainty is statistical, the second is systematic (experimental), the third is the theoretical uncertainty in the ME calculations, and the last corresponds to the variation of (1) s .
However, when values of y other than 0.02 are chosen, a signicant v ariation in the result is observed. This strong dependence on y is taken into account b y i n troducing an additional systematic error of +1:07 1:78 , which corresponds to the variation of Sobtained by letting y vary in the range 0:01 < y < 0 : 06. The upper value y = 0 : 06 is chosen in order to keep the contribution from +1-jet events below 30% of the total photon yield as the cross section of mono-jet events can be signicantly sensitive to non-perturbative contributions which are neglected in the EEPRAD and GNJETS models [7] .
Adopting the same correction as the L3 Collaboration for the b-quark mass eect and comparing with eqn. (17) , the following values are obtained for the electroweak couplings: c 2=3 = v 2 2=3 + a 2 2=3 = 0 : 91 +0:25 0:36 and c 1=3 = v 2 1=3 + a 2 1=3 = 1 : 62 +0:24 0:17 :
The result is compatible with the Standard Model expectation, c 2=3 = 1.1452 0.0008 and c 1=3 = 1.4768 0.0007, obtained by inserting the latest experimental value of sin 2 W [28] into eqn. (15) . It is also compatible with previous measurements of the couplings by other LEP experiments [5, 6] . With the correction for the b-quark mass eect included, the Standard Model prediction for Sis 13.30 0.15 and the DELPHI measurement, including all uncertainties, is S= 1 1 : 7 +1:5 2:1 .
Conclusions
In the Z 0 !decays collected by DELPHI in 1991, 1992 and 1993 the cross section for producing isolated nal state photons with energy E > 5:5 GeV has been measured. After correcting for acceptance and fragmentation eects, the data have been compared, in terms of jet multiplicity, with the exact O(; s ) matrix element predictions provided by the two generators EEPRAD and GNJETS.
The comparison shows that in the matrix element the value (1) s = 0 : 186 0:020 has to be assumed for the (rst order) strong coupling constant in order to reproduce the measured fraction of +3-jet events. With (1) s set at the measured value, the ME predictions generally tend to overestimate the absolute photon yield. acc (y)) and fragmentation ( (n) fr a (y)) correction factors applied to the experimental data for comparison with the predictions of EEPRAD and GNJETS. The uncertainty on the acceptance corrections originates from the photon selection criteria and the background subtraction. The uncertainty on the fragmentation correction is derived according to the method described in Section 6.2.2. Table 2 : Values of (1) s measured in the isolated photon sample from the ratio R 3;2 (y) = ( + 3 jets)(y)=( ( + 2 jets)(y) + ( + 3 jets)(y)). The uncertainty associated to the (1) s determination includes statistical and systematic eects. Table 3 : Final values for f 1 (y)10 5 observed in the data and in the predictions of EEPRAD and GNJETS with (1) s = 0 : 186 0:020. For the data the rst error is statistical, the second is systematic. For the matrix element prediction the rst error is statistical and systematic (combined), the second corresponds to the variation of (1) s . 18 Table 3 
