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ON A BI-DIMENSIONAL CHEMO-REPULSION MODEL WITH
NONLINEAR PRODUCTION
FRANCISCO GUILLÉN-GONZÁLEZ, EXEQUIEL MALLEA-ZEPEDA,
AND ÉLDER J. VILLAMIZAR-ROA
Abstract. In this paper, we study the following parabolic chemo-repulsion with nonlinear
production model: {
∂tu−∆u = ∇ · (u∇v),
∂tv −∆v + v = u
p + fv 1Ωc .
This problem is related to a bilinear control problem, where the state (u, v) is the cell density
and the chemical concentration respectively, and the control f acts in a bilinear form in the
chemical equation. For 2D domains, we first consider the case of quadratic signal production
(p = 2), proving the existence and uniqueness of global strong state solution for each control,
and the existence of global optimum solution. Afterwards, we deduce the optimality system
for any local optimum via a Lagrange multiplier Theorem, proving regularity of the Lagrange
multipliers. Finally, we consider the case of signal production up with 1 < p < 2.
1. Introduction
In last years, the understanding of chemotaxis systems has proceeded to propose more elab-
orated models in order to capture certain types of mechanisms which are relevant in several
situations. A particular case of those mechanisms, which is not properly captured by classical
chemotaxis models, corresponds to the process of signal production through cells, which may
depend on the population density in a nonlinear manner, as for instance, the saturation effects
produced by some bacterial chemotaxis [12]. See also [13, 15, 21].
In this paper we are interested in the mathematical analysis of a bi-dimensional chemo-
repulsion model with nonlinear signal production. By chemo-repulsion we mean the biophysical
process of the cell movement towards a lower concentration of chemical substance. This model
is given by the following parabolic system in Q := Ω× (0, T ):{
∂tu−∆u = ∇ · (u∇v),
∂tv −∆v + v = up + fv 1Ωc . (1.1)
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Here, Ω ⊂ R2 is a bounded domain and (0, T ) a time interval. The unknowns are u(t, x) ≥ 0
and v(t, x) ≥ 0 denoting the cell density and the chemical concentration, respectively. The
term up, p > 1, is the nonlinear production and the reaction term fv 1Ωc can be interpreted as
a bilinear control where the control function f acts as a proliferation or degradation coefficient
of the chemical substance, on a subdomain Ωc ⊆ Ω. System (1.1) is completed with the initial
and non-flux boundary conditions
{
u(0, x) = u0(x) ≥ 0, v(0, x) = v0(x) ≥ 0 in Ω,
∂u
∂n = 0,
∂v
∂n = 0 on (0, T )× ∂Ω,
(1.2)
where n is the outward unit normal vector to ∂Ω.
The problem (1.1)-(1.2) but with linear production term and without control (f ≡ 0) was
studied by Cieslak et al. in [4]. The authors proved that in 2D bounded domains, this problem
has a unique global regular solution, and in spaces of dimension 3 and 4, one only has global
existence of weak solutions. Even in the linear production case, Tao [22] considering a smooth
bounded convex domain Ω and a general density-dependent chemotactic sensitivity function,
that is, considering in (1.1) the term ∇ · (χ(u)∇v) in place of ∇ · (u∇v), and f ≡ 0, proved
existence (and uniqueness) of global classical solutions for smooth positive initial data which
are uniformly-in-time bounded. Moreover, it was shown that for any given initial data (u0, v0),
the corresponding solution (u, v) of (1.1)-(1.2) converges to (u0, u0) as time goes to infinity,
where u0 :=
1
|Ω|
∫
Ω u0. However, as far as we know, in the case of chemo-repulsion model with
nonlinear signal production (1.1)-(1.2) (in particular, the quadratic production) the literature
is very scarce. We only known the results of [7, 8, 9]; in [7, 8] the authors prove the existence
of global weak solutions for both two and three dimensions of (1.1)-(1.2) in the quadratic case,
with f ≡ 0, and global in time strong regularity of the model assuming a regularity criteria,
which is satisfied in 2D domains. They also develop some numerical schemes to approximate
weak solutions of (1.1)-(1.2). In [9] the authors proved a result of existence of weak solutions
for (1.1)-(1.2) in the superlinear case 1 < p < 2 with f ≡ 0 and non-negative initial data
(u0, v0) ∈ Lp(Ω) × H1(Ω). That result was obtained as the limit of a sequence of regularized
problems in order to deal with the chemotaxis term. The authors also propose some fully dis-
crete Finite Element approximations of problem (1.1)-(1.2).
In addition to the existence and uniqueness of strong solutions (u, v) for the system (1.1)-
(1.2), we are interested in the mathematical analysis of an optimal control problem with state
equations given by (1.1)-(1.2). We consider a bilinear control problem where the control f acts
injecting or extracting chemical substance on a subdomain of control Ωc. Controlling the pro-
liferation and death of cells in several environments have important applications in biological
processes, as for instance in the formation of bacterial patterns [24, 25] or the movement and
growth of endothelial cells in response to the chemical signal known as the tumor angiogen-
esis factor (TAF), which have an important role in the process of invasion of cancer cells to
3neighboring tissue [2, 3, 14]. Precisely, we wish to minimize the functional J defined by
J(u, v, f) :=
γu
2
∫ T
0
∫
Ωd
|u(t, x)− ud(t, x)|2 + γv
2
∫ T
0
∫
Ωd
|v(t, x) − vd(t, x)|2
+
γf
2+
∫ T
0
∫
Ωc
|f(t, x)|2+, (1.3)
where (u, v, f) is a strong solution of system (1.1)-(1.2). The functions (ud, vd) ∈ L2(Qd) ×
L2(Qd) are given and represent the desired states with Qd = (0, T ) × Ωd and Ωd ⊂ Ω the
observability subdomain, and the nonnegative reals γu, γv and γf measures the cost for the
states and control, respectively. In (1.3) the notation 2+ means 2+ ε, for some ε > 0 arbitrary.
Then, the functional J defined in (1.3) describes the deviation of the state (u, v) from a desired
state (ud, vd), plus the cost of the control measured in a given L
2+(Ω)-norm.
The task of this paper is the following. We first prove the existence and uniqueness of
strong solutions (u, v) for the system (1.1)-(1.2) in the quadratic case p = 2, for any control
f , and posteriorly, we prove the existence of an optimal solution for the related optimal bilin-
ear control problem. Based on a Lagrange multipliers theorem we also obtain the first-order
optimality conditions related to any local optimum. After that, a regularity result for the
associated Lagrange multipliers is deduced. Finally, we analyze the case of nonlinear signal
production up for 1 < p < 2. The key point in our analysis is to control the time-derivative of
(
∫
Ω v)
2 at the same time that the energy, which implies the restriction p ≤ 2. Thus, the corre-
sponding existence analysis in the superquadratic case up for p > 2 remains as an open problem.
Not much is known about control problems with state equations given by chemotaxis models
(see [1, 6, 18, 19]). In [1] the authors study a distributed optimal control for a two-dimensional
model of cancer invasion; the authors prove the existence of optimal solution and derive an
optimality system. In one-dimensional domains, two extreme problems on a chemoattractant
model are analyzed in [6]; the first one involving harvesting the actual cells and the second one
depicts removing a proportion of the chemical substance. They prove the existence of optimal
solutions and derive an optimality system. In [19], the authors studied an optimal control
problem related to the Keller-Segel system to describe the aggregation process of the cellular
slime molds by chemical attraction (see also [20]). In [18], the authors analyze a distributive
optimal control problem where the state equations are given by a stationary chemo-atraction
model coupled with the Navier-Stokes equations; the system is controlled through a distributed
force and a coefficient of chemotactic sensitivity. The auhors prove existence of optimal solu-
tion, and derive some optimality conditions. Recently, in [10, 11] the authors studied a bilinear
optimal control problem associated to a chemo-repulsion model with linear production term in
a bidimensional and a three dimensional bounded domain, respectively. In any case, as far as
we know, optimal control problems associated with the chemo-repulsion model with nonlinear
production term has not been considered in the literature.
The outline of this paper is as follows: In Section 2, we fix the notation, introduce the
functional spaces to be used, and give the definition of strong solution for system (1.1)-(1.2);
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we also set a Douglas-Niremberg-type inequality which is crucial in our analysis, and establish
the main results for the quadratic case. In Section 3, we prove the existence and uniqueness
of strong solution of (1.1)-(1.2). In Section 4 we analyze the bilinear optimal control problem,
including the existence of optimal solution, the derivation of first-order optimality conditions,
and some extra regularity for the Lagrange multipliers. Finally, in Section 5 we discuss the
nonlinear production case up, for 1 < p < 2.
2. Preliminaries and main results
We start establishing some basic notations to be used from now on. Hereafter, Ω is a
bounded domain of R2 with boundary of class C2,1. We use the Sobolev space W k,q(Ω) and
Lq(Ω), k ∈ R, 1 ≤ q ≤ ∞, with norms ‖ · ‖W k,q and ‖ · ‖Lq respectively. When q = 2,
we write Hk(Ω) := W k,2(Ω) and its norm will be denoted by Hk(Ω). The inner product
in L2(Ω) will be represented by (·, ·) and the norm by ‖ · ‖. We also consider the space
Wm,qn (Ω) = {u ∈Wm,q(Ω) : ∂u∂n = 0 on ∂Ω} (m > 1+1/q), with norm denoted by ‖ · ‖Wm,qn . If
X is a Banach space, we denote by Lq(0, T ;X) the space of valued functions in X defined on the
interval [0, T ] that are integrable in the Bochner sense, and its norm will be denoted by ‖·‖Lq(X).
For simplicity we denote Lq(Q) := Lq(0, T ;Lq(Ω)). Also, we denote by C([0, T ];X) the space
of continuous functions from [0, T ] into a Banach space X, and its norm by ‖ · ‖C(X). The
topological dual space of a Banach space X will be denoted by X ′, and the duality for a pair X
and X ′ by 〈·, ·〉X′ or simply by 〈·, ·〉 unless this leads to ambiguity. Moreover, the letters C will
denote diverse positive constants which may change from line to line or even within a same line.
We will use the Gagliardo-Nirenberg inequality in nD domains (see [17]):
Lemma 2.1. Let 1 ≤ s, t ≤ +∞ such that
1
r
=
a
t∗
+
1− a
s
, a ∈ [0, 1], 1
t∗
=
1
t
− 1
n
.
Then
‖u‖Lr ≤ C1‖∇u‖aLt‖u‖1−aLs + C2‖u‖Ls˜ , (2.1)
where C1 and C2 are constants which depend on Ω, t and s, and s˜ > 0 is arbitrary.
This Lemma can be seen as the concatenation of some properties; the Sobolev embedding
W 1,t in Lt∗ , the interpolation between Lq spaces and the equivalent norm in W 1,t given by
‖∇u‖Lt + |
∫
Ω u|. In particular, we will use Lemma 2.1 for t = r = n = 2 and s = 1, hence
a = 1/2, arriving at the inequality
‖u‖2 ≤ C(‖∇u‖‖u‖L1 + ‖u‖2L1), (2.2)
and for r = 4 and t = n = s = 2, hence a = 1/2, that means the inequality
‖u‖2L4 ≤ C(‖∇u‖‖u‖ + ‖u‖2), (2.3)
which is a generalized version of the well-known 2D interpolation inequality
‖u‖2L4 ≤ C‖u‖H1‖u‖ ∀u ∈ H1(Ω). (2.4)
5Also, throughout this paper we will use the following equivalent norms in H1(Ω) and H2(Ω)
(see [16] for more details):
‖u‖2H1 ≡ ‖∇u‖2 +
(∫
Ω
u
)2
∀u ∈ H1(Ω), (2.5)
‖u‖2H2 ≡ ‖∆u‖2 +
(∫
Ω
u
)2
∀u ∈ H2
n
(Ω), (2.6)
and the following Banach spaces
X2 :=
{
u ∈ C([0, T ];H1(Ω)) ∩ L2(0, T ;H2) : ∂tu ∈ L2(Q)
}
,
X2+ :=
{
u ∈ C([0, T ];W 1+,2+(Ω)) ∩ L2+(0, T ;W 2,2+) : ∂tu ∈ L2+(Q)
}
.
We will study a control problem associated to strong solutions of system (1.1)-(1.2). In the
following definition we give the concept of strong solutions of problem (1.1)-(1.2) in the case of
quadratic signal production p = 2.
Definition 2.2. Let f ∈ L2+(Qc) := L2+(0, T ;L2+(Ωc)), (u0, v0) ∈ H1(Ω)×W 1+,2+(Ω), with
u0 ≥ 0 and v0 ≥ 0 a.e. in Ω. A pair (u, v) is called strong solution of system (1.1)-(1.2) in
(0, T ), with p = 2, if u ≥ 0 and v ≥ 0 in Q,
(u, v) ∈ X2 ×X2+, (2.7)
the system (1.1) is satisfied pointwisely a.e. (t, x) ∈ Q, and the initial and boundary conditions,
given in (1.2), are veryfied.
Remark 2.1. The problem (1.1)-(1.2) is conservative in u. Indeed, integrating (1.1)1 in Ω we
have
d
dt
(∫
Ω
u
)
= 0 ⇒
∫
Ω
u(t) =
∫
Ω
u0 := m0 ∀t > 0. (2.8)
Moreover, integrating (1.1)2 in Ω we obtain
d
dt
(∫
Ω
v
)
+
∫
Ω
v =
∫
Ω
u2 +
∫
Ωc
fv. (2.9)
Our main existence result is given by the following theorem
Theorem 2.3. Under hypothesis of Definition 2.2, there exists a unique strong solution of
system (1.1)-(1.2), with p = 2, in sense of Definition 2.2. Moreover, there exists a constant
K := K(T, ‖u0‖H1 , ‖v0‖W 1+,2+ , ‖f‖L2+(Qc)) > 0
such that
‖(u, v)‖X2×X2+ ≤ K. (2.10)
Now, in order to establish the statement of the bilinear control problem, let F ⊂ L2+(Qc)
be a nonempty, closed and convex set, where Ωc ⊂ Ω is the control domain, and Ωd ⊂ Ω is
the observability domain. We assume the data u0 ∈ H1(Ω), v0 ∈ W 1+,2+(Ω) with u0 ≥ 0
and v0 ≥ 0 in Ω, and the function f ∈ F that describes the bilinear control acting on the
v-equation. We consider the Banach spaces
X := X2 ×X2+ × L2+(Qc), Y := L2(Q)× L2+(Q), (2.11)
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the functional J : X → R and the operator G = (G1, G2) : X → Y , which at each point
(u, v, f) ∈ X are defined by
J(u, v, f) :=
γu
2
∫ T
0
∫
Ωd
|u(t, x)− ud(t, x)|2 + γv
2
∫ T
0
∫
Ωd
|v(t, x) − vd(t, x)|2
+
γf
2+
∫ T
0
∫
Ωc
|f(t, x)|2+, (2.12)
and {
G1(u, v, f) = ∂tu−∆u−∇ · (u∇v),
G2(u, v, f) = ∂tv −∆v + v − u2 − fv1Ωc . (2.13)
Then, the optimal control problem which we will analyze reads:
min
(u,v,f)∈M
J(u, v, f) subject to G(u, v, f) = 0, (2.14)
where
M := (uˆ, vˆ, fˆ) + X̂2 × X̂2+ × (F − fˆ),
with (uˆ, vˆ) the global strong solution of (1.1)-(1.2) associated to fˆ ∈ F and
X̂2 := {u ∈ X2 : u(0) = 0}, X̂2+ := {u ∈ X2+ : u(0) = 0}.
We recall that ud, vd ∈ L2(Qd) := L2(0, T ;L2(Ωd)) represents the desired states and the reals
γu, γv , γf are nonnegative (not all zero), which measure the cost of the states and control, re-
spectively.
Notice that M is a closed and convex subset of X × X × L2+(Qc). The set of admissible
solutions of optimal control problem (2.14) is
Sad = {x = (u, v, f) ∈M : G(x) = 0}. (2.15)
The existence of global optimal solution is given by the following theorem.
Theorem 2.4 (Global optimal solution). Under hypothesis of Theorem 2.3, if we assume that
either γf > 0 or F is bounded in L2+(Qc), then the optimal control problem (2.14) hast at least
one global optimal solution, that is, there exists (u˜, v˜, f˜) ∈ Sad such that
J(u˜, v˜, f˜) = min
(u,v,f)∈Sad
J(u, v, f). (2.16)
The following result guarantees the existence of Lagrange multipliers for the optimal control
problem (2.14).
Theorem 2.5 (Existence of Lagrange multipliers). Let (u˜, v˜, f˜) ∈ Sad be a local optimal solution
for the bilinear control problem (2.14). Then, there exist Lagrange multipliers (λ, η) ∈ L2(Q)×
7L2+(Q)′ such that the following variational inequality holds
γu
∫ T
0
∫
Ωd
(u˜− ud)U + γv
∫ T
0
∫
Ωd
(v˜ − vd)V + γf
∫ T
0
∫
Ωc
sgn(f˜)|f˜ |1+F
+
∫ T
0
∫
Ω
(
∂tU −∆U −∇ · (U∇v˜)−∇ · (u˜∇V )
)
λ
+
∫ T
0
∫
Ω
(
∂tV −∆V + V − 2 u˜ U − f˜V 1Ωc
)
η +
∫ T
0
∫
Ωc
F v˜ η ≥ 0, (2.17)
for all (U, V, F ) ∈ X̂2 × X̂2+ × C(f˜), where C(f˜) := {θ(f − f˜) : θ ≥ 0, f ∈ F} is the conical
hull of f˜ in F .
In addition to Theorem 2.5, the following theorem provides some extra regularity for the
Lagrange multiplier (λ, η) given by Theorem 2.5.
Theorem 2.6. The Lagrange multipliers (λ, η) given in Theorem 2.5 satisfy the following
regularity
(λ, η) ∈ X2 ×X(4/3)+, (2.18)
where
X(4/3)+ :=
{
u ∈ C([0, T ];W 12+, 43+(Ω)) ∩ L 43+(W 2, 43+) : ∂tu ∈ L
4
3
+(Q)
}
.
3. Existence and Uniqueness of Strong Solution
In this section we will prove the existence and uniqueness of strong solutions of system
(1.1)-(1.2) (Theorem 2.3). For this, the Leray-Schauder fixed-point Theorem will be used. We
consider the Banach spaces
Wu := L
∞−(Q) ∩ L4−(W 1,4−) and Wv = L∞−(Q) (3.1)
(L∞− means Lq for q <∞ large enough), and the operator
S : Wu ×Wv → X2 ×X2+ →֒Wu ×Wv,
where S(u¯, v¯) = (u, v) is the solution of the uncoupled problem (first v can be computed and
afterwards u) {
∂tu−∆u = ∇ · (u¯+∇v),
∂tv −∆v + v = u¯2 + f v¯+1Ωc , (3.2)
endowed with the initial-boundary conditions (1.2), where u¯+ := max{u¯, 0} ≥ 0, v¯+ :=
max{v¯, 0} ≥ 0. We observe that, into 2D domains, the injection of X2 × X2+ in Wu ×Wv
is compact. In fact, due to 2D inequality (2.4) then X2 →֒ L4(W 1,4) with continuous embed-
ding.
In the following lemmas we will prove the hypotheses of Leray-Schauder fixed-point theorem.
Lemma 3.1. The operator S, defined in (3.2) is well defined and completely continuous (com-
pact and continuous).
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Proof. Let (u¯, v¯) ∈ Wu ×Wv. Since f ∈ L2+(Qc) and v¯ ∈ L∞−(Q), it is easy to deduce that
u¯2 + f v¯+1Ωc ∈ L2+(Q). Then, applying a parabolic regularity result in L2+ (see [5, Theorem
10.22, p. 344]), there exists a unique solution v ∈ X2+ of (3.2)2 and
‖v‖X2+ ≤ C(‖u‖L4+(Q), ‖v‖L∞−(Q)‖f‖L2+(Qc), ‖v0‖W 1+,2+). (3.3)
Now, using that v ∈ X2+ and the 2D inequality (2.4), one has ∇v ∈ L4+(Q) Therefore, since
(u¯+,∆v) ∈ L∞−(Q)× L2+(Q) and (∇u¯+,∇v) ∈ L4−(Q)× L4+(Q) one can deduce
∇ · (u¯+∇v) = u¯+∆v +∇u¯+ · ∇v ∈ L2(Q).
Then, applying again the parabolic regularity result in L2 [5, Theorem 10.22, p. 344], we
conclude that there exists a unique u ∈ X2 solution of (3.2)1 such that
‖u‖X2 ≤ C(‖u¯‖L∞−(Q)‖∆v‖L2+(Q), ‖∇u¯‖L4−(Q)‖∇v‖L4+(Q), ‖u0‖H1). (3.4)
Therefore, the operator S is well defined. The compactness of S follows of (3.3), (3.4), and
the fact that X2 × X2+ is compactly embedded in Wu ×Wv. In particular S maps bounded
sets of Wu×Wv into bounded sets of X2×X2+. On the other hand, it is not difficult to prove
that S is continuous.  
Lemma 3.2. The set of possible fixed-points
Sα := {(u, v) ∈Wu ×Wv : (u, v) = αS(u, v), for some α ∈ [0, 1]}
is bounded in Wu ×Wv. Moreover, for α ∈ [0, 1], there exists a constant
R := R(T, ‖u0‖H1 , ‖v0‖W 1+,2+ , ‖f‖L2+(Qc)) > 0 (3.5)
(R independent of α), such that ‖(u, v)‖X2×X2+ ≤ R for any (u, v) ∈ Sα.
Proof. Let α ∈ (0, 1] (the case α = 0 is trivial). Let consider (u, v) ∈ Sα. Then, from Lemma
3.1, (u, v) ∈ X2 ×X2+ and satisfies pointwisely a.e. in Q the following problem{
∂tu−∆u = ∇ · (u+∇v),
∂tv −∆v + v = αu2 + αfv+1Ωc , (3.6)
endowed with the corresponding initial and boundary conditions. Therefore it is enough to
prove that (u, v) is bounded in X2 ×X2+ independent of the parameter α.
Step 1: u, v ≥ 0 and ∫Ω u(t) = m0.
Testing (3.6)1 by u− = min{u, 0} ≥ 0 and taking into account that u− = 0 if u ≥ 0,
∇u− = ∇u if u ≤ 0 and ∇u− = 0 if u > 0, we have
1
2
d
dt
‖u−‖2 + ‖∇u−‖2 = −(u+∇v,∇u−) = 0.
Then, u− ≡ 0; so that u ≥ 0. Analogously, testing (3.6)2 by v− we deduce
1
2
d
dt
‖v−‖2 + ‖v−‖2H1 = α(u2, v−) + α(fv+, v−)Ωc ≤ 0,
which implies v ≥ 0. Therefore, (u+, v+) = (u, v). Furthermore, integrating (3.6)1 in Ω we
deduce that
∫
Ω u(t) = m0.
9Step 2: v is bounded in X2 and
√
αu in L∞(L2) ∩ L2(H1).
Testing (3.6)1 by αu and (3.6)2 by −12∆v, integrating by parts and adding the respective
equations, chemotaxis and production terms cancel; thus, using the Hölder and Young inequal-
ities and the 2D Sobolev embedding H1(Ω) ⊂ L∞−(Ω), we get
1
2
d
dt
(
α‖u‖2 + 1
2
‖∇v‖2
)
+ α‖∇u‖2 + 1
2
‖∆v‖2 + 1
2
‖∇v‖2 ≤ α
2
∫
Ω
|fv∆v|
Then, since α ≤ 1, applying the Hölder and Young inequalities, we arrive at
d
dt
(
α
2
‖u‖2 + 1
4
‖∇v‖2
)
+ α‖∇u‖2 + 1
4
‖∆v‖2 + 1
2
‖∇v‖2 ≤ C ‖f‖2L2+‖v‖2H1 . (3.7)
On the other hand, integrating (3.6)2 in Ω, we deduce
d
dt
(∫
Ω
v
)
+
∫
Ω
v = α
∫
Ω
u2 + α
∫
Ωc
fv ≤ α‖u‖2 + α‖f‖ ‖v‖. (3.8)
In order to control the first term on the right-side of (3.8), we use the Gagliardo-Nirenberg
inequality (2.2) and the fact that ‖u‖L1 = m0,
‖u‖2 ≤ C(‖∇u‖‖u‖L1 + ‖u‖2L1) = C(‖∇u‖+ 1).
Then, multiplying (3.8) by 12
∫
Ω v, and applying the Young inequality we get
1
4
d
dt
(∫
Ω
v
)2
+
1
4
(∫
Ω
v
)2
≤ α
2
‖∇u‖2 + Cα
(∫
Ω
v
)2
+C + C‖f‖2‖v‖2. (3.9)
Adding (3.7) and (3.9), the term depending on ‖∇u‖2 is absorbed, obtaining
d
dt
(
α
2
‖u‖2 + 1
4
‖v‖2H1
)
+
α
2
‖∇u‖2 + 1
4
‖v‖2H2 ≤ C(‖f‖2 + ‖f‖2L2+ + 1)‖v‖2H1 + C.
Therefore, the Gronwall Lemma implies
‖v‖L∞(H1)∩L2(H2) + ‖
√
αu‖L∞(L2)∩L2(H1) ≤ K1(‖u0‖, ‖v0‖H1 , ‖f‖L2+(Qc)). (3.10)
Finally, from equation (3.6)2 and the previous estimates (in particular v is bounded in L
∞(L∞−)
hence fv1Ωc is bounded in L
2(Q), and
√
αu is bounded in L4(Q) hence αu2 is bounded in
L2(Q)), one has that ∂tv is bounded in L
2(Q), hence v is bounded in X2.
Step 3: u is bounded in L∞(L∞−). More precisely, uq/2 is bounded in L∞(L2) ∩L2(H1) for
any q <∞.
Testing (3.6)1 by u
q−1 (for any q <∞) and applying (2.4) and Young inequalities we have
1
q
d
dt
‖uq/2‖2 + 4(q − 1)
q2
‖∇(uq/2)‖2 = −2(q − 1)
q
∫
Ω
uq/2∇v · ∇uq/2
≤ 2(q − 1)
q
‖uq/2‖L4‖∇v‖L4‖∇uq/2‖
≤ 2(q − 1)
q2
‖uq/2‖2H1 + C
(q − 1)
q2
‖∇v‖4L4‖uq/2‖2.
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Adding 4(q−1)
q2
‖(uq/2)‖2 to both sides of the previous inequality, we have
1
q
d
dt
‖uq/2‖2 + 4(q − 1)
q2
‖uq/2‖2H1 ≤
C(q − 1)
q2
(‖∇v‖4L4 + 1)‖uq/2‖2. (3.11)
Thus, since ∇v is bounded in L4(Q) (owing to v is bounded in X2), the Gronwall lemma implies
that
‖uq/2‖L∞(L2)∩L2(H1) ≤ K2(q, ‖u0‖Lq ,K1). (3.12)
Step 4: v is bounded in X2+.
Since v is bounded in X2, from Sobolev embeddings v is also bounded in L
∞−(Q). Then,
using that f ∈ L2+(Qc) and that u is bounded in L∞(L∞−), in particular, αu2 + αfv1Ωc is
bounded in L2+(Q). Then, applying the L2+ regularity of the Heat-Neumann problem ([5,
Theorem 10.22, p. 344]) we deduce that v ∈ X2+ and the following estimate holds
‖v‖X2+ ≤ αC(‖u2‖L4(Q) + ‖f‖L2+(Qc)‖v‖L∞−(Q) + ‖v0‖W 1+,2+)
≤ K3(‖f‖L2+(Qc), ‖v0‖W 1+,2+ ,K2,K1). (3.13)
Step 5: u is bounded in X2.
Testing the u-equation in (3.6)1 by −∆u we have
1
2
d
dt
‖∇u‖2 + ‖∆u‖2 = −(u∆v +∇u · ∇v,∆u). (3.14)
Now, applying the Hölder and Young inequalities, and taking into account the interpolation
inequality (2.4) we have
− (u∆v,∆u) ≤ ‖u‖L∞−‖∆v‖L2+‖∆u‖ ≤ ε‖∆u‖2 + Cε‖u‖2L∞−‖∆v‖2L2+ , (3.15)
− (∇u · ∇v,∆u) ≤ ‖∇u‖L4‖∇v‖L4‖∆u‖ ≤ ε‖u‖2H2 + Cε‖∇u‖2‖∇v‖4L4 . (3.16)
Replacing (3.15) and (3.16) in (3.14), choosing ε small enough, and adding with the differential
inequality (3.11) for q = 2, we have
d
dt
‖u‖2H1 + C‖u‖2H2 ≤ C‖u‖2L∞−‖∆v‖2L2+ + C(1 + ‖∇v‖4L4)‖u‖2H1 (3.17)
Then, from the bounds of u in L∞(L∞−), ∆v in L2+(Q) and ∇v in L4+(Q), the Gronwall
lemma implies
‖u‖L∞(H1)∩L2(H2) ≤ K4(‖u0‖H1 ,K3,K2). (3.18)
Therefore, from (3.6)1, (3.13) and (3.18) we deduce
‖∂tu‖L2(Q) ≤ ‖∆u‖L2(Q) + ‖u‖L∞−(Q)‖∆v‖L2+(Q) + ‖∇u‖L4(Q)‖∇v‖L4(Q)
≤ K5(K4,K3), (3.19)
which implies that u is bounded in X2.
Finally, we conclude that all elements of the set Sα are bounded in X2 ×X2+ by a constant
R independently of α. The constant R follows from estimates (3.13), (3.18) and (3.19).  
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3.1. Proof of Theorem 2.3.
Proof. Existence
From Lemma 3.1 and Lemma 3.2, we obtain that operator S satisfies the conditions of the
Leray-Schauder fixed-point theorem. Consequently, there exists a fixed point (u, v) = S(u, v),
which is a solution of problem (1.1)-(1.2) (for p = 2) in sense of Definition 2.2. The estimate
(2.10) follows from (3.10) and (3.12).
Uniqueness
We consider (u1, v1), (u2, v2) ∈ X2×X2+ two possible solutions of system (1.1)-(1.2). Then,
subtracting equations (1.1)-(1.2) for (u1, v2) and (u2, v2), and denoting (u, v) := (u1 − u2, v1 −
v2), we obtain the following problem{
∂tu−∆u = ∇ · (u1∇v + u∇v2) in Q,
∂tv −∆v + v = u(u1 + u2) + fv1Ωc in Q, (3.20)
endowed with the initial-boundary conditions (1.2). Now, testing (3.20)1 by u and (3.20)2 by
v −∆v, using that ∫Ω u = 0 and the 2D inequality (2.4), and adding the respective results we
have
d
dt
(‖u‖2 + ‖v‖2H1) + C‖u‖2H1 + C‖v‖2H2
≤ C(‖u1 + u2‖4L4 + ‖∇v2‖4L4)‖u‖2 + C(‖u1‖4L4 + ‖f‖2L2+)‖v‖2H1 .
Thus, since (u1,∇v2) ∈ L4(Q) × L4(Q) and (u0, v0) = (0, 0), then Gronwall Lemma impies
u = v = 0, and consequently u1 = u2 and v1 = v2.  
4. The bilinear Optimal Control Problem
In this section we analyze the optimal control problem (2.14) related to System (1.1)-(1.2).
We will prove the existence of optimal solution (Theorem 2.4) and the existence of Lagrange
multipliers (Theorem 2.5). In order to get this aim we will use a Lagrange multipliers theorem
in Banach spaces (see [23] and [26], for more details). We follow the arguments of [10, 11].
4.1. Proof of Theorem 2.4.
Proof. The proof follows standard arguments. From Theorem 2.3 it holds that Sad 6= ∅. Let
{xm}m∈N = {(um, vm, fm)}m∈N ⊂ Sad a minimizing sequence of J , that is, lim
m→+∞
J(xm) =
inf
x∈Sad
J(x). Then, by definition of Sad, for each m ∈ N, xm satisfies the System (1.1)-(1.2).
Also, from the definition of J and taking into account the assumption γf > 0 or F is bounded
in L2+(Qc), it follows that
{fm}m∈N is bounded in L2+(Qc). (4.1)
Moreover, from (2.10) there exists K > 0, independent of m, such that
‖(um, vm)‖X2×X2+ ≤ K. (4.2)
Therefore, from (4.1), (4.2), and taking into account that F is a closed convex subset of
L2+(Qc) we can deduce the existence of the limit (weak-strong) x˜ = (u˜, v˜, f˜) ∈ M of some
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subsequence of {sm}m∈N, still denoted by {xm}m∈N, such that x˜ = (u˜, v˜, f˜) is solution of the
system pointwisely (1.1)-(1.2), that is, x˜ ∈ Sad. Here we omit the details. Therefore,
lim
m→+∞
J(xm) = inf
x∈Sad
J(x) ≤ J(x˜). (4.3)
Now, since J is lower semicontinuous on Sad, we get J(x˜) ≤ lim inf
m→+∞
J(xm), which jointly to
(4.3), implies (2.16).  
4.2. First-order necessary optimality conditions. Concerning to differentiability of the
functional J : X → R and operator G : X → Y we have the following result.
Lemma 4.1. The functional J is Fréchet differentiable and the operator G is continuously
Fréchet differentiable in x˜ = (u˜, v˜, f˜) ∈ X, in the direction s := (U, V, F ). The respective
derivatives are given by
J ′(x˜)[s] = γu
∫ T
0
∫
Ωd
(u˜− ud)U + γv
∫ T
0
∫
Ωd
(v˜ − vd)V
+γf
∫ T
0
∫
Ωc
sgn(f˜)|f˜ |1+F, (4.4)
G′1(x˜)[s] = ∂tU −∆U −∇ · (U∇v˜)−∇ · (u˜∇V ), (4.5)
G′2(x˜)[s] = ∂tV −∆V + V − 2u˜U − f˜V 1Ωc − F v˜. (4.6)
In order to derive first-order necessary optimality conditions for a local optimal solution
(u˜, v˜, f˜) of control problem (2.14), we must first prove the existence of Lagrange multipliers.
The existence of Lagrange multipliers is guaranteed if a local optimal solution is a regular point
of operator G (see [23, Theorem 6.3, p. 330] or [26, Theorem 3.1]). That is the content of the
following result.
Lemma 4.2. Let x˜ = (u˜, v˜, f˜) ∈ Sad be a admissible element of bilinear control problem (2.14).
Then, x˜ is regular point, that is, given (gu, gv) ∈ L2(Q) × L2+(Q) there exists s = (U, V, F ) ∈
X̂2 × X̂2+ × C(f˜) such that
G′(x˜)[s] = (gu, gv),
where C(f˜) := {θ(f − f˜) : θ ≥ 0, f ∈ F} is the conical hull of f˜ in F .
Proof. Let (u˜, v˜, f˜) ∈ Sad and (gu, gv) ∈ L2(Q) × L2+(Q). Since 0 ∈ C(f˜) and taking into
account (4.5) and (4.6), we deduce that it suffices to prove the existence of (U, V ) ∈ X2 ×X2+
solution of the linear problem

∂tU −∆U −∇ · (U∇v˜)−∇ · (u˜∇V ) = gu in Q,
∂tV −∆V + V − 2 u˜ U − f˜V 1Ωc = gv in Q,
U(0) = 0, V (0) = 0 in Ω,
∂U
∂n
= 0,
∂V
∂n
= 0 in (0, T ) × ∂Ω.
(4.7)
In order to prove the existence of solution of system (4.7) we will use the Leray-Schauder
fixed-point theorem. Then, we consider the operator
S : (U, V ) ∈Wu ×Wv 7→ (U, V ) ∈ X2 ×X2+,
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with (U, V ) the solution of the decoupled problem{
∂tU −∆U −∇ · (u˜∇V ) = ∇ · (U¯∇v˜) + gu in Q,
∂tV −∆V + V = 2u˜U¯ + f˜ V¯ 1Ωc + gv in Q,
(4.8)
endowed with the initial and boundary conditions of (4.6). It is not difficult to verify that
operator S is well-defined fromWu×Wv to X2×X2+, and completely continuous fromWu×Wv
to itself.
Now, we will prove that the set
Sα := {(U, V ) ∈ X2 ×X2+ : (U, V ) = αS(U, V ) for some α ∈ [0, 1]}
is bounded in X2 ×X2+. Indeed, if (U, V ) belongs to Sα, then (U, V ) ∈ X2 ×X2+ and solves
the linear problem{
∂tU −∆U −∇ · (u˜∇V ) = α∇ · (U∇v˜) + αgu in Q,
∂tV −∆V + V = 2αu˜U + αf˜V 1Ωc + αgv in Q,
(4.9)
with the initial and boundary conditions of (4.6). Testing (4.9)1 by U and (4.9)2 by V −∆V ,
using the Hölder, Young and 2D interpolation inequality (2.4), and adding the respective results,
we can obtain
d
dt
(‖U‖2 + ‖V ‖2H1) + C(‖U‖2H1 + ‖V ‖2H2)
≤ C(1 + ‖u˜‖4L4 + ‖u˜‖2L4 + ‖∇v˜‖4L4)‖U‖2
+C(‖u˜‖4L4 + ‖f˜‖2L2+)‖V ‖2H1 + C(‖gu‖2 + ‖gv‖2).
From the bounds of (u˜,∇v˜) in L4(Q)× L4(Q), the Gronwall lemma implies
‖U‖L∞(L2)∩L2(H1) + ‖V ‖L∞(H1)∩L2(H2) ≤ C. (4.10)
In particular, one has the bounds of U in L4(Q) and V in L∞(L∞−), hence it is deduced that
2α u˜U + αf˜V 1Ωc + αgv is bounded in L
2+(Q).
Then, applying L2+-parabolic regularity in (4.9)2 ([5, Theorem 10.22, p. 344]), we deduce that
V ∈ X2+ and the following estimate holds
‖V ‖X2+ ≤ C. (4.11)
Now, by using a similar argument made to arrive at (3.17), one has
d
dt
‖U‖2H1 + C‖U‖2H2 ≤ C‖u˜‖2L∞−‖∆V ‖2L2+ + C‖∇u˜‖4L4‖∇V ‖4L4
+C(1 + ‖∇v˜‖4L4 + ‖∆v˜‖2L2+)‖U‖2H1 + C‖gu‖2.
Then, taking into account estimate (4.11), the Gronwall Lemma implies that U is bounded in
L∞(H1) ∩L2(H2), independent of the parameter α. Finally, following similar arguments as in
(3.19), we conclude that ∂tU is bounded in L
2(Q). Consequently, U is also bounded in X2.
Therefore, we can deduce the existence of solution for system (4.7) from the Leray-Schauder
fixed-point theorem. Moreover, using a classical comparison argument we can prove that
(U, V ) ∈ X2×X2+ is the unique solution of problem (4.7) for (gu, gv) ∈ L2(Q)×L2+(Q).  
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4.3. Proof of Theorem 2.5.
Proof. The proof follows directly from Lemma 4.2 and [26, Theorem 3.1] (see, also [23, Theorem
6.3, p. 330]) and (4.4).  
Now, from Theorem 2.5 we derive an optimality system for the bilinear optimal control
problem (2.14).
Corollary 4.3. Let x˜ = (u˜, v˜, f˜) be a local optimal solution for the optimal control problem
(2.14). Then, the Lagrange multiplier (λ, η) ∈ L2(Q)× (L2+(Q))′ satisfies the system
∫ T
0
∫
Ω
(
∂tU −∆U −∇ · (U∇v˜)
)
λ− 2
∫ T
0
∫
Ω
u˜Uη
= γu
∫ T
0
∫
Ωd
(u˜− ud)U ∀U ∈ X̂2, (4.12)∫ T
0
∫
Ω
(
∂tV −∆V + V
)
η −
∫ T
0
∫
Ω
∇ · (u˜∇V )λ−
∫ T
0
∫
Ωc
f˜V η
= γv
∫ T
0
∫
Ωd
(v˜ − vd)V ∀V ∈ X̂2+, (4.13)
and the optimality condition
∫ T
0
∫
Ωc
(
γf sgn(f˜)|f˜ |1+ + v˜η
)
(f − f˜) ≥ 0 ∀f ∈ F . (4.14)
Proof. Taking (V, F ) = (0, 0) and (U,F ) = (0, 0) in (5.14), we deduce (4.12) and (4.13),
respectively. Similarly, taking (U, V ) = (0, 0) in (5.14) we have
∫ T
0
∫
Ωc
(γf sgn(f˜)|f˜ |1+ + v˜η)F ≥ ∀F ∈ C(f˜).
In particular, choosing F = f − f˜ ∈ C(f˜) for any f ∈ F , we deduce (4.14).  
Remark 4.1. System (4.12)-(4.13) correspond to the concept of very weak solution of the
adjoint system

−∂tλ−∆λ+∇λ · ∇v˜ + 2u˜η = γu(u˜− ud)1Ωd in Q,
−∂tη −∆η −∇ · (u˜∇λ) + η − f˜η1Ωc = γv(v˜ − vd)1Ωd in Q,
λ(T ) = 0, η(T ) = 0 in Ω,
∂λ
∂n
= 0,
∂η
∂n
= 0 in (0, T )× ∂Ω.
(4.15)
4.4. Proof of Theorem 2.6.
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Proof. Let s = T − t, with t ∈ (0, T ) and λ˜(s) = λ(t), η˜(s) = η(t). Then problem (4.15) is
equivalent to the system

∂sλ˜−∆λ˜+∇λ˜ · ∇v˜ + 2u˜η˜ = γu(u˜− ud)1Ωd in Q,
∂sη˜ −∆η˜ −∇ · (u˜∇λ˜) + η˜ − f˜ η˜1Ωc = γv(v˜ − vd)1Ωd in Q,
λ˜(0) = 0, η˜(0) = 0 in Ω,
∂λ˜
∂n
= 0,
∂η˜
∂n
= 0 on (0, T ) × Ω.
(4.16)
Since system (4.16) is linear, we argue in a formal manner proving that any regular enough
solution is bounded in X2×X(4/3)+. An exhaustive proof would be done using Leray-Schauder
fixed-point theorem (following the proof of Lemma 4.2). With this aim, testing (4.16)1 by
λ˜−∆λ˜ and (4.16)2 by η˜, using the 2D interpolation inequality (2.4), and adding the respective
results we can obtain
d
ds
(‖λ˜‖2H1 + ‖η˜‖2) + C(‖λ˜‖2H2 + ‖η˜‖2H1)
≤ C(‖u˜‖4L4 + ‖∇v˜‖4L4)‖λ˜‖2H1 + C(‖u˜‖4L4 + ‖f˜‖2L2+)‖η˜‖2
+Cγ2u‖u˜− ud‖2 + Cγ2v‖v˜ − vd‖2.
Therefore, since u˜,∇v˜ ∈ L4(Q), the Gronwall Lemma implies
(λ˜, η˜) ∈ L∞(H1 × L2) ∩ L2(H2 ×H1).
In particular, ∇λ˜ · ∇v˜ ∈ L2(Q), hence also ∂sλ˜ ∈ L2(Q), and finally λ˜ ∈ X2. Furthermore,
using that f˜ belongs to L2+(Qc) and η˜ ∈ L∞(L2) ∩ L2(H1) →֒ L4(Q), we get
f˜ η˜1Ωc ∈ L(4/3)+(Q). (4.17)
Also, taking into account that u˜, λ˜ ∈ X2, we obtain
∇ · (u˜∇λ˜) = u˜∆λ˜+∇u˜ · ∇λ˜ ∈ L2−(Q). (4.18)
Thus, in particular, ∇ · (u˜∇λ˜) belongs to L(4/3)+(Q). Then, from (4.17), (4.18) and apply-
ing L(4/3)+-regularity in (4.16)2 ([5, Theorem 10.22, p. 344]) we conclude that η˜ ∈ X(4/3)+.
Consequently, we deduce that system (4.15) has a unique solution (λ, η) ∈ X2 ×X(4/3)+.
Now we consider (λ, η) ∈ L2(Q) × (L2+(Q))′ the Lagrange multiplier provided by Theorem
2.5 and (λˆ, ηˆ) ∈ X2×X(4/3)+ the unique solution of system (4.15). Thus, it suffices to identify
(λ, η) with (λˆ, ηˆ). For that, we consider the unique solution (U, V ) ∈ X2 × X2+ of problem
(4.7) for gu := λ− λˆ ∈ L2(Q) and gv := sgn(η − ηˆ)|η − ηˆ|1+ ∈ L2+(Q). Then, writing problem
(4.15) for (λˆ, ηˆ) instead of (λ, η), and testing the first equation by U and the second equation
by V , after integrating by parts on Ω, we can obtain
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∫ T
0
∫
Ω
(∂tU −∆U −∇ · (U∇v˜))λˆ− 2
∫ T
0
∫
Ω
u˜U ηˆ
= γu
∫ T
0
∫
Ωd
(u˜− ud)U, (4.19)∫ T
0
∫
Ω
(∂tV −∆V + V )ηˆ −
∫ T
0
∫
Ω
∇ · (u˜∇V )λˆ−
∫ T
0
∫
Ωc
f˜V ηˆ
= γv
∫ T
0
∫
Ωd
(v˜ − vd)V. (4.20)
Making the difference between (4.12) and (4.19) and between (4.13) and (4.20), and then
summing the respective equalities, we have∫ T
0
∫
Ω
(∂tU −∆U −∇ · (U∇v˜))(λ− λˆ)− 2
∫ T
0
∫
Ω
u˜U(η − ηˆ)
+
∫ T
0
∫
Ω
(∂tV −∆V + V )(η − ηˆ)−
∫ T
0
∫
Ω
∇ · (u˜∇V )(η − ηˆ)
−
∫ T
0
∫
Ωc
f˜V (η − ηˆ) = 0. (4.21)
Thus, taking into account that the pair (U, V ) is the unique solution of (4.7), with data gu =
λ− λˆ ∈ L2(Q) and gv = sgn(η − ηˆ)|η − ηˆ|1+ ∈ L2+(Q), from (4.21) we deduce that
‖λ− λˆ‖2L2(Q) + ‖η − ηˆ‖2L2(Q) = 0,
which implies that λ = λˆ in L2(Q) and η = ηˆ in L2+(Q). Therefore, due to the regularity of
(λˆ, ηˆ), we conclude that the Lagrange multipliers (λ, η) satisfy (2.18).  
5. The nonlinear production case up, 1 < p < 2
In this section we consider the following chemo-repulsion model with nonlinear production
up for 1 < p < 2: {
∂tu−∆u = ∇ · (u∇v) in Q,
∂tv −∆v + v = up + fv 1Ωc in Q, (5.1)
endowed with the initial-boundary conditions (1.2). Then, the aim of this section is to prove
the existence (and uniqueness) of strong solution of (5.1), as well as to extend some results of
the bilinear optimal control problem from the quadratic case (p = 2) to the subquadratic case
(1 < p < 2).
Theorem 5.1. Let f ∈ L2+(Qc) := L2+(0, T ;L2+(Ωc)), (u0, v0) ∈ H1(Ω) ×W 1+,2+(Ω), with
u0 ≥ 0 and v0 ≥ 0 a.e. in Ω. Then, there exists a unique strong solution of system (5.1) in
(0, T ), that is, there exists a pair (u, v) with u ≥ 0 and v ≥ 0 in Q such that (u, v) ∈ X2×X2+
satisfying the system (5.1) pointwisely a.e. (t, x) ∈ Q, and the initial and boundary conditions
(1.2).
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Proof. The proof is also carried out through the Leray-Schauder fixerd point Theorem. Let
1 < p < 2. We consider the following function spaces
Wu,p := L
∞−(Q) ∩ L(2p)−(W 1,(2p)−) and Wv = L∞−(Q), (5.2)
and the operator Sp : Wu,p ×Wv → X2 ×X2+ →֒Wu ×Wv by Sp(u¯, v¯) = (u, v) the solution of
the uncoupled problem {
∂tu−∆u = ∇ · (u¯+∇v),
∂tv −∆v + v = u¯p + f v¯+1Ωc , (5.3)
endowed with (1.2). Notice that, in 2D domains, the injection of X2 × X2+ in Wu,p ×Wv is
compact. Also, observe that Wu,p →֒ L(2p)+(Q), hence u¯p ∈ L2+(Q), and therefore, following
the same arguments of the proof of Lemma 3.1 we have that the operator Sp is well-defined
and completely continuous. Now, in order to prove that the set of possible fixed points
Sα,p := {(u, v) ∈Wu,p ×Wv : (u, v) = αSp(u, v), for some α ∈ [0, 1]}
is bounded (with respect to α) in Wu,p ×Wv, we argue as in the proof of Lemma 3.2. Let
α ∈ (0, 1] (the case α = 0 is trivial). We consider (u, v) ∈ Sα,p, then (u, v) ∈ X2 × X2+ and
satisfies pointwisely a.e. in Q the following problem{
∂tu−∆u = ∇ · (u+∇v),
∂tv −∆v + v = αup + αfv+1Ωc , (5.4)
endowed with the initial and boundary conditions (1.2). Therefore it suffices to prove that
(u, v) is bounded in X2 ×X2+ independent of the parameter α. For that, we divide the proof
in five steps.
Step 1: u, v ≥ 0 and ∫Ω u(t) = m0. The proof is similar to the proof of Step 1 in Lemma 3.2.
Step 2: v is bounded in X2 and
√
αup/2 in L∞(L2) ∩ L2(H1).
By testing (5.4)1 by αu
p−1 and (5.4)2 by −∆v; then integrating by parts, adding the re-
spective equations, chemotaxis and production terms cancel, and using the Hölder and Young
inequalities, we have
d
dt
(
α
p− 1‖u
p/2‖2 + 1
2
‖∇v‖2
)
+
4α
p
‖∇(up/2)‖2 + 1
2
‖∆v‖2 + ‖∇v‖2
≤ C ‖f‖2L2+‖v‖2H1 . (5.5)
On the other hand, integrating (5.4)2 in Ω, we have
d
dt
(∫
Ω
v
)
+
∫
Ω
v = α
∫
Ω
up + α
∫
Ωc
fv. (5.6)
Then, multiplying (5.6) by
∫
Ω v we deduce that
1
2
d
dt
(∫
Ω
v
)2
+
1
2
(∫
Ω
v
)2
≤ α2‖u‖2pLp + C α2‖f‖2L2+‖v‖2H1 . (5.7)
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In this point, since 1 < p < 2, we use the Gagliardo-Nirenberg inequality (2.1) and Young
inequality in order to bound:
α2‖u‖2pLp = α2‖up/2‖4 ≤ C α2‖∇(up/2)‖4(p−1)/p‖up/2‖4/pL2/p + C α2‖up/2‖4L2/p
≤ 2α
p
‖∇(up/2)‖2 + Cα2p/(2−p)‖u‖4/(2−p)
L1
+ Cα2‖u‖2p
L1
. (5.8)
Therefore, adding (5.5)-(5.7) and using (5.8) and that ‖u‖L1 = m0, we have
d
dt
(
α
p− 1‖u
p/2‖2 + 1
2
‖v‖2H1
)
+
2α
p
‖∇(up/2)‖2 + 1
2
‖v‖2H2
≤ C ‖f‖2L2+‖v‖2H1 + C. (5.9)
Therefore, from (5.9) and Gronwall lemma we deduce
‖v‖L∞(H1)∩L2(H2) + ‖
√
αup/2‖L∞(L2)∩L2(H1) ≤ K1(‖u0‖Lp , ‖v0‖H1 , ‖f‖L2+(Qc)). (5.10)
Finally, from equation (5.4)2 and the previous estimates (in particular v is bounded in L
∞(L∞−)
it holds that f v1Ωc is bounded in L
2(Q), and
√
αup/2 is bounded in L4(Q), which implies that
αup is bounded in L2(Q). Therefore from (5.4)2 it holds that ∂tv is bounded in L
2(Q), and
thus, v is bounded in X2.
Step 3: u is bounded in L∞(L∞−) and uq/2 in L2(H1) for any q < ∞. The proof is similar
to the proof of Step 3 in Lemma 3.2.
Step 4: (u, v) is bounded in X2 ×X2+. The proof is similar to the proof of Steps 4 and 5 in
Lemma 3.2. Thus, we conclude that all elements of the set Sα,p are bounded in X2 ×X2+ by
a constant R independently of α.  
In order to establish the optimal control results related to the superlinear (and sub-quadratic)
case 1 < p < 2, we consider the same Banach spaces X := X2 × X2+ × L2+(Qc) and Y :=
L2(Q)×L2+(Q), and the same cost functional J : X → R defined in (2.12). The state operator
Gp = (G˜1, G˜2) : X → Y , which at each point (u, v, f) ∈ X is now defined by{
G˜1(u, v, f) = ∂tu−∆u−∇ · (u∇v),
G˜2(u, v, f) = ∂tv −∆v + v − up − fv1Ωc ,
(5.11)
with 1 < p < 2. Then, the optimal control problem for the superlinear case reads:
min
(u,v,f)∈M
J(u, v, f) subject to Gp(u, v, f) = 0, (5.12)
where
M := (uˆ, vˆ, fˆ) + X̂2 × X̂2+ × (F − fˆ),
with (uˆ, vˆ) the global strong solution of (1.1)-(1.2) associated to a fˆ ∈ F . Then, the existence of
optimal solution is given by the following theorem. Its proof is similar to the proof of Theorem
2.4; therefore, we omit it.
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Theorem 5.2 (Global optimal solution). Under hypothesis of Theorem 5.1, if we assume that
either γf > 0 or F is bounded in L2+(Qc), then the optimal control problem (5.12) hast at least
one global optimal solution, that is, there exists (u˜, v˜, f˜) ∈ Sad such that
J(u˜, v˜, f˜) = min
(u,v,f)∈Sad
J(u, v, f). (5.13)
The following result guarantees the existence and regularity of Lagrange multipliers for the
optimal control problem (5.12). Its proof is a slight modification of the proof of Theorems 2.5
and 2.6; therefore we omit it.
Theorem 5.3 (Existence of Lagrange multipliers). Let (u˜, v˜, f˜) ∈ Sad be a local optimal solution
for the bilinear control problem (5.12). Then, there exist Lagrange multipliers (λ, η) ∈ L2(Q)×
(L2+(Q))′ such that the following variational inequality holds
γu
∫ T
0
∫
Ωd
(u˜− ud)U + γv
∫ T
0
∫
Ωd
(v˜ − vd)V + γf
∫ T
0
∫
Ωc
sgn(f˜)|f˜ |1+F
+
∫ T
0
∫
Ω
(∂tU −∆U −∇ · (U∇v˜)−∇ · (u˜∇V ))λ
+
∫ T
0
∫
Ω
(
∂tV −∆V + V − pu˜p−1U − f˜V 1Ωc
)
η +
∫ T
0
∫
Ωc
F v˜η ≥ 0, (5.14)
for all (U, V, F ) ∈ X̂2 × X̂2+ × C(f˜), where C(f˜) := {θ(f − f˜) : θ ≥ 0, f ∈ F} is the conical
hull of f˜ in F . In addition, the Lagrange multipliers (λ, η) have the following regularity
(λ, η) ∈ X2 ×X(4/3)+, (5.15)
and satisfy the adjoint system

−∂tλ−∆λ+∇λ · ∇v˜ + pu˜p−1η = γu(u˜− ud)1Ωd in Q,
−∂tη −∆η −∇ · (u˜∇λ) + η − f˜η1Ωc = γv(v˜ − vd)1Ωd in Q,
λ(T ) = 0, η(T ) = 0 in Ω,
∂λ
∂n
= 0,
∂η
∂n
= 0 in (0, T )× ∂Ω.
(5.16)
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