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A GAUSS-BONNET-CHERN THEOREM FOR COMPLEX
FINSLER MANIFOLDS
WEI ZHAO
Abstract. In this paper, we establish a Gauss-Bonnet-Chern theorem for
general closed complex Finsler manifolds.
1. Introduction
One of the most important aspects of differential geometry is that which investi-
gates the relationship between the curvature properties and the topology structure
of a manifold. Among all the significant results in this aspect, a beautiful one is
the Gauss-Bonnet-Chern theorem, which is established by S. S. Chern in [11, 12].
Explicitly, given an arbitrary oriented closed n-dimensional Riemannian manifolds
(M, g), one has ∫
M
e(TM) = χ(M), (1.1)
where e(TM) is the (geometric) Euler form of TM induced by the Levi-Civita
connection, i.e.,
e(TM) =

(−1)p
22pπpp! ǫi1...i2pΩ
i2
i1
∧ · · · ∧ Ωi2pi2p−1 , n = 2p,
0, n = 2p+ 1.
To carry matters further, let (M,h) now be a closed n-dimensional Hermitian
manifold and let cn(T
′M) denote the (n-th) Chern form of T ′M induced by the
canonical Hermitian connection, that is,
cn(T
′M) =
1
n!
(√−1
2π
)n
δi1···inj1···jnΩ
j1
i1
∧ · · · ∧Ωjnin .
Bott and Chern in [10] show that the Gauss-Bonnet-Chern theorem in the present
context becomes ∫
M
cn(T
′M) = χ(M). (1.2)
It should be remarked that both Riemannian and Hermitian metrics are qua-
dratic metrics, and hence, the Euler forms (resp. the Chern forms) of such metrics
determine a characteristic class on the underlying manifoldM , which is the so-called
Euler class of TM (resp. Chern class of T ′M). Stokes’ formula then furnishes the
characteristic class versions of (1.1) and (1.2). Refer to [10, 13, 20] for more details.
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Finsler geometry is metric differential geometry without quadratic restriction.
Hence, it is entirely natural to ask whether an analogue of the Gauss-Bonnet-Chern
theorem still holds for Finsler manifolds.
We first consider the case of real Finsler manifolds. Suppose that (M,F ) is a
real n-dimensional oriented closed Finsler manifold. Let π : SM → M denote
the projective sphere bundle and let π∗TM denote the pull-back tangent bundle.
The Finsler metric F induces a Riemannian metric on π∗TM . There are many
important Finslerian connections on π∗TM , but none of them is both torsion-free
and metric-compatible (cf. [7]). In particular, the Euler forms induced by such
connections cannot live on M but on SM . Hence, there is no simple formula as
(1.1) valid for general real Finsler manifolds.
It is D. Bao and S. S. Chern [5] who first point out the significance of Vol(x), the
Riemannian volume of SxM := π
−1(x) induced by F . By the Chern connection,
they establish the Gauss-Bonnet-Chern theorem for real Finsler manifolds with
Vol(x) = const. Since then, efforts have been made and the Gauss-Bonnet-Chern
theorem for general real Finsler manifolds has been established recently (cf. [6, 22,
24, 25, 28]). Explicitly, given any torsion-free or metric-compatible connection D,
we have ∫
M
[X ]∗e(π∗TM ;D) + AF (X,D)
Vol(x)
=
χ(M)
Vol(Sn−1)
, (1.3)
where [X ] :M → SM is an arbitrary section with isolated singularities, e(π∗TM ;D)
is the Euler form induced by D, and AF (X,D) is a current on M depending only
on X , D and F . The corrected item AF (X,D) is introduced, because Vol(x) is
not a constant generally and D cannot be both torsion-free and metric-compatible.
In the Riemannian case, Vol(x) = Vol(Sn−1) and
∫
M AF (X,D) = 0 (cf. [22, 28]).
Hence, (1.3) implies (1.1).
The Gauss-Bonnet-Chern theorem has been well developed on real Finsler mani-
folds, while the complex Finsler case has not been studied at the same space. Little
work has been made to this subject. The purpose of this paper is to establish a
Gauss-Bonnet-Chern theorem for complex Finsler manifolds.
The complex Finsler case is much different from the real one. For example,
in view of (1.3), it seems natural to investigate the Chern form of the pull-back
bundle p∗T ′M , which is induced by the projective holomorphic tangent bundle
p : PM = T ′M/(C − {0}) → M . However, since the (complex) rank of PM is
(n− 1), the Bott-Chern form [10] implies that the integral of the pull-back Chern
form of p∗T ′M over M cannot produce the Euler characteristic of M .
For this reason, we turn to the pull-back bundle π∗T ′M , where π : T ′M\0→M
is the splitting holomorphic bundle. Since the Finsler metric induces a Hermitian
metric on π∗T ′M , by the transgression formula [10, (2.19)], we just need to investi-
gate the Chern form induced by the canonical Hermitian connection ∇ on π∗T ′M ,
which is denoted by cn(π
∗T ′M ;∇). Let X be a holomorphic vector field onM with
non-degenerate zeros. The main difficulty in establishing the Gauss-Bonnet-Chern
theorem is to modify X∗cn(π∗T ′M ;∇) such that the integral of the modification
over M produces the Euler characteristic of M . In view of the methods in the real
Finlserian case [5, 22, 25, 28], one might use the Bott-Chern form [10] to obtain
cn(π
∗T ′M ;∇) = d (d
cη)
4π
, (1.4)
3where dc =
√−1(∂¯ − ∂) and η is the Bott-Chern form on T ′M\0. But the current
X∗dcη is rather abstract and therefore, difficult to deal with. In the Hermitian
case, without knowing the explicit formula of η, one can still calculate the value of∫
M
d(X∗dcη) by constructing a trivial bundle (see [10, 14]). However, this method
cannot be applied to the Finsler setting, since the structure of a Finsler metric is
much more complicated than the one of a Hermitian metric.
Using Chern’s transgression method [14], we construct a current Ψ onM directly
such that
X∗cn(π∗T ′M ;∇) = −dΨ. (1.5)
Unlike the case of the Bott-Chern form, we know the explicit formula of Ψ. If
F is Hermitian, then the Gauss-Bonnet-Chern theorem follows from the Bochner-
Martinelli formula immediately. Unfortunately, this formula is invalid in the Finsler
setting and moreover, − ∫M dΨ 6= χ(M) in general. Hence, for our purpose, (1.5)
needs to be modified. Inspired by Bao-Chern’s point of view [16], we turn to
investigate the complex indicatrix
SzM := {ξ ∈ T ′zM : F (z, ξ) = 1},
Since the Finsler metric induces a Hermitian metric on each tangent space T ′zM ,
we can define a natural Hermitian volume of SzM , which is denote by Vol(z). In
particular, if the Finsler metric is Hermitian, then Vol(z) = Vol(S2n−1). By a
careful argument, we find there is a close relationship between Vol(z) and Ψ. Using
Vol(z) to modify (1.5), we obtain the following theorem.
Theorem 1.1. Let (M,F ) be a closed complex Finsler n-manifold and let X be
a holomorphic vector field on M with non-degenerate zeros. Given an arbitrary
Finslerian connection D, we have∫
M
X∗cn(π∗T ′M ;D) + FF (X,D)
Vol(z)
=
χ(M)
Vol(S2n−1)
,
where FF (X,D) is a current on M depending only on X, D and F .
It is conceivable that for some special complex Finsler manifolds, Theorem 1.1
admits significant simplification. For example, see Example 2 and Corollary 5.5
below. In particular, for the Hermitian case, one can show
∫
M
FF (X,D) = 0.
Theorem 1.1 then reduces to (1.2). But for non-Hermitian Finsler case,
∫
M
FF (X,D)
Vol(z)
does not vanish in general even if Vol(z) = const, because the connection 1-forms
of D live on T ′M\0. See Section 5 below for more details.
Acknowledgements. The author wishes to thank Professor Z. Shen and Y. B. Shen
for their advice and encouragement.
2. Preliminaries
In this section, we recall some definitions and properties concerned with complex
Finsler manifolds. See [4, 16, 19, 26] for more details.
LetM be a complex n-dimensional manifoldM and let T ′M be the holomorphic
tangent bundle of M . A (complex) Finsler metric on M is a continuous function
F : T ′M → [0,+∞) satisfying the following conditions
(1) F (ξ) ≥ 0, and F (ξ) = 0 if and only if ξ = 0;
(2) F (λξ) = |λ|F (ξ) for any λ ∈ C\{0};
(3) F (ξ) is smooth outside of the zero-section.
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The pair (M,F ) is called a complex Finsler manifold. Let (zi, ξj) = ξj ∂∂zj |z be a
local coordinate system of T ′M . Set
G := F 2, G∗i :=
∂
∂ξi
G∗, G∗i¯ :=
∂
∂ξ¯i
G∗, Gij¯ := (Gij¯)
−1.
F is called strongly pseudo-convex if (Gij¯) is positive-definite at every point of
T ′M\0. In this paper, we always assume that F is strongly pseudo-convex.
Note that G = G(ξ, ξ¯) is homogenous of degree 1 in ξ and ξ¯. Hence, by Euler’s
theorem, one can easily show the following proposition.
Proposition 2.1 (See [26]).
Gij¯ = Gji¯, G
ij¯Gkj¯ = δ
i
k, G
ij¯Gik¯ = δ
j¯
k¯
, G = Gij¯ξ
iξ¯j ,
Giξ
i = G, Gij¯ ξ¯
j = Gi, Gijξ
j = 0, Gi¯j¯ ξ¯
j = 0,
Gijkξ
k = −Gij , Gijk¯ ξ¯k = Gij , Gij¯kξk = 0.
Let π : T ′M\0→ M be the natural projection and let π∗T ′M be the pull-back
bundle. The Finsler metric F then induces a natural Hermitian metric on π∗T ′M ,
which is defined by
g(z,ξ) := Gij¯(z, ξ) dz
i ⊗ dz¯j ,
where {dzi} is the dual frame field of { ∂∂zi } and ∂∂zi := π∗ ∂∂zi = (z, ξ, ∂∂zi |z), i =
1, · · · , n is the local holomorphic frame for π∗T ′M .
Before considering the connections on π∗T ′M , we first introduce the canonical
horizontal splitting of T ′(T ′M\0), the holomorphic tangent bundle of T ′M\0.
Denote by V the vertical subbundle of T ′(T ′M\0). Thus, each Ehresmannn
connection ϑ ∈ A 1,0(T ′M\0,V) defines a horizontal splitting
T ′(T ′M\0) = H⊕ V ,
where
H = SpanC
{
δ
δzj
:=
∂
∂zj
−N ij
∂
∂ξi
}
, V = SpanC
{
∂
∂ξj
}
,
and N ij := 〈ϑ( ∂∂zj ), dξi〉. Clearly, the dual frame field of { δδzi , ∂∂ξj } is{
dzj ,
δξi := dξi +N ijdz
j.
The exterior differential d = ∂ + ∂¯ : A ·(T ′M\0)→ A ·+1(T ′M\0) induces a closed
real (1, 1)-form
ω =
√−1 · ∂∂¯G
on T ′M\0 such that the restriction ω|z on each π−1(z) = T ′zM − {0} defines a
Ka¨hler metric and ω defines a Hermitian metric on V . It follows from [4] that there
exists a canonical Ehresmann connection such that H and V are orthogonal with
respect to ω. A simple calculation yields
N jk = G
ji¯ ∂
2G
∂zk∂ξ¯i
= Gji¯
Gs¯i
∂zk
ξs. (2.1)
In this paper, we always use this canonical horizontal splitting. Clearly, the tangent
bundle of T ′M\0 can be decomposed as
TC(T
′M\0) = (H⊕H)⊕ (V ⊕ V) =: H ⊕ V, (2.2)
5which induces a decomposition of d = ∂ + ∂¯ : A ·(T ′M\0)→ A ·+1(T ′M\0):
d = dH + dV = ∂H + ∂¯H + ∂V + ∂¯V ,
where
∂H :=
δ
δzA
dzA, ∂V :=
∂
∂ξi
δξi, ∂¯H := ∂H , ∂¯V := ∂V .
Now we recall some properties of the connections on π∗T ′M and introduce the
Chern-Finsler connection. See [26] for other important Finslerian connections on
π∗T ′M .
Given a connection D on π∗T ′M , let (θij) denote the connection 1-forms of D
with respect to {∂/∂zi}. By the horizontal splitting (2.2), one can decompose θks
as
θks = θ
Hk
s + θ
V k
s .
It is not hard to see that θV
k
s ⊗ ∂∂zk ⊗ dzs is a local section of A 1(T ′M\0, π∗T ′M ⊗
π∗T ′∗M), while (θHks ) defines a connection D
H on π∗T ′M . In particular, if D is
metric-compatible with g, then DH is partially metric-compatible with g, that is,
dHg(X,Y ) = g(DHX,Y ) + g(X,DHY ), ∀X,Y ∈ Γ(π∗T ′M).
Note that the (π∗T ′M, g) is a holomorphic Hermitian bundle. The standard
argument (see [10]) then yields the following theorem. Also refer to [4, 19, 26].
Theorem 2.2. There exists a unique connection ∇ on π∗T ′M , called the Chern-
Finsler connection, satisfying the following two conditions:
(1) The connection 1-form of ∇ is of type (1, 0);
(2) ∇ is metric-compatible with g.
Denote by (̟ji ) the connection 1-forms of ∇ with respect to { ∂∂zj }. Thus,
̟ki = ∂Gij¯ ·Gkj¯ = Gkj¯
δGij¯
δzs
dzs +Gkj¯Gij¯lδξ
l.
In particular, (Γki,sdz
s) := (Gkj¯
δGij¯
δzs dz
s) also defines a partially metric-compatible
connection ∇H on π∗T ′M , which is called the Rund connection.
According to [2], F is called a complex Berwald metric if Γki,s(z, ξ) = Γ
k
i,s(z).
In particular, each connected complex Berwald manifold is a manifold modeled on
a complex Minkowski space. Refer to [2, 16, 26] for more details about Berwald
manifolds.
The vertical component of (̟ki ) defines an important non-Hermitian quantities.
More precisely, set Ckij := G
kl¯Gil¯j . Then
C := Ckij
∂
∂zk
⊗ dzi ⊗ dzj
is a section of π∗T ′M ⊗ π∗T ′∗M ⊗ π∗T ′∗M , which is called the Cantor tensor. It
is easy to check that C = 0 if and only if G is a Hermitian norm on T ′M .
Theorem 2.2 together with [10, Corollary 3.10] then yields
Theorem 2.3. Let ̟ and Ω denote the connection and curvature matrices of ∇,
respectively. Then we have
(1) ∂̟ = ̟ ∧̟.
(2) Ω = ∂¯̟ and ∂¯Ω = 0.
(3) ∂Ω = −[Ω, ̟].
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By a simple calculation, one has
Ωji =: R
j
ikl¯
dzk ∧ dz¯l + P j
ik,l¯
dzk ∧ δξ¯l + Sj
ik,l¯
δξk ∧ dz¯l +Qj
ikl¯
δξk ∧ δξ¯l, (2.3)
where
Rj
ikl¯
= −
(
δΓji,k
δz¯l
+ Cjis
δNsk
δz¯l
)
, Sj
ik,l¯
= −δC
j
ik
δz¯l
,
P j
ik,l¯
= −
(
∂Γji,k
∂ξ¯l
+ Cjis
∂Nsk
∂ξ¯l
)
, Qj
ikl¯
= −∂C
j
ik
∂ξ¯l
.
Notations: Given α ∈ A ·(M), Re(α) := 12 (α + α¯). Given a smooth vector field
X on M , we use ι(X) : A ·(M) → A ·−1(M) to denote the contraction operator
induced by X .
3. The volume of an indicatrix
Given a complex Finsler manifold (M,F ), for each z ∈ M , (T ′zM,Fz) is a com-
plex Minkowski space. The unit sphere in (T ′zM,Fz) is the so-called indicatrix
SzM , i.e., SzM := {ξ ∈ T ′zM : Fz(ξ) = 1}. This section is devoted to studying the
indicatrices on M .
Let (T ′zM,Fz) be as above. Denote by (ξ
i) the complex coordinate system of
T ′zM , i.e., ξ = (ξ
i) = ξi ∂∂zi |z. Then Fz induces a Hermitian metric h on T ′zM−{0},
which is defined by
h = hij¯ dξ
i ⊗ dξ¯j := ∂
2F 2z
∂ξi∂ξ¯j
dξi ⊗ dξ¯j = Gij¯(z, ξ)dξi ⊗ dξ¯j .
Clearly, h is smooth at ξ = 0 if and only if Fz is a Hermitian norm. The volume
form induced by h is
dµh =
1
n!
(√−1
2
hij¯dξ
i ∧ dξ¯j
)n
.
To define the volume of SzM , we now view T
′
zM as a real 2n-dimensional vector
space VR. More precisely, let
I : VR → T ′zM, (xi, yi) 7→ (ξi) = (xi +
√−1yi)
be the diffeomorphism. Then h induces a Riemannian metric on VR − {0}, which
is defined by
gˆv(X,Y ) :=
hI(v)(I∗(X), I∗(Y )) + hI(v)(I∗(X), I∗(Y )))
2
, ∀X,Y ∈ TvVR, v 6= 0.
Let SR := I−1(SzM). Note that dµgˆ = I∗dµh, where dµgˆ is the Riemannian
volume form induced by gˆ. Hence, it is natural to define the volume of SzM as the
Riemannian volume of SR. Explicitly, the volume of SzM is defined by
Vol(z) :=
∫
SzM
dνz,
where dνz := I−1∗ [ι(n) dµgˆ] and n is the unit outward normal vector field along
SR.
7Proposition 3.1. For each ξ ∈ SzM , we have
dνz|ξ =
dethij¯(ξ)
2n−1F 2nz (ξ)
·Re
(
(−1)−n
2
2
n∑
i=1
(−1)i−1ξ¯idξ¯1 ∧ · · · d̂ξ¯i · · · ∧ dξ¯n ∧ dξ1 ∧ · · · ∧ dξn
)
.
Proof. Let (ui) denote the coordinates of VR, i.e., u
2i−1 := xi and u2i := yi. Set
gˆ = gˆij du
i ⊗ duj. Thus,
dµgˆ :=
√
det gˆ du1 ∧ · · · ∧ du2n.
It is easy to see that det gˆ = (deth)2.
Set I−1(ξ) = (ui). Let X(t), t ∈ (−ǫ, ǫ) be a smooth curve on SR with X(0) =
(ui). By Proposition 2.1, we obtain
2gˆX(0)(X(0), X˙(0))
=hI(X(0))(I∗(X˙(0)), I∗(X(0))) + hI(X(0))(I∗(X(0)), I∗(X˙(0)))
=
∂F 2z
∂ξi
dIi(X)
dt
+
∂F 2z
∂ξ¯i
dIi(X)
dt
=
d
dt
∣∣∣∣
t=0
F 2z (I(X(t))) = 0.
Hence,
n|(ui) = X(0) = ui
∂
∂ui
.
Thus, we have
dνz|ξ = I−1∗[ι(n) dµgˆ]
= dethij¯(ξ) · I−1∗
[
ι
(
ui
∂
∂ui
)
du1 ∧ · · · ∧ du2n
]
(3.1)
=
dethij¯(ξ)
F 2nz (ξ)
Re
(
(−1)−n
2
2
2n−1
ι
(
ξ¯i
∂
∂ξ¯i
)
dξ¯1 ∧ · · · ∧ dξ¯n ∧ dξ1 · · · dξn
)
. (3.2)

The following example implies that the definition of the volume of a indicatrix
is natural.
Example 1. Let (T ′zM,F |z) be as before. Suppose that Fz = ‖ · ‖ is a Hermitian
norm. Note that dνz is independent of the choice of coordinates of T
′
zM . Then we
choose a orthonormal basis {ei} for (T ′zM, ‖ · ‖). Let (ξi) denote the coordinates of
T ′zM with respect to {ei}. Clearly, h( ∂∂ξi , ∂∂ξj ) = δij . By Proposition 3.1, we have
Vol(z) =
∫
‖ξ‖=1
Re
(
(−1)−n
2
2
2n−1
n∑
i=1
(−1)i−1ξ¯idξ¯1 ∧ · · · d̂ξ¯i · · · ∧ dξ¯n ∧ dξ1 ∧ · · · ∧ dξn
)
= Vol(S2n−1),
where S2n−1 is the (2n−1)-dimensional unit Euclidean sphere. That is, the volumes
of indicatrices on a Hermitian manifold are always equal to Vol(S2n−1).
The properties of the indicatrices of a complex Finsler manifold are much differ-
ent from those of a real Finsler manifold. For a real Finsler n-manifold (N,F), if
F is positively homogeneous of degree 1, then the volume of indicatrix Vol(x) can
never exceed Vol(Sn−1), with equality if and only if F|x is a Euclidean norm (cf. [7,
Proposition 14.9.1]). But this result cannot be generalized to the complex Finsler
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setting. For example, let M = C2 and F (z, ξ) := 4
√
|ξ1|4 + |ξ2|4, where z = (z1, z2)
and ξ = ξ1 ∂∂z1 + ξ
2 ∂
∂z2 . Then direct calculation yields Vol(z) ≡ Vol(S3). But F is
not a Hermitian metric but a complex locally Minkowski metric.
In general cases, Vol(z) is nonconstant. However, the example above implies
that for a complex locally Minkowski space, the volumes of the indicatrices may
be a constant. Note that a locally Minkowski metric is a Berwald metric (see [2]).
Then we have the following result.
Proposition 3.2. Let (M,F ) be a connected complex Berwald manifold. Then
Vol(z) is a constant.
Proof. Given p and q in M , there exists a smooth curve γ(t), t ∈ [0, 1] in M such
that γ(0) = p and γ(1) = q. As in [2], we define the covariant derivative of a smooth
vector field X = X i ∂∂zi along γ by
Dγ˙X :=
(
dX i
dt
+XjΓij,k(γ(t))
dzk ◦ γ(t)
dt
)
∂
∂zi
. (3.3)
If Dγ˙X ≡ 0, for all t ∈ [0, 1], then X is called parallel along γ(t). Let Pt : T ′pM →
T ′γ(t)M denote the parallel translation induced by (3.3). It follows from [2] that
F (γ(t), Pt(X)) = F (p,X) for all X ∈ T ′pM .
Denote by (zi, ξj) (resp. (ςi, ζj)) a local coordinate system around T ′pM (resp.
T ′γ(t)M). Set ei :=
∂
∂zi |p and Ei(t) := Pt(ei). Since {Ei(t)} is a basis for T ′γ(t)M ,
there exists non-singular matrices (Aij(t)) such that Ei(t) = A
j
i
∂
∂ςj |γ(t). By (3.3),
we have
dAis
dt
+Ajs Γ
i
j,k(γ(t))
dςk ◦ γ(t)
dt
= 0 (3.4)
Recall (ξi) and (ζi) are the coordinate systems of T ′pM and T
′
γ(t)M , respectively.
From above, we have
Pt(ξ
1, · · · , ξn) =
(∑
i
ξi · A1i , · · · ,
∑
i
ξi ·Ani
)
= (ζ1, · · · , ζn),
which implies
Pt∗
∂
∂ξi
= Aki
∂
∂ζk
, P ∗t dζ
i = Aij dξ
j . (3.5)
By Theorem 2.2, (3.5) and (3.4), one can check that
d
dt
[
hPt(ξ)
(
Pt∗
∂
∂ξi
, Pt∗
∂
∂ξj
)]
= 0. (3.6)
Set Bγ(t)(r) := {ζ ∈ T ′γ(t)M : F (γ(t), ζ) < r}. Note that dethij¯(γ(t), ζ) can
be view as a function on Sγ(t)M . Since Sγ(t)M is compact, | dethij¯(γ(t), ζ)| is
bounded. Hence,
lim
ǫ→0+
∫
Bγ(t)(ǫ)
dµgˆ(γ(t)) = 0. (3.7)
9Stokes’ formula together with (3.7), (3.6) and (3.5) then yields
Vol(γ(t)) = 2Re
(∫
Sγ(t)M
ι
(
ζ¯i
∂
∂ζ¯i
)
dµh(γ(t))
)
=2nRe
(∫
Bγ(t)(1)
dµh(γ(t))
)
= 2nRe
(∫
Pt(Bp(1))
dµh(γ(t))
)
=2nRe
(
(−1)−n
2
2
2n
∫
Bp(1)
P ∗t
(
det hPt(ξ)
(
∂
∂ζi
,
∂
∂ζj
)
dζ¯1 ∧ · · · ∧ dζ¯n ∧ dζ1 ∧ · · · ∧ dζn
))
=2nRe
(∫
Bp(1)
dµh(p)
)
= Vol(p).
We are done by letting t = 1. 
Now we define a form σz on T
′
zM − {0} by
σz := r
∗dνz, (3.8)
where r : T ′zM − {0} → SzM , ξ 7→ ξ/Fz(ξ).
Proposition 3.3. For each ξ ∈ T ′zM − {0}, we have
σz|ξ =
dethij¯(ξ)
2n−1F 2nz (ξ)
·Re
(
(−1)−n
2
2
n∑
i=1
(−1)i−1ξ¯idξ¯1 ∧ · · · d̂ξ¯i · · · ∧ dξ¯n ∧ dξ1 ∧ · · · ∧ dξn
)
.
Proof. Denote by (ui) the coordinate system of VR, i.e., u
2i−1 = xi and u2i = yi.
For ξ 6= 0, set I(u) := ξ, L(ξ) := F−1z (ξ) and L(u) := L(I(u)). Since r(ξ) = L(ξ)·ξ,
we have
I∗(σz |ξ) = deth
F 2nz (I(u))
∑2n
i=1(−1)i−1[L(u)ui]d[L(u)u1] ∧ · · · ̂d[L(u)ui] · · · ∧ d[L(u)u2n]
L2n(u)
.
Set β := (deth/F 2nz (I(u)))−1 · [I∗(σz)− α], where
α :=
deth
F 2nz (I(u))
2n∑
i=1
(−1)i−1uidu1 ∧ · · · d̂ui · · · ∧ du2n.
Since dL ∧ dL = 0, we have β =∑i6=j Iij , where
Iij =
(−1)i−1[L(u)ui][du1 · L(u)] ∧ · · · ∧ [dL(u) · uj ] ∧ · · · ∧ ̂[dui · L(u)] ∧ · · · ∧ [dun · L(u)]
Ln(u)
=

(−1)i−1uiujdu1∧···∧duj−1∧dL∧duj+1∧···∧d̂ui∧···∧dun
L(u) , i > j,
(−1)i−1uiujdu1∧···∧d̂ui∧···∧duj−1∧dL∧duj+1∧···∧dun
L(u) , j < i.
Since Iij + Iji = 0, β = 0. Hence, σz = I−1∗α. The conclusion then follows from
(3.1) and (3.2). 
σz plays a pivotal role in calculating the local degree of a holomorphic vector
field at a non-degenerate zero, which allows us to establish the Gauss-Bonnet-Chern
theorem. See Section 5 for more details.
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4. The exterior differential equations
Let (M,F ) be a closed complex Finsler n-manifold and let X be a holomorphic
vector field onM with non-degenerate zeros {ζ1, · · · , ζk}. SetM0 :=M−∪ki=1{ζi}.
We first recall the definition of tensorial matrices (see [15, Definition 4.1]).
Definition 4.1. If for every local frame field S of a vector bundle E
p→ N , there
is a given n× n matrix ΦS of exterior differential k-forms satisfying
S′ = A · S
detA 6= 0
}
⇒ ΦS′ = A · ΦS · A−1,
then we call {ΦS} is a tensorial matrix on N with respect to E.
We now construct a tensorial matrix onM0. Choose an arbitrary local coordinate
system (zi) of M , set
Θ := −ι(X)X∗̟ − µ,
where µ := (∂X
i
∂zj ) and ̟ = (̟
i
j) is the Chern-Finsler connection 1-form matrix
with respect to {∂/∂zi}.
Proposition 4.2. Θ determines a tensorial matrix defined on M0 with respect to
the bundle T ′M0.
Proof. Let (ςi) be another coordinate on M and set A = A(zi) :=
(
∂zj
∂ςi
)
. It is easy
to check that
dAji =
∂2zj
∂ςi∂ςk
· (A−1)kl · dzl. (4.1)
Denote by ˜̟ the Chern-Finsler connection 1-forms matrix with respect to {∂/∂ςi}.
Clearly, ˜̟ = (dA+A ·̟) ·A−1.
Since A = A(zi) and X∗dzi = dzi, we have
X∗ ˜̟ = (dA+A ·X∗̟) ·A−1,
which implies
ι(X)X∗ ˜̟ = (ι(X)dA+A · ι(X)X∗̟) ·A−1. (4.2)
Set
X =: X˜ i
∂
∂ςi
, µ˜ji :=
∂X˜j
∂ςi
.
Note that
X˜ i = Xk · (A−1)ik,
∂
∂ςi
= Aji
∂
∂zj
. (4.3)
(4.3) together with (4.1) then yields
µ˜ij = A
m
j ·
∂Xk
∂zm
· (A−1)ik −Xk · (A−1)sk ·Amj ·
∂Als
∂zm
· (A−1)il
= Amj · µkm · (A−1)ik −Xk · (A−1)sk ·
∂2zl
∂ςs∂ςj
· (A−1)il
= Amj · µkm · (A−1)ik − ι(X)dAlj · (A−1)il ,
that is,
µ˜ = (A · µ− ι(X)dA) · A−1. (4.4)
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Combining (4.2) with (4.4), we obtain
−µ˜− ι(X)X∗ ˜̟ = A · (−µ− ι(X)X∗̟) ·A−1,
Hence, Θji
∂
∂zj ⊗dzi is a tensor filed onM0, which determines a tensorial matrix. 
Lemma 4.3. Let Ω denote the curvature matrix of the Chern-Finsler connection.
Thus, on M0, we have
∂¯Θ = ι(X)[X∗Ω]. (4.5)
Proof. Recall that ι(X) ◦ ∂¯ + ∂¯ ◦ ι(X) = 0 (see [9]). By induction hypothesis, one
can show that
X∗ ◦ ∂¯ − ∂¯ ◦X∗ = 0, (4.6)
where the first ∂¯ is defined on A (T ′M0) while the second ∂¯ is defined on A (M0).
From above, we obtain
∂¯Θ = −∂¯[ι(X)X∗̟] = ι(X)[∂¯X∗̟] = ι(X)[X∗∂¯̟] = ι(X)[X∗Ω].

As in [10], for any A,B ∈Mn×n and λ ∈ C, we define
det(λA+ B) =:
n∑
j=0
λjdetj(A;B), A,B ∈Mn×n.
Since Θ and X∗Ω are two tensorial matrices on M0, all detj(X∗Ω;Θ)s are well-
defined. Inspired by the success of the constructions in [14], we define the following
polynomials
Ψj := ωX∧(∂¯ωX)n−j−1∧detj
(√−1
2π
X∗Ω;
√−1
2π
Θ
)
∈ A n,n−1(M0), 0 ≤ j ≤ n−1,
where
ωX :=
gX(·, X)
F 2(X)
∈ A 1,0(M0).
Lemma 4.4. Let cn(π
∗T ′M ;∇) denote the n-th Chern form of π∗T ′M defined by
the Chern-Finsler connection. Thus, on M0, we have
X∗cn(π∗T ′M ;∇) = −dΨ,
where Ψ :=
∑n−1
j=0 Ψj.
Proof. Note that ∂¯Ω = 0 and ι(X)Θ = 0. Thus, (4.6) together with (4.5) yields
∂¯detj(X∗Ω;Θ) = ι(X)detj+1(X∗Ω;Θ).
Since Ψ ∈ A n,n−1(M0), we have
dΨ = ∂¯Ψ =−
n∑
j=1
ωX ∧ (∂¯ωX)n−j ∧ ι(X)detj
(√−1
2π
X∗Ω;
√−1
2π
Θ
)
+
n−1∑
j=0
(∂¯ωX)
n−j ∧ detj
(√−1
2π
X∗Ω;
√−1
2π
Θ
)
.
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Note that ι(X) ◦ ∂¯ωX = −∂¯ ◦ ι(X)ωX = −∂¯1 = 0. Hence, we obtain
ι(X) ◦ dΨ =−
n∑
j=1
(∂¯ωX)
n−j ∧ ι(X)detj
(√−1
2π
X∗Ω;
√−1
2π
Θ
)
+
n−1∑
j=0
(∂¯ωX)
n−j ∧ ι(X)detj
(√−1
2π
X∗Ω;
√−1
2π
Θ
)
=− ι(X)det
(√−1
2π
X∗Ω
)
.
That is
ι(X) [dΨ+X∗cn(π∗T ′M ;∇)] = 0.
Since [dΨ+X∗cn(π∗T ′M ;∇)] is a form of top degree and X dose not vanishes on
M0, the conclusion follows. 
Remark 1. By the Bott-Chern form [10], one can show that there exists a form
η ∈ A (T ′M\0) such that cn(π∗T ′M ;∇) = dη. Thus, X∗cn(π∗T ′M ;∇) = dX∗η,
which is similar to Lemma 4.4. But it seems impossible to express η in term of
dzi, dξj , which makes it indeed difficult to calculate
∫
M dX
∗η in the Finsler setting.
However, for a Hermitian manifold, without knowing the explicit formula of η, one
can still calculate the value of
∫
M dX
∗η by constructing a trivial bundle. See [10, 17]
for more details.
Since cn(π
∗T ′M ;∇) is real, we have
X∗cn(π∗T ′M ;∇) = X∗cn(π∗T ′M ;∇) = −dΨ = −dΨ¯,
which implies
X∗cn(π∗T ′M ;∇) +
n−1∑
j=1
dRe(Ψj) = −dRe(Ψ0). (4.7)
Let ̟H and ̟V denote the horizontal component and the vertical component
of ̟, respectively. Recall that ̟H is the Rund connection 1-forms matrix. Hence,
the same argument as in Proposition 4.2 shows
ΘH := −ι(X)X∗̟H − µ, ΘV := Θ−ΘH = −ι(X)X∗̟V
are two tensorial matrices. Hence, all detj(ΘV ; ΘH)s, 0 ≤ j ≤ n are well-defined
and therefore,
Ψ0 =
(√−1
2π
)n
det(Θ)ωX ∧ (∂¯ωX)n−1
=
(√−1
2π
)n n−1∑
j=0
detj(ΘV ; ΘH)ωX ∧ (∂¯ωX)n−1 +
(√−1
2π
)n
det(ΘH)ωX ∧ (∂¯ωX)n−1
=: Λ1 + Λ2.
In view of (4.7) and the definition of currents (cf. [18]), we have the following result.
Proposition 4.5. Define a current E of order 0 on M by
E :=
n−1∑
j=1
dRe(Ψj) + dRe(Λ1) + d logVol(z) ∧Re(Λ2).
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Then we have the following equality on M (in the sense of current)[
X∗cn(π∗T ′M) + E
Vol(z)
]
= −d
(
Re(Λ2)
Vol(z)
)
. (4.9)
Here, Vol(z) is the volume of the indicatrix SzM defined in Section 3.
5. The Gauss-Bonnet-Chern theorem
In this section, we shall establish a Gauss-Bonnet-Chern theorem for complex
Finsler manifolds. Let (M,F ) and X be as in Section 4. First, we have
Lemma 5.1. For each zero ζ of X, we have
lim
z→ζ
det(ΘH)
det(∂X∂z )
= (−1)n.
Proof. Let (zi, ξj) be a local coordinate system of T ′U , where U is a small neigh-
borhood of ζ such that U is compact. It follows from (2.1) that N jk is homogeneous
of degree 1 in ξ and homogeneous of degree 0 in ξ¯. Since Γji,k = ∂N
j
k/∂ξ
i, Γji,k is
homogeneous of degree 0 in both ξ and ξ¯. Thus, Γji,k can be viewed as a function
on PU := T ′U/(C − {0}). Since PU is compact, |Γji,k| can attend its maximum
L <∞ and therefore,
0 ≤ lim
z→ζ
|Γij,kXk| ≤ lim
z→ζ
L ·
∑
k
|Xk| = 0.
Since
(ΘH)
i
j = −
∂X i
∂zj
− Γij,k(z,X)Xk,
the conclusion then follows. 
The following is a key lemma to the proof of the Gauss-Bonnet-Chern theorem.
Lemma 5.2. For each zero ζ of X, we have
lim
ǫ→0+
∫
∂Bǫ(ζ)
Re(Λ2)
Vol(z)
=
1
Vol(S2n−1)
.
where Bǫ(ζ) is the ball of radius ǫ centered at ζ defined by a local coordinate neigh-
borhood of ζ.
Proof. Fix a small δ > 0. Let (zi) be a coordinate system of Bδ(ζ) and let (z
i, ξj)
denote the corresponding coordinate system of T ′Bδ(ζ).
For simplicity, set X¯i := gij¯(X)X¯
j. Thus,
ωX =
X¯idz
i
X¯iX i
, ∂¯ωX =
∂¯X¯j ∧ dzj
X¯iX i
− X
i∂¯X¯i ∧ X¯jdzj
(X¯iX i)2
.
Since (X¯jdz
j) ∧ (X¯idzi) = 0, we obtain
ωX ∧ (∂¯ωX)n−1
=(−1)n(n−1)2 (n− 1)!
∑
i(−1)i−1X¯i∂¯X¯1 ∧ · · · ̂¯∂X¯i · · · ∧ ∂¯X¯n ∧ dz1 ∧ · · · ∧ dzn
F 2n(X)
=(−1)n(n−1)2 (n− 1)!
det(∂X∂z )
∑
i(−1)i−1X¯i∂¯X¯1 ∧ · · · ̂¯∂X¯i · · · ∧ ∂¯X¯n ∧ dX1 ∧ · · · ∧ dXn
F 2n(X)
.
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For ξ 6= 0, set ξ¯i = gij¯(z, ξ)ξ¯j . Note that X : ∂Bǫ(ζ) → T ′M\0 is a embedding
map and X∗(∂¯ξ¯i) = ∂¯(X∗ξ¯i) = ∂¯X¯i. Lemma 5.1 then yields
lim
ǫ→0+
∫
∂Bǫ(ζ)
Λ2
Vol(z)
= (−1)n
2
2 +n
(n− 1)!
(2π)n
lim
ǫ→0+
∫
X(∂Bǫ(ζ))
η, (5.1)
where
η :=
∑
i(−1)i−1ξ¯i∂¯ξ¯1 ∧ · · · ̂¯∂ξ¯i · · · ∧ ∂¯ξ¯n ∧ dξ1 ∧ · · · ∧ dξn
F 2nz (ξ) · Vol(z)
.
Note that
∂¯ξ¯i = ξ¯
j ∂gij¯
∂z¯k
dz¯k + gij¯dξ¯
j .
Since ǫ→ 0+, dz¯-parts of η do not contribute. Hence,
lim
ǫ→0+
∫
X(∂Bǫ(ζ))
η = lim
ǫ→0+
∫
X(∂Bǫ(ζ))
pure (dξ, dξ¯)-parts of η.
A direct calculation yields that
pure (dξ, dξ¯)-parts of η
=
(det gij¯(z, ξ))
∑
i(−1)i−1ξ¯idξ¯1 ∧ · · · ∧ d̂ξ¯i ∧ · · · ∧ dξ¯n ∧ dξ1 ∧ · · · ∧ dξn
F 2nz (ξ) · Vol(z)
=f(z, ξ) · η˜,
where
f(z, ξ) :=
(
F 2nζ (ξ˜) ·Vol(ζ) · (det gij¯)(z, ξ)
F 2nz (ξ) ·Vol(z) · (det gij¯)(ζ, ξ˜)
)
,
η˜ :=
(det gij¯)(ζ, ξ˜)
∑
i(−1)i−1ξ¯idξ¯1 ∧ · · · d̂ξ¯i · · · ∧ dξ¯n ∧ dξ1 ∧ · · · ∧ dξn
F 2nζ (ξ˜) · Vol(ζ)
,
and ξ˜ is a vector in T ′ζM defined by ξ, i.e., ξ˜ := ξ
i ∂
∂zi |ζ . Clearly, limz→ζ f(z, ξ) = 1.
Hence,
lim
ǫ→0+
∫
X(∂Bǫ(ζ))
η = lim
ǫ→0+
∫
X(∂Bǫ(ζ))
η˜. (5.2)
Define a local trivialization ϕ : T ′M |Bδ(ζ) → Bδ(ζ)× T ′ζM by
ϕ(z, ξ) = ϕ
(
ξj
∂
∂zi
∣∣∣∣
z
)
=
(
z, ξi
∂
∂zi
∣∣∣∣
ζ
)
.
Then we obtain a map φ : T ′M |Bδ(ζ) → T ′ζM , φ
(
ξj ∂∂zi
∣∣
z
)
= ξi ∂∂zi
∣∣
ζ
. Let σζ be
the form on T ′ζM − {0} defined as in (3.8). Proposition 3.3 then yields
σζ =
(det gij¯)(ζ, ξ)
2n−1F 2nζ (ξ)
Re
(
(−1)−n
2
2
∑
i
(−1)i−1ξ¯idξ¯1 ∧ · · · d̂ξ¯i · · · ∧ dξ¯n ∧ dξ1 ∧ · · · ∧ dξn
)
.
Thus, we have
Re
(
(−1)−n
2
2 η˜
)
= 2n−1φ∗
(
σζ
Vol(ζ)
)
. (5.3)
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(5.1) together with (5.2) and (5.3) then yields that
lim
ǫ→0+
∫
∂Bǫ(ζ)
Re(Λ2)
Vol(z)
= lim
ǫ→0+
Re
(∫
∂Bǫ(ζ)
Λ2
Vol(z)
)
=
1
Vol(S2n−1)Vol(ζ)
lim
ǫ→0+
∫
X(∂Bǫ(ζ))
φ∗σζ
=
1
Vol(S2n−1)Vol(ζ)
lim
ǫ→0+
∫
∂Bǫ(ζ)
(φ ◦X)∗σζ . (5.4)
Let r : T ′ζM − {0} → SζM , ξ 7→ ξ/Fζ(ξ). It is noticeable that deg(r ◦ φ ◦X) is
exactly the local degree of X at ζ, which always equals to +1. (cf. [8, 10]). Hence,
(3.8) yields ∫
∂Bǫ(ζ)
(φ ◦X)∗σζ =
∫
∂Bǫ(ζ)
(φ ◦X)∗ ◦ r∗dνζ
=deg(r ◦ φ ◦X)
∫
SζM
dνζ = Vol(ζ). (5.5)
The conclusion then follows from (5.4) and (5.5). 
Remark 2. If F is Hermitian, then Vol(z) = Vol(S2n−1) and therefore, one can
shows Lemma 5.2 immediately by using the Bochner-Martinelli formula (cf. [14]).
But the Bochner-Martinelli formula seems invalid in the Finsler setting, since Vol(z)
may not be a holomorphic function and Fz is much different from a Hermitian norm.
It is remarkable that the Hopf theorem implies (cf. [8])
χ(M) = Number of zeroes of X.
Thus, Proposition 4.5 together with Lemma 5.2 furnishes the following theorem.
Theorem 5.3. Let (M,F ) be a closed complex Finsler n-manifold and let X be a
holomorphic vector field on M with non-degenerate zeros. Then we have∫
M
[
X∗cn(π∗T ′M ;∇) + E
Vol(z)
]
=
χ(M)
Vol(S2n−1)
,
where E is a current on M dependent only on X and F .
Proof. Set Mǫ := M − ∪iBǫ(ζi). It follows from Proposition 4.5, Lemma 5.2 and
the Hopf theorem that
lim
ǫ→0+
∫
Mǫ
[
X∗cn(π∗T ′M ;∇) + E
Vol(z)
]
= − lim
ǫ→0+
∫
Mǫ
d
(
Re(Λ2)
Vol(z)
)
=
∑
i
lim
ǫ→0+
∫
∂Bǫ(ζi)
Re(Λ2)
Vol(z)
=
Number of zeroes of X
Vol(S2n−1)
=
χ(M)
Vol(S2n−1)
.

Example 2. Consider the product manifold M := T × T, where T = C/L is a
complex torus of dimension 1. Define a complex Finsler on M by
F (z, ξ) := 4
√
|ξ1|4 + |ξ2|4
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where ξ =
∑2
i=1 ξ
i ∂
∂zi ∈ T ′M and z = (z1, z2) is the natural coordinate system of
M . Since F is not Hermitian but local Minkowski, the curvature of ∇ is equal to
Ωji = −
∂Cjik
∂ξ¯l
dξk ∧ dξ¯l 6= 0.
In particular, c2(π
∗T ′M ;∇) = −18π2 (Ωii ∧ Ωjj − Ωji ∧ Ωij) does not vanish.
Given (λ1, λ2) ∈ C×C−{(0, 0)}, setX :=∑2i=1 λi ∂∂zi . Thus, X is a holomorphic
vector filed onM (cf. [27, Example 4.4.4]). Since X i ≡ λi and Vol(z) ≡ 4π, it is not
hard to check that X∗c2(π∗T ′M ;∇) = 0 and E = 0. Note that χ(M) = 0. Hence,
we have ∫
M
[
X∗c2(π∗T ′M ;∇) + E
Vol(z)
]
=
χ(M)
Vol(S3)
.
In the Hermitian case, Theorem 5.3 reduces to (1.2).
Theorem 5.4 ([10]). Let (M,H) be a closed complex n-dimensional Hermitian
manifold. Then ∫
M
cn(T
′M) = χ(M),
where cn(T
′M) denotes the nth-Chern form defined by the canonical Hermitian
connection.
Proof. Clearly, g = π∗H is the Hermitian metric on π∗T ′M induced by F :=
√
H.
Let D denote the canonical Hermitian connection on T ′M . Thus, the Chern-Finsler
connection ∇ = π∗D. Hence,
X∗cn(π∗T ′M ;∇) = X∗π∗cn(T ′M) = cn(T ′M).
We now claim that ∫
M
E = 0. (5.6)
Recall that Example 1 implies that Vol(z) ≡ Vol(S2n−1). Hence, if (5.6) is true,
then we are done by Theorem 5.3.
Since H is a Hermitian metric, the Cantor tensor C vanishes, Θ is a tensorial
matrix defined on M and the curvature Ω has no dξ (or dξ¯)-parts. Hence, (4.8)
reduces to
E =
n−1∑
j=1
dRe(Ψj) =: dΞ.
Thus, ∫
M
E = lim
ǫ→0+
∫
Mǫ
E = −
∑
i
lim
ǫ→0+
∫
∂Bǫ(ζi)
Ξ.
To show (5.6), it suffices to prove
lim
ǫ→0+
∫
∂Bǫ(ζi)
Ξ = 0. (5.7)
Now we define a new Hermitian metric H˜ on M such that
(i) for each ζi, there exists a small neighborhood Ui of ∂Bδ(ζi) with H˜|Ui = H ,
(ii) H˜|Bδ/2(ζi) = φ∗i (H |ζi), where φi : T ′M |Bδ(ζi) → TζiM is defined as in the
proof of Lemma 5.2, which is the map induced by a local trivialization of T ′M |Bδ(ζi).
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Let c˜n(T
′M) and Ξ˜ denote the corresponding geometric quantities of H˜ . Since
H˜ is flat on Bδ/2(ζi), Ξ˜ = 0. Hence, Property (i) of H˜ together with (4.9) yields
that
−
∫
∂Bǫ(ζi)
Ξ = −
∫
∂Bǫ(ζi)
(Ξ− Ξ˜) =
∫
∂Bδ(ζi)
(Ξ− Ξ˜)−
∫
∂Bǫ(ζi)
(Ξ− Ξ˜)
=−
∫
Bδ(ζi)−Bǫ(ζi)
[cn(T
′M)− c˜n(T ′M)]−
∫
∂Bδ(ζi)
Re(Λ2 − Λ˜2) +
∫
∂Bǫ(ζi)
Re(Λ2 − Λ˜2)
=−
∫
Bδ(ζi)−Bǫ(ζi)
[cn(T
′M)− c˜n(T ′M)] +
∫
∂Bǫ(ζi)
Re(Λ2 − Λ˜2)
Set Ht := tH + (1 − t)H˜ . Clearly, ddtHt|∂Bδ(ζi) = 0. Set Lt := ( ddtHt) ·H−1t . Then
the transgression formula [10, Propositon 3.15] yields∫
Bδ(ζi)
[cn(T
′M)− c˜n(T ′M)] =
∫
∂Bδ(ζi)
P ′[Ωt;Lt]dt = 0,
where P ′ is define as in [10] and Ωt is the curvature of Ht. Since cn(T ′M) and
c˜n(T
′M) are defined on M , limǫ→0
∫
Bǫ(ζi)
[cn(T
′M) − c˜n(T ′M)] = 0. Thus, (5.7)
follows from Lemma 5.2. 
It is easy to deduce Theorem 1.1 from Theorem 5.3. Let D be the Finslerian
connection as in Theorem 1.1. Thus, [10, Proposition 2.18] yields
cn(π
∗T ′M ;∇)− cn(π∗T ′M ;D) = dGF (D),
where GF (D) is a form on T
′M\0 depending only on F and D. Set
FF (X ;D) := dX
∗GF (D) + E.
Theorem 1.1 then follows from Theorem 5.3. It is remarkable that GF (D) depends
not only on z but also on ξ, and therefore, neither
∫
M
dX∗GF (D)
Vol(z) nor
∫
M
FF (X;D)
Vol(z)
vanishes even if Vol(z) is a constant. For the Hermitian case,
∫
M dX
∗GF (D) = 0
and Theorem 5.3 furnishes the characteristic class version of (1.2).
For some special complex Finsler manifolds, the Gauss-Bonnet-Chern theorem
admits significant simplification. For example, for the complex Berwald 1-manifolds,
we have the following result.
Corollary 5.5. Let M be a closed Riemann surface equipped with a complex
Berwald metric F and let X be a holomorphic vector field onM with non-degenerate
zeros. Then √−1
Vol(z)
∫
M
∂¯∂ logF 2(X) = χ(M).
Proof. Since F is a Berwald metric, Vol(z) = const. It follows from (4.8) that E = 0
when n = 1. Hence,
2π
Vol(z)
∫
M
X∗c1(π∗T ′M ;∇) = χ(M).
We now calculate X∗c1(π∗T ′M). On M0 =M − ∪i{ζi}, choose a local coordinate
system (z) and set X = f(z) ∂∂z , where f(z) is a holomorphic function. Since
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∂
∂z = π
∗ ∂
∂z is the holomorphic frame field of π
∗T ′M , we have
c1(π
∗T ′M ;∇)|ξ =
√−1
2π
∂¯
∂gξ
(
∂
∂z ,
∂
∂z
)
gξ
(
∂
∂z ,
∂
∂z
)
 = √−1
2π
∂¯∂
[
log gξ
(
f(z)
∂
∂z
, f(z)
∂
∂z
)]
,
for all (z, ξ) ∈ T ′M0. By (4.6), we have X∗ ◦ ∂ = ∂ ◦X∗ and therefore,
X∗c1(π∗T ′M) =
√−1
2π
∂¯∂ log gX(π
∗X, π∗X) =
√−1
2π
∂¯∂ logF 2(X).
Then the conclusion follows. 
The Chern form
√−1
2π ∂¯∂ logF
2 plays an important role in studying Finsler vector
bundles. See [3, 4, 19] for more details.
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