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Abstract
Given a graph G = (V,E) with arboricity α, we study the problem of decomposing the edges
of G into (1 + )α disjoint forests in the distributed LOCAL model. While there is a polynomial
time algorithm for computing an exact α-forest decomposition in the centralized setting [Gabow-
Westermann, Algorithmica ‘92], it remains an open question how close we can get to this exact
decomposition in terms of the number of forests in the LOCAL model.
Barenboim and Elkin [PODC ‘08] gave a LOCAL algorithm that computes a (2 + )α-forest
decomposition using O( logn ) rounds. Ghaffari and Su [SODA ‘17] made further progress by
computing a (1 + )α-forest decomposition in O( log
3 n
4 ) rounds when α = Ω(
√
α log n), i.e. the
limit of their algorithm is an (α+ Ω(
√
α log n))-forest decomposition. This algorithm, based on
a combinatorial construction of Alon, McDiarmid & Reed [Combinatorica ‘92], in fact provides
a decomposition of the graph into star-forests, i.e. each forest is a collection of stars.
In this paper, our main goal is to reduce the threshold of α in (1 + )α-forest decomposition
and star-forest decomposition. Our main results are as follows.
• An O( log4 n log ∆ )-round algorithm for forest decomposition when α = Ω( log ∆log log ∆ ) in sim-
ple graphs and multi-graphs.
• An O( log4 n )-round algorithm for α = Ω(log n) for forest decomposition in simple graphs
and multi-graphs. Furthermore, this covers a generalized form of arboricity based on list-
edge-coloring.
• An O(∆ρ log4 n )-round algorithm for α = Ω(1) for forest decomposition in simple graphs
and multi-graphs, where ρ > 0 is any arbitrary constant.
• An O˜( log2 n2 )-round algorithm for star-forest decomposition for α = Ω(
√
log ∆ + logα) in
simple graphs. When α ≥ Ω(log ∆), this also covers a list-edge-coloring variant.
Our results further answer the 10th open question from Barenboim and Elkin’s Distributed
Graph Algorithms book. Moreover, they give the first (1+)α-orientation algorithms with linear
dependencies on −1.
At a high level, the first three results are based on a combination of network decomposition,
load balancing, and a new structural result on local augmenting sequences. The fourth result
uses a more careful probabilistic analysis for the construction of Alon, McDiarmid, & Reed; the
bounds on star-arboricity here were not previously known, even non-constructively.
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1 Introduction
Consider a (multi-)graph G = (V,E) with n = |V | vertices, m = |E| edges, and maximum degree
∆. A k-forest decomposition (abbreviated k-FD) is a partition of the edges into k forests. The
arboricity of graph G, denoted α(G), is a measure of sparsity defined as the minimum number k
for which a k-forest decomposition of G exists. An elegant result of Nash-Williams [NW64] shows
that α(G) is given by the formula:
α(G) = max
H⊆G
|V (H)|≥2
⌈ |E(H)|
|V (H)| − 1
⌉
,
Note that the RHS is clearly a lower bound on α(G) since each forest can only consume at most
|V (H)| − 1 edges in a subgraph H.
There are two important extensions to this basic framework. First, we consider a notion of
“list forest decomposition”: each edge e has a palette of colors Q(e) from a color-space C, and we
should choose colors φ(e) ∈ Q(e) so that, for any color c, the subgraph induced by the c-colored
edges forms a forest. If |Q(e)| ≥ k for all e, then we refer to this as k-list-forest decomposition
(abbreviated k-LFD). This generalizes k-forest-decomposition, which can be viewed as the case
where Q(e) = C = {1, . . . , k} for all e. Seymour [Sey98] showed that α(G)-LFD also exists, for any
choice of palettes. Thus, from a combinatorial point of view, forest-decomposition and list-forest-
decomposition are essentially equivalent.
A second extension is to ensure that the forests in the decomposition have low diameter. We say
that the decomposition has diameter D if every tree in every c-colored forest has strong diameter
at most D. In the most extreme case, each forest should be a collection of stars, i.e., a star-forest.
We refer to the problem of decomposing the graph into k star-forests as k-star-forest decompo-
sition (abbreviated k-SFD), and the list-coloring variant is called k-list-star-forest-decomposition
(abbreviated k-LSFD).
In this work, we study the problem of computing forest decompositions in the distributed
LOCAL model. In this model, the vertices operate in synchronized rounds wherein each vertex
sends a message of arbitrary size to each of its neighbors, receives messages from its neighbors,
and performs local computations. Each vertex has a unique ID which is a binary string of length
O(log n). The complexity of an algorithm is defined to be the number of rounds used.
This problem was first studied in the LOCAL model by Barenboim and Elkin [BE10], who
developed the H-partition algorithm to compute a (2 + )α-forest decomposition in O(log n/)
rounds. This has been a building block in many other distributed and parallel algorithms [BE10,
BE11, BBD+19, Kuh20, SDS20]. In [BE13, Open Problem 11.10], Barenboim and Elkin proposed
the following question.
“Devise or rule out an efficient distributed algorithm for computing a decomposition of
a graph with arboricity α into less than 2α forests.”
In a (1 + )α-LFD, we call α the excess colors since α forests are needed non-constructively.
Ghaffari and Su [GS17] made progress with an algorithm for (1 + )α-forest decomposition in
O(log3 n/4) rounds when  = Ω(
√
log n/α), i.e. the excess colors is capped at Ω(
√
α log n). More-
over, their approach only works for simple graphs. In this work, we improve the threshold for how
close we can get to the Nash-Williams bound with efficient distributed algorithms. To summarize
our results slightly informally, we get:
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1. Forest decomposition with O(1) excess for (multi-)graphs with bounded degree. For
any constant ρ > 0, we get an (1 + )α-FD with diameter O(log n/) in Oρ(∆
ρ log4 n/) rounds
for α ≥ Ωρ(1). By a slight variant on this result, we also get α(1+)-FD in O(∆2 log4 n log ∆/)
rounds (with unbounded diameter) for α ≥ 3.
2. Forest decomposition with O( log ∆log log ∆) excess for (multi-)graphs. We get an (1 + )α-FD
with diameter O(log n/) in O(log4 n log ∆/) rounds for α ≥ Ω( log ∆log log ∆). We can reduce the
runtime to O(log4 n/) if α ≥ Ω(log ∆) and we can reduce the forest diameter to O(1/) if
2α ≥ Ω(log ∆).
3. Forest decomposition with O(log n) excess for (multi-)graphs. We give an algorithm for
(1+)α-FD in O(log3 n/) rounds for α ≥ Ω(log n). The diameter of the decomposition O(1/),
which is optimal for multi-graphs.
4. List forest decomposition with O(log n) excess for (multi-)graphs. We give an algorithm
for (1 + )α-LFD of diameter O(log n/) in O(log4 n/) rounds for α ≥ Ω(log n). When 2α ≥
Ω(log ∆) we can also obtain a (1 + )α-LFD of diameter O( logn
2
) in O(log4 n/2) rounds.
5. Star-forest decomposition with O(
√
log ∆ + logα) excess for simple graphs. We give an
algorithm for (1 + )α-SFD in O˜(log2 n/2) rounds for α ≥ Ω(√log ∆ + logα).
6. List star-forest decomposition with O(log ∆) excess for simple graphs. We give an
algorithm for (1 + )α-LSFD in O˜(log2 n/2) rounds for α ≥ Ω(log ∆).
For more precise statements of the results, including specification of the role played by constant
factors, please see Table 1 and Theorem 5.4.
There is a closely related decomposition using pseudo-forests, which are graphs with at most
one cycle in each connected component. The pseudo-arboricity α∗ is the minimum number of
pseudo-forests into which a graph can be decomposed. We always have α∗ ≤ α ≤ 2α∗, and simple
graphs also satisfy α ≤ α∗ + 1 [PQ82]. A k-pseudo-forest decomposition is equivalent to an edge-
orientation where every vertex has out-degree at most k. This characterization, which we call
an k-orientation, is completely local. Consequently pseudo-forest decomposition is used in many
algorithm and constructions.
Efficient general algorithms [GS17,FGK17,GHK18,Har20] are known for (1 + )α∗-orientation;
most recently, Su and Vu [SV19a] gave an algorithm running in O˜(log2 n/2) rounds in the
CONGEST model for α∗ ≥ 32. Note that an (1 + )α-FD of diameter D can be transformed
into an (1 + )α-orientation in O(D) rounds by orienting each edge towards its tree root. So our
results give the following new algorithms for pseudo-forest-decomposition:
Corollary 1.1. For a (multi)-graph G with arboricity α, we can get an α(1 + )-orientation with
the following complexities:
• In O( log3 n ) rounds if α ≥ Ω(log n).
• In O( log4 n ) rounds if α ≥ Ω(log ∆).
• In Oρ(∆ρ log
4 n
 ) rounds if α ≥ Ωρ(1).
These are the first algorithms for (1 + )α-orientation with linear dependencies on −1. For
example, if α =
√
n and  = O(log n/α), we get an (α + O(log n))-orientation in O˜(
√
n) rounds,
while previous results require Ω˜(n) rounds [GS17,FGK17,GHK18,Har20,SV19a].
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To obtain result 5 and 6, we adapt and strengthen a combinatorial construction of Alon, Mc-
Diarmid & Reed [AMR92]. The main idea is to randomly assign each vertex a palette of possible
colors, and then construct a nearly perfect matching between the outgoing edges of each vertex
v and their available colors. Our algorithm uses a slightly different random process to choose the
colors, combined with a more careful probabilistic analysis.
These results also improve the combinatorial bounds of [AMR92] for star-arboricity, i.e. the
minimum number of star-forests into which the edges of a graph can be partitioned. We analogously
define the list star-arboricity of a graph; namely, the smallest value k such that there is a LSFD
whenever each edge has a palette of size k.
Corollary 1.2. A (multi-)graph G has αstar ≤ 2α and αliststar ≤ 4α− 2.
If G is simple, then also αstar ≤ α+O(
√
log ∆ + logα) and αliststar ≤ α+O(log ∆).
The bound αstar ≤ 2α is well-known (it can be obtained by two-coloring the vertices of each
tree), but all the other bounds are new, to the best of our knowledge.
In addition to these results for (1 + )α decompositions, we also generalize the H-partition
algorithm of [BE10] to get algorithms for list-forest-decomposition using O(α) colors. To summarize
slightly informally, we can get a (2 + )α∗-LFD in O(log n/) rounds, or a (4 + )α∗-LSFD in
O˜(log n log∗m/) rounds. Note that, in a multi-graph, m may be arbitrarily large compared to n.
(See Theorem 2.1 and Theorem 2.3 for more precise statements.)
Technical Summary of Distributed Augmentation: To obtain the first four results, we develop
a new distributed augmentation framework which uses a combination of network decomposition,
load balancing, and a new structural result on augmenting sequences.
As a starting point, Gabow and Westermann [GW92] developed an augmentation-based cen-
tralized algorithm for the matroid partition problem, which can be used to obtain a α-forest de-
composition. Given a partial forest decomposition, this approach “augments” the decomposition by
coloring one additional uncolored edge along with the color changes on the augmenting sequence.
However, it is unclear if this leads to an efficient LOCAL algorithm, because consecutive edges in
the augmenting sequence can be far apart.
To that end, we first show a general structural result on list-forest-decomposition: if we have a
partial (1 + )α-LFD in a multi-graph, then there is an augmenting sequence of length O(log n/)
where, moreover, every edge in the sequence lies in the O(log n/)-neighborhood of the starting
uncolored edge. This characterization may potentially lead to other algorithms for approximate
Nash-Williams forest decompositions or other graph decompositions.
These augmenting sequences do not directly lead to local algorithms, since identifying the
sequence may still require checking edges that are far away from the uncolored edge. To this end,
we construct a procedure CUT() to break long paths, ensuring that we will not access distant edges
when identifying augmenting sequences. To get a (1 + )α-forest decomposition of the full graph,
we must ensure that the edges removed by CUT() form a graph of arboricity O(α).
For this, it suffices to bound the number of incident edges removed per vertex; this reduces to
an online load-balancing problem similar to one encountered in [SV19b]. In [SV19b], paths come
in an online fashion and we have to remove some of their edges so that every vertex has small load
at the end. Here, rooted trees come in an online fashion, and we need to remove some edges to
disconnect the root from all the leaves. We generalize the approach of [SV19b] to achieve this while
ensuring the overall load of each vertex is small.
The final step is to recolor the left-over edges using an additional O(α) colors. For ordinary
coloring, this step is nearly automatic due to our bound on the arboricity of the left-over graph.
For list coloring, there is an additional step needed to reserve a small number of back-up colors for
the left-over edges; we do so using a different type of network decomposition.
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1.1 Preliminaries
The values  and α are global parameters, along with related parameters such as m,n,∆, α∗. As
is usual in distributed algorithms, we suppose throughout that we are given some globally-known
upper bound on these parameters; all our results will depend on these upper bounds. Almost all
of our results become vacuous if  < 1/n (since, in the LOCAL model, we can simply read in the
entire graph in O(n) rounds), so we assume throughout that  ∈ (1/n, 1/2).
We define the r-neighborhood of a vertex v, denoted N r(v), to be the set of vertices within
distance r of v. We likewise N r(e) for an edge e and N r(X) for a set X of vertices or edges. We
define the power-graph Gr to be the graph on vertex set V and with an edge uv if u, v have distance
at most r on G. Note that, in the LOCAL model, Gr can be simulated in O(r) rounds of G.
For any integer t ≥ 0, we define [t] = {1, . . . , t}.
Most of our algorithms are randomized and succeed with high probability (abbreviated w.h.p.),
i.e. succeed with probability at least 1 − 1/ poly(n). Moreover, since all the failure modes can be
locally checked during the run of the algorithms, they can be derandomized with an additional
polylog(n) factor in the runtime using the recent breakthrough of [GHK18,RG20].
Concentration bounds: At several places, we refer to Chernoff bounds on sums of random vari-
ables. To simplify formulas, we define F+(µ, t) =
(
eδ
(1+δ)δ
)µ
where δ = t/µ− 1, i.e. the upper bound
on the probability that a Binomial random variable with mean µ takes a value as large as t. Some
well-known bounds are F+(µ, t) ≤ (eµ/t)t for any value t ≥ 0, and F+(µ, µ(1 + δ)) ≤ e−µδ2/3 for
δ ∈ [0, 1]. A well-known extension is that Chernoff bounds also apply to certain types of negatively-
correlated random variables. We use the following standard result (see e.g. [PS97]):
Lemma 1.3. Suppose that X1, . . . , Xt are Bernoulli random variables and for every S ⊆ [t] it
holds that Pr(
∧
i∈S Xi = 1) ≤ q|S| for some parameter q ∈ [0, 1]. Then, for any s ≥ 0, we have
Pr(
∑t
i=1Xi ≥ s) ≤ F+(qt, s).
Lova´sz Local Lemma (LLL): The LLL is a general principle in probability theory which states
that for a collection “bad” events B = {B1, . . . , Bt} in a probability space, where each event has low
probability and is independent with most of the other events, then there is a positive probability
that none of the events Bi are true. It often appears in the context of graph theory and distributed
algorithms, wherein each vertex v draws some variables independently, and each bad-event is some
locally-checkable property of these variables.
We will use a randomized O(log n)-round LOCAL algorithm of [CPS17] to determine values for
the variables to avoid the bad-events. Letting p denote the maximum probability of any bad-event
and d the maximum number of bad-events Bj dependent with any given Bi, this algorithm works
under the criterion that epd2 ≤ 1 − Ω(1). Note that this is stronger than the general symmetric
LLL criterion, which requires merely epd ≤ 1.
Network Decomposition: A (D,χ)-network decomposition of G is partition of vertices into χ
classes such that every connected component in every class has diameter at most D. We refer to each
connected component within each class a cluster. There are known randomized algorithms [LS93,
ABCP96,EN16] to compute an (O(log n), O(log n))-network decomposition in O(log2 n) rounds in
the LOCAL model.
A related notion is a (D,β) partial network decomposition, which is a randomized procedure to
partition the vertices G, wherein the induced subgraph on each class has diameter at most D, and
such that for any given edge e = uv, the probability that u, v are in distinct classes is at most β. An
algorithm [MPX13] can provide a (O( lognβ ), β)-partial network decomposition in O(
logn
β ) rounds.
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2 Basic Forest Decomposition Algorithms
We begin with some simpler algorithms for a variety of types of forest decomposition with bounded
diameter. These will be important building blocks for our more advanced algorithms, and may
also be of independent combinatorial and algorithmic interest. We begin with the following slight
extension of the H-partition algorithm of [BE10]:
Theorem 2.1. Let t = b(2+)α∗c. There are deterministic algorithms in O( logn ) rounds to obtain
the following decompositions of G:
1. A partition of the vertices of G into k = O( logn ) classes H1, . . . ,Hk, such that each vertex
v ∈ Hi has at most t neighbors in Hi ∪ · · · ∪Hk.
2. A orientation of the edges of G such that the resulting directed graph is acyclic and each vertex
has out-degree at most t. (We refer to this as an acyclic t-orientation.)
3. A 3t-star-forest-decomposition of G
4. A t-list-forest-decomposition of G
Proof. For the first result, starting with i = 1, we remove vertices with degree at most t = b(2+)α∗c
and add them to Hi. We continue this process, forming sets H1, . . . ,Hk, until the graph is empty.
We will show that each iteration removes at least a (/(2 + )) fraction of the vertices in the
remaining graph. So let V ′ and E′ denote the vertex set and the edge set in the remaining graph.
Suppose that there are more than 22+ |V ′| vertices with degree greater than (2 + )α∗. Then, we
derive a contradiction as follows:
2|E′| =
∑
v∈V ′
deg(v) > ((2 + )α∗)|V ′| · 2
2 + 
= 2α∗|V ′| ≥ 2(|E′|/|V ′|) · |V ′| = 2|E′|.
Since the number of vertices reduces by a factor of (1− Ω()) in each iteration, the number of
iterations is at most k = O(log n/).
For the second result, consider an edge e = uv where u ∈ Hi and v ∈ Hj with i ≤ j. If i < j,
we orient u to v. If i = j, we orient it from the vertex with a lower ID to the vertex with a higher
ID. Since a vertex in Hi has t neighbors in Hi ∪ . . .∪Hk, the out-degree is at most t. Furthermore,
since the edges are always oriented from a lower index partition to a higher index partition, with
ties broken by the vertex ID, the orientation is acyclic.
For the third result, we can arbitrarily give distinct labels to the out-edges of each vertex; this
gives us a t-forest decomposition where, moreover, each tree in each forest is rooted. We can apply
the algorithm of [CV86] to get a proper 3-vertex-coloring of each tree in O(log∗ n) rounds. If we
assign each edge to the color of its parent, then each of the t forests decomposes into 3 star-forests,
and overall we have a 3t-SFD of G.
For the final result, consider the following process: for each vertex v with out-edges e1, . . . , et,
each edge ei in turn chooses a color ci from its palette not already chosen by edges e1, . . . , ei−1. If
every edge has a palette of size t, there is always at least one color available. Each vertex operates
independently, so the entire process can be simulated in O(1) rounds. To see that the resulting edge
coloring is acylic, suppose for contradiction there was a c-colored cycle in G. Since the orientation
of G is acyclic, at least one vertex in the cycle would have two out-edges e1, e2 of color c. But this
contradicts the way the coloring was generated.
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In order to explain and motivate our construction for list star-forest decomposition, we first
show a combinatorial result in terms of a graph parameter known as degeneracy. Formally, the
degeneracy of a graph G is the minimum value d such that G has a an acyclic d-orientation.
Theorem 2.2. Suppose G is a multi-graph with degeneracy d. Then a 2d-LSFD exists for G.
Proof. Fix some acyclic d-orientation of G. We proceed to color each edge sequentially, going
backward in the orientation. For each edge e oriented from u to v, we choose a color in Q(e) not
already chosen by any out-neighbor of u or v. Since each vertex has at most d out-neighbors, there
are at most d colors already used by out-neighbors of v and d− 1 colors used by out-neighbors of
u. Since e has a palette of size 2d, we can always choose a color for e.
The resulting coloring at the end of this process is a star-list-coloring, since in any length-3 path
of some color c, there must be at least two consecutive edges which are not both oriented toward
the same vertex. But our edge-coloring makes this impossible.
Combined with the standard bound that the degeneracy of a graph is at most 2α − 1, this
immediately gives the bound αliststar ≤ 4α− 2 in Corollary 1.2. We make two changes to convert this
existential result into an efficient LOCAL algorithm for (4 + )α∗-LSFD. First, we cannot efficiently
get an acyclic d-orientation; instead, we use the acyclic t-orientation given from Theorem 2.1(2).
Second, we need to color many edges simultaneously instead of coloring them greedily one-by-one.
The full proof details appear in Appendix A. To the best of our knowledge, it is unknown whether
LSFD with fewer than 4α∗ − Ω(1) colors is possible, even non-constructively.
Theorem 2.3. For a multi-graph G, there is a randomized algorithm to get a b(4+)α∗−1c-LSFD
in min
(
O( log
3 n
 ), O˜(
logn log∗m
 )
)
rounds w.h.p.
Finally, we discuss how to reduce the diameter of a given forest decomposition. This is often
used in our algorithms, where we first obtain some k-FD of G, with unbounded diameter and then
relax it to a k(1+ )-FD with small diameter. We have the following main results for this; the proof
appears in Appendix B.
Proposition 2.4. Let G be a multi-graph with a list-forest-decomposition φ. For any  > 0, there
is an algorithm in O( logn ) rounds to partition the edges into two classes E = E0 unionsq E1, along with
an partition of the edges E1 into dαe forests. Both the restriction of φ to E0 and the forests on E1
have diameter D ≤ O( logn ) w.h.p.
If α ≥ Ω(min{ logn , log ∆2 }) and |C| ≤ O(α) we can get D ≤ O(1 ) w.h.p. with the same runtime.
For ordinary coloring, we can obtain a crisper statement of this result:
Corollary 2.5. Let G be a multi-graph with a k-forest-decomposition. For any  > 0, there is
an algorithm in O( logn ) rounds to get a k + dαe-FD of G of diameter D ≤ O( logn ) w.h.p. If
α ≥ Ω(min{ logn , log ∆2 }), we can get D ≤ O(1 ) w.h.p. with the same runtime.
As we show in Proposition C.1, the diameter bound O(1 ) here is optimal for multi-graphs.
3 Augmenting Sequences for List-Coloring
We now show our main structural result on the existence on augmenting sequences in a multi-graph.
Given a partial LFD ψ of G and an edge e = uv, we define C(e, c) to be the unique u-v path in
the c-colored forest; if u and v are disconnected in the color-c forest then we write C(e, c) = ∅. We
define an augmenting sequence w.r.t. ψ to be a sequence P = (e1, c1, e2, c2, . . . , c`−1, e`, c`), wherein
ei are edges and ci are colors, satisfying the following four conditions:
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(A1) e1 is uncolored.
(A2) ei ∈ C(ei−1, ci−1) for 2 ≤ i ≤ `.
(A3) ei /∈ C(ej , cj) for every i and j such that j < i− 1.
(A4) C(e`, c`) = ∅
(A5) ci ∈ Q(ei) for each i = 1, . . . , `.
We say that ` is the length of the sequence. For an augmenting sequence P = (e1, c1, . . . , e`, c`)
w.r.t ψ, we define the augmentation ψ′ with respect to P to be a new (partial) coloring obtained
by setting ψ′(ei) = ci for 1 ≤ i ≤ `, and ψ′(e) = ψ(e) for all other edges e ∈ E \ {e1, . . . , e`}.
Lemma 3.1. For an augmenting sequence P w.r.t ψ, the resulting augmentation ψ′ remains a
partial k-forest decomposition.
Proof. For each j = 1, . . . , `+ 1, let us define φj to be the coloring obtained by setting φj(ei) = cj
for all i = j, . . . , `, and φj(e) = ψ(e) for all other edges e. Thus, ψ = φ`+1 and ψ
′ = φ1. Note that,
by Property (A5), these are all valid list-colorings since.
We claim by induction downward on j that each φj is a partial k-forest decomposition. The base
case j = `+1 holds since ψ is a partial k-forest decomposition and the case j = ` holds by property
(A4). For step j < `, suppose that coloring edge ej = uv with color cj creates a cycle in φj . Thus,
φj+1 has a path p1 on color cj from u to v. As we show in Proposition C.2 in the appendix, we
have cj+1 6= cj . Since φj+1(ej+1) = cj+1 6= cj , this path p1 does not contain edge ej+1. Since φj+2
and φj+1 only differ at edge ej+1 and ej+1 /∈ p1, the path p1 is also present in φj+2.
On the other hand, by Property (A2), we have ej+1 ∈ Cφ(ej , cj). By Property (A3), none of the
edges ej+2, . . . , e` were on this path Cφ(ej , cj), hence the path p2 = Cφ(ej , cj) remains in φj+2.
We must have p1 6= p2 since ej+1 /∈ p1 but ej+1 ∈ p2. Thus coloring φj+2 contains two distinct
paths from u to v. So φj+2 is not a forest, contradicting the induction hypothesis.
(a) (b)
Figure 1: An illustration of an augmenting sequence before and after the augmentation process.
With this definition, we have the following main result:
Theorem 3.2. Given a partial (1+)α-LFD of a multi-graph G and an uncolored edge e, there is an
augmenting sequence P = (e, c1, e2, c2, . . . , e`, c`) from e where e2, . . . , e` ∈ N r(e) for r = O( logn ).
To prove Theorem 3.2, we first find a weaker object called an almost augmenting sequence. For-
mally, an almost augmenting sequence satisfies properties (A1), (A2), (A4), (A5) but not necessarily
(A3). We use the following algorithm to construct an almost augmenting sequence:
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Algorithm 1 Find Augmenting sequence(e)
1: E1 = {e}
2: for i = 1 . . . O(log n/) do
3: Ei+1 ← Ei.
4: for e ∈ Ei do
5: for color c ∈ Q(e) \ {ψ(e)} do.
6: if C(e, c) 6= ∅ then
7: Let Ee,c denote the edges of C(e, c) that are adjacent to at least one edge of Ei.
8: Ei+1 ← Ei+1 ∪ Ee,c.
9: Set pi(e′)← e for each edge e′ ∈ Ee,c \ Ei.
10: else
11: An almost augmenting sequence has been found and the algorithm terminates.
Proposition 3.3. Algorithm 1 reaches line 11, terminating in an almost augmenting sequence.
Proof. Note that in each iteration i, an edge only gets added to Ei+1 if it is adjacent to an edge in
Ei. For this reason, the graph spanned by Ei is connected and Ei ⊆ N i−1(e) holds for each i.
We will show that if the algorithm did not terminate in iteration i, then |Ei+1| ≥ (1+)|Ei|. For
brevity, let E′ = Ei, and let G′ = (V ′, E′) where V ′ are the vertices spanned by E′. Let E?c ⊆ E′
be the set of edges in E′ whose palette contains color c and let E′c ⊆ E?c be the set of edges in E′
with color c. Let nc and n
?
c be the number of connected components in the subgraph (V
′, E′c) and
(V ′, E?c ) repsectively. Note that since E′c is a forest we have nc = |V ′| − |E′c|.
Each color c has a set of bridge edges Bc ⊆ E?c \E′c such that (V ′, E′c ∪Bc) is a spanning forest
that span the same components as (V ′, E?c ) and |Bc| = nc − n?c (see Figure 2a). When we process
an edge e in Bc in iteration i, there are two possibilities: (1) We have C(e, c) = ∅. In this case,
we have found an almost augmenting sequence defined by P = (e1, c1, . . . , ei, ci), wherein we set
ei = e, ci = c and for each j = 2, . . . , i we set ej−1 = pi(ej), cj−1 = ψ(ej). (2) We have C(e, c) 6= ∅,
in which case we will add the edges Ee,c into Ei+1.
We argue that |⋃e∈Bc Ee,c \ Ei| ≥ nc − n?c . For each color c, we can construct a graph Hc as
follows (see Figure 2c): First, contract each connected components induced by E′c in V ′. Now Hc
consists of nc isolated vertices, which we call contracted vertices. For every edge e = uv ∈ Bc, we add
C(e, c) to Hc (both vertices and edges). By adding C(e, c), it will connect the vertices corresponding
to u and v in Hc. Therefore, after adding C(e, c) for every e ∈ Bc, the graph Hc contains at most
n?c components, since the vertices in the component of (V
′, E?c ) must be connected. Now choose an
arbitrary rooted spanning forest τc of Hc. Every edge u
′v′ in Hc corresponds to an edge in G. For
every contracted, non-root vertex u′ of τc with parent node v′, this corresponding edge must be
in Ec,uv \ Ei, since the edge is adjacent to V ′ and its endpoints cannot be in the same connected
components of (V ′, E′c). Since there are at least nc − n?c contracted non-root vertices in Hc, there
are at least nc − n?c edges in
⋃
e∈Bc Ee,c \ Ei.
We thus sum over colors c to bound the number of new edges:
|Ei+1 \ Ei| =
∑
c∈C
∣∣∣ ⋃
e∈Bc
Ee,c \ Ei
∣∣∣ ≥∑
c∈C
(nc − n?c) =
∑
c∈C
(|V ′| − |E′c| − n?c) =
∑
c∈C
(|V ′| − n?c)− |E′|
Consider an arbitrary spanning tree T of the connected graph (V ′, E′), and let Xc denote the
number of edges in T whose palette contain c. Since n?c ≤ |V ′| −Xc, we have:
|Ei+1 \ Ei| ≥
(∑
c∈C
Xc
)− |E′| = (∑
e∈T
|Q(e)|)− |E′| ≥ (1 + )α(|V ′| − 1)− |E′|.
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(c)
Figure 2
For iteration i = 1, we have |E′| = 1, |V ′| = 2, and so this implies |E2 \E1| ≥ (1 + )α− 1. For
iteration i > 1, note that by definition of arboricity, we have |E′|/(|V ′| − 1) ≤ α, and so
|Ei+1 \ Ei| ≥ (1 + )α · |E′|/α− |E′| ≥ (1 + )|E′| ≥ (1 + )|Ei|
Therefore, if the algorithm reaches iteration `, the set E`+1 would contain at least (1+)
`α edges.
The overall graph has m ≤ nα edges, so the process must terminate by iteration ` = dlog1+ ne.
Having found the almost-augmenting sequence, we can short-circuit it into an augmenting se-
quence as shown in the following result:
Proposition 3.4. If there exists an almost augmenting P sequence from e to e′, then there exists
an augmenting sequence from e to e′ which is a subsequence of P .
Proof. We prove this by induction on the length of P . Let P = e1, c1, . . . e`, c` be an almost aug-
menting sequence with e1 = e and e` = e
′. If P satisfies (A3) we are done. If not, suppose that
ei ∈ C(ej , cj) for j < i − 1. Then, P ′ = e1, c1, . . . , ej , cj , ei, ci, . . . e`, c` would also be an almost
augmenting path of length `′ < ` which is a subsequence of P . By induction hypothesis, there is an
augmenting sequence P ′′ from e to e′ which is a subsequence of P ′ and hence P .
Theorem 3.2 now follows immediately from Propositions 3.3 and 3.4.
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4 Local Forest Decompositions via Augmentation
Algorithm 2 is a high-level description of our algorithm for forest decomposition. Given a vertex set
X, we denote the edges induced by X by E(X). The algorithm involves a parameter R and uses a
subroutine CUT(X,R). The precise specification of these will be given next, but, as a summary: given
a partial forest decomposition, the procedure CUT(X,R) should remove some edges in E(NR(X)) \
E(X) so that there is no monochromatic path from X to V \NR(X). We call the subgraph induced
by the removed edges from all CUT(C ′, R) instances the leftover subgraph. If every execution of CUT
disconnects X and V \NR(X), we say that the execution of Algorithm 2 is good
Algorithm 2 Forest Decomposition(G)
1: Compute a O(log n, log n)-network decomposition in G2·(R+R
′) for R′ = dK ′ log n/e.
2: for each class z = 1, 2, . . . , T , where T = O(log n), in the network decomposition do
3: for each component C in the class z in parallel do
4: Let C ′ = NR
′
(C) and C ′′ = NR+R
′
(C).
5: Execute CUT(C ′, R)
6: for each uncolored edge e with at least one endpoint in C do
7: Find an augmenting sequence P within NR
′
(e) starting from e, and augment along P .
Here K is a universal constant to be specified later. We summarize the algorithm as follows:
Theorem 4.1. Algorithm 2 can be implemented in O(R log2 n+ log3 n/) rounds. If the execution
of the algorithm is good and every edge has a palette of size d(1 + )αe, then at the termination, the
edges of G not removed by CUT are colored with a list forest decomposition.
Proof. Let us define D = R + R′. At the first step, we use the algorithm of [EN16] to obtain an
(O(log n), O(log n))-network decomposition in the power graph G2D in O(D log2 n) rounds.
Algorithm 2 processes each cluster C of a given class simultaneously and tries to color the
uncolored edges that are adjacent to or inside C (Line 3 to Line 7). It does this finding and
applying an augmenting sequence P from each uncolored edge e (Line 6 to Line 7). Thus, if an
edge uv is not removed, it will become colored when we process the first class containing u or v.
From Theorem 3.2 we know that such an augmenting sequence exists when K ′ is a large enough
constant. Furthermore, if the execution is good, then CUT(C ′, R) disconnects C ′ from V \ C ′′ for
every subgraph induced by each color class c. Therefore, for u, v ∈ C ′, the path C(uv, c) must lie
entirely in C ′′. Thus, any putative augmenting sequence starting at e can be verified locally by
examining C ′′. Moreover, since the augmentation step only modifies the colors of the edges in C ′,
the set C ′ remains disconnected from V \ C ′′ for every subgraph induced by color c.
The distance between two clusters in the same class is at least 2D + 1. Moreover, if u, v are
adjacent in G2D, their distance is at most 2D. So each cluster C has weak diameter at most
O(D log n), and also the balls C ′′1 and C ′′2 must be disjoint for any two clusters C1 and C2 of
the same class. So each cluster can be processed independently without interfering with others.
Therefore, Line 3 to Line 7, including implementation of CUT, can be simulated locally in C ′′ in
O(D log n) rounds. Since there are O(log n) classes, the total running time is O(D log2 n).
Now it remains to specify CUT(C ′, R). For each color c, define Hc[C ′′] to be the collection of all
c-colored edges in C ′′ \C ′. Then, the goal of CUT(C,′R) is to remove edges to break all paths from
C ′ to vertices outside C ′′ in each Hc[C ′′]; when we remove a vertex, we can orient it toward either of
its vertices, and we want to bound the maximum number of removed out-neighbors of any vertex.
This can be viewed as a load-balancing problem, where the load of a vertex is the out-degree of a
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vertex in the leftover subgraph. This is described in Section 4.1, along with appropriate choices for
parameter R. See Figure 3.
Figure 3: Hc[C
′′] with R = 3. We want to disconnect C ′ from all nodes with distance R (illustrated
as black nodes) from C ′.
At the end of this process, we combine the list-forest-decomposition of the main graph with a
forest decomposition on the deleted edges. We summarize this in Section 4.2.
4.1 Implementing CUT
We now describe a few load balancing strategies to implement CUT, with different parameter choices
for the radius R. We summarize these rules as follows:
Theorem 4.2. The procedure CUT can be implemented so that w.h.p. the leftover subgraph has
pseudo-arboricity at most dαe and the execution of Algorithm 2 is good, with the following values
for parameter R:
1. R = O( log
2 n
 ) if α ≥ Ω(log n)
2. R = O( logn ) if α ≥ Ω(log n) and C = {1, . . . , dα(1 + )e} (i.e. forest decomposition)
3. R = O(∆
2/dαe log ∆ log2 n
α2
) if dαe ≤ log ∆
4. R = O( log
2 n
 ) if dαe ≥ log ∆
The first two results here follow from straightforward diameter-reduction algorithms.
Proof of Theorem 4.2(1). For the first algorithm for CUT(C,R), apply Proposition 2.4 to the
forests H[C ′′], using parameter ′ = /(2T ) in place of . This reduces the diameter of each forest
Hc[C
′′] to O(log2 n/), while deleting an edge-set of arboricity at most dα/(2T )e. In particular,
when R ≥ Ω(log2 n/), there cannot be any R-long path in Hc[C ′′] for any color c. Over the
T iterations of Algorithm 2, the leftover subgraph has arboricity at most T · dα/(2T )e; since
T = O(log n) and and α ≥ Ω(log n), this is at most α.
Proof of Theorem 4.2(2). To implement CUT(C,R) for a color c, choose an arbitrary root in
C ′ for each tree τ of Hc[C ′′]. Next, choose an integer Jc uniformly at random from [N ], where
N = bR/2c and R = d80T/e = Θ( logn ). We then delete all edges e in Hc[C ′] whose depth de from
the root satisfies de ≡ Jc mod N . After this deletion step, each component of Hc[C ′′] has depth at
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most N , and hence has maximum path length of R. Since the distance from C ′ to C ′′ is at least R,
this procedure disconnects V \C ′′ from C ′ with probability one. Thus Algorithm 2 is always good.
To bound the pseudo-arboricity, suppose that when we delete an edge e = uv, where u is the
parent of v in the rooted tree of Hc[C
′′], we orient edge e away from v in the leftover graph. Now, let
Yi,c be the indicator random variable for whether v has its c-colored parent edge removed when we
process class i. In this orientation, the out-degree of v in the leftover subgraph is
∑T
i=1
∑
c∈C Yi,c.
For a subset S of [T ]×C, we have Pr(∧(i,c)∈S Yi,c = 1) ≤ q|S| where q = 1/N , since the probability
that c-colored edge corresponding to v is removed for class i is precisely 1/N .
Note that |C|Tq ≤ α/20, so by Lemma 1.3, the probability that the out-degree of v exceeds α
is at most F+(α/20, α) ≤ e−7α. When α ≥ log n, then a union bound over vertices implies that
w.h.p. every vertex has at most α out-neighbors in the orientation.
We now turn to the last two results of Theorem 4.2. We assume throughout that α < O(log n),
as otherwise we could apply Theorem 4.2(1). In particular, due to our assumption that  ≥ 1/n,
we have m ≤ nα ≤ poly(n).
The strategy here is based on extending the conditioned sampling technique of [SV19b] from
paths to trees. We use the following algorithm: first, before running Algorithm 2, we use Theorem 2.1
to obtain a 3α-orientation J of G. We maintain a counter L(v) for each vertex v. To execute
CUT(C,R), we go through each vertex v which has L(v) < α; with probability p (to be specified),
we delete one random out-neighbor of v with respect to J and increment L(v) by one.
We say a vertex u is overloaded if L(u) ≥ α, otherwise it is underloaded. For an edge e oriented
from u to v in J , we say that e is overloaded or underloaded if u is. Given a path P , let E0(P ) and
E1(P ) denote the set of underloaded and overloaded edges in P respectively. A length-R path in
Hc[C
′′] is called a live branch.
Proposition 4.3. Let η ∈ [0, 1/2]. Suppose that p ≥ Kα lognηR for sufficiently large K. Then w.h.p.,
either the execution of Algorithm 2 is good, or some live branch P has |E0(P )| ≥ ηR.
Proof. Any path from C ′ to C ′′ must have length at least R, hence will pass over some live branch.
So it suffices to show that any live branch P in Hc[C
′′] during an invocation of CUT(C ′, R) is
cut. Each underloaded edge of P gets deleted with probability at least p/(3α). Furthermore, such
deletion events are negatively correlated, since at most outgoing edge per vertex can be deleted.
Thus, assuming a live branch P has |E0(P )| ≥ ηR, the probability that P remains is at most
(1− p/(3α))ηR ≤ e−pRη/(3α). By our choice of p, this is at most e−K logn/3 ≤ 1/ poly(n).
Since there are at most n2 live branches in each Hc[C
′′], by a union bound we conclude w.h.p. all
live branches in Hc[C
′′] are cut. Algorithm 2 invokes CUT(C ′, R) at most O(n log n) times, and the
number of non-empty forests Hc[C
′] is at most m ≤ poly(n). Hence, by a union bound over all the
invocations, we conclude the algorithm is good or some live branch has |E0(P )| < ηR.
Lemma 4.4. Let η ∈ [0, 1/2]. If R ≥ K ′∆
2+4η
dαe log2 n/(η) for a sufficiently large constant K ′, then
p can be chosen so that Algorithm 2 is good w.h.p.
Proof. Let t = dαe, and let us set p = Kα lognηR according to Proposition 4.3. We first need to verify
that p ∈ [0, 1]. For this, we calculate:
p =
Kα log n
ηR
≤ α · 2K
K ′
· log n
log2 n∆
2+4η
t
≤ α
Ω(K ′) ·∆ 2+4ηt log n
(1)
By our assumption that α < log n, this is at most 1
10e∆
1+2η
t
≤ 1 for large enough K ′.
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Now, by Proposition 4.3, it suffices to show that |E1(P )| < (1 − η)R for all live branches P
during the algorithm execution. Consider an arbitrary subset of edges S ⊆ P , and we want to
bound the event that all the edges in S are overloaded. Since P is a path, edges at distance-2
are vertex-disjoint. Thus, S must involve at least |S|/2 distinct vertices. For each such vertex u,
the value L(u) is a truncated binomial random variable with mean at most Tp, and hence the
probability it is overloaded is at most q = F+(Tp, t). Accordingly, the probability that all edges in
S are overloaded is at most q|S|/2.
Since T ≤ O(log n), by Eq. (1) we have pT ≤ α
10e∆
2+4η
t
for large enough K ′, and therefore
q = F+(Tp, t) ≤
(eTp
t
)t ≤ ( e · α
10e∆(2+4η)/t · dαe
)t ≤ 1
10∆2+4η
.
Using this bound on q, we apply Lemma 1.3 for the random variable |E1(P )| to get:
Pr (|E1(P )| > (1− η)R) ≤ F+(R√q, (1− η)R) ≤
( eR√q
R(1− η)
)(1−η)R ≤ ( e√
10(1− η)∆1+2η
)(1−η)R
Since η ≤ 1/2 and R ≥ ω(log n), we can calculate:
Pr (|E1(P )| > (1− η)R) ≤ (e/
√
10)R/2∆−(1−η)(1+2η)R ≤ (0.93/∆)R ≤ 1/(poly(n)∆R).
There are at most n∆R−1 paths of length R. By a union bound, we conclude that |E0(P )| ≥ ηR
holds w.h.p. for all such paths.
We can now conclude our analysis by choosing appropriate values for parameters p, η,R:
Proof of Theorem 4.2(3),(4). In the algorithm for CUT, each vertex deletes at most α of its
outgoing neighbors under J . Hence, the leftover subgraph has pseudo-arboricity α with probability
one. Given η, we choose R, p according to Lemma 4.4 so that Algorithm 2 is good w.h.p. For the
first result, we set η = dαe2 log ∆ , giving R = (K
′∆
2+4η
dαe log2 n)/(η) ≤ O(∆2/dαe log ∆ log2 n
α2
). For the
second result, we set η = 1/2; the bound on R is completely analogous.
4.2 Putting Everything Together
The following result now summarizes the situation after applying Algorithm 2. The runtime bounds
follow from Theorem 4.1 and the bounds on R given in Theorem 4.2.
Theorem 4.5. If every edge has a palette of size d(1 + )αe, then w.h.p. Algorithm 2 generates a
partition of the edges into two classes E = E0 unionsqE1 and provides a list-forest-decomposition for the
edges E0, such that E1 has pseudo-arboricity at most dαe. It has the following complexity:
• With no restriction on α, the complexity is O(∆2/dαe log ∆ log4 n
α2
) rounds.
• If α ≥ log ∆, the complexity is O( log4 n ) rounds.
• If α ≥ Ω(log n), the complexity is O( log4 n ) rounds.
• If α ≥ Ω(log n) and C = {1, . . . , d(1 + α)e}, the complexity is O( log3 n ) rounds.
We now need to combine the forest decomposition of the main graph with a forest decomposition
on the leftover graph. For ordinary coloring, this is straightforward; we summarize it as follows:
Theorem 4.6. We can obtain an (1 + )α-FD of G of diameter D, under the following conditions:
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• If α ≥ 3, then D ≤ n, and the complexity is O(∆2 log ∆ log4 n ).
• If 4 ≤ α ≤ log ∆, then D ≤ O( logn ), and the complexity is O(∆
2/(α) log ∆ log4 n
α2
)
• If α ≥ log ∆, then D ≤ O( logn ), and the complexity is O( log
4 n
 )
• If 2α ≥ Ω(log ∆), then D ≤ O(1 ), and the complexity is O( log
4 n
 )
• If α ≥ Ω(log n), then D ≤ O(1 ), and the complexity is O( log
3 n
 )
Proof. Apply Theorem 4.5 with ′ = /10 in place of . This gives an dα(1 + /10)e-FD of G
for E0 and E1 has pseudo-arboricity at most dα/10e. Using Theorem 2.1(3), we can obtain a
b2.01dα/10ec-FD of E1. Taken together, these give an k-FD of G for k = α + b2.01dα/10ec +
dα/10e; since α ≥ 3, this is at most k + α. For the next four results, we apply Corollary 2.5 to
convert this into an k + d′α/10e-FD of G, with the given bounds on the diameter.
We remark that, by orienting edges in terms of the forest Hc[C
′′] instead of the fixed orientation
J , we can reduce the runtime to O(∆ log ∆ log
4 n
 ) for ordinary forest-decomposition when α ≥ 3;
the analysis is similar but with a number of technical modifications, so we omit this here.
For list-coloring, we piece together the main graph and leftover graph by using a method based
on partitioning C on a per-vertex basis. We summarize this in general terms as follows:
Definition 4.7. We define a vertex-color-splitting to be a collection of partititions C = Cv,0 unionsq Cv,1
for each vertex v. We define the induced palettes Q0, Q1 as Qi(uv) = Q(uv)∩Cv,i∩Cu,i for any edge
uv. We define the sizes of the splitting as ki = mine∈E |Qi(e)|.
Proposition 4.8. Suppose that we have a vertex-color-splitting with a correpsonding edge partition
E = E0 unionsq E1, such that for i = 0, 1 the edges Ei have a list-forest-decomposition φi with respect
to the induced palettes Qi. Then the combined coloring φ, given by φ(e) = φi(e) for e ∈ Ei, is a
list-forest-decomposition of the full graph G with respect to the palettes Q. The diameter of φ is the
maximum of the diameters of φ0 and φ1.
Proof. Consider any component of color class c in the coloring φ. We claim that this component
can only contain edges from E0 or E1, but not both. For, suppose for contradiction that there is
some vertex v with c-colored edges vu0, vu1 in E0, E1 respectively. Since φ0(vu0) = c, we must have
c ∈ Q0(vu0), which implies that c ∈ Cv,0. Likewise, since φ1(vu1) = c, we must have c ∈ Cv,1. This
is a contradiction since Cv,0, Cv,1 partition C.
Since every c-colored component of E0 or E1 is a tree, this implies also that every c-colored
component of E is a tree. Likewise, if every c-colored component of E0 or E1 has diameter at most
D, then likewise every c-colored component of E has diameter D.
There are two main algorithms we can use to obtain this type of color partition.
Theorem 4.9. Suppose that each edge has a palette of size (1 + )α. Then, w.h.p., we can obtain
a vertex-color-splitting in O( logn ) with the following sizes k0, k1:
1. If α ≥ Ω(log n), we have k0 ≥ (1 + /2)α and k1 ≥ α/20
2. If 2α ≥ Ω(log ∆), we have k0 ≥ (1 + /2)α and k1 ≥ 2α/200.
Proof. For the first result, we independently draw a (O( logn ), /10) partial network decomposition
Uc for each color c, and for each cluster U ∈ Uc draw a Bernoulli-(1− /10) random variable Xc,U .
If Xc,U = 1 then c ∈ Cv,0 for all v ∈ U , else if Xc,U = 0 then c ∈ Cv,1 for all v ∈ U .
14
Now consider some edge e = uv and c ∈ Q(e). If both u and v are in the same cluster U of
Uc, then c is in Q0(e) or Q1(e) depending on the value Xc,U . Thus, c goes into Q0(e), Q1(e) with
probability at least (1 − /10) × (1 − /10) ≥ 1 − /5 and (1 − /10) × /10 ≥ /11, respectively.
There are α(1 + ) colors in Q(e) and each operates independently, so by Chernoff bounds |Q0(e)|
and |Q1(e)| have respective sizes at least α(1+ /2) and α/20 with probability at least 1−e−Ω(α).
Thus, by a union bound over all edges, the size bounds for k0, k1 hold with probability at
least 1 −me−Ω(α) ≤ 1 − nαe−Ω(α). As we show in Proposition C.3, this is below 1/ poly(n) for
α ≥ Ω(log n).
For the second result, suppose that for each color c and vertex v we independently place c into
Cv,0 with probability 1− /10, else c goes goes into Cv,1. In this case, for any edge e, the expected
size of Q0(uv) is α(1 + )(1 − /10)(1 − /10) ≥ α(1 + /5) and the expected size of Q1(e) is
α(1 + )(/10)(/10) = 2α/100.
Let us define the bad-event Be that either |Q0(e)| < (1 + /2)α or |Q1(e)| < 2α/200. When
α ≥ Ω(log ∆), a straightforward application of Chernoff’s bound shows that Pr(Be) ≤ p = ∆−11.
Also, since Be depends on the behavior of its two vertices, it affects at d ≤ 2∆ other bad-events.
Thus, the criterion pd2  1 is satisfied and we can use the LLL algorithm of [CPS17] to avoid all
such bad-events in O(log n) rounds.
These give the following results for LFD:
Theorem 4.10. Suppose that G is a multi-graph where each edge has a palette of size (1+ )α. We
can obtain a list-forest-decomposition of G of diameter D w.h.p., under the following conditions:
• If α ≥ Ω(log n), the complexity is O( log4 n ) rounds and D = O( logn )
• If 2α ≥ Ω(log ∆), the complexity is O( log4 n
2
) rounds and D = O( logn
2
)
Proof. For the first result, we first apply Theorem 4.9 to obtain a vertex-color-splitting. Next,
apply Theorem 4.5 with respect to the induced coloring Q0 and with parameter 
′ = /1000. Since
k0 ≥ (1 + ′)α, the palette sizes of the edges are large enough so this succeeds, producing an
LFD φ0 of E0 along with an edge-set E1 of pseudo-arboricity at most 
′α. With our given bound
α ≥ Ω(log n), this ensures that the algorithm runs in O( log3 n ) rounds w.h.p.
Next, apply Proposition 2.5 to φ0 with parameter 
′; this reduces the diameter of φ0 on E′0 ⊆ E0
to O(log n/), along with an edge-set E′1 ⊆ E0 of arboricity at most d′αe.
Overall, E′1 ∪E1 has pseudo-arboricity at most α′ = 2d′αe. We apply Theorem 2.3 to E′1 ∪E1
with respect to the palettes Q1 to obtain a LSFD φ1 on E
′
1 ∪ E1 in O( log
3 n
 ) rounds. For small
enough , we have α′ ≤ α/501, and every edge in E has a palette Q1 of size at least k1 = α/20 ≥
b(4 + 0.1)α′ − 1c. These palettes are large enough to satisfy the preconditions of Theorem 2.3.
Finally, by Proposition 4.8, we can combine φ0 and φ1 into an overall LFD of G with respect
to the original palettes with diameter at most O(log n/).
The second result is completely analogous, except we set ′ = 2/1000.
Table 1 below shows various possible combinations depending on the number of excess colors
α available. Here, ρ > 0 represents any desired constant and we use Ωρ to represent a constant
terms which may depend on ρ.
15
Excess colors Lists? Runtime Forest Diameter
3 No O(∆2α log4 n log ∆) ≤ n
≥ 4 No O(∆2 log4 n log ∆/) O(log n/)
Ωρ(1) No O(∆
ρ log4 n/) O(log n/)
Ωρ(
log ∆
log log ∆) No Oρ(log
4 n logρ ∆/) O(log n/)
≥ 4 + ρ log ∆ No Oρ(log4 n/) O(log n/)
Ω(
√
α log ∆) No O(log4 ∆/) O(1/)
Ω(log n) No O(log3 n/) O(1/)
Ω(
√
α log ∆) Yes O(log4 ∆/2) O(log n/2)
Ω(log n) Yes O(log4 n/) O(log n/)
Table 1: Possible algorithms for (1 + )α-FD and (1 + )α-LFD of G
Thus, for instance, the final listed algorithm requires excess K log n and the third listed algo-
rithm requires excess Kρ, where K and Kρ are universal constants. These bounds follow immedi-
ately from Theorems 4.6 and Theorem 4.10, with straightforward algebraic simplifications.
5 Star-Forest Decomposition for Simple Graphs
We now consider algorithms for star-forest decompositions. Throughout, we suppose we have a
simple graph G of arboricity α, and we are given an t-orientation of G for t = d(1+)αe. By adding
dummy vertices, we also assume that each vertex v has out-degree exactly t. For vertex v, let A(v)
denote the out-neighbors of v.
The constructions are based on the following process: each vertex v in the graph selects a color
set C(v) ⊆ C, and has an asociated bipartite graph Hv, where the left-nodes of Hv correspond to
C and the right nodes of v correspond to the out-neighbors A(v). There is an edge from left-node i
to right-node u if and only if i ∈ C(v) \ C(u) and i ∈ Q(uv).
Proposition 5.1. If each graph Hv has a matching of size at least t− δ, then in O(1) rounds we
can partition the edges E = E0 unionsq E1 such that E1 has pseudo-arboricity at most δ and we have an
LSFD of E0. In particular, if δ = 0, then we can obtain an LSFD of G.
Proof. For each edge (i, u) in the matching Mv of Hv, we color the corresponding edge vu ∈ G with
color i. Thus, all color-i edges have the form vu for i ∈ C(v) \ C(u) and (i, u) ∈ Mv. Since Mv is
a matching, the edges of each color i are a collection of stars in G; the centers are nodes u with
i /∈ C(u) and the leaves are the nodes v with i ∈ C(v).
There is a δ-orientation of the residual uncolored graph; namely, every vertex v gets an oriented
edge to each unmatched vertex u ∈ A(v). Thus, the residual graph (after removing the colored
edges) has pseudo-arboricity at most δ.
So we need to select sets C(v) so that that every graph Hv has a large matching. The follow-
ing two results show that an appropriately chosen random coloring has this property with good
probability; the precise details are different for list and ordinary coloring.
Lemma 5.2. Suppose that α ≥ 100√log ∆ + 100 logα. If C = {1, . . . , t} and all the sets C(u)
are chosen uniformly at random among α-element subsets of C, then for any vertex v there is a
probability of at least 1− 1/∆10 that the graph Hv has a matching of size at least α(1− ).
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Proof. We will show this bound holds, even conditional on fixed value of C(v). By a slight extension
of Hall’s theorem, it suffices to show that any set X ⊆ A(v) has at least |X| − 2α neighboring
left-nodes in C(v). Equivalently, it suffices to show that there is no pair of sets X ⊆ A(v), Y ⊆ C(v)
with |X| = x, |Y | = y such that x+ y = α(1 + 2) and Hv contains no edges between X and Y .
For any fixed sets X,Y , the probability that Hv has no edges between X,Y is given by((
t−y
α−y
)
/
(
t
α
))x
=
((
t−y
α
)
/
(
t
α
))x ≤ (1− y/t)xα ≤ e−xyα/t ≤ e−xy/2.
Summing over the
(
α(1+)
x
)
choices for X and
(
α
y
)
choices for Y of a given cardinality, we get:
∑
x,y:
x+y=α(1+2)
(
α(1 + )
x
)(
α
y
)
e−xy/2 (2)
When x ≤ α/2, the summand in Eq. (2) is at most(
α(1+)
x
)(
α
α(1+2)−x
)
e−x(α(1+2)−α/2)/2 ≤ (α(1+)x )( αx−2α)e−xα/4 ≤ (α(1 + ))xαxe−xα/4
≤ (2α2e−α/4)x ≤ (2α2e−25 logα−25
√
log ∆)x ≤ (2α−23e−25
√
log ∆)x
Since |C(v)| = α and |A(v)| = α(1 + ), we must have x ≥ 2α. We then have
(2α−23e−25
√
log ∆)x ≤ (e−50
√
log ∆)2α ≤ (e−50
√
log ∆)200
√
log ∆ = ∆−10000.
The case where x ≥ α/2 is completely analogous, and it can be checked then that the summand
is at most ∆−2500. Overall, each summand in Eq. (2) is at most ∆−2500. Since there are at most α
such summands, the overall sum is at most ∆−2499.
Lemma 5.3. Suppose that  ≤ 10−6 and α ≥ 106 log ∆ and each edge has a palette of size
α(1 + 200). If we form the sets set C(u) is formed by selecting each color independently with
probability p = 1− , then for any vertex v there is a probability of at least 1− 1/∆10 that the graph
Hv has a matching of size t.
Proof. For each u ∈ A(v), define Q′(uv) = Q(uv) ∩ C(v) and define s = α(1 + 100). We say that
C(v) is good if |Q′(uv)| ≥ s for all u ∈ A(v).
We first claim that C(v) is good with probability at least 1−∆−100. For, consider some vertex
u ∈ A(v). Then |Q(uv)| − |Q′(uv)| is a Binomial random variable with mean |Q(uv)| ≤ 2α.
Hence, we have Pr(|Q(uv)| − |Q′(uv)| ≥ 100α) ≤ F+(2α, 100α) ≤ ( e·2α100α)100α ≤ 2−100α; by our
assumption α ≥ 106 log ∆, this is at most ∆−108 . By a union bound over u ∈ A(v), the probability
that C(v) is good is at least 1− t ·∆−108 ≥ 1−∆−100.
We next argue that, if we condition of a fixed choice of good C(v), then there is a probability
of at least 1−∆−11 that Hv has a t-matching. By Hall’s theorem, it suffices to show that any set
X ⊆ A(v) with cardinality |X| = x has at least x left-neighbors in C(v). Let us define BX to be
the bad-event that this condition fails for X.
Now, let us fix some set X for which to bound Pr(BX). Let Yc denote the indicator variable
that color c appears in
⋃
u∈X Q
′(uv) \ C(u), and Y = ∑Yc. Thus BX is equivalent to Y < x. We
define the random variable
Φ = (1− θ)Y =
∏
c∈C(v)
(1− θ)Yc
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where θ ∈ [0, 1] is a parameter to be determined. Markov’s inequality gives
Pr(BX) = Pr(Y < x) ≤ E[Φ]/(1− θ)x (3)
For each color c, let zc denote the number of vertices u ∈ A(v) with c ∈ Q′(uv), so that
Pr(Yc = 1) = 1− (1− )zc ≥ 1− e−zc . Note that zc ∈ [0, x] and
∑
c zc =
∑
u∈X |Q′(uv)| ≥ xs. Since
the colors are independent, we have
E[Φ] =
∏
c∈C(v)
(1− θPr(Yc = 1)) ≤
∏
c∈C(v)
(1− θ(1− e−zc)) = e
∑
c∈C(v) log(1−θ(1−e−zc )) (4)
As we show in Proposition C.4, the function y 7→ log(1 − θ(1 − e−y)) is negative, decreasing,
concave-up. Since 0 ≤ zc ≤ x, we can bound this function by its secant line from 0 to x, i.e.
log(1− θ(1− e−zc)) ≤ zc
x
log(1− θ(1− e−x))
Substituting this bound into Eq. (4) and using the bound
∑
zc ≥ xs, we calculate
E[Φ] ≤ e
∑
c∈C(v)
zc
x
log(1−θ(1−e−x)) =
(
1− θ(1− e−x))∑c∈C(v) zc/x ≤ (1− θ(1− e−x))s
and thus
Pr(BX) ≤
(
1− θ(1− e−x))s
(1− θ)x (5)
At this point, we set
θ =
(1− e−x)s− x
(1− e−x)(s− x)
In order to show that θ ∈ [0, 1], we need to show that (1− e−x)s/x ≥ 1. Simple calculus shows
that this quantity is a decreasing function of x, so we have
(1− e−x)s
x
≥ (1− e
−t)s
t
=
(1− e−α(1+))α(1 + 100)
α(1 + )
≥ (1− e−106 log ∆)(1 + 10
6 log ∆
α
) ≥ (1−∆−100)(1 + ∆−1) ≥ 1
Accordingly, substituting the value θ into Eq. (5) and with some algebraic simplifications
Pr(BX) ≤
(se−x
s− x
)s−x(s(1− e−x)
x
)x
We can take a union bound over the
(
t
x
)
possible sets X of cardinality x, to get:
∑
X
Pr(BX) ≤
t∑
x=0
βx for βx :=
(se−x
s− x
)s−x(s(1− e−x)
x
)x(t
x
)
We will upper-bound βx separately over two different parameter regimes:
Case I: α/3 ≤ x ≤ t: In this case, we have se−x ≤ (2α)eα/3 ≤ (2∆)e−106(log ∆)/3 ≤ 2∆−1000 and(
t
x
) ≤ tt−x ≤ (2∆)t−x. Thus, we have
βx ≤ β′x :=
(
2∆−1000
)s−x
(s/x)x(2∆)t−x
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The ratio β′x+1/β′x here is 0.25∆999(x/(x + 1))x
s
x+1 ≥ 0.01∆999 ≥ 2; hence, the overall sum is
at most twice the value β′t =
(
2∆−1000
)s−t
(s/t)t. This can be estimated as:
β′t =
(
2∆−1000
)99α
((1 + 100)/(1 + ))α(1+) ≤ (2∆−1000)99αe100α(1+)
≤ ((2∆−1000)99e200)α ≤ ((2 · 106)−1000·99e200)α ≤ 2−α ≤ 2−106 log ∆ ≤ ∆−1000.
Case II: 1 ≤ x ≤ α/3: In this case, we estimate
βx ≤
(
se−x/(s− x))s−x(s/x)xtx ≤ β′′x := (se−x/(s− x))s−x(st)x
The ratio β′′x+1/β′′x is given by
β′′x+1/β
′′
x = e
(1−s+2x)t
(
1 + 1s−x−1
)s−x−1
(s− x) ≤ e1+(1−s+2x)st
Since x ≤ α/3, this is at most e1+(1−α−100α+2α/3)(2∆2) ≤ e1−0.3α(2∆2) ≤ ∆−100. Hence, the
overall sum is at most twice the value β′′1 , which we estimate as:
β′′1 = st(
se−
s− 1)
s−1 ≤ (2∆2) · (1− s(1− e
−)− 1
s− 1 )
s−1 ≤ e−s(1−e−) · e · (2∆)2
Since  ≤ 10−6, we have 1− e− ≥ /2, so this is at most
e−s/2 · (2e∆)2 ≤ e−106(log ∆)/2(2e∆)2 ≤ ∆−100.
Putting the two cases together, we have shown that, conditional on a fixed good choice of C(v),
we have
∑
X Pr(BX) ≤ 2∆−100. Since C(v) is good with probability at least 1−∆−100, the overall
probability that Hv has a t-matching is at least 1−∆−10.
By combining an LLL algorithm with an α(1 + )-orientation algorithm, we get our results for
star-forest decomposition:
Theorem 5.4. Let G be a simple graph with arboricity α.
1. If α ≥ Ω(√log ∆ + logα), then we get an α(1 + )-SFD in O˜( log2 n
2
) rounds w.h.p.
2. If α ≥ Ω(log ∆), then we get an α(1 + )-LSFD in O˜( log2 n
2
) rounds w.h.p.
Proof. For the first result, first run the algorithm of [SV19a] in O˜( log
2 n
2
) rounds to obtain the t-
orientation. Next, use the LLL algorithm of [CPS17] to find sets C(v) such that every graph Hv has
a matching of size at least t−2α. Each vertex v corresponds to a bad-event that the matching size
is too small. By Lemma 5.2, this event has probability at most p = ∆−10 and depends on d = ∆2
other such events (u and v can only affect each other if they have distance at most 2). Thus, the
criterion pd2  1 is satisfied and the LLL algorithms runs in O(log n) rounds.
Given the choice of sets C(v) for all v, we then apply Proposition 5.1 to get a (1 + )α-SFD of
G, plus a left-over graph of pseudo-arboricity at most 2α. We finish by applying Theorem 2.1 to
get a 6.01α-SFD of the left-over graph. Overall, we get a (1 + 7.01)α-SFD; the result then holds
by reparametrizing with ′ = /100 in place of .
The second results is completely analogous, except we use Lemma 5.3 to obtain the matchings
of Hv. In this cases, there is no left-over graph to recolor.
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In particular, Theorem 5.4 immediately gives the second two bounds for Corollary 1.2.
We remark that the main bottleneck for the algorithm of Theorem 5.4 is obtaining the t-
orientation. With a faster algorithm for this, we could improve the runtime for our algorithm as
well. For example, when α ≥ Ω(log ∆) (which holds in the second case of Theorem 5.4 already),
then we can use Corollary 1.1 to obtain the t-orientation, and hence obtain the α(1 + )-LSFD, in
O(log4 n/) rounds. Similarly, if α ≥ Ω(log n) then using Corollary 1.1 we obtain α(1 + )-LSFD
in O(log3 n/) rounds.
Two known lower bounds for star-arboricity show that the dependence of Theorem 5.4(1) on
α and ∆ cannot be significantly improved. First, [AMR92] constructs a graph with ∆ = 2Θ(α
2)
and αstar = 2α = α + Ω(
√
log ∆) for any value α. Second, [AA89] has a construction with αstar =
α+Ω(logα) where every vertex has degree r = 2α. In particular, the term logα cannot be replaced
by a function o(logα) and the term
√
log ∆ cannot be replaced by a function o(
√
log ∆).
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A Proof of Theorem 2.3
To start, apply Theorem 2.1(1) with /10 in place of , giving partition H1, . . . ,Hk for k = O(
logn
 )
where each vertex v ∈ Hi has at most t = b(2 + /10)α∗c neighbors in Hi ∪ · · · ∪ Hk. We orient
the edges from Hi to Hj if i < j and otherwise break tie by vertex ID. For any vertex v ∈ Hi,
define av to be the number of edges incident to v (either in-edges or out-edges) with their other
endpoint also in Hi, and we define bv to the number of out-edges of v with their other endpoint in
Hi+1∪ · · · ∪Hk. Because of the way the orientation is formed, we have av + bv ≤ t for all vertices v.
We proceed for iterations j = k, k − 1, . . . , 1; at iteration j, we define Ej to be the set of edges
which have one endpoint in Hj and the other endpoint in Hj ∪ · · · ∪Hk. We get a proper list-edge-
coloring of Ej where the residual palette Q
′(e) for edge e = uv ∈ Ej is obtained by removing from
Q(e) any colors chosen already by any out-edges of u or v in Ej+1 ∪ · · · ∪ Ek. Thus, the residual
palette has size |Q′(e)| ≥ |Q(e)| − bu − bv, and there at most au + av − 1 other edges in Ej which
intersect with e.
For the complexity bound, we use an algorithm of [EPS14] for deg(x) + ∆-list-vertex coloring
applied to the line graph of Ej . This line graph G
′
j has maximum degree ∆(G
′
j) = 2t = Θ(α
∗), and
for any x in G′j corresponding to edge e = uv we have
|Q′(x)|−deg(x) ≥ |Q(x)|−(au+av+bu+bv−1) ≥ b(4+)α∗−1c−2b(2+/10)α∗c+1 ≥ 1+bα∗/2c
There are three pameters regimes to consider. First, suppose that α ≤ n3. In this case, the
algorithm of [EPS14, Corollary 4.1], combined with the more recent network decomposition result
of [RG20] runs in O(log(1/) + polyloglogm) rounds; since m ≤ nα ≤ n poly(n), this is at most
O(log(1/) + polyloglogn).
Otherwise, suppose that we have ∆(G′j) ≥ α > n3. For this case, we use instead the algorithm
of [EPS14, Theorem 4.1], which requires that ∆(G) > (log |V (G)|)1+Ω(1). Here, |V (G′j)| = m and
∆(G′j) ≤ 4α∗ and we are assuming that  ≥ 1/n, so
∆(G′j)
log2 |V (G′j)|
≥ m
n log2m
≥ m
log2m
× 1
n2
. Since
m > n3, this quantity is ω(1). The necessary precondition of the algorithm is satisfied, and so it
runs in O(log∗∆(G′j) + log(1/)) = O(log
∗m+ log(1/)) rounds.
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In each of the two cases, we color G′j in polyloglogn+O(log
∗m+log(1/)) rounds w.h.p. There
are k = O( logn ) rounds in total, so overall the complexity is O˜(
logn log∗m
 ).
Finally, there is a third algorithm we can use, which has complexity independent of m. We first
obtain an (O(log n), O(log n))-network decomposition of G3. At each iteration j where we need to
color Ej , we iterate sequentially through the color classes; we simulate the process of having each
edge with at least one endpoint in a cluster choose a residual color from its palette. Since clusters
are at distance at least 3, no edges will choose a conflicting color. The overall runtime is O(log2 n)
for each j and overall O( log
3 n
 ).
At the end of this process, note that for any edge e = uv oriented from u to v, the color of e
is then distinct from any other out-neighbor of u or v. Thus, in the same manner as Theorem 2.2,
the edge-coloring of G forms and LSFD.
B Proof of Proposition 2.4
The case of unbounded α: We apply Theorem 2.1(2) to get an acyclic 3α-orientation in O(log n)
rounds. Next, apply the following random process: each vertex draws an independent Bernoulli-1/2
random variable Xv; if Xv = 1, then v chooses dα/20e outgoing edges at random, and deletes them
from the graph. The deleted edges have an acyclic dα/20e-orientation, and thus can be decomposed
into k′ = dα/20e directed forests.
Next, we apply a correction step: if there is a directed path of length Ω(log n/) starting from
a vertex v, in either the color i of the original list-forest-decomposition or some index i ≤ k′ of the
new forests, then v deletes all its incident edges of color i. We finish by applying Theorem 2.1(3) to
decompose the residual edges into 3b2.01α′c star-forests, where α′ is the pseudo-arboricity of the
residual edges. In total, the original list-forest-decomposition φ on the remaining undeleted edge-set
E0 has diameter O(
logn
 ), and we also get k
′′ = dα/20e+3b2.01α′c new forests of diameter O( logn ).
To bound α′, note that any edge is residual with probability at most 1/ poly(n). For, suppose
that e remains in color c of the original decomposition. Every other color-c edge gets removed with
probability at least 12 × dα/20e3α ≥ 0.005, and edges at distance two are independent. Thus, any
length-r path survives with probability at most (1− 0.005)r/2 ≤ e−0.001r, and at most n paths of
color c involve any given edge.
Similarly, each vertex only has deleted out-neighbors with probability 1/2. Thus, starting from
a given edge e = uv directed to v, and following its directed path from v with respect to one of the
new k′ forests, there is a probability of 1/2 of stopping at each vertex. Thus, the maximum length
of a directed path in the k′ new forests is O( logn ) with probability 1− 1/poly(n).
Putting these two cases together, the expected number of residual edges is at most
mn/ poly(n) ≤ n2α/poly(n) ≤ α/poly(n). This is clearly an upper bound on α′. By Markov’s
inequality, and using the fact that  ≥ 1/n, this implies that Pr(α′ ≥ α/20) ≤ O(α/ poly(n)α ) ≤
O( 1 poly(n)) ≤ 1/ poly(n). So w.h.p we have k′′ ≤ dα/20e+ 3b2.01α/20c ≤ dαe.
The case when α ≥ Ω(min{ logn , log ∆2 }): By applying the earlier construction with /10 in place
of , we can reduce the diameter to O( logn ), while adding dα/10e new forests. Then, in O( logn )
rounds, we can choose an arbitrary rooting of each remaining tree.
Consider the following random process: For each color c, define Uc to be the set of vertices whose
depth is a multiple of z = dK/e, for K a sufficiently large constant. for each color c and each vertex
u ∈ Uc, we independently choose a random integer Ju,c uniformly drawn from {0, . . . , z − 1}. For
all vertices v which have depth z below u ∈ Uc in the color-c tree, we remove the parent edge of u.
After this deletion step, any vertex u ∈ Uc has no more path to its descendents at depth greater
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than z. Furthermore, u itself has no path of length greater than z to its ancestors. Hence, the
longest path in the remaining graph has length at most 4z = O(1/). Thus, with probability one,
all the original forests have diameter reduced to O(1/) after this deletion step.
For each vertex v, define a bad-event Bv that it has more than α/20 deleted parent edges.
If all the bad-events are avoided, then the deleted edges have pseudo-arboricity at most α/20
(orienting edges toward the parent). Overall, the removed edges have pseudo-arboricity at most
dα/10e+ dα/20e. We can apply Theorem 2.1(3) to get a 3b2.01dα/10e+ dα/20ec-SFD of them;
overall, the number of additional forests is at most dαe.
Let us calculate the probability of a bad-event Bv. For a color c, let uc be the ancestor of v
which is in Uc and has greatest depth. Now, the color-c parent of vertex v gets deleted if and only
if Juc,c is equal to the depth of v below uc. This has probability 1/z, so the expected number of
deleted parents is at most |C|/z ≤ O(α/z); for K sufficiently large, this is at most α/40. Each color
operates independently, so by Chernoff’s bound we have Pr(Bv) ≤ F+(α/40, α/20) ≤ e−α/60.
If α ≥ Ω(log n), then w.h.p. none of the bad-events occur, and we are done. When α ≥
Ω(log ∆/2) we use the LLL algorithm of [CPS17]. Since each Bv depends on the behavior of
vertices with distance O(1/) of v, the dependency graph for the bad-events can be simulated in
O(1/) rounds of G. Thus, the overall runtime of this algorithm is O( logn ).
We have already calculated that p ≤ e−α/60. Also, the event Bv depends on the random
variables Juc,c for colors c which are represented in the neighborhood of v, and for each color c,
there are at most ∆z ≤ ∆100/ other vertices in the depth-z subforest below uc. Thus, event Bv
affects at most d = ∆×∆100/ ≤ ∆101/ other events. In order to satisfy criterion pd2 ≤ 1, we thus
need e−α/60(∆101/)2  1; simple calculations show that this holds for α ≥ Ω( log ∆
2
).
C Tools and Fundamental Facts
Proposition C.1. For any integer α and any  > 0, there exist multi-graphs with arboricity α and
n = O(1/) vertices and maximum degree O(α), for which any α(1 + )-FD has diameter Ω(1/).
Proof. Consider the graph G with ` vertices arranged in a line and α edges between consecutive
vertices. This has maximum degree ∆ = 2k and arboricity α. Consider any α(1 + )-forest decom-
position with diameter d. Each forest must consist of a number of consecutive sub-paths of the
graph each of length at most d. Thus, each color uses at most d `d+1e × d ≤ d(1 + `/d + 1) edges
(since it must omit at least a 1/d fraction of the edges).
On the other hand, there are (` − 1)k edges in total, so overall we must have α(1 + )d(1 +
`/(d+ 1)) ≥ (`− 1)α. When we take ` = Ω(d), we see that this requires to have d ≥ Ω(1/).
Proposition C.2. In an augmenting sequence P = e1, c1, . . . , e`, c`, we must have ci 6= ci+1 and
ei 6= ei+1 for each i = 1, . . . , `− 1.
Proof. Suppose that ei = ei+1 = e. If i = 1, then by (A1), edge e1 is uncolored, while by (A2)
at position i + 1 we see that edge e2 ∈ C(e1, c1), i.e. edge e2 has color c1; this is impossible for
e2 = e1. If i > 1, then by (A2) applied at position i we have ei ∈ C(ei−1, ci−1) which implies that
ei+1 ∈ C(ei−1, ci−1). This contradicts (A3).
Next suppose that c = ci = ci+1. By (A2) applied at position i we have ei+1 ∈ C(ei, ci). In
particular, ψ(ei+1) = c. Thus, C(ei+1, ci+1) = C(ei+1, c) is just the edge ei+1. If i = ` − 1, this
impossible by (A4). Otherwise, if i < `−1, then by (A2) applied at i+2, we have ei+2 ∈ C(ei+1, ci+1),
thus ei+2 = ei+1. So ei+1 = ei+2 ∈ C(ei, ci), which contradicts (A3).
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Proposition C.3. Let  ≥ 1/n. For any constant c ≥ 0, there holds αe−cα ≤ 1/poly(n) for
α ≥ Ω(log n/).
Proof. Consider the function f(x) = xe−cx. Its derivative is e−cx(1 − cx), which is negative for
x ≥ 1/(c). This implies that for α ≥ Ω(log n/), we have f(α) ≤ f(α′) for α′ = K log n/ and K
is a sufficiently large constant. We calculate f(α′) = K logn · e−c·K logn/. Since n ≥ 1/n, this is at
most Kn log n · e−Kc logn; for K a sufficiently large constant, this is 1/ poly(n)
Proposition C.4. Define function f : R≥0 → R by f(x) = log
(
1− θ(1− e−x)). For θ ∈ [0, 1], the
function f is negative-valued, decreasing, and concave-up.
Proof. First, we have 1− θ(1− e−x) ≤ 1 and 1− θ(1− e−x) ≥ e−x ≥ 0. Thus, f(x) is well-defined
and negative. The first derivative is given by f ′(x) = −e
−xθ
1−(1−e−x)θ , which is clearly negative. The
second derivative is given by f ′′(x) = e
xθ(1−θ)
(ex(1−θ)+θ)2 , which is clearly positive.
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