Abstract-We have constructed and characterized a time-offlight Positron Emission Tomography (TOF PET) camera called the Tachyon. The Tachyon is a single-ring Lutetium Oxyorthosilicate (LSO) based camera designed to obtain significantly better timing resolution than the ps found in present commercial TOF cameras, in order to quantify the benefit of improved TOF resolution for clinically relevant tasks. The Tachyon's detector module is optimized for timing by coupling the mm side of mm LSO scintillator crystals onto a 1-inch diameter Hamamatsu R-9800 PMT with a super-bialkali photocathode. We characterized the camera according to the NEMA NU 2-2012 standard, measuring the energy resolution, timing resolution, spatial resolution, noise equivalent count rates and sensitivity. The Tachyon achieved a coincidence timing resolution of ps ps FWHM over all crystal-crystal combinations. Experiments were performed with the NEMA body phantom to assess the imaging performance improvement over non-TOF PET. The results show that at a matched contrast, incorporating 314 ps TOF reduces the standard deviation of the contrast by a factor of about 2.3.
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I. INTRODUCTION
C LINICAL PET usage is growing rapidly due to its ability to accurately diagnose and stage metastatic disease, which in turn reduces cost and improves the quality of life. Since accurate diagnosis depends on the signal-to-noise ratio (SNR) in the reconstructed image [1] - [3] , improvement in the SNR in PET could have a large impact on national health care. Therefore, improving the SNR in PET images, especially if it is done without increasing patient dose or imaging time, is very worthwhile. Time-of-flight (TOF) PET can obtain these benefits. The SNR in PET is dominated by counting statistics (i.e., PET is starved for events), but incorporating the additional TOF information into the reconstruction increases the statistical quality of the acquired data. The increased statistical efficiency gained with TOF information can be used to decrease acquisition time, decrease injected dose, or improve image quality.
Enabled by the development of Lutetium Oxyorthosilicate (LSO), Philips introduced the first commercial TOF PET camera (the Gemini-TF) in 2006, which achieved 585 ps coincidence timing resolution [4] . Since then, both Siemens (Biograph mCT TOF) and GE (Discovery 690) have introduced Lutetium-based TOF PET cameras that achieve 528 and 559 ps FWHM timing resolution, respectively [5] , [6] . The fact that these three manufacturers achieve nearly identical timing resolution is not a coincidence but a direct result of the similarities between their detector module designs. While the details are given in [7] , timing resolution in block detector modules are primarily degraded due to the detector geometry, which causes path length variations among the optical photons as they propagate from the interaction point to the photodetector.
The scintillator crystals in standard PET cameras are long and thin (e.g., mm ) and are coupled to the photomultiplier tube on the small end (e.g., a mm face). This implies that the optical photons must travel a longer path (and so are subject to greater path length variations) than if the same scintillator crystal were coupled to a large face ( mm ). During the design of the Tachyon system, Moses et al. [7] , [8] found that such an LSO crystal coupled to a large face achieved a much better timing resolution (309 ps) than that coupled to a small face (543 ps).
The other effect that degrades timing resolution is the light sharing scheme that is used in block detectors to decode the crystals. This also introduces path length variations for the optical photons as they travel from the interaction point to the photodetector(s), causing timing variations in the light propagation. Thus, the fact that all three manufacturers use block detectors comprised of LSO scintillator crystals with similar dimensions leads to an average timing resolution of about 550 ps.
There have been attempts to improve TOF resolution beyond this range. One method is to use a scintillator with higher light output or shorter decay time. Few such scintillators exist (especially ones with appropriate PET qualities), but U.S. Government work not protected by U.S. copyright. doped with 5% cerium [9] has two times higher light output and two times shorter decay time than LSO. This gives it exquisite timing properties, and Daube-Witherspoon et al. [10] (University of Pennsylvania) built a TOF PET camera with mm crystals of in an 84 cm diameter, 25 cm axial extent ring. Their prototype detectors achieve 310-350 ps FWHM coincidence timing resolution (depending on the position) [11] , [12] . The results from their camera show significant noise reduction, even though the measured timing for the camera is 375 ps FWHM [10] . This design promises excellent imaging performance [13] , [14] , although has lower efficiency and spatial resolution than LSO and it is hygroscopic.
In contrast, the approach used in this study was to improve the geometrical factors that degrade timing resolution by eliminating the block decoding and coupling to the large side of the LSO crystal. Based on this approach, the single-ring LSO-based Tachyon "demonstration" camera was built to achieve a timing resolution better than 550 ps.
In this paper, we report on our calibration of the Tachyon system-the time delay correction and time-to-digital converter (TDC) nonlinearity correction. We also describe our camera characterization in terms of energy resolution, timing resolution, spatial resolution, noise equivalent count rates and sensitivity using methods specified in the NEMA NU 2-2012 standard [15] . As NEMA NU 2-2012 does not specify methods particularly appropriate for evaluating image quality of TOF PET scanners, we also used a NEMA body phantom to demonstrate the imaging performance improvement afforded by improved system timing resolution.
II. MATERIALS AND METHODS

A. System Description
Our Tachyon camera is based on a TOF detector module ( Fig. 1(a) ) that consists of two mm LSO scintillator crystals and a high-performance 25 mm diameter PMT (Hamamatsu R9800 with super-bialkali photocathode). On each crystal, the side opposite the PMT has a 6 mm diameter semicircular hole in the reflector. This module is used to construct a continuous, closely packed, single-ring PET camera as shown in Fig. 1 . Details about the detector module and how to decode the individual scintillator crystals are reported in [8] .
As shown in Fig. 1 , the camera ring has a 78.9 cm diameter and consists of 384 individual scintillator crystals placed with 6.75 mm between crystal centers. The axial extent is only one crystal width, which is 6.15 mm. The lead shielding has an adjustable gap, ranging from 6.15 mm to 15 cm. With the minimal gap, nearly background-free data (i.e., trues with almost no scatter or randoms) are collected. The wide gap yields the same shielding geometry as septaless cameras, so the scatter and randoms fractions are similar to that for 3-D PET. The camera includes an orbiting positron source for attenuation correction and calibration. "Rod windowing" [16] and the septa minimize scattered events and TOF information is used to reject random events [17] , [18] .
We have modified the Siemens/CTI Cardinal electronics, adding a more accurate timing chain (a constant fraction dis- criminator or CFD designed by LBNL [19] and the CERN High Performance Time to Digital Converter chip or HPTDC [20] ) so that it achieves a system timing resolution of 79 ps FWHM with digital input signals. The system electronics consists of four assemblies of the readout electronics (shown in Fig. 1(d) ), a coincidence processor (not shown in the figure), and a host PC. Each electronic assembly has 48 analog readout channels and serves one quarter of the detector modules. The 48 analog readout channels in each electronic assembly are divided into two groups. The field-programmable gate arrays (FPGA) in the electronic assemblies calculate the single event energies, decode the crystal locations and record the event timings in real time. The events with energies that fall within given windows, which are preset by the host PC software for each individual crystal, are sent to the coincidence processor. The coincidence processor detects valid coincidence events between all 8 groups of detector modules and sends list mode data to the host PC through an optical fiber cable.
B. System Calibration and Characterization
1) Energy Resolution:
The energy resolution of the system was characterized using an orbiting point source. The spacing of the lead shields, which is not essential in this experiment, was set to about 10 mm. Using the limited light sharing method [8] , we were able to decode all 384 scintillator crystals and measure their energy resolutions. We did not measure the decoding error for each crystal in this study.
2) HPTDC Nonlinearity Correction:
The HPTDC has some known issues in the power supply and substrate coupling that cause 40 MHz cross talk from the logic part to the time measurement part of the chip. Thus, there is a fixed pattern in the Integral Nonlinearity (INL) plot in the very high resolution mode [21] . The nonlinearity in HPTDCs was corrected to improve the timing resolution of the system.
To correct the INL of all 24 HPTDCs in our system, single event list mode data with timing information was collected using a point source placed at the center of the ring. The spacing of the lead shields was set to about 10 mm. No energy window was applied during data acquisition. About 12M single events with an event rate of 3.5 kcps were collected for each TDC channel.
The histograms of the time stamps of all the events were plotted to investigate the Differential Nonlinearity (DNL) of the TDCs. Ideally, all the time bins in a TDC channel should be uniform and the histogram of the time stamps (DNL plot) should be flat. However, time bins were not perfectly uniform because of the known issues in HPTDCs. Thus, the DNL plots were not perfectly flat. The INL plots derived by integrating the DNL plots were not perfectly flat either.
The HPTDC nonlinearity was corrected by adjusting the widths of the time bins according to the count numbers in each bin [22] . Both DNL plots and INL plots were expected to be flat after the nonlinearity correction.
3) Time Delay Correction: Because of the differences in PMT transit times, cable lengths and electronic delays, we needed to correct for the fixed module-to-module differences in time delay. We used an orbiting point source to identify and correct the time delay differences between all 192 detector modules. The spacing of the lead shields was set to 6.15 mm. List mode data with coincidence timing information were collected while the source was orbiting. The energy windows were set to about 1.5 times the FWHM of the photopeaks. About 80,000 coincidence events per valid module-module combination were collected.
As shown in Fig. 2 , the time difference spectrum of a valid module-module combination had two separate peaks corresponding to the two positions in which the source orbit intersects the lines of response (LOR). When the time delays were properly corrected, these two peaks were centered on zero time difference.
Using the time delay of module 0 as a reference, the centers of the two peaks ( ) in combinations between module and module were specified as:
(1) A simple Least Squares Estimation (LSE) method was then applied to estimate from the measured peak centers .
4) Coincidence Timing Resolution:
The coincidence timing resolution was calculated using the same data collected for the time delay correction (see Section II-d). Every valid modulemodule combination had two Gaussian peaks in its time difference spectrum (shown in Fig. 2 ). The FWHMs of the two peaks were averaged to calculate the coincidence timing resolution for each combination.
5) Spatial Resolution:
A NEMA NU 2-2012 resolution phantom with a geometry shown in Fig. 3 was built to measure the spatial resolution of the scanner.
Ci of solution was injected into the phantom for the experiment. The spacing of the lead shields was set to 6.15 mm. The energy windows were set to about 1.5 times the FWHM of the photopeaks. The image was reconstructed using filtered back projection algorithm with no smoothing or apodization. Reconstructed pixel size was 1 mm. The radial and tangential resolutions (FWHM and FWTM) for a radius of 1 cm, 10 cm and 20 cm were calculated using the method specified in NEMA NU 2-2012.
6) Noise Equivalent Count Rates (NECR):
A NEMA NU 2-2012 NECR phantom was used to measure the NECR of the scanner [23] . The phantom was a solid cylinder (203 mm in diameter, 700 mm in length) composed of polyethylene with a specific gravity of 0.96. A 6.4 mm hole was drilled parallel to the central axis of the cylinder at a radial distance of 54 mm. 42.72 mCi of solution was injected into a plastic tube placed in the hole of the phantom in this experiment. The spacing of the lead shields was set to 6.15 mm, the minimal gap for nearly background-free data. The energy windows were set to about 1.5 times the FWHM of the photopeaks. The coincidence time window was set to 3 ns. Ci of solution was injected into the plastic tube in the experiment. 300 seconds of coincidence data were collected with one, two, three, four and five aluminum tubes added to the plastic tube, respectively. The spacing of the lead shields was set to 6.15 mm. The energy windows were set to about 1.5 times the FWHM of the photopeaks. The coincidence time window was set to 100 ns.
The experiment was repeated at a 10 cm radial offset from the center of the transaxial FOV with 900 seconds of coincidence data collected for each measurement associated with each of the five aluminum tubes. The intrinsic random rate of the scanner was measured from the random coincidence data collected without a source in the scanner.
C. Imaging Performance 1) Experimental Settings:
We used a NEMA body phantom to evaluate the gain in imaging performance using the TOF information. The NEMA phantom consists of a body phantom (volume of empty phantom: 9.7 liters), a central sphere (inner diameter: 22 mm) and six spheres with various sizes (inner diameter: 10 mm, 13 mm, 17 mm, 22 mm, 28 mm, and 37 mm). In the experiments, the body phantom, the central sphere and four of the spheres (10 mm, 13 mm, 17 mm, 22 mm spheres) were filled with FDG solution with 3 mCi total activity. The activity concentration in the spheres was 4 times higher than in the body phantom. The 28 mm and 37 mm spheres were filled with water with no activity.
In NEMA NU 2-2012, the imaging time is set to simulate a 30 minutes total body scan with 100 cm total axial imaging distance. That is not suitable for the single-ring Tachyon system with a 6.15 mm axial FOV. According to NEMA NU 2-2012, the imaging time would be 11 seconds so we would not acquire enough events to assess the imaging performance of the system. Thus, we increased the initial concentration of the background activity in the phantom from Ci/cc, suggested by NEMA NU 2-2012, to Ci/cc. The spacing of the lead shields was set to 6.15 mm. The energy windows were set to about 1.5 times the FWHM of the photopeaks. The coincidence time window was set to 3 ns. We scanned the phantom for 6 hours and acquired 3.87 million coincidence events.
2) Image Reconstruction: The 6 hours of list-mode data were divided into 16 independent, identically distributed datasets with an average of 242k events per dataset. Images were reconstructed for the 16 datasets and for the entire 6-hour data, with and without TOF information.
An iterative regularized maximum likelihood method with a preconditioned conjugate gradient was used for image reconstruction [24] . The system matrix was developed using a theoretical model of event detection based on multiple ray tracing between pairs of detectors [25] coupled with a Gaussian TOF kernel truncated at three standard deviations. All reconstructions were carried out with a sufficient number of iterations to result in convergence using a regularizing quadratic penalty based on nearest neighbor differences. It was observed that significant changes did not occur after 50 iterations. The time delay correction, TDC nonlinearity correction, detector efficiency normalization, and attenuation correction were incorporated into the system matrix. Scatter was not modeled or compensated for in this single-layer system. Randoms were minimal because of the relatively low data rates. Normalization and attenuation were accomplished using long acquisitions with a rotating source [16] so that smoothing was not necessary. The reconstructed pixel size was mm mm.
3) Image Analysis:
The percent contrast and percent background variability of the six spheres in all images were calculated using the methods described in NEMA NU 2-2012 [15] .
As NEMA NU 2-2012 does not specify methods particularly appropriate for evaluating image quality of TOF PET scanners, we used the following image analysis method to assess the TOF benefits. In the images reconstructed from the 16 datasets, four regions of interest were drawn for the four hot spheres and a background region away from the hot and cold spheres was drawn for contrast calculation. The contrast of each sphere was evaluated as the ratio between the mean activity within each hot sphere and the mean activity in the background region. The standard deviation of the contrast was calculated for each hot sphere from the 16 identically distributed realizations. The mean contrast versus the standard deviation curve was used to assess the TOF benefit.
III. RESULTS
A. System Calibration and Characterization
1) Energy Resolution:
The average energy resolution of the system was 19.6% 2.3% (mean SD). Fig. 4(a) shows the pulse height spectrum of a representative scintillator crystal with 19% energy resolution, which was calculated using singles event data. Fig. 4(b) shows the distribution of the energy resolution of all 384 crystals in the camera.
2) HPTDC Nonlinearity Correction: Fig. 5 shows the representative DNL and INL curves, before and after calibration. The residual INL errors after the correction ranged from ps to 4.5 ps, which was much less than one time bin (25 ps).
3) Time Delay Correction: Fig. 6 shows the results of the time delay correction. After the correction, the residual time delay errors were sufficiently small: ps to 25 ps or in the least significant bit of the measurement, with a few outliers.
4) Coincidence Timing Resolution:
Using the data collected for the time delay correction, we also calculated the coincidence timing resolution of the system (defined as the average of the FWHM of each crystal-crystal combination) to be ps ps FWHM. Fig. 7 shows the distribution of the timing resolution for each LOR in the system. 5) Spatial Resolution: Fig. 8 shows the reconstructed image of the NEMA spatial resolution phantom. Table I reports the radial and tangential resolutions calculated using the method specified in NEMA NU 2-2012, reported as FWHM and FWTM. The spatial resolutions were as expected for a system using mm scintillator crystals. Fig. 9(a) and 9(b) show the count rates and scatter fractions of the system, respectively. Because of the small number of scintillator crystals in the system and in each module, no effects of dead time or saturation were observed. We measured a maximum NECR of 900 cps, which was obtained at 70 kBq/mL, the maximum radiotracer we were allowed to inject into the phantom. Thus, our measured maximum NECR was not limited by the Tachyon scanner.
6) Noise Equivalent Count Rates (NECR):
7) Sensitivity:
We measured a system sensitivity of counts/sec/kBq in the center of the transaxial FOV, and counts/sec/kBq at 10 cm offset from the center. The intrinsic randoms rate was 77.5 cps. The sensitivity was as expected for a single-ring system with 6.15 mm of axial FOV. Fig. 10(a) and 10(b) show two sample images reconstructed from one of the 16 datasets with and without the TOF information at a matched contrast level for the smallest sphere (
B. Imaging Performance 1) Visual Image Quality Improvement:
). The improvement provided by TOF is clearly visible. The smallest hot sphere is poorly visualized in the non-TOF image, with CM) more than 30 different hot spots in the background having higher intensity than the maximum pixel in the smallest hot sphere. In comparison, the smallest sphere is visible in the TOF image, and none of the background pixels have higher intensity than its maximum pixel. Fig. 10(c) and 10(d) show the images reconstructed from the entire 6 hours of data with and without the TOF information. The improvement provided by TOF also is clearly visible in Fig. 10(c) and 10(d) . Fig. 10(d) has much less background noise than Fig. 10(c) .
2) Percent Contrast and Percent Background Variability: Table II shows the percent contrast and percent background variability of each sphere in the reconstructed images averaged over the 16 datasets. Table III shows the results of the Fig. 9. (a) The count rates and (b) scatter fractions of the system. In (a), the total count rate, the true count rate, the random count rate, the scatter count rate and NECR are presented by the solid curve, the dashed curve, the solid curve with cross markers, the dash-dot curve and the dotted curve, respectively. image reconstructed from the entire 6 hours of data. All the spheres in TOF images have higher percent contrasts and lower background variability than their counterparts in the non-TOF images.
3) Mean Contrast Versus Standard Deviation: Fig. 11 plots the mean contrast versus standard deviation of the contrast curves of the smallest ( mm) and third smallest ( mm) spheres for the TOF and non-TOF reconstructions. Different points on each curve were obtained by varying the strength of the quadratic penalty function. For all hot spheres, we observed a substantial reduction in standard deviation of the contrast by using the TOF information. At a matched contrast level ( ) for the smallest sphere, the reduction in standard deviation is about a factor of 2.3, which is equivalent to a 5.4 times increase in sensitivity. 
IV. DISCUSSION
The main purpose of the Tachyon camera is to provide future PET camera developers with accurate information on the performance gain that they can expect from improved time-of-flight based on a timing resolution on the order of 300 ps FWHM. The Tachyon achieved a 314 ps FWHM timing resolution, which is slightly worse than our expected value of 300 ps [8] . However, it is nearly a factor of 2 better than commercial TOF PET cameras and slightly better than the camera built by the University of Pennsylvania. The coincidence timing resolution of the LORs of the entire system had a large variability from 240 ps to 380 ps, which is probably caused by variations in the PMTs. The previous study showed that the R9800 PMTs have a fairly large timing resolution variability from 180 ps to 290 ps [23] .
The Tachyon's system energy resolution was 19.6%, which is not as good as that of conventional LSO based PET systems. That is probably caused by the light sharing window used for scintillator crystal decoding. The energy resolutions of the 384 individual crystals had a fairly large variability from 13% to 27%. This is most likely caused by non-uniform sensitivities across the PMT surface [26] . The materials used in the detector construction, such as the optical coupling grease and the white spray paint reflector [8] , may have also contributed to the large variability.
The Tachyon was built to assess the performance improvement afforded by time-of-flight. TOF information reduces the statistical noise in the reconstructed image, but it doesn't improve the spatial resolution. Thus, we built the Tachyon using mm mm crystals, instead of using smaller ones. The Tachyon's spatial resolution was not as good as those in some commercial systems with mm mm or smaller crystals. But it was consistent with predictions and serves the purpose of assessing TOF-related performance improvements.
The Tachyon is a single-ring TOF PET with a very small axial FOV (6.15 mm). The sensitivity of the Tachyon system is 2 orders of magnitude lower than commercial PET scanners with a cm axial FOV. It is impractical to extend Tachyon to a scanner with a 15-25 cm (or longer) axial FOV. Firstly, the Tachyon uses a limited light sharing method that needs one PMT for every two discrete crystals. The conventional block detectors, commonly used in many commercial scanners, use four PMTs to read out 144 or more discrete crystals. Thus, the Tachyon's limited light sharing method is very costly. Secondly, as shown in Fig. 1(b) and 1(c) , the PMTs are mounted perpendicularly to the crystal ring in the Tachyon. Thus, it is not feasible to directly extend the Tachyon design to construct a system with multiple rings. One way to circumvent this roadblock is to use the SiPM-based multilayer detector module proposed in [8] . Nevertheless, the Tachyon serves the purpose of assessing TOF-related performance improvements.
The NEMA body phantom experiment demonstrated improved image quality due to TOF: a factor of 2.3 noise reduction in the NEMA phantom, which is close to the previous simulation result (3.0 SNR improvement for a TOF PET system with 300 ps coincidence timing resolution) [27] . However, the exact magnitude of the improvement depends on the object size and activity distribution, as well as the relative amount of true, scatter, and random events. Thus, direct comparison between the results of different experiments is difficult. In the near future, we will combine Monte Carlo simulation, measurements with phantoms and measurements with human subjects to quantify the performance improvement afforded by time-of-flight as a function of the coincidence timing resolution. This quantification will not only include measurement of noise variability, but also performance on the tasks of tumor localization and regional quantitation.
V. CONCLUSIONS
The Tachyon-a single-ring LSO-based scanner designed to quantify the benefit of TOF for clinically relevant tasks-has been constructed, calibrated and characterized. The Tachyon achieved ps ps FWHM coincidence timing resolution. Phantom experiments were performed to assess the Tachyon's imaging performance. The NEMA body phantom experiment showed that incorporating 314 ps TOF information improved image the signal-to-noise ratio by a factor of 2.3, and the improvement is clearly visible in the images. The excellent coincidence timing resolution of the Tachyon system allows us to proceed with further phantom and human studies to better understand and characterize the benefit of TOF for clinically relevant tasks.
