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The solutions of SDEs with multiplicative noise are not Markovian. On a  
 
coarse-grained time scale they still are, but only in the “anti-Itô” case.  
 
This allows a simple computation of the most likely path. Any density peak 
 
moves along such a path, and its shape evolves according to further analytical 
 
formulas. This even provides some new insights into the asymptotic 
 
densities for large times, e.g. the criterion for attaining a quiescent steady state.  
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I.  Introduction   
 
 
The solution of a SDE is a set of random paths, understood as the trajectories of moving  
 
points with a density given by the Fokker-Planck equation (FPE) [1-5]. Multiplicative 
 
noise (resulting in a state-dependent diffusion) is well-known to cause the dependence on  
 
the “sense” of the stochastic integration, specified by a parameter α  ( 10 ≤≤ α ) 
 
[ 0=α  denoting the Itô sense, 2/1=α  the Stratonovich one and 1=α  the “anti-Itô” one]. 
 
In [6] it was recently shown that 2/1=α   is imposed by compatibility with nonlinear   
 
transforms of the variables. In that case one can explicitly evaluate the density of the  
 
conditional path increments (i.e. the propagator of the FPE). The insertion into the Chapman- 
 
Kolmogorov equation (referring to a steady state) will show that the solution of the SDE  
 
cannot be Markovian, in contradiction to [1,2]. This has an impact on the stochastic integrals:  
 
they are based on Riemannian sums of conditional increments in a partitioned time interval,  
 
and these increments are no longer independent.  
 
Rather than revisiting the existing theory of the SDEs, it will be pointed out that the CKE  
 
implies a property of the propagator (no shift of the maximum when started at the maximum  
 
of a steady-state density), which is fulfilled if and only if 1=α . That necessary condition  
 
will be shown to admit the Markov property on a coarse-grained time scale. In addition,  
 
the case 1=α  allows a correct and simple analytic evaluation of the most likely path  
 
(staring at any point). Density peaks move along such a path, and the evolution of their  
 
shape obeys some further analytic relations. This might save a numerical solving of the  
 
SDE in many applications. The asymptotic analysis for large times includes limit cycles 
 
and yields the general criterion for the arrival at a quiescent steady state.  
 
 
In [6] it was also shown that a change of the variables (leading to a normal form of the 
 
FPE) removes the multiplicative noise. An efficient software performing that change  
 
would eliminate the discussed problems in a pragmatic way.   
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II.  Background  
 
 
2.1  Generalities  
 
The continuous Markov process )(tXr  is supposed to obey the SDE 
 
      k
ikii dWXbdtXadX )()(
rr
+=        or     WdXBdtXaXd
rrrrr )()( +=                             (2.1) 
 
with smooth functions )(,)( xbxa iki rr . As usual,  (2.1)  denotes an integral equation, with  
 
a “sense” specified by α  )10( ≤≤ α , see [6] . The (independent) Wiener processes )(tWk  
 
obey  0)0()( =>−< kk WtW  and  tWtW kk =>−< 2)]0()([ .  
 
It is well-known [1,3,6] that for given xtX r
r
=)(  and 0≥dt  
 
      )()()()()( dtodtxaWdxBdtxaxdttX Sp +++=−+
rrrrrrrr
α    ,                                            (2.2) 
 
where  )()( tWdttWWd rrr −+= , and with the “spurious” drift  
 
      )()(:)( , xbxbxa mkmikSpi rrr =  .                                                                                              (2.3) 
 
The time evolution of the probability density ),( txw r  of )(tXr  is determined by the  
 
forward (Fokker-Planck) equation [1-5]. Its “drift” is given by the expectation of  (2.2)   
 
      )()]()([)( dtodtxaxaxdttX Sp ++=>−+<
rrrrrr
α  ,                                                            (2.4) 
 
more precisely by  
 
      )()( xaxa Sp
rrrr
α+   ,                                                                                                            (2.5) 
 
and the “diffusion matrix” by 
 
      )()()( xBxBxD T rrr =  .                                                                                                       (2.6) 
 
The explicit FPE reads 
 
     ik
ik
Sp
ii
t wDwaaw ,,, ])()2/1()([ ++−= α  .                                                                     (2.7)  
 
The spurious drift is given by derivatives of D  
 
      2/: ,, kikjkjikSpi Dbba ==   .                                                                                            (2.8) 
 4 
 
This is evident when B  is diagonal  (thus in one dimension), and otherwise it holds at  
 
least in the sense of stochastic equivalence, see [6].   
 
With the “probability current”  
 
      k
ik
Sp
iii wDwaaJ
,
)()2/1()(: −+= α                                                                               (2.9)                                  
 
the FPE expresses the conservation of probability in view of   0
,
rr
=⋅∇+ Jw t   , i.e. the 
 
impossibility of a spontaneous birth or death of any paths.  
 
 
 
2.2  Appearance of  the “noise-generated drift”  
 
By  k
ik
k
ik
k
ik wDwDwD
,
,
,
)( +=    and by 
 
      k
ik
NG
i Da ,)2/1(: −=   (2.10) 
 
 the FPE can be rewritten in the form 
 
      ]2/)([
,
wDwaaaw NGSpt ∇+++−⋅∇=
rrr
α   ,                                                                                                       
 
which exhibits the “noise-generated drift” NGa
r
 ; it is due to the unequal repulsion by  
 
diffusion at neighboring sites, see also the Comment below in the Chapter III .  
 
By  (2.8)  it follows that   
 
      SpNG aa
rr
−=   ,                                                                                                                (2.11) 
 
and the FPE assumes the form 
 
       }2/])1([{
,
wDwaaw Spt ∇+−+−⋅∇=
rr
α   ,                                                                (2.12)  
 
with the probability current     
 
      2/])1([ wDwaaJ Sp ∇−−+=
rrr
α   .                                                                              (2.13)  
 
Note that wherever 0
r
=∇w   (at some t )   
 
      waaJ Sp ])1([
rrr
−+= α  ,                                                                                               (2.14) 
 
irrespectively of higher derivatives of w  and of D . This exhibits   
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      effSp aaa
rrr
=−+ :)1(α                                                                                                     (2.15)  
 
as the “effective” drift.  
 
 
 
III.  The essential results in one dimension  
 
 
The essential facts can already be seen in one dimension, some of them even in the  
 
absence of a external drift )(xa .  
 
 
3.1  The density of the Stratonovich increment  
 
The case 2/1=α  allows some explicit results. The conditional increment is 
 
      dWxbdtxaxadX Sp )(]2/)()([ ++=        (3.1) 
 
according to  (2.2) . Clearly,  )()( 2 xbxD =   and   2/)(')(')()( xDxbxbxaSp ==  .  
 
We first focus on the special case 0≡a  (since a general )(xa  can easily be restored 
 
a posteriori), and assume that 0)( >xb . The FPE then reads 
 
      '])'()'([)2/1( 2
,
wbwbbw t +−=           (3.2) 
 
This is conveniently solved by introducing a new variable  )(xz  given by  dxbdz 1−= .  
 
Since b  is a (one-dimensional) vector [6], its transform is given by  1)/( ≡dxdzb , so 
 
that  (3.2)  (for the new density u ) becomes  
 
      zzt uu ,, )2/1(=          (3.3) 
 
with the solution  )2/exp()2(),( 22/1 tzttzu −= −pi . [As it was pointed out in [6], the new  
 
Spa  vanishes, in accordance with the fact that the new D  is constant, and with (2.8) ].   
 
By dxwdzu =  the original FPE  (3.2)  is thus solved by 
 
      )2/exp()2()/(),( 22/1 tztdxdztxw −= −pi      with      ∫ −=
x
dbxz
0
1 )()( ξξ                        (3.4)     
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where 2/11/ −− == Dbdxdz  . It is readily seen that  (3.4) is normalized for each 0>t , 
 
and in view of  2/')( 2zbbzbzx +≈   the mean for small t  is 
 
      2/2/' dtadtbbdX Sp==><  ,                                                                                       (3.5) 
 
in accordance with  (3.1) . It is revealing to consider the maximum of  (3.4) . Taking 
 
the −x derivative of  (3.4)  (with 1/ −= bdxdz ) yields 0'' 11 =−− −− ztzwwbb  or, by  
 
1
'
−
= bz ,  0/' =+ tzb . With bxz /≈  for small t  this results in  tatbbx NG=−≈ 'ˆ . The  
 
maximum point of w  thus lies on the opposite side of the mean. The density of the real 
 
increment dX  is thus significantly skew for each 0>t  (unless  '0' Db == ).   
 
 
3.2  Disproof of the Markov property by means of a steady state  
 
Now assume an external drift )(xa  that excludes any escapes to infinity, furthermore that 
 
0)( >xb  and 0)(' >xb  (the latter vanishing for ∞→x ). The corresponding FPE is 
 
      '])')(2/1()2/([
,
Dwwaaw Spt ++−=                                                                              (3.6)             
 
with the current 
 
      ')2/1()2/()'()2/1()2/( wDwaawDwaaJ SpSp −−=−+=  .  
 
This must vanish in the steady state )(:),( xwxw stat=∞  : 
 
      0')2/()2/( ≡−− statstatSp wDwaa  , 
 
which yields statw  in a closed form. If the process )(tX  is Markovian, the Chapman- 
 
Kolmogorov equation implies that 
 
      ∫
∞
∞−
= ξξξτ dwxgxw statstat )(),,()(      (any 0≥τ )  ,                                                        (3.7) 
 
where ),,( 0xxg τ  denotes the propagator of  (3.6) , i.e. the solution with   
 
)()0,( 0xxxw −= δ . For small τ  this is obtained from  (3.4)  on replacing x  by τax −   
 
(and starting at 0x  instead of 0 ). Inserting this into  (3.7)  shows that  (3.7)  is not  
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fulfilled. This disproves the Markov property of )(tX . Fortunately it is sufficient to consider  
 
a simpler criterion, which is based on the fact that )(xwstat  is maximum where  2/Spaa =   
 
(i.e. at the attractor xˆ  of the effective drift  (2.15) ). By  (3.7)  it follows that )ˆ,,( xxg τ  must  
 
have its maximum at xˆ  as well, at least for smallτ . The )ˆ,,( xxg τ  obtained from  (3.4)   
 
however has its maximum at τ]2/)ˆ([ˆ xax Sp−   [mind that 2/)ˆ()ˆ( xaxa Sp= , which shifts the  
 
maximum of  (3.4)  by 2/)ˆ(xaSpτ  ].  
 
In [6] it was shown that 2/1=α  is the only “sense” compatible with nonlinear transforms,  
 
and it now turned out that the corresponding )(tX  is not Markovian. The SDEs with  
 
multiplicative noise are thus not consistent with the existing theory.    
 
 
3.3  Approximate Markov property in the anti-Itô case   
 
The problem about the Markov property can also be approached in a different way. The  
 
above argument showed the necessary condition that the propagator )ˆ,,( xxg τ  must have  
 
its maximum at xˆ  as well, at least for smallτ  (recall that )(xwstat  is maximum at xˆ ).  
 
This can be restated without referring to a steady state. Consider a temporary maximum of 
 
some ),( txw , located at xˆ . By  (2.14)  the current is then given by  waaJ Sp ])1([ −+= α
r
. 
  
One may thus look for a generator with a maximum at τα ])1([ˆ Spaax
rr
−++ . [A possible 
 
)(xwstat  is maximum where the square bracket vanishes]. Unfortunately an expression for 
 
the generator with any α  is presently not available. One can however argue that it has the 
 
required property when 1=α . Since the existence of a steady state is not required, one  
 
may focus on the case 0≡a . The FPE then reads  '])'()2/1('[ 2
,
wbwbbw t +−=  = 
 
)''()2/1( 2wb  . At a point where 0'=w  the right-hand side reduces to '')2/1( 2wb , 
 
which does not involve 'b . The solution with )ˆ()0,( xxxw −= δ  is thus given by  
 
]})ˆ(2/[)ˆ(exp{)ˆ()2( 2212/1 τpiτ xbxxxb −−−  near xˆ . Its maximum is indeed at xˆ . This is 
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a necessary but not sufficient condition for  (3.7)  to hold. Further away from xˆ  the real 
 
solution has a tail that yields τ'bbdX =>< . The Markov property is thus only approximate.  
 
Nevertheless it is clear that a maximum of a density moves with the velocity a .  
 
Comment:  
 
The Markov property is in fact abolished by the state-dependence of the diffusion. Recall  
 
that NGa  is due to the different expulsion from sites neighboring a starting point. This only  
 
becomes effective after their visiting by the random motion, which need a very short but 
 
positive time. The impact of NGa  is therefore retarded, which complies with the absence of  
 
NGa   in the SDE. The Markov property can thus only hold when this delay is neglected, 
 
i.e. on a coarse-grained time scale.  
 
On that scale one may insert NGa  into the increment: 
 
      dWbdtadWbdtaaaX NGSp +=+++=∆ )(:                                                               (3.8)  
 
(see  (2.11) ), which has indeed the expectation  dta . This is the increment to be used  
 
for the numerical construction of the random paths on the coarse-grained scale.  
 
 
 
IV.  Higher dimensions 
 
 
The above arguments essentially remain valid in higher dimension. In particular, it is easily 
 
seen that 1=α  is still required for the approximate Markov property, and that a peak of 
 
the density then moves with the velocity )(xa rr . The analogue of  (3.8)  is 
 
      WdBdtaWdBdtaaaX NGSp
rrrrrrr
+=+++=∆ )(: ,                                                           (4.1) 
 
with ar  and B  taken at the initial point.  
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V.  Analytic results  
 
 
5.1  The most likely path )(tx
l
r
 
 
In what follows it is assumed that 1=α , since the quasi-Markovian property is crucial.  
 
The “effective” drift then coincides with ar , see (2.15) , and the noiseless motion 
 
      )(
ll
rr&r xax =      starting at some 0x
r
                                                                                  (5.1)    
 
plays an outstanding role. It is the most likely path of the random motion, since the 
 
propagator starting at any point of )(tx
l
r
 has its maximum at )( τ+tx
l
r
. If some initial 
 
density )0,(xw r has a peak at 0x
r
, then that peak moves along )(tx
l
r
.   
 
The time derivative of the peak value )]([ txw
l
r
 is  
l
&r& xwww t ⋅∇+= ,  . By 0
r
=∇w  it  
 
reduces to  
 
      ik
ik
Sp
ii wDwaaw
,,
])()2/1()([ ++−=&  = ikiki wDwa ,, ])2/1([ +−   
 
in view of  (2.8) , and by  ki ww ,, 0 ==  to  
 
      ik
ik wDww
,
)2/1(+= ρ&       where    ar⋅∇−=:ρ  .                                                          (5.2) 
 
This allows to compute )]([ txw
l
r
 when the second derivatives of w  at the moving peak  
 
are known. Their change in dt  is determined by the Gaussian approximation of the 
 
propagator. For the evaluation it is convenient to consider the (symmetric) matrix S  of  
 
these derivatives divided by w  [so that  (5.2)  becomes )()2/1(/ SDtrww += ρ& ] .  
 
Using the matrix M  with the elements kia ,)(  one can show that  
 
      dtSDSSMMSSdttxS T )()]([ −++=+
l
r
 .                                                                (5.3) 
 
(At an attracting point the bracket vanishes, which yields the Riccati equation for S ,  
 
see [9]). Starting at the maximum of a given )0,(xw r  one can thus evaluate )]([ txS
l
r
 for   
 
0>t , and by  (5.2)  also )]([ txw
l
r
  (except when S  vanishes at some 0≥t , which may 
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arrive when the initial )0,(xw r  has several maxima).  
 
 
5.2  Results for ∞→t   
 
Unless )(tx
l
r
 goes to infinity, it can end at an attractive point of  ar   (where 0
rr
=a  and 
 
0>ρ ) , reach a limit cycle Γ  or become quasiperiodic or chaotic. 
 
At an endpoint 
∞
=∞ xx
rr
l
:)(  ),( ∞= xww r  has its maximum, moreover   
 
      0
rrr
== waJ  ,                                                                                                                 (5.4) 
 
By  (5.2)  it further follows that there  
 
      wwD ik
ik ρ−=
,
)2/1(   ,                                                                                                 (5.5) 
 
which in one dimension is sufficient to yield the local second derivative 
 
      wDw )/2('' ρ−=  .                                                                                                        (5.6) 
  
 
A revealing feature shows up by considering a limit cycle Γ . In a proper steady state, 
 
i.e. with 0),(
,
≡txw t
r
, the derivative 
l
&r& xwww t ⋅∇+= ,   along Γ  is zero, so that statw  is  
 
constant on Γ . [In two dimensions  (5.6)  then still applies for the second derivative  
 
normal to Γ , and with the normal diffusion D ] .  
 
This is however not the only possibility: The density  ),( txw r  may keep on moving for 
 
∞→t , while its peak follows Γ , but varies along it; this is an asymptotically periodic 
 
but unsteady state. Its occurrence can be inferred from the weak-noise approach [8,9] ,  
 
with the ansatz  
 
      ]/)(exp[)()( εφ xxzxwstat rrr −=  ,                                                                                       (5.7) 
 
to hold for a small noise intensity ε . The “quasipotential” )(xrφ  obeys  
 
      0)2/( =∇+⋅∇ φφ Dar                                                                                                    (5.8) 
 
(with  0
r
=∇φ   where  0rr =a ). It was further shown that )(xz r  is constant when 
 
      ρφ 2)( ≡∇⋅∇ D                                                                                                             (5.9) 
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[in [8,9] the definition of D  differs by a factor 2]. While )(xrφ  is constant on Γ  (due to  
 
the Lyapunov property), )(xz r  varies on it, unless (5.9)  holds, see [8,9]. A )(xz r  varying  
 
on Γ  clearly disproves the underlying assumption of a proper steady state.  
 
This suggests to conjecture that in general ),( txw r  moves forever, when  (5.9)  is not  
 
met (and when the drift excludes escapes to infinity). This will be substantiated below.  
 
 
 
VI.   Asymptotic and steady states for ∞→t  
 
 
It is again supposed that an escape to infinity is precluded by the drift. The question 
 
arises, whether or not the density ),( txw r  reaches a quiescent state with 0),(
,
≡txw t
r
  
 
(each xr  and t ). It is convenient to make use of )exp(: Φ−=w  in the FPE  (2.12)     
 
      )2/(
,
wDwaw t ∇+−⋅∇=
r
  :  
 
by Φ∇−=∇ ww   it can be rewritten as   )]2/([
,
Φ∇−−⋅∇= Daww t
r
,  or in terms 
 
of  2/: Φ∇+= Daac
rr
  (like the “conservative drift” in [8,9]) , as 
 
      waaww cct ∇⋅+⋅∇=−
rr
,
 . 
 
Now suppose that 0
,
≡tw . For small enough ε  φ≡Φ   and wac ∇⋅r  vanishes by  (5.8) ,   
 
so that  caw
r
⋅∇   must vanish as well. This implies 0=⋅∇ ca
r
, which amounts to  (5.9) .  
 
It follows that ),( txw r  never reaches a globally steady state when  (5.9)  is not fulfilled.  
 
[The prefactor )(xz r  in  (5.7)  was introduced to maintain 0
,
≡tw  when the solution  
 
)(xrφ  of  (5.8)  does not satisfy  (5.9) . As the argument with the limit cycle showed, 
 
this was misleading]. In the weak noise approach )(xrφ  does hold in the leading order  
 
of the noise strength ε , but the second order yields the correction  
 
      φρ ∇⋅∇−= Dww t )2/1(/,                                                                                          (6.1) 
 
which only vanishes with  (5.9) .  
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Note that  (5.9)  always holds where 0
r
&r
l
=x  and agrees with  (5.5) . Its validity beyond  
 
that point is guaranteed by “detailed balance” [5], which is based on symmetries under  
 
time reversal. A further criterion without explicit use of )(xrφ   applies in two dimensions,  
 
see the Paragraph 5.3 of [9].  
 
 
 
VII.  Summary and comments 
 
 
The crucial finding is the loss of the Markov property by multiplicative noise (shown by  
 
the failure of the Chapman-Kolmogorov equation in a possible steady state). Within the 
 
existing theory this only leaves the SDEs with a constant coupling of the noise. 
 
For practical purposes it may be acceptable that the Markov property is preserved on a 
 
coarse-grained time scale, but only with the “anti-Itô” sense. This sheds a new light on the 
 
“Itô or Stratonovich dilemma” [10]. A numerical construction of the random paths must 
 
therefore observe a minimum time step consistent with the Markov approximation. On 
 
the other hand it may often be sufficient to work with analytical (nonrandom) methods, 
 
since it was found that important results can be obtained in this way; this concerns the 
 
most likely path starting from any initial point, as well as the time evolution of density 
 
peaks, i.e. their location and shape, especially also at large times.  
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