Abstract. This paper is motivated by the results and questions of Jason P. Bell and Kevin G. Hare in [BH09] . Let O be a finitely generated Z-algebra that is an integrally closed domain of characteristic zero. We investigate the following two problems: (A) Fix q and r that are integral over O, describe all pairs (m,
Introduction
Throughout this paper, N denotes the set of positive integers. For simplicity, the terminology finitely generated domain means an integral domain of characteristic 0 finitely generated as an algebra over Z. Fix an embeddingQ ⊂ C. A Pisot number is a real algebraic integer greater than 1 whose other conjugates are of modulus less than 1. In [BH09] , an algebraic integer q of degree d ≥ 2 over Q is of full rank if the multiplicative group of C * generated by the conjugates of q either has rank d, or has rank d − 1 and the norm of q is ±1. The following very interesting results are established in [BH09] (also see [BH12] ): Bell and Hare also ask two questions involving part (iii): is it possible to give a bound depending on r and to remove the assumption on Q(r)/Q? From now on, O denotes an integrally closed finitely generated domain with fraction field K. The typical and most important examples are rings of integers in number fields. In our main result, we fix q and r that are integral over O such that q n and r n are not in O for every n ∈ N, and study the equation O[q m ] = O[r n ] in both variables (m, n). Our result significantly strengthen the above results in (i) and (ii) of Bell and Hare [BH09] at one stroke. When O = Z as in [BH09] , it is obvious that the condition of being full rank implies the very mild condition {q n , r n : n ∈ N} ∩ O = ∅. This latter condition is assumed in order to simplify the statements of our results stated in this section. It comes from the minor inconvenience that O[t] = O for every t ∈ O no matter how large the "height" of t is. We will also explain how our arguments could handle the case when some q n or r n is in O (see Section 5), hence provide a complete (in a certain qualitative sense) solution to the problem of describing (m, n) such that O[q m ] = O[r n ] even without the above condition on q and r. A remarkable feature of our result is that it provides a uniform bound with a very mild dependence on the data (O, q, r) illustrated below (see Remark 1.3).
A theorem of Roquette [Roq58] (also see [Lan83,  Chapter 2]) states that the group of units in a finitely generated domain is finitely generated. Hence O * has only finitely many torsion points. In other words, there are only finitely many roots of unity in K. We need the following: Definition 1.1. Let α be integral over O. We say that α is a unit over O if N K(α)/K (α) ∈ O * , where N K(α)/K is the norm map with respect to K(α)/K. By using the minimal polynomial of α over K, this is equivalent to requiring that α is a unit in O[α]. Before stating our main result, we need to define subsets of N 2 corresponding to certain "degenerate" cases (this name comes from degenerate solutions of certain unit equations considered later). Let q and r be integral over O such that {q n , r n : n ∈ N} ∩ O = ∅. Define the subsets A O,q,r , B O,q,r , C O,q,r as follows:
where σ in the definition of B O,q,r is the nontrivial automorphism of the quadratic extension K(r n )/K. Finally, if q and r are units over O, we define:
otherwise define C O,q,r = ∅. By our assumption on q and r, we have A O,q,r ∩(B O,q,r ∪ C O,q,r ) = ∅. On the other hand, when r is a unit over O, we have
Using the minimal polynomials of r n and q
Because of this, the following result is, in a certain qualitative sense, best possible:
Theorem 1.4. Let q and r be integral over O such that {q n , r n : n ∈ N} ∩ O = ∅. There is an effectively computable constant c 3 depending only on d(O, q, r) such that outside A O,q,r ∪ B O,q,r ∪ C O,q,r there are at most c 3 pairs
The bound c 3 as well as other similar bounds in this paper follow from work of Beukers and Schlickewei [BS96] , and Evertse, Schlickewei, and Schmidt [ESS02] on unit equations together with some combinatorial arguments. Hence it is fairly straightforward to make them explicit although we do not provide all the details in doing so. Conceivably, all these bounds are far from optimal. In this paper, we do not spend any efforts to optimize them as long as they depend uniformly only on d(O, q, r) instead of O, q, and r. Theorem 1.4 immediately implies the following (see Theorem 1.1 and Theorem 1.3 in [BH09] ). Corollary 1.5. Let K be a number field with the ring of integers O K . Let q be an algebraic integer such that q n / ∈ O K for every n ∈ N. There is an effectively computable constant c 4 depending only on [K(q) : Q] such that there are at most c 4 pairs (m, n) ∈ N 2 satisfying m = n and
Proof. We apply Theorem 1.4 with r = q and O = O K ; the resulting bound c 4 only depends on [K(q) : Q] thanks to Remark 1.3. By the assumption on q, the sets B O,q,q and C O,q,q are empty while the set A O,q,q is exactly the set of pairs (m, n) with m = n. , by Theorem 1.4 there is some n 0 such that (n 0 , n 0 ) ∈ A Z,q,r ∪ B Z,q,r ∪ C Z,q,r . Cases (a), (b), and (c) respectively come from the cases where (n 0 , n 0 ) belong to A Z,q,r , B Z,q,r and C Z,q,r .
The previous corollaries strengthen results by Bell and Hare mentioned in parts (i) and (ii) at the beginning of this paper. For their questions asked in part (iii), we fix r which is integral over O and study the collection of q satisfying the equation
. Evertse and Győry [EG85] prove that there exists a positive integer N uniformly bounded by an explicit quantity with a mild dependence on O and r such that the following holds. [BS96] that provides a reasonably good uniform bound on the number of solutions. Moreover, when x and y are taken inside a finitely generated subgroups ofQ * , the equation x + y = 1 can be solved effectively using Baker's method or the Thue-Siegel hypergeometric method (see, for example, [GY06] and [BG06, ).
In the next section, we present results involving discriminants and, more importantly, the above results on unit equations. After that, we present briefly the work of Evertse and Győry on the equation
with a given r. Then we prove Theorem 1.4 and explain how to remove the very mild condition {q n , r n : n ∈ N}∩O = ∅ assumed there. This provides a complete solution to the problem of describing all
for any q and r. At the end, we discuss the effectiveness of the results in this paper and some related questions.α, ..., α D−1 we define the discriminant of α over E to be:
We have the following well-known result:
Proposition 2.1. If α and β are integral over A satisfying
Proof. 
2.2. Unit equations in 3 variables. Fix n ≥ 2, we start with the following:
n of the equation a 1 x 1 + . . . + a n x n = 1 in variables x 1 , . . . , x n is called nondegenerate if no subsums vanish. In other words, there is no proper subset ∅ = J ⊂ {1, . . . , n} such that j∈J a j u j = 0.
Equations of the form a 1 x 1 +. . .+a n x n = 1 where each x i is an S-unit in a number field have played a fundamental role in diophantine geometry since work of Siegel in the 1920s. After many decades of intense activities, Evertse, Schlickewei and Schmidt obtain the following celebrated result with a remarkable uniform bound [ESS02, Theorem 1.1]:
Theorem 2.3. Suppose Γ is a subgroup of (C * ) n of rank R. Consider the equation:
in variables x 1 , . . . , x n . Then the number of nondegenerate solutions in Γ is at most exp((6n) 3n (R + 1)).
As a consequence, we have the following:
Corollary 2.4. Let G be a subgroup of C * of rank R, there are at most exp(18
2.3. Unit equations in 2 variables. The special case of Theorem 2.3 when n = 2 was obtained earlier by Beukers and Schlickewei [BS96, Theorem 1.1]. It has the immediate consequence:
Corollary 2.5. Let G be a subgroup of C * of rank R, there are at most 2
solutions (x, y) ∈ G 2 of the equation ax + by = 1.
Proof. Let Γ = G × G which has rank R 2 . Beukers and Schlickewei [BS96, Theorem 1.1] consider the equation X + Y = 1. We can transform the given equation ax + by = 1 into that equation by enlarging Γ with (a, 1) and (1, b).
Let h :Q → R ≥0 be the absolute logarithmic Weil height (see [BG06, Chapter 1]). By using Baker's theory of linear forms in logarithms [Bak75] , [BW93] , [Yu07] or the Thue-Siegel hypergeometric method [Bom93] , [BC97] , we can solve the equation ax + by = 1 effectively when a, b ∈Q * and the variables x and y take values in a finitely generated subgroups ofQ * . The readers are referred to [GY06, Theorem 1], [BG06, , and the references there for more details. We have:
Theorem 2.6. Let a, b ∈Q * and G be a finitely generated subgroup ofQ * . There is an effectively computable constant c 6 (a, b, G) depending on a, b, and G such that every solution (x, y) ∈ G 2 of ax + by = 1 satisfies max{h(x), h(y)} ≤ c 6 (a, b, G).
Remark 2.7. Recently, Evertse and Győry [EG13] shows that Theorem 2.6 still holds without the condition that a, b ∈Q * and G ⊂Q * . In their results, we need to express the finitely generated domain Z[a, b, g 1 , . . . , g R ] where g 1 , . . . , g R are generators of G into the form Z[x 1 , . . . , x m ]/I and replace the height function onQ by a certain "size" function. We do not use this result here and refer the readers to [EG13] .
Results of Evertse-Győry and questions of Bell-Hare
For the rest of this section, fix an integrally closed finitely generated domain O with fraction field K. We need the following:
As before, we have the following: After a series of work, Győry [Gyo84] proved that there was such a finite list {s 1 , . . . , s N } and it could be determined effectively. The assertion that c 7 could be explicitly given and depended only on d(O, r) was proved later by Evertse and Győry [EG85] . Strictly speaking, they represented O and O * after choosing a transcendence basis and a finite set of valuations. Then they worked on the general theory of decomposable form equations and obtained a variant of Theorem 3.3 as an immediate consequence. In this section, we briefly explain the very simple aspects of their work by using the unit equation x + y = 1 (or actually ax + by = 1 with parameters (a, b)) directly to obtain Theorem 3.3. We will avoid all the extra technical details for the more general decomposable form equations; the interested readers can refer to [Gyo84] , [EG85] and the references there.
Before proving Theorem 3.3, we note the following immediate corollary which answers the two questions of Bell and Hare mentioned in (iii) at the beginning of this paper: Proof. Apply Theorem 3.3 with O = Z and K = Q, we obtain c 8 depending only on [Q(r) : Q] (see Remark 3.2) such that there are N ≤ c 8 algebraic integers s 1 , . . . , s N satisfying the conclusion of Theorem 3.3. In particular, we have q = us i + k for some 1 ≤ i ≤ N , u ∈ {±1}, and k ∈ Z. For a fixed i and u, there are at most two choices of k since we can pick a nontrivial embedding σ of Q(r) intoQ and use the fact that |σ(q)| = |σ(us) + k| < 1. Hence there are at most 4c 8 such Pisot numbers q. Since a list {s 1 , . . . , s N } could be determined effectively, so is the collection of all such Pisot numbers.
Remark 3.5. There is nothing special about being a Pisot number in (the proof of) Corollary 3.4. The same arguments could be used for any collection of numbers q satisfying some appropriate boundedness condition that could be much weaker than conditions in the definition of Pisot numbers. For instance, we may consider the collection of q such that there is a nontrivial embedding σ of Q(r) satisfying the condition that |σ(q)| is bounded above by a constant.
We now spend the rest of this section to prove Theorem 3.3. We may assume that r / ∈ K, otherwise Theorem 3.3 is obvious. Let L/K be the Galois closure of K(r)/K. 
Case 1: [K(r) : K] = 2. We can uniquely write q = a 0 + a 1 r with a 0 , a 1 ∈ O. By (1) with σ = id and η is the nontrivial K-automorphism of K(r), we have that a 1 ∈ O * . This proves Theorem 3.3 and we may even take {s 1 , . . . , s N } = {r}. Case 2: [K(r) : K] > 2. Let G r be the subgroup of L * generated by all the groups O * σ,τ and elements of the form σ(r)−η(r) for any two distinct K-embeddings σ and τ of K(r) into L. By the definition of d = d(O, r), the rank of G r is bounded by a constant c 9 (d).
For any two distinct nontrivial K-embeddings σ and η, Siegel's identity:
gives that:
is a solution of the unit equation x + y = 1 to be solved for (x, y) ∈ G 2 r . Hence by Corollary 2.5, there is a finite set S r ⊆ L * whose cardinality is bounded above by a constant c 10 (d) such that for every q satisfying O[q] = O[r] and any two distinct nontrivial K-embeddings σ, η of K(r) into L, we have:
Now for any two pairs of distinct embeddings (σ 1 , η 1 ) and (σ 2 , η 2 ), using:
we conclude that there are only finitely many possibilities for
We conclude that there is a finite set T r ⊆ P(L) whose cardinality is bounded above by a constant c 11 (d) such that for every algebraic integer q satisfying
, then there are at least two denoted by q and q * such that the two points ((σ(q) − η(q))) (σ,η) and
In other words, there exists u ∈ L * such that:
= u for any distinct σ and η.
By (1), we have that u ∈ O * σ,η for any distinct σ and η. Since
Hence u ∈ O * thanks to integral closedness of O. Now (2) with σ = id implies that the element q − uq * ∈ K(r) is invariant under every K-embedding of K(r). Hence q − uq * ∈ O. This proves the first assertion in Theorem 3.3. For the remaining assertion, note that O ⊂Q * and K is now a number field. By Theorem 2.6 the finite sets S r ⊆ L * and T r ⊆ P(L) could be determined effectively. Now fix a point (t (σ,η) ) ∈ T r , we show how to effectively determine all algebraic integers q such that O[q] = O[r] and the two points (σ(q) − η(q)) and (t (σ,η) ) in P(L) coincide. In other words, we need to determine x ∈ L * such that the system of equations:
Note that if x ∈ L * is a choice such that (3) has a solution q satisfying O[q] = O[r] then for every unit w ∈ O * , xw is another choice with a solution qw of (3) satisfying
Hence it suffices to determine the images of all such x inside the quotien L * /O * . Write t = (σ,η) t σ,η . The system (3) together with Proposition 2.1 gives:
. To make such a choice, we simply need the group of roots of unity in K and a choice of generators for the "free part" of O * . This can be done effectively (compare Remark 3.6). Now (4) implies that
for some 1 ≤ i ≤ M . Hence the list of possibilities for the image of x in L * /O * can be effectively determined.
To finish the proof, given x ∈ L * , we explain how to find all solutions q of (3) (1, η(r), . . . , η(r)
where η ranges over all (including the identity) K-embeddings of K(r). In particular, the first row of D is (1, r, r 2 , . . . , r Remark 3.6. In fact, the set S r and T r in the proof above can be determined effectively thanks to the result of Evertse and Győry [EG13] 
) for every n ∈ N. We have:
Lemma 4.1. The exists a bound c 12 (d) depending only on d for Q and R.
Proof. In fact, Q are R are bounded above by the order s of the group of roots of unity in L * , as follows. For every σ ∈ Gal(L/K), if σ(q Q ) = q Q then σ(q)/q is a root of unity. Hence we have σ(q We need the following result for the proof of Theorem 1.4; it is a special case of Corollary 1.5. Proof. We use the same idea as in the proof of Theorem 3.3. Since q n / ∈ K for every n ∈ N, there is σ ∈ Gal(L/K) such that σ does not fix q n for every n ∈ N.
Let G be the subgroup of L * generated by the units in O[q, σ(q)], q and σ(q). Then the rank of G is bounded in terms of d only. We have that (u In other words, σ fixes q m2−m1 , contradicting the choice of σ.
Finally, we have the following which can be proved using a similar idea:
Proof. We may assume
is not a subgroup of Gal(L/K(q Q )). Thus we can choose σ ∈ Gal(L/K(r R )) such that σ does not fix q n for any n ∈ N. Now it suffices to prove that there is a constant c 15 For every such (m, n), write n =ñR + ℓ. As before, there is a unit u m,n of the
Let G be the subgroup of L * generated by the units of the ring O[q, σ(q), r, σ(r)], q, σ(q), and r. Then the rank of G is bounded in terms of d only. We have that q 
In other words, σ fixes q mj −mi , contradicting the choice of σ. This finishes the proof.
Remark 4.5. The proof of Proposition 4.4 proves the following slightly more general result which will be needed later; we will not use it in the proof of Theorem 1.4. Without assuming that {r n : n ∈ N} ∩ O = ∅ (we still assume that {q n : n ∈ N} ∩ O = ∅), the proof of Proposition 4.4 actually shows that if
4.2. Proof of Theorem 1.4. By Proposition 4.4, we may assume that K(q Q ) = K(r R ); denote this field by K o . As in the proof of Proposition 4.4, it suffices to fix 0 ≤ k ≤ Q − 1 and 0 ≤ ℓ ≤ R − 1, and show that there are at most
, m ≡ k modulo Q, and n ≡ ℓ modulo R. Once this is done, the desired constant c 3 (d) in the conclusion of Theorem 1.4 can be taken to be QRc 17 (d) (note Lemma 4.1). The convenience of doing this is that we can fix
. We have the following tower of fields:
Define:
, m ≡ k mod Q, and n ≡ ℓ mod R}.
Let G be the subgroup of L * generated by the units of the rings O[q, σ(q), r, σ(r)] for σ ∈ Gal(L/K) and by all the conjugates of q and r over K. For (m, n) ∈ W k,ℓ , as in the proof of Theorem 3.3, for every
is a solution of the unit equation (6) x + y + z = 1 with (x, y, z) ∈ G 3 .
Note that x m,n,σ = x m,n,τ and u m,n,σ = u m,n,τ if the two cosets σ Gal(L/F ) and τ Gal(L/F ) coincide. Since the rank of G is bounded in terms of d only, by Corollary 2.4, the number of nondegenerate solutions is at most c 18 (d). We have the following:
, there are at most c 18 (d) many (m, n) ∈ W k,ℓ such that the solution x m,n,σ of (6) is nondegenerate.
Proof. Assume there are more than c 18 (d) pairs (m, n) ∈ W ℓ such that x m,n,σ is degenerate. Recall that c 18 (d) is a bound on the number of solutions of (6), hence there are two distinct pairs (m 1 , n 1 ) and (m 2 , n 2 ) such that (7) x m1,n1,σ = x m2,n2,σ .
We may assume m 1 = m 2 , the case n 1 = n 2 is completely analogous. Without loss of generality, assume m 1 < m 2 . Equation (7) implies:
In other words, σ fixes q m2−m1 . Note that 
We will show that this is impossible.
For any coset σ Gal(L/F ) with σ / ∈ Gal(L/K o ), degeneracy of xm ,ñ,σ falls into one of the following two types (note that we always have σ(qm) = qm since σ / ∈ Gal(L/F )): Type I: qm = um ,ñ,σ rñ and um ,ñ,σ σ(rñ) = σ(qm). This implies σ, hence every element in the coset σ Gal(L/F ), fixes qm rñ .
Type II: qm = −um ,ñ,σ σ(rñ) and −um ,ñ,σ rñ = σ(qm). This implies σ, hence every element in the coset σ Gal(L/F ), fixes qmrñ. Note that it is possible that both types happen for the same coset σ Gal(L/F ).
and H 2 := Gal(L/K(qmrñ)). We have proved the following:
We need the following well-known lemma in group theory:
Lemma 4.7.
(a) A group cannot be the union of two proper subgroups. (b) If a group A is the union of three proper subgroups A 1 , A 2 , and A 3 then [A :
is a normal subgroup of A and the quotient is isomorphic to the Klein four-group.
Proof. Part (a) is an easy exercise. Part (b) is a classical result attributed to Scorza. See, for example, [BBM70] for a proof.
Then we have:
Lemma 4.8. Gal(L/K) is equal to H 1 or H 2 , but not both.
Proof. Assume both H 1 and H 2 are proper subgroups of Gal(L/K) (note that Gal(L/K o ) is a proper subgroup by the assumption on q and r), then Lemma 4.7 implies that Gal(L/K o ), H 1 , and H 2 are distinct subgroups of index 2 in Gal(L/K).
Hence the fields K o , K qm rñ , K(qmrñ) are distinct fields of degree 2 over K. Since the elements qm rñ QR and (qmrñ) QR belong to the intersection of K o with each of the remaining 2 fields, they belong to
The last assertion is easy: suppose Gal(L/K) = H 1 = H 2 , then both qm rñ and qmrñ belong to K. Hence q 2m ∈ K, contradiction.
We can now complete the proof of Theorem 1.4 by showing that (m,ñ) must belong to A O,q,r ∪ B O,q,r ∪ C O,q,r . We divide into 2 cases:
Case 1: Gal(L/K) = H 1 . This gives qm rñ ∈ K. We claim that there must be at least one coset σ Gal(L/F ) with σ / ∈ Gal(L/K o ) such that the degeneracy of xm ,ñ,σ falls into Type I. Otherwise if every degeneracy is of Type II, we have 
for a 0 , . . . , a d ′ −1 ∈ O. Therefore:
is the minimal polynomial of rñ over K. In particular:
where N F/K denotes the norm map associated to the extension F/K. This implies:
Our choice of the coset η Gal(L/F ) gives:
Together with (10), we have:
We now have two smaller cases: Case 2.1:
is the conjugate of rñ that is different from rñ. Equation (12) 5. An addendum to Theorem 1.4
For the sake of completeness, we explain how to describe all pairs (m, n) such that O[q m ] = O[r n ] without the condition that {q n , r n : n ∈ N} ∩ O = ∅. This section, though somewhat lengthy due to various cases to be considered, is rather elementary. The notations d, L, Q, and R are as in the beginning of Section 4.1. Without loss of generality, we assume that r R ∈ O. We recall the following:
Proof. See Remark 4.5 (and Remark 4.2), note that K(r R ) = K.
For the rest of this section, we assume q Q ∈ O thanks to Proposition 5.1. As in the proof of Theorem 1.4, we fix 0 ≤ k ≤ Q − 1 and 0 ≤ ℓ ≤ R − 1 and describe the set:
It is easy to show that W k,0 = W 0,ℓ = ∅ if k = 0 and ℓ = 0. On the other hand:
Hence from now on we may assume k, ℓ > 0. We also assume K(q k ) = K(r ℓ ) and denote this field by F (otherwise W k,ℓ = ∅). We have the tower of fields:
As before, for every (m, n) ∈ W k,ℓ and every σ ∈ Gal(L/K) with σ / ∈ Gal(L/F ), there is a unit u m,n,σ (depending only on the coset σ Gal(L/F )) such that:
Note that σ fixes q m−k and r n−ℓ , we have:
which depends only on k, ℓ, and the coset σ Gal(L/F ). If there are two distinct pairs (m 1 , n 1 ) and (m 2 , n 2 ) in W k,ℓ , equation (13) Proof. Perhaps only part (c) needs further explanation. The assertion (m 2 − m 1 )(n 2 − n 1 ) > 0 follows from (14) and the assumption that q and r are not unit over O. The set of (M, N ) ∈ Z 2 such that q QM r RN ∈ O * is a Z-module of rank at most 1 since neither q nor r is a unit over O.
It has rank 1 and a basis (M, N ) ∈ N 2 due to (14). The last assertion follows from (14) which implies that m 2 − m 1 Q , n 2 − n 1 R is an integral multiple of the basis (M, N ).
Assumption 5.3. The following assumption is only needed when one is concerned with the effectiveness of the results in the rest of this section. Since O is a Noetherian integrally closed domain, if q is not a unit (respectively r is not a unit), there are only finitely many minimal primes ideal q (respectively r) containing q (respectively r), each of the q (respectively r) has height 1, and the localization O q (respectively O r ) is a DVR [Mat80] . For each such q (respectively r), let v q denote the corresponding valuation on K normalized so that v q (K * ) = Z (respectively v r (K * ) = Z). We make the following assumption: it is possible to effectively determine all the minimal primes q (respectively r) containing q (respectively r) and to compute an extension on L for each of the valuations v q (respectively v r ).
Remark 5.4. Under Assumption 5.3, by choosing one minimal prime q containing q and using the valuation v q , we can effectively determine the number m 1 in (13). The pair (M, N ) in part (c) can be determined effectively by using all the valuations v q and v r . If such pair (M, N ) does not exist, then either W k,ℓ = ∅ or W k,ℓ contains at most one element; in both cases the set W k,ℓ can be computed thanks to (13).
From now on, we assume that neither q nor r is a unit, there is a minimal pair
shows that W k,ℓ has the minimal element denoted (m,ñ) such that every (m, n) in W k,ℓ has the form (m + tQM,ñ + tRN ) for some t ∈ N ∪ {0}. We finish this section by solving the following two problems: I: explain how to obtain an upper bound form andñ. Once this is done, by verifying the equation
for m and n within such a bound, we could decide whether W k,ℓ is empty or not. II: given (m,ñ), explain how to find all t such that (m+tQM,ñ+tRN ) ∈ W k,ℓ .
This completely describes W k,ℓ . For the rest of this section, c 21 , c 22 , . . . denote positive constants depending on K, q, and r. These constants can be computed under Assumption 5.3. We have:
Lemma 5.5. There is a positive constant c 21 ≥ 1 such that:ñ ≤ c 21m andm ≤ c 21ñ .
Proof. By picking one valuation v q and one valuation v r , we can use (13) to prove this lemma easily.
Let d
′ := [F : K] ≥ 2, we can uniquely write:
For every t ∈ Z, using q tQM = u t r tRN and r tRN = u −t q tQM , we have the following:
where Since we have bounded (m,ñ) in terms of K, q, and r, the below bounds, which apparently depend on (m,ñ), indeed depend only on K, q, and r. It is obvious that the two conditions "a i = 0 for some 2 ≤ i ≤ d Proof. To prove the first assertion, pick 2 ≤ i ≤ d ′ − 1 such that a i = 0. By using a valuation v r , we have that for sufficiently large t ∈ N, the coefficient: Hare actually study the equation disc Q (q n ) = disc Q (r n ). Using Definition 2.2, they expand both sides to conclude that a certain linear recurrence sequence vanishes at n. Their definition of being "full rank" mentioned at the beginning of this paper makes it relatively easy to study the degeneracy of the resulting linear recurrence sequence.
On the other hand, we can ask the problem of describing all (m, n) such that disc K (q m ) disc K (r n ) ∈ O * . Again, we can use Definition 2.2 to expand disc K (q m ) and disc K (r n ) and get a unit equation, then Theorem 2.3 provides a bound on the number of nondegenerate solutions. However, there are two issues. First, it does not seem entirely obvious how to get the exact relation (such as the relations described in the sets A O,q,r , B O,q,r , and C O,q,r ) from "too many" degenerate solutions.
Second, by studying the property disc K (q m ) disc K (r n )
∈ O * alone, we can never rule out the case, say, q m = uσ(r n ) for some conjugate σ(r n ) of r n and some u ∈ O * . On the other hand, Theorem 1.4 indicates that (except finitely many (m, n)) the case q m = uσ(r n ) (with σ(r n ) = r n ) can only happen when q m and r n have degree 2 over K.
