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Referat
Die Arbeit behandelt Methoden zur Analyse bzw. Synthese elektromechanischer Sys-
teme mit endlichem Freiheitsgrad (EMS). Dabei wird von einer einheitlichen ma-
thematischen Modellierung solcher Systeme basierend auf dem Prinzip der virtuel-
len Arbeit in Lagrange’scher Fassung ausgegangen. Die Anwendung dieses Prinzips
gru¨ndet sich auf die Graphentheorie zur Beschreibung topologischer Zusammenha¨nge so-
wie auf Starrko¨rpermechanik und Kirchhoff-Theorie zur Gewinnung eines einheitlichen
differenzial-algebraischen Systems der Bewegungsgleichungen und Zwangsbedingungen.
Als Analysemethoden fu¨r strukturfeste EMS werden neben der numerischen Integration
die Bestimmung von Gleichgewichtszusta¨nden und die Herleitung der linearisierten Glei-
chungen zur Schwingungsanalyse dargelegt. Einer der beiden Hauptinhalte der Arbeit ist
die einheitliche Modellierung und Behandlung von strukturvariablen EMS. Dazu werden
Pha¨nomene der Strukturvariabilita¨t doma¨nenunabha¨ngig als unilaterale Bindungen auf-
gefasst und mittels komplementa¨rer Variablen beschrieben. Das kombinatorische Problem
der Strukturfindung wird mittels eines linearen Komplementarita¨tsproblems gelo¨st.
Die Synthese eines EMS wird als inverses Problem der Dynamik aufgefasst. Eine Lo¨sung
dieser Aufgabe bei gegebener Struktur kann mittels Parameteroptimierung erfolgen. Der
zweite Hauptinhalt der Arbeit ist die nichtlineare dynamische Steuerung von EMS als die
Lo¨sung des inversen Problems bei fester Gesamtkonfiguration. Dazu wird ein so genann-
ter erweiterter PD-Regler – bestehend aus einer nichtlinearen Vorsteuerung auf Basis der
inversen Dynamik des EMS und einer linearen Ru¨ckfu¨hrung des Lage- und Geschwindig-
keitsfehlers – entworfen, der das gesamte EMS um einen Sollkonfigurationenraum regelt.
Die globale asymptotische Stabilita¨t dieses Regelgesetzes wird durch explizite Konstruk-
tion einer Lyapunov-Funktion nachgewiesen.
Einige Beispiele zur Anwendung der aufgefu¨hrten Analyse- und Synthesemethoden runden
die Arbeit ab.
Schlagwo¨rter
Mechatronik, diskretes elektromechanisches System, einheitliche mathematische Modellie-
rung, Prinzip der virtuellen Arbeit, Lagrange-Formalismus, Strukturvariabilita¨t, unilate-
rale Bindung, lineares Komplementarita¨tsproblem, inverse Problemstellung, nichtlineare
dynamische Steuerung, erweiterter PD-Regler, Lyapunov-Funktion
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digkeiten auf Zeitableitungen von elektrischen Stro¨men
d
(m,e)
κ2ϑL
Koeffizientenmatrix fu¨r den Einfluss gesto¨rter elektrischer Stro¨me auf
mechanische Beschleunigungen
d
(m,m)
κ2ξ2
Koeffizientenmatrix fu¨r den Einfluss gesto¨rter mechanischer Geschwin-
digkeiten auf mechanische Beschleunigungen
dm Massenelement
ds Linienelement
dy Wegelement
dA Fla¨chenelement
dC Kapazita¨tselement
dV Volumenelement
D Gebiet des Konfigurationenraumes, Rayleigh’sche Dissipationsfunktion
D, D1, D2 Diode
D1, D2 Anteile der Dissipationsfunktion vom Homogenita¨tsgrad 1 bzw. 2
bzgl. q˙a
e Lagefehlervektor
ea1 Abweichung zwischen tatsa¨chlichem und vorgegebenem Wert der
Koordinate qa1 , Lagefehler
e˙a1 Geschwindigkeitsfehler
e¨a1 Beschleunigungsfehler
Ei
(r) Drehmatrix
E
k
i
(r) Drehmatrix des Ko¨rpers Bk
f Inzidenzfunktion, reelle Funktion
f ′ Inzidenzfunktion eines Subgraphen, Funktionalableitung von f
fa Differenzialgleichungssystem
fa1 rheonome Bindung, Definition des Zielkonfigurationenraumes
f c1α, f
j0
µ, f
	1
α Koeffizientenmatrix der kinematischen Zwangsbedingungen
fi Zweigrelation
fj Gelenkfreiheitsgrad des Gelenks j
fS0 Indikatorfunktion fu¨r ΓS0-Schalter
fS× Indikatorfunktion fu¨r ΓS×-Schalter
f˜ ξ1	1 Inverse der Matrix f
	1
ξ1
Fel Quasifreiheitsgrad des elektrischen (Teil-)Systems
Fg Summe der Gelenkfreiheitsgrade
Fme Freiheitsgrad des mechanischen (Teil-)Systems
F ξξ2 orthogonales Komplement zu f
ξ1
ξ
g Anzahl der Gelenke, Gravitationskonstante, Matrix
g0 Potenzialanteil generalisierter Kra¨fte ausschließlich infolge Ladungs-
bzw. Stromquellen
gj0 Quellladung im Zweig j
gab Metrik, verallgemeinerte Tra¨gheitsmatrix
g¯jS LCP-Variablenvektor
gN skalarer Wert des Abstandsvektors zwischen zwei Ko¨rpern
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giN gN des potenziellen Kontaktes i
g˙iN Relativgeschwindigkeit in Normalenrichtung (bei Kontakt i)
g¨iN Relativbeschleunigung in Normalenrichtung (bei Kontakt i)
g˙T Relativgeschwindigkeit in Tangentialrichtung
g¨T Relativbeschleunigung in Tangentialrichtung
g˙iT Relativgeschwindigkeit in Tangentialrichtung (bei Reibpaarung i)
g¨iT Relativbeschleunigung in Tangentialrichtung (bei Reibpaarung i)
gαβ Koeffizienten der Lagrange-Funktion, Metrik des Ereignisraumes
g¯αβ Koeffizienten der kinetischen Energie
gκλ, g¯κλ verallgemeinerte Massenmatrix
g˘κ1λ1 , g˘µ1ν1 Kurzschreibweise fu¨r bestimmte aus der Metrik abgeleitete Terme
gλκ Inverse der Matrix gκλ
gµν Matrix der generalisierten Induktivita¨ten
gν Vektor
G Geru¨st eines Graphen
Gκ1λ1 , Gµ1ν1 Kurzschreibweise fu¨r bestimmte aus der Metrik abgeleitete Terme
Gµ1Rν1R Kurzschreibweise fu¨r bestimmte aus rµRνR abgeleitete Terme
h Plattenabstand bei entspannten Federn
hch holonome Zwangsbedingung des EMS
hj0, hjS holonome Zwangsbedingung des elektrischen (Teil-)Systems
hAI Plattenabstand fu¨r Kapazita¨tselement (erster Quadrant)
hPI Plattenabstand fu¨r U¨berdeckungskreismittelpunkt (erster Quadrant)
hσh , hσ1 holonome Zwangsbedingung des mechanischen (Teil-)Systems
hσaκ Koeffizientenmatrix anholonomer Zwangsbedingungen
hiN Kontaktabstandsfunktion in Normalenrichtung
H Hamilton-Funktion
H , H(G) Cogeru¨st eines Graphen, Indexmenge der Cogeru¨stkanten
H0 Indexmenge der Cogeru¨stkanten mit Stromquellen
H∗ Indexmenge der Cogeru¨stkanten ohne Stromquellen, Indexmenge der
generalisierten elektrischen Koordinaten bei Formulierung in Mini-
malkoordinaten
H∗1 Indexmenge der dynamisch zu steuernden generalisierten elektrischen
Koordinaten
H∗2 Indexmenge der unabha¨ngigen generalisierten elektrischen Koordina-
ten
HC0 Indexmenge der HC-Cogeru¨stkanten mit geo¨ffneten (stromlosen)
Schaltern
HC× Indexmenge der HC-Cogeru¨stkanten mit geschlossenen (stromfu¨hren-
den) Schaltern
H∗C Indexmenge der HC-Cogeru¨stkanten ohne Stromquellen und ohne
Schaltbauelemente
HL Indexmenge der Fundamentalkreise mit Induktoren
HR Indexmenge der Fundamentalkreise ohne Induktoren aber mit Resis-
toren
HC Indexmenge der Fundamentalkreise ohne Induktoren und Resistoren
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aber mit Kondensatoren
HL0, HL1, HL2 Zerlegung der Indexmenge HL bzgl. der Existenz weiterer Bau-
elemente (Resistoren, Kondensatoren)
HR0, HR1 Zerlegung der Indexmenge HR bzgl. der Existenz weiterer Bau-
elemente (Kondensatoren)
HS Indexmenge der Cogeru¨stkanten mit Schaltbauelementen
H¯S Indexmenge der Cogeru¨stkanten von schalterbehafteten Fundamental-
kreisen
HS0 Indexmenge der Cogeru¨stkanten mit geo¨ffneten (stromlosen) Schaltern
HS× Indexmenge der Cogeru¨stkanten mit geschlossenen (stromfu¨hrenden)
Schaltern
HsS Indexmenge der ”
schaltbaren“ Schaltbauelemente (auf Cogeru¨stkanten)
i Element der Indexmenge aller potenziellen Kontakte, Element der
Indexmenge aller Reibpaare
i, j, k, l Element der Indexmenge aller Kanten eines Graphen, Element der
Indexmenge aller Zweige des elektrischen Netzwerkgraphen
i0, j0 Index fu¨r stromquellenbehafteten Zweig
iS, jS Index fu¨r schalterbehafteten Zweig
I elektrischer Strom, Indexmenge fu¨r die Zustandsgro¨ßen des elektri-
schen Teilsystems (bei dessen Darstellung mittels Differenzial-
gleichungen erster Ordnung), Einheitsmatrix
Ij Zweigstrom
IK Indexmenge aller potenziellen Kontakte des mechanischen
(Teil-)Systems
IKS Indexmenge aller ”
schaltbaren“ Kontakte des mechanischen
(Teil-)Systems
IR Indexmenge aller Reibpaare des mechanischen (Teil-)Systems
IRS Indexmenge aller ”
schaltbaren“ Reibpaare des mechanischen
(Teil-)Systems
j0L, j0R, j0C Element der Indexmenge Γ0L, Γ0R bzw. Γ0C
jSL, jSR, jSC Element der Indexmenge ΓSL, ΓSR bzw. ΓSC
J Indexmenge der generalisierten mechanischen Koordinaten, Ziel-
funktion, Zielfunktional
J1 Indexmenge der dynamisch zu steuernden generalisierten mechani-
schen Koordinaten
J b1 , J
d
1 , J
s
1 Zerlegung der Indexmenge J1 bzgl. verwendeter Antriebsprinzipien
J2 Indexmenge der unabha¨ngigen generalisierten mechanischen Koordi-
naten
Jca Indexmenge der anholonomen Zwangsbedingungen
Jch Indexmenge der holonomen Zwangsbedingungen
k Knotenindex, Ko¨rperindex, Volumenkraftdichte
k
(e,m)
µL′ξ2
Koeffizientenmatrix fu¨r den Einfluss gesto¨rter mechanischer Koordi-
naten auf Zeitableitungen von elektrischen Stro¨men
k
(m,e)
κ2ϑLR
Koeffizientenmatrix fu¨r den Einfluss gesto¨rter elektrischer Ladungen
auf mechanische Beschleunigungen
XV
k
(m,m)
κ2ξ2
Koeffizientenmatrix fu¨r den Einfluss gesto¨rter mechanischer Koordi-
naten auf mechanische Beschleunigungen
K Anzahl der Ko¨rper
Ka1b1 Matrix der Regler-Versta¨rkungsfaktoren fu¨r Geschwindigkeitsfehler
K
k
(i) am Ko¨rper Bk eingepra¨gte resultierende Kraft
Kqq Gainfaktor fu¨r Abweichung des elektrischen Stromes
Kxx Gainfaktor fu¨r Abweichung der mechanischen Geschwindigkeit
l zyklomatische Zahl
lµν Matrix der generalisierten Induktivita¨ten
lνµ Inverse der Matrix lµν
lνLµL Inverse der Submatrix lµLνL
L Anzahl der unabha¨ngigen kinematischen Schleifen, Induktor, Indukti-
vita¨t
L0 maximale Induktivita¨t
Lij Matrix der Induktivita¨ten (Induktormatrix)
LˆjSLiSL Koeffizientenmatrix
L(k) Nummer des Vorga¨ngerko¨rpers zum Ko¨rper Bk
m Quasifreiheitsgrad des elektrischen (Teil-)Systems, Masse
m
k
Masse des Ko¨rpers Bk
m1 Anzahl der dynamisch zu steuernden generalisierten elektrischen Koor-
dinaten
m2 Anzahl der unabha¨ngigen generalisierten elektrischen Koordinaten
mt momentaner Freiheitsgrad des elektrischen (Teil-)Systems
mI Ma¨chtigkeit der Indexmenge I
m# Anzahl der Cogeru¨stkanten
m∗ Anzahl der Bewegungsgleichungen des elektrischen (Teil-)Systems,
reduzierter Quasifreiheitsgrad des elektrischen (Teil-)Systems
infolge algebraischer Gleichungen
M Fundamentalkreis in einem Graphen
M
k
ij schiefsymmetrischer Tensor des am Ko¨rper Bk eingepra¨gten resultie-
renden Momentes
n Dimension, Freiheitsgrad des mechanischen (Teil-)Systems
n1 Anzahl der dynamisch zu steuernden generalisierten mechanischen
Koordinaten
n2 Anzahl der unabha¨ngigen generalisierten mechanischen Koordinaten
N Anzahl der Knoten eines Graphen
O Ursprung des Inertialkoordinatensystems
p Anzahl der Komponenten eines Graphen
p
(e,m)
µR1ξ2
Koeffizientenmatrix fu¨r den Einfluss gesto¨rter mechanischer Koordi-
naten auf elektrische Stro¨me
P Punkt, Leistung
q repra¨sentierender Punkt
q0 Sollladung
q0 Zeit t
XVI
q1, q2, q3 Fundamentalkreisladungen
qa generalisierte Koordinate
q˙1, q˙2, q˙3 Fundamentalkreisstrom
q˙a generalisierte Geschwindigkeit
q¨a generalisierte Beschleunigung
qa1 dynamisch zu steuernde generalisierte Koordinate
qa10 (zeitabha¨ngiger) Sollwert fu¨r eine dynamisch zu steuernde generali-
sierte Koordinate
qa2 unabha¨ngige generalisierte Koordinate
qj0 Ladungsanteil im Zweig j infolge aller Stromquellen des elektrischen
(Teil-)Systems
q1sl, q
2
sl Fundamentalkreisladung zum aktuell letzten Schaltzeitpunkt
˙¯q 1 Zweigstrom
q˙j0 Stromanteil im Zweig j infolge aller Stromquellen des elektrischen
(Teil-)Systems
˙¯qg Gatestrom eines Thyristors
q¯j Zweigladung
˙¯qj Zweigstrom
q¯j0 Ladungsanteil im Zweig j infolge der zweigeigenen Stromquelle
˙¯qj0 Stromanteil im Zweig j infolge der zweigeigenen Stromquelle
¨¯qj0 Anteil der Stromableitung im Zweig j infolge der zweigeigenen Strom-
quelle
˙¯qsH Haltestrom eines Thyristors im Zweig s
qκ, qλ, q	, qσ generalisierte mechanische Koordinate
qµ Ladung im Fundamentalkreis µ
q˜µ Fundamentalkreisladung nach Hauptachsentransformation
qµτ Fundamentalkreisladung zum vorhergehenden Integrationsschritt
q˙µ Strom im Fundamentalkreis µ
˙˜q
µ
Fundamentalkreisstrom nach Hauptachsentransformation
qµ, qν , qω generalisierte elektrische Koordinate
qϕ, qχ, qη Zustandsgro¨ße des elektrischen Teilsystems
q˙χ Zeitableitung der Zustandsgro¨ße des elektrischen Teilsystems
Q quadratische Form
Q, Qi
j , Qi
ν Fundamentalschnittmatrix
Q∗a verallgemeinerte ”
Kraft“, d.h. generalisierte mechanische Kraft oder
elektrische Maschenspannung
Q˘a Zusammenfassung verschiedener generalisierter Kra¨fte bzw. Span-
nungen
Qκ generalisierte Kraft
Q˜κ Zusammenfassung verschiedener Anteile generalisierter Kra¨fte
Q
(0)
κ , Q
(1)
κ , Q
(2)
κ Klasseneinteilung generalisierter Kra¨fte bzgl. Zustandsfunktionen
Q˜
(0)
κ generalisierte Kra¨fte infolge Ψ˜
Q˜
(1)
κ generalisierte Kra¨fte infolge ω˜
(el)
0
Q
(el)
κ generalisierte elektrisch erzeugte Kraft
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Q
(me)
κ generalisierte rein mechanische Kraft
Q
(S)
κ sonstige generalisierte Kra¨fte
QˆµR , Q¯µC Zusammenfassung verschiedener Anteile generalisierter Spannungen
r Anzahl aller Zwangsbedingungen eines EMS, reelle Zahl, Polarkoordi-
nate des Fla¨chenelementes
r0 Anzahl der Kanten mit Stromquellen
raG Anzahl der algebraischen Gleichungen des elektrischen (Teil-)Systems
rh Anzahl der holonomen Zwangsbedingungen eines EMS
rk statische und dynamische Kennwerte zur Bestimmung von Zielfunk-
tion oder Zielfunktional bei der Optimierung
rm Anzahl aller Zwangsbedingungen des mechanischen (Teil-)Systems
rma Anzahl der anholonomen Zwangsbedingungen des mechanischen
(Teil-)Systems
rmh Anzahl der holonomen Zwangsbedingungen des mechanischen
(Teil-)Systems
rS Anzahl der elektrischen Schaltbauelemente
rκ0 Absolutanteil der zugelassenen Kraftgesetze
rκλ Koeffizientenmatrix der zugelassenen Kraftgesetze
rµν Koeffizientenmatrix bei Resistoren, Matrix der generalisierten
Resistoren
r˜µν rµν erweitert um Anteile infolge explizit zeitabha¨ngiger Induktivita¨ten
r˘µ1Rν1R Kurzschreibweise fu¨r bestimmte aus rµRνR abgeleitete Terme
rνµ Inverse der Matrix rµν
rνRµR Inverse der Submatrix rµRνR
R0, R1, R2, R3 Ohm’scher Widerstand
Ra generalisierte Reaktionen
Ra1 generalisierte Reaktionskra¨fte/-spannungen, generalisierte Steuer-
kra¨fte/-spannungen
RPDa1 Ausgangsvektor der linearen PD-Ru¨ckfu¨hrung
Rij Resistormatrix
R˜jSiS LCP-Koeffizientenmatrix
RˆjSRiSR Koeffizientenmatrix
Rk Kurzschlusswiderstand
Rmin, Rmax minimaler bzw. maximaler Widerstandswert
R¯q Steuerspannung
R¯x Steuerkraft
R¯
(fb)
x lineare Ru¨ckfu¨hrung (feedback)
R¯
(ffe)
x elektrisch erzeugter Anteil der nichtlinearen Vorsteuerung (feed
forward)
R¯
(ffm)
x rein mechanischer Anteil der nichtlinearen Vorsteuerung (feed forward)
RK Radius des U¨berdeckungskreises
Rκ, Rµ generalisierte Reaktionskra¨fte bzw. -spannungen
R¯κ1, R¯µ1 modifizierte generalisierte Steuerkra¨fte bzw. -spannungen
RP
µ1R
Ausgangsvektor der linearen P-Ru¨ckfu¨hrung
XVIII
RSµ generalisierte Reaktionsspannungen infolge fiktiver Stromquellen (d.h.
geo¨ffneter Schalter)
s Starrko¨rperkoordinatenindex, Element der Indexmenge ΓS
sp Systemparameter bzw. Optimierungsvariable
sαβ Koeffizienten der Dissipationsfunktion
sκ, sµ Koeffizienten des in den Geschwindigkeiten linearen Anteils der Dissi-
pationsfunktion
sµν symmetrischer Anteil der Matrix der generalisierten Resistoren
S Fundamentalschnitt durch einen Graphen, Massenmittelpunkt eines
Ko¨rpers, Anzahl der Stromquellen im elektrischen (Teil-)System,
Schalter
t Zeit
t0 fester Zeitpunkt
ts potenzieller Schaltzeitpunkt
tsl letzter vergangener Schaltzeitpunkt
T kinetische Energie, Transformationsmatrix
T0, T1, T2 Anteile der kinetischen Energie vom Homogenita¨tsgrad 0, 1 bzw. 2
bzgl. q˙κ
u, v, w Submatrix
ui Kante eines Graphen
U Potenzial
vµ Maschenspannung (Summe aller Zweigspannungen) im Fundamental-
kreis µ, generalisierte elektrische Spannung
v
(0)
µ , v
(1)
µ , v
(2)
µ Klasseneinteilung der Maschenspannungen bzgl. Zustandsfunktionen
v
(C)
µ , v
(R)
µ Maschenspannungsanteil infolge Kondensatoren bzw. Resistoren
v
(SBE)
µ Maschenspannungsanteil infolge Schaltbauelemente
vµ0 Maschenspannungsanteil infolge Spannungsquellen
v˜µ0 vµ0 erweitert um Anteile infolge Permanentmagnete, Anfangsladungen
oder Stromquellen
vˆµ0 vµ0 erweitert um Anteile infolge Permanentmagnete oder Anfangs-
ladungen
V verallgemeinertes Potenzial, elektrische Spannung, Lyapunov-Funktion
V0 Spannungsquelle
V0, V1 Anteile des verallgemeinerten Potenzials vom Homogenita¨tsgrad 0
bzw. 1 bzgl. q˙a
V D Spannung u¨ber einer Diode
Vg Gatespannung an einem Thyristor
V h gyroskopisches Potenzial, homogener Anteil des verallgemeinerten
Potenzials
Vi Zweigspannung
V
(C)
i kapazitiver Spannungsanteil im Zweig i
V
(L)
i induktiver Spannungsanteil im Zweig i
V
(R)
i resistiver Spannungsanteil im Zweig i
V
(S)
i sonstiger Spannungsanteil im Zweig i
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V
(SBE)
i Spannungsanteil im Zweig i infolge Schaltbauelement
Vi0 Spannungsquelle im Zweig i
V
(C)
i0 Spannungen infolge Anfangsladungen von Kondensatoren
Vin Eingangsspannung
Vns negative ”
Spannungsreserve“ (Betrag einer negativen Spannungs-
differenz zum Schaltpunkt)
Vout Ausgangsspannung
Vps positive ”
Spannungsreserve“ (positive Spannungsdifferenz zum
Schaltpunkt)
Vzs Durchbruchspannung einer Zenerdiode
w˜iN ausschließlich koordinaten- und geschwindigkeitsabha¨ngige Terme der
Relativbeschleunigung in Normalenrichtung
w¯iN Absolutanteil des LCP in Normalenrichtung
wiNκ Koeffizientenvektor der Relativgeschwindigkeit/-beschleunigung fu¨r die
Normalenrichtung des Kontaktes i
w˜iT ausschließlich koordinaten- und geschwindigkeitsabha¨ngige Terme der
Relativbeschleunigung in Tangentialrichtung
w¯iT Anteil der Relativbeschleunigung in Tangentialrichtung
wˆTn j , wˆTp j Absolutanteil des LCP in Tangentialrichtung
wiTκ Koeffizientenvektor der Relativgeschwindigkeit/-beschleunigung fu¨r die
Tangentialrichtung des Reibpaares i
wκλ schiefsymmetrische Koeffizientenmatrix der zugelassenen Kraftgesetze
wµ Maschenspannungsanteil im Fundamentalkreis µ infolge Spannungs-
quellen, Elektrete oder Quellladungen
wµν schiefsymmetrischer Anteil der Matrix der generalisierten Resistoren
W Weg in einem Graphen
We elektrische Energie
W ′m magnetische Coenergie
W ijN Koeffizientenmatrix des LCP in Normalenrichtung
W ijT Koeffizientenmatrix bei Reibkra¨ften in Tangentialrichtung
WTji Koeffizientenmatrix des LCP in Tangentialrichtung
x Plattenabstand, Eisenkernposition
x0 Sollplattenabstand
xa Sto¨rung der generalisierten Koordinate qa, Vektor der Zustands-
variablen, Vektor
xa Vektor
xh Eisenkernposition bei halber Induktivita¨t
xi Vektor
xo, xu oberer bzw. unterer Schleifkontaktweg
x¯s Starrko¨rperkoordinaten
xA, yA Koordinaten des Fla¨chenelementes
xF Abstand bei entspannter Feder
xζ Sto¨rung einer Zustandsgro¨ße des elektrischen Teilsystems (bei dessen
Darstellung mittels Differenzialgleichungen erster Ordnung)
xϑ Sto¨rung einer elektrischen Maschenladung
XX
x˙ϑ Sto¨rung eines elektrischen Maschenstromes
xξ Sto¨rung einer generalisierten mechanischen Koordinate
x˙ξ Sto¨rung einer generalisierten mechanischen Geschwindigkeit
X, Y Knoten eines Graphen
X(r) Schwerpunktkoordinaten
X
k
(r) Schwerpunktkoordinaten des Ko¨rpers Bk
y Koordinate des Kapazita¨tselementes
y, ya, y
a Vektor
z Vektor, Spiegelposition in z-Richtung
z¯, za Vektor
Z Zielfunktion fu¨r Gleichgewichtszustand des gesamten EMS
Ze Zielfunktion fu¨r Gleichgewichtszustand des elektrischen Teilsystems
Zm Zielfunktion fu¨r Gleichgewichtszustand des mechanischen Teilsystems
Gothische Buchstaben
A, B Klassen von Knoten eines Graphen
e(r) normierter Vektor im Inertialsystem
Ei normierter Vektor im Bezugssystem
FN Kontaktkraft in Normalenrichtung
FT Reibkraft in Tangentialrichtung
g Gravitationsvektor
gN Vektor des ku¨rzesten Abstandes zwischen zwei Ko¨rpern
g˙T Zeitableitung des Vektors in Tangentialrichtung zwischen zwei ko¨rper-
festen Punkten eines Reibpaares
k eingepra¨gte Kraft
Lt Menge der zur Zeit t mo¨glichen Lagen
n Einheitsvektor in Normalenrichtung
r, R Ortsvektor
t Einheitsvektor in Tangentialrichtung
U, U′ Menge bzw. Teilmenge aller Kanten eines Graphen
X, X′ Menge bzw. Teilmenge aller Knoten eines Graphen
Griechische Buchstaben
α Bryant- oder Kardanwinkel der Drehung um die ko¨rperfeste x-Achse
β Bryant- oder Kardanwinkel der Drehung um die ko¨rperfeste y-Achse
α, β, γ Elemente der Indexmenge {0, 1, 2, . . .}
γj0αβ Koeffizientenmatrix der dynamischen Zwangsbedingungen des elektri-
schen (Teil-)Systems
γ	1αβ Koeffizientenmatrix der dynamischen Zwangsbedingungen des mecha-
nischen (Teil-)Systems
Γ, Γ′ Graph bzw. Subgraph, Indexmenge der Kanten eines Graphen bzw.
Subgraphen
Γ0 Indexmenge der Kanten mit Stromquellen
Γ0L, Γ0R, Γ0C Zerlegung der Indexmenge Γ0 bzgl. der Inzidenz der jeweiligen strom-
quellenbehafteten Kante mit HL-, HR-, HC-Fundamentalkreisen
XXI
Γ# Indexmenge der Kanten ohne Stromquellen (und ohne Schalter),
Indexmenge der generalisierten Koordinaten bei Formulierung in
Nicht-Minimalkoordinaten
ΓM Messgraph
ΓS Indexmenge der Kanten mit Schaltbauelementen
ΓS0 Indexmenge der Kanten mit geo¨ffneten (stromlosen) Schaltern
ΓS× Indexmenge der Kanten mit geschlossenen (stromfu¨hrenden) Schaltern
ΓsS Indexmenge der ”
schaltbaren“ Schaltbauelemente
ΓSL, ΓSR, ΓSC Zerlegung der Indexmenge ΓS bzgl. der Inzidenz der jeweiligen schal-
terbehafteten Kante mit HL-, HR-, HC-Fundamentalkreisen
Γκαβ, Γ¯καβ, Γµαβ Christoffel-Symbole erster Art
δ positive reelle Zahl, Polarkoordinate des Fla¨chenelementes
δa(·) Variations- oder Eulerableitung
δij Kronecker-Symbol, Einheitstensor (Einheitsmatrix)
δ′A virtuelle Arbeit
∆q¯s Ladungsdifferenz bei Schaltbauelement auf Kante s
∆R Determinante der Resistormatrix
∆t Zeitdifferenz
ε positive reelle Zahl
ε0 Dielektrizita¨tskonstante
εe, εm kleine positive Erga¨nzungsfaktoren
ζµ0 Maschenspannung infolge Elektrete oder Quellladungen
ζˆµ0 Maschenspannung infolge Elektrete
ϑ Faktor zur Maßeinheitenanpassung
ϑ
k
ij Binet’scher Tra¨gheitstensor des Ko¨rpers Bk
κ, λ, , σ, ξ Element der Indexmenge generalisierter mechanischer Koordinaten
λ, λ1, λ2 Reaktionsspannung u¨ber einem Schaltbauelement
λH Haftkraft
λN skalarer Wert der Kontaktkraft in Normalenrichtung
λNi Kontaktkraft in Normalenrichtung des potenziellen Kontaktes i
λT skalarer Wert der Reibkraft in Tangentialrichtung
λTn Haftkraftreserve in negative Richtung
λTp Haftkraftreserve in positive Richtung
λTn i Haftkraftreserve des Reibpaares i in negative Richtung
λTp i Haftkraftreserve des Reibpaares i in positive Richtung
λc1, λi0, λ	1 Lagrange-Multiplikatoren
Λ Lagrange-Funktion
µ, ν, ω, ϑ Elemente der Indexmengen H oder H∗
µ0 Index fu¨r Cogeru¨stkante eines stromquellenbehafteten Fundamental-
kreises, Haftreibungskoeffizient
µC# Element der Indexmenge HL2 ∪HR1 ∪HC
µC˘ Element der Indexmenge HL2 ∪HR1
µC×+ Element der Indexmenge HC× ∪H∗C
µL, µR, µC , Element der Indexmenge HL, HR bzw. HC
µL′ Element der Indexmenge HL2 ∪HL1
XXII
µL1, µL0, µR0 Element der Indexmenge HL1, HL0 bzw. HR0
µLR, µRC Element der Indexmenge HL ∪HR bzw. HR ∪HC
ξ materieller Punkt
ξi ko¨rperfeste Koordinaten
ξ	1 Sto¨rung des Lagrange-Multiplikators λ	1
Ξ Menge aller materiellen Punkte
τi Integrationszeitpunkt
ϕ, χ, η, ζ Element der Indexmenge I
Φκ generalisierte Sto¨rkraft
Φµ generalisierte Sto¨rspannung
ψµ verketteter magnetischer Fluss im Fundamentalkreis µ
ψµ0 verketteter magnetischer Fluss infolge Permanentmagnete oder Strom-
quellen
ψˆµ0 verketteter magnetischer Fluss infolge Permanentmagnete
Ψ magnetomechanisches Copotenzial (auch: magnetische Coenergie)
Ψ˜ Absolutanteil von Ψ
Ψ0, Ψ1, Ψ2 Anteile des magnetomechanischen Copotenzials vom Homogenita¨ts-
grad 0, 1 bzw. 2 bzgl. q˙µ
Ψi verketteter magnetischer Fluss im Zweig i
Ψi0 verketteter magnetischer Fluss infolge Permanentmagnete
ω0 elektromechanisches Potenzial
ω˜
(el)
0 Absolutanteil von ω
(el)
0
ωa, ωκ, ωµ Koeffizienten des verallgemeinerten Potenzials bei den generalisierten
Geschwindigkeiten
Ω Zustandsfunktion
Sonstige Symbole
E
3 Euklid’scher Anschauungsraum
Er, Er0 , Erm durch Zwangsbedingungen aufgespannte Hyperebene des Konfigura-
tionenraumes
R Menge der reellen Zahlen
R
m Konfigurationenraum des elektrischen (Teil-)Systems
R
n Konfigurationenraum des mechanischen (Teil-)Systems
R
(n+m) Konfigurationenraum des EMS
V
n, Vnt Riemann’scher Raum bzw. zeitabha¨ngiger Riemann’scher Raum
∂0 partielle Ableitung nach der Zeit
∂a partielle Ableitung nach q
a
∂˙a partielle Ableitung nach q˙
a
∂¨a partielle Ableitung nach q¨
a
S
”
Summation“ (im Hamel’schen Sinne)
Σ/ keine Summation
∅ leerer Graph
∅ leere Menge
⊕ direkte Summe
XXIII
∀ fu¨r alle
(·)˙ totale Zeitableitung
(·)T Transponierte einer Matrix
(·)∣∣
MT
Maschentransformation
(·)(ij) symmetrischer Anteil eines Tensors (einer Matrix)
(·)[ij] schiefsymmetrischer Anteil eines Tensors (einer Matrix)
(·)(el) Anteil einer Zustandsfunktion zur vollsta¨ndigen Ableitung der genera-
lisierten Spannungen, Anteil einer generalisierten Kraft infolge des
elektrischen Teilsystems, Kennzeichnung diverser Objekte entspre-
chender Zustandsfunktionen und Kra¨fte
(·)(me) Anteil einer Zustandsfunktion zur vollsta¨ndigen Ableitung der genera-
lisierten Kra¨fte, rein mechanischer Anteil einer generalisierten Kraft,
Kennzeichnung diverser Objekte entsprechender Zustandsfunktionen
und Kra¨fte
(·)(+) positiver Teil
(·)(−) negativer Teil
Subindex 1 Kennzeichnung einer abha¨ngigen generalisierten Koordinate oder
(z.B. qa1 , qν
1
L, xa1) Sto¨rung, Kennzeichnung einer dynamisch zu steuernden generali-
sierten Koordinate
Subindex 2 Kennzeichnung einer unabha¨ngigen generalisierten Koordinate oder
(z.B. qa2 , qν
2
L, xa2) Sto¨rung
Abku¨rzungen
CES
”
Constrained electrical system“ (elektrisches System bei Darstellung
in Nicht-Minimalkoordinaten)
CEMS Kombination aus CMS und CES
CMS
”
Constrained mechanial system“ (Mehrko¨rpersystem mit zusa¨tzlichen
Bindungen)
DAE
”
Differential-algebraic equation system“ (differenzial-algebraisches
Gleichungssystem)
DGL Differenzialgleichung
DGLn Differenzialgleichungen
DGL 1.O. Differenzialgleichung erster Ordnung
DGL 2.O. Differenzialgleichung zweiter Ordnung
EMS elektromechanisches System
ES elektrisches System
ETS elektrisches Teilsystem
FEM Finite-Elemente-Methode
FET Feldeffekt-Transistor
FKM Fundamentalkreismatrix
FSM Fundamentalschnittmatrix
GNB Gleichungsnebenbedingungen
GTO Gate-Turn-Off Thyristor
IGBT Insulated-Gate Bipolar Transistor
XXIV
LCP
”
Linear complementarity problem“ (lineares Komplementarita¨ts-
problem)
MKS Mehrko¨rpersystem
MT Maschentransformation
MTS mechanisches Teilsystem
NCP nichtlineares Komplementarita¨tsproblem
P- Proportional-
P-Matrix Matrix mit besonderen Eigenschaften (siehe Anhang C)
PD- Proportional-Differenzial-
PD-Matrix positiv definite Matrix
RLC- Resistor-Induktor-Kondensator-
UNB Ungleichungsnebenbedingungen
Kapitel 1
Einleitung
1.1 Das Selbstversta¨ndnis der Mechatronik
Auf vielen Gebieten in Forschung und Industrie ist die aktuelle Entwicklung durch zuneh-
mende Komplexita¨t und fortschreitende Miniaturisierung gekennzeichnet. Ein wichtiges
charakteristisches Merkmal heutiger High-Tech-Produkte ist die integrierte Funktiona-
lita¨t physikalisch heterogener Substrukturen. Dabei wird die unmittelbare Kopplung ver-
schiedener physikalischer Wirkprinzipien auf engstem Raum erga¨nzt durch lokale Infor-
mationsverarbeitung zur Regelung/Steuerung des dynamischen Systemverhaltens. Dieses
interdisziplina¨re Wechselspiel findet seinen Ausdruck in einer eher noch jungen Technik-
disziplin – der Mechatronik.
Mechatronische Systeme sind schon seit vielen Jahren im Einsatz. Die Entwicklung
solcher Systeme erfolgte anfangs mit den klassischen Entwurfsmethoden aus Mechanik
und Elektrotechnik. Die gegenseitigen Wechselwirkungen wurden meist nur in einge-
schra¨nktem Umfang betrachtet. In ju¨ngster Zeit zeigt sich allerdings einerseits eine stark
wachsende Verbreitung solcher Systeme und andererseits deren atemberaubende Minia-
turisierung. Die Integration von Komponenten verschiedener Fachdisziplinen in heutige
mechatronische Systeme (Heterogenita¨t) und deren hohe Komplexita¨t stellen besonders
hohe Anforderungen an den Entwurfs- und Entwicklungsprozess. Dadurch wird fu¨r die
entsprechenden Analyse- und Synthesemethoden eine immer bessere mathematische Mo-
dellierung notwendig. Daru¨ber hinaus ist zunehmend der Trend festzustellen, dass die
klassischen Entwicklungsmethoden aus Mechanik und Elektrotechnik fu¨r den Entwurf
mechatronischer Systeme nur bedingt geeignet sind oder gar ga¨nzlich versagen. In zahl-
reichen Beitra¨gen wird deshalb in der Literatur auf die Notwendigkeit einer ganzheitlichen
Herangehensweise sowohl bei der Analyse als auch – und gerade – beim Entwurf mecha-
tronischer Systeme hingewiesen (z.B. [10, 11, 88, 234]). Die unter den Mechatronikern
sich zunehmend verbreitende Herangehensweise, diese Ganzheitlichkeit mittels Hierarchi-
sierung und Modularisierung zu realisieren, ist zuna¨chst ein viel versprechender Ansatz.
Gerade bei sehr komplexen Gesamtsystemen ist eine Zerlegung der u¨bergeordneten Auf-
gabenstellung in einzelne komponentenbezogene Teilaufgaben sinnvoll und oft geradezu
notwendig. Auch die Kopplung von zumeist doma¨nenspezifischen Simulationswerkzeu-
gen – meist mangels besserer Alternativen – hat in vielen Fa¨llen ihre Berechtigung. Bei
der Untersuchung von mechatronischen Teilsystemen bzw. Einzelkomponenten sto¨ßt die-
se allerdings zunehmend an ihre Grenzen. Die starke Verkopplung der Einzeldoma¨nen
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infolge der nichtlinearen elektromechanischen Wechselwirkungen lassen eine ganzheitliche
Herangehensweise auch auf der untersten Hierarchieebene als zwingend notwendig er-
scheinen. Es mu¨ssen Methoden entwickelt werden, die mechatronische Komponenten mit
einem einheitlichen mathematischen Modell beschreiben und dadurch verbesserte Unter-
suchungsmo¨glichkeiten bereitstellen.
Die Verwendung einer einheitlichen mathematischen Darstellung mechatronischer Sys-
teme/Komponenten und eines darauf aufbauenden analytischen Werkzeugs hat unver-
kennbare Vorteile. Zuna¨chst entfallen alle Probleme, die im Zusammenhang mit Werkzeug-
kopplung und Cosimulation auftreten ko¨nnen (notwendige Synchronisationsmaßnahmen,
eingeschra¨nkte Schrittweitensteuerung, Fragen der numerischen Stabilita¨t usw.). Im Ge-
gensatz zu ga¨ngigen Hardware-Beschreibungssprachen ko¨nnen die Mo¨glichkeiten der Mo-
delldefinition doma¨nenspezifisch gestaltet werden (Eingabesprache oder grafische Ober-
fla¨che). Schließlich wird automatisch ein einziges differenzial-algebraisches Gleichungssys-
tem fu¨r das Gesamtsystem aufgestellt, das Grundlage fu¨r alle weiteren Untersuchungen
des dynamischen Verhaltens des mechatronischen Systems unter Einsatz bekannter ma-
thematischer Methoden (z.B. Ermittlung von Gleichgewichtszusta¨nden, Modalanalyse,
Stabilita¨t, Steuerbarkeit, Optimierung, Optimalsteuerung etc.) ist. Sicher kann ein ein-
zelnes Werkzeug die Vielfalt der Aufgaben im mechatronischen Entwurf nicht abdecken.
Andererseits ist eine Simulatorkopplung von doma¨nenspezifischen Werkzeugen fu¨r Me-
chanik und Elektrotechnik infolge des vorhandenen Energieaustausches stets problema-
tisch. Deshalb ist die Verknu¨pfung von mechanischer und elektrischer Doma¨ne (als den
beiden Hauptbestandteilen mechatronischer Systeme) innerhalb einer einheitlichen ma-
thematischen Beschreibungsmethode von großem Vorteil und – gerade im Hinblick auf
die fortschreitende Miniaturisierung (Stichwort Mikro-/Nanomechatronik [55, 176]) – de-
finitiv notwendig. Das Selbstversta¨ndnis der Mechatronik als neues, interdisziplina¨res –
und vor allem eigensta¨ndiges – Wissenschaftsgebiet legt nahe, fu¨r mechatronische Syste-
me einheitliche Modelle zu entwerfen, um statische und dynamische Untersuchungen bei
Analyse und Synthese solcher Systeme effektiv realisieren zu ko¨nnen.
1.2 Literaturu¨bersicht
Die in der vorliegenden Arbeit verfolgten Hauptproblemkreise sind die ganzheitliche Mo-
dellierung elektromechanischer Systeme, die Modellbildung bei Strukturvariabilita¨t und
die nichtlineare dynamische Steuerung als ein inverses Problem. Deshalb wird die Litera-
turu¨bersicht in drei entsprechende Abschnitte untergliedert.
1.2.1 Modellierung mechatronischer Systeme
In der Literatur ist eine unu¨bersehbare Anzahl von Beitra¨gen zur Modellierung me-
chatronischer Systeme zu finden z.B. in Konferenz- und Tagungsmaterialien [6, 61, 63,
65, 89, 123, 145, 162, 176, 229, 238, 239, 240, 241, 245] oder in diversen Zeitschrif-
ten. Zahlreiche dieser Vero¨ffentlichungen bescha¨ftigen sich vor allem mit der Analy-
se solcher Systeme mittels diverser Simulationstools. Dabei stehen oft informations-
/modellierungstechnische Gesichtspunkte im Vordergrund. Manche Autoren wa¨hlen z.B.
einen modularen/komponentenbasierten Ansatz [98, 107], andere bevorzugen eine ob-
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jektorientiert/hierarchische Denkweise [78, 79, 168], oder es wird eine Kombination aus
beiden vorgeschlagen [1, 58, 91]. Gelegentlich werden auch Techniken des Softwareent-
wurfs fu¨r die Modellierung mechatronischer Systeme angewendet [206]. In vielen Arbeiten
wird die Modellierung/Optimierung solcher Systeme an Hand eines konkreten Beispiels
durchgefu¨hrt, teilweise ohne auf allgemeine Kriterien bei Analyse und Entwurf einzuge-
hen [85, 117, 159, 165]. Oftmals sind dann Entwurf und Testung eines Reglers fu¨r das
konkrete System der Hauptinhalt der Betrachtungen [112, 219, 222]. Andere Arbeiten be-
leuchten die Mo¨glichkeiten zur Modellierung mechatronischer Systeme mittels Simulator-
kopplung [111, 166, 198, 204]. Wieder andere verwenden Hardware-Beschreibungssprachen
[78, 79, 168, 197]. Einen guten U¨berblick u¨ber verschiedene, fu¨r die Simulation mechatro-
nischer Systeme geeignete Methoden und Werkzeuge bietet Pelz [178]. Eine Sammlung
von Modellierungskonzepten, Modellformen und Simulationswerkzeugen fu¨r allgemeine
physikalisch-technische Systeme findet sich bei Panreck [172].
In den letzten Jahren werden in zunehmendem Maße auch Anstrengungen unter-
nommen, die auf die Unterstu¨tzung des Entwurfs durch die Simulation mechatroni-
scher Systeme gerichtet sind. Dabei werden unterschiedliche Herangehensweisen vor-
geschlagen [22, 92, 95, 124, 127, 233]. Verschiedene Softwarelo¨sungen werden pra¨sen-
tiert [13, 79, 104, 113, 116, 188]. Die hohe Komplexita¨t solcher Systeme und die In-
tegration von Komponenten verschiedener Fachdisziplinen (Heterogenita¨t) stellen je-
doch besonders hohe Anforderungen an deren Entwurfs- und Entwicklungsprozess. Des-
halb wird die Notwendigkeit eines ganzheitlichen Modells immer wieder hervorgehoben
[59, 62, 88, 94, 97, 125, 126, 134, 251]. Gleichzeitig wird die mo¨glichst fru¨hzeitige Einbe-
ziehung aller Komponenten des heterogenen Systems in den Entwurfprozess sowie dessen
iterative Arbeitsweise betont (Stichwort
”
V-Modell“) [11, 59, 62, 64, 94]. Oft genannte An-
forderungen sind ganzheitliche Ansa¨tze zur Vermeidung von doma¨nenisolierten Entwurfs-
und Optimierungsprozessen oder die Verwendung interdisziplina¨rer Denk- und Begriffs-
welten zur Fo¨rderung des gemeinsamen Versta¨ndnisses [59, 60, 62, 64, 81, 93, 104, 113].
In Deutschland finden die entsprechenden Standardisierungsbemu¨hungen ihren Ausdruck
in der VDI-Richtlinie 2206
”
Entwicklungsmethodik fu¨r mechatronische Systeme“ [11, 64].
Noch weiter geht allerdings Tomizuka [234], indem er sogar eine
”
Theorie hybrider Sys-
teme“ fordert, um die Probleme auf Gebieten wie Mikrorobotik, Mikro- und Nanomecha-
tronik, Ultrapra¨zisionsmechatronik usw. angehen und lo¨sen zu ko¨nnen. Die Arbeit von
Buss [21] geht bereits in eine solche Richtung.
In der Literatur zur Modellierung mechatronischer Systeme werden mit steigender
Tendenz auch einheitliche Beschreibungsformen fu¨r mechatronische Systeme pra¨sentiert.
Fu¨r die verschiedenen methodischen Ansa¨tze ist eine Unterscheidung zwischen syntheti-
schen und analytischen Herangehensweisen sinnvoll. Die als synthetisch zu bezeichnen-
den Ansa¨tze bedienen sich entweder doma¨nenspezifischer Methoden zur Modellierung der
verschiedenen Teilsysteme, um danach die gegenseitigen Wechselwirkungen zu beru¨ck-
sichtigen und eine einheitliche Form der Bewegungsgleichungen zu realisieren, oder sie
verwenden zwar ein einheitliches doma¨nenu¨bergreifendes Modellierungswerkzeug, aller-
dings bei weiterhin Teilsystem-gebundener Aufstellung der Bewegungsgleichungen. Die
verwendeten Methoden und Werkzeuge erstrecken sich von der Aufstellung (und Kopp-
lung) doma¨nenspezifischer Bilanzgleichungen [157, 192, 231, 249] u¨ber graphentheoreti-
sche Ansa¨tze (lineare Graphentheorie) [154, 202, 248], geometrisch orientierte Zuga¨nge [87]
und Bondgraphen [5, 96, 208] bis hin zur Multipol-Theorie [146, 147, 148], zu Signalfluss-
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pla¨nen/Blockdiagrammen [62, 233] oder sogar Pra¨dikat/Transitionsnetzen [19]. Weit ver-
breitet sind auch Hardware-Beschreibungssprachen wie DSL [113], Dymola [31, 32, 168],
Omola [7], VHDL-AMS [243], SystemC-AMS oder Modelica [33, 169, 170]. Die Anwen-
dung von Bondgraphen ist mit gewissen Einschra¨nkungen verbunden. Sowohl bei drei-
dimensionalen Mehrko¨rpersystemen als auch bei nichtpassiven elektrischen Schaltungen
treten Probleme auf. Bondgraphen ko¨nnen deshalb nur fu¨r relativ einfache elektrome-
chanische Systeme verwendet werden. Weiterhin ist jedem Element eine feste Kausa-
lita¨t zuzuordnen. Der Nachteil der Kausalita¨tsfestlegung gilt ebenso fu¨r eine Modell-
darstellung mittels Signalflusspla¨nen/Blockdiagrammen. Solche Modelle haben zwar Vor-
teile beim Reglerentwurf, sind allerdings nur eingeschra¨nkt zur automatischen Generie-
rung der Bewegungsgleichungen geeignet, weil im Allgemeinen die Signalflusspla¨ne aus
den Bewegungsgleichungen abgeleitet werden und nicht umgekehrt. Die Verwendung von
Pra¨dikat/Transitionsnetzen bietet zwar ein einheitliches Werkzeug zur numerischen Pro-
blemlo¨sung, dennoch mu¨ssen die zu lo¨senden Differenzialgleichungen zuna¨chst synthetisch
aus den physikalischen Zusammenha¨ngen (u¨ber Bilanzgleichungen usw.) gewonnen wer-
den. Hardware-Beschreibungssprachen sind ebenfalls nur bedingt befriedigende Lo¨sungen.
Zwar stellen sie
”
geschlossene“ Werkzeuge dar (das Gesamt-Differenzialgleichungssystem
wird gleichzeitig gelo¨st), da die Modellimplementation aber auch auf synthetische Art
und Weise erfolgt, sind diesbezu¨gliche Modellierungsfehler nicht auszuschließen. Zusa¨tz-
lich sind die dort verwendeten Numerik-Solver oftmals nicht auf die Anforderungen me-
chatronischer Systeme abgestimmt.
Bei der Verwendung analytischer Methoden werden dagegen die Bewegungsgleichun-
gen aus einem (fu¨r alle Teilsysteme gu¨ltigen) Prinzip abgeleitet (z.B. aus dem Prin-
zip der virtuellen Arbeit). Diese Art und Weise der Modellgenerierung ist bei wenigen
Autoren anzutreffen z.B.: bei Crandall [27], Maißer/Steigenberger [144], En-
ge/Kielau/Maißer [36],Maißer et al. [137], Hadwich [76], Hadwich/Pfeiffer
[77], Schlacher/Kugi/Scheidl [205], Kugi/Schlacher [108]. Die hier vorliegende
Arbeit versteht sich als ein Beitrag zur Verbreitung der analytischen Methoden zur Mo-
dellbildung mechatronischer Systeme. Das zur Validierung und Beispielimplementierung
verwendete Entwicklungswerkzeug fu¨r mechatronische Systeme alaska [3] verbindet eine
objektorientierte (wahlweise grafische oder textuelle) Modelldefinition mit der Anwendung
des Prinzips der virtuellen Arbeit in Lagrange’scher Fassung zur automatischen Generie-
rung der Bewegungsgleichungen. In der Welt der Mehrko¨rperdynamik ist das Prinzip der
virtuellen Arbeit wohlbekannt und weit verbreitet. In der Elektrotechnik jedoch werden
Lagrange’sche Gleichungen bisher relativ selten benutzt. Gu¨nther/Rentrop stellen in
[75] diese Methode detailliert dar. Bei Scherpen et al. [199, 200, 201] werden konkre-
te elektrische Systeme in Lagrange’scher Form modelliert. In letzteren Arbeiten werden
auch geschaltete Systeme betrachtet. Allerdings werden nur fremdgesteuerte Schalter ein-
gesetzt (zur Begriffbestimmung siehe Abschnitt 5.3). In den Lehrbu¨chern von Su¨ße et
al. [225, 226, 227] wird u.a. auf die Lagrange-basierte Modellierung verschiedener Bau-
elemente der Elektrotechnik eingegangen.
In einigen Vero¨ffentlichungen wird die in der vorliegenden Arbeit verwendete analy-
tische Methode zur mathematischen Modellierung elektromechanischer oder mechatro-
nischer Systeme in a¨hnlicher oder gleicher Form angewendet. Bielefeld stellt in [13]
Lagrange’sche Bewegungsgleichungen fu¨r elektromechanische Systeme auf. Diese werden
dann allerdings im Gegensatz zur in der vorliegenden Arbeit verfolgten Philosophie in-
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nerhalb des Schaltungssimulators SPICE umgesetzt. Bei nichttrivialen Systemen sind bei
dieser Verfahrensweise aufgrund der dort zur Verfu¨gung stehenden Numerik-Solver Pro-
bleme zu erwarten. Bei McPhee/Scherrer/Shi in [154, 202] werden mit Graphen-
theorie, Kirchhoff-Theorie und dem Prinzip der virtuellen Arbeit die gleichen Methoden
zur Modellierung mechatronischer Systeme verwendet wie in der vorliegenden Arbeit. Die
Modellierung des mechanischen Teilsystems geht dabei auf den vonMcPhee in [152, 153]
vorgeschlagenen graphentheoretischen Modellierungsansatz zuru¨ck. Daru¨ber hinaus wer-
den nur Aussagen zur numerischen Integration mechatronischer Systeme gemacht. Andere
Analysemethoden werden ebenso wie strukturvariable Systeme (oder Methoden der Syn-
these) nicht erwa¨hnt. Hadwich und Pfeiffer wenden in [76, 77] das Prinzip der virtu-
ellen Arbeit auf mechatronische Systeme an. Dabei werden sowohl diskrete Systeme wie
Starrko¨rpersysteme oder elektrische/fluidische Netzwerke als auch nicht-diskrete Systeme
aus Kontinuumsmechanik und Elektrodynamik (Maxwell-Theorie) betrachtet und eine
ganzheitliche Modellierung vorgestellt. Die letztlich zur Analyse verwendeten Bewegungs-
gleichungen werden allerdings nur fu¨r spezielle Beispiele angegeben. Zu Synthesemethoden
erfolgt keine Aussage. Ebenso ist eine Modellierung von strukturvariablen Systemen nicht
vorgesehen.
1.2.2 Modellierung von Strukturvariabilita¨t
In zunehmendem Maße mu¨ssen bei der Untersuchung von mechatronischen Systemen auch
Problemstellungen betrachtet werden, bei denen strukturelle Vera¨nderungen eine Rolle
spielen. Mechatronische Systeme mit variabler Struktur sind physikalisch heterogene Sys-
teme, in deren Substrukturen (bzw. Doma¨nen) Ereignisse stattfinden ko¨nnen, die nur
durch ein Umschalten zwischen verschiedenen strukturellen Auspra¨gungen beschreibbar
sind. Durch die wachsende Miniaturisierung und Integration bei mechatronischen Syste-
men kann eine ganzheitliche Modellierung auch fu¨r strukturvariable Systeme durchaus
von Vorteil sein.
Ein umfassender U¨berblick u¨ber Arbeiten, die sich mit Systemen variabler Struktur
bescha¨ftigen, erscheint unmo¨glich. An dieser Stelle sollen lediglich einige Beispiele heraus-
gegriffen werden, die fu¨r die vorliegende Arbeit von Bedeutung sind. Der weitaus gro¨ßte
Teil der Literatur zum Thema Strukturvariabilita¨t betrachtet Systeme innerhalb einer
bestimmten physikalischen Doma¨ne. In der Mechanik sind solche Pha¨nomene mit der
Problematik Kontakt/Reibung/Stoß verbunden. Von Lo¨tstedt [119, 120, 121] stam-
men grundlegende Arbeiten zur Behandlung von zweidimensionalen Kontaktproblemen
mit unilateralen Bindungen und Reibung. Haug/Wu/Yang [82] stellen Bewegungsglei-
chungen fu¨r Mehrko¨rpersysteme (MKS) mit reibungsbehafteten Kontakten, Sto¨ßen und
wechselnden Bindungen auf. Sie treffen allerdings keine Aussage bezu¨glich der Auswahl
einer erlaubten Struktur zum Zeitpunkt einer notwendigen strukturellen Vera¨nderung.
Auch Pfeiffer [180], Klepp [103] und Glocker/Pfeiffer [69] modellieren struk-
turvariable Starrko¨rpersysteme mittels unilateraler Bindungen, lo¨sen aber das kombina-
torische Problem der Strukturfindung entweder mittels
”
trial and error“-Methode oder
durch konkret auf das jeweilige Beispiel bezogenes a priori-Wissen. Bereits in [181] und
[182] erga¨nzt Pfeiffer zu den Bewegungsgleichungen noch die Kontaktgesetze und for-
muliert ein lineares Komplementarita¨tsproblem (LCP) fu¨r die Auswahl einer Struktur.
Zuvor hatten Kwak/Lee [110] das LCP fu¨r linear-elastische Kontaktprobleme in Ver-
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bindung mit der Boundary-Element-Methode angewendet. Entscheidend vertieft wird die
LCP-Anwendung fu¨r strukturvariable MKS von Glocker/Pfeiffer [70, 71, 72, 73] und
Glocker [67]. Die grundsa¨tzliche Vorgehensweise ist folgende: Ausgehend von einer For-
mulierung der Kontakt-/Reibgesetze auf Beschleunigungsebene werden die Kontakt- bzw.
Reibkra¨fte berechnet und die Bewegungsgleichungen mit einem numerischen Integrator
gelo¨st. Die jeweils aktuelle Systemkonfiguration wird u¨berwacht (z.B. mittels Indikator-
funktionen) und falls notwendig neu bestimmt. Dazu wird aus dem Komplettsatz der
Bewegungsgleichungen und den Nebenbedingungen der Bindungsdynamik ein LCP for-
muliert und gelo¨st. Auch Seyfferth [212] nutzt u.a. das LCP zur Kontaktmodellierung
bei unstetigen Montageprozessen. Pfeiffer/Glocker geben in [186] eine umfassende
Zusammenstellung der Theorie zur Dynamik von MKS mit unilateralen Bindungen und
trockener Reibung. Sie behandeln zweidimensionale (d.h. ebene) Coulomb’sche Reibkon-
takte als LCP in Standardform. Funk [56] nutzt ein LCP in Nicht-Standardform fu¨r eine
kompaktere Darstellung der gleichen Problematik.
Im dreidimensionalen Fall des Kontakt-/Reibproblems reicht das LCP zu dessen Be-
handlung nicht mehr aus. Die Komplementarita¨tsbedingungen fu¨hren auf die Formulie-
rung eines so genannten nichtlinearen Komplementarita¨tsproblems (NCP). Kwak zeigt in
[109] die Aufstellung eines NCP fu¨r das allgemeine dreidimensionale Kontaktproblem. Ei-
ne Behandlung des ra¨umlichen Kontakt-/Reibproblems mittels LCP ist mo¨glich, wenn eine
Approximation (Linearisierung) des Reibkegels durchgefu¨hrt wird. Klarbring/Bjo¨rk-
man zeigen die Brauchbarkeit dieser Methode fu¨r unabha¨ngige Kontakte [102]. Trinkle
et al. [235], Rossmann/Pfeiffer [189] und Glocker [68] wenden die Approximation
des Reibkegels fu¨r abha¨ngige Kontakte an. Glocker gibt daru¨ber hinaus in [68] erstmals
eine komplette Formulierung ra¨umlicher Kontakte als NCP in Standardform an.
In neueren Vero¨ffentlichungen zum Themenkreis Strukturvariabilita¨t in mechanischen
Systemen konzentriert sich z.B. Wo¨sle in [250] auf einen Vergleich des LCP (mit Appro-
ximation des Reibkegels) mit anderen Methoden zur Behandlung ra¨umlicher Kontakte,
wa¨hrend Stiegelmeyr in [224] die numerische Lo¨sung eines LCP und die entsprechenden
Algorithmen ausfu¨hrlich diskutiert. Pfeiffer umreißt in [183] und [184] die komplette
Methodik der Darstellung unilateraler Bindungen in der Mechanik als Komplementarita¨ts-
probleme und gibt mehrere Beispiele an. In [185] bietet er eine komprimierte Darstellung
zu allgemeinen Reibkontakten.
Sowohl fu¨r LCP als auch fu¨r NCP wurden bisher einige Lo¨sungsverfahren entwickelt.
Obwohl sich die vorliegende Arbeit nicht mit diesem Problemkreis bescha¨ftigt, sollen
hier kurz einige Ergebnisse dazu vorgestellt werden. LCP mit kleinen Dimensionen sind
grundsa¨tzlich durch enumerative Methoden – d.h. durch die kombinatorische Auswertung
des Problems – lo¨sbar. Eine solche Methode ist auch die bei Glocker [67] beschriebene
– und im Anhang C wiederholte – Aufspaltung eines n-dimensionalen LCP in 2n lineare
Systeme. Fu¨r wachsendes n wird jedoch der Lo¨sungsaufwand schnell gro¨ßer und damit die-
se Methode praktisch nicht mehr anwendbar. Das erste Verfahren (ein komplementa¨rer
Pivot-Algorithmus) zur Lo¨sung von LCP mit deutlich geringerem Aufwand wurde von
Lemke vorgestellt. Dieses hat allerdings den Nachteil, dass das Auffinden einer Lo¨sung
nicht garantiert werden kann. Der Lemke-Algorithmus und a¨hnliche Verfahren werden in
den Standardwerken [25, 26, 161] aber z.B. auch bei Seyfferth [212] ausfu¨hrlich be-
schrieben. Werner [247] schla¨gt einen erweiterten Algorithmus vor fu¨r LCP, bei denen
der Lemke-Algorithmus keine Lo¨sung liefert. Von Al-Khayyal [2] schließlich wurde ein
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Verfahren entwickelt, dass eine Kombination aus enumerativen Methoden und linearer
Programmierung darstellt. Der Algorithmus beinhaltet ein wiederholtes Lo¨sen schritt-
weise eingegrenzter linearer Optimierungsaufgaben. Auch fu¨r NCP sind neben der oben
erwa¨hnten Linearisierung (und Lo¨sung mittels LCP) noch andere Lo¨sungsverfahren be-
kannt (z.B. durch Abbildung des NCP auf a¨quivalente Punktmengen [161]).
In der Elektrotechnik sind Pha¨nomene der Strukturvariabilita¨t schon lange bekannt.
In der entsprechenden Literatur tritt das LCP aber bisher selten in Erscheinung. Insbeson-
dere in der Leistungselektronik treten infolge der dort verwendeten Leistungstore (Leis-
tungsdioden, Leistungstransistoren in bipolarer oder FET-Ausfu¨hrung, Thyristoren als
Standard- oder GTO-Variante usw.) sehr oft Schaltvorga¨nge auf. Die Auswahl des jeweils
gu¨ltigen Satzes von Differenzialgleichungen zur Modellierung des Systems im aktuellen
Schaltzustand erfolgt allerdings u¨berwiegend durch beispielabha¨ngiges a priori-Wissen.
Dazu wird fu¨r die konkret zu untersuchende elektrische Schaltung ein Zustandsdiagramm
erstellt (z.B. [74]) und fu¨r jeden dort vertretenen Schaltzustand (jede mo¨gliche Konfi-
guration) ein entsprechender Satz von Bewegungsgleichungen aufgebaut. Bei der nume-
rischen Integration wird im Fall eines notwendigen Konfigurationswechsels an Hand der
im Zustandsdiagramm existierenden Zustandsu¨bergangspfade entschieden, welcher Satz
von Bewegungsgleichungen fu¨r die weitere Simulation verwendet wird. Dabei mu¨ssen die
Zustandsgro¨ßen des Systems konsistent zwischen den Konfigurationen u¨berfu¨hrt werden.
In einigen Beitra¨gen wird das LCP zur Modellierung von elektrischen Systemen ver-
wendet. Stevens/Lin [223] und van Eyndhoven [48] beschreiben z.B. die Analyse von
resistiven Schaltungen mit Bauelementen mit stu¨ckweise linearer Kennlinie mittels LCP.
Vandenberghe/de Moor/Vandewalle nutzen zum gleichen Zweck ein so genanntes
generalisiertes LCP [237]. Der Modellierung von speziellen hybriden Systemen, d.h. von
Systemen, in denen sowohl zeitkontinuierliche als auch ereignisdiskrete Vorga¨nge ablau-
fen (vgl. [21]), widmen sich Lootsma/van der Schaft/C¸amlıbel [118]. Sie behandeln
physikalische (nicht unbedingt nur elektrische) Systeme, die lineare Relais-
”
Bauelemente“
enthalten, mittels LCP. In [196] definieren van der Schaft/Schumacher so genannte
komplementa¨re Systeme (siehe auch [195]) als eine große Klasse der hybriden Systeme
und geben eine mathematische Modellierung unter Nutzung des LCP an.
Ein U¨berblick u¨ber die Anwendung von Komplementarita¨tsverfahren in den Inge-
nieurwissenschaften im Allgemeinen ist in [50] enthalten. Die vollsta¨ndige Abstinenz von
Beispielen aus der elektrischen Doma¨ne in diesem U¨bersichtsaufsatz zeigt, dass der An-
wendung des LCP in der Elektrotechnik bisher noch wenig Beachtung geschenkt wur-
de. Eine einheitliche Modellierung strukturvariabler elektromechanischer Systeme mittels
Lagrange-Formalismus und LCP wurde bisher nicht angegangen.
1.2.3 Inverse Probleme/Dynamische Steuerung
Die Fu¨lle von Literaturbeitra¨gen zum Thema Steuerung/Regelung von physikalischen
Systemen ist ebenfalls unu¨bersehbar. An dieser Stelle sollen deshalb nur einige Beitra¨ge
erwa¨hnt werden, die in engem Zusammenhang zur vorliegenden Arbeit stehen.
Inverse Probleme sind in der klassischen Mechanik seit langem bekannt [57, 230].
Aber auch in der Elektrodynamik werden solche Aufgabenklassen [163] behandelt. Sie
fu¨hren letztlich immer auf die Synthese eines Systems mit gewissen Eigenschaften. Eine
Teilaufgabe aus diesem Themenkreis ist die Problemstellung der inversen Dynamik eines
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Systems. In der Mechanik bescha¨ftigt sich diese Aufgabe mit der Ermittlung von einge-
pra¨gten Kra¨ften/Momenten, unter deren Einfluss das MKS (oder Teile des MKS) eine
bestimmte vorgegebene Bewegung ausfu¨hren. Ein Mo¨glichkeit zur Lo¨sung einer solchen
Aufgabenstellung ist das von Murray/Li/Sastry [160] oder Maißer/Jungnickel
[90, 139] fu¨r die dynamische Steuerung von MKS verwendete, so genannte erweiterte
PD-Regelgesetz. Ein solcher Regler wurde erstmals von Koditschek in [105] vorgeschla-
gen. Bei Paden/Pania [171] und Ortega et al. [167] wird diese Regelmethode als
PD+-Regler bezeichnet. Wen/Bayard [246] und Koditschek [106] beweisen die glo-
bale Stabilita¨t dieses Reglers mittels einer geeigneten Lyapunov-Funktion unter Verwen-
dung so genannter Cross-Terme. Solche Terme werden z.B. auch in [160, 209] zur Wahl
von Lyapunov-Funktionen verwendet.
Einen sehr guten U¨berblick u¨ber verschiedene Methoden der nichtlinearen Steu-
ertheorie verschaffen Spong/Vidyasagar [218], Coron/Teel/Praly [24] und Nij-
meijer/van der Schaft [164]. Fu¨r die dynamische Steuerung von nichtlinearen dyna-
mischen Systemen werden zunehmend Regelstrategien auf der Basis der Passivita¨t eines
Systems vorgeschlagen (siehe [167, 194, 209]). Ortega et al. behandeln in [167] ne-
ben MKS und elektrischen Systemen (ES) auch elektromechanische Systeme (EMS). Zur
dynamischen Steuerung von EMS schlagen sie zwei Methoden vor, die auf der Passivita¨t
eines Systems basieren. Die erste ist die so genannte
”
energy shaping“-Methode (siehe
auch [14] fu¨r einen solchen Regler fu¨r MKS). Diese Methode ist sehr a¨hnlich zu der in
der vorliegenden Arbeit verwendeten. Allerdings werden keine Aussagen gemacht fu¨r den
Fall einer singula¨ren Induktormatrix des elektrischen Teilsystems. In der vorliegenden Ar-
beit wird dieser Fall untersucht. Daru¨ber hinaus werden einige sinnvolle Modifikationen
des
”
feed forward“-Terms vorgenommen, die einen relativ einfachen Nachweis der globa-
len Stabilita¨t (im Vergleich zu [171]) mittels einer Lyapunov-Funktion mit Cross-Termen
erlauben. Die zweite Methode bei Ortega et al. [167] wird
”
nested loop“-Methode ge-
nannt. Sie betrachtet das mechanische Teilsystem lediglich als passive Sto¨rung eines gere-
gelten elektrischen Teilsystems. Diese Methode ist – wie sich in Kapitel 6 der vorliegenden
Arbeit zeigen wird – unter Umsta¨nden unvorteilhaft, weil sie gewisse Vereinfachungen der
elektromechanischen Wechselwirkungen vornimmt.
Die in dieser Arbeit untersuchten Regelaufgaben sind Probleme der Verfolgung und
Einhaltung von Trajektorien oder Untermannigfaltigkeiten des Konfigurationenraumes
des mechatronischen Systems. Mit Fragestellungen der Trajektorienverfolgung befassen
sich z.B. auch Slotine/Li [216], Berghuis/Ortega/Nijmeijer [9] und von Lo¨wis
[122]. Dabei kommen allerdings entweder keine EMS in Betracht, oder es wird keine
mathematisch einheitliche Modellierung des Systems zugrunde gelegt.
1.3 Aufbau der Arbeit
Die Arbeit besteht im Wesentlichen aus vier Teilen. Im ersten Teil (Kapitel 2 und 3)
wird eine einheitliche Theorie zur Modellierung elektromechanischer Systeme dargelegt.
Als Grundlage dient dabei der Lagrange-Formalismus, der einerseits auf mechanische Sys-
teme (Mehrko¨rpersysteme) und andererseits – unter Einbeziehung graphentheoretischer
Begriffe und Methoden – auf elektrische Systeme (Multipol-Netzwerke) angewendet wird.
Methodischer Ausgangspunkt fu¨r die Herleitung der Bewegungsgleichungen ist jeweils
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das Prinzip der virtuellen Arbeit. Die Anwendung einer einheitlichen Methode fu¨r bei-
de Doma¨nen ermo¨glicht eine in sich geschlossene Beschreibung von elektromechanischen
Systemen (EMS) unter korrekter Beachtung der elektromechanischen Wechselwirkungen.
Dieser Teil stu¨tzt sich wesentlich auf die einschla¨gigen Arbeiten zur Lagrange-basierten
Modellierung von EMS von Maißer/Steigenberger [142, 143, 220, 221] und deren
Fortentwicklung in [144] und insbesondere in [131]. Weitere Arbeiten mit neueren Anwen-
dungen sind z.B. [36, 137].
Der zweite Teil (Kapitel 4 und 5) beschreibt verschiedene Methoden zur Analyse von
EMS. Die konsequente Nutzung eines einheitlichen Zugangs zur Modellierung solcher Sys-
teme ermo¨glicht deren Betrachtung als ein einziges dynamisches System. Entsprechende
Untersuchungsmo¨glichkeiten fu¨r Systeme mit fester Struktur sind in Kapitel 4 darge-
stellt. In Kapitel 5 wird eine Methode zur Beschreibung von EMS mit variabler Struktur
entwickelt. Dazu werden verschiedene Pha¨nomene, die eine vera¨nderliche Struktur des
mechanischen und/oder elektrischen Teilsystems von EMS bewirken, aufgefu¨hrt und mit
Hilfe von unilateralen Bindungen ausgedru¨ckt. Potenzielle Zeitpunkte eines Strukturwech-
sels und die danach jeweils gu¨ltige neue Struktur werden u¨ber Indikatorfunktionen und die
Aufstellung von Komplementarita¨tsproblemen bestimmt. Durch die einheitliche Beschrei-
bungsmethode fu¨r unstetige Vorga¨nge in der mechanischen und der elektrischen Doma¨ne
kann auch fu¨r solche Systeme ein einheitlicher Zugang zur Modellierung realisiert werden.
Der dritte Teil (Kapitel 6) bescha¨ftigt sich mit der Synthese (d.h. mit dem Ent-
wurf) von EMS. Die bei der Konzeption des dynamischen Verhaltens mechatronischer
(bzw. elektromechanischer) Systeme hauptsa¨chlich zu bearbeitenden Aufgabenstellungen
werden dazu als inverse Probleme der Dynamik verstanden. Auf diese inversen Proble-
me wird unter verschiedenen Gesichtspunkten eingegangen. In einem Abschnitt wird die
Problematik unter der Voraussetzung einer fest vorgegebenen Struktur aber bei variablen
Konstitutivparametern betrachtet. Diese Vorgaben fu¨hren auf die nichtlineare Parame-
teroptimierung als ein Entwurfswerkzeug. Ziel ist die optimale Anpassung der geometri-
schen und/oder Materialparameter an statische und/oder dynamische Eigenschaften des
Gesamtsystems. In einem weiteren Abschnitt wird die Entwurfsthematik bei vollsta¨ndig
fest vorgegebenem System behandelt. Hier werden neben der Struktur auch die Konsti-
tutivparameter (mit Ausnahme gewisser eingepra¨gter Kra¨fte/Momente und elektrischer
Spannungen) als fixe Vorgaben betrachtet. Diese Herangehensweise fu¨hrt auf Fragen der
geeigneten Ansteuerung des Gesamtsystems zur Einhaltung gewisser Vorgaben fu¨r dessen
Bewegung. Dabei kommen im Allgemeinen sowohl Vorgaben fu¨r die Zeitgeschichte von
mechanischen und/oder elektrischen Koordinaten als auch gewisse Abha¨ngigkeiten der
Koordinaten untereinander in Betracht. Die hier betrachteten Vorgaben lassen sich als
explizit zeitabha¨ngige Sollwerte fu¨r die generalisierten Koordinaten darstellen. Die An-
steuerung des Systems erfolgt unter Verwendung einer Lyapunov-stabilen Regelstrategie.
Im vierten Teil (Kapitel 7) schließlich werden verschiedene Anwendungsbeispiele zu
den vorher genannten Analyse- und Synthesemethoden aufgefu¨hrt.
1.4 Zielstellung der Arbeit
Die Zielstellung dieser Arbeit besteht darin, unter dem Gesichtspunkt einer einheitlichen
mathematischen Modellierung verschiedene Werkzeuge bzw. Methoden zur Analyse und
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Synthese mechatronischer Systeme zu entwickeln und darzustellen. Als analytische Metho-
den werden hauptsa¨chlich die dynamische Simulation von strukturfesten (Abschnitt 4.1)
und strukturvariablen (Kapitel 5) mechatronischen Systemen und – erga¨nzend dazu fu¨r
strukturfeste EMS – die Bestimmung von Gleichgewichtszusta¨nden des Gesamtsystems
(Abschnitt 4.2) und die lineare Schwingungsanalyse (Abschnitt 4.3) betrachtet. Methoden
der Synthese sind die nichtlineare Optimierung von Konstitutivparametern des EMS (Ab-
schnitt 6.2) und die nichtlineare, Lyapunov-stabile Steuerung mittels inverser Dynamik
(Abschnitt 6.3).
Das Konzept der Arbeit stu¨tzt sich wesentlich auf das Prinzip der virtuellen Arbeit in
Lagrange’scher Fassung. Durch Anwendung dieses Prinzips auf das EMS als Gesamtsys-
tem wird ein differenzial-algebraisches Gleichungssystem aufgebaut. Ausgehend von die-
sen Bewegungsgleichungen ko¨nnen verschiedene analytische Untersuchungen durchgefu¨hrt
werden.
Die Modellierung von strukturvariablen mechatronischen Systemen erfolgt durch Be-
schreibung der Strukturvariabilita¨t mittels unilateraler (einseitiger) Bindungen. Der Al-
gorithmus zur Strukturbestimmung basiert auf der Generierung von Komplementarita¨ts-
problemen, einer Methode der konvexen Analysis. Die Ermittlung potenzieller Schaltzeit-
punkte wird mittels Indikatorfunktionen und Rootfinder-Integrationscodes realisiert.
Weiterhin werden verschiedene zweckspezifische Synthesemethoden vorgeschlagen. Die
Optimierung von Konstitutivparametern ist ein weitla¨ufig bekanntes Entwurfsfeld. Die
neue Qualita¨t in dieser Arbeit kommt auch hier durch die einheitliche Modellierung zum
Ausdruck. Beliebige Konstitutivparameter ko¨nnen optimiert werden unabha¨ngig davon,
ob sie nur eines der beiden Subsysteme oder gleichzeitig die mechanische und die elektri-
sche Doma¨ne beeinflussen – d.h. simultan in den
”
mechanischen“ und den
”
elektrischen“
Bewegungsgleichungen auftreten (Begriffsbestimmung erfolgt spa¨ter). Das Resultat ist ein
optimales elektromechanisches Gesamtsystem. Die Lyapunov-stabile dynamische Steue-
rung schließlich ermo¨glicht die Erfu¨llung gewisser vorgegebener Anforderungen an die Be-
wegung eines EMS bei fester Gesamtkonfiguration (Struktur plus Konstitutivparameter).
Eine solche Methode ist ohne einheitliche Modellierung nicht mo¨glich.
1.5 Schreibweisen
In der gesamten Arbeit wird Tensorschreibweise verwendet. Es gilt die Einstein’sche Sum-
mationsvereinbarung, d.h., wenn gleiche obere und untere Indizes innerhalb eines Termes
auftreten, wird u¨ber die gesamte Indexmenge summiert (aib
i bedeutet
∑
i aib
i). Ausnah-
men von dieser Regel sind mit
”
Σ/ “ gekennzeichnet. Weiterhin steht A(ij) fu¨r den symmetri-
schen Anteil des Tensors Aij (bzw. der Matrix (Aij)) und A[ij] fu¨r den schiefsymmetrischen
Anteil. Das Kronecker-Symbol δij wird fu¨r den Einheitstensor verwendet.
Gelegentlich werden Vektoren des Euklid’schen Anschauungsraumes E3 verwendet.
Diese sind stets durch Buchstaben des deutschen Frakturalphabets gekennzeichnet.
Partielle Ableitungen nach einer generalisierten Koordinate qa (oder deren zeitlichen
Ableitungen) werden im Allgemeinen mit ∂a = ∂/∂q
a, ∂˙a = ∂/∂q˙
a, ∂¨a = ∂/∂q¨
a bezeichnet.
Die Schreibweise
(·)˙ steht fu¨r die totale Zeitableitung des Ausdruckes in der Klammer.
Die Variations- oder Eulerableitung ist durch δa(·) =
(
∂˙a(·)
)˙
− ∂a(·) definiert.
Kapitel 2
Theoretische Grundlagen
Als Kern der Mechatronik kann wohl die Elektromechanik betrachtet werden. Elektro-
mechanische Systeme (EMS) sind heterogene Strukturen, die durch eine Wechselwirkung
elektromagnetischer Felder mit massebehafteten Ko¨rpern charakterisiert sind. Grundle-
gend fu¨r eine einheitliche Modellierung und Simulation solcher Systeme ist eine mathe-
matische Beschreibung, die sich an der klassischen analytischen Mechanik orientiert und
durch einige Begriffe und Sachverhalte aus der Graphentheorie (hauptsa¨chlich zur Charak-
terisierung topologischer Eigenschaften elektrischer Netzwerke) erga¨nzt wird. Aus diesem
Grund werden in diesem Kapitel zuna¨chst einige spa¨ter notwendige Grundlagen der Gra-
phentheorie zusammengestellt (Abschnitt 2.1). Weiterhin wird die Lagrange-Formulierung
fu¨r mechanische Systeme in Abschnitt 2.2 wiederholt und – in relativ ausfu¨hrlicher Form –
fu¨r elektrische Systeme in Abschnitt 2.3 dargestellt.
2.1 Graphentheorie
Die Graphentheorie erweist sich als zweckma¨ßiges Werkzeug zur Beschreibung topologi-
scher Zusammenha¨nge sowohl mechanischer als auch elektrischer Systeme. Sie kann somit
als Grundlage fu¨r die Beschreibung elektromechanischer Systeme dienen. Einige Grundbe-
griffe aus der Graphentheorie, auf die in der weiteren Arbeit zuru¨ckgegriffen wird, werden
im Folgenden in Anlehnung an [20, 190, 210, 211, 215] zusammengestellt.
2.1.1 Grundbegriffe
Definition 2.1 Es bezeichne Γ := {X,U, f} einen endlichen, ungerichteten Graphen be-
stehend aus einer endlichen Menge X von Knoten und einer endlichen Menge U von
Kanten. Die Inzidenzfunktion f ordnet jedem u ∈ U eindeutig ein ungeordnetes Paar
voneinander verschiedener Knoten X, Y ∈ X zu. Die Knoten X, Y heißen Endpunkte
von u. Die Kante u verbindet X und Y miteinander. Sie ist mit dem Knoten X (und
auch mit Y ) inzident.
Jeder Knoten kann Endpunkt mehrerer Kanten sein. Ein Knoten, der nicht Endpunkt
einer Kante ist, heißt isoliert. Ein Knoten, der Endpunkt genau einer Kante ist, heißt
vereinzelt. Ein Knoten, der Endpunkt von genau zwei Kanten ist, heißt zweiwertig. Ein
Knoten, der Endpunkt von mindestens drei Kanten ist, heißt mehrwertig. Im Folgenden
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werden nur Graphen betrachtet, deren sa¨mtliche Knoten weder isoliert noch vereinzelt
sind. (Das gilt fu¨r die gesamte Arbeit mit der einzigen Ausnahme der Topologierepra¨sen-
tation von Mehrko¨rpersystemen mittels Graphen in Abschnitt 2.2.1).
Ein Graph Γ′ = {X′,U′, f ′} heißt Subgraph von Γ, wenn X′ ⊆ X und U′ ⊆ U ist und
wenn f ′ die Einschra¨nkung von f auf U′ ist. Ein Subgraph heißt maximal, wenn er alle
Knoten von Γ entha¨lt (d.h. X′ = X).
Mehrere Kanten u1, . . . , ur von Γ (r > 1) bilden eine Kantenfolge, wenn jede Kante ui,
i = 2, . . . , r − 1, einen ihrer Endpunkte mit ui−1 und den anderen mit ui+1 gemeinsam hat.
Derjenige Endpunkt von u1, der nicht mit u2 inzident ist, heißt Endpunkt der Kantenfolge.
Analog existiert ein der Kante ur zugeordneter Endpunkt. Eine solche Kantenfolge heißt
Weg, wenn sie keine Kante und keinen Knoten mehrfach entha¨lt, wenn also auch die
Endpunkte der Kantenfolge (und damit des Weges) nicht identisch sind. Ein Weg heißt
bina¨rer Weg, wenn alle Knoten des Weges außer den Endpunkten zweiwertige Knoten
sind und beide Endpunkte mehrwertig (und voneinander verschieden) sind.
Ein Graph Γ heißt zusammenha¨ngend, falls je zwei Knoten durch (mindestens) einen
Weg verbunden sind. In einem nicht zusammenha¨ngenden Graphen Γ erzeugt die Eigen-
schaft zweier Knoten, Endpunkte eines mo¨glichen Weges zu sein, eine Klasseneinteilung
der Knoten. Die Knoten einer Klasse und die mit ihnen inzidenten Kanten bilden eine
Komponente von Γ.
Sind in Γ die Endpunkte eines Weges W durch eine Kante u /∈ W verbunden, so ent-
steht durch Hinzunahme dieser Kante zu W ein Kreis. Infolge des Fehlens von isolierten
oder vereinzelten Knoten ist jede Kante in Γ Bestandteil eines oder mehrerer Kreise. Zwei
Kreise heißen voneinander unabha¨ngig, wenn jeder Kreis mindestens eine im jeweils ande-
ren Kreis nicht vorkommende Kante entha¨lt. Ein zusammenha¨ngender kreisloser Subgraph
Γ′ heißt Baum.
Definition 2.2 Ein maximaler kreisloser Subgraph von Γ heißt Geru¨st G von Γ. Der
genau die nicht zu G geho¨renden Kanten und genau deren Endpunkte enthaltende Graph
H = H(G) heißt Cogeru¨st zu G in Γ.
Das Geru¨st G von Γ entha¨lt ebenso viele Ba¨ume wie Γ Komponenten besitzt. Die Menge
H der Cogeru¨stkanten ist niemals die leere Menge, weil die hier betrachteten Graphen aus
mindestens einem Kreis bestehen. Das heißt, es existiert immer ein Cogeru¨st unabha¨ngig
von der Wahl von G.
Durch die Unterscheidung der Endpunkte einer Kante in einen Start- und einen Ziel-
punkt wird eine Orientierung der Kante angegeben. Ein orientierter Graph ist ein Graph,
dessen sa¨mtliche Kanten orientiert sind. Im Folgenden werden ausschließlich orientierte
Graphen betrachtet.
Satz 2.3 Es bezeichne |X| = N die Anzahl Knoten, |U| = B die Anzahl Kanten und p die
Anzahl der Komponenten in Γ. Sei G = {X,U′} ein Geru¨st von Γ. Dann ist |U′| = N − p
und heißt Rang von Γ. Das Cogeru¨st H(G) entha¨lt l = B −N + p Kanten (Euler’scher
Polyedersatz); l heißt zyklomatische Zahl von Γ und es gilt fu¨r die hier betrachteten Gra-
phen l > 0.
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Definition 2.4 Sei {A,B} eine beliebige (vollsta¨ndige, paarweise disjunkte) Klassenein-
teilung der Knoten in X. Dann gilt A ∩B = ∅ und A ∪B = X. Die Menge aller Kanten,
deren Endpunkte verschiedenen Klassen angeho¨ren, heißt Schnitt S. Entha¨lt S genau
eine Kante eines Geru¨stes G, so heißt S Fundamentalschnitt bezu¨glich G. Die (orien-
tierte) Geru¨stkante eines Fundamentalschnittes S erzeugt eine Orientierung von S: Eine
Kante aus S, deren Startpunkt (Zielpunkt) zur selben Klasse geho¨rt wie der Startpunkt
der Geru¨stkante, heißt positiv (negativ) orientiert bezu¨glich S. Ein Kreis, der genau eine
Kante des Cogeru¨stes H(G) entha¨lt, heißt Fundamentalkreis bezu¨glich G.
Die Definition 2.4 fu¨hrt sofort auf die folgenden Eigenschaften:
• Die Herausnahme der Kanten eines Fundamentalschnittes aus Γ erho¨ht die Kompo-
nentenzahl von Γ um Eins.
• Fundamentalkreise zu einem Geru¨st G sind stets voneinander unabha¨ngig, weil jede
Cogeru¨stkante zu genau einem solchen Kreis geho¨rt.
Definition 2.5 Ein Graph heißt kontrahierter Graph, wenn er keinen bina¨ren Weg
entha¨lt.
Ein kontrahierter Graph Γk kann aus einem Graphen Γ erzeugt werden, indem alle bina¨ren
Wege bis auf deren Endpunkte (d.h. alle zu einem bina¨ren Weg geho¨renden Kanten und
zweiwertigen Knoten) entfernt und durch jeweils eine einzelne Kante ersetzt werden.
2.1.2 Analytische Darstellung von Graphen
Bei einem orientierten Graphen Γ = {X,U, f} ordnet die Inzidenzfunktion jeder Kante
u ∈ U eindeutig ein geordnetes Paar voneinander verschiedener Knoten XS, XZ ∈ X zu,
wobei XS den Startknoten und XZ den Zielknoten bezeichnet. Mit beliebiger (aber fes-
ter) Durchnummerierung der Knoten (k = 1, . . . , N) und Kanten (j = 1, . . . , B) la¨sst sich
dieser als Topologie bezeichnete Zusammenhang durch die Knoten-Kanten-Inzidenzmatrix
a = (akj) beschreiben. Ihre Elemente sind definiert durch
akj =


+1 , Knoten k ist Startknoten der Kante j,
−1 , Knoten k ist Zielknoten der Kante j,
0 , Knoten k ist nicht inzident mit Kante j.
(2.1)
Im Folgenden soll die Indexmenge zur Nummerierung der Kanten des Graphen Γ mit
demselben Symbol Γ bezeichnet werden:
ui, i ∈ Γ : Kante des Graphen Γ.
Weiterhin sollen die Indexmengen zur Nummerierung von Geru¨st- und Cogeru¨stkanten
sowie von Fundamentalschnitten und -kreisen durch die Symbole der entsprechenden Sub-
graphen bezeichnet werden:
uj, j ∈ G : Kante des Geru¨stes G;
Sj , j ∈ G : Fundamentalschnitt zur Geru¨stkante uj;
ui, i ∈ H : Kante des Cogeru¨stes H ;
Mi, i ∈ H : Fundamentalkreis zur Cogeru¨stkante ui.
Ohne Beschra¨nkung der Allgemeinheit ko¨nnen zuerst die Kanten in H und dann die
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Kanten in G fortlaufend nummeriert werden:
i ∈ H : i = 1, . . . , l ;
i ∈ G : i = l + 1, . . . , B. (2.2)
Die Inzidenz der Kanten von Γ mit dem Fundamentalschnittsystem zu G wird durch die
Fundamentalschnittmatrix (FSM) Q = (Qi
j) beschrieben. Ihre Elemente sind definiert
durch
Qi
j =


+1 , ui ∈ Sj , ui positiv orientiert bzgl. Sj
−1 , ui ∈ Sj , ui negativ orientiert bzgl. Sj
0 , ui /∈ Sj

 , i ∈ Γ, j ∈ G.
Die Inzidenz der Kanten von Γ mit dem Fundamentalkreissystem zu H(G) wird durch
die Fundamentalkreismatrix (FKM) A = (Aij) beschrieben. Deren Elemente sind definiert
durch
Aij =


+1 , ui ∈Mj , ui positiv orientiert bzgl. Mj
−1 , ui ∈Mj , ui negativ orientiert bzgl. Mj
0 , ui /∈Mj

 , i ∈ Γ, j ∈ H.
Mit der Nummerierung (2.2) haben die FSM und die FKM die Gestalt:
Q =
[
Qi
j
δij
]
︸ ︷︷ ︸
j∈G
} i ∈ H
} i ∈ G , A =
[
δij
Aij
]
︸ ︷︷ ︸
j∈H
} i ∈ H
} i ∈ G . (2.3)
Zwischen der FKM A und der FSM Q besteht die (z.B. in elektrischen Systemen aus der
Leistungsbilanz ViI
i = 0 folgende) Beziehung
Aij = −Qj i, i ∈ G, j ∈ H, (2.4)
so dass in Matrixschreibweise gilt:
ATQ = 0.
Die Matrizen AT und Q sind somit zueinander orthogonal.
2.1.3 Einige Eigenschaften
Die Knoten-Kanten-Inzidenzmatrix a = (akj) besteht aus N Zeilen (k = 1, . . . , N) und B
Spalten (j = 1, . . . , B) mit N ≤ B. Ihr Rang ist rang(akj) = N − p. Die Spaltennummern
einer beliebigen regula¨ren (N − p)-reihigen Untermatrix von akj definieren die Kanten-
nummern eines Geru¨stes G von Γ (vgl. [20]). Dann la¨sst sich ein linearer Vektorraum der
Dimension |H| = l = B −N + p > 0 definieren:
akj x
j = 0, j ∈ Γ.
Durch Streichung von genau p unabha¨ngigen Zeilen aus akj entsteht die so genannte re-
duzierte Knoten-Kanten-Inzidenzmatrix ak
′
j (k
′ = 1, . . . , N − p ; j = 1, . . . , B). Diese la¨sst
sich zerlegen gema¨ß
ak
′
j x
j = ak
′
j1 x
j1 + ak
′
j2 x
j2 = 0, j1 ∈ H, j2 ∈ G,
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wobei ak
′
j2 eine quadratische Matrix mit vollem Rang ist (rang(a
k′
j2) = N − p). Mit der
Inversen a˜j2k′ von a
k′
j2 wird
xj2 = −a˜j2k′ ak′j1 xj1
und daraus schließlich
xi = Aij1x
j1 , i ∈ Γ, j1 ∈ H,
mit
A = (Aij1) =
[
δi1j1
−a˜j2k′ ak′j1
] } i = i1 ∈ H
} i = j2 ∈ G
und rang(A) = B −N + p. Die so konstruierte Matrix A ist gerade die Fundamental-
kreismatrix (vgl. [211]). Auf diese Weise lassen sich bei Kenntnis der Topologie (akj) zu
jedem Geru¨st G von Γ die Fundamentalmatrizen A und Q bestimmen.
2.2 Mehrko¨rpersysteme
Die Dynamik von Mehrko¨rpersystemen wird in der Literatur ausfu¨hrlich behandelt (z.B.
[175, 203, 213]). Im Folgenden werden Begriffe und Bezeichnungen aus der analytischen
Starrko¨rpermechanik in Lagrange’scher Formulierung in Anlehnung an [28, 128, 132, 133]
zusammengestellt.
Definition 2.6 Unter einem Mehrko¨rpersystem (MKS) wird – in der vorliegenden Ar-
beit – eine endliche Menge starrer Ko¨rper verstanden, die in den euklidischen Raum E3
eingebettet sind. Die Ko¨rper ko¨nnen untereinander und mit einem (raumfesten) Funda-
ment geometrisch und/oder physikalisch gekoppelt sein.
Eine geometrische Kopplung resultiert in Zwangskra¨ften (Reaktionen). Eine physikalische
Kopplung wird durch eingepra¨gte Kra¨fte/Momente beschrieben.
Die hier getroffene Einschra¨nkung
”
starre Ko¨rper“ kann selbstversta¨ndlich fallen ge-
lassen werden. Ein MKS darf auch flexible Ko¨rper enthalten, wobei dann das elastische
Verschiebungsfeld durch Ritz-Ansa¨tze mathematisch diskretisiert wird und damit ein Sys-
tem mit endlichem Freiheitsgrad entsteht.
2.2.1 Topologie
MKS besitzen topologische, kinematische und konstitutive Eigenschaften. Topologie und
Kinematik werden zusammen als Struktur bezeichnet. Zu den topologischen Eigenschaf-
ten geho¨ren die Anzahl der zum MKS za¨hlenden Ko¨rper sowie die Informationen, welche
Ko¨rper u¨ber Gelenke geometrisch miteinander gekoppelt sind. Eine symbolische Darstel-
lung der Topologie kann zweckma¨ßig durch Graphen erfolgen. Dabei wird jeder Ko¨rper
durch einen Knoten und jedes Gelenk durch eine Kante repra¨sentiert. Die Endpunkte
einer jeden Kante stehen somit fu¨r die beiden Ko¨rper, die durch das Gelenk geometrisch
gekoppelt sind. Diese Topologiedarstellung wird als Repra¨sentation mittels Graphen be-
zeichnet.
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Zur Beschreibung der Topologie wird zuna¨chst von MKS mit kinematischer Baum-
struktur (d.h. offene, verzweigte kinematische Ketten, Topologiegraph entha¨lt keine Krei-
se) ausgegangen. Dabei kann ein MKS (und damit der Topologiegraph) aus mehreren
Ba¨umen bestehen. Ein (nicht zum MKS geho¨render)
”
Bezugsko¨rper“ B0 diene als In-
ertialsystem. Er wird als Fundament bezeichnet. Alle Ko¨rper des MKS werden mit Bk,
k = 1, . . . , K (K – Anzahl der Ko¨rper) folgendermaßen nummeriert:
• Alle Knoten Bk des Baumes, der B0 entha¨lt, werden so nummeriert, dass fu¨r alle
Knoten Bi des Weges zwischen B0 und Bk gilt: 0 < i < k ≤ K.
• Auf jedem B0-freien Baum wird ein ”ausgezeichneter“ Knoten Bj gewa¨hlt und alle
anderen Knoten Bk dieses Baumes werden so nummeriert, dass fu¨r alle Knoten Bi
des Weges zwischen Bj und Bk gilt: j < i < k ≤ K.
Diese Vorschrift induziert eine Abbildung L : {k} → {L(k)} der Art, dass jedem k genau
ein L(k) mit L(k) < k, zugeordnet ist. L(k) ist die niedrigste der Nummern von Ko¨rpern,
die mit Bk durch ein Gelenk geometrisch gekoppelt sind. Der Ko¨rper BL(k) heißt Vorga¨nger
von Bk. Fu¨r einen ”
ausgezeichneten“ Ko¨rper Bj (eines B0-freien Baumes) gelte L(j) = 0.
Ein solcher Ko¨rper ist mit dem Fundament B0 u¨ber ein so genanntes ”
freies Gelenk“
verbunden. L(k) heißt Zusammenhangsvektor des MKS und beschreibt dessen Topologie
eindeutig.
MKS, die keine kinematische Baumstruktur aufweisen, sind durch mindestens eine ki-
nematische Schleife gekennzeichnet. Solche Systeme ko¨nnen durch virtuelles
”
Aufschnei-
den“ genau eines Gelenks je kinematischer Schleife zuna¨chst in MKS mit Baumstruktur
u¨berfu¨hrt werden. Diese Gelenke heißen Schließgelenke. Die geometrischen Kopplungen
infolge der Schließgelenke werden durch zusa¨tzliche Bindungen zwischen den gekoppelten
Ko¨rpern beru¨cksichtigt (vgl. hierzu Abschnitt 2.2.4). Zur vollsta¨ndigen Beschreibung der
Topologie solcher Systeme wird neben dem Zusammenhangsvektor fu¨r jedes Schließge-
lenk ein ungeordnetes Paar (Bi, Bj), i, j ∈ 1, . . . , K, von Nummern der beteiligten Ko¨rper
eingefu¨hrt.
Die Vorteile der Topologie-Repra¨sentation mittels Graphen sind vielfa¨ltig (siehe z.B.
[236]). So ko¨nnen bekannte Eigenschaften und Verfahren aus der Graphentheorie direkt
fu¨r MKS angewendet werden (Fundamentalkreise, Euler’scher Polyedersatz, systemati-
sche Aufza¨hlung). Der gro¨ßte Vorteil ist allerdings die Identifizierbarkeit der Topologie
verschiedener MKS. Gerade beim Entwurf mechanischer Systeme sind durch so genannte
Isomorphiebetrachtungen unno¨tige Mehrfachentwicklungen vermeidbar. Gleichzeitig kann
durch systematische Aufza¨hlung aller Mo¨glichkeiten unter gewissen Rahmenbedingungen
(z.B. Anzahl der Ko¨rper, Anzahl der kinematischen Schleifen) die Auswahl einer geeigne-
ten Topologie erleichtert werden (vgl. [150, 151, 244]).
Zur symbolischen Darstellung der Topologie eines MKS ko¨nnen auch andere Methoden
genutzt werden. Weit verbreitet ist die so genannte Strukturdarstellung (z.B. [29, 47, 158,
191, 236]). Hier wird jeder Ko¨rper durch ein (unregelma¨ßiges, eventuell auch konkaves)
Polygon repra¨sentiert, das genau so viele Ecken (Endpunkte) hat, wie der Ko¨rper Gelenke
besitzt. Da jedes Gelenk genau zwei Ko¨rper geometrisch miteinander koppelt, mu¨ssen
immer zwei Endpunkte verschiedener Polygone zusammenfallen. Eine solche Darstellung
ermo¨glicht eine schnelle Erfassung der Bewegungsmo¨glichkeiten eines MKS und damit ein
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einfaches Versta¨ndnis der Funktion. Sie ist besonders geeignet fu¨r ebene Systeme, d.h.
fu¨r solche MKS, deren Ko¨rper sich sa¨mtlich in einem zweidimensionalen Unterraum des
euklidischen Anschauungsraumes E3 bewegen. Diese Topologiedarstellung soll hier nicht
weiter verfolgt werden.
2.2.2 Kinematik
Es bezeichne (O, e(r)) ein raumfestes orthonormiertes Dreibein im Ursprung O des Inerti-
alkoordinatensystems fixiert. Sei weiterhin S der Massenmittelpunkt eines freien starren
Ko¨rpers und es bezeichne (S,Ei) ein ko¨rperfestes orthonormiertes Dreibein. Die Lage von
S im Inertialkoordinatensystem sei angegeben durch den Ortsvektor R =
−→
OS . Ein belie-
biger Punkt P des Ko¨rpers habe die ko¨rperfesten Koordinaten ξi. Dann wird die Lage von
P (und damit die Lage des starren Ko¨rpers selbst) im Inertialsystem beschrieben durch
den Ortsvektor
−→
OP = r
P
= R+ ξiEi, R =
−→
OS = X(r)e(r), Ei = Ei
(r)e(r) (2.5)
(X(r) – Schwerpunktkoordinaten, Ei
(r) –
”
Drehmatrix“). Die X(r) und Ei
(r) ha¨ngen lokal
umkehrbar eindeutig von jeweils drei Parametern ab – X(r) von drei Verschiebungen
und Ei
(r) von drei Drehungen. Diese heißen Starrko¨rperkoordinaten und seien mit x¯s
(s = 1, . . . , 6) bezeichnet.
Die Lage eines MKS mit K Ko¨rpern Bk wird durch alle X
k
(r) und E
k
i
(r) (k = 1, . . . , K)
beschrieben. Die zugeho¨rigen Starrko¨rperkoordinaten x¯
k
s sind dann infolge der im Allge-
meinen vorhandenen Gelenke nicht unabha¨ngig voneinander. Die Geometrie eines jeden
Gelenks bewirkt gewisse Einschra¨nkungen der Bewegungsmo¨glichkeiten der beiden durch
dieses Gelenk miteinander verbundenen starren Ko¨rper. Der Grad dieser Einschra¨nkung
wird durch den Gelenkfreiheitsgrad bestimmt. Dann kann die Kinematik des MKS fol-
gendermaßen definiert werden:
Definition 2.7 Ein MKS hat den endlichen Freiheitsgrad n, wenn die Menge Lt der zur
Zeit t mo¨glichen Lagen des MKS eineindeutig auf ein Gebiet D ⊂ Rn gema¨ß
Lt :=
{
x¯
k
s = x¯
k
s(q1, . . . , qn, t) | (q1, . . . , qn) ∈ D ⊂ Rn
}
(2.6)
abgebildet werden kann.
Der Vektor q = (qκ) = (q1, . . . , qn) ∈ D heißt repra¨sentierender Punkt und Rn Konfigu-
rationenraum des MKS. Die q1, . . . , qn heißen generalisierte Koordinaten des MKS. Der
Freiheitsgrad n ist identisch mit der Anzahl der generalisierten Koordinaten und somit mit
der Anzahl der unabha¨ngigen Bewegungsmo¨glichkeiten. Stetige, stu¨ckweise zweimal stetig
differenzierbare Funktionen q = q(t) beschreiben eine Bewegung des MKS. Das 2n-Tupel
(q˙, q) heißt Zustand (auch Bewegungszustand) des MKS.
Ein MKS heißt holonom, wenn zwischen den generalisierten Koordinaten keine nichtin-
tegrablen differenziellen Bindungen bestehen, andernfalls anholonom. Ein MKS heißt skle-
ronom, wenn keine Starrko¨rperkoordinate x¯
k
s explizite Funktion der Zeit t ist, sonst rheo-
nom. Im Folgenden werden stets holonome MKS betrachtet, falls nicht ausdru¨cklich anders
vermerkt.
18 Kapitel 2. Theoretische Grundlagen
2.2.3 Kinetik
In diesem Abschnitt wird die Kinetik von MKS unter Verwendung von Minimalkoor-
dinaten erla¨utert. Es wird somit vorausgesetzt, dass entweder das MKS Baumstruktur
aufweist oder – bei Existenz kinematischer Schleifen – eine entsprechende Anzahl Koordi-
naten mit Hilfe der Zwangsbedingungen vollsta¨ndig (und global) eliminiert werden kann.
Die Verwendung von Nicht-Minimalkoordinaten wird in Abschnitt 2.2.4 behandelt.
2.2.3.1 Konstitutive Gleichungen
Die an den starren Ko¨rpern angreifenden eingepra¨gten Kra¨fte seien mit dk(ξ) (ξ ∈ Ξ, Ξ –
Menge aller materiellen Punkte des MKS) und die entsprechend zugeordneten generali-
sierten Kra¨fte mit Qκ bezeichnet. Dann gilt
Qκ = S ∂κr dk
(S steht fu¨r
”
Summation“ u¨ber alle ξ ∈ Ξ). Fu¨r Einzelkra¨fte ki ist Qκ =
∑
i ∂κ ri ki. Die
konstitutiven Gleichungen eines MKS seien durch
dk = dk(ξ; r˙, r, t) = k(ξ; r˙, r, t)dV
(k – Volumenkraftdichte, dV – Volumenelement) mit hinreichend glatten Funktionen k
und letztlich durch
Qκ = Qκ(q˙, q, t)
gegeben.
2.2.3.2 Prinzip der virtuellen Arbeit
Die Bewegung eines MKS kann als die Bewegung seines repra¨sentierenden Punktes im
n-dimensionalen Konfigurationenraum Rn betrachtet werden.
Definition 2.8 Eine virtuelle Verschiebung eines MKS ist die Menge differenzieller
A¨nderungen der Ortsvektoren r (und damit der Starrko¨rperkoordinaten x¯
k
s) zu einer
(willku¨rlichen) Variation δqκ der generalisierten Koordinaten qκ bei fester Zeit t:{
δr | δr = ∂κr δqκ
}
bzw.
{
δx¯
k
s | δx¯
k
s = ∂κx¯
k
s δqκ
}
.
Die Kinetik des MKS wird dann durch das Prinzip der virtuellen Arbeit in Lagrange’scher
Fassung bestimmt:
Axiom 2.9 Unter allen mo¨glichen Bewegungen eines MKS ist die tatsa¨chlich eintretende
Bewegung dadurch gekennzeichnet, dass zu jeder Zeit t gilt
δ′A := S δr (dk− r¨ dm) = 0 fu¨r alle virtuellen δr (2.7)
(S –
”
Summation“ u¨ber alle materiellen Punkte ξ ∈ Ξ, dk – eingepra¨gte Kra¨fte belie-
biger Verteilung, r(ξ, q, t) – Ortsvektor des materiellen Punktes ξ, r¨ = d
dt
r˙ = d
2
dt2
r, dm –
Massenelement).
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Mit der kinetischen Energie eines MKS
T (q˙, q, t) :=
1
2
∫
r˙2 dm (2.8)
und S δr dk ≡ S ∂κr dk δqκ ≡ Qκ δqκ folgt aus (2.7)
δ′A :=
[
−
(
∂˙κT
)˙
+ ∂κT + Qκ
]
δqκ = 0 ∀ δqκ.
Somit lauten die (Lagrange’schen) Bewegungsgleichungen eines MKS(
∂˙κT
)˙
− ∂κT = Qκ. (2.9)
2.2.3.3 Zustandsfunktionen
Folgende additive Zerlegung der generalisierten Kra¨fte in vier Klassen mit bestimmten
Eigenschaften erweist sich als zweckma¨ßig:
Qκ = Q
(0)
κ + Q
(1)
κ + Q
(2)
κ + Q
(S)
κ . (2.10)
Dabei sollen Q
(0)
κ als Gradient im Konfigurationenraum, Q
(1)
κ als Variationsableitung eines
verallgemeinerten Potenzials und Q
(2)
κ als Gradient im Geschwindigkeitsraum darstellbar
sein:
Q(0)κ = Q
(0)
κ (q, t) = −∂κU(q, t), (2.11a)
Q(1)κ = Q
(1)
κ (q˙, q, t) = δκV (q˙, q, t), (2.11b)
Q(2)κ = Q
(2)
κ (q˙, q, t) = −∂˙κD(q˙, q, t). (2.11c)
Die Funktionen U , V und D heißen in dieser Reihenfolge Potenzial, verallgemeinertes (gy-
roskopisches) Potenzial und Rayleigh’sche Dissipationsfunktion. Sie sind Zustandsfunktio-
nen des MKS. Alle Anteile der Qκ, die nicht durch diese Zustandsfunktionen dargestellt
werden ko¨nnen oder sollen, werden in Q
(S)
κ (”
sonstige“ Anteile der generalisierten Kra¨fte)
zusammengefasst. Die notwendigen und hinreichenden Bedingungen fu¨r die Klassenzu-
geho¨rigkeit (Integrabilita¨tsbedingungen) sowie die Ermittlung der Zustandsfunktionen
wurden z.B. in [131] und in anderer Form bereits von Helmholtz in [83] angegeben.
Beide Darstellungen sind im Anhang, Abschnitt A.1, nochmals kurz wiedergegeben.
2.2.3.4 Struktur der Lagrange’schen Gleichungen
Sei r der Ortsvektor eines beliebigen materiellen Punktes eines MKS und r˙ = ∂κrq˙
κ + ∂0r
dessen Geschwindigkeit. Dann ist nach (2.8) die kinetische Energie T eines holonomen
MKS eine quadratische Funktion in den q˙ und es gilt T = T2 + T1 + T0 (Ti – in den
generalisierten Geschwindigkeiten homogenes Polynom i-ten Grades, i = 0, 1, 2). Sie habe
die Form
T =
1
2
g¯κλ(q, t)q˙
κq˙λ + g¯κ0(q, t)q˙
κ +
1
2
g¯00(q, t) ≡ 1
2
g¯αβ(q, t)q˙
αq˙β (2.12)
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mit κ, λ ∈ J (J – Indexmenge der generalisierten Koordinaten), q0 ≡ t und α, β ∈ J ∪ {0}.
Dabei ist
g¯αβ =
K∑
k=1
(m
k
∂αX
k
(i)∂βX
k
(i) + ϑ
k
ij∂αE
k
i
(r)∂βE
k
j
(r)) = g¯βα (2.13)
(X
k
(i)X
k
(i) := X
k
(i)X
k
(j)δ(i)(j), E
k
i
(r)E
k
j
(r) := E
k
i
(r)E
k
j
(s)δ(r)(s), m
k
– Masse des Ko¨rpers Bk, ϑ
k
ij –
Binet’scher Tra¨gheitstensor des Ko¨rpers Bk). Der Querstrich in (2.13) dient lediglich der
Unterscheidung der Koeffizienten (g¯αβ) der kinetischen Energie von denen der spa¨ter ver-
wendeten Lagrange-Funktion (dort: gαβ). Fu¨r skleronome MKS entfallen das lineare und
das Absolutglied (T = T2) und es gilt g¯κλ = g¯κλ(q). Eine ableitungsfreie Generierung der
g¯αβ ist ebenfalls mo¨glich. Darauf soll aber in dieser Arbeit nicht na¨her eingegangen werden.
Ausfu¨hrliche Erla¨uterungen hierzu finden sich z.B. in [132].
Die (Lagrange’schen) Bewegungsgleichungen (2.9) lauten mit (2.12) in ihrer expliziten
Form
g¯κλ(q, t)q¨
λ + Γ¯καβ(q, t)q˙
αq˙β = Qκ(q˙, q, t). (2.14)
Dabei bezeichnet g¯κλ die symmetrische und positiv definite verallgemeinerte Massenma-
trix, Γ¯καβ =
1
2
(∂αg¯κβ + ∂β g¯κα − ∂κg¯αβ) = Γ¯κβα sind die Christoffel-Symbole erster Art und
Qκ =
K∑
k=1
(K
k
(i)∂κX
k
(i) +
1
2
M
k
ij∂κE
k
i
(r)E
k
j
(r))
(K
k
(i) – resultierende am Ko¨rper Bk eingepra¨gte Kraft, M
k
ij – schiefsymmetrischer Tensor
des am Ko¨rper Bk eingepra¨gten resultierenden Momentes) sind die generalisierten Kra¨fte.
Mit der Zerlegung gema¨ß (2.10) mit (2.11) kann eine Lagrange-Funktion
Λ(q˙, q, t) := T − U − V (2.15)
eingefu¨hrt werden. Dann erha¨lt (2.9) die Form(
∂˙κΛ
)˙
− ∂κΛ + ∂˙κD = Q(S)κ . (2.16)
Die Bewegungen eines MKS werden dann beschrieben durch die Lo¨sungen q(t) der La-
grange’schen Gleichungen (2.16). Das Funktionentripel {Λ, D,Q(S)κ } ist ein mathemati-
sches Modell des MKS. Bei Nichtexistenz von
”
sonstigen“ Kraftanteilen existiert ein La-
grange’sches Modell {Λ, D, 0} = {Λ, D} des MKS.
Die Lagrange-Funktion (2.15) hat wegen (2.12) (und wegen (A.3a) und (A.4), siehe
Anhang A) die explizite Form
Λ =
1
2
gκλ(q, t)q˙
κq˙λ + gκ0(q, t)q˙
κ +
1
2
g00(q, t) ≡ 1
2
gαβ(q, t)q˙
αq˙β. (2.17)
Dabei gilt gαβ = g¯αβ , falls α, β = 0 (d.h. gκλ = g¯κλ). Zusammen mit der Dissipati-
onsfunktion D = 1
2
sαβ(q, t)q˙
αq˙β lauten somit die Lagrange’schen Gleichungen explizit
(Γκαβ =
1
2
(∂αgκβ + ∂βgκα − ∂κgαβ) = Γκβα)
gκλ(q, t)q¨
λ + Γκαβ(q, t)q˙
αq˙β + sκα(q, t)q˙
α = Q(S)κ (q˙, q, t). (2.18)
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Somit sind alle gema¨ß (2.11) mittels Zustandsfunktionen darstellbaren Anteile der
generalisierten Kra¨fte auf der linken Seite von (2.18) enthalten.
Bemerkungen:
Die kinetische Energie eines MKS ist eine positiv definite quadratische Funktion in
den (absoluten) Starrko¨rpergeschwindigkeiten ˙¯x
k
s der beteiligten Ko¨rper und deshalb
auch in den generalisierten Geschwindigkeiten q˙. Somit kann fu¨r jedes MKS durch das
Linienelement
ds2 := gκλ(q, t) dq
κ dqλ = ∂˙κ∂˙λT dq
κ dqλ (2.19)
fu¨r jedes feste t im Konfigurationenraum Rn eine von der Zeit abha¨ngige Riemann’sche
Metrik gκλ(q, t) eingefu¨hrt werden. Der R
n erfa¨hrt somit eine (zeitabha¨ngige) Maßbestim-
mung durch die kinetische Energie des MKS. Der fu¨r jedes t so metrisierte Konfiguratio-
nenraum ist ein (quasi
”
atmender“) Riemann’scher Raum Vnt . Die Γκλ	(q, t) (κ, λ,  ∈ J)
sind die Christoffel-Symbole erster Art. Die Bewegung eines rheonomen MKS kann als
eine Trajektorie in einem (n + 1)-dimensionalen Ereignisraum Vn+1 aufgefasst werden.
Im skleronomen Fall ist gκλ = gκλ(q) und der Riemann’sche Raum V
n ist zeitunabha¨ngig
(nicht atmend).
Die Metrisierung des Konfigurationenraumes ermo¨glicht die Verwendung von Begrif-
fen, Definitionen und Bezeichnungen der Riemann’schen Geometrie bei der Untersuchung
von MKS (und spa¨ter von EMS). Es ko¨nnen diverse differenzialgeometrische Methoden zur
Untersuchung der Dynamik solcher Systeme angewendet werden. Ausfu¨hrliche Erla¨ute-
rungen hierzu finden sich z.B. in [131].
2.2.4 Mehrko¨rpersysteme mit zusa¨tzlichen Bindungen
Mehrko¨rpersysteme mit zusa¨tzlichen Bindungen sind dadurch charakterisiert, dass ihre
Topologie nicht durch eine Baumstruktur dargestellt werden kann. Solche Systeme werden
auch als
”
Constrained Mechanical Systems“ (CMS) bezeichnet. Sie sind durch die Exis-
tenz von kinematischen Schleifen und entsprechenden zusa¨tzlichen Zwangsbedingungen
gekennzeichnet. Falls mit Hilfe dieser Zwangsbedingungen eine entsprechende Anzahl von
Koordinaten global eliminiert werden kann, ist weiterhin eine Modellierung mit einem
Minimalsatz von Bewegungsgleichungen mo¨glich. Falls jedoch eine komplette Elimination
nicht durchgefu¨hrt werden kann oder soll, so erfordert die Modellierung die Beru¨cksichti-
gung der zusa¨tzlichen Zwangsbedingungen in Form von algebraischen Gleichungen neben
den Bewegungsdifferenzialgleichungen. Die Herleitung der CMS-Modellgleichungen kann
dann z.B. mit der Methode der Lagrange-Multiplikatoren erfolgen.
2.2.4.1 Zusa¨tzliche Bindungen
Es sei wieder J die Indexmenge der generalisierten Koordinaten und es gelte κ, λ ∈ J und
α, β ∈ J ∪ {0} (q0 ≡ t). Die zusa¨tzlichen Bindungen infolge kinematischer Schleifen des
MKS ko¨nnen als geometrische (holonome) – eventuell rheonome – Bindungen
hσh(q, t) = 0, σh ∈ Jch, |{σh}| = rmh, (2.20)
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(Jch – Indexmenge der holonomen Bindungen) und/oder als nichtintegrable kinematische
(anholonome) – hier nur skleronome – Bindungen
hσaκ(q)q˙
κ = 0, σa ∈ Jca , |{σa}| = rma, (2.21)
(Jca – Indexmenge der anholonomen Bindungen) gegeben sein. (Die Nichtintegrabilita¨t
der differenziellen Bindungen gelte unter Beru¨cksichtigung der vorhandenen geometrischen
Bindungen des MKS.) Weiterhin sei
f 	1α :=
{
∂αh
σh , 1 = σh
hσaκ , 1 = σa, α = κ,
(2.22)
mit dem Rang rang(f 	1α) = rm < n, rm := rmh + rma, in einem gewissen Gebiet D ⊂ Rn
(d.h., es sollen keine abha¨ngigen Bindungen auftreten). Dann definiert die Gesamtheit
aller kinematischen (holonomen und anholonomen) Bindungen im Punkt q des CMS-
Konfigurationenraumes eine (n− rm)-dimensionale Hyperebene Erm mittels
f 	1α(q, t)q˙
α = f 	1κ(q, t)q˙
κ + f 	10(q, t) = 0. (2.23)
Die Ableitungen der kinematischen Zwangsbedingungen (2.23) nach der Zeit t
heißen dynamische Zwangsbedingungen (Bindungen auf Beschleunigungsebene). Mit
γ	1αβ := ∂βf
	1
α gilt
(f 	1αq˙
α)˙ = f 	1αq¨
α + γ	1αβ q˙
αq˙β = 0. (2.24)
Der Freiheitsgrad des CMS im Großen ist n− rmh, im Kleinen n− rm. Fu¨r rma = 0
heißt das CMS holonom, andernfalls anholonom. Auf eine ausfu¨hrliche Diskussion der
Problematik Anholonomita¨t und der damit verbundenen kinematischen Steuerbarkeit
soll hier nicht eingegangen werden. Dazu wird auf die einschla¨gige Literatur (siehe z.B.
[15, 100, 149, 174]) verwiesen.
2.2.4.2 Bewegungsgleichungen
Nach dem Lagrange’schen Befreiungsprinzip entsprechen den Bindungen (2.23) gewisse
(generalisierte) Reaktionskra¨fte Rκ. Damit werden die Lagrange’schen Bewegungsglei-
chungen (2.16) fu¨r ein CMS zu(
∂˙κΛ
)˙
− ∂κΛ + ∂˙κD = Q(S)κ + Rκ. (2.25)
Bei idealen Bindungen steht der Vektor Rκ senkrecht auf der Hyperebene Erm und ist
eine Linearkombination der rm (n-dimensionalen) Normalenvektoren f
	1
κ (1 = 1, . . . , rm;
κ = 1, . . . , n). Somit lassen sich die Reaktionen mit Hilfe von Lagrange-Multiplikatoren
λ	1 wie folgt darstellen
Rκ = λ	1f
	1
κ. (2.26)
Die Gleichungen (2.25) lauten folglich in expliziter Form
gκλq¨
λ + Γκαβ q˙
αq˙β + sκαq˙
α = Q(S)κ + λ	1f
	1
κ. (2.27)
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Sie heißen Lagrange’sche Gleichungen gemischten Typs. Bei bekanntem Bewegungszu-
stand (q˙, q) des CMS ko¨nnen mit (2.27) und (2.24) die Beschleunigungen q¨κ(t) und die
Lagrange-Multiplikatoren λ	1(t) gema¨ß
gκλq¨
λ − f 	1κλ	1 = Q(S)κ − Γκαβ q˙αq˙β − sκαq˙α, (2.28a)
fκ1λq¨
λ = −γκ1αβ q˙αq˙β (2.28b)
bestimmt werden. Zur Einhaltung der Bindungen auf Lage- und Geschwindigkeitsebene
ist eine entsprechende Stabilisierung z.B. mittels Projektion ([4, 30]) oder Regularisierung
([8]) notwendig. Mit den Bezeichnungen
(Gab) :=
[
(gκλ) (f
	1
κ)
T
(fκ1λ) 0
]
, (Xb) :=
[
q¨λ
−λ	1
]
und
(Q¯a) :=
[
Q
(S)
κ − Γκαβ q˙αq˙β − sκαq˙α
−γκ1αβ q˙αq˙β
]
ergibt sich fu¨r (2.28) die Form
GabX
b = Q¯a.
Weil die Submatrizen in Gab jeweils von vollem Rang sind (rang(gκλ) = n,
rang(fκ1λ) = rm), ist Gab nicht nur symmetrisch, sondern auch regula¨r (aber nicht positiv
definit) und somit invertierbar. Mit Xb = GbaQ¯a (G
ab : GabGbc = δ
a
c ) sind dann zu jedem
festen Zeitpunkt t die Beschleunigungen q¨κ(t), die Lagrange-Multiplikatoren λ	1(t) und
schließlich auch die generalisierten Reaktionen
Rκ(t) := λ	1(t) f
	1
κ(q(t))
eindeutig bestimmt.
2.3 Elektrische Systeme
Die Anwendung des Lagrange-Formalismus auf elektrische Systeme (ES) mit konzentrier-
ten Parametern basiert auf dem Konzept des Multipols und dessen Repra¨sentation durch
abstrakte Zweipole. Weiterhin finden die Kirchhoff-Theorie und das Prinzip der virtuel-
len Arbeit Anwendung. Die folgende Darstellung ist vor allem angelehnt an die Arbeiten
[131, 142, 144].
2.3.1 Repra¨sentierender Graph
Definition 2.10 Unter einem elektrischen System (ES) wird eine endliche Menge ra¨um-
lich abgegrenzter Objekte (elektrische Bauelemente) verstanden, in denen elektrodyna-
mische (gelegentlich auch elektro-magnetodynamische) Vorga¨nge ablaufen. Jedes Bauele-
ment besitzt endlich viele Anschlussklemmen. Durch verlustfreie Verbindungen (
”
ideale
Dra¨hte“) zwischen zwei oder mehreren solcher Anschlussklemmen ko¨nnen die Bauele-
mente miteinander galvanisch gekoppelt sein.
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Das interne dynamische Verhalten eines elektrischen Bauelements (Induktor, Resistor,
Kondensator usw.) sei durch externe Messungen (mit idealen Messinstrumenten) an des-
sen n Anschlussklemmen beschreibbar. Das Bauelement kann somit als
”
Blackbox“ be-
trachtet werden.
Ein Bauelement mit zwei Klemmen heißt elektrischer Zweipol. Jeder Zweipol defi-
niert einen Zweig des ES. Die gemessenen physikalischen Gro¨ßen V (t) und I(t) werden
Zweigspannung und Zweigstrom genannt. Deren mathematischer Zusammenhang heißt
Zweigrelation. Er wird z.B. in Form einer Konstitutivgleichung dargestellt. Ein Bauele-
ment mit n Anschlussklemmen, n > 2, heißt elektrischer Multipol oder elektrischer n-Pol.
Seine elektrischen Eigenschaften werden charakterisiert durch die Menge aller Relationen
der
(
n
2
)
Spannungen zwischen je zwei Klemmen und den n am Multipol ein- bzw. aus-
fließenden Stro¨men. Die an einem n-Pol ausfu¨hrbaren
(
n
2
)
externen Spannungsmessungen
definieren einen vollsta¨ndigen Messgraphen ΓM , dessen Knoten die Klemmen des n-Pols
und dessen Kanten fiktive Zweipole repra¨sentieren. Durch Vorgabe der Spannungen und
Stro¨me in einem beliebigen Geru¨st des Messgraphen sind aufgrund der Kirchhoff’schen
Gesetze gleichzeitig alle anderen Zweigspannungen und -stro¨me eindeutig bestimmt. So-
mit kann jeder n-Pol durch n− 1 fiktive Zweipole repra¨sentiert werden, die gerade mit
einem Geru¨st von ΓM zusammenfallen. Der entsprechende Subgraph ist also ein Baum
mit n Knoten und n− 1 Kanten. Die Zweigrelationen der fiktiven Zweipole sind definiert
durch die elektrischen Eigenschaften des gesamten Multipols. In jeder dieser Zweigre-
lationen ko¨nnen deshalb neben den
”
zweigeigenen“ elektrischen Gro¨ßen V (t) und I(t)
auch solche Gro¨ßen aus anderen fiktiven Zweipolen desselben n-Pols auftreten. Reale und
fiktive Zweipole werden zusammen abstrakte Zweipole genannt. Das komplette ES kann
somit durch ein (endliches) Netzwerk von abstrakten Zweipolen repra¨sentiert werden (sie-
he auch [36, 137]). Ein solches Netzwerk kann auch aus mehreren Komponenten bestehen,
die untereinander galvanisch nicht gekoppelt sind.
Die galvanische Kopplung der abstrakten Zweipole definiert die Topologie des ES. Die
symbolische Darstellung der Topologie eines ES erfolgt zweckma¨ßigerweise durch einen
Graphen Γ, dessen Kanten die abstrakten Zweipole und dessen Knoten die galvanischen
Kopplungen zwischen zwei oder mehr Anschlussklemmen repra¨sentieren. Dieser Graph
heißt repra¨sentierender Graph des elektrischen Netzwerkes – gelegentlich verku¨rzt auch
Netzwerkgraph. Er besteht aus ebenso vielen Komponenten wie das elektrische Netzwerk.
2.3.2 Kirchhoff’sche Gesetze
Der repra¨sentierende Graph Γ eines elektrischen Netzwerkes habe B Kanten, N Knoten
und p Komponenten. Es bezeichne G ein beliebiges (aber festes) Geru¨st von Γ und H
sei das Cogeru¨st zu G in Γ. Die dazu geho¨rende Fundamentalkreismatrix heiße A und
die entsprechende Fundamentalschnittmatrix heiße Q. Dann lauten die Kirchhoff’schen
Gesetze
Aiµ Vi = 0, i ∈ Γ, µ ∈ H, (2.29a)
Qj
ν Ij = 0, j ∈ Γ, ν ∈ G. (2.29b)
Gleichung (2.29a) entspricht dem
”
Maschensatz“ und (2.29b) dem
”
Knotensatz“. Beide
linearen Gleichungssysteme sind von maximalem Rang (|H| = rang(A) = B −N + p und
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|G| = rang(Q) = N − p). Zusammen mit den B Zweigrelationen der abstrakten Zweipole
bilden sie ein System von 2B Gleichungen fu¨r die B Zweigspannungen Vi(t) und die B
Zweigstro¨me I i(t) (jeweils i ∈ Γ). Aus der Auflo¨sbarkeit dieses Gleichungssystems resul-
tieren drei wesentlich verschiedene Mo¨glichkeiten fu¨r die Einfu¨hrung generalisierter Ko-
ordinaten fu¨r ein ES. In dieser Arbeit werden stets elektrische
”
Ladungen“ (Zeitintegrale
elektrischer Stro¨me) als generalisierte Koordinaten verwendet. Dieser Modellierungsansatz
heißt Ladungsformulierung. Eine Lagrange’sche Formulierung der Bewegungsgleichungen
eines ES ist ebenfalls unter Verwendung von
”
Flu¨ssen“ (Zeitintegrale elektrischer Span-
nungen) bzw. von Ladungen und Flu¨ssen mo¨glich. Diese Ansa¨tze heißen Flussformulierung
bzw. gemischte Formulierung. Sie werden in [220] bzw. [221] ausfu¨hrlich behandelt und
sollen hier nicht weiter verfolgt werden.
Zuna¨chst kann (2.29b) mit (2.3) nach den Stro¨men in den Geru¨stzweigen aufgelo¨st
werden. Wegen Qk
iIk = δilI
l + Qj
iIj = 0, k ∈ Γ, i, l ∈ G, j ∈ H, folgt I i = −Qj iIj , i ∈ G,
j ∈ H. Mit (2.4) ergibt sich daraus I i = Aij Ij, i ∈ G, j ∈ H . Das heißt mit (2.3), dass
jeder Zweigstrom Ij = ˙¯qj, j ∈ Γ, sich als eine Linearkombination der Stro¨me im Cogeru¨st
q˙µ, µ ∈ H , darstellen la¨sst:
˙¯qj = Ajµq˙
µ, j ∈ Γ, µ ∈ H. (2.30)
Analog sind alle Zweigladungen q¯j, j ∈ Γ, Linearkombinationen der Cogeru¨stladungen qµ,
µ ∈ H :
q¯j = Ajµq
µ, j ∈ Γ, µ ∈ H. (2.31)
Die Menge aller Zweigladungen {q¯j, j ∈ Γ} heißt eine Lage des ES. Die Gleichungen (2.30)
bzw. (2.31) heißen Maschentransformation. In Sinne der analytischen Mechanik definieren
sie die Kinematik eines ES.
2.3.3 Bewegungsgleichungen in Minimalkoordinaten
In diesem Abschnitt werden die Bewegungsgleichungen eines ES unter Verwendung von
Minimalkoordinaten hergeleitet. Dazu wird vorausgesetzt, dass zwischen allen im Netz-
werk eventuell vorhandenen Stromquellen keine linearen Abha¨ngigkeiten bestehen. (ES
mit linear abha¨ngigen idealen Stromquellen sind physikalisch nicht sinnvoll und sollen des-
halb hier nicht betrachtet werden.) Dann la¨sst sich fu¨r das ES ein Modell mit der minimal
mo¨glichen Anzahl von Differenzialgleichungen finden, weil die kinematischen Zwangsbe-
dingungen (Knotensatz) und die rheonomen Bindungen infolge Stromquellen vollsta¨ndig
eliminiert werden ko¨nnen.
2.3.3.1 Generalisierte Koordinaten
Wegen (2.30) bzw. (2.31) erscheint es zweckma¨ßig, fu¨r das Netzwerk aus abstrakten Zwei-
polen ein stromquellenfreies Geru¨st zu wa¨hlen. Alle Stromquellen liegen dann im Cogeru¨st
und erzeugen eine Zerlegung der Indexmenge
H = H∗ ∪H0 , (2.32)
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H∗ : Cogeru¨stkanten ohne Stromquellen,
H0 : Cogeru¨stkanten mit Stromquellen.
Im Weiteren sollen nur solche Stromquellen verwendet werden, die nur explizit von
der Zeit t abha¨ngige Funktionen sind (eigentliche Stromquellen). Die Zerlegung (2.32)
impliziert das Vorhandensein maximal einer Stromquelle in jedem Fundamentalkreis. Die
Maschentransformation (2.30) lautet mit (2.32)
˙¯qj = Ajµq˙
µ + q˙j0(t) = A
j
µq˙
µ + Ajµ0 q˙
µ0(t), j ∈ Γ, µ ∈ H∗, µ0 ∈ H0, (2.33)
und aus (2.31) wird mit (2.32)
q¯j = Ajµq
µ + qj0(t) = A
j
µq
µ + Ajµ0q
µ0(t), j ∈ Γ, µ ∈ H∗, µ0 ∈ H0. (2.34)
In (2.33) bezeichnet q˙j0(t) = A
j
µ0 q˙
µ0(t) den Stromanteil des Zweiges j infolge aller im
Netzwerk vorhandenen Stromquellen. In (2.34) steht qj0(t) fu¨r den entsprechenden La-
dungsanteil.
Die Ma¨chtigkeit der Teilmenge H∗ sei mit m bezeichnet (m := |H| − |H0|). Dann
bestimmen alle Ladungen q¯j, die zur Zeit t fu¨r alle Knoten k den Knotensatz in integrierter
Form (akj q¯
j = 0, akj – Knoten-Kanten-Inzidenzmatrix gema¨ß (2.1)) erfu¨llen, die Menge
Lt :=
{
q¯j | q¯j = Ajµqµ + Ajµ0qµ0 , qµ ∈ Rm
}
(2.35)
aller zur Zeit t mo¨glichen Lagen des ES. Durch (2.35) wird eine eineindeutige Abbildung
von Lt auf den R
m definiert. Da zwischen den qµ keine differenziellen Bindungen beste-
hen, heißt das ES holonom mit dem Quasifreiheitsgrad m (vgl. auch unten angefu¨hrte
Bemerkung). Der Vektor q = (qµ), µ ∈ H∗, heißt repra¨sentierender Punkt und Rm Kon-
figurationenraum des ES (q ∈ Rm). Die qµ heißen (topologisch generierte) generalisierte
Koordinaten des ES. Sie bilden eine Minimalmenge generalisierter Koordinaten fu¨r ein ES
in Ladungsformulierung. Stetige, stu¨ckweise zweimal stetig differenzierbare Funktionen
q = q(t) beschreiben eine
”
Bewegung“ des ES, d.h. eine zeitliche Abfolge von mo¨glichen
Lagen. Das 2m-Tupel (q˙, q) heißt Zustand (auch Bewegungszustand) des ES. Besitzt das
ES mindestens eine Stromquelle, so ist H0 = ∅, und das ES heißt rheonom, andernfalls
skleronom.
Bemerkung:
In den in Abschnitt 2.3.2 erwa¨hnten Modellansa¨tzen mittels Flussformulierung oder ge-
mischter Formulierung ergeben sich im Allgemeinen andere Freiheitsgrade als bei der hier
erla¨uterten Ladungsformulierung. Dieser Sachverhalt ist einer der Gru¨nde fu¨r die Wahl
des Terminus
”
Quasi“freiheitsgrad. Ein anderer wird spa¨ter angegeben (siehe Abschnitt
2.3.3.6). Die Tatsache, dass verschiedene Modellierungen ein und desselben Systems
unterschiedliche Freiheitsgrade nach sich ziehen, ist jedoch nicht auf ES beschra¨nkt. Auch
in der analytischen Mechanik ist es mo¨glich, statt der
”
klassischerweise“ verwendeten
(kovarianten) Lagekoordinaten (Verschiebungen und Drehungen) die (kontravarianten)
Impulse als generalisierte Koordinaten vorzusehen (siehe z.B. [228]). Ebenso ist eine
gemischte Formulierung denkbar. Diese Modellierungszuga¨nge werden jedoch nur a¨ußerst
selten benutzt.
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2.3.3.2 Konstitutive Gleichungen
Unter der Voraussetzung, dass die Zweigrelationen der abstrakten Zweipole nach den
Spannungen bzw. Flu¨ssen auflo¨sbar sind, ko¨nnen die Ladungen und deren Zeitableitungen
(Stro¨me) als unabha¨ngige Variablen betrachtet werden. Im Fall von Stromquellen sollen
die Zweigrelationen gegeben sein durch
q¯j = gj0(t), j ∈ H0. (2.36)
Andernfalls seien die Zweigrelationen gegeben in der Form
Vi = fi(¨¯q , ˙¯q , q¯, t), i ∈ Γ \H0. (2.37)
Beide Funktionen fi und g
j
0 seien hinreichend oft differenzierbar. Die Gleichungen (2.36)
und (2.37) sind im Sinne der analytischen Mechanik die konstitutiven Gleichungen des
ES.
2.3.3.3 Prinzip der virtuellen Arbeit
Die Bewegung eines ES kann als die Bewegung seines repra¨sentierenden Punktes im m-
dimensionalen Konfigurationenraum Rm betrachtet werden.
Definition 2.11 Eine virtuelle Verschiebung eines ES ist definiert als die Menge der dif-
ferenziellen A¨nderungen der Zweigladungen q¯j, j ∈ Γ, zu einer (willku¨rlichen) Variation
δqµ der generalisierten Koordinaten qµ, µ ∈ H∗, bei fester Zeit t:{
δq¯j | δq¯j = Ajµδqµ
}
.
(Wegen Ajν = δ
j
ν fu¨r alle j, ν ∈ H ist δq¯j = 0 fu¨r alle j ∈ H0.)
Zusammen mit den in den vorhergehenden Abschnitten eingefu¨hrten Begriffen lassen
sich die Bewegungsgleichungen eines ES (in Analogie zur analytischen Mechanik) durch
Anwendung des Prinzip der virtuellen Arbeit gewinnen.
Axiom 2.12 Unter allen mo¨glichen Bewegungen eines ES ist die tatsa¨chlich eintretende
Bewegung dadurch gekennzeichnet, dass zu jeder Zeit t gilt
δ′A := −Vi δq¯i = 0 fu¨r alle virtuellen δq¯i. (2.38)
Wegen Vi δq¯
i = Vi A
i
µ δq
µ ist (2.38) a¨quivalent mit dem Kirchhoff’schen Maschensatz
(2.29a).
Mit der Indexmengenzerlegung (2.32) und der Maschentransformation (2.34) (bzw.
(2.33)) ko¨nnen die rheonomen Bindungen infolge Stromquellen leicht eliminiert werden.
Die Zeitverla¨ufe der Ladungen qµ0(t) und Stro¨me q˙µ0(t) der stromquellenbehafteten Fun-
damentalkreise µ0, µ0 ∈ H0, sind durch die Funktionen (2.36) festgelegt. Fu¨r diese Ma-
schen folgt aus (2.29a) zuna¨chst Aiµ0Vi = A
j
µ0Vj + A
k
µ0Vk = 0, i ∈ Γ, j ∈ G, k ∈ H , und
daraus wegen Akµ0Vk = δ
k
µ0
Vk = Vµ0 mit (2.4) schließlich
Vµ0 = −Ajµ0Vj = Qµ0j Vj , µ0 ∈ H0, j ∈ G.
Deshalb bestimmt (2.29a) fu¨r diese Maschen lediglich die Spannungen u¨ber den Strom-
quellen. Bei Verwendung von Minimalkoordinaten geho¨ren somit die Gleichungen (2.29a)
fu¨r µ ∈ H0 nicht zu den Bewegungsgleichungen. Die aus (2.38) resultierenden Bewegungs-
gleichungen sind somit Lagrange’sche Gleichungen zweiter Art, d.h., die Anzahl der Be-
wegungsgleichungen ist die minimal mo¨gliche.
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2.3.3.4 Zustandsfunktionen
Falls im Folgenden nicht ausdru¨cklich anders vermerkt, durchlaufen lateinische Indizes Γ
und griechische H∗.
Fu¨r die Herleitung der Bewegungsgleichungen eines ES in Lagrange’scher Form aus
dem Prinzip der virtuellen Arbeit ist die Einhaltung gewisser notwendiger und hinreichen-
der Bedingungen fu¨r die Maschenspannungen vµ(q¨, q˙, q, t) bezu¨glich der Existenz eines
kinetischen Potenzials erster Art Λ = Λ(q˙, q) notwendig. Solche Bedingungen hat Helm-
holtz angegeben (siehe [83]). Ihre Herleitung wird der Vollsta¨ndigkeit halber im Anhang,
Abschnitt A.2 wiederholt. Diese Bedingungen ermo¨glichen die Definition von elektrischen
Bauelementen mit gewissen physikalischen Eigenschaften: Die Spannungen eines (strom-
quellenfreien) Zweiges i lassen sich stets (aber nicht eindeutig) gema¨ß
Vi = V
(L)
i + V
(R)
i + V
(C)
i + Vi0 + V
(S)
i , i ∈ Γ \H0, (2.39)
mit
V
(L)
i = Ψ˙i, Ψi = Ψi( ˙¯q , t),
V
(R)
i = V
(R)
i ( ˙¯q , q¯, t),
V
(C)
i = V
(C)
i (q¯, t),
Vi0 = Vi0(t)
zerlegen. Die entsprechenden elektrischen Bauelemente heißen – in der in (2.39) ge-
nannten Reihenfolge – Induktor, (quasilinearer) Resistor, Kondensator und Spannungs-
quelle. Die V
(S)
i verko¨rpern diejenigen (”
sonstigen“) Spannungsanteile, die keinem der
vier Bauelemente zugeordnet werden ko¨nnen oder sollen. Die Spannungsanteile der qua-
silinearen Resistoren ergeben sich aus in den Stro¨men linearen Zweigrelationen, d.h.
V
(R)
i = Rij(q¯, t) ˙¯q
j. Spannungsanteile infolge evtl. auftretender nicht(quasi)linearer Re-
sistoren seien in den sonstigen Anteilen V
(S)
i enthalten. Im Weiteren werden die den
quasilinearen Resistoren entsprechenden Anteile der Maschenspannungen dargestellt als
v
(R)
µ = AiµV
(R)
i = rµν(q, t)q˙
ν + sµ(q, t) (siehe auch Anhang, Abschnitt A.2).
Unter diesen Voraussetzungen ko¨nnen die folgenden Zustandsfunktionen eingefu¨hrt
werden (vgl. Anhang, Abschnitt A.2): magnetische Coenergie W ′m, elektrische Energie We,
verallgemeinertes (gyroskopisches) Potenzial V h und Rayleigh’sche Dissipationsfunktion
D = D(q˙, q, t). Mit der Lagrange-Funktion
Λ(q˙, q, t) := W ′m −We − V h (2.40)
lauten dann die Bewegungsgleichungen in Lagrange’scher Form(
∂˙µΛ
)˙
− ∂µΛ + ∂˙µD = Q(S)µ , (2.41)
wobei in Q
(S)
µ := −AiµV (S)i diejenigen Maschenspannungen zusammengefasst sind, die
nicht durch Λ oder D dargestellt werden ko¨nnen oder sollen.
Die Funktionen Λ und D sind Zustandsfunktionen des ES. Das Funktionentri-
pel {Λ, D,Q(S)µ } ist ein mathematisches Modell des ES. Fu¨r jedes solche Modell gel-
ten die Bewegungsgleichungen gema¨ß (2.41). Gema¨ß (2.39) existiert stets das triviale
Modell {0, 0, Q(S)µ } (Kirchhoff-Modell). Demgegenu¨ber heißt {Λ, D, 0} = {Λ, D} ein La-
grange’sches Modell des ES.
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2.3.3.5 Ein Lagrange’sches Modell fu¨r ES
Ein Lagrange’sches Modell eines ES ist realisierbar, falls in (2.39) die
”
sonstigen“ Span-
nungsanteile V
(S)
i verschwinden und nur quasilineare Resistoren auftreten, von denen le-
diglich der symmetrische Anteil explizit zeitabha¨ngig sein darf (so genannte rheolineare
Resistoren). Ein solches Lagrange’sches Modell wird im Folgenden fu¨r konventionelle,
elektrisch lineare ES (RLC-Netzwerke mit Spannungs- und Stromquellen) aufgestellt. Die
Konstitutivgleichungen des ES seien gegeben durch
Vi = V
(L)
i + V
(R)
i + V
(C)
i + Vi0. (2.42)
Jeder dieser Spannungsanteile lasse sich durch entsprechende Konstitutivparameter
gema¨ß
V
(L)
i = Ψ˙i, Ψi( ˙¯q , t) = Lij(t) ˙¯q
j + Ψi0(t),
V
(R)
i = Rij(t) ˙¯q
j,
V
(C)
i = Cij(t)q¯
j + V
(C)
i0 ,
Vi0 = Vi0(t)
(2.43)
darstellen. Dabei soll (zur Erfu¨llung der Integrabilita¨tsbedingungen) gelten
Lij = Lji, Cij = Cji, ∂0R[ij] = 0. (2.44a–c)
Die Konstitutivparameter werden folgendermaßen bezeichnet: Lij(t) – Matrix der In-
duktivita¨ten (auch abku¨rzend Induktormatrix), Ψi0(t) – explizit zeitabha¨ngige magne-
tische Flu¨sse infolge Permanentmagneten, Rij(t) – Resistormatrix, Cij(t) – inverse Ma-
trix der Teilkapazita¨ten, V
(C)
i0 – Spannungen infolge Anfangsladungen von Kondensato-
ren, Vi0(t) – Spannungsquellen. Die inverse Matrix der Teilkapazita¨ten Cij wird definiert
durch CijC
jk = δki fu¨r alle kondensatorbehafteten Zweige i, j, k und durch Cij = 0 fu¨r alle
kondensatorfreien Zweige i (mit j ∈ Γ). Dabei ist q¯j := CjkVk fu¨r j = k die Ladung auf
einem Kondensator mit der (Teil-)Kapazita¨t Cjk, u¨ber dem die Spannung Vk abfa¨llt. Fu¨r
j = k vermittelt die Teil- oder
”
Gegen“kapazita¨t Cjk den wechselseitigen Einfluss eines
elektrischen Feldes zwischen den Kondensatoren der Zweige j und k.
Die Konstitutivparameter in (2.43) seien jeweils beliebig gegeben, und gema¨ß (2.36)
gelte weiterhin q¯i(t) := gi0(t) fu¨r alle i ∈ H0. Die vorausgesetzte Symmetrie der induktiven
und kapazitiven Konstitutivparameter (Lij , Cij) ist – innerhalb der Kirchhoff-Theorie –
direkte Folge der Symmetrie des Permeabilita¨ts- und des Dielektrizita¨tstensors.
Wegen (2.44a,b) sind die Integrabilita¨tsbedingungen (A.7) und (A.9) (vgl. Anhang,
Abschnitt A.2) erfu¨llt und mit qj0(t) = A
j
µ0g
µ0
0 (t) bzw. q˙
j
0(t) = A
j
µ0 g˙
µ0
0 (t) (jeweils µ0 ∈ H0)
ergibt sich fu¨r die magnetische Coenergie
W ′m(q˙, t) :=
1
2
AiµA
j
νLij(t)q˙
µq˙ν + Aiµ
[
Lij(t)q˙
j
0(t) + Ψi0(t)
]
q˙µ +
+
[
1
2
Lij(t)q˙
j
0(t) + Ψi0(t)
]
q˙i0(t)
(2.45)
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und fu¨r die elektrische Energie
We(q, t) :=
1
2
AiµA
j
νCij(t)q
µqν + Aiµ
[
Cij(t)q
j
0(t) + V
(C)
i0 + Vi0(t)
]
qµ +
+
[
1
2
Cij(t)q
j
0(t) + V
(C)
i0 + Vi0(t)
]
qi0(t).
(2.46)
Rheolineare Resistoren erfu¨llen (A.11) und wegen (2.44c) gilt auch (A.13). Diesen Bau-
elementen ko¨nnen deshalb das gyroskopische Potenzial
V h(q˙, q) :=
1
2
AiµA
j
νR[ij]q
µq˙ν = −1
2
AiµA
j
νR[ij]q
ν q˙µ (2.47)
und die Dissipationsfunktion
D(q˙, t) :=
1
2
AiµA
j
νR(ij)q˙
µq˙ν + AiµRij q˙
j
0(t)q˙
µ (2.48)
zugeordnet werden (siehe ebenfalls Anhang, Abschnitt A.2). Zur Gewinnung der explizi-
ten Bewegungsgleichungen wird in (2.41) lediglich die Variationsableitung der Lagrange-
Funktion beno¨tigt. Wegen δµF (t) ≡ 0 kann deshalb im Folgenden auf die rein zeitabha¨ngi-
gen (durch Unterstreichung gekennzeichneten) Terme in (2.45) und (2.46) verzichtet wer-
den. Somit kann das Lagrange-Modell {Λ, D} eines elektrisch linearen ES gema¨ß
Λ(q˙, q, t) :=
1
2
AiµA
j
ν
[
Lij(t)q˙
µq˙ν − R[ij]qµq˙ν − Cij(t)qµqν
]
+
+Aiµ
{[
Lij(t)q˙
j
0(t) + Ψi0(t)
]
q˙µ −
[
Cij(t)q
j
0(t) + V
(C)
i0 + Vi0(t)
]
qµ
}
,
D(q˙, t) :=
1
2
AiµA
j
νR(ij)(t)q˙
µq˙ν + AiµRij(t)q˙
j
0(t)q˙
µ.
aufgestellt werden.
2.3.3.6 Struktur der Lagrange’schen Bewegungsgleichungen
Die Struktur der Bewegungsgleichungen (2.41) ha¨ngt wesentlich von den auf den einzelnen
Zweigen vorhandenen elektrischen Bauelementen ab. Ein ES kann induktorfreie Funda-
mentalkreise enthalten, welche zuna¨chst auf Differenzialgleichungen erster Ordnung fu¨hren
(strukturelle Singularita¨t der Induktormatrix). Weiterhin sind sogar gleichzeitig induktor-
und kondensatorfreie bzw. auch gleichzeitig induktor- und resistorfreie Fundamentalkrei-
se mo¨glich. Solche Maschen liefern Gleichungen nullter Ordnung, d.h. algebraische Glei-
chungen fu¨r Stro¨me bzw. Ladungen. Folglich ist die Ordnung der Bewegungsgleichungen
kleiner oder gleich 2m. Diese Tatsache begru¨ndet im Wesentlichen die Wahl des Terminus
”
Quasi“freiheitsgrad fu¨r die Ma¨chtigkeit der Menge H∗ (neben den Ausfu¨hrungen in der
Bemerkung zu Abschnitt 2.3.3.1).
Falls Gleichungen nullter Ordnung auftreten, stellen diese infolge der elektrisch linea-
ren Konstitutivgleichungen (2.42) stets lineare Zwangsbedingungen fu¨r gewisse Maschen-
stro¨me oder Maschenladungen dar. Diese Zwangsbedingungen ko¨nnen deshalb einfach zur
Elimination einer entsprechenden Anzahl von Maschenstro¨men und/oder Maschenladun-
gen verwendet werden. Deshalb kann auch in diesem Fall die Modellierung des ES mit
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einem minimalen Satz von Koordinaten erfolgen. Eine geeignete Zerlegung der Indexmen-
ge H∗ und die sich daraus ergebenden Bewegungsgleichungen sind in Abschnitt 4.1.3.1
angegeben.
Die hier im Weiteren dargestellten Betrachtungen zur Struktur der Lagrange’schen Be-
wegungsgleichungen basieren zuna¨chst auf Differenzialgleichungen zweiter Ordnung, d.h.
dem Vorhandensein von ausschließlich induktorbehafteten Fundamentalkreisen. Das im
vorhergehenden Abschnitt 2.3.3.5 hergeleitete Lagrange-Modell {Λ, D} eines ES verwen-
det Zustandsfunktionen, die maximal quadratisch in den q˙ sind. Diese lassen sich also
darstellen als
Λ =
1
2
gµν q˙
µq˙ν + gµ0q˙
µ +
1
2
g00, D =
1
2
sµν q˙
µq˙ν + sµq˙
µ,
wobei wegen (2.40) die Koeffizienten durch (2.45–2.48) bestimmt sind:
gµν(t) := lµν(t) ≡ AiµAjνLij(t),
gµ0(q, t) :=
1
2
AiµA
j
νR[ij]q
ν + Aiµ
[
Lij(t)q˙
j
0(t) + Ψi0(t)
]
,
g00(q, t) := −Aiµ
{
AjνCij(t)q
ν + 2
[
Cij(t)q
j
0(t) + V
(C)
i0 + Vi0(t)
]}
qµ,
sµν(t) := A
i
µA
j
νR(ij)(t),
sµ(t) := A
i
µRij(t)q˙
j
0(t).
Im Folgenden sei µ, ν, ω ∈ H∗ und α, β ∈ H∗ ∪ {0} (q0 ≡ t). Dann lauten die La-
grange’schen Gleichungen mit Γµαβ =
1
2
(∂αgµβ + ∂βgµα − ∂µgαβ) = Γµβα in expliziter Form
gµν q¨
ν + Γµαβ q˙
αq˙β + sµν q˙
ν + sµ = 0. (2.49)
Dabei ist (wegen gµ0 = g0µ)
Γµνω ≡ 0,
Γµν0 = Γµ0ν =
1
2
(∂νgµ0 − ∂µgν0 + ∂0gµν) = 1
2
AiµA
j
ν
(
L˙ij(t) + R[ij]
)
,
Γµ00 = ∂0gµ0 − 1
2
∂µg00
= AiµA
j
νCij(t)q
ν + Aiµ
(
Lij(t)q¨
j
0(t) + L˙ij(t)q˙
j
0(t) + Ψ˙i0(t)
)
+
+Aiµ
(
Cij(t)q
j
0(t) + V
(C)
i0 + Vi0(t)
)
.
Die Gleichungen (2.49) ko¨nnen mit r˜µν := ∂0lµν + rµν (wobei rµν := A
i
µA
j
νRij),
cµν := A
i
µA
j
νCij und v˜µ0 = A
i
µ
(
Lij q¨
j
0 + (L˙ij + Rij)q˙
j
0 + Cijq
j
0 + Ψ˙i0 + V
(C)
i0 + Vi0
)
auch
in der Form
lµν q¨
ν + r˜µν q˙
ν + cµνq
ν + v˜µ0 = 0 (2.50)
dargestellt werden.
Bemerkungen:
Fu¨r jedes ES mit positiv definitem lµν kann durch das Linienelement ds, definiert durch
ds2 := gµν(t) dq
µ dqν = ∂˙µ∂˙νW
′
m dq
µ dqν (2.51)
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fu¨r jedes feste t im Konfigurationenraum Rm eine von der Zeit abha¨ngige Riemann’sche
Metrik gµν(t) eingefu¨hrt werden. Der R
m erfa¨hrt somit eine (zeitabha¨ngige) Maßbestim-
mung durch die magnetische Coenergie des ES. Eine solche Metrisierung des Konfigura-
tionenraumes ermo¨glicht die Verwendung von Begriffen, Definitionen und Bezeichnungen
der Riemann’schen Geometrie bei der Untersuchung von ES. Diese Tatsache ist besonders
wichtig fu¨r die Untersuchung von elektromechanischen Systemen (siehe Kapitel 3), weil
dadurch eine einheitliche Betrachtungsweise fu¨r das Gesamtsystem ermo¨glicht wird.
Die magnetische Coenergie eines ES nach (2.45) ist wegen (2.33) eine quadratische
Funktion in den Zweigstro¨men ˙¯qj durch die im Netzwerk vorhandenen Induktoren. Wegen
der generellen Nichtnegativita¨t der magnetischen Coenergie ist somit die Matrix der
Induktivita¨ten Lij stets positiv semidefinit (aber nicht notwendigerweise positiv definit!).
Gleiches gilt fu¨r die Matrix der generalisierten (auf die Fundamentalkreise bezogenen)
Induktivita¨ten lµν . Ein Rangabfall kann verschiedene Ursachen haben:
(a) Singularita¨ten infolge der modellabha¨ngig variablen Matrixelemente (oft nur
zeitweilig auftretend, deshalb auch als momentane Singularita¨ten bezeichnet),
(b) linear abha¨ngige Zeilen oder Spalten,
(c) Zeilen oder Spalten mit ausschließlich Null-Elementen.
Momentane Singularita¨ten nach (a) werden in dieser Arbeit nicht betrachtet. Sie
sind durch eine leichte Modellmodifikation (Matrixregularisierung durch Addition von
vergleichsweise kleinen Werten in der Hauptdiagonalen) behebbar. Ein (permanenter)
Rangabfall nach (b) kann bei ungu¨nstiger Wahl des Geru¨stes fu¨r den elektrischen Netz-
werkgraphen auftreten. Eine solche Singularita¨t ist durch eine vera¨nderte Geru¨stwahl
in einen Rangabfall nach (c) wandelbar. Eine Singularita¨t nach (c) tritt aufgrund der
Verteilung der Bauelemente im elektrischen Netzwerk auf. Ein solcher Rangabfall wird
deshalb in der weiteren Arbeit als strukturell bezeichnet. Falls lµν einen strukturellen
Rangabfall aufweist (rang(lµν) < m infolge Abwesenheit von Induktoren in einigen Fun-
damentalkreisen des ES), ist eine Metrisierung des Konfigurationenraumes mittels (2.51)
nicht mo¨glich. Bei Aufstellung der ES-Bewegungsgleichungen gema¨ß (2.50) ergeben sich
Ordnungsreduktionen der urspru¨nglichen Differenzialgleichungen zweiter Ordnung. Ein
Modell des ES unter Anwendung des Lagrange-Formalismus kann trotzdem aufgestellt
werden. Dazu wird eine Klasseneinteilung der generalisierten Koordinaten qµ eingefu¨hrt,
die die Existenz von Induktoren in den Fundamentalkreisen (und danach die Existenz
von Resistoren in den induktorfreien Maschen) beru¨cksichtigt. Na¨here Ausfu¨hrungen
dazu finden sich in Abschnitt 4.1.
Die elektrische Energie eines ES nach (2.46) ist wegen (2.34) eine quadratische Funk-
tion in den Zweigladungen q¯j der im Netzwerk vorhandenen Kondensatoren. Wegen der
generellen Nichtnegativita¨t der elektrischen Energie ist somit die inverse Matrix der Teil-
kapazita¨ten Cij ebenfalls stets positiv semidefinit. Gleiches gilt fu¨r die generalisierte (auf
die Fundamentalkreise bezogene) inverse Matrix der Teilkapazita¨ten cµν .
Der Energieverlust eines ES infolge Dissipation ergibt sich aus der Leistung P der
resistiven Spannungsanteile V
(R)
i gema¨ß
P = −V (R)i ˙¯q i.
Wegen (2.43) ist P eine quadratische Funktion in den Stro¨men der resistorbehafteten
Zweige und bei ausschließlicher Verwendung von reziproken Resistoren stets nicht posi-
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tiv. Somit ist die Resistormatrix Rij positiv semidefinit. Gleiches gilt fu¨r die Matrix der
generalisierten (auf die Fundamentalkreise bezogenen) Resistoren rµν .
2.3.4 Bewegungsgleichungen in Nicht-Minimalkoordinaten
In diesem Abschnitt erfolgt die Darstellung der Bewegungsgleichungen eines ES unter der
Annahme, dass die rheonomen Bindungen infolge Stromquellen nicht eliminiert werden
sollen. Vielmehr sollen diese Bindungen mittels Reaktionsspannungen befriedigt werden,
die sich nach dem Lagrange’schen Befreiungsprinzip ergeben. Dieser Modellierungsansatz
ist somit dem in Abschnitt 2.2.4 fu¨r mechanische Systeme mit zusa¨tzlichen Bindungen
(CMS) dargestellten vergleichbar. Er soll deshalb als
”
CES“-Modellierung (Constrained
Electrical System) bezeichnet werden. Auch hier erfolgt die Herleitung der Modellglei-
chungen mit der Methode der Lagrange-Multiplikatoren.
Der Vorteil dieser Herangehensweise ist der Wegfall der Einschra¨nkung, dass in jedem
Fundamentalkreis nur ho¨chstens eine Stromquelle vorhanden sein darf. Diese Eigenschaft
erweist sich als gu¨nstig bei der spa¨teren Behandlung von strukturvariablen Systemen
(siehe Abschnitt 5.3.6). Fu¨r eine eindeutige Lo¨sbarkeit des Systems der Bewegungsglei-
chungen wird allerdings ebenso wie in Abschnitt 2.3.3 vorausgesetzt, dass die im ES
vorhandenen Stromquellen keine linearen Abha¨ngigkeiten aufweisen. Das stellt insofern
keine Einschra¨nkung dar, als dass ES mit linear abha¨ngigen Stromquellen physikalisch
nicht sinnvoll sind.
2.3.4.1 Generalisierte Koordinaten
Im Gegensatz zur Modellierung mit Minimalkoordinaten (Abschnitt 2.3.3) wird hier fu¨r
den repra¨sentierenden Graphen des elektrischen Netzwerkes ein nicht notwendigerweise
stromquellenfreies Geru¨st G gewa¨hlt. Das entsprechende Cogeru¨st H(G) habe m# Kanten
(m# := |H|). Die Menge aller (Geru¨st- und Cogeru¨st-)Kanten mit Stromquellen sei mit
Γ0 bezeichnet. Dann kann folgende Indexmengenzerlegung der Kanten des elektrischen
Netzwerkes erfolgen:
Γ = Γ# ∪ Γ0 , (2.52)
Γ# : Kanten ohne Stromquellen,
Γ0 : Kanten mit Stromquellen.
Die Anzahl der Kanten mit Stromquellen sei r0 := |Γ0|. Da zuna¨chst nur ES mit
fixer Struktur und nicht schaltenden Bauelementen betrachtet werden, darf die Anzahl
der Stromquellen die der Fundamentalkreise nicht u¨bersteigen. Somit gilt r0 ≤ m#. Alle
Maschenladungen qµ, µ ∈ H, werden als generalisierte Koordinaten verwendet, die dann
noch – bei Existenz von Stromquellen – r0 rheonomen Bindungen genu¨gen mu¨ssen.
Bemerkung:
Im Gegensatz zur Modellierung in Abschnitt 2.3.3 wird hier keine Unterscheidung
in stromquellenfreie und stromquellenbehaftete Cogeru¨stkanten vorgenommen. In der
Indexmengenzerlegung (2.32) gilt somit
H0 = ∅.
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Deshalb ist bei Bezug auf Gleichungen der Minimalkoordinaten-Formulierung zu beach-
ten, dass grundsa¨tzlich die explizit angegebenen Strom- und Ladungsanteile eines Zweiges
infolge aller vorhandenen Stromquellen entfallen (q˙j0(t) ≡ 0, qj0(t) ≡ 0). Gleiches gilt fu¨r
die Zeitableitung der Stro¨me (q¨j0(t) ≡ 0). Die entsprechenden Anteile sind aufgrund der
Modellierung mittels Nicht-Minimalkoordinaten bereits in den generalisierten Koordina-
ten qµ und deren Zeitableitungen enthalten.
2.3.4.2 Rheonome Bindungen
Die rheonomen Bindungen infolge Stromquellen seien definiert durch
hj0(q¯, t) ≡ q¯j0 − q¯j00 (t) = 0, j0 ∈ Γ0, (2.53)
wobei q¯j00 (t) die durch die Stromquelle im Zweig j0 produzierte Quellenladung (Zeitintegral
des Quellenstromes) ist. Damit sind die Bindungen (2.53) stets holonom. (Anholonome
Bindungen ko¨nnten z.B. auftreten, wenn – im Vergleich zu (2.36) – allgemeinere Strom-
quellen mit Zweigrelationen der Form q¯j00 = g
j0
0 (q˙, q, t) zugelassen wu¨rden.) Mit (2.31)
ergeben sich aus (2.53) rheonome (elektrisch lineare) Bindungen fu¨r die generalisierten
Koordinaten
hj0(q, t) ≡ Aj0µqµ − q¯j00 (t) = 0, j0 ∈ Γ0, µ ∈ H. (2.54)
Analog zu (2.22) gilt offensichtlich f j0µ := ∂µh
j0 = Aj0µ und somit ∂αf
j0
µ ≡ 0
(α ∈ H ∪ {0}). Somit lassen sich – in Anlehnung an den entsprechenden Begriff aus der
analytischen Mechanik – die dynamischen Zwangsbedingungen aus (2.54) leicht durch
zweifaches Ableiten nach der Zeit t zu
h¨j0(q, t) ≡ Aj0µq¨µ − ¨¯qj00 (t) = 0 (2.55)
ermitteln. Wegen der Unabha¨ngigkeit der Stromquellen hat Aj0µ vollen Rang
(rang(Aj0µ) = r0) und (2.54) definiert eine (m
# − r0)-dimensionale Hyperebene Er0 im
R
m# . Alle Zweigladungen q¯j, die zur Zeit t fu¨r alle Knoten k den Knotensatz in integrier-
ter Form (akj q¯
j = 0, akj – Knoten-Kanten-Inzidenzmatrix gema¨ß (2.1)) und fu¨r j = j0
gleichzeitig die Bindungen (2.53) erfu¨llen, bestimmen die Menge
Lt :=
{
q¯j | q¯j = Ajµqµ, j ∈ Γ, qµ ∈ Er0 ⊂ Rm
#
}
(2.56)
aller zur Zeit t mo¨glichen Lagen des ES. Der Freiheitsgrad des ES ist somit
m := m# − r0 = |H| − |Γ0|. Die qµ, µ ∈ H , bilden eine nichtminimale Menge von genera-
lisierten Koordinaten.
2.3.4.3 Bewegungsgleichungen
Nach dem Lagrange’schen Befreiungsprinzip entsprechen den Bindungen (2.54) gewis-
se (generalisierte) Reaktionsspannungen Rµ. Damit wird aus den Lagrange’schen Bewe-
gungsgleichungen (2.41) eines ES bei Verwendung der CES-Formulierung(
∂˙µΛ
)˙
− ∂µΛ + ∂˙µD = Q(S)µ + Rµ, µ ∈ H. (2.57)
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Bei idealen Bindungen steht der Vektor Rµ senkrecht auf der Hyperebene Er0 und ist ei-
ne Linearkombination der r0 (m
#-dimensionalen) Normalenvektoren f j0µ (j0 = 1, . . . , r0;
µ = 1, . . . , m#). Somit lassen sich die Reaktionsspannungen mit Hilfe von Lagrange-
Multiplikatoren λi0 darstellen gema¨ß
Rµ = λi0f
i0
µ = λi0A
i0
µ, i0 ∈ Γ0. (2.58)
Sei V
(SQ)
i0
die u¨ber einer Stromquelle im Zweig i0 (als Reaktion auf den von der Quelle
in das restliche Netzwerk eingespeisten Strom) messbare Spannung. Bei unabha¨ngigen
Stromquellen gilt dann gerade
V
(SQ)
i0
= −λi0 .
Mit (2.58) lauten die Gleichungen (2.57) in expliziter Form (vgl. (2.49))
gµν q¨
ν + Γµαβ q˙
αq˙β + sµν q˙
ν = Q(S)µ + λi0A
i0
µ (2.59)
(wegen H0 = ∅ gilt hier Γµ00 = AiµAjνCijqν + Aiµ(Ψ˙i0 + V (C)i0 + Vi0) sowie sµ = 0) oder
in der zu (2.50) analogen Darstellung (jetzt ohne
”
sonstige“ Spannungsanteile)
lµν q¨
ν + r˜µν q˙
ν + cµνq
ν + vˆµ0 = λi0A
i0
µ (2.60)
mit vˆµ0 := A
i
µ
(
Ψ˙i0 + V
(C)
i0 + Vi0
)
an Stelle von v˜µ0 (vgl. Bemerkung in Abschnitt 2.3.4.1).
Die Gleichungen (2.59) bzw. (2.60) ko¨nnen analog zur analytischen Mechanik als La-
grange’sche Gleichungen gemischten Typs bezeichnet werden. Bei bekanntem Bewegungs-
zustand (q˙, q) des ES ko¨nnen mit (2.60) und (2.55) die zweiten zeitlichen Ableitungen
der Maschenladungen q¨µ(t) (die
”
Beschleunigungen“) und die Lagrange-Multiplikatoren
λi0(t) gema¨ß
lµν q¨
ν − Ai0µλi0 = −r˜µν q˙ν − cµνqν − vˆµ0,
Aj0ν q¨
ν = ¨¯qj00 (t)
(2.61)
bestimmt werden. Zur Einhaltung der Bindungen auf Ladungs- und Stromniveau ist ei-
ne Stabilisierung mittels Projektion oder Regularisierung ([4, 8, 30]) notwendig. Mit den
Bezeichnungen
(Gab) :=
[
(lµν) (A
i0
µ)
T
(Aj0ν) 0
]
, (Xb) :=
[
q¨ν
−λi0
]
und
(Q¯a) :=
[
−r˜µν q˙ν − cµνqν − vˆµ0
¨¯qj00 (t)
]
ergibt sich fu¨r (2.61) die Form
GabX
b = Q¯a.
Die Matrix Aj0ν hat vollen Rang, d.h., wenn lµν regula¨r ist, gilt das auch fu¨r Gab. Diese ist
damit invertierbar (und gleichzeitig symmetrisch). Mit Xb = GbaQ¯a (G
ab : GabGbc = δ
a
c )
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sind dann zu jedem festen Zeitpunkt t die
”
Beschleunigungen“ q¨ν(t), die Lagrange-
Multiplikatoren λi0(t) (somit die Spannungen u¨ber den Stromquellen) und schließlich auch
die generalisierten Reaktionsspannungen
Rµ(t) := λi0(t)A
i0
µ
eindeutig bestimmt. Falls lµν strukturell singula¨r ist, muss eine entsprechende Klassenein-
teilung der generalisierten Koordinaten vorgenommen werden. Na¨here Ausfu¨hrungen dazu
finden sich in Abschnitt 4.1.3.2. Der Fall einer momentanen Singularita¨t, die aufgrund der
Zeitabha¨ngigkeit von lµν auftreten kann, wird hier nicht behandelt.
Kapitel 3
Einheitliche mathematische
Modellierung elektromechanischer
Systeme
In diesem Kapitel wird eine Methode zur einheitlichen mathematischen Modellierung elek-
tromechanischer Systeme (EMS) dargestellt. Sie basiert durchgehend auf dem Lagrange-
Formalismus und stellt somit eine Vereinheitlichung der in Kapitel 2 vorgestellten Model-
lierung von (rein mechanischen) Mehrko¨rpersystemen (MKS) und rein elektrischen Syste-
men (ES) dar. Beide Doma¨nen erscheinen in EMS als so genannte Teilsysteme, zwischen
denen im Allgemeinen Wechselwirkungen bestehen. Beide Teilsysteme eines EMS sind
charakterisiert durch physikalische Objekte mit u¨berwiegend doma¨nenspezifischen Eigen-
schaften. Das mechanische Teilsystem (MTS) besteht aus Starrko¨rpern, den dazugeho¨ri-
gen geometrischen Kopplungen (Gelenken) und den auftretenden Kra¨ften/Momenten.
Letztere ko¨nnen allerdings auch elektromagnetischen Ursprungs sein. Zum elektrischen
Teilsystem (ETS) geho¨ren die vorhandenen Bauelemente (Multipole beschrieben durch
abstrakte Zweipole) und deren galvanische Kopplung. In den Zweipolrelationen du¨rfen
jedoch auch mechanische Koordinaten (in geeigneter Weise) auftreten.
Die physikalischen Vorga¨nge, die u¨ber solche in rein mechanischen bzw. rein elektri-
schen Systemen hinausgehen, sind die – fu¨r EMS charakteristischen – Wechselwirkun-
gen zwischen bewegten massebehafteten Ko¨rpern und elektromagnetischen Feldern. Die-
se finden ihren Ausdruck in konstitutiven Gleichungen, die zuna¨chst die Kopplung von
(Kontinuums-)Mechanik und Maxwell-Theorie beschreiben. In dieser Arbeit werden je-
doch ausschließlich EMS betrachtet, die sich durch Kopplung von Starrko¨rpermechanik
(MKS mit endlichem Freiheitsgrad) und Kirchhoff-Theorie (als quasi-stationa¨re Na¨herung
der Maxwell-Theorie) beschreiben lassen.
Definition 3.1 Eine endliche Menge physikalischer Objekte, die gleichzeitig Eigenschaf-
ten von Starrko¨rpern und elektrischen Multipolen aufweisen und zwischen denen mecha-
nische, elektrische und elektromagneto-mechanische (d.h. doma¨nenu¨bergreifende) Wech-
selwirkungen auftreten ko¨nnen, heißt diskretes EMS.
Im Folgenden werden einige Begriffe aus der analytischen Starrko¨rpermechanik (To-
pologie, Kinematik, Kinetik) auf EMS u¨bertragen (Abschnitt 3.1). Die einheitlichen
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EMS-Bewegungsgleichungen werden zuna¨chst fu¨r MTS mit kinematischer Baumstruk-
tur und ETS in Minimalkoordinaten-Formulierung aus dem Prinzip der virtuellen Ar-
beit in Lagrange’scher Fassung abgeleitet (Abschnitt 3.2). Schließlich erfolgt die Er-
weiterung auf EMS mit zusa¨tzlichen Bindungen (CEMS, d.h. MTS mit kinematischen
Schleifen und/oder ETS in Nicht-Minimalkoordinaten) mit der Methode der Lagrange-
Multiplikatoren (Abschnitt 3.3).
Fu¨r weiterfu¨hrende detaillierte Erla¨uterungen z.B. bezu¨glich der auftretenden elektro-
mechanischen Wechselwirkungen und deren Ordnung oder bezu¨glich einer ausfu¨hrlichen
Leistungsbilanz sei auf die Literatur verwiesen ([143], [144] bzw. [36], [131]).
3.1 Topologie/Kinematik
Die Topologie eines EMS ist bestimmt durch die Topologie des mechanischen und des elek-
trischen Teilsystems. Sie setzt sich damit aus dem Zusammenhangsvektor des MTS (im
Fall eines CMS als mechanisches Teilsystem zusa¨tzlich aus den Schließgelenkinformatio-
nen) und der Knoten-Kanten-Inzidenzmatrix des ETS zusammen. Die Topologien beider
Teilsysteme sind unabha¨ngig voneinander mittels zweier Graphen darstellbar. Die symbo-
lische Darstellung der Topologie des gesamten EMS erfolgt somit durch einen Graphen mit
mindestens zwei Komponenten. Mindestens eine Komponente repra¨sentiert Ko¨rper (Kno-
ten) und Gelenke (Kanten) des MTS. Ebenfalls mindestens eine Komponente repra¨sentiert
Punkte stets gleichen elektrischen Potenzials (Knoten) und abstrakte Zweipole (Kanten)
des ETS.
Die Kinematik eines EMS ist bestimmt einerseits durch die geometrischen Bindun-
gen der starren Ko¨rper und andererseits durch die Maschentransformation des elektri-
schen Netzwerkes abstrakter Zweipole. Die Menge {x¯
k
s, q¯i} der Starrko¨rperkoordinaten x¯
k
s,
s = 1, . . . , 6, k = 1, . . . , K (K – Anzahl der starren Ko¨rper) und der Zweigladungen q¯i,
i ∈ Γ (Γ – repra¨sentierender Graph des Zweipol-Netzwerkes) heißt eine Lage des EMS. Im
Folgenden wird zur Beschreibung des ETS die Ladungsformulierung in Minimalkoordina-
ten verwendet (siehe Abschnitt 2.3.3). Alle zur Zeit t den Zwangsbedingungen des EMS
(geometrische Bindungen des MTS und Knotensatz/Maschentransformation des ETS)
genu¨genden Starrko¨rperkoordinaten x¯
k
s und Zweigladungen q¯i bestimmen die Menge
Lt :=
{
x¯
k
s, q¯i | x¯k
s = x¯
k
s(qκ, t),
q¯i = Aiµq
µ + qi0(t)
;
s = 1, . . . , 6; k = 1, . . . , K; i ∈ Γ;
(qκ, qµ) ∈ Rn+m; κ ∈ J ; µ ∈ H∗
}
(3.1)
der zur Zeit t mo¨glichen Lagen. Dabei ist J die Indexmenge der generalisierten
”
me-
chanischen“ Koordinaten qκ und wie in Abschnitt 2.3 bezeichnet H∗ den stromquellen-
freien Teil des Cogeru¨stes H von Γ und damit gleichzeitig die Indexmenge der generali-
sierten
”
elektrischen“ Koordinaten qµ (in Minimalkoordinaten-Formulierung). Offensicht-
lich gilt J ∩H∗ = ∅. Die Menge Lt ist nach (3.1) eineindeutig abbildbar auf ein Gebiet
D ⊂ Rn+m, n := |J |, m := |H∗|. Deshalb heißt (n + m) Quasifreiheitsgrad des EMS. Der
Vektor q = (qa) = (qκ, qµ) heißt repra¨sentierender Punkt und Rn+m Konfigurationenraum
des EMS. Die qκ und qµ sind die generalisierten Koordinaten des EMS. Die Funktio-
nen q = q(t) seien stetig und stu¨ckweise zweimal stetig differenzierbar. Sie beschreiben
eine Bewegung des EMS (im Sinne einer zeitlichen Abfolge von mo¨glichen Lagen). Die
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Aggregation (q˙, q) heißt Zustand (auch Bewegungszustand) des EMS. Das EMS heißt
holonom, falls die q keinen nichtintegrablen differenziellen Bindungen unterliegen, sonst
anholonom. Das MTS heißt anholonom, wenn nichtintegrable Bindungen gema¨ß (2.21)
auftreten. Ein ETS mit den in Abschnitt 2.3.3.2 zugelassenen konstitutiven Gleichungen
ist stets holonom. (Anholonome Bindungen ko¨nnten z.B. auftreten, wenn – im Vergleich
zu (2.36) – allgemeinere Stromquellen mit Zweigrelationen der Form q¯j0 = g
j
0(q˙
a, qa, t) zu-
gelassen wu¨rden.) Im Folgenden werden – falls nicht ausdru¨cklich anders vermerkt – nur
holonome EMS betrachtet. Das EMS heißt skleronom, falls in (3.1) die Zeit t nicht expli-
zit auftritt (d.h. nur zeitunabha¨ngige geometrische Bindungen, keine Stromquellen), sonst
rheonom.
Zwecks Verku¨rzung der Schreibweise werden – falls nicht explizit anders angegeben –
im Weiteren einige Indexbezeichnungen fest den hier angegebenen Indexmengen zugeord-
net: κ, λ, , σ ∈ J ; i, j ∈ Γ; µ, ν, ω ∈ H∗; a, b, c ∈ J ∪H∗. Daru¨ber hinaus wird mit q0 ≡ t
gelegentlich α, β, γ ∈ J ∪H∗ ∪ {0} verwendet.
3.2 Kinetik elektromechanischer Systeme
3.2.1 Konstitutive Gleichungen
Wie im Abschnitt 2.2.3 fu¨r MKS bereits eingefu¨hrt seien dk(ξ) die an den starren Ko¨rpern
des EMS angreifenden eingepra¨gten Kra¨fte und (analog zu Abschnitt 2.3.3) Vi die Span-
nungen der abstrakten Zweipole. Die zugeordneten generalisierten Kra¨fte und Spannun-
gen (Maschenspannungen) seien mit Qκ und vµ bezeichnet. (Beide zusammen werden
gelegentlich auch verallgemeinerte
”
Kra¨fte“ des EMS genannt.) Dann gilt
Qκ := S ∂κr dk, vµ := AiµVi. (3.2)
Die konstitutiven Gleichungen eines EMS seien letztlich durch
Qκ = Qκ(q˙
c, qc, t), vµ = vµ(q¨
c, q˙c, qc, t) (3.3)
mit hinreichend glatten Funktionen Qκ, vµ gegeben. Infolge der Verwendung von Minimal-
koordinaten fu¨r das ETS gilt die Maschentransformation (2.33), und der Kirchhoff’sche
Maschensatz fu¨r die stromquellenbehafteten Fundamentalkreise ((2.29a) mit µ ∈ H0) lie-
fert keinen Beitrag zu den Bewegungsgleichungen. Somit ko¨nnen die konstitutiven Glei-
chungen von Stromquellen separat behandelt werden. Falls in (3.3) mechanische und elek-
trische Koordinaten (qλ und qν) oder deren Ableitungen nach der Zeit t simultan auftreten,
existiert eine Kopplung zwischen mechanischen und elektrischen Pha¨nomenen (einseitige
elektromechanische Kopplung oder elektromechanische Wechselwirkung).
3.2.2 Prinzip der virtuellen Arbeit
Die Bewegung des EMS kann als die Bewegung seines repra¨sentierenden Punktes im
(n + m)-dimensionalen Konfigurationenraum Rn+m betrachtet werden.
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Definition 3.2 Eine virtuelle Verschiebung eines EMS ist die Menge differenzieller
A¨nderungen der Starrko¨rperkoordinaten x¯
k
s und Zweigladungen q¯i zu einer (willku¨rlichen)
Variation δqa = (δqκ, δqµ) bei fester Zeit t:{
δx¯
k
s, δq¯i | δx¯
k
s = ∂κx¯
k
sδqκ, δq¯i = Aiµδq
µ; δqa beliebig
}
. (3.4)
Die Bewegungsgleichungen eines EMS lassen sich durch Anwendung des Prinzips der
virtuellen Arbeit in Lagrange’scher Fassung gewinnen. Damit wird – in Anlehnung an
den Begriff aus der analytischen Mechanik – die
”
Kinetik“ eines EMS festgelegt.
Axiom 3.3 Unter allen mo¨glichen Bewegungen eines EMS ist die tatsa¨chlich eintretende
Bewegung dadurch gekennzeichnet, dass zu jeder Zeit t gilt
δ′A := S δr (dk− r¨ dm)− Vi δq¯i = 0 fu¨r alle virtuellen δr, δq¯i (3.5)
(S –
”
Summation“ u¨ber alle materiellen Punkte ξ ∈ Ξ, dk – eingepra¨gte Kra¨fte beliebi-
ger Verteilung, r(ξ, qκ, t) – Ortsvektor des materiellen Punktes ξ, r¨ = d
dt
r˙ = d
2
dt2
r, dm –
Massenelement, Vi – Spannungen der abstrakten Zweipole).
Mit der kinetischen Energie des EMS (bzw. MTS)
T (q˙σ, qσ, t) :=
1
2
∫
r˙2 dm
und
S δr dk ≡ S ∂κr dk δqκ ≡ Qκ δqκ, Vi δq¯i ≡ Vi Aiµ δqµ ≡ vµ δqµ
wird aus (3.5)
δ′A =
[
−
(
∂˙κT
)˙
+ ∂κT + Qκ
]
δqκ − vµδqµ = 0 ∀ δqκ, δqµ.
Wegen der Willku¨rlichkeit der δqκ, δqµ folgen daraus die Bewegungsgleichungen des EMS
zuna¨chst als
”
mechanische“ Lagrange’sche Gleichungen und Kirchhoff’sche Maschenglei-
chungen(
∂˙κT
)˙
− ∂κT = Qκ, vµ = 0. (3.6)
3.2.3 Zustandsfunktionen
Die Herleitung der EMS-Bewegungsgleichungen in Lagrange’scher und damit einheitlicher
Form erfordert die Darstellbarkeit der Qκ, vµ mittels zweier Zustandsfunktionen Ω(q˙, q, t)
und D(q˙, q, t):
Q∗a ≡ δaΩ− ∂˙aD =
(
∂˙aΩ
)˙
− ∂aΩ− ∂˙aD, (3.7)
wobei die verallgemeinerten
”
Kra¨fte“ Q∗a des EMS sich zusammensetzen aus generalisier-
ten mechanischen Kra¨ften und generalisierten elektrischen Spannungen
Q∗a :=
{
Qκ , a = κ ∈ J
−vµ , a = µ ∈ H∗ (3.8)
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(geeignete Za¨hlweise bei der Indizierung vorausgesetzt!). Daraus folgen gewisse Struk-
turaussagen bezu¨glich der Qκ, vµ und Ω, die hier nicht na¨her erla¨utert werden sollen
(siehe z.B. [143] oder [144]). Sie ergeben schließlich
Ω := −Ψ + V mit Ψ = Ψ(q˙ω, qc, t) und V (q˙, q, t) := ωa(q, t)q˙a + ω0(q, t).
Die Zustandsfunktion Ψ ha¨ngt somit nicht von den generalisierten
”
mechanischen“ Ge-
schwindigkeiten q˙λ ab. Damit erscheint eine additive Zerlegung der Q∗a (analog zu (2.10))
sinnvoll:
Qκ = Q
(0)
κ + Q
(1)
κ + Q
(2)
κ + Q
(S)
κ ,
−vµ = − ψ˙µ − v(0)µ − v(1)µ − v(2)µ − v(S)µ ,
(3.9)
wobei die Anteile außer Q
(S)
κ , v
(S)
µ durch drei Zustandsfunktionen Ψ, V , D gema¨ß
ψµ = ∂˙µΨ, v
(0)
µ =−∂µΨ, Q(0)κ = ∂κΨ, (Q(0)a = ∂aΨ)
v
(1)
µ =−δµV, Q(1)κ = δκV, (Q(1)a = δaV )
v
(2)
µ = ∂˙µD, Q
(2)
κ =−∂˙κD (Q(2)a =−∂˙aD)
(3.10)
ausgedru¨ckt werden. Alle (sonstigen) Kraft- und Spannungsanteile, die nicht mittels Zu-
standsfunktionen Ψ, V , D in der in (3.10) angegebenen Weise dargestellt werden ko¨nnen
oder sollen, werden in Q
(S)
κ bzw. v
(S)
µ zusammengefasst. Diese Klasseneinteilung ist hin-
reichend fu¨r die Darstellbarkeit der Qκ, vµ gema¨ß (3.7). Die Bedingungen fu¨r die Klas-
senzugeho¨rigkeit der Kraft- und Spannungsanteile sowie die konkrete Berechnung der
Zustandsfunktionen Ψ, V , D (und damit auch Ω) finden sich im Anhang, Abschnitte
A.3.1 bzw. A.3.2.
Mit (3.10) la¨sst sich unter Beachtung von ∂µT ≡ 0, ∂˙µT ≡ 0 und ∂˙λΨ ≡ 0 eine
Lagrange-Funktion gema¨ß
Λ := T − Ω = T (q˙σ, qσ, t) + Ψ(q˙ω, qc, t)− V (q˙c, qc, t) (3.11)
einfu¨hren. Mit dieser und (3.7) kann (3.6) in Lagrange’scher Form dargestellt werden:(
∂˙aΛ
)˙
− ∂aΛ + ∂˙aD = 0. (3.12)
In (3.11) bezeichnet T die kinetische Energie, die Zustandsfunktionen Ψ das magneto-
mechanische Copotenzial (auch
”
magnetische Coenergie“) und V das verallgemeinerte
Potenzial. Die Zustandsfunktion D in (3.12) heißt Rayleigh’sche Dissipationsfunktion. Bei
gegebenen Qκ, vµ ko¨nnen Ψ, V und D berechnet werden (siehe Anhang, Abschnitt A.3.2).
Die restlichen (sonstigen) Anteile der generalisierten Kra¨fte und Spannungen Q
(S)
κ , v
(S)
µ
aus der Klasseneinteilung (3.9) erscheinen auf der rechten Seite von (3.12). Somit lauten
die kompletten Lagrange’schen Bewegungsgleichungen eines EMS schließlich(
∂˙aΛ
)˙
− ∂aΛ + ∂˙aD = Q(S)a , (3.13)
mit
Q(S)a :=
{
Q
(S)
κ , a = κ ∈ J
−v(S)µ , a = µ ∈ H∗.
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Lagrange-Funktion Λ und Dissipationsfunktion D bestimmen zusammen mit Q
(S)
a u¨ber
einen wohldefinierten (vom konkreten EMS unabha¨ngigen) Formalismus die Bewegungs-
gleichungen des EMS. Somit ist das Funktionentripel {Λ, D,Q(S)a } ein mathematisches
Modell des EMS. Gema¨ß (3.13) existiert stets das triviale Modell {T, 0, Q(S)a }. Das Funk-
tionentupel {Λ, D, 0} = {Λ, D} heißt Lagrange’sches Modell des EMS.
3.2.4 Ein Lagrange’sches Modell fu¨r EMS
3.2.4.1 Spezielle Konstitutivgleichungen
Ein Lagrange’sches Modell eines EMS ist genau dann realisierbar, wenn Lagrange’sche
Modelle beider Teilsysteme unter Beachtung der elektromechanischen Wechselwirkungen
aufgestellt werden ko¨nnen. Das heißt, dass alle
”
sonstigen“ Anteile der generalisierten
Kra¨fte und Spannungen identisch verschwinden mu¨ssen (Q
(S)
κ ≡ 0, v(S)µ ≡ 0), bzw. gleich-
bedeutend, dass alle im MTS wirkenden Kra¨fte (rein mechanisch erzeugte, elektromagne-
tisch erzeugte) als auch alle Maschenspannungen mittels Zustandsfunktionen darstellbar
sein mu¨ssen.
Im Folgenden wird ein Lagrange’sches Modell fu¨r EMS mit speziellen konstitutiven
Gleichungen des ETS aufgestellt. Wie sich zeigt, sind damit EMS behandelbar, deren ETS
aus konventionellen, elektrisch linearen RLC-Netzwerken mit Strom- und Spannungsquel-
len besteht. Die Modellierung des ETS erfolgt dabei in Minimalkoordinaten gema¨ß Ab-
schnitt 2.3.3. Analog zu (2.42) seien die Konstitutivgleichungen des ETS gegeben durch
Vi = V
(L)
i + V
(R)
i + V
(C)
i + Vi0 (3.14)
allerdings jetzt mit einer von der aktuellen Lage des MTS abha¨ngigen Darstellung
V
(L)
i = Ψ˙i, Ψi = Lij(x¯, t) ˙¯q
j + Ψi0(x¯, t), Lij = Lji,
V
(R)
i = Rij(x¯, t) ˙¯q
j, R[ij] = const.,
V
(C)
i = Cij(x¯, t)q¯
j + Ci0(x¯, t), Cij = Cji,
Vi0 = Vi0(t)
(3.15)
(x¯ = (x¯
k
s) – Starrko¨rperkoordinaten des MTS, Ci0 – mechanisch erzeugte Spannungen in-
folge Elektrete). Die Konstitutivparameter der Induktoren, Kondensatoren, Permanent-
magnete und Elektrete sowie der symmetrische Anteil der Resistoren (zugelassen sind nur
quasilineare) du¨rfen somit Funktionen der mechanischen Starrko¨rperkoordinaten und der
Zeit sein.
3.2.4.2 Maschenspannungen
Zuna¨chst werden sa¨mtliche im ETS auftretenden Maschenspannungen mittels der Zu-
standsfunktionen Ψ, V und D ausgedru¨ckt.
Infolge der ausschließlichen Betrachtung diskreter EMS und damit der Anwendung
der Kirchhoff-Theorie (als quasistationa¨re Na¨herung der Maxwell-Gleichungen) ha¨ngt das
magnetomechanische Copotenzial Ψ nicht von den Ladungen qµ ab. Deshalb wird in (3.10)
v
(0)
µ = −∂µΨ ≡ 0. Mit der Klasseneinteilung (3.9) und den in Abschnitt 3.2.3 erwa¨hnten
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Strukturaussagen ([143], [144]) folgt daraus eine Zerlegung der Maschenspannungen vµ
gema¨ß
vµ = ψ˙µ + v
(1)
µ + v
(2)
µ
mit
ψµ ≡ AiµΨi = lµν(qσ, t)q˙ν + ψµ0(qσ, t),
v(1)µ = wµν q˙
ν + cµν(q
σ, t)qν + ζµ0(q
σ, t) + vµ0(t),
v(2)µ = sµν(q
σ, t)q˙ν + sµ(q
σ, t),
wobei folgende, auf Fundamentalkreise bezogene Konstitutivparameter (
”
konstitutive Ma-
schenparameter“) verwendet werden:
lµν := A
i
µA
j
νLij [x¯(q
σ, t), t],
ψµ0 := A
i
µ{Lij [x¯(qσ, t), t]q˙j0(t) + Ψi0[x¯(qσ, t), t]},
wµν := A
i
µA
j
νR[ij],
cµν := A
i
µA
j
νCij [x¯(q
σ, t), t],
ζµ0 := A
i
µ{Cij [x¯(qσ, t), t]qj0(t) + Ci0[x¯(qσ, t), t]},
vµ0 := A
i
µVi0(t),
sµν := A
i
µA
j
νR(ij)[x¯(q
σ, t), t],
sµ := A
i
µ{R(ij)[x¯(qσ, t), t] + R[ij]}q˙j0(t).
(3.16a)
Spa¨ter werden auch die Abku¨rzungen
rµν := sµν + wµν = A
i
µA
j
ν(R(ij)(q
σ, t) + R[ij]),
wµ := ζµ0 + vµ0 = A
i
µ[Cij(q
σ, t)qj0(t) + Ci0(q
σ, t) + Vi0(t)]
(3.16b)
verwendet. Die vµ-Anteile ko¨nnen dann dargestellt werden mittels
ψµ = ∂˙µΨ, v
(1)
µ = −δµV (el), v(2)µ = ∂˙µD(el), (3.17)
wobei (·)(el) denjenigen Anteil der jeweiligen Zustandsfunktion bezeichnet, aus dem sich
die Maschenspannungen gema¨ß (3.17) vollsta¨ndig ableiten lassen (d.h. δµ(V − V (el)) ≡ 0).
Die entsprechenden Zustandsfunktionsanteile lauten (siehe Anhang, Abschnitt A.3.2)
Ψ :=
1
2
lµν(q
σ, t)q˙µq˙ν + ψµ0(q
σ, t)q˙µ + Ψ˜(qσ, t), (3.18a)
V (el) := ω(el)ν (q
ω)q˙ν + ω
(el)
0 (q
c, t)
:=
1
2
wµνq
µq˙ν +
1
2
cµν(q
σ, t)qµqν + [ζµ0(q
σ, t) + vµ0(t)] q
µ + ω˜
(el)
0 (q
σ, t), (3.18b)
D(el) :=
1
2
sµν(q
σ, t)q˙µq˙ν + sµ(q
σ, t)q˙µ (3.18c)
mit
Ψ˜ :=
∫
Q˜(0)κ (q
σ, t) dqκ und ω˜
(el)
0 := −
∫
Q˜(1)κ (q
σ, t) dqκ. (3.19)
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Die Struktur der
”
Absolut“anteile Ψ˜ und ω˜
(el)
0 der Zustandsfunktionen (nicht expli-
zit abha¨ngig von elektrischen Koordinaten) la¨sst sich ermitteln (siehe Anhang, Ab-
schnitt A.3.2). Es ergibt sich schließlich
Ψ˜(qσ, t) =
1
2
Lij(q
σ, t)q˙i0(t)q˙
j
0(t) + Ψi0(q
σ, t)q˙i0(t), (3.20a)
ω˜
(el)
0 (q
σ, t) =
1
2
Cij(q
σ, t)qi0q
j
0 + Ci0(q
σ, t)qi0 + Vi0(t)q
i
0. (3.20b)
3.2.4.3 Kraftgesetze
Die generalisierten Kra¨fte Qκ sind eine Superposition aus Anteilen rein mechanischen
Ursprungs und elektrischen Ursprungs
Qκ := Q
(me)
κ + Q
(el)
κ .
Fu¨r die Kra¨fte rein mechanischen Ursprungs Q
(me)
κ kann die Zustandsfunktion Ψ wegen
(3.18a) keinen Anteil liefern. Dann ko¨nnen folgende Kraftgesetze zugelassen werden:
Q(me)κ := δκV
(me) − ∂˙κD(me) = −rκλ(qσ, t)q˙λ − rκ0(qσ, t).
Mit r[κλ] := wκλ und unter der Voraussetzung ∂	wκλ + ∂λw	κ + ∂κwλ	 = 0 ist
2∂[λr¯κ]0 = ∂0wκλ
ein vollsta¨ndig integrables partielles Differenzialgleichungssystem, aus dem sich eine spe-
zielle Lo¨sung r¯κ0 bestimmen la¨sst (vgl. [144]). Dann ko¨nnen aus
2∂[λω
(me)
κ] = wλκ, 2∂[λω
(me)
0] = r¯λ0 (3.21)
die Funktionen ω
(me)
κ und ω
(me)
0 berechnet werden. Damit und mit sκ := rκ0 − r¯κ0,
sκλ := r(κλ) ergeben sich diejenigen Anteile der Zustandsfunktionen V und D, aus de-
nen die rein mechanischen Kra¨fte hervorgehen, zu
V (me) := ω(me)κ (q
σ, t)q˙κ + ω
(me)
0 (q
σ, t),
D(me) :=
1
2
sκλ(q
σ, t)q˙κq˙λ + sκ(q
σ, t)q˙κ.
(3.22)
Die Kra¨fte elektrischen Ursprungs Q
(el)
κ lassen sich aus (3.18) ableiten. Wegen
∂˙κD
(el) ≡ 0 ergeben sie sich zu
Q(el)κ := −δκ(Ψ− V (el)) = ∂κΨ + δκV (el).
Die
”
Absolut“anteile Ψ˜ und ω˜
(el)
0 der verwendeten Zustandsfunktionen in (3.18) liefern
noch entsprechende Anteile Q˜
(0)
κ und Q˜
(1)
κ der generalisierten Kra¨fte. Mit (3.19) folgt aus
(3.20)
Q˜(0)κ (q
σ, t) =
1
2
∂κLij(q
σ, t)q˙i0q˙
j
0 + ∂κΨi0(q
σ, t)q˙i0,
Q˜(1)κ (q
σ, t) = −1
2
∂κCij(q
σ, t)qi0q
j
0 − ∂κCi0(qσ, t)qi0.
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Schließlich la¨sst sich mit (3.11) sowie (2.12), (3.18) und (3.22) ein Lagrange’sches
Modell {Λ, D} des EMS formulieren. Wegen gκµ = gµκ ≡ 0 und sκµ = sµκ ≡ 0 lautet es
Λ := T + Ψ− V (me) − V (el)
=
1
2
gκλq˙
κq˙λ + g¯κ0q˙
κ +
1
2
g¯00 +
1
2
lµν q˙
µq˙ν + ψµ0q˙
µ + Ψ˜−
−ω(me)κ q˙κ − ω(me)0 − ω(el)µ q˙µ − ω(el)0 ,
D := D(me) + D(el)
=
1
2
sκλq˙
κq˙λ + sκq˙
κ +
1
2
sµν q˙
µq˙ν + sµq˙
µ
(3.23)
mit gκλ, g¯κ0, g¯00 gema¨ß (2.13) des mechanischen Teilsystems, ω
(me)
κ , ω
(me)
0 gema¨ß (3.21)
und ω
(el)
µ , ω
(el)
0 gema¨ß (3.18b).
3.2.5 Struktur der Lagrange’schen Bewegungsgleichungen
Aus (3.23) folgt, dass beide Zustandsfunktionen des Lagrange’schen Modells {Λ, D} qua-
dratisch in q˙α sind:
Λ =
1
2
gαβ(q, t)q˙
αq˙β, D =
1
2
sαβ(q, t)q˙
αq˙β.
Wegen (∂˙aΛ)˙ = (gaβ q˙
β )˙ = gabq¨
b + ∂γgaβ q˙
β q˙γ und ∂aΛ =
1
2
∂agβγ q˙
β q˙γ sowie ∂˙aD = saβ q˙
β
ergeben sich mit Γaβγ =
1
2
(∂βgaγ + ∂γgaβ − ∂agβγ) = Γaγβ die Lagrange’schen Gleichungen
(3.12) in expliziter Form zu
gab(q, t)q¨
b + Γaβγ(q, t)q˙
β q˙γ + saβ q˙
β = 0. (3.24)
Dabei ist
gab := ∂˙a∂˙bΛ = gba.
Mit Λ = T + Ψ− V sowie gκλ = ∂˙κ∂˙λT und gµν = ∂˙µ∂˙νΨ = lµν folgt
(gab) =
[
gκλ 0
0 gµν
]
, (3.25)
d.h., gab ist direkte Summe der beiden Matrizen gκλ und gµν ((gab) = (gκλ)⊕ (gµν)). We-
gen der quasi-stationa¨ren Na¨herung der Maxwell-Theorie (∂µΨ ≡ 0) ist gab unabha¨ngig
von qµ. Wenn gµν regula¨r ist, dann ist gab ebenfalls regula¨r (wegen der positiven Defi-
nitheit der kinetischen Energie T ist gκλ immer regula¨r). Unter diesen Voraussetzungen
definiert gab(q
σ, t) eine im Allgemeinen zeitabha¨ngige Riemann’sche Metrik im Rn+m und
die Γabc(q
σ, t) sind die Christoffelsymbole erster Art.
Wegen (3.25) la¨sst sich (3.24) zerlegen in zwei Systeme von Differenzialgleichungen.
Die
”
mechanischen“ Gleichungen sind durch das Auftreten mechanischer Beschleunigun-
gen (q¨λ) und die
”
elektrischen“ Gleichungen durch das Auftreten der zeitlichen Ablei-
tungen der elektrischen Stro¨me als
”
Beschleunigungen“ der elektrischen Ladungen (q¨ν)
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gekennzeichnet. Die Anfu¨hrungsstriche sollen verdeutlichen, dass beide Systeme ebenso
Zustandsvariable des jeweils anderen Systems enthalten. Sie beschreiben also nicht nur
doma¨nenspezifische Verha¨ltnisse sondern ebenso doma¨nenu¨bergreifende physikalische Ef-
fekte (die elektromechanischen Wechselwirkungen).
Fu¨r die in den
”
mechanischen“ Gleichungen auftretenden Christoffelsymbole Γκbc gilt
Γκλ	 =
1
2
(∂λgκ	 + ∂	gκλ − ∂κgλ	) ,
Γκλν = Γκνλ ≡ 0, Γκνω = −1
2
∂κgνω = −1
2
∂κlνω
(3.26a)
und fu¨r die in den
”
elektrischen“ Gleichungen auftretenden Γµbc gilt
Γµλ	 ≡ 0, Γµλν = Γµνλ = 1
2
∂λgµν =
1
2
∂λlµν , Γµνω ≡ 0. (3.26b)
Die Zerlegung von (3.24) in
”
mechanische“ und
”
elektrische“ Gleichungen gema¨ß (3.25)
liefert somit
gκλq¨
λ +Γκλ	q˙
λq˙	 − 1
2
∂κgνωq˙
ν q˙ω + (2Γκb0 + sκb)q˙
b +Γκ00 + sκ0 = 0,
gµν q¨
ν + ∂λgµν q˙
λq˙ν + (2Γµb0 + sµb)q˙
b +Γµ00 + sµ0 = 0.
(3.27)
Die Gleichungen (3.27) sind die expliziten Lagrange’schen Bewegungsgleichungen des
Gesamt-EMS in
”
doma¨nenorientierter“ Darstellung. Diese Struktur der Lagrange’schen
Gleichungen resultiert aus (3.24) formal durch eine Klasseneinteilung der generalisier-
ten Koordinaten q = (qκ, qµ) gema¨ß (3.9) in Verbindung mit der Darstellung des qµ-
unabha¨ngigen Maßtensors gab als direkte Summe von gκλ und gµν . Die Gleichungen (3.27)
stellen den Ausgangspunkt fu¨r alle weiteren Untersuchungen von EMS in dieser Arbeit
dar.
Einige Terme in (3.27) haben eine einfache physikalische Bedeutung. Bekanntermaßen
steht zum Beispiel gκλq¨
λ fu¨r die (generalisierten) mechanischen Beschleunigungskra¨fte und
Γκλ	q˙
λq˙	 entha¨lt rein mechanische Coriolis- und Zentrifugalterme. Weiterhin verko¨rpert
1
2
∂κgνωq˙
ν q˙ω generalisierte mechanische Kra¨fte elektrischer Herkunft (Lorentz-Kra¨fte). Der
Term gµν q¨
ν beschreibt induzierte Spannungen infolge Stroma¨nderungen und ∂λgµν q˙
λq˙ν
definiert Coriolis-Spannungen.
Die in (3.27) auftretenden Christoffel-Symbole Γab0 und Γa00 berechnen sich aus
den Zustandsfunktionen T , Ψ, V wegen ∂νT ≡ 0, ∂κ∂˙νV1 ≡ 0 (siehe (3.18b)), gκν ≡ 0,
∂ν ∂˙κV1 ≡ 0 (siehe (3.22)), ∂µ∂˙νΨ1 ≡ 0 (siehe (3.18a)), ∂0∂˙µV1 ≡ 0 (siehe (3.18b)) zu:
Γκλ0 =
1
2
∂0∂˙κ∂˙λT2 − ∂[κ∂˙λ]T1 − ∂[λ∂˙κ]V1, Γκν0 = −1
2
∂κ∂˙νΨ1,
Γκ00 = ∂0∂˙κ(T1 − V1)− ∂κ(T0 + Ψ0 − V0),
Γµλ0 = −Γκν0, Γµν0 = 1
2
∂0∂˙µ∂˙νΨ2 − ∂[ν ∂˙µ]V1, Γµ00 = ∂0∂˙µΨ1 + ∂µV0.
Hierbei bezeichnen Ti, Ψi, Vi (i = 0, 1, 2) jeweils in den generalisierten Geschwindigkeiten
q˙a homogene Polynome i-ten Grades (vgl. Anhang, Abschnitt A.3.2.4). Sie sind (2.12),
(3.18a) bzw. (A.25) zu entnehmen.
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Spa¨ter wird gelegentlich eine vereinfachte Form der Bewegungsgleichungen (3.27) ver-
wendet. Dabei werden in den
”
mechanischen“ Gleichungen in Anlehnung an die Form
(2.14) die rein mechanischen generalisierten Kra¨fte in Q
(me)
κ und die elektromagnetisch
erzeugten Kra¨fte in Q
(el)
κ zusammengefasst. Es ergibt sich rein formal
Q(me)κ = −
(
2Γ
(me)
κb0 + s
(me)
κb
)
q˙b − Γ(me)κ00 − s(me)κ0 , (3.28a)
Q(el)κ =
1
2
∂κgνωq˙
ν q˙ω −
(
2Γ
(el)
κb0 + s
(el)
κb
)
q˙b − Γ(el)κ00 − s(el)κ0 . (3.28b)
In den
”
elektrischen“ Gleichungen werden die Terme nach den Ableitungen der generali-
sierten elektrischen Koordinaten sortiert. Die Bewegungsgleichungen lauten dann
gκλ(q
σ, t)q¨λ + Γκλ	(q
σ, t)q˙λq˙	 −Q(me)κ (q˙σ, qσ, t)−Q(el)κ (qσ, q˙ω, qω, t) = 0, (3.29a)
lµν(q
σ, t)q¨ν + r˜µν(q˙
σ, qσ, t)q˙ν + cµν(q
σ, t)qν + v˜µ0(q˙
σ, qσ, t) = 0, (3.29b)
wobei gilt
lµν = A
i
µA
j
νLij(q
σ, t),
r˜µν := ∂λlµν q˙
λ + ∂0lµν + A
i
µA
j
νRij(q
σ, t),
cµν = A
i
µA
j
νCij(q
σ, t),
v˜µ0 := ∂λψµ0(q
σ, t)q˙λ + ∂0ψµ0(q
σ, t)+
+Aiµ[Rij(q
σ, t)q˙j0(t) + Cij(q
σ, t)qj0(t) + Ci0(q
σ, t) + Vi0(t)]
(3.30)
(mit ψµ0 = A
i
µ[Lij(q
σ, t)q˙j0(t) + Ψi0(q
σ, t)]).
Auch in EMS ist die magnetische Coenergie Ψ eine quadratische Funktion in
den Zweigstro¨men durch die im Netzwerk vorhandenen Induktoren (vgl. Anhang, Ab-
schnitt A.3.2.1). Wegen der generellen Nichtnegativita¨t der magnetischen Coenergie sind
somit Lij und lµν positiv semidefinit. Fu¨r (3.29b) gelten deshalb die Ausfu¨hrungen in Ab-
schnitt 2.3.3.6 bezu¨glich Rangabfall der Koeffizientenmatrix lµν in gleicher Weise. Auch
hier ist eine Ordnungsreduktion bzw. Entartung der Differenzialgleichungen oder eine
lineare Abha¨ngigkeit der Koeffizienten mo¨glich. Bei strukturellem Rangabfall infolge Ab-
wesenheit von Induktoren wird eine Klasseneinteilung der generalisierten Koordinaten qµ
eingefu¨hrt, die die Existenz zuna¨chst von Induktoren in Fundamentalkreisen und danach
von Resistoren in den induktorfreien Maschen beru¨cksichtigt. Na¨here Ausfu¨hrungen dazu
finden sich in Abschnitt 4.1.3.1.
Ein klassisches Beispiel fu¨r eine permanent vorliegende lineare Abha¨ngigkeit der Koeffi-
zienten (und damit fu¨r einen Rangabfall nach (b), siehe Bemerkungen in Abschnitt 2.3.3.6)
ist das Modell in erster Na¨herung des elektrischen Teilsystems der in der Antriebstechnik
weit verbreiteten Dreiphasenmaschine. Hier macht eine Klasseneinteilung der generali-
sierten Koordinaten keinen Sinn. Stattdessen kann entweder eine Matrixregularisierung
mit zusa¨tzlichen (vergleichsweise kleinen) Induktivita¨ten in der Hauptdiagonale oder eine
geeignete Koordinatentransformation vorgenommen werden (vgl. hierzu z.B. Kapitel 8 in
[36]).
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3.3 EMS mit zusa¨tzlichen Bindungen
In diesem Abschnitt wird die einheitliche Modellierung eines EMS mit zusa¨tzlichen Bin-
dungen vorgestellt. Solche Systeme sollen als CEMS (
”
Constrained Electromechanical
Systems“) bezeichnet werden. Die Darstellung basiert auf der CMS-Modellierung fu¨r
mechanische Systeme (siehe Abschnitt 2.2.4) und der CES-Formulierung (mittels Nicht-
Minimalkoordinaten) fu¨r elektrische Systeme (siehe Abschnitt 2.3.4).
3.3.1 Kinematische und holonome Bindungen des EMS
Als zusa¨tzliche Bindungen sollen nur
”
doma¨nenreine“ Bindungen zugelassen werden, d.h.,
es werden keine Zwangsbedingungen zwischen mechanischen und elektrischen Koordinaten
betrachtet. Die Gesamtheit der EMS-Bindungen zerfa¨llt in (mechanische und elektrische)
holonome rheonome Bindungen (vgl. (2.20) und (2.54))
hch(q, t) = 0, ch ∈ Jch ∪ Γ0, |{ch}| = rh, (3.31)
und in (rein mechanische) anholonome Bindungen (vgl. (2.21))
hσaκ(q)q˙
κ = 0, σa ∈ Jca , |{σa}| = rma. (3.32)
In (3.31) gelte hσh = hσh(qκ, t), σh ∈ Jch, und hj0 = hj0(qµ, t), j0 ∈ Γ0. Weiterhin sei
f c1α :=
{
∂αh
ch , c1 = ch,
hσaκ , c1 = σa, α = κ,
mit rang(f c1α) = r < n + m
#, r = rh + rma, in einem gewissen Gebiet D ⊂ R(n+m#) (d.h.,
es sollen in beiden Teilsystemen keine abha¨ngigen Bindungen auftreten). Dann definiert
die Gesamtheit aller kinematischen (holonomen rheonomen und anholonomen) Bindungen
im Punkt q des CEMS-Konfigurationenraumes eine (n + m# − r)-dimensionale Hyperebe-
ne Er mittels
f c1α(q, t)q˙
α = 0. (3.33)
Die Ableitungen der kinematischen Zwangsbedingungen (3.33) nach der Zeit t heißen
dynamische Zwangsbedingungen:
(f c1αq˙
α)˙ = f c1αq¨
α + γc1αβ q˙
αq˙β = 0, γc1αβ := ∂βf
c1
α. (3.34)
Dabei gilt f 	1µ ≡ 0 (d.h. auch γ	1µα ≡ 0), f j0κ ≡ 0 (d.h. auch γj0κα ≡ 0) und weiter
γj0µβ ≡ 0 (elektrisch lineare Bindungen), weshalb (3.34) schließlich lautet
(f c1αq˙
α)˙ =
{
f 	1κq¨
κ + γ	1κλq˙
κq˙λ + 2γ	1κ0q˙
κ + γ	100 = 0 , c1 = 1,
f j0µq¨
µ + γj000 = A
j0
µq¨
µ − ¨¯qj00 (t) = 0 , c1 = j0.
(3.35)
Der Freiheitsgrad des CEMS (im Kleinen) ist n + m# − r.
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3.3.2 Bewegungsgleichungen
Nach dem Lagrange’schen Befreiungsprinzip entsprechen den Bindungen (3.33) gewisse
verallgemeinerte Reaktionskra¨fte Ra. Damit werden die Lagrange’schen Bewegungsglei-
chungen (3.29) zu
gκλq¨
λ + Γκλ	q˙
λq˙	 −Q(me)κ −Q(el)κ = Rκ, (3.36a)
lµν q¨
ν + r˜µν q˙
ν + cµνq
ν + vˆµ0 = Rµ (3.36b)
mit vˆµ0 = A
i
µ
(
Ψ˙i0(q
σ, t) + Ci0(q
σ, t) + Vi0(t)
)
an Stelle von v˜µ0 (vgl. Bemerkung in Ab-
schnitt 2.3.4.1).
Bei idealen Bindungen steht der Vektor Ra senkrecht auf der Hyperebene Er und
ist eine Linearkombination der r (jetzt (n + m#)-dimensionalen) Normalenvektoren
f c1a (c1 = 1, . . . , r, a = 1, . . . , n + m
#). Somit lassen sich die Reaktionen mit Hilfe von
Lagrange-Multiplikatoren λc1 darstellen gema¨ß
Ra = λc1f
c1
a
und die CEMS-Bewegungsgleichungen (3.36) lauten explizit (mit i0 ∈ Γ0)
gκλq¨
λ + Γκλ	q˙
λq˙	 −Q(me)κ −Q(el)κ = λ	1f 	1κ, (3.37a)
lµν q¨
ν + r˜µν q˙
ν + cµνq
ν + vˆµ0 = λi0A
i0
µ. (3.37b)
Sie heißen Lagrange’sche Gleichungen gemischten Typs. Bei bekanntem Bewegungs-
zustand (q˙, q) des CEMS ko¨nnen mit (3.37) und (3.35) die Beschleunigungen
q¨a(t) =
(
q¨λ(t), q¨ν(t)
)
und die Lagrange-Multiplikatoren λc1(t) = (λ	1(t), λi0(t)) gema¨ß
gκλq¨
λ − f 	1κλ	1 = Q(me)κ + Q(el)κ − Γκλ	q˙λq˙	, (3.38a)
fκ1λq¨
λ = −γκ1λ	q˙λq˙	 − 2γκ1λ0q˙λ − γκ100, (3.38b)
lµν q¨
ν −Ai0µλi0 = −r˜µν q˙ν − cµνqν − vˆµ0, (3.38c)
Aj0ν q¨
ν = ¨¯qj00 (t) (3.38d)
bestimmt werden. Zur Einhaltung der Bindungen auf
”
Lageebene“ (d.h. auch Ladungsni-
veau) und
”
Geschwindigkeitsebene“ (d.h. auch Stromniveau) ist eine Stabilisierung not-
wendig. Mit den Bezeichnungen
(Gab) :=


(gκλ) (f
	1
κ)
T 0 0
(fκ1λ) 0 0 0
0 0 (lµν) (A
i0
µ)
T
0 0 (Aj0ν) 0

 , (Xb) :=


q¨λ
−λ	1
q¨ν
−λi0


sowie
(Q¯a) :=


Q
(me)
κ + Q
(el)
κ − Γκλ	q˙λq˙	
−γκ1λ	q˙λq˙	 − 2γκ1λ0q˙λ − γκ100
−r˜µν q˙ν − cµνqν − vˆµ0
¨¯qj00 (t)


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ergibt sich fu¨r (3.38) die Form
GabX
b = Q¯a
Die verallgemeinerte Massenmatrix gκλ ist stets regula¨r. Sowohl f
	1
κ als auch A
i0
µ haben
jeweils vollen Rang. Wenn die Matrix der generalisierten Induktivita¨ten lµν regula¨r ist,
ist Gab somit auch regula¨r und folglich invertierbar (und gleichzeitig symmetrisch). Mit
Xb = GbaQ¯a (G
ab : GabGbc = δ
a
c ) sind dann zu jedem festen Zeitpunkt t die Beschleuni-
gungen q¨a(t), die Lagrange-Multiplikatoren λc1(t) und schließlich auch die generalisierten
Reaktionen gema¨ß
Ra(t) := λc1(t) f
c1
a(q(t)) =
{
λ	1(t) f
	1
κ(q(t), t) , a = κ,
λi0(t)A
i0
µ , a = µ,
eindeutig bestimmt. Falls lµν strukturell singula¨r ist, muss eine entsprechende Klassen-
einteilung der generalisierten elektrischen Koordinaten vorgenommen werden. Na¨here
Ausfu¨hrungen dazu finden sich in Abschnitt 4.1.3.2. Der Fall einer momentanen Sin-
gularita¨t – infolge einer bestimmten Lage des mechanischen Teilsystems oder infolge der
Zeitabha¨ngigkeit – wird hier nicht behandelt.
Kapitel 4
Analyse elektromechanischer
Systeme bei fester Struktur
Die Analyse von EMS bei fester Struktur basiert auf dem in Abschnitt 3.2.4 hergeleiteten
Lagrange’sche Modell {Λ, D}. Die daraus generierten Bewegungsgleichungen werden so-
wohl fu¨r die dynamische Simulation also auch fu¨r die Ermittlung von stationa¨ren Lagen
und die lineare Schwingungsanalyse verwendet. Im Unterschied zur allgemeinen Darstel-
lung im vorhergehenden Kapitel werden hier eventuell auftretende Ordnungsreduktionen
bzw. Entartungen der Differenzialgleichungen infolge Abwesenheit gewisser Klassen von
Bauelementen in Zweigen des elektrischen Teilsystems (ETS) beru¨cksichtigt.
4.1 Dynamische Simulation
Das Lagrange’sche Modell {Λ, D} gema¨ß (3.23) bildet die Grundlage fu¨r eine automatische
Generierung der Bewegungsgleichungen (3.27) bzw. (3.29). Dabei werden die konstitutiven
Maschenparameter nach (3.16) verwendet. Im Folgenden werden gelegentlich diejenigen
Anteile der Zustandsfunktionen Ψ und V (el) beno¨tigt, die nur infolge Stromquellen entste-
hen und somit keine Funktionen der elektrischen Koordinaten sind (vgl. Abschnitt 3.2.4).
Aus (3.20) ergibt sich die Ersetzung
g0 := 2Ψ˜− 2ω˜(el)0 = Lij q˙i0q˙j0 − Cijqi0qj0 + 2Ψi0q˙i0 − 2Ci0qi0 − 2Vi0qi0. (4.1)
4.1.1 Rein mechanische Kra¨fte
Die Objekte in den
”
mechanischen“ Gleichungen in (3.27) zerfallen in rein mechani-
sche und elektrisch erzeugte Kra¨fte. Alle Terme, die nicht von elektrischen Koordinaten
abha¨ngen, bilden die rein mechanischen Kra¨fte. Neben den Tra¨gheitskra¨ften gκλq¨
λ und den
Coriolis-/Zentrifugaltermen Γκλ	q˙
λq˙	 sind das die in (3.28a) zu Q
(me)
κ zusammengefassten
Objekte. Diese ko¨nnen im Einzelnen dargestellt werden durch
Γ
(me)
κλ0 =
1
2
∂0gκλ − ∂[κg¯λ]0 − ∂[λω(me)κ] , Γ(me)κν0 = 0,
Γ
(me)
κ00 = ∂0(g¯κ0 − ω(me)κ )−
1
2
∂κg¯00 + ∂κω
(me)
0 ,
s
(me)
κλ = ∂˙κ∂˙λD
(me)
2 , s
(me)
κν = 0, s
(me)
κ0 = ∂˙κD
(me)
1 .
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4.1.2 Elektrisch erzeugte Kra¨fte
Die
”
mechanischen“ Gleichungen in (3.27) enthalten Terme, die von den generalisierten
elektrischen Koordinaten (oder deren ersten Zeitableitungen) abha¨ngig sind, und/oder
Terme, die nur bei Existenz von Stromquellen auftreten. Diese Objekte verko¨rpern zusa¨tz-
liche, elektrisch (oder elektromagnetisch) erzeugte verallgemeinerte Kra¨fte. Sie berechnen
sich gema¨ß (3.28b). Bei Verwendung von Minimalkoordinaten fu¨r das ETS gema¨ß Ab-
schnitt 2.3.3 ko¨nnen die Koeffizienten in (3.28b) mit (3.16a) und (4.1) dargestellt werden
durch
∂κgνω = ∂κlνω,
Γ
(el)
κλ0 = 0, Γ
(el)
κν0 = −
1
2
∂κψν0,
Γ
(el)
κ00 =
1
2
∂κcνωq
νqω + ∂κζν0q
ν − 1
2
∂κg0,
s
(el)
κb = 0, s
(el)
κ0 = 0
(ν, ω ∈ H∗). Damit gilt
Q(el)κ =
1
2
∂κlνω q˙
ν q˙ω + ∂κψν0q˙
ν − 1
2
∂κcνωq
νqω − ∂κζν0qν + 1
2
∂κg0 (4.2)
(ν, ω ∈ H∗). Diese elektrisch erzeugten Kra¨fte realisieren den Einfluss des elektrischen auf
das mechanische Teilsystem (MTS), d.h. eine Richtung der elektromechanischen Wechsel-
wirkungen. Im Einzelnen entsprechen die Terme 1
2
∂κlνωq˙
ν q˙ω Kra¨ften infolge Induktoren,
∂κψν0q˙
ν realisieren Kra¨fte infolge Permanentmagneten (und Kra¨fte in Induktoren unter
Beteiligung von Stromquellen), 1
2
∂κcνωq
νqω verko¨rpern durch Kondensatoren vermittelte
Kra¨fte, ∂κζν0q
ν stellen Kra¨fte aufgrund von Elektreten dar (und Kra¨fte in Kondensato-
ren unter Beteiligung von Stromquellen) und schließlich sind 1
2
∂κg0 Kra¨fte, die infolge
Stromquellen auch bei verschwindenden elektrischen Zustandsgro¨ßen auftreten.
Bei Verwendung von Nicht-Minimalkoordinaten sind alle durch Stromquellen verur-
sachten Anteile der Zweigladungen und -stro¨me bereits in den generalisierten elektrischen
Koordinaten (und deren Zeitableitungen) enthalten. Die elektrisch erzeugten Kra¨fte lassen
sich dann mit (3.16a) unter Beachtung von qj0(t) ≡ 0 und q˙j0(t) ≡ 0 ermitteln. Insbesondere
lauten einige Koeffizienten in (3.28b) in modifizierter Form
Γ
(el)
κν0 = −
1
2
∂κψˆν0,
Γ
(el)
κ00 =
1
2
∂κcνωq
νqω + ∂κζˆν0q
ν
mit ν, ω ∈ H sowie ψˆν0 = AiµΨi0(qσ, t) und ζˆν0 = AiµCi0(qσ, t). Damit gilt fu¨r die elek-
trisch erzeugten Kra¨fte (ν, ω ∈ H)
Q(el)κ =
1
2
∂κlνω q˙
ν q˙ω + ∂κψˆν0q˙
ν − 1
2
∂κcνωq
νqω − ∂κζˆν0qν .
Bemerkung:
Kra¨fte infolge Permanentmagneten ko¨nnen aus physikalischen Gru¨nden nur bei gleichzeiti-
ger Existenz von Induktoren auftreten. Diese Tatsache ist in Abschnitt 4.3 von Bedeutung.
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4.1.3 Bewegungsgleichungen des ETS bei strukturellen Singu-
larita¨ten
4.1.3.1 Formulierung in Minimalkoordinaten
Die Koeffizienten der
”
elektrischen“ Gleichungen in (3.27) lassen sich mit (3.16) darstellen
durch
gµν = lµν , ∂λgµν = ∂λlµν ,
Γµλ0 =
1
2
∂λψµ0, Γµν0 =
1
2
∂0lµν +
1
2
wµν ,
Γµ00 = cµνq
ν + ∂0ψµ0 + ζµ0 + vµ0,
sµλ = 0, sµν = ∂˙µ∂˙νD
(el)
2 , sµ0 = ∂˙µD
(el)
1 = sµ.
(4.3)
Somit lauten die
”
elektrischen“ Bewegungsgleichungen
lµν q¨
ν +
(
∂λlµν q˙
λ + ∂0lµν + rµν
)
q˙ν + cµνq
ν+
+ ∂λψµ0q˙
λ + ∂0ψµ0 + sµ + ζµ0 + vµ0 = 0.
(4.4)
Gleichung (4.4) ist identisch mit (3.29b) unter Beachtung von (3.30).
Da fast alle Terme in (4.4) Funktionen der mechanischen Koordinaten sein ko¨nnen, ist
der Einfluss des mechanischen auf das elektrische Teilsystem (zweite Richtung der elektro-
mechanischen Wechselwirkungen) in den Gleichungen enthalten. In Abha¨ngigkeit von der
Struktur und von den Parametern des elektrischen Netzwerkes ko¨nnen Terme in (4.4) ver-
schwinden, so dass die
”
elektrischen“ Bewegungsgleichungen in verschiedene Spezialfa¨lle
entarten ko¨nnen. Bei der dynamischen Simulation mu¨ssen alle mo¨glichen Fa¨lle beach-
tet werden. Insbesondere bei Verwendung expliziter Integrationscodes (d.h. Darstellung
der Differenzialgleichungen in der Form z˙a = fa(z, t), z = (za) – Vektor der Zustandsva-
riablen, t – Zeit) sind Unterscheidungen hinsichtlich der jeweils auftretenden ho¨chsten
zeitlichen Ableitung der generalisierten elektrischen Koordinaten zu treffen. Das steht im
Gegensatz zu den
”
mechanischen“ Bewegungsgleichungen, die infolge der positiven De-
finitheit der verallgemeinerten Massenmatrix gκλ stets eine Beschleunigungskomponente
aufweisen.
Im Folgenden wird vorausgesetzt, dass in jedem Fundamentalkreis zumindest eines
der drei Bauelemente Induktor, Resistor oder Kondensator auftritt. Elektrische Teilsyste-
me mit anderen Fundamentalkreisen sollen hier nicht betrachtet werden. Dann erscheint
folgende Indexmengenzerlegung sinnvoll:
H∗ = HL ∪HR ∪HC , (4.5)
HL : Indexmenge der Fundamentalkreise mit Induktoren,
HR : Indexmenge der Fundamentalkreise ohne Induktoren aber mit
Resistoren,
HC : Indexmenge der Fundamentalkreise ohne Induktoren und ohne Re-
sistoren (also mit Kondensatoren).
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Da kein Fundamentalkreis gleichzeitig in zwei der drei Indexmengen auftritt, sind
alle drei Indexmengen paarweise disjunkt. Im Weiteren werden folgende Indexbe-
zeichnungen vereinbart µL, νL ∈ HL, µR, νR ∈ HR und µC , νC ∈ HC . Deshalb gilt
{µ} = {µL} ∪ {µR} ∪ {µC} bzw. (qµ) = (qµL, qµR , qµC ). Gelegentlich werden auch Kom-
binationen der Indexmengen verwendet (z.B. µLR ∈ HL ∪HR oder µRC ∈ HR ∪HC).
Die Bewegungsgleichungen der HL-Fundamentalkreise enthalten zumindest q¨
µ-Terme.
Sie sind damit Differenzialgleichungen ho¨chstens zweiter Ordnung. Wenn in der Matrix der
generalisierten Induktivita¨ten ein struktureller Rangabfall auftritt, dann sind die Mengen
HR und HC nicht gleichzeitig leer. Die zu diesen Indexmengen geho¨renden Bewegungs-
gleichungen enthalten keine q¨µ-Terme. Sie sind damit zuna¨chst Differenzialgleichungen
ho¨chstens erster Ordnung, d.h., die Koeffizienten der ho¨chsten Ableitungen werden aus
r˜µν = rµν (wegen lµν ≡ 0) gebildet. Falls in der Koeffizientenmatrix rµν ebenfalls ein struk-
tureller Rangabfall auftritt (z.B. bei zusa¨tzlicher Abwesenheit von Resistoren in induk-
torfreien Maschen), kann infolge oben genannter Voraussetzung die Indexmenge HC nicht
leer sein. Dann entartet ein Teil der Bewegungsgleichungen zu algebraischen Gleichungen
fu¨r q.
Aus der Zerlegung (4.5) folgt sofort lµνRC ≡ 0 und rµνC ≡ 0 und daraus mit (3.30) die
Vereinfachung r˜µνRC = rµνRC . Des Weiteren liefert die Klasseneinteilung (4.5), dass lµLνL
und rµRνR zumindest nicht strukturell singula¨r sind. Momentane Singularita¨ten, die in-
folge der zugelassenen Abha¨ngigkeiten der Konstitutivparameter von der Lage des MTS
oder der Zeit t auftreten ko¨nnen, werden in dieser Arbeit nicht betrachtet. Dann sind lµLνL
und rµRνR regula¨r und somit sogar positiv definit (vgl. hierzu die Bemerkungen in Ab-
schnitt 2.3.3.6). Infolge der oben erwa¨hnten Voraussetzung ist die Matrix cµCνC ebenfalls
zumindest nicht strukturell singula¨r und kann deshalb gleichfalls als regula¨r und sogar
positiv definit festgestellt werden (siehe ebenfalls die Bemerkungen in Abschnitt 2.3.3.6).
Dann lassen sich die Bewegungsgleichungen des ETS (3.29b) zuna¨chst darstellen gema¨ß
lµLνL q¨
νL + r˜µLνL q˙
νL + rµLνR q˙
νR + cµLνq
ν + v˜µL0 = 0, (4.6a)
rµRνL q˙
νL + rµRνR q˙
νR + cµRνq
ν + v˜µR0 = 0, (4.6b)
cµCνLRq
νLR + cµCνCq
νC + v˜µC0 = 0. (4.6c)
Die Gesamtkoeffizientenmatrix vor den
”
ho¨chsten auftretenden Ableitungen“ in (4.6) (q¨νL,
q˙νR und qνC) ist invertierbar. Die Gleichungen (4.6a) sind im Allgemeinen Differenzial-
gleichungen zweiter Ordnung in qνL. Differenzialgleichungen erster Ordnung in q˙νL treten
auf, falls in HL-Fundamentalkreisen keine Kondensatoren vorhanden sind (cµLν ≡ 0). Bei
gleichzeitiger Abwesenheit von Kondensatoren und Resistoren in HL-Fundamentalkreisen
ko¨nnen (falls zusa¨tzlich d
dt
lµLνL ≡ 0 ist) Entartungen zu algebraischen Gleichungen fu¨r
q¨νL (d.h. Zwangsbedingungen fu¨r Zeitableitungen der Stro¨me) auftreten. Die Gleichungen
(4.6b) stellen Differenzialgleichungen ho¨chstens erster Ordnung in qνR dar. Bei zusa¨tzli-
cher Abwesenheit von Kondensatoren treten Entartungen zu algebraischen Gleichungen
fu¨r q˙νR (d.h. Zwangsbedingungen fu¨r Stro¨me) auf. Die Gleichungen (4.6c) sind stets alge-
braische Gleichungen, die Zwangsbedingungen fu¨r Ladungen realisieren. Deshalb wird im
Weiteren folgende – gegenu¨ber (4.5) pra¨zisierte – Klasseneinteilung der Fundamentalkreise
des elektrischen Teilsystems verwendet:
HL = HL2 ∪HL1 ∪HL0 , (4.7a)
HR = HR1 ∪HR0 , (4.7b)
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HL2 : Indexmenge der Fundamentalkreise mit Induktoren und Kondensatoren
(DGL 2.O. in den Ladungen),
HL1 : Indexmenge der Fundamentalkreise mit Induktoren und Resistoren aber
ohne Kondensatoren (DGL 1.O. in den Stro¨men),
HL0 : Indexmenge der Fundamentalkreise mit Induktoren, aber weder mit Re-
sistoren noch mit Kondensatoren (algebraische Gleichungen fu¨r q¨µL),
HR1 : Indexmenge der Fundamentalkreise ohne Induktoren aber mit Resistoren
und Kondensatoren (DGL 1.O. in den Ladungen),
HR0 : Indexmenge der Fundamentalkreise mit Resistoren, aber weder mit In-
duktoren noch mit Kondensatoren (algebraische Gleichungen fu¨r q˙µR).
Sa¨mtliche Indexmengen sind paarweise disjunkt. Zusa¨tzlich werden zur Verku¨rzung
der nachfolgenden Ausdru¨cke folgende Schreibweisen vereinbart:
{µL′} := HL2 ∪HL1 : gleichzeitig induktor- und resistorbehaftete
Fundamentalkreise,
{µC#} := HL2 ∪HR1 ∪HC : Maschen mit Kondensatoren,
{µC˘} := HL2 ∪HR1 : kondensatorbehaftete Fundamentalkreise mit
Induktoren und/oder Resistoren.
Dann gilt rµL0ν = cµL0ν ≡ 0 (d.h. auch rµR0νL0 ≡ 0), lµR0ν = cµR0ν ≡ 0 und cµL1ν ≡ 0 sowie
cµCνL1 = cµCνL0 = cµCνR0 ≡ 0. Aus (4.6) ergibt sich somit ein System von Bewegungsglei-
chungen
lµL′νL q¨
νL + r˜µL′νL′ q˙
νL′ + rµL′νR q˙
νR + cµL′νC#q
ν
C# + v˜µL′0 = 0, (4.8a)
rµR1νL′R q˙
νL′R + cµR1νC#q
ν
C# + v˜µR10 = 0 (4.8b)
(mit cµL1νC# ≡ 0 ) und ein System von Zwangsbedingungen
lµL0νL q¨
νL + v˜µL00 = 0, (4.9a)
rµR0νL′R q˙
νL′R + v˜µR00 = 0, (4.9b)
cµCνC# q
ν
C# + v˜µC0 = 0. (4.9c)
Sei raG := |HL0|+ |HR0|+ |HC | die Anzahl aller algebraischen Gleichungen in (4.9). Dann
verringert sich der Quasifreiheitsgrad des ETS aufgrund der raG Zwangsbedingungen auf
m∗ := m− raG. Somit ist m∗ die Anzahl der Bewegungsgleichungen (4.8).
Aus (4.9) folgt, dass sa¨mtliche mo¨glichen algebraischen Gleichungen stets lineare
Zwangsbedingungen darstellen. Mit ihrer Hilfe lassen sich deshalb die entsprechenden
Maschenladungen oder deren Zeitableitungen leicht eliminieren. Deshalb kann die Mo-
dellierung fu¨r die dynamische Simulation stets mit einem minimalen Satz von ETS-
Bewegungsgleichungen erfolgen. Das System aus (3.29a) und den Differenzialgleichungen
(4.8) nach Elimination der im ETS auftretenden Zwangsbedingungen (4.9) ist der ent-
sprechende Satz der Bewegungsgleichungen eines diskreten EMS.
Wegen der Indexmengenzerlegungen (4.5) und (4.7) setzt sich der Zustand eines sol-
chen dynamischen Systems aus folgenden Gro¨ßen zusammen: q˙λ, qλ, q˙νL′ , qνL2 , qνR1. Die
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Matrix der Koeffizienten vor den ho¨chsten Ableitungen q¨λ, q¨νL′ , q˙νR1 lautet
 gκλ 0 00 lµL′νL′ rµL′νR1
0 0 rµR1νR1

 .
Infolge der Regularita¨t von gκλ, lµL′νL′ und rµR1νR1 ist das entsprechende Gleichungssystem
invertierbar und kann somit mittels geeigneter Integrationscodes numerisch gelo¨st werden.
4.1.3.2 Formulierung in Nicht-Minimalkoordinaten
Die
”
elektrischen“ Bewegungs- und Bindungsgleichungen in der CEMS-Formulierung
(3.38) lauten
lµν q¨
ν + r˜µν q˙
ν + cµνq
ν + vˆµ0 −Ai0µλi0 = 0, (4.10a)
Aj0ν q¨
ν = ¨¯qj00 (t). (4.10b)
In Abha¨ngigkeit von der Struktur und den Parametern des elektrischen Netzwer-
kes ko¨nnen Terme in (4.10a) verschwinden, so dass die
”
elektrischen“ Bewegungsglei-
chungen in verschiedene Spezialfa¨lle entarten ko¨nnen. Bei der Formulierung in Nicht-
Minimalkoordinaten mu¨ssen fu¨r die dynamische Simulation – analog zum vorhergehen-
den Abschnitt – entsprechende Unterscheidungen hinsichtlich der ho¨chsten auftretenden
zeitlichen Ableitungen getroffen werden. Zuna¨chst wird eine Zerlegung in paarweise dis-
junkte Indexmengen a¨hnlich (4.5) fu¨r sa¨mtliche generalisierten elektrischen Koordinaten
gewa¨hlt:
H = HL ∪HR ∪HC , (4.11)
HL : Indexmenge der Fundamentalkreise mit Induktoren,
HR : Indexmenge der Fundamentalkreise ohne Induktoren aber mit
Resistoren,
HC : Indexmenge der Fundamentalkreise ohne Induktoren und ohne Re-
sistoren (also mit Kondensatoren).
Die bei (4.5) eingefu¨hrten Indexbezeichnungen werden hier sinngema¨ß verwendet.
Wegen lµνRC ≡ 0 und rµνC ≡ 0 la¨sst sich dann (4.10a) darstellen gema¨ß
lµLνL q¨
νL + r˜µLνL q˙
νL + rµLνR q˙
νR + cµLνq
ν + vˆµL0 − λi0Ai0µL = 0, (4.12a)
rµRνL q˙
νL + rµRνR q˙
νR + cµRνq
ν + vˆµR0 − λi0Ai0µR = 0, (4.12b)
cµCνLRq
νLR + cµCνCq
νC + vˆµC0 − λi0Ai0µC = 0. (4.12c)
Analog zu den Erla¨uterungen zum Gleichungssystem (4.6) ko¨nnen neben den algebrai-
schen Gleichungen fu¨r qµC (4.12c) auch in (4.12a), (4.12b) Zwangsbedingungen fu¨r q¨µL
bzw. q˙µR auftreten. Mit einer pra¨zisierten Zerlegung der Indexmengen analog zu (4.7)
zerfa¨llt (4.12) in ein System von Bewegungsgleichungen und ein System von Zwangsbe-
dingungen. Auf eine detaillierte Darstellung wird hier verzichtet. Beide werden spa¨ter
in Abschnitt 4.3.2.1 angegeben. Mit der Anzahl raG aller algebraischen Gleichungen in
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(4.12) und der Anzahl r0 aller Stromquellen reduziert sich der ETS-Quasifreiheitsgrad auf
m∗ := m# − r0 − raG.
Die zusa¨tzlichen Zwangsbedingungen infolge Stromquellen gema¨ß (4.10b) wurden
zuna¨chst auf
”
Beschleunigungsebene“ (d.h. auf dem Niveau der Stromableitungen) for-
muliert. Fu¨r die HR-Fundamentalkreise reicht jedoch eine Darstellung auf ”
Geschwindig-
keitsebene“ (Stromniveau) und fu¨r die HC-Maschen sogar eine Formulierung auf ”
Lage-
ebene“ (Ladungsniveau) aus. Deshalb wird eine Klasseneinteilung der Stromquellen unter
Nutzung der Indexmengenzerlegung (4.11) vorgenommen. Folgende Bezeichnungen und
Vereinbarungen sollen gelten:
• C-Stromquellen:
– der Stromquellenzweig liegt auf mindestens einem HC-Fundamentalkreis,
– die entsprechende Indexmenge sei bezeichnet mit Γ0C ,
• R-Stromquellen:
– der Stromquellenzweig liegt auf keinem HC-Fundamentalkreis jedoch auf min-
destens einem HR-Fundamentalkreis,
– die entsprechende Indexmenge sei bezeichnet mit Γ0R,
• L-Stromquellen:
– der Stromquellenzweig liegt auf keinem HC- und keinem HR-Fundamentalkreis
(damit jedoch auf mindestens einem HL-Fundamentalkreis),
– die entsprechende Indexmenge sei bezeichnet mit Γ0L.
Wegen der festgelegten Voraussetzung, dass in jedem Fundamentalkreis mindestens eines
der drei Bauelemente Induktor, Resistor oder Kondensator existiert (siehe (4.5)), ist die
Indexmengenzerlegung der Stromquellen-Kanten vollsta¨ndig und es gilt
Γ0 = Γ0L ∪ Γ0R ∪ Γ0C . (4.13)
Gleichzeitig sind die Indexmengen paarweise disjunkt. Bei Verwendung von (4.13) und mit
j0L ∈ Γ0L, j0R ∈ Γ0R und j0C ∈ Γ0C ko¨nnen die Zwangsbedingungen infolge Stromquellen
folgendermaßen dargestellt werden:
Aj0LνL q¨
νL = ¨¯qj0L0 (t), (4.14a)
Aj0RνL q˙
νL + Aj0RνR q˙
νR = ˙¯qj0R0 (t), (4.14b)
Aj0C νLq
νL + Aj0C νRq
νR + Aj0C νCq
νC = q¯j0C0 (t). (4.14c)
Analog zu (3.38c, 3.38d) la¨sst sich aus (4.12) und (4.14) schließlich folgendes Gleichungs-
system aufstellen:
lµLνL q¨
νL + rµLνR q˙
νR + cµLνCq
νC − λi0Ai0µL = −vˆµL0 − r˜µLνL q˙νL − cµLνLRqνLR,
rµRνR q˙
νR + cµRνCq
νC − λi0Ai0µR = −vˆµR0 − rµRνL q˙νL − cµRνLRqνLR,
cµCνCq
νC − λi0Ai0µC = −vˆµC0 − cµCνLRqνLR,
Aj0LνL q¨
νL = ¨¯qj0L0 (t),
Aj0RνR q˙
νR = ˙¯qj0R0 (t)− Aj0RνL q˙νL,
Aj0C νCq
νC = q¯j0C0 (t)− Aj0C νLqνL − Aj0C νRqνR.
(4.15)
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Das System (4.15) besteht aus Differenzial- und algebraischen Gleichungen. Zusammen
mit den
”
mechanischen“ Bewegungsgleichungen (3.38a) und den Zwangsbedingungen
(3.38b) bildet (4.15) schließlich das Gleichungssystem zur vollsta¨ndigen Beschreibung der
Dynamik eines EMS in einer Formulierung in Nicht-Minimalkoordinaten. Die in Abschnitt
4.1.3.1 genannten Regularita¨tseigenschaften gelten fu¨r die hier verwendeten Teilmatrizen
lµLνL, rµRνR und cµCνC ebenso. Infolge der vorausgesetzten Unabha¨ngigkeit der Strom-
quellen sind die Submatrizen von Aj0ν von vollem Rang. Deshalb ist das Gesamtsystem
invertierbar und kann mittels geeigneter Integrationscodes (d.h. hier: DAE-Solver) nume-
risch gelo¨st werden.
4.2 Statisches Gleichgewicht
In der analytischen Mechanik ist ein wichtiger Aspekt bei der Untersuchung von
Mehrko¨rpersystemen die Ermittlung von mo¨glichen Ruhelagen (oder statischen Gleichge-
wichtslagen). Eine solche Lage zeichnet sich dadurch aus, dass alle angreifenden Kra¨fte sich
gerade aufheben, so dass keinerlei Beschleunigungen der zum MKS geho¨renden Ko¨rper
zu verzeichnen sind. Zusa¨tzlich verschwinden sa¨mtliche Geschwindigkeiten, so dass alle
MKS-Koordinaten konstant bleiben. Eine MKS-Ruhelage ist also durch einen konstant
bleibenden Zustandsvektor – bestehend aus verallgemeinerten Lagekoordinaten (beliebig
konstant) und Geschwindigkeiten (konstant identisch gleich Null) – gekennzeichnet.
Dieses Kapitel behandelt die Ermittlung von statischen Gleichgewichten fu¨r elektro-
mechanische Systeme. Dazu wird zuna¨chst der Begriff statischer Gleichgewichtszustand
eines EMS (nicht Gleichgewichtslage!) definiert. Dann wird ein Verfahren zur Berechnung
eines solchen Gleichgewichts mittels Optimierung angegeben.
4.2.1 Begriffsbestimmung
Fu¨r die Behandlung von statischen Gleichgewichten werden alle explizit zeitabha¨ngigen
Gro¨ßen des EMS (z.B. eingepra¨gte Kra¨fte, Strom- oder Spannungsquellen) mit ihrem
Wert zum Zeitpunkt t = 0 in die Berechnung einbezogen und im Weiteren als konstant
vorausgesetzt.
Zuna¨chst ist die Gleichgewichtslage eines rein mechanischen Systems definiert durch
das Verschwinden sa¨mtlicher Geschwindigkeiten (q˙λ ≡ 0) und Beschleunigungen (q¨λ ≡ 0).
U¨bertragen auf EMS wu¨rde das fu¨r den elektrischen Teil das identische Verschwinden
aller Maschenstro¨me q˙µ und somit aller Zweigstro¨me
˙¯q i ≡ 0
bedeuten. Sind zeitabha¨ngige Spannungs- und/oder Stromquellen im elektrischen Teil
vorhanden, so existiert im Allgemeinen keine solche Ruhelage fu¨r das gesamte EMS. An-
dererseits sind elektrische Netzwerke ohne Spannungs- und Stromquellen nur selten von
Interesse. Deshalb soll im Weiteren der Begriff statischer Gleichgewichtszustand fu¨r ein
EMS in einem zu dem Terminus Ruhelage erweiterten Sinne verwendet werden.
Definition 4.1 Unter einem statischen Gleichgewichtszustand eines elektromechani-
schen Systems wird ein Zustand verstanden, der folgende Bedingungen erfu¨llt:
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• das mechanische Teilsystem befindet sich in einer Ruhelage,
• das elektrische Teilsystem fu¨hrt eine Bewegung aus, die dadurch gekennzeichnet ist,
dass der Zustand des ETS (bestehend aus den Maschengro¨ßen q˙νL′ , qνL2, qνR1) kon-
stant (im Fall von q˙νL2 konstant gleich Null) bleibt,
• fu¨r die evtl. vorhandenen Zwangsbedingungen des ETS soll gelten: q¨νL0 ≡ 0,
q˙νR0 ≡ const. , qνC ≡ const.
In einem solchen Gleichgewichtszustand eines EMS verschwinden somit alle mechanischen
Geschwindigkeiten und Beschleunigungen
q˙λ ≡ 0, q¨λ ≡ 0 (4.16)
und sowohl alle Maschenstro¨me in induktorbehafteten Fundamentalkreisen (Indexmengen
HL2 und HL1) als auch alle Maschenladungen in kondensatorbehafteten Fundamental-
kreisen (Indexmenge HC# = HL2 ∪HR1 ∪HC) sind konstant (gleich Null ist zugelassen).
Somit muss gelten
q˙νL′ ≡ const. , (4.17a)
qνC# ≡ const. (4.17b)
Aufgeschlu¨sselt auf die pra¨zisierte Indexmengenzerlegung nach (4.7) ergibt sich fu¨r einen
statischen Gleichgewichtszustand eines EMS mit Zwangsbedingungen per definitionem
q¨λ ≡ 0, q˙λ ≡ 0, qλ = const. ,
q¨νL2 ≡ 0, q˙νL2 ≡ 0, qνL2 = const. ,
q¨νL1 = 0, q˙νL1 = const. ,
q¨νL0 = 0,
q˙νR1 = 0, qνR1 = const. ,
q˙νR0 = const. ,
qνC = const. .
(4.18)
Aus (4.18) folgt die Konstanz (teilweise Nullgleichheit) des gesamten EMS-
Zustandsvektors (bestehend aus q˙λ, qλ, q˙νL′ , qνL2 , qνR1). Wegen der bei t = 0 fixierten
Werte der Strom- und Spannungsquellen gilt immer q˙νR0 = const. Fu¨r den Nachweis eines
statischen Gleichgewichts des ETS ist es somit hinreichend, wenn die Zeitableitungen der
Stro¨me in induktorbehafteten Fundamentalkreisen und die Stro¨me in kondensatorbehaf-
teten Maschen identisch verschwinden. Wenn sich gleichzeitig das MTS in einer Ruhelage
befindet, ist ein statischer Gleichgewichtszustand des gesamten EMS im Sinne von Defi-
nition 4.1 erreicht.
4.2.2 Berechnung mittels Optimierung
Die Ermittlung eines statischen Gleichgewichtszustandes eines EMS erfolgt zweckma¨ßig
mittels Optimierung. Dazu werden fu¨r das MTS und das ETS je eine quadratische Ziel-
funktion definiert. Beide werden nach energetischen Gesichtspunkten gewichtet und ih-
re Summe wird dann minimiert. Um von den Gro¨ßenordnungen her vergleichbare Ziel-
funktionen zu realisieren, werden einerseits die Metrik des MTS und andererseits die
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Induktivita¨tsmatrix und die inverse Matrix der Teilkapazita¨ten als Wichtungsmatrizen
verwendet. Fu¨r das mechanische Teilsystem mu¨ssen infolge des mo¨glichen Auftretens von
nichtlinearen Kraftkoppelelementen und den daraus resultierenden Schwierigkeiten, des-
sen potenzielle Energie zu bestimmen, die Geschwindigkeiten durch Zusatzbedingungen
auf Null gezwungen werden. Somit ergibt sich als Zielfunktion fu¨r das MTS die Beschleu-
nigungsenergie (vgl. auch das Gauß’sche Prinzip des kleinsten Zwanges)
Zm =
1
2
gκλq¨
κq¨λ mit der Zusatzbedingung q˙	 = 0. (4.19)
Da gκλ positiv definit ist, wird Zm nicht negativ und genau dann gleich Null, wenn q¨
κ ≡ 0
fu¨r alle κ ∈ J ist. Zur Berechnung der Zielfunktion fu¨r das ETS werden die Zeitableitungen
der Stro¨me in induktorbehafteten Fundamentalkreisen und die Stro¨me in kondensatorbe-
hafteten Maschen herangezogen. Dann kann die Zielfunktion
Ze =
1
2
lµLνL q¨
µL q¨νL +
1
2
cµ
C#
ν
C#
q˙µC# q˙νC# (4.20)
verwendet werden. Infolge des Ausschlusses von momentanen Singularita¨ten (siehe Be-
merkungen in Abschnitt 2.3.3.6) ist die Matrix lµLνL positiv definit. Die Matrix cµC#νC#
ist allerdings nur positiv semidefinit. Im Fall einer singula¨ren Matrix cµ
C#
ν
C#
muss diese
durch Addition von zusa¨tzlichen, vergleichsweise kleinen Werten auf der Hauptdiagona-
len regularisiert werden. Durch diese Maßnahme verschwindet Ze genau dann, wenn alle
q¨µL und q˙µC# gleichzeitig verschwinden. Bei zum Zeitpunkt t = 0 fixierten Werten aller
zeitabha¨ngigen Gro¨ßen ist schließlich
Zm = 0 ∧ q˙κ = 0 ∧ Ze = 0
eine notwendige und hinreichende Bedingung fu¨r einen statischen Gleichgewichtszustand
des gesamten EMS. Zu dessen Ermittlung mittels Optimierung kann somit die Gesamt-
zielfunktion
Z = Zm+ Ze
=
1
2
gκλq¨
κq¨λ +
1
2
lµLνL q¨
µL q¨νL +
1
2
cµ
C#
ν
C#
q˙µC# q˙νC#
unter den Nebenbedingungen q˙κ = 0 minimiert werden.
Das hier gezeigte Verfahren zur Bestimmung eines statischen Gleichgewichts eines
EMS trifft keine Aussage u¨ber den Charakter des gefundenen Zustandes. Das Ergebnis
kann somit sowohl ein stabiles als auch ein instabiles Gleichgewicht des EMS sein. Na¨here
Untersuchungen hierzu ko¨nnen durch eine Analyse der Sto¨rungsgleichungen durchgefu¨hrt
werden (vgl. Abschnitt 4.3).
4.3 Lineare Schwingungsanalyse
Fu¨r viele praktische Problemstellungen ist es wichtig, Aussagen u¨ber das Verhalten ei-
nes Systems in der Umgebung eines konkreten Zustandes zu treffen, z.B. zur Ermittlung
der Eigenfrequenzen des Systems in einem statischen Gleichgewicht oder um einen be-
stimmten Arbeitspunkt (z.B. fu¨r den Reglerentwurf). Als Hilfsmittel hierzu eignen sich
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bei Kenntnis der Bewegungsgleichungen die linearisierten Gleichungen des Systems. Des-
halb soll hier eine Mo¨glichkeit dargestellt werden, die linearisierten Gleichungen eines
elektromechanischen Systems automatisiert zu entwickeln.
4.3.1 EMS ohne Zwangsbedingungen
Der hier dargestellte Zugang zur Linearisierung der EMS-Bewegungsgleichungen baut auf
Untersuchungen zur linearen Schwingungsanalyse fu¨r Mehrko¨rpersysteme (MKS) (z.B. in
[54, 84]) auf. Ausgangspunkt sind allerdings die in Kapitel 3 auf der Basis des Lagrange-
Formalismus entwickelten Bewegungsgleichungen des Gesamt-EMS (3.27). Wie in Ab-
schnitt 4.1 bereits erla¨utert, ko¨nnen in den
”
elektrischen Gleichungen“ abha¨ngig von
Struktur und Parametern des elektrischen Teilsystems (ETS) Terme verschwinden, so
dass die urspru¨nglichen Differenzialgleichungen zweiter Ordnung in solche erster Ordnung
u¨bergehen oder gar zu algebraischen Gleichungen entarten ko¨nnen. Die deshalb fu¨r die
dynamische Simulation notwendige Klasseneinteilung gema¨ß (4.7) kann allerdings bei der
linearen Schwingungsanalyse von EMS ohne Zwangsbedingungen umgangen werden. Dazu
werden zur Modellierung des ETS alle nicht entarteten Differenzialgleichungen als DGLn
erster Ordnung dargestellt.
Fu¨r die weiteren Betrachtungen sollen die folgenden Indexvereinbarungen gelten. Es
sei κ, λ, , σ, ξ ∈ J und µ, ν, ω ∈ H∗. Zusa¨tzlich zu diesen aus Kapitel 2 bereits bekannten
Indexmengen wird die Indexmenge fu¨r die Differenzialgleichungen erster Ordnung des ETS
eingefu¨hrt. Diese sei mit I bezeichnet. Dann gelte ϕ, χ, η, ζ ∈ I. Im gesamten Abschnitt
4.3 sei daru¨ber hinaus a, b ∈ J ∪ I.
Die Lagrange’schen Bewegungsgleichungen (3.29) fu¨r ein EMS werden zur besseren
Nachvollziehbarkeit hier noch einmal angefu¨hrt. Mit den genannten Indexvereinbarungen
gilt
gκλ(q
σ, t)q¨λ + Γκλ	(q
σ, t)q˙λq˙	 −Q(me)κ (q˙σ, qσ, t)−Q(el)κ (qσ, q˙ω, qω, t) = 0, (4.21a)
lµν(q
σ, t)q¨ν + r˜µν(q˙
σ, qσ, t)q˙ν + cµν(q
σ, t)qν + v˜µ0(q˙
σ, qσ, t) = 0. (4.21b)
Wegen der positiven Definitheit von gκλ ist (4.21a) immer ein System von Differenzial-
gleichungen zweiter Ordnung. Das System (4.21b) kann jedoch zuna¨chst aus Differenzial-
gleichungen erster und zweiter Ordnung sowie aus algebraischen Gleichungen (Zwangsbe-
dingungen fu¨r q¨µ, q˙µ oder qµ) bestehen. An dieser Stelle seien nur Differenzialgleichungen
erster und zweiter Ordnung zugelassen. Die Auswirkungen von Zwangsbedingungen auf
die Sto¨rungsgleichungen werden spa¨ter diskutiert (siehe Abschnitt 4.3.2).
4.3.1.1 Sto¨rungsgleichungen
Im Weiteren werden nur die Bewegungsgleichungen aus (4.21b) betrachtet (siehe auch
(4.8)). Diese sollen sa¨mtlich durch einen Satz von Differenzialgleichungen erster Ordnung
beschrieben werden. Zu diesem Zweck wird die in Abschnitt 4.1.3 eingefu¨hrte pra¨zisier-
te Indexmengenzerlegung (4.7) herangezogen. Die Indexmenge HL2 liefert DGLn zweiter
Ordnung. Die Indexmengen HL1 und HR1 fu¨hren auf DGLn erster Ordnung. Bei einer
Darstellung der Bewegungsgleichungen des ETS (4.21b) mittels Differenzialgleichungen
erster Ordnung beziehen sich somit die Elemente der Indexmenge I auf Maschenladun-
gen und -stro¨me der HL2-Fundamentalkreise, Maschenstro¨me der HL1-Fundamentalkreise
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sowie Maschenladungen der HR1-Fundamentalkreise. Die Menge I indiziert damit al-
le Zustandsgro¨ßen des ETS. Ihre Ma¨chtigkeit sei mit mI := |I| bezeichnet. Mit χ ∈ I,
µL2 ∈ HL2, µL1 ∈ HL1 und µR1 ∈ HR1 gilt
{qχ} = {q˙µL2} ∪ {qµL2} ∪ {q˙µL1} ∪ {qµR1}. (4.22)
Die HL2-Differenzialgleichungen werden in DGLn erster Ordnung transformiert. Die HL1-
und HR1-Differenzialgleichungen gehen direkt in die Darstellung des ETS ein.
Mit der der Darstellung (4.22) zugrunde liegenden Klasseneinteilung der Fundamen-
talkreise folgt aus (4.2), dass die elektrisch erzeugten Kra¨fte nicht von Maschenstro¨men
in HR1-Fundamentalkreisen abha¨ngen ko¨nnen, da definitionsgema¨ß in solchen Maschen
keine Induktoren vorhanden sind (lνω ≡ 0 und somit ψν0 ≡ 0, siehe Bemerkung in Ab-
schnitt 4.1.2). Vielmehr ko¨nnen sie lediglich Funktionen der Maschenstro¨me in HL-
Fundamentalkreisen (HL2 ∪HL1) und – wegen des Ausschlusses von Zwangsbedingungen –
Funktionen der Maschenladungen in HL2- und HR1-Fundamentalkreisen des ETS sein. Da-
mit ergeben sich die Bewegungsgleichungen des EMS unter Darstellung des elektrischen
Teilsystems mittels Differenzialgleichungen erster Ordnung (im Weiteren gelegentlich als
ETS-DGLn bezeichnet) zu
gκλ(q
σ, t)q¨λ + Γκλ	(q
σ, t)q˙λq˙	 = Q(me)κ (q˙
σ, qσ, t) + Q(el)κ (q
σ, qη, t) (4.23a)
Bϕχ(q˙
σ, qσ, t)q˙χ = bϕ(q˙
σ, qσ, qη, t) (4.23b)
(mit κ, λ, , σ ∈ J und ϕ, χ, η ∈ I). Eine Darstellung der Matrix Bϕχ und des Vektors bϕ
findet sich im Anhang, Abschnitt B.1.
Bei der linearen Schwingungsanalyse eines EMS kann also von den Gleichungen (4.23)
ausgegangen werden. Das Systemverhalten soll in der Na¨he einer ungesto¨rten Refe-
renzlo¨sung qa(t) untersucht werden. Mittels der Transformation qa → q¯a = qa + xa lassen
sich fu¨r kleine Sto¨rungen xa die Terme in (4.23) in bekannter Weise linear approximieren
(xξ bzw. x˙ξ – Sto¨rung einer mechanischen Koordinate bzw. Geschwindigkeit, xζ – Sto¨rung
einer elektrischen Zustandsgro¨ße):
gκλ(q¯
σ, t)¨¯q λ = gκλ(q
σ, t)q¨λ + gκξ(q
σ, t)x¨ξ + ∂ξgκλ(q
σ, t)q¨λxξ,
Γκλ	(q¯
σ, t) ˙¯q λ ˙¯q 	 = Γκλ	(q
σ, t)q˙λq˙	 + 2Γκλξ(q
σ, t)q˙λx˙ξ + ∂ξΓκλ	(q
σ, t)q˙λq˙	xξ,
Q(me)κ ( ˙¯q
σ, q¯ σ, t) = Q(me)κ (q˙
σ, qσ, t) + ∂˙ξQ
(me)
κ (q˙
σ, qσ, t)x˙ξ + ∂ξQ
(me)
κ (q˙
σ, qσ, t)xξ,
Q(el)κ (q¯
σ, q¯ η, t) = Q(el)κ (q
σ, qη, t) + ∂ξQ
(el)
κ (q
σ, qη, t)xξ + ∂ζQ
(el)
κ (q
σ, qη, t)xζ ,
Bϕχ( ˙¯q
σ, q¯ σ, t) ˙¯q χ = Bϕχ(q˙
σ, qσ, t)q˙χ + Bϕζ(q˙
σ, qσ, t)x˙ζ + ∂˙ξBϕχ(q˙
σ, qσ, t)q˙χx˙ξ +
+ ∂ξBϕχ(q˙
σ, qσ, t)q˙χxξ,
bϕ( ˙¯q
σ, q¯ σ, q¯ η, t) = bϕ(q˙
σ, qσ, qη, t) + ∂˙ξbϕ(q˙
σ, qσ, qη, t)x˙ξ + ∂ξbϕ(q˙
σ, qσ, qη, t)xξ +
+ ∂ζbϕ(q˙
σ, qσ, qη, t)xζ .
Unter Hinzunahme von zusa¨tzlichen kleinen generalisierten Sto¨rkra¨ften Φκ(q˙
σ, qσ, qη, t)
und Sto¨rspannungen Φµ(q˙
σ, qσ, qη, t) folgen damit aus den Bewegungsgleichungen (4.23)
die EMS-Sto¨rungsgleichungen
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gκξx¨
ξ +
(
2Γκλξq˙
λ − ∂˙ξQ(me)κ
)
x˙ξ +
+
(
∂ξgκλq¨
λ + ∂ξΓκλ	q˙
λq˙	 − ∂ξQ(me)κ − ∂ξQ(el)κ
)
xξ − ∂ζQ(el)κ xζ = Φκ,
Bϕζx˙
ζ +
(
∂˙ξBϕχq˙
χ − ∂˙ξbϕ
)
x˙ξ +
(
∂ξBϕχq˙
χ − ∂ξbϕ
)
xξ − ∂ζbϕxζ = Φµ.
(4.24)
Diese Gleichungen stellen ein System rheolinearer Differenzialgleichungen fu¨r die Sto¨run-
gen xa dar. Bei festgehaltenem Systemzustand (q˙σ, qσ, qη) ko¨nnen sie verwendet wer-
den, um den Einfluss von verallgemeinerten Sto¨rkra¨ften auf das Verhalten des Gesamt-
EMS zu untersuchen. Zu diesem Zweck kann bei gegebenen Sto¨rkra¨ften Φκ(q˙
σ, qσ, qη, t)
und Sto¨rspannungen Φµ(q˙
σ, qσ, qη, t) das System (4.24) mittels numerischer Integration
gelo¨st werden. Eine Untersuchung der Sto¨rbewegungen um eine Nominaltrajektorie ist
durch gleichzeitige numerische Integration der EMS-Bewegungsgleichungen und der EMS-
Sto¨rungsgleichungen mo¨glich. Dazu ko¨nnen wahlweise die Bewegungsgleichungen nach
(3.29) oder – bei vorhandenen strukturellen Singularita¨ten im ETS – nach (3.29a) und
(4.6) verwendet werden. Die aktuelle Lo¨sung der Bewegungsgleichungen wird in jedem
Integrationsschritt neu in die Sto¨rungsgleichungen eingesetzt.
Die EMS-Sto¨rungsgleichungen (4.24) sind im Anhang, Abschnitt B.2.1, nochmals dar-
gestellt. Die dort verwendete Form ergibt sich bei deren Herleitung mittels linearer Appro-
ximation aus (3.27). Diese Darstellung hat den Vorteil, dass die Struktur der Bewegungs-
gleichungen erhalten bleibt. Sie ist allerdings nur bei regula¨rer Induktormatrix einsetzbar.
4.3.1.2 Modalanalyse
Falls sich das EMS in einem statischen Gleichgewichtszustand befindet (vgl. Definition
4.1), ko¨nnen die Untersuchung des Eigenschwingungsverhaltens oder die Ermittlung von
Sto¨rbewegungen infolge Anfangssto¨rungen mittels Modalanalyse erfolgen. Dazu werden
die Gleichungen (4.24) ohne zusa¨tzliche Sto¨rkra¨fte (Φa = 0) verwendet. Wegen (4.18) ist
ein statisches Gleichgewicht eines EMS dadurch gekennzeichnet, dass dessen Zustandsvek-
tor konstant bleibt, d.h., dass die zeitlichen Ableitungen aller Zustandsgro¨ßen identisch
verschwinden. Deshalb gelten zusa¨tzlich die Vereinfachungen q¨λ ≡ 0, q˙λ ≡ 0 und q˙χ ≡ 0
und aus (4.24) folgt
gκξx¨
ξ − ∂˙ξQ(me)κ x˙ξ −
(
∂ξQ
(me)
κ + ∂ξQ
(el)
κ
)
xξ − ∂ζQ(el)κ xζ = 0,
Bϕζ x˙
ζ − ∂˙ξbϕx˙ξ − ∂ξbϕxξ − ∂ζbϕxζ = 0.
(4.25)
Bei festgehaltenem Systemzustand (q˙σ, qσ, qη, t) la¨sst sich der schwingungsfa¨hige Teil von
(4.25) in der Form
gab(t)x¨
b + dab(t)x˙
b + cab(t)x
b = 0 (4.26)
darstellen. Dabei kann dab als verallgemeinerte Da¨mpfungsmatrix und cab als verallgemei-
nerte
”
Steifigkeitsmatrix“ betrachtet werden. Zur Untersuchung der Gleichungen (4.26)
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sei der Vektor der Zustandsvariablen und seine erste Ableitung bezeichnet mit
(
xb
)
=

 x˙ξxξ
xζ

 , (x˙a) =

 x¨λx˙λ
x˙η

 .
Dann lauten die linearisierten Bewegungsgleichungen (4.25)
x˙a = Aabx
b, (4.27)
wobei fu¨r die Systemmatrix Aab gilt
(Aab) =


gλκ∂˙ξQ
(me)
κ gλκ
(
∂ξQ
(me)
κ + ∂ξQ
(el)
κ
)
gλκ∂ζQ
(el)
κ
δλξ 0 0
Bηϕ∂˙ξbϕ B
ηϕ∂ξbϕ B
ηϕ∂ζbϕ

 . (4.28)
In Aab verko¨rpern die einzelnen Submatrizen ganz bestimmte Systemeigenschaften. Bei
einem rein mechanischen System existiert nur die Submatrix
(
(A11) (A12)
(A21) (A22)
)
(mit
Q
(el)
κ ≡ 0). Fu¨r EMS entspricht diese Submatrix der Systemmatrix des mechanischen Teil-
systems erga¨nzt um die (durch gesto¨rte mechanische Koordinaten beeinflussten) elektrisch
erzeugten Kra¨fte (∂ξQ
(el)
κ ). Bei einem rein elektrischen System existiert nur die Submatrix
(A33), wobei in B
ηϕ und bϕ keine mechanischen Gro¨ßen auftreten. Fu¨r EMS entspricht
diese Submatrix der Systemmatrix des elektrischen Teilsystems unter Einbeziehung der
Abha¨ngigkeiten der elektrischen Konstitutivparameter von der Referenzlo¨sung des me-
chanischen Teilsystems. Die Submatrizen ( (A31) (A32) ) und (A13) verko¨rpern schließ-
lich die elektromechanischen Wechselwirkungen der Eigenschwingungen oder Sto¨rungen
untereinander. Die Submatrix ( (A31) (A32) ) fixiert den Einfluss der Sto¨rungen in den
mechanischen Koordinaten oder Geschwindigkeiten auf die ersten zeitlichen Ableitungen
der elektrischen Zustandsgro¨ßen, wogegen in (A13) die Einwirkung der Sto¨rungen von
elektrischen Zustandsgro¨ßen auf die Sto¨rungen der mechanischen Beschleunigungen zum
Ausdruck kommt.
Zum Aufbau der Systemmatrix gema¨ß (4.28) sind neben der Invertierung der stets
positiv definiten verallgemeinerten Massenmatrix des mechanischen Teilmodells und der
Invertierung der laut Voraussetzungen ebenfalls positiv definiten Koeffizientenmatrix Bϕζ
der linken Seiten der ETS-Differenzialgleichungen weiterhin diverse partielle Ableitungen
der verallgemeinerten mechanischen Kra¨fte und des Vektors bϕ der rechten Seiten der
ETS-DGLn zu bilden. Das kann zweckma¨ßig mittels numerischer Differenziation erfolgen.
Schließlich werden die Eigenwerte der Matrix Aab und die zugeho¨rigen Eigenvektoren
bestimmt. Der schwingungsfa¨hige Teil des gesamten EMS erzeugt paarweise konjugiert
komplexe Eigenwerte, aus denen sich die Eigenfrequenzen und Abklingkonstanten sofort
ablesen lassen (siehe z.B. [84]). Aus dem nicht schwingungsfa¨higen Teil des gesamten EMS
entstehen einzelne reelle Eigenwerte mit jeweils einem Eigenvektor. Aus diesen lassen sich
die entsprechenden Zeitkonstanten unmittelbar ablesen.
Die Modalanalyse eines EMS ohne Zwangsbedingungen la¨sst sich also durch Untersu-
chung der Systemmatrix Aab nach (4.28) durchfu¨hren. Dabei wird von einer einheitlichen
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Modellierung unter Beru¨cksichtigung der elektromechanischen Wechselwirkungen ausge-
gangen. Die so durchgefu¨hrte Modalanalyse liefert somit Ergebnisse fu¨r das EMS als
Gesamtsystem.
Im Anhang, Abschnitt B.2.2 ist die Systemmatrix Aab nochmals dargestellt. Die dort
verwendete Form ergibt sich bei der Herleitung aus (3.27) bei regula¨rer Induktormatrix
unter Erhaltung der Struktur der Bewegungsgleichungen.
4.3.2 EMS mit Zwangsbedingungen
In diesem Abschnitt werden die linearisierten Gleichungen fu¨r EMS mit Zwangsbedin-
gungen hergeleitet. Ausgangspunkt sind die in Abschnitt 3.3 entwickelten Bewegungs-
gleichungen (3.37) fu¨r solche Systeme. Es sollen folgende Indexvereinbarungen gelten:
κ, λ, , σ, ξ ∈ J und µ, ν, ω, ϑ ∈ H∗.
4.3.2.1 Bewegungsgleichungen und Bindungen
Es seien holonome rheonome Bindungen gema¨ß (3.31) innerhalb des MTS zugelassen.
Diese sollen unabha¨ngig voneinander sein, d.h. rang(∂κh
	1(qσ, t)) = |{1}| != rmh. Die zu-
geho¨rigen kinematischen Zwangsbedingungen lauten nach (3.33)
f 	1α(q
σ, t)q˙α = 0 (4.29)
(1 ∈ Jch ∪ Jca, α ∈ J ∪ {0}). Fu¨r das ETS wird die Formulierung in Minimalkoordinaten
gewa¨hlt. Sollen Sto¨rungen von Stromquellen untersucht werden, so ko¨nnen diese gema¨ß
der Maschentransformationen (2.33) bzw. (2.34) zu den Fundamentalkreisstro¨men bzw.
-ladungen hinzuaddiert werden. Solche Sto¨rungen werden deshalb aus den folgenden Be-
trachtungen ausgeschlossen.
Wie bereits in Abschnitt 4.1 festgestellt, ko¨nnen in den
”
elektrischen Gleichungen“
Terme verschwinden, so dass die urspru¨nglichen Differenzialgleichungen auch zu alge-
braischen Gleichungen entarten ko¨nnen. Diese stellen dann weitere Zwangsbedingungen
dar, die gesondert behandelt werden mu¨ssen. Die Anwendung der Indexmengenzerlegung
(4.11) ergibt zuna¨chst eine Kombination der
”
mechanischen“ Bewegungsgleichungen nach
(3.37a) und der
”
elektrischen“ Bewegungsgleichungen nach (4.12):
gκλq¨
λ + Γκλ	q˙
λq˙	 −Q(me)κ −Q(el)κ − λ	1f 	1κ = 0, (4.30a)
lµLνL q¨
νL + r˜µLνL q˙
νL + rµLνR q˙
νR + cµLνq
ν + vˆµL0 = 0, (4.30b)
rµRνLR q˙
νLR + cµRνq
ν + vˆµR0 = 0, (4.30c)
cµCνq
ν + vˆµC0 = 0. (4.30d)
Die Gleichungen (4.30a) sind stets Differenzialgleichungen zweiter Ordnung, wa¨hrend
(4.30d) immer Zwangsbedingungen fu¨r qµ darstellen. Fu¨r (4.30b) und (4.30c) sind Ent-
artungen mo¨glich. Mit einer analog zu (4.7) pra¨zisierten Indexmengenzerlegung wird aus
(4.30) ein System von Bewegungsgleichungen
gκλq¨
λ + Γκλ	q˙
λq˙	 −Q(me)κ −Q(el)κ − λ	1f 	1κ = 0, (4.31a)
lµL′νL q¨
νL + r˜µL′νL′ q˙
νL′ + rµL′νR q˙
νR + cµL′νC#q
ν
C# + vˆµL′0 = 0, (4.31b)
rµR1νL′R q˙
νL′R + cµR1νC#q
ν
C# + vˆµR10 = 0 (4.31c)
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(mit cµL1νC# ≡ 0) und ein System von Zwangsbedingungen
h	1(qσ, t) = 0, (4.32a)
lµL0νL q¨
νL + vˆµL00 = 0, (4.32b)
rµR0νL′R q˙
νL′R + vˆµR00 = 0, (4.32c)
cµCνC# q
ν
C# + vˆµC0 = 0. (4.32d)
4.3.2.2 Sto¨rungsgleichungen
Das Verhalten des Gesamtsystems (4.31), (4.32) soll in der Na¨he einer ungesto¨rten Re-
ferenzlo¨sung qa(t) untersucht werden. Mittels der Transformationen qa → q¯a = qa + xa
sowie λ	1 → λ¯	1 = λ	1 + ξ	1 lassen sich fu¨r kleine Sto¨rungen der Koordinaten xa und klei-
ne Sto¨rungen der Reaktionen ξ	1 alle Terme in (4.31), (4.32) in bekannter Weise linear
approximieren (xξ bzw. x˙ξ – Sto¨rung einer mechanischen Koordinate bzw. Geschwindig-
keit, xϑ bzw. x˙ϑ – Sto¨rung einer elektrischen Ladung bzw. eines elektrischen Stromes)
gκλ(q¯
σ, t)¨¯q λ = gκλ(q
σ, t)q¨λ + gκξ(q
σ, t)x¨ξ + ∂ξgκλ(q
σ, t)q¨λxξ,
Γκλ	(q¯
σ, t) ˙¯q λ ˙¯q 	 = Γκλ	(q
σ, t)q˙λq˙	 + 2Γκλξ(q
σ, t)q˙λx˙ξ + ∂ξΓκλ	(q
σ, t)q˙λq˙	xξ,
Q(me)κ ( ˙¯q
σ, q¯ σ, t) = Q(me)κ (q˙
σ, qσ, t) + ∂˙ξQ
(me)
κ (q˙
σ, qσ, t)x˙ξ + ∂ξQ
(me)
κ (q˙
σ, qσ, t)xξ,
Q(el)κ (q¯
σ, ˙¯q ωL, q¯ ω, t) = Q(el)κ (q
σ, q˙ωL, qω, t) + ∂ξQ
(el)
κ (q
σ, q˙ωL, qω, t)xξ +
+ ∂˙ϑLQ
(el)
κ (q
σ, q˙ωL, qω, t)x˙ϑL + ∂ϑQ
(el)
κ (q
σ, q˙ωL, qω, t)xϑ,
λ¯	1(t)f
	1
κ(q¯
σ, t) = λ	1(t)f
	1
κ(q
σ, t) + ξ	1f
	1
κ(q
σ, t) + λ	1(t)∂ξf
	1
κ(q
σ, t)xξ,
lµLνL(q¯
σ, t)¨¯q νL = lµLνL(q
σ, t)q¨νL + lµLϑL(q
σ, t)x¨ϑL + ∂ξlµLνL(q
σ, t)q¨νLxξ,
r˜µL′νL′ ( ˙¯q
σ, q¯ σ, t) ˙¯q νL′ = r˜µL′νL′ (q˙
σ, qσ, t)q˙νL′ + r˜µL′ϑL′ (q˙
σ, qσ, t)x˙ϑL′ +
+ ∂˙ξr˜µL′νL′ (q˙
σ, qσ, t)q˙νL′ x˙ξ + ∂ξ r˜µL′νL′ (q˙
σ, qσ, t)q˙νL′xξ,
rµL′νR(q¯
σ, t) ˙¯q νR = rµL′νR(q
σ, t)q˙νR + rµL′ϑR(q
σ, t)x˙ϑR + ∂ξrµL′νR(q
σ, t)q˙νRxξ,
rµRνL′R(q¯
σ, t) ˙¯q νL′R = rµRνL′R(q
σ, t)q˙νL′R + rµRϑL′R(q
σ, t)x˙ϑL′R +
+ ∂ξrµRνL′R(q
σ, t)q˙νL′Rxξ,
cµν
C#
(q¯ σ, t)q¯ νC# = cµν
C#
(qσ, t)qνC# + cµϑ
C#
(qσ, t)xϑC# + ∂ξcµν
C#
(qσ, t)qνC#xξ,
vˆµL0( ˙¯q
σ, q¯ σ, t) = vˆµL0(q˙
σ, qσ, t) + ∂˙ξvˆµL0(q˙
σ, qσ, t)x˙ξ + ∂ξvˆµL0(q˙
σ, qσ, t)xξ,
vˆµRC0(q¯
σ, t) = vˆµRC0(q
σ, t) + ∂ξvˆµRC0(q
σ, t)xξ,
h	1(q¯ σ, t) = h	1(qσ, t) + ∂ξh
	1(qσ, t)xξ.
Unter Hinzunahme von zusa¨tzlichen kleinen generalisierten Sto¨rkra¨ften
Φκ(q˙
σ, qσ, q˙ωL′ , qωL2, qωR1, t) und Sto¨rspannungen Φµ(q˙
σ, qσ, q˙ωL′ , qωL2, qωR1 , t) folgen
damit aus den Bewegungsgleichungen (4.31) die Sto¨rungsgleichungen
gκξx¨
ξ +
(
2Γκλξq˙
λ − ∂˙ξQ(me)κ
)
x˙ξ − ∂˙ϑLQ(el)κ x˙ϑL +
+
(
∂ξgκλq¨
λ + ∂ξΓκλ	q˙
λq˙	 − ∂ξQ(me)κ − ∂ξQ(el)κ
)
xξ − ∂ϑQ(el)κ xϑ −
−λ	1∂ξf 	1κxξ − ξ	1f 	1κ = Φκ,
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lµL′ϑLx¨
ϑL +
(
∂˙ξ r˜µL′νL′ q˙
νL′ + ∂˙ξ vˆµL′0
)
x˙ξ + r˜µL′ϑL′ x˙
ϑL′ + rµL′ϑR x˙
ϑR +
+
(
∂ξlµL′νL q¨
νL + ∂ξ r˜µL′νL′ q˙
νL′ + ∂ξrµL′νR q˙
νR + ∂ξcµL′νC# q
ν
C# + ∂ξvˆµL′0
)
xξ +
+ cµL′ϑC#x
ϑ
C# = ΦµL′ ,
rµR1ϑL′Rx˙
ϑL′R +
(
∂ξrµR1νL′R q˙
νL′R + ∂ξcµR1νC# q
ν
C# + ∂ξvˆµR10
)
xξ + cµR1ϑC#x
ϑ
C# = ΦµR1 .
Diese Gleichungen sind noch im kompletten (n+m)-dimensionalen Konfigurationenraum
des EMS formuliert. Zusa¨tzlich ergeben sich aus den Zwangsbedingungen (4.32) die Bin-
dungsgleichungen fu¨r die Sto¨rungen
∂ξh
	1xξ = f 	1ξx
ξ = 0,
lµL0ϑLx¨
ϑL + ∂˙ξ vˆµL00x˙
ξ + (∂ξlµL0νL q¨
νL + ∂ξvˆµL00)x
ξ = 0,
rµR0ϑL′Rx˙
ϑL′R + (∂ξrµR0νL′R q˙
νL′R + ∂ξvˆµR00)x
ξ = 0,
cµCϑC#x
ϑ
C# +
(
∂ξcµCνC#q
ν
C# + ∂ξ vˆµC0
)
xξ = 0.
Mit Hilfe der Bindungsgleichungen werden jetzt die Sto¨rungsgleichungen auf einen
Unterraum des EMS-Konfigurationenraumes fu¨r die unabha¨ngigen Sto¨rungen transfor-
miert. Dieser hat die Dimension n− rmh + m− raG = n− rmh + m∗. Fu¨r die mechani-
schen Bindungen gema¨ß (4.29) gilt wegen ihrer Unabha¨ngigkeit |{1}| = rmh < |{κ}| = n
und rang(f 	1κ) = rmh. Die Matrix f
	1
κ besitzt deshalb eine Partitionierung
f 	1κ = (f
	1
κ1 | f 	1κ2)
mit rang(f 	1κ1) = rmh. Im Weiteren werden die abha¨ngigen mechanischen Koordinaten
mit dem Subindex 1 (z.B. qκ1) und die unabha¨ngigen mit dem Subindex 2 (z.B. qκ2)
gekennzeichnet. Fu¨r die Bindungsgleichungen der mechanischen Sto¨rungen folgt dann
f 	1ξx
ξ = f 	1ξ1x
ξ1 + f 	1ξ2x
ξ2 = 0
und mit der Inversen f˜ ξ1	1 gema¨ß f˜
ξ1
	1f
	1
λ1 = δ
ξ1
λ1
lassen sich die abha¨ngigen mechanischen
Sto¨rungen wie folgt darstellen:
xξ1 = −f˜ ξ1	1f 	1ξ2xξ2 .
Mit
(F κξ2) =
[ −f˜κ1	1f 	1ξ2
δκ2ξ2
] } κ = κ1
} κ = κ2
gilt fu¨r die mechanischen Sto¨rungen und deren Ableitungen
xξ = F ξξ2(q
σ, t)xξ2 ,
x˙ξ = F ξξ2 x˙
ξ2 + (∂κF
ξ
ξ2 q˙
κ + ∂0F
ξ
ξ2)x
ξ2 ,
x¨ξ = F ξξ2 x¨
ξ2 + 2(∂κF
ξ
ξ2 q˙
κ + ∂0F
ξ
ξ2)x˙
ξ2 +
+ (∂λ∂κF
ξ
ξ2 q˙
κq˙λ + 2∂0∂κF
ξ
ξ2 q˙
κ + ∂0∂0F
ξ
ξ2)x
ξ2 .
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Die Matrix F ξξ2 ist orthogonales Komplement zu f
ξ1
ξ, d.h., es gilt f
ξ1
ξF
ξ
ξ2 = 0. Die ”
elek-
trischen“ Bindungsgleichungen (Anzahl raG) lassen sich nach den abha¨ngigen elektrischen
Sto¨rungen umstellen
x¨ϑL0 = −lϑL0µL0
[
lµL0ϑL′ x¨
ϑL′ + ∂˙ξ vˆµL00x˙
ξ + (∂ξlµL0νL q¨
νL + ∂ξ vˆµL00)x
ξ
]
,
x˙ϑR0 = −rϑR0µR0
[
rµR0ϑL′R1 x˙
ϑL′R1 + (∂ξrµR0νL′R q˙
νL′R + ∂ξvˆµR00)x
ξ
]
,
xϑC = −cϑCµC
[
cµCϑC˘x
ϑ
C˘ + (∂ξcµCνC# q
ν
C# + ∂ξ vˆµC0)x
ξ
]
(lµL0ϑL0 , rµR0ϑR0 , cµCϑC sind invertierbar). Multiplikation der ”
mechanischen“ Sto¨rungs-
gleichungen mit dem o.g. orthogonalen Komplement und Substitution der x¨ξ, x˙ξ, xξ sowie
Einsetzen der abha¨ngigen
”
elektrischen“ Sto¨rungen in die entsprechenden Sto¨rungsglei-
chungen ergibt ein Differenzialgleichungssystem der Form
gκ2ξ2 x¨
ξ2 + d
(m,m)
κ2ξ2
x˙ξ2 + d
(m,e)
κ2ϑL
x˙ϑL + k
(m,m)
κ2ξ2
xξ2 + k
(m,e)
κ2ϑLR
xϑLR = Φκ2 ,
l∗µL′ϑL′ x¨
ϑL′ + r∗µL′ϑR1x˙
ϑR1 + d
(e,m)
µL′ξ2
x˙ξ2 + r˜∗µL′ϑL′ x˙
ϑL′ + k
(e,m)
µL′ξ2
xξ2 + c∗µL′ϑC˘x
ϑ
C˘ = ΦµL′ ,
r∗µR1ϑR1x˙
ϑR1 + r∗µR1ϑL′ x˙
ϑL′ + p
(e,m)
µR1ξ2
xξ2 + c∗µR1ϑC˘x
ϑ
C˘ = ΦµR .
Die aufgefu¨hrten Koeffizienten sind im Anhang, Abschnitt B.3.1, ausfu¨hrlich dargestellt.
Diese Gleichungen stellen ein System rheolinearer Differenzialgleichungen fu¨r die Sto¨run-
gen xξ2 , x˙ϑL1 , xϑL2 , xϑR1 dar. Damit sind analog zu Abschnitt 4.3.1.1 Untersuchungen
zum Einfluss von generalisierten Sto¨rkra¨ften und Sto¨rspannungen und die Ermittlung
von Sto¨rbewegungen um eine Nominaltrajektorie auch fu¨r EMS mit Zwangsbedingungen
mo¨glich.
4.3.2.3 Modalanalyse
Zur Untersuchung des Eigenschwingungsverhaltens und zur Ermittlung von Sto¨rbewe-
gungen um einen statischen Gleichgewichtszustand bei vorgegebenen Anfangssto¨run-
gen werden die EMS-Sto¨rungsgleichungen mit folgenden Vereinfachungen verwendet:
Φa = 0, q¨
λ ≡ 0, q˙λ ≡ 0, q¨νL′ ≡ 0, q˙νL2 ≡ 0, q˙νR1 ≡ 0. Ein Verschwinden der q˙νL1 wird nicht
verlangt (siehe Definition eines statischen Gleichgewichtszustandes eines EMS in Ab-
schnitt 4.2). Weiterhin gilt bei einer Modalanalyse wegen des festgehaltenen Systemzu-
standes F κκ2 = const. Dann wird aus den EMS-Sto¨rungsgleichungen das folgende System
gκ2ξ2 x¨
ξ2 + d
(m,m)
κ2ξ2
x˙ξ2 + d
(m,e)
κ2ϑL
x˙ϑL + k
(m,m)
κ2ξ2
xξ2 + k
(m,e)
κ2ϑLR
xϑLR = 0,
l∗µL′ϑL′ x¨
ϑL′ + r∗µL′ϑR1x˙
ϑR1 + d
(e,m)
µL′ξ2
x˙ξ2 + r˜∗µL′ϑL′ x˙
ϑL′ + k
(e,m)
µL′ξ2
xξ2 + c∗µL′ϑC˘x
ϑ
C˘ = 0,
r∗µR1ϑR1x˙
ϑR1 + r∗µR1ϑL′ x˙
ϑL′ + p
(e,m)
µR1ξ2
xξ2 + c∗µR1ϑC˘x
ϑ
C˘ = 0
mit den Koeffizienten
gκ2ξ2 = gκξF
κ
κ2F
ξ
ξ2 ,
d
(m,m)
κ2ξ2
= −∂˙ξQ(me)κ F κκ2F ξξ2 ,
d
(m,e)
κ2ϑL
= −∂˙ϑLQ(el)κ F κκ2 ,
4.3. Lineare Schwingungsanalyse 69
k
(m,m)
κ2ξ2
= −
(
∂ξQ
(me)
κ + ∂ξQ
(el)
κ + λ	1∂ξf
	1
κ
)
F κκ2F
ξ
ξ2 +
+ ∂ϑCQ
(el)
κ F
κ
κ2c
ϑCµC
(
∂ξcµCνC#q
ν
C# + ∂ξvˆµC0
)
F ξξ2 ,
k
(m,e)
κ2ϑLR
= −∂ϑLRQ(el)κ F κκ2 + ∂ϑCQ(el)κ F κκ2cϑCµCcµCϑLR,
d
(e,m)
µL′ξ2
=
(
∂˙ξ r˜µL′νL1 q˙
νL1 + ∂˙ξvˆµL′0 − l˘ µL0µL′ ∂˙ξvˆµL00
)
F ξξ2 ,
k
(e,m)
µL′ξ2
=
[
∂ξ r˜µL′νL1 q˙
νL1 + ∂ξcµL′νC#q
ν
C# + ∂ξvˆµL′0 − l˘ µL0µL′ ∂ξ vˆµL00−
− r˘ µR0µL′ (∂ξrµR0νL1 q˙νL1 + ∂ξ vˆµR00)− c˘ µCµL′ (∂ξcµCνC#qνC# + ∂ξvˆµC0)
]
F ξξ2,
p
(e,m)
µR1ξ2
=
[
∂ξrµR1νL1 q˙
νL1 + ∂ξcµR1νC# q
ν
C# + ∂ξvˆµR10−
− r˘ µR0µR1 (∂ξrµR0νL1 q˙νL1 + ∂ξ vˆµR00)− c˘ µCµR1 (∂ξcµCνC#qνC# + ∂ξvˆµC0)
]
F ξξ2.
Die Koeffizienten l∗µL′ϑL′ , r
∗
µL′ϑR1
, r˜∗µL′ϑL′ , c
∗
µL′ϑC˘
, r∗µR1ϑR1 , r
∗
µR1ϑL′
, c∗µR1ϑC˘ bleiben gegenu¨ber
den Sto¨rungsgleichungen unvera¨ndert. Sie sind im Anhang, Abschnitt B.3.1, aufgefu¨hrt.
Dort sind auch die Abku¨rzungen l˘ µL0µL′ , r˘
µR0
µL′
, r˘ µR0µR1 , c˘
µC
µL′
und c˘ µCµR1 definiert. Der Vektor
der Zustandsvariablen und seine erste Ableitung lauten jetzt
(
xb
)
=


x˙ξ2
xξ2
x˙ϑL1
x˙ϑL2
xϑL2
xϑR1

 , (x˙
a) =


x¨λ2
x˙λ2
x¨µL1
x¨µL2
x˙µL2
x˙µR1

 .
Fu¨r die linearisierten Bewegungsgleichungen der Form (4.27) ergibt sich folgende Struktur
der Systemmatrix
(Aab) =


(A11) (A12) (A13) (A14) (A15) (A16)
(δλ2ξ2 ) (0) (0 (0) (0) (0)
(A31) (A32) (A33) (A34) (A35) (A36)
(A41) (A42) (A43) (A44) (A45) (A46)
(0) (0) (0) (δµL2ϑL2 ) (0) (0)
(A61) (A62) (A63) (A64) (A65) (A66)


mit den Submatrizen
A11 : −gλ2κ2d(m,m)κ2ξ2 ,
A12 : −gλ2κ2k(m,m)κ2ξ2 ,
A13 : −gλ2κ2d(m,e)κ2ϑL1 ,
A14 : −gλ2κ2d(m,e)κ2ϑL2 ,
A15 : −gλ2κ2k(m,e)κ2ϑL2 ,
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A16 : −gλ2κ2k(m,e)κ2ϑR1 ,
A31 : −l∗ωL1µL′d(e,m)µL′ξ2 ,
A32 : −l∗ωL1µL′k(e,m)µL′ξ2 + l
#ωL1µR1p
(e,m)
µR1ξ2
,
A33 : −l∗ωL1µL′ r˜∗µL′ϑL1 + l#ωL1µR1r∗µR1ϑL1 ,
A34 : −l∗ωL1µL′ r˜∗µL′ϑL2 + l#ωL1µR1r∗µR1ϑL2 ,
A35 : −l∗ωL1µL′ c∗µL′ϑL2 + l#ωL1µR1c∗µR1ϑL2 ,
A36 : −l∗ωL1µL′ c∗µL′ϑR1 + l#ωL1µR1c∗µR1ϑR1 ,
A41 : −l∗ωL2µL′d(e,m)µL′ξ2 ,
A42 : −l∗ωL2µL′k(e,m)µL′ξ2 + l
#ωL2µR1p
(e,m)
µR1ξ2
,
A43 : −l∗ωL2µL′ r˜∗µL′ϑL1 + l#ωL2µR1r∗µR1ϑL1 ,
A44 : −l∗ωL2µL′ r˜∗µL′ϑL2 + l#ωL2µR1r∗µR1ϑL2 ,
A45 : −l∗ωL2µL′ c∗µL′ϑL2 + l#ωL2µR1c∗µR1ϑL2 ,
A46 : −l∗ωL2µL′ c∗µL′ϑR1 + l#ωL2µR1c∗µR1ϑR1 ,
A61 : 0,
A62 : −r∗ωR1µR1p(e,m)µR1ξ2,
A63 : −r∗ωR1µR1r∗µR1ϑL1 ,
A64 : −r∗ωR1µR1r∗µR1ϑL2 ,
A65 : −r∗ωR1µR1c∗µR1ϑL2 ,
A66 : −r∗ωR1µR1c∗µR1ϑR1 ,
wobei l#ωL′µR1 = l∗ωL′µL′ r∗µL′ϑR1r
∗ϑR1µR1 ist. Nach dem Aufstellen der Systemmatrix Aab
ko¨nnen deren Eigenwerte und die zugeho¨rigen Eigenvektoren bestimmt werden. Der
schwingungsfa¨hige Teil des gesamten EMS erzeugt paarweise konjugiert komplexe Eigen-
werte. Alle Differenzialgleichungen erster Ordnung (Indexmengen HL1 und HR1) liefern
einzelne reelle Eigenwerte mit jeweils einem Eigenvektor. Sie geho¨ren zum nicht schwin-
gungsfa¨higen Teil des EMS.
Die Modalanalyse eines EMS mit Zwangsbedingungen la¨sst sich also durch Untersu-
chung der dargestellten Systemmatrix Aab durchfu¨hren. Infolge der einheitlichen Model-
lierung unter Beru¨cksichtigung der elektromechanischen Wechselwirkungen sind die Er-
gebnisse fu¨r das EMS als Gesamtsystem gu¨ltig.
Kapitel 5
Analyse elektromechanischer
Systeme bei variabler Struktur
Elektromechanische Systeme mit variabler Struktur sind heterogene Systeme, deren Topo-
logie oder Kinematik einer gewissen Vera¨nderlichkeit unterliegen. Diese Strukturvariabi-
lita¨t kann im mechanischen und/oder im elektrischen Teilsystem auftreten. Deshalb wird
in diesem Kapitel ein Zugang zur Modellierung solcher Systeme erla¨utert, der gleicher-
maßen fu¨r beide Doma¨nen und somit auch fu¨r doma¨nenu¨bergreifende Pha¨nomene geeig-
net ist. Dieser Zugang basiert einerseits auf dem in den Kapiteln 2 und 3 dargestellten
Lagrange-Formalismus fu¨r elektrische bzw. elektromechanische Systeme und andererseits
auf dem linearen Komplementarita¨tsproblem (LCP). Zu Definition und Lo¨sungsmo¨glich-
keiten des LCP in Kurzform sei auf den Anhang C verwiesen. Ausfu¨hrliche Informationen
finden sich z.B. in [26] und [161].
Damit wird die in der vorliegenden Arbeit verfolgte einheitliche mathematische Mo-
dellierung von EMS auch auf Systeme mit variabler Struktur ausgedehnt.
5.1 Strukturvariabilita¨t und unilaterale Bindungen
Die Bewegung eines EMS (siehe Festlegung in Abschnitt 3.1) ist ein stetiger Vorgang,
der durch hinreichend glatte Funktionen q(t) beschrieben werden kann. Die Struktur des
EMS bleibt dabei konstant (und natu¨rlich auch der Freiheitsgrad). Unter einer Struktur-
vera¨nderung soll dagegen stets ein unstetiger Vorgang verstanden werden, der zu einem
bestimmten Zeitpunkt erfolgt. Vor und nach diesem Zeitpunkt liegen stetige Bewegungs-
vorga¨nge, die fu¨r ein mindestens endliches Zeitintervall andauern. Die Strukturvera¨nde-
rung selbst soll in einem unendlich kurzen Zeitintervall erfolgen. Diese Idealisierung der
realen physikalischen Vorga¨nge ist in vielen Fa¨llen gerechtfertigt. Im Allgemeinen wird
ein solcher unstetiger Vorgang mit einer A¨nderung des Freiheitsgrades verbunden sein.
Im Weiteren wird deshalb auch der Begriff
”
momentaner Freiheitsgrad“ verwendet.
Eine innerhalb eines EMS auftretende unilaterale Bindung ist gekennzeichnet durch
eine Einschra¨nkung des Konfigurationenraumes Rn+m auf einen Halbraum. Sie wird durch
eine entsprechende Zula¨ssigkeitsbedingung f(qa) ≥ 0 definiert. Solange f(qa) > 0 gilt, ist
die Einschra¨nkung nicht aktiv. Der Freiheitsgrad eines EMS ohne Zwangsbedingungen
ist (n + m). Wenn die Grenzbedingung f(qa) = 0 erreicht wird, wird die Einschra¨nkung
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aktiviert. Falls daru¨ber hinaus gleichzeitig die Funktionalableitung f ′(qa) < 0 wird, tre-
ten entsprechende Reaktionen (mechanische Kra¨fte/Momente oder elektrische Spannun-
gen) auf. Der Freiheitsgrad verringert sich um (mindestens) Eins. Die dann gu¨ltige Ein-
schra¨nkung des Konfigurationenraumes kann nur unter Einhaltung der Zula¨ssigkeitsbe-
dingung wieder aufgehoben werden. In diesem Fall erho¨ht sich der Freiheitsgrad wieder
auf (n + m).
Typische strukturvariable Mehrko¨rpersysteme (MKS) sind z.B. durch das Aktivie-
ren/Deaktivieren von mechanischen Anschla¨gen, den U¨bergang zwischen Haft- und Gleit-
reibung oder durch Aufeinandertreffen/Separieren von Kontaktfla¨chen charakterisiert.
Solche Pha¨nomene sind interpretierbar entweder als Vera¨nderung des Freiheitsgrades eines
Gelenks und damit der Kinematik des MKS oder als Vera¨nderung seiner Topologie. Der
letztere Fall entspricht einer zeitweiligen Entartung eines Gelenks zum
”
freien“ Gelenk
mit dem Freiheitsgrad sechs. Beide Pha¨nomene ko¨nnen als unilaterale Bindungen be-
schrieben werden. Jeder der genannten unstetigen Vorga¨nge entspricht einem Aktivieren
bzw. Deaktivieren der zugeho¨rigen Einschra¨nkung.
Strukturvariable elektrische Systeme (ES) sind durch das Auftreten von Schaltbau-
elementen gekennzeichnet. Solche Bauelemente sind durch zwei Zusta¨nde (auch Schalt-
zusta¨nde) – Schalter
”
geo¨ffnet“ und Schalter
”
geschlossen“ – charakterisiert. Im Hin-
blick auf die beabsichtigte Verwendung eines einheitlichen Zugangs zur Modellierung von
Strukturvariabilita¨t in mechanischer und elektrischer Doma¨ne bietet sich eine Verhaltens-
beschreibung auch der elektrischen Schaltbauelemente als unilaterale Bindungen an. Der
U¨bergang von einem zum anderen Schaltzustand eines solchen Bauelementes bedeutet
zuna¨chst das Entfernen/Hinzufu¨gen eines Zweiges und damit eine Vera¨nderung der Topo-
logie des elektrischen Netzwerkes (siehe Abschnitt 2.3.1). Dieser U¨bergang ist aber ebenso
durch Hinzufu¨gen/Entfernen einer Stromquelle mit dem Wert Null beschreibbar, wobei die
Topologie erhalten bleibt (Hinzufu¨gen bedeutet Schalter o¨ffnen, Entfernen heißt Schalter
schließen). Das entspricht dem Hinzufu¨gen/Entfernen von rheonomen Bindungen und da-
mit einer Vera¨nderung der Kinematik des ES (siehe Abschnitt 2.3.2). Diese Pha¨nomene
sind ebenfalls durch unilaterale Bindungen beschreibbar. Das Hinzufu¨gen bzw. Entfer-
nen einer Nullstrom-Quelle entspricht dem Aktivieren bzw. Deaktivieren der zugeho¨rigen
Einschra¨nkung.
Die Beschreibung und Untersuchung strukturvariabler Systeme mittels unilateraler
Bindungen la¨sst sich in folgende Teilprobleme gliedern:
• Beschreibung der unilateralen Bindungen,
• Herleitung der Bewegungsgleichungen und Zwangsbedingungen,
• Formulierung der Indikatoren zur Ermittlung des Schaltzeitpunktes,
• Auswahl einer neuen erlaubten Struktur unter Beru¨cksichtigung der entsprechenden
Erhaltungssa¨tze zum Schaltzeitpunkt.
5.2 Strukturvariabilita¨t bei mechanischen Systemen
In der vorliegenden Arbeit soll auf die Beschreibung von strukturvariablen mechani-
schen Systemen nur sehr kurz eingegangen werden. Eine sehr ausfu¨hrliche Darstellung
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der Behandlung solcher Systeme findet sich z.B. bei Glocker [67]. Dort werden so-
wohl das Aufeinandertreffen (Stoß) und Separieren von Ko¨rperkontaktfla¨chen als auch
Haft-/Gleitreibungsaufgaben behandelt. Zur Beschreibung dieser Schaltpha¨nomene wer-
den neben anderen Mo¨glichkeiten (variationelle Ungleichungen, Inklusionen) auch Kom-
plementarita¨tsbedingungen verwendet. Diese fu¨hren im Weiteren auf die Anwendung des
LCP zur Strukturauswahl.
Bei Kontaktproblemen erfolgt die Beschreibung der unilateralen Bindungen u¨ber eine
geschlossene Definition der Ko¨rperkonturen und deren Einsatz zur Bestimmung der jeweils
aktuellen Kontaktpunkte. Als Indikatorfunktionen werden die aktuellen Absta¨nde der
potenziellen Ko¨rperkontaktpunkte (bei getrennten Ko¨rpern) bzw. die Kontaktkra¨fte in
Normalenrichtung (bei kontaktierenden Ko¨rpern) eingesetzt. Zur Aufstellung eines LCP
sind neben den Kontaktkra¨ften sa¨mtliche Relativbeschleunigungen in Normalenrichtung
zu formulieren.
Bei Haft-/Gleitreibungsaufgaben werden die unilateralen Bindungen nach dem Cou-
lomb’schen Reibgesetz definiert. Als Indikatorfunktionen dienen die (tangentialen) Rela-
tivgeschwindigkeiten bzw. die Haftkraftreserven. Zur Aufstellung eines LCP sind neben
den Haftkraftreserven die (tangentialen) Relativbeschleunigungen zu ermitteln. Dies ge-
lingt u¨ber eine Zerlegung der auf Beschleunigungsebene formulierten Reibkennlinie in zwei
Teilkennlinien.
Oftmals treten bei MKS auch kombinierte Kontakt-/Reibprobleme (auch als kombi-
nierte Normal-/Tangentialprobleme bezeichnet) auf. Diese sollen hier nicht na¨her betrach-
tet werden. Sie werden ebenfalls ausfu¨hrlich in [67] behandelt.
5.2.1 Das Kontaktproblem
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Bild 5.1: Kontakt zweier Ko¨rper
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Bild 5.2: Kontakt als unilate-
rale Bindung
Als Kontakt wird die Beru¨hrung der Oberfla¨chen zweier Ko¨rper bezeichnet. In dieser
Arbeit sollen beispielhaft die beiden Zustandsu¨berga¨nge des Abhebens (d.h. von Kontakt
zu Separation) und des Aufeinandertreffens (d.h. von Separation zu Kontakt) betrachtet
werden. Fu¨r letzteren Zustandsu¨bergang ist allerdings nur ein sanftes Aufsetzen bei ste-
tig bleibenden Geschwindigkeiten erlaubt. Ein Aufsetzen mit Geschwindigkeitsspru¨ngen
fu¨hrt auf Stoßprobleme, die in der Literatur ausfu¨hrlich behandelt werden aber u¨ber den
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Rahmen dieser Arbeit hinausgehen wu¨rden. Glocker zeigt in [67], dass solche Proble-
me durch eine Formulierung mittels unilateraler Bindungen und die LCP-Aufstellung zur
Strukturfindung ebenfalls lo¨sbar sind.
Wenn zwischen zwei Ko¨rpern ein Kontakt mo¨glich ist, dann sei der Vektor des ku¨rzes-
ten Abstandes zwischen beiden Ko¨rpern mit gN bezeichnet und gN sei dessen skalarer
Wert (siehe Bild 5.1). Bei glatten Oberfla¨chen (keine Ecken, keine Kanten) steht gN stets
senkrecht auf beiden Oberfla¨chenkonturen. Der Einheitsvektor in Normalenrichtung n sei
senkrecht auf der Oberfla¨che des Ko¨rpers Bk in Richtung dessen Ko¨rperinneren definiert.
Deshalb gilt mit den gema¨ß (2.5) beschriebenen Ortsvektoren
gN = r
Pk
− r
Pp
= gNn.
Unter der idealisierenden Starrko¨rperannahme ko¨nnen beide Ko¨rper nicht ineinander ein-
dringen. Deshalb muss stets
gN ≥ 0
gelten. Fu¨r gN = 0 kontaktieren beide Ko¨rper. Durch diese zusa¨tzliche Bindung im mecha-
nischen System kann in Normalenrichtung eine zusa¨tzliche Kraft (Kontaktkraft) auftreten.
Die auf den Ko¨rper Bk wirkende Kraft sei FN (siehe Bild 5.1) und λN ihr skalarer Wert.
Dann ist
FN = λNn.
Der Kraftskalar λN sei als positiv vereinbart, wenn FN als Druckkraft wirkt. Die entspre-
chende Gegenkraft nach dem Prinzip actio gleich reactio soll am Ko¨rper Bp angreifen. Bei
fehlender Adha¨sion zwischen den kontaktierenden Ko¨rpern muss dann stets
λN ≥ 0
gelten. Bei separierten Ko¨rpern kann keine Kontaktkraft auftreten. Damit kann das Kon-
taktproblem als unilaterale Bindung mittels zweier Ungleichungen und einer Komplemen-
tarita¨tsbedingung gema¨ß
gN ≥ 0, λN ≥ 0, gNλN = 0
beschrieben werden (vgl. Bild 5.2).
Sei IK die Indexmenge aller mo¨glichen Kontakte eines MKS und es gelte i ∈ IK . Dann
lassen sich alle Kontaktgesetze des MKS durch
giN ≥ 0, λNi ≥ 0, giNλNi = 0 (Σ/ !), i ∈ IK , (5.1)
beschreiben. Mit (5.1) sind gleichzeitig die Zustandsbedingungen definiert, d.h. die Be-
dingungen, die zur Erhaltung des jeweils aktuellen Schaltzustandes des MKS eingehalten
werden mu¨ssen. Eine eventuelle Verletzung einer dieser Bedingungen kann mittels In-
dikatorfunktionen detektiert werden. Beim i-ten Kontaktproblem werden bei separierten
Ko¨rpern der Normalenabstand giN bzw. bei kontaktierenden Ko¨rpern die Kontaktkraft λNi
als Indikatorfunktionen verwendet. Ein Nulldurchgang einer solchen Gro¨ße zeigt einen po-
tenziellen Strukturwechsel an. Zur Ermittlung der neuen erlaubten Struktur muss dann
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ein LCP aufgestellt werden. Dabei sind alle (potenziellen) Kontakte zu beru¨cksichtigen,
deren Normalenabstand momentan verschwindet (giN = 0). Diese Kontakte seien in der In-
dexmenge IKS zusammengefasst und werden als ”
schaltbar“ bezeichnet. Es gilt IKS ⊆ IK .
Zur LCP-Aufstellung muss wegen der in den Bewegungsgleichungen (2.18) auftretenden
Beschleunigungen das Kontaktgesetz (5.1) von der Lageebene auf die Beschleunigungs-
ebene u¨berfu¨hrt werden. Ein bestehender Kontakt i kann nur bei verschwindender Re-
lativbeschleunigung in Normalenrichtung (g¨iN = 0) erhalten bleiben. Andererseits ist ein
Abheben nur bei verschwindender (resultierender) Kontaktkraft (λNi = 0) mo¨glich. Aus
(5.1) folgt deshalb
g¨iN ≥ 0, λNi ≥ 0, g¨iNλNi = 0 (Σ/ !), i ∈ IKS. (5.2)
Mit (5.2) sind die Zula¨ssigkeitsbedingungen festgelegt, unter denen die neue erlaubte
Struktur gefunden werden muss. Die Variablen g¨iN und λNi heißen dann i-tes Paar kom-
plementa¨rer Variablen.
Der skalare Wert des Normalenabstandes der beiden (potenziellen) Kontaktpunkte
eines Kontaktes i lasse sich als Funktion der generalisierten Koordinaten ausdru¨cken als
giN = h
i
N(q
σ).
Daraus folgt mit
wiNκ(q
σ) = ∂κh
i
N (q
σ), κ ∈ J, (5.3)
zuna¨chst fu¨r die Relativgeschwindigkeit in Normalenrichtung g˙iN = w
i
Nκ(q
σ)q˙κ und daraus
fu¨r die Relativbeschleunigung in Normalenrichtung
g¨iN = w
i
Nκ(q
σ)q¨κ + w˜iN(q˙
σ, qσ). (5.4)
Im Fall von kontaktierenden Ko¨rpern gilt
giN = h
i
N(q
σ) = 0.
Diese geometrischen skleronomen Bindungen ko¨nnen als zusa¨tzliche Zwangsbedingungen
gema¨ß Abschnitt 2.2.4 verstanden werden. Die Kontaktkra¨fte sind dann gerade die den
Bindungen entsprechenden Reaktionen. Infolge dieser Kontaktkra¨fte wirken in den Ge-
lenken des MKS gewisse generalisierte Reaktionen. Diese lauten wegen (5.3)
Rκ = w
i
NκλNi.
Deshalb ko¨nnen die Bewegungsgleichungen analog zu (2.28a) dargestellt werden in der
Form
gκλq¨
λ − wiNκλNi = Q(S)κ − Γκαβ q˙αq˙β − sκαq˙α != Q˜κ. (5.5)
Aus (5.4) und (5.5) lassen sich die unbekannten generalisierten Beschleunigungen eli-
minieren. Schließlich lauten die Relativbeschleunigungen in Normalenrichtung fu¨r alle
schaltbaren Kontakte
g¨iN = w
i
Nλg
λκwjNκλNj + w˜
i
N + w
i
Nλg
λκQ˜κ
= W ijN λNj + w¯
i
N , i, j ∈ IKS. (5.6)
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Die Objekte W ijN und w¯
i
N sind aus dem Zustand des MKS bekannt. Deshalb stellen die
Gleichungen (5.6) zusammen mit den Bedingungen (5.2) ein LCP mit den komplementa¨ren
Variablen g¨iN und λNi dar. Fu¨r unabha¨ngige Kontaktprobleme ist W
ij
N positiv definit und
das LCP hat eine eindeutige Lo¨sung. Voneinander abha¨ngige Kontakte werden z.B. in
[67], [72] und [212] behandelt und sollen hier nicht betrachtet werden.
5.2.2 Das Reibproblem
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Bild 5.4: Reibkennlinie
Bei MKS kann Reibung in Gelenken oder bei momentan kontaktierenden Ko¨rpern in
Erscheinung treten. Bei einem konkreten Reibproblem sind stets zwei Ko¨rper beteiligt
(siehe Bild 5.3), die sich zu einer Reibpaarung zusammenfinden. Infolge der verschiedenen
geometrischen Formen von Gelenken und Ko¨rpern sind verschiedene Reibpaarungen denk-
bar (Reibfla¨che, Reiblinie, Reibpunkt). Im Weiteren ist die Abha¨ngigkeit der Reibkraft
von der Relativgeschwindigkeit in Tangentialrichtung der beiden (die Paarung bildenden)
Oberfla¨chenteile von Interesse. Durch Betrachtung je eines ko¨rperfesten zur Reibpaarung
geho¨renden Punktes kann diese Geschwindigkeit ermittelt werden zu
g˙T = r˙
Pk
− r˙
Pp
= g˙T t
(t – Einheitsvektor in Richtung der Relativbewegung des Ko¨rpers Bk in Bezug auf Ko¨rper
Bp, g˙T – skalarer Wert der Relativgeschwindigkeit). Die auf den Ko¨rper Bk wirkende
Reibkraft FT habe den skalaren Wert λT , d.h., es gilt
FT = λT t.
Die entsprechende Gegenkraft nach dem Prinzip actio gleich reactio soll am Ko¨rper Bp
angreifen.
Die oft getroffene Annahme von trockener Reibung fu¨hrt auf die Reibkennlinie aus
Bild 5.4. Diese stellt das Reibproblem auf Geschwindigkeitsebene dar und ist durch drei
Bereiche gekennzeichnet: Gleiten in negative Richtung, Haften und Gleiten in positive
Richtung. Der Zustand Haften zeichnet sich durch eine verschwindende Relativgeschwin-
digkeit in Tangentialrichtung g˙T = 0 aus. Dabei ko¨nnen Tangentialkra¨fte λT u¨bertra-
gen werden, die betragsma¨ßig nicht gro¨ßer als die Haftkraft λH (siehe Bild 5.4) sind
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(|λT | ≤ λH). Die Haftkraft selbst ergibt sich aus der zwischen den Reibfla¨chen wirkenden
Normalkraft (als Gelenkreaktion in Normalenrichtung oder als Kontaktkraft) mit dem
Haftreibungskoeffizienten µ0 zu
λH = µ0λN .
Im Zustand Gleiten gilt g˙T = 0 und die Tangentialkraft wirkt entgegengesetzt zur Gleit-
richtung (Bild 5.4). Das Reibgesetz kann damit zuna¨chst durch die zwei Zusta¨nde
g˙T = 0 ∧ |λT | ≤ λH bzw.
g˙T = 0 ∧ λT = λT (g˙T )
dargestellt werden. Ein potenzieller U¨bergang von Gleiten nach Haften wird durch einen
Nulldurchgang der Relativgeschwindigkeit g˙T detektiert. Mittels U¨berwachung der ”
Haft-
kraftreserve“ λH − |λT | kann ein potenzieller U¨bergang von Haften nach Gleiten erkannt
werden. In beiden Fa¨llen gilt fu¨r die Ermittlung des neuen Reibzustandes g˙T = 0. Deshalb
muss eine U¨berfu¨hrung des Reibgesetzes auf die Beschleunigungsebene vorgenommen wer-
den. Der Zustand Haften kann nur bei verschwindender Relativbeschleunigung aufrechter-
halten werden. Beim U¨bergang nach Gleiten mu¨ssen Geschwindigkeit und Beschleunigung
das gleiche Vorzeichen aufweisen. Daraus folgt die Darstellung (siehe Bild 5.5)
g˙T = 0 ∧ |λT | < λH =⇒ g¨T = 0,
g˙T = 0 ∧ λT = λH > 0 =⇒ g¨T ≤ 0,
g˙T = 0 ∧ λT = −λH < 0 =⇒ g¨T ≥ 0.
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Bild 5.5: Reibkennlinie auf Beschleu-
nigungsebene
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Bild 5.6: Reibung als unilaterale
Bindungen
Zur Formulierung von komplementa¨ren Bedingungen ist eine Zerlegung der Reibkenn-
linie aus Bild 5.5 notwendig. Im Weiteren sei g¨T dargestellt durch seinen positiven Teil
gema¨ß g¨T (+) =
1
2
(g¨T + |g¨T |) und seinen negativen Teil gema¨ß g¨T (−) = 12(g¨T − |g¨T |). Somit
gilt stets g¨T (+) ≥ 0 und g¨T (−) ≤ 0 sowie g¨T (+)g¨T (−) = 0. Dann kann die Relativbeschleuni-
gung als
g¨T = g¨T (+) + g¨T (−) (5.7)
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ausgedru¨ckt werden und die Reibkennlinie nach Bild 5.5 zerfa¨llt in zwei Kennlinien gema¨ß
Bild 5.6. Jetzt lassen sich beide Teilreibkennlinien als unilaterale Bindungen beschreiben.
Dazu werden die gerichteten Haftkraftreserven in positive Richtung (obere Kennlinie in
Bild 5.6) und in negative Richtung (untere Kennlinie in Bild 5.6) definiert:
λTp = λT − (−µ0λN) = µ0λN + λT ,
λTn = −(λT − µ0λN) = µ0λN − λT . (5.8)
Dann lassen sich die beiden Reibkennlinien in Bild 5.6 durch folgende Bedingungen be-
schreiben
g¨T (+) ≥ 0, λTp ≥ 0, g¨T (+)λTp = 0,
g¨T (−) ≤ 0, λTn ≥ 0, g¨T (−)λTn = 0.
Die Variablen g¨T (+) und λTp bzw. g¨T (−) und λTn heißen dann Paare komplementa¨rer Va-
riablen.
Sei IR die Indexmenge aller mo¨glichen Reibpaarungen eines MKS und es gelte i ∈ IR.
Dann lassen sich alle Reibgesetze des MKS auf Beschleunigungsebene durch
g¨iT (+) ≥ 0, λTp i ≥ 0, g¨iT (+)λTp i = 0 (Σ/ !),
g¨iT (−) ≤ 0, λTn i ≥ 0, g¨iT (−)λTn i = 0 (Σ/ !)
(5.9)
beschreiben. Die Relativgeschwindigkeit in Tangentialrichtung eines Reibpaares i lasse
sich als Funktion der generalisierten Koordinaten und Geschwindigkeiten ausdru¨cken als
g˙iT = w
i
Tκ(q
σ)q˙κ, κ ∈ J.
Fu¨r die Relativbeschleunigung in Tangentialrichtung bzw. deren Anteile gilt dann
g¨iT = w
i
Tκ(q
σ)q¨κ + w˜iT (q˙
σ, qσ). (5.10)
Wie weiter oben erwa¨hnt, sind fu¨r das Auffinden einer neuen erlaubten Struktur alle
”
potenziell haftenden“ Reibpaare (g˙iT = 0) zu beru¨cksichtigen. Diese werden im Weiteren
als
”
schaltbar“ bezeichnet. Die entsprechende Indexmenge sei IRS. Dann gilt IRS ⊆ IR.
Die fu¨r diese Reibpaare geltenden kinematischen skleronomen Bindungen g˙iT = w
i
Tκq˙
κ = 0
ko¨nnen als zusa¨tzliche Zwangsbedingungen gema¨ß Abschnitt 2.2.4 verstanden werden.
Dann sind die Tangentialkra¨fte gerade die den Bindungen entsprechenden Reaktionen
und die in den (nicht haftenden) Gelenken wirkenden generalisierten Reaktionen lauten
Rκ = w
i
TκλT i, i ∈ IRS.
Analog zu den Bewegungsgleichungen (2.28a) gilt somit
gκλq¨
λ − wiTκλT i = Q(S)κ − Γκαβ q˙αq˙β − sκαq˙α != Q˜κ. (5.11)
Aus (5.10) und (5.11) lassen sich die unbekannten generalisierten Beschleunigungen elimi-
nieren und fu¨r die Relativbeschleunigungen in Tangentialrichtung aller schaltbaren Reib-
paare ergibt sich
g¨iT = w
i
Tλg
λκwjTκλTj + w˜
i
T + w
i
Tλg
λκQ˜κ,
= W ijT λTj + w¯
i
T , i, j ∈ IRS. (5.12)
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Falls W ijT regula¨r ist, liefert schließlich Umstellen von (5.12) nach λTj (mit W
ij
T WTjk = δ
i
k)
und Anwendung von (5.7) und (5.8) fu¨r jedes IRS-Reibpaar
λTp j = µ0λNj + WTji
(
g¨iT − w¯iT
)
= WTji
(
g¨iT (+) + g¨
i
T (−)
)
+ wˆTp j, (5.13a)
λTn j = µ0λNj −WTji
(
g¨iT − w¯iT
)
= −WTji
(
g¨iT (+) + g¨
i
T (−)
)
+ wˆTn j , (5.13b)
wobei wˆTp j = µ0λNj −WTjiw¯iT und wˆTn j = µ0λNj + WTjiw¯iT gilt. Die Objekte WTji, wˆTp j
und wˆTn j sind aus dem Zustand des MKS bekannt. Deshalb stellen die Gleichungen (5.13)
zusammen mit den Bedingungen (5.9) ein LCP mit den komplementa¨ren Variablen λTp i,
λTn i und g¨
i
T (+), g¨
i
T (−) dar.
Fu¨r unabha¨ngige Reibprobleme ist W ijT in (5.12) von vollem Rang, somit invertierbar
und die Gleichungen (5.13) existieren. Fu¨r abha¨ngige Reibpaare ist ein LCP in dieser
Form im Allgemeinen nicht mo¨glich. Eine fu¨r solche Reibpaare geeignete Darstellung
mittels weiterer Zerlegung der Reibkennlinie wird z.B. in [67], [72] und [212] angegeben.
5.3 Strukturvariabilita¨t bei elektrischen Systemen
In der Elektrotechnik sind Schaltbauelemente weit verbreitet. Zu diesen Bauelementen
geho¨ren einerseits alle Arten von hand- oder fernbeta¨tigten Schaltern (z.B. Handschalter,
Taster, Relais) aber andererseits auch solche Bauelemente, deren Verhalten bei idealisier-
ter Betrachtung dem eines Schalters entspricht – im Weiteren als
”
idealisierte Schalter“
bezeichnet. Besonders in der Leistungselektronik werden solche
”
idealisierten Schalter“
sehr oft verwendet. Dazu geho¨ren z.B. Leistungsdioden, Leistungstransistoren (bipolare,
FET, IGBT), Thyristoren, GTO usw. Eine Idealisierung solcher Bauelemente ist immer
dann gerechtfertigt, wenn wa¨hrend des Betriebes hauptsa¨chlich gewisse Arbeitspunkte
eingenommen werden und der U¨bergang zwischen diesen fu¨r das Gesamtverhalten der
elektrischen Schaltung keinen oder nur einen sehr geringen Einfluss hat. Sehr oft liegen
diese Arbeitspunkte derart, dass entweder die Spannung u¨ber dem Bauelement oder der
Strom durch dieses nahezu verschwindet und somit in erster Na¨herung Null gesetzt werden
kann.
Im Weiteren wird fu¨r die
”
idealisierten Schalter“ zwischen selbststeuerndem und fremd-
gesteuertem Schaltverhalten unterschieden. Dabei soll ein selbststeuernder Schalter da-
durch charakterisiert sein, dass Schaltzustandsu¨berga¨nge sich in Abha¨ngigkeit von den
die jeweilige unilaterale Bindung definierenden physikalischen Gro¨ßen (Zweigstrom durch
den Schalter, Zweigspannung u¨ber dem Schalter) ereignen. Bei fremdgesteuertem Schalt-
verhalten liegt keine solche Abha¨ngigkeit vor, sondern der Schaltvorgang wird durch an-
dere (a¨ußere) Stro¨me oder Spannungen oder andere physikalische Gro¨ßen (mo¨glicherweise
auch in expliziter Abha¨ngigkeit von der Zeit t) initiiert. In diesem Sinne zeigt eine Di-
ode stets ein selbststeuerndes Schaltverhalten, wa¨hrend ein Schalttransistor immer einer
Fremdsteuerung unterliegt. Der Thyristor ist ein Beispiel fu¨r ein Bauelement, dass beide
Pha¨nomene in sich vereinigt. Die oben erwa¨hnten hand- oder fernbeta¨tigten Schalter sind
stets fremdgesteuert. In der Mechanik treten fremdgesteuerte unilaterale Bindungen z.B.
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bei wahlweise einschaltbaren Arretierungen oder Anschla¨gen auf. Beispiele fu¨r selbststeu-
ernde unstetige Vorga¨nge sind Ko¨rperkontakte oder der U¨bergang zwischen Haft- und
Gleitreibung.
Im Folgenden wird die Modellierung von elektrischen Schaltbauelementen durch
Ausnutzung der bauelementeigenen Komplementarita¨tseigenschaften erla¨utert. Das
ermo¨glicht eine Beschreibung mittels unilateraler Bindungen. Dabei wird das Verhalten
des Schalters in beiden Arbeitspunkten durch entsprechende Ersatz-Bauelemente nachge-
bildet. Im Fall eines Schaltzustandsu¨bergangs wird unter Beachtung der aktuellen Lage
des ES vor dem Schalten durch Aufstellen und Lo¨sen eines LCP fu¨r alle selbststeuernden
Schalter ein neuer erlaubter Schaltzustand fu¨r das gesamte ES ermittelt. Dieser Schalt-
zustand bestimmt die nach dem Schaltzeitpunkt zu verwendenden Ersatz-Bauelemente.
Analog zu Abschnitt 4.1.3 wird auch im Folgenden vorausgesetzt, dass in jedem Fun-
damentalkreis zumindest ein Induktor oder ein Resistor oder ein Kondensator auftritt.
Elektrische Teilsysteme mit anderen Fundamentalkreisen werden hier nicht betrachtet.
5.3.1 Komplementa¨re Schaltzusta¨nde
Jedes elektrische Schaltbauelement hat zwei (idealisierte) Schalt- oder Betriebszusta¨nde
(siehe Bild 5.7):
• Schalter geo¨ffnet (verschwindender Strom, beliebiger Spannungsabfall), Bauelement
entspricht einem Isolator,
• Schalter geschlossen (verschwindender Spannungsabfall, beliebiger Strom), Bauele-
ment entspricht einem Kurzschluss.
Deshalb ko¨nnen die in Bild 5.8 vereinbarten elektrischen Gro¨ßen, die Spannung Vs u¨ber
dem Schalter und der Strom ˙¯q s durch den Schalter, als komplementa¨re Variablen aufge-
fasst werden und es gilt
Vs ˙¯q
s = 0 (Σ/ ).
Sperren
(geöffnet)
Leiten
(geschlossen)
Bild 5.7: Schaltzusta¨nde eines elek-
trischen Schalters
Vs
qs
Bild 5.8: Elektrische Gro¨ßen am
elektrischen Schalter
Eine Mo¨glichkeit zur Einbeziehung von Schaltbauelementen in die in Abschnitt 2.3
zusammengefasste Lagrange-basierte ES-Theorie besteht darin, die Schalter je nach aktu-
ellem Schaltzustand entweder durch einen Kurzschluss oder einen Isolator zu ersetzen. In
beiden Fa¨llen wird der Schalter aus dem elektrischen Netzwerk herausgelo¨st und entweder
werden seine Klemmen kurzgeschlossen oder der komplette Zweig wird aus dem Modell
entfernt. Der Nachteil dieser Methode ist, dass die Topologie des elektrischen Teilsystems
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vom jeweils aktuellen Schaltzustand abha¨ngt. Bei jeder Schaltzustandsa¨nderung mu¨sste
somit die komplette Topologieanalyse ausgefu¨hrt, die neuen Bewegungsgleichungen auf-
gestellt und die Zustandsvariablen des ES konsistent von der alten auf die neue Struktur
u¨berfu¨hrt werden (Energieerhaltung).
Ein andere Mo¨glichkeit zur Behandlung von Schaltbauelementen innerhalb der
Lagrange-basierten ES-Theorie ist die Beschreibung der Schaltzusta¨nde mittels unilate-
raler Bindungen. Wegen der hier verwendeten Ladungsformulierung fu¨r ES entspricht
ein geo¨ffneter Schalter einer aktiven Einschra¨nkung des Konfigurationenraumes Rm
(Zweigstrom verschwindet) und ein geschlossener Schalter einer inaktiven Einschra¨nkung
(Zweigstrom beliebig). Eine unilaterale Bindung mit aktiver Einschra¨nkung wird durch
den Einsatz einer fiktiven Stromquelle mit dem Wert Null (Nullstrom-Quelle) umgesetzt.
Dieses Bauelement wirkt wie ein Isolator und der Zweig muss nicht aus dem elektrischen
Netzwerk entfernt werden. Ein geschlossener Schalter wird auch hier durch einen Kurz-
schluss modelliert. Somit bleibt die Topologie des elektrischen Netzwerkes erhalten. Weil
Existenz und Verteilung der Stromquellen als kinematische (rheonome) Zwangsbedingun-
gen (im Sinne der Kinematik von Mehrko¨rpersystemen) betrachtet werden ko¨nnen, muss
also nur die
”
Kinematik“ des elektrischen Teilsystems in Abha¨ngigkeit von dem jeweils
aktuellen Schaltzustand vera¨ndert werden. Das hat den Vorteil, dass alle Kirchhoff’schen
Maschengleichungen des elektrischen Teilsystems erhalten bleiben. Jede Umschaltung ei-
nes Schalters resultiert in einer Aktivierung/Deaktivierung der unilateralen Bindung (d.h.
der zugeho¨rigen Einschra¨nkung) und somit einem Wechsel zum entsprechenden Schalter-
Ersatzmodell.
Im Weiteren wird die Indexmenge aller Kanten mit Schaltern des elektrischen Netz-
werkes mit ΓS bezeichnet. Es sei rS := |ΓS|. Ohne Beschra¨nkung der Allgemeinheit kann
festgelegt werden, dass stets maximal ein Schaltbauelement auf einer Kante liegt. Dann ist
rS gleichzeitig die Anzahl der Schalter im elektrischen Netzwerk. Unter Beru¨cksichtigung
der komplementa¨ren Schaltzusta¨nde zerfa¨llt die Menge ΓS in folgende zwei Teilmengen
ΓS = ΓS× ∪ ΓS0 , (5.14)
ΓS× : Kanten mit geschlossenen (stromfu¨hrenden) Schaltern (Vs = 0),
ΓS0 : Kanten mit geo¨ffneten (stromlosen) Schaltern ( ˙¯q
s = 0).
Jedes Element aus ΓS geho¨rt somit – abha¨ngig von seinem aktuellen Schaltzustand –
entweder zu ΓS× oder zu ΓS0, weshalb beide Teilmengen disjunkt sind (ΓS× ∩ ΓS0 = ∅).
Im Fall Vs = ˙¯q
s = 0 kann der Schalter beliebig entweder ΓS× oder ΓS0 zugeordnet
werden. Weiterhin gilt |ΓS×|+ |ΓS0| = |ΓS| = rS, d.h., die Ma¨chtigkeiten der Teilmengen
(auch die leere Menge ist mo¨glich) ha¨ngen zwar vom aktuellen Zustand des elektrischen
Systems ab, aber ihre Summe bleibt stets konstant gleich der Anzahl der vorhandenen
Schaltbauelemente.
5.3.2 Fremdgesteuerte/selbststeuernde Schalter
Fremdsteuerung eines Schaltbauelementes heißt, dass dessen Schaltzustand abha¨ngig ist
von a¨ußeren Einflu¨ssen. Bei ES ko¨nnen das zweigfremde elektrische Gro¨ßen sein. Es ist
aber auch eine beliebige Zeitabha¨ngigkeit und damit eine Steuerung durch beliebige (nicht
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durch das Modell erfasste) Ereignisse denkbar. In jedem Fall wird der aktuelle Schaltzu-
stand eines solchen Schalters unabha¨ngig von Zweigstrom oder Zweigspannung des durch
ihn
”
geschalteten“ Zweiges eingenommen.
Die aktuelle Struktur (d.h. insbesondere die aktuelle
”
Kinematik“) des durch fremd-
gesteuerte Schalter gebildeten elektrischen Teilnetzwerkes ist somit stets eindeutig be-
stimmt. Bei Verwendung des Modellierungsansatzes mit Nicht-Minimalkoordinaten (vgl.
Abschnitt 5.3.6) lassen sich stets die entsprechenden Bewegungsgleichungen aufstellen und
die Schalter-Observablen bestimmen. Falls die Zweigstro¨me durch fremdgesteuerte Schal-
ter nicht linear abha¨ngig sind, ist auch eine Modellierung mittels Minimalkoordinaten
(vgl. Abschnitt 5.3.5) mo¨glich.
Unter einem selbststeuernden Schalter wird ein Schaltbauelement verstanden, das sei-
nen aktuellen Schaltzustand in Abha¨ngigkeit von den zum
”
geschalteten“ Zweig geho¨ren-
den elektrischen Gro¨ßen einnimmt. Die Beibehaltung des jeweils aktuellen Schaltzustandes
ist somit an gewisse Bedingungen – die Schaltzustandsbedingungen – geknu¨pft. Umge-
kehrt wird eine Verletzung dieser Zustandsbedingungen unweigerlich zu einem Wechsel
des aktuellen Schaltzustandes fu¨hren. Die dann notwendige Auswahl einer neuen erlaub-
ten Struktur muss fu¨r alle selbststeuernden Schaltbauelemente gleichzeitig erfolgen. Dabei
ist die simultane Gu¨ltigkeit der Bedingungen aller im elektrischen Netzwerk vorhandenen
unilateralen Bindungen zu beachten.
Der Wechsel des Schaltzustandes eines fremdgesteuerten Schalters hat keinen direkten
(d.h. unmittelbaren) Einfluss auf die Schaltzusta¨nde der anderen eventuell im elektri-
schen Netzwerk vorhandenen fremdgesteuerten Schalter. Ein solcher Einfluss kann nur
mittelbar erfolgen und zwar genau dann, wenn das Umschalten eines Schalters elektrische
Gro¨ßen derart vera¨ndert, dass diese wiederum Schaltzustandswechsel bei fremdgesteuer-
ten Schaltern bewirken. Wenn jedoch in einer Komponente des elektrischen Netzwerkes
sowohl fremdgesteuerte als auch selbststeuernde Schaltbauelemente vorhanden sind, kann
das Umschalten eines fremdgesteuerten Schalters die aktuellen Schaltzusta¨nde der selbst-
steuernden Schalter beeinflussen. Ein entsprechender Schaltzustandswechsel eines selbst-
steuernden Schalters kann zeitgleich mit dem Umschalten des fremdgesteuerten Schalters
oder auch zu einem spa¨teren Zeitpunkt erfolgen. Eine solche Kausalkette entsteht immer
dann, wenn fremdgesteuerte Schalter die Zweiggro¨ßen von selbststeuernden Schaltern ent-
sprechend beeinflussen.
Fu¨r fremdgesteuerte Schalter sind neben der Aufstellung der Bewegungsgleichungen
und der Ermittlung der Schalter-Observablen keine weitergehenden Betrachtungen (z.B.
bezu¨glich Strukturauswahl zu einem Schaltzeitpunkt) notwendig. Die Existenz von selbst-
steuernden Schaltbauelementen in einem elektrischen Netzwerk erfordert jedoch daru¨ber
hinaus weiteren Aufwand bei deren Modellierung. Das betrifft sowohl die U¨berpru¨fung
der Einhaltung der gerade aktuellen Schaltzustandsbedingungen als auch die Aufstel-
lung und vollsta¨ndige Beru¨cksichtigung der Zula¨ssigkeitskriterien fu¨r die Strukturaus-
wahl. Wa¨hrend einer numerischen Integration deutet eine Verletzung einer der gerade
aktuellen Schaltzustandsbedingungen das Erreichen eines potenziellen Schaltzeitpunktes
an. Ein solches Ereignis kann u¨ber so genannte Indikatorfunktionen detektiert werden.
Dazu bietet sich z.B. die Verwendung eines Integrationscodes mit zusa¨tzlich eingebautem
Rootfinder an ([17, 86, 179, 214]). Ein solcher Integrationscode ermo¨glicht das Anhalten
der numerischen Integration innerhalb einer bestimmten ε-Umgebung um den Nulldurch-
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gang einer solchen Indikatorfunktion. Dann ko¨nnen die erforderlichen Maßnahmen zur
Sicherung eines konsistenten U¨berganges vom aktuellen Schaltzustand zu einem neuen
erlaubten Schaltzustand des gesamten elektrischen Netzwerkes erfolgen (siehe Abschnitte
5.3.5.4 und 5.3.6.4).
5.3.3 Die Diode als selbststeuernder Schalter
5.3.3.1 Zustandsbedingungen/Indikatorfunktionen
Das Schaltsymbol einer Diode mit der Richtungsvereinbarung der Zweiggro¨ßen zeigt
Bild 5.9. Die (idealisierte) Schaltkennlinie einer Diode ist in Bild 5.10 enthalten. Eine sol-
che
”
Schaltdiode“ verko¨rpert ein selbststeuerndes Schaltbauelement. Aus der Schaltkenn-
Vs
qs
Bild 5.9: Schaltsymbol einer Diode
qs
Vs
Bild 5.10: Kennlinie einer Schaltdiode
linie la¨sst sich ableiten, dass die beiden Zweiggro¨ßen (Zweigspannung Vs und Zweigstrom
˙¯q s) als komplementa¨re Variablen aufgefasst werden ko¨nnen, denn es gilt immer
Vs ˙¯q
s = 0 (Σ/ ). (5.15)
Aus Bild 5.10 folgt, dass der Strom durch die Diode niemals negativ und die Spannung
u¨ber der Diode niemals positiv wird. Somit lassen sich die Zustandsbedingungen unter
Verwendung komplementa¨rer Variablen formulieren. Zusa¨tzlich zu (5.15) gilt
Vs ≤ 0, ˙¯qs ≥ 0. (5.16)
Dabei steht die Zustandsbedingung ˙¯q s > 0 (mit gleichzeitig Vs = 0) fu¨r eine stromfu¨hrende
Diode (d.h.
”
Schalter geschlossen“) und Vs < 0 (mit gleichzeitig ˙¯q
s = 0) bedeutet eine
gesperrte Diode (d.h.
”
Schalter geo¨ffnet“). Mit der Teilmengenzerlegung (5.14) ko¨nnen fu¨r
alle im Netzwerk enthaltenen Dioden die beiden Indikatorfunktionen angegeben werden:
• Diode in ΓS×: Indikatorfunktion lautet fS× = ˙¯qs,
• Diode in ΓS0: Indikatorfunktion lautet fS0 = −Vs.
Wa¨hrend einer numerischen Integration muss – abha¨ngig vom jeweils aktuellen
Schaltzustand – eine der beiden Indikatorfunktionen fu¨r die Ermittlung eines poten-
ziellen Schaltzeitpunktes u¨berwacht werden. Die Ermittlung der dazu notwendigen
Schalter-Observablen ist in den Abschnitten 5.3.5.3 bzw. 5.3.6.3 angegeben. Beide
Indikatorfunktionen sind bei Einhaltung der jeweils gu¨ltigen Zustandsbedingung positiv.
Ein Nulldurchgang zu negativen Werten hin zeigt eine Verletzung der entsprechenden
Bedingung an.
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Bemerkung:
In den Indexmengenzerlegungen (4.5) bzw. (4.11) sind jeweils HC-Fundamentalkreise
enthalten. Die zugeho¨rigen
”
Bewegungsgleichungen“ (4.6c) bzw. (4.12c) sind algebraische
Gleichungen fu¨r die Ladungen. Ein Maschenstrom fu¨r einen solchen Fundamentalkreis
kann nur unter bestimmten Voraussetzungen ermittelt werden (z.B. durch totale Zeit-
ableitung von (4.6c)). Fu¨r diodenbehaftete Zweige, die mit solchen Fundamentalkreisen
inzident sind, kann deshalb ein Zweigstrom als Indikatorfunktion im Allgemeinen nicht
beobachtet werden. Trotzdem ist natu¨rlich durch diese Dioden ein Ladungstransport nur
in positive
”
Strom“richtung mo¨glich. Von Interesse ist deshalb das Vorzeichen des
”
Stro-
mes“. Dieses kann u¨ber eine Differenzbildung der Ladungen zweier aufeinander folgender
Integrationszeitpunkte τi−1 und τi unter Beru¨cksichtigung der Integrationsrichtung
erfolgen gema¨ß
∆q¯s = [q¯s(τi)− q¯s(τi−1)] sgn(τi − τi−1). (5.17)
Fu¨r eine entsprechende ΓS×-Diode wird dann die Indikatorfunktion ersetzt durch
fS× = ∆q¯s.
5.3.3.2 Zula¨ssigkeitskriterien/Schaltbarkeit
Zur Ermittlung einer erlaubten Struktur mu¨ssen folgende Bedingungen fu¨r sa¨mtliche Di-
oden gleichzeitig erfu¨llt sein:
−Vs ≥ 0, ˙¯qs ≥ 0, Vs ˙¯qs = 0. (5.18)
Diese Bedingungen sind als Zula¨ssigkeitskriterien fu¨r die Strukturauswahl zu verstehen.
Dabei sind alle diejenigen selbststeuernden Schalter zu beru¨cksichtigen, fu¨r die unter Be-
achtung von Stetigkeitsbedingungen ein Zustandswechsel mo¨glich ist. Solche Schaltbau-
elemente werden im Folgenden abku¨rzend als
”
schaltbar“ bezeichnet. Da sich bestimmte
Zula¨ssigkeitskriterien verschiedener selbststeuernden Schalter durchaus auch widerspre-
chen ko¨nnen, liefert das Auffinden einer erlaubten Struktur ein kombinatorisches Problem.
Dieses Problem kann als ein LCP in Standardform ([26], [161]) formuliert werden. Dazu
mu¨ssen die Bedingungen (5.18) fu¨r alle schaltbaren Dioden in die Formulierung aufge-
nommen werden. Die Lo¨sung des LCP bestimmt dann fu¨r genau diese Dioden die neuen
Schaltzusta¨nde.
Zur Bestimmung der Schaltbarkeit einer Diode ist die Existenz und Verteilung von In-
duktoren im elektrischen Netzwerk von Bedeutung. In der vorliegenden Arbeit sollen nur
stetige A¨nderungen der Stro¨me durch Induktoren zugelassen werden. ES mit sprungfo¨rmi-
gen Stroma¨nderungen in Induktoren werden hier nicht betrachtet. Damit muss die Er-
haltung der magnetischen Energie in einem Induktor auch bei sich ereignenden Schalt-
zustandsu¨berga¨ngen stets gegeben sein. Fu¨r die Schaltbarkeit von Dioden ergeben sich
daraus folgende Aussagen:
• Eine Diode, deren Zweigstrom ˙¯qs vollsta¨ndig durch Induktoren fließt (sa¨mtliche Fun-
damentalkreise, die die Kante der Diode enthalten, sind induktorbehaftet), ist genau
dann schaltbar, wenn ˙¯qs = 0 gilt.
5.3. Strukturvariabilita¨t bei elektrischen Systemen 85
• Eine Diode, deren Zweigstrom nicht vollsta¨ndig durch Induktoren fließt (mindestens
ein Fundamentalkreis der die Kante der Diode enthaltenden Maschen ist induktor-
frei), ist immer schaltbar.
Mit der Teilmengenzerlegung (5.14) lassen sich die komplementa¨ren Bedingungen
(5.18) zuna¨chst folgendermaßen formulieren:
Vs = 0 ∧ ˙¯qs ≥ 0 ∀ s ∈ ΓS×,
−Vs ≥ 0 ∧ ˙¯qs = 0 ∀ s ∈ ΓS0.
(5.19)
Daraus ko¨nnen entsprechende Zula¨ssigkeitskriterien fu¨r die Strukturauswahl abgelei-
tet werden. Eine ΓS×-Diode im Zweig s wird bei einer LCP-Lo¨sung mit ˙¯qs ≥ 0 im
stromfu¨hrenden Schaltzustand (Schalter geschlossen) verbleiben, wa¨hrend sie bei einer
LCP-Lo¨sung mit −Vs > 0 in den blockierenden Modus (Schalter geo¨ffnet) wechselt. Um-
gekehrt wird eine ΓS0-Diode fu¨r −Vs ≥ 0 weiterhin blockieren, wa¨hrend sie fu¨r ˙¯qs > 0 in
den stromfu¨hrenden Schaltzustand wechselt. Falls das LCP fu¨r eine Diode die Lo¨sung
Vs = ˙¯q
s = 0 ermittelt, so sind beide Schaltzusta¨nde gleichberechtigt. Ohne Beschra¨nkung
der Allgemeinheit kann diese Diode im alten Schaltzustand verbleiben (oder im Fall des
Integrationsstarts einem beliebigen Schaltzustand zugeordnet werden). Zum na¨chstmo¨gli-
chen Zeitpunkt ist allerdings erneut zu pru¨fen, ob ein Wechsel im weiteren Verlauf der
numerischen Integration erfolgt. Die Zula¨ssigkeitskriterien lauten schließlich
s ∈ ΓS× ∧ −Vs > 0 ∧ ˙¯qs = 0 =⇒ s → ΓS0,
s ∈ ΓS0 ∧ Vs = 0 ∧ ˙¯qs > 0 =⇒ s → ΓS×. (5.20)
Die Variablen −Vs und ˙¯qs bilden fu¨r jedes s ein Paar komplementa¨rer Variablen.
Da in den Bewegungsgleichungen (4.6) bzw. (4.12) bei Existenz von Induktoren auch
”
Beschleunigungsterme“ (q¨ν) auftreten, mu¨ssen die komplementa¨ren Bedingungen (5.19)
noch von der
”
Geschwindigkeitsebene“ (Stromniveau) auf die
”
Beschleunigungsebene“
(Stromableitungsniveau) transformiert werden. In diesen Fa¨llen mu¨ssen die Stetigkeitsbe-
dingungen infolge der vorhandenen Induktoren beachtet werden. Bei Induktorenpra¨senz
kann erstens eine Diode im Zweig s nur dann vom blockierenden zum leitenden Zu-
stand u¨bergehen (
”
Schalter schließen“), wenn bei verschwindendem Spannungsabfall Vs
der Strom ˙¯q s von Null aus nur zu positiven Werten hin anwachsen kann. Somit muss fu¨r
einen solchen Schaltzustandwechsel neben ˙¯q s = 0 gleichzeitig ¨¯q s > 0 gelten. Zweitens ist
ein U¨bergang vom leitenden zum Blockiermodus (
”
Schalter o¨ffnen“) nur bei verschwin-
dendem Strom mo¨glich (Stetigkeitsbedingung) und wenn gleichzeitig die Spannung u¨ber
der Diode von Null aus nur zu negativen Werten hin fallen kann. Deshalb muss fu¨r einen
solchen Schaltzustandwechsel ˙¯q s = 0, ¨¯q s = 0 und Vs < 0 gefordert werden. Damit folgen
aus (5.19) die komplementa¨ren Bedingungen auf Stromableitungsniveau
Vs = 0 ∧ ˙¯qs = 0 ∧ ¨¯qs ≥ 0 ∀ s ∈ ΓS×,
−Vs ≥ 0 ∧ ˙¯qs = 0 ∧ ¨¯qs = 0 ∀ s ∈ ΓS0. (5.21)
Die zugeho¨rigen Zula¨ssigkeitskriterien fu¨r die Strukturauswahl lauten dann
s ∈ ΓS× ∧ −Vs > 0 ∧ ˙¯qs = 0 ∧ ¨¯qs = 0 =⇒ s → ΓS0,
s ∈ ΓS0 ∧ Vs = 0 ∧ ˙¯qs = 0 ∧ ¨¯qs > 0 =⇒ s → ΓS×. (5.22)
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In diesem Fall bilden die Variablen −Vs und ¨¯qs Paare komplementa¨rer Variabler.
Bemerkung:
Analog zur Bemerkung im vorhergehenden Abschnitt sind fu¨r Dioden in HC-
Fundamentalkreisen auch entsprechende komplementa¨re Bedingungen zu definieren.
Diese lassen sich mit der Differenzbildung gema¨ß (5.17) auf Ladungsniveau formulieren:
Vs = 0 ∧ ∆q¯s ≥ 0 ∀ s ∈ ΓS×,
−Vs ≥ 0 ∧ ∆q¯s = 0 ∀ s ∈ ΓS0.
(5.23)
Die zugeho¨rigen Zula¨ssigkeitskriterien fu¨r die Strukturauswahl lauten dann
s ∈ ΓS× ∧ −Vs > 0 ∧ ∆q¯s = 0 =⇒ s → ΓS0,
s ∈ ΓS0 ∧ Vs = 0 ∧ ∆q¯s > 0 =⇒ s → ΓS× (5.24)
und die Paare komplementa¨rer Variablen bestehen aus −Vs und ∆q¯s.
5.3.4 Andere selbststeuernde Schaltbauelemente
In diesem Abschnitt soll kurz auf die Modellierung anderer selbststeuernder Schalter (au-
ßer der Diode) eingegangen werden. Zuna¨chst wird eine um den Durchbruchbereich er-
weiterte Diodenmodellierung pra¨sentiert. Eine solche Darstellung ist bei der Betrachtung
von Zener- oder Z-Dioden notwendig. Weiterhin wird der Thyristor als ein in der Leis-
tungselektronik oft verwendetes Bauelement vorgestellt. Er stellt eine Kombination von
selbststeuerndem und fremdgesteuertem Schalter dar.
Bauelemente wie Schalttransistoren (bipolare, FET, IGBT) geho¨ren zur Klasse der
fremdgesteuerten Schalter. Sie werden hier nicht na¨her betrachtet, weil fu¨r solche Bau-
elemente weder die Formulierung von Indikatorfunktionen noch eine Beru¨cksichtigung bei
der Aufstellung eines LCP zur Strukturfindung notwendig ist.
5.3.4.1 Die Zenerdiode
Das Schaltsymbol einer Zener- oder Z-Diode mit der Richtungsvereinbarung der Zweig-
gro¨ßen zeigt Bild 5.11. Eine solche Diode hat drei Schaltzusta¨nde: den Durchlassbereich
(Leiten in positive Richtung), den Sperrbereich und den Durchbruchbereich (Leiten in
negative Richtung). Die drei Bereiche sind im Zustandsdiagramm in Bild 5.12 wieder-
gegeben. In der idealisierten Kennlinie in Bild 5.13 verko¨rpert jedes Geradenstu¨ck einen
Schaltzustand. Der U¨bergang zwischen jeweils zwei Schaltzusta¨nden (an den
”
Schaltpunk-
ten“ Vs = 0 und Vs = Vzs) erfolgt in Abha¨ngigkeit von den Zweiggro¨ßen Spannung und
Strom. Deshalb ist eine Z-Diode ein selbststeuerndes Schaltbauelement.
Zur Formulierung von komplementa¨ren Bedingungen (und damit unilateralen Bindun-
gen) ist eine Zerlegung der Schaltkennlinie aus Bild 5.13 notwendig. Dazu werden zwei
Hilfsvariable eingefu¨hrt. Im Weiteren sei ˙¯qs dargestellt durch seinen positiven Teil gema¨ß
˙¯qs(+) =
1
2
( ˙¯qs + | ˙¯qs|) und seinen negativen Teil gema¨ß ˙¯qs(−) = 12( ˙¯qs − | ˙¯qs|). Somit gilt stets
˙¯qs(+) ≥ 0 und ˙¯qs(−) ≤ 0 sowie ˙¯qs(+) ˙¯qs(−) = 0. Dann kann der Zweigstrom als
˙¯qs = ˙¯qs(+) + ˙¯q
s
(−) (5.25)
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Vs
qs
Bild 5.11: Schaltsymbol einer
Zenerdiode
Sperren
Durchlass
(positiv leitend)
Durchbruch
(negativ leitend)
Bild 5.12: Schaltzusta¨nde einer Zenerdiode
ausgedru¨ckt werden und die Schaltkennlinie nach Bild 5.13 zerfa¨llt in zwei Teilkennlinien
gema¨ß Bild 5.14. Beide Teilkennlinien besitzen dann jeweils einen
”
Schaltpunkt“ und
qs
Vs
Vzs
Leiten
Sperren
Durchbruch
Bild 5.13: Kennlinie einer Zenerdiode
Vs
qs
Vs
Vzs ( )
qs(+)
Bild 5.14: Zenerdiode als unilaterale
Bindungen
sind somit durch unilaterale Bindungen beschreibbar. Die obere Kennlinie in Bild 5.14
(Schaltpunkt bei Vs = 0) ist identisch mit der einer Schaltdiode (siehe Abschnitt 5.3.3).
Der Schaltpunkt der unteren Kennlinie liegt bei Vs = Vzs. Damit lassen sich die beiden
Teilkennlinien einer Z-Diode durch folgende Bedingungen beschreiben
˙¯qs(+) ≥ 0, Vs ≤ 0, ˙¯qs(+)Vs = 0 (Σ/ !),
˙¯qs(−) ≤ 0, Vs − Vzs ≥ 0, ˙¯qs(−)(Vs − Vzs) = 0 (Σ/ !).
Mit Einfu¨hrung der
”
Spannungsreserven“ (Betra¨ge der Differenzen zu beiden Schaltpunk-
ten)
Vps = −Vs,
Vns = Vs − Vzs
lauten die komplementa¨ren Bedingungen fu¨r die Z-Diode schließlich
˙¯qs(+) ≥ 0, Vps ≥ 0, ˙¯qs(+)Vps = 0 (Σ/ !),
˙¯qs(−) ≤ 0, Vns ≥ 0, ˙¯qs(−)Vns = 0 (Σ/ !).
Diese sind gleichzeitig die Zustandsbedingungen, die mittels Indikatorfunktionen u¨ber-
pru¨ft werden mu¨ssen.
Bei der Strukturfindung mittels LCP sind fu¨r jede schaltbare Z-Diode stets zwei Paare
komplementa¨rer Variablen als Zula¨ssigkeitskriterien zu beru¨cksichtigen. In Abha¨ngigkeit
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von der Zugeho¨rigkeit des Zweiges zu den verschiedenen Fundamentalkreisklassen nach
(4.5) bzw. (4.11) wird das erste Paar von Vps und einer der Variablen ¨¯q
s
(+), ˙¯q
s
(+) oder ∆q¯
s
(+)
gebildet, wa¨hrend das zweite Paar aus Vns und einer der Variablen ¨¯q
s
(−), ˙¯q
s
(−) oder ∆q¯
s
(−)
besteht (vgl. hierzu die entsprechenden Erla¨uterungen zur Diode im Abschnitt 5.3.3).
5.3.4.2 Der Thyristor
In Bild 5.15 ist das Schaltsymbol eines Thyristors mit den zugeho¨rigen Zweiggro¨ßen dar-
gestellt. Ein solches Bauelement besitzt drei Klemmen und wird deshalb durch zwei fiktive
Zweipole modelliert (vgl. Abschnitt 2.3). Bild 5.16 zeigt den repra¨sentierenden Netzwerk-
graphen mit den entsprechenden Zweiggro¨ßen. In der Leistungselektronik kann in guter
Na¨herung der Zweigstrom ˙¯qg ≡ 0 gesetzt werden. Der Durchbruchbereich wird (im Ge-
gensatz zur Z-Diode im vorhergehenden Abschnitt) hier nicht betrachtet.
Vs
qs
K
G
A
qg
Bild 5.15: Schaltsymbol eines Thy-
ristors
K
G
A
Bild 5.16: Repra¨sentierender Graph
eines Thyristors
Ein Thyristor besitzt drei Kennlinienbereiche: den Durchlassbereich, den Sperrbereich
und den Blockierbereich. Seine idealisierte Kennlinie zeigt Bild 5.17. Die einzelnen Kenn-
linienbereiche sind durch Geradenstu¨cke charakterisiert. Die verschiedenen Mo¨glichkeiten
des U¨bergangs zwischen jeweils zwei Bereichen sind im Zustandsdiagramm in Bild 5.18
wiedergegeben. Im Sperr- und im Blockierbereich gilt jeweils fu¨r den Zweigstrom zwischen
qs
Vs
Sperren Blockieren
Leiten
Bild 5.17: Kennlinie eines Thyristors
Sperren Blockieren
Leiten
ZündenLöschen
Bild 5.18: Schaltzusta¨nde eines Thy-
ristors
den Klemmen A und K ˙¯qs ≡ 0. Beide Bereiche entsprechen deshalb dem Schaltzustand
”
Sperren“. Ein U¨bergang zwischen beiden Bereichen ist in beide Richtungen mo¨glich. Die-
ser wird bei einem Nulldurchgang der Zweigspannung Vs vollzogen. Da sich aber hierbei
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der Schaltzustand des Thyristors nicht a¨ndert, hat ein solches Ereignis keine Konsequen-
zen fu¨r den Schaltzustand des Gesamtsystems. Im Durchlassbereich gilt fu¨r die Zweigspan-
nung zwischen den Klemmen A und K stets Vs ≡ 0. Dieser Bereich entspricht somit dem
Schaltzustand
”
Leiten“. Laut Bild 5.18 ist der Durchlassbereich nur aus dem Blockier-
bereich heraus erreichbar. Ein solcher Bereichsu¨bergang wird als Zu¨nden des Thyristors
bezeichnet und ist mit einem Wechsel des Schaltzustandes (von Sperren nach Leiten)
verbunden. Das Zu¨nden erfolgt durch eine positive Spannung zwischen den Klemmen G
und K des Thyristors. Diese Spannung Vg ist keine Zweigspannung des ”
geschalteten“
Zweiges zwischen den Klemmen A und K. Deshalb ist dieser Schaltzustandswechsel ein
fremdgesteuerter. Wie schon in Abschnitt 5.3.2 erla¨utert, kann ein Zustandswechsel ei-
nes fremdgesteuerten Schaltbauelementes bei Existenz von selbststeuernden schaltbaren
Schaltern im Netzwerk Konsequenzen fu¨r deren Schaltzusta¨nde haben. Deshalb ist in die-
sem Fall die Aufstellung und Lo¨sung eines LCP fu¨r alle schaltbaren Schalter erforderlich.
Der entgegengesetzte Schaltzustandsu¨bergang (von Leiten nach Sperren) erfolgt dann,
wenn der Zweigstrom ˙¯qs einen gewissen Haltestrom ˙¯qsH unterschreitet. Dieser Schaltzu-
standswechsel passiert somit in Abha¨ngigkeit von einer Zweiggro¨ße, d.h., ein leitender
Thyristor ist (nur in diesem Schaltzustand!) ein selbststeuerndes Schaltbauelement. Die
entsprechende Zustandsbedingung (fu¨r den Erhalt des Zustandes Leiten) heißt ˙¯qs ≥ ˙¯qsH .
Somit kann fu¨r einen leitenden Thyristor ein potenzieller Schaltzeitpunkt mittels Null-
durchgang der Indikatorfunktion
fS× = ˙¯qs − ˙¯qsH
detektiert werden.
Da der Zustandswechsel von Leiten nach Sperren bei Unterschreitung des Hal-
testromes unabha¨ngig von der Zweigspannung Vs erfolgt, ist eine Formulierung von
komplementa¨ren Bedingungen fu¨r den Thyristor nicht mo¨glich. Falls im Gesamtnetzwerk
andere schaltbare Schalter vorhanden sind, so muss zu einem potenziellem Schalt-
zeitpunkt fu¨r diese ein LCP aufgestellt und gelo¨st werden. Eine Beru¨cksichtigung des
Thyristorstromes ˙¯qs in diesem LCP ist jedoch nicht notwendig, weil die entsprechende
Komplementa¨rbedingung fu¨r die Spannung Vs nicht existiert.
Bemerkung:
Ein GTO (Gate-turn-off-Thyristor) ist ein Thyristor mit einer zusa¨tzlichen speziellen
Eigenschaft. Ein solcher Thyristor kann u¨ber einen negativen Steuerstrom an der
Klemme G abgeschaltet (gelo¨scht) werden. Zu den in Bild 5.18 gezeigten grundsa¨tzlich
mo¨glichen Schaltzustandsu¨berga¨ngen eines Thyristors kommt somit beim GTO noch
ein mo¨glicher U¨bergang von
”
Leiten“ nach
”
Blockieren“ unter der Bezeichnung
”
aktives
Lo¨schen“ hinzu. Alle anderen Ausfu¨hrungen zur Modellierung eines Thyristors mittels
unilateraler Bindungen sind unvera¨ndert gu¨ltig.
5.3.5 Modellierung in Minimalkoordinaten
In diesem Abschnitt wird die Modellierung unilateraler Bindungen infolge Schaltbau-
elemente bei Verwendung von Minimalkoordinaten durch eine schaltzustandsabha¨ngige
Charakterisierung der Fundamentalkreise, die entsprechende Aufstellung der Bewegungs-
gleichungen und die Bestimmung der Schalter-Observablen erla¨utert. Schließlich wird im
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Abschnitt 5.3.5.4 fu¨r selbststeuernde Schalter die Aufstellung des LCP zur Bestimmung
der neuen Struktur dargestellt.
Im Folgenden wird vorausgesetzt, dass alle Zweigstro¨me durch Schalter und Stromquel-
len nicht linear abha¨ngig sind. Dann ist eine Problemformulierung in Minimalkoordinaten
(siehe Abschnitt 2.3.3) mo¨glich. Der Fall der Nichterfu¨llbarkeit dieser Voraussetzung wird
im Abschnitt 5.3.6 behandelt.
5.3.5.1 Charakterisierung der Fundamentalkreise
Sei r0 die Anzahl der im Netzwerk existierenden Stromquellen und rS die Anzahl der im
Netzwerk vorhandenen Schaltbauelemente. Die Anzahl der Cogeru¨stkanten |H| ist gleich-
bedeutend mit der Anzahl der im Netzwerkgraphen vorhandenen unabha¨ngigen Maschen
(siehe Abschnitt 2.3). Dann gilt r0 + rS ≤ |H|. Unter der genannten Voraussetzung ist es
somit immer mo¨glich, ein Geru¨st G auf dem repra¨sentierenden Graphen Γ des elektrischen
Netzwerkes zu wa¨hlen, das weder Stromquellen noch Schalter entha¨lt. Alle Stromquellen
und Schalter liegen dann im Cogeru¨st H und die Menge der Cogeru¨stkanten zerfa¨llt in
drei paarweise disjunkte Teilmengen:
H = H∗ ∪H0 ∪HS , (5.26)
H∗ : Cogeru¨stkanten ohne Stromquellen und ohne Schalter,
H0 : Cogeru¨stkanten mit Stromquellen, ohne Schalter,
HS : Cogeru¨stkanten mit Schaltern, ohne Stromquellen
mit |H0| = r0 und |HS| = rS. Wegen der zwei mo¨glichen Schaltzusta¨nde eines Schalters
kann die Indexmenge HS wiederum in zwei disjunkte Teilmengen zerlegt werden:
HS = HS× ∪HS0 , (5.27)
HS× : Cogeru¨stkanten mit geschlossenen (stromfu¨hrenden) Schaltern,
HS0 : Cogeru¨stkanten mit geo¨ffneten (stromlosen) Schaltern.
Bei der Modellierung in Minimalkoordinaten gelten somit infolge des stromquellen-
und schalterfreien Geru¨stes fu¨r die Indexmengen aus (5.14) folgende Identita¨ten:
ΓS ≡ HS, ΓS× ≡ HS× und ΓS0 ≡ HS0.
5.3.5.2 Bewegungsgleichungen
Die Indexmenge der generalisierten Koordinaten qµ eines strukturvariablen ES setzt sich
zusammen aus den Indexmengen der Cogeru¨stkanten ohne Stromquellen und ohne Schal-
ter H∗ und der Cogeru¨stkanten mit geschlossenen Schaltern (d.h. ohne fiktive Stromquel-
len) HS×. Mit (5.26) und (5.27) folgt deshalb aus der Maschentransformation (2.33)
˙¯qj = Ajµq˙
µ + Ajµ0 q˙
µ0(t), j ∈ Γ, µ ∈ H∗ ∪HS×, µ0 ∈ H0 ∪HS0. (5.28)
Die Ma¨chtigkeit mt := |H∗|+ |HS×| ist dann der momentane Freiheitsgrad des ES. Sie
entspricht der zum Zeitpunkt t aktuell gu¨ltigen (weil schaltzustandsabha¨ngigen) Anzahl
der Bewegungsgleichungen.
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Die elektrischen Konstitutivgleichungen (2.39) enthalten so genannte
”
sonstige“ Span-
nungsanteile V
(S)
i . In diesen Anteilen ko¨nnen die Spannungen u¨ber den Schaltbauelemen-
ten (Vs = V
(SBE)
i , s = i) untergebracht werden. Aus (2.39) wird demzufolge
Vi = V
(L)
i + V
(R)
i + V
(C)
i + Vi0 + V
(SBE)
i . (5.29)
In den Lagrange’schen Bewegungsgleichungen (2.41) erscheinen somit auf der rechten Seite
in den Q
(S)
µ zuna¨chst ebenfalls Spannungsanteile infolge von Schaltbauelementen
−v(SBE)µ = −AiµV (SBE)i . (5.30)
Weil u¨ber geschlossenen Schaltern kein Spannungsabfall zugelassen wird (ideale Schalter),
gilt in (5.29) allerdings V
(SBE)
i = 0 fu¨r alle i ∈ HS×. Die Q(S)µ -Spannungsanteile verschwin-
den somit fu¨r alle HS×-Fundamentalkreise ebenso wie fu¨r die H∗-Fundamentalkreise und
damit gerade fu¨r alle Bewegungsgleichungen. Deshalb gelten fu¨r die jeweils aktuelle Ki-
nematik (d.h. fu¨r den aktuellen Schaltzustand des ES) die Bewegungsgleichungen des
Lagrange-Modells {Λ, D} eines elektrisch linearen ES. Bei nicht strukturell singula¨rer In-
duktormatrix ergibt sich z.B. fu¨r alle Fundamentalkreise ohne (reale oder fiktive) Strom-
quellen analog zu (2.50)
lµν q¨
ν + r˜µν q˙
ν + cµνq
ν + v˜µ0 = 0, µ, ν ∈ H∗ ∪HS×. (5.31)
Falls in lµν – bzw. in lµν und gleichzeitig in r˜µν – strukturelle Rangabfa¨lle auftreten, muss
fu¨r die Bewegungsgleichungen (5.31) die in Abschnitt 4.1.3.1 eingefu¨hrte Klasseneinteilung
verwendet werden. Analog zu (4.5) sei dann
H∗ ∪HS× = HL ∪HR ∪HC . (5.32)
Bei sinngema¨ßer Verwendung der Indexbezeichnungen (µL, νL ∈ HL, µR, νR ∈ HR und
µC ∈ HC) lauten die Bewegungsgleichungen (4.6):
lµLνL q¨
νL + r˜µLνL q˙
νL + rµLνR q˙
νR + cµLνq
ν + v˜µL0 = 0, (5.33a)
rµRνL q˙
νL + rµRνR q˙
νR + cµRνq
ν + v˜µR0 = 0, (5.33b)
cµCνq
ν + v˜µC0 = 0. (5.33c)
5.3.5.3 Schalter-Observable
Die Schalter-Observablen fu¨r geschlossene Schalter sind die Zweigstro¨me ˙¯qiS in den ent-
sprechenden Kanten iS. Da alle Schalter sich im Cogeru¨st befinden, gilt
AiSµ = δ
iS
µ , iS, µ ∈ HS,
und wegen (5.26) auch
AiSµ0 = 0, iS ∈ HS, µ0 ∈ H0.
Gema¨ß der Maschentransformation (5.28) wird somit fu¨r alle geschlossenen Schalter
˙¯qiS = q˙µ, iS = µ ∈ HS×. (5.34)
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In allen HL- und HR-Fundamentalkreisen gema¨ß (5.32) ko¨nnen somit die Zweigstro¨me
durch geschlossene Schalter bei Lo¨sung von (5.33) mittels numerischer Integration leicht
berechnet werden. In HC-Fundamentalkreisen werden bei geschlossenen Schaltern statt
der Zweigstro¨me die Stromvorzeichen aus Ladungsdifferenzen gema¨ß (5.17) ermittelt und
als Schalter-Observable verwendet.
Fu¨r geo¨ffnete Schalter sind die Schalter-Observablen die Zweigspannungen V
(SBE)
iS
der
entsprechenden Kanten iS. Mit (5.29) und (5.30) liefert der Kirchhoff’sche Maschensatz
fu¨r die HS-Fundamentalkreise
lµν q¨
ν + r˜µν q˙
ν + cµνq
ν + v˜µ0 = −v(SBE)µ , µ ∈ HS, ν ∈ H∗ ∪HS×. (5.35)
(Die konstitutiven Maschenparameter lµν , r˜µν , cµν , v˜µ0 wurden bei (2.50) angegeben.) Da
alle Schalter im Cogeru¨st liegen, gilt
v(SBE)µ = A
iS
µV
(SBE)
iS
= δiSµ V
(SBE)
iS
= V
(SBE)
iS
, µ, iS ∈ HS, (5.36)
und weiter fu¨r alle geo¨ffneten Schalter
v(SBE)µ = V
(SBE)
iS
, µ = iS ∈ HS0 (5.37)
(fu¨r geschlossene Schalter gilt v
(SBE)
µ ≡ 0 wegen V (SBE)iS ≡ 0). Die Maschenspannungen
v˜µ0 = v˜µ0(t) in (5.35) umfassen (neben anderen auch) alle Spannungsanteile, die aufgrund
der realen Stromquellen im elektrischen Netzwerk in den anderen Bauelementen auftreten.
Die fiktiven Nullstrom-Quellen liefern keine derartigen Spannungsanteile. Somit ko¨nnen
aus (5.35) mit (5.37) die Spannungsabfa¨lle V
(SBE)
iS
, iS ∈ HS0, u¨ber den geo¨ffneten Schal-
tern ermittelt werden.
Bemerkung:
Die Modellierung eines strukturvariablen ES mittels Minimalkoordinaten fu¨hrt zu ei-
ner variablen Indexmenge der generalisierten Koordinaten. Alle Maschenladungen der
H∗-Fundamentalkreise geho¨ren permanent zu den generalisierten Koordinaten. Die Zu-
geho¨rigkeit der Maschenladungen der HS-Fundamentalkreise zu den generalisierten Koor-
dinaten ist abha¨ngig vom jeweiligen Schaltzustand der entsprechenden Schaltbauelemente.
Die Ladungen der HS×-Fundamentalkreise stellen ”
zeitweilige“ generalisierte Koordinaten
dar, die der HS0-Fundamentalkreise jedoch gerade nicht.
5.3.5.4 Strukturauswahl mittels LCP
In diesem Abschnitt wird die Aufstellung des linearen Komplementarita¨tsproblems bei
Modellierung mittels Minimalkoordinaten erla¨utert. Ein solches LCP muss bei Existenz
von selbststeuernden Schaltern zu jedem potenziellen Schaltzeitpunkt fu¨r alle zu diesem
Zeitpunkt schaltbaren Schalter generiert werden. Ein potenzieller Schaltzeitpunkt liegt bei
jedem Nulldurchgang einer Indikatorfunktion vor. Ob und welche Schalter ihren aktuellen
Schaltzustand wechseln, ergibt sich aus der Lo¨sung des LCP. Grundlegende Informationen
zur Definition eines LCP und zu Existenz und Eindeutigkeit der LCP-Lo¨sung sind im
Anhang C enthalten.
Die Strukturauswahl erfolgt unter Beachtung der in Abschnitt 4.1.3.1 eingefu¨hrten Zer-
legung der Indexmengen der permanenten generalisierten Koordinaten H∗ gema¨ß (4.5).
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Unter Hinzunahme aller schalterbehafteten Fundamentalkreise HS ist dann folgende In-
dexmengenzerlegung mo¨glich
H∗ ∪HS = HL ∪HR ∪HC . (5.38)
Im Folgenden werden die sinngema¨ßen Indexbezeichnungen (µL, νL ∈ HL, µR, νR ∈ HR
und µC , νC ∈ HC sowie νLR ∈ HL ∪HR) verwendet. Die Auswahl aller H∗-
Fundamentalkreise aus (5.33) und die Zerlegung des Kirchhoff’schen Maschensatzes fu¨r
die HS-Maschen (5.35) gema¨ß (5.38) liefern dann
lµLνL(t)q¨
νL + r˜µLνLR(t)q˙
ν + cµLν(t)q
ν + v˜µL0(t) = −v(SBE)µL , (5.39a)
rµRνLR(t)q˙
ν + cµRν(t)q
ν + v˜µR0(t) = −v(SBE)µR , (5.39b)
cµCν(t)q
ν + v˜µC0(t) = −v(SBE)µC (5.39c)
mit v
(SBE)
µ ≡ 0 fu¨r alle µ ∈ H∗. Auflo¨sung nach den ho¨chsten auftretenden Ableitungen
q¨νL, q˙νR bzw. nach den Maschenladungen qνC ergibt
lµLνL q¨
νL + rµLνR q˙
νR + cµLνCq
νC = −v(SBE)µL − (r˜µLνL q˙νL + cµLνLRqνLR + v˜µL0) , (5.40a)
rµRνR q˙
νR + cµRνCq
νC = −v(SBE)µR − (rµRνL q˙νL + cµRνLRqνLR + v˜µR0) , (5.40b)
cµCνCq
νC = −v(SBE)µC − (cµCνLRqνLR + v˜µC0) . (5.40c)
Wie bereits in Abschnitt 4.1.3.1 festgestellt wurde, ist die Gesamtkoeffizientenmatrix
der linken Seite in (5.40) invertierbar. Im Weiteren ko¨nnen die Komplementarita¨tsei-
genschaften der Schalter in HC-Fundamentalkreisen ausgenutzt werden. Fu¨r geschlos-
sene Schalter in diesen Fundamentalkreisen (Indexmenge HC×) und fu¨r HC-Maschen
ohne Stromquellen und ohne Schaltbauelemente (Indexmenge H∗C) ergibt (5.40c) mit
µC×+ ∈ HC× ∪H∗C wegen v(SBE)µC×+ ≡ 0 stets Zwangsbedingungen fu¨r die Ladungen. Mit
cµC×+νCq
νC = cµC×+νC×+ q
νC×+ + cµC×+νC0q
νC0 folgt aus (5.40c) fu¨r diese Ladungen
qνC×+ = −cνC×+µC×+ (cµC×+νLRqνLR + cµC×+νC0qνC0 + v˜µC×+0) . (5.41)
Bei geo¨ffneten Schaltern in HC-Fundamentalkreisen (Indexmenge HC0) kann kein Strom
fließen und es gilt qνC0 = const. Die HC0-Ladungen ergeben sich somit aus den entspre-
chenden, zum aktuell letzten Schaltzeitpunkt tsl ermittelten HC×+ -Ladungen gema¨ß
qνC0|t≥tsl+0 = qνC×+ |tsl−0 = const. (5.42)
Wa¨hrend einer numerischen Integration sind deshalb stets alle qνC aus der Zeitevolution
des ES bekannt. Damit lassen sich aus (5.39c) die HC0-Maschenspannungen v
(SBE)
µC0 infolge
geo¨ffneter Schaltbauelemente zu
v(SBE)µC0 = −(cµC0νqν + v˜µC00) (5.43)
und daraus mit (5.36) die Zweigspannungen V
(SBE)
iS
u¨ber den geo¨ffneten Schaltern
leicht bestimmen. Zu einem potenziellen Schaltzeitpunkt sind alle Schalter in HC-
Fundamentalkreisen infolge der Abwesenheit von Induktoren stets schaltbar. Wegen (5.41)
und (5.43) sind jedoch die neuen Schaltzusta¨nde der Schalter in HC-Fundamentalkreisen
aus dem Systemzustand vor dem potenziellen Schaltzeitpunkt immer bekannt. Fu¨r die
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HL- und HR-Maschen kann (5.40) unter Beachtung von (5.41) und (5.42) (d.h., alle q
νC
sind bekannt) folgendermaßen dargestellt werden
lµLνL q¨
νL + rµLνR q˙
νR = −v(SBE)µL − (r˜µLνL q˙νL + cµLνLRqνLR + cµLνCqνC + v˜µL0) , (5.44a)
rµRνR q˙
νR = −v(SBE)µR − (rµRνL q˙νL + cµRνLRqνLR + cµRνCqνC + v˜µR0) . (5.44b)
Die auf den linken Seiten dieses Systems erscheinenden jeweils ho¨chsten auftreten-
den Zeitableitungen der elektrischen generalisierten Koordinaten seien in einem Vektor
(gν) = (q¨νL, q˙νR)T zusammengefasst. Weiterhin sei
(
v
(SBE)
µ
)
=
(
v
(SBE)
µL , v
(SBE)
µR
)T
der Vek-
tor der negativen Maschenspannungen u¨ber den Schaltbauelementen. Unter Verwendung
von
(Bνµ) =
(
(lµLνL) (rµLνR)
(0) (rµRνR)
)−1
=
(
(lνLµL) (−lνLµLrµLνRrνRµR)
(0) (rνRµR)
)
und
(bν) = −(Bνµ)
(
(r˜µLωL q˙
ωL + cµLωq
ω + v˜µL0)
(rµRωL q˙
ωL + cµRωq
ω + v˜µR0)
)
kann (5.44) als ein LCP-geeignetes Gleichungssystem der Form (C.1) (siehe Anhang C)
gema¨ß
gν = −Bνµv(SBE)µ + bν , ν, µ ∈ HL ∪HR, (5.45)
dargestellt werden. In (5.45) sind sowohl Bνµ als auch bν aus dem Zustand des ES bekannt.
Da alle Schalter sich im Cogeru¨st befinden, gilt weiterhin fu¨r die zeitliche Ableitung der
Stro¨me durch Schalter in HL-Fundamentalkreisen bzw. fu¨r die Stro¨me durch Schalter in
HR-Maschen
¨¯qjSL = AjSLνL q¨
νL = δjSLνL q¨
νL, jSL ∈ HS ∩HL, und
˙¯qjSR = AjSRνR q˙
νR = δjSRνR q˙
νR, jSR ∈ HS ∩HR.
(5.46)
Damit und mit g¯jS = (¨¯qjSL, ˙¯qjSR)
T
und (5.36) folgt aus (5.45) schließlich
g¯jS = −AjSνBνµAiSµV (SBE)iS + AjSνbν
= −δjSν BνµδiSµ V (SBE)iS + δjSν bν
= −B˜jSiSV (SBE)iS + b˜jS . (5.47)
Ein potenzieller Schaltzeitpunkt sei mit ts bezeichnet. Die Indexmenge aller Co-
geru¨stkanten mit zu diesem Zeitpunkt schaltbaren Schaltern sei mit HsS(ts) bezeichnet.
Dann gilt HsS(ts) ⊆ HS. Zu einem potenziellen Schaltzeitpunkt muss die Menge HsS(ts)
unter Beachtung der Indexmengen-Zerlegung (5.38) ermittelt werden. Aus der Men-
ge der Fundamentalkreise mit Schaltern und Induktoren HSL = HS ∩HL geho¨ren aus
Stetigkeitsgru¨nden nur jene Maschen mit q˙ν = 0 zu HsS(ts), nicht jedoch jene Maschen
mit q˙ν > 0. Die Fundamentalkreise mit Schaltern aber ohne Induktoren (jedoch mit Re-
sistoren) HSR = HS ∩HR geho¨ren ohne Ausnahme zu HsS(ts), weil die q˙νR die ho¨chsten
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auftretenden Zeitableitungen in (5.44b) sind. Damit gilt HSR ⊆ HsS(ts) ⊆ HS. Fu¨r alle
Fundamentalkreise mit bei ts nicht schaltbaren Schaltern verschwinden die Maschenspan-
nungen infolge Schalter, d.h. v
(SBE)
µ = 0 fu¨r alle µ ∈ HS \HsS(ts). Somit liefert (5.47)
zusammen mit den komplementa¨ren Bedingungen der jeweiligen Schaltbauelemente (z.B.
gema¨ß (5.19) und (5.21) bei Dioden) fu¨r alle schaltbaren Schalter
g¯jS = −B˜jS iSV (SBE)iS + b˜jS (5.48)
mit
g¯jS ≥ 0, −V (SBE)jS ≥ 0, g¯jSV
(SBE)
jS
= 0 (Σ/ !), ∀ jS ∈ HsS(ts). (5.49)
Die Gleichungen (5.48) zusammen mit den Bedingungen (5.49) stellen ein LCP mit den
komplementa¨ren Variablen g¯jS und −V (SBE)jS dar. Wegen der positiven Definitheit von
lνLµL und rνRµR sind Bνµ und damit schließlich auch B˜jSiS ebenfalls positiv definit. Sie sind
somit so genannte P-Matrizen und das LCP besitzt genau eine Lo¨sung (vgl. Anhang C).
Diese Lo¨sung bestimmt die neue kinematische Struktur (den neuen Schaltzustand) des
ES ab dem Zeitpunkt ts + 0. Die Indexmenge aller Schaltbauelemente HSL ∪HSR wird
gema¨ß der Zula¨ssigkeitskriterien (z.B. (5.20) und (5.22) fu¨r Dioden) neu zerlegt in die der
geschlossenen Schalter (HS×(ts +0)) und die der geo¨ffneten (HS0(ts +0)). Falls die LCP-
Lo¨sung fu¨r ein Schaltbauelement g¯jS = −V (SBE)jS = 0 liefert, sind beide Teilmengen gleich-
berechtigt und es kann zum Zeitpunkt ts nicht entschieden werden, ob der Schaltzustand
gewechselt wird oder nicht. In diesem Fall kann die numerische Integration zuna¨chst mit
dem noch aktuellen Schaltzustand weitergefu¨hrt werden. Allerdings muss zum endgu¨lti-
gen Auffinden der neuen Struktur zum na¨chstmo¨glichen Zeitpunkt ts + ∆t wiederum ein
LCP fu¨r alle Schalter, die zum Zeitpunkt ts schaltbar waren und somit zur Indexmenge
HsS(ts) geho¨rten, aufgestellt und gelo¨st werden.
Schließlich ist H∗ ∪HS× die vollsta¨ndige Indexmenge der zur neuen Struktur geho¨ren-
den generalisierten elektrischen Koordinaten. Der Satz der Bewegungsgleichungen (5.33)
muss entsprechend neu aufgestellt werden. Die (fiktiven) Stromquellen liefern (außer
den Spannungen u¨ber den Schaltern) keinen Beitrag zu den Zweigspannungen wegen
˙¯qjS0 (t) ≡ 0 fu¨r alle jS ∈ HS0. Die zu beobachtenden Indikatorfunktionen ergeben sich
aus der neuen Struktur in Abha¨ngigkeit der vorhandenen Schaltbauelemente, wobei
die Schalter-Stromobservablen aus den Maschenstro¨men gema¨ß (5.34) und die Schalter-
Spannungsobservablen aus Maschen-Spannungsbilanzen gema¨ß (5.35) mit (5.36) ermittelt
werden ko¨nnen.
5.3.5.5 Spezialfa¨lle
Regula¨re Induktormatrix
Wenn die Matrix der Zweiginduktivita¨ten Lij regula¨r ist, dann ist die Matrix der ge-
neralisierten Induktivita¨ten lµν ebenfalls regula¨r und sogar positiv definit (siehe Ab-
schnitt 2.3.3.6). In (5.38) gilt dann HR = HC = ∅, d.h., es ist {µ} = {µL}. Die Gleichungen
(5.39) reduzieren sich auf (5.39a) und (5.44) wird zu
lµν q¨
ν = −v(SBE)µ − (r˜µν q˙ν + cµνqν + v˜µ0) .
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Mit L˜jS iS = δjSν l
νµδiSµ sowie b˜
jS = −δjSν lνµ (r˜µω q˙ω + cµωqω + v˜µ0) (lνµ jeweils gema¨ß
lµν l
νω = δωµ ) lautet das LCP (5.48, 5.49) schließlich
¨¯qjS = −L˜jS iSV (SBE)iS + b˜jS , ¨¯qjS , −V
(SBE)
jS
≥ 0, ¨¯qjS V (SBE)jS = 0 (Σ/ ).
Keine Induktoren, regula¨re Resistormatrix
Im Fall vollsta¨ndiger Abwesenheit von Induktoren gilt in (5.38) HL = ∅. Bei voll besetzter
Matrix der Zweigresistoren Rij und ausschließlicher Verwendung von reziproken Resisto-
ren ist Rij und somit auch rµν regula¨r und sogar positiv definit (siehe Abschnitt 2.3.3.6).
Dann gilt HC = ∅ und es ist {µ} = {µR}. Die Gleichungen (5.39) reduzieren sich auf
(5.39b) und (5.44) wird zu
rµν q˙
ν = −v(SBE)µ − (cµνqν + v˜µ0) .
Mit R˜jSiS = δjSν r
νµδiSµ sowie b˜
jS = −δjSν rνµ (cµωqω + v˜µ0) (rνµ jeweils gema¨ß rµνrνω = δωµ )
lautet das LCP (5.48, 5.49) schließlich
˙¯qjS = −R˜jS iSV (SBE)iS + b˜jS , ˙¯qjS , −V
(SBE)
jS
≥ 0, ˙¯qjS V (SBE)jS = 0 (Σ/ ).
5.3.6 Modellierung in Nicht-Minimalkoordinaten
Alternativ zur Problemformulierung in Minimalkoordinaten ist stets eine Beschreibung in
Nicht-Minimalkoordinaten mo¨glich. Im Unterschied zur Formulierung in Minimalkoordi-
naten (Abschnitt 5.3.5) wird hier die Voraussetzung, dass alle Schaltbauelemente im Co-
geru¨st liegen, nicht beno¨tigt. Vielmehr sind alle Kanten des elektrischen Netzwerkgraphen
fu¨r Schaltbauelemente zugelassen. Gelegentlich ist die in 5.3.5 genannte Voraussetzung
nicht linear abha¨ngiger Zweigstro¨me durch Stromquellen und Schaltbauelemente nicht
erfu¨llbar. In einem solchen Fall ist eine Problemformulierung in Nicht-Minimalkoordinaten
unumga¨nglich. Insbesondere lassen sich mit diesem Zugang elektrische Schaltungen be-
schreiben, die mehr Schaltbauelemente als Fundamentalkreise enthalten, fu¨r deren Schal-
terstro¨me somit stets lineare Abha¨ngigkeiten existieren. Ein Beispiel dafu¨r ist der be-
kannte Graetz-Gleichrichter (siehe Bild 5.19). Hier sind die Zweigstro¨me durch die vier
Dioden nicht unabha¨ngig voneinander. Die Formulierung in Nicht-Minimalkoordinaten
hat gleichzeitig den Vorteil, dass kein Wechsel zwischen generalisierten Koordinaten und
Zwangsbedingungen mehr auftritt.
In diesem Abschnitt wird deshalb die Modellierung der unilateralen Bindungen in-
folge Schaltbauelemente bei Verwendung von Nicht-Minimalkoordinaten erla¨utert. Da-
zu erfolgt die schaltzustandsabha¨ngige Charakterisierung der Zweige, die entsprechende
Aufstellung der Bewegungsgleichungen und die Bestimmung der Schalter-Observablen.
Schließlich wird im Abschnitt 5.3.6.4 fu¨r selbststeuernde Schalter die Aufstellung des
LCP zur Bestimmung der neuen Struktur dargestellt.
Bemerkung:
Der Verzicht auf den Wechsel zwischen generalisierten Koordinaten und Zwangsbedingun-
gen in der Formulierung in Nicht-Minimalkoordinaten entspricht in der Mechanik dem
Verzicht auf Kartenwechsel bei der Auswahl unabha¨ngiger Koordinaten.
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Bild 5.19: Gleichrichterschaltung nach Graetz
5.3.6.1 Charakterisierung der Zweige
Wie bereits in Abschnitt 2.3.4 erla¨utert, werden bei der Modellierung eines ES in Nicht-
Minimalkoordinaten alle Ladungen qµ, µ ∈ H , als generalisierte Koordinaten verwen-
det. Diese mu¨ssen bei Existenz von Stromquellen noch gewissen rheonomen Bindungen
genu¨gen. Sei Γ0 die Indexmenge der (Geru¨st- oder Cogeru¨st-)Kanten mit Stromquellen
(r0 := |Γ0|) und ΓS die Indexmenge der (Geru¨st- oder Cogeru¨st-)Kanten mit Schaltbau-
elementen (rS := |ΓS|). Dann zerfa¨llt die Menge der Kanten des Netzwerkgraphen Γ in
drei paarweise disjunkte Teilmengen:
Γ = Γ# ∪ Γ0 ∪ ΓS , (5.50)
Γ# : Kanten ohne Stromquellen und ohne Schalter,
Γ0 : Kanten mit Stromquellen, ohne Schalter,
ΓS : Kanten mit Schaltern, ohne Stromquellen.
Wegen der zwei mo¨glichen Schaltzusta¨nde eines Schalters kann die Indexmenge ΓS
– wie bereits in Abschnitt 5.3.1 mit (5.14) eingefu¨hrt – wiederum in zwei disjunkte
Teilmengen zerlegt werden:
ΓS = ΓS× ∪ ΓS0 , (5.51)
ΓS× : Kanten mit geschlossenen (stromfu¨hrenden) Schaltern,
ΓS0 : Kanten mit geo¨ffneten Schaltern.
Es gilt ΓS× ∩ ΓS0 = ∅ und die Summe der Ma¨chtigkeiten der Teilmengen bleibt
stets konstant |ΓS×|+ |ΓS0| = |ΓS| = rS.
Neben den bisher eingefu¨hrten Indexmengen sei im Folgenden H¯S die Indexmenge
der Cogeru¨stkanten, deren zugeordnete Fundamentalkreise mindestens eine (Geru¨st- oder
Cogeru¨st-)Kante mit einem Schaltbauelement aufweisen (d.h. AjSµ = 0 fu¨r gleichzeitig
jS ∈ ΓS und µ ∈ H \ H¯S).
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5.3.6.2 Bewegungsgleichungen mit Zwangsbedingungen
Die rheonomen Bindungen infolge realer Stromquellen sind durch (2.53) definiert. Analog
dazu ergeben sich die zeitweiligen rheonomen Bindungen infolge geo¨ffneter Schalter – und
damit fiktiver Nullstrom-Quellen ( ˙¯q
jS
0 (t) ≡ 0, q¯jS0 (t) ≡ const.) – gema¨ß
hjS(q¯) ≡ q¯jS − q¯jS0 = 0, jS ∈ ΓS0, (5.52)
bzw. unter Verwendung generalisierter Koordinaten
hjS(q) ≡ AjSµqµ − q¯jS0 = 0, jS ∈ ΓS0, µ ∈ H. (5.53)
Die fu¨r geo¨ffnete Schalter gu¨ltigen Zweigladungen q¯jS0 werden zum aktuell letzten Schalt-
zeitpunkt tsl gema¨ß q¯
jS
0 |t≥tsl+0 = q¯jS0 |tsl−0 = const. ermittelt. Aus (5.53) folgen die dyna-
mischen Zwangsbedingungen
h¨jS(q) ≡ AjSµq¨µ = 0. (5.54)
Nach dem Lagrange’schen Befreiungsprinzip entsprechen den Bindungen (5.53) gewisse
Reaktionsspannungen RSµ . Damit lauten die Lagrange’schen Bewegungsgleichungen (2.57)
unter Beachtung von realen und fiktiven Stromquellen(
∂˙µΛ
)˙
− ∂µΛ + ∂˙µD = Q(S)µ + Rµ + RSµ , µ ∈ H. (5.55)
Bei idealen Bindungen lassen sich die generalisierten Reaktionsspannungen RSµ mit Hilfe
von Lagrange-Multiplikatoren darstellen. Einem geo¨ffneten Schalter auf dem Zweig iS
wird der Lagrange-Multiplikator λiS zugeordnet. Bei nicht linear abha¨ngigen Schaltern
verko¨rpert er gerade die u¨ber dem Schalter messbare Spannung V
(SBE)
iS
= −λiS , die quasi
eine Reaktion auf den von der Nullstrom-Quelle erzwungenen Nullstrom darstellt (vgl.
Abschnitt 2.3.4.3). Die generalisierten Reaktionsspannungen ergeben sich zu
RSµ = λiSA
iS
µ, iS ∈ ΓS0. (5.56)
(Fu¨r geschlossene Schalter verschwinden die Reaktionsspannungen, d.h. λiS ≡ 0 fu¨r alle
iS ∈ ΓS×.) Die Gleichungen (5.55) lauten schließlich in expliziter Form
gµν q¨
ν + Γµαβ q˙
αq˙β + r(µν)q˙
ν + rµ = Q
(S)
µ + λi0A
i0
µ + λiSA
iS
µ (5.57)
(i0 ∈ Γ0, iS ∈ ΓS0) oder in der zu (2.60) analogen Darstellung (jetzt ohne ”sonstige“ Span-
nungsanteile)
lµν q¨
ν + r˜µν q˙
ν + cµνq
ν + vˆµ0 = λi0A
i0
µ + λiSA
iS
µ. (5.58)
Bei nicht strukturell singula¨rer Matrix der generalisierten Induktivita¨ten lµν lassen sich
damit analog zu (2.61) bei bekanntem Bewegungszustand (q˙, q) des ES die zweiten zeitli-
chen Ableitungen der Maschenladungen q¨µ(t) und die Lagrange-Multiplikatoren fu¨r reale
und fiktive Stromquellen λi0(t), λiS(t) gema¨ß
lµν q¨
ν − λi0Ai0µ − λiSAiSµ = −r˜µν q˙ν − cµνqν − vˆµ0,
Aj0ν q¨
ν = ¨¯qj00 (t),
AjSν q¨
ν = 0
(5.59)
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bestimmen. Wenn Ai0µ und A
iS
µ jeweils vollen Rang aufweisen, ist die Koeffizienten-
matrix auf der linken Seite von (5.59) regula¨r und folglich invertierbar. Fu¨r die realen
Stromquellen wurde Unabha¨ngigkeit vorausgesetzt, d.h., Ai0µ ist stets von vollem Rang.
Fu¨r die Zweigstro¨me durch die im ES vorhandenen Schaltbauelemente ist eine lineare
Abha¨ngigkeit durchaus zugelassen. Das gilt zuna¨chst auch fu¨r die Kantenmenge ΓS0 aller
in einem bestimmten Schaltzustand des ES geo¨ffneten Schalter. Falls allerdings tatsa¨chlich
die Stro¨me durch zwei oder mehr geo¨ffnete Schalter linear abha¨ngig sind, existiert min-
destens ein Fundamentalschnitt S mit S ⊆ ΓS0. Somit zerfa¨llt die entsprechende Kompo-
nente eines solchen ES zwangsla¨ufig in mindestens zwei Subkomponenten. Nun ist jedoch
eine Spannungsmessung zwischen zwei verschiedenen Komponenten eines ES physikalisch
nicht sinnvoll (eine Potenzialdifferenz zwischen galvanisch getrennten Knoten ist nicht
definiert). Deshalb sollen ES mit selbststeuernden, linear abha¨ngigen ΓS0-Schaltern (d.h.
mit linear abha¨ngigen Schaltern, die alle gleichzeitig geo¨ffnet sind) hier nicht zugelassen
werden. Fu¨r fremdgesteuerte Schalter ist eine lineare Abha¨ngigkeit weiterhin uneinge-
schra¨nkt mo¨glich. Der im letzteren Fall auftretende Rangabfall in AiSµ wird kompensiert
durch Wegfall einer entsprechenden Anzahl von generalisierten Koordinaten infolge des
Zerfalls der entsprechenden Netzwerkkomponente in mehrere Subkomponenten. Dadurch
wird in (5.59) die Anzahl der Gleichungen entsprechend verringert und die reduzierte
Koeffizientenmatrix ist schließlich regula¨r.
Falls in lµν – bzw. in lµν und gleichzeitig in r˜µν – strukturelle Rangabfa¨lle auftre-
ten, mu¨ssen die in Abschnitt 4.1.3.2 eingefu¨hrte Klasseneinteilung (4.11) fu¨r die Funda-
mentalkreise und die ebenfalls dort eingefu¨hrte Klasseneinteilung (4.13) fu¨r die (realen)
Stromquellen verwendet werden. Weiterhin wird fu¨r die Indexmenge der schalterbehafte-
ten Kanten des Netzwerkgraphen folgende Klasseneinteilung eingefu¨hrt
ΓS = ΓSL ∪ ΓSR ∪ ΓSC , (5.60)
ΓSL : Kanten, die ausschließlich mit induktorbehafteten Fundamental-
kreisen inzident sind,
ΓSR : Kanten, die mit mindestens einem induktorfreien aber gleichzeitig
resistorbehafteten Fundamentalkreis inzident sind,
ΓSC : Kanten, die mit mindestens einem induktor- und gleichzeitig resis-
torfreien Fundamentalkreis inzident sind.
Die Teilmengen sind paarweise disjunkt und es sei jSL ∈ ΓSL, jSR ∈ ΓSR und jSC ∈ ΓSC.
Mit dieser Indizierung kann (4.15) um die Zwangsbedingungen infolge Schaltbauelemente
erweitert werden:
lµLνL q¨
νL + rµLνR q˙
νR + cµLνCq
νC − λi0Ai0µL − λiSAiSµL = −vˆµL0 − r˜µLνL q˙νL − cµLνLRqνLR,
rµRνR q˙
νR + cµRνCq
νC − λi0Ai0µR − λiSAiSµR = −vˆµR0 − rµRνL q˙νL − cµRνLRqνLR,
cµCνCq
νC − λi0Ai0µC − λiSAiSµC = −vˆµC0 − cµCνLRqνLR,
(5.61a)
Aj0LνL q¨
νL = ¨¯qj0L0 ,
Aj0RνR q˙
νR = ˙¯qj0R0 − Aj0RνL q˙νL,
Aj0C νCq
νC = q¯j0C0 − Aj0C νLqνL − Aj0C νRqνR,
(5.61b)
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AjSLνL q¨
νL = 0,
AjSRνR q˙
νR = −AjSRνL q˙νL,
AjSCνCq
νC = q¯jSC0 − AjSC νLqνL − AjSCνRqνR.
(5.61c)
5.3.6.3 Schalter-Observable
Die Schalterobservablen fu¨r geschlossene Schalter sind die Zweigstro¨me ˙¯qiS in den ent-
sprechenden Kanten iS. Diese ergeben sich nach der Maschentransformation (2.30) zu
˙¯qiS = AiSµq˙
µ, iS ∈ ΓS×, µ ∈ H¯S. (5.62)
In allen HL- und HR-Fundamentalkreisen gema¨ß (4.11) ko¨nnen somit die Zweigstro¨me
durch geschlossene Schalter bei Lo¨sung von (5.61) mittels numerischer Integration leicht
berechnet werden. In HC-Fundamentalkreisen werden bei geschlossenen Schaltern statt
der Zweigstro¨me die Stromvorzeichen aus Ladungsdifferenzen gema¨ß (5.17) ermittelt und
als Schalter-Observable verwendet.
Fu¨r geo¨ffnete Schalter sind die Schalter-Observablen die Zweigspannungen V
(SBE)
iS
der
entsprechenden Kanten iS. Die Maschenspannungen infolge von Schaltbauelementen sind
eine Linearkombination der Zweigspannungen u¨ber den geo¨ffneten Schaltern:
v(SBE)µ = A
iS
µV
(SBE)
iS
, iS ∈ ΓS0, µ ∈ H¯S.
Deshalb gilt
RSµ = λiSA
iS
µ = −v(SBE)µ = −AiS µV (SBE)iS .
Wegen der im vorhergehenden Abschnitt postulierten Einschra¨nkung bezu¨glich der linea-
ren Abha¨ngigkeiten der Schaltbauelemente ist AiSµ von vollem Rang und es gilt fu¨r die
Schalter-Zweigspannungen
V
(SBE)
iS
= −λiS . (5.63)
5.3.6.4 Strukturauswahl mittels LCP
In diesem Abschnitt wird die Aufstellung des linearen Komplementarita¨tsproblems bei
Modellierung mittels Nicht-Minimalkoordinaten erla¨utert. Ein solches LCP muss bei Exis-
tenz von selbststeuernden Schaltern zu jedem potenziellen Schaltzeitpunkt fu¨r alle zu
diesem Zeitpunkt schaltbaren Schalter generiert werden. Ein potenzieller Schaltzeitpunkt
liegt bei jedem Nulldurchgang einer Indikatorfunktion vor. Ob und welche Schalter ihren
aktuellen Schaltzustand wechseln, ergibt sich aus der Lo¨sung des LCP. Grundlegende In-
formationen zur Definition eines LCP und zu Existenz und Eindeutigkeit der LCP-Lo¨sung
sind im Anhang C enthalten.
Die Strukturauswahl erfolgt unter Beachtung der in Abschnitt 4.1.3.2 eingefu¨hrten
Zerlegung der Indexmengen der generalisierten Koordinaten H gema¨ß (4.11), der strom-
quellenbehafteten Zweige Γ0 gema¨ß (4.13) und der schalterbehafteten Zweige ΓS gema¨ß
(5.60). Ausgangspunkt sind die Bewegungsgleichungen des CES (5.61a). Deren Auflo¨sung
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nach den ho¨chsten auftretenden Ableitungen q¨νL, q˙νR bzw. nach den Maschenladungen
qνC liefert die Darstellung
lµLνL q¨
νL + rµLνR q˙
νR + cµLνCq
νC = λiSA
iS
µL −
(
r˜µLνL q˙
νL + cµLνLRq
νLR+ (5.64a)
+ vˆµL0 − λi0Ai0µL
)
,
rµRνR q˙
νR + cµRνCq
νC = λiSA
iS
µR −
(
rµRνL q˙
νL + cµRνLRq
νLR+ (5.64b)
+ vˆµR0 − λi0Ai0µR
)
,
cµCνCq
νC = λiSA
iS
µC −
(
cµCνLRq
νLR+ (5.64c)
+ vˆµC0 − λi0Ai0µC
)
.
Wie bereits in Abschnitt 4.1.3.2 festgestellt, ist die Gesamtkoeffizientenmatrix der linken
Seite in (5.64) invertierbar. Mit
(Bνµ) =

 (lµLνL) (rµLνR) (cµLνC)(0) (rµRνR) (cµRνC)
(0) (0) (cµCνC)

−1
=

 (lνLµL) (−lνLµLrµLνRrνRµR) (lνLµL(rµLνRrνRµRcµRνC − cµLνC )cνCµC )(0) (rνRµR) (−rνRµRcµRνCcνCµC )
(0) (0) (cνCµC )


!
=

 (lνLµL) (BνLµR) (BνLµC )(0) (rνRµR) (BνRµC )
(0) (0) (cνCµC )


(5.65)
und 
 (bνL)(bνR)
(bνC )

 = −(Bνµ)

 (r˜µLνL q˙νL + cµLνLRqνLR + vˆµL0 − λi0Ai0µL)(rµRνL q˙νL + cµRνLRqνLR + vˆµR0 − λi0Ai0µR)
(cµCνLRq
νLR + vˆµC0 − λi0Ai0µC )


kann (5.64) in der Form
q¨νL =
(
lνLµLAiSµL + B
νLµRAiSµR + B
νLµCAiSµC
)
λiS + b
νL, (5.66a)
q˙νR =
(
rνRµRAiSµR + B
νRµCAiSµC
)
λiS + b
νR , (5.66b)
qνC = cνCµCAiSµCλiS + b
νC (5.66c)
geschrieben werden. Wegen (5.60) gilt zuna¨chst mit iS ∈ ΓS, iSL ∈ ΓSL, iSR ∈ ΓSR,
iSC ∈ ΓSC
AiSµλiS = A
iSL
µλiSL + A
iSR
µλiSR + A
iSC
µλiSC ,
woraus sich bei gleichzeitiger Beachtung von (4.11) ergibt
AiSµLλiS = A
iSL
µLλiSL + A
iSR
µLλiSR + A
iSC
µLλiSC , µL ∈ HL,
AiSµRλiS = A
iSR
µRλiSR + A
iSC
µRλiSC , µR ∈ HR,
AiSµCλiS = A
iSC
µCλiSC , µC ∈ HC .
(5.67)
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Weiterhin folgt mit der Klasseneinteilung (5.60) aus (2.30) (bzw. deren zeitlicher Ablei-
tung) und (2.31) fu¨r alle schalterbehafteten Zweige
¨¯qjSL = AjSLνL q¨
νL,
˙¯qjSR = AjSRνL q˙
νL + AjSRνR q˙
νR,
q¯jSC = AjSC νLq
νL + AjSC νRq
νR + AjSC νCq
νC .
(5.68)
Mit (5.67) la¨sst sich (5.66) darstellen in der Form
q¨νL = lνLµLAiSLµLλiSL +
(
lνLµLAiSRµL + B
νLµRAiSRµR
)
λiSR +
+
(
lνLµLAiSCµL + B
νLµRAiSCµR + B
νLµCAiSCµC
)
λiSC + b
νL , (5.69a)
q˙νR = rνRµRAiSRµRλiSR +
(
rνRµRAiSCµR + B
νRµCAiSCµC
)
λiSC + b
νR , (5.69b)
qνC = cνCµCAiSCµCλiSC + b
νC . (5.69c)
Ersetzen der Maschengro¨ßen auf der linken Seite des Systems (5.69) durch die entspre-
chenden Zweiggro¨ßen gema¨ß (5.68) ergibt
¨¯qjSL = AjSLνLl
νLµLAiSLµLλiSL +
+AjSLνL
(
lνLµLAiSRµL + B
νLµRAiSRµR
)
λiSR +
+AjSLνL
(
lνLµLAiSCµL + B
νLµRAiSC µR + B
νLµCAiSCµC
)
λiSC +
+AjSLνLb
νL,
˙¯qjSR = AjSRνRr
νRµRAiSRµRλiSR +
+AjSRνR
(
rνRµRAiSCµR + B
νRµCAiSCµC
)
λiSC +
+AjSRνRb
νR + AjSRνL q˙
νL,
q¯jSC = AjSC νCc
νCµCAiSCµCλiSC + A
jSC
νCb
νC + AjSC νRq
νR + AjSC νLq
νL
und mit entsprechend einzufu¨hrenden Abku¨rzungen folgt daraus schließlich
¨¯qjSL = LˆjSLiSLλiSL + Bˆ
jSLiSRλiSR + Bˆ
jSLiSCλiSC + bˆ
jSL, (5.70a)
˙¯qjSR = RˆjSRiSRλiSR + Bˆ
jSRiSCλiSC + bˆ
jSR, (5.70b)
q¯jSC = CˆjSCiSCλiSC + bˆ
jSC . (5.70c)
In (5.70) sind alle Lˆ, Rˆ, Cˆ, Bˆ, bˆ und zusa¨tzlich wegen der algebraischen Gleichungen
(5.64c) noch die q¯jSC aus dem Zustand des ES bekannt. Bei der Aufstellung eines LCP zu
einem potenziellen Schaltzeitpunkt ts muss in ΓSC-Schaltern das Vorzeichen des Zweigstro-
mes statt des Stromes selbst verwendet werden. Dieses Vorzeichen wird wieder u¨ber Dif-
ferenzbildung gema¨ß (5.17) ermittelt. Aus (5.70) folgt dann (mit τi = ts)
¨¯qjSL = LˆjSLiSLλiSL + Bˆ
jSLiSRλiSR + Bˆ
jSLiSCλiSC + bˆ
jSL, (5.71a)
˙¯qjSR = RˆjSRiSRλiSR + Bˆ
jSRiSCλiSC + bˆ
jSR, (5.71b)
∆q¯jSC(τi) = Cˆ
jSCiSCλiSC + bˆ
jSC − q¯jSC(τi−1). (5.71c)
Die Indexmenge aller zu einem potenziellen Schaltzeitpunkt ts schaltbaren Schalter sei
ΓsS(ts). Dann gilt Γ
s
S(ts) ⊆ ΓS. Zu einem potenziellen Schaltzeitpunkt muss die Menge
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ΓsS(ts) unter Beachtung der Indexmengen-Zerlegung (4.11) ermittelt werden. Sie setzt
sich zuna¨chst aus allen Schaltbauelementen auf ΓSL-Kanten mit ˙¯q
jSL = 0 (Stetigkeits-
bedingung) und allen Schaltern auf ΓSR-Kanten zusammen. Weiterhin geho¨ren formal
alle Schalter auf ΓSC-Kanten dazu. Das bedeutet gleichzeitig, dass alle nicht schaltba-
ren Schaltbauelemente auf ΓSL-Kanten liegen. Fu¨r diese Schalter verschwinden somit
stets die Zweigspannungen und deshalb auch alle entsprechenden zweigbezogenen Re-
aktionsspannungen (V
(SBE)
iS
= −λiS = 0 fu¨r alle iS ∈ ΓS \ ΓsS(ts)). Falls in einem HSC-
Fundamentalkreis nur ein selbststeuernder Schalter existiert, so ist dessen neuer Schaltzu-
stand bereits aus dem Systemzustand heraus festgelegt. Bei Hinzunahme dieses Schalters
bei der LCP-Aufstellung wird der schon bekannte Schaltzustand eben noch einmal ermit-
telt. Bei mehreren selbststeuernden Schaltern in einem HSC-Fundamentalkreis ist deren
Beru¨cksichtigung bei Aufstellung des LCP unumga¨nglich. Mit
g¯jS =

 (¨¯qjSL)( ˙¯qjSR)
(∆q¯jSC)

 , λiS =

 (λiSL)(λiSR)
(λiSC)


und
BˆjSiS =


(
LˆjSLiSL
) (
BˆjSLiSR
) (
BˆjSLiSC
)
(0)
(
RˆjSRiSR
) (
BˆjSRiSC
)
(0) (0)
(
CˆjSCiSC
)

 , bˆjS =


(
bˆjSL
)
(
bˆjSR
)
(
bˆjSC
)


liefert somit (5.71) zusammen mit den komplementa¨ren Bedingungen der jeweiligen
Schaltbauelemente (z.B. gema¨ß (5.19), (5.21) und (5.23) bei Dioden) fu¨r alle schaltba-
ren Schalter
g¯jS = BˆjS iSλiS + bˆ
jS (5.72)
mit
g¯jS ≥ 0, λjS ≥ 0, g¯jS λjS = 0 (Σ/ ), jS ∈ ΓsS(ts). (5.73)
Die Gleichungen (5.72) und die Bedingungen (5.73) stellen ein LCP mit den komple-
menta¨ren Variablen g¯jS und λjS dar. Wegen der getroffenen Voraussetzungen sind l
νLµL ,
rνRµR und cνCµC in (5.65) positiv definit. Falls die Zweigstro¨me durch die schaltbaren
Schalter nicht linear abha¨ngig sind, ist AjS ν , jS ∈ ΓS, ν ∈ H¯S, von vollem Rang (und
somit auch die entsprechenden Submatrizen in (5.67) und (5.68)). Dann sind LˆjSLiSL,
RˆjSRiSR und CˆjSCiSC in (5.70) ebenfalls positiv definit, somit auch die Matrix BˆjSiS und
das LCP besitzt genau eine Lo¨sung. Falls AjSν nicht vollen Rang hat, tritt in Bˆ
jSiS ein
Rangabfall auf. Die Lo¨sung des entsprechenden LCP ist dann, wenn sie existiert, ein-
deutig bezu¨glich g¯jS nicht aber bezu¨glich λjS . In beiden Fa¨llen bestimmt eine Lo¨sung des
LCP die neue kinematische Struktur (den neuen Schaltzustand) des ES ab dem Zeitpunkt
ts +0. Die Indexmenge aller Schaltbauelemente ΓS wird gema¨ß den Zula¨ssigkeitskriterien
(z.B. (5.20), (5.22) und (5.24) fu¨r Dioden) neu zerlegt in die der geschlossenen Schalter
(ΓS×(ts+0)) und die der geo¨ffneten (ΓS0(ts+0)). Falls die LCP-Lo¨sung fu¨r ein Schaltbau-
element g¯jS = λjS = 0 liefert, sind fu¨r diesen Schalter beide Teilmengen gleichberechtigt
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und es kann zum Zeitpunkt ts nicht entschieden werden, ob der Schaltzustand gewechselt
wird oder nicht. In diesem Fall kann die numerische Integration zuna¨chst mit dem noch
aktuellen Schaltzustand weitergefu¨hrt werden. Allerdings muss zum endgu¨ltigen Auffin-
den der neuen Struktur zum na¨chstmo¨glichen Zeitpunkt ts + ∆t wiederum ein LCP fu¨r
alle Schalter, die zum Zeitpunkt ts schaltbar waren (und somit Elemente der Indexmenge
ΓsS(ts) waren), aufgestellt und gelo¨st werden. Die zu beobachtenden Indikatorfunktionen
ergeben sich aus der neuen Struktur in Abha¨ngigkeit der vorhandenen Schaltbauelemen-
te. Fu¨r ΓSL- und ΓSR-Schalter errechnen sich die Schalter-Stromobservablen aus den Ma-
schenstro¨men gema¨ß (5.62). Fu¨r ΓSC-Schalter lassen sich die Schalter-Stromvorzeichen
(als
”
Strom“-Observable) aus der Differenzbildung gema¨ß (5.17) ermitteln. Die Schalter-
Spannungsobservablen schließlich ergeben sich fu¨r alle Schalterklassen aus den Reaktions-
spannungen gema¨ß (5.63).
5.3.6.5 Spezialfa¨lle
Regula¨re Induktormatrix
Die Matrix der Zweiginduktivita¨ten Lij sei regula¨r. Dann ist lµν ebenfalls regula¨r und
sogar positiv definit. In (4.11) gilt dann HR = HC = ∅ und somit {µ} = {µL}. Weiterhin
gilt in (4.13) Γ0R = Γ0C = ∅ und in (5.60) ΓSR = ΓSC = ∅ (und damit {iS} = {iSL}). Die
Gleichungen (5.61) reduzieren sich auf (5.59) und (5.64) wird zu
lµν q¨
ν = λiSA
iS
µ −
(
r˜µν q˙
ν + cµνq
ν + vˆµ0 − λi0Ai0µ
)
.
Mit LˆjSiS = AjS νl
νµAiSµ sowie bˆ
jS = −AjS νlνµ (r˜µω q˙ω + cµωqω + v˜µ0 − λi0Ai0µ) (lνµ jeweils
gema¨ß lµνl
νω = δωµ ) lautet das LCP (5.72, 5.73) schließlich
¨¯qjS = LˆjS iSλiS + bˆ
jS , ¨¯qjS , λjS ≥ 0, ¨¯qjS λjS = 0 (Σ/ ).
Keine Induktoren, regula¨re Resistormatrix
Im Fall der vollsta¨ndigen Abwesenheit von Induktoren gilt in (4.11) HL = ∅. Weiterhin
sei rµν regula¨r und positiv definit. Dann ist HC = ∅ und {µ} = {µR}. Die Gleichungen
(5.61) reduzieren sich auf
rµν q˙
ν − λi0Ai0µ − λiSAiSµ = −cµνqν − vˆµ0,
Aj0ν q˙
ν = ˙¯qj00 ,
AjSν q˙
ν = 0
und (5.64) wird zu
rµν q˙
ν = λiSA
iS
µ −
(
cµνq
ν + vˆµ0 − λi0Ai0µ
)
.
Mit RˆjSiS = AjS νr
νµAiSµ sowie bˆ
jS = −AjS νrνµ (cµωqω + vˆµ0 − λi0Ai0µ) (rνµ jeweils gema¨ß
rµνr
νω = δωµ ) lautet das LCP (5.72, 5.73) schließlich
˙¯qjS = RˆjSiSλiS + bˆ
jS , ˙¯qjS , λjS ≥ 0, ˙¯qjS λjS = 0 (Σ/ ).
5.4. Strukturvariabilita¨t bei EMS 105
5.4 Strukturvariabilita¨t bei EMS
Nachdem die Behandlung von Strukturvariabilita¨t mittels unilateraler Bindungen fu¨r
MKS fu¨r wichtige Fa¨lle kurz wiederholt und fu¨r ES ausfu¨hrlich dargestellt wurde,
sind alle notwendigen Methoden und Verfahren zur Beschreibung von strukturvariablen
EMS bereitgestellt. Im Unterschied zu den Ausfu¨hrungen der Abschnitte 5.2 und 5.3
mu¨ssen bei EMS die kompletten Bewegungsgleichungen inklusive aller elektromechani-
schen Wechselwirkungen zur Betrachtung herangezogen werden. Im Weiteren sollen so-
wohl
”
doma¨nenspezifische“ als auch
”
doma¨nenu¨bergreifende“ Schaltpha¨nomene zugelas-
sen werden. Doma¨nenspezifische unstetige Vorga¨nge sind durch physikalische Gro¨ßen einer
Doma¨ne charakterisiert. Der Begriff doma¨nenu¨bergreifend bedeutet bei EMS, dass eine
Beschreibung die Verwendung von mechanischen und elektrischen Gro¨ßen erfordert. Ins-
gesamt sind somit drei Systemklassen denkbar:
• EMS mit Strukturvariabilita¨t im mechanischen Teilsystem (MTS),
• EMS mit Strukturvariabilita¨t im elektrischen Teilsystem (ETS),
• EMS mit Strukturvariabilita¨t in beiden Teilsystemen.
Die erste Klasse la¨sst sich mit den Methoden aus Abschnitt 5.2 behandeln. Eine unilate-
rale Bindung wird durch zwei mechanische Gro¨ßen beschrieben. Als Indikatorfunktionen
dienen ebenfalls zwei physikalische Gro¨ßen des MTS. Fu¨r die Aufstellung des LCP sind
die Bewegungsgleichungen des ETS infolge der rein mechanischen Zwangsbedingungen
nicht von Interesse. In den MTS-Bewegungsgleichungen gema¨ß (5.5) bzw. (5.11) (und
damit spa¨ter in den w¯iN) treten zusa¨tzlich generalisierte Kra¨fte elektrischen Ursprungs
auf. Diese sind aber trotz einer eventuell notwendigen Zerlegung der Fundamentalkreis-
Indexmengen gema¨ß (4.5) oder (4.11) aus dem Zustand des ETS bekannt (siehe (4.2)).
Auf die aus den Bindungen abgeleiteten Relativbeschleunigungen in Normalenrichtung
(5.4) bzw. (5.10) hat das ETS keinen Einfluss. Deshalb sind (5.6) mit (5.2) bzw. (5.13)
mit (5.9) auch hier jeweils LCP mit den (mechanischen) komplementa¨ren Variablen als
einzig unbekannte Gro¨ßen.
Fu¨r die zweite Klasse sind die erforderlichen Methoden in Abschnitt 5.3 bereitge-
stellt. Die Beschreibung einer unilateralen Bindung erfolgt durch zwei elektrische Gro¨ßen.
Als Indikatorfunktionen werden ebenfalls zwei physikalische Gro¨ßen des ETS verwendet.
Die MTS-Bewegungsgleichungen (d.h. deren Struktur, mechanische Konstitutivparame-
ter) spielen bei der Aufstellung des LCP keine Rolle. Allerdings geht der aktuelle Zustand
des MTS in die ETS-Bewegungsgleichungen ein (vgl. Kapitel 3). Deshalb sind in (5.48)
die Objekte B˜jSiS und b˜jS bzw. in (5.72) die Objekte BˆjSiS und bˆjS vom Zustand des
Gesamt-EMS abha¨ngig. Bei Lo¨sung der EMS-Bewegungsgleichungen u¨ber numerische In-
tegration ist dieser zu jedem Zeitpunkt bekannt. Beide Formulierungen (d.h. (5.48) mit
(5.49) bzw. (5.72) mit (5.73)) bilden deshalb jeweils LCP mit (jetzt elektrischen) kom-
plementa¨ren Variablen als einzig unbekannte Gro¨ßen. Die in Abschnitt 5.3 getroffenen
Feststellungen zur Lo¨sbarkeit sind dadurch nicht betroffen. Zwei Anwendungsbeispiele
zum Thema Strukturvariabilita¨t im ETS finden sich im Abschnitt 7.1.
In der dritten Klasse treten unstetige Vorga¨nge sowohl im MTS als auch im ETS auf.
Diese ko¨nnen unabha¨ngig voneinander sein oder auch in direktem Zusammenhang mit-
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einander stehen z.B. dann, wenn ein mechanischer Kontakt gleichzeitig einen elektrischen
Kontakt auslo¨st (fremdgesteuerter elektrischer Schalter). Letztere Pha¨nomene ko¨nnen al-
lerdings durch jeweils (mindestens) eine unilaterale Bindung im MTS und im ETS be-
schrieben werden. Damit entstammen beide Gro¨ßen eines Paares komplementa¨rer Varia-
blen stets derselben Doma¨ne. Die Gesamtheit aller Bindungsgleichungen zerfa¨llt in rein
mechanische und rein elektrische. Damit ist die dritte Klasse unstetiger Vorga¨nge durch
eine Kombination der Methoden aus den Abschnitten 5.2 und 5.3 behandelbar. Infol-
ge der auftretenden Wechselwirkungen kann allerdings jede A¨nderung der MTS-Struktur
oder des ETS-Schaltzustandes auch eine
”
doma¨nenu¨bergreifende“ Wirkung haben. Diese
kann zeitlich verzo¨gert oder auch sofort (d.h. zeitgleich mit dem urspru¨nglichen unste-
tigen Vorgang) eintreten. Deshalb muss bei einem potenziellem Schaltzeitpunkt ts stets
ein gemeinsames LCP des Gesamt-EMS aufgestellt werden. Dabei ist es unerheblich, ob
eine Verletzung der Zustandsbedingungen durch eine mechanische oder eine elektrische
Indikatorfunktion detektiert wurde. Dieses LCP entha¨lt die komplementa¨ren Variablen al-
ler zum Zeitpunkt ts schaltbaren (mechanischen und elektrischen) Schaltpha¨nomene. Ein
Anwendungsbeispiel zum Thema Strukturvariabilita¨t in EMS (in beiden Teilsystemen)
findet sich im Abschnitt 7.3.2.
Kapitel 6
Inverse Problemstellungen
6.1 Einleitung
Nach der Vorstellung der Modellierung und verschiedener Methoden zur Analyse von
mechatronischen Systemen werden nun einige Aspekte der Synthese (d.h. des Entwurfs)
solcher Systeme betrachtet. Das Hauptaugenmerk liegt dabei wieder auf der einheitlichen
mathematischen Modellierung elektromechanischer Systeme und den sich daraus erge-
benden Mo¨glichkeiten bezu¨glich einer Synthese. Die bei der Konzeption der Struktur, der
Parameter und des dynamischen Verhaltens von EMS hauptsa¨chlich zu bearbeitenden
Aufgabenstellungen werden deshalb als inverse Probleme verstanden.
6.1.1 Begriffe
Die folgenden Ausfu¨hrungen zur Synthese von EMS stu¨tzen sich im Wesentlichen auf
Begriffe aus der analytischen Mechanik. Deshalb werden hier einige Begriffe wiederholt
bzw. neu eingefu¨hrt.
Die Begriffe Topologie und Kinematik (und damit die Struktur) eines EMS – bzw.
seiner beiden Teilsysteme MTS und ETS – wurden in den Kapiteln 2 und 3 ausfu¨hr-
lich erla¨utert. Alle anderen Eigenschaften des MTS (z.B. geometrische Abmessungen der
Ko¨rper, verwendete Materialien, Da¨mpfungseffekte, Kennlinien der Kraftkoppelelemen-
te) werden als dessen konstitutive Parameter bezeichnet. Die konstitutiven Parameter des
ETS sind die Eigenschaften und Parameter der elektrischen Bauelemente, die sich letztlich
ebenfalls aus geometrischen Abmessungen und Materialeigenschaften ergeben. Struktur
und Konstitutivparameter zusammen werden Layout eines EMS genannt. Sie bestimmen
eine gewisse Auslegung (eine Instanz) eines solchen Systems. Damit geho¨ren zum Layout
eines EMS die Gesamtheit aller topologischen, kinematischen und konstitutiven Parame-
ter seiner beiden Teilsysteme.
Die aus der klassischen Mechanik bekannte inverse Aufgabe der Dynamik, d.h. die
Berechnung eingepra¨gter Kra¨fte bei bekanntem Bewegungsgesetz und fester Struktur,
wird kurz mit inverser Dynamik bezeichnet. Im Fall elektromechanischer Systeme handelt
es sich dabei um die Ermittlung von eingepra¨gten Kra¨ften/Momenten bzw. elektrischen
Spannungen, unter deren Einfluss mechanische und elektrische Koordinaten eine vorge-
gebene Zeitgeschichte durchlaufen. Die inverse Dynamik ist eine wichtige Teilaufgabe der
weit umfangreicheren Klasse der inversen Problemstellungen der Dynamik. Unter inver-
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sen Problemstellungen wird die Wahl eines bestimmten Layouts (oder einer Teilmenge
der Layout-Parameter) zur Erfu¨llung bestimmter Systemeigenschaften verstanden. Ge-
sucht sind somit Konfigurationen eines Systems derart, dass dessen Bewegungsgleichun-
gen Lo¨sungen mit bestimmten qualitativen und/oder quantitativen Eigenschaften zulassen
(Systemsynthese). Diese Aufgaben lassen sich in drei Kategorien einteilen:
• Entwurf einer Struktur (Topologie und Kinematik),
• Bestimmung der Konstitutivparameter,
• Steuerung des EMS.
Der Strukturentwurf soll in dieser Arbeit nicht na¨her betrachtet werden. Im folgenden
Kapitel werden lediglich einige grundsa¨tzliche Gedanken gea¨ußert, die die Einordnung
der nachfolgend aufgefu¨hrten Methoden erleichtern. Diese Methoden gehen von einer fest
gegebenen (oder per Entwurf gefundenen) Struktur aus und geho¨ren zur zweiten bzw.
dritten Kategorie. Sie werden in den Kapiteln 6.2 und 6.3 behandelt.
6.1.2 Strukturentwurf
Der Strukturentwurf kann als inverse Problemstellung bei variabler Struktur aufgefasst
werden. Solche Fragestellungen treten auf, wenn verschiedene Optionen bezu¨glich Topo-
logie und/oder Kinematik eines Systems untersucht werden sollen, um das finale Layout
optimal zu gestalten. Ein solches Vorgehen soll hier unter Topologiesynthese bzw. Kinema-
tiksynthese verstanden werden. Demgegenu¨ber wird in der Literatur unter Topologie- oder
Strukturoptimierung die FEM-gestu¨tzte Berechnung der Form eines starren oder elasti-
schen Ko¨rpers zur Minimierung der mechanischen Spannungen innerhalb des Ko¨rpers
verstanden, und mit Optimierung der Kinematik (manchmal auch als Kinematiksynthese
bezeichnet!) ist oft nichts anderes als die Optimierung von geometrischen Parametern zur
Realisierung bestimmter statischer Eigenschaften gemeint. Beide Aufgaben geho¨ren nach
der in dieser Arbeit bevorzugten Begriffswelt zum Entwurf bei gegebener Struktur (siehe
Abschnitt 6.2).
Die Veranschaulichung der Struktur eines EMS erfolgt zweckma¨ßigerweise mittels zwei-
er repra¨sentierender Graphen (jeweils fu¨r MTS und ETS). Ein Graph Ξ, der ein MTS mit
K Ko¨rpern (inklusive Fundament) repra¨sentiert, besteht dabei aus ebenfalls K Knoten.
Jedes zwischen zwei Ko¨rpern existierende Gelenk wird durch eine entsprechende Kante
dargestellt (Anzahl sei g). Unter der Voraussetzung, dass die Bindungen der Gelenke un-
abha¨ngig voneinander sind (Jacobi-Matrix habe vollen Rang) und redundante Bewegun-
gen ausgeschlossen werden, ergibt sich der Freiheitsgrad des MTS nach der so genannten
Gru¨bler-Formel
Fme = n = 6(K − 1)−
g∑
j=1
(6− fj) = 6(K − g − 1) +
g∑
j=1
fj ,
wobei mit fj der Gelenkfreiheitsgrad des j-ten Gelenks bezeichnet wird. Mit der Summe
aller Gelenkfreiheitsgrade Fg und der Anzahl der unabha¨ngigen kinematischen Schleifen L
(es gilt L = g −K + 1) wird dann n = Fg − 6L. Ein Graph Γ, der ein ETS mit B Zweigen,
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N Potenzialknoten und p Komponenten repra¨sentiert, besteht aus B Kanten, N Knoten
und p Komponenten. Er besitzt l = B −N + p voneinander unabha¨ngige Kreise. Mit der
Anzahl S der im ETS existierenden Stromquellen ergibt sich der Quasifreiheitsgrad des
ETS zu
Fel = m = l − S = B −N + p− S.
Die (abstrakte) Synthese der Topologie und Kinematik wurde in der Literatur bis-
her nur selten untersucht. Anfa¨nge fu¨r mechanische Systeme (z.B. in der Mechanismen-
theorie) sind etwa in [150, 151, 236, 244] zu finden. Sie behandeln Gesetzma¨ßigkeiten
und Darstellungsmo¨glichkeiten bei variabler Struktur. Ausgehend von wenigen Vorgaben
(z.B. Freiheitsgrad und Anzahl der kinematischen Schleifen) werden unter Nutzung von
Werkzeugen der Graphentheorie (vollsta¨ndige Aufza¨hlung unter gewissen Bedingungen,
Isomorphiebetrachtungen) alle denkbaren Strukturen bestimmt, um eine systematische
Vorgehensweise beim Mechanismendesign zu ermo¨glichen (siehe auch [23, 49, 187, 232]).
Eine Anwendung solcher Algorithmen zuna¨chst auf elektrische und dann auf elektrome-
chanische Systeme erscheint denkbar, soll aber in der vorliegenden Arbeit nicht untersucht
werden.
6.2 Nichtlineare Optimierung
In diesem Abschnitt werden inverse Problemstellungen unter der Voraussetzung einer fes-
ten Struktur betrachtet. Feste Struktur bedeutet dabei, dass Topologie und Kinematik
sowohl des MTS und als auch des ETS gegeben sind und nicht mehr vera¨ndert werden
sollen. Fu¨r das finale Layout sind somit noch die Konstitutivparameter des Systems zu
bestimmen. Meistens handelt es sich dabei um einen gewissen Teil der geometrischen
und materialtechnischen Eigenschaften. Theoretisch ko¨nnen aber auch sa¨mtliche Kon-
stitutivparameter noch unbekannt sein. Solche Problemstellungen fu¨hren auf die (evtl.
mehrkriterielle) nichtlineare Parameteroptimierung als ein Entwurfswerkzeug.
Ziel einer Parameteroptimierung ist die optimale Anpassung der geometrischen
und/oder Materialparameter an statische und/oder dynamische Eigenschaften des Ge-
samtsystems. Die vorzugebenden Systemeigenschaften werden u¨blicherweise entweder als
zu minimierende (zeitunabha¨ngige) Zielfunktionen
J(rk) −→ min
(rk – statische und dynamische Kennwerte) oder als zu minimierende (von der System-
dynamik anha¨ngige) Zielfunktionale (z.B. Integralkriterien)
J [q¨a(t), q˙a(t), qa(t), rk] −→ min
formuliert. Dabei mu¨ssen die Optimierungsvariablen, d.h. die zu bestimmenden geometri-
schen und/oder konstitutiven Systemparameter sp, p = 1, . . . , P , nicht unbedingt explizit
im Zielfunktional auftreten. Sie ko¨nnen ebenso implizit enthalten sein (z.B. qa = qa(sp, t),
rk = rk(sp, t)). Eventuell zu beachtende Einschra¨nkungen (z.B. erlaubter Arbeitsbereich,
zula¨ssige Konstruktionsparameter, maximale Kra¨fte oder Stro¨me) ko¨nnen als Gleichungs-
und/oder Ungleichungsnebenbedingungen (GNB, UNB) in die Optimierung einfließen. Die
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Parameteroptimierung selbst wird dann je nach Optimierungskriterium mit der entspre-
chenden Simulationsaufgabe (vgl. Kapitel 4) gekoppelt. Das heißt, im Entwurfswerkzeug
wird wa¨hrend der Parameteroptimierung fu¨r jede notwendige Berechnung des Zielfunktio-
nals ein Simulationslauf (entweder die numerische Integration der Bewegungsgleichungen,
die Ermittlung eines statischen Gleichgewichtszustandes oder die Modalanalyse der linea-
risierten Gleichungen) gestartet und aufgrund des ermittelten Wertes des Zielfunktionals
mit Hilfe der zugrunde liegenden Optimierungsstrategie der na¨chste Satz der Optimie-
rungsvariablen gewa¨hlt. Der Iterationszyklus wird solange durchgefu¨hrt, bis das Zielfunk-
tional ein lokales Minimum erreicht. Durch die Behandlung des EMS als ein einheitliches
System (siehe Kapitel 3 und 4) wird stets der Einfluss der Optimierungsparameter auf
beide Teilsysteme beru¨cksichtigt. Damit werden automatisch alle Probleme ausgeschaltet,
die durch eine (sonst u¨bliche) iterative Optimierung der separierten Teilsysteme entstehen.
Eine sichere Methode, das u¨blicherweise interessierende globale Minimum zu errei-
chen, existiert bekanntermaßen nicht. Algorithmen, die das globale Minimum mit großer
Wahrscheinlichkeit treffen (Evolutionsstrategien, Simulated Annealing), beno¨tigen eine
drastisch ho¨here Anzahl von Zielfunktionalberechnungen als klassische Optimierungsver-
fahren. Deshalb sind solche Strategien fu¨r eine Parameteroptimierung auf der Basis der
numerischen Integration oder der Gleichgewichtsermittlung nur schwer einsetzbar. Sie
sind allerdings denkbar, falls die Zielfunktionalberechnung mittels Modalanalyse erfolgt,
weil diese im Allgemeinen deutlich weniger Zeit beno¨tigt als die anderen Simulationsauf-
gaben. Welches lokale Minimum von dem Optimierungsalgorithmus gefunden wird, ha¨ngt
in starkem Maße von der Anfangskonfiguration der Optimierungsvariablen ab. Durch ge-
eignete Wahl dieser Initialisierung
”
in der Na¨he“ des vermuteten globalen Minimums kann
somit ein gewisser Einfluss auf das Optimierungsergebnis ausgeu¨bt werden. Dazu ist aller-
dings entweder a priori-Wissen u¨ber das Verhalten des untersuchten Systems no¨tig, oder
es werden vor der eigentlichen Optimierung Parametervariationen durchgefu¨hrt, die den
zula¨ssigen Bereich rasterartig abtasten und somit eine grobe Vorstellung vom Zielfunk-
tionalgebirge vermitteln.
In der Literatur ist eine Vielzahl von Optimierungsmethoden zu finden. Sie ko¨nnen
nach verschiedenen Merkmalen klassifiziert werden, z.B.
• nach der Art der Anwendung in statische, dynamische und stochastische Verfahren,
• nach der Anzahl der Zielfunktionale (oder Zielfunktionen) in einkriterielle und mul-
tikriterielle Methoden,
• nach der Anzahl der Optimierungsparameter in eindimensionale und mehrdimen-
sionale Suchstrategien,
• oder nach der Mo¨glichkeit der Vorgabe von GNB und/oder UNB.
Fu¨r Optimierung von Konstitutivparametern sind vor allem statische Verfahren von Be-
deutung. Ob ein- oder multikriterielle bzw. ein- oder mehrdimensionale Methoden zum
Einsatz kommen, ha¨ngt von der konkreten Problemstellung ab. Wichtig ist allerdings,
dass GNB und UNB vorgegeben werden ko¨nnen, weil beim Systementwurf oft gewisse Be-
schra¨nkungen von geometrischen Parametern oder Materialeigenschaften beachtet werden
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mu¨ssen. Weiterhin ko¨nnen bei ungu¨nstigen Parameterkonstellationen extrem lange Simu-
lationszeiten oder gar unsinnige Ergebnisse auftreten. Deshalb fu¨hrt in manchen Fa¨llen
das oft verwendete Verfahren der GNB- und UNB-Formulierung mittels Straffunktionen
zu einem ungu¨nstigen Konvergenzverhalten.
Auf die einzelnen Methoden soll hier nicht eingegangen werden. Sie werden in der
Literatur ausfu¨hrlich besprochen (z.B. [51, 173, 217]). Fu¨r die Behandlung der in der vor-
liegenden Arbeit angefu¨hrten Testbeispiele (siehe Abschnitt 7.3.3) wurden ein Gradienten-
und ein Variable-Metrik-Verfahren implementiert. Letzteres basiert auf der Approxima-
tion der inversen Hesse-Matrix nach Davidon, Fletcher und Powell [52]. Zur Minimie-
rung entlang der jeweiligen Suchrichtung (eindimensionale Minimumsuche) kommt der
bekannte Algorithmus des Goldenen Schnittes zum Einsatz. Beide Verfahren der mehr-
dimensionalen Suche erlauben allerdings keine direkte Formulierung von beliebigen GNB
oder UNB. Deshalb erfolgte die Beru¨cksichtigung von Nebenbedingungen u¨ber die For-
mulierung von Straffunktionen. Diese Methode hat den Vorteil, dass der Startvektor nicht
notwendigerweise im zula¨ssigen Bereich liegen muss. Alternative Mo¨glichkeiten wa¨ren ei-
nerseits eine Formulierung der Optimalita¨tsbedingung durch Erweiterung des Zielfunktio-
nals mit Lagrange-Multiplikatoren fu¨r die GNB und mit Kuhn-Tucker-Multiplikatoren fu¨r
die UNB (z.B. in [173]) oder andererseits die Verwendung eines geda¨mpften Gauß-Newton-
Verfahrens (z.B. in [217]). Diese Methoden wurden allerdings nicht na¨her untersucht.
6.3 Nichtlineare dynamische Steuerung
In diesem Abschnitt wird die Thematik der inversen Problemstellungen bei festem Layout
(d.h. bei vollsta¨ndig vorgegebenem System) behandelt. Hier werden neben der Struktur
auch die Konstitutivparameter (mit Ausnahme gewisser eingepra¨gter Kra¨fte/Momente
und elektrischer Spannungen) als fixe Vorgaben betrachtet. Diese Herangehensweise fu¨hrt
auf Fragen der geeigneten Ansteuerung des Gesamtsystems zur Einhaltung gewisser Vor-
gaben fu¨r dessen Bewegung. Dabei kommen im Allgemeinen sowohl Vorgaben fu¨r die
zeitliche Abfolge von mechanischen und/oder elektrischen Koordinaten als auch gewisse
Abha¨ngigkeiten der Koordinaten untereinander in Betracht. In der vorliegenden Arbeit
werden nur solche Vorgaben zugelassen, die sich als explizit zeitabha¨ngige Sollwerte fu¨r
die generalisierten Koordinaten darstellen lassen. Die Ansteuerung des Systems erfolgt
unter Verwendung einer Lyapunov-stabilen Regelstrategie.
6.3.1 Bewegungsgleichungen
Die hier dargestellte Vorgehensweise fu¨r eine nichtlineare dynamische Steuerung von EMS
baut auf einer z.B. in [136, 138, 140, 141, 160] vorgestellten Methode fu¨r MKS auf.
Diese ist nur fu¨r Systeme ohne zusa¨tzliche Bindungen geeignet. Deshalb wird im Fol-
genden fu¨r das ETS die Formulierung in Minimalkoordinaten verwendet. Da das MTS
ebenfalls keine zusa¨tzlichen Zwangsbedingungen aufweisen darf, muss es entweder eine
Baumstruktur besitzen oder alle kinematischen Schleifen mu¨ssen bei der Aufstellung der
MTS-Bewegungsgleichungen eliminierbar sein. Falls doch nicht eliminierbare Zwangsbe-
dingungen auftreten, kann eine Regelstrategie eingesetzt werden, die der hier vorgestellten
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a¨hnlich ist. Diese soll allerdings in der vorliegenden Arbeit nicht na¨her betrachtet werden.
Fu¨r MKS wurde ein solcher Regler z.B. in [90, 139, 160] angegeben.
Ausgangspunkt fu¨r die Herleitung einer Lyapunov-stabilen nichtlinearen dynamischen
Steuerung ist das mathematische Modell {Λ, D,Q(S)a } eines EMS. Die
”
sonstigen“ ver-
allgemeinerten Kra¨fte Q
(S)
a ko¨nnen ohne Einschra¨nkung fu¨r die weitere Vorgehenswei-
se auf den rechten Seiten der Lagrange’schen Bewegungsgleichungen zugelassen wer-
den. Weiterhin werden wieder die im Kapitel 3 eingefu¨hrten Indexbezeichnungen fu¨r
bestimmte Indexmengen verwendet: κ, λ, , σ ∈ J ; i, j ∈ Γ; µ, ν, ω ∈ H∗; a, b, c ∈ J ∪H∗,
α, β, γ ∈ J ∪H∗ ∪ {0} (q0 ≡ t). Die Bewegungsgleichungen (3.24) lauten dann
gab(q
σ, t)q¨b + Γaβγ(q
c, t)q˙β q˙γ + saβ(q
σ, t)q˙β = Q(S)a (q˙
c, qc, t)
bzw. mit der Abku¨rzung Q˘a := Q
(S)
a − saβ q˙β
gabq¨
b + Γaβγ q˙
β q˙γ = Q˘a. (6.1)
Die in [138], [140], [141] fu¨r MKS vorausgesetzte Nichtexistenz rheonomer Zwangsbe-
dingungen wird hier fu¨r das Gesamt-EMS fallen gelassen. Somit sind fu¨r die kinetische
Energie des MTS auch nicht quadratische Terme (d.h. Linear- und Absolutterme) in den
generalisierten Geschwindigkeiten zugelassen und im ETS du¨rfen auch Stromquellen auf-
treten. Aus (6.1) folgt dann wegen gab = gκλ ⊕ gµν sowie Γκλν = Γκνλ ≡ 0, Γµλ	 ≡ 0 und
Γµνω ≡ 0 (mit Γµλω = Γµωλ)
gκλq¨
λ + Γκλ	q˙
λq˙	 + Γκνωq˙
ν q˙ω + 2Γκb0q˙
b + Γκ00 = Q˘κ, (6.2a)
gµν q¨
ν + 2Γµλω q˙
λq˙ω + 2Γµb0q˙
b + Γµ00 = Q˘µ. (6.2b)
Aus diesen Gleichungen lassen sich durch Ersetzen von Γκνω und Γµλω gema¨ß (3.26) (sowie
bei verschwindenden
”
sonstigen“ verallgemeinerten Kra¨ften) die in (3.27) dargestellten
Lagrange’schen Gleichungen des EMS folgern. Im Weiteren wird allerdings die ku¨rzere
Schreibweise nach (6.2) verwendet. Fu¨r das ETS kommt die Formulierung in Minimalko-
ordinaten zur Anwendung.
6.3.2 Voronetz-Gleichungen
Bei Betrachtung der inversen Dynamik von EMS ko¨nnen Sollvorgaben sowohl fu¨r mecha-
nische als auch fu¨r elektrische Koordinaten vorliegen. Dann sind verallgemeinerte Kra¨fte
(d.h. mechanische Gelenkkra¨fte und -momente sowie elektrische Maschenspannungen) zu
errechnen, die die tatsa¨chliche Bewegung des repra¨sentierenden Punktes q = (qa) im Kon-
figurationenraum Rn+m des EMS auf einem durch gewisse vorgegebene Bedingungen fest-
gelegten Unterraum steuern.
Sei J1 die Indexmenge derjenigen generalisierten mechanischen Koordinaten, mit de-
ren Hilfe eine rheonome Untermannigfaltigkeit definiert wird, auf der sich das EMS durch
dynamische Steuerung aufhalten soll. Sei analog H∗1 die Indexmenge derjenigen genera-
lisierten elektrischen Koordinaten, die dynamisch gesteuert werden sollen. Weiterhin sei
n1 := |J1| (n1 ≤ n) und m1 := |H∗1 | (m1 ≤ m). Dann gilt J1 ⊆ J und H∗1 ⊆ H∗. Der Un-
terraum des Rn+m sei definiert durch
fa1 := qa1 − qa10 (t) = 0, a1 ∈ J1 ∪H∗1 . (6.3)
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Dabei ist qa10 (t) der Sollzeitverlauf der generalisierten Koordinate q
a1 . Die Gleichungen
(6.3) stellen somit lineare entkoppelte rheonome Gleichungen dar. Mit n2 := n− n1 und
m2 := m−m1 definiert (6.3) eine (n2 + m2)-dimensionale Untermannigfaltigkeit Rn2+m2
des EMS-Konfigurationenraumes. Sei J2 = J \ J1 und H∗2 = H∗ \H∗1 . Im Weiteren deutet
der Subindex 1 stets auf eine dynamisch zu steuernde generalisierte Koordinate und der
Subindex 2 steht fu¨r eine generalisierte Koordinate, die durch die Steuerung nicht beein-
flusst werden soll (gelegentlich auch verku¨rzend unabha¨ngige Koordinate genannt). Seien
Ra = λa1f
a1
a, f
a1
a = ∂af
a1 , die zusa¨tzlichen verallgemeinerten Kra¨fte/Spannungen, die
als Reaktionen auf die Bindungen (6.3) auftreten. Dann gilt Ra2 ≡ 0 und die Bewegungs-
gleichungen (6.1) zerfallen in zwei Teilsysteme
ga1bq¨
b + Γa1βγ q˙
β q˙γ = Q˘a1 + Ra1 ,
ga2bq¨
b + Γa2βγ q˙
β q˙γ = Q˘a2 .
Umgekehrt ko¨nnen die Ra1 auch als Steuerkra¨fte fu¨r das EMS aufgefasst werden derart,
dass sich das EMS auf dem durch (6.3) definierten Unterraum aufhalten soll. Die Zerlegung
in dynamisch zu steuernde und unabha¨ngige Koordinaten ergibt fu¨r (6.2a) und (6.2b)
gκ1λq¨
λ + Γκ1λ	q˙
λq˙	 + Γκ1νωq˙
ν q˙ω + 2Γκ1b0q˙
b + Γκ100 = Q˘κ1 + Rκ1 , (6.4a)
gκ2λq¨
λ + Γκ2λ	q˙
λq˙	 + Γκ2νωq˙
ν q˙ω + 2Γκ2b0q˙
b + Γκ200 = Q˘κ2 , (6.4b)
gµ1ν q¨
ν + 2Γµ1λωq˙
λq˙ω + 2Γµ1b0q˙
b + Γµ100 = Q˘µ1 + Rµ1 , (6.4c)
gµ2ν q¨
ν + 2Γµ2λωq˙
λq˙ω + 2Γµ2b0q˙
b + Γµ200 = Q˘µ2 . (6.4d)
Hier sind Rκ1 zusa¨tzliche generalisierte mechanische Kra¨fte, die genau in den Gelenken
der dynamisch zu steuernden mechanischen Koordinaten qκ1 eingepra¨gt werden. Analog
bezeichnen Rµ1 zusa¨tzliche generalisierte elektrische Spannungen (Maschenspannungen),
die genau in den Fundamentalkreisen der dynamisch zu steuernden elektrischen Koordi-
naten qµ1 eingespeist werden. Bei einer kinematischen Steuerung des Gesamt-EMS gema¨ß
(6.3) sind die Ra1 gerade die verallgemeinerten Reaktionen. Sie ko¨nnen deshalb aus (6.4)
ermittelt werden. Dazu werden gleichzeitig fu¨r alle in J1 enthaltenen generalisierten me-
chanischen Koordinaten die Zeitverla¨ufe gema¨ß qκ1 = qκ10 (t) und fu¨r alle in H
∗
1 enthaltenen
generalisierten elektrischen Koordinaten die Zeitverla¨ufe gema¨ß qµ1 = qµ10 (t) vorgegeben.
Der Vektor der EMS-Koordinaten wird ersetzt durch (qa) = (qa10 (t), q
a2) und die Dynamik
der vorherigen
”
R
n+m-Maschine“ reduziert sich auf die Dynamik einer
”
R
n2+m2-Maschine“
(underactuated system). Wegen ga2bq¨
b = ga2b1 q¨
b1
0 (t) + ga2b2 q¨
b2 folgen aus (6.4b) und (6.4d)
die Bewegungsgleichungen unter kinematischer Steuerung
gκ2λ2 q¨
λ2 + Γκ2λ	q˙
λq˙	 + Γκ2νωq˙
ν q˙ω + 2Γκ2b0q˙
b + Γκ200 = Q˘κ2 − gκ2λ1 q¨λ10 (t), (6.5a)
gµ2ν2 q¨
ν2 + 2Γµ2λω q˙
λq˙ω + 2Γµ2b0q˙
b + Γµ200 = Q˘µ2 − gµ2ν1 q¨ν10 (t) (6.5b)
(mit (qκ) = (qκ10 (t), q
κ2) und (qµ) = (qµ10 (t), q
µ2)). Die Gleichungen (6.5) ko¨nnen in
Anlehnung an die bekannten Gleichungen der analytischen Mechanik als
”
Voronetz-
Gleichungen“ der
”
elektromechanischen Rn2+m2-Maschine“ bezeichnet werden. Die
Matrix gκλ ist stets symmetrisch und positiv definit. Damit gelten beide Eigenschaften
auch fu¨r gκ2λ2 (siehe Anhang D.1.1). Weiterhin wird hier vorausgesetzt, dass die Matrix
der generalisierten Induktivita¨ten gµν = lµν regula¨r und somit positiv definit ist (vgl.
114 Kapitel 6. Inverse Problemstellungen
Bemerkungen in Abschnitt 2.3.3.6). Der Fall einer singula¨ren Induktormatrix wird in
Abschnitt 6.3.5 behandelt. Wegen ihrer Symmetrie ist bei regula¨rem lµν auch gµ2ν2 = lµ2ν2
regula¨r und positiv definit (siehe Anhang D.1.1) und (6.5) kann nach den zweiten
zeitlichen Ableitungen der unabha¨ngigen EMS-Koordinaten aufgelo¨st werden. Mit gb2a2
als der Inversen von ga2b2 lassen sich die verallgemeinerten Reaktionen mittels (6.4a),
(6.4c) und (6.5) wegen ga1bq¨
b = ga1b1 q¨
b1
0 (t) + ga1b2 q¨
b2 ermitteln zu
Rκ1 = Rκ1(q˙
c2 , qc2, t)
= gκ1λ1 q¨
λ1
0 (t) + Γκ1λ	q˙
λq˙	 + Γκ1νωq˙
ν q˙ω + 2Γκ1b0q˙
b + Γκ100 − Q˘κ1 +
+ gκ1λ2g
λ2κ2
[
Q˘κ2 − Γκ2λ	q˙λq˙	 − Γκ2νωq˙ν q˙ω − 2Γκ2b0q˙b − Γκ200−
− gκ2λ1 q¨λ10 (t)
]
,
(6.6a)
Rµ1 = Rµ1(q˙
c2, qc2, t)
= gµ1ν1 q¨
ν1
0 (t) + 2Γµ1λω q˙
λq˙ω + 2Γµ1b0q˙
b + Γµ100 − Q˘µ1 +
+ gµ1ν2g
ν2µ2
[
Q˘µ2 − 2Γµ2λωq˙λq˙ω − 2Γµ2b0q˙b − Γµ200 − gµ2ν1 q¨ν10 (t)
]
.
(6.6b)
Wegen der hier verwendeten Ersetzung (qa) = (qa10 (t), q
a2) repra¨sentiert (6.6) die
inverse Dynamik einer
”
R
n2+m2-Maschine“.
6.3.3 Erweiterter PD-Regler
Die gema¨ß (6.6) ermittelten generalisierten Kra¨fte Rκ1 und Spannungen Rµ1 werden
jetzt fu¨r eine dynamische Steuerung des Gesamt-EMS verwendet. Wenn alle berechne-
ten Kra¨fte und Spannungen gleichzeitig in den entsprechenden Gelenken eingepra¨gt bzw.
in die betreffenden Maschen eingespeist werden, sollte (bei geeigneten Startwerten) der
repra¨sentierende Punkt qa der Rn+m-Maschine auf der mittels (6.3) definierten Rn2+m2-
Untermannigfaltigkeit verbleiben. Das gilt allerdings nur zu Beginn des Steuervorgangs.
Mit zeitlichem Fortschritt wird qa in zunehmendem Maße den Rn2+m2-Raum verlassen.
Bei einer dynamischen Simulation sind die Gru¨nde dafu¨r numerische Integrationsfehler
und Instabilita¨ten. Bei der dynamischen Steuerung eines realen Systems ko¨nnen a prio-
ri unbekannte Sto¨rungen auftreten. Ebenso sind die Parameter des realen Systems nur
mit gewissen Fehlern messbar, weshalb das Modell zur Berechnung der verallgemeinerten
Reaktionen mit nur na¨herungsweise bekannten Konstitutivparametern auskommen muss.
Beide Tatsachen fu¨hren unweigerlich zum Wegdriften des repra¨sentierenden Punktes von
der Sollmannigfaltigkeit. Bei ungeeigneten Startwerten, d.h., falls sich das System etwa
schon zu Beginn des Steuervorgangs nicht auf der Untermannigfaltigkeit befindet, ist eine
Steuerung mit den gema¨ß (6.6) ermittelten verallgemeinerten Kra¨fte Ra1 ga¨nzlich un-
geeignet. Aus diesen Gru¨nden mu¨ssen die Ra1 fu¨r eine sinnvolle dynamische Steuerung
des EMS geeignet modifiziert werden. Diese Modifikation muss eine Stabilisierung der
Steuerung zur Folge haben.
Einfache Stabilisierungsmaßnahmen, die aus der Theorie der Regelungstechnik be-
kannt sind, sind so genannte P- oder PD-Regler (Regler mit Proportionalru¨ckfu¨hrung der
Regelabweichung oder mit kombinierter proportionaler/differenzieller Ru¨ckfu¨hrung). Die-
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se sind sehr gut fu¨r lineare Systeme geeignet. Fu¨r nichtlineare Systeme sind sie in einem
durch Linearisierung festgelegten Arbeitspunkt ebenfalls gut anwendbar. Sei die Abwei-
chung zwischen tatsa¨chlichem und vorgegebenem Wert der Koordinate qa1 bezeichnet mit
ea1 := qa1 − qa10 (t) (6.7)
und deren erste zeitliche Ableitung mit
e˙a1 := q˙a1 − q˙a10 (t). (6.8)
Dann lautet z.B. ein PD-Regler
RPDa1 = −Ka1b1 e˙b1 − Ca1b1eb1 (6.9)
mit frei wa¨hlbaren Matrizen Ka1b1 , Ca1b1 (symmetrisch und positiv definit) der
Versta¨rkungsfaktoren (so genannte Gain-Matrizen). Das komplette nichtlineare System
ist dann in der Na¨he des Arbeitspunktes lokal stabil.
In der nichtlinearen Regelungstheorie werden Stabilita¨tsuntersuchungen oft an Hand
von Lyapunov-Funktionen durchgefu¨hrt. Solche Funktionen sind verallgemeinerte Ener-
giefunktionen mit bestimmten Eigenschaften. Eine Definition wird im folgenden Abschnitt
angegeben. Gelingt die explizite Konstruktion einer solchen Lyapunov-Funktion, so ist die
globale Stabilita¨t des geregelten Systems nachgewiesen. In (6.9) ist kein so genannter
”
feed
forward“-Term zur nichtlinearen Kompensation enthalten. Fu¨r nichttriviale Trajektorien
bei nichtlinearen Systemen ist somit ein solcher Regler ungeeignet. Eine Entwurfsmo¨glich-
keit fu¨r einen global stabilen Regler besteht in der Kombination von verallgemeinerten
Kra¨ften auf der Grundlage der inversen Systemdynamik mit einem PD-Regler gema¨ß (6.9).
Diese Vorgehensweise – als erweiterter PD-Regler bezeichnet – ist fu¨r MKS aus der Robo-
tersteuerung (z.B. [160]) bekannt. Die nichtlineare
”
feed forward“-Komponente approxi-
miert die generalisierten Reaktionen, wa¨hrend die lineare Ru¨ckkopplung die Abweichun-
gen der MKS-Lage von der Sollmannigfaltigkeit korrigiert. Ein solches Regelgesetz soll
hier fu¨r EMS vorgestellt werden. Wie sich zeigen wird, ist infolge der elektromechani-
schen Wechselwirkungen ein einfaches
”
Kopieren“ des mechanischen Reglers auf das ETS
und die Anwendung zweier entkoppelter Regler zur dynamischen Steuerung des EMS nicht
ausreichend! Das in der vorliegenden Arbeit entworfene Regelgesetz stellt vielmehr eine
Verallgemeinerung des bisher fu¨r MKS verwendeten erweiterten PD-Reglers dar.
Fu¨r eine dynamische Steuerung muss die in (6.6) enthaltene inverse Systemdynamik
aus dem Zustand des Gesamt-EMS ermittelt werden. Deshalb wird zuna¨chst in (6.6) die
teilweise Ersetzung des Vektors der EMS-Koordinaten zuru¨ck genommen, d.h., im Wei-
teren wird (6.6) mit (qa) = (qa1 , qa2) verwendet. Die Sollvorgabe als Zeitfunktion wird
nur dort eingesetzt, wo ausdru¨cklich qa10 (t) verwendet wird. Aus Gru¨nden der spa¨teren
Konstruierbarkeit einer Lyapunov-Funktion werden daru¨ber hinaus folgende leichte Mo-
difikationen verwendet (mit Γµλω = Γµωλ):
Γκ1λ	q˙
λq˙	 → Γκ1λ1	q˙	q˙λ10 (t) + Γκ1λ2	q˙	q˙λ2 ,
Γκ1νωq˙
ν q˙ω → Γκ1ν1ωq˙ωq˙ν10 (t) + Γκ1ν2ω q˙ωq˙ν2,
2Γκ1b0q˙
b → Γκ1λ10
(
q˙λ10 (t) + q˙
λ1
)
+ 2Γκ1λ20q˙
λ2 + 2Γκ1ν0q˙
ν ,
2Γµ1λω q˙
λq˙ω → Γµ1λ1ωq˙ωq˙λ10 (t) + Γµ1λ2ω q˙ωq˙λ2 + Γµ1ν1	q˙	q˙ν10 (t) + Γµ1ν2	q˙	q˙ν2,
2Γµ1b0q˙
b → 2Γµ1λ0q˙λ + Γµ1ν10 (q˙ν10 (t) + q˙ν1) + 2Γµ1ν20q˙ν2 .
(6.10)
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Durch diese Modifikationen fließen teilweise die zeitlichen Ableitungen q˙a10 (t) der Sollvor-
gaben fu¨r die dynamisch zu steuernden Koordinaten statt der Geschwindigkeiten q˙a1 der
gesteuerten Koordinaten selbst in die inverse Dynamik des EMS ein. Da die Sollvorga-
ben als Zeitverlauf bekannt sind, sind diese Ersetzungen stets durchfu¨hrbar. Mit (6.10)
ergeben sich aus der (additiven) Kombination von (6.6) und (6.9) modifizierte verallge-
meinerte Kra¨fte, die als Steuerkra¨fte Verwendung finden sollen. Diese lauten
R¯κ1 = R¯κ1(q˙
c, qc, t)
= gκ1λ1(q
σ, t)q¨λ10 (t) + Γκ1λ1	(q
σ, t)q˙	q˙λ10 (t) + Γκ1λ2	(q
σ, t)q˙	q˙λ2 +
+Γκ1ν1ω(q
σ, t)q˙ωq˙ν10 (t) + Γκ1ν2ω(q
σ, t)q˙ωq˙ν2 + Γκ1λ10(q
σ, t)
(
q˙λ10 (t) + q˙
λ1
)
+
+2Γκ1λ20(q
σ, t)q˙λ2 + 2Γκ1ν0(q
σ, t)q˙ν + Γκ100(q
c, t)− Q˘κ1(q˙c, qc, t) +
+ gκ1λ2(q
σ, t)gλ2κ2(qσ, t)
[
Q˘κ2(q˙
c, qc, t)− Γκ2λ	(qσ, t)q˙λq˙	−
− Γκ2νω(qσ, t)q˙ν q˙ω − 2Γκ2b0(qσ, t)q˙b − Γκ200(qc, t)− gκ2λ1(qσ, t)q¨λ10 (t)
]
−
−Kκ1λ1 e˙λ1 − Cκ1λ1eλ1
(6.11a)
und
R¯µ1 = R¯µ1(q˙
c, qc, t)
= gµ1ν1(q
σ, t)q¨ν10 (t) + Γµ1λ1ω(q
σ, t)q˙ωq˙λ10 (t) + Γµ1λ2ω(q
σ, t)q˙ωq˙λ2 +
+Γµ1ν1	(q
σ, t)q˙	q˙ν10 (t) + Γµ1ν2	(q
σ, t)q˙	q˙ν2 + 2Γµ1λ0(q
σ, t)q˙λ +
+Γµ1ν10(q
σ, t)
(
q˙ν10 (t) + q˙
ν1
)
+ 2Γµ1ν20(q
σ, t)q˙ν2 + Γµ100(q
c, t)−
− Q˘µ1(q˙c, qc, t) +
+ gµ1ν2(q
σ, t)gν2µ2(qσ, t)
[
Q˘µ2(q˙
c, qc, t)− 2Γµ2λω(qσ, t)q˙λq˙ω−
− 2Γµ2b0(qσ, t)q˙b − Γµ200(qc, t)− gµ2ν1(qσ, t)q¨ν10 (t)
]
−
−Kµ1ν1 e˙ν1 − Cµ1ν1eν1 .
(6.11b)
Beide Teilregler bestehen aus einer nichtlinearen
”
feed forward“-Kompensation (das sind
alle nicht dreifach unterstrichenen Terme) und einer linearen PD-Ru¨ckkopplung (alle drei-
fach unterstrichenen Terme). Die einfach und doppelt unterstrichenen Terme verdeutlichen
die durch (6.10) erfolgten Modifikationen zur Berechnung der Steuerkra¨fte gegenu¨ber den
nach (6.6) ermittelten Reaktionskra¨ften.
Die Vorwa¨rtskompensation in (6.11) basiert auf der inversen Dynamik des Gesamt-
EMS als einheitliches System und beinhaltet deshalb alle elektromechanischen Wechselwir-
kungen. Durch diese Vorwa¨rtssteuerung bewegt sich das System auf oder in der Na¨he der
Sollmannigfaltigkeit. Die lineare Ru¨ckfu¨hrung in (6.11) ist durch die beiden Gain-Matrizen
Ka1b1 fu¨r den Geschwindigkeitsfehler und Ca1b1 fu¨r die Lageabweichung charakterisiert.
Beide Matrizen seien direkte Summen der entsprechenden Ru¨ckkopplungen der beiden
Teilregler, d.h., es gelte (Ka1b1) = (Kκ1λ1)⊕ (Kµ1ν1) und (Ca1b1) = (Cκ1λ1)⊕ (Cµ1ν1). Bei
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geeigneter Wahl der Versta¨rkungsfaktoren (d.h. der Matrixelemente) kann die Abwei-
chung des repra¨sentierenden Punktes qa von der Rn2+m2-Untermannigfaltigkeit reduziert
werden.
Aus (6.11) geht hervor, dass beide Teilregler die Kenntnis des kompletten Zustandes
des EMS (d.h. (qa) = (qa1 , qa2) und (q˙a) = (q˙a1 , q˙a2)) erfordern. Sie sind damit bezu¨glich
der Istwerte nicht entkoppelbar. Daru¨ber hinaus ist es notwendig, die Sollzeitverla¨ufe mit
den jeweils ersten beiden Zeitableitungen (d.h. qa10 (t), q˙
a1
0 (t) und q¨
a1
0 (t)) einzubeziehen. Da-
bei fa¨llt auf, dass der mechanische Teilregler nicht nur die mechanischen Sollwerte sondern
zumindest – falls Γκ1ν1ω nicht identisch verschwindet – auch die elektrischen Sollstro¨me
q˙ν10 (t) beno¨tigt (doppelt unterstrichener Term in (6.11a)). Umgekehrt mu¨ssen beim elektri-
schen Teilregler nicht nur die elektrischen Sollwerte sondern zumindest – falls Γµ1λ1ω nicht
identisch verschwindet – auch die mechanischen Sollgeschwindigkeiten q˙λ10 (t) einbezogen
werden (doppelt unterstrichener Term in (6.11b)). Wenn also die generalisierte Indukti-
vita¨t einer zu steuernden elektrischen Koordinate (Mascheninduktivita¨t) eine Funktion
einer ebenfalls zu steuernden mechanischen Koordinate ist (d.h. Γκ1ν1ω = −∂κ1lν1ω ≡ 0
bzw. gleichbedeutend Γµ1λ1ω = ∂λ1lµ1ω ≡ 0), so sind beide Teilregler auch bezu¨glich der
Sollwerte miteinander verkoppelt. Das bedeutet, dass die elektromechanischen Wechsel-
wirkungen des EMS sich in einer
”
Wechselwirkung der Sollwerte“ widerspiegeln. In jedem
Fall ist eine doma¨nenspezifische Regelung des kompletten EMS nicht erfolgreich. In dieser
Erkenntnis wird wieder der Vorteil der einheitlichen mathematischen EMS-Modellierung
deutlich. Ohne ein solches Modell wa¨re die hier vorgestellte Regelstrategie undenkbar.
Ein Anwendungsbeispiel zu dem hier vorgestellten erweiterten PD-Regler findet sich
in Abschnitt 7.2.
6.3.4 Lyapunov-Funktion
Der Nachweis der globalen Stabilita¨t des hier vorgeschlagenen erweiterten PD-Reglers ist
durch explizite Konstruktion einer Lyapunov-Funktion mo¨glich (siehe z.B. [80, 129, 130,
160]). Eine solche soll in diesem Abschnitt angegeben werden. Dazu wird die Fehlerdyna-
mik des geregelten Systems ermittelt. Zuna¨chst werden die Ersetzungen
g˘κ1λ1 := gκ1λ1 − gκ1λ2gλ2κ2gκ2λ1 , (6.12a)
g˘µ1ν1 := gµ1ν1 − gµ1ν2gν2µ2gµ2ν1 (6.12b)
eingefu¨hrt. Beide Matrizen sind symmetrisch und positiv definit (siehe Anhang D.1.1).
Ersetzen der Reaktionen Ra1 in den Bewegungsgleichungen (6.4) durch die Steuerkra¨fte
R¯a1 nach (6.11) liefert unter Beachtung von (6.5) sowie (6.7), (6.8) und den daraus abge-
leiteten Beschleunigungsfehlern e¨a1 := q¨a1 − q¨a10 (t) schließlich
g˘κ1λ1 e¨
λ1 + (Γκ1λ1	q˙
	 + Γκ1λ10 + Kκ1λ1) e˙
λ1 + Γκ1ν1ω q˙
ωe˙ν1 + Cκ1λ1e
λ1 = 0, (6.13a)
g˘µ1ν1 e¨
ν1 + (Γµ1ν1	q˙
	 + Γµ1ν10 + Kµ1ν1) e˙
ν1 + Γµ1λ1ω q˙
ωe˙λ1 + Cµ1ν1e
ν1 = 0. (6.13b)
Die Gleichungen (6.13) legen das dynamische Verhalten der Regelabweichungen
(ea1) = (eκ1 , eµ1) fest. Sie beschreiben somit die Fehlertrajektorie des Systems (6.4)
bei Steuerung mit den Kra¨ften (6.11). Die Matrix g˘a1b1 repra¨sentiert eine Metrik
der durch die dynamische Steuerung erreichbaren Untermannigfaltigkeit des EMS-
Konfigurationenraumes.
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Definition 6.1 Sei y˙a = fa(y, t) ein Differenzialgleichungssystem (o.B.d.A. mit
fa(0, t) = 0), fu¨r das eine nichttriviale Lo¨sung y(t) = ya(t) existiert. Diese Lo¨sung heißt
stabil (im Sinne von Lyapunov) an der Stelle t0, wenn fu¨r alle ε > 0 ein δ(t0, ε) > 0
existiert, so dass gilt
||y(t0)|| < δ =⇒ ||y(t)|| < ε ∀ t > t0.
Die Lo¨sung heißt gleichma¨ßig stabil, wenn δ = δ(ε) unabha¨ngig von t0 ist. Die Lo¨sung
heißt asymptotisch stabil, wenn ein δ(t0) > 0 existiert, so dass gilt
||y(t0)|| < δ(t0) =⇒ lim
t→∞
y(t) = 0.
Definition 6.2 Sei y˙a = fa(y, t) ein Differenzialgleichungssystem (o.B.d.A. mit
fa(0, t) = 0), fu¨r das eine nichttriviale Lo¨sung y(t) = ya(t) existiert. Eine skalare
stetig differenzierbare Funktion V (y, t) heißt Lyapunov-Funktion, wenn sie entlang der
Trajektorie folgende Eigenschaften erfu¨llt:
• V (0, t) = 0,
• V (y, t) > 0 ∀ y = 0,
• V˙ (y, t) ≤ 0 ∀ y = 0.
Eine Lyapunov-Funktion ist – mit Blick auf die Leistungsbilanz H ≥ 0, H˙ ≤ 0 (H –
Hamilton-Funktion) – eine verallgemeinerte Energiefunktion mit gewissen Eigenschaften.
Sie kann zur Entscheidung bezu¨glich Stabilita¨t eines dynamischen Systems herangezogen
werden. Es gilt folgender Satz (direkte Methode von Lyapunov, siehe auch [53, 99, 177,
242]):
Satz 6.3 Wenn zu einem gegebenen dynamischen System y˙a = fa(y, t) eine Lyapunov-
Funktion gema¨ß Definition 6.2 konstruiert werden kann, so ist das System stabil (im Sinne
von Lyapunov, siehe Definition 6.1) mit der Ruhelage yR = 0. Falls zusa¨tzlich V˙ (y, t) < 0
fu¨r alle y = 0 gilt, so ist das System asymptotisch stabil.
Ein Beweis dieses Satzes ist z.B. in [193] gegeben. U¨bertragen auf das Differenzialglei-
chungssystem (6.13) bedeutet der Satz 6.3, dass ein Stabilita¨tsnachweis durch Konstruk-
tion einer Fehlerzustandsfunktion V (e˙, e, t) als Lyapunov-Funktion erfolgen kann. Die ge-
suchte Funktion ist die Summe der Hamilton-Funktionen beider Gleichungen in (6.13)
erga¨nzt um zwei so genannte Cross-Terme:
V = V (e˙c1 , ec1, t)
=
1
2
g˘κ1λ1 e˙
κ1 e˙λ1 +
1
2
Cκ1λ1e
κ1eλ1 +
1
2
g˘µ1ν1 e˙
µ1 e˙ν1 +
1
2
Cµ1ν1e
µ1eν1 +
+ εmg˘κ1λ1e
κ1 e˙λ1 + εeg˘µ1ν1e
µ1 e˙ν1 .
(6.14)
Die Cross-Terme sind durch kleine positive Erga¨nzungsfaktoren εm und εe charakterisiert.
Offensichtlich bleibt die Fehlerzustandsfunktion stets positiv, solange nicht alle e˙a1 und
ea1 gleichzeitig verschwinden und die Elemente der Gain-Matrizen Cκ1λ1 , Cµ1ν1 genu¨gend
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groß sind. Deshalb sind die erste und zweite Eigenschaft aus Definition 6.2 erfu¨llt. Zur
U¨berpru¨fung der dritten dort genannten Eigenschaft muss die totale Zeitableitung von
(6.14) entlang der Fehlertrajektorie gebildet werden. Die ausfu¨hrliche Herleitung von V˙
unter Verwendung von (6.13) ist in Anhang D.2 enthalten. Mit den Abku¨rzungen
Gκ1λ1 = gκ1λ2g
λ2κ2gκ2λ1 ,
Gµ1ν1 = gµ1ν2g
ν2µ2gµ2ν1
(6.15)
ergibt sich unter Ausnutzung einiger Schiefsymmetrie-Eigenschaften schließlich
V˙ = −
(
Kκ1λ1 +
1
2
G˙κ1λ1 − εmg˘κ1λ1
)
e˙κ1 e˙λ1 −
(
Kµ1ν1 +
1
2
G˙µ1ν1 − εeg˘µ1ν1
)
e˙µ1 e˙ν1 −
− εmCκ1λ1eκ1eλ1 − εeCµ1ν1eµ1eν1 +
+ εm
[(
˙˘gκ1λ1 − Γκ1λ1	q˙	 − Γκ1λ10 −Kκ1λ1
)
eκ1 e˙λ1 − Γκ1ν1ωq˙ωeκ1 e˙ν1
]
+
+ εe
[(
˙˘gµ1ν1 − Γµ1ν1	q˙	 − Γµ1ν10 −Kµ1ν1
)
eµ1 e˙ν1 − Γµ1λ1ωq˙ωeµ1 e˙λ1
]
.
(6.16)
Die Koeffizientenmatrizen bei e˙κ1 e˙λ1 und e˙µ1 e˙ν1 sind symmetrisch. Sie sind gleichzei-
tig negativ definit, wenn die Elemente der Gain-Matrizen Kκ1λ1 und Kµ1ν1 genu¨gend
groß gewa¨hlt werden. Die Darstellung (6.16) ist eine quadratische Form in den e˙a1 und
ea1 . Wie in Anhang D.1.2 dargelegt, la¨sst sich die negative Semidefinitheit von (6.16)
fu¨r genu¨gend große Elemente der Gain-Matrizen Cκ1λ1 und Cµ1ν1 mittels quadratischer
Erga¨nzung nachweisen. Damit wird also die Zeitableitung der Fehlerzustandsfunktion fu¨r
geeignet gewa¨hlte Gain-Matrizen (und Erga¨nzungsfaktoren) stets nicht positiv. Deshalb
ist fu¨r die Fehlerzustandsfunktion nach (6.14) auch die dritte Eigenschaft aus Definition
6.2 erfu¨llt. Sie ist damit eine Lyapunov-Funktion fu¨r die Fehlerdynamik (6.13) und die
globale Stabilita¨t des Regelgesetzes (6.11) ist fu¨r geeignete Gain-Matrizen nachgewiesen.
6.3.5 Dynamische Steuerung bei strukturellen Singularita¨ten
Wie in Kapitel 4.1 bereits ausfu¨hrlich dargestellt, ko¨nnen z.B. infolge der mo¨glichen Ab-
wesenheit von Bauelementen strukturelle Singularita¨ten in der Induktor- und/oder der
Resistormatrix auftreten. Deshalb soll in diesem Abschnitt ein erweiterter PD-Regler un-
ter Beachtung der entsprechend notwendigen Klasseneinteilung der Fundamentalkreise
gema¨ß (4.5) angegeben werden. Zur Unterscheidung der dort eingefu¨hrten Indexmengen
werden wieder die schon bekannten Subindizes verwendet, d.h., es gilt µL ∈ HL, µR ∈ HR,
µC ∈ HC usw. Gelegentlich wird auch eine Darstellung verwendet, die auf eine Vereinigung
zweier Indexmengen verweist (z.B. µLR ∈ HL ∪HR usw.). Aus Gru¨nden der U¨bersicht-
lichkeit wird im Folgenden zur Unterscheidung der dynamisch zu steuernden und der
unabha¨ngigen generalisierten Koordinaten der bisher verwendete untere Subindex ohne
weitere Konsequenzen durch einen oberen Subindex ersetzt, d.h., es gilt jetzt κ1 ∈ J1 und
µ1 ∈ H∗1 bzw. κ2 ∈ J2 und µ2 ∈ H∗2 .
Ausgangspunkt fu¨r die Herleitung einer Lyapunov-stabilen Regelstrategie ist wie-
derum das mathematische Modell {Λ, D,Q(S)a } eines EMS. Fu¨r die ”sonstigen“ ver-
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allgemeinerten Kra¨fte Q
(S)
a gelten jetzt gewisse Einschra¨nkungen. Sie du¨rfen nur vom
Zustand des EMS unter Beachtung der Indexmengen HL, HR und HC abha¨ngig
sein (Q
(S)
a = Q
(S)
a (q˙κ, qκ, q˙µL, qµL, qµR , t)). Weiterhin werde verku¨rzend bL ∈ J ∪H∗L sowie
bLR ∈ J ∪H∗L ∪H∗R verwendet. Dann wird aus den Bewegungsgleichungen (6.2) unter
Beachtung von gµRCν ≡ 0, ΓκνRCω ≡ 0, ΓκνRC0 ≡ 0, ΓµRCλω ≡ 0, ΓµλωRC ≡ 0, ΓµνC0 ≡ 0,
ΓµRCλ0 ≡ 0, ΓµCν0 ≡ 0 zuna¨chst rein formal
gκλq¨
λ + Γκλ	q˙
λq˙	 + ΓκνLωL q˙
νL q˙ωL + 2ΓκbL0q˙
bL + Γκ00 = Q˘κ,
gµLνL q¨
νL + 2ΓµLλωL q˙
λq˙ωL + 2ΓµLbLR0q˙
bLR + ΓµL00 = Q˘µL ,
2ΓµRνLR0q˙
νLR + ΓµR00 = Q˘µR ,
ΓµC00 = Q˘µC .
Sei QˆµR := Q˘µR + sµRν q˙
ν = Q
(S)
µR − sµR0 (vgl. Definition von Q˘a bei (6.1)). Dann folgt dar-
aus wegen sµRνC ≡ 0 und Q˘µC = Q(S)µC
gκλq¨
λ + Γκλ	q˙
λq˙	 + ΓκνLωL q˙
νL q˙ωL + 2ΓκbL0q˙
bL + Γκ00 = Q˘κ, (6.17a)
gµLνL q¨
νL + 2ΓµLλωL q˙
λq˙ωL + 2ΓµLbLR0q˙
bLR + ΓµL00 = Q˘µL , (6.17b)
sµRνLR q˙
νLR + 2ΓµRνLR0q˙
νLR + ΓµR00 = QˆµR , (6.17c)
ΓµC00 = Q
(S)
µC
. (6.17d)
Gema¨ß (4.3) gilt in den HR-Fundamentalkreisen wegen der vorausgesetzten Nicht-
existenz von Induktoren ΓµRνLR0 =
1
2
wµRνLR. Deshalb kann in (6.17c) wegen (3.16b)
sµRνLR + 2ΓµRνLR0 = rµRνLR gesetzt werden. In den HC-Maschen gilt gema¨ß (4.3)
ΓµC00 = cµCνq
ν + ζµC0 + vµC0. Mit Q¯µC := Q
(S)
µC − ζµC0 − vµC0 stellt (6.17d) deshalb
Zwangsbedingungen fu¨r die Ladungen dar:
cµCνq
ν = Q¯µC .
Die Zerlegung gema¨ß (6.3) in dynamisch zu steuernde und unabha¨ngige generalisierte
Koordinaten – hier allerdings mit oberen Subindizes – liefert dann
gκ1λq¨
λ + Γκ1λ	q˙
λq˙	 + Γκ1νLωL q˙
νL q˙ωL + 2Γκ1bL0q˙
bL + Γκ100 = Q˘κ1 + Rκ1, (6.18a)
gκ2λq¨
λ + Γκ2λ	q˙
λq˙	 + Γκ2νLωL q˙
νL q˙ωL + 2Γκ2bL0q˙
bL + Γκ200 = Q˘κ2 , (6.18b)
gµ1LνL q¨
νL + 2Γµ1LλωL q˙
λq˙ωL + 2Γµ1LbLR0q˙
bLR + Γµ1L00 = Q˘µ1L + Rµ1L , (6.18c)
gµ2LνL q¨
νL + 2Γµ2LλωL q˙
λq˙ωL + 2Γµ2LbLR0q˙
bLR + Γµ2L00 = Q˘µ2L , (6.18d)
rµ1RνLR q˙
νLR + Γµ1R00 = Qˆµ1R + Rµ1R , (6.18e)
rµ2RνLR q˙
νLR + Γµ2R00 = Qˆµ2R , (6.18f)
cµ1Cνq
ν = Q¯µ1C + Rµ1C , (6.18g)
cµ2Cνq
ν = Q¯µ2C . (6.18h)
Bei einer kinematischen Steuerung gema¨ß (6.3) gilt gκ2λq¨
λ = gκ2λ1 q¨
λ1
0 (t) + gκ2λ2 q¨
λ2 und
gµ2LνL q¨
νL = gµ2Lν1L q¨
ν1L
0 (t) + gµ2Lν2L q¨
ν2L sowie rµ2RνR q˙
νR = rµ2Rν1R q˙
ν1R
0 (t) + rµ2Rν2R q˙
ν2R und schließlich
cµ2CνCq
νC = cµ2Cν1Cq
ν1C
0 (t) + cµ2Cν2Cq
ν2C . Aus (6.18b), (6.18d), (6.18f) und (6.18h) folgen dann
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die Voronetz-Gleichungen des EMS unter Beru¨cksichtigung von strukturellen Singula-
rita¨ten
gκ2λ2 q¨
λ2 + Γκ2λ	q˙
λq˙	 + Γκ2νLωL q˙
νL q˙ωL + 2Γκ2bL0q˙
bL + Γκ200 = Q˘κ2 − gκ2λ1 q¨λ10 (t),
gµ2Lν2L q¨
ν2L + 2Γµ2LλωL q˙
λq˙ωL + 2Γµ2LbLR0q˙
bLR + Γµ2L00 = Q˘µ2L − gµ2Lν1L q¨
ν1L
0 (t),
rµ2Rν2R q˙
ν2R + rµ2RνL q˙
νL + Γµ2R00 = Qˆµ2R − rµ2Rν1R q˙
ν1R
0 (t),
cµ2Cν2Cq
ν2C + cµ2CνLRq
νLR = Q¯µ2C − cµ2Cν1Cq
ν1C
0 (t)
(mit (qκ) = (qκ
1
0 (t), q
κ2) und (qµ) = (qµ
1
0 (t), q
µ2)). Die Koeffizientenmatrizen bei den
q¨λ
2
, q¨ν
2
L und qν
2
C sind jeweils regula¨r und positiv definit (vgl. dazu die Bemerkungen
in Abschnitt 2.3.3.6 sowie Anhang D.1.1). Gleiches werde fu¨r die Koeffizientenmatrix
rµ2Rν2R bei q˙
ν2R vorausgesetzt. Mit den entsprechenden Inversen gλ
2κ2, gν
2
Lµ
2
L , rν
2
Rµ
2
R und
cν
2
Cµ
2
C sowie mit ga1bq¨
b = ga1b1 q¨
b1
0 (t) + ga1b2 q¨
b2 , rµ1RνR q˙
νR = rµ1Rν1R q˙
ν1R
0 (t) + rµ1Rν2R q˙
ν2R und
cµ1CνCq
νC = cµ1Cν1Cq
ν1C
0 (t) + cµ1Cν2Cq
ν2C lassen sich die generalisierten Reaktionen der kinema-
tischen Steuerung ermitteln zu
Rκ1 = gκ1λ1 q¨
λ1
0 (t) + Γκ1λ	q˙
λq˙	 + Γκ1νLωL q˙
νL q˙ωL + 2Γκ1bL0q˙
bL + Γκ100 − Q˘κ1 +
+ gκ1λ2g
λ2κ2
[
Q˘κ2 − Γκ2λ	q˙λq˙	 − Γκ2νLωL q˙νL q˙ωL − 2Γκ2bL0q˙bL−
− Γκ200 − gκ2λ1 q¨λ10 (t)
]
,
(6.20a)
Rµ1L = gµ1Lν1L q¨
ν1L
0 (t) + 2Γµ1LλωL q˙
λq˙ωL + 2Γµ1LbLR0q˙
bLR + Γµ1L00 − Q˘µ1L +
+ gµ1Lν2Lg
ν2Lµ
2
L
[
Q˘µ2L − 2Γµ2LλωL q˙λq˙ωL − 2Γµ2LbLR0q˙bLR−
− Γµ2L00 − gµ2Lν1L q¨
ν1L
0 (t)
]
,
(6.20b)
Rµ1R = rµ1Rν1R q˙
ν1R
0 (t) + rµ1RνL q˙
νL + Γµ1R00 − Qˆµ1R +
+ rµ1Rν2Rr
ν2Rµ
2
R
[
Qˆµ2R − rµ2RνL q˙νL − Γµ2R00 − rµ2Rν1R q˙
ν1R
0 (t)
]
,
(6.20c)
Rµ1C = cµ1Cν1Cq
ν1C
0 (t) + cµ1CνLRq
νLR − Q¯µ1C +
+ cµ1Cν2Cc
ν2Cµ
2
C
[
Q¯µ2C − cµ2CνLRqνLR − cµ2Cν1Cq
ν1C
0 (t)
]
.
(6.20d)
Unter Beachtung von (6.7) und (6.8) wird fu¨r die Koordinaten qκ
1
und qµ
1
L in bewa¨hrter
Weise eine lineare PD-Ru¨ckfu¨hrung nach (6.9) vorgesehen. Fu¨r die qµ
1
R-Koordinaten ist
ein reiner Proportional-Regler gema¨ß
RPµ1R
= −Cµ1Rν1Reν
1
R
ausreichend. Fu¨r die HC-Fundamentalkreise ist keine Ru¨ckfu¨hrung notwendig, da (6.18g)
und (6.18h) Zwangsbedingungen fu¨r die Ladungen darstellen. Der erweiterte PD-Regler
fu¨r das Gesamt-EMS ist wieder eine Kombination von nichtlinearer Vorsteuerung und
linearer Ru¨ckfu¨hrung. Aus Gru¨nden der spa¨teren Konstruierbarkeit einer Lyapunov-
Funktion werden jetzt folgende Modifikationen verwendet:
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Γκ1λ	q˙
λq˙	 → Γκ1λ1	q˙	q˙λ10 (t) + Γκ1λ2	q˙	q˙λ
2
,
Γκ1νLωL q˙
νL q˙ωL → Γκ1ν1LωL q˙ωL q˙
ν1L
0 (t) + Γκ1ν2LωL q˙
ωL q˙ν
2
L,
2Γκ1bL0q˙
bL → Γκ1λ10
(
q˙λ
1
0 (t) + q˙
λ1
)
+ 2Γκ1λ20q˙
λ2 + 2Γκ1νL0q˙
νL,
2Γµ1LλωL q˙
λq˙ωL → Γµ1Lλ1ωL q˙ωL q˙λ
1
0 (t) + Γµ1Lλ2ωL q˙
ωL q˙λ
2
+ Γµ1Lν1L	q˙
	q˙
ν1L
0 (t) + Γµ1Lν2L	q˙
	q˙ν
2
L,
2Γµ1LbLR0q˙
bLR → 2Γµ1Lλ0q˙λ + Γµ1Lν1L0
(
q˙
ν1L
0 (t) + q˙
ν1L
)
+ 2Γµ1Lν2L0q˙
ν2L + 2Γµ1LνR0q˙
νR.
(6.21)
Dann lautet das Regelgesetz
R¯κ1 = gκ1λ1 q¨
λ1
0 (t) + Γκ1λ1	q˙
	q˙λ
1
0 (t) + Γκ1λ2	q˙
	q˙λ
2
+ Γκ1ν1LωL q˙
ωL q˙
ν1L
0 (t) +
+Γκ1ν2LωL q˙
ωL q˙ν
2
L + Γκ1λ10
(
q˙λ
1
0 (t) + q˙
λ1
)
+ 2Γκ1λ20q˙
λ2 + 2Γκ1νL0q˙
νL +
+Γκ100 − Q˘κ1 + gκ1λ2gλ2κ2
[
Q˘κ2 − Γκ2λ	q˙λq˙	 − Γκ2νLωL q˙νL q˙ωL−
− 2Γκ2bL0q˙bL − Γκ200 − gκ2λ1 q¨λ
1
0 (t)
]
−
−Kκ1λ1 e˙λ1 − Cκ1λ1eλ1 ,
(6.22a)
R¯µ1L = gµ1Lν1L q¨
ν1L
0 (t) + Γµ1Lλ1ωL q˙
ωL q˙λ
1
0 (t) + Γµ1Lλ2ωL q˙
ωL q˙λ
2
+ Γµ1Lν1L	q˙
	q˙
ν1L
0 (t) +
+Γµ1Lν2L	q˙
	q˙ν
2
L + 2Γµ1Lλ0q˙
λ + Γµ1Lν1L0
(
q˙
ν1L
0 (t) + q˙
ν1L
)
+ 2Γµ1Lν2L0q˙
ν2L +
+2Γµ1LνR0q˙
νR + Γµ1L00 − Q˘µ1L +
+ gµ1Lν2Lg
ν2Lµ
2
L
[
Q˘µ2L − 2Γµ2LλωL q˙λq˙ωL − 2Γµ2LbLR0q˙bLR−
− Γµ2L00 − gµ2Lν1L q¨
ν1L
0 (t)
]
−
−Kµ1Lν1L e˙ν
1
L − Cµ1Lν1Leν
1
L,
(6.22b)
R¯µ1R = rµ1Rν1R q˙
ν1R
0 (t) + rµ1RνL q˙
νL + Γµ1R00 − Qˆµ1R +
+ rµ1Rν2Rr
ν2Rµ
2
R
[
Qˆµ2R − rµ2RνL q˙νL − Γµ2R00 − rµ2Rν1R q˙
ν1R
0 (t)
]
− Cµ1Rν1Reν
1
R,
(6.22c)
R¯µ1C = cµ1Cν1Cq
ν1C
0 (t) + cµ1CνLRq
νLR − Q¯µ1C +
+ cµ1Cν2Cc
ν2Cµ
2
C
[
Q¯µ2C − cµ2CνLRqνLR − cµ2Cν1Cq
ν1C
0 (t)
]
.
(6.22d)
Alle vier Teilregler beinhalten eine nichtlineare
”
feed forward“-Kompensation und
in Abha¨ngigkeit von der Klassenzugeho¨rigkeit der jeweiligen dynamisch zu steuern-
den Koordinate eine lineare PD- oder P-Ru¨ckfu¨hrung oder keine Ru¨ckkopplung. Die
einfach und doppelt unterstrichenen Terme verdeutlichen die durch (6.21) erfolgten
Modifikationen zur Berechnung der Steuerkra¨fte gegenu¨ber den nach (6.20) ermittelten
Reaktionskra¨ften. Doppelte Unterstreichungen kennzeichnen wieder doma¨nenu¨bergrei-
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fende Einflu¨sse der Sollwerte. Bei der Ermittlung der Fehlerdynamik aus (6.22) werden
folgende Ersetzungen verwendet
g˘κ1λ1 := gκ1λ1 − gκ1λ2gλ2κ2gκ2λ1 , (6.23a)
g˘µ1Lν1L := gµ1Lν1L − gµ1Lν2Lgν
2
Lµ
2
Lgµ2Lν1L, (6.23b)
r˘µ1Rν1R := rµ1Rν1R − rµ1Rν2Rrν
2
Rµ
2
Rrµ2Rν1R, (6.23c)
c˘µ1Cν1C := cµ1Cν1C − cµ1Cν2Ccν
2
Cµ
2
C cµ2Cν1C . (6.23d)
Die Matrizen g˘κ1λ1 , g˘µ1Lν1L und c˘µ1Cν1C sind positiv definit, weil gκλ, gµν und cµν symmetrisch
und positiv definit sind (siehe Anhang D.1.1). Falls rµν symmetrisch ist, ist r˘µ1Rν1R ebenfalls
symmetrisch und positiv definit, falls nicht, so muss fu¨r r˘µ1Rν1R positive Definitheit hier
verlangt werden. Ersetzen der Reaktionen Ra1 in den Bewegungsgleichungen (6.18) durch
die Steuerkra¨fte R¯a1 nach (6.22) liefert mit (6.7), (6.8) und den Beschleunigungsfehlern
e¨a
1
L := q¨a
1
L − q¨a1L0 (t) fu¨r die Fehlerdynamik
g˘κ1λ1 e¨
λ1 + (Γκ1λ1	q˙
	 + Γκ1λ10 + Kκ1λ1) e˙
λ1 + Γκ1ν1LωL q˙
ωL e˙ν
1
L + Cκ1λ1e
λ1 = 0, (6.24a)
g˘µ1Lν1L e¨
ν1L +
(
Γµ1Lν1L	q˙
	 + Γµ1Lν1L0 + Kµ1Lν1L
)
e˙ν
1
L + Γµ1Lλ1ωL q˙
ωL e˙λ
1
+ Cµ1Lν1Le
ν1L = 0, (6.24b)
r˘µ1Rν1R e˙
ν1R + Cµ1Rν1Re
ν1R = 0, (6.24c)
c˘µ1Cν1Ce
ν1C = 0. (6.24d)
Beziehung (6.24d) zeigt, dass fu¨r HC-Fundamentalkreise keine Ru¨ckkopplung notwendig
ist. Zum Nachweis der globalen Stabilita¨t des dynamischen Systems (6.24a)–(6.24c) wird
wieder eine Fehlerzustandsfunktion konstruiert. Diese kann analog zu (6.14) unter Beach-
tung der Zustandsgro¨ßen des Gesamt-EMS (q˙κ, qκ, q˙µL, qµL , qµR) aufgestellt werden:
V =
1
2
g˘κ1λ1 e˙
κ1 e˙λ
1
+
1
2
Cκ1λ1e
κ1eλ
1
+
1
2
g˘µ1Lν1L e˙
µ1L e˙ν
1
L +
1
2
Cµ1Lν1Le
µ1Leν
1
L +
+ϑ
1
2
r˘µ1Rν1Re
µ1Reν
1
R + εmg˘κ1λ1e
κ1 e˙λ
1
+ εeg˘µ1Lν1Le
µ1L e˙ν
1
L
(6.25)
(ϑ > 0). Offensichtlich bleibt die Fehlerzustandsfunktion infolge der Voraussetzungen
(g˘a1Lb1L , r˘µ1Rν1R, Ca1Lb1L positiv definit) positiv, solange nicht alle e˙
a1 und ea
1
gleichzeitig
verschwinden und die Elemente der Gain-Matrizen Cκ1λ1 , Cµ1Lν1L genu¨gend groß sind. Des-
halb sind die erste und zweite Eigenschaft aus Definition 6.2 erfu¨llt. Zur Untersuchung
der dritten dort genannten Eigenschaft wird die totale Zeitableitung von (6.25) entlang
der Fehlertrajektorie gebildet (siehe Anhang D.3 fu¨r eine ausfu¨hrliche Darstellung). Mit
den Abku¨rzungen
Gκ1λ1 = gκ1λ2g
λ2κ2gκ2λ1 ,
Gµ1Lν1L = gµ1Lν2Lg
ν2Lµ
2
Lgµ2Lν1L,
Gµ1Rν1R = rµ1Rν2Rr
ν2Rµ
2
Rrµ2Rν1R
(6.26)
ergibt sich aus (6.25) mit (6.24) wiederum unter Ausnutzung einiger Schiefsymmetrie-
Eigenschaften schließlich
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V˙ = −
(
Kκ1λ1 +
1
2
G˙κ1λ1 − εmg˘κ1λ1
)
e˙κ
1
e˙λ
1 −
−
(
Kµ1Lν1L +
1
2
G˙µ1Lν1L − εeg˘µ1Lν1L
)
e˙µ
1
L e˙ν
1
L −
−ϑ
(
Cµ1Rν1R −
1
2
s˙µ1Rν1R +
1
2
G˙µ1Rν1R
)
eµ
1
Reν
1
R −
− εmCκ1λ1eκ1eλ1 − εeCµ1Lν1Leµ
1
Leν
1
L +
+ εm
[(
˙˘gκ1λ1 − Γκ1λ1	q˙	 − Γκ1λ10 −Kκ1λ1
)
eκ
1
e˙λ
1 − Γκ1ν1LωL q˙ωLeκ
1
e˙ν
1
L
]
+
+ εe
[(
˙˘gµ1Lν1L − Γµ1Lν1L	q˙
	 − Γµ1Lν1L0 −Kµ1Lν1L
)
eµ
1
L e˙ν
1
L − Γµ1Lλ1ωL q˙ωLeµ
1
L e˙λ
1
]
.
(6.27)
Mit der analogen Argumentation wie in Abschnitt 6.3.4 la¨sst sich fu¨r die Fehlerzustands-
funktion nach (6.25) die dritte Eigenschaft einer Lyapunov-Funktion gema¨ß Definition
6.2 und damit die globale Stabilita¨t des Regelgesetzes (6.22) fu¨r geeignete Gain-Matrizen
nachweisen.
6.3.6 Grenzfa¨lle
Die vorgestellte Lyapunov-stabile Regelstrategie fu¨r EMS ist eine Verallgemeinerung des
fu¨r MKS bekannten erweiterten PD-Reglers ([160]). Sie ist deshalb natu¨rlich auch fu¨r die
beiden Grenzfa¨lle eines EMS – ein MKS oder ein ES – einsetzbar. Fu¨r MKS ergibt sich
dann ein erweiterter PD-Regler gema¨ß (6.11a) bei komplettem Wegfall aller elektrisch
erzeugten Kra¨fte
R¯κ1 = gκ1λ1(q
σ, t)q¨λ10 (t) + Γκ1λ1	(q
σ, t)q˙	q˙λ10 (t) + Γκ1λ2	(q
σ, t)q˙	q˙λ2 +
+Γκ1λ10(q
σ, t)
(
q˙λ10 (t) + q˙
λ1
)
+ 2Γκ1λ20(q
σ, t)q˙λ2 + Γ
(me)
κ100(q
σ, t)−
− Q˘κ1(q˙σ, qσ, t) +
+ gκ1λ2(q
σ, t)gλ2κ2(qσ, t)
[
Q˘κ2(q˙
σ, qσ, t)− Γκ2λ	(qσ, t)q˙λq˙	−
− 2Γκ2λ0(qσ, t)q˙λ − Γ(me)κ200(qσ, t)− gκ2λ1(qσ, t)q¨λ10 (t)
]
−
−Kκ1λ1 e˙λ1 − Cκ1λ1eλ1 .
(6.28)
Fu¨r ES mit regula¨rer Induktormatrix lautet das Regelgesetz gema¨ß (6.11b) ohne MTS-
Abha¨ngigkeiten
R¯µ1 = gµ1ν1(t)q¨
ν1
0 (t) + Γµ1ν10(t) (q˙
ν1
0 (t) + q˙
ν1) + 2Γµ1ν20(t)q˙
ν2 + Γ
(el)
µ100
(qω, t)−
− Q˘µ1(q˙ω, qω, t) + gµ1ν2(t)gν2µ2(t)
[
Q˘µ2(q˙
ω, qω, t)−
− 2Γµ2ν0(t)q˙ν − Γ(el)µ200(qω, t)− gµ2ν1(t)q¨ν10 (t)
]
−
−Kµ1ν1 e˙ν1 − Cµ1ν1eν1,
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wa¨hrend ES mit strukturellen Singularita¨ten gema¨ß (6.22b)–(6.22d) ebenfalls ohne MTS-
Abha¨ngigkeiten dynamisch gesteuert werden ko¨nnen u¨ber
R¯µ1L = gµ1Lν1L(t)q¨
ν1L
0 (t) + Γµ1Lν1L0(t)
(
q˙
ν1L
0 (t) + q˙
ν1L
)
+ 2Γµ1Lν2L0(t)q˙
ν2L +
+2Γµ1LνR0(t)q˙
νR + Γ
(el)
µ1L00
(qω, t)− Q˘µ1L(q˙ωL, qωLR, t) +
+ gµ1Lν2L(t)g
ν2Lµ
2
L(t)
[
Q˘µ2L(q˙
ωL, qωLR, t)− 2Γµ2LνLR0(t)q˙νLR−
−Γ(el)
µ2L00
(qω, t)− gµ2Lν1L(t)q¨
ν1L
0 (t)
]
−
−Kµ1Lν1L e˙ν
1
L − Cµ1Lν1Leν
1
L,
R¯µ1R = rµ1Rν1R q˙
ν1R
0 (t) + rµ1RνL(t)q˙
νL + Γ
(el)
µ1R00
(qω, t)− Qˆµ1R(q˙ωL , qωLR, t) +
+ rµ1Rν2R(t)r
ν2Rµ
2
R(t)
[
Qˆµ2R(q˙
ωL, qωLR, t)− rµ2RνL(t)q˙νL−
−Γ(el)
µ2R00
(qω, t)− rµ2Rν1R(t)q˙
ν1R
0 (t)
]
− Cµ1Rν1Reν
1
R,
R¯µ1C = cµ1Cν1C (t)q
ν1C
0 (t) + cµ1CνLR(t)q
νLR − Q¯µ1C (q˙ωL, qωLR, t) +
+ cµ1Cν2C(t)c
ν2Cµ
2
C (t)
[
Q¯µ2C (q˙
ωL, qωLR, t)− cµ2CνLR(t)qνLR − cµ2Cν1C(t)q
ν1C
0 (t)
]
.
6.3.7 Sonderfall: Steuerung des MTS mittels ETS
Die Regelgesetze (6.11) bzw. (6.22) haben ein charakteristisches Merkmal. Steuerwunsch
und Eingriffsmo¨glichkeit liegen stets innerhalb einer Doma¨ne, d.h. um z.B. eine mechani-
sche Koordinate dynamisch zu steuern, muss ein regelnder Eingriff auch mittels (zusa¨tzlich
eingepra¨gten) mechanischen Kra¨ften erfolgen. Umgekehrt ist die Steuerung einer elektri-
schen Koordinate nur durch (zusa¨tzlich eingespeiste) elektrische Spannungen mo¨glich. Die
elektromechanischen Wechselwirkungen werden zwar vollsta¨ndig beru¨cksichtigt, aber es
ist mit den dargestellten Reglern nicht mo¨glich, z.B. eine mechanische Koordinate aus-
schließlich mittels elektrischer Spannungen dynamisch zu steuern. Ein Grund dafu¨r ist
aus der Metrik gab des EMS nach (3.25) ersichtlich. Sie ist direkte Summe der beiden
Teilsystem-Metriken gκλ und gµν . Wegen der Nichtexistenz von Koppeltermen ist eine
doma¨nenu¨bergreifende Beeinflussung mit Regelgesetzen, wie sie in den Abschnitten 6.3.3
bzw. 6.3.5 vorgestellt wurden, nicht mo¨glich.
In diesem Abschnitt soll deshalb – erga¨nzend zu den vorhergehenden Ausfu¨hrungen –
in kurzer Form eine Methode dargestellt werden, die es ermo¨glicht, das mechanische Teil-
system eines EMS unter bestimmten Voraussetzungen ausschließlich mittels elektrisch
erzeugten Kra¨ften dynamisch zu steuern. Diese Methode wurde u.a. bereits in [42, 43, 44]
vorgestellt. Sie ist in bestimmten Fa¨llen – z.B. fu¨r starre (evtl. rotierende) magnetisch
gelagerte Ko¨rper oder fu¨r elektrostatisch angetriebene Mikrospiegel – gut geeignet. (Ihre
Anwendung bei Mikrospiegeln wird in Abschnitt 7.3.4 beispielhaft gezeigt.) Es wird von
folgenden Annahmen ausgegangen:
• Die Sollvorgaben werden nur fu¨r mechanische Koordinaten angegeben, d.h., elektri-
sche Koordinaten sind nicht an der Definition der Sollbewegungen beteiligt.
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• Die verallgemeinerte Massenmatrix gκλ des MTS habe Diagonalform. Diese ein-
schra¨nkende Voraussetzung ist notwendig fu¨r die hier vorgestellte dreistufige inverse
Dynamik.
• Alle fu¨r die dynamische Steuerung des MTS eingepra¨gten Kra¨fte/Momente wer-
den ausschließlich elektrisch erzeugt. Dazu ko¨nnen sowohl elektrostatische als auch
elektrodynamische (magnetostatische) Prinzipien eingesetzt werden.
• Alle elektrisch erzeugten Kra¨fte in einem bestimmten Gelenk (einer verallgemeiner-
ten Koordinate) werden zu dessen dynamischer Steuerung genutzt.
• Die Zeitkonstanten des MTS sollen gegenu¨ber denen des ETS einen dominierenden
Einfluss haben. Das ist bei den meisten mechatronischen Systemen gegeben.
Dann la¨sst sich eine spezielle Methode der inversen Dynamik bestehend aus drei sequen-
ziellen Stufen realisieren:
1. inverse Dynamik des MTS, d.h. Berechnung der einzupra¨genden generalisierten me-
chanischen Kra¨fte aus der vorgegebenen Sollbewegung,
2. Ermittlung von Sollverla¨ufen der generalisierten elektrischen Koordinaten aus den
generalisierten mechanischen Kra¨ften,
3. inverse Dynamik des ETS, d.h. Berechnung der einzuspeisenden Maschenspannun-
gen aus den Sollverla¨ufen der generalisierten elektrischen Koordinaten.
6.3.7.1 Inverse Dynamik des MTS
Die erste der drei Teilaufgaben entspricht der inversen Dynamik eines MKS als dem ersten
in Abschnitt 6.3.6 genannten Grenzfall eines EMS. Da die elektrisch erzeugten Kra¨fte, die
auf die zu regelnden Koordinaten wirken, komplett zur dynamischen Steuerung genutzt
werden sollen, existieren wegen der vorausgesetzten Diagonalform der MTS-Metrik keine
”
sto¨renden“ elektrisch erzeugten Kra¨fte und der ETS-Einfluss auf das MTS kann in die-
sem Schritt ignoriert werden. Das Regelgesetz (6.28) wird wegen gκ1λ2 ≡ 0 entsprechend
vereinfacht. Die Zeitverla¨ufe der generalisierten mechanischen Kra¨fte R¯κ1(t) werden er-
mittelt gema¨ß
R¯κ1 = gκ1λ1(q
σ, t)q¨λ10 (t) + Γκ1λ1	(q
σ, t)q˙	q˙λ10 (t) + Γκ1λ2	(q
σ, t)q˙	q˙λ2 +
+Γκ1λ10(q
σ, t)
(
q˙λ10 (t) + q˙
λ1
)
+ 2Γκ1λ20(q
σ, t)q˙λ2 + Γ
(me)
κ100(q
σ, t)−
− Q˘κ1(q˙σ, qσ, t)−Kκ1λ1 e˙λ1 − Cκ1λ1eλ1 .
(6.29)
Diese Kra¨fte sind notwendig, damit das MKS sich stabil auf seiner Sollmannigfaltigkeit
bewegt.
6.3.7.2 Ermittlung der elektrischen Koordinaten
Genau die Kra¨fte (6.29) sollen laut Voraussetzung ausschließlich mittels ETS erzeugt
werden. Deshalb wird im zweiten Schritt zu jedem Zeitpunkt t ein Zustand des ETS
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gesucht, der unter Beru¨cksichtigung der jeweils aktuellen Lage des MTS gerade die (eben
ermittelten) erforderlichen Kra¨fte R¯κ1(t) realisiert. Es soll somit gelten:
Q(el)κ1
!
= R¯κ1(t).
Wegen (4.2) ist dann
1
2
∂κ1lµν q˙
µq˙ν + ∂κ1ψµ0q˙
µ − 1
2
∂κ1cµνq
µqν − ∂κ1ζµ0qµ = R¯κ1(t)−
1
2
∂κ1g0 (6.30)
mit den Unbekannten q˙µ und qµ. In (6.30) sind alle elektrisch erzeugbaren Kra¨fte ent-
halten. Sie zerfallen in elektrostatische (Terme mit qµ) und elektrodynamische Anteile
(Terme mit q˙µ). In Abha¨ngigkeit von den verwendeten Antriebsprinzipien wird eine Klas-
seneinteilung der Indexmenge J1 der zu regelnden Koordinaten vorgenommen:
a) nur elektrostatischer Antrieb: Indexmenge Js1 ,
b) nur elektrodynamischer Antrieb: Indexmenge Jd1 ,
c) beide Antriebsprinzipien: Indexmenge J b1.
Die drei Indexmengen sind paarweise disjunkt. Fu¨r jede verallgemeinerte Koordinate
κ1 gilt im Fall a)
−1
2
∂κ1cµνq
µqν − ∂κ1ζµ0qµ = R¯κ1(t)−
1
2
∂κ1g0
und im Fall b)
1
2
∂κ1lµν q˙
µq˙ν + ∂κ1ψµ0q˙
µ = R¯κ1(t)−
1
2
∂κ1g0,
was fu¨r jeden Index κ1 in Matrixschreibweise jeweils einer Gleichung der Form
yTAy + bT y = r (6.31)
(A – bekannte symmetrische Matrix, b – bekannter Vektor, r – bekannter Skalar, y –
unbekannter Vektor) entspricht. Falls der lineare Term auftritt, wird daraus mittels qua-
dratischer Erga¨nzung
zTAz − 1
4
bTA−1b = r (6.32)
mit z = y + 1
2
A−1b. Somit lassen sich die zur Steuerung notwendigen Kra¨fte jeweils als
quadratische Funktionen – im Fall a) der Maschenladungen qµ und im Fall b) der Ma-
schenstro¨me q˙µ – darstellen. Bei Bedarf kann (6.32) durch eine Hauptachsentransformation
z = T z¯ in eine rein quadratische Form bzgl. des unbekannten Vektors z u¨berfu¨hrt werden.
Dann gilt
z¯TT TAT z¯ = z¯ diag(A¯) z¯ = r +
1
4
bTA−1b.
Mit
z¯µ = (q˜
µ)2 bzw. z¯µ =
(
˙˜q
µ
)2
(6.33)
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ergibt sich dann ein (evtl. unterbestimmtes) lineares System aus Gleichungen fu¨r die unbe-
kannten Maschenladungen und -stro¨me, dessen Lo¨sung wegen (6.33) die Nebenbedingung
z¯ ≥ 0 erfu¨llen muss. Aus dieser Lo¨sung lassen sich die zur Erzeugung der Steuerkra¨fte not-
wendigen generalisierten elektrischen Koordinaten (die Maschenladungen qµ) bzw. deren
zeitliche Ableitungen (die Maschenstro¨me q˙µ) mittels (6.33) und der Hauptachsentrans-
formationsmatrix T errechnen. Im Fall c) (κ1 ∈ J b1) entfallen in (6.30) keine wesentlichen
Terme. Aus Stetigkeitsgru¨nden muss dann der Zusammenhang zwischen generalisierter
Koordinate und deren zeitlicher Ableitung einbezogen werden. Das geschieht am ein-
fachsten durch Ersetzung der Maschenstro¨me zum Zeitpunkt ti durch eine Na¨herung fu¨r
die Ableitung aus den Maschenladungen
q˙µ = [qµ(ti)− qµ(ti−1)] /τi = (qµ − qµτ ) /τi. (6.34)
Als Zeitbasis τi wird bei einer Simulation die aktuelle Integrationsschrittweite und bei der
Steuerung eines realen Systems die Taktzeit der Messwerte verwendet. Dann ergibt sich
fu¨r die elektrisch erzeugten Kra¨fte zum Zeitpunkt ti (q
µ
τ ist bekannt)(
1
2τ 2i
∂κ1lµν −
1
2
∂κ1cµν
)
qµqν −
(
1
τ 2i
∂κ1lµνq
µ
τ −
1
τi
∂κ1ψµ0 + ∂κ1ζµ0
)
qµ +
+
1
2τ 2i
∂κ1lµνq
µ
τ q
ν
τ −
1
τi
∂κ1ψµ0q
µ
τ = R¯κ1(t)−
1
2
∂κ1g0,
was wiederum eine Gleichung der Form (6.31) ist und sich somit wie oben beschrieben
lo¨sen la¨sst. Das Ergebnis sind Zeitverla¨ufe der Ladungen, die sowohl die elektrostatischen
Steuerkra¨fte als auch – wegen (6.34) – die elektrodynamischen Steuerkra¨fte in der not-
wendigen Weise generieren.
6.3.7.3 Inverse Dynamik des ETS
Die dritte Teilaufgabe schließlich beinhaltet die inverse Dynamik des ETS. Zuna¨chst wird
fu¨r das EMS sinnvollerweise vorausgesetzt, dass die Anzahl der elektrischen verallgemei-
nerten Koordinaten m (und damit die der Fundamentalkreise) gro¨ßer oder gleich der
Anzahl der zu regelnden mechanischen Antriebe n1 sei, d.h., das EMS wird als ein ”
un-
deractuated system“ betrachtet. Weiterhin sollen Bauelemente, die zu ein und dersel-
ben Kante des kontrahierten Graphen (vgl. Abschnitt 2.1) des elektrischen Netzwerkes
geho¨ren, nicht gleichzeitig elektrostatische und elektrodynamische Kra¨fte fu¨r zu regelnde
Koordinaten erzeugen. Andernfalls ist die inverse Dynamik in der hier beschriebenen Form
nicht realisierbar. Fu¨r m > n1 ist diese Bedingung unter den genannten Voraussetzungen
durch geeignete Geru¨stwahl fu¨r das ETS immer erfu¨llbar. Fu¨r m = n1 hilft bei Bedarf
wieder eine Approximation des Stromes aus den Maschenladungen gema¨ß (6.34).
Die oben berechneten Stro¨me (Fall b)) und Ladungen (Fa¨lle a) und c)) dienen als
Sollmaschenstro¨me q˙µ0 (t) und Sollmaschenladungen q
µ
0 (t) zur Vorgabe fu¨r das ETS. Im
Fall b) wird aus jedem Stromzeitverlauf der entsprechende Ladungszeitverlauf mittels
Integration oder Multiplikation mit der Zeitbasis τi ermittelt. Alle Fundamentalkreise,
fu¨r deren Maschenladungen Sollzeitverla¨ufe vorliegen, definieren die Indexmenge der zu
regelnden verallgemeinerten Koordinaten H∗1 des ETS. Ihre Anzahl sei |H∗1 | = m1.
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Unter den eingangs genannten Voraussetzungen (MTS habe dominierende Dynamik
gegenu¨ber dem ETS) kann die inverse Dynamik des ETS bei
”
eingefrorenem“ mecha-
nischem Zustand betrachtet werden, was einer quasistatischen Na¨herung der elektrome-
chanischen Wechselwirkungen entspricht. Die Sollvorgaben fu¨r das MTS sind jetzt nicht
von Bedeutung. In den ETS-Regelgesetzen nach (6.11b) bzw. (6.22b–6.22d) kann deshalb
die Indexmenge J1 als leer gesetzt werden. Weiterhin wird q¨
ν1L
0 (t) = 0 angenommen. Fu¨r
(6.22b–6.22d) gilt dann z.B.
R¯µ1L = Γµ1LλωL q˙
ωL q˙λ + Γµ1Lν1L	q˙
	q˙
ν1L
0 (t) + Γµ1Lν2L	q˙
	q˙ν
2
L + 2Γµ1Lλ0q˙
λ +
+Γµ1Lν1L0
(
q˙
ν1L
0 (t) + q˙
ν1L
)
+ 2Γµ1Lν2L0q˙
ν2L + 2Γµ1LνR0q˙
νR + Γµ1L00 − Q˘µ1L +
+ gµ1Lν2Lg
ν2Lµ
2
L
[
Q˘µ2L − 2Γµ2LλωL q˙λq˙ωL − 2Γµ2LbLR0q˙bLR − Γµ2L00 − gµ2Lν1L q¨
ν1L
0 (t)
]
−
−Kµ1Lν1L e˙ν
1
L − Cµ1Lν1Leν
1
L,
R¯µ1R = rµ1Rν1R q˙
ν1R
0 (t) + rµ1RνL q˙
νL + Γµ1R00 − Qˆµ1R +
+ rµ1Rν2Rr
ν2Rµ
2
R
[
Qˆµ2R − rµ2RνL q˙νL − Γµ2R00 − rµ2Rν1R q˙
ν1R
0 (t)
]
− Cµ1Rν1Reν
1
R ,
R¯µ1C = cµ1Cν1Cq
ν1C
0 (t) + cµ1CνLRq
νLR − Q¯µ1C +
+ cµ1Cν2Cc
ν2Cµ
2
C
[
Q¯µ2C − cµ2CνLRqνLR − cµ2Cν1Cq
ν1C
0 (t)
]
.
Falls nicht alle Fundamentalkreise zur Krafterzeugung beno¨tigt werden (m1 < m), dann
existiert noch eine Indexmenge H∗2 der nicht zu regelnden elektrischen verallgemeinerten
Koordinaten.
Die Einspeisung der ermittelten Maschenspannungen R¯µ1L , R¯µ1R , R¯µ1C als Steuerspan-
nungen in das ETS bewirkt, dass die zu regelnden Ladungen und Stro¨me sich den im Ab-
schnitt 6.3.7.2 berechneten Sollzeitverla¨ufen asymptotisch anna¨hern. Die Dynamik dieses
Prozesses wird durch die elektrischen Zeitkonstanten und die Koeffizienten der Gain-
Matrizen fu¨r das ETS bestimmt. Dadurch werden die elektrisch erzeugten Kra¨fte sich
ebenfalls asymptotisch denjenigen Sollkra¨ften anna¨hern, die im Abschnitt 6.3.7.1 errech-
net wurden. Diese Kra¨fte schließlich bewirken, dass das MTS die ihm vorgegebene Sollbe-
wegung erreicht und einha¨lt. Dabei sind dann die mechanischen Zeitkonstanten und die
Koeffizienten der Gain-Matrizen des MTS ausschlaggebend.
Wenn ein reales mechatronisches System auf diese Weise gesteuert werden soll, ist zu
pru¨fen, ob die Implementierung der Regelgesetze (Hard- und/oder Software) in Verbin-
dung mit den notwendigen in Abschnitt 6.3.7.2 beschriebenen Berechnungen die dynami-
schen Anforderungen erfu¨llt. Ist das nicht der Fall, bleibt die Mo¨glichkeit, die Maschen-
spannungen a priori zu berechnen und dann die kompletten Zeitverla¨ufe am realen System
einzupra¨gen. Dann kann allerdings keine Reaktion auf unbekannte Sto¨rungen erwartet
werden. Dieses Verfahren ist aber z.B. dann anwendbar, wenn bekannte Initialsto¨rungen
ausgeregelt werden sollen (vgl. das Anwendungsbeispiel
”
Panoramaprojektion“ in Ab-
schnitt 7.3.4).
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Kapitel 7
Anwendungsbeispiele
Dieses Kapitel entha¨lt Anwendungsbeispiele zu den beiden ausfu¨hrlich in der Arbeit vor-
gestellten Methoden der Analyse bzw. Synthese von elektromechanischen Systemen. Das
sind zum einen die Modellierung von EMS mit strukturvariablem elektrischen Teilsystem
und zum anderen die dynamische Steuerung von EMS mittels inverser Dynamik. Daru¨ber
hinaus wird noch exemplarisch die Optimierung von Parametern eines EMS gezeigt. Alle
Anwendungen wurden mit dem Entwicklungs- und Simulationswerkzeug fu¨r mechatroni-
sche Systeme alaska [3] umgesetzt.
7.1 Elektromechanische Systeme mit strukturvaria-
blem elektrischen Teilsystem
Einige Anwendungsbeispiele zur Strukturvariabilita¨t bei ES und EMS werden in [34, 35,
39, 41] angegeben. Hier werden zwei elektromechanische Beispiele ausfu¨hrlich vorgestellt.
7.1.1 Einweggleichrichter mit kapazitiver Impedanzlast
In diesem Abschnitt wird ein einfacher Einweggleichrichter mit einer resistiv-kapazitiven
Last betrachtet (siehe Bild 7.1). Der Gleichrichter besteht aus einer Wechselspannungs-
quelle V0(t), einem Ohm’schen Widerstand R0, einer Diode D und einem Gla¨ttungskon-
densator C0. Der Lastkondensator C(x) sei ein Plattenkondensator mit zwei parallel zuein-
ander angeordneten Elektroden (siehe Bild 7.2). Eine Platte ist raumfest angeordnet, die
andere kann senkrecht zu den Plattenoberfla¨chen bewegt werden. Sie ist u¨ber eine Feder-
Da¨mpfer-Anordnung aufgeha¨ngt. Das mechanische Teilmodell besteht damit aus einem
geda¨mpften Feder-Masse-System (Masse m, Da¨mpfungskonstante d, Federsteifigkeit c)
unter Gravitationseinfluss (Gravitationskonstante g). Die Kapazita¨t des Lastkondensa-
tors ist eine Funktion der Lagekoordinate x (Plattenabstand) des MTS:
C(x) =
ε0A
x
(7.1)
(ε0 – Dielektrizita¨tskonstante, A – wirksame Plattenfla¨che). Der Plattenabstand bei ent-
spannter Feder sei xF . Der Zweig mit C0 soll zum gewa¨hlten Geru¨st geho¨ren. Dann seien
der Maschenstrom im linken Fundamentalkreis (siehe Bild 7.1) mit q˙1 und der im rechten
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Bild 7.1: Einweggleichrichter mit Last
xC(x)
d c
m
g
Bild 7.2: Lastkondensator mit mechani-
schem Teilsystem
Kreis mit q˙2 bezeichnet. Die Maschenladungen heißen demzufolge q1 und q2. Die MTS-
Bewegungsgleichung lautet dann
mx¨ + dx˙ + c(x− xF ) + mg + 1
2
∂
∂x
(
1
C(x)
)(
q2
)2
= 0
bzw. mit (7.1)
mx¨ + dx˙ + c(x− xF ) + mg + 1
2
(q2)
2
ε0A
= 0.
Eine u¨ber der Diode D abfallende Spannung werde mit V D = −λ bezeichnet. Mit (7.1)
liefert dann der Kirchhoff’sche Maschensatz
R0q˙
1 + (q1 − q2)/C0 − V0(t) = λ, (7.2a)
Rq˙2 − q1/C0 + q2
(
1
C0
+
x
ε0A
)
= 0. (7.2b)
Aus diesen Gleichungen la¨sst sich ein LCP aufstellen, mit dessen Hilfe zu jedem Zeitpunkt
eine gu¨ltige Struktur ermittelt werden kann. Aus der Maschentransformation (2.30) folgt
fu¨r den Zweigstrom durch die Diode ˙¯q 1 = q˙1. Damit ergibt sich das LCP nach (5.72) aus
(7.2a) zu (siehe auch den zweiten Spezialfall in Abschnitt 5.3.6.5)
˙¯q 1 =
λ
R0
− 1
R0
(
q1 − q2
C0
− V0
)
,
wobei die Bedingungen
˙¯q 1 ≥ 0, λ ≥ 0
gleichzeitig erfu¨llt sein mu¨ssen. Der jeweils gu¨ltige Schaltzustand wird zu Beginn einer
numerischen Integration und zu jedem potenziellen Schaltzeitpunkt neu bestimmt. Bei
leitender Diode lauten die ETS-Bewegungsgleichungen
R0q˙
1 + (q1 − q2)/C0 − V0(t) = 0,
Rq˙2 − q1/C0 + q2
(
1
C0
+
x
ε0A
)
= 0.
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In diesem Schaltzustand muss die Zustandsbedingung ˙¯q 1 ≥ 0 als Indikatorfunktion u¨ber-
wacht werden. Eine blockierende Diode erzwingt wegen ˙¯q 1 = q˙1 = 0 eine konstante Ma-
schenladung q1. Die zum Fundamentalkreis 1 geho¨rende Gleichung (7.2a) ist dann nicht
mehr Bestandteil der ETS-Bewegungsgleichungen. Mit tsl als dem aktuell letzten Schalt-
zeitpunkt (d.h. dem Zeitpunkt des ju¨ngsten U¨bergangs von einer leitenden zu einer blo-
ckierenden Diode) sei q1|t≥tsl+0 = q1|tsl−0
!
= q1sl = const. Die verbleibende Bewegungsglei-
chung (7.2b) lautet dann
Rq˙2 − q1sl/C0 + q2
(
1
C0
+
x
ε0A
)
= 0,
wobei jetzt die Zustandsbedingung λ ≥ 0 einzuhalten ist. Die entsprechende Indikator-
funktion la¨sst sich aus (7.2a) ermitteln:
λ = (q1sl − q2)/C0 − V0(t).
In den Bildern 7.3–7.5 sind einige Resultate dargestellt, die mit dem Simulationssystem
alaska erzielt wurden. Zuna¨chst entha¨lt Bild 7.3 die Zeitgeschichten der mechanischen
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Bild 7.3: Mechanische Koordinate (Ab-
stand x) und Kapazita¨t C(x)
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Bild 7.5: Elektrische Gro¨ßen der Diode
Koordinate (Plattenabstand) und der sich daraus ergebenden Kapazita¨t des Lastkonden-
sators. Beide Ergebnisse resultieren aus einer angenommenen schwachen Da¨mpfung des
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MTS. Den sinusfo¨rmigen Verlauf der mittels Quelle in das ETS eingespeisten Spannung
zeigt Bild 7.4. Hier sind auch die Zeitgeschichte des Spannungsabfalls u¨ber der Diode und
der Verlauf der Spannung u¨ber dem Gla¨ttungskondensator dargestellt. Die
”
Einbru¨che“
in der Kondensatorspannung sind auf den Einfluss des Lastkondensators mit seiner Ab-
standsabha¨ngigkeit zuru¨ckzufu¨hren. Schließlich gibt Bild 7.5 die Kurven von Diodenstrom
und Diodenspannung wieder. Hier zeigt sich zum einen die Komplementarita¨t dieser bei-
den physikalischen Gro¨ßen. Daru¨ber hinaus ist der Einfluss des Plattenabstandes auf
deren Zeitgeschichte und damit natu¨rlich auch auf die Zeitpunkte des Leiten/Sperren-
Zustandu¨berganges der Diode erkennbar. Diese Schaltzeitpunkte ha¨ngen somit von der
Bewegung des gesamten EMS (MTS und ETS) ab.
7.1.2 Eintaktspannungsverdoppler mit induktiver Impedanzlast
In diesem Abschnitt wird ein Eintaktspannungsverdoppler mit einer resistiv-induktiven
Last betrachtet (siehe Bild 7.6). Der Spannungsverdoppler besteht aus der Wechselspan-
nungsquelle V0(t) (mit ihrem Innenwiderstand R0), den beiden Dioden D1 und D2 (mit
deren Durchlasswidersta¨nden R1 und R2) sowie den beiden Kondensatoren C1 und C2. Im
Fall des Leerlaufs (keine oder zumindest geringe Last durch einen sehr hohen Widerstand
R3) ist u¨ber dem Kondensator C2 eine Ausgangsspannung (Vout) in Ho¨he der doppelten
Amplitude von V0(t) abgreifbar. Durch die mittels Resistor und Induktor angekoppelte
Belastung wird diese Amplitude jedoch verringert.
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Bild 7.6: Eintaktspannungsverdoppler mit Last
Der Lastwiderstand R3 sei ein Potentiometer, dessen Widerstand mit einem Schleif-
kontakt linear zwischen einem minimalen Wert Rmin und einem maximalen Wert Rmax
gewa¨hlt werden kann. Dann gilt
R3(x) = Rmin +
x− xu
xo − xu (Rmax − Rmin)
(xu – Schleifkontaktweg bei minimalem Widerstand, xo – Schleifkontaktweg bei maxi-
malem Widerstand). Der Lastinduktor habe eine variable Induktivita¨t, die durch die
aktuelle Position eines Eisenkerns beeinflusst wird. Dieser Eisenkern ist an einer Feder
befestigt und der Gravitation sowie einer Reibung ausgesetzt. Er ist gleichzeitig starr mit
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dem Schleifkontakt des Potentiometers verbunden. Das MTS besteht somit aus einem
geda¨mpften Feder-Masse-System. Die Lagekoordinate ist die Position des Eisenkerns. Sie
sei gleich Null, wenn der Kern zentriert zum Induktor steht. Die Lastinduktivita¨t la¨sst
sich dann etwa darstellen als
L(x) =
L0
1 + (x/xh)2
,
wobei die Konstanten L0 (maximale Induktivita¨t) und xh (Eisenkernposition bei halber
Induktivita¨t) sich aus den geometrischen Verha¨ltnissen ergeben (Sa¨ttigung und Hysterese
werden vernachla¨ssigt). Die Zweige mit R1 und C2 sollen zum gewa¨hlten Geru¨st geho¨ren.
Die Bezeichnung der sich dann ergebenden Maschenstro¨me in den drei Fundamentalkrei-
sen ist in Bild 7.6 dargestellt. Insbesondere ist der Strom durch den Induktor gleich dem
Maschenstrom im Fundamentalkreis 3. Dann ist
Q(el)x =
1
2
∂L(x)
∂x
(
q˙3
)2
= −L0
xh
x
(1 + (x/xh)2)
2
(
q˙3
)2
die auf den Eisenkern wirkende elektrisch erzeugte Kraft. Die Position des Kerns bei
entspannter Feder sei xF . Die MTS-Bewegungsgleichung lautet dann
mx¨ + dx˙ + c(x− xF ) + mg + L0
xh
x
(1 + (x/xh)2)
2
(
q˙3
)2
= 0
(m – Masse, d – Da¨mpfungskonstante, c – Federsteifigkeit, g – Gravitationskonstante).
Eine u¨ber der Diode D1 abfallende Spannung werde mit V
D1 = −λ1 bezeichnet. Fu¨r
die Spannung u¨ber der Diode D2 gelte entsprechend V
D2 = −λ2. Dann liefert der Kirch-
hoff’sche Maschensatz
(R0 + R1)q˙
1 + R1q˙
2 + q1/C1 + V0(t) = λ1, (7.3a)
R1q˙
1 + (R1 + R2)q˙
2 + (q2 − q3)/C2 = λ1 + λ2, (7.3b)
L(x)q¨3 + R3(x)q˙
3 − (q2 − q3)/C2 = 0. (7.3c)
Fu¨r die Auswahl einer gu¨ltigen Struktur la¨sst sich aus den Gleichungen (7.3a) und (7.3b)
ein LCP ableiten. Mit ∆R = R0R1 + R0R2 + R1R2 ergibt sich zuna¨chst
q˙1 =
R1 + R2
∆R
[
λ1 − V0(t)− q
1
C1
]
− R1
∆R
[
λ1 + λ2 − q
2 − q3
C2
]
,
q˙2 = − R1
∆R
[
λ1 − V0(t)− q
1
C1
]
+
R0 + R1
∆R
[
λ1 + λ2 − q
2 − q3
C2
]
.
Der Zweigstrom durch die Diode D1 sei mit ˙¯q
1 und der durch D2 mit ˙¯q
2 bezeichnet.
Wegen der Maschentransformation (2.30) gilt fu¨r die Zweigstro¨me durch die Dioden
˙¯q 1 = q˙1 + q˙2 bzw. ˙¯q 2 = q˙2.
Damit folgt schließlich fu¨r das LCP nach (5.72)
˙¯q 1 =
R0 + R2
∆R
λ1 +
R0
∆R
λ2 − R2
∆R
[
V0(t) +
q1
C1
]
− R0
∆R
q2 − q3
C2
,
˙¯q 2 =
R0
∆R
λ1 +
R0 + R1
∆R
λ2 +
R1
∆R
[
V0(t) +
q1
C1
]
− R0 + R1
∆R
q2 − q3
C2
,
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wobei die Bedingungen
˙¯q 1 ≥ 0, λ1 ≥ 0, ˙¯q 2 ≥ 0, λ2 ≥ 0
alle gleichzeitig erfu¨llt sein mu¨ssen.
Die Diode D1 liegt zusammen mit R1 auf einem Geru¨stzweig. Im Fall einer gesperrten
Diode ergibt sich deshalb zusa¨tzlich zu dem Gleichungssatz (7.3) eine Zwangsbedingung
˙¯q 1 = q˙1 + q˙2 = 0. Die einzuhaltende Zustandsbedingung lautet λ1 ≥ 0. Die zugeho¨rige
Indikatorfunktion la¨sst sich aus dem Kirchhoff’schen Maschensatz von Fundamentalkreis 1
ermitteln (vgl. (7.3a)):
λ1 = (R0 + R1)q˙
1 + R1q˙
2 + q1/C1 + V0(t). (7.4)
Bei leitender Diode D1 ergibt sich als Zustandsbedingung ˙¯q
1 = q˙1 + q˙2 ≥ 0.
Die Diode D2 liegt zusammen mit R2 auf einem Cogeru¨stzweig. Im Fall einer gesperrten
Diode D2 gilt somit q˙
2 = 0 bzw. q2
!
= q2sl = const. (q
2
sl bezeichne die Ladung q
2 zum aktu-
ell letzten Zeitpunkt des D2-U¨bergangs von Leiten nach Sperren). Die zum Fundamental-
kreis 2 geho¨rende Gleichung ist dann nicht mehr Bestandteil der Bewegungsgleichungen.
Als Zustandsbedingung ist λ2 ≥ 0 zu u¨berwachen. Die entsprechende Indikatorfunktion
la¨sst sich aus (7.3b) ermitteln:
λ2 = R1q˙
1 + (q2sl − q3)/C2 − λ1,
wobei λ1 entweder verschwindet (D1 – leitend) oder sich aus (7.4) ergibt (D1 – gesperrt).
Demgegenu¨ber erfordert eine leitende Diode D2 die Beobachtung der Zustandsbedingung
˙¯q 2 = q˙2 ≥ 0.
Die Bilder 7.7–7.12 enthalten einige Resultate von Simulationsuntersuchungen mit
alaska. In Bild 7.7 ist die Zeitgeschichte der Position des Eisenkerns relativ zum Induk-
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tor zusammen mit dem zugeho¨rigen, durch den Schleifkontakt realisierten Widerstand
dargestellt. Bild 7.8 zeigt neben der mechanischen Koordinate die sich daraus ergebende
Induktivita¨t. Das MTS durchla¨uft einen Einschwingvorgang und na¨hert sich der Null-
position. Dementsprechend fa¨llt der Widerstand von hohen zu niedrigen Werten. Die
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Induktivita¨t ist anfangs nahezu Null. Im weiteren Verlauf strebt sie zuna¨chst gegen ihren
Maximalwert L0 und verbleibt dann zwischen L0 und L0/2. Bild 7.9 entha¨lt die Eingangs-
(Vin = V0(t)) und die Ausgangsspannung (Vout) des Spannungsversta¨rkers. Die Eingangs-
spannung ist sinusfo¨rmig. Die Ausgangsspannung wa¨chst im ersten Teil der Darstellung
(bis ca. 1 s) infolge des relativ hohen Lastwiderstandes – unterbrochen von Phasen der
Entladung des Gla¨ttungskondensators C2. Es stellt sich kurzzeitig eine pulsierende Gleich-
spannung ein. Im zweiten Teil der Darstellung wird der Lastwiderstand drastisch verrin-
gert. Deshalb bricht die abgegebene Spannung zusammen. In den Bildern 7.10 und 7.11
sind die Stro¨me und Spannungen der beiden Dioden dargestellt. Wie im vorhergehenden
Beispiel wird auch hier die strikte Komplementarita¨t der entsprechenden Gro¨ßen jeweils
einer Diode deutlich. Der Einfluss des MTS zeigt sich in beiden Zeitverla¨ufen. In Bild
7.10 sind vor allem die auftretenden Strom- und Spannungsspitzen von der Ho¨he der
Belastung abha¨ngig. Bild 7.11 verdeutlicht daru¨ber hinaus, dass das MTS entscheiden-
den Einfluss auf die Schaltzustands-U¨berga¨nge der Diode D2 ausu¨bt. In der ersten Phase
(zwischen 0 und ca. 1,3 s) schaltet die Diode relativ regelma¨ßig. Bei großer Belastung hin-
gegen treten weniger Zustandsu¨berga¨nge auf. Schließlich entha¨lt Bild 7.12 den Verlauf des
Stromes durch den Lastinduktor und die sich daraus ergebende elektrisch erzeugte Kraft.
Das sta¨ndig wechselnde Vorzeichen dieser Kraft in der zweiten Phase der Darstellung (ab
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ca. 1,5 s) ist die Ursache dafu¨r, dass der Eisenkern nicht zur Ruhe kommt und statt dessen
eine verzerrte periodische Schwingung ausfu¨hrt (vgl. Bild 7.7 bzw. 7.8).
Die im Abschnitt 7.1 aufgefu¨hrten Beispiele zeigen die grundsa¨tzliche Anwendbarkeit
der in Kapitel 5 vorgestellten Methode zur einheitlichen mathematischen Modellierung
von EMS mit strukturvariablem elektrischen Teilsystem mittels Lagrange-Formalismus,
unilateralen Bindungen und LCP.
7.2 Inverse Dynamik am Plattenkondensator
In diesem Abschnitt wird eine Anwendung des erweiterten PD-Reglers nach Kapitel 6.3
dargestellt. Damit wird der prinzipielle Funktionsnachweis eines solchen Reglers erbracht.
Im Gegensatz zu dem spa¨ter (in Abschnitt 7.3.4) verwendeten Spezialfall kommt hier das
Regelgesetz in seiner kompletten Form gema¨ß (6.11) zum Einsatz.
xC(x)
R
V (t)
d c
m
0
L
g
Bild 7.13: Prinzip eines Plattenkondensators als EMS
Das Beispiel-EMS besteht aus einem Plattenkondensator mit einer beweglichen Elek-
trode, wie er schon in Abschnitt 7.1.1 verwendet wurde. Der Kondensator ist galvanisch
(in Reihenschaltung) mit einer Spannungsquelle V0(t), einem konstanten Ohm’schen Wi-
derstand R und einem Induktor mit konstanter Induktivita¨t L verbunden. (Ein a¨hnliches
Beispiel ohne Induktor wird in [40] vorgestellt.) Bild 7.13 zeigt eine Prinzipdarstellung
des Gesamt-EMS. Das mechanische Teilsystem stellt ein geda¨mpftes Feder-Masse-System
dar, wobei die Lagekoordinate x gleichzeitig der Plattenabstand des Kondensators ist.
Die Position bei entspannter Feder sei xF . Das elektrische Teilmodell besteht aus einem
geda¨mpften Schwingkreis mit variabler (von der mechanischen Koordinate abha¨ngigen)
Kapazita¨t gema¨ß (7.1). Die elektrische Ladung des Kondensators sei mit q bezeichnet.
Dann ist
Q(el)x = −
1
2
∂
∂x
(
1
C(x)
)
q2 = −1
2
q2
ε0A
die auf die bewegliche Elektrode wirkende, elektrisch erzeugte Kraft und die Bewegungs-
gleichungen des Gesamt-EMS lauten mit (7.1)
mx¨ + dx˙ + c(x− xF ) + mg + 1
2
q2
ε0A
= 0, (7.5a)
Lq¨ + Rq˙ +
x
ε0A
q + V0(t) = 0. (7.5b)
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7.2.1 Regelung des Plattenabstandes
Zuna¨chst wird nur der Plattenabstand dynamisch gesteuert. Zu diesem Zweck wird eine
zusa¨tzliche Steuerkraft R¯x auf die bewegliche Platte eingepra¨gt. Die Bewegungsgleichung
(7.5a) wird deshalb auf der rechten Seite um R¯x erga¨nzt. Die elektrisch erzeugte Kraft
stellt eine Sto¨rung dar. Auf diese Weise kann der Einfluss der verschiedenen Anteile des
erweiterten PD-Reglers verdeutlicht werden. Der Sollwert fu¨r den Plattenabstand sei mit
x0(t) bezeichnet. Nach (6.11a) kann die einzupra¨gende Steuerkraft dargestellt werden als
R¯x = R¯
(ffm)
x + R¯
(ffe)
x + R¯
(fb)
x
mit
R¯(ffm)x = mx¨0(t) + dx˙ + c(x− xF ) + mg,
R¯(ffe)x =
1
2
q2
ε0A
,
R¯(fb)x = −Kxx(x˙− x˙0(t))− Cxx(x− x0(t)).
Die Summanden R¯
(ffm)
x und R¯
(ffe)
x bilden zusammen die nichtlineare Vorsteuerung (feed
forward, aufgeteilt in mechanischen und elektrischen Anteil) und R¯
(fb)
x ist die lineare
Ru¨ckfu¨hrung (feedback).
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Die in den Bildern 7.14 und 7.15 gezeigten Resultate gelten fu¨r einen konstanten Soll-
plattenabstand von x0(t) = 1,0mm. Alle Zeitverla¨ufe sind in fu¨nf Intervalle I1 bis I5 aufge-
teilt. In den ersten drei Abschnitten hat die Spannungsquelle den Wert Null, in der vierten
und fu¨nften Phase einen konstanten Wert von 75V. Im ersten Intervall ist kein Regler
aktiv. Trotz eines Plattenabstandes von 2,1mm ist die Regelkraft gleich Null. Im zweiten
Abschnitt ist nur die lineare Ru¨ckfu¨hrung zugeschaltet. Das entspricht der Verwendung
eines klassischen PD-Reglers. Der Plattenabstand erreicht 1,3mm, d.h., systembedingt
entsteht eine bleibende Regelabweichung. In der dritten Phase wird der mechanische Teil
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der Vorwa¨rtssteuerung R¯
(ffm)
x zusa¨tzlich verwendet. Diese reicht aus, um den Platten-
abstand asymptotisch auf den Sollwert zu senken. Die entsprechende Steuerkraft betra¨gt
etwa −33mN. Im vierten und fu¨nften Intervall wird durch das Zuschalten der Spannungs-
quelle eine Ladungstrennung auf dem Kondensator vorgenommen. Die resultierende Kraft
(siehe Bild 7.15) kann fu¨r die Regelaufgabe als Sto¨rung aufgefasst werden. In der vierten
Phase arbeitet der Regler ohne den elektrischen Anteil der Vorwa¨rtssteuerung. Deshalb
tritt hier wieder eine bleibende Regelabweichung auf. Der Plattenabstand verringert sich
auf etwa 0,9mm. Im letzten Abschnitt wird der elektrische Anteil der Vorwa¨rtssteuerung
R¯
(ffe)
x zugeschaltet. Damit sind alle Anteile des Reglers aktiv. Der Plattenabstand wird
auf den Sollwert ausgeregelt. Die dazu notwendige Steuerkraft betra¨gt etwa −27mN.
7.2.2 Unabha¨ngige Regelung von Plattenabstand und Ladung
Die Realisierung einer unabha¨ngigen Regelung von Plattenabstand und Kondensatorla-
dung ist ebenfalls mo¨glich. Neben der Vorgabe des Zeitverlaufs des Abstandes ist gleich-
zeitig ein Sollverlauf der Ladung gegeben. Beide Vorgaben sollen mittels dynamischer
Steuerung eingehalten werden trotz der nichtlinearen elektromechanischen Wechselwir-
kung untereinander. Nach (6.11) ergibt sich der Gesamtregler zu
R¯x = mx¨0(t) + dx˙ + c(x− xF ) + mg + 1
2
q2
ε0A
−Kxx(x˙− x˙0(t))− Cxx(x− x0(t)),
R¯q = Lq¨0(t) + Rq˙ +
x
ε0A
q + V0(t)−Kqq(q˙ − q˙0(t))− Cqq(q − q0(t)).
Die zusa¨tzliche Kraft R¯x wird auf die bewegliche Platte eingepra¨gt, wa¨hrend die zusa¨tzli-
che Spannung R¯q in den Stromkreis (z.B. additiv zu V0(t)) eingespeist wird. Der Sollzeit-
verlauf fu¨r den Plattenabstand sei eine sinusfo¨rmige Funktion (Mittelwert 1mm, Am-
plitude 0,5mm), wa¨hrend die Ladung auf dem Kondensator eine Rechteckfolge (zwi-
schen 0,1µAs und 0,2µAs) absolvieren soll. Der Wert der Spannungsquelle sei konstant
V0(t) = 50V. Die Resultate sind in den Bildern 7.16–7.19 zusammengestellt. Die Bilder
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7.16 und 7.18 zeigen jeweils die Zeitgeschichte der Regelgro¨ßen, wa¨hrend in den Diagram-
men 7.17 und 7.19 die Steuergro¨ßen dargestellt sind. Alle Zeitverla¨ufe sind jeweils in drei
Intervalle I1 bis I3 aufgeteilt. In der ersten Phase ist nur der Teilregler fu¨r den Platten-
abstand aktiv, d.h., die zusa¨tzliche Steuerspannung ist Null (Intervall I1 in Bild 7.19).
Wa¨hrend in diesem Fall der Abstand einen idealen sinusfo¨rmigen Verlauf aufweist (Inter-
vall I1 in Bild 7.16), wird die Ladung infolge der abstandsabha¨ngigen Kapazita¨t entspre-
chend gesto¨rt (Intervall I1 in Bild 7.18). Im zweiten Abschnitt ist nur der Regler fu¨r die
Kondensatorladung zugeschaltet, d.h., die zusa¨tzliche Steuerkraft ist Null (Intervall I2 in
Bild 7.17). Jetzt zeigt die Ladung eine sehr gut angena¨herte Rechteckfolge (Intervall I2
in Bild 7.18), wa¨hrend der Abstand entsprechend gesto¨rt wird (Intervall I2 in Bild 7.16).
Beide Intervalle (I1 und I2) verdeutlichen die nichtlineare elektromechanische Wechsel-
wirkung zwischen den dynamisch zu steuernden Gro¨ßen.
Im dritten Zeitabschnitt (I3) arbeiten beide Teilregler gleichzeitig. Der Abstand er-
reicht asymptotisch den vorgegebenen Sinusverlauf (Intervall I3 in Bild 7.16). Die Konden-
satorladung zeigt einen deutlich erkennbaren rechteckigen Verlauf mit leichten Sto¨rungen
der konstanten Abschnitte zwischen den Sollwertspru¨ngen (Intervall I3 in Bild 7.18). Beide
Regelaufgaben sind somit trotz der nichtlinearen Wechselwirkung zufriedenstellend gelo¨st.
Das wird mo¨glich durch die Beru¨cksichtigung der Wechselwirkungen in der Vorsteuerung
beider Teilregler.
In den Bildern 7.20 und 7.21 sind zum Vergleich zwei Beispielzeitverla¨ufe dargestellt,
die (bei gleichem Betriebsregime) mit zwei klassischen PD-Reglern (ohne Vorwa¨rtssteue-
rung) ermittelt wurden. Die dabei verwendeten Reglerversta¨rkungsfaktoren stellen einen
Kompromiss dar, weil eine weitere Erho¨hung der Versta¨rkung des Abstandsreglers eine
Verringerung der Versta¨rkung des Ladungsreglers erzwingt. Die beiden Diagramme ver-
deutlichen, dass der Abstandsregler allein bedingt geeignet ist, seine Regelaufgabe zu
erfu¨llen (bleibende Regelabweichung in Intervall I1 noch akzeptabel). Demgegenu¨ber ist
der Regler fu¨r die Kondensatorladung (vgl. Intervall I2) dazu nicht in der Lage (die Recht-
eckfolge sollte zwischen 0,1µAs und 0,2µAs liegen). Eine Erho¨hung der Versta¨rkung des
Ladungsreglers fu¨hrt aber infolge der elektromechanischen Wechselwirkung zur Instabi-
lita¨t. Deshalb ist eine Verbesserung des Regelverhaltens nicht mo¨glich. In Intervall I3
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sind beide Regler aktiv. Die Ergebnisse bzgl. der Kondensatorladung sind vo¨llig unbe-
friedigend. An dieser Stelle wird der entscheidende Vorteil des erweiterten PD-Reglers
deutlich.
Die im Abschnitt 7.2 angefu¨hrten Beispiele zur dynamischen Steuerung mittels inver-
ser Dynamik zeigen die grundsa¨tzliche Anwendbarkeit der in Abschnitt 6.3 vorgestellten
Methode der nichtlinearen Steuerung.
7.3 Mikrospiegel
In diesem Abschnitt werden elektrostatisch angetriebene Mikrospiegel und deren dyna-
mische Steuerung betrachtet. Solche aus Silizium-Wafern gea¨tzten Strukturen sind be-
sonders interessante Objekte der Mikrosystemtechnik (siehe z.B. [66, 155, 156, 207]). Es
sind vielfa¨ltige Bauformen und Ausfu¨hrungen bekannt (siehe z.B. auch [12]). In der vor-
liegenden Arbeit werden zwei Spiegelausfu¨hrungen na¨her betrachtet – so genannte 1D-
und 2D-Spiegel.
7.3.1 Mikrospiegel als diskrete EMS
Die hier betrachteten Mikrospiegel bestehen jeweils aus einer ebenen Spiegelplatte, die
u¨ber Federstrukturen an einem Rahmen befestigt ist. Im Fall des 2D-Spiegels ist diese
Platte quadratisch. Sie wird als starrer Ko¨rper angenommen, auf den neben den Feder-
kra¨ften auch Da¨mpfungskra¨fte einwirken (vgl. [155]). In Bild 7.22 ist ein 1D-Spiegel und in
Bild 7.24 ein 2D-Spiegel dargestellt. Die Form der Federstrukturen ermo¨glicht sowohl eine
Translation des Spiegels in z-Richtung als auch Rotationen um ein (1D) bzw. zwei (2D)
ko¨rperfeste, in der Spiegelebene liegende Drehachsen. Die anderen Bewegungsmo¨glichkei-
ten werden weitestgehend unterdru¨ckt und ko¨nnen deshalb hier vernachla¨ssigt werden.
Eine Lage des mechanischen Teilsystems ist somit durch zwei (1D) bzw. drei (2D) Koor-
dinaten gekennzeichnet.
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Bild 7.22: Mechanischer Aufbau des 1D-Spiegels
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Bild 7.24: Mechanischer Aufbau des 2D-Spiegels
Zum Antrieb eines 1D-Spiegels sind unterhalb der Platte zwei Elektroden rahmenfest
angeordnet. Beim 2D-Spiegel dienen vier Elektroden diesem Zweck. Jede Elektrode fu¨r
sich bildet mit der Spiegelplatte einen Kondensator, dessen Kapazita¨t C eine Funktion
der zwei bzw. drei mechanischen Koordinaten ist (1D-Spiegel: Verschiebung z entlang der
raumfesten z-Achse, Verdrehung um die ko¨rperfeste x-Achse gemessen mit dem Bryant-
oder auch Kardanwinkel α; 2D-Spiegel: Verschiebung z entlang der raumfesten z-Achse,
Verdrehungen um die ko¨rperfeste x- bzw. y-Achse gemessen mit den Bryant- oder auch
Kardanwinkeln α bzw. β). Jeder Kondensator wird separat von einer Spannungsquelle
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V0(t) u¨ber einen Ohm’schen Widerstand R mit Ladungstra¨gern gespeist. Das elektri-
sche Teilsystem besteht somit aus zwei bzw. vier gleichartigen Stromkreisen. Einer davon
(gu¨ltig fu¨r den 2D-Spiegel) ist in Bild 7.23 dargestellt.
Die elektromechanische Wechselwirkung ist durch die Abha¨ngigkeiten der Kapazita¨ten
von den mechanischen Koordinaten charakterisiert. Entsprechende Modelle zur geschlosse-
nen Darstellung dieser funktionellen Abha¨ngigkeiten unter bestimmten Annahmen wurde
bereits in [37, 38, 45] vorgeschlagen. Der Vollsta¨ndigkeit halber sind im Anhang E noch-
mals die wichtigsten Schritte der Herleitung dieser Modelle aufgefu¨hrt. Die entsprechen-
den Bewegungsgleichungen des kompletten EMS wurden in [45, 46] in detaillierter Form
angegeben.
7.3.2 Dynamische Untersuchungen bei variabler Struktur
In der Standardausfu¨hrung sind die Elektroden der hier betrachteten Mikrospiegel durch
eine schmale Oxidschicht elektrisch isoliert. Deshalb kann unter normalen Umsta¨nden ein
Kurzschluss zwischen Elektroden und Spiegelplatte nicht auftreten. Falls aber die Isolier-
schicht Defekte aufweist oder – aus welchen Gru¨nden auch immer – das Oxid auf einer
Elektrode nicht vorhanden ist, ist ein elektrischer Kurzschluss mo¨glich. Bei einem 2D-
Spiegel wu¨rde ein solcher Kurzschluss dann auftreten, wenn eine Ecke der Spiegelplatte
auf die darunter befindliche Elektrode auftrifft. Der entsprechende mechanische Kontakt
kann infolge der biegsamen Spiegelplatte mittels einer zusa¨tzlichen Feder modelliert wer-
den. Ein einfaches Modell fu¨r den elektrischen Kurzschluss ist durch einen relativ geringen
Widerstand Rk parallel zur Kapazita¨t C(z, α, β) zwischen der betreffenden Elektrode und
der Spiegelplatte realisierbar. Da der entsprechende Zweig nur bei mechanischem Kontakt
zugeschaltet werden darf, wird noch ein elektrischer Schalter hinzugefu¨gt, dessen Schalt-
zustand von dem Abstand zwischen Elektrode und Spiegelplattenecke und damit von
allen drei generalisierten mechanischen Koordinaten abha¨ngt (fremdgesteuerter Schalter
S(z, α, β)). Das fu¨hrt zu einem strukturvariablen ETS wie in Bild 7.25 dargestellt.
V (t)
R
C(z, , ) 0
S(z, , ) 
Rk
Bild 7.25: Stromkreis eines Kondensators mit Kurzschlusswiderstand Rk
Die Bilder 7.26–7.32 zeigen Resultate einiger Simulationsuntersuchungen, die beispiel-
haft fu¨r einen 2D-Spiegel mit Kurzschlussmo¨glichkeit durchgefu¨hrt wurden. Bei der ver-
wendeten Spiegelausfu¨hrung betra¨gt der Abstand zwischen Spiegelplatte und Elektroden
bei entspannten Federn 10µm. Der Pull-In- oder Schnapp-Punkt (U¨bergang vom stabi-
len zum instabilen Arbeitsbereich, siehe z.B. [155]) liegt bei ca. 177V fu¨r den Fall, dass
die Spannung nur an einer Elektrode anliegt (die anderen seien spannungslos). Bei zwei
(nebeneinander liegenden) Elektroden mit gleicher Betriebsspannung liegt der stabile Ar-
beitsbereich zwischen 0 und ca. 145V.
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Wa¨hrend der dynamischen Simulation hat die Spannungsquelle fu¨r den ersten Qua-
dranten (siehe Anhang E, Bild E.2) einen konstanten Wert von 200V. Die Quelle des
zweiten Quadranten realisiert einen linearen Spannungsanstieg von 0 auf 200V innerhalb
der betrachteten Simulationszeit von 0,2ms. Neben den entsprechenden elektrostatischen
Kra¨ften wirken noch Federkra¨fte, Luftreibung und Gravitation. Daraus ergibt sich der
Zeitverlauf der generalisierten mechanischen Koordinaten der Spiegelplatte. In Bild 7.26
ist die Verschiebung des Plattenschwerpunktes in z-Richtung dargestellt. Die Simulation
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Bild 7.27: Bryantwinkel α und β
beginnt in der
”
Nulllage“ (entspannte Federn). Im weiteren Verlauf bewegt sich der Spiegel
infolge der elektrostatischen Kra¨fte tendenziell auf die Elektroden zu. Bild 7.27 entha¨lt die
beiden Bryantwinkel α und β. Zu Beginn sind diese beiden Kurven nahezu spiegelgleich,
weil der weitaus u¨berwiegende Teil der elektrisch erzeugten Kra¨fte im ersten Quadranten
der Platte wirkt. Die
”
Umkehrpunkte“ deuten auf einen kurzzeitigen mechanischen Kon-
takt zwischen Spiegelecke und Elektrode und einer entsprechenden
”
Ru¨ckfederung“ hin.
Diese Tatsache wird in Bild 7.28 besta¨tigt. Hier sind die Zeitverla¨ufe der vier Absta¨nde
0
Ab
st
a
n
d
[m
]

0
Zeit [ms] 0.2
16
1.Qu. 2.Qu. 3.Qu. 4.Qu.
Bild 7.28: Eckabsta¨nde des 1. bis 4. Qua-
dranten
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Bild 7.29: Fremdgesteuerte Schalter fu¨r 1.
und 2. Quadranten
Spiegelecke-Elektrode dargestellt. Infolge der hohen Betriebsspannung am Kondensator
im ersten Quadranten beru¨hrt die betreffende Ecke mehrmals die entsprechende Elektro-
de. In der Simulation ist der mechanische Kontakt durch einen kurzzeitigen negativen
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Abstand dokumentiert. Am realen Spiegel kommt es statt dessen zu einer Durchbiegung
der Spiegelplatte inklusive Ru¨ckfederung. In der zweiten Phase der Simulation (ab et-
wa 0,1ms) tritt mechanischer Kontakt auch im zweiten Quadranten auf, weil die dort
angelegte Betriebspannung jetzt genu¨gend hoch ist. In Bild 7.29 sind die Schaltzusta¨nde
der beiden (zum ersten bzw. zweiten Quadranten geho¨renden) fremdgesteuerten Schal-
ter dargestellt. Null bedeutet
”
Schalter offen“ (kein Kontakt) und Eins heißt
”
Schalter
geschlossen“ (mechanischer Kontakt und damit elektrischer Kurzschluss). Die Gleichzei-
tigkeit zwischen dem Auftreffen der Spiegelplatte auf der Elektrode (in Bild 7.28) und
dem Schließen des Schalters (in Bild 7.29) ist klar ersichtlich. Gleiches gilt fu¨r den Zu-
sammenhang zwischen dem Abheben der Platte und dem O¨ffnen des Schalters.
Bild 7.30 entha¨lt die Zeitgeschichten der Kapazita¨ten der vier Quadranten, wie sie
sich aus dem Verlauf der mechanischen Koordinaten ergeben. Hier fallen die Zeitpunkte
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Bild 7.30: Kapazita¨ten des 1. bis 4. Quadranten
des mechanischen Kontaktes (d.h. des tiefsten
”
Eintauchens“ der Platte in die Elektrode)
jeweils mit einem Maximum der betreffenden Kapazita¨t zusammen. Schließlich repra¨sen-
tieren die Bilder 7.31 und 7.32 das Verhalten der ETS-Teilschaltungen fu¨r den ersten und
zweiten Quadranten. In Bild 7.31 sind die Ladungen der beiden Kondensatoren aufge-
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Bild 7.31: Ladungen des 1. und 2. Qua-
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Bild 7.32: Spannungen des 1. und 2. Qua-
dranten
tragen. Bild 7.32 entha¨lt die zugeho¨rigen Spannungen u¨ber den Kondensatoren. In allen
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Kurven sind gewisse
”
Einbru¨che“ sichtbar, die zeitlich mit mechanischen Kontakten zu-
sammenfallen. Sie dokumentieren Entladungsprozesse der Kondensatoren, die infolge der
elektrischen Kurzschlu¨sse (
”
Schalter geschlossen“) auftreten. Gleichzeitig erfolgt eine dras-
tische Verringerung der auf die Platte wirkenden elektrostatischen Kraft. Die Dynamik
dieser Prozesse ist natu¨rlich stark von dem relativ geringen Kurzschlusswiderstand Rk und
damit hauptsa¨chlich von der Oberfla¨chenbeschaffenheit von Spiegelplatte und Elektroden
abha¨ngig. Einen ebenso starken Einfluss hat aber auch die Dauer des mechanischen Kon-
taktes, welcher wiederum von der im Modell verwendeten Federsteifigkeit (und damit von
der Verwo¨lbungssteifigkeit der Spiegelplatte) abha¨ngt.
Die hier aufgefu¨hrten Simulationsergebnisse zeigen die prinzipielle Anwendbarkeit der
in den Kapiteln 3 und 4 vorgestellten Methode zur einheitlichen mathematischen Mo-
dellierung von EMS und der in Kapitel 5 vorgeschlagenen Erweiterung auf Systeme mit
Strukturvariabilita¨t. Dazu wurde auf der Basis von elektrostatisch angetriebenen Mikro-
spiegeln ein EMS
”
konstruiert“, in dem mechanische und elektrische Schaltpha¨nomene
gleichzeitig auftreten.
7.3.3 Parameteroptimierung am Mikrospiegel
Fu¨r die Optimierung von Parametern eines EMS (vgl. Abschnitt 6.2) erweist sich die
einheitliche mathematische Modellierung solcher Systeme nach Kapitel 3 als tragfa¨higes
Fundament. Hier sollen zwei kleine Beispiele einer solchen Optimierung an einem Mikro-
spiegel angefu¨hrt werden.
Bei einer Anordnung von mehreren Spiegeln in Array-Form treten infolge von Herstel-
lungstoleranzen stets gewisse Exemplarstreuungen auf. Durch Hinzufu¨gen von zusa¨tzli-
chen minimalen Massen am Spiegelrand ko¨nnte gezielt Einfluss auf die beiden Eigenfre-
quenzen des mechanischen Teilsystems jedes einzelnen Spiegels genommen werden. Auf
diese Weise wa¨re es mo¨glich, die Exemplarstreuung durch Anbringen von zusa¨tzlichem
oder Entfernen von u¨berflu¨ssigem Material zu verringern und somit die Funktionalita¨t
eines solchen Arrays zu verbessern. In einem ersten Beispiel soll fu¨r einen 1D-Spiegel –
mit Eigenfrequenzen von z.B. 339Hz und 1362Hz in horizontaler Spiegelposition – durch
zusa¨tzliche Massen die erste Resonanzfrequenz auf 320Hz und die zweite auf 1300Hz
gesenkt werden. Zu diesem Zweck soll Material punktfo¨rmig an den Spiegelra¨ndern je-
weils in der Kantenmitte (auf der spiegelfesten x- und y-Achse) befestigt werden. Diese
Zusatzmassen vera¨ndern im Wesentlichen die Tra¨gheitsmomente der Spiegelplatte und
haben damit direkten Einfluss auf das MTS. Als Zielfunktional wird die Summe der
quadratischen Abweichungen der ermittelten Eigenfrequenzen von deren Sollwerten ein-
gesetzt. Der Optimierungsalgorithmus verwendet zur Bestimmung des Zielfunktionals die
in alaska implementierte Modalanalyse des elektromechanischen Systems. In Bild 7.33 ist
der Verlauf der beiden Optimierungsparameter mit zunehmender Anzahl von Iterations-
schritten dargestellt. Durch Anbringen einer zusa¨tzlichen Masse von je 15,6µg an beiden
zur x-Achse parallelen Spiegelkanten und von je 19,8µg an den beiden anderen Kanten
werden schließlich die gewu¨nschten Resonanzfrequenzen erreicht.
In einem zweiten Beispiel soll durch Vera¨nderung der Kantenla¨nge eines 2D-Spiegels
dessen Resonanzfrequenz der Taumelbewegung einen bestimmten vorgegebenen Wert er-
reichen. Die quadratische Form des Spiegels soll dabei erhalten bleiben. Eine 15µm dicke
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Bild 7.33: Parameteroptimierung am 1D-Spiegel
Spiegelplatte mit 500µm Kantenla¨nge habe z.B. eine Resonanzfrequenz von 22,5 kHz.
Die Optimierungsaufgabe besteht darin, zu ermitteln, welche Kantenla¨nge der Spiegel
besitzen mu¨sste, damit Resonanz bei mo¨glichst genau 21 kHz auftritt. Dabei mu¨ssen alle
Einflu¨sse der Kantenla¨nge auf die Eigenformen des Spiegels in Betracht gezogen werden.
Neben den Tra¨gheitseigenschaften (Masse, Tra¨gheitsmomente) vera¨ndern sich mit wach-
sender Kantenla¨nge auch die elektrisch erzeugten Kra¨fte infolge der vergro¨ßerten aktiven
Elektrodenfla¨chen. Dadurch wird – bei Auslenkung aus der horizontalen Lage – die Re-
sonanzfrequenz zusa¨tzlich verschoben. Eine Variation der Spiegelkantenla¨nge hat somit
direkten Einfluss sowohl auf das MTS als auch auf das ETS. Deshalb ist die Verwendung
eines einheitlichen Modells des EMS von entscheidendem Vorteil fu¨r eine Parameteropti-
mierung. Die Federkra¨fte sollen nicht mit der Spiegelgro¨ße variieren, d.h., der Rahmen
wird dem Spiegel entsprechend angepasst. Die Zielfunktionalbestimmung erfolgt wa¨hrend
der Optimierung mittels Modalanalyse. In den Bildern 7.34 und 7.35 ist jeweils der Ver-
lauf der Kantenla¨nge als Optimierungsparameter mit zunehmender Anzahl von Iterati-
onsschritten dargestellt. Fu¨r die horizontale Lage wurde eine Kantenla¨nge von 517,5µm
ermittelt. Wenn die Resonanzfrequenz von 21 kHz in gekippter Spiegellage bei z.B. 150V
an einer Elektrode erreicht werden soll, muss die Kantenla¨nge 498,5µm betragen.
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Bild 7.34: Parameteroptimierung am 2D-
Spiegel bei Horizontallage
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Bild 7.35: Parameteroptimierung am 2D-
Spiegel bei Schra¨glage
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7.3.4 Panoramaprojektion
Mit dem EMS-Modell des Mikrospiegels ist prinzipiell eine dynamische Steuerung mittels
erweitertem PD-Regler gema¨ß Abschnitt 6.3 mo¨glich. Die Konstruktion des Mikrospiegels
ist allerdings so ausgelegt, dass die Bewegung der Spiegelplatte durch elektrisch erzeugte
Kra¨fte/Momente gesteuert werden soll. Eine Anwendung der in 6.3.3 bzw. 6.3.5 dargestell-
ten Regelgesetze wa¨re somit nur unter zusa¨tzlichen konstruktiven Maßnahmen mo¨glich.
Deshalb kommt hier der in Abschnitt 6.3.7 beschriebene Sonderfall der Steuerung des
MTS mittels ETS zum Einsatz.
Reflektor
Laserquelle
Laserstrahl
2D-Spiegel
Elektroden
Projektionsfläche
Bild 7.36: Prinzip der Panorama-Projektion
Der prinzipielle Aufbau einer Panorama- oder Rundumprojektion mittels 2D-Spiegel
ist in Bild 7.36 dargestellt. Der optische Strahl einer Laserquelle wird vom Spiegel auf
einen rotationssymmetrischen Ko¨rper mit verspiegelter Oberfla¨che (Reflektor) reflektiert,
der sich oberhalb des Spiegels befindet (Symmetrieachse parallel zur z-Achse des Spie-
gels). Von dort gelangt er auf die Innenseite eines Zylinders und erzeugt einen Licht-
punkt. Die Position eines solchen Lichtpunktes ist von der momentanen Lage der Spie-
gelplatte abha¨ngig. Alle Punkte, die mit einer mo¨glichen Auslenkung der Platte erreicht
werden ko¨nnen, bilden zusammen den Projektionsbereich. Ziel ist eine zeilenweise U¨ber-
streichung dieses Projektionsbereiches, d.h., der Lichtpunkt soll nahezu waagerecht auf
der Zylinderinnenseite entlang laufen, wobei die Steigung so berechnet ist, dass nach
einer Umrundung genau die na¨chstho¨here Pixelzeile geschrieben wird. Durch geeignete
Ein-/Austastung der Laserquelle kann dann z.B. ein Schriftzug auf der Projektionsfla¨che
dargestellt werden (Rastergrafik). Nach erfolgter Bilderzeugung wird in einer Dunkelphase
der Laserstrahl wieder an den Ausgangspunkt zuru¨ck gefu¨hrt.
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Um den beschriebenen Strahlenverlauf zu erzeugen, muss der Spiegel eine Bewegung
derart durchfu¨hren, dass der Reflexionspunkt auf dem rotationssymmetrischen Ko¨rper
eine archimedische (anwachsende
”
kreisfo¨rmige“) Spirale beschreibt. Diese Taumelbewe-
gung ist durch geeignete Auslenkungen des Spiegels um die x- bzw. y-Achse gekennzeich-
net. Eine vertikale Spiegelbewegung hat auf die Form der auf dem Reflektor entstehenden
Spirale und damit auf das darzustellende Bild nur einen vernachla¨ssigbar kleinen Einfluss.
Die zu steuernden Koordinaten sind somit die beiden Bryantwinkel α und β der Spie-
geldrehungen um die ko¨rperfeste x- bzw. y-Achse. Die Vertikalbewegung (z-Koordinate)
muss nicht gesteuert werden. Damit kann mittels inverser Kinematik eine Solltrajektorie
der beiden dynamisch zu steuernden Koordinaten im Konfigurationenraum des mechani-
schen Teilsystems bestimmt werden. Gema¨ß Abschnitt 6.3.7 ko¨nnen zu jedem Zeitpunkt
in einem dreistufigen Algorithmus zuna¨chst die notwendigen mechanischen verallgemei-
nerten Kra¨fte (in diesem Fall die Momente um die ko¨rperfesten Achsen x und y), daraus
eine geeignete Lage des ETS (hier der Kondensatorladungen) und damit schließlich die
notwendigen elektrischen verallgemeinerten Kra¨fte (die Werte der vier Spannungsquellen)
berechnet werden.
Die Bilder 7.37 und 7.38 zeigen Ergebnisse der Simulation eines Anfahrvorgangs. Zu
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jedem Integrationszeitpunkt werden dazu in der genannten Weise die beno¨tigten Span-
nungen (Bild 7.37) errechnet und in das Simulationsmodell eingespeist. Startend aus der
Ruhelage (ladungslose Kondensatoren, Laserpunkt bei x = y = 0mm) wird der Spiegel in
eine Taumelbewegung versetzt (vgl. Volllinie in Bild 7.38). Gegenu¨ber dem Beginn der
Solltrajektorie (Strichlinie in Bild 7.38) stellt die Ruhelage eine erhebliche Sto¨rung dar.
Deshalb na¨hert sich die Spiegelbewegung zuna¨chst asymptotisch der Sollbewegung. Nach
etwa 0,1ms ist die Solltrajektorie erreicht und der Spiegel bewegt sich im weiteren Verlauf
stabil nahezu entlang der vorgegebenen Kurve. Nach Ablauf der ersten Bilderzeugungs-
phase und der darauf folgenden Dunkelphase existiert keine Anfangssto¨rung mehr. Die
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Amplitude der Taumelbewegung wa¨chst dann linear entsprechend der Sollvorgabe. Das
ermo¨glicht eine verzerrungsfreie Darstellung des Bildes auf der Projektionsfla¨che.
Mikrospiegel sind hochdynamische Systeme. Das Verha¨ltnis von Simulationszeit zu
erforderlicher Rechenzeit ist selbst bei heutigen Computern noch recht ungu¨nstig. Deshalb
ist die hier vorgestellte Regelung nur innerhalb einer dynamischen Simulation anwendbar.
Ein realer Spiegel kann derzeit nicht auf diese Weise online geregelt werden. Es ist aber
durchaus denkbar, die zuna¨chst mittels Simulation ermittelten Spannungsverla¨ufe danach
am realen Spiegel einzuspeisen und so eine offline-Steuerung zu realisieren. Falls dann
keine unvorhergesehenen Sto¨rungen auftreten, wird bei genu¨gend genauem Modell des
realen Systems die tatsa¨chliche Spiegelbewegung sehr nahe der gewu¨nschten liegen. Diese
Verfahrensweise konnte erfolgreich getestet werden.
Im Abschnitt 7.3 wurden am Beispiel von elektromechanischen Mikrospiegeln zwei Me-
thoden der in Kapitel 6 vorgestellten inversen Problemstellungen angewendet. Die nicht-
lineare Parameteroptimierung wurde exemplarisch an einem 1D- und einem 2D-Spiegel
gezeigt. Die nichtlineare dynamische Steuerung in Gestalt des in Abschnitt 6.3.7 vor-
gestellten Sonderfalles (Steuerung des MTS mittels elektrisch erzeugten Kra¨ften) wurde
anhand der Panoramaprojektion mittels 2D-Spiegel dargestellt.
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Kapitel 8
Zusammenfassung und Ausblick
In der Arbeit werden verschiedene Methoden zur Analyse und Synthese elektromechani-
scher Systeme vorgestellt. Grundlage ist dabei eine einheitliche mathematische Modellie-
rung solcher Systeme auf der Basis des Prinzips der virtuellen Arbeit in Lagrange’scher
Fassung. Zuna¨chst wird die Anwendung dieses Prinzips auf rein mechanische und rein
elektrische Systeme wiederholt. Danach wird die Herleitung der Bewegungsgleichungen
des EMS als einheitliches System mittels dieses Prinzips nochmals dargestellt. Das dabei
gewonnene differenzial-algebraische Gleichungssystem dient als Grundlage aller weiteren
Betrachtungen.
Als Methoden der Analyse werden fu¨r strukturfeste EMS neben der numerischen Inte-
gration auch die Bestimmung von statischen Gleichgewichtszusta¨nden und die Herleitung
der linearisierten Gleichungen fu¨r die Schwingungsanalyse dargelegt. In den Bewegungs-
gleichungen des elektrischen Teilsystems ko¨nnen Ordnungsreduktionen oder Entartungen
auftreten. Diese ko¨nnen z.B. begru¨ndet sein in nicht vollsta¨ndig besetzten Koeffizienten-
matrizen oder in linearen Abha¨ngigkeiten der Koeffizienten. Deshalb wird fu¨r alle Ana-
lysemethoden eine entsprechende Klasseneinteilung bzgl. der elektrischen generalisierten
Koordinaten verwendet. Fu¨r einen Gleichgewichtszustand eines EMS wird eine geeignete
Definition angegeben. Die linearisierten Gleichungen werden sowohl fu¨r die Modalanalyse
als auch fu¨r Sto¨rungsuntersuchungen dargestellt. Einer der beiden Hauptinhalte der Ar-
beit ist jedoch die einheitliche Modellierung und Behandlung von strukturvariablen EMS.
Dazu werden zuna¨chst die Pha¨nomene der Strukturvariabilita¨t (Schaltpha¨nomene) in der
mechanischen und der elektrischen Doma¨ne als unilaterale Bindungen aufgefasst. Jede
dieser Bindungen bewirkt eine einseitige Beschra¨nkung des Konfigurationenraumes des
EMS. Bei Erreichen einer solchen Beschra¨nkung erfolgt eine Struktura¨nderung des Sys-
tems und damit auch der Bewegungsgleichungen. Bei Existenz mehrerer Schaltpha¨nome-
ne ist das Auffinden einer neuen erlaubten Struktur ein kombinatorisches Problem, das
mittels LCP gelo¨st werden kann. Nach einer kurzen Wiederholung der entsprechenden
Beschreibung von Schaltpha¨nomenen in der Mechanik (Kontakt, Reibung) wird in der
Arbeit ausfu¨hrlich auf die Behandlung solcher Pha¨nomene in der elektrischen Doma¨ne
eingegangen. Dazu werden fu¨r selbststeuernde Schaltbauelemente die komplementa¨ren
Schaltzusta¨nde angegeben und – daraus abgeleitet – Zustandsbedingungen, Indikator-
funktionen und Schaltzula¨ssigkeitskriterien formuliert. Das Aufstellen des LCP erfolgt
unter Beachtung der Klasseneinteilung der generalisierten elektrischen Koordinaten. Die
gesamte Methode wird anhand einiger Schaltbauelemente (Diode, Zenerdiode, Thyristor)
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ausfu¨hrlich erla¨utert. Die in der Arbeit dargestellte Behandlung von Schaltpha¨nomenen
mittels unilateraler Bindungen und LCP ermo¨glicht eine einheitliche Modellierung von
strukturvariablen EMS auf der Basis des Gesamtsystems der Bewegungsgleichungen.
Die Synthese (der Entwurf) eines Systems wird in der Arbeit als inverses Problem ver-
standen. Als eine diesbezu¨gliche Methode wird die nichtlineare Parameteroptimierung als
eine Lo¨sung des inversen Problems bei fester Struktur aber nicht komplett vorgegebenen
Konstitutivparametern erwa¨hnt. Hier ist das einheitliche Modell des EMS insbesonde-
re dann von Vorteil, wenn Parameter bestimmt werden sollen, die das Verhalten sowohl
des mechanischen als auch des elektrischen Teilsystems beeinflussen. Der zweite der bei-
den Hauptinhalte der Arbeit ist die nichtlineare dynamische Steuerung von EMS als die
Lo¨sung des inversen Problems bei fester Gesamtkonfiguration (Struktur und Konstitutiv-
parameter). Dabei sind Vorgaben fu¨r die zeitliche Abfolge von mechanischen und/oder
elektrischen Koordinaten (darstellbar als explizit zeitabha¨ngige Sollwerte fu¨r die genera-
lisierten Koordinaten) zugelassen. Ausgehend von den EMS-Bewegungsgleichungen (ohne
zusa¨tzliche Zwangsbedingungen) werden unter Einbeziehung der Klasseneinteilung der
generalisierten elektrischen Koordinaten zuna¨chst die
”
Voronetz“-Gleichungen eines teil-
weise gesteuerten EMS (underactuated system) abgeleitet. Darauf aufbauend wird mit
gezielten Modifikationen ein so genannter erweiterter PD-Regler entworfen. Dieser besteht
aus einer nichtlinearen Vorsteuerung unter Verwendung der inversen Dynamik des Systems
und einer linearen Ru¨ckfu¨hrung des Lage- und Geschwindigkeitsfehlers. Der Nachweis der
globalen (asymptotischen) Stabilita¨t des vorgeschlagenen Regelgesetzes gelingt mittels ex-
pliziter Konstruktion einer Lyapunov-Funktion. Schließlich wird noch auf den wichtigen
Sonderfall der dynamischen Steuerung des mechanischen Teilsystems ausschließlich mit
elektrisch erzeugten Kra¨ften/Momenten eingegangen.
Einige Beispiele, die die Anwendung der Analyse- und Synthesemethoden zeigen, run-
den die Arbeit ab.
Zuku¨nftige Arbeiten sollten auf die Erweiterung und Vertiefung des hier vorgestellten
theoretischen Grundgeru¨stes einer Modellierung elektromechanischer Systeme gerichtet
sein. Verschiedene Sachverhalte verdienen dabei Beachtung:
• Beru¨cksichtigung nichtlinearer elektrischer Bauelemente (z.B. Kennlinien von Di-
oden und Transistoren, wenn diese nicht als Schaltbauelemente idealisiert werden
ko¨nnen),
• Beru¨cksichtigung nichtlinearer elektromagnetischer Effekte wie Hysterese und Sa¨tti-
gung (vgl. auch [227]),
• tiefgreifende Untersuchungen der LCP-Anwendung fu¨r Systeme mit sich gegenseitig
beeinflussenden mechanischen und elektrischen Schaltpha¨nomenen,
• Zusammenfu¨hrung der Ergebnisse zum erweiterten PD-Regler fu¨r Starrko¨rpersys-
teme mit zusa¨tzlichen Zwangsbedingungen (CMS) (vgl. [90, 139]) und dem in der
vorliegenden Arbeit vorgestellten erweiterten PD-Regler fu¨r EMS,
• Beschreibung von EMS mittels Lagrange-Funktionen, die in den Geschwindigkeiten
nicht quadratisch sind, z.B. zur Modellierung allgemeiner Wirbelstromeffekte etwa
bei Linearmotoren mit nicht strukturiertem Sekunda¨rteil (siehe z.B. [135]).
Anhang A
Integrabilita¨tsbedingungen und
Zustandsfunktionen
Dieser Anhang stellt Erga¨nzungen zu den Kapiteln 2 und 3 bereit. Er stu¨tzt sich
wesentlich auf die Arbeiten zur Lagrange-basierten EMS-Modellierung von Mai-
ßer/Steigenberger [142, 143, 220, 221] sowie deren Weiterentwicklung in [131, 144].
A.1 Mehrko¨rpersysteme
Im Anhang A.1 gelten folgende Indexvereinbarungen: κ, λ,  ∈ J ; α, β ∈ J ∪ {0} (J – In-
dexmenge der generalisierten Koordinaten des MKS, q0 ≡ t).
In Abschnitt 2.2 erfolgt die Herleitung der Bewegungsgleichungen eines Mehrko¨rper-
systems (MKS) mittels Zerlegung der Kra¨fte gema¨ß (2.10) mit (2.11). Die fu¨r (2.11a) bzw.
(2.11c) notwendigen und hinreichenden Integrabilita¨tsbedingungen lauten (siehe [131])
∂[κQ
(0)
λ] = 0, (A.1)
∂˙[κQ
(2)
λ] = 0. (A.2)
Die zugeho¨rigen Zustandsfunktionen, Potenzial U und Dissipationsfunktion D, sind dann
wegunabha¨ngige Linienintegrale:
U(q, t) :=
∫ qκ
0
Q(0)κ (q, t) dq
κ, D(q˙, q, t) :=
∫ q˙κ
0
Q(2)κ (q˙, q, t) dq˙
κ. (A.3a,b)
Die fu¨r (2.11b) notwendigen und hinreichenden Integrabilita¨tsbedingungen sind z.B. in
[18] zu finden (siehe auch [16]). Die Q
(1)
κ mu¨ssen notwendigerweise linear in q˙λ mit schief-
symmetrischer Koeffizientenmatrix wκλ sein:
Q(1)κ = wκλ(q, t)q˙
λ + wκ0(q, t).
Das verallgemeinerte Potenzial V muss dann ebenfalls linear in q˙κ sein:
V (q˙, q, t) = ωκ(q, t)q˙
κ + ω0(q, t). (A.4)
Dabei mu¨ssen die ωκ, ω0 einem System partieller Differenzialgleichungen
2∂[αωβ] = wαβ
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genu¨gen. Dieses System besitzt genau dann Lo¨sungen, wenn ∂	wκλ + ∂λw	κ + ∂κwλ	 = 0
und 2∂[λwκ]0 = ∂0wκλ bzw. zusammengefasst
∂βwκλ + ∂λwβκ + ∂κwλβ = 0 (A.5)
erfu¨llt ist.
Die Bedingungen (A.1), (A.2) und (A.5) wurden zuerst von Helmholtz angegeben.
Sie entsprechen gleichzeitig den notwendigen und hinreichenden Bedingungen fu¨r die Exis-
tenz eines kinetischen Potenzials erster Ordnung (Lagrange-Funktion Λ(q˙, q)) gema¨ß(
∂˙κΛ
)˙
− ∂κΛ = Qκ.
In der von Helmholtz angefu¨hrten Form ([83]) lauten sie
∂¨[λQκ] = 0, ∂˙(λQκ) =
(
∂¨κQλ
)˙
, ∂[λQκ] =
1
2
(
∂˙[λQκ]
)˙
, ∂¨λ∂¨	Qκ = 0.
A.2 Elektrische Systeme
Im Anhang A.2 gelten folgende Indexvereinbarungen: i, j ∈ Γ; µ, ν, ω ∈ H∗ (Γ – Index-
menge der Zweige des Netzwerkgraphen des ES, H∗ – Indexmenge der Cogeru¨stkanten).
In Abschnitt 2.3 erfolgt die Herleitung der Bewegungsgleichungen eines elektrischen
Systems (ES) in Ladungsformulierung unter Einhaltung gewisser Integrabilita¨tsbedingun-
gen. Diese lassen sich aus dem Prinzip der virtuellen Arbeit (2.38) unter Verwendung der
Zerlegung (2.39) herleiten. Darin implizit enthalten ist die konkrete Bestimmung der Zu-
standsfunktionen W ′m, We und V
h.
Die aus Induktoren resultierenden Anteile der virtuellen Arbeit lassen sich mit den
Maschenflu¨ssen
ψµ(q˙, t) = A
i
µΨi (A.6)
schreiben als
V
(L)
i δq¯
i = Ψ˙i δq¯
i = Ψ˙i A
i
µ δq
µ = ψ˙µ δq
µ.
Mit einer Zustandsfunktion W ′m(q˙, t) ist (∂˙µW
′
m)˙ δq
µ = ψ˙µ δq
µ fu¨r beliebige δqµ nur dann
erfu¨llbar, falls ∂˙µW
′
m = ψµ + const. gilt. Diese partiellen Differentialgleichungen fu¨r W
′
m
sind nur unter der Bedingung ∂˙[νψµ] = 0 integrierbar. Wegen ∂˙µ(·) = Aiµ∂˙i(·) und (A.6)
muss somit
AiµA
j
ν ∂˙[iΨj] = 0 (A.7)
gelten. In diesem Fall heißt das wegunabha¨ngige Linienintegral
W ′m(q˙, t) :=
∫
ψµ dq˙
µ
magnetische Coenergie des ES. Fu¨r einen linearen Induktor gilt Ψi = Lij(t) ˙¯q
j + Ψi0(t)
(Lij = Lji – Induktivita¨ten, Ψi0 – explizit zeitabha¨ngiger magnetischer Fluss infolge Per-
manentmagneten) und somit
W ′m =
1
2
Lij(t) ˙¯q
i ˙¯qj + Ψi0(t) ˙¯q
i
∣∣
MT
.
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Die aus Kondensatoren und Spannungsquellen resultierenden Anteile der virtuellen
Arbeit lassen sich mit
v(C)µ (q, t) = A
i
µV
(C)
i , vµ0(t) = A
i
µVi0 (A.8)
schreiben als
(V
(C)
i + Vi0) δq¯
i = (V
(C)
i + Vi0)A
i
µ δq
µ = (v(C)µ + vµ0) δq
µ.
Mit einer Zustandsfunktion We(q, t) ist ∂µWe δq
µ = (v
(C)
µ + vµ0) δq
µ fu¨r beliebige δqµ nur
dann erfu¨llbar, falls ∂µWe = v
(C)
µ + vµ0 + const. gilt. Diese partiellen Differentialgleichun-
gen fu¨r We sind nur unter der Bedingung ∂[νv
(C)
µ] = 0 integrierbar (∂νvµ0 ≡ 0). Wegen
∂µ(·) = Aiµ∂i(·) und (A.8) muss somit
AiµA
j
ν∂[iV
(C)
j] = 0 (A.9)
gelten. In diesem Fall heißt das wegunabha¨ngige Linienintegral
We(q, t) :=
∫
(v(C)µ + vµ0) dq
µ
elektrische Energie des ES. Fu¨r einen linearen Kondensator gilt V
(C)
i = Cij(t)q¯
j + V
(C)
i0
(Cij = Cji – Elemente der inversen Matrix der Teilkapazita¨ten, V
(C)
i0 – Spannungen infolge
Anfangsladungen) und somit
We =
1
2
Cij(t)q¯
iq¯j + V
(C)
i0 q¯
i
∣∣
MT
.
Die aus (zuna¨chst nicht unbedingt quasilinearen) Resistoren resultierenden Anteile der
virtuellen Arbeit lassen sich mit
v(R)µ (q˙, q, t) = A
i
µV
(R)
i (A.10)
schreiben als
V
(R)
i δq¯
i = V
(R)
i A
i
µ δq
µ = v(R)µ δq
µ.
Mit einer Zustandsfunktion D(q˙, q, t) ist dann ∂˙µD δq
µ = v
(R)
µ δqµ fu¨r beliebige δqµ nur
dann erfu¨llbar, falls ∂˙µD = v
(R)
µ + const. gilt. Diese partiellen Differentialgleichungen fu¨r
D sind nur unter der Bedingung ∂˙[νv
(R)
µ] = 0 integrierbar. Wegen ∂µ(·) = Aiµ∂i(·) und
(A.10) muss somit
AiµA
j
ν ∂˙[iV
(R)
j] = 0 (A.11)
gelten. In diesem Fall heißt das wegunabha¨ngige Linienintegral
D(q˙, q, t) :=
∫
v(R)µ dq˙
µ (A.12)
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Dissipationsfunktion des ES. Fu¨r einen quasilinearen Resistor gilt V
(R)
i = Rij(q, t) ˙¯q
j und
somit
v(R)µ = rµν(q, t)q˙
ν + sµ(q, t),
wobei der erste Term von den Maschenstro¨men (d.h. den generalisierten
”
Geschwin-
digkeiten“) herru¨hrt (rµν = A
i
µA
j
νRij) und der zweite Term infolge eventuell vorhan-
dener Stromquellen entsteht (sµ = A
i
µA
j
ν0Rij q˙
ν0
0 (t), ν0 ∈ H0). Sei rµν = sµν + wµν mit
sµν := r(µν) und wµν := r[µν]. Dann zerfa¨llt v
(R)
µ in einen dissipativen (v
(Rd)
µ ) und einen
gyroskopischen Anteil (v
(Rg)
µ ), wobei v
(Rd)
µ = sµν q˙
ν + sµ und v
(Rg)
µ = wµν q˙
ν ist. Damit sind
fu¨r den dissipativen Anteil die Bedingungen (A.11) erfu¨llt und nach (A.12) ist
D =
1
2
sµν(q, t)q˙
µq˙ν + sµ(q, t)q˙
µ
die dem dissipativen Anteil der quasilinearen Resistoren zugeordnete Rayleigh’sche Dis-
sipationsfunktion. Fu¨r den gyroskopischen Anteil ergibt sich schließlich die Existenz einer
Zustandsfunktion V h mit δµV
h = (∂˙µV
h)˙− ∂µV h = −v(Rg)µ unter den Bedingungen
∂ωwµν + ∂νwωµ + ∂µwνω = 0, ∂0wµν = 0 (A.13)
(q0 ≡ t). Dann sind die partiellen Differenzialgleichungen 2∂[µων] = wµν integrierbar. Im
Fall wµν = r[µν] = const. ist ων = wµνq
µ und
V h =
1
2
wµνq
µq˙ν
ist das gyroskopische Potenzial der quasilinearen Resistoren des ES.
Die Bedingungen (A.7), (A.9), (A.11) und (A.13) wurden zuerst von Helmholtz
angegeben. Sie entsprechen gleichzeitig den notwendigen und hinreichenden Bedingungen
fu¨r die Existenz eines kinetischen Potenzials erster Ordnung (Lagrange-Funktion Λ(q˙, q))
gema¨ß(
∂˙µΛ
)˙
− ∂µΛ = vµ.
In der von Helmholtz angefu¨hrten Form ([83]) lauten sie
∂¨[νvµ] = 0, ∂˙(νvµ) =
(
∂¨νvµ
)˙
, ∂[νvµ] =
1
2
(
∂˙[νvµ]
)˙
, ∂¨ν ∂¨ωvµ = 0.
Der Nachweis der Notwendigkeit und Hinla¨nglichkeit dieser Bedingungen stammt ebenfalls
von Helmholtz und ist gelegentlich wiederholt worden (z.B. in [131]).
A.3 Elektromechanische Systeme
Im Anhang A.3 gelten folgende Indexvereinbarungen: κ, λ, , σ ∈ J ; µ, ν, ω ∈ H∗;
a, b, c ∈ J ∪H∗; α, β, γ ∈ J ∪H∗ ∪ {0} (q0 ≡ t); i, j ∈ Γ.
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A.3.1 Integrabilita¨tsbedingungen
Die Klasseneinteilung (3.9) mit (3.10) ist hinreichend fu¨r die Darstellbarkeit der Qκ, vµ
gema¨ß (3.7). Im Folgenden sind die Bedingungen fu¨r die Klassenzugeho¨rigkeit fu¨r gewisse
Kraft- und Spannungsanteile aufgefu¨hrt.
Das Funktionentupel (Q
(0)
κ , ψµ,−v(0)µ ) geho¨rt zur Klasse K(0) genau dann, wenn
∂[κQ
(0)
λ] = 0, ∂˙[νψµ] = 0, ∂[νv
(0)
µ] = 0,
∂˙µQ
(0)
κ − ∂κψµ = 0, ∂µQ(0)κ + ∂κv(0)µ = 0, ∂νψµ + ∂˙µv(0)ν = 0.
(A.14)
Das Funktionentupel (Q
(1)
κ ,−v(1)µ ) = (Q(1)a ) geho¨rt zur Klasse K(1) genau dann, wenn
Q(1)a = −raα(q, t)q˙α (A.15)
und (mit r0a := −ra0, r00 := 0, r[αβ] := wαβ)
r(αβ) = 0, ∂γwαβ + ∂βwγα + ∂αwβγ = 0. (A.16a,b)
Bedingung (A.15) bedeutet Linearita¨t in q˙, d.h. Q
(1)
κ = −wκa(q, t)q˙a − wκ(q, t) sowie
v
(1)
µ = wµa(q, t)q˙
a + wµ(q, t). Bedingung (A.16a) bedeutet Schiefsymmetrie der Koeffizi-
entenmatrix und wa = ra0. Die Bedingungen (A.16b) sind gerade die notwendigen und
hinreichenden Integrabilita¨tsbedingungen fu¨r das System partieller Differentialgleichun-
gen
2∂[αωβ] = wαβ (A.17)
zur Bestimmung der Funktionen ωα(q, t). Sie lauten ausfu¨hrlich ∂cwab + ∂bwca + ∂awbc = 0
und ∂0wab = 2∂[bwa]. Schließlich geho¨rt das Funktionentupel (Q
(2)
κ ,−v(2)µ ) = (Q(2)a ) zur
Klasse K(2) genau dann, wenn
∂˙[aQ
(2)
b] = 0, d.h. ∂˙[λQ
(2)
κ] = 0, ∂˙[νv
(2)
µ] = 0, ∂˙µQ
(2)
κ + ∂˙κv
(2)
µ = 0. (A.18)
A.3.2 Ermittlung der Zustandsfunktionen
Die Funktionen Qa seien gema¨ß (3.3) gegeben. Dann mu¨ssen diese nach (3.10) zerlegt wer-
den derart, dass die Bedingungen (A.14), (A.16) und (A.18) identisch erfu¨llt sind. Wenn
dies gelingt, ko¨nnen die zugeho¨rigen Zustandsfunktionen wie folgt berechnet werden.
A.3.2.1 Zustandsfunktion Ψ
Nach (3.10) gilt fu¨r Ψ zuna¨chst einmal die allgemeine Darstellung
Ψ :=
(q˙µ,qµ,qκ)∫
(0,0,0)
ψµ(q˙
c, qc, t) dq˙µ − v(0)µ (q˙c, qc, t) dqµ + Q(0)κ (q˙c, qc, t) dqκ.
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Fu¨r dieses Linienintegral kann infolge der Wegunabha¨ngigkeit von Ψ ein beliebiger Inte-
grationsweg – also z.B. (0, 0, 0)→ (0, 0, qκ)→ (0, qµ, qκ) → (q˙µ, qµ, qκ) – gewa¨hlt werden.
Mit v˜
(0)
µ (qc, t) := v
(0)
µ
∣∣
q˙c≡0 und Q˜
(0)
κ (qσ, t) := Q
(0)
κ
∣∣
q˙c≡0, qω≡0 ist dann
Ψ :=
∫ q˙µ
0
ψµ(q˙
c, qc, t) dq˙µ −
∫ qµ
0
v˜(0)µ (q
c, t) dqµ +
∫ qκ
0
Q˜(0)κ (q
σ, t) dqκ. (A.19)
Infolge der ausschließlichen Betrachtung diskreter EMS und damit der Anwendung der
Kirchhoff-Theorie (als quasistationa¨re Na¨herung der Maxwell-Gleichungen) ha¨ngt die Zu-
standsfunktion Ψ nicht von den Ladungen qµ ab, d.h. Ψ = Ψ(q˙ω, qσ, t). Dann gilt wegen
(3.10)
ψµ = ∂˙µΨ = ψµ(q˙
ω, qσ, t), v(0)µ = −∂µΨ ≡ 0, Q(0)κ = ∂κΨ = Q(0)κ (q˙ω, qσ, t)
und somit nach (A.19)
Ψ :=
∫ q˙µ
0
ψµ(q˙
ω, qσ, t) dq˙µ +
∫ qκ
0
Q˜(0)κ (q
σ, t) dqκ. (A.20)
Ist ψµ der verkettete magnetische Fluss im Fundamentalkreis µ, so heißt Ψ magnetome-
chanisches Copotenzial des EMS (
”
magnetische Coenergie“). Die dieser Zustandsfunktion
entsprechenden Kra¨fte
Q(0)κ := ∂κΨ =
∫ q˙µ
0
∂κψµ dq˙
µ + Q˜(0)κ (q
σ, t) (A.21)
sind dann magnetischen Ursprungs. Die Q˜
(0)
κ resultieren dabei aus Magnetfeldern, die in
Induktoren durch Quellstro¨me oder Permanentmagnete erzeugt werden.
Im Fall linearer Fluss-Strom-Relationen lassen sich weitere Aussagen machen. Mit
ψµ = lµν(q
σ, t)q˙ν + ψµ0(q
σ, t), lµν = lνµ
ist nach (A.20) und (A.21)
Ψ =
1
2
lµν(q
σ, t)q˙µq˙ν + ψµ0(q
σ, t)q˙µ + Ψ˜(qσ, t), Ψ˜ :=
∫ qκ
0
Q˜(0)κ dq
κ, (A.22)
Q(0)κ = ∂κΨ =
1
2
∂κlµν(q
σ, t)q˙µq˙ν + ∂κψµ0(q
σ, t)q˙µ + Q˜(0)κ (q
σ, t). (A.23)
Zur Ermittlung von Ψ˜ und Q˜
(0)
κ wird die magnetische Coenergie fu¨r lineare Induktoren
unter Einbeziehung der Zweigstromanteile q˙i0(t) infolge Stromquellen betrachtet:
Ψ(q˙ω, qσ, t) =
1
2
Lij(q
σ, t)(Aiµq˙
µ + q˙i0)(A
j
ν q˙
ν + q˙j0) + Ψi0(q
σ, t)(Aiµq˙
µ + q˙i0).
Mit lµν = A
i
µA
j
νLij und ψµ0 = A
i
µ(Lij q˙
j
0 + Ψi0) folgt daraus
Ψ =
1
2
lµν(q
σ, t)q˙µq˙ν + ψµ0(q
σ, t)q˙µ +
1
2
Lij(q
σ, t)q˙i0q˙
j
0 + Ψi0(q
σ, t)q˙i0
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bzw. mit (A.22)
Ψ˜(qσ, t) ≡
∫ qκ
0
Q˜(0)κ (q
σ, t) dqκ =
1
2
Lij(q
σ, t)q˙i0(t)q˙
j
0(t) + Ψi0(q
σ, t)q˙i0(t).
Fu¨r Q˜
(0)
κ folgt deshalb
Q˜(0)κ (q
σ, t) := ∂κΨ|q˙ω=0 = ∂κΨ˜ =
1
2
∂κLij(q
σ, t)q˙i0q˙
j
0 + ∂κΨi0(q
σ, t)q˙i0. (A.24)
Der einfach unterstrichene Term in (A.24) repra¨sentiert Kra¨fte in Induktoren infolge
Stromquellen, der doppelt unterstrichene Term repra¨sentiert Kra¨fte auf Permanentma-
gnete infolge Stromquellen.
A.3.2.2 Zustandsfunktion V
Nach (3.10), (A.15) und (A.17) ist
V = ωα(q, t)q˙
α ≡ ωaq˙a + ω0 != V h + ω0, (A.25)
wobei ωα Lo¨sung des Systems partieller Differentialgleichungen (A.17) ist. Zwei Lo¨sungen
dieses Systems unterscheiden sich durch einen Gradienten ∂αΦ(q
β). Der zugeho¨rige Teil
von V ist ∂αΦ(q
β)q˙α ≡ Φ˙, also genu¨gt wegen δaΦ˙ ≡ 0 die Bestimmung einer speziellen
Lo¨sung. Dazu werde ein α so gewa¨hlt, dass wαβ ≡ 0 fu¨r mindestens ein β ist. Mit ωα := 0
ist nach (A.17)
2∂[αωβ] ≡ ∂αωβ = wαβ ,
und wegen (A.16b) ist schließlich
ωβ =
∫
wαβ dq
α
eine spezielle Lo¨sung. Das hier kurz angedeutete Verfahren der Quadratur ist in [144]
ausfu¨hrlich erla¨utert.
Die Zustandsfunktion V wird als (inhomogenes) verallgemeinertes Potenzial bezeich-
net. Ihr homogener Anteil V h wird auch gyroskopisches Potenzial genannt. Einsetzen von
(A.25) in die Bewegungsgleichungen (3.13) liefert
Q(1)a = δaV = δa(ωbq˙
b)− ∂aω0 ≡ −2∂[aωb]q˙b + ∂0ωa − ∂aω0 != −wabq˙b − wa.
Der Term δa(ωbq˙
b) ≡ δaV h = −2∂[aωb]q˙b + ∂0ωa beschreibt quasigyroskopische (d.h. leis-
tungslose) Wechselwirkungen (vgl. [144]). Aus dem inhomogenen Anteil ω0 von V resul-
tieren folgende Kraft- und Spannungsanteile:
Q¯(1)a (q
ω, qσ, t) := −∂aω0 = −(wa + ∂0ωa).
Folglich ist
ω0 := −
(qµ,qκ)∫
(0,0)
Q¯(1)a (q
c, t) dqa,
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und weil dieses Linienintegral wegunabha¨ngig ist, wird mit Q˜
(1)
κ (qσ, t) = Q¯
(1)
κ
∣∣
qω≡0
ω0 =
∫
v¯(1)µ (q
c, t) dqµ −
∫
Q˜(1)κ (q
σ, t) dqκ. (A.26)
Der inhomogene Anteil ω0 von V heißt elektromechanisches Potenzial. Die Q˜
(1)
κ beschrei-
ben Kra¨fte, die durch Quellladungen (Ladungen infolge Stromquellen) in Kondensatoren
und Elektreten erzeugt werden.
Zur Ermittlung von v¯
(1)
µ und Q˜
(1)
κ wird die elektrische Energie fu¨r lineare Kondensato-
ren unter Einbeziehung der Zweigladungsanteile qj0(t) infolge Stromquellen betrachtet:
ω0(q
c, t) =
1
2
Cij(q
σ, t)(Aiµq
µ + qi0)(A
j
νq
ν + qj0) + [Ci0(q
σ, t) + Vi0] (A
i
µq
µ + qi0).
Mit cµν = A
i
µA
j
νCij und wµ = A
i
µ(Cijq
j
0 + Ci0 + Vi0) folgt daraus
ω0 =
1
2
cµν(q
σ, t)qµqν + wµ(q
σ, t)qµ +
1
2
Cij(q
σ, t)qi0q
j
0 + Ci0(q
σ, t)qi0 + Vi0(t)q
i
0.
Gema¨ß (A.26) soll gelten
ω0
!
= ω¯0(q
c, t) + ω˜0(q
σ, t),
woraus sowohl
ω¯0(q
c, t) =
1
2
cµν(q
σ, t)qµqν + wµ(q
σ, t)qµ
als auch
ω˜0(q
σ, t) ≡ −
∫ qκ
0
Q˜(1)κ (q
σ, t) dqκ =
1
2
Cij(q
σ, t)qi0q
j
0 + Ci0(q
σ, t)qi0 + Vi0(t)q
i
0
folgt. Fu¨r Q˜
(1)
κ ergibt sich deshalb
Q˜(1)κ (q
σ, t) = − ∂κω0|qω=0 = −∂κω˜0 = −
1
2
∂κCij(q
σ, t)qi0q
j
0 − ∂κCi0(qσ, t)qi0.
Der einfach unterstrichene Term repra¨sentiert Kra¨fte in Kondensatoren infolge Stromquel-
len, der doppelt unterstrichene Term repra¨sentiert Kra¨fte in Elektreten infolge Stromquel-
len.
A.3.2.3 Zustandsfunktion D
Nach (3.10) gilt fu¨r D zuna¨chst einmal die allgemeine Darstellung
D :=
(q˙µ,q˙κ)∫
(0,0)
v(2)µ (q˙
c, qc, t) dq˙µ −Q(2)κ (q˙c, qc, t) dq˙κ.
Fu¨r dieses Linienintegral kann infolge der Wegunabha¨ngigkeit von D ein beliebi-
ger Integrationsweg – also z.B. (0, 0)→ (0, q˙κ)→ (q˙µ, q˙κ) – gewa¨hlt werden. Mit
Q˜
(2)
κ (q˙σ, qc, t) := Q
(2)
κ
∣∣
q˙ω≡0 ist dann
D :=
∫ q˙µ
0
v(2)µ (q˙
c, qc, t) dq˙µ −
∫ q˙κ
0
Q˜(2)κ (q˙
σ, qc, t) dq˙κ. (A.27)
Die Zustandsfunktion D heißt Rayleigh’sche Dissipationsfunktion.
A.3. Elektromechanische Systeme 163
A.3.2.4 Bemerkung
Gelegentlich wird mittels Indizierung der Homogenita¨tsgrad einer Zustandsfunktion an-
gezeigt. Wegen (2.12) ist die kinetische Energie T des mechanischen Teilsystems eine
quadratische Funktion in den q˙λ und es gilt T = T2 + T1 + T0 (Ti – in den generalisierten
”
mechanischen“ Geschwindigkeiten homogenes Polynom i-ten Grades, i = 0, 1, 2). We-
gen (A.22) ist die magnetische Coenergie Ψ eine quadratische Funktion in den q˙ν und
es gilt Ψ = Ψ2 + Ψ1 + Ψ0 (Ψi – in den Maschenstro¨men homogenes Polynom i-ten Gra-
des, i = 0, 1, 2). Das verallgemeinerte Potenzial kann gema¨ß (A.25) dargestellt werden als
V = V1 + V0 = V
h + ω0. Es ist eine lineare Funktion in den generalisierten Geschwindig-
keiten. Schließlich sei die Dissipationsfunktion eine quadratische Funktion in den genera-
lisierten Geschwindigkeiten, weshalb formal D = D2 + D1 gilt (D0 entfa¨llt wegen (A.27)).
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Anhang B
Lineare Schwingungsanalyse
Dieser Anhang stellt eine Erga¨nzung zu Kapitel 4 dar. Zuna¨chst wird das System von Diffe-
renzialgleichungen erster Ordnung fu¨r das elektrische Teilsystem angegeben. Anschließend
werden – der Vollsta¨ndigkeit halber – fu¨r EMS ohne Zwangsbedingungen die linearisierten
Differenzialgleichungen aus den Lagrange’schen EMS-Bewegungsgleichungen (3.27) her-
geleitet, statt aus den in Kapitel 4 verwendeten Gleichungen (4.23) mit ETS-DGLn erster
Ordnung. Im dritten Abschnitt werden schließlich die kompletten Sto¨rungsgleichungen fu¨r
EMS mit Zwangsbedingungen angegeben.
B.1 Die Differenzialgleichungen erster Ordnung fu¨r
das elektrische Teilsystem
Fu¨r die Herleitung des Systems von Differenzialgleichungen erster Ordnung fu¨r das elek-
trische Teilsystem werden folgende Indexmengen verwendet: µ, ν ∈ H∗ und ϕ, χ ∈ I (siehe
Abschnitt 4.3.1.1). Die Subindizes L2, L1, R1 bedeuten ein Durchlaufen der entsprechen-
den Untermengen HL2, HL1, HR1 (siehe Abschnitt 4.1.3.1).
Gema¨ß (4.22) sei der Vektor der Zustandsgro¨ßen (qϕ) und seine zeitliche Ableitung
(q˙χ) dargestellt als
(qϕ) =


q˙µL2
qµL2
q˙µL1
qµR1

 , (q˙χ) =


q¨νL2
q˙νL2
q¨νL1
q˙νR1

 .
Damit ergibt sich aus (4.21b) die Matrix Bϕχ in (4.23b) zu
(Bϕχ) =


lµL2νL2 0 lµL2νL1 rµL2νR1
0 1 0 0
lµL1νL2 0 lµL1νL1 rµL1νR1
0 0 0 rµR1νR1


und der Vektor der rechten Seiten bϕ lautet
(bϕ) = −


r˜µL2νL2 cµL2νL2 r˜µL2νL1 cµL2νR1
−1 0 0 0
r˜µL1νL2 0 r˜µL1νL1 0
rµR1νL2 cµR1νL2 rµR1νL1 cµR1νR1




q˙νL2
qνL2
q˙νL1
qνR1

−


v˜µL20
0
v˜µL10
v˜µR10

 .
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B.2 Linearisierte Differenzialgleichungen zweiter
Ordnung fu¨r EMS ohne Zwangsbedingungen
B.2.1 Sto¨rungsgleichungen
In Abschnitt 4.3 wurden die EMS-Sto¨rungsgleichungen (4.24) aus den Gleichungen mit
ETS-DGLn erster Ordnung (4.23) entwickelt. Der Vorteil der dort verwendeten Darstel-
lung ist die universelle Verwendbarkeit trotz des eventuell vorhandenen Rangabfalls in
der Induktor- und/oder der Resistormatrix. Von Nachteil ist allerdings der Verlust der
in Abschnitt 3.2.5 herausgearbeiteten Struktur der Bewegungsgleichungen. Hier soll des-
halb die Herleitung der Sto¨rungsgleichungen aus den EMS-Bewegungsgleichungen (3.27)
dargestellt werden. Beim Vergleich beider Varianten sind insbesondere die unterschiedlich
verwendeten Indexmengen zu beachten. Wa¨hrend in (4.24) ϕ, χ, η, ζ ∈ I gilt, werden hier
die Indizes µ, ν, ω, ϑ ∈ H∗ verwendet. Die notwendige Invertierung der verallgemeinerten
Induktivita¨tsmatrix gµν erfordert deren Regularita¨t. Bezu¨glich der Existenz von Kon-
densatoren in Fundamentalkreisen wird weiterhin zwischen den Indexmengen HL2 (mit
Kondensatoren) und HL1 (ohne Kondensatoren) unterschieden.
Zuna¨chst werden die Gleichungen (3.27) hier wiederholt:
gκλq¨
λ +Γκλ	q˙
λq˙	 − 1
2
∂κgνωq˙
ν q˙ω + (2Γκb0 + sκb)q˙
b +Γκ00 + sκ0 = 0,
gµν q¨
ν + ∂λgµν q˙
λq˙ν + (2Γµb0 + sµb)q˙
b +Γµ00 + sµ0 = 0.
(B.1)
Sei q(t) eine Referenzlo¨sung, in deren Na¨he das Systemverhalten untersucht werden soll.
Mittels der Transformation qa → q¯ a = qa+xa werden fu¨r kleine xa die in den Bewegungs-
gleichungen auftretenden Objekte bis zu linearen Termen entwickelt. Die verallgemeiner-
ten mechanischen Lagekoordinaten werden wieder mit κ, λ, , σ ∈ J indiziert, wa¨hrend
ihre Sto¨rungen mit dem Index ξ ∈ J bezeichnet werden sollen. Fu¨r die Maschenladun-
gen gelten die Indizes µ, ν, ω ∈ H∗ und fu¨r deren Sto¨rungen der Index ϑ ∈ H∗. Weiterhin
sei b, c ∈ J ∪H∗. Dann gilt wegen sκµ = sµκ ≡ 0 fu¨r die Terme in den ”mechanischen“
Gleichungen
gκλ(q¯
σ, t)¨¯q λ = gκλ(q
σ, t)q¨λ + gκξ(q
σ, t)x¨ξ + ∂ξgκλ(q
σ, t)q¨λxξ,
Γκλ	(q¯
σ, t) ˙¯q λ ˙¯q 	 = Γκλ	(q
σ, t)q˙λq˙	 + 2Γκλξ(q
σ, t)q˙λx˙ξ + ∂ξΓκλ	(q
σ, t)q˙λq˙	xξ,
∂κgνω(q¯
σ, t) ˙¯q ν ˙¯q ω = ∂κgνω(q
σ, t)q˙ν q˙ω + 2∂κgνϑ(q
σ, t)q˙ν x˙ϑ + ∂ξ∂κgνω(q
σ, t)q˙ν q˙ωxξ,
Γκb0(q¯
σ, t) ˙¯q b = Γκb0(q
σ, t)q˙b + Γκc0(q
σ, t)x˙c + ∂ξΓκb0(q
σ, t)q˙bxξ,
sκλ(q¯
σ, t) ˙¯q λ = sκλ(q
σ, t)q˙λ + sκξ(q
σ, t)x˙ξ + ∂ξsκλ(q
σ, t)q˙λxξ,
Γκ00(q¯
σ, q¯ ω, t) = Γκ00(q
σ, qω, t) + ∂ξΓκ00(q
σ, qω, t)xξ + ∂ϑΓκ00(q
σ, qω, t)xϑ,
sκ0(q¯
σ, t) = sκ0(q
σ, t) + ∂ξsκ0(q
σ, t)xξ
und fu¨r die Objekte in den
”
elektrischen“ Gleichungen
gµν(q¯
σ, t)¨¯q ν = gµν(q
σ, t)q¨ν + gµϑ(q
σ, t)x¨ϑ + ∂ξgµν(q
σ, t)q¨νxξ,
∂λgµν(q¯
σ, t) ˙¯q λ ˙¯q ν = ∂λgµν(q
σ, t)q˙λq˙ν + ∂ξgµν(q
σ, t)q˙ν x˙ξ + ∂λgµϑ(q
σ, t)q˙λx˙ϑ +
+ ∂ξ∂λgµν(q
σ, t)q˙λq˙νxξ,
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Γµb0(q¯
σ, t) ˙¯q b = Γµb0(q
σ, t)q˙b + Γµc0(q
σ, t)x˙c + ∂ξΓµb0(q
σ, t)q˙bxξ,
sµν(q¯
σ, t) ˙¯q ν = sµν(q
σ, t)q˙ν + sµϑ(q
σ, t)x˙ϑ + ∂ξsµν(q
σ, t)q˙νxξ,
Γµ00(q¯
σ, q¯ ω, t) = Γµ00(q
σ, qω, t) + ∂ξΓµ00(q
σ, qω, t)xξ + ∂ϑΓµ00(q
σ, qω, t)xϑ,
sµ0(q¯
σ, t) = sµ0(q
σ, t) + ∂ξsµ0(q
σ, t)xξ.
Unter Hinzunahme von zusa¨tzlichen kleinen generalisierten Sto¨rkra¨ften Φκ(q˙
σ, qσ, q˙ω, qω, t)
und Sto¨rspannungen Φµ(q˙
σ, qσ, q˙ω, qω, t) folgt damit fu¨r die Sto¨rungsgleichungen
gκξx¨
ξ +
(
2Γκλξq˙
λ + 2Γκξ0 + sκξ
)
x˙ξ +
(
2Γκϑ0 − ∂κgνϑq˙ν
)
x˙ϑ + ∂ϑΓκ00 x
ϑ +
+
[
∂ξgκλq¨
λ + ∂ξΓκλ	q˙
λq˙	 − 1
2
∂ξ∂κgνωq˙
ν q˙ω + 2∂ξΓκb0q˙
b + ∂ξsκλq˙
λ+
+ ∂ξΓκ00 + ∂ξsκ0
]
xξ = Φκ,
gµϑx¨
ϑ +
(
∂ξgµν q˙
ν + 2Γµξ0
)
x˙ξ +
(
∂λgµϑq˙
λ + 2Γµϑ0 + sµϑ
)
x˙ϑ + ∂ϑΓµ00 x
ϑ +
+
(
∂ξgµν q¨
ν + ∂ξ∂λgµν q˙
λq˙ν + 2∂ξΓµb0q˙
b + ∂ξsµν q˙
ν + ∂ξΓµ00 + ∂ξsµ0
)
xξ = Φµ.
(B.2)
B.2.2 Modalanalyse
Die Gleichungen (B.2) ko¨nnen analog zum Vorgehen in Abschnitt 4.3.1.2 zur Untersu-
chung des Eigenschwingungsverhaltens und zur Ermittlung von Sto¨rbewegungen um einen
statischen Gleichgewichtszustand bei vorgegebenen Anfangssto¨rungen verwendet werden.
Dabei gelten folgende Vereinfachungen: Φa = 0, q¨
λ ≡ 0, q˙λ ≡ 0, q¨ν ≡ 0, q˙νL2 ≡ 0. Ein Ver-
schwinden der q˙νL1 wird nicht verlangt (siehe Definition eines statischen Gleichgewichts-
zustandes eines EMS in Abschnitt 4.2). Der Vektor der Sto¨rungsvariablen und seine erste
Ableitung lauten jetzt
(xb) =


x˙ξ
xξ
x˙ϑ
xϑ

 , (x˙a) =


x¨σ
x˙σ
x¨ω
x˙ω

 .
Die Systemmatrix in den linearisierten Bewegungsgleichungen (4.27) hat dann die Struk-
tur
(Aab) =


(A11) (A12) (A13) (A14)
(δσξ ) (0) (0) (0)
(A31) (A32) (A33) (A34)
(δωϑ ) (0) (0) (0)


mit den Submatrizen
A11 : −gσκ (2Γκξ0 + sκξ) ,
A12 : −gσκ
(
−1
2
∂ξ∂κgνL1ωL1 q˙
νL1 q˙ωL1 + 2∂ξΓκνL10q˙
νL1 + ∂ξΓκ00 + ∂ξsκ0
)
,
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A13 : −gσκ (2Γκϑ0 − ∂κgνL1ϑq˙νL1) ,
A14 : −gσκ ∂ϑΓκ00,
A31 : −gωµ (∂ξgµνL1 q˙νL1 + 2Γµξ0) ,
A32 : −gωµ (2∂ξΓµνL10q˙νL1 + ∂ξsµνL1 q˙νL1 + ∂ξΓµ00 + ∂ξsµ0) ,
A33 : −gωµ (2Γµϑ0 + sµϑ) ,
A34 : −gωµ ∂ϑΓµ00.
B.3 Linearisierte Differenzialgleichungen zweiter
Ordnung fu¨r EMS mit Zwangsbedingungen
B.3.1 Sto¨rungsgleichungen
Die EMS-Sto¨rungsgleichungen im kompletten (n + m)-dimensionalen Konfigurationen-
raum lauten (siehe Abschnitt 4.3.2.2)
gκξx¨
ξ +
(
2Γκλξq˙
λ − ∂˙ξQ(me)κ
)
x˙ξ − ∂˙ϑLQ(el)κ x˙ϑL +
+
(
∂ξgκλq¨
λ + ∂ξΓκλ	q˙
λq˙	 − ∂ξQ(me)κ − ∂ξQ(el)κ − λ	1∂ξf 	1κ
)
xξ −
− ∂ϑQ(el)κ xϑ − ξ	1f 	1κ = Φκ,
lµL′ϑL x¨
ϑL +
(
∂˙ξ r˜µL′νL′ q˙
νL′ + ∂˙ξvˆµL′0
)
x˙ξ + r˜µL′ϑL′ x˙
ϑL′ + rµL′ϑRx˙
ϑR +
+
(
∂ξlµL′νL q¨
νL + ∂ξ r˜µL′νL′ q˙
νL′ + ∂ξrµL′νR q˙
νR + ∂ξcµL′νC#q
ν
C# + ∂ξvˆµL′0
)
xξ +
+ cµL′ϑC#x
ϑ
C# = ΦµL′ ,
rµR1ϑL′Rx˙
ϑL′R +
(
∂ξrµR1νL′R q˙
νL′R + ∂ξcµR1νC#q
ν
C# + ∂ξvˆµR10
)
xξ + cµR1ϑC#x
ϑ
C# = ΦµR1 .
Dabei gilt einerseits ∂˙ϑLQ
(el)
κ x˙ϑL = ∂˙ϑL′Q
(el)
κ x˙ϑL′ + ∂˙ϑL0Q
(el)
κ x˙ϑL0 . Die in den elek-
trischen Bewegungsgleichungen nicht erscheinenden x˙ϑL0 ko¨nnen durch zusa¨tzli-
che Integration der in den Bindungsgleichungen vorhandenen x¨ϑL0 ermittelt wer-
den. Andererseits ist ∂ϑQ
(el)
κ xϑ = ∂ϑLRQ
(el)
κ xϑLR + ∂ϑCQ
(el)
κ xϑC , wobei daru¨ber hinaus
∂ϑLRQ
(el)
κ xϑLR = ∂ϑL′R1Q
(el)
κ xϑL′R1 + ∂ϑL0Q
(el)
κ xϑL0 + ∂ϑR0Q
(el)
κ xϑR0 gilt. Die nicht auftreten-
den xϑL1 , xϑL0 und xϑR0 ko¨nnen ebenfalls durch zusa¨tzliche Integration gewonnen werden.
Die xϑC sind abha¨ngige elektrische Sto¨rungen (siehe unten). Die Unbekannten ξ	1 wer-
den durch Multiplikation mit dem zu f 	1κ orthogonalen Komplement F
κ
κ2 eliminiert.
Weiterhin werden die kompletten mechanischen Sto¨rungen inklusive der ersten und zwei-
ten Ableitungen durch die unabha¨ngigen mechanischen Sto¨rungen und deren Ableitungen
gema¨ß
x¨ξ = F ξξ2x¨
ξ2 + 2
(
∂κF
ξ
ξ2 q˙
κ + ∂0F
ξ
ξ2
)
x˙ξ2 +
+
(
∂λ∂κF
ξ
ξ2 q˙
κq˙λ + 2∂0∂κF
ξ
ξ2 q˙
κ + ∂0∂0F
ξ
ξ2
)
xξ2 ,
x˙ξ = F ξξ2x˙
ξ2 +
(
∂κF
ξ
ξ2 q˙
κ + ∂0F
ξ
ξ2
)
xξ2 ,
xξ = F ξξ2x
ξ2
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ausgedru¨ckt. Die abha¨ngigen elektrischen Sto¨rungen werden mittels
x¨ϑL0 = −lϑL0µL0
[
lµL0ϑL′ x¨
ϑL′ + ∂˙ξvˆµL00x˙
ξ + (∂ξlµL0νL q¨
νL + ∂ξvˆµL00)x
ξ
]
,
x˙ϑR0 = −rϑR0µR0
[
rµR0ϑL′R1 x˙
ϑL′R1 + (∂ξrµR0νL′R q˙
νL′R + ∂ξ vˆµR00)x
ξ
]
,
xϑC = −cϑCµC
[
cµCϑC˘x
ϑ
C˘ + (∂ξcµCνC#q
ν
C# + ∂ξvˆµC0)x
ξ
]
eliminiert. Mit den Abku¨rzungen
gκ2ξ2 = gκξF
κ
κ2F
ξ
ξ2,
d
(m,m)
κ2ξ2
=
(
2Γκλξq˙
λ − ∂˙ξQ(me)κ
)
F κκ2F
ξ
ξ2 + 2gκξF
κ
κ2
(
∂κF
ξ
ξ2 q˙
κ + ∂0F
ξ
ξ2
)
,
d
(m,e)
κ2ϑL
= −∂˙ϑLQ(el)κ F κκ2,
k
(m,m)
κ2ξ2
=
(
∂ξgκλq¨
λ + ∂ξΓκλ	q˙
λq˙	 − ∂ξQ(me)κ − ∂ξQ(el)κ − λ	1∂ξf 	1κ
)
F κκ2F
ξ
ξ2 +
+ gκξF
κ
κ2
(
∂λ∂κF
ξ
ξ2 q˙
κq˙λ + 2∂0∂κF
ξ
ξ2 q˙
κ + ∂0∂0F
ξ
ξ2
)
+
+
(
2Γκλξq˙
λ − ∂˙ξQ(me)κ
)
F κκ2
(
∂κF
ξ
ξ2 q˙
κ + ∂0F
ξ
ξ2
)
+
+ ∂ϑCQ
(el)
κ F
κ
κ2c
ϑCµC
(
∂ξcµCνC#q
ν
C# + ∂ξvˆµC0
)
F ξξ2 ,
k
(m,e)
κ2ϑLR
= −∂ϑLRQ(el)κ F κκ2 + ∂ϑCQ(el)κ F κκ2cϑCµCcµCϑLR,
Φκ2 = ΦκF
κ
κ2
lauten die
”
mechanischen“ Sto¨rungsgleichungen
gκ2ξ2 x¨
ξ2 + d
(m,m)
κ2ξ2
x˙ξ2 + d
(m,e)
κ2ϑL
x˙ϑL + k
(m,m)
κ2ξ2
xξ2 + k
(m,e)
κ2ϑLR
xϑLR = Φκ2 .
Zur Herleitung der
”
elektrischen“ Sto¨rungsgleichungen werden die abha¨ngigen elektrischen
Sto¨rungen wie oben eliminiert. Mit den Abku¨rzungen
l∗µL′ϑL′ = lµL′ϑL′ − lµL′ϑL0lϑL0µL0lµL0ϑL′ ,
l˘ µL0µL′ = lµL′ϑL0l
ϑL0µL0 ,
r˜∗µL′ϑL′ = r˜µL′ϑL′ − rµL′ϑR0rϑR0µR0rµR0ϑL′ ,
r∗µL′ϑR1 = rµL′ϑR1 − rµL′ϑR0rϑR0µR0rµR0ϑR1,
r˘ µR0µL′ = rµL′ϑR0r
ϑR0µR0 ,
c∗µL′ϑC˘ = cµL′ϑC˘ − cµL′ϑCc
ϑCµCcµCϑC˘ ,
c˘ µCµL′ = cµL′ϑCc
ϑCµC ,
r∗µR1ϑL′R1 = rµR1ϑL′R1 − rµR1ϑR0rϑR0µR0rµR0ϑL′R1 ,
r˘ µR0µR1 = rµR1ϑR0r
ϑR0µR0 ,
c∗µR1ϑC˘ = cµR1ϑC˘ − cµR1ϑCc
ϑCµCcµCϑC˘ ,
c˘ µCµR1 = cµR1ϑCc
ϑCµC
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lassen sich die
”
elektrischen“ Sto¨rungsgleichungen zuna¨chst ausdru¨cken als
l∗µL′ϑL′ x¨
ϑL′ + r˜∗µL′ϑL′ x˙
ϑL′ + r∗µL′ϑR1 x˙
ϑR1 + c∗µL′ϑC˘x
ϑ
C˘ +
+
(
∂˙ξ r˜µL′νL′ q˙
νL′ + ∂˙ξvˆµL′0 − l˘ µL0µL′ ∂˙ξ vˆµL00
)
x˙ξ +
+
[
∂ξlµL′νL q¨
νL + ∂ξ r˜µL′νL′ q˙
νL′ + ∂ξrµL′νR q˙
νR + ∂ξcµL′νC# q
ν
C# + ∂ξvˆµL′0−
− l˘ µL0µL′ (∂ξlµL0νL q¨νL + ∂ξvˆµL00)− r˘ µR0µL′ (∂ξrµR0νL′R q˙νL′R + ∂ξ vˆµR00)−
− c˘ µCµL′ (∂ξcµCνC# qνC# + ∂ξvˆµC0)
]
xξ = ΦµL′ ,
r∗µR1ϑL′R1 x˙
ϑL′R1 + c∗µR1ϑC˘x
ϑ
C˘ +
[
∂ξrµR1νL′R q˙
νL′R + ∂ξcµR1νC# q
ν
C# + ∂ξvˆµR10−
− r˘ µR0µR1 (∂ξrµR0νL′R q˙νL′R + ∂ξvˆµR00)− c˘ µCµR1 (∂ξcµCνC# qνC# + ∂ξvˆµC0)
]
xξ = ΦµR .
In einem zweiten Schritt werden noch die abha¨ngigen mechanischen Sto¨rungen ersetzt.
Mit den weiteren Abku¨rzungen
d
(e,m)
µL′ξ2
=
(
∂˙ξ r˜µL′νL′ q˙
νL′ + ∂˙ξvˆµL′0 − l˘ µL0µL′ ∂˙ξ vˆµL00
)
F ξξ2 ,
k
(e,m)
µL′ξ2
=
(
∂˙ξ r˜µL′νL′ q˙
νL′ + ∂˙ξvˆµL′0 − l˘ µL0µL′ ∂˙ξ vˆµL00
)(
∂κF
ξ
ξ2 q˙
κ + ∂0F
ξ
ξ2
)
+
+
[
∂ξlµL′νL q¨
νL + ∂ξ r˜µL′νL′ q˙
νL′ + ∂ξrµL′νR q˙
νR + ∂ξcµL′νC#q
ν
C# + ∂ξvˆµL′0−
− l˘ µL0µL′ (∂ξlµL0νL q¨νL + ∂ξvˆµL00)− r˘ µR0µL′ (∂ξrµR0νL′R q˙νL′R + ∂ξvˆµR00)−
− c˘ µCµL′ (∂ξcµCνC# qνC# + ∂ξvˆµC0)
]
F ξξ2 ,
p
(e,m)
µR1ξ2
=
[
∂ξrµR1νL′R q˙
νL′R + ∂ξcµR1νC#q
ν
C# + ∂ξvˆµR10−
− r˘ µR0µR1 (∂ξrµR0νL′R q˙νL′R + ∂ξvˆµR00)− c˘ µCµR1 (∂ξcµCνC# qνC# + ∂ξvˆµC0)
]
F ξξ2
lauten die
”
elektrischen“ Sto¨rungsgleichungen schließlich
l∗µL′ϑL′ x¨
ϑL′ + r∗µL′ϑR1 x˙
ϑR1 + d
(e,m)
µL′ξ2
x˙ξ2 + r˜∗µL′ϑL′ x˙
ϑL′ + k
(e,m)
µL′ξ2
xξ2 + c∗µL′ϑC˘x
ϑ
C˘ = ΦµL′ ,
r∗µR1ϑR1 x˙
ϑR1 + r∗µR1ϑL′ x˙
ϑL′ + p
(e,m)
µR1ξ2
xξ2 + c∗µR1ϑC˘x
ϑ
C˘ = ΦµR .
Anhang C
Das lineare
Komplementarita¨tsproblem
Dieser Anhang stellt eine Erga¨nzung zu Kapitel 5 dar. Hier sind einige wichtige Eigen-
schaften von Matrizen erla¨utert. Anschließend wird die Grundform des linearen Komple-
mentarita¨tsproblems (LCP) dargestellt und kurz auf seine Lo¨sbarkeit eingegangen.
C.1 Matrizen mit bestimmten Eigenschaften
Definition C.1 Sei Bab ∈ Rn,n eine quadratische Matrix, deren Zeilen und Spalten fort-
laufend durchnummeriert sind (i = 1, . . . , n). Jede Matrix, die man durch (evtl. wiederhol-
tes) Weglassen einer Zeile und einer Spalte mit der gleichen Nummer erha¨lt, heißt Haupt-
untermatrix von Bab. Die Determinante einer Hauptuntermatrix von Bab heißt Hauptun-
terdeterminante von Bab.
Definition C.2 Eine quadratische Matrix Bab ∈ Rn,n heißt P-Matrix, wenn all ihre
Hauptunterdeterminanten strikt positiv sind.
Definition C.3 Eine quadratische Matrix Bab ∈ Rn,n heißt PD-Matrix (bzw. positiv de-
finit), wenn Bab x
a xb > 0 fu¨r alle xa = 0 ist.
Bemerkung:
Eine symmetrische Matrix, die positiv definit ist, ist stets gleichzeitig eine P-Matrix und
umgekehrt. Eine nicht symmetrische positiv definite Matrix ist ebenfalls stets gleichzeitig
eine P-Matrix (aber nicht umgekehrt).
C.2 Definition des LCP
Das lineare Komplementarita¨tsproblem (aus dem Englischen: linear complementarity
problem – LCP) ist hauptsa¨chlich bekannt als eine einheitliche Beschreibung fu¨r die große
Klasse der linearen und quadratischen Optimierungsprobleme. Es wird aber ebenso zur
Lo¨sung von Aufgaben des Operations research, der Spieltheorie und anderer Bereiche
eingesetzt. Stets sind zwei Problemeigenschaften fu¨r eine mo¨gliche Anwendung des LCP
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ausschlaggebend: Komplementarita¨t und Linearita¨t. Detaillierte Beschreibungen des LCP
finden sich z.B. in [26] und [161]. Eine sehr gute Zusammenfassung der wichtigsten Eigen-
schaften eines LCP und der daraus ableitbaren Aussagen bezu¨glich seiner Lo¨sungsmo¨glich-
keiten entha¨lt [67].
Die Grundform des LCP (hier in Tensorschreibweise angegeben) lautet:
Definition C.4 Mit a, b ∈ {1, . . . , n} seien eine n-reihige quadratische Matrix Bab ∈ Rn,n
und ein Vektor ba ∈ Rn gegeben. Dann sind alle Lo¨sungen ya, xa ∈ Rn gesucht zu dem
Problem
ya = Ba
bxb + ba (C.1)
unter den zusa¨tzlichen Bedingungen
ya, xa ≥ 0 ∀a, yaxa = 0. (C.2a,b)
Wegen (C.2a) ist (C.2b) nur erfu¨llt, wenn die Komplementarita¨tsbedingung ybxb = 0 fu¨r
jedes b = 1, . . . , n gu¨ltig ist. Mit der Einheitsmatrix δa
b (a – Zeilenindex, b – Spaltenindex)
ist (C.1) a¨quivalent mit
δa
byb − Babxb = ba. (C.3)
Das heißt mit (C.2), dass der Vektor ba als nichtnegative Linearkombination der (mit
b nummerierten) Spaltenvektoren der beiden Matrizen δa
b und −Bab dargestellt werden
muss, wobei aufgrund der Komplementarita¨tsbedingung ybxb = 0 fu¨r jedes spezielle b ent-
weder nur das betreffende Spaltenelement aus δa
b oder das aus −Bab in die Darstellung
eingeht. Die beiden Variablen xb und yb werden deshalb auch als Paar komplementa¨rer
Variablen bezeichnet.
C.3 Existenz und Eindeutigkeit
Zur Ermittlung aller Lo¨sungen eines LCP ist es notwendig 2n verschiedene lineare Systeme
der Form
C
k
a
b z
k
b = b, mit z
k
b ≥ 0, k = 1, . . . , 2n, (C.4)
aufzustellen. Dabei setzt sich der Vektor z
k
b aus den Komponenten von yb oder xb zu-
sammen (z
k
i ∈ {yi, xi}, i = 1, . . . , n). Die Matrix C
k
a
b besteht aus n Spaltenvektoren (C
k
a
i,
i = 1, . . . , n). Jeder dieser Spaltenvektoren wird entweder aus einem Spaltenvektor der
Einheitsmatrix δa
b oder der Matrix −Bab gebildet (C
k
a
i ∈ {δai,−Bai}, i = 1, . . . , n). Die
Komplementa¨rbedingung liefert fu¨r alle z
k
i und C
k
a
i
z
k
i = yi ⇐⇒ C
k
a
i = δa
i,
z
k
i = xi ⇐⇒ C
k
a
i = −Bai.
Das komplette LCP kann keine oder genau eine Lo¨sung aber auch mehrere oder unend-
lich viele Lo¨sungen besitzen. Die Existenz und Eindeutigkeit der LCP-Lo¨sungen ha¨ngt
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hauptsa¨chlich von der Matrix Ba
b aber gelegentlich auch vom Vektor ba ab. In dem spe-
ziellen Fall, dass Ba
b eine so genannte P-Matrix ist (siehe Abschnitt C.1), hat das LCP
unabha¨ngig von ba immer exakt eine Lo¨sung. Diese Eigenschaft ist bei der Lo¨sung der
fu¨r elektrische Systeme aufzustellenden LCP von Bedeutung. Eine Zusammenstellung der
fu¨r verschiedene unilaterale Bindungen bei mechanischen Systemen aufzustellenden LCP
und die Diskussion ihrer Lo¨sungen findet sich in [67].
Zur Lo¨sung eines LCP sind derzeit im Wesentlichen zwei Methoden bekannt. Die der-
zeit einzige Verfahrensweise, die mit Sicherheit alle existierenden Lo¨sungen liefert, ist
die – oben beschriebene – so genannte enumerative Methode. Dabei werden der Reihe
nach alle 2n verschiedenen linearen Systeme der Form (C.4) aufgestellt und auf erlaubte
Lo¨sungen untersucht. Das kann (vor allem bei großen Systemen) sehr aufwa¨ndig werden.
Eine andere Mo¨glichkeit besteht in der Anwendung des so genannten Lemke-Algorithmus
[25, 114, 115]. Dieser hat allerdings einen Nachteil: Wenn der Algorithmus ohne gefundene
Lo¨sung abbricht, ist nicht sicher, ob nicht etwa trotzdem Lo¨sungen des LCP existieren.
Fu¨r bestimmte Klassen von Matrizen (z.B. positiv semidefinite) la¨sst sich allerdings zei-
gen, dass der Algorithmus eine Lo¨sung findet, falls Lo¨sungen existieren. Fu¨r tiefgreifende
Betrachtungen zur Lo¨sbarkeit von LCP sei auf die Literatur verwiesen (z.B. [25, 26, 161]).
174 Anhang C. Das lineare Komplementarita¨tsproblem
Anhang D
Stabilita¨tsnachweise mittels
Lyapunov-Funktion
Dieser Anhang stellt eine Erga¨nzung zu Kapitel 6.3 dar. Zuna¨chst werden einige Eigen-
schaften von symmetrischen positiv definiten Matrizen hergeleitet. Anschließend wird die
zeitliche Ableitung der Fehlerzustandsfunktion V unter Verwendung der Fehlerdynamik
bei regula¨rer Induktormatrix sowie bei strukturellen Singularita¨ten ausfu¨hrlich dargestellt.
D.1 Einige Eigenschaften
D.1.1 Eine Matrixzerlegung
Jede symmetrische Matrix kann in Matrixschreibweise dargestellt werden als
g =
(
u vT
v w
)
(u, w jeweils symmetrisch, v nicht notwendig quadratisch). Wenn g positiv definit ist,
sind auch u und w positiv definit (bzw. jede Hauptuntermatrix). Dann ist w invertierbar
und es gilt (w−1)T = w−1. Wenn g linksseitig mit einer beliebigen Matrix und rechtsseitig
mit deren Transponierter multipliziert wird, bleiben die Symmetrie- und Definitheitsei-
genschaften von g erhalten (siehe z.B. [101]). Mit I als Einheitsmatrix la¨sst sich also
schreiben
B =
(
I −vTw−1
0 I
)(
u vT
v w
)(
I 0
−w−1v I
)
=
(
u− vTw−1v 0
v w
)(
I 0
−w−1v I
)
=
(
u− vTw−1v 0
0 w
)
.
Wenn g positiv definit ist, gilt das auch fu¨r B und somit jeweils fu¨r u− vTw−1v und w.
Deshalb sind (6.12a) und (6.12b) jeweils symmetrisch und positiv definit.
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D.1.2 Eine quadratische Form
Die quadratischen Formen (6.16) bzw. (6.27) lassen sich in Matrixschreibweise darstellen
als
Q = −e˙T A˜e˙ + 2e˙TBe− eTCe.
Dabei ist e der Vektor der Lageabweichungen, d.h. (e) = ((eκ1, eµ1)) und (e˙) = ((e˙κ1 , e˙µ1)).
Die Matrizen A˜, B, C sind Zusammenfassungen der entsprechenden Koeffizienten aus
(6.16) bzw. (6.27). Die Matrix A˜ ist fu¨r eine entsprechend gewa¨hlte Gain-Matrix K sym-
metrisch und positiv definit. Die Matrix C setzt sich aus den beiden Gain-Matrizen Cκ1λ1
und Cµ1ν1 (bzw. Cµ1Lν1L) zusammen und ist somit unter Beru¨cksichtigung der Erga¨nzungs-
faktoren εm und εe frei wa¨hlbar (symmetrisch, positiv definit). Mit der stets mo¨glichen
Zerlegung A˜ = ATA folgt dann weiter
Q = −e˙TATAe˙ + e˙TBe + (e˙TBe)T − eTCe
= −e˙TATAe˙ + e˙TBe + eTBT e˙− eTCe
= − (e˙TAT − eTBTA−1) (Ae˙− (AT )−1Be)+ eTBTA−1(AT )−1Be− eTCe
= − (Ae˙− (AT )−1Be)T (Ae˙− (AT )−1Be) − eT (C −BTA−1(AT )−1B) e.
Falls nun die Elemente der Matrix C genu¨gend groß gewa¨hlt werden, ist(
C − BTA−1(AT )−1B) positiv definit und die quadratische Form Q wird negativ semide-
finit.
D.2 Stabilita¨t bei regula¨rer Induktivita¨tsmatrix
Die Fehlerzustandsfunktion nach (6.14) lautet
V =
1
2
g˘κ1λ1 e˙
κ1 e˙λ1 +
1
2
Cκ1λ1e
κ1eλ1 +
1
2
g˘µ1ν1 e˙
µ1 e˙ν1 +
1
2
Cµ1ν1e
µ1eν1 +
+ εmg˘κ1λ1e
κ1 e˙λ1 + εeg˘µ1ν1e
µ1 e˙ν1 .
(D.1)
Die totale Zeitableitung von V ergibt zuna¨chst
V˙ = g˘κ1λ1 e˙
κ1 e¨λ1 +
1
2
˙˘gκ1λ1 e˙
κ1 e˙λ1 + Cκ1λ1 e˙
κ1eλ1 +
+ g˘µ1ν1 e˙
µ1 e¨ν1 +
1
2
˙˘gµ1ν1 e˙
µ1 e˙ν1 + Cµ1ν1 e˙
µ1eν1 +
+ εm
[
g˘κ1λ1 e˙
κ1 e˙λ1 + ˙˘gκ1λ1e
κ1 e˙λ1 + g˘κ1λ1e
κ1 e¨λ1
]
+
+ εe
[
g˘µ1ν1 e˙
µ1 e˙ν1 + ˙˘gµ1ν1e
µ1 e˙ν1 + g˘µ1ν1e
µ1 e¨ν1
]
.
(D.2)
Umstellen von (6.13) nach e¨a1 liefert mit g˘σ1κ1 g˘κ1λ1 = δ
σ1
λ1
und g˘ω1µ1 g˘µ1ν1 = δ
ω1
ν1
e¨σ1 = − g˘σ1κ1 [(Γκ1λ1	q˙	 + Γκ1λ10 + Kκ1λ1) e˙λ1 + Γκ1ν1ω q˙ωe˙ν1 + Cκ1λ1eλ1] ,
e¨ω1 = − g˘ω1µ1 [(Γµ1ν1	q˙	 + Γµ1ν10 + Kµ1ν1) e˙ν1 + Γµ1λ1ν q˙ν e˙λ1 + Cµ1ν1eν1] .
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Eine Substitution dieser Fehlerbeschleunigungen in (D.2) ergibt unter Beachtung von
g˘a1b1 = ga1b1 −Ga1b1 (wegen (6.12) und (6.15)) schließlich
V˙ = − (Γκ1λ1	q˙	 + Γκ1λ10 + Kκ1λ1) e˙κ1 e˙λ1 − Γκ1ν1ωq˙ω e˙κ1 e˙ν1 +
1
2
(
g˙κ1λ1 − G˙κ1λ1
)
e˙κ1 e˙λ1 −
− (Γµ1ν1	q˙	 + Γµ1ν10 + Kµ1ν1) e˙µ1 e˙ν1 − Γµ1λ1ω q˙ωe˙µ1 e˙λ1 +
1
2
(
g˙µ1ν1 − G˙µ1ν1
)
e˙µ1 e˙ν1 +
+ εm
[
g˘κ1λ1 e˙
κ1 e˙λ1 + ˙˘gκ1λ1e
κ1 e˙λ1−
− (Γκ1λ1	q˙	 + Γκ1λ10 + Kκ1λ1) eκ1 e˙λ1 − Γκ1ν1ω q˙ωeκ1 e˙ν1 − Cκ1λ1eκ1eλ1
]
+
+ εe
[
g˘µ1ν1 e˙
µ1 e˙ν1 + ˙˘gµ1ν1e
µ1 e˙ν1−
− (Γµ1ν1	q˙	 + Γµ1ν10 + Kµ1ν1) eµ1 e˙ν1 − Γµ1λ1ωq˙ωeµ1 e˙λ1 − Cµ1ν1eµ1eν1
]
.
Die totale Zeitableitung von gκ1λ1 lautet
g˙κ1λ1(q
σ, t) = ∂	gκ1λ1 q˙
	 + ∂0gκ1λ1
und es gilt fu¨r die Christoffelsymbole
Γκ1λ1	 =
1
2
(∂λ1gκ1	 + ∂	gκ1λ1 − ∂κ1gλ1	)
sowie
Γκ1λ10 =
1
2
(∂λ1gκ10 + ∂0gκ1λ1 − ∂κ1gλ10) .
Damit ist
1
2
g˙κ1λ1 − Γκ1λ1	q˙	 − Γκ1λ10 = ∂[κ1gλ1]	q˙	 + ∂[κ1gλ1]0
schiefsymmetrisch bezu¨glich der Indizes κ1 und λ1 und es verschwindet die quadratische
Form(
1
2
g˙κ1λ1 − Γκ1λ1	q˙	 − Γκ1λ10
)
e˙κ1 e˙λ1 =
(
∂[κ1gλ1]	q˙
	 + ∂[κ1gλ1]0
)
e˙κ1 e˙λ1 ≡ 0.
Weiterhin gilt
g˙µ1ν1 (q
σ, t) = ∂	gµ1ν1 q˙
	 + ∂0gµ1ν1
und wegen gµλ ≡ 0 schließlich
Γµ1ν1	q˙
	 + Γµ1ν10 =
1
2
∂	gµ1ν1 q˙
	 +
1
2
(∂ν1gµ10 + ∂0gµ1ν1 − ∂µ1gν10) .
Somit verschwindet wegen der Schiefsymmetrie bezu¨glich der Indizes µ1 und ν1 ebenfalls
die quadratische Form(
1
2
g˙µ1ν1 − Γµ1ν1	q˙	 − Γµ1ν10
)
e˙µ1 e˙ν1 = ∂[µ1gν1]0e˙
µ1 e˙ν1 ≡ 0.
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Wegen gκν ≡ 0 ist
Γκ1ν1ω = −Γν1κ1ω = −
1
2
∂κ1gν1ω.
Daraus folgt weiter fu¨r die totale Zeitableitung von V
V˙ = −
(
Kκ1λ1 +
1
2
G˙κ1λ1 − εmg˘κ1λ1
)
e˙κ1 e˙λ1 −
(
Kµ1ν1 +
1
2
G˙µ1ν1 − εeg˘µ1ν1
)
e˙µ1 e˙ν1 −
− εmCκ1λ1eκ1eλ1 − εeCµ1ν1eµ1eν1 +
+ εm
[(
˙˘gκ1λ1 − Γκ1λ1	q˙	 − Γκ1λ10 −Kκ1λ1
)
eκ1 e˙λ1 − Γκ1ν1ωq˙ωeκ1 e˙ν1
]
+
+ εe
[(
˙˘gµ1ν1 − Γµ1ν1	q˙	 − Γµ1ν10 −Kµ1ν1
)
eµ1 e˙ν1 − Γµ1λ1ωq˙ωeµ1 e˙λ1
]
.
Diese Darstellung von V˙ findet sich in Abschnitt 6.3.4 in Gestalt von (6.16) wieder.
D.3 Stabilita¨t bei strukturellen Singularita¨ten
Dieser Anhang erga¨nzt die Ausfu¨hrungen in Abschnitt 6.3.5. Deshalb wird auch die dort
eingefu¨hrte Schreibweise mit oberen Subindizes verwendet. Die Fehlerzustandsfunktion
nach (6.25) lautet
V =
1
2
g˘κ1λ1 e˙
κ1 e˙λ
1
+
1
2
Cκ1λ1e
κ1eλ
1
+
1
2
g˘µ1Lν1L e˙
µ1L e˙ν
1
L +
1
2
Cµ1Lν1Le
µ1Leν
1
L +
+ϑ
1
2
r˘µ1Rν1Re
µ1Reν
1
R + εmg˘κ1λ1e
κ1 e˙λ
1
+ εeg˘µ1Lν1Le
µ1L e˙ν
1
L.
(D.3)
Daraus folgt die totale Zeitableitung
V˙ = g˘κ1λ1 e˙
κ1 e¨λ
1
+
1
2
˙˘gκ1λ1 e˙
κ1 e˙λ
1
+ Cκ1λ1 e˙
κ1eλ
1
+
+ g˘µ1Lν1L e˙
µ1L e¨ν
1
L +
1
2
˙˘gµ1Lν1L e˙
µ1L e˙ν
1
L + Cµ1Lν1L e˙
µ1Leν
1
L +
+ϑr˘µ1Rν1Re
µ1R e˙ν
1
R + ϑ
1
2
˙˘r µ1Rν1Re
µ1Reν
1
R +
+ εm
[
g˘κ1λ1 e˙
κ1 e˙λ
1
+ ˙˘gκ1λ1e
κ1 e˙λ
1
+ g˘κ1λ1e
κ1 e¨λ
1
]
+
+ εe
[
g˘µ1Lν1L e˙
µ1L e˙ν
1
L + ˙˘gµ1Lν1Le
µ1L e˙ν
1
L + g˘µ1Lν1Le
µ1L e¨ν
1
L
]
.
(D.4)
Umstellen von (6.24a–6.24c) nach e¨κ
1
, e¨µ
1
L bzw. e˙µ
1
R liefert (mit r˘ω
1
Rµ
1
R r˘µ1Rν1R = δ
ω1R
ν1R
)
e¨σ
1
= − g˘σ1κ1
[
(Γκ1λ1	q˙
	 + Γκ1λ10 + Kκ1λ1) e˙
λ1 + Γκ1ν1LωL q˙
ωL e˙ν
1
L + Cκ1λ1e
λ1
]
,
e¨ω
1
L = − g˘ω1Lµ1L
[(
Γµ1Lν1L	q˙
	 + Γµ1Lν1L0 + Kµ1Lν1L
)
e˙ν
1
L + Γµ1Lλ1ωL q˙
ωL e˙λ
1
+ Cµ1Lν1Le
ν1L
]
,
e˙ω
1
R = − r˘ω1Rµ1RCµ1Rν1Reν
1
R.
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Eine Substitution dieser Fehlerbeschleunigungen bzw. -geschwindigkeiten in (D.4) ergibt
V˙ = − (Γκ1λ1	q˙	 + Γκ1λ10 + Kκ1λ1) e˙κ1 e˙λ1 − Γκ1ν1LωL q˙ωL e˙κ
1
e˙ν
1
L +
1
2
˙˘gκ1λ1 e˙
κ1 e˙λ
1 −
−
(
Γµ1Lν1L	q˙
	 + Γµ1Lν1L0 + Kµ1Lν1L
)
e˙µ
1
L e˙ν
1
L − Γµ1Lλ1ωL q˙ωL e˙µ
1
L e˙λ
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1
2
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1
L e˙λ
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1
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1
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]
.
Im Folgenden werden die gleichen Schiefsymmetrie-Eigenschaften wie im vorhergehenden
Abschnitt unter Beachtung von g˘a1Lb1L = ga1Lb1L −Ga1Lb1L und r˘µ1Rν1R = rµ1Rν1R −Gµ1Rν1R (wegen
(6.23) und (6.26)) ausgenutzt. Weiterhin gilt wegen (6.26) und (3.16b) und weil wµν stets
als konstant vorausgesetzt wird
˙˘r µ1Rν1R = r˙µ1Rν1R − G˙µ1Rν1R = s˙µ1Rν1R + w˙µ1Rν1R − G˙µ1Rν1R
= s˙µ1Rν1R − G˙µ1Rν1R.
Damit wird die zeitliche Ableitung der Fehlerzustandsfunktion
V˙ = −
(
Kκ1λ1 +
1
2
G˙κ1λ1 − εmg˘κ1λ1
)
e˙κ
1
e˙λ
1 −
(
Kµ1Lν1L +
1
2
G˙µ1Lν1L − εeg˘µ1Lν1L
)
e˙µ
1
L e˙ν
1
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−ϑ
(
Cµ1Rν1R −
1
2
s˙µ1Rν1R +
1
2
G˙µ1Rν1R
)
eµ
1
Reν
1
R − εmCκ1λ1eκ1eλ1 − εeCµ1Lν1Leµ
1
Leν
1
L +
+ εm
[(
˙˘gκ1λ1 − Γκ1λ1	q˙	 − Γκ1λ10 −Kκ1λ1
)
eκ
1
e˙λ
1 − Γκ1ν1LωL q˙ωLeκ
1
e˙ν
1
L
]
+
+ εe
[(
˙˘gµ1Lν1L − Γµ1Lν1L	q˙
	 − Γµ1Lν1L0 −Kµ1Lν1L
)
eµ
1
L e˙ν
1
L − Γµ1Lλ1ωL q˙ωLeµ
1
L e˙λ
1
]
.
Diese Darstellung von V˙ findet sich in Abschnitt 6.3.5 in Gestalt von (6.27) wieder.
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Anhang E
Modellierung von Mikrospiegeln
Im Abschnitt 7.3 wird die Anwendung einiger der in der Arbeit vorgestellten Methoden
beispielhaft anhand von elektrostatisch angetriebenen Mikrospiegeln gezeigt. Wichtig fu¨r
ein Gesamtmodell des diskreten EMS ist dabei eine geschlossene Darstellung der funktio-
nellen Abha¨ngigkeiten der Antriebskapazita¨ten von den mechanischen Koordinaten. Diese
Abha¨ngigkeiten charakterisieren die elektromechanischen Wechselwirkungen. Die Herlei-
tung von entsprechenden Modellen fu¨r 1D- und 2D-Spiegel wird hier der Vollsta¨ndigkeit
halber angegeben.
E.1 Die Kapazita¨ten des 1D-Spiegels
Ein 1D-Mikrospiegel ist derart mittels Federstrukturen am raumfesten Rahmen befestigt,
dass seine Hauptbewegungen eine Verschiebung in Richtung der z-Achse und eine Dre-
hung um die ko¨rperfeste x-Achse (gemessen mittels Bryantwinkel α) sind. Die anderen
Bewegungsmo¨glichkeiten sind wegen der Form der Federn stark eingeschra¨nkt und werden
deshalb hier vernachla¨ssigt. Der Antrieb des Spiegels erfolgt u¨ber die beiden Kondensato-
ren, die von jeweils einer Spiegelhalbplatte und der darunter liegenden Elektrode gebildet
werden. Das Prinzip der Modellierung der Kapazita¨t eines solchen Kondensators ist in
Bild E.1 dargestellt. Die Betrachtung eines Kapazita¨tselementes mit der La¨nge a und
lC
Cr
b/2z
y
h

d Elektrode
1D-Spiegel
Bild E.1: Prinzip der Kapazita¨tsmodellierung beim 1D-Spiegel
der Breite dy liefert unter der Annahme eines Parallelplattenkondensators (homogenes
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elektrisches Feld parallel zur z-Achse, keine Randeffekte) die Kapazita¨t
dC =
ε0a
h + z + y tanα
dy
(ε0 – Dielektrizita¨tskonstante, a – Spiegella¨nge). Durch Integration in den durch Elektrode
und Spiegel bestimmten Grenzen ergeben sich die Funktionen der linken und rechten
Kapazita¨t:
Cl(z, α) =
∫ −d
− b
2
cosα
ε0a
h + z + y tanα
dy =
ε0a
tanα
ln
(
h + z − d tanα
h + z − b
2
sinα
)
= − ε0a
tanα
ln
(
h + z − b
2
sinα
h + z − d tanα
)
,
Cr(z, α) =
∫ b
2
cosα
d
ε0a
h + z + y tanα
dy =
ε0a
tanα
ln
(
h + z + b
2
sinα
h + z + d tanα
)
.
(E.1)
Bei horizontaler Lage des Spiegels (α = 0) liefern diese Konstitutivparameter numerisch
nicht definierte Ausdru¨cke. Unter den Bedingungen∣∣∣∣∣
b
2
sinα− d tanα
h + z ∓ d tanα
∣∣∣∣∣ < 1
sind Taylorentwicklung der entsprechenden Logarithmusfunktionen mo¨glich. Diese liefern
fu¨r kleine Winkel bei Entwicklung bis zur zweiten Potenz
C˜l/r(z, α) =
ε0a
(
b
2
cosα− d)
h + z ∓ d tanα
(
1± 1
2
b
2
sinα− d tanα
h + z ∓ d tanα
)
. (E.2)
Bei sehr kleinen Winkeln α sind die Kapazita¨ten gema¨ß (E.2) zu beschreiben, wa¨hrend
bei gro¨ßeren Winkel (E.1) verwendet werden kann.
E.2 Die Kapazita¨ten des 2D-Spiegels
Die Hauptbewegungen des 2D-Mikrospiegels sind eine Verschiebung in Richtung der z-
Achse und zwei Drehungen um die ko¨rperfeste x bzw. y-Achse (gemessen mittels Bryant-
winkeln α bzw. β). Die anderen Bewegungsmo¨glichkeiten ko¨nnen vernachla¨ssigt werden.
Der Antrieb des Spiegels erfolgt u¨ber vier Kondensatoren, die von jeweils einer Spiegel-
viertelplatte und der darunter liegenden Elektrode gebildet werden. Bild E.2 zeigt die
Aufteilung der Spiegelplatte in vier Viertelplatten. Jede der vier Kapazita¨ten ha¨ngt von
den drei mechanischen Koordinaten ab. Ein Ansatz a¨hnlich dem beim 1D-Spiegel ver-
wendeten Kapazita¨tselement fu¨hrt auf Ausdru¨cke, die nicht geschlossen integrabel sind.
Deshalb wird ein anderer Ansatz angewendet. Dieses Modellierungsprinzip ist in Bild E.3
dargestellt. Es basiert darauf, dass fu¨r die Berechnung jeder Kapazita¨t statt der quadra-
tischen U¨berdeckungsfla¨che zwischen Spiegelviertelplatte und Elektrode eine kreisfo¨rmige
U¨berdeckungsfla¨che mit gleichem Fla¨cheninhalt angenommen wird. Der Mittelpunkt des
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a
S
d 

x
y
ElektrodeSpiegel
II I
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PI
RK
Bild E.2: Viertelplattenaufteilung beim 2D-Spiegel


yA
r
PI
dA
a/2
d
S
a/2
d
x
y
Ax

Elektrode
RK
I
Viertelspiegel
Bild E.3: Prinzip der Kapazita¨tsmodellierung beim 2D-Spiegel
U¨berdeckungskreises fa¨llt mit dem Mittelpunkt des U¨berdeckungsquadrates zusammen.
Fu¨r den Radius gilt RK =
1√
π
(
b
2
− d). Um die Schra¨gstellung der Kreisplatte zu beru¨ck-
sichtigen, wird ein Kapazita¨tselement dC als Plattenkondensator betrachtet (homogenes
elektrisches Feld unterhalb der Plattenfla¨che dA, keine Randeffekte). Der Abstand zwi-
schen dem Fla¨chenelement dA und der Elektrode la¨sst sich aus den drei mechanischen
Koordinaten (z, α, β) des 2D-Spiegels ermitteln. Fu¨r den ersten Quadranten lautet er
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z.B.
hAI = h + z − xA cosα sin β + yA sinα,
wobei gilt xA =
a
4
+ d
2
+ r cos δ und yA =
a
4
+ d
2
+ r sin δ. Damit lautet die differenzielle
Kapazita¨t
dC =
ε0 r dr dδ
h + z − xA cosα sin β + yA sinα.
Durch zweifache Integration in den durch den kreisfo¨rmigen Ansatz bestimmten Grenzen
kann die Gesamtkapazita¨t in geschlossener Form ermittelt werden. Sie lautet z.B. fu¨r den
ersten Quadranten:
CI(z, α, β) = 2ε0
∫ RK
0
∫ π
2
−π
2
r dr dδ
hPI − r cosα sin β cos δ + r sinα sin δ
=
2πε0hPI
1− cos2 α cos2 β
(
1−
√
1− RK
2 (1− cos2 α cos2 β)
hPI
2
)
, (E.3)
wobei hPI = h + z +
(
a
4
+ d
2
)
(sinα− cosα sin β) der Abstand zwischen U¨berdeckungs-
kreismittelpunkt und Elektrode ist (h – Abstand zwischen Spiegelplatte und Elektrode
bei entspannten Federn (z = α = β = 0, a – Kantenla¨nge der Spiegelplatte, d – halber
Abstand der Elektroden untereinander). Bei horizontaler Lage des Spiegel (α = β = 0)
liefern diese Konstitutivparameter numerisch nicht definierte Ausdru¨cke. Fu¨r die Kapa-
zita¨t des ersten Quadranten ist unter der Bedingung∣∣∣∣∣
1
π
(
a
2
− d)2 (1− cos2 α cos2 β)
h + z +
(
a
4
+ d
2
)
(sinα− cosα sin β)
∣∣∣∣∣ < 1
eine Taylorreihenentwicklung der Wurzelfunktion mo¨glich. Diese liefert fu¨r kleine Winkel
bei Entwicklung bis zur zweiten Potenz
C˜I =
ε0
(
a
2
− d)2
hPI
(
1 +
(
a
2
− d)2 (1− cos2 α cos2 β)
4πhPI
)
. (E.4)
Bei sehr kleinen Winkeln α, β ist die Kapazita¨t des ersten Quadranten gema¨ß (E.4) zu be-
schreiben, wa¨hrend bei gro¨ßeren Winkeln (E.3) verwendet werden kann. Die Kapazita¨ten
der anderen drei Quadranten werden auf analoge Art und Weise ermittelt.
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