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Resumen:
El presente trabajo esta´ enfocado a la construccio´n de la matrizD, Hessenberg superior
con subdiagonal positiva, correspondiente al operador multiplicacio´n por z en la base de
los polinomios ortogonales. Para ello se comienza con el estudio de la matriz de Gram
relativa a un producto escalar y de las propiedades de mı´nimo de los polinomios mo´nicos
y de los nu´cleos.
La matriz D se construye a partir de una matriz M, infinita, hermitiana definida
positiva (HDP ), asociada a cualquier producto interno. Esta matriz D generaliza la
tridiagonal de Jacobi.
Se muestran diferentes ejemplos matriciales y otros resultados interesantes sobre la
transformacio´n de semejanza, las matrices Toeplitz y el teorema de Szego¨.
Palabras clave:
Polinomios ortogonales, matrices de Hessenberg, matriz de Gram, matrices hermi-
tianas definidas positivas, matrices de momentos, matrices tridiagonales, matrices de
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1 Determinantes y matrices de Gram
1.1 Ecuaciones normales y matriz de Gram
Teorema 1.1. Sean {xk}nk=1 elementos independientes de un espacio vectorial1 X dotado
de producto interno 〈· , ·〉, y sea {zk}nk=1 dicha base ortonormalizada, entonces cualquier
elemento y de dicho espacio cumple(
y −
n∑
k=1
〈y, zk〉zk
)
⊥ zj .
Dem.
〈
(
y −
n∑
k=1
〈y, zk〉zk
)
, zj〉 = 〈y, zj〉 −
(
n∑
k=1
〈y, zk〉
)
〈zk, zj〉
= 〈y, zj〉 − 〈y, zj〉 = 0.
Corolario 1.1. La diferencia entre un vector y, y su mejor aproximacio´n mediante com-
binaciones lineales de los x1, x2, . . . , xn, es siempre ortogonal a todos los xj.
Dem. Es inmediato a partir de la proposicio´n anterior.
Observacio´n 1.1. En lenguaje geome´trico, el anterior corolario establece que la distancia
ma´s corta desde un punto dado a la variedad es la longitud de un elemento perpendicular
a la variedad.
Teorema 1.2. Sea a1x1+a2x2+. . .+anxn la mejor (en el sentido de minimizar la norma)
de las combinaciones lineales que aproximan el vector y, supuesto que y no pertenece a
la variedad engendrada por {xk}nk=1 supuestos linealmente independientes. Entonces los
coeficientes ai son la solucio´n del siguiente sistema de ecuaciones
a1〈x1, x1〉+ a2〈x2, x1〉+ . . .+ an〈xn, x1〉 = 〈y, x1〉
a1〈x1, x2〉+ a2〈x2, x2〉+ . . .+ an〈xn, x2〉 = 〈y, x2〉
...
a1〈x1, xn〉+ a2〈x2, xn〉+ . . .+ an〈xn, xn〉 = 〈y, xn〉. (1)
Estas ecuaciones se conocen como sistema normal de ecuaciones.
Dem. Por el corolario previo
〈y − (a1x1 + a2x2 + . . .+ anxn), xj〉 = 0, j = 1, 2, . . . , n
cuando se desarrollan estas ecuaciones resulta el anterior sistema.
1K-espacio vectorial, donde como es habitual K = R o K = C.
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Definicio´n 1.1. Dada una sucesio´n de vectores x1, x2, . . . , xn en un espacio con producto
interno, la matriz n× n
G = (〈xi, xj〉) =

〈x1, x1〉 〈x1, x2〉 . . . 〈x1, xn〉
〈x2, x1〉 〈x2, x2〉 . . . 〈x2, xn〉
...
...
. . .
...
〈xn, x1〉 〈xn, x2〉 . . . 〈xn, xn〉

se conoce como matriz de Gram de los vectores x1, x2, . . . , xn. Su determinante
g = g(x1, x2, . . . , xn) = |〈xi, xj〉| = |〈xj , xi〉|
se conoce como determinante de Gram, o gramiano, de dichos elementos.
Observacio´n 1.2. La matriz de Gram es la transpuesta de la matriz de coeficientes de
las ecuaciones normales. Tambie´n es la matriz de la forma bilineal
〈a1x1 + a2x2 + . . .+ anxn, b1x1 + b2x2 + . . .+ bnxn〉 =
n∑
i,j=1
aibj〈xi, xj〉.
Observemos que g(x1, x2, . . . , xn) es una funcio´n sime´trica de sus argumentos. Si inter-
cambiamos xi por xj eso significa intercambiar dos filas entre si y dos columnas entre si,
y el determinante no var´ıa.
Lema 1.1. Sea yi =
∑n
j=1 aijxj, i = 1, 2, . . . , n. Llamemos A a la matriz (aij) y A˜ a su
transpuesta conjugada (a˜ij). Entonces se cumplen
G(y1, y2, . . . , yn) = AG(x1, x2, . . . , xn)A˜
g(y1, y2, . . . , yn) = |detA|2g(x1, x2, . . . , xn).
Dem. Tenemos que
〈xk, yi〉 = 〈xk,
n∑
j=1
aijxj〉 =
n∑
j=1
aij〈xk, xj〉
que matricialmente puede expresarse como:
〈x1, y1〉 〈x1, y2〉 . . . 〈x1, yn〉
〈x2, y1〉 〈x2, y2〉 . . . 〈x2, yn〉
...
...
. . .
...
〈xn, y1〉 〈xn, y2〉 . . . 〈xn, yn〉
 =
=

〈x1, x1〉 〈x1, x2〉 . . . 〈x1, xn〉
〈x2, x1〉 〈x2, x2〉 . . . 〈x2, xn〉
...
...
. . .
...
〈xn, x1〉 〈xn, x2〉 . . . 〈xn, xn〉


a11 a21 . . . an1
a12 a22 . . . an2
...
...
. . .
...
a1n a2n . . . ann
 =
= G(x1, x2, . . . , xn)A˜.
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Adema´s 
a11 a12 . . . a1n
a21 a22 . . . a2n
...
...
. . .
...
an1 an2 . . . ann


〈x1, y1〉 〈x1, y2〉 . . . 〈x1, yn〉
〈x2, y1〉 〈x2, y2〉 . . . 〈x2, yn〉
...
...
. . .
...
〈xn, y1〉 〈xn, y2〉 . . . 〈xn, yn〉

=

〈y1, y1〉 〈y1, y2〉 . . . 〈y1, yn〉
〈y2, y1〉 〈y2, y2〉 . . . 〈y2, yn〉
...
...
. . .
...
〈yn, y1〉 〈yn, y2〉 . . . 〈yn, yn〉
 = G(y1,2 , . . . , yn).
Combinando estas dos ecuaciones obtenemos la primera identidad del lema. Tomando
determinantes y observando que |A˜| = |A| resulta la segunda. Un caso particular sera´
g(σ1x1, σ2x2, . . . , σnxn) = |σ1|2|σ2|2 . . . |σn|2g(x1, x2, . . . , xn).
Teorema 1.3. Sean x1, x2, . . . , xn ̸= 0. Entonces
0 ≤ g(x1, x2, . . . , xn) ≤ ‖x1‖2‖x2‖2 · · · ‖xn‖2.
El extremo inferior g = 0 se alcanza, si y solamente si, los elementos xi no son linealmente
independientes. El valor de la derecha se alcanza, si y solo si, los {xj}nj=1 son ortogonales.
Dem. Supongamos, en primer lugar, que los xj no son linealmente independientes. En-
tonces podemos encontrar constantes a1, a2, . . . , an no todas nulas, tales que a1x1+a2x2+
. . .+ anxn = 0. Supongamos que aj ̸= 0, y consideremos la transformacio´n
y1 = x1
y2 = x2
...
yj−1 = xj−1
yj = a1x1 + a2x2 + . . .+ anxn = 0
yj+1 = xj+1
...
yn = xn
Como 〈yj , yi〉 = 〈0, yi〉 = 0, resulta que g(y1, y2, . . . , yn) = 0. Tenemos que
|A| =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 . . . 0 . . . 0
0 1 . . . 0 . . . 0
...
...
...
...
a1 a2 . . . aj . . . an
...
...
...
...
0 0 . . . 0 . . . 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
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Desarrollando este determinante por la columna j-e´sima, tendremos que
|A| = 0 + 0 + . . .+ aj · 1 + 0 + . . .+ 0 = aj ̸= 0.
Se sigue del Lema 1.1 que g(x1, x2, . . . , xn) = 0.
Supongamos seguidamente que los xj son linealmente independientes. Entonces pode-
mos2 encontrar constantes aij tales que
zk = ak1x1 + ak2x2 + . . .+ akkxk, con akk > 0,
tales que los {zk} sean ortonormales. Por el lema anterior
1 = |δij | = g(z1, z2, . . . , zn) = g(x1, x2, . . . , xn)|A|2
donde
|A| =
∣∣∣∣∣∣∣∣∣
a11 0 . . . 0
a21 a22 . . . 0
...
...
. . .
...
an1 an2 . . . ann
∣∣∣∣∣∣∣∣∣ = a11a22 · · · ann.
Por tanto
g(x1, x2, . . . , xn) =
1
a211
· 1
a222
· · · 1
a2nn
> 0.
Luego g = 0 solo cuando las xj no son linealmente independientes. Ahora probaremos que
1
a2kk
≤ ‖xk‖2.
Del proceso de ortogonalizacio´n de Gram-Schmidt sabemos que
1
a2kk
= ‖yk‖2 = ‖xk −
k−1∑
j=1
〈xk, zj〉zj‖2 ≤ ‖xk‖2.
Si los xj son ortogonales, entonces G es una matriz con los ‖xj‖2 en la diagonal principal
y ceros en el resto. En ese caso, g(x1, x2, . . . , xn) = ‖x1‖2‖x2‖2 · · · ‖xn‖2. Supongamos
rec´ıprocamente que g(x1, x2, . . . , xn) = ‖x1‖2‖x2‖2 · · · ‖xn‖2, tenemos que g(x1, x2, . . . , xn) =
1
a211
· 1
a222
· · · 1
a2nn
. Ahora como 1/a2kk ≤ ‖xk‖2 se sigue que ‖yk‖2 = 1a2kk = ‖xk‖
2, k =
1, 2, . . . , n. Pero entonces
k−1∑
i=1
|〈xk, zi〉|2 = 0, k = 1, 2, . . . , n,
esto implica la ortogonalidad de la familia.
Corolario 1.2. (Desigualdad de Hadamard)
Sea D = (aij) una matriz n× n con elementos complejos, entonces
|D|2 ≤
n∏
k=1
(|ak1|2 + |ak2|2 + . . .+ |akn|2). (2)
2Los coeficientes que van apareciendo en el proceso de ortogonalizacio´n de Gram-Schmidt.
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Si los elementos aij satisfacen |aij | ≤M , i, j = 1, 2, . . . , n, entonces
|D| ≤Mnnn/2.
Dem. Llamemos xi al vector (ai1, ai2, . . . , ain). Introduzcamos el producto interno hermi-
tiano en Cn
〈xi, xj〉 =
n∑
k=1
aikajk.
Si D˜ designa la matriz transpuesta conjugada de D, (aji), entonces
DD˜ =
∣∣∣∣∣∣∣∣∣
a11 a12 . . . a1n
a21 a22 . . . a2n
...
...
. . .
...
an1 an2 . . . ann
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
a11 a21 . . . an1
a12 a22 . . . an2
...
...
. . .
...
a1n a2n . . . ann
∣∣∣∣∣∣∣∣∣
= |〈xi, xj〉| = g(x1, x2, . . . , xn) ≤ ‖x1‖2‖x2‖2 · · · ‖xn‖2.
Como ‖xi‖2 =
∑n
k=1 aikaik =
∑n
k=1 |aik|2, y |D| = |D˜|, resulta (2). Si |aij | ≤ M , ten-
dremos que |ak1|2 + |ak2|2 + . . .+ |akn|2 ≤ nM2, y por tanto |D|2 ≤ nnM2n.
Ejemplo 1.1. Sean fi(t) ∈ C([a, b]), i = 1, 2, . . . , n. Estas funciones son linealmente
independientes si y solo si el determinante de Gram
∣∣∣∫ ba fi(t)fj(t)dt∣∣∣ > 0. Un resultado
similar se obtiene para fi(t) ∈ L2([a, b]).
1.2 Aproximacio´n en espacios con producto interno
En el teorema que veremos a continuacio´n resolvemos el problema de calcular la distancia
mı´nima de una variedad a un vector fijo y, externo a ella, y en el siguiente determinamos
que´ elemento de la variedad es que el esta´ a distancia mı´nima de y. Finalmente obtenemos
los sucesivos elementos de la base ortonormal utilizando la matriz de Gram.
Teorema 1.4. Sean x1, x2, . . . , xn, vectores linealmente independientes, sea y un vector
fuera del subespacio generado por ellos. Si
δ = min
ai
‖y − (a1x1 + a2x2 + . . .+ anxn)‖,
entonces
δ2 =
g(x1, x2, . . . , xn, y)
g(x1, x2, . . . , xn)
.
Dem. Llamemos v al vector a1x1 + a2x2 + . . . + anxn que minimiza la distancia a y.
Entonces
δ2 = ‖y − v‖2 = 〈y − s, y − s〉 = 〈y − v, y〉 − 〈y − v, v〉.
Sabemos, ver Teorema 1.1, que 〈y − v, v〉 = 0, por tanto
δ2 = 〈y − v, y〉 = 〈y, y〉 − 〈v, y〉
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de donde
〈v, y〉 = 〈y, y〉 − δ2. (3)
Escribamos las ecuaciones normales en la forma siguiente y an˜ada´mosle como u´ltima
ecuacio´n (3) en forma desarrollada
a1〈x1, x1〉+ a2〈x2, x1〉+ . . .+ an〈xn, x1〉 −〈y, x1〉 = 0
...
a1〈xn, x1〉+ a2〈xn, x1〉+ . . .+ an〈xn, xn〉 −〈y, xn〉 = 0
a1〈xn, y 〉+ a2〈xn, y 〉+ . . .+ an〈xn, y 〉 +[δ2 − 〈y, y〉] = 0
Si introducimos an+1 = 1, podemos suponer la u´ltima columna multiplicada por di-
cho valor. Tenemos un sistema homogeneo de n + 1 ecuaciones con n + 1 inco´gnitas,
a1, a2, . . . , an, an+1(= 1), que posee una solucio´n no trivial, luego el determinante de la
matriz de coeficientes debe ser nulo, es decir∣∣∣∣∣∣∣∣∣∣∣
〈x1, x1〉 〈x2, x1〉 . . . 〈xn, x1〉 0− 〈y, x1〉
〈x1, x2〉 〈x2, x2〉 . . . 〈xn, x2〉 0− 〈y, x2〉
...
...
. . .
...
...
〈x1, xn〉 〈x2, xn〉 . . . 〈xn, xn〉 0− 〈y, xn〉
〈x1, y〉 〈x2, y〉 . . . 〈xn, y〉 δ2 − 〈y, y〉
∣∣∣∣∣∣∣∣∣∣∣
= 0.
En consecuencia∣∣∣∣∣∣∣∣∣
〈x1, x1〉 . . . 〈xn, x1〉 0
...
. . .
...
...
〈x1, xn〉 . . . 〈xn, xn〉 0
〈x1, y〉 . . . 〈xn, y〉 δ2
∣∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣∣
〈x1, x1〉 . . . 〈xn, x1〉 〈y, x1〉
...
. . .
...
...
〈x1, xn〉 . . . 〈xn, xn〉 〈y, xn〉
〈x1, y〉 . . . 〈xn, y〉 〈y, y〉
∣∣∣∣∣∣∣∣∣ ,
y desarrollando el primer determinante por la u´ltima columna resulta
δ2 g(x1, x2, . . . , xn) = g(x1, x2, . . . , xn, y).
Teorema 1.5. Sean x1, x2, . . . , xn vectores linealmente independientes. La solucio´n al
problema de hacer mı´nima la distancia a un vector dado y, que no este´ en el subespacio
generado por ellos, es decir
min
ai
‖y − (a1x1 + a2x2 + . . .+ anxn)‖
viene dada por el vector v = a1x1 + a2x2 + . . .+ anxn, tal que
v =
−1
g(x1, x2, . . . , xn)
∣∣∣∣∣∣∣∣∣∣∣
〈x1, x1〉 〈x2, x1〉 . . . 〈xn, x1〉 〈y, x1〉
〈x1, x2〉 〈x2, x2〉 . . . 〈xn, x2〉 〈y, x2〉
...
...
. . .
...
...
〈x1, xn〉 〈x2, xn〉 . . . 〈xn, xn〉 〈y, xn〉
x1 x2 . . . xn 0
∣∣∣∣∣∣∣∣∣∣∣
. (4)
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Adema´s la diferencia y − v, vale
y − v = 1
g(x1, x2, . . . , xn)
∣∣∣∣∣∣∣∣∣∣∣
〈x1, x1〉 〈x2, x1〉 . . . 〈xn, x1〉 〈y, x1〉
〈x1, x2〉 〈x2, x2〉 . . . 〈xn, x2〉 〈y, x2〉
...
...
. . .
...
...
〈x1, xn〉 〈x2, xn〉 . . . 〈xn, xn〉 〈y, xn〉
x1 x2 . . . xn y
∣∣∣∣∣∣∣∣∣∣∣
. (5)
Dem. A partir de las ecuaciones normales (1) y aplicando la regla de Cramer, tenemos
a1 =
1
g(x1, x2, . . . , xn)
∣∣∣∣∣∣∣∣∣
〈y, x1〉 〈x2, x1〉 . . . 〈xn, x1〉
〈y, x2〉 〈x2, x2〉 . . . 〈xn, x2〉
...
...
. . .
...
〈y, xn〉 〈x2, xn〉 . . . 〈xn, xn〉
∣∣∣∣∣∣∣∣∣ ,
tendremos expresiones semejantes para los restantes ak. Si desarrollamos el determinante
(4) por la u´ltima fila, el coeficiente de x1, es justamente −a1, y ana´logamente con cada
uno de los restantes coeficientes con lo que queda probada la primera afirmacio´n.
La siguiente identidad es obvia, sin ma´s que desarrollar por la u´ltima columna
y =
1
g(x1, x2, . . . , xn)
∣∣∣∣∣∣∣∣∣∣∣
〈x1, x1〉 〈x2, x1〉 . . . 〈xn, x1〉 0
〈x1, x2〉 〈x2, x2〉 . . . 〈xn, x2〉 0
...
...
. . .
...
...
〈x1, xn〉 〈x2, xn〉 . . . 〈xn, xn〉 0
x1 x2 . . . xn y
∣∣∣∣∣∣∣∣∣∣∣
(6)
calculando y − v a partir de (6) y de (4) obtenemos (5).
Corolario 1.3. Sean x1, x2, x3, . . . linealmente independientes y ortonormaliza´ndolos de
acuerdo con el esquema de Gram-Schmidt se llega a z1, z2, z3, . . .. Entonces
3
zn =
1√
g(x1, x2, . . . , xn−1)g(x1, x2, . . . , xn)
∣∣∣∣∣∣∣∣∣
〈x1, x1〉 〈x2, x1〉 . . . 〈xn, x1〉
...
...
. . .
...
〈x1, xn〉 〈x2, xn〉 . . . 〈xn, xn−1〉
x1 x2 . . . xn
∣∣∣∣∣∣∣∣∣ (7)
para n > 1, con z1 = x1/
√
g(x1). El coeficiente que multiplica a xn en la expresio´n que
nos da zn, es
ann =
√
g(x1, x2, . . . , xn−1)
g(x1, x2, . . . , xn)
, para n > 1. (8)
Dem. Consideremos el problema de minimizar
min
ai
‖xn − (a1x1 + a2x2 + . . .+ an−1xn−1)‖.
3Ver por ejemplo (pa´g. 183 [Dav75])
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Sabemos que la solucio´n de este problema de mı´nimos cuadrados viene dada por
n−1∑
k=1
〈xn, zk〉zk,
donde los {zk} son los {xk} ortonormalizados mediante Gram-Schmidt, en ese proceso se
tiene que
yn = xn −
n−1∑
k=1
〈xn, zk〉zk, y luego se introduce zn = yn‖yn‖ , (9)
por lo que la solucio´n del anterior problema de mı´nimo viene dada por xn − yn. Hemos
partido de que zn = annxn + . . ., luego
zn
ann
= xn + . . . = xn − yn,
donde es obvio que an,n = ‖yn‖. Utilizando (5)
zn
‖yn‖ = xn − (a1x1 + a2x2 + . . .+ an−1xn−1)
=
1
g(x1, x2, . . . , xn−1)
∣∣∣∣∣∣∣∣∣
〈x1, x1〉 〈x2, x1〉 . . . 〈xn, x1〉
...
...
. . .
...
〈x1, xn−1〉 〈x2, xn−1〉 . . . 〈xn, xn−1〉
x1 x2 . . . xn
∣∣∣∣∣∣∣∣∣ .
Por otro lado como el coeficiente ann > 0, podemos escribir
1
ann
=
∥∥∥∥ znann
∥∥∥∥ = minai ‖xn − (a1x1 + a2x2 + . . .+ an−1xn−1)‖
y por el Teorema 1.4 resulta
1
ann
=
√
g(x1, x2, . . . , xn−1, xn)
g(x1, x2, . . . , xn−1)
.
Observacio´n 1.3. Obse´rvese que esta fo´rmula para nada utiliza que el producto interno
tenga que ir asociado a una integral. Los resultados que se obtienen son, por tanto, ma´s
generales que los que se obtienen a partir de una medida. La introduccio´n de los PO
a partir de un funcional de momentos (me´todo que sigue Chihara) cuando es definido
positivo, es consistente con todo lo anterior, con la ventaja de que permite extensiones,
que esta´n vedadas dentro de la teor´ıa de espacios con producto interno usual.
1.3 Otras propiedades de los determinantes de Gram
Teorema 1.6. El determinante de Gram g(x1, x2, . . . , xn), de los vectores x1, x2, . . . , xn
linealmente independientes, posee las siguientes propiedades.
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i) g es sime´trico respecto de sus argumentos.
ii) g(x1, . . . , σxj , . . . , xn) = |σ|2g(x1, x2, . . . , xn)
iii) g(x1, . . . , xj + σxk, . . . , xn) = g(x1, . . . , xn), con j ̸= k
iv)
√
g(x′1 + x′′1, x2, . . . , xn) ≤
√
g(x′1, x2, . . . , xn) +
√
g(x′′1, x2, . . . , xn)
iv) g(x1, . . . , xn) ≤ g(x1, . . . , xn)g(xp+1, . . . , xn), con 1 ≤ p < n.
v) La igualdad se alcanza en el apartado iv) si y solo si
〈xi, xj〉 = 0, 1 ≤ i ≤ p, p+ 1 ≤ j ≤ n.
Dem. En las proposiciones anteriores hemos probado ya los apartados i) y ii). El apartado
iii) es inmediato a partir de las propiedades elementales de los determinantes. iv). Podemos
suponer que x2, x3, . . . , xn son independientes, en otro caso los dos miembros de iv) se
anular´ıan y la igualdad ser´ıa trivial. Ortonormalicemos x2, x3, . . . , xn y llamemos a los
vectores normalizados z2, z3, . . . , zn. Entonces
4 tendremos
g1/2(x′1 + x′′1, x2, . . . , xn)
g1/2(x2, x3, . . . , xn)
= ‖x′1 + x′′1 −
n∑
k=2
〈x′1 + x′′1, zk〉zk‖
= ‖x′1 −
n∑
k=1
〈x′1, zk〉xk + x′′1 −
n∑
k=2
〈x′′1, zk〉zk‖
≤ ‖x′1 −
n∑
k=2
〈x′1, zk〉zk‖+ ‖x′′1 −
n∑
k=2
〈x′′1, zk〉zk‖
=
g1/2(x′1, x2, . . . , xn)
g1/2(x2, . . . , xn)
+
g1/2(x′′1, x2, . . . , xn)
g1/2(x2, . . . , xn)
.
Multiplicando esta desigualdad por el denominador resulta probada iv). Veamos v). Sea k
satisfaciendo 1 ≤ k < p. Como hay ma´s grados de libertad en el lado izquierdo se cumple
que
min
aj
‖xk − (ak+1xk+1 + . . .+ anxn)‖2 ≤ min
bj
‖xk − (bk+1xk+1 + . . .+ bpxp)‖2.
De forma semejante
min
cj
‖xp − (cp+1xp+1 + . . .+ cnxn)‖2.
Por tanto por el Teorema 1.4
g(xk, xk+1, xk+2, . . . , xn)
g(xk+1, . . . , xn)
≤ g(xk, xk+1, . . . , xp)
g(xk+1, . . . , xp)
(10)
y
g(xp, xp+1, . . . , xn)
g(xp+1, . . . , xn)
g(xp+1, . . . , xn) ≤ g(xp). (11)
4Obse´rvese que esta propiedad es un ana´logo para gramianos de la desigualdad de Minkowski.
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En particular, escribiendo para k = 1, 2, . . . , p− 1 en (10), tendremos
g(x1, . . . , xn)
g(x2, . . . , xn)
≤ g(x1, . . . , xp)
g(x2, . . . , xp)
g(x2, . . . , xn)
g(x3, . . . , xn)
≤ g(x2, . . . , xp)
g(x3, . . . , xp)
...
g(xp, . . . , xn)
g(xp+1, . . . , xn)
≤ g(xp).
Multiplicando las anteriores igualdades resulta
g(x1, . . . , xn)
g(xp+1, . . . , xn)
≤ g(x1, . . . , xp)
o lo que es lo mismo
g(x1, . . . , xn) ≤ g(x1, . . . , xp) g(xp+1, . . . , xn). (12)
Esta relacio´n es una generalizacio´n de la desigualdad de Cauchy-Schwartz para gramianos.
Veamos por u´ltimo que la igualdad en (12) se da si y solo en la anterior cadena de
desigualdades se alcanza la igualdad, es decir, si y solamente si
min
cj
‖xp(cp+1xp+1 + . . .+ cnxn)‖2 = ‖xp‖2, (13)
y
min
aj
‖xk(ak+1xk+1+. . .+anxn)‖2 = min
bj
‖xk−(bk+1xk+1+. . .+bpxp)‖2, k = 1, 2, . . . , p−1.
(14)
Ahora (13) se cumple, si y solo si,
〈xp, xj〉 = 0, j = p+ 1, . . . , n.
Haciendo k = p− 1 en (14) tendremos
min
aj
‖xp−1 − (apxp + . . .+ anxn)‖2 = min
bp
‖xp−1 − bpxp‖2.
Por el mismo principio, esto ocurre si y solo si xp−1⊥xp+1, xp+2, . . . , xn. Haciendo luego
k = p − 2, p − 3, . . . , 1 sucesivamente, llegamos a las condiciones de ortogonalidad de la
tesis.
Observacio´n 1.4. El determinante de Gram tiene una curiosa interpretacio´n geome´trica.
Supongamos dados n vectores de Rn, tales que xi = (xi1, xi2, . . . , xin) ∈ Rn, i = 1, 2, . . . n.
Estos vectores son las aristas de cierto paralelep´ıpedo n-dimensional (la generalizacio´n de
un paralelogramo) cuyo volumen llamaremos V = V (x1, x2, . . . , xn). Puede probarse que
V = valor aboluto

∣∣∣∣∣∣∣∣∣
x11 x12 . . . x1n
x21 x22 . . . x2n
...
...
. . .
...
xn1 xn2 . . . xnn
∣∣∣∣∣∣∣∣∣
 . (15)
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Aunque elemental, la deduccio´n de esta fo´rmula, esta´ lejos de ser trivial, sin embargo aqu´ı
podemos obtenerla de otra manera.
Multiplicando el determinante de la transpuesta conjugada por (15) , resulta que
n∑
j=1
xij xjk = 〈xi, xk〉
luego podemos escribir aplicando Binet-Cauchy
V 2 =
∣∣∣∣∣∣∣∣∣
〈x1, x1〉 〈x1, x2〉 . . . 〈x1, xn〉
〈x2, x1〉 〈x2, x2〉 . . . 〈x2, xn〉
...
...
. . .
...
〈xn, x1〉 〈xn, x2〉 . . . 〈xn, xn〉
∣∣∣∣∣∣∣∣∣ = g(x1, x2, . . . , xn).
En consecuencia
V (x1, x2, . . . , xn) =
√
g(x1, x2, . . . , xn).
Se deduce (15) v´ıa Teorema 1.4, si extendemos a dimensio´n superior lo que ocurre en dos
o tres dimensiones. El volumen se obtiene multiplicando entre si las alturas, es decir
V (x1, x2, . . . , xn) = ‖x1‖ · d(x2;x1) · d(x3;x1, x2) · · · d(xn;x1, x2, . . . , xn−1)
donde d(xi;x1, . . . , xi−1) designa la distancia de xi a la variedad lineal engendrada por
x1, . . . , xi−1. Por tanto
d(xi;x1, x2, . . . , xi−1) =
√
g(x1, x2, . . . , xi)
g(x1, x2, . . . , xi−1)
luego
V 2 = g(x1)
g(x1, x2)
g(x1)
g(x1, x2, x3)
g(x1, x2)
· · · g(x1, x2, . . . , xn)
g(x1, x2, . . . , xn−1)
= g(x1, . . . , xn).
2 Aplicacio´n a los P.O. por el camino algebraico
Con este t´ıtulo queremos indicar que no utilizaremos para los resultados que siguen nada
relativo a la medida. Es decir todo es va´lido a partir de una matriz HDP, infinita sea
o no de momentos. Es claro que en nuestro caso, la base standard de ΠM , espacio de
los polinomios con producto interno dado por M , – que no es una base de Schauder– es
{zk}∞k=0. En nuestro caso
x1 = 1, x2 = z, x3 = z
2, . . . , xn+1 = z
n, . . .
y denominamos {pn(z)}∞n=1 a la base ortonormal SPON5, es decir
z1 = p0(z), z2 = p1(z), z3 = p3(z), . . . , zn+1 = pn(z), . . .
5Sucesio´n de polinomios ortonormales.
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La matriz de Gram de orden n + 1 es obviamente la seccio´n de orden n + 1 de la matriz
infinita M ,
Mn+1 =

〈1, 1〉 〈z, 1〉 . . . 〈zn, 1〉
〈1, z〉 〈z, z〉 . . . 〈zn, z〉
...
...
. . .
...
〈1, zn〉 〈z, zn〉 . . . 〈zn, zn〉
 =

c00 c10 . . . cn0
c01 c11 . . . cn1
...
...
. . .
...
c0n c1n . . . cnn
 .
En teor´ıa de P.O. se suele denominar
∆n = |Mn+1| = g(x1, x2, . . . , xn+1).
La sucesio´n de los PO normalizados se notara´ como {pn(z)}∞n=0, y a los correspondien-
tes mo´nicos los representaremos –solo aqu´ı– como Pn(z). Asimismo el coeficiente an,n
–siguiendo la notacio´n de la seccio´n anterior– sera´
pn−1(z) ≡ zn = an,nxn + an,n−1xn−1 + . . .+ an,1x1
se suele denotar como κn−1 y a veces en el caso real como γn−1.
2.1 Obtencio´n de los miembros de la SPON
Proposicio´n 2.1. Dada una matriz M infinita y HDP, la sucesio´n de {pn(z)}∞n=0, se
obtiene mediante la expresio´n
pn(z) =
1√
∆n−1∆n
∣∣∣∣∣∣∣∣∣∣∣
c00 c10 . . . cn,0
c01 c11 . . . cn,1
...
...
. . .
...
c0,n−1 c1,n−1 . . . cn−1,n−1
1 z . . . zn
∣∣∣∣∣∣∣∣∣∣∣
,
siendo
∆n =
∣∣∣∣∣∣∣∣∣
c00 c10 . . . cn0
c01 c11 . . . cn1
...
...
. . .
...
c0n c1n . . . cnn
∣∣∣∣∣∣∣∣∣ .
Dem. Es una consecuencia directa de la fo´rmula (7) del Corolario 1.3. Basta con hacer
xn+1 = z
n, zn+1 = pn(z), n = 0, 1, 2, . . ., y tener en cuenta que
〈1, 1〉 〈z, 1〉 . . . 〈zn, 1〉
〈1, z〉 〈z, z〉 . . . 〈zn, z〉
...
...
. . .
...
〈1, zn〉 〈z, zn〉 . . . 〈zn, zn〉
 =

c00 c10 . . . cn0
c01 c11 . . . cn1
...
...
. . .
...
c0n c1n . . . cnn
 .
No´tese que los vectores que hemos llamado yn en el Corolario 1.3, son los miembros de la
SPOM (sucesion de P.O. mo´nicos).
14
Observacio´n 2.1. Obse´rvese que si trabaja´ramos con M traspuesta, la fila de potencias
sucesivas de z tendr´ıa que ser columna para que no variara el determinante. En las matrices
de Hankel o en las Toeplitz reales (por el hecho de ser sime´tricas) esa doble posibilidad
no afecta al resultado. No es as´ı en las complejas. Para ser ma´s concretos: en el caso de
matrices de Toeplitz complejas, la representacio´n puede dar lugar a polinomios diferentes.
2.2 Propiedad de mı´nimo de los mo´nicos
Proposicio´n 2.2. El polinomio mo´nico de grado n con norma ma´s pequen˜a es Pn(z) =
pn(z)/κn, es decir el mo´nico de grado n de la SPOM, y el valor de ese mı´nimo es justa-
mente 1/κn.
Dem. Basta aplicar la fo´rmula (5) del Teorema 1.5, tras escoger y = zn, no´tese que
segu´n la demostracio´n del Corolario 1.3 el mı´nimo toma el valor 1/ann, en nuestro caso
an+1,n+1 = κn.
2.3 Propiedad de mı´nimo de los nu´cleos y su expresio´n mediante deter-
minantes
Definicio´n 2.1. Dada la SPON {pn(z)}, respecto de un producto escalar dado por M =
(cij)
∞
i,j=0, infinita y HDP, se denomina n-nu´cleo a la suma
6
Kn(x, y) =
n∑
j=0
pj(x)pj(y). (16)
Proposicio´n 2.3. El polinomio de grado n, verificando que Qn(z0) = 1, tiene norma
mı´nima si y solo si, Qn(z) = Kn(z0, z)/Kn(z0, z0), adema´s el valor de ese mı´nimo al
cuadrado es justamente 1/Kn(z0, z0).
Dem. Es claro que cualquier polinomio Qn(z) podemos expresarlo en funcio´n de los poli-
nomios de la SPON, es decir, existen constantes ck ∈ C, tales que
Qn(z) = c0p0(z) + c1p1(z) + . . .+ cnpn(z).
La ventaja obvia de la base {pn(z)}, es que se cumple
‖Qn(z)‖2 = 〈Qn(z), Qn(z)〉 =
n∑
k=0
cjcj =
n∑
k=0
|ck|2,
por la propia definicio´n de ortonormalidad respecto del producto escalar dado por M . De
acuerdo con la hipo´tesis
Qn(z0) = 1 =
n∑
k=0
ck pk(z0).
6Hay distintas formas de definir los n-nu´cleos. Por ejemplo:Kn(x, y) =
∑n
j=0 pj(x)pj(y). Hemos optado
por la de la pa´g. 377 de [Sze39] y pa´g. 38 [Chi78]
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Aplicamos la desigualdad de Cauchy-Schwarz a la anterior igualdad y resulta
1 =
n∑
k=0
ck pk(z0) ≤
√√√√ n∑
k=0
|ck|2
n∑
k=0
|pk(z0)|2.
Hemos visto que ‖Qn(z)‖ =
∑n
k=0 |ck|2. Luego elevando al cuadrado podemos escribir
1 ≤ ‖Q(z)‖2
n∑
k=0
|pk(z0)|2 = ‖Q(z)‖2Kn(z0, z0). (17)
La igualdad7 se alcanza, si y solo si,
ck = A pk(z0), k = 0, 1, . . . , n.
Por hipo´tesis Qn(z0) = 1, por tanto se debe cumplir que
Qn(z0) =
n∑
k=0
ck pk(z0) =
n∑
k=0
(
A pk(z0)
)
pk(z0) = 1 ⇒ A = 1∑n
k=0 |pk(z0)|2
.
Luego
cj = A pj(z0) =
pj(z0)∑n
k=0 |pk(z0)|2
.
Por tanto
Qn(z) =
n∑
j=0
cj pj(z) =
∑n
j=0 pj(z0)pj(z)∑n
k=0 |pk(z0)|2
=
Kn(z0, z)
Kn(z0, z0)
.
Hemos visto en (17) que
Kn(z0, z0)
−1 ≤ ‖Qn(z)‖2,
alcanzandose la igualdad –es decir el mı´nimo de la norma de Qn –, si y solo si, A =
Kn(z0, z0)
−1, cuando
Qn(z) =
Kn(z0, z)
Kn(z0, z0)
,
y obviamente la norma de ese mı´nimo al cuadrado vale 1/Kn(z0, z0).
La siguiente observacio´n justifica la particular notacio´n fila-columna para las matrices
del producto escalar.
Observacio´n 2.2.
La notacio´n histo´ricamente usual para la matriz del producto escalar proviene de su
origen como matrices de momentos y es, como ya hemos visto, contraria a la habitual
fila-columna, es decir
M =

c0,0 c1,0 c2,0 . . .
c0,1 c1,1 c2,1 . . .
c0,2 c1,2 c2,2 . . .
...
...
...
. . .
 , cjk =
∫
zjzk = 〈zj , zk〉M .
7La desigualdad de Cauchy-Schwarz para suma de productos complejos con resultado real.
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El producto escalar sobre un espacio vectorial complejo debe verificar 〈αu, v〉 = α〈u, v〉,
y 〈u, βv〉 = β〈u, v〉, por lo que el producto de dos polinomios de p1(z) = a0 + a1z, por
q1(z) = b0+b1z se podr´ıa expresar matricialmente de las dos posibles formas que sen˜alamos
a continuacio´n
〈p1(z), q1(z)〉M =
∫
(a0 + a1z)(b0 + b1z)dµ(z) =
= a0b0c0,0 + a0b1c0,1 + a1b0c1,0 + a1b1c1,1 =
= (b0, b1, 0, . . .)
 c0,0 c1,0 . . .c0,1 c1,1 . . .
...
...
. . .


a0
a1
0
...
 =
= (a0, a1, 0, . . .)
 c0,0 c0,1 . . .c1,0 c1,1 . . .
...
...
. . .


b0
b1
0
...
 .
Observacio´n 2.3. Antes de probar la expresio´n del nu´cleo mediante determinantes, y
con cara´cter puramente algebraico, es preciso recordar que los n-nu´cleos tienen capacidad
reproductora, i.e. para cualquier Q(x), polinomio de grado a lo sumo n, se cumplen
〈Q(x),Kn(x, y)〉 = Q(y),
〈Kn(x, y), Q(y)〉 = Q(x).
Obviamente 〈Kn(x, y), Q(x)〉 = Q(y), etc., adema´s el n-nu´cleo es u´nico, ya que si otra
funcio´n de dos variables Hn(x, y) tuviera capacidad reproductora se cumplir´ıan
〈Hn(x, z),Kn(x, y)〉 = Hn(y, z),
〈Hn(x, z),Kn(x, y)〉 = Kn(z, y) = Kn(y, z).
En consecuencia Kn(y, z) = Hn(y, z), ∀y, z ∈ C.
Proposicio´n 2.4. Se cumple8 que
Kn(x, y) =
n∑
j=0
pj(x)pj(y) = − 1
∆n
∣∣∣∣∣∣∣∣∣∣∣
c00 c10 . . . cn,0 1
c01 c11 . . . cn,1 x
...
...
. . .
...
...
c0,n c1,n . . . cn,n x
n
1 y . . . yn 0
∣∣∣∣∣∣∣∣∣∣∣
= (1, y, . . . , yn)M−1n+1

1
x
...
xn
 .
8Se denomina complemento Schur (pa´g. 46 [Lan85]) o identidad de Magnus (pa´g. 52 [Bre80], a la
siguiente fo´rmula. Si A y D son matrices cuadradas y |A| ̸= 0, entonces:∣∣∣∣ A BC D
∣∣∣∣ = |D − CA−1B| |A|.
17
Dem. Introduzcamos la funcio´n de dos variables
Hn(x, y) = − 1
∆n
∣∣∣∣∣∣∣∣∣∣∣
c00 c10 . . . cn,0 1
c01 c11 . . . cn,1 x
...
...
. . .
...
...
c0,n c1,n . . . cn,n x
n
1 y . . . yn 0
∣∣∣∣∣∣∣∣∣∣∣
.
Resulta inmediato que
〈xm,Hn(x, y)〉 = − 1
∆n
∣∣∣∣∣∣∣∣∣∣∣
c00 c10 . . . cn,0 cm0
c01 c11 . . . cn,1 cm1
...
...
. . .
...
...
c0,n c1,n . . . cn,n cmn
1 y . . . yn 0
∣∣∣∣∣∣∣∣∣∣∣
.
Restamos de la u´ltima columna la columna (m+ 1)–e´sima y resulta
〈xm,Hn(x, y)〉 = − 1
∆n
∣∣∣∣∣∣∣∣∣∣∣
c00 c10 . . . cn,0 0
c01 c11 . . . cn,1 0
...
...
. . .
...
...
c0,n c1,n . . . cn,n 0
1 y . . . yn −ym
∣∣∣∣∣∣∣∣∣∣∣
= ym.
De modo ana´logo
〈Hn(x, y), ym〉 = − 1
∆n
∣∣∣∣∣∣∣∣∣∣∣
c00 c10 . . . cn,0 1
c01 c11 . . . cn,1 x
...
...
. . .
...
...
c0,n c1,n . . . cn,n x
n
c0m c1m . . . cn,m 0
∣∣∣∣∣∣∣∣∣∣∣
.
Restando de la u´ltima fila la fila (m+ 1)–e´sima tendremos que
〈Hn(x, y), ym〉 = − 1
∆n
∣∣∣∣∣∣∣∣∣∣∣
c00 c10 . . . cn,0 1
c01 c11 . . . cn,1 x
...
...
. . .
...
...
c0,n c1,n . . . cn,n x
n
0 0 . . . 0 −xm
∣∣∣∣∣∣∣∣∣∣∣
= xm.
Esta funcio´n de dos variables puede extenderse por linealidad a cualquier polinomio. En
otras palabras Hn(x, y) tiene capacidad reproductora, y por lo visto en la observacio´n
previa debe coincidir con Kn(x, y). La segunda parte de la afirmacio´n se explica en el pie
de pa´gina correspondiente.
La propiedad de mı´nimo de los nu´cleos podemos verla ahora desde este punto de vista.
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Corolario 2.1. El polinomio
Qn(y) =
Kn(z0, y)
Kn(z0, z0)
,
cumple obviamente Qn(z0) = 1 y adema´s tiene norma mı´nima, que justamente es∥∥∥∥ Kn(z0, y)Kn(z0, z0)
∥∥∥∥2 = 1Kn(z0, z0) .
Dem. Si en la fo´rmula (5) del Teorema 1.5, escogemos n := n+ 1, y hacemos xk := y
k−1
e y := Kn(x, y), resulta que la u´ltima columna toma el valor
〈y, xj+1〉 = 〈Kn(x, y), yj〉 = xj , j = 0, 1, . . . , n
y queda la fo´rmula
Kn(x, y) = − 1
∆n
∣∣∣∣∣∣∣∣∣∣∣
c00 c10 . . . cn,0 1
c01 c11 . . . cn,1 x
...
...
. . .
...
...
c0,n c1,n . . . cn,n x
n
1 y . . . yn 0
∣∣∣∣∣∣∣∣∣∣∣
.
Si dividimos ambos te´rminos por Kn(z0, z0) y particularizamos x := z0, resulta
Qn(y) =
Kn(z0, y)
Kn(z0, z0)
,
que obviamente cumple Qn(z0) = 1 y adema´s su norma al cuadrado sera´
〈 Kn(z0, y)
Kn(z0, z0)
,
Kn(z0, y)
Kn(z0, z0)
〉 = Kn(z0, z0)
Kn(z0, z0)2
=
1
Kn(z0, z0)
.
Definicio´n 2.2. Notaremos con ∆
(m)
n al determinante de orden n + 1, tras eliminar m
filas y m columnas en la matriz M .
Ejemplo 2.1. No´tese que de la anterior expresio´n para los nu´cleos se deduce inmediata-
mente que desarrollando por la u´ltima columna y luego por la u´ltima fila resulta
Kn(0, 0) = − 1
∆n
∣∣∣∣∣∣∣∣∣∣∣
c00 c10 . . . cn,0 1
c01 c11 . . . cn,1 0
...
...
. . .
...
...
c0,n c1,n . . . cn,n 0
1 0 . . . 0 0
∣∣∣∣∣∣∣∣∣∣∣
= − 1
∆n
(−1)2n+1∆(1)n−1 =
∆
(1)
n−1
∆n
.
Donde
∆
(1)
n−1 =
∣∣∣∣∣∣∣∣∣
c11 c21 . . . cn,1
c12 c22 . . . cn,2
...
...
. . .
...
c1,n c2,n . . . cn,n
∣∣∣∣∣∣∣∣∣ .
No´tese que si M es de Toeplitz ∆
(1)
n−1 = ∆n−1 y se tiene que Kn(0, 0) = κ
2
n. De hecho M
es de Toeplitz, si y solo si, Kn(0, 0) = κ
2
n, ∀n ∈ Z+.
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Cuando se trabaja con matrices de Toeplitz se suele notar ϕn(z) = pn(z) y Φn(z) =
Pn(z), es decir respectivamente a los normalizados y a los mo´nicos. En ese contexto se
introduce tambie´n el denominado polinomio reverso.
Definicio´n 2.3. Dado un polinomio qn(z) =
∑n
k= akz
k, polinomio como mucho de grado
n, llamaremos reverso de ese polinomio y se notara´ como q∗n(z) al polinomio q∗n(z) =∑n
k=0 akz
n−k = znqn(1/z), donde qn(z) es el polinomio que resulta de conjugar los coefi-
cientes de qn(z). Obviamente [q
∗
n(z)]
∗ = qn(z).
Sabemos que el polinomio con coeficiente conductor unidad, que hace mı´nima su norma
al cuadrado, es el mo´nico de la SPOM. Su norma coincide9 con la de su reverso–que
por tanto tambie´n es de norma mı´nima– pero su reverso pertenece, adema´s, a aquellos
polinomios qn(z) de grado n que verifican qn(0) = 1. El polinomio solucio´n que minimiza
la norma al cuadrado de los polinomios con esa propiedad vimos que era justamente
Kn(z, 0)/Kn(0.0). Ambos polinomios con norma mı´nima coinciden, de ah´ı que los mı´nimos
que alcanzan valgan
1
Kn(0, 0)
=
1
κ2n
.
En cuanto a los polinomios, lo que ocurre es que el reverso del mo´nico coincide con el
polinomio Kn(z, 0)/Kn(0, 0), de donde, como Kn(0, 0) = κ
2
n, resulta que(
ϕn(z)
κn
)∗
=
Kn(z, 0)
Kn(0, 0)
⇒ Kn(z, 0) = κnϕn(z)∗. (18)
Hemos probado el siguiente corolario.
Corolario 2.2. Si M es Toeplitz se cumplen.
i) Kn(0, 0) = κ
2
n.
ii) Kn(z, 0) = κnϕn(z)
∗.
3 Construccio´n de la matriz D
3.1 Propiedades. Generalizacio´n de la matriz de Jacobi
Sea M = (cij)
∞
i,j=0, matriz hermitiana infinita, definida positiva,
M =

c0,0 c1,0 . . . cn−1,0 cn,0 . . .
c0,1 c1,1 . . . cn−1,1 cn,1 . . .
...
...
. . .
...
...
c0,n−1 c1,n−1 . . . cn−1,n−1 cn,n−1 . . .
...
...
...
...
 .
9Las matrices de Toeplitz finitas de orden n tienen la propiedad de que operando con la contraidentidad
Icn, resulta I
c
nTnI
c
n = Tn. La conclusio´n es que ‖pn‖ = ‖p∗n‖.
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En lo que sigue llamaremos M ′ a la matriz que resulta de eliminar la primera columna
en la matriz M . Las matrices finitas Mn y M
′
n sera´n las secciones de orden n de M y M
′
respectivamente, i.e., las restricciones a las primeras n filas y columnas.
Proposicio´n 3.1. Sea {Qn(z)} la S.P.O. asociada10 a M , entonces se cumple que las n
ra´ıces de Qn(z) son los autovalores de la matriz M
−1
n M
′
n.
Dem. Partimos de la conocida expresio´n para una base ortogonal obtenida por el proce-
dimiento de Gram-Schmidt de la base cano´nica {1, z, z2, z3, . . .},
Qn(z) =
∣∣∣∣∣∣∣∣∣∣∣
c0,0 c1,0 . . . cn−1,0 cn,0
c0,1 c1,1 . . . cn−1,1 cn,1
...
...
. . .
...
...
c0,n−1 c1,n−1 . . . cn−1,n−1 cn,n−1
1 z . . . zn−1 zn
∣∣∣∣∣∣∣∣∣∣∣
.
Si en este determinante multiplicamos la primera columna por z, le restamos la segunda,
y dividimos todo el determinante por z para que no var´ıe resulta
Qn(z) =
1
z
∣∣∣∣∣∣∣∣∣∣∣
zc0,0 − c1,0 c1,0 . . . cn−1,0 cn,0
zc1,0 − c1,1 c1,1 . . . cn−1,1 cn,1
...
...
. . .
...
...
zc0,n−1 − c1,n−1 c1,n−1 . . . cn−1,n−1 cn,n−1
0 z . . . zn−1 zn
∣∣∣∣∣∣∣∣∣∣∣
.
repitiendo este proceso n− 1 veces (hasta la penu´ltima columna) queda
Qn(z) =
1
zn
∣∣∣∣∣∣∣∣∣∣∣
zc0,0 − c1,0 zc1,0 − c1,1 . . . zcn−1,1 − cn,0 cn,0
zc0,1 − c1,1 zc1,1 − c2,1 . . . zcn−1,2 − cn,1 cn,1
...
...
. . .
...
...
zc0,n−1 − c1,n zc1,n−1 − c2,n−1 . . . zcn−1,n−1 − cn,n−1 cn,n−1
0 0 . . . 0 zn
∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
zc0,0 − c1,0 zc1,0 − c1,1 . . . zcn−1,1 − cn,0
zc0,1 − c1,1 zc1,1 − c2,1 . . . zcn−1,2 − cn,1
...
...
. . .
...
zc0,n−1 − c1,n zc1,n−1 − c2,n−1 . . . zcn−1,n−1 − cn,n−1
∣∣∣∣∣∣∣∣∣ .
La expresio´n anterior puede encontrarse en la pa´g. 27 de [Sze39]. Llamando11 Mn y
M ′n a las matrices correspondientes, podemos escribir la anterior relacio´n como Qn(z) =
|zMn −M ′n|. Luego los ceros de Qn(z) son aquellos valores de z que resuelven
|zMn −M ′n| = 0. (19)
10Por comodidad no es ni la de los mo´nicos ni la de los normalizados, ser´ıan los mo´nicos multiplicados
por ∆n−1.
11Los sucesivos determinantes se suelen determinar ∆n, de acuerdo con esa notacio´n tenemos que ∆n =
|Mn+1| y ∆′n = |M ′n+1|.
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Si suponemos que |Mn| ̸= 0, ∀n, podemos multiplicar Qn(z) = |zMn−M ′n| = 0, por |M−1n |
y tendremos
|M−1n | Qn(z) = |M−1n | |zMn −M ′n| = 0.
aplicando Binet-Cauchy y agrupando el producto de determinantes resulta que
|M−1n | Qn(z) = |zIn −M−1n M ′n| = 0.
Es evidente que los valores de z que hacen nulo el polinomio Qn(z) son a su vez los
autovalores de la matriz M−1n M ′n.
Observacio´n 3.1. Evidentemente en la proposicio´n anterior no se ha utilizado para nada
que sea definida positiva ni tampoco que sea hermitiana. Lo u´nico que hace falta es que
la matriz M sea fuertemente regular, es decir que |Mn| ̸= 0, ∀n. Esto permitir´ıa extender
este me´todo a matrices de Hankel complejas, no necesariamente definidas positivas, pero
si fuertemente regulares.
Analicemos ahora la matriz M−1n M ′n, en lo que sigue probaremos que es una matriz
de Fro¨benius, es decir tiene la estructura que sen˜alamos en la siguiente proposicio´n, y
corresponde a los coeficientes del polinomio mo´nico Pn de la sucesio´n.
Proposicio´n 3.2. Se cumple que
M−1n M
′
n =

0 0 . . . 0 a1
1 0 . . . 0 a2
...
...
. . .
...
...
0 0 . . . 0 an−1
0 0 . . . 1 an
 .
Dem. En efecto fraccionemos Mn en cajas del siguiente modo
Mn =

c0,0 c1,0 . . . cn−1,0
c0,1 c1,1 . . . cn−1,1
...
...
. . .
...
c0,n−1 c1,n−1 . . . cn−1,n−1
 =
(
Q11 Q12
Q21 Q22
)
,
es decir
Q11 = c0,0
Q12 = (c1,0, c2,0, . . . , cn−1,0)
Q21 = (c0,1, c0,2, . . . , c0,n−1)t
Q22 = (cij)
n−1
i,j=1.
La matriz M ′n puede escribirse utilizando algunas de las cajas anteriores en la forma
M ′n =
(
Q12 S
Q22 T
)
22
donde
S = (cn,0)
T = (cn,1, cn,2, . . . , cn,n−1)t.
Si invertimos por cajas Mn, de modo que
M−1n =
(
R11 R12
R21 R22
)
,
se cumplira´ que M−1n Mn = In, lo que traducido a las cajas sera´:
R11Q11 +R12Q21 = 1
R11Q12 +R12Q22 = (0, 0, . . . , 0)n−1
R21Q11 +R22Q21 = (0, 0, . . . , 0)n−1
R21Q12 +R22Q22 = In−1.
Por tanto al efectuar el producto M−1n M ′n aparecera´n algunas cajas que sabemos cuanto
valen. Tendremos
M−1n M
′
n =
(
R11 R12
R21 R22
) (
Q12 S
Q22 T
)
=
=
(
R11Q12 +R12Q22 R11S +R12T
R21Q12 +R22Q22 R21S +R22T
)
=

0 0 . . . 0 a1
1 0 . . . 0 a2
...
...
. . .
...
...
0 0 . . . 0 an−1
0 0 . . . 1 an
 .
Corolario 3.1. Si con Pn(z) = an,0 + an,1z + an,2z
2 + . . .+ an,n−1zn−1 + zn, denotamos
el polinomio mo´nico de la S.P.O. entonces se cumple que
Pn(z) = |zIn − Fn|,
con
Fn =

0 0 . . . 0 −an,0
1 0 . . . 0 −an,1
...
...
. . .
...
...
0 0 . . . 0 −an,n−2
0 0 . . . 1 −an,n−1
 .
Dem. Esto es evidente ya que
Pn(z) = |M−1n | Qn(z) = |zIn −M−1n M ′n|
= |zIn − Fn|,
y sabemos que la matriz compan˜era12 de un polinomio mo´nico dado siempre toma la forma
arriba sen˜alada.
12Aquella que tiene como polinomio caracter´ıstico dicho polinomio.
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Definicio´n 3.1. Sea M = (cij)
∞
i,j=0 una matriz compleja HDP infinita. Si Mn = TnT
H
n es
la13 descomposicio´n de Choleski de Mn, por ser Mn matriz HDP, entonces Tn es invertible.
Definimos
Dn = T
−1
n M
′
nT
−H
n , n = 1, 2, 3, . . .
Dada una matriz An de orden n, sea k ∈ N, k < n. Llamaremos (An)k a la matriz que
resulta de tomar en An las k primeras filas y columnas.
Proposicio´n 3.3. Se cumple que
Dn = T
−1
n M
′
nT
−H
n = T
H
n FnT
−H
n ,
y adema´s
Pn(z) = |Inz −Dn|, n = 1, 2, 3, . . .
Dem. Hemos visto en la proposicio´n anterior que
M−1n M
′
n = Fn, (20)
Como Mn = TnT
H
n , resulta que M
−1
n = T
−H
n T
−1
n , substituyendo en (20) tenemos que
T−Hn T
−1
n M
′
n = Fn.
Multipliquemos por la izquierda por THn y por la derecha por T
−H
n , resulta
THn T
−H
n T
−1
n M
′
nT
−H
n = T
H
n FnT
−H
n ,
y simplificando queda finalmente
Dn = T
−1
n M
′
nT
−H
n = T
H
n FnT
−H
n .
El segundo apartado es inmediato ya que la matriz Dn es semejante a la Fn, y por tanto
tienen el mismo polinomio caracter´ıstico.
Proposicio´n 3.4. La matriz Dn es una matriz de Hessenberg superior (es decir dij = 0
si i > j + 1). Adema´s la subdiagonal verifica
di,i−1 =
√
|Mi| |Mi−2|
|Mi−1|2 , 2 ≤ i ≤ n,
con |M0| = 1 y n ≥ 2
13Sea a ∈ C tal que |a| = 1, se cumple que aa = 1, la descomposicio´n de Choleski no es u´nica en
cuanto que Mn = (aTn)(aTn)
H . Esta falta de unicidad no tendra´ consecuencias para nosotros ya que esos
posibles factores se cancelan en el momento de definir la matriz Dn, por lo que para nuestras necesidades
podemos considerarla u´nica. Utilizaremos la notacio´n TH en vez de la ma´s familiar T ∗, en particular
cuando tengamos que invertir y al abordar las transformaciones de semejanza.
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Dem. La matriz Tn es triangular inferior, como es bien sabido T
−1
n tambie´n es triangular
inferior. De modo ana´logo THn es triangular superior y en consecuencia tambie´n lo es T
−H
n .
En la descomposicio´n de Choleski de Mn, la diagonal de Tn, {tii}ni=1, es la misma que la
de THn , la diagonal de T
−H
n sera´ {1/tii}ni=1.
Desarrollando la igualdad Dn = T
H
n FnT
−H
n tendremos
Dn =

t11 2 . . . 2
0 t22 . . . 2
...
...
. . .
...
0 0 . . . tnn


0 0 . . . 0 a1
1 0 . . . 0 a2
0 1 . . . 0 a3
...
...
. . .
...
...
0 0 . . . 1 an


1/t11 2 . . . 2
0 1/t22 . . . 2
...
...
. . .
...
0 0 . . . 1/tnn
 .
Efectuando el producto de estas tres matrices queda
Dn =

2 2 . . . 2 2
t22/t11 2 . . . 2 2
0 t33/t22 . . . 2 2
...
...
. . .
...
...
0 0 . . . tnn/tn−1,n−1 2
 ,
luego Dn es una matriz de Hessenberg (triangular+1) superior. Si efectuamos la descom-
posicio´n de Choleski y de Gauss-Banachiewicz simulta´neamente14 de Mn resulta
Mn = TnT
H
n = VnEnV
H
n ,
con En = (δijei−1)ni,j=1, donde como sabemos ei−1 = |Mi|/|Mi−1| y |M0| = 1.
Al ser Mn definida positiva podemos hablar de la ra´ız positiva de En y tendremos que
TnT
H
n = Vn
√
En
√
EnV
H
n .
Donde Vn = (vij)
n
i,j=1 es triangular inferior, verificando adema´s vii = 1, i = 1, 2, . . . , n.
La unicidad con esta condicio´n esta´ asegurada y conduce a que Tn = Vn
√
En y por tanto
tii =
√
ei−1. Substituyendo queda
di,i−1 =
√
ei−1√
ei−2
=
√
|Mi| |Mi−2|
|Mi−1|2 , 2 ≤ i ≤ n,
con |M0| = 1 y n ≥ 2.
Observacio´n 3.2. Que Mn es submatriz de Mn+1 es una obviedad ya que en el trasfondo
la matriz infinita M existe. Esto no es cierto en general cuando se obtienen matrices que
dependen de n. Por ejemplo es claro que salvo en casos muy especiales
(A−1n )k ̸= A−1k .
14En realidad subordinamos la descomposicio´n de Choleski a la de Gauss-Banachiewicz para evitar los
problemas de unicidad antes mencionados. Es decir cuando llegue el momento escogeremos entre todas las
posibilidades de descomposicio´n de Choleski (para nosotros es lo mismo) aquella que verifica Tn = Vn
√
En.
25
Uno de esos casos es justamente el de las matrices triangulares invertibles. Es decir se
cumple que
(T−1n )k = T
−1
k , 1 ≤ k ≤ n.
Esta propiedad es va´lida para las triangulares inferiores y las superiores.
Proposicio´n 3.5. Se cumple que
Dn = (Dn+1)n, n = 2, 3, 4, . . .
Dem. Por construccio´n Mn = (Mn+1)n y M
′
n = (M
′
n)n. Por otro lado Mn+1 = Tn+1T
H
n+1.
Por ser triangulares Tn es submatriz de Tn+1, mientras que T
H
n lo es de T
H
n+1. La misma
triangularidad dice que T−1n es submatriz de T
−1
n+1, y del mismo modo T
−H
n es submatriz
de T−Hn+1. Con la notacio´n introducida T
−1
n = (T
−1
n+1)n y T
−H
n = (T
−H
n+1)n. Se cumple que
Dn = T
−1
n M
′
nT
−H
n , Dn+1 = T
−1
n+1M
′
n+1T
−H
n+1.
Tenemos que M ′n = (M ′n+1)n, y por la triangularidad de T
−1
n+1 y T
−H
n+1 resulta que Dn =
(Dn+1)n.
Observacio´n 3.3. Este resultado es importante porque dada M infinita HDP, podemos
hablar de la matriz infinita de Hessenberg D asociada a ella.
Proposicio´n 3.6. Si M es una matriz de Hankel definida positiva, entonces la matriz D
es la tridiagonal de Jacobi correspondiente a M .
Dem. SiM es de Hankel y definida positiva, entonces es real (ver ejercicio 3.7 de la pa´g. 18
de [Chi78]). Es decirMn es una matriz sime´trica y real. Las matrices de la descomposicio´n
de Choleski son reales. Por tanto podemos escribir
Mn = TnT
t
n.
Por otro lado si Mn es de Hankel y sime´trica tambie´n lo es M
′
n, es decir M
′
n = (M
′
n)
t.
Tenemos ahora que
Dn = T
−1
n M
′
nT
−t
n .
Calculemos Dtn, resulta
Dtn = (T
−1
n M
′
nT
−t
n )
t
= T−1n (M
′
n)
tT−tn = T
−1
n M
′
nT
−t
n = Dn.
Luego Dn es sime´trica, como era de Hessenberg, ahora necesariamente es tridiagonal y
sime´trica.
Resulta inmediato comprobar, desarrollando por la u´ltima columna
Pn(z) = |Inz −Dn| =
∣∣∣∣∣∣∣∣∣∣∣
z − d11 −d12 . . . 0 0
−d12 z − d22 . . . 0 0
...
...
. . .
...
...
0 0 . . . z − dn−1,n−1 −dn,n−1
0 0 . . . −dn,n−1 z − dn,n
∣∣∣∣∣∣∣∣∣∣∣
,
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que obtenemos la fo´rmula de recurrencia a tre´s te´rminos
Pn(z) = (z − dnn)Pn−1(z)− d2n,n−1Pn−2(z),
que como sabemos permite construir la tridiagonal de Jacobi. Luego esta tridiagonal es
justamente la matriz J , es decir si M es de Hankel y HDP entonces D = J .
Proposicio´n 3.7. Si α ∈ R, α ̸= 0, y llamamos Dn(Mn+1) a la matriz Dn que se obtiene
a partir de la matriz15 Mn+1. Entonces se cumple que
Dn(αMn+1) = Dn(Mn+1).
Dem. En efecto
αMn = (
√
αTn)(
√
αTn)
H ,
luego
Dn(αMn+1) = (
√
αTn)
−1(αM ′n)(
√
αTn)
−H =
1
α
T−1n (αM
′
n)T
−H
n
= T−1n M
′
nT
−H
n = Dn(Mn+1).
3.2 La descomposicio´n LR y la matriz D˜ con unos en la subdiagonal
Observacio´n 3.4. Si la matriz M no es hermitiana definida positiva no es posible efec-
tuar la descomposicio´n de Choleski de sus secciones, no obstante si M es fuertemente
regular podemos todav´ıa descomponer Mn en producto de triangular inferior por trian-
gular superior o descomposicio´n LR. Esta descomposicio´n es u´nica si exigimos rk,k = 1,
k = 1, 2, . . . , n.
En ese caso introducimos una matriz que denominaremos D˜ para distinguirla de la D
cuyas propiedades veremos en lo que sigue.
Definicio´n 3.2. Sea M una matriz fuertemente regular, y tal que para todo n, Mn =
LnRn sea la descomposicio´n LR de Mn con la condicio´n de que rii = 1, i = 1, 2, . . . , n.
Llamaremos
D˜n = L
−1
n M
′
nR
−1
n , n = 1, 2 . . .
Proposicio´n 3.8. Se cumplen las siguientes propiedades:
i) Pn(z) = |Inz − D˜n|, n = 1, 2, . . ..
ii) D˜n es una matriz de Hessenberg superior y di,i−1 = 1, i = 2, 3, . . . n.
iii) (D˜n+1)n = D˜n.
15Para poder construirla hace falta Mn y M
′
n, adema´s de Mn necesitamos la columna
(cn,0, cn,1, . . . , cn,n−1)t de Mn+1, no es preciso conocer, sin embargo, el elemento cn,n de Mn+1.
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iv) Si M es HDP entonces se cumple que
Dn =
√
En D˜n(
√
En)
−1,
con En = (δijei−1)ni,j=1, con ei−1 = |Mi|/|Mi−1| y |M0| = 1.
Dem.
i) Sabemos que Fn =M
−1
n M
′
n, como Mn = LnRn y ambas son invertibles resulta que
M−1n = R−1n L−1n , de donde
Fn = R
−1
n L
−1
n M
′
n,
multiplicando a la izquierda por Rn y por R
−1
n a la derecha queda finalmente
D˜n = L
−1
n M
′
nR
−1
n = RnFnR
−1
n .
La matriz D˜n es semejante a Fn luego ambas tienen el mismo polinomio carac-
ter´ıstico, como el de Fn es justamente P˜n(z) se cumple que P˜n(z) = |Inz − D˜n|.
Las propiedades ii) y iii) son ana´logas a las de las Proposiciones 3.4 y 3.5, aunque
en el caso de la primera la subdiagonal este formada por unos.
iv) Finalmente utilizando de nuevo la descomposicio´n de Gauss-Banachiewicz de las
secciones de M , que es una matriz infinita HDP, tenemos
Mn = VnEnV
H
n ,
con vii = 1, i = 1, 2, . . . , n. Como es bien sabido En = (δijei−1)ni,j=1 con ei−1 =
|Mi|/|Mi−1| y |M0| = 1.
Es claro que si Mn = LnRn con rii = 1, i = 1, 2, . . . , n, resulta que V
H
n = Rn y adema´s
THn =
√
EnRn =
√
EnV
H
n . Es decir V
H
n = (
√
En)
−1THn . Hemos visto que D˜n = RnFnR−1n ,
substituyendo Rn, como En es una matriz diagonal, real y con elementos positivos, cumple
que (
√
En)
H =
√
En, y tendremos que
D˜n = RnFnR
−1
n = V
H
n FnV
−H
n
= (
√
En)
−1THn FnT
−H
n
√
En
= (
√
En)
−1Dn
√
En.
Despejando finalmente Dn queda
Dn =
√
En D˜n(
√
En)
−1.
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4 Ejemplos
4.1 Medida de Lebesgue en T
Uno de los ejemplos ma´s simples consiste en tomar como M la matriz identidad. En este
caso
Mn = Tn = T
H
n = T
−1
n = T
−H
n = In, ∀n.
y como
M ′ =

0 0 0 . . .
1 0 0 . . .
0 1 0 . . .
...
...
...
. . .

resulta, tras aplicar Dn = T
−1
n M
′
nT
−H
n que
M =

1 0 0 . . .
0 1 0 . . .
0 0 1 . . .
...
...
...
. . .
 =⇒ D =

0 0 0 . . .
1 0 0 . . .
0 1 0 . . .
...
...
...
. . .
 .
Si nos preguntamos si la matriz M es de momentos. La respuesta es que si. Consideremos
la medida de Lebesgue sobre la circunferencia unidad, es decir
cjk =
∫
T
zjzk|dz| =
∫ 2pi
0
[eiθ]j [e−iθ]kdθ
=
∫ 2pi
0
[eiθ]j−kdθ = 2piδjk.
Vemos que la matriz de momentos es la matriz identidad multiplicada por la constante 2pi
(que no afecta al ca´lculo de la D). Resultados menos obvios nos dicen que los polinomios
ortogonales respecto de esa medida, que son {zk}∞k=0, no forman un sistema completo, es
decir Π ̸= L2µ(T), pero esta medida {zk}∞k=0 si es una base de Schauder.
El operador definido en ℓ2 por la matriz D (el shift-right) es un operador subnormal
(tiene una extensio´n16 normal), y su espectro es σ(D) = {z|z ∈ C∧ |z| ≤ 1}. En este caso
el soporte de la medida es T = {z|z ∈ C∧|z| = 1}. Vemos que ambos no coinciden, σ(D) ⊂
supp(µ). El espectro de una extensio´n normal es ma´s pequen˜o que el del correspondiente
operador subnormal, (ver art´ıculo [Atz75]). El problema se produce por la incompletitud
de Π.
16Una extensio´n normal, no necesariamente la mı´nima, es V =
(
U W
0 U∗
)
donde W = 1 0 . . .0 0 . . .
...
...
. . .
, siendo U el shift-right y U∗ el shift-left respectivamente. Es claro que V : ℓ2⊕ ℓ2 −→
ℓ2
⊕
ℓ2 y se cumple que V V ∗ = V ∗V , ver prob. 195 de [Hal80]. La mı´nima extensio´n normal se suele
denominar men( · ).
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4.2 Un producto escalar sin medida asociada
Consideremos la matriz17 HDP M = (cij)
∞
i,j=0 tal que ci,j = min(i, j) + 1, es decir
M =

1 1 1 1 . . .
1 2 2 2 . . .
1 2 3 3 . . .
1 2 3 4 . . .
...
...
...
...
. . .
 .
Se prueba trivialmente por induccio´n que |Mn| = 1, n = 1, 2, . . .. La descomposicio´n de
Choleski en este caso es sencilla, vamos a efectuarla para las submatrices 4×4 por razones
de espacio 
1 1 1 1
1 2 2 2
1 2 3 3
1 2 3 4
 =

1 0 0 0
1 1 0 0
1 1 1 0
1 1 1 1


1 1 1 1
0 1 1 1
0 0 1 1
0 0 0 1

Por otro lado
T−14 =

1 0 0 0
−1 1 0 0
0 −1 1 0
0 0 −1 1
 M ′4 =

1 1 1 1
2 2 2 2
2 3 3 3
2 3 4 4
 .
Tenemos que
1 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
 =

1 0 0 0
−1 1 0 0
0 −1 1 0
0 0 −1 1


1 1 1 1
2 2 2 2
2 3 3 3
2 3 4 4


1 −1 0 0
0 1 −1 0
0 0 1 −1
0 0 0 1
 .
La matriz D en este caso es
D =

1 0 0 0 0 . . .
1 0 0 0 0 . . .
0 1 0 0 0 . . .
0 0 1 0 0 . . .
0 0 0 1 0 . . .
...
...
...
...
...
. . .

.
La afirmacio´n que la matriz M no es de momentos se prueba facilmente si observamos que
la diagonal principal de M no verifica la desigualdad de Cauchy-Schwartz en el siguiente
sentido. Si la matriz fuera de momentos existir´ıa un recinto Ω y una medida µ(z) tales
17No es ma´s que un caso particular de las matrices que podemos denominar left upper corner
M({an}, p) = (amin {i,j})∞i,j=1, que son definidas positivas si la sucesion {an} es mono´nota creciente.
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que
cnn =
∫
Ω
znzndµ(z) =
∫
Ω
|z|2ndµ(z) =
=
∫
Ω
|z|n−1|z|n+1dµ(z) ≤
√∫
Ω
(|z|n−1)2dµ(z)
∫
Ω
(|z|n+1)2dµ(z) =
=
√
cn−1,n−1
√
cn+1,n+1.
Es decir si la matriz es de momentos se tiene que cumplir
c2n,n ≤ cn−1,n−1 cn+1,n+1, n = 0, 1, 2, . . .
Lo que no ocurre en este caso, ya que cn−1,n−1cn+1,n+1 = (n−1)(n+1) = n2−1 < n2 = c2n,n.
4.3 Una D no acotada. Medida de Laguerre
Consideremos la funcio´n de densidad w(x) = xαe−x en [0,+∞), con α = 0 genera los P.O.
de Laguerre ma´s sencillos, tendremos que los momentos son
Sn =
∫ ∞
0
xne−xdx = Γ(n+ 1) = n!.
En este caso es ma´s co´moda la descomposicio´n LR y la obtencio´n de D˜5 en vez de D5,
para evitar operaciones irracionales. Lo efectuamos a t´ıtulo de ejemplo para matrices 5×5
1 1 2 6 24
1 2 6 24 120
2 6 24 120 720
6 24 120 720 5040
24 120 720 5040 40320
 =

1 0 0 0 0
1 1 0 0 0
2 4 4 0 0
6 18 36 36 0
24 96 288 576 576


1 1 2 6 24
0 1 4 18 96
0 0 1 9 72
0 0 0 1 16
0 0 0 0 1
 .
Efectuemos el ca´lculo L−15 M
′
5R
−1
5
1 0 0 0 0
−1 1 0 0 0
1
2 −1 14 0 0
−16 12 −14 136 0
1
24
−1
6
1
8 − 136 1576


1 2 6 24 120
2 6 24 120 720
6 24 120 720 5040
24 120 720 5040 40320
120 720 5040 40320 362880


1 −1 2 −6 24
0 1 −4 18 −96
0 0 1 −9 72
0 0 0 1 −16
0 0 0 0 1
 ,
y tenemos
D˜5 =

1 1 0 0 0
1 3 4 0 0
0 1 5 9 0
0 0 1 7 16
0 0 0 1 9
 y D5 =

1 1 0 0 0
1 3 2 0 0
0 2 5 3 0
0 0 3 7 4
0 0 0 4 9
 .
La diagonal de la tridiagonal vemos que resulta como espera´bamos 2n + 1, mientras que
la superdiagonal es n, ver la tabla sobre los coeficientes de los casos cla´sicos en las pa´gs.
217-221, de [Chi78].
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4.4 Un ejemplo con matriz M que desconocemos si es o no de momentos
Tomemos la matriz de Ce´saro utilizada18 en el me´todo utilizado para acelerar convergencia
de ciertas sucesiones
C4 =

1 0 0 0
1/2 1/2 0 0
1/3 1/3 1/3 0
1/4 1/4 1/4 1/4
 y construimos M4 = C4Ct4 =

1 1/2 1/3 1/4
1/2 1/2 1/3 1/4
1/3 1/3 1/3 1/4
1/4 1/4 1/4 1/4
 .
Es inmediato que |Cn| = 1/n!. A partir de estas matrices construimos
Mn = (
1
max(i, j) + 1
)∞i,j=0, con |Mn| =
1
(n!)2
.
Es sime´trica, real y definida positiva19. Calculemos D˜4 y D4. La descomposicio´n LR
resulta ser
1 1/2 1/3 1/4
1/2 1/2 1/3 1/4
1/3 1/3 1/3 1/4
1/4 1/4 1/4 1/4
 =

1 0 0 0
1/2 1/4 0 0
1/3 1/6 1/9 0
1/4 1/8 1/12 1/16


1 1/2 1/3 1/4
0 1 2/3 1/2
0 0 1 3/4
0 0 0 1
 .
Calculemos D˜4 = L
−1
4 M
′
4R
−1
4 ,
1 0 0 0
−2 4 0 0
0 −6 9 0
0 0 −12 −16


1/2 1/3 1/4 1/5
1/2 1/3 1/4 1/5
1/3 1/3 1/4 1/5
1/4 1/4 1/4 1/5


1 −1/2 0 0
0 1 −2/3 0
0 0 1 −3/4
0 0 0 1

que tras operar queda
D˜4 =

1/2 1/12 1/36 1/80
1 2/12 2/36 2/80
0 1 3/36 3/80
0 0 1 4/80
 .
Observamos que
d˜ij =

i
j2(1 + j)
si i ≤ j,
1 si i = j + 1,
0 si i > j + 1.
Tambie´n es inmediato obtener los polinomios
Pn(z) = (n+ 1)z
n − nzn−1.
18Sorprendentemente puede probarse que el operador C : ℓ2 −→ ℓ2 es subnormal. Esta subnormalidad
en nada afecta al problema de momentos asociado, dado que es D quien tiene que ser subnormal no uno
de los factores de M .
19Un caso particular de la matrices lower right corner M({an}, y), que se prueba son definidas positivas
si la sucesio´n es mono´tona decriente estricta.
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Utilizando el apartado iv) de la Proposicio´n 3.8, como |Mn| = 1/(n!)2, tenemos en =
|Mn|/|Mn−1| = [1/(n!)2]/[1/((n− 1)!)2] = 1/n2.
Dn =

1
1/2
1/3
1/4


1/2 1/12 1/36 1/80
1 2/12 2/36 2/80
0 1 3/36 3/80
0 0 1 4/80


1
2
3
4

y operando queda finalmente
D4 =

1/2 2/12 3/36 4/80
1/2 2/12 3/36 4/80
0 2/3 3/36 4/80
0 0 3/4 4/80
 ,
que resulta ser
dij =

j
j2(1 + j)
si i ≤ j,
j
1 + j
si i = j + 1,
0 si i > j + 1.
M si cumple la condicio´n de Cauchy-Schwartz, pero eso no garantiza que la matriz sea
de momentos. Averiguar si es o no subnormal o incluso hiponormal no parece demasiado
trivial.
4.5 Un ejemplo construido a partir de un operador hiponormal que no
es subnormal
Se sabe que el operador T = 2U + U∗, es decir
T =

0 1 0 0 . . .
2 0 1 0 . . .
0 2 0 1 . . .
0 0 2 0 . . .
...
...
...
...
. . .
 ,
operando en ℓ2 es hiponormal, pero no subnormal. Probar que es hiponormal es sencillo
ya que
T ∗T =

4 0 2 0 . . .
0 5 0 2 . . .
2 0 5 0 . . .
0 2 0 5 . . .
...
...
...
...
. . .
 , TT ∗ =

1 0 2 0 . . .
0 5 0 2 . . .
2 0 5 0 . . .
0 2 0 5 . . .
...
...
...
...
. . .
 ,
luego T ∗T−TT ∗ ≥ 0. Sin embargo T 2 no es hiponormal, que puede hacerse como ejercicio.
En consecuencia T 2 no es subnormal. Hay un resultado (ver prob. 209 [Hal80]) que afirma
que siW es subnormal tambie´n lo esW 2. Luego si T 2 no es subnormal tampoco lo es T . Y
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estamos en la situacio´n descrita. La matrizM generada a partir de T va a verificar Cauchy-
Schwartz por ser hiponormal (ver [Tor93]), sera hermitiana definida positiva, pero no de
momentos. El ejemplo queda incompleto ya que no hemos dado una regla de formacio´n
de M . Puede obtenerse como ejercicio. Aqu´ı calculamos M mediante la fo´rmula (26), que
ma´s adelante veremos. Por ejemplo de orden 5× 5 es
M5 =

1 0 2 0 8
0 4 0 16 0
2 0 20 0 112
0 16 0 128 0
8 0 112 0 896
 .
Se cumplira´ que limn→∞
√
cn+1,n+1/cn,n = k. Es una conjetura trivial: k = 3.
4.6 Medida planar de Lebesgue en el disco unidad
Conocemos la fo´rmula de Green20 que nos relaciona las integrales dobles con las de l´ınea∫∫
G
fg′dm =
1
2i
∮
∂G
fgdz.
Aplica´ndola al producto interno 〈zp, zq〉 resulta, si consideramos la medida de Lebesgue
planar en el c´ırculo
〈zp, zq〉 =
∫∫
G
zpzqdm =
1
2i(q + 1)
∮
∂G
zpzq+1dz.
Tomando ahora G = {z : |z| < 1} haciendo z = eiθ tendremos que dz = ieiθdθ, luego
cp,q =
1
2i(q + 1)
∫ 2pi
0
eipθe−i(q+1)θieiθdθ
=
1
2i(q + 1)
∫ 2pi
0
ei(p−q)θdθ =
{
0 si p ̸= q
pi
q+1 si p = q.
Luego
M =

pi 0 0 . . .
0 pi/2 0 . . .
0 0 pi/3 . . .
...
...
...
. . .
 .
20
∮
f(x + yi)g(x+ yi)(dx + idy) =
∮
(f(x + yi)g(x+ yi))dx + (f(x + iy)g(x+ yi)i)dy. Llamaremos
P (x, y) = f(x+ yi)g(x+ yi), Q(x, y) = f(x+ iy)g(x+ yi)i. El teorema de Green en su versio´n tradicional
dice
∮
∂G
P (x, y)dx + Q(x, y)dy =
∫∫
G
(
∂Q
∂x
− ∂P
∂y
)
dxdy, tenemos que ∂Q
∂x
= if ′(z)g(z) + if(z)g′(z), ∂P
∂y
=
f ′(z)g(z)i+ f(z)g′(z)i, luego finalmente ∂Q
∂x
− ∂P
∂y
= 2if(z)g′(z).
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Resulta la matriz
D =

√
1/pi 0 0 . . .
0
√
2/pi 0 . . .
0 0
√
3/pi . . .
...
...
...
. . .


0 0 0 . . .
pi/2 0 0 . . .
0 pi/3 0 . . .
...
...
...
. . .


√
1/pi 0 0 . . .
0
√
2/pi 0 . . .
0 0
√
3/pi . . .
...
...
...
. . .

=

0 0 0 . . .√
1/2 0 0 . . .
0
√
2/3 0 . . .
...
...
...
. . .
 .
Es conocido (ver [Con81] pa´g. 156) que en ℓ2 los u´nicos shifts con peso hiponormales son
aquellos en que la sucesio´n es mono´tona creciente con l´ımite (sup |αn| = ‖D‖). En este caso
{√n/(n+ 1)}∞n=1 cumple esa condicio´n, lo que era presumible ya que existe solucio´n al
problema de los momentos y la subnormalidad implica la hiponormalidad. Curiosamente
para este shift, la matriz D, a diferencia de lo que ocurr´ıa con el shift-right U , no es
cuasinormal.
4.7 Otro ejemplo sobre la circunferencia unidad
Consideremos la matriz de Toeplitz
Mn =

2 1 0 0 . . .
1 2 1 0 . . .
0 1 2 1 . . .
0 0 1 2 . . .
...
...
...
...
. . .
 .
Es fa´cil probar por induccio´n que |Mn| = n + 1. Luego es definida positiva. En conse-
cuencia el problema de los momentos sobre la circunferencia tiene solucio´n y siempre es
un problema determinado. Adema´s
κn =
√
|Mn−1|
|Mn| =
√
n
n+ 1
−→ 1 < +∞,
luego se cumple la condicio´n de Szego¨ y el sistema no es completo, luego la matriz D no es
unitaria (normal). La matriz D tiene que ser subnormal y por tanto hiponormal, probarlo
directamente no es aparentemente trivial, aunque obtuvie´semos su expresio´n expl´ıcita en
funcio´n de n, toma la forma
D =

1
2 −
√
3
6
√
6
12 −
√
90
60 . . .√
3
2
1
6 −
√
2
12
√
30
60 . . .
0
√
8
3
1
12 −
√
15
60 . . .
0 0
√
15
4
1
20 . . .
...
...
...
...
. . .
 .
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Veremos ma´s adelante co´mo se calculan expl´ıcitamente sus elementos, utilizando el hecho
de que Φn(0) = (−1)n/(n+ 1).
Se prueba, ver pa´gina 48 de estas notas, que DHD = I, pero en general DDH ̸= I,
porque en ese caso ser´ıa unitaria y no lo es. Salvo que falle la condicio´n de Szego¨, que en
este caso concreto no falla ya que
∑∞
n=0 |Φn(0)|2 < +∞.
5 Cuatro resultados sencillos
5.1 Autovalores y autovectores de Dtn
Proposicio´n 5.1. Si znk es una ra´ız de pn(z) (aparte claro esta´ de ser autovalor de Dn
y de Dtn) se cumple que
znk

p0(znk)
p1(znk)
...
pn−1(znk)
 = Dtn

p0(znk)
p1(znk)
...
pn−1(znk)
 ,
es decir el autovector correspondiente a znk es
(p0(znk), p1(znk), . . . , pn−1(znk))t.
Dem. Escribamos con detalle el determinante
Pn(z) = |Inz −Dn|,
tendremos
Pn(z) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
z − d11 −d12 −d13 . . . −d1,n−2 −d1,n−1 −d1,n
−d21 z − d22 −d23 . . . −d2,n−2 −d2,n−1 −d2,n
0 −d32 z − d33 . . . −d3,n−2 −d3,n−1 −d3,n
0 0 −d43 . . . −d4,n−2 −d4,n−1 −d4,n
...
...
...
. . .
...
...
...
0 0 0 . . . −dn−1,n−2 z − dn−1,n−1 −dn−1,n
0 0 0 . . . 0 −dn,n−1 z − dn,n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Desarrollando por la u´ltima fila reiteradamente
Pn(z) = (z − dn,n)Pn−1(z)
+ [dn,n−1](−dn−1,n)Pn−2(z)
+ [dn,n−1dn−1,n−2](−dn−2,n)Pn−3(z)
+ [dn,n−1dn−1,n−2dn−2,n−3](−dn−3,n)Pn−4(z)
...
+ [dn,n−1dn−1,n−2 . . . d21](−d1,n)P0(z). (21)
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Sabemos que
di,i−1 =
κi−2
κi−1
=
√
|Mi| |Mi−2|
|Mi−1|2 , 2 ≤ i ≤ n,
con |M0| = 1 y n ≥ 2, se cumplira´
κn−2
κn−1
= dn,n−1
κn−3
κn−1
=
κn−2
κn−1
κn−3
κn−2
= dn,n−1 dn−1,n−2
κn−4
κn−1
=
κn−2
κn−1
κn−3
κn−2
κn−4
κn−3
= dn,n−1 dn−1,n−2 dn−2,n−3
...
κ0
κn−1
=
κn−2
κn−1
κn−3
κn−2
κn−4
κn−3
· · · κ0
κ1
= dn,n−1 dn−1,n−2 dn−2,n−3 · · · d21.
Luego substituyendo en (21) y teniendo en cuenta que ‖Pk(n)‖ = 1/κn, es decir κnPn(z) =
pn(z), resultara´
Pn(z) = (z − dn,n)Pn−1(z)
+
κn−2
κn−1
(−dn−1,n)Pn−2(z)
+
κn−3
κn−1
(−dn−2,n)Pn−3(z)
+
κn−4
κn−1
(−dn−3,n)Pn−4(z)
...
+
κ0
κn−1
(−d1,n)P0(z). (22)
Multiplicando por −κn−1 ambos miembros y haciendo κjPj(z) = pj(z), j = 0, 1, . . . n
podemos escribir, despejando zpn−1(z), y teniendo en cuenta que κn−1Pn(z) =
κn−1
κn
pn(z)
zpn−1(z) =
κn−1
κn
pn(z) + dnnpn−1(z) + dn−1,npn−2(z) + dn−2,npn−3(z)
+dn−3pn−4(z) + . . .+ d1np0(z). (23)
Como sabemos que κn−1/κn = dn+1,n. El anterior desarrollo es va´lido para cualquier valor
de n toma´ndolo para n = 1, 2, . . ., y para el propio n tendremos finalmente
zp0(z) = d11p0(z) + d21p1(z)
zp1(z) = d12p0(z) + d22p1(z) + d32p2(z)
zp2(z) = d13p0(z) + d23p1(z) + d33p2(z) + d43p3(z)
... (24)
zpn−1(z) = d1np0(z) + d2np1(z) + d3np2(z) + . . .+ dn,npn−1(z) + dn+1,npn(z).
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Obse´rvese que el elemento dn+1,n esta´ en Dn+1 pero no en Dn. La anterior expresio´n se
puede escribir matricialmente
z

p0(z)
p1(z)
p2(z)
...
pn−2(z)
pn−1(z)

=

d11 d21 0 . . . 0 0
d12 d22 d32 . . . 0 0
...
...
...
. . .
...
...
d1,n−2 d2,n−2 d3,n−2 . . . dn−1,n−2 0
d1,n−1 d2,n−1 d3,n−1 . . . dn−1,n−1 dn,n−1
d1,n d2,n d3,n . . . dn−1,n dn,n


p0(z)
p1(z)
p2(z)
...
pn−2(z)
pn−1(z)

+dn+1,n

0
0
0
...
0
1

pn(z).
(25)
Si ahora hacemos z = znk, cualquiera de las ra´ıces de pn(z), el u´ltimo sumando desaparece
y queda
znk

p0(znk)
p1(znk)
p2(znk)
...
pn−2(z)
pn−1(znk)

=

d11 d21 0 . . . 0 0
d12 d22 d32 . . . 0 0
...
...
...
. . .
...
...
d1,n−2 d2,n−2 d3,n−2 . . . dn−1,n−2 0
d1,n−1 d2,n−1 d3,n−1 . . . dn−1,n−1 dn,n−1
d1,n d2,n d3,n . . . dn−1,n dn,n


p0(znk)
p1(znk)
p2(znk)
...
pn−2(z)
pn−1(znk)

,
es decir
znkv = D
t
nv.
Luego znk es un autovalor de D
t
n y el autovector correspondiente es
v = (p0(znk), p1(znk), . . . , pn−1(znk))t.
Observacio´n 5.1. Sabemos que los autovalores de Dn y D
t
n coinciden. Si tomamos
conjugados en (25) tras particularizar en z = znk resulta
znk

p0(znk)
p1(znk)
...
pn−1(znk)
 = DHn

p0(znk)
p1(znk)
...
pn−1(znk)
 .
Los autovectores de AH y A son complejos conjugados, pero aqu´ı se trata de At y no
podemos afirmar nada sobre ellos. Tambie´n es interesante que observemos que
n∑
k=0
|pk(znk)|2 = Kn(znk, znk) = Kn−1(znk, znk) = ‖v‖2.
Es decir la longitud al cuadrado del autovector correspondiente a znk es justamente el
nu´cleo n-e´simo particularizado en dicha ra´ız. En el caso tridiagonal sabemos adema´s que
la constante de Christoffel pnk asociada a znk vale justamente
pnk =
1
Kn(znk, znk)
.
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Observacio´n 5.1. Las fo´rmulas (24) se pueden resumir en la expresio´n
zpn−1(z) =
n+1∑
k=0
dk,npk−1(z), n ≥ 1.
que es la denominada de fo´rmula de recurrencina larga y que puede servir para introducir
tambie´n la matriz D.
5.2 Obtencio´n de M a partir de D
Proposicio´n 5.2. Dada M = (ci,j)
∞
i,j=0 matriz HDP infinita y sea D la matriz de Hes-
senberg construida por el procedimiento anterior, entonces se cumple que
ci,j = 〈Dine0, Djne0〉, 0 ≤ i, j ≤ n− 1, (26)
siendo et0 = (1, 0, 0, 0, . . . , 0).
Dem. Expresaremos los elementos de la base {zn}∞n=0, que no es de Schauder, en funcio´n
de {pn(z)}∞n=0. Supondremos c0,0 = 1, lo que equivale, caso de que no sea as´ı, a dividir
D por c0,0. Con eso conseguimos que p0(z) = 1. Con e0 indicaremos el vector columna
(1, 0, 0, . . . , 0)t, de longitud m.
Tenemos que p0(z) = 1, luego
1 = (1, 0, 0, . . . , 0)m

p0(z)
p1(z)
...
pm−1(z)
 = et0

p0(z)
p1(z)
...
pm−1(z)

multiplicando ambos miembros de la igualdad anterior por z tendremos
z = (1, 0, 0, . . . , 0)m

zp0(z)
zp1(z)
...
zpm−1(z)
 = et0
Dtm

p0(z)
p1(z)
...
pm−1(z)
+

0
0
...
dm+1,m
 pm(z)

= et0D
t
m

p0(z)
p1(z)
...
pm−1(z)
 ,
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volviendo a multiplicar por z y utilizando de nuevo (25) obtendremos
z2 = et0D
t
m

zp0(z)
zp1(z)
...
zpm−1(z)
 = et0Dtm
Dtm

p0(z)
p1(z)
...
pm−1(z)
+

0
0
...
ak
 pm(z)

= et0(D
t
m)
2

p0(z)
p1(z)
...
pm−1(z)
 , si m ≥ 3.
En general tendremos
zn = et0(D
t
m)
n

p0(z)
p1(z)
...
pm−1(z)
 , si m ≥ n+ 1.
Es decir el vector que nos propociona las componentes de zn respecto de los polinomios
normalizados sera´ el vector fila et0(D
t
m)
n, 0 ≤ n ≤ m− 1. Como para operar utilizamos la
representacio´n en vectores columna, sera´
en ≡ [et0(Dtm)n]t = Dnme0, 0 ≤ n ≤ m− 1.
En este punto podemos volver a utilizar la notacio´n usual para e0 ∈ ℓ2, suponie´ndolo con
infinitas componentes. De modo ana´logo en lugar de tomar Dtm, podemos considerar la
matriz infinita Dt y seguiremos teniendo
en ≡ Dne0.
Sabemos que
〈zi, zj〉M = eHj Mei = ci,j .
Donde ej y ei son los vectores de las componentes de z
i y zj respecto de la base standard
{zn}∞n=0. Las componentes de zi y zj respecto de la base normalizada son, como hemos
visto, los vectores Die0 y D
je0. Es claro que expresando z
i y zj respecto de la SPON la
matriz del producto escalar sera´ la matriz I, ya que
〈pn(z), pm(z)〉 = δn,m.
Luego resultara´
cj,k = 〈zj , zk〉M = etk M ej =
= et0(D
t)k I Dje0 = e
t
0(D
H)k I Dje0 =
= (Dke0)
H I Dje0 = 〈Dje0, Dke0〉.
Si j, k ≤ n− 1, se verifica 〈Dje0, Dke0〉 = 〈Djne0, Dkne0〉, y tenemos el enunciado.
Observacio´n 5.2. No´tese que la matriz M obtenida a partir de la proposicio´n anterior
esta normalizada. En el sentido de que c00 = 1. Si correspondiera a una medida ser´ıa de
probabilidad.
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5.3 Transformaciones de semejanza del soporte y/o espectro
Observacio´n 5.2. A diferencia de lo que ocurre sobre la recta real en donde si desplazamos
la distribucio´n, respecto del origen, la matriz de momentos sigue siendo de Hankel, y no
hay cambios esenciales en el planteamiento del problema de los momentos. En el caso
complejo, por ejemplo para la circunferencia unidad, basta con que traslademos el centro
de la circunferencia soporte a otro punto para que la matriz de momentos deje de ser de
Toeplitz, o efectuemos una homotecia de centro el origen y razo´n r ̸= 1.
Es interesante por tanto que obtengamos las matrices de paso que nos permitan, cono-
cida una matriz de momentos, calcular la que resulta si modificamos la curva soporte
mediante una transformacio´n de semejanza.
Incluso si la matriz M no es matriz de momentos, pero si HDP, la transformacio´n21
ϕ(z) = αz+β puede interpretarse como una transformacio´n de semejanza del espectro de
la matriz D, la matrizMϕ que corresponder´ıa a la Dϕ tras dicha transformacio´n satisfar´ıa
las ecuaciones que calcularemos en lo que sigue.
Proposicio´n 5.3. Sea Mn la seccio´n de orden n de la matriz de momentos de una cierta
distribucio´n σ : γ −→ R, transformemos el recinto soporte ϕ(γ) = {αz + β | z ∈ γ},
α, β ∈ C, con la condicio´n de dejar invariante la distribucio´n, es decir σϕ(αz+β) = σ(z).
Entonces la matriz de momentos transformada Mϕn viene dada por
Mϕn = A
H
n Mn An, con An = (ai,j)
n
i,j=1 =

(
j − 1
i− 1
)
αi−1βj−i si j ≥ i
0 si j < i,
(27)
donde con AH queremos indicar la matriz transpuesta conjugada de A.
Dem. Resulta inmediato que
cϕkl =
∫
γ∗
ukuldσ∗(u) =
∫
γ
(αz + β)k(αz + β)
l
dσ∗(αz + β)
=
∫
γ
[
k∑
i=0
(
k
i
)
βk−iαizi
]  l∑
j=0
(
l
j
)
(β)l−j(α)j(z)j
 dσ(z)
=
k∑
i=0
l∑
j=0
(
k
i
)(
l
j
)
βk−i(β)l−jαi(α)j ci,j (28)
Efectuemos el producto AHn MnAn = Tn = (tij)
n
ij=1, para ver si efectivamente se cumple
el enunciado. Llamemos Bn = A
H
n Mn = (bkp)
n
k,p=1, con tlk =
∑n
q=1 blqaqk y blq =∑n
p=1 aplcq−1,p−1. Utilizando (27), tenemos
tlk =
n∑
p=1
n∑
q=1
aplaqkcq−1,p−1
=
k∑
q=1
l∑
p=1
(
l − 1
p− 1
)
(α)p−1(β)l−p
(
k − 1
q − 1
)
αq−1βk−qcq−1,p−1. (29)
21Es importante resaltar el orden: primero giro+homotecia, luego traslacio´n.
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Como la notacio´n para los elementos de las matrices de momentos Mϕn = (c
ϕ
ij)
n
ij=0 y
Mn = (cij)
n
i,j=0 esta´ permutada y disminuida en una unidad para ambos ı´ndices, haciendo
q − 1 = i, p− 1 = j, k ≡ k + 1 y l ≡ l + 1 en (29), resulta finalmente
cϕkl = tl+1,k+1 =
k∑
i=0
l∑
j=0
(
l
j
)(
k
i
)
(α)jαi(β)l−jβk−icij .
Luego la expresio´n obtenida mediante el producto de matrices coincide con la obtenida en
(28).
Observacio´n 5.3. La matriz A, resulta ser de acuerdo con (27)
A =

(
0
0
)
α0β0
(
1
0
)
α0β1
(
2
0
)
α0β2
(
3
0
)
α0β3 . . .
0
(
1
1
)
α1β0
(
2
1
)
α1β1
(
3
1
)
α1β2 . . .
0 0
(
2
2
)
α2β0
(
3
2
)
α2β1 . . .
0 0 0
(
3
3
)
α3β0 . . .
...
...
...
...
. . .
 .
Ejemplo 5.1. Consideremos la medida de Lebesgue normalizada (de modo que c00 = 1)
sobre la circunferencia unidad.
cj,k =
1
2pi
∫ pi
−pi
[eiθ]j [e−iθ]kdθ =
1
2pi
∫ pi
−pi
ei(j−k)θdθ = δjk.
La matriz de momentos es en este caso la matriz unidad, que es obviamente de Toeplitz.
Si hacemos α = 1 y β = 1, transformamos el conjunto de puntos mediante T (z) = z + 1,
T ({z : |z| = 1}) = {z + 1 : |z| = 1} = {u : |u− 1| = 1},
resulta la circunferencia unidad centrada en (1, 0) con la medida de Lebesgue. La matriz
de momentos pasa a ser mediante (27) la llamada matriz de Pascal. Por ejemplo para
n = 5 tendremos
Mϕ5 =

1 0 0 0 0
1 1 0 0 0
1 2 1 0 0
1 3 3 1 0
1 4 6 4 1


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1


1 1 1 1 1
0 1 2 3 4
0 0 1 3 6
0 0 0 1 4
0 0 0 0 1
 =
=

1 1 1 1 1
1 2 3 4 5
1 3 6 10 15
1 4 10 20 35
1 5 15 35 70
 .
Observacio´n 5.4. Es evidente que tomando determinantes en el triple producto anterior
resulta un |Mϕn | = 1, n = 1, 2, . . ., lo que tambie´n se puede probar ma´s trabajosamente
por induccio´n.
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No es extran˜o22 que
A−H5 [(M
ϕ)(1)]5A
−1
5 =

1 0 0 0 0
1 1 0 0 0
1 2 1 0 0
1 3 3 1 0
1 4 6 4 1

−1
2 3 4 5 6
3 6 10 15 21
4 10 20 35 56
5 15 35 70 126
6 21 56 126 252


1 1 1 1 1
0 1 2 3 4
0 0 1 3 6
0 0 0 1 4
0 0 0 0 1

−1
=
=

1 0 0 0 0
−1 1 0 0 0
1 −2 1 0 0
−1 3 −3 1 0
1 −4 6 −4 1


2 3 4 5 6
3 6 10 15 21
4 10 20 35 56
5 15 35 70 126
6 21 56 126 252


1 −1 1 −1 1
0 1 −2 3 −4
0 0 1 −3 6
0 0 0 1 −4
0 0 0 0 1

=

2 1 0 0 0
1 2 1 0 0
0 1 2 1 0
0 0 1 2 1
0 0 0 1 2
 .
Ana´logamente
A−H5 [(M
ϕ)(2)]5A
−1
5 =

1 0 0 0 0
1 1 0 0 0
1 2 1 0 0
1 3 3 1 0
1 4 6 4 1

−1 
6 10 15 21 28
10 20 35 56 84
15 35 70 126 210
21 56 126 252 462
28 84 210 462 924


1 1 1 1 1
0 1 2 3 4
0 0 1 3 6
0 0 0 1 4
0 0 0 0 1

−1
=

6 4 1 0 0
4 6 4 1 0
1 4 6 4 1
0 1 4 6 4
0 0 1 4 6
 .
Esto no es una casualidad. Si dada una matriz de momentos M consideramos23 la matriz
M (m) que resulta de eliminar en M las m primeras filas y las m primeras columnas, la
funcio´n densidad w(z) queda multiplicada por zmzm = |z|2m.
La matriz de Pascal es la matriz de momentos de la medida de Lebesgue normalizada
pero no sobre la circunferencia unidad sino sobre |u− 1| = 1, es decir
(cϕjk)
(m) =
1
2pi
∫
|u−1|=1
uj+m−1uk+m−1|du| =
=
1
2pi
∫
|z|=1
(z + 1)j+m−1(z + 1)
k+m−1|dz| =
=
1
2pi
∫ 2pi
0
(eit + 1)j+m−1(e−it + 1)k+m−1dt.
22Con la notacio´n A(m) queremos indicar que en la matriz infinita A hemos eliminado las primeras m
filas y columnas.
23Esta notacio´n se utilizara´ tambie´n para los polinomios desplazados. No confundir M (1) con M ′, en la
primera se eliminan primera fila y primera columna, en la segunda solo la primera columna.
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Observacio´n 5.5. Parece natural que nos preguntemos por la expresio´n de la matriz Dϕ
correspondiente aMϕ en funcio´n de la matriz D correspondiente aM . Se tiene el siguiente
resultado.
Proposicio´n 5.4. Sean dos matrices M y Mϕ, HDP infinitas y relacionadas mediante
las expresiones (27), siendo Dn = (dij)
n
ij=1 y D˜n = (d˜ij)
n
ij=1, las matrices de orden n
asociadas a M . Entonces las matrices Dϕn y D˜
ϕ
n de orden n asociadas a Mϕ vendra´n
dadas por
Dϕn =

αd11 + β
α2
|α|d12
α3
|α|2d13
α4
|α|3d14 . . .
αn
|α|n−1d1n
|α|d21 αd22 + β α2|α|d23 α
3
|α|2d24 . . .
αn−1
|α|n−2d2n
0 |α|d32 αd33 + β α2|α|d34 . . . α
n−2
|α|n−3d3n
0 0 |α|d43 αd44 + β . . . αn−3|α|n−4d4n
...
...
...
...
. . .
...
0 0 0 0 . . . αdnn + β

(30)
y por
D˜ϕn =

αd˜11 + β α
2d˜12 α
3d˜13 α
4d˜14 . . . α
nd˜1n
1 αd˜22 + β α
2d˜23 α
3d˜24 . . . α
n−1d˜2n
0 1 αd˜33 + β α
2d˜34 . . . α
n−2d˜3n
0 0 1 αd˜44 + β . . . α
n−3d˜4n
...
...
...
...
. . .
...
0 0 0 0 . . . αd˜nn + β

. (31)
Dem. Es un ejercicio que dejamos al lector. Puede verse en [Esc11].
Observacio´n 5.3. Obviamente la matriz αD+Iβ tiene como espectro el espectro transfor-
mado de D, pero lo importante, aqu´ı, es que al ser α ∈ C, αD+Iβ no tendr´ıa subdiagonal
estrictamente positiva. El anterior resultado resuelve ese problema. Claramente Dϕ es
unitariamente semejante a αD + Iβ.
Ejemplo 5.2. En el ejemplo de la matriz de Pascal hemos visto que α = 1 y β = 1, luego
en este caso y aplicando la fo´rmula (30) tenemos que
D = U =

0 0 0 0 . . .
1 0 0 0 . . .
0 1 0 0 . . .
0 0 1 0 . . .
...
...
...
...
. . .
 =⇒ Dϕ =

1 0 0 0 . . .
1 1 0 0 . . .
0 1 1 0 . . .
0 0 1 1 . . .
...
...
...
...
. . .
 .
No´tese que σ(Dϕ) no es mas que σ(U) trasladado a la derecha una unidad. Adema´s U + I
es subnormal, lo que podemos probar directamente, sin utilizar el resultado que relaciona
el que M sea de momentos con el que D sea subnormal. Si p(z) es un polinomio y U
el shift-right (que es subnormal) el operador p(U) es subnormal (ver prob. 198 [Hal80]),
si N = men(U) (mı´nima extensio´n normal de U), tendremos que p(N), que tambie´n es
normal, sera la extensio´n de p(U).
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Observacio´n 5.6. Es importante no utilizar equivocadamente los anteriores resultados
ya que el orden en el que se efectuan las transformaciones es importante. Si queremos
llevar los momentos de los P.O. de Tchebyschev de primera especie, del intervalo [−1, 1]
al [0, 1], podemos seguir dos caminos, consistentes ambos en dos transformaciones, por
ejemplo: Una traslacio´n α = 1 con β = 1 y luego una homotecia α = 1/2 con β = 0, o
bien una homotecia α = 1/2 con β = 0 y luego una traslacio´n α = 1 con β = 1/2. En cada
caso si se desea la matriz de momentos normalizada habra´ que dividir por el c00 final.
5.4 Expresio´n parame´trica de D en el caso en que M sea de Toeplitz
Obtener ahora la fo´rmula de recurrencia para los mo´nicos en el caso de que M sea de
Toeplitz es sencillo ya que resulta inmediato probar.
Corolario 5.1. Se cumple que
|Φn(0)|2 = 1−
(
κn−1
κn
)2
. (32)
Asimismo
|Φn(0)| < 1, ∀n ∈ N. (33)
Dem. A partir de (16) y expresando el polinomio normalizado en funcio´n del mo´nico
queda
κ2n − κ2n−1 = Kn(0, 0)−Kn−1(0, 0) = |ϕn(0)|2 = κ2n |Φn(0)|2,
dividiendo por κ2n, tenemos (32).
Se cumple obviamente que 0 < (κn−1/κn)2 ≤ 1. Luego necesariamente a partir de (32)
se verifica que 0 ≤ |Φn(0)| < 1, es decir (33). La consecuencia es que cuando M es de
Toeplitz HDP, las ra´ıces de los polinomios esta´n todas dentro de la circunferencia de radio
unidad. Propiedad muy conocida de la teor´ıa de P.O. en la circunferencia.
Adema´s observamos, lo que luego tendra´ importantes24 consecuencias, que la sucesio´n
de nu´meros reales positivos {κn} verifica κn−1 ≤ κn, ∀n, es decir, se trata de una sucesio´n
mono´tona creciente.
Teorema 5.1. Si {ϕn(z)}∞n=0 son polinomios ortonormales sobre la circunferencia unidad,
entonces se verifican las siguientes relaciones:
i) κn−1 z ϕn−1(z) = κnϕn(z)− ϕn(0)ϕ∗n(z), (34)
ii) κn−1ϕn(z) = κn z ϕn−1(z) + ϕn(0)ϕ∗n−1(z). (35)
Dem.
i) Partimos del lado derecho de (18), es decir de
Kn(z, 0) =
n∑
k=0
ϕk(z)ϕk(0) = κnϕ
∗
n(z),
24Podra´ darse que bien κn →∞, o bien que κn → κ, cuando esto u´ltimo ocurre se dice que se cumple la
condicio´n de Szego¨, que implicara´, como veremos, que la sucesio´n de polinomios no sean densos en L2ν(T).
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de donde se deduce por la propia definicio´n de n-nu´cleos que
κnϕ
∗
n(z)− κn−1ϕ∗n−1(z) = Kn(z, 0)−Kn−1(z, 0) = ϕn(z)ϕn(0). (36)
Recordemos que q∗n(z) = znqn(z), por tanto aplicando la definicio´n de los reversos a la
ecuacio´n anterior queda
κnz
nϕn(z)− κn−1zn−1ϕn−1(z) = ϕn(z)ϕn(0),
tomando conjugados, y multiplicando por zn, queda
κnz
nznϕn(z)− κn−1znzn−1ϕn−1(z) = znϕn(z)ϕn(0),
se tendra´ que znzn = 1, etc., y volviendo a aplicar la definicio´n de reverso resultara´
κnϕn(z)− κn−1zϕn−1(z) = ϕn(0)ϕ∗n(z), (37)
con lo que hemos probado (34).
ii) Veamos ahora que se verifica (35). En efecto, despejemos25 ϕ∗n(z) en (37) y substi-
tuyamos en (36), quedara´
κn
(
κnϕn(z)− κn−1zϕn−1(z)
ϕn(0)
)
− κn−1ϕ∗n−1(z) = ϕn(z)ϕn(0),
multiplicando por ϕn(0) resulta
κ2nϕn(z)− κnκn−1zϕn−1(z)− κn−1ϕn(0)ϕ∗n−1(z) = |ϕn(0)|2ϕn(z).
Sabemos que |Φn(0)|2 = 1 − κ
2
n−1
κ2n
, o lo que es lo mismo |ϕn(0)|2 = κ2n − κ2n−1, substi-
tuyendo este u´ltimo valor en la anterior ecuacio´n, cancelando κ2nϕn(z) en ambos te´rminos,
y eliminando en todos los factores κn−1 podemos despejar κn−1ϕn(z) y queda
κn−1ϕn(z) = κn z ϕn−1(z) + ϕn(0)ϕ∗n−1(z),
que es lo que quer´ıamos probar.
Corolario 5.2. Se cumple la recurrencia para n ≥ 2 siguiente
zϕn−1(z) =
κn−1
κn
ϕn(z)− κn−1
κn
ϕn(0)
ϕn−1(0)
ϕn−1(z) +
κn−2
κn
ϕn(0)
ϕn−1(0)
zϕn−2(z). (38)
Dem. Reescribamos (34) para n := n− 1 y despejemos ϕ∗n−1(z) tendremos
ϕ∗n−1(z) =
κn−1ϕn−1(z)− κn−2zϕn−1(z)
ϕn−1(0)
.
25Podr´ıa ocurrir que ϕn(0) = 0, y por tanto z = 0 ser´ıa tambie´n ra´ız de Φn(z), con lo que Φn(0) = 0,
por tanto κ2n−1 = κ
2
n, y ambas fo´rmulas de recurrencia coincidir´ıan. Se tendr´ıa que ϕn(z) = zϕn−1(z), por
lo que podemos suponer que ϕn(0) ̸= 0.
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Basta con despejar zϕn−1(z) en (35). Substituyamos este valor en (35) tendremos
κn−1ϕn(z) = κn zϕn−1(z) + ϕn(0)
(
κn−1ϕn−1(z)− κn−2zϕn−1(z)
ϕn−1(0)
)
.
Despejando la expresio´n recuadrada tenemos que
zϕn−1(z) =
κn−1
κn
ϕn(z)− κn−1
κn
ϕn(0)
ϕn−1(0)
ϕn−1(z) +
κn−2
κn
ϕn(0)
ϕn−1(0)
zϕn−2(z),
que es lo que quer´ıamos probar.
Finalmente se tiene el teorema siguiente:
Teorema 5.2. Dada la sucesio´n de polinomios ortogonales {ϕn(z)}, sobre la circunferen-
cia unidad, se cumple que
z

ϕ0(z)
ϕ1(z)
ϕ2(z)
...
ϕn−1(z)
 =

−Φ1Φ0 κ0κ1 0 · · · 0 0−κ0
κ1
Φ2Φ0 −Φ2Φ1 κ1κ2 · · · 0 0−κ0
κ2
Φ3Φ0
−κ1
κ2
Φ3Φ1 −Φ3Φ2 · · · 0 0
...
...
...
. . .
...
...
−κ0
κn−1ΦnΦ0
−κ1
κn−1ΦnΦ1
−κ2
κn−1ΦnΦ2 · · ·
−κn−2
κn−1 ΦnΦn−2 −ΦnΦn−1
×
×

ϕ0(z)
ϕ1(z)
ϕ2(z)
...
ϕn−1(z)
+
κn−1
κn

0
0
...
0
ϕn(z)

donde los Φj y Φk esta´n particularizados en el origen.
Dem. Escribiendo la expresio´n (38) para los valores de n siguientes: n − 1, n − 2, . . . , 2
y 1 y sustituyendo sucesivamente cada una de estas relaciones en la expresio´n anterior se
obtiene
zϕn−1(z) =
κn−1
κn
ϕn(z) +
[
κ2n−2 − κ2n−1
κnκn−1
]
ϕn(0)
ϕn−1(0)
ϕn−1(z)
+ . . .+
[
κ20 − κ21
κnκn−1
]
ϕn(0)
ϕ1(0)
ϕ1(z) +
[
0− κ21
κnκn−1
]
ϕn(0)
ϕ0(0)
ϕ0(z). (39)
que es la fo´rmula de recurrencia larga; si comparamos con la fo´rmula (23), resulta que
dn+1,n = κn−1/κn, y si es j ≤ n, que
dj,n =
[
κ2j−2 − κ2j−1
κnκn−1
]
ϕn(0)
ϕj−1(0)
.
Como se tiene que ϕn(z) = κnΦn(z) y |ϕj−1(0)|2 = κ2j−1 |Φj−1(0)|2 = κ2j−1 − κ2j−2, se
obtiene de aqu´ı que
dj,n =
[
κ2j−2 − κ2j−1
κnκn−1
]
κnΦn(0)κj−1Φj−1(0)
κ2j−1 − κ2j−2
=
−κj−1
κn−1
Φn(0)Φj−1(0),
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es la expresio´n de los te´rminos de la matriz D, siendo j ≤ n. La relacio´n (39) puede
escribirse ahora como
zϕn−1(z) =
κn−1
κn
ϕn(z)− ΦnΦn−1ϕn−1(z)− κn−2
κn−1
ΦnΦn−2ϕn−2(z)
. . .− κ1
κn−1
ΦnΦ1ϕ1(z)− κ0
κn−1
ΦnΦ0ϕ0(z), (40)
donde los productos ΦnΦj−1 esta´n particularizados en z = 0. Obtenie´ndose adema´s la
igualdad matricial del enunciado.
Observacio´n 5.4. Transponiendo resulta, que la seccio´n de orden n de la matriz D es
Dn =

−Φ1Φ0 −κ0κ1 Φ2Φ0 −κ0κ2 Φ3Φ0 . . . −κ0κn−2Φn−1Φ0 −κ0κn−1ΦnΦ0
κ0
κ1
−Φ2Φ1 −κ1κ2 Φ3Φ1 . . . −κ1κn−2Φn−1Φ1 −κ1κn−1ΦnΦ1
0 κ1κ2 −Φ3Φ2 . . . −κ2κn−2Φn−1Φ2 −κ2κn−1ΦnΦ2
...
...
...
. . .
...
...
0 0 0 . . . −Φn−1Φn−2 −κn−2κn−1 ΦnΦn−2
0 0 0 . . . κn−2κn−1 −ΦnΦn−1

. (41)
Los productos ΦnΦj−1 esta´n particularizados en z = 0.
Proposicio´n 5.5. Si M es HDP infinita y D es la correspondiente matriz de Hessenberg,
entonces26
M es de Toeplitz ⇐⇒ DHD = I.
Dem.
DHD = I ⇔ (T−1SLT )(THSRT−H) = I ⇔ T−1SLMSRT−H = I
⇔ SLMSR = TTH =M ⇔ M es de Toeplitz .
No´tese que todas las operaciones con matrices infinita tienen sentido por ser T y TH y sus
inversas matrices triangulares as´ı como SR, cuya inversa por la izquierda es SL.
Observacio´n 5.5. No´tese que no afirmamos, en principio que DDH = I. Si la medida
fallara en satisfacer la condicio´n de Szego¨, es decir, si no se cumple
∑∞
k= |Φn(0)|2 <∞ el
sistema de P.O. ser´ıa completo, es decir Π = L2µ(T), y D ser´ıa normal y por tanto unitaria,
y si se cumplir´ıa DHD = DDH = I.
6 El teorema de Szego¨
No incluiremos la prueba del importante teorema de Szego¨-Kolmogorov-Krein, debido a su
extensio´n. Ni tampoco el teorema que prueba que si falla Szego¨ el sistema de polinomios
es completo. Aunque los enunciaremos y pondremos diversos ejemplos. El teorema de
Szego¨ afirma (ver cap. 3 de [Nik91]) lo siguiente:
26Ver ([Tom11] )
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Teorema 6.1. Sea una medida dσ(eiθ) sobre la circunferencia unidad y tal que
dσ(eiθ) = p(θ)dθ + dν(eiθ), (42)
siendo p(θ) una funcio´n no negativa, sumable en [0, 2pi], y sea ν la suma de las compo-
nentes27 singulares y discretas de σ. Llamamos G(p) a la media geome´trica de la funcio´n
p(θ) sobre la circunferencia unidad, es decir
G(p(θ)) = exp
(
1
2pi
∫ 2pi
0
ln(p(θ))dθ
)
,
se cumple entonces que
lim
n
1
κ2n
= lim
n
∆n+1
∆n
= lim
n
1
Kn(0, 0)
= G(p).
Por otro lado tenemos (ver pa´g. 104 [Nik91]):
Teorema 6.2. Si σ es una medida de la forma (42). El sistema de polinomios es completo
en L2σ([0, 2pi]), si y solo si la funcio´n de peso p(θ) falla en satisfacer la condicio´n de Szego¨.
Corolario 6.1. Si L2σ = Π, el operador Sσ : Π→ Π, tal que Sσ(p(z)) = zp(z), es normal28
y por tanto lo es su representacio´n matricial D, respecto de la base ortonormal.
Ejemplo 6.1. Consideremos la medida dµ(θ) = (1 + cos θ)/(2pi)dθ, la matriz de momen-
tos29 es
M =

1 1/2 0 0 . . .
1/2 1 1/2 0 . . .
0 1/2 1 1/2 . . .
0 0 1/2 1 . . .
...
...
...
...
. . .
 .
Resulta inmediato por induccio´n que ∆n = (n+ 1)/2
n, por lo que
lim
n→∞
1
κ2n
= lim
n→∞
∆n
∆n−1
= lim
n→∞
(n+ 1)/2n
n/2(n−1)
=
1
2
.
Por otro lado tenemos que puede, con cierto trabajo, calcularse que
G(1 + cos θ) = exp (
1
2pi
∫ 2pi
0
ln(1 + cos θ)dθ = exp (− ln 2− 2pii) = 1
2
,
luego se obtiene la identidad esperada.
Observacio´n 6.1. Este teorema se satisface tambie´n en el caso extremo en que 1/∞ =
0 = e−∞. En ese caso falla la condicio´n de Szego¨, lo que equivale obviamente a que
Kn(0, 0) =
∑
k=0 |pn(0)|2 = +∞ que, por el teorema de comparacio´n en el l´ımite, es lo
mismo que afirmar que
∑
k=0 |Φk(0)|2 = +∞ o que κn →∞.
27Es decir dν(e
iθ)
dθ
= 0, a.e. en [(0, 2pi).
28En este caso unitario, ya que Sσ coincide con Nσ = L
2
σ → L2σ, siendo Nσ(f) = zf y NHσ (f) = zf y
por tanto ‖Sσ‖2 = ‖Nσ‖2 = |z|2 = 1.
29La matriz es de Toplitz y su serie de Fourier es 1/2e−iθ + 1+ 1/2e−iθ = 1+ cos θ, y dividimos por 2pi
para que resulte de probabilidad.
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Ejemplo 6.2. Funciones tan simples como p(θ) = (cos(mθ) + | cos(mθ)|)/2, con m ∈ N,
fallan la condicio´n de Szego¨ porque su soporte no llena la circunferencia. Lo que tambie´n
ocurre en los casos puramente ato´micos no densos sobre la circunferencia.
Todo depende de la media geome´trica de p(θ). Un ejemplo que no satisface la condicio´n
de Szego¨ y su soporte si llena la circunferencia es la funcio´n p(θ) = exp (−1/| cos(θ)|),
ya que es claro que la integral impropia vale
∫ 2pi
0 ln(exp (−1/| cos(θ)|)dθ = −∞, luego
G(p) = 0.
Hay una condicio´n suficiente30 para saber si el soporte llena o no la circunferencia. Si
Φn(0)→ 0, podemos asegurar que el soporte llena la circunferencia.
Funciones como p(θ) = cos(mθ) + 1, m ∈ N, cuyo soporte llena la circunferencia y
alcanza el cero m veces, podemos escoger m tan grande como deseemos, sin embargo
siempre satisfacen la condicio´n de Szego¨. Incluso una familia de funciones como p(θ) =
| sen(θ/2)|m, que se aproximan a 0 al aumentar m ∈ N. Se calcula que para m = 20,
κ = 1024; para m = 30, κ = 32768; para m = 40, κ = 1048576, etc., luego para todo m
las funciones de esta familia satisfacen la condicio´n de Szego¨.
El ejemplo que ponemos a continuacio´n, lo hemos construido a partir de los Φn(0). No
conocemos la medida, pero es claro por lo arriba sen˜alado, que llena la circunferencia, y
sin embargo no satisface la condicio´n de Szego¨.
Ejemplo 6.3. Supongamos que Φn(0) = 1/
√
n+ 1, resulta inmediato que falla la condicio´n
de Szego¨, ya que
∑∞
n=0 |Φn(0)|2 = +∞, por lo que
D =

− 1√
2
− 1√
2·3 −
1√
3·4 −
1√
4·5 −
1√
5·6 . . . −
1√
n(n+1)
. . .
√
1√
2
− 1√
2·3 −
1√
3·4 −
1√
4·5 −
1√
5·6 . . . −
1√
n(n+1)
. . .
0
√
2√
3
− 1√
3·4 −
1√
4·5 −
1√
5·6 . . . −
1√
n(n+1)
. . .
0 0
√
3√
4
− 1√
4·5 −
1√
5·6 . . . −
1√
n(n+1)
. . .
0 0 0
√
4√
5
− 1√
5·6 . . . −
1√
n(n+1)
. . .
0 0 0 0
√
5√
6
. . . − 1√
n(n+1)
. . .
...
...
...
...
...
...
0 0 0 0 0 . . . n√
n+1
. . .
...
...
...
...
...
...

,
es unitaria, es decir DHD = DDH . Se puede verificar directamente que esta matriz es uni-
taria, basta utilizar repetidamente el trivial resultado de series
∞∑
n=m
[
−1√
n(n+ 1)
]2
=
1
m
.
Incidentalmente SR−D es una matriz tal que todas las diagonales tienden a cero, pero
no define un operador compacto en ℓ2. No´tese que D+(SR−D) = SR y al ser D unitaria
su ı´ndice en un punto del interior de la circunferencia es 0, y como difiere en un operador
30Probarlo requerir´ıa algunos resultado no triviales como la desigualdad de Ullman, ver pa´g. 5 [Sta92]
y nociones sobre la capacidad logar´ıtmica de un conjunto.
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compacto de SR, tendr´ıa que tener el mismo ı´ndice que SR (y el de SR es −1 en los puntos
de dentro) luego SR −D no define un operador compacto.
Agradecimiento Este trabajo ha sido realizado como parte del proyecto MTM 2016-
80582-R (AEI/FEDER, U.E.) del Ministerio de Economı´a, Industria y Competitividad.
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