The goal of this study was to explore whether viewing the speaker's articulatory gestures contributes to lexical access in children (ages 5-10) and in adults. We conducted a vowel monitoring task with words and pseudo-words in audio-only (AO) and audiovisual (AV) contexts with white noise masking the acoustic signal. The results indicated that children clearly benefited from visual speech from age 6-7 onwards. However, unlike adults, the word superiority effect was not greater in the AV than the AO condition in children, suggesting that visual speech mostly contributes to phonemic-rather than lexical-processing during childhood, at least until the age of 10.
Several studies have shown that adults can rely on the information carried by the speaker's oro-facial gestures to identify speech in noisy situations (Benoît, Mohamadi, & Kandel, 1994; Erber, 1969; Sumby & Pollack, 1954 ; see also Green, 1998 for a review). For instance, it has been shown that, when the auditory information was adversely affected by white noise, consonant and vowel phonemes embedded in VCVCVC 1 nonsense words were better identified in audiovisual than in auditory-only presentations (Benoît et al., 1994) . Thus, decoding facial gestures enhances phoneme intelligibility when the auditory information has deteriorated. However, little is known about the contribution of visual information to lexical activation in adults (e.g., Brancazio, 2004; Fort, Spinelli, Savariaux, & Kandel, 2010) and to our knowledge, this question has never been addressed in children. The purpose of the present research was to investigate whether children use visual information in lexical access and, if so, at what age.
Audiovisual speech perception and lexical access in adulthood
Most studies have addressed the role of visual cues in audiovisual speech perception and lexical access process separately. Little is known about the interaction between these two sources of information. If visual speech benefits phoneme perception, it should also benefit word recognition at a lexical level in audiovisual face-toface situations. Some of the studies investigating lexical access in adults in an audiovisual context used the McGurk paradigm (McGurk & MacDonald, 1976) . The McGurk effect is a perceptual illusion in which an auditory /ba/ dubbed onto a visual /ga/ is perceived as /da/ or /θa/. This finding provided strong evidence that acoustic and visual signals integrate. Using this perceptual illusion, Brancazio (2004) , Windmann (2004) , and Barutchu, Crewther, Kiely, Murphy, and Crewther (2008) showed that visual information contributed to lexical access, whereas Sams, Manninen, Surakka, Helin, and Kättö (1998) were unable to find this pattern of results. More recent data from a consonant monitoring experiment in French indicates that the presence of visual information not only facilitates phoneme detection, but also contributes to the process of lexical access in noise (Fort et al., 2010) . Other studies using repetition priming paradigms showed that visual-only speech primes activate lexical representations (Buchwald, Winters, & Pisoni, 2009; Kim, Davis, & Krins, 2004) .
Most of these studies suggest that the visual system codes information on facial movements during speech perception and that this information is exploited during the lexical access process. The purpose of the present research was to investigate this issue from a developmental perspective.
Visual speech influence in childhood
Numerous studies have shown that very young infants are sensitive to visual speech even at the first stages of development (Burnham & Dodd, 2004; Kuhl & Meltzoff, 1982; Patterson & Werker, 1999 Rosenblum, Schmuckler, & Johnson, 1997) . Infants seem to be able to detect auditory-visual correspondences for vowels at 2 months old (Patterson & Werker, 2003) and they even possess the ability to integrate these two sources of information as early as 4.5 months old (Burnham & Dodd, 2004) . Weikum et al. (2007) also reported that 4-month-olds are able to extract relevant information from a visual-only speech stream to discriminate two languages (French vs. English) . Thus the visual correlates of speech seem to influence its perception even in the early phases of human development. However, sensitivity to this information does not seem to be clearly understood in the later stages of childhood. In support of this claim, McGurk and MacDonald (1976) observed in their original study that children between the ages of 3-5 and 7-8 years exhibited a weaker McGurk effect than adults. Moreover, Massaro, Thompson, Barron, and Laren (1986) asked preschoolers and elementary school children (4-6 and 6-10 years old) to identify an auditory /ba/ dubbed onto a visual /da/. The results showed that children's responses were less dominated by the visual input (i. e., lower percentage of /da/ responses) than those of adults, suggesting that sensitivity to visual speech increases with age (Dupont, Aubin, & Menard, 2005; Hockley & Polka, 1994; Massaro, 1984) .
A recent study (Jerger, Damian, Spence, Tye-Murray, & Abdi, 2009) pointed out that the diverging evidence of infants' and children's sensitivity to visual speech could be due to differences in experimental procedures and task demands. Infants' perception has been investigated with indirect measures via online responses (i.e., looking times), whereas most research on children uses direct procedures via offline responses (e.g., syllable identification) whichaccording to the authors-require a more conscious access and more detailed visual speech representations. To test their assumption, they examined visual speech influence on phonological processing by children using an indirect approach, the multimodal picture-word naming task. The idea underlying the original picture naming task (Jerger, Martin, & Damian, 2002) is that the simultaneous presentation of a congruent distractor sharing the same onset (e.g., "peach," / piːtʃ/) would facilitate the word naming process of a picture item (e.g., "pizza," /piːtza/) as compared to the simultaneous presentation of an unrelated distractor (e.g., eagle, /iːgʌl/). In this experiment, children of ages 4 to 14 years were asked to name a picture located on the speaker's chest. To test whether visual speech may influence this naming process, the participants could only hear (audio-only condition, AO) or both hear and see (audiovisual condition, AV) the speaker articulating either the congruent or the unrelated distractor. As expected, the authors found that the children named the picture faster when hearing simultaneously a congruent distractor than an unrelated distractor, even if they were told not to pay attention to it. Interestingly, this effect was greater for the AV than AO conditions but only for the younger (4-year-olds) and the older (10-14-year-olds) children, not for the intermediate age groups (5-, 6-7-and 8-9-year-olds) .
These results indicate that English children between 5 and 9 years old are less influenced by visual speech than adults on both indirect and direct tasks. This is in line with the studies described earlier. To assess whether this lack of visual influence was due to a temporary loss of speech-reading skills, the authors also administered the participants a visual-only speech-reading task. Surprisingly, they found that the speech-reading scores increased with age. The authors argue that the lack of visual speech influence within the age of 5 to 9 could be due to a period of transition (e.g., reflecting the re-organization of phonological representational knowledge) rather than a loss of visual speech processing per se (e.g., such as speech-reading skills; see Massaro et al., 1986 , for such a claim).
Recent findings investigated whether English and Japanese children (aged 6, 8, and 11 years) benefited from the presence of visual facial information to perceive speech when the auditory signal is deteriorated by noise (Sekiyama & Burnham, 2008) . Using a syllable identification task, their results showed that visual speech benefits especially increased with age between 6 and 8 for English participants but remained stable for Japanese children. In the earlier stages of development (i.e., 6 years), however, the results showed that the size of visual influence was very weak and equivalent for Japanese and English children. These findings indicate that, from the age of 8, children are able to extract reliable information from the speaker's orofacial gestures to enhance the intelligibility of speech sounds. Because younger English children showed a weaker visual speech influence than their elders, these data provide evidence that speech-reading ability-to perceive speech in noise-becomes more accurate with age. Moreover, this study also showed that the size of visual speech influence across age differed between the English and Japanese participants. Together, these findings clearly indicate that language experience has differential developmental and cross-linguistic impacts on AV speech processing. Nonetheless, the mechanisms underlying the development of this capacity are still not well understood (e.g., Jerger et al., 2009; Sekiyama & Burnham, 2008) and little is known about the specific contribution of visual processing in children during lexical access.
Lexical access in adults
The realization of a word can vary throughout many different factors (e.g., such as speaker, speaking rate, contexts, presence of noise, etc.). Successful word recognition is thus a challenging and complex issue for novice speech perceivers. To be able to map these different realizations onto the same meaning, it is generally assumed that the mature speaker (and perceiver) has a mental lexicon (Treisman, 1960) which contains a representation of each word he/she knows (but see Goldinger, 1998; Johnson, 2006 for alternative hypotheses). Findings in adults such as the word superiority effect (Cutler, Mehler, Norris, & Segui, 1987) , Ganong effect (Ganong, 1980) , or the phonemic restoration effect (e.g., Samuel, 1981) , suggest that lexical representations influence phoneme perception. Cutler et al. (1987) observed that a consonant (e.g., /b/) was detected faster in a French word (e.g., "belle," /bεl/; i.e., beautiful) than in a pseudoword (e.g., "berre," /bεʁ/). This word superiority effect suggests that lexical knowledge biases adults' phoneme perception/decision. However, little is known about the influence of word representations in children's speech perception.
Lexical access in children
The emergence and degree of phonological specification of word representations have been investigated in toddlers (Fennell & Werker, 2003; Hallé & de Boysson-Bardies, 1996; Stager & Werker, 1997; Swingley & Aslin, 2000 ; see also Best, Tyler, Gooding, Orlando, & Quann, 2009 , for recent findings about this issue), but only a few studies (Ackroff, 1981; Walley, 1988) examined the influence of lexical knowledge on spoken word recognition and phonological processing in older children. Both of them used the phoneme restoration paradigm (Warren, 1970) . When a portion of a word corresponding to a phoneme is replaced by white noise, adult listeners tend to hear the word as intact as when white noise is added to it; they "restore" the missing speech segment. The phonemic restoration effect is greater in words (e.g., "progress," /progʀεs/, where the bold letter indicates the missing phoneme) than in pseudo-words (e.g., "crogless," /kroglεs/), suggesting that a lexical bias is responsible for this effect in adults (Samuel, 1981) . Walley (1988) used this paradigm on children and showed that 5-year-olds elicited less phonemic restoration effect than adults (see also Ackroff, 1981 , for similar results with 6-and 8-year-olds). As a consequence, we may hypothesize that lexical knowledge has less influence on phoneme perception in children than adults.
In sum, infants are able to process facial speech gestures from the first stages of their development (e.g., Kuhl & Meltzoff, 1982; Patterson & Werker, 2003) , but the influence of visual speech still seems to increase with age during childhood (Dupont et al., 2005; Hockley & Polka, 1994; Jerger et al., 2009; Massaro, 1984; Massaro et al., 1986; McGurk & MacDonald, 1976; Sekiyama & Burnham, 2008) , even up to the age of 11 (e.g., Sekiyama & Burnham, 2008) . In addition, visual speech processing skills in children aged between 5 and 10 have rarely been documented in the literature as compared to the same ability in infants (Jerger et al., 2009; Sekiyama & Burnham, 2008) . Moreover, there is no information available on how children use visual speech in lexical processing. The goal of the present study was to get insight into this issue from a developmental perspective.
Experiment 1
Fort et al. (2010) conducted a consonant phoneme monitoring task in which adults had to detect French consonant targets in words and pseudo-words that were presented in noise. The results revealed that the targets were detected better and faster in words than in pseudowords. This word superiority effect was more important in the audiovisual than audio-only modality. These results suggest that visual speech contributes in lexical access per se. The aim of the present research was to investigate whether children also exploit this information in the process of lexical access. To explore this question, we decided to use a phoneme monitoring task with vowel targets. We selected vowel targets instead of consonants for several reasons. First, vowels are entities that play a primary role in speech development (e.g., Locke, 1993) . Second, vowels are more salient to listeners than consonants (Ladefoged, 2001 ) and seem to better resist in noise masking (Nooteboom & Doodeman, 1984 , cited in Cutler, Sebastián-Gallés, Soler-Vilageliu, & Van Ooijen, 2000 . This makes the task easier for young children and therefore more adapted for a developmental study. We thus conducted a vowel phoneme monitoring task in children involving words and pseudo-words presented in audio-only (AO) and audiovisual (AV) contexts. Stimuli were mixed with noise in the acoustic signal to avoid ceiling effects and to enhance the role of visual speech on phonological processing.
If the influence of lexical knowledge on phonological processing increases with age (e.g., Walley, 1988) , we should observe a progressive increase of the word superiority effect. Similarly, if visual speech benefits increase as a function of age, there should be an AV advantage only for the older children (Sekiyama & Burnham, 2008) . In other words, according to Sekiyama and Burnham's findings, we should only observe a weak AV advantage from ages 5 to 8. Finally, if visual speech contributes to lexical activation in childhood we should observe, as did Fort et al. (2010) , a greater word superiority effect in the AV than AO presentations.
Method
Participants. Ninety-six native French-speaking children participated in the experiment, ranging in age from 5 years 2 months to 10 years 10 months. The children were distributed into five groups according to age and school year: 5-6 years, kindergarten (mean age: 5 years 8 months, N = 19); 6-7 years, first grade (mean age: 6 years 11 months, N = 18); 7-8 years, second grade (mean age: 7 years 11 months, N = 20); 8-9 years, third grade (mean age: 8 years 11 months, N = 20); and 9-10 years, fourth grade (mean age: 9 years 10 months, N = 19). They all had normal or corrected-to-normal vision and reported no auditory disorders.
Stimuli. The stimulus set was composed of 40 stimuli of dissyllabic word/pseudo-word pairs. We selected the items that are known at age 5. Twenty pairs were target-present trials (i.e., the target vowel was in the carrier item; see Appendix 1) and 20 pairs were targetabsent trials. Each pseudo-word was constructed by changing the first phoneme of the first syllable in the original word (e.g., the French word "bateau" = /bato/, boat, paired with the pseudo-word /lato/). We used this procedure to ensure that the pseudo-words were close to the original words but were nevertheless non-lexical items. We decided to specifically change the first phoneme in order to keep constant across the members of each pair the consonantal environment which preceded the vowel target phoneme (e.g., the target /o/ in the word "bateau" = /bato/, or in the pseudo-word /lato/).
Target-present trials. For the 20 pairs of target-present trials (or carrier items), the critical vowel target was constant between each word/pseudo-word pair and was always located at the end of the second syllable (e.g., the target /o/ in the word "bateau" = /bato/, or in the pseudo-word /lato/). The reason for choosing this position was that the word superiority effect should be stronger than if the target appeared in the initial syllable (cf. Frauenfelder, Segui, & Dijkstra, 1990) . We used three vowel target phonemes: two rounded vowels (/ o/, /y/) and one stretched vowel (/e/).
Target-absent trials. The 20 word/pseudo-word pairs of targetabsent trials were constructed using the same phonemes as in the previous paragraph. However, these pairs were preceded (at the beginning of each block) by a non-matching vowel target phoneme (e.g., the target /o/ in "merci" = /mεʁsi/ or in the pseudo-word /lεʁsi/). The nonmatching vowel target was carefully chosen to be acoustically and visually (i.e., articulatory) different from the second vowel phoneme.
Stimuli recording. The stimuli and vowel targets were recorded in a soundproof room by a trained female native French speaker. We only presented the face of the talker (from her chin to her eyebrows) in front of a green background. The recording was done with a tri-CCD SONY DXC-990P camera and an AKG C1000 S microphone. The recording was digitalized with the Dps Reality v 3.1.9 software to obtain mpeg video files. In the AO condition we used the soundtrack extracted from the video so that the acoustic signal was identical in the AO and AV conditions. We used the Matlab 7.1 software to generate the noise and add it to each utterance. We used one noise level or signal to noise ratio (i.e., −9 dB). Signal to noise ratio, often written S/N or SNR, is a measure of signal strength relative to background noise. The ratio is usually measured in decibels (dB). We used the following formula: SNR = 20 log10(Vs/Vn) in which Vs and Vn are respectively the original signal amplitude and the noise amplitude. As each utterance energy was dependent on its vowel and on its consonant type (e.g., plosive, fricative), we calculated the mean strength for each stimulus and then added white noise to keep the signal to noise ratio constant throughout the duration of the stimulus. The stimuli were distributed in two experimental lists corresponding to the two conditions of presentation of the stimuli (AO vs. AV). Each list contained 10 pairs of target-present trials and 10 pairs of target-absent trials presented in random order.
Procedure. Participants were tested individually in a room apart from their classroom inside the school. They sat at 50 centimetres from an LCD screen (Neovo 17 X-17A) in a darkened soundproof room. The video stimuli were presented at 25 frames/s with a resolution of 720 × 576 pixels. The auditory component of the stimuli was provided at a 44100 Hz sampling rate by two SONY SRS-88 speakers located on both sides of the screen. The experiment was conducted with E-Prime 2.0 software (Psychological Software Tools, Pittsburgh, PA). The experiment consisted of two different sessions separated by 1 or 2 weeks. In each session, participants had to detect the target vowel in the target item (a word or a pseudo-word). They were told that the vowel target could or could not be in the carrier utterance. A go/no go response task was employed whereby participants pressed the space bar of a keyboard as quickly as possible when they perceived the target in the carrier item. To limit the cognitive load, the vowel target type was displayed by a block so that the target was always displayed auditorily once before each block. Before each trial, the participants' response hand was always on the space bar. They were instructed to do nothing if they did not hear it and used the dominant hand to press the space bar if the target was present.
In each session, all the items were either displayed in AO (with the still face of the speaker) or in AV (with the moving face of the speaker). Thus each item was presented twice to each participant, once in AV, once in AO. To avoid "learning" the items from one session to the other, the sessions were separated by 1 or 2 weeks. Within each session, each child was presented 20 word/pseudo-word pairs of target-present trials and 20 word/pseudo-word pairs of target-absent trials. Within each block, half of the items contained the target (target-present trials) and half did not (target-absent trials). For the AV condition, the participants were told to watch and listen to the stimuli carefully. This instruction intended to avoid that the participant focused on one modality more than the other (e.g., Alsius, Navarra, Campbell, & Soto-Faraco, 2005) . The order of the modality of presentation was counterbalanced between participants. Thus if the first participant perceived the stimuli in AV in the first session and in AO during the second session, the second participant would perceive the stimuli in AO during the first session and then in AV in the second session. A training session of six stimuli preceded each condition and could be repeated as many times as necessary.
Results
Correct detection scores and mean response latencies (measured from target onset for the correct responses) were calculated for each participant and item pair. Due to a great variability of latencies, no analysis was carried out on this measure. To ensure that audiovisual enhancement was not masked over age by a floor effect for the 5-6 year-olds in AO (M = 57%, chance level = 50%) and a ceiling effect for the 9-10 year-olds in AV (M = 97%), we performed an arcsine transformation of the square root of the mean correct detection scores for each participant and for each item in each condition before the analysis (Winer, 1970) . A 5 (age: 5-6/ 6-7/7-8/8-9 and 9-10 years) × 2 (modality: AO vs. AV) × 2 (lexical status: word vs. pseudo-word) mixed analysis of variance (ANOVA) was conducted, on one hand means computed for each participant (F 1 ) and on the other hand means computed for each item (F 2 ) using the STATISTICA 10 software (Statsoft, Inc, 1984 -2011 . Mean correct detection scores for all the conditions are shown in Figure 1 .
The analyses revealed a main effect of age, F 1 (4, 91) = 21.28, p < .001, η 2 p = .48; F 2 (4, 76) = 78.75, p < .001, η 2 p = .81. Results yielded a main effect of modality, F 1 (1, 91) = 45.32, p < .001, η 2 p = .33; F 2 (1, 19) = 48.48, p < .001, η 2 p = .80, indicating that participants were better able to detect the vowel targets in AV than AO. The main effect of lexical status was also significant, F 1 (1, 91) = 51.24, p < .001, η 2 p = .36; F 2 (1, 19) = 16.05, p < .001, η 2 p = .46, suggesting that participants were better at detecting vowels embedded in words with respect to pseudo-words. The interaction between modality and age was significant by items, F 1 (4, 91) = 1.25, p = .30, η 2 p = .05; F 2 (4, 76) = 4.9, p < .001, η 2 p = .20. To further investigate the effect of modality, we performed planned comparisons indicating a significant audiovisual advantage for the 6-7-year-olds, F 1 (1, 91) = 6.91, p < .01, η Percentages of correct detection scores as a function of age (age: 5-6-year-olds vs. 6-7-year-olds vs. 7-8-year-olds vs. 8-9-year-olds vs. 9-10-year-olds), modality (AO vs. AV), and lexical status (words vs. pseudo-words). Errors bars represent the standard error.
= .25, η 2 p = .06. No other two-way or three-way interaction was observed.
To make sure that the children did not develop any response strategies, we also computed a d' for each mean correct detection score of each child in each condition, using this formula: d' = z (CD) − z (FA), in which z represents the inverse of the normal cumulative distribution and CD and FA refer respectively to the mean probability of correct vowel detections and false alarms. A 5 (age: 5-6/6-7/7-8/8-9, and 9-10-year-olds) × 2 (modality: AO vs. AV) × 2 (lexical status: word vs. pseudo-word) mixed ANOVA was conducted by participants. The analyses on d' revealed a main effect of age, F(4, 91) = 14.88, p < .001, η 
Discussion
The aim of experiment 1 was to investigate whether children exploit visual information in the process of lexical access. We conducted a vowel monitoring task with words and pseudo-words, in AO and AV, with white noise masking the acoustic signal. The results showed the influence of age on detection scores. They also provided evidence that lexical knowledge affected the children's performance: children had better scores to detect a vowel embedded in a word than in a pseudo-word. Moreover, children had greater scores in AV than AO modalities from age 6-7. Thus this study indicates that even young children (from 6-7 years old) are able to disentangle an auditory signal from a noisy background by processing the articulatory gestures of a speaker when the auditory information is degraded.
Contrary to our expectations, no significant interaction was obtained between lexical status and modality. In other words, the word superiority effect was not significantly higher in AV than in AO for participating children. This is at odds with Fort et al. (2010) , who showed that this interaction was significant in adults. To insure that the absence of such a pattern of results was not due to the fact that we used vowel targets (experiment 1) instead of consonants (Fort et al., 2010) , we conducted a vowel phoneme monitoring task in adults. As in experiment 1, adult participants had to detect vowel targets in words and pseudo-words presented in AO and AV contexts. As in Fort et al. (2010) , the stimuli were displayed with white noise in the acoustic signal. If visual speech activates lexical representations in adults, we should observe a greater word superiority effect in AV rather than AO, both on correct vowel detection scores and latencies.
Experiment 2 Method Participants. Sixty native adult French speakers (17 men, 43 women) participated in the experiment. They all had normal or corrected-to-normal vision and reported no auditory disorders.
Stimuli. The stimulus set was composed of 180 stimuli of dissyllabic word/pseudo-word pairs. Ninety pairs were target-present trials (i.e., the target was in the carrier item; see Appendix 2) and 90 pairs were target-absent trials. As in experiment 1, each pseudo-word was constructed by changing the first phoneme of the first syllable in the original word (e.g., "jumeaux" = /Ʒymo/, twins à /lymo/).
Target-present trials. For the 90 pairs of target-present trials (or carrier items), the vowel target was located, as in experiment 1, at the end of the second syllable (e.g., the target /o/ in "jumeaux" = /Ʒymo/ or in /lymo/, meaningless). We used five vowel target phonemes: three rounded vowels (/o/, /u/, /y/) and two stretched vowels (/i/, / e/). According to the LEXIQUE 2 adult's spoken word database (New, Pallier, Brysbaert, & Ferrand, 2004) , the average frequency of the carrier words was 62 occurrences per million.
Target-absent trials. The 90 word/pseudo-word pairs of targetabsent trials were constructed using the same phonemes as in the previous paragraph. However, these pairs were always preceded by a non-matching vowel target (e.g., the target /e/ in "bougie" = /buƷi/, candle, or in the pseudo-word /toʁti/).
Stimuli recording. The stimuli's recording and the speaker were the same as in experiment 1. As 9-10-year-olds' correct detection scores were at ceiling at −9 dB in experiment 1, we decided to select a weaker signal to noise ratio (−18 dB) that was already used by Fort et al. (2010) . This was done to avoid a ceiling effect on adult's performances and to be able to directly compare our data with Fort et al.'s findings. The SNR of the acoustic signal of each item was computed and modified as described in the experiment 1 Method section. The stimuli were distributed in two experimental lists corresponding to the two presentation conditions (AO −18 dB; AV −18 dB). Each list contained 90 word/pseudo-word pairs (i.e., 45 pairs of targetpresent trials and 45 pairs of target-absent trials).
Procedure. The participants were tested individually. The material and software were the same as in experiment 1. The procedure was also similar to the one used in experiment 1. However, in experiment 2, the target vowel phonemes were not presented by block but in a random order. As a consequence, the vowel target was displayed auditorily before each item. Then the word or the pseudo-word (carrier) was presented. As in experiment 1, participants had to detect the target vowel they just perceived in the carrier word or pseudo-word. A go/no go response task was employed whereby participants pressed the space bar of a keyboard as quickly as possible when they heard the target in the carrier item.
The experiment consisted of two blocks. Within one block, half of the carrier items were presented in AV, with the moving face of the speaker. Within the other block, the other half was displayed in AO, with the still face of the speaker. Between each block, a black screen informed the participants of a change in presentation modality. Within each block, half of the items contained the vowel target (target-present trials) and half did not (target-absent trials). The presentation condition for each item was counterbalanced between participants so that each word/pseudo-word pair was displayed in all the conditions, but only once by each participant. Block order and noise conditions were counterbalanced across participants. Within each block, the order of the stimuli was randomized. A training session of eight stimuli preceded each condition.
Results
Correct detection scores and mean response latencies (measured from target onset for the correct responses) were calculated for each participant and for each item pair. For the latencies, we computed the mean of each participant for each condition separately. Then we discarded the data above/below two standard deviations from their corresponding mean (3.2% of our data). A 2 (modality: AO vs. AV) × 2 (lexical status: word vs. pseudo-word) within-participants ANOVA was conducted both by participants (F 1 ) and by items (F 2 ) on correct detection scores and latencies.
Response latencies. Mean latencies for the four conditions are shown in Figure 2 .
First, the analyses revealed that participants detected the vowel target phonemes faster in AV than in AO, F 1 (1, 59) = 38.62, p < .001, η Correct detection scores. Mean correct detection scores for the four conditions are shown in Figure 3 .
The analyses revealed a significant main modality effect in favour of the AV condition, F 1 (1, 59) = 385.61, p < .001, η 2 p = .87; F 2 (1, 89) = 273.13, p < .001, η 2 p = .87. The main effect of the lexical status was not significant, F 1 and F 2 < 1. However, the interaction between lexical status and modality was significant by participants, F 1 (1, 59) = 4.96, p < .05, η 2 p = .08, F 2 (1, 89) = 2.51, p = .11, η 2 p = .03, indicating that the lexical effect was significant in AV, F 1 (1, 59) = 5.27, p < .05, η 2 p = .08, F 2 (1, 89) = 3.95, p = .051, η 2 p = .04, but not in AO, F 1 (1, 59) = 1.68, p > .05, η 2 p = .03, F 2 (1, 89) < 1. To make sure that the adult participants did not develop any response strategies, we also computed a d' for each stimulus pair, using the same method as described in experiment 1. A 2 (modality: AO vs. AV) × 2 (lexical status: word vs. pseudo-word) within participants ANOVA was conducted by participants on these data. The results yielded a main effect of modality in favor of the AV condition, F(1, 59) = 646.43, p < .001, η 2 p = .92, but also a main word superiority effect, F(1, 59) = 9.54, p < .001, η 2 p = .14. The interaction between lexical status and modality was not significant, F(1, 59) = 2.1, p = .15, but planned comparisons revealed that the word superiority effect was significant in AV, F(1, 59) = 10.17, p < .005, η 2 p = .15, but not in AO, F < 1.
Discussion
The goal of experiment 2 was to replicate Fort et al.'s findings using vowel targets instead of consonants. Hence, as in Fort et al. (2010) , we conducted a vowel phoneme monitoring task with words and pseudo-words displayed in AV and in AO with white noise in the acoustic signal. Notably, the results yielded a significant effect of modality on correct detection scores, d' and latencies, suggesting that the presence of visual information increases vowel intelligibility (e.g., Benoît et al., 1994) and also accelerates its detection process. As we expected, latency data and correct detection scores showed a greater word superiority effect in the AV rather than in the AO condition. This confirms the findings presented by Fort et al. (2010) and supports the idea that visual speech contributes to the activation of lexical representations in adults. These results go a step further than Fort et al. (2010) , as they only observed a word superiority effect for correct detection scores. The fact that our results are also significant for latencies suggests that visual speech not only contributes to the activation of lexical representations in adults, but it also accelerates the process of word recognition.
In sum, experiment 2 provided vowel phoneme monitoring data indicating that seeing the articulatory gestures of a speaker contributes to and even accelerates the lexical representation activation process in adults.
General discussion
The goal of this study was to examine the influence of visual speech on a lexical access process from a developmental perspective. We thus conducted a vowel phoneme monitoring task in words and pseudo-words in AO and AV modality with noise in the acoustic signal in children aged from 5-6 to 10 yearsold (experiment 1) and in adults (experiment 2).
First, our study provided evidence that lexical knowledge affects the children's performance. Children had better scores to detect a vowel phoneme embedded in a word than a pseudo-word. This word superiority effect suggests that lexical knowledge biases vowel detection processes in children at least from the age of 5. In other words, it seems that children can rely on lexical context to enhance vowel intelligibility. To our knowledge, our study is the first showing a strong influence of lexical information on the child phoneme detection process.
Second, in line with previous findings (e.g., Sekiyama & Burnham, 2008) we observed a significant increase of the AV advantage over the AO condition with age. Planned comparisons showed that this interaction was due to the fact the 5-6-year-olds did not significantly benefit from the presence of visual information. However, the audiovisual advantage was clearly significant for the other age groups. More specifically, children had greater correct detection scores in AV than AO modalities from age 6-7 onwards.
To our knowledge, this research is the first study reporting a size-similar benefit across age of coherent visual speech on performance in children before the age of 8. Indeed, these data suggest that, from the age of 6-7 years old, children are able to process visual speech to compensate for the lack of information in the auditory signal. This study seems to be the first set of data showing that young children (from 6-7 years old) are able to disentangle an auditory signal from a noisy background by processing the articulatory gestures of a speaker when the auditory information is degraded. The audiovisual benefit could be explained by the fact that under deteriorated acoustic conditions, visual and acoustic signals complement each other. The auditory information that has been masked by the noise is available in the visual signal and can be recovered by seeing the lips, teeth, tongue and jaw movements (see Benoît et al., 1994, for results with vowels, and Summerfield, 1987 , for data with consonants). As a conclusion, this study indicates that children of ages 6-7 to 10 use not only acoustic cues (e.g., Allen, Wightman, Kistler, & Dolan, 1989) but also visual and lexical information to disentangle speech from the masker (i.e., the background noise) to perform the task, at least in situations where the visual information is coherent with the auditory information presented in the speech signal.
Finally, no significant interaction was obtained between lexical status and modality in children. Unlike adults (experiment 2; Fort et al., 2010) , this study also indicates that even if 6-7-year-old children can rely both on lexical context and visual speech separately, they do not seem to combine these two sources of information to enhance vowel phoneme intelligibility in noise. The non-significant interaction between modality and lexicality suggests that the lexical bias (i.e., word superiority effect) is not greater when the visual information is available in the speech signal. Consequently it seems that visual speech only contributes to phonemic (or pre-lexical) processing until the later stages of childhood (i.e., after ages 9-10). It is likely that, during this period, visual speech may only spread activation towards pre-lexical units but not lexical representations. However, further research should be done to collect online measures (i.e., latencies) and to be able to directly compare performance in adults and children. Nonetheless, because our results also provided evidence that lexical knowledge biased vowel phonological processing in children, we may posit that they can process and rely separately on these two signals to perceive speech but they do not exploit them together to optimize lexical access process. Indeed, if visual speech only enhances pre-lexical processing during childhood but also contributes to lexical access in adulthood, we would expect to observe this shift during adolescence. Further research is in progress to determine the time period at which visual speech starts to influence lexical processing per se.
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