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Abst rac t - -A  conjugate gradient method for solving minimization problems ubject to linear 
equality constraints i developed. The method can be considered as an extension of the uncon- 
strained Fletcher and Reeves algorithm. Proofs of several theorems related to the method are given. 
An application of the method is to provide an alternative method to solve a real system of linear 
equations for varying right-hand sides. Numerical solutions can be obtained in one iteration which 
leads to the development of a new direct method to invert a square matrix. Since this direct method 
involves matrix-vector multiplications and outer products which are easy to parallelize, it has an 
advantage over existing well-known direct methods. Numerical examples are given. 
Keywords--Constrained conjugate gradient, Matrix inversion. 
1. INTRODUCTION 
In this paper, a linear equality constrained conjugate gradient method is developed which is used 
to provide an alternative iterative method to solve a real system of linear equations, 
Ax  = b, (1) 
and help to prove a new direct method algorithm to obtain A -1. Here, A is an n x n matrix, 
x T = (xl ,  x2 , . . . ,  xn) is the unknown and b is a given right-hand side vector. It is assumed that 
the system of equations given above has a unique solution. The matrix A is not assumed to 
have special features, i.e., it is not assumed to be symmetric positive definite, sparse, etc. It is 
noted, however, that if A has special features the proposed methods can exploit them to achieve 
efficiency. Our iterative method is based on the proposed conjugate gradient method with linear 
equality constraints. We note that this is not the variable metric methods [1-4] that are also 
known as the conjugate directions method; we may, of course, use the variable metric methods 
to solve problem (1) based on the concept described in Section 3. The proposed method can be 
regarded as an extension of Fletcher and Reeves method [5] to linear equality constraints and 
can be easily extended to take account linear inequality constraints. However, for the purpose of 
solving problem (1), we only consider equality constraints. 
In order to have confidence in the conjugate gradient algorithm, which on the surface looks not 
much different from the unconstrained conjugate gradient of Fletcher and Reeves [5] and from 
the algorithm developed by Arora and Li [6], the proofs of several theorems are given. 
In Section 3, using the orthogonal projection matrix Hm, the algorithm is adapted to solve 
problem (1). Faster convergence can be obtained by introducing a scalar e (see Section 3 for 
more details) in our formulation. In the numerical examples, we show that with judicious use 
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of scalar e, solutions are obtained in one iteration only. We also prove analytically and in exact 
arithmetic that as c ~ 0 solution of (1) can be obtained in exactly one iteration, and hence, leads 
to development of a new direct method to obtain A-1.  
It is common knowledge that the use of iterative techniques gives up the ability to easily 
re-solve (1) for new right-hand sides. However, in our method, Hm is fixed for fixed A, and 
solutions can be obtained in one iteration, hence, solving several systems with a fixed matrix A 
and varying vectors b is but marginally more expensive than solving just a single system. 
Results and numerical discussions are presented in Section 4. 
2. CONJUGATE GRADIENT METHOD WITH 
LINEAR EQUALITY CONSTRAINTS 
We consider the problem 
x r Gx  
Minimize f - ~ wTx  (2) 
Subject to CTx  = h (3) 
where G is a positive definite symmetric matrix, w is a given vector, C is an n x m matrix, h is 
a given m x 1 vector and m < n. 
It  is assumed that the columns of C are linearly independent. These constraints restrict the 
solution to m hyperplanes. The intersections ofm linearly independent hyperplanes i , in general, 
an affine subspace (or flat) of R n and will be denoted by Fro. 
2.1. P roposed  A lgor i thm 
The heart of the algorithm is to use a projection matrix H, obtained below, so that the 
directions of search will always be in the feasible region. 
The imposition of m linearly independent equality constraints on an n-dimensional problem 
reduces the dimensionality of the optimization to n - m. We note that any n-vector x has a 
unique expansion as a linear combination of the columns of W and Z, i.e., 
x -- Zy ÷ Wq,  
for some n - m vector y and m vector q. W denotes any matrix whose columns form a basis 
for the range space of C, the columns of Z form a basis for the null space of C T and Z and W 
define complimentary subspaces. For feasible x, we have 
CVx = cT(Zy  + Wq)  = b. 
Since cTz  = 0, if follows that 
CVWq -- b. (4) 
By definition of W,  the matrix cTw is nonsingular and thus from (4), q = q* is uniquely 
determined. Hence, the transformation for feasible x, i.e., 
x = Zy  + Wq* (5) 
can be considered as elimination of constraints by transformation of variables. Substituting (5) 
in (2), we have 
f (x)  = f (Zy  + Wq*). 
Any feasible direction cart be written as 
p = Zv~ 
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where v is any n -  m vector of changes in y. The reduced gradient ~ is ZYg (where g = °-I x ), 
and so y should be changed so that 
V = - -ZTg .  
Hence, 
p = -ZZTg.  
We note that the projection matrix H = ZZ T is not unique and in general does not project into 
itself, i.e., HH # H. The orthogonal projection matrix Hm is related to Z by the relation 
Hm = z (zTz ) - IZ  T. 
If zTz  = I (the identity matrix), we have 
Our algorithm takes the form 
initialise 
p = -Hmg.  
x = Xo (which satisfies (3)) 
go = GXo - w 
zo = Hgo 
do = -zo 
fo r  i = 0,1,2, . . .  
-g~d i  
a~-  d/TGdi (6) 
Xi+l  = Xi + aidi (7) 
g i+ l  = gi  + aiGdi (8) 
Zi+I  = Hgi+l (9) 
T 
g i+ lZ i+ l  (10) 
f~i - -  T Z gi i 
di+l = --Zi+l + f~idi (11) 
convergence check i f  dT+ldi+l < tolerance x dTd0 stop 
end fo r  
Special Case 
If H = Hm, then in exact arithmetic (taking note that Hmnm = Hm) 
T 
~ i -  g i+12i+1 --  Z/T+lZi+I 
g~zi z/Tz~ (12) 
zL l (Z i+ l  - z i )  
= z~z~ (13) 
Forms for the special cases of/3i in equations (12) and (13) are both found in [6], where zi is 
evaluated implicitly via a quadratic linear constraints programming subproblem. We note that 
the only difference between [6] and the constrained steepest descent method [7] is in equation (11). 
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Other formulae for f/i are also given in [6]. We note that they are not the same as the one given 
in this paper. 
Since our formula for f~i is not found in the literature, it is prudent o prove that our algorithm 
produces mutually conjugate directions of search. We will also prove that the method converges 
in at most n - m iterations in exact arithmetic. 
THEOREM 1. The directions of search determined by the proposed iteration are mutually conju- 
gate. 
PROOF. The theorem can be stated in the form 
d~Gdj  = 0, i# j ,  i , j>O.  
The proof is by mathematical induction. We first assume that equation (11) produces mutually 
conjugate directions do , . . . ,  dk. We shall prove that do , . . . ,  dk+l are mutually conjugate. 
Using equations (8), (11), and the relation 
do -- -Hgo,  
we get 
J 
dj = E ai(HG)iHg°'  0 < j < k, (14) 
i=0 
where (HG) ° is defined to be I. 
First, we show that 
For j  = k, 
gkX+ldj = 0. (15) 
T d gk+l  k = 0, 
since Xk+l minimizes f in the direction dk. For 0 < j < k - 1, 
g~+ldj = gf+l + ~id~G dj = O. 
/=j+l / 
This completes the verification of (15). 
In view of (15) and (14), gk+l is also orthogonal to Hgo, (HG)Hg0, . . . ,  (HG)/Hg0 . Hence, 
gkr+l(HG)JHg0 = 0, 0 _< j _< k. (16) 
For 1 < j < k, we can write (16) in the form 
(Hgk+I)TG(HG)J - IHg0 = 0. 
Hence, Hgk+l is mutually conjugate to Hg0, (HG)Hg0, . . . ,  (HG)k- lHg0. 
In view of (14), Hgk+l is also mutually conjugate to do . . . .  , dk-1. Setting i = k in (11) and 
multiplying by Gdj ,  j = 1, 2 , . . . ,  k - 1, we get 
d~+lGd j = - (Hgk+I )TGdj  +/~kd~-Gdj 
= O, 
and in the case j = k, 
dkr+iGdk = -(Hgk+l)XOdk + flkdXOdk 
= 0, 
(17) 
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since 
flk = (Hgk+l)Tgk+l 
(Hgk)Tgk 
T 
_ gk+lH(gk+l -- gk) 
- -  --g[H(gk+l -- gk) 
g~-+lHGdk 
--(Hgk)TGdk 
(Hgk+l)TGdk 
(-Hgk +/3k-ldk-1)TGdk 
= (Hgk+l) TGdk 
d~Gdk 
We have shown that if our algorithm produces mutually conjugate directions do, . . . ,  dk then 
it produces mutually conjugate directions do,.. •, dk+l. 
It only remains to prove that do and dl are conjugate directions and this is clear by putting 
k = 0 in (17). 
The proof of the next theorem will use several properties of the method; the proofs of these 
properties are trivial, and hence, are not given. 
Propert ies 
(1) CTdk = O, this will ensure that every iteration point is feasible. 
(2) CTH - 0. 
(3) di are linearly independent. 
THEOREM 2. The proposed method minimizes f in (2) subject to the constraints given in (3) in 
at most n - m iterations. 
PROOF. Let s = n - m. Applying (7) repeatedly, we have 
s-1 
Xs = Xr+l  -I- ~ o~qdq, 
q=r+l  
The gradient of f takes the form 
0<r<s-1 .  
s-1 
g8 = gr+l + E aqGdq, 
q=r+l  
s--1 
T T gs dr = gr+ldr 4- ~ aqd~Gdr. 
q=r+l  
Using Theorem 1 and the fact that g[+ldr = 0, we get 
T d gs r = 0 ,  (18)  
and 
T g8 d8-1 = 0, 
since a8-1 is determined to minimize f along the direction ds-1. 
Let the linear operator T : R ~ --* R "~ be multiplication by C T, where R n and R m are 
n-dimensional nd m-dimensional vector spaces. Properties 1 and 2 show that 
dk,Hdk E kerT, 
where ker T is the kernel of T. 
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Hence, we can write 
8--1 
Hdk=~Aid~,  0<k< S 1, 
i----0 
since d~ are linearly independent. 
By virtue of (18) and (19), and using the symmetry of H, we have 
Equation (20) implies that 
(19) 
(Hgs) T dk = 0. (20) 
Hg,  = 0, 
since Hgs E ker T. 
The minimum may be obtained earlier if )q all turn out to be zero at the end part of the 
iterations. 
We shall now derive a rate of convergence for the constrained conjugate gradient method. 
THEOREM 3. For the constrained conjugate method, we have the error estimate 1 
( )~n-m -F "~l ~ -1 X* Ilxk - x*llG < Tk \~-jL--j_~--~-~l] Ilxo - IIG, 
where 
IlxllG = (xTGx) l/5, 
Tk is the Chebyshev polynomial of degree k and /~n-rn and )q are the largest and smailest 
eigenvalues of ZTGZ, respectively. 
Further, if p(e) is defined for any e > 0 to be the smallest integer k such that 
Ilxk - x*I IG -  llxo - x* l l c ,  
then 
where C(Z T GZ) is the condition number of Z T GZ. 
PROOF. Consider a transformation f variable by the relation 
x -- Zy + Wq*. (21) 
Hence, (21) can be considered as elimination of constraints by transformation f variable and it 
is obvious that any x given by (21) is feasible. 
Substituting (21) in (2), we get 
yTzTGZy 
f -- 2 + yrz r (Gwq*  -- W) + constant. (22) 
The minimization of (2) subject o constraint in (3) is equivalent to the unconstrained mini- 
mization of (22) for n - m variables. 
If we apply the Fletcher and Reeves [5] algorithm in (22), we get 
initialise 
Y = Yo 
go(-  ZTgo) ---- zTGZyo + zT(GWq"  - w)  
do(= --ZTgo) = -go 
1An asterisk will always denote an optimal value. 
(23) 
(24) 
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for  i = 0,1,2 
a~ a VZVGZgl~ (= - d 7Gd, / '  
^ 
(where di = Zd~and gi = Z-Fgi), 
Yi+I = Yi + aidi (25) 
gi+l = ZTgi+l (26) 
gi+lgi+l gi'+lZi+l 
f l i - -  "2 2- 
gigi g :z i  / 
C[i+I ~-- --gi+l -}- flidi (27) 
i f  a7+1;I~+i < to le r=ce  × aJa0 stop 
end for  
The above algorithm can be immediately transformed to our algorithm by multiplying equa- 
tions (23)-(27) by Z and taking 
x0 = Zy0 + Wq*. 
We note that the Yk values are related to the xk values of our algorithm via equation (21). 
An error estimate for the above algorithm is well known [8], i.e., 
( An-m -}- Al ~ -1 
[[y~ - y*[[ZTGZ _< Tk An-m ---~1] [[Y0 - Y*[IZTGZ' (28) 
where An-m and A1 are the largest and smallest eigenvalues of zTGz ,  respectively, and if p(e) 
is defined for any e > 0 to be the smallest integer k such that 
Ilya - y*IIzTGz < ~ Ilyo - Y*[[ZTGZ, (29) 
then 
It can be easily shown that 
p(~) _< I~C(ZTGZ) ln  2- + 1. 
Ilxk - x*IIG = IlYk - Y*IIZTGZ • 
Substitution of (30) in (28) and (29) completes the proof. 
(30) 
3. SOLVING AX = B V IA  THE PROPOSED METHOD 
The state of the art for solving (1) is not nearly as advanced as that for solving a positive 
definite system and there is a good deal of current research being carried out on this topic. We 
do not intend, in the main, to discuss other algorithms and compare them with the proposed 
algorithm. However, in Section 4, an existing algorithm is compared with the proposed algorithm. 
We tackle problem (1) indirectly by considering 
Ax = b (31) 
as a set of constraints (see below). It is obvious that if x* satisfies the constraint (31), then x* 
is the solution of (1). The solution of (1) is obtained by minimising a quadratic function 
sTs  
f ---- (32a) 
2 
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subject o the constraint 
Ax + ~s = b, (32b) 
where E is a real parameter and s is an n x 1 vector variables. For simplicity we use the orthogonal 
projection matrix in our algorithm, i.e., ZZ T = Hm. The matrix Hm is obtained similar to that 
given in [3], i.e., 
T 
He = He-1 -- ne - lCeae  He-1  
cfHe- lCe ' e=l ,2 , . . . ,m=n,  (33) 
where H0 = I (the 2n x 2n identity matrix), ce are the columns of C = (AT/e1,) and In is the 
n x n identity matrix. 
Let ,(:) 
be the variable for the problem (32). The solution of (32) is obviously 
(;) t • ~_ 
and since x* satisfies (31), it must be the solution of (1). Numerical solution of problem (32) is 
obtained via the proposed conjugate gradient method developed above. 
At the onset, one might say what is the difference between solving problem (1) via our proposed 
method and solving 2
ATAx = ATb (34) 
via the unconstrained Fletcher and Reeves [5] conjugate gradient method which has already been 
established. 
(Note that equation (34) can be simply be obtained from minimising 
(b - Ax)  T (b - Ax)  
f = 2 ' (35) 
where f in (35) is obtained by letting e = 1 in (32b), write 
s = b - Ax ,  (36)  
and substitute (36) in (32a)). 
The difference is fundamental in the sense that if the same starting point x0 is used, the 
sequence of points Xl, x2, x3,. .  • generated by the proposed method are different from the uncon- 
strained version which is based on minimising (35). We note that our x-component directions of 
search are also different from the directions of search produced by the unconstrained algorithm. 
Note that in our computer program our initial values of t and g are 
and 
(0) 
to = b/e  ' 
(0) (0) 
go ---- So = b/e ' 
respectively. The term ai in equation (6) takes a simpler form, i.e., 
-g~d~ 
Cg i ---~ a:a, 
2We note that ATA has a condition number equal to the square of the condition number of A. 
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where the n-vector ~l~ contains the last n elements of the 2n-vector d~. The scalar c plays an 
important role in convergence. In the s-space, the contours of f are circular. Geometrically, as 
c --* 0 the flat Fm tends to position itself 'parallel' to the s-space, and the contours of f in the 
flat Fm tend to be circular; this leads to faster convergence. 
Below is an analytical proof that as ~ --+ 0, the solution of (32) can be obtained in exactly one 
iteration. 
PROOF. Hm can be written as (see, for example, [9]) 
Hm = I - C (cTc)  -I C T. 
Here, C T = (AleIn). Retaining terms up to O(c2), we have 
Hm = -c(A-I) T In -{- z2R ' 
where N = (ATA) -1 and R = - (AAT)  - i .  
The initial direction takes the form 
do = -b /e+cRb " 
Consider the first iteration 
t l  -- to + ~od0 
( A -ib+~2fA-ib 
\ -~  [Rb + fb] + O (¢3))  
where a0 = 1 + c2~ and ~ = -b  T (AA  T ) - I  b - bTRb.  
Hence, as e --+ 0 
(o) (?) t l  = t* = = . 
This completes the proof. 
However, in practice, using a large value of 1/c is sufficient o obtain numerical results in one 
iteration. See Section 4 for more details. 
Next, we show that the condition number c (ZTGZ)  = 1 for Hm approximated up to O(c), 
i.e., 
Hm = _(cA_i) T I~ " 
Let Z = ( -cA- l / In )  (taking note that (AIcIn)Z -- 0). Up to O(c), ZZ T = Hm. Since 
(010) G = 0 I .  , we have ZTGZ = I . .  Hence, c (ZTGZ)  = C( I . )  = 1. 
Obtaining the solution in one iteration suggests that we can obtain A-1 in a finite number of 
steps using equation (33) alone, noting that up to O(e), t tm takes the form given in (37), A -1 
is contained in I-Ira and I-Ie takes the form 
, e=O,  1 , . . . ,n=m,  He = ¢K~ In 
with J0 = In, Ko = 0. From (37), Kn = -A  - i  and Jn - 0. We note that the last n-e  columns 
of Ke have zero elements and Je and Ke are independent of c. We are now in a position to state 
a direct method (finite number of steps) of finding A - i .  The method is 3 
3This method may be unstable for certain matrix types. 
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initialise 
Jo = In 
K0 = 0 
fo r  i ---- 1, 2 , . . . ,  n; compute 
J t  i ~- J i _ la i  
where the n-vector ai is the ith column of A T 
~/i ~ aT J t i  
JS i _~ Jt i /~/i 
J~ J i -1  J t  J_T 
Kt i = (Ki_i)Ta~ + ei 
(38) 
where e~ is the standard basis of R n 
K i -- K i _  1 - J s iK t :  
end fo r  
It can be easily shown that 7i > 0 if A is nonsingular. The above method involves matrix- 
vector multiplications and outer products which are easily parallelizable. This has an advantage 
over existing well-known direct methods. Discussion on the difficulties in parallelizing existing 
direct methods is found in [10]. For example, it is quoted in [10] that the highest reported speed- 
up for some well-known direct methods did not exceed a value of about 3 or 4 even when many 
processors were used on large MIMD parallel networks. 
The number of multiplications (here the word multiplication is used for either multiplication 
or division) needed to compute A -1 using Gaussian elimination without pivoting is n 3 which 
is better than our algorithm which is (5n3/2) + lower degree terms (after taking account of 
symmetry and zero elements). However, pivoting is not needed in our method, and for sparse 
matrices considerable savings can be obtained. Research on this is currently being done (see [11], 
for example). 
4. NUMERICAL  RESULTS 
Comparisons of various iterative methods have been carried out recently [12] . In the past, 
many opinions have been expressed on the issue of which class of methods is better; however, 
iterative methods (and also direct methods) have been developing so rapidly in the recent past 
that it is unlikely that definite comparisons are possible even now. An existing iterative method 
is chosen to give a rough comparison of its performance against ours. We note that the problem 
sample is quite small, so the results might be misleading; a more rigorous numerical experiment 
is needed and it is an interesting area of further research. As mentioned earlier, in this paper 
we only provide an alternative method of solving (1); the method was primarily developed for 
solving linear constraint finite element problems (see [11], for example). We make no claim that 
it is better than other existing iterative methods (or direct methods). 
The iterative method included to compare with ours is the standard conjugate acceleration 
(Bi-conjugate) method adapted to nonsymmetric matrices [12]. We have no intention to compare 
with direct methods. All programs are written in Microsoft @ Fortran 77 and are double precision. 
Solutions are obtained when IId~+ill < 10-6lid011 • Computations are carried out on a Viglen 286 
personal computer without coprocessor. 
In the experiment, wo arbitrary matrices, a 20 × 20 and 40 × 40, are used. They appear on 
page 35 and they are not diagonally dominant. The elements of b have unit values. 
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Table 1. Number of iterations and CPU time. 
Constrained 
No. of equations Solver conjugate gradient Bi-conjugate 
e -- 1.0E - 20/¢ = 1.0E - 10 
20 Number of 1 23 
40 iterations 1 80 
20 CPU time 13 16 
40 seconds 95 178 
The results are tabu lated in Table 1. The total  required storage, excluding A ,  x, and b are not 
given because efficient storage programs are not written. We feel that ,  due to this inefficiency, 
the reader may have the wrong impression if the storage values are given. 
Table 1 indicates that  our method seems better  for the above matrices. 
In our method,  the solutions are obtained in one i terat ion when ~ = 1.0E - 20 and 1.0E - 10. 
This  supports  the theory given in Section 3. For the smaller matr ix,  i terat ion counts for ~ = 1 
and 10 -1 < ~ < 10 -20 are 7 and 1, respectively, and for the larger matr ix ,  numbers of i terat ions 
for e = 1, 10 -2,  10 -3 < ~ < 10 -20 are 3177, 2 and 1, respectively. We note that  for very large n 
and when a solut ion is obta ined in one iteration, for some small suitable values of 6, the number 
of mult ip l icat ions i about  (5n3/2). Hence, for large n, although a solution can be obta ined in 
one iterat ion, the method can be expensive, unless A is sparse or the calculat ions are worked out 
in parallel.  
Results for varying the r ight-hand side are tabu lated in Table 2. The elements of the second 
r ight-hand side and th ird r ight-hand side vectors take the values of two and three, respectively. 
Table 2. Number of iterations and CPU time for varying right-hand sides after the 
solution for the first right-hand side is obtained. The table is for both bi = 2 and 
bi ---- 3, where bi are the elements of b. 
Constrained 
No. of equations Solver conjugate gradient Bi-conjugate 
E = 1.0E - 20/e = 1.0E - 10 
20 Number of 1 23 
40 iterations 1 80 
20 CPU time 1 16 
40 seconds 3 178 
From Table 2, we can safely conclude that  our method is better  in the case when the r ight-hand 
side is varied. 
When tested on the i l l -condit ioned Hi lbert  matr ices (for n -- 3 to 11), with ~ -- 1.0E - 20, 
solut ions are obta ined in one iteration. However, the accuracy of solutions, within four significant 
figures, deter iorates as n increases. For example, for n = 11, although the solution is obta ined 
in one i terat ion using e = 1.0E - 20, the answer is inaccurate. This is due to rounding errors in 
calculat ing the H~n matr ix  which produced directions of search in a flat Fm different from the 
exact flat Fro. Note that  for nearly singular matr ices a slight change in one of the hyperplanes,  
i.e., one of the constraints, gives a large change in the solution. 
The solutions can also be obtained using the direct method given in (38). The CPU t imings 
are similar to those of the i terat ive method of e -- 1.0E - 20 and ~ = 1.0E - 10. 
Final ly,  we note that  more experiments and research are needed to be done to investigate 
the solving of equat ion (1) via our methods. For example, research is needed to investigate the 
method when the direction of search is obtained implicit ly or to investigate the use of different 
forms of Z, to realize their  potent ia l  for large-scale problems. 
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