ABSTRACT We study the emergency communication problem in the post-disaster scenario. The emergence of Renewable Energy-enabled Based Station (REBS), which has pre-equipped energy harvesting devices, provides a new perspective to solve this problem, since the post-disaster communication scenario happens to be a Wireless Mesh Network (WMN) constituted by REBSs. However, one needs to address the unstable and inadequate power supply, insufficient capacities of the communication links, and the time-varying traffic demands accordingly during a period of time. In this paper, we deal with these problems and focus on optimizing data traffic throughput with the lowest weighted energy consumption based on the expectation of traffic demands. We firstly analyze the post-disaster communication issue and formulate this problem into a Mixed Integer Linear Programming (MILP) problem, and propose an off-line energy efficient scheme using the expectation of traffic demands. Furthermore, an on-line scheme is put forward which dynamically adjusts the off-line result with the knowledge of the current real data traffic demands. The efficiency of our proposal is demonstrated by theoretical analyses and numerical results.
I. INTRODUCTION
The provision of network service in disaster area is considered crucial, since it is expected to help the relief effort by passing the information (i.e., position of sanctuaries) to the rescuers, as well as ensuring the communication demands of the people inside the disaster area. However, a principal challenge in post-disaster case is that due to the damage to the crucial infrastructures (i.e. power supply, network facilities), most of the original energy sources and network connection routes are no longer usable [1] - [3] . To add insult to the injuries, such condition is likely to last for some time [3] . Wireless Mesh Networks (WMNs) constituted by Renewable Energy-enabled Base Station (REBS) is regarded as an efficient alternative for the post-disaster scenario. In such network, harvesting facilities (i.e., solar panel, wind turbine) are used to yield energy from ambient environment. Before disaster, the REBSs use both of the non-renewable energy and renewable energy: the non-renewable energy from power plant is firstly transmitted to the Microgrids and then distributed to the connecting REBS; the renewable energy is the one generated by energy harvesting facilities, all REBSs and Microgrids have such facilities, therefore the renewable energy for each REBS can be the local one (from its facility) or the remote one (from the Microgrids' facilities) [4] . When the non-renewable energy supply is cut due to the destruction, the REBSs in the network run entirely on renewable energy sources. Note that some connections between Microgrids and REBSs are also broken therefore only the local renewable energy is available for such REBSs. Movable and Deployable Resource Unit (MDRU) [3] is one of the existing solutions using vehicle-borne cellular which can provide emergency Internet connection and rapidly accommodate network services. These vehicle-based network gateways are usually deployed in the easy-rescue places such as the border of the disaster area, or directly connected to certain REBSs. The other REBSs use their interconnect facilities (i.e., microwave plate, long distance WiFi) [5] , so as to interconnect each other and finally reach network gateways in a multiple-hop and multi-path manner. The considered system structure is shown in Fig. 1 .
Although the above facilities for emergency usage meet the prerequisites for providing the basic network connection in disaster area, it still has a long way to design the scheme for providing the network services. There are several challenges that need to be addressed accordingly. The first one is the limited and diverse energy supply. In post-disaster area, each REBS has unique energy harvesting ability, and such ability is embodied in spatial and temporal, this is due to the different deployment places and weather conditions as time elapsed [6] . The second problem is the mesh-feature of the transmission path. Because of the damages, each REBS has to rely on neighbors to relay its data to the gateways, instead of the direct transmission. In post-disaster case, the destruction of transmission links forces us to explore the possible multiple paths from each REBS to the gateways. The third problem is the provision of long-term energyefficient throughput-maximization. According to [3] , network will experience a sharp increase of data traffic demands after disaster. The provision of high system throughput guarantees the services such as VoIP, SMS and so forth, and should be considered in optimization. On the other hand, since the renewable energy is the only energy source for each REBS, keeping energy consumption as low as possible is also critical. We use weighted-energy consumption metric, which takes the energy harvesting abilities into consideration. Moreover, the optimization approach should cover a long-time span problem, since the rebuilt effort cannot be accomplished at once.
Recently, the disaster and REBS-related techniques have been extensively explored. Some previous work has been conducted for energy efficiency-related fields for cellular systems [7] - [9] . [10] - [13] later extended the work by using hybrid energy in REBS. Moreover, [14] - [18] considered the combination of energy and traffic distribution issue. However, the work [14] - [16] considered the ample network capacities or energy input, which would be luxuries in disaster, [17] , [18] considered the limited resources but they only focused on the optimization problem in a single time slot, which might lead to the unsatisfied result in the long run. Although such efforts are helpful in designing the network in causal case, the above research fails to consider the shortages of resources and long-term optimization in post-disaster case. In our previous work [19] , we proposed a scheme that considers the joint optimization problem of data traffic distribution, energy allocation, and operating scheduling problem. However, the inaccuracy of data traffic demands is not taken into consideration.
To address the problem of a long-term energy-efficient throughput-maximization, with considering the characteristics of energy and network in disaster area, we firstly make use of the traffic expectation and propose an off-line scheme. Based on the real traffic demands, we bring forward an on-line scheme that dynamically adjusts the result of off-line scheme. The key contributions of this paper are summarized as follows:
• We focus on the joint optimization problem in REBS-based WMNs with limited battery capacity. We develop an optimization model that considers limited input energy and link capacity in a period of time.
The problem model is demonstrated as a Mixed Integer Linear Programming (MILP) problem.
• Because energy is scarce in disaster area, we also consider energy efficiency in the proposed scheme. We introduce a metric, namely weighted energy-efficiency, to measure how much energy is consumed with consideration of energy harvesting ability. The optimization objective is to achieve the optimal system utility with a less weighted energy consumption than the other strategies that have the maximal system utility.
• We propose a two-stage off-line scheme using the expectation of traffic demands. Due to the possible imprecise estimation (overestimate or underestimate of data traffic demands), we further propose an on-line dynamic adjusting scheme that revises the result of off-line scheme in each time slot.
• We demonstrate the efficiency of the proposed scheme through theoretical and simulation studies, which prove that the proposed on-line scheme can achieve high efficiency even without precise traffic demands information. The remainder of this paper is organized as follows. In section 2, we develop a model for the joint optimization of energy allocation and data traffic distribution of each REBS. In section 3, we propose the off-line solution and then make an on-line extension for the considered problem. The numerical results are demonstrated in section 4. Finally we conclude this paper in section 5.
II. SYSTEM ASSUMPTIONS AND PROBLEM FORMULATION
In this section, we describe the related assumptions for the considered REBS-based WMN, define the network model in detail and introduce the optimization objective. 
A. SYSTEM ASSUMPTIONS 1) FOR THE INPUT ENERGY
As mentioned in previous section, the input energy generally falls into two categories, one is local input energy from its own energy harvesting facilities, the other is the energy from Microgrid. The differences among the positions of REBSs and the changing weather conditions cause spatial and temporal diversity of the energy harvesting abilities respectively. Because the input energy for each REBS is mostly determined by weather condition (i.e., illumination intensity), the input energy can be estimated beforehand by combining the knowledge of past experience and weather forecast. The related work of energy provision and prediction can be found in [6] , [20] , and [21] . We assume energy harvesting profiles of Microgrids and REBSs are known. Such technique may require the collaborative control with Wireless Sensor and Actuator Networks (WSANs) [22] .
2) FOR DATA TRAFFIC DEMANDS
In post-disaster area, people tend to stay in temporary shelters (i.e., gymnasium) covered by REBSs. The data traffic demand there seems to be monotonous since users in this area may not frequently move. We assume we can estimate the traffic demand expectation, by combining the population covered by the REBS, the ratio of active users as the time collapse, the obtained previous traffic profile and so on [9] . It is noted such traffic demand expectation is not precise and will affect the result.
3) FOR THE NETWORK AND SYSTEM STRUCTURE
The state-of-edge vehicle-borne cellular gateway can provide almost infinite network capabilities to the outside [3] . The REBSs in the network are equipped with the interconnection facilities such as Microwave panel (i.e., MDR-8000) or longdistance WiFi (i.e., NanoBridge M2) [5] , they have different deployment costs and can provide different connection capabilities. For each REBS, part of the input energy will be used for constant operating and activating subcarriers, and the rest will be stored in battery. The constant operating consumption is made up by the cooling, AC/DC converting and so on. The active subcarrier is the other factor that contributes the consumption, which is determined by the number of the active subcarriers. As compared to the above two factors, the energy used by the links between REBSs is not significant (i.e., the energy used by the links is less than 50W, while the constant operating consumption is 712.2W from [5] and [9] ). Hence such kind of consumption can be neglected or included in the operating consumption as a small constant. The number of subcarriers also specifies the upper bound for uplink traffic of each REBS. Besides the local traffic demands, each REBS needs to relay the traffic sent by its neighbors. We define the system throughput as the amount of traffic pass through the gateways.
B. OPTIMIZATION OBJECTIVE
Generally, system throughput is our major concern. Compared with energy requirement, the renewable energy input is not adequate, therefore we also consider energy efficiency when fulfilling the maximal data traffic demands. Since the recharging rates among harvesting facilities are different, we use weighted energy consumption which takes energy harvesting ability into consideration, and is unlike the spectral efficiency in [23] .
C. TIME-SLOTTED SYSTEM
We use time-slotted system. Let [0, T 0 ) be the considered interval and T 0 be the expected time when network can be reinstated. The interval is divided into discrete time samples {t 1 , t 2 , ..., t T }, and T = {t 1 , t 2 , ..., t T } where T , t 0 and t i is the number, the length and the index of time slot respectively. We assume traffic demand and energy harvesting ability of each REBS are stable in t i .
D. NETWORK MODEL
We use an undirected graph G(N , C) to denote the network topology. Assume that there are N affected REBSs in the disaster area, and let N (N = {n 1 , n 2 , . . . , n N }) be the set of these REBSs, where |N |=N . Let C denote the set of interconnection links between REBSs, and c n k n j be the original capacity of link (n j , n k ). In this work, we assume the symmetrical links (i.e., c n k n j = c n j n k ), and it can be easily extended to the asymmetrical case. Normally, c n k n j is constant therefore G(N , C) is enough to represent the topology. However, due to limited energy input, REBSs may not be always active after disaster, hence the link capacities are also determined by the operating status of the associated REBSs. Let c (n j ,n k ) (t i ) be the link capacity of (n j , n k ) in t i , and ρ n j (t i ) be the operating status of n j in t i , then c (n j ,n k ) (t i ) is denoted as follows:
where ρ n j (t i ) is a boolean variable and it satisfies:
When n j is inactive in t i (ρ n j (t i ) = 0), it will stop operating. Eq. 1 and 2 demonstrate that the link is available iff the REBSs at the both ends are active.
. . , g F } be the set of gateways, where
as the set of Microgrids, and |M| = M . Each m k is connected to several REBSs, we denote the set of associated REBSs of
E. ENERGY-RELATED MODEL 1) INPUT ENERGY
There are two kinds of input energy for each REBS. The local input energy can only be used locally, denote l n j (t i ) as such input of REBS n j in t i . The remote energy input is determined by connected Microgrids. Suppose the energy that Microgrid m k can harvest during t i is h m k (t i ), and the amount of energy allocated to REBS n j is h m k n j (t i ). The received energy will be 0
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if n j is not connected to m k . We have the following equation for m k :
where B m k (t i ) is residual energy of m k at the beginning of t i , and we will explain it in section 2.5.3. For REBS n j , the energy input during t i is the summation of the local energy and allocated remote energy:
For some REBSs, because of the devastation caused by disaster, their original connections to Microgrids are broken, and only local input energy is available for them.
2) ENERGY CONSUMPTION
The REBSs in post-disaster area rely on renewable energy to guarantee their operations. Let P n j (t i ) be the total energy consumed by REBS n j in t i . Subcarrier energy consumption is determined by the number of active subcarriers [9] : let s n j (t i ) (s n j (t i ) ∈ Z + ), e s and e 0 be the number of active subcarriers in t i , energy requirement of each subcarrier, and constant operating energy consumption respectively. We neglect the constant transmission power between REBSs since it does not essentially affect our consideration. P n j (t i ) can be calculated as follows:
P n j (t i ) is firstly determined by ρ n j (t i ): if n j is inactive, there is no energy consumption in t i , otherwise e 0 is needed. If n j is active, there can be another kind of energy consumption, which is determined by the number of activated subcarrier s n j (t i ). s n j (t i ) should be less than the maximal number of subcarriers S.
3) ENERGY STORAGE
In order to store the residual harvested energy, each REBS is equipped with a battery that has finite capacity. Let B n j (t i ) denote the residual energy of n j 's battery at the beginning of t i . B n j (t i+1 ) equals B n j (t i ) plus the energy input in t i and minus the consumed energy in t i :
The battery capacity of REBS n j is B 0 n j , then B n j (t i ) should satisfy the following constraint:
The battery capacity of Microgrid m k is B 0 m k , let B m k (t i ) denote the residual energy of m k 's battery at the beginning of t i . It should satisfy the following constraints:
F. TRAFFIC MODEL
Suppose the expected uplink data traffic demand under the coverage of n j in t i is d n j (t i ), and let n j (t i ) denote the gap between the real uplink data traffic demand of n j in t i and the estimated expectation. Hence the real data traffic demand, d n j (t i ), can be denoted as follows:
Since d n j (t i ) cannot be precisely estimated, we suppose it is unknown to us in the very beginning (i.e., at time 0). At the beginning of time slot t i , we know the exact demands in this time slot (i.e., d n j (t i ) for all n j ∈ N ), which is widely accepted assumption [15] , [17] . Since the long-term optimization needs to be addressed in the very beginning and we only know the expectation of traffic demands, we have to explore such value to obtain an acceptable result in the long run. We do not assume further traffic information (i.e., stochastic feature as in [24] ) is available. In the remainder, unless clearly defined, the data traffic is the expected one.
Due to the limitation of energy and network capacity, REBSs in the considered network cannot keep enough subcarrier active all the time. As a result, REBSs may meet only part of uplink data traffic demands in certain time slots. Suppose the actual uplink data traffic of n j in t i is f n j (t i ), it should satisfy the following constraints:
where r 0 denotes the achievable transmission rate when a subcarrier is active. Eq. 12 means the actual uplink traffic should not beyond uplink traffic capacity, which is proportional to the number of active subcarriers. Note that when we only have the traffic expectation, d n j (t i ) in Eq. 13 is replace by d n j (t i ) in the computation. Each REBS is also responsible for relaying the data traffic of other REBSs. Assume that f (n j ,n k ) n l (t i ) is the actual uplink data traffic of REBS n l , and is sent via link (n j , n k ) in t i . Therefore, the total traffic via link (n j , n k ), should be less than the link capacity:
For the non-gateway REBS n j , it should send the local data traffic as well as the relayed traffic to the neighbor REBS or the connected gateways. If we consider this problem from the point of view of flow conservation, then the following equations should be satisfied: Eq. 15-17 guarantee the non-gateway REBSs will send all allowed uplink and relayed data to the neighbors. The sign of f in Eq. 16 denotes traffic direction. Fig. 2 particularizes the above-mentioned models. In the layer of network traffic, there are 5 REBSs and 2 Microgrids, the connected REBSs can mutually transfer the traffic. For example, n 4 distributes traffic to n 1 , n 3 and g 1 , and can receive traffic from n 1 and n 3 . The energy layer denotes the relationship between Microgrids and REBSs. m 2 distributes its energy to n 4 and n 3 , and the rest is stored locally. The available energy of n 4 is the sum of energy from m 1 , m 2 , its harvesting facility and the one stored in battery. After determining energy consumption, the rest will be stored in battery. Note that n 2 does not operate and it disconnects the neighbors.
G. THE METRIC FOR OPTIMIZATION
From Eq. 15-17, the local and remote data traffic for each REBS can finally arrive the network gateways. Therefore the system throughput in time slot t i , we call it system utility U (t i ), should be equal to the sum of local generated data traffic f n j (t i ), as the following equation:
There are several variables that determine equation (18), which are the operating status ρ n j (t i ), energy allocation of
, and the number of active subcarriers s n j (t i ). Let ρ, h, f and s denote such variables respectively.
The total system utility in the considered time period T is the sum of the system utility in each t i . In light of the above analysis, the total system utility should be maximized by carefully choosing ρ, h, f and s:
The energy consumption should be taken into consideration since the energy is limited in disaster case. Moreover, the diversities of the energy harvesting abilities of REBSs and Microgrids should also be reflected in the metrics. In this paper, we use the weighted energy consumption to represent the combination of energy consumption and the diversities. For REBS n j , the weighted energy consumption W B n j is counted as follows:
The denominator of Eq. 20 is the sum of the harvested energy of n j during T , and the numerator denotes the amount of energy from the battery and energy harvesting facility of n j . For Microgrid m k , the weighted energy consumption W M m k is calculated as follows:
Its denominator represents the total amount of harvested energy of m k in T , the numerator is the total transmitted energy, which is utilized by its associated REBSs. The optimization objective is to maximize the system utility in T , and keep the sum of the weighted energy consumption as low as possible. Let D be the set that contains all the solutions with the maximal total system utility, then the objective can be denoted as follows:
where the definition domain is D, and
where a = b, and a, ∀b ∈ dom( ρ, h, f , s)}. (23) It is noted that a smaller slot length leads to a better system performance. This is because a finer granularity means a more timely adjustment toward the strategy. However, the sampling frequencies of traffic demand and energy input will rise up accordingly, which are neither effective, nor practical because one cannot get the information with an arbitrarily small degree and the performance boost introduced by a shorter slot length is limited. Moreover, it will increase the computational complexity since the number of variables becomes larger. In reality, considering the above issues, we set the sampling length be 1 hour as in [6] and [9] .
III. OFF-LINE SCHEME AND ON-LINE SCHEME
In this part, we firstly put forward a two-stage off-line scheme, which calculates problem P1 using expected estimation traffic. After that, based on the off-line result ( ρ, h, f , s), we propose an on-line scheme that can dynamically adjust the result according to the available precise data traffic demands in each time slot.
A. TWO-STAGE OFF-LINE ENERGY EFFICIENT SCHEME
Problem P1 is a non-linear optimization problem since it contains non-linear constraints (i.e., Eq. 6). However, due to
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the special structure of the problem, the non-linear constraints can be transferred into the linear ones. We introduce an extra variable, δ n j (t i ), which equals
And Eq. 6 becomes the following equation:
The detailed steps are similar to those in [19] . Using δ n j (t i ), problem P1 is then transformed into the problem with linear and integer constraints.
1) THE TWO-STAGE OFF-LINE ENERGY EFFICIENT SCHEME
In general, problem P1 finds the strategy with the lowest weighted energy consumption, from the set of solutions with the maximal total system utility. We use a two-stage scheme to solve P1 with expected data traffic demands. It is noted that the optimal result counted by proposed scheme is based on expected data traffic. The first stage is to work out the maximal total system utility in T . The objective and constraints are as follows:
subject to constraints (1)- (5), (7)- (10), (13)- (17) and the transformed results of (6) and (12) by (24) . P2 (Eq. 26) and constraints formulates an MILP problem and can be efficiently attacked by many existing solutions (i.e., branch and bound), since it only contains linear and integer constraints. Let τ record the maximal total system utility of P2.
At the second stage, we use τ as a constraint for P3, the objective and related constraints are as follows:
subject to
as well as the related constraints. It is seen that P3 is also an MILP problem. By counting P2 and P3, we can eventually figure out the result for P1 in (22) . This is because constraint (28) of P3 guarantees the result will have the maximal system utility (equals to τ ), and the objective in (27) is to work out the minimum weighted power consumption, which is same as the requirement of (22) in essence. We denote this scheme as off-line scheme since it uses expectation traffic demands. The steps of this scheme are similar to the one in [19] .
2) ANALYSIS ON THE OFF-LINE SCHEME
According to Eq. 11, there is an estimation deviation n j (t i ) between the real data traffic demand and the expected one of REBS n j in t i . Such gap can be any value, therefore n j (t i ) ∈ (−∞, +∞). We denote the positive part of the gap by [ n j (t i )] + :
Let ( ρ * , h * , f * , s * ) denote the energy usage and traffic distribution strategy of P2 when we have the perfect data traffic demand information (we know real demand), and ( ρ , h , f , s ) be the related strategy using the expected data traffic demands. We have the following theorem: Theorem 1: Let τ * be the maximal total system utility of the off-line result with ( ρ * , h * , f * , s * ), τ be the maximal total system utility of the off-line result calculated by ( ρ , h , f , s ) . When implementing the two strategies to deal with the real data traffic, τ * and τ will satisfy the following constraint:
Proof: Because ( ρ * , h * , f * , s * ) is the result of P2 when having perfect data traffic information. Since the proposed off-line result has the maximal total system utility, then τ * is not smaller than τ . Therefore the first inequality holds.
For the second inequality, define a vector d, the elements of which are equal to:
Let τ be the maximal total system utility when the input data traffic demands are d. Therefore,
According to the optimality of P2, τ is the optimal result when the input data traffic demands are d. Because the total data traffic demands gap between d and d is:
Therefore the first inequality of (32) holds. Because the solution space of P2 when input traffic is d, is contained by the solution space of P2 when input traffic is d, therefore, τ ≤ τ and the second inequality of (32) holds. Because of the correctness of (32), as well as the non-negative τ , the second inequality of (30) holds.
B. PROPOSED ON-LINE DYNAMIC ADJUSTING SCHEME
The above off-line scheme will find the optimal solution if one can precisely predict the real data traffic. However, such strategy may not work well if the estimation deviation is notable (i.e., [ n j (t i )] + is large). To deal with this problem, we put forward an on-line dynamic adjusting scheme.
In order to make use of the on-line scheme, we need to figure out the result of the off-line scheme once, before the execution of the on-line scheme for the first time (i.e., at the beginning of t 1 ). Then the on-line scheme will be executed at , from t i to t T :
(34) 
Not to impact the strategy from t i+1 to t T , the following inequalities should be satisfied:
for all α ∈ Z + and 0 ≤ α ≤ T −i. In order to get the maximal available energy, at least one ''='' of (35) should be satisfied. Therefore theorem 2 holds.
Note that Definition 1 and Theorem 2 are only for the REBSs, and it is simple to apply them to the case of Microgrids. We omit such parts due to lack of space.
Denote Choose n max ∈ ava_Node that the system utility is . Let U max be the maximal system utility; Utility = U max , cur_Node = cur_Node ∪ {n max }, 17 ava_Node = ava_Node\ {n max }; maximal system utility U on . After that, the algorithm tries to find the most energy-efficient strategy: we iteratively choose the REBS from the available REBSs (ava_Node), in order to enlarge the set of considered REBSs (cur_Node) in a greedy manner. In each iterative step, we firstly choose the REBS from ava_Node with the most system utility improvements, and add it to cur_Node. Such iteration will stop when current system utility equals U on . After that, the system will figure out the most energy-efficient results (ρ on , h on , f on , s on ), with the constraint of the system utility U on according to cur_Node using Eq.22. At last, B Plan N , B Plan M , and P Plan N will be updated, and (ρ on , h on , f on , s on ) will be given by the on-line result. Line 9 to 17 describe this procedure. From Theorem 2, it can be seen that in each time slot, the available energy for each REBS of the on-line scheme will be equal or greater than
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the one of the off-line scheme, therefore the system utility of the on-line scheme will be at least same as the one of the off-line scheme.
IV. PERFORMANCE EVALUATION
In this section, we examine the performance of the proposal through computer-based simulations. We mainly compare the following schemes: proposed off-line two stage energy efficient scheme with perfect data traffic demand information (Off-line with perfect information), the off-line scheme only with expected data traffic demands (Off-line with expected information), and the off-line scheme combined with online scheme using expected data traffic information (Off-line combined with on-line). The parameters are listed in Table 1 . In order to testify the importance of the long-term optimization, we also examine the performances of Naive scheme (Naive). The Naive idea does not consider saving the energy for future use. In general, Naive idea focuses on system utility as well as keeping weighted energy consumption at a low level. For the Microgrids, in each time slot, they evenly send their maximal available energy to connected REBSs. For each REBS, it firstly calculates its operating status and active subcarriers according to the available energy in each time slot. After that, it employs the procedure like line 6 to 16 in algorithm 1, to figure out the most system utility with the lowest energy consumption. It can be seen that the steps of Naive idea is similar to on-line scheme, and the major difference between Naive idea and on-line scheme is the latter one has guidance of off-line scheme.
As table 1 shows, time slot length is 1 hour. We consider the scenario with 11 REBSs (N = 11), in which there are 2 gateways (F = 2). Each REBS connects to its neighbors by microwave panel or long distance WiFi. The bandwidth of the link connecting two neighboring REBSs is randomly chosen from 80Mbps to 300Mbps, according to the parameters of commercial products. In simulations, we assume these REBSs are macro base stations. Based on the measurement in [9] , we set e 0 = 712.2W, e s = 1.06W and S = 600. The battery capacity is set as 2kW, and we assume the initial energy in battery of each REBS equals the battery capacity. Every 60 subcarriers is regarded as an active unit, which means these subcarriers are simultaneously active or inactive.
In the remainder of this section, we mainly investigate our proposed schemes by two performance metrics, namely total system throughput and weighted energy consumption per megabit. The former is same as the total system utility mentioned in previous sections, and the latter is the quotient of weighted energy consumption in Eq. 22, divided by its associated system throughput in Eq. 19. Topology of the network in the simulations is shown in Fig. 3 . 
A. EFFECT OF THE ESTIMATION ERROR OF DATA TRAFFIC DEMANDS ON SYSTEM THROUGHPUT
Firstly, we study the impact of the estimation error of data traffic demands. For each REBS, we suppose the average energy input is randomly chosen from interval [100W, 300W], and the average expected data traffic demands is randomly chosen from interval [20Mbps, 50Mbps]. 4 demonstrates the change of the total system utility gap between the three schemes and the optimal result (off-line with perfect information), with the estimation error. The X axis denotes the estimation deviation , and
It can be seen that as the estimation deviation increases, the performance of the scheme that only uses the expected traffic will decrease (the gap becomes larger), because the off-line scheme tends to give a worse strategy when such deviation becomes larger. The scheme that combines the off-line and on-line, on the other hand, has a less system utility loss when the estimation error VOLUME 3, NO. 3, SEPTEMBER 2015 is large. The Naive idea is used as a comparison, and its performance is independent with traffic prediction, because it always gets the current-optimal result in a greedy manner. When the total estimation deviation is larger than 600Mbps, the system utility of the off-line result using expected data traffic information will be worse than the Naive idea. From Fig. 5 , the consumed energy per megabit is proportional to the estimation deviation for off-line scheme with expected information. This is because if one only considers the expected data traffic demands, as estimation deviation increases, the system throughput will decrease while the energy consumption remain unchanged. As a comparison, if we combine off-line result with the on-line one, then energy can be used in a more flexible way: when experiencing low traffic, unnecessary subcarriers will be shut down; when the traffic is higher than expectation, we can use the extra energy to activate more subcarriers and/or more REBSs. When is small, the energy efficiency of the off-line with expected information is better than the on-line combined with off-line. This is because the affect of estimation error on performance is not significant when is small: since the off-line scheme can figure out the optimal result, and the extra throughput achieved by on-line scheme will cost much energy, the energy efficiency is therefore unsatisfied. When total is larger than 250Mbps, using expected information cannot guarantee the system throughput and is therefore inefficient. From Fig. 4 and Fig. 5 , the proposed optimal solution can efficiently deal with estimation deviation of the data traffic demands.
B. EFFECT OF TOTAL AVAILABLE ENERGY ON SYSTEM THROUGHPUT AND ENERGY CONSUMPTION
In this part, we vary the input renewable energy and try to observe its impact on system utility and energy efficiency. For each REBS, the real renewable energy input in each time slot is uniformly and randomly chosen from interval [0.5 * average input energy,1. 6 illustrates the change of the system throughput, with the average input rate of the renewable energy of each REBS and Microgrids. As Fig. 6 shows, the total system throughput is in general proportional to the average harvested energy for each scheme, this is because as more energy is available, comparatively longer operating time and more active subcarriers can be supported for each REBS, then more traffic can be delivered to the destination. The estimation error causes a clear performance gap between the off-line with expected information and the optimal result. Note that the performance gap between the on-line scheme and the optimal one is small within the measuring range. Compared with the myopic Naive scheme, the on-line scheme has a better system utility: if the REBS consumes too much energy in current time, the lack of energy in future will potentially reduce its throughput. It is worthwhile to note that when the input renewable energy is more than 450W per each REBS, the throughput keeps at the peak point for the two schemes, this is because before 450W, the bottleneck of the network is the input energy, and after 450W, the input traffic and network capacity become the bottleneck. Such phenomenon reveals the importance of considering both of the two bottlenecks in disaster case. Fig. 6 also provides an interesting result: when average input renewable energy is less than 300W, the off-line with expected information scheme has a larger system utility, after this value, it is outperformed by Naive scheme. As input energy increases, the energy becomes sufficient and the optimal strategy will gradually become the same as the Naive one, which is to pursue the current maximal system utility in each time slot. For the off-line with expectation information, the system utility will not rise even the input energy is high enough, because of the negligence on data estimation error. Fig. 7 demonstrates the energy efficiencies of the four schemes. As the input renewable energy increases, the weighted energy consumption of the four schemes decreases. The main reason is, the constant operating energy consumption will not directly improve system throughput. It is the active subcarriers that collect the data traffic demands contribute to utility. Therefore the larger energy consumption ratio of the active subcarriers, the more efficient such energy can be utilized. It can be seen that the energy efficiency of the Naive idea is worse than the others'. This is because the Naive idea only pursue the current maximal system utility, which leads to an unsatisfied utilization of the input energy. From Fig. 8 , traffic demand is proportional to the total system utility, and the proposed on-line scheme can achieve almost same total system utility as the optimal one. Because of estimation error, there is a clear performance gap between off-line with expected information scheme and the optimal one. The Naive idea has the worst performance among these four schemes. As the data traffic demands increase, the performance gap between the Naive idea and the other three schemes becomes larger. The reason is, when energy input is fixed, the method for utilizing limited energy determines the final result, and such influence will become more prominent as the input data traffic demands increase. Fig. 9 shows the comparison of the consumed power per megabit of the four schemes. It is apparent that the energy efficiency is proportional to input data traffic. When input traffic is low, the major energy is used for the constant operation, which means the system uses a large amount of energy to transmit a small amount of data, and then causes the inefficiency. As input traffic increases, before network capacity reaching saturation, REBS can simply transfer more traffic only at the cost of subcarrier energy consumption, which is much smaller than the constant consumption. This result shows that the more energy used for subcarrier, the better energy efficiency that we can achieve. 
V. CONCLUSION
This paper focuses on the energy-efficient throughputoptimization problem for the Wireless Mesh Networks (WMNs) composed of Renewable Energy-enabled Base Stations (REBSs) in disaster area. In order to provide the maximal system throughput and keep the energy consumption at a low level, we propose an off-line scheme that takes energy-harvesting profile into consideration to achieve the energy-efficient result. We firstly formulates a throughputmaximization problem, then figures out the maximal throughput. Then we figure out the most energy-efficient result while guaranteeing the maximal network throughput. We also propose an on-line scheme, which can dynamically adjust the result of the off-line scheme based on the real traffic VOLUME 3, NO. 3, SEPTEMBER 2015 information. Theoretical and numerical results show that our proposed off-line energy efficient scheme can achieve high system throughput, as well as high energy efficiency when traffic prediction is relative precise, and the on-line scheme can guarantee the system performances even if prediction error is relative large. He has authored over 120 peer-reviewed papers, including many highquality publications in prestigious IEEE journals and conferences. One of his outstanding achievements is Relay-by-Smartphone, which makes it possible to share information among many people using only Wi-Fi functionality of smartphones. His research interests include satellite communications, unmanned aircraft system networks, wireless and mobile networks, ad hoc and sensor networks, green networking, and network security. 
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