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Abstract—With the breakthrough of computational power and
deep neural networks, many areas that we haven’t explore with
various techniques that was researched rigorously in past is
feasible. In this paper, we will walk through possible concepts
to achieve robo-like trading or advising. In order to accomplish
similar level of performance and generality, like a human trader,
our agents learn for themselves to create successful strategies that
lead to the human-level long-term rewards. The learning model
is implemented in Long Short Term Memory (LSTM) recurrent
structures with Reinforcement Learning or Evolution Strategies
acting as agents The robustness and feasibility of the system is
verified on GBPUSD trading.
Keywords—Deep learning, Long Short Term Memory (LSTM),
neural network for finance, recurrent reinforcement learning,
evolution strategies, robo-advisers, robo-traders
I. INTRODUCTION
Many of the machine learning or artificial intelligence
techniques can be trace back as early as the 1950s. Evolv-
ing from the study of pattern recognition and computational
learning theory, researchers explore and study the construction
of algorithms that can learn and predict on data. With the
predictions, researchers came across the idea of of a learning
system that can decide something, that adapts its behavior in
order to maximize a signal from its environment. This was the
creation of a ”hedonistic” learning system.[1] The idea of this
learning system may be viewed as Adaptive Optimal Control,
nowadays we call it reinforcement learning [2]. In order to
accomplish similar level of performance and generality, like a
human, we need to construct and learn the knowledge directly
from raw inputs, such as vision, without any hand-engineered
features, this can be achieved by deep learning of neural
networks. Combining the two, some simply refer it to deep
reinforcement learning, which could create an artificial agent
that is as close as we can to sanely call it true ”artificial
intelligence”.
In this paper, we’ll focus with direct reinforcement or
recurrent reinforcement learning to refer to algorithms that
do not have to learn a value function in order to derive a
policy. Some researchers called policy gradient algorithms in
a Markov Decision Process framework as direct reinforcement
to generally refer to any reinforcement learning algorithm that
does not require learning a value function. Herein, we will
focus on recurrent reinforcement learning. Methods such as
dynamic programming[3], TD Learning[4] or Q-Learning[5]
had been the focus of most modern researches. These method
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attempt to learn a value function. Actor-Critic methods[6],
which is an intermediate between direct reinforcement and
value function methods, in that the ”critic” learns a value
function which is then used to update the parameters of the
”actor”.
Why we chose to focus on recurrent reinforcement learn-
ing? Though much theoretical progress has been made in the
recent years, there had been few public known applications
in the financial world. We as start-ups, quantitative hedge
funds, client driven investment services, wealth management
companies, and most recently robo-advisers, had been focusing
on financial decision making problems to trade on its own.
Within the reinforcement learning community, much atten-
tion is actually given to the question of learning policies
versus learning value functions. The value function approach
as described earlier had dominated the field throughout the
last thirty years. The approach had worked well in many
applications, alpha Go, training a Helicopter to name a few.
However, the value function approach suffers from several
limitations. Q-Learning is in the context of action spaces and
discrete state. In many situations, this will suffer the ”curse
of dimensionality” When Q-Learning is extended to function
approximators, researchers had shown it fail to converge using
a simple Markov Decision Process. Brittleness which means
small change in the value function can produce large changes
in the policy. In the trading signal world, the data can be
in presence of large amounts of noise and nonstationarity in
the datasets, which could cause severe problems for a value
function approach.
Recurrent reinforcement learning can provide immediate
feedback to optimize the strategy, ability to produce real valued
actions or weights naturally without resorting to the discretiza-
tion necessary for value function approach. There are other
portfolio optimization techniques such as evolution strategies
and linear matrix inequilities which relies on predicting the
covariance matrix and optimize. For all optimization problems
or in reinforcement learning set up, we need an objective,
and such objective can be formulated in terms of risk or
rewards. Moody et al.[7] shown that how differential forms
of the Sharpe Ratio and Downside Deviation Ratio can be
formulated to enable efficient on-line learning with recurrent
reinforcement learning, Lu[8] had shown using Linear Matrix
Inequilities can beat the risk free rate, and Deng et al.[9]
had shown max return can be used as objective in recurrent
reinforcement learning as well as using deep learning trans-
formations to initialize the features.
To extend the recurrent structure, we’ll further discuss in
this paper how the back propagation through time method
is exploited to unfold the recurrent neural network as a
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series of time-dependent stacks without feedback. As discuss
in [9], gradient vanishing issue is inevitably true in these
structures. This was because the unfolded neural networks
exhibits extremely deep structures on the feature learning
and also the time expansion parts. We introduce the Long
Short Term Memory (LSTM) to handle this deficiency. We
will discuss the characteristics of LSTM as well as thoughts
and techniques such as Dropouts [10] to test. This strategy
provides a chance to forecast the final objective and improve
the learning efficiency.
The recurrent reinforcement learner requires to optimize
the objective through gradient ascent. In this paper, we will
also explore literature in Evolution Strategies [11] and Nelder-
Mead method [12] as to search for the gradient or so called
direct search or derivative-free methods.
Finally, the Trading Systems will be tested among S&P
500, EURUSD, and commodity futures market. The remaining
parts of this part are organized as follows. Section II, we will
walk through how we construct the trading agents, Section
III reveals how we construct the recurrent layers in plain
recurrent and LSTM. Additionally, how dropouts can affect the
training and reduce gradient vanishing issues. Section IV, we
will talk about gradient ascent, evolution strategies and Helder-
Mead Methods. Section V, we will detail the test results and
comparison of methods listed in Section II to IV. Section VI
concludes his paper and provides thoughts on future directions.
II. RECURRENT REINFORCEMENT LEARNING
To demonstrate the feasibility of agents that trades, we
consider agents that trade fixed position size on a single secu-
rity. The methods described here can be generalized to more
sophisticated agents that trades or optimize a portfolio, trades
varying quantities of a security, allocate assets continuously or
manage multiple asset portfolios. We’ll discuss this further in
separate sessions. See [13] for some initial discussions.
Intuitively, we find a objective function so that the agent
knows what we are trying to maximize or minimize. Most
modern fund managers attempt to maximize risk-adjusted re-
turn using the Sharpe Ratio, as suggested by modern portfolio
theory. The Sharpe Ratio is define as follows[14]:
ST =
Average(Rt)
StandardDeviation(Rt)
=
E[Rt]√
E[Rt
2]− (E[Rt])2
(1)
where Rt is the return on investment for trading period t
and E[.] denotes the expectation. In modern portfolio theory,
higher Sharpe Ratio rewards investment strategies that rely
on less volatile trends to make a profit. As discussed earlier,
there are other functions or ratios we can use, however for
ease of demonstration purposes we will use Sharpe Ratio and
Downside Deviation Ratio in this article.
Next step we need to define how a agent would trade.
The trader would take a long, neutral or a short position.
A long position is entering a purchase of some quantity of
a security, while a short position is triggered by selling the
security. Herein, we will follow mostly the notation in [7][15]
for the ease of explaining and reconciliation. Let’s define
Ft ∈ [−1, 0.1] represents the trading positions at time t. A
long position when Ft > 0. In this case, the trader buys the
security at price Pt, and hopes that the prices goes up on period
t+1. A short position is when Ft < 0. In this case, the trader
short sale (borrow to sell) the security at price Pt, and hopes
that the prices goes down on period t+1 so that trader can buy
it back to return the security that it borrowed. Intuitively, one
can use a Tanh function to represent this set up since it’s goes
from -1 to 1.
We define the trader function in a simple form of:
Ft = tanh(w
Txt) (2)
where xt = [rt−m+1, ...rt] and the return rt = pt− pt−1 Note
that the trader function can also add in a bias term b and the last
trading decision with parameter u to add into the regression.
The latest trading decision with parameter can discourage the
agent to frequently change the trading positions and to avoid
huge transaction costs. We can then rewrote the equation to
Ft = tanh(w
Txt + b+ uFt−1) (3)
Adding the number of shares as s with transaction cost c,
we can then write the return at time t as
Rt = s(Ft−1rt − c|Ft − Ft−1|) (4)
With the above elements set up, we can now try to
maximize the Sharpe Ratio using Gradient Ascent or other
methods which we’ll discuss further in Section IV to the find
the optimal weights for the agent to use. Again let’s think
through given trading system model Ft, the goal is to adjust
the parameter or weights w in order to maximize ST . We can
write the weights as follows:
wt = wt−1 + ρ
dSt
dwt
= wt−1 + ∆w (5)
where wt is any weight of the network at time t, Stis the
measure we’d like to maximize or minimize, and ρ is an
adjustable learning rate.
Examining the derivatives of ST or gradient with respect
to the weight w over a sequence of T periods is:
dST
dw
=
T∑
t=1
dST
dRt
{
dRt
dFt
dFt
dw
+
dRt
dFt−1
dFt−1
dw
}
(6)
The trader can then be optimized in batch mode by repeatingly
compute the value of ST on forward passes through the data
with:
dRt
dFt
= −scsign(Ft = Ft−1) (7)
dRt
dFt−1
= rt + scsign(Ft = Ft−1) (8)
dFt
dw
=
∂Ft
∂w
+
∂Ft
∂Ft−1
dFt−1
dw
(9)
Due to the inherent recurrence, the quantitites dFt/dw are total
derivatives that depend upon the entire sequence of previous
time periods. In other words, dFt/dw is recurrent and depends
on all previous values. Though it does slow down the gradient
ascent but due to modern computational power and range of
samples, it does not present insuperable burden. To correctly
compute and optimize these total derivatives, we can deploy
a similar bootstrap method as in Back-Propagation Through
Time(BPTT)[16]. Alternatively, one can use a simple on-line
stochastic optimization by consider only the term in (6) that
depends on the most recent realized return Rt during a forward
pass through the data. The equation in (6) becomes:
dSt
dw
≈
T∑
t=1
dSt
dRt
{
dRt
dFt
dFt
dw
+
dRt
dFt−1
dFt−1
dw
}
(10)
Such an algorithm performs a stochastic optimization or effec-
tively making the algorithm a stochastic gradient ascent. As we
previously mentioned, there are other methods to maximize the
objective function. We’ll discuss that further in section IV.
We also tested the weight decay variant of the gradient
ascent learning algorithm as described in [15] to verify the
performance. Using the weight decay, (5) becomes:
wt = wt−1 + ρ
dSt
dwt
− νwt=−1 = wt−1(1− ν) + ∆w (11)
where ν is the co-efficient of weight decay. Adding the weight
decay improves neutral network performance based on the
fact that smaller weights will have less tendency to over-
fit the noise in the data. Similar to the findings in [15], the
weight decay will not help single layer neural networks since
it’s theoretically for the purpose to simplify the rule learned
by the neural network and prevent the neural network from
memorizing noise in the data. The next section will introduce
the deep learning transformation and dropouts to better fine
tune the performance.
Although Sharpe ratio is the most widely used risk-adjusted
metric, it provides rankings that it is counter-intuitive investors’
sense of risk because the use of variance or R2t as risk
measure does not distinguish between upside and downside
risk, therefore penalize both large positive or negative returns.
To most investors, the risk refers to returns in a portfolio that
decreases its profitability. In this paper, we will experiment
both signals with recurrent neural network and downside
deviation ratio to protect downside risk.
Similar to equation (1), we can define downside deviation
ratio as follows:
DT =
Average(Rt)
DDT
=
E[Rt]√
E[min[Rt, 0]2]
(12)
Equation (5) becomes
wt = wt−1 + ρ
dDt
dwt
= wt−1 + ∆w (13)
Computationally, it will be easier if 0 here is described as
a very small number. We will check the performance of
downside deviation ratio and Sharpe ratio in Section V.
III. LSTM FOR INFORMATIVE FEATURE LEARNING
To further this research, we attempt to find efficient algo-
rithms that takes the decision objective into account when esti-
mating either the covariance matrix [17] or the features [9]. As
an example of the former, the Directed Principal Component
Analysis [17] is stated for estimating the covariance matrix
with the decision objective in mind. Such method is useful
for portfolio estimations and predictions. The latter, which we
attempt to use a deep neural network transformation or a fuzzy
learning method to help understand the signals we feed into
the recurrent reinforcement learning structure[9]. Herein, we
will explore using Long Short Term Memory.
We implemented LSTM(Long Short Term Memory) [18]
to understand and dynamically sense the market condition and
use it for informative feature learning. In theory, the appeals
of Recurrent Neural Networks is the idea that they might be
able to connect previous information to the present task we
are aiming to achieve. Unfortunately, in practice, it is possible
for the gap between the relevant information and point where
it is needed become very large. As the gap grows, RNNs
become unable to learn to connect the information [19]. LSTM
was first introduced in 1997 [18] to resolve the difficulties
to model long sequences. The fundamental issue was that
gradients propagated over many stages tend to either vanish
or explode. In a traditional recurrent neural network, during
the gradient back-propagation phase, the gradient signal can
end up being multiplied by humongous times perhaps as many
times as of the timesteps by the weight matrix associated with
the connections between the neurons of the recurrent hidden
layer. In other words, the magnitude of weights in the transition
matrix can have a large impact on the learning process. If the
weights in this matrix are small it leads to vanishing gradients
where the gradient signal gets so small that learning either
becomes very slow or stops working altogether. In defiance
of this, if the weights in this matrix are large where the
gradient signal is large, where we often refer this as exploding
gradients.
Previously, we talked about the issues based on a recurrent
neural network. These issues are the main motivation behind
the LSTM model which introduces a new structure called a
memory cell. A memory cell is built with four main elements:
an input gate, a neuron with a self-recurrent connection, a
forget gate and an output gate. The self-recurrent connection
ensure the state of a memory cell can remain constant from
one timestep to another. The input gate allows incoming signal
to alter the state of the memory cell or block it. The output
gate can allow the state of the memory cell to have an effect
on other neurons or prevent it. Finally, the forget gate can
modulate the memory cells self-recurrent connection, allowing
the cell to remember or forget its previous state, as needed. We
may wonder why does a LSTM have a forget gate when their
purpose is to link distant occurrences to a final output. When
we are analyzing a time series and comes to the end of it, for
example, you may have no reason to believe that the next time
instance has any relationship to the previous, and therefore the
memory cell should be set to zero before the next instance.
In Figure 1, we can see how gates work, with straight lines
representing closed gates and open circles representing open
gates. The lines and circles running horizontal up the hidden
layer are the forget gates.
With the concept in mind, let’s walk through the mathe-
matical expressions. We’ll try to use the notations as simple as
possible here to explain. Please see [20] for further readings
and detailed discussions. Note that the notation used in this
section is not the same representation if any overlap as in
Section II. Here xt is the input vector at time t, ht is the hidden
layer vector, the W are input weight matrices and U are the
recurrent weight matrices and b are bias vectors. Functions
Fig. 1: Example of a LSTM Recurrent Neural Network
σ, m, and n are point-wise non-linear activation functions.
Logistic sigmoid ( 11+e−x ) is used for activation functions of
the gates or σ and hyperbolic tangent tanh is used as the
block input and out activation functions (m, n). Finally, the
point-wise multiplication of two vectors is denoted with 
We can write the expressions as follows:
block input : yt = m(Wyx
t + Uyh
t−1 + by) (14)
input gate : it = σ(Wix
t + Uih
t−1 + bi) (15)
forget gate : f t = σ(Wfx
t + Ufh
t−1 + bf ) (16)
cell internal state : ct = it  yt + f t  ct−1 (17)
output gate : ot = σ(Wox
t + Uoh
t−1 + bo) (18)
block output : zt = ot  n(ct) (19)
There are other variant of LSTM one can explore such as
LSTM with peepholes [21] and more recently Associative
LSTM [22]. We chose LSTM with forget gates as it is a simple
yet commonly used LSTM configuration and fits our purpose.
LSTM recurrent neural networks contain various non-
linear hidden layers and this makes them very expressive
and can learn complicated relationships between their inputs
and outputs. However, the complicated relationships will be
result of sampling noise, so they will exists in the training
set but not in the real data even if it’s drawn from the same
distribution. As explained in [23], this leads to overfitting.
One of the regularization techniques called Dropout is to
address this issue. It will prevent overfitting and provides a
way to combine many different neural network architectures
efficiently. Interestingly, it turns out that Dropouts will not
work well with RNNs and LSTMs unless apply it correctly.
[24] showed us how to correctly applied dropouts to LSTM.
The main idea is to apply the dropout operator only to the
non-recurrent layer. Figure 2. shows the dropouts only applies
to the dash arrows but not the solid arrows.
Mathematically, let’s assume the equation in (17) has total
L Layers in our deep LSTM. The block output becomes ztL. z
t
l
is a hidden state in layer l in timestep t.The deterministic state
transition is a function RNN: ztl−1, z
t−1
l → ztl where D is the
dropout operation that sets a random subset of its argument
to zero, D(ztl−1). An input of a dropout is normally a float
between 0 and 1. where we define the percentage of the units
to drop for the linear transformation of the inputs.
Fig. 2: Example of applying Dropouts on LSTM
To utilize the benefits of recurrent neural networks, we
incorporated LSTM and dropout to tackle the challenges in
a recurrent neural network. This is our step 2 to create
artificial agents that can achieve a similar level of performance
and generality. In this section, we created feature learning
framework to construct informative feature representation for
the agent to consume. In the next section, we will swim back to
the reinforcement learning to fathom methodologies on solving
for the weights based on our objectives.
IV. REVIEW OF GRADIENT ASCENT, EVOLUTION
STRATEGIES, AND OTHER GRADIENT SEARCH
In the finance world, being able to explain and interpret
intuitively on the assumptions and models we deployed are
equally important as the effectiveness and complexity of the
model itself. We discussed Gradient Ascent thoroughly in
finding the optimal Sharpe Ratio in Section II. In this section,
we will explore other methodologies which are more closer to
”Black-box” Optimization. The motivation behind these type
of methods is that many real world optimization problems are
too complex to model directly. Numerous algorithms in this
area have been developed and applied in the past thirty years
and in many cases providing near optimal solutions to extreme
complicated tasks. Heuristic methods, which is any approach
to problem solving, learning, or discovery that employs a
practical method not guaranteed to be optimal or perfect, but
sufficient for the immediate goals. When finding an optimal
solution is impossible or impractical, heuristic methods can be
used to speed up the process of finding a satisfactory solution.
At times, the near-infeasibility of achieving globally optimal
solutions requires a fair amount of heuristics in black-box
algorithms, therefore, this may results in sometimes imme-
diately seeing high-performance with methods that perhaps
intuitively hard to explain. Though in this paper, we presented
only agent based trading limited to a single asset, we studied
these methods to prepare for later extension in portfolio
optimization.
The problem of black-box optimization had evolved to
a wide variety of approaches. A first class of method is
Nelder-Mead [25] which was presented back in 1965, this
was inspired by classic optimization methods, such as simplex
methods. More Heuristic methods as previously mentioned are
inspired by natural evolution. These are a class of stochastic
optimization and adaptation techniques and had been devel-
oped from the early 1950s on. Including a broad class of
genetic algorithms dierential evolution, estimation of distribu-
tion algorithms, particle swarm optimization [26], the cross-
entropy method [27], covariance matrix adaptation evolution
strategy CMA-ES [28], which is considered by many to be
the ”industry standard” of evolutionary computation, Natural
Evolution Strategies, and Evolino[29].
In optimization, a problem is typically specied by a set
of n parameters x1, ...xn and an objective function f , which
is also called a tness function in the context of evolutionary
algorithms. The goal of the optimization process is to nd a
set of n variables w1, ...wn such that the objective function is
optimized. Without loss of generality, it is sufcient to consider
only minimization tasks, since maximizing f is equivalent to
minimizing −f . This will be useful in actual implementation
in various optimization libraries in Python, Matlab or R.
Each of the evolutionary algorithm we mentioned above
is designed with a different methodology. Despite their dif-
ferences, all evolutionary algorithms are heuristic population-
based search procedures that incorporate random variation and
selection. In each iteration i, also called a generation, an
evolutionary algorithm typically generates λ offspring from
µ parents. Every offspring is generated by copying a parent
and adding a mutation vector z to the parents parameters x. In
evolutionary programming and evolution strategies, all compo-
nents of z are typically Gaussian-distributed with mean zero
and standard deviation. The standard deviation is also called
the step size. By evaluating the objective function, evolutionary
algorithms assign a tness value to each offspring and select
offspring as parents for the next iteration(generation).A very
important feature of evolutionary programming and evolution
strategies is their ability to self-adapt the step size.It is very
common for both evolutionary programming and evolution
strategies to perform self-adaptation by considering standard
deviation at iteration i as an additional parameter.
The Evolution Strategies, culminating with CMA-ES, were
design to cope with high-dimensional continuous-valued do-
mains. The algorithm framework has been developed exten-
sively over the years to include self-adaptation of the search
parameters, and the representation of correlated mutations
by the use of a full covariance matrix. This allowed the
framework to capture interrelated dependencies by exploit-
ing the covariances while mutating individuals for the next
generation. While evolution strategies prove to be an eective
framework for black-box optimization, their ad hoc procedures
remain heuristic in nature. Many literature had prove that to
thoroughly analyzing the actual dynamics of the procedure
turns out to be difficult[11][30]
Natural Evolution Strategies (NES)[31] are evolution-
strategy inspired blackbox optimization algorithms, which in-
stead of maintaining a population of search points, it is iter-
atively updating a search distribution. These type of method-
ology used natural gradient to update search distribution in
the direction of higher expected fitness. Like CMA-ES, they
can be cast into the framework of evolution strategies. Natural
evolution strategies has been successfully applied to black box
optimization [28], as well as for the training of the recurrent
weights in recurrent neural networks [29].
We are particularly interested in training Recurrent Neural
Networks with Evolino. Evolino calculates weights to the
nonlinear, and hidden nodes while computing optimal linear
mapping from hidden state to output. We will compare against
linear matrix inequilities [8] [32] in optimization of portfolio
optimization in future works.
We quickly reviewed the optimization methods, it is opti-
mal for us initially to use Gradient Ascent as described in
section I. It is easier for us to explain and implement as
an agent based reinforcement learning model. Nevertheless,
it is feasible to implement using evolution strategies for more
complex and multi-asset optimization.
V. EMPIRICAL RESULTS
This section displays our empirical results for three prob-
lems we are trying to solve. One is how will the biased term
b in equation (3) affect the transaction frequency, transaction
cost, and profit. While maybe hedge funds may apply frequent
trading strategies, many passive funds, alternative investment
management funds, and individual investors may require fewer
transaction frequencies. This is can be easily achieved by our
robo-traders. Two is the performance between recurrent neural
network versus the LSTM recurrent neural network. Last but
not least, we will experiment not only maximizing downside
deviation ratio and also feed in signals where the time series is
consistently trending down and volatile signals to experiment
protecting the down side of the investment. We’ll also compare
the performance for using Downside Deviation Ratio vs the
Sharpe Ratio. These FX simulations demonstrate the ability of
the Recurrent Reinforcement Learning algorithm to discover
structure in a real world financial price series. Our goal is to
find optimal solutions with few manual parameter tuning and
can optimize performance regarding any trading period.
To set up the experiment, it is implemented in Python with
Pandas, Numpy, Sklearn, Keras and Tensorflow library. We
take 2000 data points from US Dollar/British Pound price
series, we used 1000 30 minutes interval price points from
1/6/17 to 2/3/17 as training set and again take 1000 30 minutes
interval price points from 2/3/17 to 3/6/17 as test set. Looking
back at equation (4), the first term of sFt−1rt is the return
from the investment decision from period t-1. For example, if
s = 10 shares, the decision made by the trader is to buy half
the maximum allowed and each share increased by rt=2. This
term would then be 10, which is the total return profit ignoring
the transaction cost occurred during period t. The F term can
be long, short or neutral or mathematically expressed as [-1,1]
The chosen robo-trader we used in this experiment will
be using LSTM along with Recurrent Reinforcement Learning
with 55 percent dropout and continuous 200 data points of
forecasting. We will further discuss in the second problem
LSTM Recurrent Reinforcement Learning versus Recurrent
Reinforcement Leanring. We set the biased term one with b=1
and one with b=5. Comparing the biased term b=5 versus b=1,
we can quickly notice that b=5 will results in less frequent
transaction with less transaction cost resulting higher return
during testing.
Figure 3. shows how Sharpe Ratio evolve through training,
setting Epochs at 1000 times. Results of our various test
runs that the optimized Sharpe Ratio increases as Epoch
times increases. Intuitively, though it is easy to argue setting
Epoch times extreme large to increase the final Sharpe Ratio
may provide incremental performance, however our empirical
results shows the performance or total profit in our test sets
does not increase dramatically in the large epoch times case.
Fig. 3: Sharpe Ratio through training
The top panel of figure 4. shows the training set price
of USDGBP from 1/6/17 to 2/3/17. The second panel shows
trading signal produced by the trading system in training, and
the third panel displays the profit and loss for the weights based
on training. As we optimize the weights, the profit for training
will gradually increase through out the training period.
Fig. 4: Training b = 1 - LSTM
Similarly set up, the top panel of figure 5 shows the test
set price of USDGBP from 2/3/17 to 3/6/17. The second panel
shows trading signal produced by the trading system, and the
bottom panel shows the profit and loss based on the initial
weights vs trained weights. The performance for optimized
weight with b=1 is actually worse than initial weights set up.
Figure 6. and 7. are the repeated training and testing for
figure 4. and 5., respectively setting biased term to 5. As we
can see in figure 5 and figure 7, with b set as 1 it’s trading
on an average of 6 hours per transaction while on with b
set as 5, it’s an average of 70 hours per transaction, which
significantly reduce the transaction cost, therefore achieve
better performance.
Fig. 5: Prediction b = 1 - LSTM
Fig. 6: Training b = 5 - LSTM
Fig. 7: Prediction b = 5 - LSTM
Second problem we would like to tackle is the performance
between our LSTM Recurrent Reinforcement Learning trader
vs Recurrent Reinforcement Learning trader. Comparing figure
8 versus figure 7, we can see our LSTM trader provides better
performance with higher end total profit.
Fig. 8: Prediction b = 5 RRL
Lastly, the test for testing Downside Deviation Ratio.
Figure 9. shows DDR training with Figure 10. showing the
performance, which can be compared with Figure 7.
Fig. 9: DDR through training
Fig. 10: DDR b=5 -LSTM
As we can observe, the robo-trader that were trained to
maximize Downside Deviation Ratio has less loss or draw-
downs then those maximized by Sharpe Ratio. We find that
both robo-traders where successful in discovering profitable
strategies, and that their learned behaviors exhibit risk-avoiding
characteristics where benefits in a volatile market.
Though we aimed to pick a period in testing where exist
low volatility and high volatility, in a real time trading system
running 24 hours a day, it may suffer additional penalties when
trying to trade during off-peak or low liquidity trading periods.
An accurate test of this trading system would require live
trading with a broker or directly through the interbank FX
market with bid and ask price in order to verify real time
transactable prices and profitability.
VI. CONCLUSION
Like a human, our agents learn for themselves to achieve
successful strategies that lead to the greatest long-term re-
wards. This paradigm of learning by trial-and-error, solely
from rewards or punishments, is known as reinforcement
learning (RL). Also like a human, our agents construct and
learn their own knowledge directly from raw inputs, such
as computer vision, without any hand or manual engineered
features or domain heuristics. This is achieved by deep learning
of neural networks. DeepMind had pioneered the combination
of these approaches - deep reinforcement learning - to create
the first artificial agents to achieve human-level performance
in Alpha Go. There are many areas one can explore for deep
learning and LSTM recurrent neural networks, areas such
as prediction based models, classification based models and
unsupervised learning. Our goal was to simply have AI to
trade itself with downside protection and as few tweaks on
the parameters as possible. With deep learning and recurrent
networks we can explore feeding additional features such as
volume, or interest rate, credit default swap spread and also
provide multi-asset trading.
The empirical results presented controlled experiments
using FX data with skewed returns distributions as a successful
USDGBP trading agent. We’ve also shown that we can achieve
downside protection with downside deviation ratio and feeding
signals.This will help investors risk management when market
sentiment is pessimistic. For passive investors, our results
suggest that long periodic strategy is feasible and can be used
to combine with stock or other assets picking strategies.
The opportunities herein presented a powerful true robo-
trading techniques where as few human intervene as possible.
Though there are some parameters that would need careful
selection future work included automating these type of de-
pendencies with possible multi-asset strategies and real time
trading mentioned throughout our discussions.
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