Abstract { The use of mathematical morphology in low and mid-level image processing and computer vision applications has allowed the development of a class of techniques for analyzing shape information in monochrome images. In this paper these techniques are extended to color images. We investigate two approaches for \color morphology": a vector approach, in which color vectors are ranked using a multivariate ranking concept known as reduced ordering, and a component-wise approach, in which grayscale morphological operations are applied to each of the three color component images independently. New vector morphological ltering operations are de ned, and a set-theoretic analysis of these vector operations is presented. We also present experimental results comparing the performance of the vector approach and the component-wise approach for two applications: multiscale color image analysis and noise suppression in color images.
INTRODUCTION
Mathematical morphology has been shown to be useful for the processing and analysis of binary and grayscale images 1, 2, 3] . Morphological ltering of an image involves transforming the image into another image using a function or set, known as the structuring element, which acts as a probe sensitive to geometrical information. Geometrical features of the image that are similar in shape and size to the structuring element are preserved, while other features are extracted or suppressed. Morphology has been used to perform noise suppression, texture analysis, shape analysis, edge detection, skeletonization, and multiscale ltering for applications such as medical imaging, geological image processing, automated industrial inspection, image compression, and ECG signal analysis 1, 4, 5, 6, 7, 8, 9, 10, 11] . In this paper we discuss the extension of mathematical morphology to color imagery.
Many techniques developed for use with monochrome images can be extended to color imagery by applying the algorithm to each of the color component images separately. An important question arises: Is component-wise spatial ltering su cient? Algorithms that exploit spectral correlations could provide better performance and be more computationally e cient. For example, several authors have addressed this issue and proposed linear least-squares and minimum mean-square error restoration algorithms developed speci cally for multispectral images 12, 13, 14, 15, 16, 17] . A general framework for linear ltering of multichannel signals in the frequency domain was presented in 18].
Several nonlinear ltering algorithms for multispectral image enhancement have been proposed 19, 20, 21] . These algorithms are based on the concept of ranking multivariate data 22]. In 19] the vector median lter was developed as an extension of the median lter for scalar-valued signals.
The vector median lter examines each pixel of a color image as a vector, rather than individual scalar components. The vector median of a collection of vectors is the vector from the collection which has the minimum aggregate distance from all other vectors in the collection 19, 22] . The output of the vector median lter at a given pixel of a color image is the vector median of the color vectors inside the lter window.
In 20] a class of ranked-order based lters for multichannel images was presented. At each pixel, a region of con dence is determined based on the order statistics of the vectors at neighboring pixels.
If the vector at the given pixel does not lie inside this region of con dence, then it is assumed to be an outlier, and it is replaced by the vector in the region of con dence which is at a minimum distance. Thus, these ranked-order vector lters remove \atypical" samples, which makes them suitable for noise suppression in color images.
Vector directional lters for multichannel image processing were introduced in 21]. These lters process vector-valued signals in two steps. First, vectors are processed based on direction, or angle, resulting in the removal of vectors with atypical directions. Then, magnitude processing is performed using any classical grayscale image processing lter.
In this paper we describe new approaches for applying mathematical morphology to color images. We introduce new vector morphological lters which are based on vector ranking concepts 22, 23] , and present a set-theoretic analysis relative to these vector operations. We compare the performance of the vector morphological lters and component-wise morphological lters for the applications of multiscale image analysis and noise suppression.
MATHEMATICAL MORPHOLOGY
Mathematical morphology is based on set theory. A morphological operation de ned on a binary image is referred to as binary morphology. This involves representing the image as a set X R 2 or Z 2 (depending on whether the image is de ned on a discrete or continuous lattice|an image de ned on a discrete lattice will be referred to as a discrete-space image and an image de ned on a continuous lattice will be referred to as a continuous-space image), where R is the set of real numbers and Z is the set of integers. Points in the image foreground are members of X and points in the background are members of the complement of X , designated X c . The image is transformed by another set, known as the structuring element. The shape and size of the structuring element determine the resultant image 1, 2, 3, 24, 25, 26] .
There are four basic binary morphological operations: dilation, erosion, opening, and closing, represented by the symbols , , , and , respectively. The four operations are de ned as follows: X H = f(x; y) : H (x;y) \ X 6 = ;g (1) X H = f(x; y) : H (x;y) X g (2) X H = (X H ) H ff(x + r; y + s) ? h(r; s)g (6) f h = (f h) h (7) f h = (f h) h (8) where supfg and inffg denote the supremum and in mum operators, respectively, and H R 
COLOR MORPHOLOGY
The extension of mathematical morphology to color images is not straightforward. In 27] Serra discusses the generalization of morphology to its most basic elements, and concludes that the axioms can be reduced to three key ideas: an order relationship (for example, set inclusion for binary morphology), a supremum or an in mum pertaining to that order, and the possibility of admitting an in nity of operands. The rst two of these, the order relationship and the supremum (or in mum), are missing in color images, because there is no unambiguous way to order two or more colors. The fact that these fundamental concepts of morphology do not apply to color images makes it di cult to de ne \color morphology". However, it is possible that some of the techniques can be extended to color images. To illustrate this problem, the test image shown on the left in Figure 1 was opened using a component-wise morphological lter with a 15 15 square structuring element. 2 The output of the opening lter is shown on the right in Figure 1 . In the opened image the two smallest squares have changed hue. This e ect would be unacceptable for many applications. For example, in object recognition color and shape both play important roles. If the component-wise lter is applied to a color image as a step in object recognition, then the e ect shown in Figure 1 , in which the spectral composition of image objects has been altered, may produce errors in further processing of the color image obtained from the lter.
A di erent way to examine the problem of color morphology is to treat the color at each pixel as a vector. To motivate this approach, consider a color image with only two colors, representing an object and a background region. Let f be a color image which consists of the two colors f 1 = 1 See Appendix A for a discussion of color images and the color space conversions used in this paper. 2 Due to the prohibitive cost of color printing and the inherent distortions associated with the halftone printing process, only luminance images will be shown in this paper. The corresponding color images will be made available via anonymous ftp to skynet.ecn.purdue.edu (Internet address 128. 46 .154.48) in the directory /pub/dist/delp/colormorph. . One way to analyze geometrical features of this image, which is perhaps more natural than the component-wise approach, is to view the pixels which represent the object as a set, and the pixels which represent the background as the complement of this set, as is done with a binary image. The justi cation for this approach is that both binary images and two-color color images represent scenes with two regions, and the geometrical information in both cases is determined by which pixels belong to the object and which belong to the background. Thus, we de ne the sets X and X c as X = f(x; y) : f(x; y) = f 1 g (10) X c = f(x; y) : f(x; y) = f 2 g (11) In this case color dilation, erosion, opening, and closing would be de ned the same way as binary dilation, erosion, opening, and closing, with X as the image foreground and X c as the background.
In this vector approach the data at each pixel in the ltered image represent either an object pixel or a background pixel, rather than, for example, the red component from the object and the blue and green components from the background, as is possible with the component-wise approach.
To extend the vector approach to color images with more than two colors, it is necessary to de ne an order relation which orders the colors as vectors, rather than ordering the individual components. This will be done using reduced ordering. In reduced ordering each multivariate observation is reduced to a single value, which is a function of the component values for that observation, with the multivariate samples ranked according to this single value 22]. To illustrate this type of ordering, let x 1 ; x 2 ; : : : ; x n be a collection of multivariate samples, where each x i is a vector in R p . The n samples are to be ordered using a reduced ordering scheme. The rst step is to map each x i to a scalar value x (1) x (2) x (n) (12) where x (r) is the vector with corresponding scalar value d (r) , and d (r) is the rth smallest element of the set fd 1 ; d 2 ; : : : ; d n g.
We now use reduced ordering as described above Often the metric used to perform reduced ordering is some type of distance metric 22]. The output of the vector lter will depend not only on the input image and the structuring element, but also on the scalar-valued function used to perform the reduced ordering. For many image processing applications it might make sense to use a characteristic of the human visual system, such as luminance, as a metric for reduced ordering. We investigate di erent choices for the scalarvalued function in later sections of the paper.
Since mathematical morphology is based on set theory, it is important to investigate the new vector morphological operators de ned above in terms of set operations. Serra discusses the need to analyze grayscale morphological operations not only in terms of transformations of grayscale functions, but also in terms of set transformations on the cross sections of those grayscale functions 1]. In fact, grayscale morphology was originally developed by representing functions as sets, using either cross sections or the umbra representation of a function, and applying binary morphological operations to those sets 1]. Similarly, if we de ne the concept of cross-sections of a color image, then vector morphological operations can be analyzed in terms of set transformations on these cross-sections.
We rst review the set-theoretic analysis of FSP morphological operations for grayscale images.
For a grayscale image f (discrete-space or continuous-space) the set X t (f) = f(x; y) 2 D : f (x; y) tg; t 2 V (19) where V R or Z is the range of the function f , is known as the cross section of f at level t 1, 3] . If the function f is upper semi-continuous then the image can be reconstructed from its cross sections by f (x; y) = supft 2 V : (x; y) 2 X t (f)g (20) The following equations show the relationship between grayscale dilation and erosion of the image f by the set H and binary dilation and erosion of the cross sections of f by H 3]: the set H .
To derive analogous equations relating vector morphological operations to binary morphological operations, we propose the following de nition for cross sections of a color image: The set
is the cross section of the color image f at level t with respect to the function d : R 3 ! R. Reconstruction of a color image f from its cross sections is possible only if each value of d has a unique color vector associated with it. In this case, reconstruction of f is given by d(f (x; y)) = supft 2 V : (x; y) 2 X t (f)g (24) Then, f(x; y) is the color vector corresponding to d(f (x; y)).
The following proposition relates the vector operations of Equations 13 through 18 to the operations of binary morphology.
Proposition 1 Subject to the constraints (f v H )(x; y) 2 ff(r; s) : (r; s) 2 H (x;y) g (25) and (f v H )(x; y) 2 ff(r; s) : (r; s) 2 H (x;y) g (26) the following equations provide necessary and su cient conditions for the vector dilation and erosion of f to be equivalent to binary dilations and erosions of the cross-sections of f : (27) and (28) Proof. First, we assume that X t (f v H ) = X t (f) H and prove the right-hand side of Equation 27 . Using this assumption, we have f(x; y) : d((f v H )(x; y)) tg = f(x; y) : H (x;y) \ X t (f) 6 = ;g (29) = f(x; y) : 9(r; s) 2 H (x;y) 3 d(f (r; s)) tg (30) Hence, In the following sections we investigate the use of the component-wise and vector morphological lters for multiscale image analysis and noise suppression. We present experimental results comparing the performance of the two types of lters.
MULTISCALE IMAGE ANALYSIS
The representation of image objects at multiple scales is important in many computer vision and This terminology is taken from the computer vision literature 28, 29] . It should be noted that this is di erent from the terminology used in the signal processing literature 30], in which ltering a signal to change its frequency content a ects the resolution of the signal and changing the sampling rate (for a discrete-time signal) a ects the scale of the signal.
First, in analyzing an image for computer vision applications, the appearance of an object in the image depends not only on the properties of the object itself, but also on the resolution of the image.
Since it is often not possible to de ne a priori an optimal resolution for analyzing images, scalespace methods and multiscale representations have been proposed for computer vision problems, such as stereo matching, object recognition, and image segmentation 31, 32, 33, 34, 29, 35] .
Multiresolution image representations are also important because of their usefulness in the area of image coding 36, 37, 38, 10]. In a multiresolution representation the lowest resolution image can be encoded at a low bit rate because it contains a much smaller number of pixels than the original image. Also, at each resolution level the di erence between the image at that resolution and the image at the next resolution is obtained, and these di erence images can be encoded at reduced bit rates due to their low entropies 36].
A third reason for processing images at multiple resolutions is that this can lead to reduced computational complexity in comparison with algorithms that process images at a single scale 39, 40] . By processing an image rst at a low resolution, where there are fewer pixels to process, and then using higher resolution information to re ne the solution, signi cant savings in computational complexity can be obtained.
The type of ltering used to obtain a multiscale representation of an image determines the properties of the resultant multiscale representation (and thus the multiresolution representation, also). Linear lters, such as wavelet lters, quadrature mirror lters, and Gaussian lters, are often used 41, 38, 36] . Multiscale image analysis using morphological ltering has been suggested for applications such as shape-size distributions, image compression, and edge enhancement 4, 28, 29, 10, 9, 42]. Although the linear ltering approach has the advantage that a multiscale representation obtained using linear ltering can be viewed as a space-frequency representation and its frequency content can be studied using Fourier analysis, the morphological ltering approach is more appropriate for quantifying shape information at di erent scales 28, 29] .
In this section we compare the component-wise and vector approaches for obtaining multiscale representations of color images. We concentrate in particular on multiscale FSP operations. Figure 1 , it is clear that the component-wise lter can have some unexpected e ects in terms of spectral ltering. This raises the question of how to include spectral information in a multiscale color image representation.
The vector lter has an advantage over the component-wise lter in addressing this issue because it will not alter the spectral composition of image objects. To illustrate the importance of this advantage for multiscale image analysis, Figure 3 shows the component-wise multiscale opening in RGB space of a color image, and Figure 4 shows the vector multiscale opening of the same image, using luminance as the scalar-valued function for the reduced ordering. The structuring element H used to create these multiscale representations is shown in Figure 2 Figure 2 is shown in Figure 5 .
The values of a R , a G , and a B can also be selected to enhance or suppress speci c colors. For example, if a R = 1, a G = 0, and a B = 0, then the e ect of a multiscale opening would be to suppress objects with high red content. Similarly, if a R = 0, a G = 1, and a B = 0 then green objects would be suppressed by a multiscale opening and if a R = 0, a G = 0, and a B = 1 then blue objects would be suppressed. This would lead to a family of images parameterized by shape, size, and \color", which could be useful for an application such as object recognition. Figure 6 shows a multiscale representation (using the same original image and structuring element as those used for Figure 5) obtained using the red image as the scalar-valued function. It can be seen that the di erence in the values of a R , a G , and a B used for the two multiscale representations shown in Figures 5 and 6 strongly in uences the resultant representation.
IMAGE ENHANCEMENT
In this section we investigate the use of color morphology for noise suppression. First, the method used to simulate noisy color images is discussed, and then experimental results using the componentwise and vector lters are presented.
Simulation of Noisy Color Images
The noise model used here is di erent from the one used in 20, 44] , in which three independent random variables were added to each pixel, one to each of the three spectral components. Our model allows us to vary the levels of noise correlation among the three spectral component images, using a method which is less ad hoc than that used in 21].
There are several reasons that it is important to consider spectrally correlated noise. First, the original image signal (the input to the imaging system) may contain noise which is correlated across the spectral bands. Second, if the three component images are obtained using the same sensor array with di erent color lters , then at each pixel the three vector components are obtained using the same sensor(s), which could lead to spectrally correlated noise. A third reason to consider spectrally correlated noise is that certain transformations of the image data will result in noise which is spectrally correlated. For example, consider an image in a color space X 1 X 2 X 3 that has 
where X 1 , X 2 , and X 3 are the X 1 X 2 X 3 tristimulus values at the given pixel for the non-noisy image, and n X 1 = a 11 n Y 1 + a 12 n Y 2 + a 13 n Y 3 , n X 2 = a 21 n Y 1 + a 22 n Y 2 + a 23 n Y 3 , and n X 3 = a 31 n Y 1 + a 32 n Y 2 + a 33 n Y 3 are random variables which represent the additive noise in the X 1 , X 2 , and X 3 image planes, respectively. Hence, in this situation, the noise correlation between spectral planes would in general be nonzero.
To simulate noisy color images with spectrally correlated noise, the classical process used to whiten correlated random variables can be reversed 45]. At each pixel, a vector Z, of three uncorrelated, unit-variance, random samples is generated. These samples are then mapped, through a linear transformation, to a vector N with three samples with variances and correlation coe cients which can be selected as desired. The rst step is to specify the desired covariance matrix for the three random variables representing the noise. If the noise is to be added to an image which is in the RGB color space, then this matrix can be written as: B are the variances of the red, green, and blue noise components, respectively, and RG , RB , and GB are the spectral correlation coe cients for the red and green, red and blue, and green and blue noise components, respectively. It should be noted that the noise could be added in a color space other than RGB color space.
The transformation from Z to N, where N is a three-dimensional random vector with covariance matrix , is needed. To nd this transformation, the transformation from N to Z is rst found. This is the whitening transformation, which converts correlated samples to uncorrelated, unit-variance samples. It has the form Z = ? Using the method described above, the spectral correlation of the noise can be speci ed. To simulate the noise spatially, an -mixture of Gaussian noise is added to the R, G, and B components of a color image 11]. The probability density function of this noise is given by f N (n) = for the non-impulsive noise; and RG = RB = GB = 0:95 for both impulsive and non-impulsive noise. The noise between component planes in this image is highly correlated.
The result of a component-wise 2DCO lter applied in RGB space is shown in Figure 9 . Also shown in Figure 9 is the result of the application of the vector 2DCO lter in RGB space. It can be seen that this lter has the same level of performance for this image as it did for the image of Figure 8 .
The lower left image in Figure 10 shows the result of ltering only the luminance and converting to RGB for display. In this case, this method does not perform as well as the component-wise RGB lter. This method is less e ective for noise which has lower spectral correlation.
Also shown in Figure 10 is the result of the application of the vector lter to the image with lower 4 We are not aware of any generally accepted metric for measuring distortion in noisy color images. Therefore, evaluation of our results is subjective. noise spectral correlation. This method also does not perform as well as the component-wise RGB lter for noise with lower spectral correlation. It is noted in 19] that the vector median lter also does not perform as well as the component-wise median lter when the noise in the di erent vector components is independent. In general, with spectrally uncorrelated noise the vector approach will not perform as well as the component-wise approach due to the restriction that the output of the vector lter must be one of the input vectors inside the lter window.
CONCLUSION
We have developed and compared two approaches to mathematical morphology for color images | the component-wise approach and the vector approach. It was shown that the componentwise lters can alter the spectral composition of image objects, producing undesirable artifacts. 
