We give an upper bound for the maximal slope of the tensor product of several non-zero Hermitian vector bundles on the spectrum of an algebraic integer ring. By Minkowski's First Theorem, we need to estimate the Arakelov degree of an arbitrary Hermitian line subbundle M of the tensor product. In the case where the generic fiber of M is semistable in the sense of geometric invariant theory, the estimation is established by constructing (through the classical invariant theory) a special polynomial which does not vanish on the generic fibre of M . Otherwise we use an explicte version of a result of Ramanan and Ramanathan to reduce the general case to the former one.
Introduction
It is well known that on a projective and smooth curve defined over a field of characteristic 0, the tensor product of two semistable vector bundles is still semistable. This result has been firstly proved by Narasimhan and Seshadri [NS65] by using analytic method in the complex algebraic geometry framework. Then this result has been reestablished by Ramanan and Ramanathan [RR84] in purely algebraic context, through the geometric invariant theory. Their method is based on a result of Kempf [Kem78] , which has also been independently obtained by Rousseau [Rou78] , generalizing the Hilbert-Mumford criterion [MFK94] of semistability in the sense of geometric invariant theory. By reformulating the results of Kempf and RamananRamanathan, Totaro [Tot96] (see also [dS] for a review) has given a new proof of a conjecture due to Fontaine [Fon79] , which had been firstly proved by Faltings [Fal89] asserting that the tensor product of two semistable admissible filtered isocristals is still semistable.
Let us go back to the case of vector bundles. Consider a smooth projective curve C defined over a field k. For any non-zero vector bundle E on C, the slope of E is defined as the quotient of its degree by its rank and is denoted by µ(E). The maximal slope µ max (E) of E is the maximal value of slopes of all non-zero subbundles of E. By definition, µ(E) ≤ µ max (E). We say that E is semistable if the equality µ(E) = µ max (E) holds. If E and F are two non-zero vector bundles on C, then µ(E ⊗ F ) = µ(E) + µ(F ). The result of Ramanan-Ramanathan [RR84] implies that, if k is of characteristic 0, then the equality holds for maximal slopes, i.e., µ max (E ⊗ F ) = µ max (E) + µ max (F ). When the characteristic of k is positive, this equality is not true in general (see [Gie73] for a counter-example). Nevertheless, there always exists a constant a which only depends on C such that µ max (E) + µ max (F ) ≤ µ max (E ⊗ F ) ≤ µ max (E) + µ max (F ) + a.
(1)
Hermitian vector bundles play in Arakelov geometry the role of vector bundles in algebraic geometry. Let K be a number field and O K be its integer ring. We denote by Σ ∞ the set of all embeddings of K into C. A Hermitian vector bundle E = (E, h) on Spec O K is by definition a projective O K -module of finite type E together with a family of Hermitian metrics h = ( · σ ) σ∈Σ∞ , where for any σ ∈ Σ ∞ , · σ is a Hermitian norm on E ⊗ OK ,σ C, subject to the condition that the data ( · σ ) σ∈Σ∞ is invariant by the complex conjugation. That is, for any e ∈ E, z ∈ C and σ ∈ Σ ∞ , we have e ⊗ z σ = e ⊗ z σ .
The (normalized) Arakelov degree of a Hermitian vector bundle E of rank r on Spec O K is defined as
where (s 1 , · · · , s r ) is an arbitrary element in E r which defines a basis of E K over K. This definition does not depend on the choice of (s 1 , · · · , s r ). The function deg n is invariant by any finite extension of K. That is, if K ′ /K is a finite extension and if
The slope of a non-zero Hermitian vector bundle E on Spec O K is defined as the quotient µ(E) := deg n (E)/ rk(E). For more details, see [Bos96] , [Bos01] , [CL02] . We say that a non-zero Hermitian vector bundle E is semistable if the maximal slope µ max (E) of E, defined as the maximal value of slopes of its non-zero Hermitian subbundles, equals its slope. If E is a non-zero Hermitian vector bundle on Spec O K , Stuhler [Stu76] and Grayson [Gra84] have proved that there exists a unique Hermitian subbundle E des of E having µ max (E) as its slope and containing all Hermitian subbundle F of E such that µ(F ) = µ max (E). Clearly E is semistable if and only if E = E des . If it is not the case, then E des is said to be the Hermitian subbundle which destabilizes E.
In a lecture at Oberwolfach, J.-B. Bost [Bos97] has conjectured that the tensor product of two semistable Hermitian vector bundles on Spec O K is semistable. This conjecture is equivalent to the assertion that for any non-zero Hermitian vector bundles E and F on Spec O K , µ max (E ⊗ F ) = µ max (E) + µ max (F ).
We always have the inequality µ max (E ⊗ F ) ≥ µ max (E) + µ max (F ). But the inverse inequality remains open. Several special cases of this conjecture have been proved. Some estimations of type (1) have been established with error terms depending on the ranks of the vector bundles and on the number field K. We resume some known results on this conjecture. 1) By definition of the maximal slope, if E is a non-zero Hermitian vector bundle and if L is a Hermitian line bundle, that is, a Hermitian vector bundle of rank one, then
The geometric counterpart of this equality is also true for positive characteristic case.
2) De Shalit and Parzanovski [dSP06] have proved that, if E and F are two semistable Hermitian vector bundles on Spec Z such that rk E + rk F ≤ 5, then E ⊗ F is semistable.
3) In [Bos96] (see also [Gra00] ), using the comparison of a Hermitian vector bundle to a direct sum of Hermitian line bundles, Bost has proved that
for any family of non-zero Hermitian vector bundles ( 
where ∆ K is the discriminant of K.
We state the main result of this article as follows: 
The idea goes back to an article of Bost [Bos94] inspired by Bogomolov [Ray81] , Gieseker [Gie77] and Cornalba-Harris [CH88] . In an article of Gasbarri [Gas00] appears also a similar idea. By Minkowski's First Theorem, we reduce our problem to finding an upper bound for the Arakelov degree of an arbitrary Hermitian line subbundle M of E 1 ⊗ · · · ⊗ E n . In the case where M K is semistable (in the sense of geometric invariant theory) for the action of GL(E 1,K ) × · · · × GL(E n,K ), the classical invariant theory gives invariant polynomials with coefficients in Z whose Archimedian norms are "small". The general case can be reduced to the former one using an explicit version of a result of Ramanan-Ramanathan [RR84] .
The structure of this article is as follows. In the second section we fix the notation and present some preliminary results. In the third section we recall the first principal theorem in classical invariant theory and discuss some generalizations in the case of several vector spaces. We then establish in the fourth section an upper bound for the Arakelov degree of a Hermitian line subbundle with semistable hypothesis. The fifth section is contributed to some basic notions for filtrations in the category of vector spaces. Then in the sixth section, we state an explicit version of a result of Ramanan-Ramanathan in our context and, following the method of Totaro, give a proof for it. In the seventh section is presented a criterion of semistability (for Hermitian vector bundles) which is an arithmetic analogue of a result of Bogomolov. In the eighth section, we explain how to use the result in previous sections to reduce the majoration of the Arakelov degree of an arbitrary Hermitian line subbundle to the case with semistability hypothesis, which has already been discussed in the fourth section. Finally, we give the proof of Theorem 1.1 in the ninth section.
The result presented here is part of my doctorial thesis [Che06] , supervised by J.-B. Bost. The ideas in this article are largely inspired by his article [Bos94] and his personal notes. I would like to thank him deeply for his instruction and his sustained encouragement. During my visit to Institut Joseph Fourier in Grenoble, E. Gaudron pointed out to me that the method in this article, combined with his recent result [Gau07] , leads to an estimation which is similar to (2) for the tensor product of Adelic vector bundles. I am grateful to him for discussions and for suggestions. I would also like to express my gratitude to the referee for his/her very careful reading and for his/her numerous useful suggestions to improve the writing of this article.
Notation and preliminary results
Throughout this article, if K is a field and if V is a vector space of finite rank over K, we denote by P(V ) the K-scheme which represents the functor
In particular, P(V )(K) classifies all hyperplanes in V , or equivalently, all lines in V ∨ . We denote by O V (1) the canonical line bundle on P(V ). In other words, if π : P(V ) → Spec K is the structural morphism, then O V (1) is the quotient of π * V defined by the universal object of the representable functor (3). For any integer m ≥ 1, we use the expression O V (m) to denote the line bundle O V (1) ⊗m . Let G be an algebraic group over Spec K and X be a projective variety over Spec K. Suppose that G acts on X and that L is an ample G-linearized line bundle on X. We say that a rational point x of X is semistable for the action of G relatively to L if there exists an integer D ≥ 1 and a section s ∈ H 0 (X, L ⊗D ) invariant by the action of G such that x lies in the open subset of X defined by the non-vanishing of s. Clearly x is semistable for the action of G relatively to L if and only if it is semistable for the action of G relatively to any strictly positive tensor power of L.
In particular, if G(K) acts linearly on a vector space V of finite rank over K, then the action of G on V induces naturally an action of G on P(V ), and O V (1) becomes a G-linearized line bundle. Let R be a vector subspace of rank 1 of V ∨ , which is viewed as a point in P(V )(K). Then R is semistable for the action of G relatively to O V (1) if and only if there exists an integer m ≥ 1 and a non-zero section
We present some estimations for maximal slopes in geometric case. Let k be an arbitrary field and C be a smooth projective curve of genus g defined over
Proof. Since H 0 (C, E) = 0, for any non-zero subbundle F of E, we also have H 0 (C, F ) = 0. Recall that the Riemann-Roch theorem asserts that
Proposition 2.2 For any non-zero vector bundles E and F on C, we have the inequality
where a = b + g − 1 only depends on C.
Proof. 1) Let E 1 be a subbundle of E such that µ(E 1 ) = µ max (E) and let F 1 be a subbundle of F such that µ(F 1 ) = µ max (F ). Since E 1 ⊗ F 1 is a subbundle of E ⊗ F , we obtain
which is the first inequality.
2) We first prove that, if E ′ and E ′′ are two non-zero vector bundles on C such that
Therefore, there exists a non-zero homomorphism ϕ from E ′ ∨ to E ′′ . Let G be the image of ϕ, which is non-zero since ϕ is non-zero. The vector bundle G is a subbundle of E ′′ and a quotient bundle of
. By taking the sum, we obtain µ max (E ′ ) + µ max (E ′′ ) ≥ 0. We now prove the second inequality in the proposition. By definition of b, there exists a line bundle
Then, by combining the previously proved result, we obtain µ max (E ⊗ M ⊗ F ) ≤ g − 1. Therefore,
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We now recall some classical results in Arakelov theory, which will be useful afterwards. We begin by introducing the notation.
Let E be a Hermitian vector bundle on Spec O K . For any finite place p of K, we denote by K p the completion of K with respect to p, equipped with the absolute value | · | p which is normalized as
−vp(·) with v p being the discrete valuation associated to p. The structure of O K -module on E induces naturally a norm
If L is a Hermitian line bundle on Spec O K and if s is an arbitrary non-zero element in L,
which can also be written as
Note that this formula is analogous to the degree function of a line bundle on a smooth projective curve. Similarly to the geometric case, for any Hermitian vector bundle E of rank
where Λ r E is the r th exterior power of E, that is, the determinant of E, which is a Hermitian line bundle. Furthermore, if 0
/ / 0 is a short exact sequence of Hermitian vector bundles on Spec O K , the following equality holds:
Lemma 2.3 If E and F are two Hermtian vector bundles of ranks r 1 and r 2 on Spec O K , respectively. Then
Proof. The determinant Hermitian line bundle
. Taking Arakelov degree and using (5) we obtain (7). 2
We establish below the arithmetic analogue to the first inequality in Proposition 2.2.
Proposition 2.4 Let E and F be two non-zero Hermitian vector bundles on Spec O K . Then
Proof. Let E des and F des be the Hermitian subbundles of E and of F respectively as defined in Section 1. By definition, µ(E des ) = µ max (E) and µ(F des ) = µ max (F ). Since E des ⊗ F des is a Hermitian vector subbundle of E ⊗ F , we obtain
where the second equality results from (7). 2
Corollary 2.5 Let (E i ) 1≤i≤n be a finite family of non-zero Hermitian vector bundles on
Spec O K . Then the following equality holds:
Let E and F be two Hermitian vector bundles and ϕ : E K → F K be a non-zero K-linear homomorphism. For any finite place p of K, we denote by h p (ϕ) the real number log ϕ p , where ϕ p : E Kp → F Kp is induced from ϕ by scalar extension. Note that if ϕ is induced by an O K -homomorphism from E to F , then h p (ϕ) ≤ 0 for any finite place p. Similarly, for any embedding σ : K → C, we define h σ (ϕ) = log ϕ σ , where ϕ σ : E σ,C → F σ,C is given by the scalar extension σ. Finally, we define the height of ϕ as
Proposition 2.6 ( [Bos96] ) Let E and F be two Hermitian vector bundles on Spec O K and
where µ min (E) is the minimal value of slopes of all non-zero Hermitian vector quotient bundles of E.
For any non-zero Hermitian vector bundle E on Spec O K , let u deg n (E) be the maximal degree of line subbundles of E. We recall a result of Bost and Künnemann comparing the maximal degree and the maximal slope of E, which is a variant of Minkowski's First Theorem.
Proposition 2.7 ([BK07] (3.27)) Let E be a non-zero Hermitian vector bundle on
Reminder on invariant theory
In this section we recall some known results in classical invariant theory. We fix K to be a field of characteristic 0. If V is a vector space over K and if u ∈ N, then the expression V ⊗(−u) denotes the space V ∨⊗u . Let V be a finite dimensional non-zero vector space over K. For any u ∈ N, we denote by J u : End K (V ) ⊗u → End K (V ⊗u ) the K-linear homomorphism (of vector spaces) which sends the tensor product T 1 ⊗ · · · ⊗ T u of u elements in End K (V ) to their tensor product as an endomorphism of V ⊗u . The mapping J u is actually a homomorphism of K-algebras. Furthermore, as a homomorphism of vector spaces, J u can be written as the composition of the following natural isomorphisms:
so is itself an isomorphism. Moreover, there exists an action of the symmetric group S u on V ⊗u by permuting the factors. This representation of S u defines a homomorphism from the group algebra
⊗u by the isomorphism J u , then the corresponding S u -action is just the permutation of factors in tensor product. Finally the group GL K (V ) acts diagonally on V ⊗u . When u = 0, J 0 reduces to the identical homomorphism Id : K → K, and S 0 reduces to the group of one element. The "diagonal" action of GL K (V ) on V ⊗0 ∼ = K is trivial. We recall below the "first principal theorem" of classical invariant theory (cf. [Wey97] Chapter III, see also [ABP73] Appendix 1 for a proof).
Theorem 3.1 Let V be a finite dimensional non-zero vector space over K. Let u ∈ N and v ∈ Z. If T is a non-zero element in V ∨⊗u ⊗ V ⊗v , which is invariant by the action of GL K (V ), then u = v, and T is a linear combination of permutations in S u acting on V (here we identify
We now present a generalization of Theorem 3.1 to the case of several linear spaces. In the rest of this section, we fix a family (V i ) 1≤i≤n of finite dimensional non-zero vector space over K. For any mapping α : {1, · · · , n} → Z, we shall use the notation
to simplify the writing. Denote by G the algebraic group
The group G(K) acts naturally on V α and the group S α acts on V α by permutating tensor factors. By using induction on n, Theorem 3.1 implies the following corollary: Let A be a finite family of mappings from {1, · · · , n} to N and (b i ) 1≤i≤n be a family of integers. We denote by W the vector space α∈A V α . Note that the group G(K) acts naturally
be the canonical projection. For any integer i ∈ {1, · · · , n}, let r i be the rank of V i over K.
Finally let π : P(W ∨ ) → Spec K be the canonical morphism. Furthermore, there exists an element σ ∈ S A such that the composition of homomorphisms
where the first arrow is induced by the canonical inclusion of
Proof. Since R is semistable for the action of
does not vanish, the first arrow being the canonical inclusion.
{1, · · · , n} → Z be the mapping which sends i to Db i r i . Note that for any i,
. We can therefore choose a preimage s
which is invariant by G(K). By Corollary 3.2, A = B and s ′′ α is a linear combination of permutations acting on V . Therefore the theorem is proved. 2 4 Upper bound for the degree of a Hermitian line subbundle with hypothesis of semistability Let K be a number field and O K be its integer ring. Consider a family (E i ) 1≤i≤n of non-zero Hermitian vector bundles on Spec O K . Let A be a non-empty and finite family of non-identically zero mappings from {1, · · · , n} to N. We define a new Hermitian vector bundle over Spec O K as follows:
In this section, we shall use the ideas in [Bos94] to obtain an upper bound for the Arakelov degree of a Hermitian line subbundle M of E under hypothesis of semistability (in the sense of geometric invariant theory) for M K . This upper bound is crucial because, as we shall see later, the general case can be reduced to this special one through an argument of Ramanan and Ramanathan [RR84] .
For any integer i such that 1 ≤ i ≤ n, let r i be the rank of E i and let V i be the vector space E i,K . Let W = E K and π : P(W ∨ ) → Spec K be the canonical morphism. By definition W = α∈A V α , where V α is defined in (12). We denote by G the algebraic group 
Proof. By Theorem 3.3, we get, by combining the slope inequality (9) and Lemma 4.1,
where we have used the evident estimation r! ≤ r r to obtain the last inequality. Finally we divide the inequality by mD and obtain
Filtrations of vector spaces
In this section, we introduce some basic notation and results on R-filtrations of vector spaces, which we shall use in the sequel. We fix a field K.
Definition of filtrations
Let V be a non-zero vector space of finite rank r over K. We call R-filtration of V any family F = (F λ V ) λ∈R of subspaces of V such that
A filtration F of V is equivalent to the data of a flag
of V together with a strictly increasing sequence of real numbers (λ i ) 0≤i<d . In fact, we have the relation F λ V = λi≥λ V i . We define the expectation of F to be
Furthermore, we define a function λ F : V → R ∪ {+∞} such that
The function λ F takes values in {λ 0 , · · · , λ d−1 } ∪ {+∞} and is finite on R \ {0}.
Spaces of filtrations
Let Z be a subset of R. We say that F is supported by Z if {λ i | 0 ≤ i < d} ⊂ Z. We say that a basis e of V is compatible with F if it is compatible with the flag (14). That is, #(V i ∩ e) = rk(V i ).
We denote by Fil V the set of all filtrations of V . For any non-empty subset Z of R
Proposition 5.1 Let e = (e 1 , · · · , e r ) be a basis of V and Z be a non-empty subset of R. The mapping Φ e : Fil Z e → Z r defined by
is a bijection. 
Proposition 5.2 Let v be a non-zero vector in V , F be a subfield of R and e be a basis of V . Then the function F → λ F (v) from Fil

Construction of filtrations
For any real number ε > 0, we define the dilation of F by ε as the filtration
of V . Clearly we have
Let (V (i) ) 1≤i≤n be a family of non-zero vector spaces of finite rank over K and V = n i=1 V (i) be their direct sum. For each integer 1 ≤ i ≤ n, let F (i) be a filtration of V (i) . We construct a filtration F of V such that
The filtration F is called the direct sum of F (i) and is denoted by
is a basis of V (i) which is compatible with F (i) , then the disjoint union e
(1) ∐ · · · ∐ e (n) , which is a basis of
is the tensor product of V (i) , we construct a filtration G of W such that
called the tensor product of F (i) and denoted by
which is compatible with the filtration F (i) , then the basis
Finally, for any ε > 0,
Scalar product on the space of filtrations
Let V be a non-zero vector space of finite rank r over K. If F and G are two filtrations of V , then by Bruhat's decomposition, there always exists a basis e of V which is compatible simultaneously with F and G. We define the scalar product of F and G as
This definition does not depend on the choice of e. The number F := F, F 1 2 is called the norm of the filtration F . Notice that F = 0 if and only if F is supported by {0}. In this case, we say that the filtration F is trivial. 
Construction of filtration from subquotients
Let V be a non-zero vector space of finite rank over K and F be a filtration of V corresponding to the flag V = V 0 V 1 V 2 · · · V d = 0 together with the sequence (λ j ) 0≤j<d . For any integer j such that 0 ≤ j < d, we pick a basis e j of the subquotient V j /V j+1 . After choosing a preimage of e j in V j and taking the disjoint union of the preimages, we get a basis e = (e 1 , · · · , e r ) of V which is clearly compatible with the filtration F . The basis e defines a natural isomorphism Ψ form V to
For any integer j such that 0 ≤ j ≤ d − 1, let G j be a filtration of V j /V j+1 with which e j is compatible. We construct a filtration G on V which is the direct sum via Ψ of (G j ) 0≤j≤d−1 . Note that the basis e is compatible with the new filtration G. If e i is an element in e, then λ G (e i ) = λ G τ (i) (Ψ(e i )). Therefore we have
6 More facts in geometric invariant theory
We shall establish in this section the explicit version of a result of Ramanan and Ramanathan [RR84] (Proposition 1.12) for our particular purpose, along the path indicated by Totaro [Tot96] in his proof of Fontaine's conjecture.
Let K be a perfect field. If G is a reductive group over Spec K, we call one-parameter subgroup of G any morphism of K-group schemes from G m,K to G. Let X be a K-scheme on which G acts. If x is a rational point of X and if h is a one-parameter subgroup of G, then we get a K-morphism from G m,K to X given by the composition
where σ is the action of the group. If in addition X is proper over Spec K, this morphism extends in the unique way to a K-morphism f h,x from A 1 K to X. We denote by 0 the unique element in A 1 (K) \ G m (K). The morphism f h,x sends the point 0 to a rational point of X which is invariant by the action of G m,K . If L is a G-linearized line bundle on X, then the action of G m,K on L| f h,x (0) defines a character of G m,K of the form
Furthermore, if we denote by Pic G (X) the group of isomorphism classes of all G-linearized line bundles, then µ(x, h, ·) is a homomorphism of groups from Pic G (X) to Z.
Remark 6.1 In [MFK94] , the authors have defined the µ-invariant with a minus sign.
We now recall a well-known result which gives a semistability criterion for rational points in a projective variety equipped with an action of a reductive group. This theorem has been originally proved by Mumford (see [MFK94] ) for the case where K is algebraically closed. Then it has been independently proved in all generality by Kempf [Kem78] and Rousseau [Rou78] , where Kempf's approach has been revisited by Ramanan and Ramanathan [RR84] to prove that the tensor product of two semistable vector bundle on a smooth curve (over a perfect field) is also semistable. The idea of Kempf is to choose a special one-parameter subgroup h 0 of G destabilizing x, which minimizes a certain function. The uniqueness of his construction allows us to descend to a smaller field. Later Totaro [Tot96] has introduced a new approach of Kempf's construction and thus found an elegant proof of Fontaine's conjecture.
In the rest of this section, we recall Totaro's approach of Hilbert-Mumford criterion in our setting. We begin by calculating explicitly the number µ(x, h, L) using filtrations introduced in the previous section.
Let V be a vector space of finite rank over K and ρ : G → GL(V ) be a representation of G on V . If h : G m,K → G is a one-parameter subgroup, then the multiplicative group G m,K acts on V via h and ρ. Hence we can decompose V into direct sum of eigenspaces. More precisely, we have the decomposition V = i∈Z V (i), where the action of G m,K on V (i) is given by the composition
the second arrow being the scalar multiplication structure on V (i). We then define a filtration
called the filtration associated to h relatively to the representation ρ. If there is no ambiguity on the representation, we also write F h instead of F ρ,h to simplify the notation. If G = GL(V ) and if ρ is the canonical representation, then for any filtration F of V supported by Z, there exists a one-parameter subgroup h of G such that the filtration associated to h equals F .
From the scheme-theoretical point of view, the algebraic group G acts via the representation ρ on the projective space P(V ∨ ). The following result is in [MFK94] Proposition 2.3. Here we work on the dual space V ∨ .
Proposition 6.3 Let x be a rational point of P(V ∨ ), viewed as a one-dimensional subspace of V and let v x be an arbitrary non-zero vector in x. Then
where the function λ F ρ,h is defined in (16).
. By definition, it is the maximal index i such that v x (i) is non-zero. Furthermore, f h,x (0) is just the rational point x 0 which corresponds to the subspace of V generated by v x (i 0 ). The restriction of O V ∨ (1) on x 0 identifies with the quotient (Kv
Let (V i ) 1≤i≤n be a finite family of non-zero vector spaces of finite rank over K. For any integer 1 ≤ i ≤ n, let r i be the rank of V i . Let G be the algebraic group GL(V 1 ) × · · ·× GL(V n ). We suppose that the algebraic group G acts on a vector space V . Let π : P(V ∨ ) → Spec K be the canonical morphism. For each integer 1 ≤ i ≤ n, we choose an integer m i which is divisible by r i . Let M be the G-linearized line bundle on P(V ∨ ) defined as
It is a trivial line bundle on P(V ∨ ) with possibly non-trivial G-action. Notice that any oneparameter subgroup of G is of the form h = (h 1 , · · · , h n ), where h i is a one-parameter subgroup of GL(V i ). Let F hi be the filtration of V i associated to h i relatively to the canonical represen-
Then we get the following result.
Proposition 6.4 With the notation above, for any rational point x of P(V ∨ ), we have
We now introduce the Kempf's destabilizing flag for the action of a finite product of general linear groups. Consider a family (V (i) ) 1≤i≤n of finite dimensional non-zero vector space over K. Let W be the tensor product
For any integer i such that 1 ≤ i ≤ n, let r (i) be the rank of V (i) . The group G acts naturally on W and hence on P(W ∨ ). We denote by π : P(W ∨ ) → Spec K the canonical morphism. Let m be a strictly positive integer which is divisible by all r (i) and L be a G-linearized line bundle on P(W ∨ ) as follows:
For any rational point x of P(W ∨ ), we define a function Λ x : Fil
if at least one filtration among the G (i) 's is non-trivial, and Λ x (G (1) , · · · , G (n) ) = 0 otherwise. We recall that in (24), v x is an arbitrary non-zero element in x. Note that the function Λ x is invariant by dilation. In other words, for any positive number ε > 0,
where the dilation ψ ε is defined in (18).
Proposition 6.5 Let x be a rational point of P(W ∨ ). Then the point x is not semistable for the action of G relatively to L if and only if the function Λ x defined above takes at least one strictly negative value.
Proof. By Propositions 6.3 and 6.4, for any rational point x of P(W ∨ ),
"=⇒": By the Hilbert-Mumford criterion (Theorem 6.2), there exists a one-parameter
h of W associated with h coincides with the tensor product filtration
By equalities (19), (20) and the invariance of Λ x by dilation, we can assume that G
(1) , · · · , G (n) are all supported by Z. In this case, there exists, for each 1
By combining the negativity of Λ x (F h1 , · · · , F hn ) with (25), we obtain µ(x, h, L) < 0, so x is not semistable.
2 Proposition 6.7 below generalizes Proposition 2 of [Tot96] . The proof uses Lemma 6.6, which is equivalent to Lemma 3 of [Tot96] , or Lemma 1.1 of [RR84] . See [RR84] for the proof of the lemma. 2) if c is the minimal value of Λ and if y 0 ∈ R n is a minimizing point of Λ, then for any y ∈ R n , 
, the following inequality holds:
, which can be identified with R (1) +···+r (n) , only depends on the set
Therefore, there are only a finite number of functions on Euclidean space of dimension r (1) + · · · + r (n) of the form Λ e x . Thus we deduce that the function Λ x attains globally its minimal value, and the minimizing element of Λ x could be chosen in Fil
Suppose that there are two elements in Fil
Bruhat's decomposition, we can choose e as above such that both elements lie in Fil
. Therefore, by Lemma 6.6 they differ only by a dilation. Finally to prove inequality (27), it suffices to choose e such that (
, and then apply Lemma 6.6 2).
2
Although the minimizing filtrations (F (1) , · · · , F (n) ) in Proposition 6.7 are a priori supported by Q, it is always possible to choose them to be supported by Z after a dilation.
In the rest of the section, let x be a rational point of P(W ∨ ) which is not semistable for the action of G relatively to L. We fix an element (
Note that c < 0. Moreover, it is a rational number since the following equality holds:
We suppose that F (i) corresponds to the flag
and the strictly increasing sequence of integers
. Let G be the algebraic group
, which is the largest integer i such that v x ∈ F i W . Let W := F i W/F i+1 W and let v x be the canonical image of v x in W . Notice that
So the algebraic group G acts naturally on W . Let x be the rational point of P( W ∨ ) corresponding to the subspace of W generated by v x . For all integers i, j such that 1 ≤ i ≤ n and 0
over K. We choose a strictly positive integer N divisible by all r (i) = rk K V (i) and such that, for any integers i and j satisfying 1 ≤ i ≤ n and 0 ≤ j < d
(i) , the number
is an integer. This is always possible since c ∈ Q. The sequence (λ
j . We are now able to establish an explicit version of Proposition 1.12 in [RR84] for product of general linear groups.
Proposition 6.8 Let π : P( W ∨ ) → Spec K be the canonical morphism and let
Then the rational point x of P( W ∨ ) is semistable for the action of G relatively to the Glinearized line bundle L.
Proof. For any integers i and j such that 1 ≤ i ≤ n and 0 ≤ j < d (i) , we choose an arbitrary filtration
j+1 supported by Z. We have explained in Subsection 5.5 how to construct a new filtration
From the construction we know that λ G (v x ) = λ e G ( v x ). Using (22), the inequality (27) implies:
where the constant c is defined in (28). Hence such that 0 ≤ j < d, let r j be the rank of
If 
If E is semistable (resp. stable), then for any integer j such that 1 ≤ j < d, we have
Remark 7.2 The converse of Proposition 7.1 is also true. Let E 1 be a saturated sub-O Kmodule of E. Consider the flag D : V E 1,K 0 and the integer sequence a = (0, r). Then deg(L a D ) = r rk(E 1 ) µ(E) − µ(E 1 ) . Therefore µ(E 1 ) ≤ µ(E) (resp. µ(E 1 ) < µ(E)). Since E 1 is arbitrary, the Hermitian vector bundle E is semistable (resp. stable).
Upper bound for the degree of a Hermitian line subbundle
In this section, we shall give an upper bound for the Arakelov degree of a Hermitian line subbundle of a finite tensor product of Hermitian vector bundles. As explained in Section 1, we shall use the results established in Section 6 to reduce our problem to the case with semistability condition (in geometric invariant theory sense), which has already been discussed in Section 4. We point out that, in order to obtain the same estimation as (13) in full generality, we should assume that all Hermitian vector bundles E i are semistable, as a price paid for removing the semistability condition for M K .
We denote by K a number field and by O K its integer ring. Let (E (i) ) 1≤i≤n be a family of semistable Hermitian vector bundles on Spec O K . For any i ∈ {1, · · · , n}, let r (i) be the rank of E (i) and
. Let M be a Hermitian line subbundle of E and m be a strictly positive integer which is divisible by all r (i) 's.
Proposition 8.1 For any Hermitian line subbundle
Proof. We have proved that if M K is semistable for the action of G relatively to
, where m is a strictly positive integer which is divisible by all r (i) , then the following inequality holds:
If this hypothesis of semistability is not fulfilled, by Proposition 6.8, there exist two strictly positive integers N and β, and for any i ∈ {1, · · · , n}, 
is non-zero, and is semistable for the action of the group
where π : P( W ∨ ) → Spec K is the canonical morphism, and b
Note that
is nothing other than L 
where the last inequality is because E (i) 's are Arakelov semistable (see Proposition 7.1). By 
µ(E (i) ) + log(rk
Proof. Since the Hermitian line bundle M in Proposition 8.1 is arbitrary, we obtain
µ(E (i) ) + 1 2 log(rk E (i) ) .
Combining with (11) we obtain (32). 2 9 Proof of Theorem 1.1
We finally give the proof of Theorem 1.1.
Lemma 9.1 Let K be a number field and O K be its integer ring. Let (E i ) 1≤i≤n be a finite family of non-zero Hermitian vector bundles (non-necessarily semistable) and E = E 1 ⊗ · · · ⊗ E n . Then the following inequality holds:
Proof. Let F be a sub-O K -module of E. By taking Harder-Narasimhan flags of E i 's (cf.
[Bos96]), there exists, for any i such that 1 ≤ i ≤ n, a semistable subquotient F i /G i of E i such that
2) the inclusion homomorphism from F to E factorises through F 1 ⊗ · · · ⊗ F n ,
3) the canonical image of F in (F 1 /G 1 ) ⊗ · · · ⊗ (F n /G n ) does not vanish.
Combining with the slope inequality (10), Corollary 8.2 implies that
Since F is arbitrary, the proposition is proved. 2
Proof of Theorem 1.1 Let N ≥ 1 be an arbitrary integer. On one hand, by Lemma 9.1, we have, by considering E ⊗N as E 1 ⊗ · · · ⊗ E 1 N copies
, that
On the other hand, by Corollary 2.5, µ max (E ⊗N ) ≥ N µ max (E). Hence
Since N is arbitrary, we obtain by taking N → +∞,
µ max (E i ) + log(rk E i ) , which completes the proof.
