Effective operators have been used extensively to understand small deviations from the Standard Model in the search for new physics. So far there has been no general method to fit for small parameters when higher order corrections in these parameters are present but unknown. We present a new technique that solves this problem, allowing for an exact p-value calculation under the assumption that the leading higher order theoretical contributions can be treated as gaussian distributed random variables and all remaining higher orders can be neglected. The method we propose is general, and may be used in the analysis of any perturbative theoretical prediction, ie. truncated power series. We illustrate this new method by performing a fit of the Standard Model Effective Field Theory parameters, which include eg. anomalous gauge and four-fermion couplings.
Introduction
The discovery of the Higgs boson at the LHC [1, 2] , and the subsequent lack of any new resonances, have put an emphasis on precision studies of collider data. A general approach to this is to parametrise possible deviations from the Standard Model (SM) by effective operators. Historically, only oblique corrections were considered in the study of the electroweak data [3, 4, 5] . More recently, the experiments at the LHC have considered contributions from effective operators to vertices when looking at corrections to the Higgs data [6, 7, 8] and in search of anomalous gauge couplings [9, 10, 11, 12, 13, 14] . Of such approaches the most general is to include all higher dimension operators allowed by gauge invariance as it is done in the SM effective field theory (SMEFT). Comprehensive studies of electroweak precision data [15, 16, 17, 18, 19] , LHC data [20, 21, 22, 23] and top quark data [24, 25] have now put constraints on a number of parameters in the SMEFT. An aspect of these calculations which so far has received little attention is the consistent statistical treatment of missing higher order corrections from the parameters included in the fit. Usually the predictions in the effective field theory are calculated only to first order in the Wilson coefficients, and so contributions from eg. operators squared are left uncertain in the theoretical computation. In previous works, these uncertainties from missing higher orders have either been included as a simple constant error or not at all. These have the common problem that they produce a ∆χ 2 statistic which is not in general chi-squared distributed. This means that the computed confidence levels cannot be trusted. Concerns about the validity of the statistical methods used at the LHC for anomalous gauge coupling fits have also been raised in [26] , although they address a somewhat different problem than we do.
This problem is generic in the sense that any truncated power series has corrections which depend on the expansion parameter. To consistently constrain this expansion parameter, we must include an error, which in turn depends on the parameter we are trying to determine, ie. the error itself becomes inherently unknown. That is the problem we address in the present work. Our proposed solution includes this theoretical uncertainty in such a way that the constructed ∆χ 2 recovers the usual chi-squared distribution. As a special case, if we are only concerned with the statistical evidence for a non-zero value of a parameter ie. the p-value at the origin of the parameter space, this method suggests one should not include any extra theoretical uncertainty. This in particular means that including a fixed theoretical error unnecessarily worsens the determination of the existence of new physics. To construct confidence regions, the correct inclusion of the theoretical uncertainty is straightforward, however more involved than the standard treatment and can lead to different conclusions than the inclusion of a constant uncertainty. Section 2 defines the problem more precisely and presents its solution, and Sec. 3 shows an application of this method to the analysis of the SMEFT. Section 4 concludes and summarises our results.
Statistics of missing higher orders
In the present section we formulate the problem of fitting small parameters with missing higher order contributions from the same parameters and our solution to this problem. The solution given here is for observables calculated to first order, however it can in principle be extended to any order. We consider N observables O i , which can be treated perturbatively in M parameters α j , which we wish to determine. Given only the first order, we have in general
where the theoretical uncertainty is of the order α 2 . The problem is how to consistently include the theoretical uncertainty in the statistical treatment of the data. Consider the missing second order terms to the prediction O i (α), which is jk O (2) ijk α j α k . Since the coefficients O (2) ijk are unknown, we pretend they can be treated as random variables. While they obviously are not random -they are after all given if one were to do the calculation -we may, for the purposes of error estimation, treat them as such. We therefore ascribe a variance σ T H,ijk to each higher order coefficient O (2) ijk , which is a rough estimate of that coefficient. 1 Suppose first we do know the true theoretical uncertainty jk σ T H,ijk α true,j α true,k , including the dependence on the true value of α, which we write as α true . Further assuming the error is gaussian, we write down a normal ∆χ 2 statistic, assuming without loss of generality no covariant errors,
whereÔ i is the data, σ i is the experimental uncertainty and jk σ T H,ijk α true,j α true,k is the true theoretical uncertainty. We denote byα the value of α that minimizes χ 2 T H (α). Following standard procedures, this statistic evaluated at α true is a random variable with a chi-squared distribution and we construct confidence regions as contours of constant ∆χ 2 T H (α). In a frequentist setting we are only ever concerned with the value of the ∆χ 2 T H at the true α -the confidence interval either does or does not contain the true parameters, and that is determined solely by the value of the statistic there.
Obviously, the above construction cannot be done in practice. However, we may construct a statistic, which has the same value at the true parameter, but in general is different everywhere else. We define the χ 2 , separating its α dependence in the numerator α N and denominator
By not having just one minimal value of the χ 2 , but one minimum for every choice of α D , we can emulate the behavior of ∆χ 2 T H . 2 Denoting byα(α) the value of α N that minimises the χ 2 for the particular choice
It is immediate that inserting α true , the minimizingα(α true ) will be theα of Eq. 3. Therefore this new statistic will satisfy ∆χ 2 (α true ) = ∆χ 2 T H (α true ), and as a direct consequence the proposed statistic ∆χ 2 (α true ) follows a chi-squared distribution. That in turn means that any confidence interval constructed from the new ∆χ 2 will contain the true value of the parameters if and only if it is contained in the imagined confidence interval constructed from ∆χ 2 T H -which is constructed in a completely standard fashion. Therefore, the confidence levels derived from this new ∆χ 2 are strictly in accordance with the standard construction, only the resulting confidence regions are different. The coverage properties of the confidence regions are necessarily identical. Equation (5) defining our statistic and the fact that it is chi-squared distributed are our main results.
Extending the previous procedure to non-linear models, eg. only missing third or higher orders, the distribution of the ∆χ 2 is expected to follow a chi-squared distribution only asymptotically. This statement, as dictated by Wilks' theorem, holds for any non-linear model. Our extension with theoretical errors does not change this fact. However, for the linear model with an extra uncertainty we have considered so far, this is not relevant. In this case, the theoretical error, no matter its size, does not make the assumed model non-linear.
We can think of this statistic in terms of hypothesis testing. We wish to know at every point α in parameter space, what is the probability to exceed the computed ∆χ 2 given α are the true parameters. This demands that the theoretical uncertainty even when computing the minimum is given in terms of the parameters α, and notα(α). If we instead simply minimise a χ 2 (α) with the uncertainties free, we immediately lose the strict chi-squared distribution at the true value.
For the simple example of a linear model with covariant errors, we can explicitly write down the minimising parameters. Call the covariance matrix of the observables V , which includes the theoretical uncertainty. In vector notation the minimisingα(α) becomeŝ
whereÔ, O (0) , O (1) are understood as two vectors and a matrix respectively. Notice the dependence on α here is only through the covariance matrix. The ∆χ 2 statistic is then given by
It should be noted that this method cannot include nuisance parameters with missing higher orders, eg. by profiling. This traces back to the fact that the original statistic in Eq. (2) would be minimised over a subset of the α's, while keeping the theoretical error fixed. We cannot do this with Eq. (5) since minimising over this subset also changes the α determining the theoretical uncertainty. As we will usually be interested in all parameters of this type, we do not see this as a big drawback. Only in illustrating the constraints does this really come into play. Of course there is no problem in simply putting some parameters to zero or some other fixed value, as this is effectively ignoring the dependence completely or in other words, working in a different theory. This is indeed what we do to illustrate the effect of the procedure in the next section.
We have also verified by a Monte Carlo study that the ∆χ 2 of Eq. (5) is chi-squared distributed. An important point to keep in mind when doing this study is to treat the theoretical error as a source of noise. As such all the coefficients O (2) ijk need to be re-drawn from their respective gaussian distributions for every simulation. The simulated experimental data for the nth simulation is then
where
ijk is a gaussian random variable with standard deviation σ T H,ijk and y
is the experimental noise with standard deviation σ i .
Application to the Standard Model Effective Field Theory
In this section, we apply our new fitting method to the SMEFT. We then compare the results obtained with the results of other procedures.
We consider the linear SMEFT in which the Higgs scalar is embedded in a doublet that belongs to the fundamental representation of SU (2) L × U (1) Y . The SMEFT Lagrangian is given by the sum of the SM Lagrangian and a series of higher (> 4) dimension operators suppressed by the appropriate power of the cutoff scale,
are the operators of dimension k with the associated Wilson coefficient C
and Λ is the cutoff-scale. In what follows, we consider only dimension-6 operators. The Lagrangian is then simply L SM + L (6) , and we use the Warsaw basis for the dimension-6 operators [32] .
We consider the 176 electroweak observables described in [18, 19] . This set of observables include the LEP1 pseudo-observables [33] , LEP2 data [34] , data from older colliders (TRISTAN, PEP, PETRA) [35, 36, 37, 38, 39, 40, 41, 42] , low energy precision measurements [43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53] as well as the e + e − → W + W − → 4f total and differential cross sections measured at LEP2 [54, 55, 56, 34] . In the SMEFT, these observables receive corrections from dimension-6 operators. In total, 20 dimension-6 operators contribute to the redefinition of the observables we consider. We adopt similar notations as in Sec. 2. We denote byÔ the vector of the measured values of the observables and by O the vector of the SMEFT predictions of the observables at first order in the dimension-6 operators. The value of the observable O i is
where the C is the vector of C (6) contributing to the observables and is given by
Hl , C
Hq , C
Hq , C HW B , C HD , C ll , C ee , C eu , C ed , C le , C lu , C ld , C
(1)
Note that O (0) is a 176 dimensional vector and O (1) a 176 × 20 matrix. The second order correction O
ijk C j C k /Λ 4 to the SMEFT value of the observable O i is here unknown. This is exactly a situation in which the method developed in Sec. 2 applies. and (f) and these diagrams have to be taken into account when calculating the amplitude. To calculate the full cross section of the process e + e − → ff , we add to the diagrams already drawn here the s-channel diagrams through a γ-exchange in the SMEFT.
We assume that O
ijk can be described as a gaussian random variable with standard deviation
This rough approximation for σ T H,ijk can be understood as follows. The numbers O
ijk result for instance from the interference between two Feynman diagrams, each having dimension-6 operators inserted. Take, as an example, the scattering e + e − → ff through a Z. The Feynman diagrams contributing to this process in the SMEFT are given in Fig. 1 where interference between diagrams generate first and second order corrections to its associated cross section. Denote by A i the amplitude in the SMEFT of this process which we write as
where A i,SM is the amplitude in the SM at tree level and a ij , b ijk are numbers that can in principle be calculated in the SMEFT. It follows that the cross section σ i is roughly given by
Comparing this expression to Eq. (11), we read off the numbers O
for |b ijk | of the order a ij a ik , ie. we estimate the contributions from second order to be of the same size as first order squared. When doing the fit, O (0) i is taken to be the state-of-the-art (including loop corrections) value of the observable O i in the SM. The covariance matrix V of the observables includes this theoretical error in the following way
where V SM,ij and V exp,ij are respectively the theoretical SM and experimental covariance matrices and σ T H,ikl = O
i . Note that we do not include theoretical correlations between observables nor do we discriminate between observables of different nature. A more thorough analysis must consider these more carefully. However this is beyond the scope of the current work. In principle we also have corrections from interference between SM loop corrections and the first order in the SMEFT expansion. These contributions are of the order (g 2 /16π 2 )O (1) ij C j Λ −2 , and even with a factor 40 in front, these have little numerical significance compared to the uncertainties we consider.
The ∆χ 2 is easily constructed for all 20 contributing Wilson coefficients using Eq. (7). Its value at the origin, ie. the SM, is ∆χ 2 (0) ≈ 27.7, corresponding to circa 1.5σ, just as quoted in 
lq Λ −2 ) when only a constant numerical error of 0% (in blue solid line), 0.1% (in solid red line) and 0.3% (in red dashed line) of O (0) has been added. Adding our estimate of the theoretical uncertainty does not significantly affect the ∆χ 2 -the change is less than the width of the blue line. In this fit, other Wilson coefficients are set to 0. The changing minimum can be seen as a consequence of arbitrarily changing the degeneracies of the fit from adding a constant error, see the discussion following Eq. 18. [19] . As stated before, this value is computed explicitly without extra theoretical uncertainty. Since the parameter space is 20 dimensional it is impossible to visualise the constraints on a plot, and we refer to the full ∆χ 2 .
To visualise the effects of the proposed method, we plot in Figs. 2, 3 and 4 the constraints on single Wilson coefficients, C W , C (3) lq and C lu respectively. The fits are made with only a single active Wilson coefficient, ie. not in the full SMEFT. These three coefficients are chosen specifically to showcase the different behavior of this method compared to the inclusion of a constant error. We take as an example the constant error to be of the order 10 −3 O (0) . This estimate is taken from [17] . It represents a suppression of the SM prediction by (v/Λ) 4 , where the vacuum expectation value v = 246GeV and Λ ≈ 1TeV. We implement this simply by adding 10 −3 O (0) i 2 to the diagonal element V ii of the covariance matrix in the following function, which we then treat as a ∆χ 2 , Figure 2 shows rather loose constraints on C W . With our proposed method the ∆χ 2 changes rather dramatically, and the 3 and 4σ confidence intervals widen significantly. In addition we see here the effect of poor estimates of the theoretical error. Multiplying our estimate of the uncertainty by 2, the confidence interval changes significantly at 3σ, and catastrophically at 4σ. Putting a permille level constant error changes almost nothing for C W . Figure 3 on the other hand shows a very tightly constrained parameter C (3) lq . With such a small parameter, the inclusion of second order uncertainties changes almost nothing. The permille constant error is now relatively large, and the changes to the confidence intervals are enormous. Figure 4 finally shows the coefficient C lu , for which both methods show visible but small changes. The overall effect of our method as seen here is easily understood. It exactly accounts for the fact that small parameters lead to small uncertainties, and large parameters give large uncertainties. We are not in charge of inserting by hand the appropriate Wilson coefficients, only the factors in front. The opposite effect is seen when putting a constant error which implies we know the correct Wilson coefficient beforehand. This exactly leads to the small parameters having overestimated errors and vice versa.
The difference between the two methods becomes more clear in a 2D plot. We take here the oblique parameters S and T , defined as
where g 1 = 0.35 and g 2 = 0.65 are the gauge couplings of U (1) Y and SU (2) L . Figure 5 shows the constraints on these two parameters with all other Wilson coefficients set to zero. Using a constant error misestimates not just the size of the contours but also the direction of the parameter degeneracy. An effect of this is a changing minimum for eg. S when keeping T = 0 fixed like the rest of the parameters. With no extra error the minimum of the function is clearly negative, while after adding a constant error, it shifts to a positive value. This effect can also be seen for C W in Figure 3 . The major difference with our method is that as the coefficients grow, they become harder and harder to constrain since the errors grow as well. This is why the contours are dragged towards the upper-right corner of high S and T . Notice however, that around the origin the blue and green contours coincide. This effect is not seen in the lower left corner since the values of |S| and |T | there are too small to change the 3-and 4σ contours noticeably. 
Conclusion
In this work, we present a new method to fit for small parameters when theoretical predictions are missing higher order corrections in the parameters. Our method relies on the assumption that the coefficients of the higher order corrections can be treated as gaussian distributed random variables. It takes advantage of the fact that in a frequentist setting, the only relevant quantity is the distribution of the statistic evaluated at the true parameters. This allows us to construct the exact ∆χ 2 statistic at the true parameters, even without knowing beforehand what they are. The proposed ∆χ 2 statistic in Eq. (5) is chi-squared distributed by construction, which is almost surely not the case when adding a fixed or no theoretical error. Furthermore we apply this method to fit for the SMEFT parameters associated with dimension-6 operators. We find that it impacts mainly the confidence regions of poorly constrained parameters, while leaving the ones of very constrained parameters almost unchanged. The reason for this is that larger parameters lead to more uncertain theoretical predictions, which in turn makes the constraints weaker, and enlarges the confidence regions. We compare our results to the ones obtained when adding a constant error to account for these missing higher orders in the fitted parameters. The disagreements we find between the two methods show how including a constant theoretical error misestimates the confidence regions of the relevant parameters.
We hope our result may open new avenues for future work. The crude estimates we do here for the SMEFT fit can be improved in a more careful analysis, taking into account both theoretical correlations and the nature of the observables. As any perturbative theory has errors of this sort, we find that it is important to estimate and treat these uncertainties correctly, especially in a time of precision physics. 
