With the current increase of Patient Care Information Systems (PCIS) in health care, the topic of evaluating such ICT applications becomes important. Yet the field of ICT evaluation is scattered: the types of questions that can be asked and methods that can be used seem infinite and badly demarcated. Different stakeholders, moreover, often have different priorities in evaluating ICT. The aim of this paper is twofold. First, we describe two important dimensions of PCIS evaluation: the domain of evaluation and the different phases of the PCIS implementation. Second, we claim that, though Randomized Controlled Trials (RCTs) are often still seen as the standard approach, this type of design hardly generates relevant information for the organizational decision maker. The most important reason for this lack of relevance is that RCTs are based on controlled, laboratory conditions, and are well-suited for studying whether a particular intervention has a pre specified effect, but are not well-suited for investigating why and how a PCIS is being used, or not, and what the (often unplanned) effects and consequences are. Subsequently, our aim is to contribute to the discussion about the viability of qualitative versus quantitative methods in PCIS evaluation, by arguing for a specific integration of quantitative and qualitative research methods. The joint utilization of these methods, we claim, yields the richest results.
Introduction
With the current increase of Patient Care Information Systems (PCISs) 1 in health care, the topic of evaluating such ICT applications becomes important. When it is claimed that a PCIS will enhance the quality and efficiency of care, for instance, it is important to assess whether this promise is indeed made true. Further, when we are implementing different PCISs, using different implementation methods, in different health care organizations, it is imperative that we learn from success and failure so that the same wheel is not re-invented each and every time. Yet the field of ICT evaluation is scattered; the types of questions that can be asked and methods that can be used seem infinite and badly demarcated. Different stakeholders, moreover, often have different priorities in evaluating ICT of which it is crucial to be aware of to avoid problems during evaluation (1) . Managers may want to know what the organizational impact is of a PCIS implementation process, and/or want to know whether their investment was economically worthwhile. Health care professionals might be primarily interested in patient outcomes, in workers' satisfaction, or in other quality-related indicators. Patients might be particularly interested in patient outcomes and patient satisfaction. An overall 'success' measure of information systems is rarely relevant (2) .
Given these differences in questions and (interests of) stakeholders, the question how such an evaluation should be done has no easy answer. In practice, many evaluation projects fail because they select evaluation techniques that can not properly answer the questions asked (3, 4) . Given the multitude of potential questions and priorities of different stakeholders, it is impossible to give a blueprint of how to proceed in designing an evaluation and selecting the proper method. However, this does not mean that it is impossible to provide guidance for making these methodological choices.
This article takes the perspective of the organizational decision-maker, who is confronted with the need to acquire, implement and/or manage a PCIS, and who 1 PCIS is a broader term than e.g. 'electronic patient record', but no sharp terminological distinctions are intended here. All these systems denote IT applications that handle information generated or used in the primary care process, and whose core users are doctors, nurses and other health care professionals (e.g. electronic patient records, order-entry systems, decision support systems).
wants to know what questions may be relevant, and how these may be addressed. We do not here, then, focus on evaluations with a primary scientific orientation, or, for example, on the comparative evaluations of classes of PCIS.
The aim of this article is twofold. We first describe two important dimensions of PCIS evaluation: the domain of evaluation and the different phases of the PCIS implementation. By domain we mean the different viewpoints an evaluation can take:
it can focus on the technical performance of a system, for example, or on the impact of the system on organizational matters. The second dimension refers to the fact that evaluations can occur at different moments in the organization's dealing with the PCIS: before, during or after implementation. These categorizations are necessarily rough, and sometimes, actual implementation trajectories might be difficult to categorize as being either 'during' or 'after' implementation, for example. Equally, the domains that we distinguish should not be seen as neatly differentiated, mutually exclusive categories. Nevertheless, outlining these dimensions brings some order to the multitude of potential evaluation questions and can therefore help the organizational decision-maker that has to decide on evaluation 2 .
Secondly, our aim is to contribute to the discussion about the viability of qualitative versus quantitative methods in PCIS evaluation, by arguing for a specific integration of quantitative and qualitative research methods. More often than not, these methodological discussions end in a polarized debate about the strong points of qualitative methods and the weaknesses of quantitative methods -or vice versa (5).
We recognize the deep paradigmatic differences that legitimate these debates, and that often complicate attempts to 'mix' methodological approaches (6, 7 ). Yet we also agree with those authors that claim that combining the strengths of different research methods can lead to richer research results and because of that can be an important step forward -both for the manager, who needs to make informed decisions about the future of the PCIS, as for the scientific understanding of PCIS implementation (8). implementation and post-implementation. Within these phases of implementation of a PCIS, different evaluation questions can become relevant. Also, the overall aim of evaluation in these three phases is usually different. Evaluation during the preimplementation phase, for example, can be done to test the feasibility of the intervention. It can also be carried out to decide whether or not to make a full evaluation later on (9). In the implementation phase, evaluations often are concerned with providing feedback to help optimize the implementation process, which is called formative evaluation. In the post-implementation phase, evaluation is usually about the final outcomes or impacts of the intervention, and is called 'summative evaluation' (10).
When we combine these two dimensions, a table emerges in which each cell contains a distinctive set of questions (Table 1 ). In the pre-implementation phase, many questions are concerned with trying to find knockout arguments to decide in favor or against the system, and with potential effects and expectations that need to be anticipated in thinking about an implementation strategy. In the implementation phase, questions are often concerned with the first consequences of real-time use and with tentative results. As mentioned, in this phase evaluation is geared towards optimizing the implementation process itself. In the post-implementation phase, geared toward accounting for and learning from decisions made, attention primarily turns to overall outcome measurements. There is no question that quantitative research methods have been the methods of choice in evaluating information systems. They are generally valued higher than qualitative methods; the RCT being the ultimate scientific design -the gold standard of evaluation (12, 13) . Yet this dominance has also been questioned for many years.
Insert
First of all, social scientists have argued that 'scientificness' comes in many guises, of which hypothesis testing is only one. Building a theory explaining a specific social phenomenon, for example, is an equally scientific endeavour, which may or may not be amenable to quantification, or to 'testing' through a RCT. Second, the fact that conceptualizing (parts of) PCIS systems as 'the intervention' that a RCT focuses on supposes that it makes sense to isolate the functioning of this 'hardware' from the social processes that surround it and are integrated with its current functioning. This is a dubious assumption: in practice, it is often impossible to disentangle the 'effect' caused by the PCIS itself from the 'effect' caused by the changes in the workpractices induced by the PCIS implementation.
In addition to these general critiques, there are two additional reasons why RCTs may not be very useful evaluation tools for managers. First, a properly executed RCT is immensely labour intensive, and will give 'hard data' on (in the form of establishing relations between) a very limited set of pre-set parameters. It cannot answer the why or how questions that are often the most relevant when one wants to understand PCIS implementation, nor can it grasp all the unanticipated consequences that are often crucial to the fate of PCISs (14) (13). RCT researchers themselves often stress that their designs are of limited 'real-world' use due to the artificial, laboratory circumstances (e.g. simulation patients, unexperienced subjects) in which the data are produced (15, 16) .
In addition, conducting a RCT means that randomization has to be accomplished between two practices that are 'identical' except for the intervention that is being investigated (for example, randomly allocating patients to a clinician who uses a particular electronic patient record system and one who does not). However, generating these kind of 'objective' circumstances is impossible and unwanted in practice because of the peculiarities (routines, procedures, preferences) of professionals and departments within and between hospitals (6, 17). More importantly, these peculiarities are exactly the reason why systems may fail in one situation, and may succeed in another -so our method should help us to know more about these issues, rather than erase them.
For all of these reasons, we argue that managerially oriented evaluations should emphasize designs that focus on qualitative research methods rather than RCTs, since qualitative methods are capable of generating insights that can explain (the effects of) those peculiarities. For example, grasping a phenomenon like user resistance (why does it exist?, where does it exist of? and what are it effects?), can be done best by looking into those practices closely and using interviews and participant observations. Especially for the manager who needs to make decisions during the different phases of the implementation, this kind of information is crucial in order to optimize the implementation process.
In addition, quantitative measurement techniques of course still play an important role. In addition to qualitative results on user resistance (see above), for example, questionnaires can generate information on the amount of people that are unwilling or hesitant to use a system (on one moment or over a period of time).
Likewise, after having qualitatively investigated the transformation processes set in motion by the introduction of a PCIS, quantitative measurements can be designed to focus on the specific changes in performance indicators that the qualitative research has shown to be relevant. Ultimately, in our view, it is the integration of qualitative and quantitative methods that leads to the most valuable data, and, hence, to a deeper insight in the challenges and pitfalls of PCIS implementation projects.
Combining qualitative and quantitative methods in information systems evaluation has been done -albeit infrequently -since the end of the '80s (14) . When this was done, the qualitative results were usually seen as the exploratory 'first steps' that could at best inform the 'real' research of generating hypotheses to be tested using experimental or statistical techniques. Yet more symmetrical integrations are now being proposed under the label of the 'multimethod' approach, where the different methods each produce their own data, without an implicit proposed hierarchy between them (18). One of the reasons for the importance of 'multimethods research' is that the use of different methods is needed to capture the diverse and diffuse nature of information systems' effects. Another reason is to strengthen the robustness of research results through triangulation (19) .
We agree with these insights, but we would like to argue that integration gains the richest results when the data from one method are used as input for the other. By By using some of the questions from Table 1 we will illustrate how this integration can be done. We will focus on two domains that traditionally have been typically addressed with quantitative methods: by selecting 'hard cases' for our example, we hope to convince the reader that these insights are valid for the more 'soft' domains in our table as well.
From the technical domain for example, attention goes to software performance and hardware performance. From this focus it is interesting to know how stable the system is: how often and how long is it down, for example, and under what circumstances? After testing this during the pre-implementation phase under 'laboratory' circumstances, the real measurement can only be done during the implementation phase because the system has to be in real use (regarding frequency, duration and amount of usage, combination with other informations systems etc.).
Since it is unclear at that moment to what extent (e.g. all functionalities or some functionalities) the system can go 'down' and under which circumstances, and since it is also hard to fully predict which performance issues matter most in the ongoing work of health care professionals, it is necessary to identify these issues qualitatively.
After that, one can quantitatively measure frequency and duration of these performance issues. Subsequently, interpreting these results cannot be done without paying attention to the consequences of the performance (problems) on daily care. For example, do professionals mind that they have to create 'work-arounds' now and then? How much of a problem is it to have to wait a few seconds for a next screen?
What are the key 'interrupting' performance issues for health care professionals? In the end, qualitatively interpreting the quantitative outcomes is the only way to generate the information that a manager needs to make an informed decision about the (required) technical performance of the PCIS.
Also for the economic domain, the integration of qualitative and quantitative research methods is obligatory. Although 'measuring costs and benefits' seems to be a straightforward, quantitative endeavour, it has become clear that what exactly counts as 'costs' or 'benefits', and how these should be valued, is not straightforward at all (21) (22) (23) . What counts as 'benefits', for example, can change over time because of changes in the organization and its context, of which IT is only a (small) part. Also, in practice many (e.g. strategic) benefits obtained from the introduction of new information systems appear to be unplanned (24) . Measuring the costs of buying a PCIS, training personnel, maintenance etc., without looking at unplanned organizational changes like improved doctor-nurse communication, reduced waiting times or changes in tasks and responsibilities of staff produces incomplete results (25, 26) .The former mentioned costs (buying the PCIS, training of personnel, maintenance) can be identified and measured more or less precisely in the preimplementation phase, whereas the latter mentioned costs can only be measured in the implementation and post-implementation phase. Identifying these latter costs and benefits, to prevent concentrating only on pre-specified indicators, requires qualitative 
Conclusion
In our paper we concluded that, though RCTs are often still seen as the standard approach for PCIS evaluation, this type of design is unsuitable for the organizational decision maker. The most important reason is that RCTs are based on controlled, laboratory conditions, and are well-suited for studying whether a particular cause or intervention has a pre specified effect, but are not well-suited for investigating why and how a PCIS is being used, or not, and what the (often unexpected) effects and consequences are. Since many PCIS fail and exactly this kind of information almost always is lacking, RCTs are hardly relevant from the managerial point of view.
In addition, we argued that in evaluating ICT applications two dimensions of PCIS evaluation are crucial: the domain of evaluation and the different phases of PCIS implementation. When we combine these two dimensions, a table emerges in which each cell contains a distinctive set of questions. By outlining these dimensions some order is given to the multitude of potential evaluation questions. Subsequently, the best way of answering these evaluation questions and interpreting results and consequences, we claim, is to integrate qualitative and quantitative research methods in a specific way. By using results from one method as input for the other, richer results can be yielded compared to using these methods separately. 
