Abstract-Representational autonomy is a key property of an artificial agent. The type of representational structures and the role they play in the preservation of an agent's autonomy are pointed out. The limitations of the traditional cognitivist approach and of the embodied intelligent approach to support such representational structures are described and indicated. A framework of self-organising Peircean semiotic processes is introduced and it is then applied to demonstrate the emergence of autonomous representations in an artificial agent interacting with the environment.
I. INTRODUCTION
Contemporary research in artificial environments has marked the need for autonomy in artificial agents. Autonomy has many interpretations in terms of the field it is being used and analysed, but the majority of the researchers in artificial environments are arguing in favour of a strong and life-like notion of autonomy, which should first of all replace omniscience in artificial worlds. If believability is considered as a crucial factor, artificial agents should appear to be able to interact with other agents and users in unexpected events and circumstances under fallible anticipations (under incorrect information), to have limited perception capabilities and plausible action, to create and communicate new meanings about their environments and to exhibit novel interactions. Such agents could be used in dynamic and open-ended scenarios, where adaptability is needed, or even to be reused in a different environment. In [1] it is argued that the ideal case for an artificial agent would be to exhibit a human-like personality, and they considered this to be the combination of a completely realistic interaction with the environment and human-like cognitive abilities.
In an ALife perspective, an agent's personality should emerge from its open-ended interaction with the environment. To do so, there should be the prerequisites and the conditions for the agent to be structurally coupled to the environment, and to develop the respective lowand high-level cognitive capabilities through the whole history of its adaptation. This is the problem with agency in any context and autonomy seems to be one of its most essential properties.
In the next sections the type of representational structures and the role they play in the preservation of an agent's representational autonomy are pointed out. The limitations of the traditional cognitivist approach and the embodied intelligence approach to support such representational structures is described. A framework of self-organising Peircean semiotic processes is introduced and it is then applied to demonstrate the emergence of autonomous representational structures in an artificial agent interacting with the environment. This is an attempt to design artificial agents with enhanced representational autonomy, since this will be a fundamental advantage towards the design of strongly autonomous artificial agents.
II. AUTONOMY AND REPRESENTATIONS IN STRONG AGENCY
Autonomy has many definitions in respect to the domain it is being used. The same is true regarding the notion of agency. In this paper, agency and autonomy are defined in their stronger notions, such as those usually applied to human agents. Hence, it can be said that an agent is a system which exhibits the fundamental properties of interactivity, which is considered as the ability to perceive and act upon its environment by taking the initiative; intentionality, which is considered as the ability to effect goal-oriented interaction by attributing purposes, beliefs and desires to its actions; and autonomy, which is the ability to operate intentionally and interactively based only on its own resources.
There is an interesting interdependence between the three fundamental properties. As it is suggested in [2] , there is no function without autonomy, no intentionality without function and no meaning without intentionality. The circle closes by considering meaning (representational content) as a prerequisite for the maintenance of system's autonomy during its interaction.
Following contemporary research coming from the realm of living systems and dynamic anticipatory systems, autonomy implies also a representational autonomy, which will provide the content based on which the system will be able to interact with the environment, in such a way, that will be able to maintain its own functional autonomy [2] [3] . This is something that seems to be widely observed in living systems and which implies their capacity for open-ended adaptation. Hence, the degree of autonomy depends on the type of representations and their content that drives an agent's functionality through its interactions with the environment. Moreover, the notion of representation is central to almost all theories of cognition, therefore being directly and indirectly connected with fundamental problems in the design of artificial cognitive agents [4] . Thus, in the following paragraphs we briefly describe the way the notion of representation is used in the wellknown frameworks of cognition, and the resulting limitations that are imposed in the autonomy of the virtual agents designed based on these frameworks.
The majority of artificial agents inhabiting into artificial environments are designed using architectures that are based on the cognitivist assumption [5] , [6] . However, there are a lot of practical problems. Although these approaches have been successful on modelling very specific and well-defined tasks requiring high-level cognition, they have been quite unsuccessful on everyday tasks that humans find extremely easy to manage. In particular, cognitivist artificial agents fall into the trap of the symbol grounding problem and of the frame problem. Due to the disembodied nature of cognition the syntactic and semantic aspects of a cognitivist artificial agent are separated, thus making the creation and enhancement of inherent meaning structures almost impossible. Hence the symbol grounding problem [7] . The frame problem comes as a consequence. Specifically, since agent's functionality is based on predetermined representations, it will neither have the capacity to generalise its meanings in order to act on new contexts presenting similar relations and conditions, nor the ability to develop new representations and hence to function adaptively whenever is needed. There have been some attempts to ground representations in the sensorimotor interaction with the environment, but a cognitivist grounding theory should also explain the interdependence of the transducing system with its environment and the central computational system, in order to be complete [8] .
Everything that an artificial agent does, if it is to be a system that exhibits autonomy, should be primarily intrinsically meaningful to itself. Cognitivist artificial agents do not have this ability.
A radical alternative to cognitivism and disembodiment in general is emergent and embodied cognition, where one is looking for autonomy and intelligence without representations [9] . This approach introduces numerous advantages, compared to the cognitivist assumption, for the shake of disregarding the need for system's representations. Symbolic representation disappears completely -the productive power of the agent's functionality is embodied within the network structure, as a result of its particular history. In this absence there is no need for symbol grounding, since the agent is now physically grounded to the environment. Additionally, embodiment seems as a way out of the frame problem, since the choice of the relevant model for the agent's functional organisation is now being constrained bottom-up by the environment [10] .
The embodied approach comes with serious drawbacks. In agents based on the subsumption architecture [11] , as complexity of the environment increases, there is a difficulty in the agent's sensorimotor organisation to handle the internal communication needed to coordinate its activity. Also, the ability for classification for merely dynamic and self-organising agents cannot transcend their attractor's landscape complexity, which in a way, restricts their meaning evolving threshold. Although an embodied agent seems to be able to handle very simple tasks with only primitive stimulus-response actions, its cognitive capabilities cannot scale to tackle more complex phenomena. This happens because physical grounding cannot generate internal content, which is deemed more than necessary when the environment, used as a model in itself, is just not enough. These are evidences that the use of representations, even in reflexive behaviors, becomes essential [12] . However, representations should not be generic, context-free and predetermined, but they should be an emergent product of the interaction between an agent and its environment [4] .
III. EMERGENT REPRESENTATIONS VIA SELF-ORGANISING SEMIOTIC PROCESSES
There are many hybrid architectures which are trying to build autonomous agents, especially in virtual environments [13] , [14] . In this works, autonomy is used in the very light sense of the word, and furthermore, there are some major problems, such as lack of scaling, the need of an external planner, etc. These attempts consider intelligence as a separate module which should be adapted to the other modules of the agent. In a strongly autonomous agent any representational functional organisation should be emergent on its interaction with the environment. Embodied artificial agents seem like a good candidate for meaning-based interaction, but their capabilities are limited. The complexity of an emergent self-organising system can only be enriched through its interaction (structural coupling) with other systems in its environment [15] . The immediate problem to overcome is to find the means by which this structural coupling will take place. Self-organising and embodied systems admit no functional usefulness to representations and they regard information only as socially ascribed to a process from other observers. On the other hand, it seems that all necessary information for an adaptive self-organising system must be embedded in its functional patterns, which are cross-correlated with incoming ones, in order to be built up or to dynamically form new ones in dependence with the system's anticipation [16] . Then, the incorporation of a process to support the vehicle of the representation which carries internal information about an external state seems imperative. This process should give the interactive dimension to the self-organising system and furthermore, it should correspond to the embedded structure of emergent representations. In this way, the cognitive system will preserve its self-organising status and the respective properties that come with embodiment, but it will also acquire a fruitful functionality for autonomy and open-ended adaptive interaction. Peircean semiosis can be seen as the process which drives the system into meaningful interaction. In [17] Peircean semiotic processes and especially Peircian triadic semiosis [18] are extensively presented as a proper framework in order to complement the interaction of selforganising systems in a dynamic information environment, as well as, the ability of such processes to model intentional interactions [19] .
In the proposed framework, intelligence is not consider as an extra module, but as an asset emerging from the agent's functionality for interaction. Specifically, the use of the proposed framework aims at the unification of the modality of interaction, perception and action with the smallest possible number of representational primitives. The present attempt is in correspondence with contemporary works in AI, such as [20] , where only the concept of semiotic symbol is used to ground lexicons in robots and [21] where semiotics and schema theory is used to ground language in action and perception of a robot. In the present paper, there is an attempt to design a more generic architecture which will integrate aspects of self-organisation and embodiment with Peircean semiotics. There is in no way a demonstration of a totally autonomous system, but the introduced architecture overcomes the symbol-grounding problem, which is the fundamental obstacle for the frame problem, and by doing so, it introduces a type of representational structures that are integrated into the functional structure of the artificial agent. This types of representations are more consistent with the demand for representational autonomy coming from dynamic anticipatory systems research [4] . Finally, the whole endeavour is in parallel with ideas relating research in cognitive science to AI systems, as these are outlined in [22] .
A. The Structure of Peircean Signs
In Peirce's semiotic theory signs have a triadic structure constituted by three distinct interrelations (semiotic components). The triadic sign relation is never present in itself as a closed entity, but it is integrated into a sign process. Also, in order a sign to come into existence through a sign process there must exist a cognitive agent to support its interpretation. The meaning of a sign is not static but it is formed by a sequence of interpretants and it is virtually unlimited. Peirce also distinguishes between the Immediate Object (IO -the object as represented in the sign) and the Dynamic Object (DO -the object that the sign cannot express). In other words, a representamen is the sign-vehicle which can be implemented in any kind of structure and it is the form with which the signified object will be conveyed to the cognitive system. An object is the object to which the sign refers through the immediate object (IO) of the sign. The interpretant is the sense that the cognitive system made of the sign, which is a more developed sign. Now, each one of the three sign relations (S-OR-IR) constituting the triadic structure may exhibit three different modes. The relation of the sign to itself (S -the intrinsic relation of the sign) is constrained by the qualities that have been mediated by the DO to the signvehicle. There are three cases: a Qualisign (Q)
The relation of the representation to the object (OR) is constrained by the cognitive agent. The latter determines, on the basis of her anticipations (habits and beliefs) and the characteristics of the sign, a kind of relation between the sign and a certain DO. Such a relation can be Iconic (Ic), where the sign has no dynamic connection with the DO but its qualities resemble those of the DO; Indexical (Id), where the sign has a causal relation to its DO; Symbolic (Sy), where the sign is related to the DO based on the agent's habits and beliefs (anticipations). The relation between the sign and its interpretant (IR) depends on the type of schematization the representamen exhibits in order to include these aspects of the sign which concern its relation to the interpretant. Here, depending on the type of schematization, one can find a Rheme (R), which is the most abstract relation between a sign and its interpretant, as it can only be assumed to represent a possible existence; a Dicent (D), which is a proposition (sign of actual existence), it must necessarily contain a Rheme and it cannot be Iconic; an Argument (A), where the anticipations of the agent are the basis on which she knows that a certain sign can be connected with an interpretant [21] .
The basic structural element of the proposed framework is the semiotic component. A possible representation is to use a frame-like structure, and to let individual slots express the respective qualities (qualisigns) of the object they represent. For indexing and interpretation purposes, two more slots should be reserved to describe the unique id of the component and the type of data it holds. In the case of virtual environments, possible objects that can be represented in the agent's knowledge base using semiotic components are:
• entities: the individual visual elements that exist as 3d geometries in the environment. The semiotic component should possibly contain their spatial properties (e.g. translation, rotation, bounding box size) and other custom qualities that better describe their nature.
• relations: spatial (e.g. near), structural (e.g. part-of) or other relations between entities. Spatial relations are usually iconic representations.
• situations: a collection of objects and relations between them that describes (part of) the environment
• actions: Preconditions (described as the initial situation), performance (series of motor commands) and effects (changes between initial and final situation). The slots can contain either crisp values or sets. In the latter case, the component describes not just one object but a category (legisign). A possible semiotic component representing an observed entity could be in the form presented in table 1. 
B. Self-organising Peircean Semiotic Processes
The abstract architecture rising from the interaction of a self-organising system with its environment based on Peircean semiotic processes is shown in Fig. 1 . A detailed analysis of the architecture is given in [23] .
As a first step towards a computational methodology for implementing the proposed framework, an example has been set up, where agents are wandering around an environment and try to learn simple actions. The environment contains a number of agents and passive objects and has an embedded collision detection and response algorithm Each agent has its own abilities concerning perception and action and initially it has no representational structures regarding possible actions. The objective is to show that different grounded representations will emerge through the random interactions of the agents with the environment. Moreover, since each agent interacts in a different manner with the environment, similar actions will correspond to different representational structures.
A perception mechanism, which is constantly being informed by the environment, about the entities that are in its field of view, and performs the required data transformations to create the IOs as components that will drive the semiotic process. These IOs are stored in the short term memory, which agents are constantly examining and comparing to their representational structure to try and detect any surprising phenomena, i.e. objects that they cannot categorize. In the implemented example, the semiotic components describe entities, spatial relations, situations and actions. Surprising phenomena could be the detection of a new entity or an unanticipated change in successive situations. In the first case, the new IO is stored in the representational structure, while in the second one, the process of semiosis is initiated in order to explain the action that resulted in the unexpected change, causing the creation of a new category of actions or the restructuring of an existing one as it is shown in Fig. 2 .
Let us consider the case where two successive situations are observed by the agent and an action component is being created. This component describes the first situation as possible preconditions of the action and the differences between the two as the anticipated distinctions (Fig. 3) . This component should be compared to all known actions in the representational structure to check whether it is an instance of a known category. The process of testing for similarities between an action that has happened and a generic category of actions is as follows: First, if the number of entities that take part in the action effects is different, the agent concludes that there are no similarities. Otherwise, all possible permutations of the entities of the current action are replacing the respective entities of the DI. Differences are tracked, and the arrangement with the least number of differences is determining the similarity score, i.e. a number stating how similar the observed action is to that category in the representational structure. In this case, one may have to find differences between values and sets, so there is a difference if a quality value of the observed action does not belong to the set of values of the generic one.
Failure to categorize an observed situation drives the process of semiosis. A completed semiosis consists of the three inferential procedures: abduction, deduction and induction, which drive the agent's logical argumentation.
C. Abductive Phase
The first part of abduction consists of the observation and description of the nature of a surprising phenomenon on the basis of the anticipations of the agent. Hence, the interaction initiates from the dynamic object (DO), the environmental element of interaction, which needs mediation in order to be determined in a representation of the cognitive system. A direct relation between the DO and its interpretant is impossible, but, using a means of measurement, the nature of the DO can be indicated by a primitive internal representation, the immediate object (IO). At this moment of the interaction, the sign, specifically the representamen, indicates the direction of the reality to which it refers. A representamen contains several IOs which in turn refer to several DOs. Which IO will eventually be actualized depends on the cognitive system's anticipations. This is where semantics play their role. They make use of the given information in order to infer its meaning, but only in the sense of the ground of the representation. As the form of the ground is a function of the qualities of the representamen, the latter constraints the former, which sets the borders for the structure of the impending representation.
In the example, the abductive phase initiates whenever the categorization of an immediate object fails. The decision made after that is determined by the highest similarity score. If it reaches below a certain threshold, the IO is treated as belonging to a new category and is stored in the representational structure. In the opposite case, the agent tries to restructure the existing category so as to explain the observed object. A new semiotic component is created that contains all differences between the IO and the category with the most similarity.
In the second part of the abduction, an analogy between the surprising phenomenon and the agent's anticipations is attempted, in order to indicate a possible direction of a hypothesis explaining the surprising phenomenon. Hence, further to IO's formation, the result is tested against the system's anticipations, where an interpretation of the qualities of the representamen in a way narrow the IO's selection and give a certain directionality to the system.
The restructuring is being driven by a possible hypothesis that generalizes or specializes the object description (DI). E.g. if there are differences between an observed action a and a known category A, there are two possible hypotheses that could explain such a surprising phenomenon: either a is a new case of A, so the category has to be generalized to include the differences, or a is an exception of A, so the category has to be specialized to exclude one or more qualities of a. The differences between a and A can be the following:
• differences in preconditions: quality values that do not match, different relations, or different number of entities.
• differences in anticipated distinctions: quality differences that do not match, different relations in the added relations list, or different relations in the removed relations list. At the final part of the abduction a formulation of a possible explanation for the surprising phenomenon takes place. At this point the immediate interpretant (II) has been formed. It should be noted that for II's formation system's semantics must be tested against the pragmatics for the ground to be enriched with -not all possible-but only system's relevant and useful (at the specific moment) predicates. In the whole abductive phase indexical and iconic sign types would be formed. The indexical representations should be considered as digital representations, where their information capacity coincides with their representational content. These representations cannot provide the agent with new knowledge for its objects are related to existence. On the other hand, iconic sign types should be considered as analog representations able to produce new knowledge since their information capacity is more that their representational content.
In the presented example, using the semiotic component that marks the differences, one is randomly selected and, based on the hypothesis, a possible generalization or specialization is selected. In the end of the abductive phase, A' is created as a copy of A to describe the revised category if the hypothesis were true.
D. Deductive Phase
In the deductive phase the consequences of the hypothesis formulated in the abductive phase are examined. In the first part of deduction, a possible direction of the consequences of the hypothesis is indicated based on the agent's anticipations. In the second part, the formulation of the consequences of the hypothesis takes place. Hence, although the representational content of the II provided the tools for the object's discrimination, there will be some tests needed in order this core meaning to be temporarily stabilized into a dynamic interpretant (DI). This process is the most complicated one as the self-organised system will try to incorporate the new representational structure (II) in its functional organisation. To do this, the system must refer to itself in order for unsuccessful structure modifications to be obliterated. Certain representations may not be fulfilled by their objects, and this amounts to improper expectations. These could lead to omissions and commissions. The former implies an unanticipated behaviour of the object, while the latter implies that the agent will not be able to manipulate the object in the anticipated way. This is the reason for incorporating the pragmatic aspect of the representation.
In the example, during the deductive phase the effects of the hypothesis are applied to A'. The generalization mechanisms are: to expand the set of quality values so as to include the different values of a, to remove a relation that does not exist in a, or to remove an entity that does not take part in a. On the other hand, a specialization is to pickup a random quality of a, whose value belongs to the set of values of the respective quality of A, and to reconstruct the set so as to exclude that value. Table 2 summarizes the possible actions that can take place to restructure an action category in the agent's representational structure, based on the type of difference and the hypothesis.
Both A and A' are kept in memory and linked to each other as A' is a descendant action of A. So, based on the results of the abductive phase, a surprising phenomenon will either create a new tree as a single node, or expand an existing tree by adding a descendant node to the most similar of its nodes.
E. Inductive Phase
The, in a way, objective meaning, which results from the semantic and pragmatic processes, should be open to revision, which takes place in the inductive phase. The consequences of the hypothesis formulated in the deductive phase are observed in the context of the surprising phenomenon. In case of acceptance, the hypothesis can be used to account for similar surprising phenomena in the future. Then, a new belief would be fixed and if such a hypothesis continues to persist through the agent's interaction with the environment, it will grow to a habit. The final interpretant (FI) is an ideal case where a representational structure coincides with the intentionality of the respective object (see Fig. 1 ).
The inductive mechanism of the agent in the example operates as follows: If the perceived context meets the preconditions of an action, and that action involves at least one entity of type 'agent', the agent's behavior tries to imitate the action. This imitation takes place by trying to reproduce the action's effects. For example, if there is an anticipated change in the agent's position, the agent actually changes its position in order to meet the changes in the action effects. It uses a simple mechanism to get feedback from the actions it observes: each action in memory is assigned a score, and, whenever it is observed Action in the environment or it is the most similar to an action observed in the environment, its score is increased and the score of all other nodes in the same category tree is decreased. The nodes whose score is below a certain threshold are deleted from memory. With this process the agent manages to test its hypotheses by trying them, and to reinforce the correct ones, leading to the restructuring of its representational structure. 
IV. CONCLUSIONS AND FUTURE WORK
We have presented an example as an application of the proposed framework, where agents evolve representational structures regarding new actions by observing the environment and trying to interact with it. Each agent in the environment creates its own categories of actions based on its experiences. The emergent representational structures could be reused and adapted to other environments with similar physics. Furthermore, the frame-like structure of the semiotic elements allows the representational structure of an agent to be stored and corrected offline by a designer, e.g. to remove possible false hypotheses about actions.
The structure of the Peircean semiotic processes overcome the symbol grounding problem as they are already grounded by their nature. The fact that a representamen mediates between the DO and its interpretant provides a Peircean semiotic process with an embodied structure, since now agent's anticipations are grounded in agent-environment interaction.
The richness of the proposed framework points to a variety of directions that could be pursued in the future. The authors plan to extend the analysis and implementation in more complex environments, where the representation of actions could involve more than two successive timeframes. This would allow agents to anticipate long-term actions, as well as their performance, i.e. the series of micro actions needed to accomplish them, thus embedding the agent seriously into time and enriching its degree of representational autonomy and consequently its autonomy and adaptability. More important future questions that this framework raises are related to efficient inference and planning of the agent based on the emergent representational structures, as well as to the organisation of higher level action and goal structures in a social context.
