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Abstract
We study the interrelation between the algebraic properties and the dynamical behavior of elemen-
tary cellular automata and other deterministic quadratic dynamical systems. The examples presented
indicate that complex behavior, often observed in these systems, can be connected to the nonassocia-
tivity of algebraic structures on which systems evolve.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
One of the major paradigms manifested and popularized in recent years states that
complex behavior may arise from simple mathematical models. Chaotic systems—low
order nonlinear systems of differential or difference equations—often demonstrate non-
periodic, irregular behavior, which is traditionally attributed to the instabilities of their
dynamics. The instability here means strong sensitivity of the systems’ evolution to initial
data: two points, initially positioned close to each other may diverge exponentially fast
in time. As a result, prediction of the state of such systems is practically impossible over
long time intervals. Many models of natural phenomena described by differential equations
share this property, from a finite-dimensional nonlinear pendulum, to population growth,
and turbulent fluid flows.
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systems containing many discrete elements (cells), which interact locally with each other.
They evolve in discrete time steps, according to special rules of interactions on a finite
set of such cells. Despite apparent simplicity of generation, CA are capable of exhibiting
complicated spatial behavior (patterns) similar to that found in differential or difference
equations.
In this paper, we study some of the systems mentioned above from an algebraic view-
point by treating them as dynamical systems on the appropriate nonassociative algebras.
In Sections 2–4, a particular class of CA is related to the algebraic structure of groupoids,
which in general, are not associative. We show that groupoids provide a natural framework
for understanding the behavior of such CA. In Section 5, the examples of ordinary and
partial differential equations on nonassociative algebras are presented. A discussion and
summary are given in Section 6.
2. Elementary cellular automata as groupoids
Studies of CA were initiated by mathematicians J. von Neumann and S. Ulam in the late
1940s [1]. Inspired by analogies between the operations of computers and human brain,
J. von Neumann’s idea was to develop a general theory of self-reproducing automata and
organisms. From the beginning CA were thought of as models, simple enough for rig-
orous axiomatic mathematical study, yet adequate enough to capture some logical and
statistical properties of “complicated” natural systems. The first automaton described by
J. von Neumann was the two-dimensional array of cells, where each cell is connected to
its 4 neighbors and can be in one of 29 states. Later, much simpler automata were con-
structed and employed for modeling in physics, biology, and many other fields (see [2–5]
for history and applications of CA).
In this section, we consider a particular class of one-dimensional elementary cellular
automata (ECA), originally introduced and studied by S. Wolfram [4,5]. ECA are dynam-
ical systems that describe the evolution of black and white cells, denoted further as 1 and
0 correspondingly, arranged in horizontal lines. Starting from some initial line, where all
cells are white and a single cell in the center is black (. . .0001000 . . .), for example, the
color of the cell on the next line is determined by the color of its three neighbors immedi-
ately above it. In order to define a particular ECA rule, it is sufficient to assign “0” or “1”
values to 8 triplets, for instance,
1 1 1 1 1 0 1 0 1 1 0 0 0 1 1 0 1 0 0 0 1 0 0 0
0 1 1 0 1 1 1 0 . (1)
It is not difficult to see that there are 256 such rules, which are numbered from 0 to 255
by binary numbers formed from the assigned digits and then converted to decimals. Thus,
definition (1) corresponds to the rule 110, since 1101110 in base 2 is 110 in base 10.
Extensive visual experiments with time-space diagrams and statistical analysis of these
256 rules showed a wide behavioral range, which S. Wolfram [6] grouped into four classes.
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tial condition. Class 2 ECA produce periodically repeating or nested structures. Class 3
evolution leads to aperiodic, chaotic patterns. Class 4 ECA produce a mixture of random
and localized periodic structures. This classification is not formal, but reflects analogies
with the behavior of continuous systems [6]. Namely, solutions of differential equations
may approach asymptotically fixed points, limiting cycles, or strange attractors that corre-
spond to the behavior of classes 1, 2, and 3 ECA, respectively. S. Wolfram [4,5] suggested
that most ECA of classes 3 and 4 are computationally irreducible, which roughly means
that direct simulation is the only way to predict their behavior (i.e., there are no “shortcuts”
available). Moreover, an apparent complexity is an intrinsic property of ECA, which comes
from neither the initial conditions or external noise. However, it remains unclear how such
constructively simple ECA are capable of exhibiting so nontrivial behavior.
In a step towards a more formal mathematical description of CA, J. Pedersen [7] pro-
posed to use universal algebra methods. These were also employed by C. Moore [8–10]
to study ECA. To illustrate the basic idea of the algebraic approach, we first replace the
conventional CA rules by the equivalent algebraic objects. Specifically, instead of using
3-cell rules, for example,
1 1 0 1 0 0
1 0 →
1 1 0 0
1 0 , (2)
one can define “products” of 2-cell blocks, 11 ◦ 00 = 10, etc., consistent with the corre-
sponding rule. Denoting e1 = 11, e2 = 10, e3 = 01, e4 = 00, and evaluating similarly all
products ei ◦ ej , i, j = 1, . . . ,4, a particular case of ECA can be given by a corresponding
multiplication or Cayley table. Rule 110 (1), for instance, has the following Cayley table:
◦ e1 e2 e3 e4
e1 e4 e3 e1 e2
e2 e1 e1 e3 e4
e3 e2 e1 e1 e2
e4 e1 e1 e3 e4
(3)
This multiplication table defines a four-element groupoid, a nonempty set G = {ei, i =
1, . . . ,4} together with a closed binary operation ◦. Similarly, each of the 256 rules gen-
erates a unique Cayley table, and hence a groupoid. The ECA evolution can then be
computed by groupoid multiplications of neighboring elements. Starting from the initial
line of 2-block cells x1x2 . . . xn, where xk ∈ G, k = 1, . . . , n, and evaluating the next n− 1
lines results in a single block, denoted by B12...n. For instance, for x1x2x3 we have
x1 x2 x3
x1x2 x2x3
(x1x2)(x2x3)
(4)
thus B123 = (x1x2)(x2x3), where the ◦ symbol is omitted for shortening. Similarly,
B1234 =
[
(x1x2)(x2x3)
][
(x2x3)(x3x4)
]
, (5)
410 Y. Gulak / Advances in Applied Mathematics 35 (2005) 407–432which suggests a recursion
B12...n = B12...(n−1)B23...n. (6)
In general, n(n − 1)/2 products are required to calculate B12...n. But if the groupoid has
special properties, the prediction of B12...n may be much more efficient [9,10].
As an example, consider rule 90 with its corresponding groupoid given by the following
Cayley table:
◦ e1 e2 e3 e4
e1 e4 e3 e2 e1
e2 e3 e4 e1 e2
e3 e2 e1 e4 e3
e4 e1 e2 e3 e4
(7)
In fact, the multiplication table (7) defines a group. It is associative as x1(x2x3) = (x1x2)x3
for any x1, x2, x3 ∈ G. Furthermore, e4 is an identity element since xe4 = e4x = x for all
x ∈ G; and an inverse x−1 = x exists for any x ∈ G. This group is also commutative,
that is, x1x2 = x2x1 for any x1, x2 ∈ G. Due to associativity, parentheses in B12...n can be
neglected. Also, powers of elements can be defined in the particular case
xp =
{
e4, if p is even,
x, if p is odd, (8)
for any x ∈ G and integers p. Commutativity allows an arbitrary order of multiplication.
Thus,
B123 = (x1x2)(x2x3) = x1x22x3 = x1x3, (9)
B1234 =
[
(x1x2)(x2x3)
][
(x2x3)(x3x4)
]= x1x32x33x4 = x1x2x3x4, (10)
and
B12...n = xp11 xp22 . . . xpnn , where pk =
(
k − 1
n − 1
)
, k = 1,2, . . . , n. (11)
Powers in the last expression can be simplified further thanks to (8). Hence, to compute
B12...n requires at most n−1 multiplications, as compared to O(n2) in the direct evaluation.
The example above demonstrates how the evolution of ECA can be effectively “de-
coded” by identities of the corresponding algebraic structure. It should also be noted that
useful information about properties of ECA may be deduced from their corresponding
Cayley tables [10]. The group of rule 90 (7) has, in particular, two subgroups, {e2, e4}, and
{e3, e4}. Choosing an initial condition of a single black cell e2 with the rest white cells e4,
for example, the further ECA dynamics involve operations only on these two elements,
e22 = e24 = e4 and e2e4 = e4e2 = e2. As a result, the produced visual pattern is repetitive,
although not trivial [5, p. 26].
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a Cayley table in which every symbol occurs exactly once in each row and column), loops
(quasigroups that have an identity element), groups, and some other well-known algebraic
structures can be efficiently predicted [9,10]. Unfortunately, the majority of groupoids
related to ECA do not belong to any known algebraic structures. Such ECA, neverthe-
less, may demonstrate class 1 or 2 behavior, generating trivial or repetitive patterns. This
suggests that corresponding groupoids satisfy some simplifying identities other than the
standard ones. Even more interesting question is, how special are groupoid identities of
more complicated classes 3 and 4 ECA?
3. Groupoid identities search
Before getting into an identities search, we illustrate now how equivalences between
ECA rules [4, see Table 1 in Appendix] translate into the language of groupoid identi-
ties. A conjugation transformation of the ECA rule is defined by the exchange of its cells’
colors, or in our notation, by substitutions 0 → 1 and 1 → 0. Meanwhile, reflection is an
interchanging of left and right cell colors of ECA input triplets. For example the reflection
of 100 is 001. Notice that the output of the rule is not affected, thus it is not shown. Apply-
ing both the conjugation and reflection on an ECA rule defines a combined transformation.
Since many ECA properties are unaffected by conjugation, reflection, and combined trans-
formations, their rules form equivalence classes under these transformations. Considering
only one representative from each class reduces the number of ECA case studies from 256
to 88.
In terms of groupoid properties, the conjugation transforms e1 → e4, e2 → e3, e3 → e2,
e4 → e1, just relabeling in this way entries of the multiplication table. Thus, groupoids of
conjugate rules are isomorphic and satisfy the same identities.
Under reflection, the monomials of groupoid identities are also “reflected”, as demon-
strated by the following example. The rule 6 ECA groupoid satisfies among others the
following two identities:
x2
(
x2
(
x2x
2
1
))= x2(x1(x2(x2x1))), (12)
B21122 = B12122. (13)
The corresponding identities of the reflected rule 20 are
((
x21x2
)
x2
)
x2 =
((
(x1x2)x2
)
x1
)
x2, (14)
B22112 = B22121. (15)
This property follows from the relation between the multiplication in the groupoid of the
reflected ECA rule, denoted by ∗, and the multiplication in the original rule:
x ∗ y = (yrxr)r . (16)
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e1r = e1, e2r = e3, e3r = e2, e4r = e4. As a consequence, the ECA rules that are invari-
ant under reflection exhibit pairs of reflected identities, or single ones with the reflected
monomials.
Finally, the combined transformation is clearly analogous to the reflection. In conclu-
sion, the ECA rules equivalent under the above transformations are also closely related
algebraically.
It turns out there are only 5 pairs of equivalent ECA rules out of the total 256 that
are semigroups (associative groupoids): (0,255), (90,165), (160,250), (128,254), and
(170,240)R . All pairs are conjugated and invariant under reflection, except the last one
which is reflected (denoted by the subscript R). The first three pairs are also commutative.
However, only pair (90,165) corresponds to groups, while the others are not even qua-
sigroups. The groupoids of rules 105 and 150 are quasigroups, although not associative.
Table 1 of Appendix gives a list of ECA rules that groupoids satisfy by defining identities
of other known algebraic structures. Less than 30% of ECA rules can be found in this table,
other rules require a systematic search for the corresponding groupoid identities.
To discover identities in ECA groupoids, we use an “exhaustive” combinatorial search,
borrowing some ideas from the more sophisticated algorithm described by Bremner [11,
12]. We shall say that groupoid G satisfies a multi-homogeneous identity of degree d if
m1(x1, x2, . . . , xk) = m2(x1, x2, . . . , xk), (17)
where monomials m1 and m2 are products of d = d1 + d2 + · · · + dk variables xi , i =
1,2, . . . , k. In addition, the number of xi ’s in each monomial should be exactly equal to di .
Thus, it is convenient to classify identities by partitions (d1, d2, . . . , dk), where 1  d1 
d2  · · ·  dk . It seems natural to start with the search of multi-homogeneous identities
since almost all well-studied algebraic structures are defined in terms of such identities.
We illustrate basic steps of the algorithm with the example of a (1,2) type of identities
search. This is the case of d = 3, which involves products of variables x1, x2, x2 and 3
permutations of them:
x1x2x2, x2x1x2, x2x2x1. (18)
Since the associativity of G is not assumed, variables in monomials should be properly
parenthesized. With 3 variables there are 2 association types: (x1x2)x2 and x1(x2x2). This
gives a total of 6 possible monomials of type (1,2):
(x1x2)x2, x1(x2x2), (x2x1)x2, x2(x1x2), (x2x2)x1, x2(x2x1). (19)
We now set up a matrix M , evaluating each monomial in (19) for all possible combina-
tions of values of x1 and x2, and putting them into corresponding columns. Each row of
M contains values of these monomials for a particular combination of x1 and x2, thus it
has 16 such rows. To search for identities directly related to ECA, we concatenate 3 ad-
ditional columns to M with the corresponding values of B122, B212, and B221, according
to permutations (18). Finally, the resulting 16 × 9 matrix M is checked for equal columns
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of matrix M , for instance, would correspond to the identity x1(x2x2) = B212. It is also
possible that some column of M has equal values. If all elements of column 3 evaluate, to
say e4, that would indicate a trivial identity (x2x1)x2 = e4.
The algorithm described above is straightforward and easy to implement using the tech-
niques of modern symbolic programming. It is restricted however to the search of low
degree (d < 8) identities, mainly due to the huge size of matrix M if d  8. It should also
be noted that this algorithm finds multi-homogeneous, trivial, and identities that involve
ECA B-blocks, but not all low degree identities of the corresponding groupoid.
Table 2 of Appendix shows a partial list of computer generated ECA groupoid identities
found by the above algorithm. For most of the ECA rules we show identities of the lowest
possible degree because of the large number and size of higher degree identities. Fixing
a degree, the search involves all possible partitions of variables, so if the partition is not
listed, the corresponding identities have not been found.
First, we notice that the lowest degree of identities found varies for different rules. For
example, many class 1 and class 2 ECA are of degree 3. The identities of more complicated
rules 30, 52 and 110 are of the degree 4, while the identity of rule 22 is of degree 6.
The groupoids of simple ECA, exemplified by rules 0, 8, 16, 24, 36, exhibit many triv-
ial identities with B-blocks, which are responsible for the appearance of repetitive patterns
generated by these rules. In principle, the identities that involve B-blocks are those that pro-
vide computational “shortcuts” for efficient ECA prediction. Despite the fact that only low
degree identities are listed in Table 2 of the Appendix, we may observe the following trend:
the more complex the ECA behavior, the less the number of corresponding B-block (and
in fact, other types of) identities of a given degree are found. For instance, the groupoids
of class 3 and 4 rules, such as 20, 30, 45, 52, 54, 73, and 110, satisfy only a small number
of B-block identities. Furthermore, it is interesting to note that ECA groupoids of rules 30
and 45 satisfy several common low degree identities, as well rules 54 and 110. These ECA
also demonstrate similar visual patterns: practically random and with localized long-living
structures respectively.
Our empirical results suggest, that in the case of class 3 and class 4 ECA, we cannot
expect to discover simple recursive expressions for corresponding B-blocks similar to for-
mula (11). For some initial conditions, however, such “shortcuts” might be available. The
groupoid of rule 110, for instance, satisfies the following identities: of type (1,6)
B2212222 = (x1x2)
(((
x2x
2
2
)
x2
)
x2
)
, (20)
of type (1,7)
B22122222 = B21222222 = B12222222 =
((
(x1x2)
(
x2x
2
2
))
x2
)
x22 =
((
(x1x2)x
2
2
)
x22
)
x22
= (x2(((x1x2)x22)x2))x22 = ((x1x2)x22)(x22)2 = x22(((x1x2)x22)x22)
= x22
(
x2
((
(x1x2)x
2
2
)
x2
))
, (21)
of type (1,8)
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((((
(x2x
2
2)x2
)
x2
)
x2
)
x2
)= (x2((x1x2)x22))(x22)2 = (x1x2)((x2x22)2x2)
= (x1x2)
(((
x2
((
x22x2
)
x2
))
x2
)
x2
)= (x1x2)((x2x22)(x2(x22x2)))
= (x1x2)
(((
x22x2
)
x22
)
x22
)= (x1x2)((x2(x22)2)x22)= (x1x2)((x22x2)((x2x22)x2))
= (x1x2)
(
x2
((
x2
(
x22
)2)
x2
))= (x1x2)(x2(((x22x2)x22)x2))
= (((x22x2)(x2(x1x2)))x2)x22 . (22)
4. Nonfiniteness of the groupoid identities basis and ECA
Evidently, many other useful observations relating the ECA patterns’ behavior with the
algebraic properties of corresponding groupoids can be made by computing and explor-
ing the groupoid identities of higher degrees. Beyond the empirical studies, however, it is
crucial to find an effective description, or a basis of the groupoid identities for each ECA
rule. A basis is a set of identities from which all other groupoid identities can be derived.
Given such a basis, we can further study whether B-blocks B123...n can be reduced to sim-
pler expressions for increasing values of n, which might lead to efficient ECA prediction.
A systematic search for identities and reductions can be automated using the Knuth–Bendix
completion method [13], starting from some finite set of identities as a basis.
It is well known, however, that groupoids in general are not necessarily finitely based
(i.e., possess a finite basis of identities). In 1954, R. Lyndon [14] constructed the first
example of a groupoid of order seven that is not finitely based. Later, V.V. Visin [15]
showed that a four-valued logic, defined by the following multiplication table
◦ e1 e2 e3 e4
e1 e1 e1 e1 e1
e2 e1 e1 e1 e3
e3 e1 e2 e1 e2
e4 e1 e1 e1 e1
(23)
does not have a finite system of identities. Even simpler, a three-element nonfinitely based
groupoid
◦ e1 e2 e3
e1 e1 e1 e1
e2 e1 e1 e2
e3 e1 e3 e3
(24)
was constructed by V.L. Murskii [16]. In particular, he proved that for any n  3 the fol-
lowing formula
x1
(
x2
(
x3 . . .
(
xn−1(xnx1) . . .
)))= (x1x2)(xn(xn−1 . . . (x4(x3x2)) . . .)) (25)
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random initial condition with a low density of black cells (right).
is satisfied identically, but cannot be derived from any set of lower degree groupoid (24)
identities. Note, two-element groupoids are always finitely based [17].
Other examples of groupoids that are not finitely based, as well as methods of their
construction, are presented in [18,19]. It should be emphasized, however, that time–space
diagrams generated by nonfinitely based groupoids (that in general, do not correspond to
any ECA) are not necessarily complicated. Some experiments with four-element groupoids
from [18,19], known to be nonfinitely based, showed trivial and mostly regular pattern
behavior. An example of more complicated patterns can be observed for the groupoid ob-
tained from P. Perkin’s template [18]
◦ e1 e2 e3 e4
e1 e1 e1 e4 e3
e2 e1 e2 e3 e4
e3 e4 e3 e4 e2
e4 e2 e4 e2 e3
(26)
as shown in Fig. 1. The pattern generated from a single initial state (e2, the rest are e4’s)
has a simple nested form. The evolution from a random initial set with a low density of
black cells reproduces mostly the irregularities of the initial conditions, which resembles
the behavior of rule 90 ECA. It is plausible, but not quite clear whether nonfiniteness of a
groupoid basis is necessary for producing a complicated mixture of random patterns and
localized structures, typical for class 4 ECA.
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tions on their algorithmic study. In fact, the situation is even worse as R. McKenzie [20]
recently proved that for an arbitrary finite groupoid, there is no algorithm to determine
whether it is finitely based or not.
In contrast with the groupoids, the identities of each finite group are finitely based [21].
However, in 1969, P. Perkins [22] constructed the first example of a six-element semigroup
that is not finitely axiomatizable. It is formed by 2 × 2 matrices
(
0 0
0 0
)
,
(
1 0
0 1
)
,
(
1 0
0 0
)
,
(
0 1
0 0
)
,
(
0 0
1 0
)
,
(
0 0
0 1
)
, (27)
with conventional matrix multiplication as a binary operation. It appears the order of six
is the least order of a semigroup without a finite basis for identities [23]. It is not known,
however, if there is an algorithm that decides whether a semigroup is finitely based or not
[24] when given an efficient semigroup description (for example, by its Cayley table).
At this point, it is interesting to note the results of experimental studies of CA based
on semigroups [5, p. 887]. Regardless of the initial condition, it appears a semigroup of at
least six elements is required to obtain patterns more complicated than nested.
Clearly, every semigroup that corresponds to some ECA is always finitely based. More-
over, the ECA based on semigroups are easily predictable. Indeed, among the semigroups
listed in Table 1, rules (0,255) are trivial since they produce only one-color output. Rules
(160,250) are commutative, and satisfy the identity xn = x for all x and all n 1, which
reduces formula (11) to B12...n = x1x2 . . . xn. Because of identities xy = y and xy = x, the
B-blocks of rules (170,240) depend only on their rightmost and leftmost elements respec-
tively, therefore B12...n = xn for rule 170, and B12...n = x1 for rule 240. Rules (128,254)
are not commutative, but satisfy the identities
x1x2x3x4 = x1x3x2x4, (28)
which might be called inner-commutative, and
x1x2x2x3 = x1x2x3. (29)
It is easy to show that the reduction B12...n = x1x2 . . . xn follows from these two identities.
The discussion above suggests that the nonassociativity of the groupoid operation has
much to do with the corresponding ECA properties, such as the intriguing patterns ob-
served in their space-time evolution. More importantly, the lack of nice structure in general
nonassociative groupoids significantly complicates their algorithmic and algebraic study.
By construction, the ECA rules, as well as their corresponding groupoids given by Cayley
tables, look simple. It is quite easy to write a computer program that generates the ECA
evolution. However, to understand or predict the resulting patterns is a much more difficult
problem. In this sense, the ECA and corresponding groupoids are not simple dynamical or
algebraic systems.
Remarkably, several other systems on nonassociative algebras are known to demonstrate
complex behavior. Examples of such systems are given in the next section.
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In this section, we first review some results about nonassociative algebras relevant to
the present study. Full accounts are found in [25–27].
5.1. Some facts about nonassociative algebras
We consider an arbitrary algebra A as a vector space over a field of real numbers,
with a bilinear product (or “multiplication”) of any two elements. This means that for
any x, y, z ∈ A and real constant λ, the multiplication is distributive,
x(y + z) = xy + xz, (x + y)z = xz + yz, (30)
and
(λx)y = x(λy) = λ(xy). (31)
Then, if the associative law
(xy)z = x(yz) (32)
is satisfied for all x, y, z ∈ A, the algebra is called associative; otherwise, it is nonasso-
ciative. Particular nonassociative algebras are usually defined by some set of (polynomial)
identities. For example, a well-studied Lie algebra A satisfies
xy = −yx (anticommutativity), (33)
(xy)z + (yz)x + (zx)y = 0 (Jacobi identity), (34)
for any x, y, z ∈ A. Another algebra, defined by
xy = yx (commutativity), (35)(
x2y
)
x = x2(yx) (Jordan identity), (36)
is a Jordan algebra, first considered by P. Jordan in the early 1930s during the development
of quantum mechanics. There is an interesting difference between Lie and Jordan algebras.
In contrast to Lie algebras, there are identities of higher degree in some Jordan algebras that
do not follow from the defining identities, namely the commutative and Jordan identities
[12,28]. The simplest one is the identity of degree 8, first discovered by C.M. Glennie [29],
2
{{
z, {x, y, x}, z}, z, xz}− {z,{x, {y, xz, y}, x}, z}
= 2{xz, y,{x, {z, y, z}, x}}− {x,{z, {y, xz, y}, z,}, x}, (37)
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infinitely many of such identities that cannot be derived from previous ones in such Jordan
algebras [28].
An alternative algebra A satisfies
x2y = x(xy), yx2 = (yx)x, for all x, y ∈ A. (38)
The algebra of octonions [27], the first nonassociative algebra discovered by J. Graves and
A. Cayley in the 1840s, is an alternative algebra.
It is often convenient to define the associator,
(x, y, z) = (xy)z − x(yz), (39)
as a “measure” of nonassociativity. Then, the Jordan identity can be written as
(
x2, y, x
)= 0, (40)
and alternative laws as
(x, x, y) = (y, x, x) = 0, (41)
for all x, y in the corresponding algebra.
One of the restrictive features of nonassociative algebras is the notion of the powers of
its elements. Powers can be defined by induction,
xn+1 = xnx (n = 1,2,3, . . .), (42)
however, there is no guarantee that x2x = xx2, xx3 = x2x2, etc. Generally speaking, the
relation
xnxm = xn+m (n,m = 1,2,3, . . .) (43)
is not valid. Algebra A is called power-associative if (43) is satisfied for any x ∈ A and
positive integers n and m. Albert [30] showed that A is power-associative (over a field of
characteristic zero) iff
x2x = xx2, or (x, x, x) = 0, (44)(
x2x
)
x = x2x2, or (x, x, x2)= 0, (45)
for all x ∈ A. If the algebra is commutative, the cubic powers of its elements are well de-
fined, and for power-associativity only condition (45) should be satisfied. Note, all algebras
introduced above are power-associative.
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basis of A, not necessarily finite, then the multiplication table is defined as
eiej =
∑
k
cijkek, (46)
where coefficients cijk are called structure constants.
5.2. Algebras and quadratic differential equations
An algebraic approach to quadratic differential systems was initiated by Markus [31].
He showed that for each quadratic homogeneous system one can relate some nonassocia-
tive and commutative algebra. He also classified systems in a plane in terms of the related
algebras: the algebra of affine equivalent systems are isomorphic, i.e., have the same multi-
plication table. Further studies were focused on the interrelations of the dynamical system
properties such as equilibrium, periodic solutions, stability, attractors, etc., and the struc-
ture of algebra that corresponds to this system. Most of the recent results are summarized
in [26,32]. To illustrate the idea, let us consider the Lorenz system
x˙1 = −σx1 + σx2,
x˙2 = −x1x3 + rx1 − x2,
x˙3 = x1x2 − bx3,
(47)
where σ, r, b are positive constants. By introducing an extra variable x4, this system can be
transformed into a purely quadratic one:
x˙1 = −σx1x4 + σx2x4,
x˙2 = −x1x3 + rx1x4 − x2x4,
x˙3 = x1x2 − bx3x4,
x˙4 = 0.
(48)
We define the solution of this system as a vector function x(t) =∑4i=1 xi(t)ei , with respect
to the basis {ei}, i = 1, . . . ,4, that has a multiplication table
◦ e1 e2 e3 e4
e1 0 e3/2 −e2/2 (−σe1 + re2)/2
e2 e3/2 0 0 σe2/2
e3 −e2/2 0 0 −be3/2
e4 (−σe1 + re2)/2 σe2/2 −be3/2 0
(49)
Then, system (48) is equivalent to the homogeneous quadratic equation
x˙ = x ◦ x (50)
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The coefficients xp,p = 1,2, . . . , of the series solution
x(t) =
∞∑
p=0
xpt
p (51)
of this system with the initial condition x(0) =∑4i=1 xi(0)ei = x0, are given by a recursion
relation
xp = 1
p
[(p−1)/2]∑
j=0
(2 − δj,p−j−1)xj ◦ xp−j−1, p = 1,2, . . . . (52)
It is instructive to write explicitly the first coefficients of recursion relation (52), which is
valid for any commutative, but not associative algebra:
x1 = x0 ◦ x0 = x20,
x2 = 12 (2x0 ◦ x1) = x
3
0,
x3 = 13 (2x0 ◦ x2 + x1 ◦ x1) =
2
3
x0 ◦ x30 +
1
3
x20 ◦ x20,
x4 = 14 (2x0 ◦ x3 + 2x1 ◦ x2) =
1
3
x0 ◦
(
x0 ◦ x30
)+ 1
6
x0 ◦
(
x20 ◦ x20
)+ 1
2
x20 ◦ x30,
x5 = 15 (2x0 ◦ x4 + 2x1 ◦ x3 + x2 ◦ x2) =
2
15
(
x0 ◦
(
x0 ◦
(
x0 ◦ x30
)))
+ 1
15
(
x0 ◦
(
x0 ◦
(
x20 ◦ x20
)))+ 1
5
x0 ◦
(
x20 ◦ x30
)+ 4
15
x20 ◦
(
x0 ◦ x30
)
+ 2
15
x20 ◦
(
x20 ◦ x20
)+ 1
5
x30 ◦ x30.
(53)
If the algebra is not power-associative, then x0 ◦ x30 = x20 ◦ x20, and the expression for x3
cannot be simplified further. Next, formulas for the coefficients x4 and x5 suggest that
each series coefficient xp , p = 1,2, . . . , is a weighted average of all possible monomials,
formed by properly parenthesized ◦-products of p+1 elements x0. In contrast, in a power-
associative algebra all such monomials collapse into a single term xp+10 , analogous to the
scalar equation x˙ = x2 with the series solution
x(t) = x0 + x20 t + x30 t2 + · · · = (1 − x0t)−1x0.
However, power-associativity of algebra is not only a convenient computational “shortcut.”
The formulas in (53) reflect a complicated dependence of the series coefficients on the
initial condition x0 in a non-power-associative algebra. Indeed, all ◦-products of x0’s in
the expression for x5, for instance, are different, while in the power-associative case they
all would simplify to x6.0
Y. Gulak / Advances in Applied Mathematics 35 (2005) 407–432 421It appears [26] the solution of Eq. (50) on the power-associative algebra can be ex-
pressed as
x(t) = (I − tL[x0])−1 ◦ x0, (54)
where L[x] is a left multiplication by x. In analogy with the scalar equation, the finite
time blowup of the solution depends on the invertibility of I − tL[x0] [33]. Some other
interesting results relating the structure of a particular algebra with the behavior of the
differential systems solution can be found in [26,32]. It should be noted, however, that some
of the most interesting and sophisticated dynamics cannot be observed in the systems on
power-associative algebras. For example, Eq. (50) on power-associative algebra does not
have periodic solutions [32].
The difference quadratic equations can also be treated using the algebraic approach
[32]. For example, the logistic equation xn+1 = λxn(1 − xn) becomes a two-dimensional
homogeneous quadratic map xn+1 = xn ◦ xn with xn = x1,ne1 + x2,ne2, by defining a mul-
tiplication of the basis elements: e1 ◦ e1 = −λe1, e1 ◦ e2 = e2 ◦ e1 = λe1/2, e2 ◦ e2 = e2,
and starting iterations from x0 = x1,0e1 + e2.
5.3. Two examples from fluid dynamics
The next example deals with the singularity problem in incompressible hydrodynamics,
which is concerned with the possible blowup of solutions to the Euler equations in a finite
time, starting from smooth initial conditions. It is believed to be related to such issues of the
turbulence theory as intermittency, depletion of the nonlinearity, and cascade mechanisms.
We follow the approach initially developed in [34] to obtain a time series solution to the
Euler equations, which is then continued analytically using Padé and higher order algebraic
approximants. The evolution of an incompressible, inviscid fluid flow is described by the
system of Euler equations
∂tv + v · ∇v = −∇p, (55)
∇ · v = 0, (56)
where v ≡ v(x, y, z, t) = (vx, vy, vz) is the velocity vector, and p ≡ p(x, y, z, t) is the
pressure. We consider the flow that develops in time from the high-symmetry Kida initial
conditions [35]
vx(x, y, z) = vy(z, x, y) = vz(y, z, x) = sinx (cos 3y cos z − cosy cos 3z) (57)
in a 2π -periodic three dimensional box. In order to derive the series solution of (55), we
first eliminate the pressure by taking the divergence of (55), which thanks to (56) gives
∇2p = −∇ · (v · ∇v). (58)
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can be easily inverted. Substituting thusly obtained pressure p into (55), we get
∂tv = L (v · ∇v), (59)
where
L = −1 + ∇−1∇· (60)
is a nonlocal operator. Defining now a bilinear ◦-product of two solenoidal vector functions
as
a ◦ b = 1
2
L (a · ∇b + b · ∇a), (61)
the Euler equation (55) can be written as a homogeneous quadratic PDE
∂tv = v ◦ v, (62)
formally identical to Eq. (50). By construction, the product (61) is commutative and dis-
tributive, but not necessarily associative. The coefficients of the time series solution to
Eq. (62)
v =
∞∑
p=0
vpt
p, vp ≡ vp(x, y, z), (63)
with the initial condition (57) as v0, are given by the familiar recursion
vp = 1
p
[(p−1)/2]∑
i=0
(2 − δi,p−i−1)vi ◦ vp−i−1, p = 1,2, . . . . (64)
To study the possibility of a solution blow-up, the enstrophy defined by
Ω = 1
2
1
(2π)3
∫
(−π,π)3
|ω|2 dx, (65)
is analyzed, where ω = ∇ × v is the vorticity. In [34] a 32-terms enstrophy time series was
calculated using 77 digits floating point arithmetic. The analytic continuation of this series
beyond the singularity closest to the origin in the complex plain, was performed using
Padé and algebraic approximants. It was found that all diagonal Padé and up to the fourth
order algebraic approximants consistently indicated a real pole in enstrophy with the form
Ω(t) ∼ (tcrit − t)−1, where tcrit ≈ 2.
Later [36], the enstrophy was extended to a 64th order series with a 154 digits arith-
metic. To estimate the locations of singularities, Padé approximants were employed, but
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approximants as observed in the initial study [34].
In order to clarify the inconsistencies in the behavior of Padé approximants, the
quadratic approximants to the enstrophy series were examined in [37]. If more than 32
terms of the enstrophy series were used in calculations, a change was observed in the be-
havior of approximants, but all such high-order approximants were consistent. In other
words, the extrapolation of the enstrophy based on 32 or less series terms shows differ-
ent asymptotics than one that involves more than 32 terms. Clearly, the extrapolation with
more than 64 terms may show another scaling that would not necessarily represent the true
asymptotic behavior of the enstrophy.
This phenomenon is not uncommon since many nonlinear differential equations usu-
ally do not have simple or exact similarity solutions. Also, their evolution often exhibits
arbitrarily many decades of scaling before the asymptotic state is reached. An interesting
example is given by the fourth-order lubrication equation
ht + (hhxxx)x = 0, (66)
which models the rupture of a thin fluid layer of width 2h(t, x) → 0 at a finite time [38].
In this paper Eq. (66) is studied numerically with a one parameter w > 0 family of initial
conditions
h(0, x) = 1 − (1 − w)(1.5 cosπx − 0.6 cos 2πx + 0.1 cos 3πx), (67)
and periodic boundary conditions. Six different locally self-similar types of singular so-
lutions were discovered that correspond to different values of the parameter w. Some of
these similarity solutions were found to be unstable and bifurcating into a solution of an-
other type. Before the transition occurs, however, many decades of scaling are observed.
The mechanism of such transitions is unclear, like many other interesting properties of the
singular solutions discussed in [38].
Introducing the binary operation a ◦b = −(abxxx +baxxx)x/2, the lubrication equation
(66) becomes a quadratic PDE ht = h ◦ h on the commutative, but nonassociative algebra,
similar to the Euler equation (62). Our preliminary time series analysis of this equation with
the further Padé and higher order approximants resummation indicates serious consistency
problems, which might be attributed to the higher degree nonlinearity of the lubrication
equation.
The presence of several decades of scaling in the Euler and lubrication equations resem-
bles qualitatively the behavior of class 4 ECA that exhibit long-living localized structures.
In addition, all these systems are dynamical systems on the corresponding nonassociative
algebras.
6. Discussion
In this paper, we tried to understand what kind of mechanism is responsible for the
complex dynamical behavior observed in some systems that are constructively simple (or
look so).
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between the ECA rules and 4-element groupoids. In contrast to say, groups or semigroups,
general nonassociative groupoids as a class do not possess useful structural properties.
The undecidability of the finiteness of a groupoid basis implies that each (nonassociative)
groupoid, and consequently each ECA, requires separate case studies. In other words, each
groupoid is a separate algebraic structure, with its own set of axioms that is not necessarily
finite.
The experimental nature of the algebraic study of ECA as groupoids should be espe-
cially noted. The system of the groupoid identities that might “shortcut” the ECA evolution
is not known a priori, and has to be searched for using an adequate computational tech-
nique. It is likely that a more comprehensive identities search than performed in this paper
would detect more B-block type of identities in groupoids corresponding to classes 3 and
4 ECA rules, similar to the ones found in rule 110 and given by formulas (20)–(22). The
present experience suggests, however, that such identities exist only for some particular
B-blocks. Correspondingly, the ECA evolution can only be predicted if started from some
special initial conditions.
In principle, the ECA and quadratic differential equations seem to be quite different dy-
namical systems, although they share some common qualitative features. From an algebraic
viewpoint, however, the dynamics of both systems is prescribed on some, in general nonas-
sociative, structures. Indeed, each coefficient of the series solution in (53) is a (weighted)
convolution of all previously computed coefficients on some algebra. Also, every new hor-
izontal line of cells in CA is a “product” of the neighboring cells on the current line. If
algebras involved in such manipulations are not associative (or power-associative in the
case of differential equations), the convolution might produce an irregular sequence of the
series coefficients, and the ECA rule might generate complicated patterns. In other words,
one can observe chaotic dynamics, as in the Lorenz system, or complicated coherent pat-
terns, as demonstrated by rule 110.
In practice, the time series method is a less common means of solving differential
equations than finite-differences. Any numerical finite-difference scheme, however, is just
another technique of analytic continuation. Applying, for simplicity, the explicit Euler
scheme to Eq. (50), xt+τ = xt + τxt ◦ xt with time step τ , gives
xτ = x0 + τx20,
x2τ = xτ + τx2τ = x0 + 2τx20 + 2τ 2x30 + τ 3x20 ◦ x20,
x3τ = x2τ + τx22τ = x0 + 3τx20 + 6τ 2x30 + τ 3
(
5x20 ◦ x20 + 4x0 ◦ x30
)
+ τ 4[x0 ◦ (x20 ◦ x20)+ 8x20 ◦ x30]+ τ 5[4x20 ◦ (x20 ◦ x20)+ 4x30 ◦ x30]
+ 4τ 6x30 ◦
(
x20 ◦ x20
)+ τ 7(x20 ◦ x20)2,
. . .
(68)
This shows that the solution of the differential equation belongs to the subspace generated
by the initial condition x0—the same subspace as the series solution (53). Evolving the
system, we implicitly operate on the corresponding algebra. The complicated structure
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“fitted” by techniques such as Padé approximants.
Nonassociative algebras is an unusual subject. According to N. Jacobson [39],
“If we play . . . axiomatic game with the concept of an associative algebra, we are likely
to be led to the concept of a non-associative algebra, which is obtained simply by drop-
ping the associative law of multiplication. If this stage is reached in isolation from other
mathematical realities, it is quite certain that one would soon abandon the project, since
there is very little of interest that can be said about non-associative algebras in general.”
Similar to groupoids, general nonassociative algebras might not possess “rich” structures.
Only some particular algebras, those mentioned in Section 5.1 and some others, have been
extensively studied, but all these algebras are power-associative. Algebras which appeared
above in the quadratic differential equations are, in general, not power-associative.
In this paper, we tried to indicate that nonassociative structures, which occur in differen-
tial equations and CA, might be an adequate language to describe and study the evolution
of complex systems. It should be mentioned that historically, one of the first applications
of finite-dimensional nonassociative algebras appeared in the study of population genetics
[40]. In conclusion, the Navier–Stokes equations with periodic boundary conditions can be
written as
∂tv = v ◦ v + ν∇2v, (69)
where ν is the fluid viscosity, and the algebra is defined by (61). The recursion relation for
the series solution coefficients of (69) is given by
vp = 1
p
[(p−1)/2]∑
i=0
(2 − δi,p−i−1)vi ◦ vp−i−1 + ν∇2vp−1, p = 1,2, . . . . (70)
It would be interesting to address the question of whether an algebraic approach might
be useful for carrying further the analysis initiated by Taylor and Green [41] in order to
understand how turbulence starts from a smooth flow.
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Table 1
The ECA rules, which groupoids satisfy some known identities
Identity(ies) ECA rules
Commutative
xy = yx (0,255), (5,95), (90,165), (160,250)
Semigroup
(xy)z = x(yx) (0,255), (90,165), (128,254), (160,250), (170,240)R
Flexible (0,255), (5,95), (90,165), (94,133), (128,254), (160,250), (162,186),
(xy)x = x(yx) (170,240)R , (176,242)
Alternative
left, (xx)y = x(xy) left and right: (0,255), (90,165), (128,254), (160,250), (170,240)R ,
right, y(xx) = (xy)x only left: (162,186)
Central
(xy)(yz) = y 51, 204
Jordan (0,255), (2,191), (8,239), (10,175), (42,171), (80,245), (82,181),
(xy)x2 = x(yx2) (88,229), (90,165), (112,241), (128,254), (160,250), (162,186),
(170,240)R , (176,242)
xy = y 170
xy = x 240
x(xy) = y 85, (90,165), (154,166)
x(xy) = xy (0,255), (2,191), (10,175), (14,143), 15, (32,251), (34,187), (42,171),
43, (138,174), 142, (160,250), (162,186), (170,240)R
(xy)y = xy (0,255), (16,247), (32,251), (48,243), (80,245), (84,213), 85, (112,241),
113, (160,250), (170,240)R , (176,242), (208,244), 212
x(xy) = yx,
(xy)y = yx (0,255), (160,250)
Pairs of identities are related by the conjugation transformation, reflected identities are denoted by the subscript R.
Table 2
ECA groupoids identities
CA Partition Identities
0 invariant under reflection
(3) B111 = x1x21 = x21x1 = e4
(1,2) B122 = B212 = B221 = x1x22 = x22x1 = (x1x2)x2 = x2(x2x1)
= x2(x1x2) = (x2x1)x2 = e4
(1,1,1) B123 = B321 = B132 = B231 = B312 = B213 = x1(x2x3) = (x3x2)x1
= (x1x2)x3 = x3(x2x1) = x1(x3x2) = (x2x3)x1 = (x1x3)x2 = x2(x3x1)
= x3(x1x2) = (x2x1)x3 = (x3x1)x2 = x2(x1x3) = e4
2 (3) B111 = x1x21 = e4
(1,2) B221 = x2(x2x1), B122 = x1x22
(1,1,1)= x2(x1x2) = e4
(1,1,1) x1(x2x3) = x2(x1x3)
(continued on next page)
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CA Partition Identities
4 (3) x1x21 = x21x1 = e4
(4) x1(x1x21 )
(3)= x1(x21x1), (x1x21 )x1
(3)= (x21x1)x1
(1,3) B1222 = B2221, x1(x2x22 )
(3)= x1(x22x2), (x2x22 )x1
(3)= (x22x2)x1
(2,2) B1122 = B2121,B1212 = B2211, x1(x1x22 ) = x2(x2x21 ), (x21x2)x2 = (x22x1)x1
(1,1,2) B1233
(1,1,1)= B3231
(1,1,1,1) B1234 = B4231
8 (3) x2 = e4,B111 = x1x21 = e4
(1,2) B122 = B212 = B221 = x1x22 = x2(x1x2) = e4
(1,1,1) B123 = B132 = B213 = B231 = B312 = B321, x1(x2x3) = x2(x1x3)
10 (3) x2 = e4,B111 = x1x21 = e4
(1,2) B122 = x1x22 = x2(x1x2) = e4,B221 = x2(x2x1)
(1,1,1) x1(x2x3) = x2(x1x3)
14 (4) B1111 = x1(x1x21 ) = x1(x21x1) = (x21x1)x1
(1,3) B2221 = x2(x22x1), x2(x2(x2x1)) = (x22x2)x1, x2((x1x2)x2) = ((x2x1)x2)x2,
x2(x1x
2
2 )
(1,1,2)= x2(x2(x1x2))
(2,2) x1((x2x1)x2) = ((x1x2)x1)x2, x1(x1x22 ) = x1(x2(x1x2))
(1,1,2) x3(x1(x3x2)) = x3(x3(x1x2))
18 invariant under reflection
(4) B1111 = x1(x1x21 ) = (x21x1)x1 = x1(x21x1) = (x1x21 )x1 = (x21 )2 = e4
(1,3) B2221 = x2(x2(x2x1)) = x22 (x2x1) = x2((x2x1)x2),
B1222 = ((x1x2)x2)x2 = (x1x2)x22 = (x2(x1x2))x2,
x1(x
2
2x2) = (x1x22 )x2, (x2x22 )x1 = x2(x22x1),
x2(x2(x1x2)) = x2((x1x2)x2), ((x2x1)x2)x2 = (x2(x2x1))x2
(2,2) B1221 = (x1x2)(x2x1),
x1(x1x
2
2 ) = (x22x1)x1 = x1(x22x1) = (x1x22 )x1 = x2(x2x21 ) = (x21x2)x2
= x2(x21x2) = (x2x21 )x2 = x21x22 = x22x21 = (x1x2)2 = (x2x1)2 = e4
(1,1,2) x1(x23x2) = (x1x23 )x2
20 (5) x1(x1(x1x21 )) = x1((x21x1)x1), x21 (x1x21 ) = ((x21x1)x1)x1,
(x1(x1x
2
1 ))x1 = ((x1x21 )x1)x1 = e4
(1,4) (x1x2)(x2(x2x2)) = (((x1x2)x2)x2)x2, x2((x2(x1x2))x2) = x2((x2(x2x1))x2),
((x2(x2x1))x2)x2 = (x2(x2(x2x1)))x2
(2,3) B22112 = B22121, (((x21 )x2)x2)x2 = (((x1x2)x2)x1)x2
22 invariant under reflection
(6) B111111 = (x1x21 )(x21x1), x1(((x1x21 )x1)x1) = (x1(x1(x21x1)))x1 = e4,
x1((x
2
1x1)x
2
1 ) = (x21 (x1x21 ))x1 = x21 ((x1x21 )x1) = (x1(x21x1))x21 ,
x1((x1(x
2
1x1))x1) = (((x21x1)x1)x1)x1, (x1((x1x21 )x1))x1 = x1(x1(x1(x1x21 ))),
x1(x1(x1(x
2
1x1))) = x1(x1(x21 )2) = x1((x21 )2x1) = x21 (x1(x1x21 ))
= (x21 )2x21 = (x1((x21x1)x1))x1 = ((x1x21 )x21 )x1,
(continued on next page)
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CA Partition Identities
(((x1x
2
1 )x1)x1)x1 = ((x21 )2x1)x1 = (x1(x21 )2)x1 = ((x21x1)x1)x21
= x21 (x21 )2 = x1((x1(x1x21 ))x1) = x1(x21 (x21x1)),
x1(x1((x
2
1x1)x1)) = x1(x21 (x1x21 )) = x1((x1x21 )x21 ),
((x1(x1x21 ))x1)x1 = ((x21x1)x21 )x1 = (x21 (x21x1))x1,
x1(x1((x1x
2
1 )x1)) = (x1(x1x21 ))x21 = ((x1x21 )x1)x21 ,
((x1(x
2
1x1))x1)x1 = x21 ((x21x1)x1) = x21 (x1(x21x1))
(1,5) (((x22x1)x2)x2)x2 = (((x22x2)x2)x1)x2, x2(x2(x2(x1x22 ))) = x2(x1(x2(x2x22 ))),
(x1x2)(x
2
2 )
2 = (x1(x22 )2)x2, (x22 )2(x2x1) = x2((x22 )2x1)
(2,4) B122122 = B221221 = B212212,
(x1(x22 (x2x1)))x2 = ((x22 (x2x1))x1)x2, x2(((x1x2)x22 )x1) = x2(x1((x1x2)x22 ))
(3,3) B111222 = B222111,B112221 = B122211,B211122 = B221112,
(x2(x1(x2(x2x1))))x1 = (x2(x2(x2x21 )))x1,
x1((((x1x2)x2)x1)x2) = x1(((x21x2)x2)x2),
((((x2x1)x1)x2)x1)x2 = (((x22x1)x1)x1)x2,
x2(x1(x2(x1(x1x2)))) = x2(x1(x1(x1x22 ))),
(x1(x1(x1x
2
2 )))x2 = (x1(x2(x1(x1x2))))x2,
x2(((x
2
2x1)x1)x1) = x2((((x2x1)x1)x2)x1),
x1(x2(x2(x2x
2
1 ))) = x1(x2(x1(x2(x2x1)))),
(((x21x2)x2)x2)x1 = ((((x1x2)x2)x1)x2)x1,
(((x1x2)x
2
2 )x1)x1 = (((x1x22 )x2)x1)x1, x1(x1(x22 (x2x1))) = x1(x1(x2(x22x1))),
x2(x2(x1(x
2
1x2))) = x2(x2(x21 (x1x2))), (((x2x21 )x1)x2)x2 = (((x2x1)x21 )x2)x2
23 invariant under conjugation and reflection
(4) x1(x21x1)
(1,3)= (x21x1)x1, (x1x21 )x1
(1,3)= x1(x1x21 ),
(1,3) (x2x1)x22 = x22 (x2x1), x22 (x1x2) = (x1x2)x22 ,
x2(x
2
2x1) = (x22x1)x2, (x1x22 )x2 = x2(x1x22 )
(2,2) B1122 = B2121,B2211 = B1212, x21x22 = (x1x2)2, x22x21 = (x2x1)2
24 (4) B1111 = x1(x1x21 ) = (x21 )2 = e4, (x1x21 )x1 = (x21x1)x1
(1,3) B2221 = B2212 = x22 (x1x2) = x22 (x2x1) = e4,B1222 = (x1x2)x22
(2,2) B1122 = B2211 = x1(x1x22 ) = x2(x2x21 ) = x21x22 = (x1x2)2 = (x2x1)2
= x22x21 = 4,B1212 = (x1x2)(x2x1), (x1x22 )x1 = (x22x1)x1
(1,1,2) B3312 = B3321 = x23 (x1x2) = x23 (x2x1) = e4,B1323 = (x1x3)(x3x2)
30 (4) B1111 = x1(x1x21 ) = x1(x21x1)
(1,3) B2221 = x2(x22x1), ((x2x1)x2)x2 = (x22x2)x1
(2,2) ((x1x2)x2)x1 = (x21x2)x2
(1,1,2) ((x1x2)x3)x3 = ((x1x3)x3)x2
(5) x1(x1(x1x21 ))
(4)= x1(x1(x21x1)), (x1(x1x21 ))x1
(4)= (x1(x21x1))x1,
(x21x1)x
2
1 = ((x1x21 )x1)x1, x21 (x21x1) = ((x21x1)x1)x1
(1,4) x1(x2(x2x22 ))
(4)= x1(x2(x22x2)), (x2(x2x22 ))x1
(4)= (x2(x22x2))x1,
x2(((x2x1)x2)x2)
(1,3)= x2((x22x2)x1), (((x2x1)x2)x2)x2
(1,3)= ((x22x2)x1)x2,
(continued on next page)
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x2(x1((x2x
2
2 )) = x2(x1(x22x2)), x2(x2((x1x2)x2)) = x2(x2(x2(x2x1))),
((x1x2)x2)x
2
2 = ((x1x22 )x2)x2, ((x22x1)x2)x2 = ((x22x2)x2)x1,
((x2(x1x2))x2)x2 = (x22x2)(x1x2), ((x2(x2x1))x2)x2 = (x22x2)(x2x1)
(2,3) 18 identities
36 invariant under reflection
(1,2) B122 = B221
(4) B1111 = (x21 )2 = e4
(1,3) B1222 = B2221 = (x1x2)x22 = x22 (x2x1) = e4
(2,2) B1122 = B2211 = B1221 = B2112 = x21x22 = x22x21 = e4
(1,1,2) B1332 = B2331
45 (1,3) ((x2x1)x2)x2 = (x22x2)x1
(2,2) B1212 = B2121, ((x1x2)x2)x1 = (x21x2)x2
(1,1,2) ((x1x2)x3)x3 = ((x1x3)x3)x2
(5) x1(x21x
2
1 ) = (x21x21 )x1, (x21x1)x21 = ((x1x21 )x1)x1
(1,4) x2(((x2x1)x2)x2)
(1,3)= x2((x22x2)x1),
(((x2x1)x2)x2)x2
(1,3)= ((x22x2)x1)x2,
((x1x2)x2)x
2
2 = ((x1x22 )x2)x2,
((x22x1)x2)x2 = ((x22x2)x2)x1,
((x2(x1x2))x2)x2 = (x22x2)(x1x2),
((x2(x2x1))x2)x2 = (x22x2)(x2x1)
(2,3) 13 identities, stopped here
52 (4) B1111 = (x21 )2 = e4
(1,3) x2((x2x1)x2)
(1,1,2)= x2(x22x1)
(1,1,2) x3((x3x1)x2) = x3((x3x2)x1)
(5) B11111 = (x21x1)x21 = ((x1x21 )x1)x1 = e4, x1(x21 )2 = x1((x1x21 )x1),
x21 (x1x
2
1 ) = (x1(x1x21 ))x1 = ((x21x1)x1)x1, x1(x1(x1x21 )) = x1((x21x1)x1)
(1,4) B22221 = B22212, x2(x22 (x1x2)) = x2(x22 (x2x1)) = x2((x2(x1x2))x2)
= x2((x2(x1x2))x2) = x2((x2(x2x1))x2), x2(((x2x1)x2)x2) = x2((x22x1)x2)
= x2((x22x2)x1), (x1x2)(x2x22 ) = (x1(x2x22 ))x2 = (((x1x2)x2)x2)x2,
x2((x2x1)x
2
2 ) = x2((x2x22 )x1), x2(x2((x2x1)x2)) = x2(x2(x22x1)),
x2((x1x2)x
2
2 ) = x2((x1x22 )x2), (x2((x2x1)x2))x2 = (x2(x22x1))x2,
(x22x2)(x2x1) = ((x2(x2x1))x2)x2, (((x2x1)x2)x2)x2 = ((x22x2)x1)x2,
((x1x2)x2)x
2
2 = ((x1x22 )x2)x2, x22 (x2(x1x2)) = (x2(x2(x1x2)))x2
(2,3) stopped here
54 invariant under reflection
(4) B1111 = (x21 )2 = e4
(5) (x1(x21x1))x1 = (x21 )2x1, x1((x1x21 )x1) = x1(x21 )2
(2,3) (x2x21 )x
2
2 = (x2x22 )x21 , x22 (x21x2) = x21 (x22x2)
(1,2,2) (x1x22 )x
2
3 = (x1x23 )x22 , x23 (x22x1) = x22 (x23x1)
(continued on next page)
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73 invariant under reflection
(5) x1(x21 )
2 = (x21 )2x1
(6) B111111 = (x1x21 )(x21x1),
x1((x
2
1x1)x
2
1 ) = x21 ((x1x21 )x1) = ((x1(x21x1))x1)x1,
(x21 (x1x
2
1 ))x1 = (x1(x21x1))x21 = x1(x1((x1x21 )x1)),
x1(x1(x1(x
2
1x1))) = x1((x1(x21x1))x1), (((x1x21 )x1)x1)x1 = (x1((x1x21 )x1))x1,
x1(x1(x
2
1 )
2) = x1((x21 )2x1), ((x21 )2x1)x1 = (x1(x21 )2)x1
(1,5) x2(x2(x2(x1x22 ))) = x2(x1(x2(x2x22 ))), (((x22x1)x2)x2)x2 = (((x22x2)x2)x1)x2,
x1(x2(x
2
2 )
2) = x1((x22 )2x2), ((x22 )2x2)x1 = (x2(x22 )2)x1
(3,3) B122112 = B211221,
(((x21x2)x2)x1)x2 = ((((x1x2)x1)x2)x1)x2,
x2(x1(x2(x2x
2
1 ))) = x2(x1(x2(x1(x2x1)))),
((((x2x1)x2)x1)x2)x1 = (((x22x1)x1)x2)x1,
x1(x2(x1(x2(x1x2)))) = x1(x2(x1(x1x22 ))),
((x1((x2x1)x2))x1)x2 = ((x2((x1x2)x1))x1)x2,
x2(x1((x2(x1x2))x1)) = x2(x1((x1(x2x1))x2)),
((x1((x2x1)x2))x2)x1 = ((x2((x1x2)x1))x2)x1,
x1(x2((x2(x1x2))x1)) = x1(x2((x1(x2x1))x2)),
(x1x2)((x1(x2x1))x2) = (x1x2)((x2(x1x2))x1),
(x2((x1x2)x1))(x2x1) = (x1((x2x1)x2))(x2x1),
(x2x1)((x1(x2x1))x2) = (x2x1)((x2(x1x2))x1),
(x2((x1x2)x1))(x1x2) = (x1((x2x1)x2))(x1x2)
90 invariant under reflection
(3) x1x21 = x21x1
(1,2) B122 = B221, x1x22 = x22x1 = (x1x2)x2 = x2(x2x1) = x2(x1x2) = (x2x1)x2
(1,1,1) B123 = B321, x1(x2x3) = (x3x2)x1 = (x1x2)x3 = x3(x2x1) = x1(x3x2)
= (x2x3)x1 = (x1x3)x2 = x2(x3x1) = x3(x1x2) = (x2x1)x3 = (x3x1)x2
= x2(x1x3)
(4) B1111 = x1(x1x21 ) = x1(x21x1) = x21x21 = (x1x21 )x1 = (x21x1)x1 = e4
(1,3) 19 identities, stopped here
110 (4) B1111 = (x21 )2 = e4
(5) (x1(x21x1))x1 = (x21 )2x1, x1(x1(x21x1)) = (x1(x1x21 ))x1
(2,3) (((x1x2)x1)x2)x2 = (((x2x1)x1)x2)x2
128 invariant under reflection
(3) B111
(1,1,1)= x1x21
(1,1,1)= x21x1
(1,2) B122
(111)= x1x22
(1,1,1)= (x1x2)x2
(1,1,1) B123 = (x1x2)x3 = x1(x2x3)
In some obvious cases, the partition above the equality sign specifies that the identity follows from the one given
by the partition.
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