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Abstrak 
Dalam proses pencarian dokumen, pengguna sering menginginkan hasil pencarian yang sesuai dengan 
preferensi yang diinginkannya. Maka, untuk memperoleh hasil pencarian yang sesuai dengan preferensi tersebut 
dibutuhkan suatu metode pembobotan kata yang didasarkan pada preferensi tersebut. Metode pembobotan 
tersebut perlu mempertimbangkan hubungan semantik antar kata untuk meningkatkan relevansi hasil pencarian. 
Dalam penelitian ini diusulkan metode pembobotan kata berbasis preferensi berdasarkan hubungan semantik 
antar kata pada dokumen fiqih berbahasa Arab. Latent Semantic Indexing merupakan salah satu metode indexing 
dalam sistem temu kembali informasi yang mempertimbangkan hubungan semantik antar kata. Hasil 
pembobotan kata berdasarkan preferensi dijadikan sebuah matriks untuk perhitungan Latent Semantic Indexing 
yang menghasilkan sebuah vektor. Vektor tersebut dihitung similaritasnya antara vektor query dengan vektor-
vektor dokumen yang ada. Metode pembobotan kata berbasis preferensi yang mempertimbangkan hubungan 
semantik antar kata dapat digunakan dalam perankingan dokumen fiqih bahasa Arab berbasis preferensi. Hal 
tersebut dapat dilihat dari nilai maksimal precision, recall dan f-measure yang meningkat menjadi 88.75 %, 
89.72% dan  87.91%. 
Kata kunci: Bahasa Arab, Latent Semantic Indexing, Pembobotan Kata, Preferensi 
Abstract 
In the document search process is not uncommon users want search results that correspond to the desired 
preferences. Thus, to obtain the search results according to user preferences needed a word weighting method 
based on user preference. The term weighting method needs to consider the semantic relationships between words 
to improve the relevance of search results. This paper propose a new method of term weighting based preference 
by considering the semantic relationships between term in documents fiqh Arabic. Latent Semantic Indexing is a 
method of indexing in information retrieval system that takes the semantic relationships between words. Term 
weighting results based on preferences made a matrix for calculation of Latent Semantic Indexing which generate 
a vector for the calculated similarity between the query vector of vectors documents. Term weighting based 
preference by considering the semantic relationships between term method can be used on the rank documents 
fiqh Arabic. It can be seen from the value of the precision, recall, and F-measure which increase to 88.75 %, 
89.72 % and 87.91 %. 
Keywords: : Arabic, Latent Semantic Indexing, Term Weighting, Preference 
1. PENDAHULUAN
Pencarian dokumen pada search engine 
menghasilkan sebuah dokumen-dokumen yang 
diranking berdasarkan relevansi terhadap query yang 
dimasukkan oleh pengguna [1]. Terkadang 
pengguna menginginkan hasil perankingan dokumen 
berdasarkan preferensi tertentu. Preferensi tersebut 
akan merubah hasil dari perankingan dokumen [2]. 
Pada penelitian yang terkait, perankingan 
dokumen berbahasa Arab telah dilakukan dengan 
melakukan pembobotan kata atau term terhadap 
indeks buku dan kelas. Peneliti menyarankan sebuah 
metode pembobotan baru yang memperhatikan 
frekuensi kemunculan term terhadap indeks buku 
dan kelas yang disebut sebagai inverse book 
frequency (IBF) dan inverse class frequency (ICF). 
Metode yang digabungkan tersebut menjadi metode 
pembobotan term TF.IDF.ICF.IBF. Dari hasil 
pengujian terbukti bahwa metode TF.IDF.ICF.IBF 
memiliki nilai precision, recall, dan  f-measure 
lebih besar dibandingkan dengan metode TF.IDF 
saja [3].  
Dalam perankingan dokumen hubungan 
semantik antar term juga mempengaruhi relevensi 
dari hasil perankingan dokumen tersebut.  Latent 
semantic indexing (LSI) merupakan sebuah metode 
yang mampu menemukan hubungan semantik antar 
term. Metode pembobotan term TF.IDF.ICF.IBF 
ditambahkan dengan LSI mampu meningkatkan 
relevansi hasil perankingan dokumen dilihat dari 
meningkatnya nilai f-measure TF.IDF.ICF.IBF.LSI 
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dibandingkan dengan metode TF.IDF.ICF.IBF [4]. 
Pada penelitian lainnya, terdapat metode 
pembobotan term berdasarkan preferensi pengguna 
atau inverse preference frequency (IPF) yang 
ditambahkan nilai α sebagai nilai penguat preferensi 
yang dipilih oleh pengguna. Metode IPFα 
digabungkan dengan metode pembobotan term 
berdasarkan dokumen dan  kitab atau buku menjadi 
TF.IDF.IBF.IPFα. Metode tersebut dianggap mampu 
mengatasi permasalahan pencarian dokumen fiqih 
berbahasa Arab yang memiliki preferensi tersendiri 
dalam pencariannya [5]. Untuk meningkatkan 
relevansi query terhadap hasil perankingan dokumen 
dengan preferensi dari pengguna maka, dibutuhkan 
pembobotan yang juga mempertimbangkan 
hubungan semantik antar term. 
Pada penelitian ini diusulkan metode pembobotan 
term berdasarkan preferensi untuk perangkingan 
dokumen fiqih berbahasa Arab dengan 
memperhatikan hubungan semantik antar term. 
Penambahan metode LSI pada metode pembobotan 
TF.IDF.IBF.IPFα diharapkan mampu meningkatkan 
relevansi hasil perankingan dokumen fiqih 
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Gambar 1. Bagan Metodologi 
Secara umum penelitian ini dilakukan sesuai 
dengan Gambar 1. Pada metode pembobotan yang 
diusulkan, dilakukan beberapa proses perhitungan 
pembobotan term antara lain adalah TF (Term 
Frequency), IDF (Inverse Document Frequency), 
IBF (Inverse Book Frequency), dan IPF (Inverse 
Preference Frequency). Pembobotan IPF akan 
diimplemetasikan dengan menambahkan nilai α 
yang merupakan nilai khusus keberpihakan terhadap 
suatu preferensi. Hasil pembobotan pada setiap 
proses dikalikan menjadi TF.IDF.IBF.IPFα yang 
digunakan sebagai nilai pembobotan term terhadap 
preferensi yang dipilih. Nilai pembobotan term 
tersebut dibentuk menjadi sebuah matriks yang 
digunakan untuk menemukan hubungan semantik 
antar term dengan perhitungan Latent Semantic 
Indexing (LSI). 
2.1. Data 
Gambar 2. Contoh dokumen fiqih 
Preferensi pada dokumen merupakan sebuah kelas 
yang karakteristik dari kelas tersebut sulit dilihat 
pada term-term yang terdapat pada dokumen 
tersebut. Pada dokumen fiqih, preferensi dilihat dari 
keberpihakan dokumen terhadap suatu mahzab. 
Terdapat 4 mahzab yaitu yaitu mahzab Imam 
Hambali, mahzab Imam Hanafi, mahzab Imam 
Maliki, dan mahzab Imam Syafi’i. 
 Pada penilitian data yang digunakan diambil dari 
3 kitab pada setiap mahzabnya dan 10 dokumen 
pada setiap kitabnya. Jadi total dokumen yang 
digunakan pada penelitian ini sebanyak 120 
dokumen. Dokumen-dokumen tersebut diambil dari 
Maktabah Syamilah. Contoh dari dokumen fiqih 
dapat dilihat pada Gambar 2. 
2.2. Preprocessing 
Dokumen fiqih berbahasa Arab terlebih dahulu 
melalui tahapan preprocessing. Pada tahap ini yang 
pertama dilakukan adalah tokenisasi. Tokenisasi 
merupakan metode yang digunakan untuk 
menghilangkan spasi, simbol, dan tanda baca yang 
ada pada dokumen.  
Langkah selanjutnya dalam tahap ini adalah 
melakukan stopword removal dengan 
menghilangkan kata yang tidak memiliki nilai 
informasi. Setelah didapatkan kata dari hasil 
stopword removal, kemudian setiap kata dilakukan 
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normalisasi stopword. 
Normalisasi dalam bahasa Arab penting untuk 
dilakukan, mengingat terdapat banyak variasi 
penulisan untuk sebuah kata yang sama. Normalisasi 
dilakukan dengan merubah أ, إ, آ, kedalam alif (ا), 
merubah ta marbutoh ( ة ) menjadi ha ( ه ), merubah 
ya ( ى ) menjadi ya ( ي ) [6]. 
Setelah normalisasi selesai kemudian dilakukan 
stemming untuk mendapatkan kata dasar dari setiap 
kata. Stemmer yang digunakan untuk melakukan 
stemming pada penelitian ini merupakan stemming 
dari Khoja [7]. Tahapan preprocessing ini akan 
diterapkan baik untuk dokumen fiqih maupun query 
masukan dari pengguna. 
2.3. TF.IDF.IBF.IPFα.LSI 
TF merupakan perhitungan yang paling 
sederhana dalam proses pembobotan term. Proses ini 
dilakukan dengan menghitung jumlah kemunculan 
(f) term ti dalam setiap dokumen  dj  . Untuk proses 
perhitungan TF dapat dilihat pada persamaan (1). 
(1) 
Sedangkan IDF merupakan pembobotan untuk 
mengetahui seberapa signifikan pengaruh term dari 
suatu dokumen terhadap dokumen lain. Term yang 
jarang sekali muncul dalam suatu dokumen 
merupakan term yang sangat bernilai. Pembobotan 
ini juga bisa diasumsikan sebagai nilai opposite 
proportion dari jumlah dokumen yang mengandung 
term tersebut. Log dari jumlah dokumen secara 
keseluruhan D dibagi dengan jumlah dokumen d 
yang mengandung term ti menghasilkan sebuah 
bobot term terhadap dokumen-dokemen yang ada.   
(2) 
IBF dihitung dengan memperhatikan 
kemunculan term pada buku atau kitab. Persamaan 
(3) menunjukkan proses perhitungan IBF. Term 
yang jarang muncul dalam buku atau kitab justru 
merupakan term yang paling bernilai. Kepentingan 
tiap term diasumsikan memiliki proporsi yang 
berkebalikan dengan jumlah buku yang mengandung 
term. IBF dapat diperoleh dari hasil log pada jumlah 
keseluruhan kitab atau buku B dibagi dengan jumlah 
kitab atau buku b yang mengandung term ti 
menghasilkan suatu pembobotan term terhadap kitab 
atau buku yang ada.  
(3) 
IPF dihitung dengan memperhatikan 
kemunculan term pada kelompok yang merupakan 
kandidat user preference seperti pada persamaan (4). 
Dalam penelitian ini, yang dimaksud dengan 
kelompok user preference adalah empat metodologi 
fiqih yang telah dijelaskan pada sub bab data. Term 
yang jarang muncul pada keempat metodologi fiqih 
adalah term yang sangat bernilai. Kepentingan tiap 
term diasumsikan memiliki proporsi yang 
berkebalikan dengan jumlah metodologi fiqih yang 
mengandung term. Nilai IPF dapat diperoleh dari 
hasil log pada proses pembagian antara jumlah 
keseluruhan preferensi P dengan jumlah preferensi p 
yang mengandung term ti.  
 (4) 
Tingkat preferensi atau keberpihakan juga 
dapat mempengaruhi hasil IPF. Oleh karena itu, 
pada perhitungan IPF ditambahkan nilai α yang 
merupakan nilai keberpihakan terhadap suatu 
preferensi yang bernilai antara 0 sampai 1 sehingga 
menjadi IPFα. Pada proses perhitungan IPFα, nilai 
 dapat dihitung dengan beberapa rumus yang 
berbeda, tergantung dari user preference (UP) dan 
query (Q) seperti pada persamaan (5).  
                      (5) 
 
 
P merupakan jumlah preferensi yang ada pada 
sistem. Sedangkan p(ti) merupakan jumlah 
preferensi atau metodologi fiqih yang mengandung 
term yang bersangkutan. α merupakan nilai antara 0 
sampai 1, yang ditentukan oleh pengguna. Apabila 
nilai α = 0 maka tidak ada preferensi yang dijadikan 
prioritas oleh pengguna. Jika nilai α = 1 maka akan 
dianggap sebagai prioritas penuh terhadap preferensi 
dari pengguna.  
Untuk mendapatkan pembobotan secara 
keseluruhan [5]. Maka, pembobotan-pembobotan 
yang telah dilakukan sebelumnya digabungkan 
menjadi satu  dengan operasi perkalian seperti pada 
persamaan (6). 
      (6) 
LSI merupakan metode indexing pada 
information retrieval yang menggunakan teknik 
singular value decomposition (SVD) untuk 
mengidentifikasi makna semantik kata-kata 
berdasarkan pola dan hubungan antara istilah dan 
konsep-konsep yang terkandung dalam koleksi teks 
[6][8].   
135   Jurnal Teknologi Informasi dan Ilmu Komputer (JTIIK), Vol. 2, No. 2, Oktober 2015, hlm. 132-137
Hasil dari pembobotan TF.IDF.IBF.IPFα 
dipetakan menjadi sebuah matriks. Nilai 
TF.IDF.IBF.IPFα dari setiap term terhadap dokumen 
akan dipetakan menjadi matriks A. Dimana Ti 
merupakan term ke-i pada Dj dokumen ke-j. 
Sedangkan nilai TF.IDF.IBF.IPFα dari setiap term 
terhadap query akan dipetakan menjadi matriks Q. 
Dimana Ti merupakan term ke-i pada query q. 
Proses tersebut dapat dilihat pada persamaan (7). 
Matriks A akan melalui proses decomposition 
menggunakan operasi SVD pada persamaan (8) 
sehingga menghasilkan matriks U, S dan V yang 
dapat dilihat pada persamaan (9)(10)(11). 
Sedangkan formula Vtranspose dapat dilihat pada 
persamaan (12).  
 (7) 
(8) 
Setelah matriks U, S dan V terbentuk, proses 
selanjutnya yang akan dilakukan adalah proses rank 
2 approximation. Proses rank 2 approximation 
merupakan tahapan proses dalam LSI yang 
dilakukan untuk mereduksi matriks U, S dan V 
dengan tujuan untuk mengambil nilai koordinat 
vektor dari setiap dokumen maupun query. Proses 
ini dilakukan dengan mengambil 2 kolom pertama 
dari matriks U dan matriks V dan mengambil 2 baris 
dan kolom pertama pada matriks S.  Proses Rank 2 
Approximation dapat dilihat pada persamaan (13) 
(14) (15). 
Dari proses sebelumnya maka diperoleh 
matriks Uk, Sk dan Vk yang merupakan hasil reduksi 
dari proses Rank 2 Approximation. Matriks Uk dan 
Sk akan digunakan kembali untuk menghitung 
koordinat vektor query, sedangkan pada matriks Vk 
akan dilakukan proses transpose menjadi matriks VTk 
untuk mendapatkan nilai koordinat vektor dokumen. 
Nilai koordinat vektor dokumen direpresentasikan 
pada setiap baris dari matriks VTk. Berdasarkan 
proses perhitungan pada persamaan (16), maka nilai 
koordinat vektor dokumen diperoleh dari matriks 
Vk(transpose) Setelah nilai koordinat vektor 
dokumen ditemukan, proses selanjutnya adalah 
menghitung nilai koordinat vektor query dengan 








  (16) 
(17) 
Hasil dari koordinat vektor dokumen dan 
koordinat vektor query pada persamaan (19) 
digunakan sebagai acuan untuk mengukur kemiripan 
terhadap vektor-vektor dokumen dengan 
menggunakan metode cosine similarity.  
 (18) 
 (19) 
2.4. Cosine Similarity 
Cosine similarity digunakan untuk mengukur 
kemiripan antara dokumen dengan query yang 
dimasukkan oleh pengguna. Nilai kosinus sudut 
antara vektor query dan setiap vektor dokumen 
diurutkan dari yang terbesar hingga yang terkecil. 
Hasil nilai kosinus berkisar antara 0 hingga 1, 
dimana nilai 0 menandakan bahwa query dan 
dokumen tidak mirip sama sekali, dan 1 
menandakan bahwa antara query dan dokumen 
benar-benar identik. 
Nilai kosinus didapat dari perkalian dot 





dibagi dengan hasil kali panjang 
vektor q

 dengan vektor jd











        (20) 
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3. HASIL DAN PEMBAHASAN
TABEL 1.  
CONFUSION MATRIKS 
Relevan Tidak relevan 
Ditampilkan TP FP 
Tidak 
ditampilkan TN FN 
Pengujian pada penelitian ini menggunakan 
pendekatan precision, recall, dan f-measure. Ketiga 
jenis pengujian tersebut merupakan cara untuk 
melakukan evaluasi yang umum digunakan dalam 
Information Retrieval (IR). Berdasarkan Tabel 1 
penghitungan precission, recall, dan f-measure 
dapat dilakukan dengan merujuk pada persamaan 




Pengujian dilakukan dengan memasukkan 
query kedalam sistem untuk menemukan  dokumen-
dokumen yang relevan terhadap query tersebut. 
Daftar query yang diujicobakan dapat dilihat pada 
Tabel 2. 
TABEL 2.  
QUERY PENGUJIAN 
ID Query 
Q1 يبذ لحت لا نم ةينآ لامعتساهتح  
Q2 سجني لا يذلاو سجني يذلا ءاملا 
Q3 نخسملا ءاملا 
Q4 سمشملا ءاملا 
Q5 مونلا نم ءوضولا 
Q6 ةبانجلا لسغ 
Dari query-query yang diujicobakan 
menghasilkan sebuah perankingan dokumen 
berdasarkan relevansi serta preferensi dari 
pengguna. Berdasarkan pendekatan persamaan 
(9),(10), dan (11) dihasilkan sebuah nilai pada setiap 
query yang diujicobakan. Hasil tersebut dapat dilihat 
pada Tabel 3. 









Q1 86,25 88,33 87,09 
Q2 78,75 83,87 81,16 
Q3 86,25 89,72 87,91 
Q4 83,75 87,07 85,31 
Q5 83,75 85,11 84,34 
Q6 88,75 86,58 87,51 
Nilai precision tertinggi sebesar 88,75% pada 
query ke 6. Hal ini dikarenakan relevansi term pada 
query terhadap dokumen yang ada memiliki 
similaritas yang cukup tinggi. Sedangkan nilai 
precision terendah terdapat pada ujicoba dengan 
query ke 2. Hal tersebut dikarenakan hanya sedikit 
dokumen dalam sistem yang memiliki kesamaan 
dengan query tersebut. Nilai f-measure tertinggi 
sebesar 87,91% hal ini dikarenakan nilai recall yang 
besar atau jumlah dokumen yang relevan banyak 
yang di-retrieve.  LSI yang digabungkan dengan 
metode pembobotan TF.IDF.IBF.IPFα 
meningkatkan nilai cosine similarity. 
Dilihat dari hasil pengujian, metode yang 
diusulkan dapat meningkatkan nilai f-measure 
dibandingkan dengan metode yang belum 
mempertimbangkan hubungan semantik antar term 
[5]. Perbandingan tersebut dapat dilihat pada Tabel 
4.  









TF.IDF.IBF.IPFα 100 75 85,7 
TF.IDF.IBF.IPFα.LSI 88,75 89,72 87,91 
4. KESIMPULAN
Dalam pencarian dokumen berbasis preferensi, 
hasil perankingan perlu memepertimbangkan 
hubungan semantik antar term.  TF.IDF.IBF.IPFα.LSI 
merupakan metode pembobotan term berbasis 
preferensi pengguna yang dibentuk kedalam matriks 
dan didekomposisi dengan Latent Semantic Indexing. 
Metode usulan tersebut dapat mempertimbangkan 
preferensi dari pengguna dan juga hubungan semantik 
antar term. Hal tersebut dibuktikan dengan nilai 
precision yaitu 88,75 %, recall 89,72% dan f-measure 
87,91% yang meningkat dibandingkan dengan metode 
berbasis preferensi yang tidak mempertimbangkan 
hubungan semantik antar term. 
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Untuk kedepannya metode ini dapat 
dikembangkan dengan adanya tambahan preferensi 
dari pengguna atau multi preferensi dan juga diuji 
cobakan dengan studi kasus dokumen berbahasa 
lain, seperti bahasa Indonesia, Inggris atau bahasa 
lainnya. 
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