In this paper, we study the integrability and linearization of a class of quadratic quasi-analytic switching systems. We improve an existing method to compute the focus values and periodic constants of quasi-analytic switching systems. In particular, with our method, we demonstrate that the dynamical behaviors of quasi-analytic switching systems are more complex than that of continuous quasi-analytic systems, by showing the existence of six and seven limit cycles in the neighborhood of the origin and infinity, respectively, in a quadratic quasi-analytic switching system. Moreover, explicit conditions are obtained for classifying the centers and isochronous centers of the system.
Introduction
The problem of characterizing the centers and isochronous centers of dynamical systems has attracted the attention of many researchers. So far, regarding the family of polynomial differential systems, a complete classification of centers and isochronous centers has only been solved for quadratic polynomial systems, or simply quadratic systems. Quadratic systems having a center were classified by Dulac [5] , Kapteyn [10, 11] , Bautin [2] ,Żo ladek [35] , Yu and Han [34] , while quadratic systems having an isochronous center were characterized by Loud [25] . The centers of the cubic systems with homogeneous nonlinearities were studied in [32, 24] , and the isochronous centers for such cubic systems were further investigated by Pleshkan [27] . However it is still far away from obtaining a complete classification of the centers and isochronous centers for polynomial differential systems of degree three, and it is extremely difficultly to study these problems when the degree of the systems is increased. For example, consider the following systems, z = (λ+i)z+(zz) which have been investigated by Llibre and Valls [20, 21, 22, 23] , and the conditions on centers and isochronous centers were obtained. However, in these articles, the parameter d was restricted to make the systems be polynomial systems.
Recently, switching systems have been widely used in modelling many practical problems in science and engineering. Theory suggests that switching systems can be considered as a uniform limit of continuous systems, and that the global dynamics of continuous models may be approximated by switching systems. In fact, the richness of dynamical behavior found in switching systems covers almost all the phenomena discussed in general continuous systems, such as limit cycles, homoclinic and heteroclinic orbits, strange attractors. For example, Leine and Nijmeijer [13] , and Zou and Kapper [36] considered non-smooth Hopf bifurcation in switching systems. Bifurcation of limit cycles from centers of discontinuous quadratic systems was studied by Chen and Du [3] . Limit cycles in a class of continuous and discontinuous cubic polynomial differential systems were investigated by Llibre et al. [18] . Bifurcation of limit cycles in discontinuous quadratic differential systems with two zones was considered in [19] . The Melnikov function method has also been extended to study homoclinic bifurcation of non-smooth systems [4, 12] . In addition, some general efficient methods have also been developed to study non-smooth systems. Among these methods, normal form computation for impact oscillators was given in [7] , and a general methodology for reducing multidimensional flows to low dimensional maps in piecewise nonlinear oscillators was proposed in [26] . Center and isochronous center conditions for switching systems associated with elementary singular points were discussed in [14] .
More recently, quasi-analytic systems have also been widely used in modelling many practical problems. By "quasi-analytic", we mean that the system may be analytic for some parameters but not for some other parameters. For example, an axis-symmetric quasi-analytical model was developed in order to simulate the behavior of a RFEC system during its operation [28] . A quasi-analytical model for scattering infrared near-field microscopy has been designed for predicting and analyzing signals on layered samples [9] . A sim-ple quasi-analytical model was developed in [29] to study the response of ice-sheets to climate. On the other hand, a general type of quasi-analytic systems, described bẏ
where
has been studied by Liu [16] and Liu et al. [17] . As special cases, quadratic quasi-analytic systems have been studied in [15] and cubic quasi-analytic systems in [33] . In particular, generalized focal values and bifurcation of limit cycles for quadratic quasi-analytic systems were discussed in [17] . Here, a quadratic quasi-analytic system is defined by taking k = 2 only in (1.5). Similarly, cubit, etc. quasi-analytic systems can be defined. Similar to quasi-analytic continuous systems, in this paper, we propose to study the center and isochronous center conditions for the following class of discontinuous planar systems:
for (x, y) ∈ R 2 , where the two subsystems (1.6a) and (1.6b) describe dynamics on the upper and lower half planes, called the upper and lower systems, respectively. For λ > 0 (< 0), the linear terms in (1.6) are the lowest (highest) order terms in these functions. Hence, when λ > 0, the origin of (1.6) is a center or a focus. When λ < 0, system (1.6) has no real singular point in the equator of Poincaré compactification, but the point at infinity is a center or a focus. Therefore, it is necessary to determine, for λ = 0, whether or not the origin (when λ > 0) or infinity (when λ < 0) is a center (or a weak focus ). As a continuous work of [14] and [16, 17] , we generalize the study to consider center and isochronous center conditions of quasi-analytic switching systems and hope to promote the research in this direction.
As compared with bifurcations, the center and isochronous center problems of switching systems have not received much attention. They should be considered carefully for switching systems because they are closely related to conditions on integrability and linearization. Freire et al. [6] discussed the center problem in a piecewise linear system. But it is much hard to solve center or isochronous center problem for nonlinear or piecewise linear systems because the classical methods for computing lyapunov constants and periodic constants are no longer applicable. Thus, new techniques are needed to develop.
In this paper, we study quasi-analytic switching systems mainly from two aspects. First of all, we modify and improve existing methods to compute Lyapunov constants and periodic constants for quasi-analytic switching systems. Secondly, as an application, we study a quadratic quasi-analytic switching system and derive its center and isochronous center conditions. The rest of the paper is organized as follows. In Section 2, we present a method to compute the return map of system (1.6). As an application, a class of quadratic quasi-analytic switching systems is studied in Section 3, and the center and isochronous center are classified by using our method. Finally, our conclusion is drawn in Section 4.
2. Lyapunov constants of the quasi-analytic switching system (1.6) Under the transformation of the polar coordinates,
where ϕ k (θ) and ψ k (θ) are polynomial functions in cos θ and sin θ, given in the form of
Then, it follows from system (2.2) that
Obviously, the polar coordinate form of the quasi-analytic system (1.5) differs from that of analytic systems by only a constant factor λ. It is easy to see that (2.3) is a special case of the following equation,
By the method of small parameters of Poincaré, the general solution of (2.3) can be expressed as [1] 
Thus, we may solve v k (θ) one by one to obtain
Note that R 0 (θ) = λδ for system (2.2). Further, we define the successive function as ∆(h) =r(2π, h) − h, and thus the critical point being a center must satisfy ∆(h) = 0, namely,
Many methods have been developed to compute the successive function ∆(h) (e.g.,see [17] ). From the second equation of (2.2), we can also obtain
which implies that the critical point being an isochronous center should satisfyr (2π, h) = h and T (2π, h) = 2π.
However, the classical methods and formulas cannot be directly applied to a non-analytic switching system due to discontinuity. We need to modify the existing methods to resolve this problem. Similar to the return map defined for analytic switching systems [8] , the approach used in [8] (see Lemma 2.1) can be extended to define the return maps for the quasi-analytic switching system (1.6). The basic idea is briefly illustrated as follows, see Figure 1 . First of all, we define the positive half-return map of the upper phase of system (1.6a). Then, by a transformation y → −y, the lower half phase could be transformed into the upper phase, as shown in Figure 2 . Further, using a time reverse changing, the computation of this transformed half-return map of the lower phase is replaced by computing the positive half-return map of the following system,
which is shown in Figure 3 . Therefore, we only need to compute the two positive half-return maps for systems (1.6a) and (2.8).
By defining the successive functions for systems (1.6a) and (2.8), respectively, as
then we obtain the successive function for the switching system (1.6), defined as Similarly, the period constants for systems (1.6a) and (2.8) can be defined as
which in turn yield the period function for the switching system (1.6) in the form of
In particular, if the equations describing the lower half plane are given bẏ
then we only need to compute ∆ 1 (h) and T 1 (θ, h). Based on the above results, we can define the focus values and periodic constants for the quasi-analytic switching system (1.6).
Definition 2.1. ∆(h) can be written as
where V k is called the kth-order focus value at the origin (or infinity) of the quasi-analytic switching system (1.6).
Definition 2.2. T (h) can be expressed as
where T k is called the kth periodic constant at the origin (or infinity) of the quasi-analytic switching system (1.6).
Having defined V k and T k , we now describe the steps in computing them.
(1) Introduce the transformations: y → −y and t → −t for the lower half plane. (2) By using the transformation of polar coordinates,
in the systems (1.6a) and (2.8), write the solutions for the systems (2.8) and (2.10) as
Compute the successive function for the switching system using the formula,
(5) Compute the periodic constants for the switching system using the formula,
Obviously, the symmetry principle for continuous systems is no longer applicable for switching systems. We need to redefine symmetry for switching systems in order to derive the center conditions of switching systems. Definition 2.3. If both systems (1.6a) and (1.6b) are symmetric with respect to the y-axis, then system (1.6) is said to be symmetric with respect to the y-axis. Further, if the vector fields of systems (1.6a) and (1.6b) satisfy
, then system (1.6) is said to be symmetric with respect to the x-axis.
So obviously, if system (1.6) is symmetric with respect to the x-axis or the y-axis, then the origin of system (1.6) is a center.
A quadratic quasi-analytic switching system
In this section, we consider a quadratic quasi-analytic switching system to demonstrate the application of the formulae and results obtained in the previous section. We will use our method to determine the center conditions and isochronous center conditions of the system we will consider, given bẏ
(a 20 x 2 + a 11 xy + a 02 y 2 ),
The case λ = 1 (a polynomial system) has been studied in [8] , which becomes a special quadratic switching system. It is shown in [8] that the highest order of focus values for this special system is 5, and 5 small-amplitude limit cycles are obtained. We want to extend the study to the case λ = 1. However, when the lower system is not in a simple form, even for general quadratic switching systems, it is very difficult to determine the center conditions and isochronous center conditions. Thus, in this paper we focus on the study of system (3.1) for λ = 1.
3.1. Center conditions and limit cycles for system (3.1) We first study the center conditions and bifurcation of limit cycles in system (3.1). It has been recently noticed that Tian and Yu studied a quadratic switching Bautin system and obtained 10 small-amplitude limit cycles [31] . Here, we want to show that system (3.1) with λ = 1 can bifurcate 7 limit cycles around the origin, two more than that of the system with λ = 1.
In order to consider the center and isochronous center conditions, and determine the number of limit cycles bifurcating in the small neighborhood of the origin (or infinity), we need to compute the Lyapunov constants and periodic constants. With the aid of a computer algebra system -Mathematica, we obtain the following Lyapunov constants of system (3.1).
The first three Lyapunov constants at the origin are given by L 0 = 2πδ,
For higher Lyapunov constants, we have two cases. b 02 (λ + 3), then b 02 (λ + 9), then , the following holds: 5 20 715(λ + 6) 4 λ(λ − 1)(2λ − 9)(5λ + 16), L 6 = 0, 7 20 692835(λ + 6) 6 λ(λ − 1)(2λ − 9) × (1587λ 3 − 82636λ 2 − 527988λ − 838080).
Case (A2) a 20 = 0, under which L 3 is reduced to Case (B) b 20 = 0. For this case, we have Now, by carefully analyzing the above Lyapunov constants, we obtain the following result.
Theorem 3.1. For system (3.1), maximal six small-amplitude limit cycles can bifurcate from the origin and maximal seven small-amplitude limit cycles can exist in the neighborhood of infinity. Moreover, the first seven Lyapunov constants at the origin (or infinity) of system . Then, for case (v) for which λ = 1, using a Now we come to Cases (A1)(a) and (A1)(b). First note that for these two cases, b 02 = 0 since it is assumed b 20 = 0. Therefore, instead of considering the equations L 5 = L 6 = L 7 = 0, we consider the polynomial equations f 1 = f 2 = f 3 = 0 for Case (A1)(a) andf 1 =f 2 =f 3 = 0 for Case (A1)(b). In order to obtain the maximal number of limit cycles, we need to find the conditions such that 1, 2, 3, 4 , we obtain two sets of solutions: 20 , (k > 0) into these polynomials and note that f 2 andf 2 have two factors, one is linear in k and one is quadratic in k, given as follows:
We first solve f 2a = 0 to obtain k =
which is then substituted into f 1 and f 3 to yield
Since (λ − 1)(λ + 3) = 0, the only solution satisfies f 1 = 0 and f 3 = 0 is λ = − 16 5 . When λ = 9 2 , L i = 0, i = 0, 1, . . . , 7, but it is easy to verify that this is a special case of (vi).
Moreover, for the solution λ = − 16 5 , For the second factor f 2b , we eliminate k from the two equations f 1 = f 2b = 0 to obtain the solution for k: to find that
= a 6 20 7(λ + 9)(5λ + 9)k + 108(λ + 6)
, and then substituting it intof 1 andf 3 yields
49
(λ − 1)(2λ − 9)(5λ + 16)(λ + 9)
2 ,
where C 3 is given in (3.6). Since (5λ + 9)(λ + 9) = 0, the only solution satisfies f 1 = 0 and f 3 = 0 is λ = − 16 5 . λ = 1 and λ = are not solutions since they yieldk < 0. For the solution λ = − 16 5 , we have For the second factorf 2b , similarly we eliminatek from the two equations f 1 = 0 andf 2b = 0 to obtain the solution fork:
, and a resultant equation,
which has four real solutions: λ = −12.38286360 · · · , −8.54108488 · · · , 1, 9, 13.13951523 · · · , but all of them yieldk ≤ 0. Thus, there are no solutions fromf 2b = 0 to give seven limit cycles.
Summarizing the above results obtained for Cases (A1)(a) and (A1)(b), we conclude that there exist two sets of infinite solutions such that system (3.1) can have seven limit cycles bifurcating in the small neighborhood of infinity.
Although we can not obtain seven limit cycles around the origin of system (3.1), we may find an infinite number of solutions for six limit cycles which bifurcate in the small neighborhood of the origin, which is still better than the five limit cycles obtained in [8] . 
We want to find solutions satisfying k > 0 and λ > 0 (λ = 1). It is easy to show that f 1 = 0 has a unique positive solution for k when λ ≥ 9 3/155, and does not have solutions when 1 < λ < 9 3/155. When λ ∈ (0, 1), A i < 0, i = 0, 1, 2, and
which is positive for λ ∈ (0, 0.23512585), leading to that f 1 = 0 has two solutions for k for each λ chosen from this interval. Hence, there exists an infinite number of solutions for k satisfying f 1 = 0 when λ ∈ (0, 0.23512585)∪ (9 3/155, ∞). These solutions do not yield f 2 = 0, since in the above we have already shown that f 1 = f 2 = 0 does not have solutions satisfying k > 0 and λ > 0. This indicates that for Case (A1)(a) there exists an infinite number of solutions for the existence of six limit cycles around the origin of system (3.1). Similarly, for Case (A1)(b), we can prove that f 1 = 0 has two positive solutions for k when λ ∈ (0, 1) and one positive solution when λ ∈ (1, 5.132341426), implying that for Case (A1)(b) there also exists an infinite number of solutions for the existence of six limit cycles around the origin of system (3.1). The proof is complete.
Note that the conditions (i)-(vi) given in Theorem 3.1 yield L i = 0, i = 0, 1, . . . , 7, implying that they are necessary conditions for the origin (or infinity) of system (3.1) to be a center. In the following, we will show that these conditions are also sufficient for the origin (or infinity) of system (3.1) to be a center. We have the following theorem.
Theorem 3.2. The conditions (i)-(vi) given in Theorem 3.1 are necessary and sufficient for the origin (or infinity) of system (3.1) to be a center.
Proof. The necessity has been shown in the proof of Theorem 3.1. Hence, we only need to prove the sufficiency. First note that for all the six cases, the lower-half plane is same (as δ = 0), described bẏ
This system has a first integral H 0 (x, y) = x 2 + y 2 , which is an even function of x (i.e., symmetric with the y-axis). Thus, in the following, for each case we only list the equations for the upper-half plane.
When the condition (i) holds, the equations for the upper-half plane of system (3.1) becomė 8) which is symmetric with the y-axis, and so the origin (or infinity) is a center. When the condition (ii) is satisfied, the equations for the upper-half plane of system (3.1) can be rewritten aṡ
which has an integrating factor 2 3 λ(
. Then, system (3.9) becomeṡ
λ(a 20 x 2 − 2b 02 xy + a 02 y 2 ),
which has a first integral,
It is seen that H 1 is an even function of x when y = 0, and so the origin (or infinity) of system (3.1) is a center (e.g., see Theorem 2.2 in [14] ). When the condition (iii) holds, the equations for the upper-half plane of system (3.1) can be rewritten aṡ
It is easy to see that system (3.10) has a first integral,
which is an even function of x and so the origin (or infinity) is a center.
When the condition (iv) is satisfied, the equations for the upper-half plane of system (3.1) becomė
It can be shown that system (3.11) has a first integral, x 2 − 1, and so the origin is a center [14] .
When the condition (v) holds, the upper-half plane has a first integral, 2 . So the origin is a center [14] .
Finally, when the condition (vi) is satisfied, the equations for the upperhalf plane of system (3.1) becomė x = − y + 1 96b , H 5 (x, y) is an even function of x when y = 0, and hence, the origin is a center [14] .
Combining the results in Theorems 3.1 and 3.2, we have Theorem 3.3. For system (3.1), the highest order of focus value is 7.
When the condition (II) is satisfied, system (3.1) becomeṡ x = −y − a 02 (4x 2 − y 2 ), y = x − 2a 02 xy, (y > 0), x = −y, y = x, (y < 0).
(3.14)
This system has a transversal systeṁ x = x − 4a 02 xy (1 − a 02 y), y = y − a 02 y 2 (3 − 2a 02 y), (y > 0), x = x, y = y, (y < 0). The upper-half plane has an inverse integrating factor,
Conclusion
In this paper, quasi-analytic switching systems have been considered. A modified and improved method for computing the return maps of quasianalytic switching systems is presented. In particular, a quadratic quasianalytic switching system is investigated using this method. Center and isochronous center conditions are explicitly derived. Compared to the special case λ = 1 for which five limit cycles are obtained around the origin [8] , we have shown that there exists an infinite number of solutions of λ > 0, λ = 1 for the existence of six limit cycles around the origin, and two solutions for the existence of seven limit cycles for λ = − 16 5 , which bifurcate in the small neighborhood of infinity of the system. This shows that the dynamics of quasi-analytic switching systems are more complex.
