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It is unclear how the variability of kinematic errors experienced during motor training affects 27 skill retention and motivation. We used force fields produced by a haptic robot to modulate the 28 kinematic errors of 30 healthy adults during a period of practice in a virtual simulation of golf 29 putting. On Day 1, participants became relatively skilled at putting to a near and far target by 30 first practicing without force fields. On Day 2, they warmed up at the task without force fields, 31 then practiced with force fields that either reduced or augmented their kinematic errors, and were 32 finally assessed without the force fields active. On Day 3, they returned for a long-term 33 assessment, again without force fields. A control group practiced without force fields. We 34 quantified motor skill as the variability in impact velocity at which participants putted the ball. 35 We quantified motivation using a self-reported, standardized scale. Only individuals who were 36 initially less skilled benefited from training; for these people, practicing with reduced kinematic 37 variability improved skill more than practicing in the control condition. This reduced kinematic 38 variability also improved self-reports of competence and satisfaction. Practice with increased 39 kinematic variability worsened these self reports as well as enjoyment. These negative 40 motivational effects persisted on Day 3 in a way that was uncorrelated with actual skill. In 41 summary, robotically reducing kinematic errors in a golf putting training session improved
Introduction
The effective integration of robotic systems in motor skill training and neurorehabilitation 48 requires an improved understanding of the learning mechanisms used by the human motor 49 system when it interacts with these systems. These learning mechanisms involve both motor 50 performance aspects and the psychological experience of the training; these two factors likely 51 interact (Badami et al. 2011; Avila, et al. 2012; Saemi et al. 2012; Abe et al., 2011; Trempe et al, 52 2011). Two prominent strategies for robotic-assisted training have emerged, both based on the 53 manipulation of kinematic errors: error reduction (ER; also known as haptic guidance), and error 54 augmentation (EA) (see review, Marchal-Crespo and Reinkensmeyer, 2009 ). However, the 55 conditions under which these strategies work best, and the learning and motivation mechanisms 56 they stimulate, are at present unclear. 57 Haptic guidance reduces a person's kinematic errors during training to improve motor 58 learning. Different forms of haptic guidance have been developed (Liu et. al, 2006; Bluteau et 59 al., 2008; van Asseldonk et al., 2009; Luttgen and Heuer, 2012, 2013; Marchal-Crespo et al., 60 2013), but most of them share the goal of providing proprioceptive and/or visual cues that allow 61 individuals to experience the ideal feel and look of a task. Experiments testing the efficacy of 62 haptic guidance in improving motor performance have produced mixed results. Although there 63 have been studies verifying that haptic guidance can improve the learning of both spatial and 64 temporal motor tasks (Bluteau et al., 2008; Marchal-Crespo and Reinkensmeyer, 2008; Milot et 65 al., 2010; Luttgen and Heuer, 2012; Marchal-Crespo et al., 2013) , other studies have shown that 66 haptic guidance provides no significant benefits when compared to either visual demonstration or 67 unassisted training (Winstein et al., 1994; Feygin et al., 2002; Liu et al., 2006; van Asseldonk et 68 al., 2009 ).
In contrast to ER strategies, EA training is based on the idea that motor learning is an 70 error-driven process rather than a correct-feedback driven process. Thus, increasing kinematic 71 errors during the execution of a motor task should enhance the motor learning process by causing 72 the motor system to respond more strongly or faster (Patton et al., 2006; Emken et al., 2007) . 73 Increased error could also enhance attentional mechanisms (Dvorkin et al., 2013) , invoke 74 adaptive impedance control mechanisms for reducing kinematic error (Franklin et al., 2007; 75 Franklin et al., 2013), or increase variability so that exploration of the task space and therefore 76 learning is enhanced (Wu et al., 2014) . Training with EA has been found to improve trajectory 77 straightness in reaching (Cesqui et al., 2008) , as well as the timing of a pinball task for more 78 highly skilled trainees (Milot et al., 2010) . One study that examined training of balance on a 79 beam, however, found no benefits from EA training in improving short-term learning (Domingo 80 and Ferris, 2010).
81
Important but less well studied aspects of robot-assisted motor training are the effect of 82 the intervention on motivation. Stroke patients who received robot-assisted therapy using an ER 83 strategy reported that such therapy was motivating (Housman et al., 2009) (Badami et al. 2011; Avila, et al. 2012; Saemi et al. 2012) . The experience of 88 success can also improve consolidation in motor learning (Abe et al., 2011; Trempe et al, 2011). 89 For this study we chose an engaging and well-known task -golf putting -to study the 90 relative merits of a brief period of practice with ER and EA as compared to normal practice. We 91 were specifically interested in how these training strategies affected learning and motivation 92 when trainees were already relatively well practiced at the task -i.e. after the initial 93 familiarization/learning curve had plateaued. Training approaches that enhance motor learning in 94 this stage would be useful because they are more relevant to real-world training. In this situation, 95 we hypothesized that any benefits of ER training for learning 'the feel' of the task would be 96 minimal since the trainees had already acquired the feel of the task, limiting the effectiveness of 97 ER training, while EA training would still be beneficial. 98 We also examined the role of ER and EA on the participants' perception of training using 99 a self-reported motivation scale. We hypothesized that training with ER would increase feelings 100 of competence and self-efficacy, but would lead trainees to feel less engaged and to perceive that 101 they exerted less effort while training. Conversely, we hypothesized that training with EA would 102 decrease feelings of competence and self-efficacy, but would lead trainees to feel more engaged 103 and to perceive that they exerted more effort during training. We were especially interested if 104 there would be persisting motivational effects of robotic error manipulation, days after the 105 practice with ER or EA had occurred. Portions of this work were reported previously in a 106 conference paper (Duarte et al., 2013) . 
Experimental apparatus and robot-generated dynamic environments
114
Participants were instructed how to play a game of virtual golf using a three degrees-of-freedom 115 lightweight haptic robot (PHANToM 3.0 Premium, Sensable Technologies, Inc). The robot 116 handle attached to the robot arm through a passive 3 DOF gimbals ( Figure 1A) . To play the 117 game, seated participants controlled the head of a virtual golf club using their dominant hand to 118 putt a virtual ball to either a near or far target. The haptic robot was used to record the position, 119 velocity, and forces and to apply the prescribed forces during game play at 1000 Hz.
120
To decrease variability in putting style, motion of the robot was constrained, via software, 121 to one dimension -a straight line in the x-axis parallel to the participant's shoulders just above 122 waist height. The use of a virtual environment allowed us to also remove the variability due to 123 the putting surface (a constant friction force was the only force acting on the virtual ball after 124 impact), the quality of the impact (we assumed no energy loss during impact), and the angle of 125 impact (the impact angle was always in a straight line to the hole). In this controlled 126 environment, impact velocity alone determined the distance traveled by the ball. Speed control is 127 an important parameter in many sporting activities, but one which, to our knowledge, has only 128 been studied in one experiment in the context of robotic training (Marchal-Crespo et al., 2013) . 129 We divided the swing of the putt into three parts: backswing, downswing, and follow 130 through ( Figure 1B) We created a scoring mechanism to further engage participants in the experiment.
171
Participants were shown, on the same screen as the game (see Figure 1A ), the error of the last 172 putt (defined as the percentage error from the ideal impact velocity), the mean error of the last 5 173 putts, and the mean error of all putts completed. They also saw their current streak counter, 174 defined as the number of consecutive putts that were within a 10% error from the center of the 175 hole (i.e. 'sunk putts'), as well as the maximum streak they had achieved during that session. A 176 'sunk putt' was also rewarded by playing the sound of a golf ball dropping inside of the hole. participants always passed when practicing). We displayed this line to prevent participants from 192 putting using undesired motions such as a very short backswing followed by a jerky, forced, 193 downward motion dissimilar to skilled putting motion. To prevent this aberrant style of putting, and the possibility of a switch in style during the experiment, we programmed the ball so that it 195 would not move at impact unless the backswing passed the minimum length criterion.
196
The participants practiced putting on three separate days ( (Table 1) .
233
During the periodic rest breaks, the participants also responded to a subset of four questions 234 (marked with a * on Table 1 ). Note that the first break on Day 2 was scheduled before the force 235 fields were applied; this provided a baseline measurement of the responses that was then used to 236 compare the changes in responses due to practice with the force fields. in target location. We term this recalibration error ( Figures 6C and 6D ). While the force fields 353 were being applied, EA increased recalibration error, while ER reduced it at the near target.
354
When the force fields were removed, the group that trained with EA had significantly reduced 355 calibration error relative to the other two groups at the near target. Figure 7D ).
373
On Day 3 (Figure 8 ), participants in the EA group continued to report more negative 374 feelings towards the task. Regarding the importance of the task, (Table 1 - 3, and reduced effort and attention; but these trends did not reach statistical significance (Table 1 381 -Q 7,9,4; Figure 8D -F). Responses to the other 7 questions were not significantly different 382 between training conditions.
383
The participants expressed these subjective motivational differences across groups 384 despite the fact that their absolute skill levels were comparable at the end of Day 3 (ANOVA, The benefit of ER was stronger for less skilled participants. This result agrees with 417 previous findings in a simulated tennis environment (Marchal-Crepo et al. 2013 ) and for a 418 steering task (Marchal-Crespo et al. 2010) . Note that in contrast to these previous experiments 419 we designed the experiment with an initial practice day to ensure subjects were relatively well 420 practiced at the task. In this case, ER still benefitted the less skilled subjects. This is still , 2012; Wu et al., 2014) . We failed to extend these findings to the velocity control 444 task studied here.
445
Why was EA not beneficial? We anticipated EA would improve at least short-term 446 learning through three mechanisms: 1) increasing attention to the task, 2) enhancing error-based 447 learning, or 3) impedance control. Regarding the first mechanism, self-reports of attention were 448 not different during training for the three groups. This may be a result of our designing the EA 449 field to be subtle enough that participant's attributed performance changes to themselves rather 450 than the robot. However, although it did not produce an overall benefit to impact velocity 451 variability, the EA group did reduce their recalibration error more for the near target at short-452 term retention, which might indeed be due to increased attention to this type of error.
453
With regards to enhancing error-based learning, participants in the EA group indeed 454 showed evidence of error-based learning, but only clearly at the near target location, as they 455 decreased their error from the first putt to the second and third putts in each set of three putts for 456 the near target. This repeated exercising of error-based learning mechanisms during the force 457 field exposure, however, did not produce a detectable benefit at the short-or long-term retention 458 assessments. This may be because error-based learning is useful only for larger systematic 459 errors, and not for reducing more subtle variance in movement execution.
460
Regarding the possibility of impedance control, we did not see a gradual decrease in 461 variability across the practice period when the EA force field was active, as might have been 462 expected if the motor system was iteratively increasing impedance (Franklin et al., 2007 could not achieve (Reinkensmeyer and Housman, 2007) . There is evidence for a threshold-based 500 dynamic in achieved rehabilitation dosage after stroke where patients who achieve a threshold Table captions   Table 1 . Set of questions from the IMI used to assess motivation, competence, and effort.
Questions marked with a * are part of the subset of questions given at each break on Day 2.
Participants responded using a 7-point Likert-type scale (1 = strongly disagree and 7 = strongly agree). putted 100 trials without force fields to measure their long-term skill retention. Throughout all days of practice participants were periodically forced to take breaks of at least 1 minute during which they responded to four questions concerning motivation during practice; they also answered a set of 13 motivation-related questions at the end of each day. there is a change in target location) for the short (C) and long (D) target locations. We found a clear trend for the recalibration error to be in the direction of the previous putt. Participants had a tendency to overshoot the short target and undershoot the long target following a change in the target location. In A and B, the stars indicate significant differences in the error size for a training condition. In C and D, the asterisks show significant differences between experimental phases for a given training condition; the stars show significant differences between training conditions for a given experimental phase. Error bars represent the standard error. Only those questions with significant or near significant differences between training groups are
shown. There was a significant trend for participants in the EA group to report more negative feelings towards the training at the end of Day 2 (A, B, C and E). Some of these feelings persisted at the end of Day 3 (A and B) even though the force field was not active during Day 3.
In addition, the EA group showed a tendency to report a lower level of effort put into the task on Days 2 and 3. Error bars represent the standard error. 
