Hence, Lemma 1 is proved as below:
ξ n = Q(β, ξ).
Proof for Lemma 2
It is clear that
1.3 Proof for the solution to the wSVM.
In order to solve non-separable case, one introduce slack variables,
and use relaxed separability constraints with a weighted term c n
⇔ c n y n w, x n + b ≥ c n − ξ n for n = 1, . . . , N.
SVM uses the quadratic programming (QP) to solve, for some C > 0,
subject to the constraints (1) and (2).
Consider the Lagrangian
From
α n c n y n x n = 0
α n c n y n = 0, we have
Since 0 < r n = C − α n , we have α n < C. Note that
Hence,
α n c n y n + 
