We study the following integral operators:
Introduction
Let The expression f α defines a seminorm while the natural norm is given by f Ꮾ α = | f (0)| + f α . It makes Ꮾ α into a Banach space. A positive continuous function φ on [0,1) is normal, if there exists 0 < s < t such that (see [7] ) φ(r) ( The integral form of Ꮿ is 5) taking simply as a path the segment joining 0 and z, we have that
(1.6)
The following operator:
is closely related to the previous operator and on many spaces the boundedness of these two operators is equivalent. It is well known that Cesàro operator acts as a bounded linear operator on various analytic function spaces (see, e.g., [6, 9, 13, 15, 16, 18, 20] , and the references therein). Suppose that g : D → C 1 is an analytic map, f ∈ H(D). A class of integral operator introduced by Pommerenke is defined by (see [11] )
(1.8)
Proof. Let β(z,w) denote the Bergman metric between two points z and w in D. It is given by
For a ∈ D and r > 0, the set D(a,r) = {z ∈ D : β(a,z) < r} is a Bergman metric disk with center a and radius r. It is well known that (see [25] )
when z ∈ D(a,r). For 0 < r < 1 and z ∈ D, by the subharmonicity of | f (z)| p and the normality of φ, we get
from which we get the desired result.
The following lemma can be found in [7, Theorem 2] .
From the proof of Lemmas 2.1 and 2.2, we get the following result. 
The following lemma can be found in [14] .
The next lemma can be proved in a standard way (see [5] 
Theorem 2.6. Assume that 0 < p < ∞, α > 0, and φ is normal on [0,1). Then the operator
is bounded if and only if
Moreover, the following relationship:
holds.
Proof. By (1.8), it is easy to see that
Taking supremum over the unit disk in this inequality, we obtain
It is easy to see that
By [12] , we get
Since φ is normal, by Lemma 2.4,
From this and (2.13), we have 
Proof. Similar to the case of J g , we have (
(2.20)
For w ∈ D, let f w (z) be defined by (2.12). From (2.3) and (2.13),
that is,
Taking supremum in the last inequality over the set 1/2 ≤ |w| < 1 and noticing that by the maximum modulus principle there is a positive constant C independent of g ∈ H(D) such that By the assumption, for any > 0, there is a constant δ, 0 < δ < 1, such that δ < |z| < 1 implies
Note that K is a compact subsect of D and φ is normal, we have
where
By the assumption and Theorem 2.6, we obtain J g f n Ꮾ α → 0 as n → ∞. Therefore, J g :
Then f n ∈ H(p, p,φ) and f n converges to 0 uniformly on compact subsets of D (see [7] ). Since J g is compact, by Lemma 2.5, J g f n Ꮾ α → 0 as n → ∞. In addition,
from which the result follows. 
Assume (2.30) holds, in order to prove that I g is compact, it suffices to show that if { f n } is a bounded sequence in H(p, p,φ) that converges to 0 uniformly on compact subsects of D, then I g f n Ꮾ α → 0. Let { f n } be a sequence in H(p, p,φ) with f n H(p,p,φ) ≤ 1 and f n → 0 uniformly on compact subsets of D. By the assumption, for any > 0, there is a constant δ, 0 < δ < 1, such that δ < |z| < 1 implies
Similar to the proof of Theorem 2.8, we have
From the introduction, we can easily get the following corollary. 
In this section, we characterize the boundedness and compactness of J g ,I g :
For this purpose, we need Lemma 3.1. When α = 1, Lemma 3.1 was proved in [8] . For the general case, the proof is similar to the proof of the case α = 1. We omit the details. 
is compact if and only if it is bounded and satisfies
we know that J g p ∈ Ꮾ α 0 . For any f ∈ H(p, p,φ), there exists a sequence of polynomials 
In fact,
By Lemma 2.1, the result follows. 
The following lemma is well known(e.g., see [19] ). The following lemma can be found in [10] . Remark 4.4. The above lemma was obtained by Zhao when 0 < α ≤ 1 (see [24] ). In fact, his proof implies that the result also holds for α > 1. Partial results can also be found in [4] when α = 1.
