Taking advantage of the power of DNA molecules to spontaneously form hairpin structures, Sakamoto et al. designed a molecular algorithm to solve instances of the satisÿability problem on Boolean expressions in clausal form (the SAT problem), and by developing new experimental techniques for molecular biology, they succeeded in solving a 6-variable, 10-clause instance of the 3-SAT problem (Sakamoto et al., Science 288 (2000) 1223). Sakamoto et al. call this computational architecture the SAT Engine. In this paper, we analyze the complexity of the SAT Engine as a probabilistic algorithm. We ÿrst estimate the time dependence of the probability of hairpin formation using standard chemical kinetics and the Jacobson-Stockmayer expression. We then estimate the number of DNA molecules required to solve the satisÿability problem with a given error probability. By taking the number of DNA molecules into account, we ÿnally estimate the minimum total time and number of strands, respectively, required to achieve combined error rates of ¡ 1 (the probability of a false positive) and 2 (the probability of a false negative). If the number of clauses is n, then the time required for solving the problem is proportional to n 1:5 (ln(1= 1) + ln(ln(1= 2))) + n 2:5 ln(3 + ), and the number of necessary DNA molecules is proportional to (3 + ) n ln(1= 2) with arbitrarily small ¿ 0.
Introduction
Taking advantage of the power of DNA molecules to autonomously form hairpin structures, Sakamoto et al. designed a molecular algorithm to solve the satisÿability problem on Boolean expressions in clausal form (the k-SAT problem), and by developing new techniques for experimental molecular biology, they succeeded in solving a 6-variable, 10-clause instance of the 3-SAT problem [19] . Sakamoto et al. call this computational architecture the SAT Engine.
In addition to the SAT Engine, Sakamoto et al. have also proposed a computational architecture for the solution of instances of NP-complete problems, called the Whiplash Engine (or Whiplash PCR) [8, 20] . An enhanced-e ciency version of this architecture, PNA-mediated Whiplash PCR [16] has been shown to be theoretically capable of supporting the in vitro implementation of an extraction-based Genetic Algorithm [17] . Because these architectures (referred to collectively as the Hairpin Engines) take advantage of the tendency for an appropriately encoded single-stranded DNA molecule (ssDNA) to spontaneously adopt a DNA hairpin structure under appropriate reaction conditions, the study on the Hairpin Engines represents a ÿrst step towards establishing architectures that harness secondary structure formation to achieve computation.
The SAT Engine is an algorithm for solving the satisÿability problem on Boolean expressions in clausal form [19] . Since a Boolean expression in clausal form is a conjunction of clauses, an expression is satisÿable if and only if all the conjuncts are simultaneously satisÿable. Since a clause is a disjunction of literals, a clause is satisÿable if and only if at least one of the literals is satisÿable. An expression is therefore satisÿable if and only if it is possible to make an assignment by consistently choosing one literal from each clause. For example, if we choose the literal a from the clause (a ∨ ¬b ∨ c), we make a true in the corresponding assignment. If we choose the literal ¬b, we make b false. If we simultaneously choose a variable (say b) and its negation (say ¬b), the literal selection is inconsistent and we cannot make an assignment. Conversely, if we do not choose inconsistent literals, we can make an assignment that satisÿes the given Boolean expression.
In the SAT Engine, each variable and its negation are represented by complementary DNA sequences in the sense of Watson and Crick. Prior to the computation, we randomly generate a set of ssDNA molecules, each of which encodes a set of literals selected from the clauses of the Boolean expression of interest. In particular, each DNA molecule is encoded to represent a concatenation of sequences of literals, such that one literal is selected from each clause contained in the given Boolean expression. If the literal selection is inconsistent (i.e., if a variable and its negation are simultaneously chosen), then under appropriate reaction conditions, the corresponding ssDNA molecule will be able to form a stable hairpin structure, as shown in Fig. 1 . If the literal selection is consistent, the DNA molecule will not form a hairpin. After the random generation of assignments (i.e., literal selection), we may therefore judge the satisÿability of a Boolean expression by separating the ssDNAs that form a hairpin from those that do not.
Sakamoto et al. have developed a number of experimental techniques to separate molecules according to their ability to form a hairpin under speciÿc reaction conditions [19] . In the SAT Engine, the following two techniques for separating molecules are employed: (1) A restriction site is inserted in the sequences representing literals. Those ssDNAs that form a hairpin are then cut using the corresponding restriction enzyme. (2) The e ciency of PCR ampliÿcation is di erent for ssDNAs which contain a hairpin (in the region of interest) and those which do not. Sakamoto has developed a variation of PCR that intensiÿes this distinction. This variation is called exclusive PCR (or ePCR). By application of the above two techniques, Sakamoto et al. succeeded in solving a 6-variable, 10-clause instance of 3-SAT [19] . Although these two techniques require a number of experimental operations, the detection of inconsistent literals within each assignment is implemented by the process of hairpin formation, which is an autonomous, intramolecular reaction. As a consequence, the number of experimental operations which are required to implement computation does not depend directly on either the number of variables or clauses.
As chemical reactions are phenomena that depend on the probabilistic behaviors of molecules, molecular computation is inherently probabilistic. In the SAT Engine, both the reaction in which the set of DNA molecules that encode the set of assignments is randomly generated, and the reaction in which DNA molecules which encode inconsistent assignments form a hairpin proceed probabilistically. Apart from molecular computing, many probabilistic algorithms have been proposed to solve instances of the satisÿability problem on Boolean expressions. For example, Sch oning [21] gives a probabilistic algorithm that solves instances of the n-variable k-SAT problem and runs in a time proportional to (2(1 − 1=k)) n ln(1= ) with error probability . For k = 3, the required time is proportional to 1:334 n ln(1= ). It is therefore natural to compare molecular algorithms with traditional probabilistic algorithms. In this work, we analyze the computational complexity of the Sakamoto et al. SAT Engine as a probabilistic algorithm. Brie y, our results are as follows.
The functional form of the equation which predicts the time required for hairpin formation can be used to assess the error probability for any given ssDNA. In particular, in order to ensure that the probability that a ssDNA which represents an inconsistent assignment will fail to form a hairpin is smaller than 0 , the SAT Engine requires a time proportional to n 1:5 ln(1= 0 ). Let the probability that the process of random generation of assignments fails to generate a satisfying assignment, even though such an assignment exists, be denoted 2 . In order to estimate the overall time required to achieve a probability of failure that is less than 2 , we must take into account the total number of encoded ssDNAs used in the reaction mixture. The number of molecules required to implement the algorithm is proportional to (3 + ) n ln(1= 2 ), where n is the number of clauses and is an arbitrarily small positive real number. The time required for the random generation of assignments is proportional to n.
Combining these results yields the expressions for the minimum total time and number of strands, respectively, required to achieve combined error rates of less than 1 (the probability of a false positive) and 2 (the overall probability of a false negative). The organization of the paper is as follows. In Section 2, we summarize some of the existing work on the complexity analysis of molecular computation. Section 3 addresses the time for hairpin formation for individual ssDNAs. In Section 4, the scaling behavior of the required number of molecules is addressed, by (1) analyzing the stepwise generation of assignments and (2) discussing the process of one-step generation. In Section 5, the total time and number of molecules required for execution of the SAT Engine with combined error rates of less than 1 and 2 is estimated.
Related work
In this section, we brie y review the existing research into the complexity of molecular computation. After describing some classical results, we discuss approaches which have relied on an analysis of the equilibrium chemistry and=or kinetics of the underlying chemical reactions. Finally, we touch on the possibility of implementing probabilistic algorithms by molecules.
Time and space in molecular computation
The complexity of any computation should be measured according to the criteria, time and space. Time in molecular computation is usually estimated by the product of the number of experimental operations and the time required for each operation (i.e., the physical time). Unfortunately, as the physical time required to execute an experimental operation is heavily dependent on the actual experimental techniques employed, it is often di cult to make an implementation-independent estimate of the time resource required to execute a given molecular algorithm. The physical time required for each operation is therefore generally left untreated, and the required time resource in molecular computation is simply measured by the total number of required operations.
Nevertheless, in order to investigate the computational power of a molecular architecture, it is important to estimate the time required for the set of chemical reactions that constitute an experimental operation. This point will be discussed in detail in the next section.
The space required for molecular computation is generally deÿned using some measure of the physical amount of necessary molecules (i.e., total mass, volume, etc.). One convenient measure of space is the product of the mass of each molecule and the total number of molecules employed (the total mass). Such a measure is used to estimate either (1) the maximum amount of molecules that are expected to be in solution at any instant during computation, or (2) the total amount of molecules that are consumed in the overall process of computation. Note that the former amount determines the degree of parallelism available in data parallel computation, Â a la Adleman [1] . Some classical results on the complexity of molecular computation are as follows.
• Reif (1995): Computation in 2 O(s) steps by a Turing machine whose input size is s and whose space is also s can be simulated by O(s) PM-Match steps and O(s log s) other steps. The length of required molecules is O(s) [11] .
• Beaver (1995): Polynomial-step molecular computers compute PSPACE [2] .
• Rooss and Wagner (1996): The class of problems that can be solved by Lipton's model in polynomial time is exactly P NP [12] .
The analysis of chemical reactions
As is discussed in the previous section, the time required to complete the chemical reactions in an experimental step is not included in the classical results. From the perspective of the computational power of molecules, however, it is important to analyze the chemical reactions, in detail. In particular, each chemical reaction should be analyzed to determine both (1) the total yield of the reaction, and the potential for generating errors. In a DNA hybridization reaction, for instance, the total amount of correctly hybridized, double stranded DNA (dsDNA) corresponds to the former, while the fraction of unexpected dsDNA corresponds to the latter.
Given that the set of chemical reactions which implement a molecular algorithm will attain equilibrium, during experimental times of interest, it is important to design the set of expected equilibrium state so that the yield is maximized. This may be achieved, in general by adjusting, through encoding strategies, the sizes of the equilibrium constants of planned (and unplanned) structures at reaction conditions of interest. In addition, it is also important to make the reaction rate large in order to shorten the time to reach the equilibrium. Even if the equilibrium constant is large, a small forward reaction rate will make the time for the overall computation long. Note that the time for a chemical reaction is never zero.
Research on the analysis of the time required for chemical reactions, in the context of molecular computing, includes the following. Kurtz analyzed the process of path formation in Adleman's experiment [1] , based on chemical kinetics [10] . He showed that even for a simple graph with back edges, the time required to generate a Hamiltonian path is (n 2 ) for n vertices [10] . For more complex graphs, the required time is much longer. In [16] , Rose, et al. used a kinetic model of hairpin formation in order to estimate the characteristic relaxation times for Whiplash PCR. Winfree has also analyzed the process of DNA tiling, using a kinetic model [23] .
Errors in hybridization reactions have been well studied. In order to avoid mishybridization (i.e., errors in the hybridization reaction), it is important to adjust reaction conditions such as temperature and salt concentration, and to design "good" sequences. Rose et al. have applied an equilibrium chemistry-based analysis, in combination with a statistical thermodynamic model of equilibrium constant estimation, to assess the potential for mishybridization for both solution [13, 14] and chip-based [15] molecular algorithms. One advantage of this type of analysis is the generation of a well-deÿned probability of error per hybridization for a given set of encodings. By interpreting the results of the error estimation process in terms of codeword set ÿtness, Rose et al. used this analysis to implement a genetic algorithm for producing sequence sets with very low overall error probability.
It is also possible to decrease errors simply by repeating the basic operations. For example, extraction by hybridization can be made more accurate by iterating the extraction operations (note that the yield is decreased). Karp et al. reported an exact evaluation of the number of iterations necessary to achieve an overall extraction with a per-strand error probability of less than [9] .
Probabilistic algorithms and molecular computation
Due to the probabilistic nature of chemical reactions, it seems clear that algorithms which interpret the execution of one or more molecular processes in terms of computation will be inherently probabilistic. This implies that the results of a molecular algorithm will be meaningful only relative to some permissible error probability. Conversely, this inherent probabilistic nature also suggests that it should be natural to implement probabilistic algorithms using molecular processes. The merits of such an approach include both the massive parallelism and the randomness inherent in chemical reactions. In particular, it seems likely that the well-characterized randomness inherent in molecular reactions may be used to implement the random operations necessary for probabilistic algorithms. Thus far, the molecular computation-based probabilistic algorithms which have been reported in the literature are few. They include molecular algorithms for 3-SAT [5, 7] and PAC-learning [18] .
Hairpin formation
In this section, we estimate the total time required for (1) hairpin formation, and (2) a hairpin detection operation, which removes the detected hairpin from the reaction. We assume the following simple reaction:
In the ÿrst reaction, S denotes a DNA molecule that has not formed a hairpin structure, while H denotes the DNA hairpin. This reaction is reversible, with forward and backward rate constants, k The second reaction accomplishes the removal of molecules that have formed a hairpin structure. In the SAT Engine, two experimental techniques are employed to remove molecules which contain a hairpin. In this paper, we simply model the SAT Engine by assuming an irreversible reaction that converts the DNA hairpin, H into some product molecule, denoted by P. The forward rate constant of this reaction is assumed to be length independent, and is denoted by k 
According to the Jacobson-Stockmayer expression [4] , K eq is proportional to 1=n 1:5 , where n is the loop length of the hairpin to be formed. In the SAT Engine, the length n of the hairpin is, in the worst case, proportional to the number of clauses. In this paper, we measure the loop length by the number of sequences representing literals. Consequently, the loop length in the worst case coincides with the total number n of clauses of the 3-SAT problem.
In general, both the forward (k where k is a quantity that does not depend on n. As noted above, k + 2 is also assumed to be independent of the hairpin loop length, n.
According to standard chemical kinetics [22] the concentrations of the single-stranded coil (C S ) and folded hairpin (C H ), and ÿnal product (C P ) at any time, t obey the following set of di erential equations:
Each eigenvalue, z of these di erential equations should satisfy the following quadratic equation.
As solutions, we have
If k + 1 = 0, we simply have
In order to examine how the ÿrst solution reaches 0 as k + 1 reaches 0, we di erentiate the expression
, and obtain the following:
Therefore, in the limit n → ∞, (i.e., k 
Note that A and B are appropriate constants. Since the second term quickly reaches 0, the ÿrst term becomes dominant for large n. In fact, in the limit k + 1 → 0, A reaches the initial concentration of single-stranded coils, and B reaches 0, if we assume that the initial concentration of folded hairpins is 0. Therefore,
represents the ratio of C S at time t to its initial value.
In the SAT Engine, the concentration of unfolded ssDNAs (single-stranded coils), C S is proportional to the probability that an inconsistent assignment cannot be detected. It is therefore the probability of false positives, i.e., the probability that an unsatisÿable Boolean expression is judged to be satisÿable.
If we are given 0 as the permissible error probability per strand for false positives, we have the following requirement:
We can therefore conclude that the time required for hairpin formation is proportional to n 1:5 and ln(1= 0 ). The above arguments apply to each molecule that should form a hairpin. In order to estimate the overall time of the algorithm, we must take the number of molecules into account, because all the molecules with possible hairpins should be eventually removed. We estimate the number of necessary molecules in the next section.
It is important to note that a remaining problem which in uences the probability of false negatives, in practice, is the potential for hairpin formation due to unplanned mishybridizations. Thanks to the recent development of both combinatorial [6] and chemistry-based [13] [14] [15] techniques for producing high-ÿdelity DNA encodings, however this e ect can be neglected, and the encoded hairpins are assumed to be of su ciently high ÿdelity to avoid substantial mismatch hybridization.
Random generation of assignments
In this section, we analyze the process of randomly generating the library of ssDNA molecules which encodes the set of all literal assignments from the SAT instance of interest. We ÿrst discuss a stepwise method for the generation of the random library, and then consider a simpler implementation, where the library is generated in a single step. Note that Sakamoto et al. use double stranded DNA molecules in this process. Following the completion of random generation, double stranded DNAs are denatured, and the resulting ssDNAs are assayed for the potential to undergo hairpin formation.
Stepwise generation
For each clause we synthesize M molecules, where M=3 copies are encoded to represent each literal contained in the clause. The M molecules from the ÿrst clause are then mixed with those from the second clause. We assume that in the encoding process, literals from the second clause have been encoded to contain a sticky end that is Watson-Crick complementary to the sticky end of the literals from the ÿrst clause.
Following hybridization, the concatenated molecules are ligated. The ligated mixture is then mixed with the M molecules from the third clause, which are again assumed to have been encoded with a sticky end that is complementary to a sticky end of the literals from the second clause. Following hybridization, the concatenated molecules are again ligated. This process is continued for all remaining clauses. The time for the entire process is clearly proportional to the number of clauses.
Here, we assume that there is one satisfying assignment, and then compute the probability that this assignment is generated by the above process. It is also assumed that for each clause, there is only one correct choice per literal for generating the assignment. In each step, a partial assignment is hybridized to one of the three literals of the next clause with some probability p that is nearly one-third. At the end of this section, we argue that p can be made as close to one-third as is desired.
Recall that the hairpin loop size is, in the worst case, proportional to the number of clauses, and n denotes both the number of clauses and the hairpin loop size in the worst case.
We regard the process of generating a satisfying assignment is that of making n choices with probability p. Since we begin with M molecules, we make M trials. The probability that a satisfying assignment is not generated is therefore the probability that all M trials fail, i.e.,
Strictly speaking, this is an upper bound of the probability, because the M trials are not independent. For this probability to be smaller than 2 , we should have
We therefore have M ln(1=(1 − p n ))¿ ln(1= 2 ). Application of the approximation,
Let ¿0 be deÿned such that
In this case, we ÿnally have
In summary, in order to make the probability that a satisfying assignment is not generated, even though such an assignment exists smaller than 2 , we require a total number of molecules that is proportional to (3 + ) n and ln(1= 2 ), where n is the number of clauses. The required time is proportional to n. Since 2 is the probability that a Boolean expression will be judged to be unsatisÿable, even though a satisfying set of assignments exists, it corresponds to the overall probability of a false negative.
If the hybridization reactions which implement each step of the assembly process were capable of reaching completion, could be made to approach 0 (so that p = 1=3) prior to each round of ligation. Due to the reversibility of DNA hybridization, however, some fraction of DNA molecules is always expected to assume a random coil conÿguration. may be made small by making hybridization irreversible. This may be accomplished by performing the hybridization and ligation reactions in parallel in which case should decrease exponentially with time.
One-step generation
In order to generate the random library in a single step, we again prepare M=3 copies of each literal of each clause, and place a total of nM molecules into the reaction tube. Molecules representing assignments are then generated spontaneously. Note that sticky ends that connect literals from the ith clause and literals from the (i + 1)th clause should be distinct for each i.
Consider the probability that a molecule representing a literal in the ith clause comes into contact with a molecule in the (i + 1)th clause. Since there are nM molecules, where n is the number of clauses, the probability of contact will increase as 1=n. In order to keep the probability constant, we must therefore increase the applied reaction time in a manner proportional to n. The required time for the SAT Engine, including assembly, is therefore also proportional to the number of clauses, n.
Overall estimation
The time required for completion of the overall process of hairpin formation, with combined error probabilities less than 1 and 2 , is estimated by explicitly taking the number of molecules into account. If almost all assignments are unsatisÿable, then nearly all of all the M molecules should form a hairpin. From Section 3, the average number of molecules that fail to form a hairpin (and be removed from the reaction) after time t is given by
By substituting M = (3+ ) n ln(1= 2 ) into this expression, and setting the average number to be ¡ 1 , we have In conclusion, if 1 and 2 denote the probability of false positives and false negatives, respectively, the required time is proportional to and the number of necessary molecules is proportional to (3 + ) n ln(1= 2 ).
Concluding remark
In this paper, the time complexity of the SAT Engine was estimated for a given pair of error probabilities, 1 (the probability of a false positive) and 2 (the probability of a false negative). Although the result is not impressive, we consider it to be ÿrst step towards analyzing the complexity of molecular computation from the following two perspectives. The ÿrst is the analysis of molecular algorithms as probabilistic algorithms. The second is the explicit inclusion of the e ciency of molecular reactions, in a way which should be independent of the current implementation of the experimental techniques.
