Properties of the combinations of commutative idempotents  by Deng, Chunyuan et al.
Linear Algebra and its Applications 436 (2012) 202–221
Contents lists available at SciVerse ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
Properties of the combinations of commutative idempotents
Chunyuan Denga,1, Dragana S. Cvetkovic´-Ilic´ b, Yimin Wei c,∗,2
a
School of Mathematics Science, South China Normal University, Guangzhou 510631, PR China
b
Department of Mathematics, Faculty of Sciences and Mathematics, University of Niš, Višegradska 33, 18000 Niš, Serbia
c
School of Mathematical Sciences, Fudan University, Key Laboratory of Mathematics for Nonlinear Sciences, Ministry of Education,
Shanghai 200433, PR China
A R T I C L E I N F O A B S T R A C T
Article history:
Received 30 May 2011
Accepted 26 June 2011
Available online 27 July 2011
Submitted by R.A. Brualdi
AMS classification:
15A09
47A05
Keywords:
Inverse
Group inverse
Linear combination of idempotents
This paper deals with idempotent operators (i.e., P2 = P) and n-
potent operators (i.e., Pn = P). We characterize the invertibility, the
group invertibility and idempotency of the linear combinations of
idempotent operators (or n-potent operators) under certain com-
mutativity property imposed on them.
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1. Introduction and preliminaries
Idempotents are a type of the simplest operators. Various expressions or equalities consisting of
idempotents occur in operator theory and its applications. Somepreviouswork on linear combinations
of idempotents in statistics can be found in [17]. In [31, Theorem 5], Rabanovich announced that every
n×nmatrix over a field of characteristic zero is a linear combination of three idempotentmatrices. In a
separable infinite dimensional Hilbert spaceH, Pearcy and Topping proved that any operatorA ∈ B(H)
is a sum of five idempotents [28].
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Linear combinations of idempotents were considered in recent years [1–11,16,18,22–31,33–37].
The inheritance of the idempotency by linear combinations of idempotents has very useful applica-
tions in the theory of distributions of quadratic forms in normal variables, see e.g. [32, Lemma 9.1.2] or
[8, p. 68]. Baksalary and Baksalary [1] gave a complete solution to the problem ofwhen a linear combi-
nation of two different idempotents is also an idempotent. Özdemir and Özban in [26] considered the
idempotency of linear combinations of three different nonzero mutually commutative n× n idempo-
tentmatrices. Özdemir et al. in [27] established the complete solution to the problem of characterizing
all situations when a linear combination of the two nonzero commuting n × n tripotent matrices is
an idempotent. In [2], a complete characterization of when a linear combination of two generalized
projectors is again a generalized projector was established. Benítez and Thome [10] extended gen-
eralized projectors to k-generalized projectors and listed all situations when a linear combination of
commuting k-generalized projectors is a k-generalized projector.
This kind of problems can easily be solved by using the diagonal decomposition. Such a representa-
tion turns out to be very powerful in dealingwith linear combinations of idempotents.Many results on
the spectrum, norm, trace, ranges, kernels, idempotency, tripotency, invertibility, group invertibility of
the corresponding linear combinations are easily derived. The purpose of this paper is to characterize
the invertibility, the group invertibility and idempotency of the linear combinations of idempotents
and their products under certain commutativity property imposed on idempotents.
LetHbea complexHilbert space.DenotebyB(H) theBanachalgebraof all bounded linear operators
on H. σ(T), R(T) and N (T) represent the spectrum, the range and the null space of T , respectively.
The identity onto a Hilbert space H is denoted by IH or I if there does not exist confusion. Recall that
an element B ∈ B(H) is the Drazin inverse of A ∈ B(H) provided that [12]
Ak+1B = Ak, BAB = B and AB = BA
hold for some nonnegative integer k. The smallest k in the previous definition is called the Drazin
index of A, and will be denoted by i(A). If A has the Drazin inverse, then the Drazin inverse of A is
unique and is denoted by AD. It is well-known that, if A ∈ B(H) has the Drazin inverse, then 0 is not
the accumulation point of the spectrum σ(A) (see [12,13,15]). In the case where i(A) ≤ 1, AD is called
the group inverse of A and is denoted by A#. In particular, A is invertible if and only if i(A) = 0. If A is
Drazin invertible, then the spectral idempotent Aπ of A corresponding to {0} is given by Aπ = I−AAD.
The operator matrix form of A with respect to the space decomposition H = N (Aπ ) ⊕ R(Aπ ) is
defined by A = A1 ⊕ A2, where A1 is invertible and A2 is nilpotent (see [19,20,32]). An operator A
is said to be group involutory if A = A#. If P = P2, we call P = I − P the co-idempotent of P. An
operator P ∈ B(H) is said to be n-potent if Pn = P. An element P ∈ B(H) satisfying Pn = P∗ is
called n-generalized projector, where P∗ is the adjoint of P. An element P ∈ B(H) satisfying Pn = P† is
called hyper-generalized n-projector, where P† is the Moore–Penrose inverse of P [12], i.e., the unique
operator P† ∈ B(H) satisfying
PP†P = P, P†PP† = P†, PP† = (PP†)∗ and P†P = (P†P)∗.
It iswell known that P has aMoore–Penrose inverse if andonly ifR(P) is closed and theMoore–Penrose
inverse of P is unique (see [12]). We will use the following notation: for k ∈ N and k > 1, the set of
complex roots of 1 shall be denoted by
Ωk =
{
ω0k , ω
1
k , . . . , ω
k−1
k
}
, where ωk = exp(2π i/k), i =
√−1.
We also use A0 = I for any operator A ∈ B(H). In order to derive algebraic properties of the linear
combination of idempotents, we will introduce some canonical decompositions.
Lemma 1.1. Let A, B ∈ B(H), a, b ∈ Cwith a = b. If A = aI⊕ bI and AB = BA, then B is also a diagonal
operator of the form B = B1 ⊕ B2.
For a n-potent operator, we have the following decomposition.
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Lemma 1.2 [14, Theorem 2.3]. Let A ∈ B(H). Then An = A if and only if
(i) σ(A) ⊆ {0} ∪ Ωn−1.
(ii) There exists a resolution {E(λ) : λ ∈ σ(A)} of the identity I and an invertible operator S such that
SAS−1 =
l∑
i=1
λiE(λi) = λ1IR(E(λ1)) ⊕ · · · ⊕ λlIR(E(λl)),
where {λ1, λ2, . . . , λl, l ≤ n} = σ(A), E(λi) is an orthogonal projection adding up to unity (∑li=1E(λi)= I), E(λi)E(λj) = E(λj)E(λi) = 0 if λi = λj and IR(E(λi)) denotes the identity onto the closed subspace
R(E(λi)), i = 1, l.
As we know, if P2 = P, then P# = P. For a n-potent operator P (Pn = P, n ≥ 3), we have the
following observation.
Lemma 1.3. Let P ∈ B(H) with Pn = P, n ≥ 3. Then
P# = Pn−2, Pπ = I − Pn−1 and Pπ + P is invertible.
Proof. If Pn = P, by Lemma 1.2, there exists an invertible operator S such that SPS−1 can be denoted
as a diagonal operator with at most n diagonal elements:
SPS−1 = 0 ⊕ ω0n−1I ⊕ ω1n−1I ⊕ ω2n−1I ⊕ · · ·ωn−2n−1I.
Since (ωkn−1)n−2ωkn−1 = 1, we get (ωkn−1)−1 = (ωkn−1)n−2, k = 0, n − 2. Hence P# = Pn−2,
Pπ = I − PP# = I − Pn−1 and
Pπ + P = S−1
[
I ⊕ ω0n−1I ⊕ ω1n−1I ⊕ ω2n−1I ⊕ · · ·ωn−2n−1I
]
S
is invertible. 
As for the group inverse of upper triangular operator matrix, we have the following result.
Lemma 1.4 [19, Theorem 1]. LetH,K be Hilbert spaces, and
M =
⎛
⎝ A B
0 D
⎞
⎠
be an operator onH⊕ K. Then the following assertions hold.
(i) If D# exists, then M# exists if and only if A# exists and AπBDπ = 0.
(ii) If A# and D# exist, then M# exists if and only if AπBDπ = 0. In this case,
⎛
⎝ A B
0 D
⎞
⎠
#
=
⎛
⎝ A# Y
0 D#
⎞
⎠ ,
where Y = (A#)2BDπ + AπB(D#)2 − A#BD#.
We need the following result which was proved in [12,20] for matrices and has been extended to
a bounded linear operator [15] as well as for any arbitrary element in a Banach algebra [13].
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Lemma 1.5. If A ∈ B(H) and D ∈ B(K) are Drazin invertible with i(A) = s and i(D) = t, B ∈ B(K,H),
then
M =
⎛
⎝ A B
0 D
⎞
⎠
is Drazin invertible and
MD =
⎛
⎝ AD X
0 DD
⎞
⎠ ,
where
X =
t∑
n=0
(AD)n+2BDnDπ +
s∑
n=0
AπAnB(DD)n+2 − ADBDD.
In [11], Benítez et al. got the following results.
Lemma 1.6 [11, Theorem 3.1]. Let nonzero n-potent operators P and Q be such that P is invertible and
Pn−1Q = Qn−1P for some integer n  2. Let a, b be nonzero complex numbers.
(i) aP + bQ is invertible if and only if a + b = 0. In this case,
(aP + bQ)−1 = (a + b)−1P−1 + (a + b)−1a−1bP−1(I − Qn−1).
(ii) P − Q is group invertible and
(P − Q)# = P−2(P − Q).
2. Characterizations of commuting idempotents
Let P1, P2, P3 ∈ F ⊂ B(H) and a, b, c ∈ C, whereF denotes a commuting family of nonzero idem-
potents, i.e., an infinite set of operators in which each pair in the set commutes under multiplication.
Denote by
μ# =
⎧⎨
⎩
μ−1 if μ = 0
0 if μ = 0
for arbitrary μ ∈ C and
e1 = P1P2P3, e2 = P1P2P3, e3 = P1P2P3, e4 = P1P2 P3,
e5 = P1P2P3, e6 = P1P2P3, e7 = P1 P2P3, e8 = P1 P2 P3,
μ1 = a + b + c, μ2 = a + b, μ3 = a + c, μ4 = a,
μ5 = b + c, μ6 = b, μ7 = c, μ8 = 0.
(1)
Then
8∑
i=1
ei = I, e2i = ei, eiej = ejei, i = j, i, j = 1, 8. (2)
It will be assumed that P1, P2 and P3 are nonzero and are not scalar multiples of each other. It is worth
pointingout that the following results (item (iii)) give a very short proof of themain result [26, Theorem
3.2] and show that the conditions in the original paper are too restrictive. The following result also
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generalizes Theorem 1 [9] to infinite dimensional case and we should remark that the proof is much
simpler.
Theorem 2.1. Let P1, P2, P3 ∈ F be such that Pi = Pj, i = j and ek, μk, k = 1, 8 be defined as in (1). Let
λk =
⎧⎨
⎩
μk if ek = 0
1 if ek = 0
and Φ be a linear combination
Φ = aP1 + bP2 + cP3,
with a, b, c ∈ C\{0}. Then
(i) Φ is invertible if and only if e8 = 0 and λ1λ2 · · · λ7 = 0. In this case,
Φ−1 =
7∑
i=1
λ−1i ei.
(ii) Φ is group invertible andΦ# = ∑7i=1λ#i ei. Furthermore,Φ is group involutory if and only if at least
one of the conditions μi ∈ {0,−1, 1} and ei = 0 holds for every i = 1, 7.
(iii) Φ is an idempotent if and only ifλ2i = λi, i = 1, 2, . . . , 7. In the special caseswe have the following
conditions which ensure that Φ is an idempotent:
1◦ a = b = c = 1, Φ is an idempotent if and only if ei = 0, i = 1, 2, 3, 5;
2◦ a = b = 1, c = −1, Φ is an idempotent if and only if ei = 0, i = 2, 7;
3◦ a = −1, b = c = 1, Φ is an idempotent if and only if ei = 0, i = 4, 5;
4◦ a = c = 1, b = −1, Φ is an idempotent if and only if ei = 0, i = 3, 6.
Proof. Using the space decomposition
H = ⊕8i=1R(ei),
we have that
P1 = I ⊕ I ⊕ I ⊕ I ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0,
P2 = I ⊕ I ⊕ 0 ⊕ 0 ⊕ I ⊕ I ⊕ 0 ⊕ 0,
P3 = I ⊕ 0 ⊕ I ⊕ 0 ⊕ I ⊕ 0 ⊕ I ⊕ 0.
(3)
Then, el is a block diagonal operator having the identity operator I in the lth block and zero otherwise.
Hence,
Φ = aP1 + bP2 + cP3 = (a + b + c)I ⊕ (a + b)I ⊕ (a + c)I ⊕ aI ⊕ (b + c)I ⊕ bI ⊕ cI ⊕ 0
= (a + b + c)e1 + (a + b)e2 + (a + c)e3 + ae4 + (b + c)e5 + be6 + ce7 (4)
=
7∑
i=1
μiei.
If there exists some ei such that ei = 0, then the corresponding coefficient μi will vanish, so for
λi =
⎧⎨
⎩
μi if ei = 0
1 if ei = 0
, (1 ≤ i ≤ 7) we have that
Φ = aP1 + bP2 + cP3 =
7∑
i=1
λiei. (5)
(i) By (5) it follows that Φ is invertible if and only if e8 = P1 P2 P3 = 0 and λ1λ2 · · · λ7 = 0. In
this case,
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Φ−1 =
7∑
i=1
λ−1i ei.
(ii) From (5)we have thatΦ# = ∑7i=1λ#i ei, so we get thatΦ = Φ# if and only if λi = λi# for every
i = 1, 7, which is equivalent to the fact that μi ∈ {0,−1, 1} ∨ ei = 0 for every i = 1, 7.
(iii) Since Φk = ∑7i=1λki ei, we get that Φ is an idempotent if and only if λ2i = λi, i = 1, 7. In
particular, if a = b = c = 1, then
Φ = 3e1 + 2e2 + 2e3 + e4 + 2e5 + e6 + e7 + 0e8. (6)
It is clear that Φ is an idempotent if and only if ei = 0 for i ∈ {1, 2, 3, 5}. The results (2◦ − 4◦)
follow immediately from (5). 
Remark. Our results in Theorem 2.1, item (iii) improve [26, Theorem 3.2]. In fact, by (1) and (3), it is
easy to obtain that
P1P2 = P1 ⇐⇒ e3 = 0 and e4 = 0,
P1P3 = P1 ⇐⇒ e2 = 0 and e4 = 0,
P2P3 = P3 ⇐⇒ e3 = 0 and e7 = 0.
(7)
In [26, Theorem 3.2], the authors proved that if a = b = 1, c = −1, P1P2 = P1, P1P3 = P1 and
P2P3 = P3 (by (7), these are equivalent to ei = 0, i = 2, 3, 4, 7), then Φ is an idempotent. Theorem
2.1, item (iii) implies that a = b = 1, c = −1, Φ is an idempotent if and only if ei = 0, i = 2, 7 if and
only if P1P2P3 = 0 and P1 P2P3 = 0. Hence, the condition P1P2 = P1 is redundant.
Some consequences and applications of (1), (3) and (6) are given below.
Corollary 2.1. Let the assumptions of Theorem 2.1 hold. Then
R(P1 + P2 + P3) = H R(P1 P2 P3),
R(P1 + P2 + P3) = H R(P1P2 P3),
R(P1 + P2 + P3) = H R(P1P2P3),
R(P1 + P2 + P3) = H R(P1P2P3)
and
(P1 + P2 + P3)# = 1
3
P1P2P3 + 1
2
(
P1P2P3 + P1P2P3 + P1P2P3)+ P1 P2P3 + P1P2P3 + P1P2 P3.
The following theorem lists all the cases inwhich the linear combination aP+bQ is an idempotent.
Theorem 2.2. Let P,Q ∈ B(H) be idempotents and a, b ∈ C\{0}. Then the following list comprises
characteristics of all cases in which aP + bQ is an idempotent:
(i) b = 1, a = −1, PQ = QP = P.
(ii) b = 1, a = 1, PQ = QP = 0.
(iii) b = 1, a = ±1, P = 0.
(iv) a + b = 1, P = PQP, (I − P)Q(I − P) = 0.
(v) a + b = 1, b = 1, Q = PQP, b(2a + b − 1)Q = a(1 − a)P.
Proof. Using the space decompositionH = R(P) ⊕ N (P), we have that
P = I ⊕ 0 and Q =
⎛
⎝ Q11 Q12
Q21 Q22
⎞
⎠ .
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Using the fact that Q is an idempotent, by computation we get that aP + bQ is an idempotent if
and only if the following four equations hold:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
b(2a + b − 1)Q11 = a(1 − a)I,
(a + b − 1)Q12 = 0,
(a + b − 1)Q21 = 0,
(b − 1)Q22 = 0.
(8)
Now, from (8) it is easy to see that aP + bQ is an idempotent if and only if one of the conditions (i)–(v)
holds. 
If P and Q are two different nonzero idempotent matrices, Theorem 2.2 as a main result had been
given in [1]. Interchange P and Q in Theorem 2.2, we also have the following results.
Theorem 2.3. Let P,Q ∈ B(H) be idempotents and a, b ∈ C\{0}. Then the following list comprises
characteristics of all cases in which aP + bQ is an idempotent:
(i) a = 1, b = −1, PQ = QP = Q.
(ii) a = 1, b = ±1, Q = 0.
(iii) a + b = 1, Q = QPQ, (I − Q)P(I − Q) = 0.
(iv) a + b = 1, a = 1, P = QPQ, a(2b + a − 1)P = b(1 − b)Q.
If idempotents P1, P2, P3 ∈ B(H) satisfy P1Pi = PiP1, (i = 2, 3) the following theorem gives all
the cases in which the linear combination aP1 + bP2 + cP3 is an idempotent.
Theorem 2.4. Let P1, P2, P3 ∈ B(H) be idempotents such that P1Pi = PiP1, (i = 2, 3) and let a, b, c ∈
C\{0}. Then a linear combination
Φ = aP1 + bP2 + cP3
is an idempotent if and only if one of the following conditions holds:
(1) a = 1
2
, b = −1, c = 1,
P1P2P3 = P1P3P2 = P1P2, P1P2P3P2 = 3
4
P1P2, P1P2P3P2 = 1
4
P1P2.
(2) a = − 1
2
, b = 1, c = 1,
P1P2P3 = P1P3P2 = 0, P1P2P3P2 = 1
4
P1P2, P1P2P3P2 = 3
4
P1P2.
(3) 2a + b = 0, b = ±1, c = 1,
P1P2 = P2, P2P3P2 = 1 + a
2
P2, P1P2P3P2 = 1 − a
2
P1P2.
(4) b + c = 1, 2a + b + c = 1,
P1P2 = P1P2P3P2, P1 P2P3P2 = 0, P1P2P3P2 = 1 + a
2c
P1P2, P2P3P2 = 1 − a
2
P1P2.
(5) 2a + b + c = 1, b + c = 1, c = 1,
P1P3 = P1P2P3P2, c(b − 2a)P1P3 = b(1 − b)P1P2,
P1P2P3P2 = 1 + a
2c
P1P2, P1P2P3P2 = a(a − 1)
bc
P1P2.
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(6) a = 1
2
, 1, b = −1, c = 1,
P2P3 = P3P2, P1P2P3 = 2 − a
2
P1P2, P1P2P3 = 0, P1P2P3 = 1 − a
2
P1P2.
(7) a = − 1
2
,−1, b = 1, c = 1,
P2P3 = P3P2 = P1P2P3 = − a
2
P1P2, P1P2P3 = a(1 − a)
2
P1P2.
(8) 2a + b = 0, a + b = 0, b = ±1, c = 1,
P1P2 = P2, P1P2P3 = P1P3P2 = 1 − a − b
2
P2, P1P2P3 = 1 − a
2
P1P2.
(9) 2a + b = 0, b + c = 1,
P2P3P2 = a(1 − a)
c(2a + c − 1)P1P2, P1P2 = P1P2P3P2,
P1P2P3 = P1P3P2 = (a + b)(1 − a − b)
c(2a + b) P1P2.
(10) 2a + b + c = 1, 2a + 2b + c = 1, b + c = 1, c = 1,
P1P2P3 = a(1 − a)
c(2a + c − 1)P1P2, c(2b + c − 1)P1P3 = b(1 − b)P1P2,
P1P3 = P1P2P3P2, P1P2P3 = P1P3P2 = (a + b)(1 − a − b)
c(2a + 2b + c − 1)P1P2.
(11) a = 1, 1, b = −1, c = 1,
P2P3 = P3P2, P1P2P3 = P1P2, P1P2P3 = 0.
(12) a = −1, b = 1, c = 1,
P2P3 = P3P2 = P1P2P3 = P1P3 − P1P2.
(13) a + b = 0, b = ±1, c = 1,
P1P2 = P2, P1P2P3 = P1P3P2 = P1P3 − a(a − 1)
2b
P1P2.
(14) a = −1, b = 2, c = −1,
P2P3P2 = −1
2
P1P2, P1P2P3 = P1P3P2, P1P2 = P1P2P3P2.
(15) a + b = 1, b = 2, c = −1,
P1P2P3 = P1P3P2, P1P2P3 = a(1 − a)
2b
P1P2, P1P3 = P1P2P3P2 = b
2
P1P2.
Proof. Using the spacedecompositionH = R(P1)⊕N (P1),wehave thatP1 = I⊕0. SincePiP1 = P1Pi,
(i = 2, 3) P2 and P3 can bewritten as P2 = P′2⊕P′′2 and P3 = P′3⊕P′′3 ,where P′i , P′′i are idempotents for
i = 2, 3. Similarly, if we consider the space decompositionR(P1) = R(P1P2) ⊕
(
N (P1P2) N (P1)
)
,
we get that
P1 = I ⊕ I ⊕ 0, P2 = I ⊕ 0 ⊕ P′′2 and P3 =
⎛
⎜⎜⎜⎝
P31 P32 0
P33 P34 0
0 0 P′′3
⎞
⎟⎟⎟⎠ ,
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where P′3 =
⎛
⎝ P31 P32
P33 P34
⎞
⎠. Hence,
aP1 + bP2 + cP3 =
⎛
⎜⎜⎜⎝
(a + b)I + cP31 cP32 0
cP33 aI + cP34 0
0 0 bP′′2 + cP′′3
⎞
⎟⎟⎟⎠ .
Now, we have that aP1 + bP2 + cP3 is an idempotent if and only if⎛
⎝ (a + b)I + cP31 cP32
cP33 aI + cP34
⎞
⎠ and bP′′2 + cP′′3 are idempotents.
Since
b(I − P1)P2 + c(I − P1)P3 =
⎛
⎜⎜⎜⎝
0 0 0
0 0 0
0 0 bP′′2 + cP′′33
⎞
⎟⎟⎟⎠
applying Theorem 2.2, we get that bP′′2 + cP′′33 is an idempotent if and only if one of the following
conjunctions of conditions holds:
1◦ c = 1, b = −1, P1P2P3 = P1P3P2 = P1P2.
2◦ c = 1, b = 1, P1P2P3 = P1P3P2 = 0.
3◦ c = 1, b = ±1, P1P2 = P2.
4◦ b + c = 1, P1P2 = P1P2P3P2, P1 P2P3P2 = 0.
5◦ b + c = 1, c = 1, P1P3 = P1P2P3P2, c(2b + c − 1)P1P3 = b(1 − b)P1P2.
(9)
By the fact that P′3 is an idempotent, we show that⎛
⎝ (a + b)I + cP31 cP32
cP33 aI + cP34
⎞
⎠
is an idempotent if and only if the following four equations hold:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
c(2a + 2b + c − 1)P31 + (a + b)(a + b − 1)I = 0,
(2a + b + c − 1)P32 = 0,
(2a + b + c − 1)P33 = 0,
c(2a + c − 1)P34 + a(a − 1)I = 0.
(10)
Hence, we have the following three options:
1◦◦ 2a + b + c = 1, P31 = (a+b)(1−a−b)bc I, P34 = a(a−1)bc I.
2◦◦ 2a + b + c = 1, 2a + 2b + c = 1,
P32 = 0, P33 = 0, P31 = (a + b)(1 − a − b)
c(2a + 2b + c − 1) I, P34 =
a(1 − a)
c(2a + c − 1) I.
3◦◦ (a + b = 0, c = 1) or (a + b = 1, c = −1), P32 = 0, P33 = 0, P34 = a(a−1)2bc I.
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i.e.,
1◦◦ 2a + b + c = 1, P1P2P3P2 = (a + b)(1 − a − b)
bc
P1P2, P1P2P3P2 = a(a − 1)
bc
P1P2.
2◦◦ 2a + b + c = 1, 2a + 2b + c = 1, P1P2P3 = P1P3P2 = (a + b)(1 − a − b)
c(2a + 2b + c − 1)P1P2,
P1P2P3P2 = a(1 − a)
c(2a + c − 1)P1P2.
3◦◦ (a + b = 0, c = 1) or (a + b = 1, c = −1), P1P2P3 = P1P3P2,
P1P2P3P2 = a(a − 1)
2bc
P1P2.
(11)
Combining each of 5 characterizations 1◦–5◦ from (9) with 1◦◦ from (11), we have:
(1◦∧1◦◦) ⇒ a = 1
2
, b = −1, c = 1,
P1P2P3 = P1P3P2 = P1P2, P1P2P3P2 = 3
4
P1P2, P1P2P3P2 = 1
4
P1P2.
(2◦∧1◦◦) ⇒ a = −1
2
, b = 1, c = 1,
P1P2P3 = P1P3P2 = 0, P1P2P3P2 = 1
4
P1P2, P1P2P3P2 = 3
4
P1P2.
(3◦∧1◦◦) ⇒ 2a + b = 0, b = ±1, c = 1,
P1P2 = P2, P2P3P2 = 1 + a
2
P2, P1P2P3P2 = 1 − a
2
P1P2.
(4◦∧1◦◦) ⇒ b + c = 1, 2a + b + c = 1, P1P2 = P1P2P3P2,
P1 P2P3P2 = 0, P1P2P3P2 = 1 + a
2c
P1P2, P2P3P2 = 1 − a
2
P1P2.
(5◦∧1◦◦) ⇒ 2a + b + c = 1, b + c = 1, c = 1, c(b − 2a)P1P3 = b(1 − b)P1P2,
P1P3 = P1P2P3P2, P1P2P3P2 = 1 + a
2c
P1P2, P1P2P3P2 = a(a − 1)
bc
P1P2.
Thus we get the results (1)–(5). Similarly, in consideration of the combinations i◦∧2◦◦ and i◦∧3◦◦
(i = 1, 5), we obtain (6)–(15), respectively. 
Applying the block diagonal matrix methods, some characteristics concerning the invertibility of
linear combinations of n-potent operators (n ≥ 3) are easily obtained, which are similar to the ones
obtained in [1–11] and by Koliha and Rakocˇevic´ in [22]. Note that, for integers m, n, k, l ≥ 2 and
P,Q ∈ B(H) such that Pm = P and Qn = Q ,
PkQ l = 0 ⇐⇒ PQ = 0.
As in [23–25],wefirst investigate thestabilitiesof thekernel, the invertibilityand thegroup invertibility
of linear combination aP + bQ under the condition that PQ = 0. We assume that P is not invertible,
i.e., 0 ∈ σ(P).
Theorem 2.5. Let nonzero m-potent operator P and nonzero n-potent operator Q be such that PQ = 0
for integers m, n  3.
(1) If {0, λ1, . . . , λk} = σ(P) ⊂ Ωm−1 ∪ {0}, (λi = 0, 1 ≤ i ≤ k ≤ m − 1), then there exists an
invertible operator S such that
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SPS−1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 0 · · · 0
0 λ1I · · · 0
...
...
. . .
...
0 0 · · · λkI
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
and SQS−1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
Q0 Q1 · · · Qk
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (12)
where Qn0 = Q0 and Qn−10 Qi = Qi, i = 1, k.
(2) For a, b ∈ C\{0},
(aP + bQ)# = a−1QπP# + b−1Q#Pπ .
(3) For a, b ∈ C\{0},
N (aP + bQ) = N (P) ∩ N (Q) and R(aP + bQ) = R(P) + R(Q) (13)
and
aP + bQ is invertible ⇐⇒ QPπ is invertible ⇐⇒ P ± Q is invertible. (14)
Proof. (1) If σ(P) = {0, λ1, . . . , λk}, by Lemma 1.2, there exists an invertible operator S such that
SPS−1 = 0 ⊕ λ1I ⊕ · · · ⊕ λkI. Then SQS−1 has the form as in (12) with Qn0 = Q0 and Qn−10 Qi = Qi
since PQ = 0, Qn = Q and λi = 0, (1 ≤ i ≤ k).
(2) By (12) and Lemma 1.3, we get P# = Pm−2 = S−1(0 ⊕ λ−11 I ⊕ · · · ⊕ λ−1k I)S, Pπ = S−1(I ⊕
0 ⊕ · · · ⊕ 0)S,
Q# = S−1
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
Q
n−2
0 Q
n−3
0 Q1 · · · Qn−30 Qk
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
S
and
Qπ = S−1
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
I − Qn−10 −Qn−20 Q1 · · · −Qn−20 Qk
0 I · · · 0
...
...
. . .
...
0 0 · · · I
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
S.
By Lemma 1.4,
(aP + bQ)# = S−1
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
bQ0 bQ1 · · · bQk
0 aλ1I · · · 0
...
...
. . .
...
0 0 · · · aλkI
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
S
= S−1
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
b−1Qn−20 −a−1λ−11 Qn−20 Q1 · · · −a−1λ−1k Qn−20 Qk
0 a−1λ−11 I · · · 0
...
...
. . .
...
0 0 · · · a−1λ−1k I
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
S
= a−1QπP# + b−1Q#Pπ .
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(3) The inclusionN (aP+bQ) ⊃ N (P)∩N (Q) is clear. Converselywe assume that (aP+bQ)x = 0,
x = 0. Then aPx = −bQx, and Px = Pm−1Px = −a−1bPm−2PQx = 0 by PQ = 0. So x ∈ N (P). Also
Qx = −ab−1Px = 0. Thus N (aP + bQ) ⊂ N (P) ∩ N (Q), and the first relation in (13) is proved.
Since the range ofm-potent operator P and n-potent operator Q are always closed andR(aP + bQ)
is closed if and only ifR(S(aP + bQ)S−1) is closed, by (12) we know thatR(aP + bQ) is closed and
R(aP + bQ) = [N (aP∗ + bQ∗)]⊥ = [N (P∗) ∩ N (Q∗)]⊥ = [R(P)⊥ ∩ R(Q)⊥]⊥
=
{[R(P) + R(Q)]⊥
}⊥ = R(P) + R(Q).
Moreover, item (1) implies that aP + bQ is invertible ⇐⇒ Q0 is invertible. So (14) is clear. 
Theorem 2.6. Let nonzero m-potent operators P and Q be such that Pm−1Q = Qm−1P for some integer
m  2.
(1) For a, b ∈ C\{0}, aP + bQ is Drazin invertible.
(2) If a + b = 0, then aP2 + bQ2 is invertible if and only if QPπ is invertible.
Proof. Suppose that {0, λ1, . . . , λk} = σ(P) ⊂ Ωm−1 ∪ {0}. By (12), there exists an invertible
operator S such that
SPS−1 =
⎛
⎝ 0 0
0 P2
⎞
⎠ , where P2 =
⎛
⎜⎜⎜⎜⎝
λ1I · · · 0
...
. . .
...
0 · · · λkI
⎞
⎟⎟⎟⎟⎠ and P
m−1
2 = I.
Now, we consider a partition SQS−1 and SQm−1S−1 conforming with P as
SQS−1 =
⎛
⎝ Q1 Q3
Q4 Q2
⎞
⎠ and SQm−1S−1 =
⎛
⎝ Q ′1 Q ′3
Q ′4 Q ′2
⎞
⎠ .
Since Pm−1Q = Qm−1P,
⎛
⎝ 0 0
0 I
⎞
⎠
⎛
⎜⎝ Q1 Q3
Q4 Q2
⎞
⎟⎠ =
⎛
⎜⎝ Q
′
1 Q
′
3
Q ′4 Q ′2
⎞
⎟⎠
⎛
⎜⎝ 0 0
0 P2
⎞
⎟⎠ .
We get⎛
⎜⎝ 0 0
Q4 Q2
⎞
⎟⎠ =
⎛
⎜⎝ 0 Q
′
3P2
0 Q ′2P2
⎞
⎟⎠ .
Comparing the two sides of the above equation, we have Q4 = 0, Q ′3 = 0 and Q2 = Q ′2P2 since P2 is
invertible. Hence
Q = S−1
⎛
⎜⎝ Q1 Q3
0 Q2
⎞
⎟⎠ S
with Qm1 = Q1 and Qm2 = Q2 and
aP + bQ = S−1
⎛
⎜⎝ bQ1 bQ3
0 aP2 + bQ2
⎞
⎟⎠ S.
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By Lemmas 1.3, 1.5 and 1.6 we know that aP + bQ is Drazin invertible. If a+ b = 0, Lemma 1.6 implies
that aP2 + bQ2 is invertible. So aP + bQ is invertible if and only if Q1 is invertible, which is equivalent
to the requirement that QPπ is invertible. 
It is worth pointing out that Theorem 2.6 generalizes [11, Theorem 3.1] to the case that nonzero
m-potent operator P is not invertible. Applying Lemma 1.5, the reader can get the representations for
the (aP + bQ)−1 or (aP + bQ)D by trivial computation.
3. Further extensions
For scalars al, (l = 1, 8), let
μ′1 = a1 + a2 + a3 + a4 + a5 + a6 + a7 + a8, μ′2 = a1 + a2 + a3 + a5,
μ′3 = a1 + a2 + a4 + a6, μ′4 = a1 + a2, μ′5 = a1 + a3 + a4 + a7,
μ′6 = a1 + a3, μ′7 = a1 + a4, μ′8 = a1.
(15)
Then we have the following extensions.
Theorem 3.1. Let P1, P2, P3 ∈ F with Pi = Pj, i = j and let ek, μ′k, (k = 1, 8) be defined as in (1) and
(15), respectively. Let λ′k =
⎧⎨
⎩
μ′k if ek = 0
1 if ek = 0
. For scalar al, (l = 1, 8), the combination Φ ′ is defined as
Φ ′ = a1I + a2P1 + a3P2 + a4P3 + a5P1P2 + a6P1P3 + a7P2P3 + a8P1P2P3.
(i) Φ ′ is invertible if and only if λ′i = 0, (i = 1, 8). In this case,
(Φ ′)−1 =
8∑
i=1
(λ′i)−1ei.
(ii) Φ ′ is always group invertible and (Φ ′)# = ∑8i=1(λ′i)#ei.
Proof. Note that, by (1), (3) and (15), it is easy to get Φ
′ = ∑8i=1λ′iei (see also the proof of Theorem
2.1). 
Recall that P = I − P is called the co-idempotent of the idempotent P. Let nonzero idempotents
P1, P2, . . . , Pn ∈ F . If we replace zero, one, two, . . . , n idempotents in the product P1P2 . . . Pn by their
corresponding co-idempotents, respectively, then we get
C0n + C1n + C2n + · · · + Cnn = 2n
different elements. Denote by Ei, i = 1, 2n, i.e.,
E1 = P1P2 . . . Pn, E2 = P1P2 . . . Pn, E3 = P1P2P3 . . . Pn, . . . , En+1 = P1 . . . Pn−1Pn,
En+2 = P1 P2P3 . . . Pn, En+3 = P1P2P3P4 . . . Pn, . . . , E2n = P1 P2 P3 . . . Pn.
Then (see (1) and (2) for the case that n = 3)
2n∑
i=1
Ei = I, E2i = Ei, EiEj = EjEi, i = j, i, j = 1, 2n. (16)
Similar to Theorems 2.1 and 3.1, the next result follows.
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Theorem 3.2. Let P1, P2, . . . , Pn ∈ F be such that Pi = Pj, i = j and let Ei, i = 1, 2n be given by (16).
For scalar ai1,...,in , let Φn be defined as
Φn =
∑
0≤ij≤1
1≤j≤n
ai1,...,inP
i1
1 P
i2
2 . . . P
in
n . (17)
There exists the unique scalar λi, i = 1, 2n such that Φn = ∑2ni=1λiEi. Furthermore,
(i) Φn is invertible if and only if λi = 0, i = 1, 2n. In this case, (Φn)−1 = ∑2ni=1λ−1i Ei.
(ii) Φn is always group invertible and Φ
#
n =
∑2n
i=1λ#i Ei.
Proof. See the proof of Theorem 2.1 and Theorem 3.1 for n = 3. 
In Theorem 3.1, for given P1, P2, P3 ∈ F , the coefficient μ′i, i = 1, 8 is uniquely defined by ai,
i = 1, 8 (see also Theorem 2.1). Next, we are interested in the properties of combination of a k-potent
operator and an l-potent operator.
Theorem 3.3. Let P,Q ∈ B(H) such that P is a nonzero m-potent operator for some integer m  2, Q
is a nonzero n-potent operator for some integer n  2 and PQ = QP. For scalars p, q and aij, 0 ≤ i ≤
m − 1, 0 ≤ j ≤ n − 1, let
Ψ (P,Q) = ∑
0≤i≤m−1
0≤j≤n−1
aijP
iQ j, ψ(p, q) = ∑
0≤i≤m−1
0≤j≤n−1
aijp
iqj. (18)
(1) For arbitrary λ ∈ σ(P) ⊂ Ωm−1 ∪ {0}, let F(λ) denote the Riesz projection of P associated with λ.
Then there exists an invertible operator X0 such that
X0PX
−1
0 =
⎛
⎝ λI 0
0 P2
⎞
⎠ and X0QX−10 =
⎛
⎝ Q1 0
0 Q2
⎞
⎠
associated with the space decompositionH = F(λ)H⊕ (F(λ)H)⊥, where Pm2 = P2, Qni = Qi(i =
1, 2) and σ(P2) = σ(P)\{λ}.
(2) Ψ (P,Q) is a k-potent operator for some integer k  2 if and only ifψk(λ, μ) = ψ(λ,μ) for every
λ ∈ σ(P) and μ ∈ σ(Q1) ⊂ Ωn−1 ∪ {0}.
(3) Ψ (P,Q) is group invertible. Moreover, Ψ (P,Q) is invertible if and only if ψ(λ,μ) = 0 for every
λ ∈ σ(P) and μ ∈ σ(Q1).
Proof. Let P ∈ B(H) be an m-potent operator. If λ ∈ σ(P), then Pm = P implies that λm = λ by
the spectral mapping theorem. Hence σ(P) ⊂ Ωm−1 ∪ {0}. For arbitrary λ ∈ σ(P), define the Riesz
projection (see [21]) of P associated with λ by
F(λ) = 1
2π i
∫
Cλ
(αI − A)−1dα,
where Cλ is a smooth closed curve such that λ is contained in the interior of Cλ and σ(P)\{λ} is
contained in the exterior of Cλ. Since F(λ)H is an invariant subspace of P, them-potent operator P can
be written as
P =
⎛
⎜⎝
λI P12
0 P2
⎞
⎟⎠
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according to the space decomposition H = F(λ)H ⊕ (F(λ)H)⊥, where Pm2 = P2 and σ(P2) =
σ(P)\{λ}. So there exists an invertible operator X0 =
⎛
⎜⎝
I X
0 I
⎞
⎟⎠ such that
X0PX
−1
0 =
⎛
⎜⎝
I X
0 I
⎞
⎟⎠
⎛
⎜⎝
λI P12
0 P2
⎞
⎟⎠
⎛
⎜⎝
I −X
0 I
⎞
⎟⎠ =
⎛
⎜⎝
λI 0
0 P2
⎞
⎟⎠ .
Since PQ = QP, we have X0PX−10 X0QX−10 = X0QX−10 X0PX−10 .
By Lemma 1.1, the n-potent operator Q can be written as
X0QX
−1
0 =
⎛
⎝ Q1 0
0 Q2
⎞
⎠
associated with the space decompositionH = F(λ)H⊕ (F(λ)H)⊥, where Qni = Qi(i = 1, 2). Let the
number of σ(Q1) be l (≤ n). Since Q1 is a n-potent operator, by Lemma 1.2, there exists an invertible
operator X1 on F(λ)H such that
X1Q1X
−1
1 =
l∑
i=1
μiE(μi) = μ1IR(E(μ1)) ⊕ · · · ⊕ μlIR(E(μl)),
where
∑l
i=1E(μi) = IF(λ)H and {μ1, μ2, . . . , μl} = σ(Q1) ⊂ Ωn−1 ∪ {0}.
Define S =
⎛
⎝X1 0
0 I
⎞
⎠ X0, then
SPS−1 = λIR(E(μ1)) ⊕ · · · ⊕ λIR(E(μl)) ⊕ P2,
SQS−1 = μ1IR(E(μ1)) ⊕ · · · ⊕ μlIR(E(μl)) ⊕ Q2
(19)
and
SΨ (P,Q)S−1 = ψ(λ,μ1)IR(E(μ1)) ⊕ · · · ⊕ ψ(λ,μl)IR(E(μl)) ⊕ Ψ (P2,Q2). (20)
Since σ(P) contains at most n complex numbers and σ(P2) = σ(P)\{λ}. Repeating the process
for the operator Ψ (P2,Q2), by induction, we know that Ψ (P,Q) is similar to a diagonal operator
with at most mn diagonal elements. Hence, Ψ (P,Q) is group invertible. Ψ (P,Q) is a k-potent op-
erator for some integer k  2 if and only if ψk(λ, μ) = ψ(λ,μ) for every λ ∈ σ(P), and μ ∈
σ(Q1) ⊂ Ωn−1 ∪ {0}. Moreover, Ψ (P,Q) is invertible if and only if ψ(λ,μ) = 0 for every λ ∈ σ(P)
and μ ∈ σ(Q1). 
4. Concluding remarks
We conclude this paper with several remarks.
(1) In Theorem 3.3, ifm = n = 3, then P3 = P, Q3 = Q and PQ = QP. We have σ(P) ⊆ {0, 1,−1}
and there exists an invertible operator S0 such that S0PS
−1
0 and S0QS
−1
0 can bewritten as at most three
diagonal elements form:
S0PS
−1
0 = I1 ⊕ (−I2) ⊕ 0, S0QS−10 = Q1 ⊕ Q2 ⊕ Q3
with Q3i = Qi(i = 1, 2, 3). Continue the process for the diagonal decomposition. There exists an
invertible operator S such that SPS−1 and SQS−1 can be written as at most nine diagonal elements
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form:
SPS−1 =
[
I1 ⊕ I2 ⊕ I3
]
⊕
[
(−I4) ⊕ (−I5) ⊕ (−I6)
]
⊕
[
0 ⊕ 0 ⊕ 0
]
,
SQS−1 =
[
I1 ⊕ (−I2) ⊕ 0
]
⊕
[
I4 ⊕ (−I5) ⊕ 0
]
⊕
[
I7 ⊕ (−I8) ⊕ 0
]
.
(21)
For scalars a00, a10, a01, a20, a02, a11, a21, a12 and a22, let
Φ ′′ = ∑
0≤i≤2
0≤j≤2
aijP
iQ j = a00I+a10P+a01Q+a20P2+a02Q2+a11PQ+a21P2Q+a12PQ2+a22(PQ)2.
If we set
E1 = 1
4
(P + P2)(Q + Q2), E2 = −1
4
(P + P2)(Q − Q2), E3 = 1
2
(P + P2)(I − Q2),
E4 = −1
4
(P − P2)(Q + Q2), E5 = 1
4
(P − P2)(Q − Q2), E6 = −1
2
(P − P2)(I − Q2),(22)
E7 = 1
2
(I − P2)(Q + Q2), E8 = −1
2
(I − P2)(Q − Q2), E9 = (I − P2)(I − Q2),
by (21), then we have
SE1S
−1 = I1 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0,
SE2S
−1 = 0 ⊕ I2 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0,
SE3S
−1 = 0 ⊕ 0 ⊕ I3 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0,
SE4S
−1 = 0 ⊕ 0 ⊕ 0 ⊕ I4 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0,
SE5S
−1 = 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ I5 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0,
SE6S
−1 = 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ I6 ⊕ 0 ⊕ 0 ⊕ 0,
SE7S
−1 = 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ I7 ⊕ 0 ⊕ 0,
SE8S
−1 = 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ I8 ⊕ 0,
SE9S
−1 = 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ I9.
Now, let
μ1 = a00 + a10 + a01 + a20 + a02 + a11 + a21 + a12 + a22,
μ2 = a00 + a10 − a01 + a20 + a02 − a11 − a21 + a12 + a22,
μ4 = a00 − a10 + a01 + a20 + a02 − a11 + a21 − a12 + a22, (23)
μ5 = a00 − a10 − a01 + a20 + a02 + a11 − a21 − a12 + a22,
μ3 = a00 + a10 + a20, μ6 = a00 − a10 + a20, μ7 = a00 + a01 + a02,
μ8 = a00 − a01 + a02, μ9 = a00.
There exists the unique coefficient
λi =
⎧⎨
⎩
μi if Ei = 0
1 if Ei = 0
, 1 ≤ i ≤ 9
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such that
Φ ′′ =
9∑
i=1
λiEi.
Hence, Φ ′′ is always group invertible, Φ ′′ is invertible if and only if λi = 0. In this case,
(Φ ′′)−1 =
9∑
i=1
λ−1i Ei, (Φ ′′)# =
9∑
i=1
λ#i Ei, (Φ
′′)k =
9∑
i=1
λki Ei.
(2) If P,Q , R ∈ G ⊂ B(H), where G denotes a commuting family of nonzero tripotent operators,
then thereexists an invertibleoperatorT such thatTPT−1, TQT−1 andTRT−1 canbedenotedasdiagonal
operators with at most twenty seven diagonal elements:
TPT−1 =
[
I1 ⊕ I2 ⊕ I3 ⊕ I4 ⊕ I5 ⊕ I6 ⊕ I7 ⊕ I8 ⊕ I9
]
⊕
[
− I10 ⊕ −I11 ⊕ −I12 ⊕ −I13 ⊕ −I14 ⊕ −I15 ⊕ −I16 ⊕ −I17 ⊕ −I18
]
⊕
[
0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0
]
,
TQT−1 =
[
I1 ⊕ I2 ⊕ I3 ⊕ −I4 ⊕ −I5 ⊕ −I6 ⊕ 0 ⊕ 0 ⊕ 0
]
⊕
[
I10 ⊕ I11 ⊕ I12 ⊕ −I13 ⊕ −I14 ⊕ −I15 ⊕ 0 ⊕ 0 ⊕ 0
]
⊕
[
I19 ⊕ I20 ⊕ I21 ⊕ −I22 ⊕ −I23 ⊕ −I24 ⊕ 0 ⊕ 0 ⊕ 0
]
,
TRT−1 =
[
I1 ⊕ −I2 ⊕ 0 ⊕ I4 ⊕ −I5 ⊕ 0 ⊕ I7 ⊕ −I8 ⊕ 0
]
⊕
[
I10 ⊕ −I11 ⊕ 0 ⊕ I13 ⊕ −I14 ⊕ 0 ⊕ I16 ⊕ −I17 ⊕ 0
]
⊕
[
I19 ⊕ −I20 ⊕ 0 ⊕ I22 ⊕ −I23 ⊕ 0 ⊕ I25 ⊕ −I26 ⊕ 0
]
.
(24)
Let
F1 = 1
8
(P + P2)(Q + Q2)(R + R2), F2 = −1
8
(P + P2)(Q + Q2)(R − R2),
F3 = 1
4
(P + P2)(Q + Q2)(I − R2), F4 = −1
8
(P + P2)(Q − Q2)(R + R2),
F5 = 1
8
(P + P2)(Q − Q2)(R − R2), F6 = −1
4
(P + P2)(Q − Q2)(I − R2),
F7 = 1
4
(P + P2)(I − Q2)(R + R2), F8 = −1
4
(P + P2)(I − Q2)(R − R2),
F9 = 1
2
(P + P2)(I − Q2)(I − R2), F10 = −1
8
(P − P2)(Q + Q2)(R + R2),
F11 = −1
8
(P − P2)(Q + Q2)(R − R2), F12 = −1
4
(P − P2)(Q + Q2)(I − R2),
F13 = 1
8
(P − P2)(Q − Q2)(R + R2), F14 = −1
8
(P − P2)(Q − Q2)(R − R2), (25)
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F15 = 1
4
(P − P2)(Q − Q2)(I − R2), F16 = −1
4
(P − P2)(I − Q2)(R + R2),
F17 = 1
4
(P − P2)(I − Q2)(R − R2), F18 = −1
2
(P − P2)(I − Q2)(I − R2),
F19 = 1
4
(I − P2)(Q + Q2)(R + R2), F20 = −1
4
(I − P2)(Q + Q2)(R − R2),
F21 = 1
2
(I − P2)(Q + Q2)(I − R2), F22 = −1
4
(I − P2)(Q − Q2)(R + R2),
F23 = 1
4
(I − P2)(Q − Q2)(R − R2), F24 = −1
2
(I − P2)(Q − Q2)(I − R2),
F25 = 1
2
(I − P2)(I − Q2)(R + R2), F26 = −1
2
(I − P2)(I − Q2)(R − R2),
F27 = (I − P2)(I − Q2)(I − R2).
Then
27∑
i=1
Fi = I, F2i = Fi, FiFj = FjFi, i = j, (i, j = 1, 2, . . . , 27). (26)
For scalar μi,j,k, 0 ≤ i, j, k ≤ 2, by (24) and (25), there exists the unique λi, 1 ≤ i ≤ 27 such that
Φ ′′′ = ∑
0≤i≤2
0≤j≤2
0≤k≤2
μijkP
iQ jRk =
27∑
i=1
λiFi.
From these diagonal forms,we can easily derive the spectrum, norm, rang, trace, inverse, group inverse
and k-potency of Φ ′′′, respectively.
(3) In Theorem3.3, ifm = n = 4, then P4 = P,Q4 = Q and PQ = QP.Wehaveσ(P) ⊆ Ω3∪{0} =
{0, ω03, ω13, ω23} = {0, 1, 12 −
√
3i
2
,− 1
2
+
√
3i
2
}. Then there exists an invertible operator H such that
HPH−1 and HQH−1 can be denoted as diagonal operators with at most sixteen diagonal elements:
HPH−1 =
[
0 ⊕ 0 ⊕ 0 ⊕ 0
]
⊕
[
ω03I5 ⊕ ω03I6 ⊕ ω03I7 ⊕ ω03I8
]
⊕
[
ω13I9 ⊕ ω13I10 ⊕ ω13I11 ⊕ ω13I12
]
⊕
[
ω23I13 ⊕ ω23I14 ⊕ ω23I15 ⊕ ω23I16
]
,
HQH−1 =
[
0 ⊕ ω03I2 ⊕ ω13I3 ⊕ ω23I4
]
⊕
[
0 ⊕ ω03I6 ⊕ ω13I7 ⊕ ω23I8
]
⊕
[
0 ⊕ ω03I10 ⊕ ω13I11 ⊕ ω23I12
]
⊕
[
0 ⊕ ω03I14 ⊕ ω13I15 ⊕ ω23I16
]
.
(27)
If Ψ0 = aP + bQ ,where a, b are nonzero complex numbers and P,Q are n× n nonzero quadripotent
operators (or matrices), Sarduvan and Özdemir in [33] considered the problem of characterizing all
the pairs (a, b)which ensured thatΨ0 is a tripotent matrix or an idempotent matrix under the special
conditions
(1) PQ = ηP2 = QP; (2) PQ = ηP2 + ηQ2 = QP, where η ∈
{
0, ω03, ω
1
3, ω
2
3
}
, (28)
respectively. Using the representations in (27), the main results in [33, Theorems 2.1–2.4] are easily
obtained. In fact,without theconditions (28), for scalarai,j, (0≤i, j≤3), it is easy toderive thespectrum,
inverse, group inverse, idempotency and tripotency of the corresponding linear combinations
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Ψ (P,Q) = ∑
0≤i≤3
0≤j≤3
aijP
iQ j.
(4) In general, if P
mi
i = Pi with PiPj = PjPi and integer mi ≥ 2, 1 ≤ i, j ≤ n, there exists Ei,
i = 1,m1m2 . . .mn such that
m1m2...mn∑
i=1
Ei = I, E2i = Ei, EiEj = EjEi = 0, i = j, 1 ≤ i, j ≤ m1m2 . . .mn. (29)
For integers 1 ≤ j ≤ n, 0 ≤ ij ≤ mi − 1 and scalar ai1,...,in , if
Ψn =
∑
0≤ij≤mi−1
1≤j≤n
ai1,...,inP
i1
1 P
i2
2 . . . P
in
n , (30)
then there exists the unique scalar λi, i = 1,m1m2 . . .mn (let λi = 1 if Ei = 0) such that Φn =∑m1m2...mn
i=1 λiEi. Many results on norm, range, kernel, n-potency, invertibility, group invertibility of
linear combinations are easily derived.
(5) If P is a hyper-generalized m-projector (Pm = P†), then Pm+2 = P and R(P) = R(P∗). So P
has the diagonal matrix form. If P is anm-generalized projector (Pm = P∗), then Pm+1 = PP∗ = P∗P.
So P is a normal operator and P has the spectral representation P = ∫σ(P) λdEλ. If λ ∈ σ(P), then
Pm − P∗ = 0 implies
∫
σ(P)
(λm − λ)dEλ = 0.
This shows σ(P) ⊂ {λ : λm − λ = 0, λ ∈ C} ∪ {0} = Ωm+1 ∪ {0}. By the spectral representation
of normal operators, P also has the diagonal matrix form. Hence, there are similar results for the
hyper-generalizedm-projectors and them-generalized projectors.
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