Charge transfer statistics of transport through Majorana bound states by Soller, H. & Komnik, A.
ar
X
iv
:1
40
5.
62
92
v1
  [
co
nd
-m
at.
me
s-h
all
]  
24
 M
ay
 20
14
Charge transfer statistics of transport through Majorana bound states
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We analyse the full counting statistics of charge transfer through a Majorana bound state coupled
to an STM tip and show how they can be used for an unambiguous identification of the bound state
at the end of the wire. Additionally, we show how to generate Majorana bound states in a simple
setup involving a ferromagnetic wire on a superconducting substrate.
PACS numbers: 74.78.Na, 03.65.Vf, 74.25.fc, 74.45.+c
I. INTRODUCTION
Majorana Bound States (MBSs) at the ends of quan-
tum wires, which represent a solid state realisation
of Majorana fermions, have been proposed as a fault-
tolerant quantum memory in a topological quantum
computer1. However, their unambiguous detection is dif-
ficult since they are neutral quasiparticles. Depending on
the scheme used to generate the MBS several proposals
have been discussed. Most studies focus on conductance
properties2–4 or the AC Josephson effect5,6. However, so
far noise properties of systems with a MBS have attracted
little attention: the noise has been investigated in sys-
tems of coupled vortex cores7 and the cross correlation of
currents through coupled MBSs at the ends of a quantum
wire has been used to probe nonlocality8. Furthermore
noise properties of an isolated Majorana fermion coupled
to a normal metal has been discussed in9. A discussion of
noise properties of transport through a MBS in a super-
conductor at the end of a quantum wire so far is missing
but is essential not just for detection but for a complete
understanding of the readout schemes for quantum mem-
ory that have been developed so far10,11. We close this
gap by not just calculating the noise but directly the
full counting statistics (FCS), which represent the ulti-
mate low-frequency characteristics of transport12. We
use a generic model for the Majorana fermion and com-
pare our results to a specific model for an InAs nanowire
based setup.
In the second part of this paper we discuss a possible
way to obtain the MBSs. The original scheme for real-
izing the unpaired Majorana fermions involved topologi-
cal superconductors13,14 but materials such as Sr2RuO4
are hard to handle15. Therefore manifold schemes have
been developed to overcome the need for nanostructured
topological superconductors: one could use the coupling
of vortices in a bulk p-wave superconductor7 or fermionic
cold atoms16 or it is possible to mimic a p-wave supercon-
ducting wire by using spin-orbit coupling in combination
with the proximity effect17–20. First experiments in this
direction have already been done21,22. One may also use
spin-active scattering to generate p-wave superconductiv-
ity in a ferromagnetic halfmetal wire23,24, however also
relying on materials that require special care23. In the
second part of this work we will show how to overcome
this requirement only using a ferromagnet (FM) and a
conventional superconductor (SC).
II. DETECTION OF MAJORANA FERMIONS
FIG. 1. Setup discussed in this work: a superconductor (SC)
is tunnel coupled to a ferromagnetic wire (FM). Due to the
induced triplet superconductivity the wire hosts a MBS at
the end whose transport characteristics are investigated when
coupled to an STM tip. The coupling between the SC and
the FM is much better than the one between the MBS and
the STM tip so that a voltage (V ) drop is assumed only to
occur between these two parts of the system.
We consider a generic setup for investigating a Majo-
rana fermion. Using either of the abovementioned pro-
posals for generating the MBSs the effective low-energy
behavior of the system is that of a p-wave SC25–27.
Therefore the MBS in the wire coupling to the STM
tip may be treated as an effective p-wave SC with the
2Hamiltonian26,28
Heff =
∑
k
ǫkΨ
+
k,↑Ψk,↑
+
∑
k
(∆pΨ
+
k,s,↑Ψ
+
−k,s,↑ +∆
∗
pΨ−k,s,↑Ψk,s,↑), (1)
where ∆p refers to the effective (temperature-dependent)
p-wave gap and we use units e = ~ = kB = 1. Conse-
quently we start from Kitaev’s model1. Compared to an
s-wave SC (see also Eq. (13)) we break time-reversal
symmetry and spin-rotation symmetry. Electron-hole
symmetry at the Fermi level remains and we have the
typical MBS situation29–33.
In this formulation the wire is spin polarized with a DOS
ρ0(1+P )∆p/
√
∆2p − ω2 in the wide band limit. P refers
to a possible spin polarisation.
Considering a FM as the host material of the MBS (a
spinless fermion) may be created in a FM by inducing
p-wave correlations via spin-active scattering as will be
shown below. The mechanism for creating spin-active
scattering at the interface between the FM and the SC is
the ferromagnetic exchange field both in the bulk and the
interface of the FM. The magnetic moment in the inter-
face and the bulk may be misaligned either due to a thin
FM layer, spin-orbit coupling or magnetic anisotropy54.
Since the Hamiltonian in Eq. (1) is very similar to a s-
wave SC Hamiltonian the FCS will share several prop-
erties with previous results on the FCS with s-wave
SCs34,35. The relevant differences to such previous re-
sults are the nature of the SC (p-wave vs. s-wave) and
the presence of the Majorana fermion which leads to an
observable phase shift in the reflection coefficient.
The tip is described as a normal metal with a flat band
density of states ρ0T using electron field operators ΨT,k,σ
HSTM =
∑
k,σ
ǫkΨ
+
T,k,σΨT,k,σ.
The STM tip is held at chemical potential µT whereas the
wire in Eq. (1) is held at chemical potential µ = 0 in ac-
cordance with previous studies of SC contacts34. The de-
scription of tunneling between the wire in Eq. (1) and the
STM tip is given by the usual tunneling Hamiltonian36,37.
We explicitely include the possibility of additional phase
shifts φ˜ during the Andreev reflection38,39. Such phase
shifts may either vary depending on the spin due to spin-
active scattering38,39 or depending on the particle being
an electron or a hole due to the presence of Majorana
fermions17. In contrast to normal conducting tunnel con-
tacts such phase shifts cannot be gauged away since An-
dreev reflection is a coherent two-electron process such
that these phase shifts appear in physical results
HT,STM = γT [e
iφ˜/2Ψ+↑ (x = 0)Ψk,T,↑(x = 0) + h.c.].(2)
This way the additional phase shift φ˜ accounts for the
topological phase of the system. For simplicity we choose
φ˜ = ±φ for electrons/holes. Since we want to describe
the FCS of charge transfer through the MBS we need
to calculate the probability distribution function P (Q)
of transferring Q units of charge during a given (long)
measurement time τ . Physical observables can then be
calculated as averages with respect to this distribution
function. However, instead of directly calculating P (Q)
it is often more convenient to calculate its cumulant
generating function (CGF) lnχ(λ) = ln
∑
Q e
iλQP (Q).
This allows for a calculation using Keldysh Green’s
functions40,41 via the fundamental expression
χ(λ) = 〈TCe−i
∫
C
dtTλ(t〉0, (3)
where T λ(t) in Eq. (3) refers to the tunneling Hamil-
tonian in Eq. (2) with the substitution Ψ↑(x = 0) →
Ψ↑(x = 0)e
−iλ/2. Using the Hamiltonian approach42 we
can calculate the CGF that will be the sum of two con-
tributions for the different energy regimes with respect
to the p-wave gap
lnχ(λ) = lnχe(λ) + lnχA(λ). (4)
The system in question undergoes a phase transition to
a topologically non-trivial phase. We use an effective de-
scription of this phase in which the only effect is the emer-
gence of a Majorana bound state at the interface which
contributes a scattering phase shift of φ = π to the scat-
tering matrix of our system17. Consequently the two An-
dreev bound states at ±∆p that are present in the topo-
logically trivial phase42 merge (also in non-equilibrium)
into one bound state at43,44
ǫMBS = ±∆p cos(π/2) = 0
This zero-energy bound state affects the properties of An-
dreev reflection in our system. The chemical potential in
this topologically non-trivial phase is zero as chosen be-
fore. The non-trivial phase would be characterised by a
negative chemical potential1,14.
The effect of such phase shifts on Andreev reflec-
tion have been discussed before for unconventional
superconductors45. In this case the superconducting gap
has a strong dependence on the angle of the resulting con-
tact between the normal metal and the unconventional
(d-wave) superconductor. It is interesting to note that
the angle plays a role which is related to the phase shift
mentioned above and leads to similar effects in the con-
ductance.
Concerning the FCS of charge transfer above the gap
we may, however, neglect Andreev reflection and branch
crossing due to the small tunnel coupling of the STM
tip and arrive at a Levitov-Lesovik formula12 with a
transmission coefficient from Tinkhams semiconductor
model46 in accordance with previous works on normal-
SC contacts34
lnχe(λ) = τ
∫
dω
2π
ln{1 + Te(ω)[nT (1 − nF )(eiλ − 1)
+nF (1 − nT )(e−iλ − 1)]}θ
(
ω −∆p
∆p
)
,
3where nT and nF refer to the Fermi distributions of the
tip and the FM respectively. Te(ω) = 4Γ|ω|/
√
ω2 −∆2p
using Γ = (1 + P )π2ρ0Tρ0γ
2
T .
Finally we get to the contribution below the gap that
allows to observe the topologically non-trivial phase
lnχA(λ) = τ
∫
dω
2π
ln{1 + TA(ω)[(e2iλ − 1)nT (1− nT+)
+(e−2iλ − 1)nT+(1− nT )]}θ
(
∆p − ω
∆p
)
,
TA(ω) =
T 2
1 +R2 − 2R cos(2 arccos(ω/∆p) + π) , (5)
where T = 4Γ, R = 1−T and nT+ = 1−nT (−ω) refers to
the Fermi distribution of the holes. The additional phase
factor π in Eq. (5) is the difference to the topologically
trivial case where only the Andreev reflection phase shift
arccos(ω/∆p) would be present
38.
Deriving P (Q) from the above expressions can be done
numerically but in the limiting cases V ≫ ∆p (see Eq.
(6)) and V ≪ ∆p (see Eq. (7)) we can even derive them
in closed form
Pe(Q) =
(
M
Q
)
(4Γ)(Q)(1− 4Γ)M−(Q) (6)
PA(2Q) =
(
M
Q
)
, PA(2Q+ 1) = 0, (7)
where M = τV/π. Eq. (7) reflects that at voltages
V ≪ ∆p transport through the MBS is perfect but only
occurs in pairs (only even numbers of charges are pos-
sible), whereas Eq. (6) shows that voltages V ≫ ∆p
transport proceeds via single-electron transfer.
We compare the results of this generic model with model
calculations based on a Hamiltonian which describes an
InAs nanowire on an Al or Nb substrate. The model
parameters will be chosen such that we get as close as
possible to a single channel situation as treated above in
order to have a comparable situation. The Bogoliubov-de
Gennes Hamiltonian in this specific situation is
HBdG =
(
HR − EF ∆σy
∆∗σy EF −H∗R
)
, (8)
which couples electron and hole excitations near the
Fermi level EF through an s-wave superconducting or-
der parameter ∆.
The excitations in this model are confined to a wire of
width W in the x-y-plane of the semiconductor surface
inversion layer, where their dynamics is governed by the
Rashba Hamiltonian
HR =
p2
2meff
+ U(r) +
αso
~
(σxpy − σypx)
+
1
2
geffµBBσx.
The spin is coupled to the momentum p = −i~∂/∂r by
the Rashba effect, and polarized through the Zeeman ef-
fect by a magnetic field B parallel to the wire (in x-
direction). Characteristic length and energy scales are
lso = ~
2/meffαso and Eso = meffα
2
so/~
2 that we choose
as units for our model calculations. Typical values in
InAs are lso = 100nm, Eso = 0.1meV, EZ =
1
2geffµBB =
1meV at B = 1T.
The electrostatic potential U = Ubarrier + δU is the sum
of a gate potential Ubarrier and a possible impurity po-
tential δU that may vary randomly from site to site. We
consistently checked that the properties of our system re-
main stable upon not too strong impurity potentials so
that we will neglect their effect in the following.
The simulation is done on a lattice with NW = 39 sites
in the transversal direction, corresponding to a width
W = (NW +1)a, where the lattice constant a was chosen
such that both the spin-orbit length and the transver-
sal wave functions of the wire are properly resolved,
lso = Na (N = 40 was chosen). We checked that this
choice of parameters corrresponds to a typical single-
channel situation.
Now we may study the consequences of the additional
phase factor in Eq. (5). We obtain a perfectly transmit-
ting channel at ω = 0 which corresponds to a zero-bias
conductance of 2e2/h in SI units at zero temperature that
can be calculated from the first derivative of the CGF and
agrees with previous studies2–4
In Fig. 2 we plotted the results for the conductance,
Fano factor F = S/(2 · I) and the differential third cu-
mulant that one may obtain by taking the first, second
and third derivative with respect to λ of Eq. (4). The
figure shows the results for three different temperatures.
We see that while observing the SC correlations in the
conductance (Fig. 2 (a)) really requires to go to low tem-
peratures with respect to the proximity induced gap, the
features caused by the MBS remain stable upon varying
temperature. Consequently everything that is crucial, is
to induce a sizeable p-wave gap in the wire.
Concerning noise we see that, as the MBS opens a per-
fectly transmitting channel, we only observe thermal
noise at V = 0. For finite voltage the Fano factor quickly
approaches 0.5 referring to the spin-polarized p-wave
SC. The differential third cumulant follows a Levitov-
Reznikov-like behavior40 since it follows the form of the
conductance dC3/dV ∝ dI/dV .
We check our results by comparison also to the numerical
model for a single channel described above. In the case
of an InAs nanowire we calculate the transmission and
reflection amplitudes from the model described above
which directly give access to the conductance47. A typ-
ical result is shown in Fig. 3 where we consider a high
tunnel barrier in order to connect with the results for a
small interface transparency shown above. We observe
that the Majorana bound state and the sidepeaks due to
the p-wave gap are clearly resolved and coincide with the
calculations from the generic model. At higher energies
the band structure in InAs starts to play a role and de-
viations are expected.
From the transmission and reflection amplitudes we can
4FIG. 2. Results derived from the CGF in Eq. (4) for the conductance, Fano factor and differential third cumulant for Γ = 0.01
and T = 0.06∆ (red), T = 0.1∆ (blue) and T = 0.2∆ (green): in (a) we show the result for the conductance. The black curve
is the result for T = 0.01∆, where we observe that the conductance reaches (almost) G0. Furthermore we see the proximity
induced SC correlations at V = ±∆p. The Fano in (b) at V = 0 shows only thermal noise and then quickly goes to 0.5
describing charge transport of a single spin species. Part (c) shows the differential third cumulant that follows the form of the
conductance in (a).
FIG. 3. Conductance for the situation with a high tunnel
barrier. We consider a very thin wire W = lso/5,with spin-
orbit coupling, a Zeeman term along the wire, EZ = 6Eso
at Fermi energy EF = 123Eso with a lattice fulfilling a =
lso/100. The gap is ∆ = 4Eso. The barrier is Wb = 2a
wide and has a potential height (on-site potential energy) of
Ub = 600Eso.
also calculate the noise at T = 0 via34
dS
dV
= G0eTr
[
r+ehreh + r
+
eeree + 2r
+
eereer
+
ehreh
−(r+ehreh)2 − (r+eeree)2
]
, (9)
and use for the Fano factor
F =
∫ eV
0
dS/dV dω
2
∫ eV
0
dI/dV dω
. (10)
The result for the Fano factor is shown in Fig. 4 for
the same tunnel barrier strength as above. We observe
again that the Fano factor quickly approaches 0.5 up to
a small disagreement since the tunnel barrier is not in-
finite. However, the Fano factor starts at zero and not
at infinity. This is due to the presence of finite temper-
ature in the calculations for the generic model. At zero
FIG. 4. Differential conductance (blue), differential
noise(purple) and Fano factor (yellowish) using the same pa-
rameters as in Fig. 3.
temperature the Fano factor has to be zero since the Ma-
jorana creates a perfectly transmitting channel.
For zero temperature the generic model in Eq. (4) pro-
duces a similar result for the Fano factor as shown in
Fig. 5. This result is also in accordance with the study
in9 where a Fano factor of zero at zero voltage and 0.5
at high voltages was predicted for an isolated Majorana
fermion coupled to a normal metal.
The three signatures identified: a peak in the conduc-
tance, the form of the Fano factor and the behavior of
the third cumulant therefore give a very clear signature
to be searched for in future experiments. States at the
interface that are not bound states could show a similar
pattern in the conductance but not in the Fano factor
and the third cumulant. The only bound states that
could show a similar behavior are Andreev bound states
that, however, so far have been observed only in SC-FM
heterostructures. Additionally these states would not be
localised at the end of the wire. Therefore moving the
tip away from the end of the wire must lead to the diss-
apearance of the peak in the conductance and therefore
allows for an unambiguous identification of the MBS.
Especially, the method allows to discriminate the Ma-
5FIG. 5. Results derived from the CGF in Eq. (4) for the Fano
factor at T = 0∆ and Γ = 0.01. The result has the same form
as the Fano factor in Fig. 4
jorana conductance peak from the Kondo conductance
peak by taking the higher cumulants into account. A
Kondo resonance could give a similar feature in the con-
ductance but the Fano factor would be different: if one
compares the system to a Kondo impurity between two
normal conductors48 we expect F = 10/6 at zero bias.
If one compares to the situation of a Kondo impurity
between a superconductor and a normal conductor one
would expect the typical doubling of shot noise49 so that
one would observe the same features as in Fig. 2(b) but
with a doubled Fano factor and a third cumulant mul-
tiplied (as in Fig. 2(c)) by four. This way the method
described above allows to clearly discriminate the Majo-
rana conductance features from the ones due to a Kondo
impurity both between normal conductors and between
a superconductor and a normal conductor.
III. MAJORANAS IN SUPERCONDUCTOR
FERROMAGNET HYBRIDS
In the second part of this work we want to describe the
generation of the MBS at the end of the wire proximity
coupled to the SC. Since the contact between the SC and
the FM is much better than the one between the FM and
the STM tip we consider a voltage drop only between the
latter two parts of the system. We approach the coupling
of the SC to the FM wire in two steps: first, we describe
a lateral tunnel contact in order to extract the general
gap structure induced in the wire due to the presence
of the SC. In a second step we use this description in
order to write down a low-energy effective Hamiltonian
describing the wire. The starting point for the first part
is the tunnel contact between the SC and the FM,
H = HF +HS +HT . (11)
HF refers to the Hamiltonian of the FM that is described
in the language of electron field operators Ψk,f,σ by the
Stoner model with an exchange energy hex as in
50
HF =
∑
k‖,σ
ǫk‖Ψ
+
k‖,f,σΨk‖,f,σ
−hex
∑
k‖
(Ψ+k‖,f,↑Ψk‖,f,↑ −Ψ+k‖,f,↓Ψk‖,f,↓).(12)
The FM represents a fermionic continuum with a spin-
dependent DOS ρ0,σ = ρ0(1 + σP ). We denote the mo-
menta by k‖ since we assume to have a flat wire so that
only momenta parallel to the wire direction are allowed.
The SC Hamiltonian HS is given by the typical BCS ex-
pression using electron field operators Ψk,s,σ as
HS =
∑
k,σ
ǫkΨ
+
k,s,σΨk,s,σ
+∆
∑
k
(Ψ+k,s,↑Ψ
+
−k,s,↓ +Ψ−k,s,↓Ψk,s,↑). (13)
Concerning the tunneling between the SC and the
FM we need to include the recently predicted51,52 and
observed35,38,53 spin-activity of the interface in SC-FM
hybrids. Manifold effects like spin-orbit coupling, mag-
netic anisotropy or spin relaxation may give rise to spin-
activity of interfaces54. Previous studies of SC-FM con-
tacts used a scattering states description51,52,54,55 in or-
der to introduce a spin-active scattering angle as a phe-
nomenological parameter to characterise the interface or
a wave-function matching technique23. We follow24 by
introducing a second spin-active tunneling term in HT
HT =
∑
k,σ
γ1[Ψ
+
k‖,f,σΨk,s,σ + h.c.],
+
∑
k,σ
γ2[Ψ
+
k‖,f,σΨk,s,−σ + h.c.]. (14)
Such description assumes that spin-active scattering can
be effectively described by two tunneling Hamiltonians:
one which flips the spin of scattered electron and one
which does not, whereas in the description in54 the elec-
trons acquire a phase shift depending on their spin.
The equivalence of both descriptions has been discussed
in35, where it was shown that in typical superconductor-
ferromagnet hybrids the position of the Andreev bound
states can be used to determine the spin-mixing angle.
Both descriptions are effective descriptions of spin-active
scattering capturing the microscopic specifics of the in-
terface.
As in24 the above model can be solved exactly as it is
quadratic in fermion fields.
We need to obtain a p-wave gap leading to MBSs at the
wire ends. We proceed via diagonalization of the Hamil-
tonian in Eq. (11) which is possible via considering a
1D SC coupled to a 1D FM and averaging over the ad-
ditional momenta k⊥ in the SC afterwards. In this case
6our model Hamiltonian in the 1D case can be written as
H1D =
1
2
∑
k‖
Ψ+k‖H
BdG
k‖ Ψk‖, where (15)
HBdGk‖ =
[
hFM Tk‖
T+k‖ ΛBdG
]
, (16)
where Ψk‖ = (Ψk‖,f,↑,Ψk‖,f,↓,Ψ
+
−k‖,f,↑,Ψ
+
−k‖,f,↓,
γk‖,↑, γk‖,↓, γ
+
−k‖,↑, γ
+
−k‖,↓) and h
FM refers to Eq. (12)
written in terms of the introduced Ψk‖ fields. Tk‖ and
ΛBdG refer to Eqs. (14) and (13) written in terms of
Ψk‖ fields where γk‖,σ operators refer to Bogoliubov
quasiparticle annihilation operators.
We disregard possible effects of disorder in accordance
with previous experimental studies56. The effects of
disorder have been previously studied in17.
The Hermitian matrix HBdGk‖ can now be diagonalized
U+k‖H
BdG
k‖ Uk‖ with the unitary matrix Uk‖. This pro-
cedure in54 allows to express the pairing amplitude in
terms of elements of Uk‖
〈Ψ−k‖,f,↑Ψk‖,f,↑〉 = (Uk‖)∗33(Uk‖)13 + (Uk‖)∗34(Uk‖)14
+(Uk‖)
∗
37(Uk‖)17 + (Uk‖)
∗
38(Uk‖)18.
Averaging this expression over k⊥ leads to a momentum
dependent pairing gap ∆↑↑(k). However, the general so-
lution is quite complicated. Since, for the low energy be-
havior relevant for the presence of a Majorana fermion,
only low momenta are relevant, we can consider the case
k = 0 and obtain the following result for hex = 0 and
γ1 = γ2 6= 0
∆↑↑
∆
=
2(1 + γ2)− 2
√
1 + 2γ2
γ2
. (17)
In this case for hex = 0 of course ∆↑↑ = ∆↓↓. For finite
hex the two proximity induced gaps are different.
The additional p-wave correlations 〈Ψ+↑,↓Ψ+↑,↓〉 can be
traced back to the spin-activity of the interface57. How-
ever, due to the exchange splitting of the FM s-wave cor-
relations and p-wave correlations of the type 1/
√
2(| ↑↓
〉 + | ↓↑〉) will decay on a length scale ~/(pF↑ − pF↓) so
that only the equal spin correlations will remain54. The
p-wave correlations 〈Ψ+↑,↓Ψ+↑,↓〉 will penetrate into the FM
on a length scale ~vF,↑,↓/∆. Therefore we assume the
wire thickness d to be ~/(pF↑ − pF↓)≪ d < ~vF,↑,↓/∆.
Since the equal-spin p-wave correlations only involve
one spin species their order parameter may coexist with
ferromagnetic correlations. The unequal-spin p-wave and
s-wave correlations do not have this property and cannot
coexist with ferromagnetic correlations.
This consideration generalizes the result obtained in23,54:
in the case of a ferromagnetic halfmetal no spin-↓ exists
and only one p-wave gap survives, which leads to the
emergence of MBSs. However, for a finite exchange field
in the FM always both spin species will be present.
In this case we might still obtain a Majorana fermion
but via a mechanism more akin to the one in InAs/InSb
nanowires25–27, where one uses spin-orbit coupling in
combination with an applied magnetic field. In our pro-
posal we can use spin-active scattering and ferromag-
netism in the same way: spin-active scattering is intro-
duced as in Eq. (14) incorporating the spin-active scat-
tering at the interface via the additional tunnel Hamil-
tonian and we use the ferromagnetic wire as a source for
an exchange field. The spin-activity of the interface will
give rise to p-wave correlations in the wire and the ex-
change field will select a preferred spin-direction so that a
quasi spin-polarized p-wave superconductor will emerge
that allows to host the Majorana fermion.
The simplest Hamiltonian describing the FM wire in the
presence of the SC reads following our effective descrip-
tion above and incorporating the effect of spin-active
scattering as the emergence of a p-wave gap25–27,58
Hwire =
∫
dxΨ+(x)HΨ(x), Ψ+ = (Ψ+↑ ,Ψ+↓ ,Ψ↓,Ψ↑),
where
H =
[
p2
2m
− µ
]
τz − hexσz +
(
0 ∆↑↑
∆↓↓ 0
)
σx.
Ψ↑,↓(x) annihilates spin-↑ (↓) electrons at position x. The
Pauli matrices τ and σ operate in spin- and particle-hole
space, respectively. µ is the chemical potential, that we
choose to be zero.
The spectrum can be revealed as in25–27 by squaring H
twice, which yields Eσ,± = σhex ±
√
∆2σσ + ξ
2
p , where
ξp = p
2/(2m). As in the aforementioned works the gap
E0 near p = 0 is the key to the emergence of MBSs. We
find
E0 = hex −∆↑↑. (18)
In the proposal using spin-orbit coupled wires two
regimes corresponding to the topologically trivial and
nontrivial case exist depending on the relative strength
of the magnetic field compared to the proximity induced
gap. In our case hex ≫ ∆↑↑,↓↓ for typical ferromagnets59.
Therefore we always obtain an exchange field-dominated
(or strong interaction induced) gap and hence the wire
will be in its topological phase. The end of the wire
can now be characterised by a sharp drop of the chemi-
cal potential, which closes the gap. Since this transition
corresponds to a transition out of the topological phase
MBSs will be localized at the wire ends.
IV. CONCLUSIONS
In conclusion we have presented the first results for
FCS of charge transfer through the generated MBS and
discussed how the results can be used for an unambiguous
identification of the MBS in future experiments. Addi-
tionally we demonstrated that just using a SC and a FM
for the MBS generation is sufficient if using the newly
discovered spin-active scattering effects of the interface
in SC-FM heterostructures.
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