In this work we investigate n-widths of multiplier operators Λ * and Λ, defined for functions on the complex sphere Ω d of C d , associated with sequences of multipliers of the type {λ * m,n } m,n∈N , λ * m,n = λ(m + n) and {λ m,n } m,n∈N , λ m,n = λ(max{m, n}), respectively, for a bounded function λ defined on [0, ∞). If the operators Λ * and Λ are bounded from
Consider two Banach spaces X and Y. The norm of X will be denoted by · or · X and the closed unit ball {x ∈ X : x ≤ 1} by B X . Let A be a compact, convex and centrally symmetric subset of X. The Kolmogorov n-width of A in X is defined by d n (A, X) := inf
where X n runs over all subspaces of X of dimension n. The linear n-width δ n (A, X) is defined by δ n (A, X) := inf Pn sup x∈A x − P n (x) X , where P n runs over all bounded linear operators P n : X −→ X whose range has dimension n. The Gelfand n-width of A in X is defined by
where L n runs over all subspaces of X of codimension n. The Bernstein n-width of A in X is defined by
where X n+1 is any (n + 1)-dimensional subspace of X. The following inequality is always valid:
b n (A, X) ≤ min{d n (A, X), d n (A, X)}.
We define the n-widths of Kolmogorov, linear, Gelfand and Bernstein of a operator T ∈ L(X, Y ), respectively, by
Consider T ∈ L(X, Y ) and let T * be its adjoint operator. If T is compact or Y is reflexive, then (see [28] , p. 34)
In Section 2 we make a brief study about real and complex spherical harmonics. In Section 3 we study estimates for n-widths of sets of functions on the complex sphere Ω d , associated with the multiplier operators of the type Λ * . We prove that the n-widths of the sets Λ * U p in L q (Ω d ) can be obtained from n-widths of sets of functions associated with multiplier operators on the real sphere S 2d−1 . As application we obtain estimates for the Kolmogorov n-width of Sobolev classes and of finitely differentiable, infinitely differentiable and analytic functions on the complex sphere.
In Section 4 and in the following sections we study n-widths of sets of functions on the complex sphere Ω d associated with the multiplier operators of the type Λ. We note that in this case the results can not be transferred from results already obtained to the real sphere S 2d−1 . In Section 4 we study estimates for Levy means of special norms on finite-dimensional Banach spaces which are associated with the multiplier sequences (λ m,n ) m,n∈N .
In Section 5 we prove two theorems which provide us with lower and upper estimates for Kolmogorov n-widths of the sets ΛU p in L q (Ω d ), for general multiplier operators of the type Λ. The main tool used in these proofs are the results from Section 4.
In Section 6 we apply the results of Section 5 in the study of the Kolmogorov n-widths of the multiplier operators Λ (1) and Λ (2) associated with the functions λ (1) (t) = t −γ (ln t) −ξ for t > 1, λ (1) (t) = 0 for 0 ≤ t ≤ 1, and λ (2) (t) = e −γt r for t ≥ 0, where γ, ξ, r ∈ R, γ, r > 0 and ξ ≥ 0, respectively. We have that the sets Λ (1) U p and Λ
(1) * U p are sets of finitely differentiable functions on Ω d , and Λ (2) U p and Λ (2) * U p are sets of infinitely differentiable functions if 0 < r < 1 and of analytic functions if r ≥ 1 (see [24, 25] ). We prove that estimates for the Kolmogorov n-widths of the sets Λ (1) U p and Λ (2) U p in L q (Ω d ) are sharp when 2 ≤ p, q < ∞.
We note that the order of decrease of the n-widths d n (Λ (1) U p , L q ) and d n (Λ (1) * U p , L q ) is the same, but it is different for the n-widths d n (Λ (2) U p , L q ) and d n (Λ (2) * U p , L q ). In this work there are several universal constants which enter into the estimates. These positive constants are mostly denoted by the letters C, C 1 , C 2 , . . .. We did not carefully distinguish between the different constants, neither did we try to get good estimates for them. The same letter will be used to denote different universal constants in different parts of the paper. For ease of notation we will write a n ≫ b n for two sequences if a n ≥ Cb n for n ∈ N, a n ≪ b n if a n ≤ Cb n for n ∈ N, and a n ≍ b n if a n ≪ b n and a n ≫ b n . Also, we will write (a) + = a if a > 0 and (a) + = 0 if a ≤ 0.
Analysis on the spheres
We write N = {0, 1, 2, . . .}. For x, y ∈ R d we denote by x, y the usual inner product x, y = x 1 y 1 + · · · + x d y d . Let
be the unit sphere in R d . Let τ d be the Lebesgue measure on S 
where the series converges to f in
For each x ∈ S d−1 and k ∈ N, there exists an unique function Z (k)
x ∈ H k , called the zonal harmonic of degree k with pole x, such that
We have that H k ⊥ H l , for k = l, with respect to the usual inner product in L 2 (S d−1 ) and for k ≥ 2,
j=1 be an orthonormal basis of H k . The following addition formula is known:
where ω d denotes the surface area of S d−1 and P
For z, w ∈ C d , we denote by z, w the usual inner product z, w
be the unit sphere in 
The space L 2 (Ω d ) is a Hilbert space with the inner product given by
|z| ≤ 1} and let ν α be the Borel measure on D given by
where α > −1 and
and z = (z 1 , . . . , z d ). We denote by P(C d ) the vector space of all polynomials in the independent variables z and z . If
The vector subspace of P(C d ) formed by the polynomials that are homogeneous of degree m in the variable z and of degree n in the variable z, will be denoted by P m,n (C d ). The subspace of P m,n (C d ) of all polynomials that are in the kernel of the complex laplacian
The space of the restrictions of the polynomials in P m,n (C d ) to the complex sphere Ω d will be denoted by P m,n = P m,n (Ω d ) and of the restrictions of the polynomials in
We have that H m,n ⊥ H r,s , for (m, n) = (r, s), with respect to the usual inner product in L 2 (Ω d ). The elements of H m,n are called complex spherical harmonics of degree m in z and degree n in z. Let m, n ∈ N and m + n = k. Since H m,n ⊂ {Y • Υ : Y ∈ H k } and there is an orthonormal basis of H k consisting of only real functions, then also there is an orthonormal basis of H m,n consisting of only real functions. The dimension of H m,n is given by
We observe that there is an absolute constant C > 0 such that
It is known (see [30] , Chapter 12) that if f ∈ L 2 (Ω d ) then there exists an unique decomposition
where Y (m,n) ∈ H m,n for m, n ∈ N and the above series converges to f in
is called the zonal harmonic of degree (m, n) with pole w. Next, we introduce some classes of disk polynomials. The disk polynomial of degree m in z and degree n in z associated to the integer d − 2 is the polynomial R d−2 m,n given by
where
is the usual Jacobi polynomial of degree k associated to the pair of numbers (d − 2, m − n). Let {Y j } dm,n j=1 be an orthonormal basis of H m,n . The following addition formula is known:
Let us denote by Z (m,n) the function
and let e = e d = (0, 0, .
is given by
It follow a relationship between the real zonal harmonics on S 2d−1 and the complex zonal harmonics on Ω d , as a consequence, we obtain an expression relating polynomials on the disk and Gegenbauer polynomials. Proposition 2.1. For any k ∈ N and x ∈ S 2d−1 , we have that
We denoteẐ
= m+n=k Z (m,n) and we have from the above corollary that Z
For a detailed study about real and complex spherical harmonics see [4, 23, 30] .
Multiplier operators of type Λ *
We denote by H the vector space generated by the union m,n H m,n . The elements of H are finite linear combinations of elements of the subspaces H m,n and H is dense in L p (Ω d ) for 1 ≤ p < ∞. Also we denote by H the vector space generated by the union k H k which is dense in L p (S 2d−1 ) for 1 ≤ p < ∞. Let Λ = {λ m,n } m,n∈N be a sequence of complex numbers and 1
such that Λ p,q = sup{ Λϕ q : ϕ ∈ U p } < ∞, we say that the multiplier operator Λ is bounded from L p into L q with norm Λ p,q . Now let Λ = {λ k } k∈N be a sequence of complex numbers and 1
Consider the multiplier operators associated with the sequences Λ * = {λ * m,n } m,n∈N and Λ = {λ k } k∈N defined on H and on H respectively. Let 1 ≤ p, q ≤ ∞ and suppose that Λ * is bounded from L p to L q . Then
and
where the above series converges in L 2 . On the other hand, from Corollary 2.2, for w ∈ Ω d we have
. Thus we proved (3) and the proof of (4) follows easily from (3). 
Proof. By the Lemma 3.1
where P n runs over all bounded linear operators P n :
whose range has dimension n and P n over all bounded linear operators P n :
whose range has dimension n;
We define the Sobolev classe W γ p as the set
Applying the Lemma 3.1 for the operator Λ γ we get
and by Theorem 3.2 we have that
The estimates in the theorem below follow as a consequence of (5) and of estimates already obtained for the Kolmogorov n-width for the Sobolev classes W γ p on the real sphere S 2d−1 , which can be found in [2, 3, 11, 12, 14, 16, 18] .
Theorem 3.4. For the Kolmogorov n-width of Sobolev classes on Ω d , we have in particular the following estimates:
Other estimates for the Kolmogorov n-widths of the Sobolev classes W γ p (Ω d ), as also to the n-widths of Gelfand, linear and Bernstein, can be obtained using (6)-(8).
Remark 3.5. For γ, ξ ∈ R, γ > 0 and ξ ≥ 0 , we denote Λ
The results of the next three theorems follow as a consequence of the Theorem 3.2 and of results proved in [18] .
and for γ/(2d
Theorem 3.7. For γ, r ∈ R such that γ > 0, 0 < r ≤ 1 and for all k ∈ N we have that
, and ϑ k is given in the previous theorem.
Theorem 3.8. For 0 < r ≤ 1, 1 ≤ p ≤ ∞, 2 ≤ q ≤ ∞ and for all k ∈ N, we have that
where R * is the constant given in the previous theorem.
Other estimates for the Kolmogorov n-width for the operator Λ (2) * when r ∈ R, r > 1, can also be obtained from results in [18] .
Estimates for Levy means
In this paper, from this point forward, we will consider only the multiplier operators Λ associated with the norm |(m, n)| = max{m, n}.
Given l, N, m, n, M 1 , M 2 ∈ N, with M 1 < M 2 , we consider the following notations:
In this section and in the following sections we will consider H m,n and T M1,M2 as real vector subspaces of the real vector spaces
Proposition 4.1. There are positive constants C 1 , C 2 , C 3 such that
In particular, dim
Proof. The proofs of (9) and (10) are easily obtained using (2) and integration to estimate finite sums.
Let E = (R n , · ) be a n-dimensional real Banach space with unit ball B E = {x ∈ R n : x ≤ 1}, and let |||x||| = ( n k=1 |x k | 2 ) 1/2 and x, y = n k=1 x k y k be the euclidean norm and the inner product on R n . Let S n−1 = {x ∈ R n : |||x||| = 1} be the euclidean unit sphere in R n . The Levy mean of the norm · on R n is defined by
where µ denotes the normalized Lebesgue measure on S n−1 .
consisting of only real functions.
. We consider the orthonormal basis
be the coordinate isomorphism which assigns
).
Consider a function λ : [0, ∞) −→ R, such that λ(t) = 0 for t ≥ 0 and let Λ = {λ m,n } m,n∈N be the sequence of multipliers defined by λ m,n = λ(|(m, n)|).
be the numerical sequence
Consider the multiplier operator Λ s on T M1,M2 defined by
We also denote by Λ s the multiplier operator defined on R s by
For ξ ∈ T M1,M2 and 1 ≤ p ≤ ∞, we define
and for α ∈ R s we define
The application T M1,M2 ∋ ξ −→ ξ Λs,p is a norm on T M1,M2 and the application R
If Λ s is the identity operator I, we will write 
If λ is non-decreasing, then we obtain the estimates in (a), (b), (c) and (d) permuting λ(l) for λ(l − 1).
Proof. Suppose λ a non-increasing function. For a continuous function f on S n−1 consider the function f defined on R n \{0} by f (x) = |||x||| 2 f (x/|||x|||). It is known that
where dγ(x) = e −π|||x||| 2 dx denotes the Gaussian measure on R n . Let {r k } ∞ k=1 be the sequence of Rademacher's functions given by r k (θ) = sign sin(2
It follows by Lemma 2.1 in Kwapień [19] , p. 585, that if h :
Now, we consider f (x) = x 2 (Λs,p) , x ∈ S s−1 and h(x) = f (x) = f (x), x ∈ R s applying (11) and (12), we obtain
Denoting
Hence, by (13) and (14),
Using the addition formula we get
and analogously,
Therefore, from Jensen's inequality, Khintchine's inequality (see [27] , p. 41) and (15), we obtain for 2 ≤ p ≤ ∞,
, where C 1 is obtained from the fact that γ(p) ≍ p 1/2 , and hence we get the upper estimate in (a). On the other hand, for p = 1, it follows from Khintchine's inequality, Jensen's inequality and (15)
Since the Levy mean is an increasing function of p, it follows that
thus we obtain the lower estimate in (c). Now, we will obtain the inequalities in (d). For x ∈ R s , we have
and consequently
Analogously we get ,p) ) is an increasing function of p for 1 ≤ p ≤ ∞, the lower estimates in (a),(b) and the upper estimate in (c) follow from (d).
Therefore we obtain (d). Since the Levy mean M ( · (Λs
Finally, we will find the upper estimate in (b). Any polynomial t s ∈ T M1,M2 , can be expressed as t s = D M1,M2 * t s , where
and from Young's inequality, we get
and since 
Applying the Riesz-Thorin Interpolation Theorem to the above inequalities , we obtain
Similarly, we can show that
To obtain the upper estimate in (b), we apply (16) and the upper estimate in (a) with p = ln s, and we get
If λ is a non-decreasing function, the proof is analogous.
Estimates for n-widths of general multiplier operators
Consider a n-dimensional Banach space E = (R n , · ). The dual norm of · is defined by x 0 = sup{| x, y | : y ∈ B E }, where x, y denotes the usual inner product of the elements x, y ∈ R n . The dual space (R n , · 0 ) of E will be denoted by E 0 .
Theorem 5.1. ([26])
There exists an absolute constant C > 0 such that, for every 0 < ρ < 1 and n ∈ N, there exists a subspace F k ⊆ R n , with dim F k = k > ρn and 
and [ρs − 1] denotes the integer part of the number ρs − 1.
Proof. Let x, y ∈ R s = J −1 T N . The Hölder's inequality implies that
where 1/q + 1/q ′ = 1 and Λ −1 = {λ −1 m,n } m,n∈N . Taking 0 < ρ < 1, the Theorem 5.1 guarantees the existence of a subspace F k ⊆ R s , dim F k = k > ρs, such that
, we have that ǫB
and since 1/q + 1/q ′ = 1,
We have that Λ s = Λ| TN and since B
Thus by the definition of Bernstein n-width
thus concluding the proof of the theorem.
The next result follows applying Theorem 5.2, (1) and basic properties of n-widths.
Corollary 5.3. In the conditions of Theorem 5.2, we have
where 
and {m k } M k=0 be sequences of natural numbers such that N k < N k+1 , N 0 = 0 and M k=0 m k ≤ β. Then there exists an absolute constant C > 0 such that
Applying the Theorem 4.3 for Λ s = Id, we get
Therefore, by (1)
Then it is easy to see that
Now, given ϕ ∈ U p ,
and by Young's inequality
Using properties of the zonal harmonic functions, we have
and thus by (21) , for p = 1 we obtain
Furthermore, for p = 2, and ϕ ∈ U 2 we get φ N k ,N k+1 (ϕ) 2 ≤ ϕ 2 . Applying the Riesz-Thorin Interpolation theorem to the last two inequalities, it follows for 1 ≤ p ≤ 2 that
Hence, from (20) and (19),
By (17) for 2 ≤ q ≤ ∞, we have for ϕ ∈ B
, and therefore B
. Consequently by (22)
Finally, using (18), (23) and properties of n-widths, we get
Remark 5.5. We will improve the estimate obtained in the previous theorem, specifying the sequences N k and m k . We define N 1 = N ∈ N and
Let θ N k ,N k+1 be as in Theorem 5.4. For ǫ > 0 we define
where C ǫ > 0, depends only on ǫ. Applying the previous theorem for
and writing
Corollary 5.7. Let Λ = {λ m,n } m,n∈N and θ N k ,N k+1 be as in the previous theorem, and let ǫ > 0,
and β be as in the previos remark. Let 1 ≤ p ≤ 2 ≤ q ≤ ∞ and suppose that Λ ∈ K ǫ,p , for a fixed ǫ > 0. Then there exists a constant C ǫ,p > 0, such that
Remark 5.8. We note that the Theorems 5.2 and 5.4, and the Corollaries 5.3 and 5.7 hold if we consider a function λ such that t → |λ(t)| is a positive and non-increasing fuction. Simply we change λ(t) by |λ(t)|.
Applications
Let
r , t ≥ 0, where γ, ξ, r ∈ R, γ, r > 0, ξ ≥ 0. In this section we consider the multiplier operators associated with the sequences
Remark 6.1. We will prove that, if γ > (2d − 1)/2, then the multiplier operator
We obtain that
and thus since d l ≍ l 2d−2 , we obtain
and thus
, and for all m ∈ N, we have
Proof
Considering that d l = dim H l ≍ l 2d−2 , integrating the function x 2d−2 , we obtain
Furthermore using (27), we get
Thus, by (29) and (28), it follows that
and using (27) we obtain
Let M = [ǫ −1 ln θ N1,N2 ] be as in Remark 5.5. We have that M ≍ ǫ −1 ln N ≍ ǫ −1 ln s. By (30) and (31),
Since M ≍ ǫ −1 ln N , then there exists a positive constant C such that
and since 1 ≤ p ≤ 2 ≤ q ≤ ∞ and γ > (2d − 1)(1/p − 1/q), we have that 1 − (1/p − 1/q)(2d − 1)/γ > 0 and thus
Therefore we obtain by (32) that
Next we will prove that Λ (1) ∈ K ǫ,p for some ǫ > 0. Remembering that M ≍ ǫ −1 ln N , by (30) and (31), it follows that
Since γ/(2d − 1) > 1/p, we have t = −(1 − ǫ/2 − (2d − 1)/γp) < 0 if 0 < ǫ/2 < 1 − (2d − 1)/γp and consequently
By (31) there exists a constant C 1 , such that C 1 e (2d−1)/(γ+δ) N 2d−1 ≤ θ N1,N2 and then
that is, Λ (1) ∈ K ǫ,p . Now, by Remark 6.1 we have that
, and hence from Corollary 5.7 and (33), we obtain
For 1 ≤ k ≤ M , using (30), (31), the definition of M , and the fact that s ≍ N 2d−1 , we obtain
and thus ln(θ N k ,N k+1 ) ≪ ln(s 1+C/γǫ ) = (1 + C/γǫ) ln s ≪ ln s. Furthermore, by (30) and (31), it follows that
≪ N (2d−1)(1/p−1/2) and therefore
From Remark 5.5, β ≍ s + M j=1 e −ǫj θ N1,N2 and keeping in mind that s ≍ N 2d−1 and M ≍ ǫ −1 ln N , by (30) and (31) we get
2d−1 . It follows by (34) that
Theorem 6.3. For γ > (2d − 1)/2 and for all m ∈ N, we have
Proof. We have that d l ≍ l 2d−2 and s = dim T N ≍ N 2d−1 , and thus
Applying the Corollary 5.7 with ρ = 1/2, we obtain
we have that m ≍ s and thus
Remark 6.4. We will prove that the multiplier operator
We will show that this result is true for p = 1 and q = ∞ and the other cases will follow immediately from inequalities between norms. Given ϕ ∈ U 1 , we have that
We have that D l = D l * D l and a l = ϕ * D l . It follows by Young's inequality that
and hence
Moreover there is a constant C 2 such that e −γl r l 2d ≤ C 2 , for all l ∈ N and therefore
.
Proof. For θ, η, r > 0 and η ≥ r − 1, we have
Since there is a positive constant C 1 such that (N + 1)
r ≤ e θCr e 
for r > 0. The above estimates also hold if we put N + 1 in the place of N . If ρ = 1 − s −r/(2d−1) , using (40), we get
and hence it follows by Corollary 5.7 and (41) that
The above estimate says that, for r > 0 
and there exists a positive constant C r such that 0 < S s ≤ C r for all s ∈ N. Therefore
and from (36) we get 
and using (42) we obtain
If r/(2d−1) , l ∈ N and thus it follows from (43) that
that is, we proved (37).
Theorem 6.6. Let φ k be as in Theorem 6.5. Then for 0 < r ≤ 1, 1 ≤ p ≤ ∞, 2 ≤ q ≤ ∞ and for all k ∈ N, we have
and for all r > 1 and all k ∈ N,
where R is the constant given in Theorem 6.5.
Proof. Suppose 0 < r ≤ 1 and let λ(x) = e −γx
We have that and using that N 1 = N , we show that
By ( and then Λ (2) ∈ K 2ǫ,p . Therefore it follows from Corollary 5.7 that
Furthermore, by (49) and (50) 
By (48) r ≤ e γr , so, using (53), we obtain Since λ(N + k) ≤ e −k λ(N ), for 1 ≤ p ≤ 2 ≤ q ≤ ∞ we obtain Now for 2 ≤ p, q ≤ ∞, we obtain 
