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SPECTRA OF DEFINITE TYPE IN WAVEGUIDE MODELS
VLADIMIR LOTOREICHIK AND PETR SIEGL
Abstract. We develop an abstract method to identify spectral points of def-
inite type in the spectrum of the operator T1 ⊗ I2 + I1 ⊗ T2. The method
is applicable in particular for non-self-adjoint waveguide type operators with
symmetries. Using the remarkable properties of the spectral points of definite
type, we obtain new results on realness of weakly coupled bound states and of
low lying essential spectrum in the PT -symmetric waveguide. Moreover, we
show that the pseudospectrum has a normal tame behavior near the low lying
essential spectrum and exclude the accumulation of non-real eigenvalues to this
part of the essential spectrum. The advantage of our approach is particularly
visible when the resolvent of the unperturbed operator cannot be explicitly
expressed and most of the mentioned spectral conclusions are extremely hard
to prove using direct methods.
1. Introduction
Spectral points of a closed non-self-adjoint operator T ∈ C(H) in a Hilbert space
H may have special properties if T possesses a symmetry like J-self-adjointness,
i.e. there is a bounded symmetric linear involution J such that
T = JT ∗J. (1.1)
An isolated eigenvalue λ of a J-self-adjoint operator T is of definite type, namely,
λ is of positive (resp., negative) type if for all 0 6= f ∈ ker (T − λ)
(Jf, f) > 0, (resp., (Jf, f) < 0). (1.2)
If there is a neutral eigenelement, i.e. (Jf, f) = 0 for some 0 6= f ∈ ker (T − λ),
then λ is sometimes called critical, see e.g. [10, 17, 18]. Eigenvalues of definite type
of a J-self-adjoint operator are remarkable since they are real and the type is stable
with respect to “sufficiently small” J-symmetric perturbations.
The notion of spectral points of definite type is not limited to eigenvalues, it
can be further generalized for λ from the approximate point spectrum σapp(T ),
cf. [4, 10, 17, 18, 22], requiring that a condition similar to (1.2) is satisfied for
all approximate eigensequences for λ ∈ σapp(T ). Moreover, the realness of such
spectral points, their stability with respect to perturbations and related resolvent
estimates were proved in a series of works [2, 4, 22], see also the review [25].
Here we identify spectral points of definite type in tensor product type operators
T1 ⊗ I2 + I1 ⊗ T2, (1.3)
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when certain information on T1 and T2 is given. As demonstrated in an application,
the remarkable properties of these spectral points enable us to draw spectral con-
clusions on perturbations of multi-dimensional non-self-adjoint differential opera-
tors with non-empty essential spectrum and without the convenient tensor product
structure (since the latter is destroyed by usual perturbations e.g. in boundary
conditions or potential).
In the simplest setting of PT -symmetric waveguide (i.e. without potentials),
see [7, 6, 15, 21], we prove that the lowest part of the essential spectrum of the
unperturbed waveguide is of positive type; cf. Theorem 3.6 and Figure 3.2. Intu-
itively, the essential spectrum consists of layers [µk,∞) of definite type, where µk
are the eigenvalues of the transversal operator, however, the overlaps of layers spoil
the definiteness and only [µ0, µ1) remains of definite type. As a consequence, we
receive for “small” or “compact” PT -symmetric perturbations that:
(i) eigenvalues emerging from the lowest threshold are real;
(ii) essential spectrum in a neighborhood of µ0 may change, but it remains real;
(iii) accumulation of non-real eigenvalues to real essential spectrum in a neigh-
borhood of µ0 is excluded;
(iv) pseudospectra in a neighborhood of µ0 have a normal tame behavior;
for precise claims see (3.9) and Theorems 3.8, 3.10. It appears that only (i) and
moreover only in the simplest setting has been known, cf. [7, 21]. As our approach
does not rely on an explicit knowledge of Green’s function for the unperturbed
operator, we obtain analogous conclusions without additional efforts also if rather
general regular potentials are included (in which case the picture of definite type
spectra may be much richer, see Figure 3.3). Consideration of more general differ-
ential expressions in this context is motivated by applications to curved waveguides;
cf. [8, 16] for self-adjoint case. Finally, notice also that the stability results do not
apply if the spectrum is not of definite type; see Remark 3.9.
1.1. Notations and basic concepts. We denote by H a Hilbert space with the
scalar product (·, ·) (linear in the first entry) and the corresponding norm ‖·‖. B(H)
and C(H) stand for bounded (everywhere defined) and densely defined closed linear
operators in H, respectively. We denote by σ(T ), σapp(T ) and ρ(T ) the spectrum,
approximate point spectrum and resolvent set of T ∈ C(H), respectively. The
ε-pseudospectrum σε(T ) of T ∈ C(H) reads
σε(T ) :=
{
λ ∈ ρ(T ) : ‖(T − λ)−1‖ > ε−1} ∪ σ(T ).
A bounded symmetric involution J can be used to define a new, typically indefinite,
inner product [·, ·]J := (J ·, ·) in H and a Krein space (H, [·, ·]J); see e.g. [1, §I.3].
A J-self-adjoint operator T , i.e. T satisfying (1.1), is in fact a self-adjoint operator
in (H, [·, ·]J), nevertheless, we deliberately avoid the Krein space terminology here.
Finally, we recall the concept of spectra of definite type.
Definition 1.1. For T ∈ C(H) a point λ ∈ σapp(T ) is a spectral point of positive
(negative) type (with respect to J) if every approximate eigensequence {fn}n for T
corresponding to λ satisfies
lim inf
n→∞ (Jfn, fn) > 0, (resp., lim supn→∞
(Jfn, fn) < 0).
The set of all spectral points of T of positive (negative) type is denoted by σ++(T )
(resp., σ−−(T )). The union of spectral points of positive and negative type are
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spectral points of definite type; the complement of the latter set in the approximate
point spectrum (i.e. spectral points of not definite type) is denoted by
σ00(T ) := σapp(T ) \ (σ++(T ) ∪ σ−−(T )).
2. Spectra of definite type and tensor products
We show that, based on certain information on T1 and T2, some parts in the
spectrum of (1.3) are or are not of definite type. We denote by ⊗ (resp., by )
tensor (resp., pre-tensor) products of Hilbert spaces and operators; see e.g. [5, §2.4,
4.5, 5.7] or [24, §III.7.5] for details. Our basic assumption reads as follows.
Assumption 2.1. Let Tk ∈ C(Hk), k = 1, 2, be m-sectorial in (Hk, (·, ·)k) and let
S := T1  I2 + I1  T2, S := S. (2.1)
Moreover, let Jk be bounded symmetric involutions in Hk and let J := J1 ⊗ J2.
Notice that S is indeed closable and the closure S is m-sectorial in H1 ⊗H2 by
[23, §XIII.9, Cor. 2]. In the sequel, the spectral points of positive and negative type
are defined w.r.t. Jk for operators acting in Hk, k = 1, 2, and w.r.t. J := J1 ⊗ J2
for operators acting in H1 ⊗H2.
The “negative” results, i.e. identification of spectral points of S that cannot be of
definite type, are derived directly from the definition and the tensor-like structure
of S. To express claims in a more compact form, we define subsets of C
M+ :=
(
σ++(T1) + σ++(T2)
) ∪ (σ−−(T1) + σ−−(T2)),
M− :=
(
σ++(T1) + σ−−(T2)
) ∪ (σ−−(T1) + σ++(T2)),
M0 :=
(
σapp(T1) + σapp(T2)
) \ (M+ ∪M−). (2.2)
Proposition 2.2. Let Assumption 2.1 hold and M±, M0 be as in (2.2). Then
M0 ∪ (M+ ∩M−) ⊂ σ00(S), M+ ∩ σ−−(S) = ∅, M− ∩ σ++(S) = ∅.
Proof. We prove only the first inclusion and only for λ = λ1 + λ2 ∈ M0 ∪ (M+ ∩
M−) with λ1 ∈ σ00(T1) and λ2 ∈ σ++(T2); the rest is analogous. Since λ1 ∈
σ00(T1), there are two approximate eigensequences {fn}n, {gn}n ⊂ domT1 for T1
corresponding to λ1 such that limn→∞(J1fn, fn)1 ≤ 0 and limn→∞(J1gn, gn)1 ≥ 0.
Similarly for λ2 ∈ σ++(T2), there is an approximate eigensequence {hn}n ⊂ domT2
for T2 corresponding to λ2 such that limn→∞(J2hn, hn)2 > 0. It is easy to verify
that {fn⊗hn}n ⊂ dom S and {gn⊗hn}n ⊂ dom S are approximate eigensequences
for S corresponding to λ = λ1 + λ2. Thus, we get λ ∈ σ00(S) since
lim
n→∞
(
J(fn ⊗ hn), fn ⊗ hn
)
= lim
n→∞(J1fn, fn)1(J2hn, hn)2 ≤ 0,
lim
n→∞
(
J(gn ⊗ hn), gn ⊗ hn
)
= lim
n→∞(J1gn, gn)1(J2hn, hn)2 ≥ 0. 
The second assumption is essential for passing to “positive” results.
Assumption 2.3. Let Assumption 2.1 hold and let there exist projections P±k in
Hk and constants κ±k > 0, k = 1, 2, such that:
(i) Pµk P
ν
k = δµνP
µ
k for µ, ν ∈ {+,−}, k = 1, 2;
(ii) TkP
µ
k ⊃ Pµk Tk for µ ∈ {+,−}, k = 1, 2;
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(iii) for all fk ∈ H±k := P±k Hk, we have
±(Jkfk, fk)k ≥ κ±k ‖fk‖2k, k = 1, 2. (2.3)
Several remarks on Assumption 2.3 are given below. In what follows we always
take k = 1, 2 without repeating it everywhere. The concept of a uniformly definite
subspace (of a Krein space) implicitly employed in Assumption 2.3 (iii) is rather
standard; see e.g. [1, §I.5]. Note that H±k are reducing subspaces for the operators
Tk; cf. [11, §III.5.6]. Finding projections P±k is simple for isolated eigenvalues of
Tk; the Riesz projections corresponding to a finite number of isolated eigenvalues
of finite multiplicity and of the same definite type satisfy the assumption; this is
used in our application, see Theorem 3.6 and its proof. In a more general case,
P±k can be obtained from [3, Thm. 2.7] or [22, Thm. 5.2], where the existence of
a local spectral function is proved. In detail, if T ∈ C(H) is J-self-adjoint and
[a, b] ∩ σapp(T ) ⊂ σµµ(T ), µ ∈ {+,−}, then for all bounded subintervals ∆ of
(a, b) with ∆ ⊂ (a, b), there is a J-self-adjoint projection E(∆) such that TE(∆) ⊃
E(∆)T and ±(Jf, f) ≥ κ±‖f‖2 for all f ∈ E(∆)H with some κµ > 0.
The idea of Assumption 2.3 is to extract “++” and “−−” parts of Tk. Nev-
ertheless, we emphasize that we do not need to have spectral projections on the
entire σ++(Tk) or σ−−(Tk) (which allows for avoiding to require e.g. a Riesz basis
property of eigenvectors for Tk with purely discrete spectrum).
With Pµk from Assumption 2.3, define the projections and subspaces by
P rk := IH − P+k − P−k and Hrk := P rkH, k = 1, 2.
One can verify that the two families of projections {Pµk , P−k , P rk} satisfy
Pµk P
ν
k = δµνP
µ
k , µ, ν ∈ I := {+,−, r}, k = 1, 2, (2.4)
and we get the direct sum decompositions of Hk; Hk = H+k u H−k u Hrk, cf. [11,
§III.5.6]. By Assumption 2.3 (i)-(ii) the operators
Tµk u := Tku domT
µ
k := domTk ∩Hµk , µ ∈ I, k = 1, 2, (2.5)
are closed and following [11, §III.5.6] we end up with the direct sum decomposition
Tk = T
+
k u T−k u T rk, k = 1, 2. (2.6)
To explain next steps we first prove a simple technical lemma.
Lemma 2.4. Let {Pk}nk=1, n ∈ N, be a family of projections in H such that PiPj =
δijPi for i, j ∈ {1, 2, . . . , n} and
∑n
k=1 Pk = IH. Define the operator
Θ :=
n∑
k=1
P ∗kPk.
Then Θ ∈ B(H), it is uniformly positive and satisfies the commutation relation
ΘPj = P
∗
j Θ, j = 1, 2, . . . , n. (2.7)
Proof. Clearly, Θ ∈ B(H). Since f = ∑nk=1 Pkf , we get
(Θf, f) =
n∑
k=1
‖Pkf‖2 ≥ 1
n
‖f‖2, (2.8)
where we use Cauchy-Schwarz inequality in the second step, hence, Θ is uniformly
positive. Moreover, using PiPj = δijPi and P
∗
i P
∗
j = δijP
∗
i , we obtain (2.7). 
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Using Lemma 2.4, we construct uniformly positive bounded operators
Θk :=
∑
µ∈I
(Pµk )
∗Pµk , k = 1, 2.
Hence, the scalar products (·, ·)Θk := (Θk·, ·)k are well-defined on Hk and topolog-
ically equivalent to (·, ·)k. Due to commutation relations (2.4), the subspaces Hµk ,
µ ∈ I, are mutually orthogonal w.r.t. (·, ·)Θk . Thus, the decompositions (2.6) are or-
thogonal in (·, ·)Θk , i.e. T = T+⊕ΘkT−⊕ΘkT r, and σ(Tk) = σ(T+k )∪σ(T−k )∪σ(T rk).
Consider now H := H1 ⊗ H2 endowed with the natural scalar product (·, ·)H
induced from the scalar products (·, ·)k. By Lemma 2.4 and [5, Thm. 5.7.4]
Φ := Θ1 ⊗Θ2 (2.9)
is bounded and uniformly positive in H. Thus, the scalar product
(·, ·)Φ := (Φ·, ·) (2.10)
is well-defined on H and topologically equivalent to the initial product (·, ·).
Define the subspacesHµν := Hµ1⊗Hν2 , µ, ν ∈ I and observe thatH = ⊕µ,ν∈IΦ Hµν .
We introduce operators (the closures are m-sectorial in respective Hilbert spaces)
Sµν := Tµ1  Iν2 + Iµ1  T ν2 , Sµν := Sµν , µ, ν ∈ I, (2.11)
and also some specific orthogonal sums
Sr := Sr+ ⊕Φ Sr− ⊕Φ Srr ⊕Φ S+r ⊕Φ S−r,
S+ := S++ ⊕Φ S−−,
S− := S+− ⊕Φ S−+.
(2.12)
Next, using the tensor product rules (see e.g. [5, Prop. 4.5.6]) we obtain that S
in (2.1) can be decomposed as S = ⊕µ,ν∈IΦ Sµν and taking the closures we get
S = S = ⊕µ,ν∈IΦ Sµν . (2.13)
From Assumption 2.3 and with J = J1 ⊗ J2, we verify that for µ ∈ {+,−}
(Jf, f) ≥ κµ1κµ2 ‖f‖2, for all f ∈ Hµµ, (2.14)
and that for µ, ν ∈ {+,−}, µ 6= ν,
(Jf, f) ≤ −κµ1κν2‖f‖2, for all f ∈ Hµν . (2.15)
The following theorem is the key result of this section. We get a slightly sharper
result in item (iii) since also the mutual collocations of subspaces H±k are used.
Theorem 2.5. Let Assumption 2.3 hold and let the m-sectorial operators Sµν ,
µ, ν ∈ I, Sµ, µ ∈ I and S be as in (2.11), (2.12) and (2.13), respectively. Let
σ++(S) and σ−−(S) be defined w.r.t. J = J1 ⊗ J2. Then for µ, ν ∈ {+,−}, µ 6= ν,
the following statements hold.
(i) σapp(S
µµ) \ (σ(S−) ∪ σ(Sr) ∪ σ(Sνν)) ⊂ σ++(S).
(ii) σapp(S
µν) \ (σ(S+) ∪ σ(Sr) ∪ σ(Sνµ)) ⊂ σ−−(S).
(iii) If, in addition, there exist constants κ+−k ≥ 0, for k = 1, 2, such that
|(Jkf+k , f−k )k| ≤ κ+−k ‖f+k ‖k‖f−k ‖k, for all f±k ∈ H±k ,
and, moreover, that (κ+−1 κ
+−
2 )
2 < κ+1 κ
+
2 κ
−
1 κ
−
2 . Then
σapp(S
µ) \ (σ(Sν) ∪ σ(Sr)) ⊂ σµµ(S). (2.16)
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Proof. Let Φ and (·, ·)Φ be as in (2.9) and (2.10), respectively.
(i) We show the first inclusion (µ = +, ν = −) only, the rest is fully analogous.
The decomposition (2.13) can be restructured as
S = S++ ⊕Φ S0, (2.17)
where S0 := S−− ⊕Φ S− ⊕Φ Sr. Let λ ∈ σapp(S++) \ σ(S0) ⊂ σapp(S). Pick an
arbitrary approximate eigensequence {fn}n for the operator S corresponding to λ.
Each element fn can be decomposed uniquely as fn = f
++
n + f
0
n with f
++
n ∈ H++
and f0n ⊥Φ H++. By the equivalence of the norms ‖ · ‖ and ‖ · ‖Φ, where ‖f‖2Φ :=
(f, f)Φ, we get
‖(S− λ)fn‖Φ ≤M‖(S− λ)fn‖ → 0 (2.18)
with some M > 0. Furthermore, the orthogonal decomposition (2.17) gives
‖(S− λ)fn‖2Φ = ‖(S++ − λ)f++n ‖2Φ + ‖(S0 − λ)f0n‖2Φ. (2.19)
Since λ ∈ ρ(S0), there exists kλ > 0 such that ‖(S0 − λ)f0n‖ ≥ kλ‖f0n‖. Thus, using
equivalence of the norms (‖ · ‖ and ‖ · ‖Φ), (2.18), and (2.19), we conclude that
‖f0n‖ → 0 and hence ‖f++n ‖ → 1. Finally, the former and (2.14) (with µ = +)
imply that λ ∈ σ++(S) since
lim inf
n→∞ (Jfn, fn) = lim infn→∞ (Jf
++
n , f
++
n ) ≥ lim inf
n→∞ κ
+
1 κ
+
2 ‖f++n ‖2 = κ+1 κ+2 > 0.
(ii) The proof is analogous to the one of item (i). In the case µ = + and ν = − the
decomposition (2.13) is restructured as S = S+−⊕ΦS0 where S0 := S−+⊕ΦS+⊕ΦSr.
The case µ = − and ν = + is analogous.
(iii) We follow the lines of the proofs of items (i) and (ii). In the case µ = +
and ν = − the decomposition in (2.13) is restructured as S = S+ ⊕Φ S0 where
S0 = S− ⊕Φ Sr. A straightforward adaptation of the above arguments shows that
any approximate eigensequence {fn}n for the operator S corresponding to a point
λ ∈ σapp(S+) \ σ(S0) can be uniquely decomposed as fn = f++n + f−−n + f0n with
f++n ∈ H++, f−−n ∈ H−− and f0n ⊥Φ (H++⊕ΦH−−). Analogously, we get ‖f0n‖ →
0 and ‖f++n + f−−n ‖ → 1. Similarly to (2.14) and (2.15) one can derive
|(Jf++, f−−)| ≤ κ+−1 κ+−2 ‖f++‖‖f−−‖, f++ ∈ H++, f−− ∈ H−−.
Thanks to the condition (κ+−1 κ
+−
2 )
2 < κ+1 κ
+
2 κ
−
1 κ
−
2 , for all sufficiently small δ > 0,
we have κ(δ) :=
[
(κ+1 κ
+
2 − δ)(κ−1 κ−2 − δ)
]1/2 − κ+−1 κ+−2 > 0 and, for such δ > 0,
we then obtain, using (2.14) and Cauchy-Schwarz inequality in addition, that for
f+n = f
++
n + f
−−
n holds
(Jf+n , f
+
n ) = (J(f
++
n + f
−−
n ), f
++
n + f
−−
n )
≥ κ+1 κ+2 ‖f++n ‖2 + κ−1 κ−2 ‖f−−n ‖2 − 2|(Jf++n , f−−n )|
≥ κ+1 κ+2 ‖f++n ‖2 + κ−1 κ−2 ‖f−−n ‖2 − 2κ+−1 κ+−2 ‖f++n ‖‖f−−n ‖,
≥ 2κ(δ)‖f++n ‖‖f−−n ‖+ δ
(‖f++n ‖2 + ‖f−−n ‖2)
≥ δ(‖f++n ‖2 + ‖f−−n ‖2) ≥ δ2‖f++n + f−−n ‖2 = δ2‖f+n ‖2.
Hence, using ‖f0n‖ → 0 and ‖f+n ‖ → 1 we obtain
lim inf
n→∞ (Jfn, fn) = lim infn→∞ (Jf
+
n , f
+
n ) ≥
δ
2
lim inf
n→∞ ‖f
+
n ‖2 =
δ
2
> 0.
Thus λ ∈ σ++(S) and the first inclusion in (2.16) is proven; the rest is analogous. 
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3. Application: PT -symmetric waveguides
We investigate the two-dimensional PT -symmetric waveguide suggested in [7]
and studied further in [6, 15, 21]. We view the waveguide as a perturbation of a
certain “unperturbed” operator defined in Subsection 3.2, having the tensor prod-
uct structure (1.3). Based on our abstract machinery from Section 2 and known
properties of the transversal one-dimensional operator given in Subsection 3.3, we
fully characterize the spectra of definite type for this unperturbed operator in The-
orem 3.6. In the proof we deliberately avoid using the Riesz basis property of the
eigensystem of the transversal operator HIiα0 , which is typically not available in
other similar problems. Finally, in Subsection 3.5 we apply perturbation results to
reveal intervals of definite type spectra for the original (perturbed) operator, not
having the convenient tensor product structure, and employ properties of definite
type spectra to draw spectral conclusions on the original operator.
3.1. Definition of the waveguide. Let I := (−a, a), a ∈ (0,∞), Ω := R× I and
Σ± := R × {±a}; the latter are the opposite sides of the strip Ω. We denote the
inner product in L2(Σ±) by (·, ·)Σ± and in both L2(Ω) and L2(Ω;C2) by (·, ·)Ω.
Let J1 := IL2(R) and J2 := P where
(Pψ)(y) := ψ(−y), ψ ∈ L2(I). (3.1)
Both Jk, k = 1, 2, are bounded symmetric involutions; J1 is uniformly positive and
J2 is indefinite. The tensor product J = J1 ⊗ J2 is easily seen to act as
(Ju)(x, y) = u(x,−y), u ∈ L2(Ω). (3.2)
The complex conjugation operator on any of the used functional spaces is denoted
by T ψ := ψ. Further, we introduce the space of bounded PT -symmetric functions
L∞PT (Ω) :=
{
V ∈ L∞(Ω;C) : V (x, y) = V (x,−y)}.
Definition 3.1. Let V ∈ L∞PT (Ω) and α ∈ L∞(R;C). The m-sectorial operator
HΩα,V in L
2(Ω) associated to the densely defined, closed, sectorial form
H1(Ω) 7→ ‖∇u‖2Ω + (V u, u)Ω + (αu|Σ+ , u|Σ+)Σ+ + (αu|Σ− , u|Σ−)Σ− , (3.3)
cf. [11, Thm. VI.2.1] and [7], represents the PT -symmetric waveguide with the
coupling function α and the potential V . If V ≡ 0, we write HΩα instead of HΩα,0.
Remark 3.2. It can be verified by the first representation theorem, cf. [11, Thm. VI.2.1],
that HΩα,V is PT -symmetric w.r.t parity (Pu)(x, y) := u(x,−y), i.e. PT (HΩα,V ) ⊆
(HΩα,V )PT or, using formally the commutator, [PT ,HΩα,V ] = 0. Moreover, HΩα,V is
also P-self-adjoint and T -self-adjoint, i.e. HΩα,V = T (HΩα,V )∗T .
3.2. The unperturbed operator. Let V0 ∈ L∞(R;R) and α ∈ C be fixed. In
what follows we denote the functions R 3 x 7→ α and Ω 3 (x, y) 7→ V0(x) again
by α and V0. Define the self-adjoint operator H
R
V0
in L2(R) and the m-sectorial
operator HIα in L
2(I) (cf. [7]) as:
HRV0ψ := −ψ′′ + V0ψ, domHRV0 := H2(R); (3.4)
HIαψ := −ψ′′, domHIα :=
{
ψ ∈ H2(I) : ψ′(±a) = −αψ(±a)}.(3.5)
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Henceforth, HRV0 and H
I
α are called the longitudinal and the transversal operators,
respectively. Introduce the sectorial operator Sα,V0 := H
R
V0
 IL2(I) + IL2(R)  HIα
acting in L2(Ω) = L2(R)⊗ L2(I), which is closable and its closure
HΩα,V0 := Sα,V0 (3.6)
is m-sectorial in L2(Ω), see [23, §XIII.9, Cor. 2]. It can be shown by standard argu-
ments that this new definition of HΩα,V0 coincides with Definition 3.1 in the special
case of constant coupling function and potential dependent only on x-variable.
Except for Remark 3.9, we restrict our analysis to the case α = iα0 with α0 ∈ R.
3.3. The transversal operator. First, we collect known results.
Proposition 3.3 ([12]). Let HIiα0 , α0 ∈ R, be as in (3.5) and P as in (3.1). Then
(i) we have
(HIiα0)
∗ = HI−iα0 , H
I
iα0 = P(HIiα0)∗P, PT (HIiα0) ⊆ (HIiα0)PT ;
(ii) σ(HIiα0) = ∪n∈N0{λn} ⊂ R, where λ0 = α20 and λn =
(
pin
2a
)2
, n ∈ N;
(iii) if ± 2api α0 /∈ N, then all the eigenvalues are simple; otherwise λ0 has the
geometric multiplicity one and the algebraic multiplicity two and all the
other eigenvalues are simple.
Next, we classify the definiteness of eigenvalues of HIiα0 , see also Figure 3.1.
Proposition 3.4. Let HIiα0 and {λn}n∈N0 be as in (3.5) and in Proposition 3.3 (ii),
respectively. Let {µn}n∈N0 be eigenvalues {λn}n∈N0 ordered in non-decreasing order
(with algebraic multiplicities). Define the set
E(α0) :=
{
∅ if α20 /∈ {λn}n∈N,
{n∗ − 1, n∗} if α20 = λn∗ for some n∗ ∈ N.
Then, with respect to J2 = P in (3.1),
σ++(H
I
iα0) = {µ2n : n ∈ N0, 2n /∈ E(α0)},
σ−−(HIiα0) = {µ2n+1 : n ∈ N0, 2n+ 1 /∈ E(α0)},
σ00(H
I
iα0) = {µn : n ∈ E(α0)}.
0 1 2 3 4
α00
2
4
6
8
10
12
λ
Figure 3.1. Lowest eigenvalues of HIiα0 as a function of α0 ∈ R+ for a =
pi/2. The red (full) curves correspond to σ++(H
I
iα0), the blue (dashed)
curves to σ−−(HIiα0). The spectral points of not definite type (black
balls) appear for exceptional values α0 = 1, 2, 3, . . . only.
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Proof. The eigenfunctions corresponding to α20 and {λn}n∈N read, cf. [14, Prop.2.4],
ψ0(x) = e
−iα0(x+a), ψn(x) = cos(
√
λn(x+ a))− iα0√
λn
sin(
√
λn(x+ a)), n ∈ N.
The claims follow from the direct computations
(Pψ0, ψ0)I = sin(2α0a)
α0
, (Pψn, ψn)I = a (−1)
n(λn − λ0)
λn
, n ∈ N. 
3.4. Spectra of definite type of the unperturbed waveguide. Slightly ex-
tending [7, Prop. 4.2, Rem. 4.2], one can straightforwardly check the following.
Lemma 3.5. Let α0 ∈ R, V0 ∈ L∞(R;R) and HRV0 , HIiα0 and HΩiα0,V0 be as
in (3.4), (3.5) and (3.6), respectively. Then HΩiα0,V0 = J(H
Ω
iα0,V0
)∗J with J as
in (3.2). Moreover, we have
σ(HΩiα0,V0) = σ(H
I
iα0) + σ(H
R
V0).
In particular, for V0 ≡ 0, σ(HΩiα0) = [µ0,∞), where µ0 = minσ(HIiα0).
Notice that for the operators HIiα0 and H
R
V0
the sets defined in (2.2) read as
Mµ = σµµ(HIiα0) + σ(HRV0), µ ∈ {+,−, 0}, M :=M+ ∪M− ∪M0. (3.7)
The definiteness of spectral points of HΩiα0,V0 can be then characterized completely.
Theorem 3.6. Let α0 ∈ R, V0 ∈ L∞(R;R), HΩiα0,V0 be as in (3.6), Mµ, µ ∈
{+,−, 0} be as in (3.7) and {µn}n∈N0 be as in Proposition 3.4. Then,
σ++(H
Ω
iα0,V0) =M+ \ (M− ∪M0), σ−−(HΩiα0,V0) =M− \ (M+ ∪M0),
σ00(H
Ω
iα0,V0) =M0 ∪ (M+ ∩M−),
with respect to J as in (3.2). Thus, for HΩiα0 (i.e. V0 ≡ 0) in particular, we have
σ++(H
Ω
iα0) = [µ0, µ1), σ−−(H
Ω
iα0) = ∅, σ00(H
Ω
iα0) = [µ1,∞).
Proof. In what follows, let H1 = L2(R), H2 = L2(I), T1 := HRV0 , T2 := HIiα0 ,
S := T1  I2 + I1  T2, J1 := I1 and J2 := P with HRV0 , HIiα0 , P as in (3.4), (3.5)
and (3.1), respectively. First, observe that M = σ(S) = σapp(S). Moreover, by
Proposition 2.2, M0 ∪ (M+ ∩M−) ⊂ σ00(S) and σ±±(S) ⊂ M± \ (M∓ ∪M0).
The opposite inclusions for the latter are shown below.
Define the projections P+1 := I1 and P
−
1 := 0 in H1; notice that P r1 = 0 as well.
Obviously, H1, T1, J1, P±1 and H±1 := P±1 H1 satisfy Assumption 2.3 with κ+1 = 1.
Now we decompose T2. We order the eigenvalues of T2 of positive and nega-
tive type, see Proposition 3.4, in the increasing order σ±±(T2) = {µ±n }n∈N0 and
denote by {Q±n }n∈N0 the corresponding Riesz (spectral) projections. Let N ∈ N0
be arbitrary and define P±2 (N) :=
∑N
n=0Q
±
n , P
r
2(N) := I2 − P+2 (N)− P−2 (N).
For every N ∈ N0, the family H2, T2, J2, P±2 (N) and H±2 (N) := P±2 (N)H2 satis-
fies Assumption 2.3 if we verify (2.3). To this end, observe that, for {Q±0 , . . . , Q±N , I2−
P±2 (N)}, Lemma 2.4 yields operators Θ±(N) such that we have the orthogonal de-
compositions
H2 = P±2 (N)H2 ⊕Θ±(N) (I2 − P±2 (N))H2,
H±2 (N) = Q±0 H2 ⊕Θ±(N) Q±1 H2 ⊕Θ±(N) · · · ⊕Θ±(N) Q±NH2,
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w.r.t. products (Θ±(N)·, ·)I inducing norms equivalent to ‖ · ‖I. Using the latter
and the mutual J2-orthogonality of Q
±
n (since the corresponding eigenfunctions of
T2 are J2-orthogonal), we obtain for arbitrary f
± ∈ H±2 (N) that
±(J2f±, f±)I = ±
N∑
n=0
(J2Q
±
n f
±, Q±n f
±)I ≥
N∑
n=0
κ±n ‖Q±n f±‖2I
≥ min
n=0,...,N
κ±n
N∑
n=0
‖Q±n f±‖2I ≥
minn=0,...,N κ
±
n
N + 1
‖f±‖2I ,
here κ±n := ±(J2ψ,ψ)I, where ψ ∈ domHIiα0 satisfies HIiα0ψ = µ±nψ and ‖ψ‖I = 1,
and the inequality in (2.8) is used in the last step.
Next, as in (2.5), (2.11) and (2.12), we introduce the operators Tµ1 , T
µ
2 (N) with
µ ∈ I = {+,−, r}, defined on the respective subspaces Hµ1 := Pµ1 H1, Hµ2 (N) :=
Pµ2 (N)H2, and the corresponding tensor products Sµν(N) and Sµ(N), µ, ν ∈ I.
It is straightforward to see that σ(T+1 ) = σ(T1), σ(T
−
1 ) = σ(T
r
1) = ∅, σ(T
±
2 (N)) =
{µ±n }Nn=0 and σ(T r2(N)) = σ(T2) \ (σ(T+2 (N)) ∪ σ(T−2 (N))). Hence, we obtain
σ(S+(N)) = σ(S++(N)) = ∪Nn=0(µ+n + σ(T1)),
σ(S−(N)) = σ(S+−(N)) = ∪Nn=0(µ−n + σ(T1)),
σ(Sr(N)) = σ(S) \ ((∪Nn=0(µ+n + σ(T1))) ∪ (∪Nn=0(µ−n + σ(T1)))) .
From Theorem 2.5 (i) and (ii), we receive that, for every N ∈ N0,( ∪Nn=0 (µ±n + σ(T1))) \ (M∓ ∪M0 ∪ (∪∞n=N+1(µ±n + σ(T1)))) ⊂ σ±±(S),
thus the proof is complete since M± \ (M∓ ∪M0) ⊂ σ±±(S). 
The definiteness of the low-lying spectral points in σ(HΩiα0) for V0 ≡ 0 is visualized
in Figure 3.2. For a non-trivial V0 6= 0, σ(HRV0) can be more complicated than [0,∞),
which yields much richer structure for σ(HΩiα0,V ); see Figure 3.3 for an illustration.
σ(HΩi )
σ00(H
Ω
i )
0 1
σ(HΩ√
3i
)
σ00(H
Ω√
3i
)
0 1
M+ ⊃ [1,∞)
σ++(H
Ω√
3i
)
M− ⊃ [3,∞)
M+ ⊃ [4,∞)
M− ⊃ [9,∞)
M0 ⊃ [1,∞)
M+ ⊃ [4,∞)
M− ⊃ [9,∞)
Figure 3.2. The bottom of σ(HΩiα0) and parts of setsM±,M0 for a =
pi/2, α0 = 1 and α0 =
√
3 (left to right).
3.5. Perturbations of PT -symmetric waveguides. We perturb the waveguide
Hiα0,V0 both in boundary conditions and potential. As long as ‖α − β‖∞ and
‖V −W‖∞ are small, the gap distance δ̂ (HΩα,V ,HΩβ,W ), cf. [11, Sec. IV §2], between
HΩα,V and H
Ω
β,W is small. Moreover, the resolvent difference of H
Ω
α,V and H
Ω
β,W is
compact if α− β ∈ L∞∞(R) and V −W ∈ L∞∞(Ω), where for X ∈ {R,Ω}, we define
L∞∞(X) :=
{
u ∈ L∞(X;C) : {x ∈ X : |u(x)| ≤ ε} is bounded ∀ε > 0}.
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σ(HΩiα0,V0)
M+ ⊃ α20 + σ(HRV0)
M− ⊃ µ1 + σ(HRV0)
M+ ⊃ µ2 + σ(HRV0)
M− ⊃ µ3 + σ(HRV0)
Figure 3.3. A possible structure and definiteness of the bottom of
σ(HΩiα0,V0) for V0 6= 0. The color codding (red for ++, blue for −−
and black for 00) is the same as in Figure 3.2.
We indicate how this slight extension of [7, Prop. 5.1] and [21, Prop. 4.7], where
less general perturbations in boundary conditions were considered, can be proved.
Proposition 3.7. Let a > 0, α ∈ L∞(R;C) and V ∈ L∞PT (Ω;C). Then
(i) for any ε > 0 there exists δ = δ(ε, a, α, V ) > 0 such that for β ∈ L∞(R;C)
and W ∈ L∞PT (Ω) satisfying ‖β − α‖∞ + ‖W − V ‖∞ ≤ δ the operators HΩα,V
and HΩβ,W in Definition 3.1 fulfill δ̂ (H
Ω
α,V ,H
Ω
β,W ) ≤ ε;
(ii) if α− β ∈ L∞∞(R) and V −W ∈ L∞∞(Ω), then (HΩα,V − λ)−1− (HΩβ,W − λ)−1 is
compact for all λ ∈ ρ(HΩα,V ) ∩ ρ(HΩβ,W ).
Proof. (i) The claim follows in a straightforward way from [11, Thm. VI.3.6] and
Ehrling-type lemma, see e.g. [7, Lem. 3.1] for details in this special situation.
(ii) Set U := W − V and ω := β − α. Denote RΩα,V (λ) := (HΩα,V − λ)−1 for
λ ∈ ρ(HΩα,V ) and define the operators T±α,V (λ) : L2(Ω) → L2(R), T±α,V (λ)f :=
((RΩα,V (λ)f)|Σ± and similarly for α and V replaced by β and W . Since HΩα,V and
HΩβ,W are m-sectorial, there exists a < 0 such that a ∈ ρ(HΩα,V )∩ρ(HΩβ,W )∩ρ(HΩα,V )∩
ρ(HΩ
β,W
). The resolvent difference is denoted by D := RΩα,V (a)− RΩβ,W (a).
From the trace theorem ([20, Chap. 3]), the operators T±α,V (a) are everywhere
defined in L2(Ω) and bounded, moreover, we have ranT±α,V (a) ⊂ H1/2(R). Let
f, g ∈ L2(Ω) and set u := RΩα,V (a)f , v := RΩβ,W (a)g. Then, we have
(Df, g)Ω =
(
RΩα,V (a)f, g
)
Ω
− (RΩβ,W (a)f, g)Ω = (u, g)Ω − (f, v)Ω
=
(
u, (HΩ
β,W
− a)v)
Ω
− ((HΩα,V − a)u, v)Ω
= (u,HΩ
β,W
v)Ω − (HΩα,V u, v)Ω.
(3.8)
Observe that u, v ∈ H1(Ω), which is the form domain of both the operators HΩα,V
and HΩ
β,W
. Hence, we can use [11, Thm. VI.2.1, VI.2.5] to rewrite (3.8) as
(Df, g)Ω = (Uu, v)Ω + (ωu|Σ+ , v|Σ+)Σ+ + (ωu|Σ− , v|Σ−)Σ− ,
where we made use of (3.3). In fact, we have shown the resolvent identity
D = RΩβ,W (a)UR
Ω
α,V (a) + (T
+
β,W
(a))∗ωT+α,V (a) + (T
−
β,W
(a))∗ωT−α,V (a).
The compactness of D follows from U ∈ L∞∞(Ω), ω ∈ L∞∞(R) and inclusions
ranT±α,V (a) ⊂ H1/2(R), ranRΩα,V (a) = domHΩα,V ⊂ H1(Ω). In detail, for X ∈
{Ω,R} the product of any A ∈ L∞∞(X) and B ∈ B(H, L2(X)) with ranB ⊂ Hs(X),
s > 0, is a compact operator from H into L2(X) . The latter can be shown using
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compactness of Sobolev embeddings and the definition of L∞∞(X); cf. [19, Lem.
3.3 (i)] and its proof. 
3.6. Spectral conclusions for the perturbed waveguide. We draw a spectral
conclusion on PT -symmetric waveguides based on Theorem 3.6 and stability of
definite type spectra. Notice that in the case V0 ≡ 0, the sets in the claims of
Theorems 3.8 and 3.10 are explicit, namely (cf. Theorem 3.6)
M+ \ (M− ∪M0) = [µ0, µ1), M− \ (M+ ∪M0) = ∅. (3.9)
Theorem 3.8. Let a > 0, α0 ∈ R, V0 ∈ L∞(R;R) and M±,M0,M be as in (3.7).
Then for any compact set F ⊂ C satisfying either F ∩M ⊂M+ \ (M− ∪M0) or
F∩M ⊂M−\(M+∪M0), there exists a constant δ = δ(F , a, α0, V0) > 0 such that
for any α ∈ L∞(R;C) and any V ∈ L∞PT (Ω;C) with ‖α− iα0‖∞ + ‖V − V0‖∞ ≤ δ
the operator HΩα,V in Definition 3.1 satisfies:
(i) σ(HΩα,V ) ∩ F ⊂ R;
(ii) σε(H
Ω
α,V ) ∩ F ⊂
{
λ ∈ F : |Imλ| ≤ εM}, ε > 0, with M = M(F , a, α, V ) > 0.
Proof. We prove the claim only for F ∩M ⊂ M+ \ (M− ∪M0); the other case
is analogous. By Lemma 3.5 and Theorem 3.6 we have σ(Hiα0,V0) = M and
σ++(H
Ω
iα0,V0
) =M+\(M−∪M0). By Theorem A.5 there exists γ = γ(F , a, α0, V0),
γ ∈ (0, 1), such that for any operator H ∈ C(L2(Ω)) satisfying δ̂(HΩiα0,V0 ,H) ≤ γ we
have F ⊂ σ++(H) ∪ r(H). By Proposition 3.7 there exists δ = δ(γ, a, α0, V0) >
0 such that for ‖α − iα0‖∞ + ‖V − V0‖∞ ≤ δ we have δ̂(HΩiα0,V0 ,HΩα,V ) ≤ γ.
Moreover, since HΩα,V is T -self-adjoint, see Remark 3.2, the residual spectrum
of HΩα,V is empty, cf. [7, Cor. 2.1], thus r(H
Ω
α,V ) = ρ(H
Ω
α,V ). Hence, we obtain
F ⊂ σ++(HΩα,V ) ∪ ρ(HΩα,V ). Now J-self-adjointness of HΩα,V , w.r.t. J in (3.2), and
Theorem A.2 (i), (ii) imply the claims. 
Remark 3.9. In particular, for V0 ≡ 0, Theorem 3.8 shows that the lowest part of
the essential spectrum which is of ++ type, remains real for all sufficiently small
perturbations respecting the symmetry. If the bottom of the essential spectrum is
not of definite type, such conclusions are not valid as shown below.
If a = pi/2 and α0 = 1, then the whole σess(H
Ω
i ) is not of definite type, see
Theorem 3.6 and Figure 3.2. We consider HΩi+β0 with β0 ∈ R, i.e. a perturbation
of HΩi in boundary conditions. The eigenvalues of the new transversal operator
HIi+β0 obey the algebraic equation (with λ = k
2)
(k2 − 1− β20) sin(pik)− 2β0k cos(pik) = 0, (3.10)
see [13, Prop. 4.3]. While k = 1 is clearly the solution of (3.10) for β0 = 0, it
is not difficult to verify that, for any negative β0 with sufficiently small |β0|, the
only two solutions κ1, κ2, of (3.10) in the neighborhood of k = 1 are non-real.
Note also that κ1 → 1 as β0 → 0. Hence, for β0 < 0 with sufficiently small |β0|,
the essential spectrum of HΩi+β0 contains two non-real branches κ
2
1 + R+, κ22 + R+
with κ22 = κ
2
1 /∈ R. It can also be shown that all the other solutions of (3.10) for
sufficiently small |β0| are real. Hence, the operator HΩi+β0 has also one more real
branch of the essential spectrum κ23 +R+; see Figure 3.4. On the qualitative level,
arbitrary small perturbation of HΩi in the gap metric drastically changes spectral
properties of the Hamiltonian.
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Imλ
Reλ
κ23
κ22
κ21
Figure 3.4. σ(HΩi+β0) = σess(H
Ω
i+β0
) for β0 < 0 with sufficiently small
|β0| consists of two non-real branches κ21 +R+ and κ22 +R+ and one real
branch κ23 + R+.
Theorem 3.10. Let a > 0, α0 ∈ R, V0 ∈ L∞(R;R), M,M±,M0 be as in (3.7),
α ∈ L∞(R;C) be such that α − iα0 ∈ L∞∞(R) and let V ∈ L∞PT (Ω) be such that
V (x, y)−V0(x) ∈ L∞∞(Ω). Assume that the interval [a, b] satisfies either [a, b]∩M ⊂
M+ \ (M− ∪ M0) or [a, b] ∩ M ⊂ M− \ (M+ ∪ M0). Then there is an open
neighborhood U ⊂ C of [a, b] such that HΩα,V from Definition 3.1 satisfies:
(i) σ(HΩα,V ) ∩ U ⊂ R;
(ii) σε(H
Ω
α,V )∩U ⊂
{
λ ∈ U : |Imλ| ≤Mε1/m}, ε > 0, with m = m(U , a, α, V ) ∈ N
and M = M(U , a, α, V ) > 0;
(iii) there exists at most finite number of eigenvalues {νk}Nk=1, N ∈ N0, of HΩα,V in
[a, b] such that for any [c, d] ⊂ [a, b]\∪Nk=1{νk} one finds an open neighborhood
V ⊂ C for which σε(HΩα,V ) ∩ V ⊂
{
λ ∈ V : |Imλ| ≤ Kε} for any ε > 0 with
K = K(V, a, α, V ) > 0.
Proof. We give the proof only for the case [a, b] ∩M ⊂ M+ \ (M− ∪M0); the
second case is analogous. By Lemma 3.5 and Theorem 3.6 we have σ(HΩiα0,V0) =
M and σ++(HΩiα0,V0) = M+ \ (M− ∪ M0). By Proposition 3.7 the resolvent
difference RΩα,V (λ)− RΩiα0,V0(λ) is compact for all λ ∈ ρ(HΩα,V ) ∩ ρ(HΩiα0,V0). Hence,
by Theorem A.4 we have [a, b] ⊂ σpi+(HΩα,V ) ∪ ρ(HΩα,V ). Moreover, the essential
spectrum of HΩα,V (all five definitions in [9, Sec. IX] coincide for H
Ω
α,V ) is the same as
for HΩiα0,V0 , cf. [9, Thm. IX.2.4]. This implies in particular that [a, b] ⊂ ρ(HΩα,V ) and
therefore the J-self-adjointness of HΩα,V , w.r.t. J in (3.2), and Theorem A.3 (i), (ii)
imply respective items of this theorem. Theorem A.3 (i), (iii) and Theorem A.2 (ii)
yield item (iii). 
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Appendix A. Properties of spectra of definite type and of type pi
In what follows H is a Hilbert space and J is a bounded symmetric involution in
H. Spectra of definite type or type pi are always defined w.r.t. this J . For T ∈ C(H),
the set of points of regular type is denoted by r(T ) := C \ σapp(T ).
Definition A.1 ([4, 22]). A spectral point λ ∈ σapp(T ) is of type pi+ (or pi−)
w.r.t. J if there exists a closed subspace Hλ ⊆ H with codimHλ < ∞ such that
every approximate eigensequence {fn}n ⊂ Hλ ∩ domT corresponding to λ satisfies
lim inf
n→∞ (Jfn, fn) > 0, (resp., lim supn→∞
(Jfn, fn) < 0).
The set of all spectral points of type pi± of T is denoted by σpi±(T ).
Theorem A.2. [4, Prop. 3] Let T ∈ C(H) be such that T = JT ∗J . Then
(i) σ++(T ) ∪ σ−−(T ) ⊆ R.
(ii) If F ⊂ R is closed and either F ∩σ(T ) ⊆ σ++(T ) or F ∩σ(T ) ⊆ σ−−(T ), then
there exists an open neighborhood U ⊂ C of F and a constant M = M(F , T ) >
0 such that U \ R ⊂ ρ(T ) and σε(T ) ∩ U ⊂
{
λ ∈ U : |Imλ| ≤Mε} for ε > 0.
Theorem A.3. [4, Thm. 17, Thm. 18, Thm. 20] Let T ∈ C(H) be such that
T = JT ∗J . Then the following statements hold.
(i) If λ0 ∈ σpi+(T )\σ++(T ) (λ0 ∈ σpi−(T )\σ−−(T )), then λ0 ∈ σp(T ) and there is
a corresponding eigenvector ψ0 satisfying (Jψ0, ψ0) ≤ 0 (resp., (Jψ0, ψ0) ≥ 0).
(ii) Let a closed finite interval [a, b] be such that
[a, b] ∩ σ(T ) ⊆ σpi±(T ) and [a, b] ⊂ ρ(T ),
where ρ(T ) stands for the topological closure of ρ(T ) in C. Then there exists
an open neighborhood U ⊂ C of [a, b] such that:
(a) σ(T ) ∩ U ⊂ R;
(b) there exist constants m = m(U , T ) ∈ N and M = M(U , T ) > 0 for which
σε(T ) ∩ U ⊂
{
λ ∈ U : |Imλ| ≤Mε1/m}, for ε > 0;
(c) there is at most finite number N ∈ N0 of exceptional eigenvalues {νk}Nk=1 ⊂
U ∩ R of T such that (U ∩ σ(T ) ∩ R) \ {νk}Nk=1 ⊂ σ±±(T ).
Theorem A.4. [4, Thm. 19] Let Tk ∈ C(H) be such that Tk = JT ∗k J , k = 1, 2.
Assume that ρ(T1) ∩ ρ(T2) 6= ∅ and that (T2 − µ)−1 − (T1 − µ)−1 is compact for
some µ ∈ ρ(T1) ∩ ρ(T2). Then
(σpi±(T2) ∪ ρ(T2)) ∩ R = (σpi±(T1) ∪ ρ(T1)) ∩ R.
Theorem A.5. [2, Thm. 4.5] Let T1 ∈ C(H). Let a compact set F ⊂ C satisfy
F ⊂ σ++(T1) ∪ r(T1), (resp. F ⊂ σ−−(T1) ∪ r(T1)). Then there exists a constant
γ = γ(F , T1) ∈ (0, 1) such that, for all T2 ∈ C(H) satisfying δ̂(T1, T2) ≤ γ,
F ⊂ σ++(T2) ∪ r(T2), (resp., F ⊂ σ−−(T2) ∪ r(T2)).
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