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Abstract: Multivariate linear regressions are widely used statistical tools in many applications
to model the associations between multiple related responses and a set of predictors. To infer
such associations, it is often of interest to test the structure of the regression coefficients
matrix, and the likelihood ratio test (LRT) is one of the most popular approaches in practice.
Despite its popularity, it is known that the classical χ2 approximations for LRTs often fail
in high-dimensional settings, where the dimensions of responses and predictors (m, p) are
allowed to grow with the sample size n. Though various corrected LRTs and other test
statistics have been proposed in the literature, the important question of when the classic
LRT starts to fail is less studied; an answer to this would provide insights for practitioners,
especially when analyzing data with m/n and p/n small but not negligible. Moreover, the
power performance of the LRT in high-dimensional data analysis remains underexplored. To
address these issues, the first part of this work gives the asymptotic boundary where the
classical LRT fails and develops the corrected limiting distribution of the LRT for a general
asymptotic regime. The second part of this work further studies the test power of the LRT
in the high-dimensional settings. The result not only advances the current understanding
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2of asymptotic behavior of the LRT under alternative hypothesis, but also motivates the
development of a power-enhanced LRT. The third part of this work considers the setting
with p > n, where the LRT is not well-defined. We propose a two-step testing procedure
by first performing dimension reduction and then applying the proposed LRT. Theoretical
properties are developed to ensure the validity of the proposed method. Numerical studies
are also presented to demonstrate its good performance.
Key words and phrases: High dimension, Likelihood ratio test, Multivariate linear regression
1. Introduction
Multivariate linear regressions are widely used in econometrics, financial engineer-
ing, psychometrics and many other areas of applications to model the relationships
between multiple related responses and a set of predictors. Suppose we have n obser-
vations of m-dimensional responses yi = (yi,1, . . . , yi,m)
ᵀ and p-dimensional predictors
xi = (xi,1, . . . , xi,p)
ᵀ, for i = 1, . . . , n. Let Y = (y1, . . . ,yn)
ᵀ be the n ×m response
matrix and X = (x1, . . . ,xn)
ᵀ be the n × p design matrix. The multivariate linear
regression model assumes Y = XB+E, where B is a p×m matrix of unknown regres-
sion parameters and E = (1, . . . , n)
ᵀ is an n ×m matrix of regression errors, with
i’s independently sampled from an m-dimensional Gaussian distribution N (0,Σ).
Under the multivariate linear regression model, we are interested in testing the
null hypothesis H0 : CB = 0r×m, where C is an r×p matrix with rank r ≤ p and 0r×m
is an all-zero matrix of size r ×m. This is often called general linear hypothesis in
3multivariate analysis and has been popularly used in multivariate analysis of variance
(see, e.g., Muirhead, 2009). Different choices of the testing matrix C are of interest
in various applications. For instance, if B is partitioned as Bᵀ = [Bᵀ1 , B
ᵀ
2 ], where B1
is an r × m matrix; then the null hypothesis of B1 = 0r×m is equivalent to taking
C = [Ir,0r×(p−r)], which can be used to test the significance of the first r predictors of
X. Another example is to test the equivalence of the effects of a set of r+1 predictors
(such as different levels of some categorical variables), where C = [Ir,0r×(p−r−1),−1r]
and 1r represents an all 1 vector of length r.
To test H0 : CB = 0r×m, a popularly used approach in the literature is the
likelihood ratio test (LRT) (Anderson, 2003; Muirhead, 2009). Specifically, when
n > m + p, Σ is positive definite and X has rank p, the LRT statistic is Ln =
det(SE)
n/2/{det(SE + SX)n/2}, where SE = Y ᵀ[I − X(XᵀX)−1Xᵀ]Y and SX =
(CBˆ)ᵀ[C(XᵀX)−1Cᵀ]−1CBˆ are the residual sum of squares and the regression sum of
squares matrices respectively, and Bˆ = (XᵀX)−1XᵀY is the least squares estimator.
Assuming m and p are fixed, it is well known that −2 logLn converges weakly to a
χ2 distribution as n→∞ under the null hypothesis (Anderson, 2003).
However, in the high-dimensional settings where the dimension parameters (p,m, r)
are allowed to increase with n, the LRT suffers from several issues. First, under the
null hypothesis, the limiting distribution of −2 logLn may not be a χ2 distribution
any more. The failure of the χ2 approximations of LRT distributions under high di-
4mensions has been studied by researchers under various model settings. For instance,
Bai et al. (2009) examined two LRTs on testing covariance matrices, showed that their
χ2 approximations perform poorly, and proposed the corrected normal limiting dis-
tributions. Jiang and Yang (2013) and Jiang and Qi (2015) studied classical LRTs on
testing sample means and covariance matrices, and showed that the χ2 approxima-
tions also fail as the dimensions increase. Moreover, Bai et al. (2013) considered the
LRT on testing linear hypotheses in high-dimensional multivariate linear regressions,
demonstrated the failure of χ2 approximation and derived the corrected LRT. Note
that Bai et al. (2013) only considered the high-dimensional settings where m, r and
n − p are proportional to each other with m ≤ r. Despite these existing works, it
is still unclear under which asymptotic regimes the χ2 approximation of LRT starts
to fail. An answer to this question would provide insights for practitioners especially
when analyzing data with m/n and p/n small but not negligible.
The second issue of the LRT is concerned with its power performance under
high-dimensional alternative hypotheses. When n > p+m, the statistic −2 logLn =
n
∑min{m,r}
i=1 log(1 + λi), where λ’s are the eigenvalues of S
1/2
X S
−1
E S
1/2
X ; therefore it is
expected that the asymptotic power behavior of LRT would depend on an averaged
effect of all the eigenvalues. Such a study of the eigenvalues of the random matrix
S
1/2
X S
−1
E S
1/2
X under alternative hypotheses remains underexplored in the literature.
The third issue of the LRT arises when the dimension parameters p and m are
5large such that n < p+ m. In this situation, the LRT is not well defined due to the
singularity of the matrix SE. This excludes the LRT from many high-dimensional
applications with p > n or m > n (e.g., Donoho, 2000; Fan et al., 2014). When
m > n, the linear hypothesis testing problem has been studied in depth for specific
submodels such as one-way MANOVA (Srivastava and Fujikoshi, 2006; Hu et al.,
2017; Zhou et al., 2017; Cai and Xia, 2014, etc.). More generally, Li et al. (2018)
recently proposed a modified LRT for the general linear hypothesis tests via spectral
shrinkage. However, these works assume that p is fixed.
This paper aims to address the above problems. First, under the null hypothesis,
we derive the asymptotic boundary when the χ2 approximation fails as the dimension
parameters (p,m, r) increase with the sample size n. Moreover, we develop the cor-
rected limiting distribution of logLn for a general asymptotic regime of (p,m, r, n).
Second, under alternative hypotheses, we characterize the statistical power of logLn
in the high-dimensional setting. Using a technique of analyzing partial differential
equations induced by the test statistic, we show that the LRT is powerful when the
trace of the signal matrix (CB)Σ−1(CB)ᵀ is large while it would lose power under
a low-rank signal matrix. With unknown alternatives in practice, we propose an
enhanced likelihood ratio test such that it is also powerful against low-rank alterna-
tive signal matrices. The power-enhanced test statistic combines the LRT statistic
and the largest eigenvalue (Johnstone, 2008, 2009) to further improve the test power
6against low-rank alternatives. Third, when n < p and the LRT is not well defined,
we propose to use a two-step testing procedure by first performing dimension reduc-
tion to covariates and responses and then using the proposed (enhanced) LRT. To
control the estimation error induced by the dimension reduction in the first step,
we employ a repeated data-splitting approach and show the asymptotic type I error
is well controlled under the null hypothesis. Simulation results further confirm the
good performance of the proposed approach.
The rest of the paper is organized as follows. In Section 2, we examine when
the classic LRT fails under the null hypothesis and propose a corrected limiting
distribution of logLn. In Section 3, we further analyze the power of logLn and
propose the power-enhanced test statistic. In Section 4, we discuss the multi-split
LRT procedure when n < p. Simulation studies and a real dataset analysis on breast
cancer are reported in Sections 5 and 6 respectively.
2. When likelihood ratio test starts to fail?
In traditional multivariate regression analysis where the dimension parameters (p,m, r)
are considered as fixed numbers, the χ2 approximation of the LRT,
−2 logLn D−→ χ2mr, as n→∞, (2.1)
7is used for H0 : CB = 0r×m (Muirhead, 2009; Anderson, 2003), where
D−→ denotes the
convergence in distribution. However, it has been noted that the χ2 approximation
of the distribution of the LRT often performs poorly in high-dimensional applications
(see, e.g., Bai and Saranadasa, 1996; Jiang et al., 2012; Bai et al., 2009, 2013; Jiang
and Yang, 2013).
As the three dimension parameters (m, p, r) are allowed to grow with n, it is of
interest to examine the phase transition boundary where the χ2 approximation fails.
This is described in the following theorem.
Theorem 1. Consider n > p+m and p ≥ r. Let χ2mr(α) denote the upper α-quantile
of χ2mr distribution.
(i) When mr →∞ and max{p,m, r}/n→ 0 as n→∞, P{−2 logLn > χ2mr(α)} →
α, for any significance level α, if and only if
lim
n→∞
√
mr(p+m/2− r/2)n−1 = 0. (2.2)
(ii) When mr is finite, P{−2 logLn > χ2mr(α)} → α, if and only if limn→∞ p/n = 0.
Theorem 1 gives the sufficient and necessary condition on (m, p, r, n) such that the
χ2 approximation (2.1) fails. We note that although (2.2) is obtained when mr →∞,
(2.2) becomes limn→∞ p/n = 0 with finite m and r, in agreement with the conclusion
when mr is finite. To further examine the implications of (2.2), we consider two
8special cases. Specifically, let m = bnηc and p = bnc with η and  ∈ (0, 1), where b·c
denotes the floor of a number. When r is fixed, (2.2) implies
√
m(p+m/2) = o(n),
that is, max{, η}+ η/2 < 1. When r = p = bnc, (2.2) implies √mp(p+m) = o(n),
that is, max{, η}+ (η + )/2 < 1. For these two cases, we correspondingly give two
(η, )-regions in Figure 1 satisfying the constraint (2.2). In these two regions, when 
becomes close to 0, the largest η approaches 2/3. This implies that when p is small,
the largest m such that (2.2) holds is of order n2/3. It is the same for both fixed r and
r = p cases as p is small and r ≤ p. In addition, when η goes to 0, the largest  values
under fixed r and r = p cases converge to 1 and 2/3 respectively. This indicates that
when m is small, the largest p values satisfying (2.2) are of order n and n2/3 for the
two cases respectively. Moreover, when m = p, the largest orders of m and p for the
two cases are n2/3 and n1/2 respectively.
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Figure 1: η versus  when r is fixed and r = p
To illustrate this phase transition phenomenon, we present a simple simulation
9experiment. We set Σ = Im, and estimate the type I errors of the χ
2 approximation
(2.1) with 104 repetitions under the following four cases: (a) fixed m = r = 2 and p =
bnηc; (b) fixed p = r = 2 and m = bnηc; (c) fixed m = 2 and p = r = bnηc; (d) p =
m = r = bnηc, where η ∈ {1/24, . . . , 23/24}. In Figure 2, we plot the estimated type
I errors against η values for n = 100 and 300 respectively. The plots show consistent
patterns with the theoretical results. In particular, when p = m = r = bnηc, the χ2
approximation begins to fail for η around 1/2. When p and r are fixed and m = bnηc,
or when m is fixed and p = r = bnηc, the χ2 approximation begins to fail for η around
2/3. When m and r are fixed and p = bnηc, the χ2 approximation begins to fail for
η larger than the other three cases, which is consistent with the theoretical results.
Figure 2: Estimated type I errors using χ2 approximation (2.1)
It is worthy to mention that the sufficient and necessary constraint (2.2) also
characterizes the bias of the χ2 approximation. Specifically, under the conditions of
Theorem 1, E(−2 logLn−χ2mr)/
√
var(χ2mr) =
√
mr(p+m/2−r/2+1/2)n−1{1+o(1)}.
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Thus when (p,m, r) are large such that (2.2) is violated and the χ2 approximation
fails, the bias of the χ2 approximation increases as
√
mr(p+m/2− r/2 + 1/2)n−1
increases. This can be seen in Figure 2 and is supported by simulations in Section 5.
In the classic regime with fixed m and p, researchers have also proposed the
Bartlett correction of the LRT that −2ρ logLn D−→ χ2mr, where ρ = 1 − (p − r/2 +
m/2 + 1/2)/n. In particular, for any z ∈ R, this corrected approximation gets rid
of the first order approximation error O(n−1); that is, for any z, P (−2ρ logLn <
z)− P (χ2mr < z) = O(n−2) when m and p are fixed. Similarly to Theorem 1, the χ2
approximation with Bartlett correction also fails as m and p increase with n. The
phase transition boundary is characterized in the following result.
Theorem 2. Consider n > p+m and p ≥ r.
(i) When mr →∞ and max{p,m, r}/n→ 0 as n→∞, P{−2ρ logLn > χ2mr(α)} →
α, for any significance level α, if and only if limn→∞
√
mr(r2 +m2)n−2 = 0.
(ii) When mr is finite, P{−2ρ logLn > χ2mr(α)} → α, if and only if n− p→∞.
Theorem 2 suggests that when m and r are fixed, the corrected LRT approxi-
mation holds when n − p → ∞. When mr → ∞, the phase transition threshold in
Theorem 2 only involves m and r. In particular, when r is fixed and m = bnηc, or
when m is fixed and r = bnηc, the χ2 approximation with Bartlett correction fails
when η ≥ 4/5; when m = r = bnηc, the corrected approximation fails when η ≥ 2/3.
To illustrate the phenomenon, we also present a numerical experiment on the χ2
11
approximation with Bartlett correction in Figure 3 under the same set-up as in Figure
2. It shows that when m and r are fixed and p = bnηc, the type I errors are well
controlled for large η approaching 1. Moreover, when p and r are fixed and m = bnηc,
or when m is fixed and p = r = bnηc, the corrected χ2 approximation begins to fail
around η = 4/5. When p = m = r = bnηc, the corrected χ2 approximation begins to
fail around η = 2/3. These numerical results are also consistent with the theory.
Figure 3: Estimated type I error using χ2 approximation with Bartlett correction
More generally, to have a unified limiting distribution for analyzing high-dimensional
data under a general asymptotic region of (m, p, r, n), we derive a corrected normal
limiting distribution for the LRT statistic.
Theorem 3. When n > p + m, p ≥ r, mr →∞, and n− p−max{m− r, 0} → ∞
as n→∞, the LRT statistic Ln has corrected form T1 satisfying
T1 :=
−2 logLn + µn
nσn
D−→ N (0, 1), (2.3)
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where σ2n = 2 log(n+ r − p−m)(n− p)− 2 log(n− p−m)(n+ r − p), and
µn = n(n−m− p− 1/2) log (n+ r − p−m)(n− p)
(n− p−m)(n+ r − p) + nr log
(n+ r − p−m)
(n+ r − p)
+ nm log
(n− p)
(n+ r − p) .
The theorem above covers the asymptotic regime wheremr →∞, max{p,m, r}/n→
0 and the constraint (2.2) holds; under this region, we can show that µn → −mr and
(nσn)
2 → 2mr, which are consistent with the mean and variance of χ2mr approxima-
tion. In addition, although Theorem 3 requires mr →∞, the normal approximation
(2.3) could still perform well when m or r is small, as long as mr is large enough.
The simulations in Section 5 show that the performance of the χ2 and normal ap-
proximations can be similar in low dimensions.
Alternatively, under some high dimensional settings, we can check that no χ2
or even noncentral χ2 distribution could match the asymptotic mean and variance
of −2 logLn in Theorem 3. Specifically, if the distribution of −2 logLn could be
approximated by some χ2 distribution, then we should have −(nσn)2/µn → 2, which
is, however, not satisfied as p/n,m/n and r/n increase; or if the distribution of
−2 logLn could be approximated by some noncentral χ2 distribution with degrees
of freedom kn, then we should have kn = −2µn − n2σ2n/2, which, however, can
become negative as p/n,m/n and r/n increase. Thus it implies that the χ2-type
13
approximation for −2 logLn could fail fundamentally under high dimensions.
Remark 1. A similar result on the asymptotic normality of logLn in Theorem 3 was
proved in Zheng (2012) and Bai et al. (2013). However, there are several differences
between our result and theirs. First, our asymptotic regime is more general. Specif-
ically, Zheng (2012) and Bai et al. (2013) requires that m < r, min{m, r} → ∞,
and m/(n − p) converges to a constant in (0, 1), while we only need mr → ∞ and
n − p − max{m − r, 0} → ∞. Our analysis covers the case when m/(n − p) → 0
and even when the limit does not exists. Second, the proofs of Zheng (2012) and Bai
et al. (2013) are based on the random matrix theory, while we prove Theorem 3 by a
moment generating function technique motivated by Jiang and Yang (2013).
3. Power analysis and an enhanced likelihood ratio test
Although the limiting behaviors of LRTs for high dimensional data have been recently
explored under different testing problems, the power of LRTs is less studied and
remains a challenging problem, as discussed in Jiang and Yang (2013). In this section,
we focus on the high-dimensional multivariate linear regression and analyze the power
of the LRT statistic. Moreover, based on the theoretical result, we propose a power-
enhanced testing approach to further improve the power of the LRT.
To examine the power of LRT statistic, we introduce the classic canonical form of
the LRT problem, which writes H0 : CB = 0 to an equivalent form as follows (Muir-
14
head, 2009). Specifically, consider the matrix decomposition X = O[Ip,0p×(n−p)]ᵀD,
where O is an n × n orthogonal matrix and D is a p × p nonsingular real ma-
trix. Given D, we have similar decomposition CD−1 = E[Ir,0r×(p−r)]V , where E is
an r × r nonsingular matrix and V is a p × p orthogonal matrix. This gives that
CB = CD−1DB = E[Ir,0r×(p−r)]V DB, and therefore H0 : CB = 0r×m is equivalent
to M1 = 0r×m, where we define M1 = [Ir,0r×(p−r)]V DB = E−1CB.
We next describe the relationship between M1 and the LRT statistic through
a linear transformation of Y . Let V1 denote the first r rows of V . Define Y
∗
1 =
[V1,0r×(n−p)]OᵀY and Y ∗2 = [0(n−p)×p, In−p]O
ᵀY . We then know that Y ∗1
ᵀY ∗1 = SX
and Y ∗2
ᵀY ∗2 = SE. We further define S˜X = Σ
−1/2SXΣ−1/2, S˜E = Σ−1/2SEΣ−1/2,
and Ω = Σ−1/2Mᵀ1M1Σ
−1/2. Then we can write the LRT statistic −2 logLn =
n
∑min{m,r}
i=1 log(1 + λi), where λ’s are the eigenvalues of S˜
−1
E S˜X . Given the fact that
E(S˜−1E S˜X) = (rIm + Ω)/(n− p) (Muirhead, 2009), it is then expected that the power
of LRT depends on an averaged effect of all the eigenvalues of Ω.
We focus on the alternatives where the signal matrix Ω is of low rank and (p,m, r)
increase proportionally with n. In particular, we assume Ω has a fixed rank m0, and
write Ω = n∆, where ∆ has fixed nonzero eigenvalues δ1, . . . , δm0 . Note that this is
reasonable when the entries in M1Σ
−1/2 are O(1), as the entries in Ω could be O(n)
with r proportional to n. The following theorem specifies how the power of the LRT
statistic T1 depends on the eigenvalues of Ω.
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Theorem 4. Consider the setting where (p,m, r) increase proportionally with n, and
p/n = ρp, m/n = ρm, and r/n = ρr, where ρp, ρm, ρr ∈ (0, 1) are fixed constants
and ρp + ρm < 1. Given ∆ = Ω/n with fixed nonzero eigenvalues δ1, . . . , δm0, define
W∆ =
∑m0
j=1 log[1 + δj(1 + ρr − ρp)−1]. There exists a constant A1 > 0 such that
P (T1 > zα)→ 1−Φ(zα−A1W∆), where Φ(·) and zα denote the cumulative distribution
function and the upper α-quantile of N (0, 1), respectively.
Theorem 4 establishes the relationship between the eigenvalues of Ω and the
power of T1 under the high-dimensional and low-rank signals. It implies that when
W∆ is large, T1 has high power. Alternatively, the LRT could be highly underpowered
when W∆ is small. As in real applications, the truth is usually unknown, it is desired
to have a testing procedure with high statistical power against various alternatives.
To enhance the power of LRT, we propose to combine it with the Roy’s test
statistic that is based on the largest eigenvalue of S−1E SX (Roy, 1953). In par-
ticular, Johnstone (2008, 2009) extended Roy’s test to high dimensional settings
and proposed the largest eigenvalue test statistic T2 = [log{θn,1/(1− θn,1)} − µ˜n]/σ˜n,
where θn,1 = λmax{(SE +SX)−1SE} with λmax(·) denoting the largest eigenvalue, and
µ˜n = 2 log tan{(φ+ γ/2)} and σ˜3n = 16(n−p+r−1)−2{sin2(φ+γ) sinφ sin γ}−1 with
sin2(γ/2) = {min(m, r)−1/2}/(n−p+r−1) and sin2(φ/2) = {max(m, r)−1/2}/(n−
p+ r− 1). Moreover, Johnstone (2008) proved that under the high-dimensional null
hypothesis, T2
D−→ TW , where T W denotes a Tracy-Widom distribution. Under the
16
alternative hypothesis, Dharmawansa et al. (2018) further studied the spiked alter-
native with Ω = rUHUᵀ, where U is an m ×m0 matrix with orthonormal columns
and fixed m0, and H = diag(h1, . . . , hm0) with h1 > . . . > hm0 . They showed that
the phase transition threshold for h’s is a constant that depends on the limit of
(p/n,m/n, r/n). Note that with fixed r/n, there exists a constant c2 > 0 such that
δ1 = c2h1. This implies that when δ1 is a constant large enough, the power of T2
can converge to 1, while the LRT statistic T1 may only have power smaller than 1 by
Theorem 4. On the other hand, when δ1 is below the phase transition threshold, T1
could be more powerful than T2.
We therefore propose a combined test statistic T3 = T1+T2∗I(T2 ≥ Fn), where Fn
is a positive constant. With properly chosen Fn, the proposed test statistic T3 could
enhance the power of T1 under alternative hypotheses while T3
D−→ N (0, 1) under
H0. Specifically, under the null hypothesis, the type I error rate of T3 is controlled
if P{T2 ≥ Fn} → 0. On the other hand, under alternative hypotheses, we have
P (T3 > zα) ≥ P (T1 > zα) as T2 ∗ I{T2 > Fn} ≥ 0 for Fn > 0. This guarantees that
the power of T3 is at least as large as that of the LRT statistic T1. Moreover, consider
the case when W∆ is relatively small but δ1 is significantly above the phase transition
threshold, where T2 is more powerful than T1; then if Fn does not grow too quickly,
T3 would also be powerful. Thus we can choose Fn to be a slow varying function
and the combined test statistic T3 could improve the power of T1 with little size
17
distortion. Through extensive simulation studies, we find F (n) = max{log log n, 2}
exhibits good performance; please see Section 5.
4. Likelihood ratio test when p > n
When the number of predictors is large such that p > n, SE becomes singular, and the
test statistics T1, T2 and T3 can not be directly applied. To deal with this issue, we
propose a multiple data splitting procedure, which repeatedly splits the data into two
random subsets. We use the first subset to perform dimension reduction and obtain
a manageable size of predictors, and then apply the proposed LRT on the second
subset. The test statistics from different data splittings are aggregated together to
provide the final test statistic. The random splits of data ensure correct size control
of the test type I error. Similar ideas are used in other high-dimensional problems
(Meinshausen et al., 2009; Berk et al., 2013, etc.). We next describe the proposed
procedure.
Consider the setting when p > n and m < n. Denote B = [b1, . . . ,bp]
ᵀ and
M∗ = {k : bk 6= 0, 1 ≤ k ≤ p}. We assume the “sparsity” structure that the
responses only depend on a subset of the predictors (or transformed predictors) such
that n > m + |M∗|. Let XM∗ be the n × |M∗| submatrix of X with columns
indexed by M∗ and BM∗ be the |M∗| × m submatrix of B with rows indexed by
M∗. The underlying model then satisfies Y = XM∗BM∗ + E. Under this model, for
18
any subset M ⊆ {1, . . . , p} such that M ⊇M∗ and n > m + |M|, testing CB = 0
is equivalent to CMBM = 0 and the LRT is then applicable. Here CM denotes the
r× |M| submatrix of C with columns indexed byM, and BM denotes the |M|×m
submatrix of B with rows indexed by M.
To obtain such a set M ⊇ M∗, we propose a screening method for the multi-
variate linear regression. The seminal work of Fan and Lv (2008) first introduced a
sure independence screening procedure that can significantly reduce the number of
predictors while preserving the true linear model with an overwhelming probability.
This procedure has been further extended in various settings (e.g., Fan and Song,
2010; Wang and Leng, 2016; Barut et al., 2016). However, many of the existing
works target at the settings with univariate response variable.
To utilize the joint information from multivariate response variables, we propose
a screening method that selects the columns of X by their canonical correlations with
Y . The canonical correlation is a widely used dimension reduction criterion infer-
ring information from cross-covariance matrices in multivariate analysis (Muirhead,
2009). Specifically, for each column vector xj = (x1,j, . . . , xn,j)
ᵀ, j = 1, . . . , p, we first
compute its canonical correlation with Y denoted by
ωj = max
a∈Rm
aᵀ(Y − 1nY¯ )ᵀ(xj − x¯j1n)√
{aᵀ(Y − 1nY¯ )ᵀ(Y − 1nY¯ )a} × {(xj − x¯j1n)ᵀ(xj − x¯j1n)}
,
19
where x¯j =
∑n
i=1 xi,j/n, Y¯ is the row mean vector of Y , and 1n is an all 1 column
vector of length n. Then for 0 < δ < 1, we select bδpc columns of X with the highest
canonical correlations with Y , and define the selected column set as Mδ = {j : |ωj|
is among the largest bδpc of all, 1 ≤ j ≤ p}. In practice, we choose an integer bδpc
such that nT > bδpc + m to apply the LRT. On the other hand, we keep bδpc large
to increase the probability ofMδ ⊇M∗.The following theoretical result provides the
desired screening property that P (M∗ ⊆Mδ)→ 1 for properly chosen δ.
Theorem 5. Under Conditions 1-3 given in Supplementary Material Section E.1,
for some constant c0 > 0, P (M∗ ⊆ Mδ) = 1 − O[exp{−c0n1−ι/ log n}], where the
constant ι < 1 is defined in Conditions 3.
Remark 2. When testing the coefficients of the first r predictors of X, such as
C = [Ir,0r×(p−r)], we can keep the first r predictors, denoted by X1, in the model,
while screen the remaining predictors, denoted by X2. In particular, we can apply
the screening procedure on the residuals R˜, from the regression of Y on X1, and X2.
More generally when C is a matrix of rank r, we can use this conditional screening
procedure through a linear transformation of data. In particular, given the singular
value decomposition C = UV Dᵀ, we can transform X and B into X˜ = XD and B˜ =
DᵀB. Then testing H0 : CB = 0r×m is equivalent to testing H0 : [Ir,0r×(p−r)]B˜ =
0r×m under the model of the transformed data Y = X˜B˜ + E. The theoretical result
similar to Theorem 5 can be obtained under properly adjusted assumptions.
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Remark 3. The proposed procedure uses the canonical correlation, which is an ex-
tension of the marginal correlation in Fan and Lv (2008). The computation of the
canonical correlations is fast and pre-implemented in many softwares. Moreover,
the proposed method aggregates the joint information of the response variables, and
thus could be better than simply applying the marginal screening with respect to each
response variable. On the other hand, it was pointed out in the literature that the
correlation-based method might have potential issues when predictors are highly cor-
related (Dutta and Roy, 2017). To study the effect of highly correlated predictors, we
performed a preliminary simulation study in Supplementary Material Section G.4 and
compared our method with the method of using lasso with cross-validation to select
predictors, which is expected to account for the dependence in the predictors while not
for the dependence in the responses. Under the considered settings with correlated
predictors, our method performs better than the lasso. The comparison results also
show that both over and under selection of predictors can cause substantial loss of
test power. To further enhance test power, we may extend existing high-dimensional
screening methods such as Wang and Leng (2016) to the multivariate regression set-
ting, so that the dependences in both predictors and responses are taken into account,
and we leave this interesting topic for future study.
Given a proper screening approach, we propose a data splitting procedure to
apply the LRT. We randomly split n observations into two independent sets – the
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screening data {XS, YS} of size nS and the testing data {XT , YT} of size nT . We use
{XS, YS} to select M and apply the proposed LRT to {XT , YT} with the selected
predictors in M. Data splitting avoids the influence of the screening step on the
inference step and provides valid inference as widely recognized in the literature
(Berk et al., 2013; Taylor and Tibshirani, 2015). We also demonstrate that the type
I error rate can not be controlled without splitting the data by the simulation studies
in Section 5.
It is known that the testing result from a single random split is sensitive to the
arbitrary split choice and would be difficult to reproduce the result (Meinshausen
et al., 2009; Meinshausen and Bu¨hlmann, 2010). Therefore we further propose to
use multiple splits and aggregate the obtained results. Note that computing test
statistics by splitting data can be viewed as a resampling method. Since resampling
methods usually do not perform well for approximating statistics depending on the
eigenvalues of high-dimensional random matrices (Karoui and Purdom, 2016), and
the test statistics computed after splitting data are correlated, it is challenging to
combine the statistics in a valid and efficient method.
In this paper, we adopt the general p-value combination method proposed by
Meinshausen et al. (2009). Specifically, we randomly split data J times, and com-
pute all the J p-values for different splits. For each j = 1, . . . , J , we compute p-value
p(j) with data splitting. Then for γ ∈ (0, 1), define Q(γ) = min{1, qγ({p(j)/γ; j =
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1, . . . , J})}, where qγ denotes the empirical γ quantile function. As a proper se-
lection of γ may be difficult, we use the adaptive version below. Let γmin ∈ (0, 1)
be a lower bound for γ, and define the adjusted p-value pt as pt = min{1, (1 −
log γmin) infγ∈(γmin,1)Q(γ)}. The extra correction factor 1 − log γmin ensures the type
I error controlled despite the adaptive search for the best quantile. For the adaptive
multi-split adjusted p-value pt, the null hypothesis is rejected when pt < α, where
α is the prespecified threshold. Following the proof of Theorem 3.2 in Meinshausen
et al. (2009), we have the proposition below.
Proposition 6. Under H0, for any J random sample splits, if Theorem 5 holds for
each split, then lim supn→∞ P (pt ≤ α) ≤ α.
Proposition 6 shows that the multi-split and aggregation procedure can control
the type I error. To apply the multi-split procedure, we need to choose two parameters
J and γmin. In practice, we choose J that is slightly large and of the same order of
n. We next discuss the choice of γmin. To improve the test power, we want to choose
γmin such that lim supn→∞ P (pt ≤ α) in Proposition 6 is maximized to be close to α
under H0. By the proof of Proposition 6, it suffices to make argmaxγ∈(0,1)P{Q(γ) ≤
α} ∈ (γmin, 1), as the adaptive search of γ in pt is adjusted by the correction factor
1 − log γmin. Note that {Q(γ) ≤ α} is equivalent to {ψ(αγ) ≥ γ} with ψ(u) =
J−1
∑J
j=1 1{p(j) ≤ u}. It is then equivalent to find the γ value such that P{ψ(αγ) ≥
γ} is the closest to the upper bound α. To evaluate this, we consider two extreme cases
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with a given J . When p(j)’s are highly dependent, P{ψ(αγ) ≥ γ} ' P{p(1) ≤ αγ} =
αγ, which approaches α when γ is close to 1. When p(j)’s are nearly independent,
Jγ ≤ 1 and αγ is small, P{ψ(αγ) ≥ γ} ' P{minj p(j) ≤ αγ} ' 1−(1−αγ)J ' Jαγ;
then Jαγ → α if γ → J−1. When the dependence among p(j)’s is between these two
extreme cases, we expect that the maximum of P{ψ(αγ) ≥ γ} would be achieved at
some γ ∈ [J−1, 1). Since the true correlation is unknown in practice, we recommend
to take γmin slightly smaller than J
−1 in the simulations so that the candidate γ
range contains [J−1, 1). We further conduct a simulation study to illustrate how the
value of P{ψ(αγ) ≥ γ} depends on the correlations of the p-values. The result is
in the Supplementary Material Section G.3, which is consistent with the theoretical
analysis here.
We give a summary of the whole testing procedure when p is large.
Procedure For j = 1, . . . , J ,
1. Randomly split data into screening dataset {XS, YS} and testing dataset {XT , YT}.
2. On {XS, YS}: compute the canonical correlations between YS and each column
of XS, then select the columns whose corresponding correlations are the largest
bδpc ones. The selected column indexes form a set SC ⊆ {1, . . . , p}.
3. On {XT , YT}: choose the columns of XT indexed by SC to obtain XSC . Use
{XSC , YT} to compute the test statistic T3 and obtain the the p-value p(j).
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After obtaining the set of p-values, {p(j) : j = 1, . . . , J}, we compute the adjusted
p-value pt. Reject the null hypothesis if pt ≤ α.
Remark 4. When the dimension of response Y is large (m > n), we also need to
reduce the dimension of response vectors to apply the LRT. We can use a principal
component analysis (PCA) or factor analysis method to perform the dimension re-
duction. In the simulation studies, we select the first m0 principal components of YS
as the columns of a matrix Wˆ , where m0 satisfies m0 + p < nT and can be chosen
by parallel analysis (Buja and Eyuboglu, 1992; Dobriban and Owen, 2017). Then we
transform the responses YT in testing data to obtain µˆT = YT Wˆ , which only has m0
columns. We then use the transformed data {XT , µˆT} to examine CBWˆ = 0. By the
independence between the screening and testing datasets, the test is valid. Under the
sparse model setting, the signal matrix XM∗BM∗ has a low rank decomposition and
we expect that the dimension reduction procedure still maintains high power. This
is verified by simulation studies in Section 5, which show that applying dimension
reduction on responses may even boost power for certain sparse models. Alterna-
tively, other dimension reduction techniques can be applied (e.g., Yuan et al., 2007;
Ma, 2013). When both m and p are large, we can simultaneously apply dimension
reduction on Y and X to reduce both m and p.
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5. Simulations
In this section, we report some simulation studies to evaluate the theoretical results
and proposed methods in this paper for n > p+m and n < p+m respectively.
5.1 When n > p+m
When n > p + m, we conduct simulations under null and alternative hypotheses
respectively to examine the type I error and power of our proposed test statistics.
In the first setting, we sample the test statistics by simulating data following the
canonical form introduced in Section 3. To be specific, we generate random matrices
Y ∗1 of size r×m and Y ∗2 of size (n−p)×m, where the rows of Y ∗1 and Y ∗2 are independent
m-variate Gaussian with covariance Im, and E(Y
∗
1 ) = M1 and E(Y
∗
2 ) = 0. Under the
canonical form, we know H0 is equivalent to M1 = 0 as discussed. In the following,
each simulation is based on 10,000 replications with significance level 0.05.
Under the null hypothesis, we compare the traditional χ2 approximation (2.1)
with the normal approximations for T1 in (2.3) and T3. In particular, we study how
the dimension parameters (p,m, r) influence these approximations by varying only
one parameter each time. Figure 4 gives estimated type I errors as p increases. It
shows that as p becomes larger, the χ2 approximation (2.1) performs poorly, while
the normal approximations for T1 and T3 still control the type I error well. Other
simulation results with varying m or r are given in the supplement material Section
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G.1.1 and similar patterns are observed.
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Figure 4: Estimated type I error versus p
Under alternative hypotheses, we compare the power of the test statistics T1, T2
and T3 and show the power improvement of T3 over T1 and T2. Specifically, under the
canonical form, we simulate data with M1 = diag(δ1, . . . , δrk , 0, . . . , 0), that is, a diag-
onal matrix with rk nonzero elements. It follows that Ω = diag(δ
2
1, . . . , δ
2
rk
, 0, . . . , 0)
has rank rk. Under this setup, we test four different cases: (a) rk = 1; (b) rk =
2 and δ1 = δ2; (c) rk = 2 and δ1 = 10δ2; (d) rk = 3 and δ1 = δ2 = δ3; all under
n = 100,m = 20, p = 50 and r = 30. For each case, we plot estimated powers versus
tr(Ω)/m in Figure 5. Results in Figure 5 show that when the rank of Ω, rk, is small
or the significant entries in Ω has low rank, T2 is more powerful than T1; and when rk
or the rank of significant entries in Ω increases, T1 becomes more powerful. Moreover,
in both sparse and non-sparse cases, the combined statistic T3 has power close to the
better one among T1 and T2, with the type I error well controlled. These patterns
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are consistent with our theoretical power analysis in Section 3.
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Figure 5: Powers of T1, T2 and T3 versus tr(Ω)/m
In addition, we conduct simulations when X and Y are generated following Y =
XB+E, where the rows of E follow multivariate Gaussian distributions. The results
are given in Supplementary Material Section G.1.2, and show that T3 is powerful
under both dense and sparse B cases. Moreover, we also conduct similar studies
when X and Y take discrete values or the statistical error follows a heavy-tail t
distribution. The results are provided in the Supplementary Material Section G.1.3.
We observe similar patterns to the normal cases in Section G.1.2, which suggests that
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the proposed test statistic is robust to the normal assumption of the statistical error.
5.2 When n < p+m
This section studies the simulation settings when n < p + m and evaluates the
performance of our proposed procedure in Section 4. Specifically, we take C =
[Ir,0r×(p−r)] and B to be a p × m diagonal matrix with σs in the first rk diagonal
entries, where σs represents the signal size that varies in simulations. The rows
of X and E are independent multivariate Gaussian with covariance matrices Σx =
(ρ|i−j|)p×p and Σ = (ρ|i−j|)m×m respectively. We set n = 100, p = 120 and r =
120, and test the cases when m ∈ {20, 120}, rk ∈ {5, 10} and ρ ∈ {0.3, 0.7}. We
conduct each simulation with 200 replications, and split the data into screening and
testing datasets with ratio 3:7 (the performances of 2:8 and 4:6 are similar in our
simulations). Figure 6 reports the simulation results when rk = 10 while the other
results are presented in the Supplementary Material Section G.2.1. In Figure 6,
“screening” represents the proposed screening procedure on X (with 20% features
selected); “PCA” represents the principle component analysis on Y as in Remark
4; J represents the number of splits and J = 0 represents testing on the same data
without splitting.
Figure 6 shows that when we do not split the data (J = 0), the type I errors can
not be controlled under all cases. If we split the data once (J = 1), the type I errors
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Figure 6: Estimated powers versus signal sizes when n < m+ p
become closer to the significance level, but can still be unstable. If we use the multi-
split method with 200 splits (J = 200), the type I errors become well controlled.
The results imply the necessity of data splitting for the proposed two-stage testing
procedure, and show that the multiple splits help us to obtain stable results. In
addition, in the four cases, the multi-split method (J = 200) also achieves higher
power than the single split (J = 1) as the signal size increases. Moreover, for cases
(a) and (b) in Figure 6 with the single split of data (J = 1), we also compare the test
power when only screening on X with the test power when performing dimension
30
reduction for both X and Y . The results are given by the curves “J = 1, only
screening” and “J = 1, PCA & screening”, respectively. We observe that the test
power is slightly enhanced by performing dimension reduction for both X and Y .
In addition, we also conduct similar studies when X and Y take discrete values or
the statistical error follows a heavy-tail t distribution in the Supplementary Material
Section G.2.2. We observe similar patterns to those in Figure 6, which suggests that
the proposed method is robust to the normal assumption of the statistical error.
6. Real Data Analysis
We demonstrate the application of our proposed method by analyzing a breast can-
cer dataset from Chin et al. (2006), which was also studied by Chen et al. (2013)
and Molstad and Rothman (2016). The dataset is available in the R package PMA,
and consists of measured gene expression profiles (GEPs) and DNA copy-number
variations (CVNs) for n = 89 subjects. Prior studies have demonstrated a link be-
tween DNA copy-number variations and cancer risk (see, e.g., Peng et al., 2010). It
is of interest to further examine the relationship between CNVs and GEPs, where
multivariate regression methods are useful.
In this study, we examine the three chromosomes 8, 17, and 22 and test whether
they are associated (i.e., C = Ip). We report the regression results of CNVs on
GEPs in this section, and provide the regression results of GEPs on CNVs in the
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Supplementary Material Section H, where similar patterns are observed. Here, the m-
variate response is the CNVs data and the p-variate predictor is the GEPs data, where
the dimension parameters are (p,m) = (673, 138), (1161, 87), (516, 18) for the three
chromosomes correspondingly. As the parameters p and m are either comparable to
or larger than the sample size n = 89, we apply the proposed testing procedure in
Section 4. In particular, we choose the screening data size nS = 26 and the testing
data size nT = 63, where nS : nT is approximately 3:7. We reduce the dimension
of response CNVs data matrix by parallel analysis and select the columns of GEPs
data matrix by the screening method in Section 4. To include as much information
of predictors as possible, we select the number of predictors between 40-50 when
screening. For each chromosome, we split the data J = 2000 times and obtain the
corresponding p-values, p(j) for j = 1, . . . , J , from the limiting distribution of the test
statistic T3. We then compute the final p-value pt and reject the null hypothesis if
pt < α.
We summarize the testing results in Table 1. The column “p0” indicates the
number of selected predictors, and the columns “k1 → k2” under “Chromosome
pair” means that we use GEPs from k1th chromosome to predict CNVs from k2th
chromosome. For each setting, the symbols “x” and “X” indicate that we reject and
accept the null hypothesis respectively. The test results show that the null hypothesis
gets rejected when CNVs and GEPs are from the same chromosome, which makes
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Chromosome pair
p0 8→ 8 17→ 17 22→ 22 8→ 17 17→ 22 8→ 22
40 x x x x x X
45 x x x x x X
50 x x x x x X
Table 1: Decision results
biological sense. On the other hand, if we use GEPs from the 8th chromosome to
predict CNVs from the 17th chromosome or GEPs from the 17th chromosome to
predict CNVs from the 22nd chromosome, the null hypotheses are rejected; if we
use GEPs from the 8th chromosome to predict CNVs from the 22nd chromosome,
the null hypothesis is accepted. These conclusions indicate different relationships
between CNVs and GEPs of different chromosomes, which might deserve further
investigation by scientists.
To further illustrate the test results, we report the boxplots of {p(j) : j = 1, . . . , J}
with respect to different chromosome pairs when p0 = 45 in Figure 7. We find that
the medians of p-values obtained from the regressions of 8 → 17, 17 → 22 and
the same chromosome pairs are smaller than 0.05, which are consistent with the
rejection decisions in Table 1. Moreover, for 8 → 22, the majority of the p-values
are larger than 0.05. It is thus consistent with the decision that we accept the null
hypothesis when using GEPs from the 8th chromosome to predict CNVs from the
22nd chromosome.
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Figure 7: Boxplot of p values for regressions on different chromosome pairs
7. Conclusions and Discussions
In this paper, we study the LRT for H0 : CB = 0r×m in high-dimensional multivariate
linear regression, where p and m are allowed to increase with n. Under the null
hypothesis, we derive the asymptotic boundary where the classical χ2 approximation
fails, and further develop the corrected limiting distribution of logLn for a general
asymptotic regime of (p,m, r, n). Under alternative hypotheses, we characterize the
statistical power of logLn in the high-dimensional setting, and propose a power-
enhanced test statistic. In addition, when n < p+m and then LRT is not well-defined,
we propose to use a two-step testing procedure with repeated data-splitting.
The study on LRT of multivariate linear regression can also be extended to vector
non-parametric regression models. In specific, for k = 1, . . . ,m, suppose the k-
th response variable depends on the p-dimensional predictor vector x through the
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regression equation yk = Mk(x) + ek, where the Mk’s are unknown smooth functions
and ek’s are the error terms. We begin with the case when the predictor is univariate.
Then we can model Mk(x) by using regression splines: Mk(x) =
∑M
j=1 bk,jφj(x),
where Φ = (φj : k = 1, . . . ,M)
ᵀ are some basis functions. Write y = (y1, . . . , ym)
ᵀ,
e = (e1, . . . , em)
ᵀ and B = (bk,j)M×m, then y = BᵀΦ + e, which is in the form
of the multivariate linear regression. To test the coefficients B, we can apply the
method in this paper. More generally, when the predictors are multivariate, additive
models (Hastie and Tibshirani, 1986) are commonly used to finesse the “curse of
dimensionality”. The multivariate functions Mk’s are written as Mk(x) = Mk,1(x1)+
. . .+Mk,p(xp), for k = 1, . . . ,m, and here Mk,1(·), . . . ,Mk,p(·) are univariate functions.
Suppose Φ1, . . . ,Φp are the basis functions for Mk,1(·), . . . ,Mk,p(·) respectively. Then
y = B˜ᵀΦ˜ + e, where B˜ = (Bᵀ1 , . . . , B
ᵀ
p)
ᵀ and Φ˜ = (Φᵀ1, . . . ,Φ
ᵀ
p)
ᵀ. Therefore we can
apply the proposed LRT method to test the structure of the coefficients matrix B˜.
This work establishes the theoretical results under the assumption that the error
terms E’s follow Gaussian distributions, but we expect that the conclusion holds over
a larger range of distributions. Numerically, we conduct simulations when the error
terms follow discrete distributions or heavy-tail t distributions, which are provided
in the Supplementary Material. The simulation results show similar patterns to the
Gaussian cases and imply that the theoretical results may be still valid. Theoreti-
cally, Bai et al. (2013) showed that the linear spectral of F -matrix S1S
−1
2 also had
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asymptotic normal distribution, without specifying the distributions of entries of S1
and S2 to be normal. But they assumed that entries of S1 and S2 are i.i.d., which
is usually not satisfied in general multivariate regression analysis. Recently, Li et al.
(2018) proposed a modified LRT via non-linear spectral shrinkage, and established
its asymptotic normality without normal assumption on E when m is proportional
to n. However, they assumed that p, the number of predictors, is fixed. Thus the
asymptotic distribution of logLn for general high-dimensional non-Gaussian cases
remains an open question in the literature.
Supplementary Material
The online Supplementary Material includes proofs and additional simulations.
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Supplement to “Likelihood Ratio Test in
Multivariate Linear Regression: from Low to High
Dimension”
We give proofs of main results and additional simulations in the Supplementary
Material. Specifically, in Section A–E, we prove Theorems 1–5, respectively. We
present the proof of Proposition 6 in Section F and provide additional simulations in
Section G.
A. Theorem 1
Theorem 1 has two parts of conclusions, with mr →∞ and mr is finite respectively.
We next prove the two parts in Sections A.1 and A.2 respectively. A lemma used in
Section A.1 is given and proved in Section A.3.
A.1 Proof of the part for mr →∞ in Theorem 1
In this section, we consider mr → ∞ and max{p,m, r}/n → 0. We prove the
conclusion for mr → ∞ in Theorem 1 based on the result of Theorem 3, which is
proved in Section C.
When (p,m, r) are all fixed, we know that −2 logLn D−→ χ2mr as n→∞. Note that
E(χ2mr) = mr, var(χ
2
mr) = 2mr, and when mr →∞, (χ2mr −mr)/
√
2mr
D−→ N (0, 1).
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It follows that P (χ2mr >
√
2mrzα +mr)→ α and
χ2mr(α) =
√
2mr × {zα + o(1)}+mr, (A.4)
where zα denotes the upper α-quantile of N (0, 1).
We define the asymptotic regime RA = {(p,m, r, n) : n > p + m, p ≥ r, mr →
∞, and max{p,m, r}/n → 0 as n → ∞}. Under the asymptotic regime RA,
Theorem 3 shows that (−2 logLn + µn)/(nσn) D−→ N (0, 1). Note that
P{−2 logLn > χ2mr(α)} = P
{−2 logLn + µn
nσn
>
χ2mr(α) + µn
nσn
}
.
Thus when n→∞, P{−2 logLn > χ2mr(α)} → α is equivalent to
χ2mr(α) + µn
nσn
→ zα, as n→∞. (A.5)
When mr →∞, by (A.4), we know (A.5) is equivalent to
√
2mr × {zα + o(1)}+mr + µn
nσn
→ zα, as n→∞. (A.6)
(A.6) holds for any significance level α if and only if nσn =
√
2mr{1 + o(1)} and
(µn +mr)/
√
2mr = o(1).
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Next we will prove that under RA, nσn =
√
2mr{1+o(1)} in the first step, derive
the form of µn in the second step, and obtain the conclusion in the third step.
Step 1. Note that
σ2n = 2 log
(n+ r − p−m)(n− p)
(n− p−m)(n+ r − p) .
By the Taylor expansion, log(1− a) = −a− a2/2− a3/3 +O(a4) for a = o(1). Under
RA, we know that p/n,m/n, r/n→ 0 and r/(n− p−m)→ 0. Then we have
log
n+ r − p−m
n− p−m
= log
(
1 +
r
n− p−m
)
=
r
n− p−m −
1
2
r2
(n− p−m)2 +
1
3
r3
(n− p−m)3 +O
( r4
n4
)
, (A.7)
and similarly,
− log n− p+ r
n− p = − log
(
1 +
r
n− p
)
= − r
n− p +
1
2
r2
(n− p)2 −
1
3
r3
(n− p)3 +O
( r4
n4
)
. (A.8)
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Since for any numbers a and b, a2−b2 = (a−b)(a+b) and a3−b3 = (a−b)(a2+b2+ab),
we then know
(A.7) + (A.8)
=
r
n− p−m −
r
n− p −
1
2
{ r2
(n− p−m)2 −
r2
(n− p)2
}
+
1
3
{ r3
(n− p−m)3 −
r3
(n− p)3
}
+O
( r4
n4
)
=
rm
(n− p−m)(n− p) −
1
2
r2 × m(2n− 2p−m)
(n− p−m)2(n− p)2 +O
{r3(m+ r)
n4
}
. (A.9)
We next examine the first two terms in (A.9). Note that for a = o(1) and b = o(1),
1/(1− a) = 1 + a+O(a2) and 1/{(1− a)(1− b)} = 1 + a+ b+O(a2 + b2). Then for
the first term in (A.9), we have
rm
(n− p−m)(n− p) =
rm
n2{1− (p+m)/n}(1− p/n) (A.10)
=
rm
n2
{
1 +
2p+m
n
+O
(p2 +m2
n2
)}
.
In addition, note that for a = o(1) and b = o(1), 1/{(1− a)2(1− b)2} = 1 + 2a+ 2b+
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O(a2 + b2). Then for the second term in (A.9), we have
−1
2
r2 × m(2n− 2p−m)
(n− p−m)2(n− p)2 (A.11)
= −nmr2
{
1− p+m/2
n
} 1
n4
{
1 +
2(p+m)
n
+
2p
n
+O
(p2 +m2
n2
)}
= −mr
2
n3
{
1 +
3p+ 3m/2
n
+O
(p2 +m2
n2
)}
.
Combining (A.10) and (A.11), we obtain
(A.9) = (A.10) + (A.11) +O
{r3(m+ r)
n4
}
=
rm
n2
+
rm
n2
{2p+m− r
n
}
+O
{mr(m2 + r2 + p2)
n4
}
. (A.12)
We then know that σ2n = 2 × (A.9) = (2mr/n2) × {1 + o(1)}, and thus nσn =
√
2mr{1 + o(1)}.
Step 2. In this step, we derive the form of µn. Under the asymptotic region RA,
we know that by Lemma 7 and Taylor expansion,
µn = −mr
{
1 +
p− r
n
+O
(p2 + r2
n2
)}
−1
2
× mr(m+ r)
n
{
1 +O
(p+ r
n
)}
+ o(1)mr × p+m+ r
n
= −mr −mrp+m/2− r/2
n
+ o(1)mr × p+m+ r
n
.
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Step 3. As discussed, under RA, (A.6) holds for any level α, if and only if nσn =
√
2mr{1 + o(1)} and (µn +mr)/
√
2mr = o(1). In the first step, we have shown that
nσn =
√
2mr{1 + o(1)} under RA. In the second step, we obtain the form of µn.
Thus we have
µn +mr√
2mr
= −
√
mr√
2
(p+m/2− r/2
n
)
× {1 + o(1)},
which converges to 0, if and only if limn→∞
√
mr(p+m/2− r/2)n−1 = 0.
A.2 Proof of the part for finite mr in Theorem 1
By Muirhead (2009), the characteristic function of−2 logLn is φ1(t) = E{exp(−2it logLn)}
and
log φ1(t) = −mr
2
log(1− 2it) +
∞∑
l=1
ςl{(1− 2it)−l − 1}, (A.13)
where
ςl =
(−1)l+1
l(l + 1)
[ m∑
k=1
{Bl+1{(1− k − p)/2}
(n/2)l
− Bl+1{(1− k + r − p)/2}
(n/2)l
}]
,
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and Bl+1(·) is the Bernoulli polynomials which takes the form Bl+1(z) =
∑l+1
v=0 cvz
v.
We next estimate the order of ςl with respect to n. We note that for any z1 and z2,
Bl+1(z1)− Bl+1(z2) (A.14)
=
l+1∑
v=0
cv(z
v
1 − zv2) =
l+1∑
v=1
cv
v∑
w=1
(
v
w
)
(z1 − z2)wzv−w2
=(z1 − z2)
l+1∑
v=1
v∑
w=1
cv
(
v
w
)
(z1 − z2)w−1zv−w2 .
Let z1 = (1− k − p)/2 and z2 = (1− k + r − p)/2. Then we have z1 − z2 = (−r)/2.
When m and r are finite, the order of ςl with respect to n is O{(p/n)l}. When
p/n → 0, by the expansion (A.13), we have φ1(t) = (1 − 2it)−mr/2{1 + o(1)}. Then
−2 logLn D−→ χ2mr as n → ∞. When p/n is bounded from 0 below, (A.13) does
not converge to −2−1mr log(1 − 2it) generally for all t. Then the approximation
−2 logLn D−→ χ2mr fails.
A.3 Lemma used in Section A.1
Lemma 7. Under the asymptotic regime RA,
µn = − nmr
n+ r − p −
1
2
nmr(m+ r)
(n+ r − p)2 −
nmr(m2/3 +mr/2 + r2/3)
(n+ r − p)3
+O(1)
mr(m3 + r3)
n3
+O(mr/n).
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Proof. By the definition of µn in Theorem 3,
µn = n(n−m− p− 1/2) log (n+ r − p−m)(n− p)
(n− p−m)(n+ r − p) + nr log
(n+ r − p−m)
(n+ r − p)
+nm log
(n− p)
(n+ r − p) .
Note that
log
(n+ r − p−m)(n− p)
(n− p−m)(n+ r − p)
= log
n+ r − p−m
n+ r − p + log
n− p
n+ r − p − log
n− p−m
n+ r − p
= log
(
1− m
n+ r − p
)
+ log
(
1− r
n+ r − p
)
− log
(
1− m+ r
n+ r − p
)
.
It follows that
µn = n(n−m− p+ r − 1/2) log
(
1− m
n+ r − p
)
(A.15)
+n(n− p− 1/2) log
(
1− r
n+ r − p
)
(A.16)
−n(n−m− p− 1/2) log
(
1− m+ r
n+ r − p
)
, (A.17)
which gives µn = (A.15) + (A.16) + (A.17). We next analyze (A.15)/n, (A.16)/n and
(A.17)/n respectively.
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By the Taylor expansion, we have
log
(
1− m
n+ r − p
)
= −
∞∑
k=1
1
k
( m
n+ r − p
)k
,
log
(
1− r
n+ r − p
)
= −
∞∑
k=1
1
k
( r
n+ r − p
)k
,
log
(
1− m+ r
n+ r − p
)
= −
∞∑
k=1
1
k
( m+ r
n+ r − p
)k
.
Then
(A.15)/n = −(n+ r − p)
∞∑
k=1
1
k
( m
n+ r − p
)k
+ (m+ 1/2)
∞∑
k=1
1
k
( m
n+ r − p
)k
= −
∞∑
k=1
1
k
mk
(n+ r − p)k−1 +
∞∑
k=1
1
k
mk+1
(n+ r − p)k +
∞∑
k=1
1
k
mk/2
(n+ r − p)k ,
(A.16)/n = −(n+ r − p)
∞∑
k=1
1
k
( r
n+ r − p
)k
+ (r + 1/2)
∞∑
k=1
1
k
( r
n+ r − p
)k
= −
∞∑
k=1
1
k
rk
(n+ r − p)k−1 +
∞∑
k=1
1
k
rk+1
(n+ r − p)k +
∞∑
k=1
1
k
rk/2
(n+ r − p)k ,
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and
(A.17)/n = (n+ r − p)
∞∑
k=1
1
k
( m+ r
n+ r − p
)k
− (m+ r + 1/2)
∞∑
k=1
1
k
( m+ r
n+ r − p
)k
=
∞∑
k=1
1
k
(m+ r)k
(n+ r − p)k−1 −
∞∑
k=1
1
k
(m+ r)k+1
(n+ r − p)k −
∞∑
k=1
1
k
(m+ r)k/2
(n+ r − p)k .
It follows that {(A.15) + (A.16) + (A.17)}/n = (A.18) + (A.19), where
∞∑
k=1
1
k
(m+ r)k −mk − rk
(n+ r − p)k−1 −
∞∑
k=1
1
k
(m+ r)k+1 −mk+1 − rk+1
(n+ r − p)k , (A.18)
−1
2
∞∑
k=1
1
k
(m+ r)k −mk − rk
(n+ r − p)k . (A.19)
As (m+ r)1 −m1 − r1 = 0, we know
(A.18) =
∞∑
k=2
1
k
(m+ r)k −mk − rk
(n+ r − p)k−1 −
∞∑
k=1
1
k
(m+ r)k+1 −mk+1 − rk+1
(n+ r − p)k
=
∞∑
k=1
( 1
k + 1
− 1
k
)(m+ r)k+1 −mk+1 − rk+1
(n+ r − p)k
= −1
2
2mr
n+ r − p (A.20)
−1
6
(m+ r)3 −m3 − r3
(n+ r − p)2 (A.21)
− 1
12
(m+ r)4 −m4 − r4
(n+ r − p)3 (A.22)
−
∞∑
k=4
1
k(k + 1)
(m+ r)k+1 −mk+1 − rk+1
(n+ r − p)k , (A.23)
50
which gives (A.18) = (A.20) + (A.21) + (A.22) + (A.23). We have n × (A.20) =
−nmr(n+ r − p)−1, n× (A.21) = −2−1nmr(m+ r)(n+ r − p)−2, and n× (A.22) =
−nmr(m2/3 +mr/2 + r2/3)× (n+ r − p)−3. In addition,
|(A.23)| =
∞∑
k=4
1
k(k + 1)
∑k
q=1
(
k+1
q
)
mqrk+1−q
(n+ r − p)k
≤ mr
n+ r − p
∞∑
k=4
1
k
× 2
k+1(max{m, r})k−1
(n+ r − p)k−1
=
mr
n+ r − pO
{(max{m, r}
n+ r − p
)3}
= O(1)
mr(m3 + r3)
n4
,
where in the last two equations, we use the property of Taylor expansion and the
condition that max{p,m, r} = o(n). Therefore, n× (A.23) = mr×O{(m3 + r3)/n3}.
Moreover,
(A.19) =
∞∑
k=1
1
k
(m+ r)k −mk − rk
(n+ r − p)k
=
∞∑
k=2
1
k
∑k−1
q=1
(
k
q
)
mqrk−q
(n+ r − p)k
≤ mr
(n+ r − p)2
∞∑
k=2
1
k
× 2
k(max{m, r})k−2
(n+ r − p)k−2
= O(mr/n2),
51
where in the last equation we use the fact that
∞∑
k=2
1
k
× 2
k(max{m, r})k−2
(n+ r − p)k−2 ≤ 2 +
∞∑
k=3
1
k − 2 ×
2k(max{m, r})k−2
(n+ r − p)k−2
= 2 + 4
∞∑
k=1
1
k
× 2
k(max{m, r})k
(n+ r − p)k
= 2 + 4 log[1− {2 max{m, r}/(n+ r − p)}].
In summary,
µn = (A.15) + (A.16) + (A.17)
= n× {(A.18) + (A.19)}
= − nmr
n+ r − p −
1
2
nmr(m+ r)
(n+ r − p)2 −
nmr(m2/3 +mr/2 + r2/3)
(n+ r − p)3
+O(1)
mr(m3 + r3)
n3
+O(mr/n).
B. Theorem 2
Similarly to Section A, we prove Theorem 2 when mr → ∞ and mr is finite in
Sections B.1 and B.2 respectively.
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B.1 Proof of the part for mr →∞ in Theorem 2
When (p,m, r) are all fixed, by Bartlett correction, we know that with ρ = 1 −
(p − r/2 + m/2 + 1/2)/n, −2ρ logLn D−→ χ2mr as n → ∞. Note that under RA =
{(p,m, r, n) : n > p + m, p ≥ r, mr → ∞, and max{p,m, r}/n → 0 as n → ∞},
ρ = 1 + o(1). Then similarly to the proof of Theorem 1 in Section A.1, we know that
under RA, P{−2ρ logLn > χ2mr(α)} → α holds for any given significance level α if
and only if nσn =
√
2mr{1 + o(1)} and (µn +mr/ρ)/
√
2mr = o(1).
Following the same argument as in Section A.1, we know that under RA, nσn =
√
2mr{1 + o(1)}. In addition, by the Taylor expansion,
mr
ρ
=
mr
1− (p+m/2− r/2 + 1/2)/n
=
nmr
n− p+ r − (m+ r)/2 +mrO
( 1
n
)
=
nmr
n− p+ r
∞∑
k=0
{ m+ r
2(n− p+ r)
}k
+mrO
( 1
n
)
=
nmr
n− p+ r +
nmr(m+ r)
2(n+ r − p)2 +
nmr(m+ r)2
4(n− p+ r)3
+mr ×O
(m3 + r3
n3
)
+mrO
( 1
n
)
,
where in the last equation, we use the fact that
∑∞
k=3[(m + r)/{2(n − p + r)}]k =
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O{(m3 + r3)/n3} as max{p,m, r} = o(n). It follows that under RA, by Lemma 7,
µn − (−mr/ρ)√
2mr
(B.24)
=
1√
2mr
{
− nmr
n+ r − p −
nmr(m+ r)
2(n+ r − p)2 −
nmr(m2/3 +mr/2 + r2/3)
(n+ r − p)3
+
nmr
n− p+ r +
nmr(m+ r)
2(n+ r − p)2 +
nmr(m+ r)2
4(n− p+ r)3
}
+
√
mr ×O
(m3 + r3
n3
)
+O(
√
mr/n)
= −
√
mr√
2
1
12
n(m2 + r2)
(n+ r − p)3 +
√
mr ×O
(m3 + r3
n3
)
+O(
√
mr/n)
= −
√
mr(m2 + r2)
12
√
2n2
+ o(1)×
√
mr(m2 + r2)
n2
+O(
√
mr/n),
where in the last equation, we use the fact that max{p,m, r} = o(n). We thus know
that (B.24) = 0 if and only if
√
mr(m2 + r2)/n2 → 0.
B.2 Proof of the part for finite mr in Theorem 2
By Muirhead (2009), for the LRT with Bartlett correction, the characteristic function
of −2ρ logLn is φ2(t) = E{exp(−2itρ logLn)}. Moreover, we have
log φ2(t) = −mr
2
log(1− 2it) +
∞∑
l=1
ς˜l{(1− 2it)−l − 1},
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where
ς˜l =
(−1)l+1
l(l + 1)
[ m∑
k=1
{Bl+1(z˜k,1)
(ρn/2)l
− Bl+1(z˜k,2)
(ρn/2)l
}]
,
z˜k,1 = (1 − ρ)n/2 + (1 − k − p)/2 and z˜k,2 = (1 − ρ)n/2 + (1 − k + r − p)/2. Since
ρ = 1− (p− r/2 +m/2 + 1/2)/n,
z˜k,1 =(p− r/2 +m/2 + 1/2)/2 + (1− k − p)/2 = (3− r +m)/4,
z˜k,2 =(p− r/2 +m/2 + 1/2)/2 + (1− k + r − p)/2 = (3 + r +m)/4.
In addition, ρn = n− (p− r/2 +m/2 + 1/2). Therefore, by the expansion in (A.14),
when m and r are fixed and n− p→∞, we have log φ2(t) = −2−1mr log(1− 2it) +
O{(n − p)−1} and φ2(t) = (1 − 2it)−mr/2[1 + O{(n − p)−1}]. It follows that when
m and r are fixed and n − p → ∞, −2ρ logLn D−→ χ2mr. On the other hand, when
n− p is fixed, by the expansion in (A.14), we know ς˜l is of constant order in n, and
thus
∑∞
l=1 ς˜l{(1 − 2it)−l − 1} is not ignorable generally for all t. We then know the
approximation −2ρ logLn D−→ χ2mr fails.
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C. Theorem 3
In this section, we give the proof of Theorem 3, where the main proof is in Section
C.1 and some lemmas used are provided and proved in Section C.2.
C.1 Proof of Theorem 3
Proof. To prove the central limit theorem that Hn := {−2 logLn + µn}/(nσn) D−→
N (0, 1), it is sufficient to show
E exp
{
logLn − µn/2
nσn/2
s
}
→ exp{s2/2}, (C.25)
as n → ∞ and |s| < 1, where σ2n and µn are defined in Theorem 3. Equivalently, it
suffices to show that for any subsequence {nk}, there is a further subsequence {nkj}
such that Hnkj converges to N (0, 1) in distribution as j →∞. In the following, the
further subsequence is selected in a way such that the subsequential limits of some
bounded quantities (to be specified in the proof below) exist, which is guaranteed
by Bolzano-Weierstrass Theorem. Therefore, we only need to verify the theorems by
assuming that the limits for these bounded quantities exist. In the following, we give
the proof by discussing two settings r ≥ m and m ≥ r separately.
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Case 1. When r ≥ m and r →∞. By Lemma 9, under the null hypothesis, the
distribution of Ln can be reexpressed as the distribution of a product of indepen-
dent beta random variables. Let h = 2s/(nσn), by Lemma 8, then under the null
hypothesis, Ln’s hth moment can be written as
E exp
{
logLn
nσn/2
s
}
= E(Lhn) =
Γm{12n(1 + h)− 12p}Γm{12(n+ r − p)}
Γm{12(n− p)}Γm{12n(1 + h) + 12(r − p)}
, (C.26)
where Γm(a), a ∈ C and Re(a) > (m − 1)/2, is the multivariate Gamma function
defined to be
Γm(a) =
∫
A>0
e−tr(A) detAa−(m+1)/2(dA). (C.27)
The above integration is taken over the space of positive definite m×m matrices, i.e.,
{Am×m : A  0}; and tr(A) is the trace of A. Note that when m = 1, Γm(a) becomes
the usual definition of Gamma function. By Lemma 10, Γm(a) can be written as a
product of ordinary Gamma functions as
Γm(a) = pi
m(m−1)/4
m∏
j=1
Γ{a− (j − 1)/2}.
Note that n > m+ p and r ≥ 1. Thus the limits of m/(n+ r− p) and m/(n− p)
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are in [0, 1] for all n. Applying the subsequence argument above, for any subsequence
{nk}, we take a further subsequence nkj such that mkj/(nkj+rkj−pkj) and mkj/(nkj−
pkj) converge to some constants in [0, 1]. Thus without loss of generality, we consider
the cases when m/(n + r − p) and m/(n − p) converge to some constants in [0, 1].
Next we give the proof by discussing different cases below.
Case 1.1 If m/(n + r − p) → γ > 0, this implies that m → ∞ as n → ∞. And
as r ≥ m and n > p + m, we know m/(n+ r − p) ≤ 1/2, then γ ∈ (0, 1/2]. Since
1 ≥ m/(n− p) ≥ m/(n+ r − p), then m/(n− p)→ γ′ ∈ (0, 1].
If γ′ ∈ (0, 1), nh×[− log{1−m/(n−p)}]1/2 = O(1), which satisfies the assumption
of Lemma 5.4 in Jiang and Yang (2013). If γ′ = 1, as
σ2n = 2 log
(
1− m
n+ r − p
)
− 2 log
(
1− m
n− p
)
, (C.28)
and m/(n+ r− p)→ γ ∈ (0, 1/2], we know σ2n has leading order log{1−m/(n− p)}.
Then as nhσn = O(1) by definition, we also know nh× [− log{1−m/(n− p)}]1/2 =
O(1), which satisfies the assumption of Lemma 5.4 in Jiang and Yang (2013). Fol-
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lowing the lemma, we have
log
Γm{12n(1 + h)− 12p}
Γm{12(n− p)}
= log
Γm{12(n− p) + 12nh}
Γm{12(n− p)}
=−
{n2h2
4
+
nh
2
(
n−m− p− 1
2
)}
log
(
1− m
n− p
)
+
mnh
2
{log(n− p)− log 2e}+ o(1), (C.29)
and similarly, we can obtain
log
Γm{12(n+ r − p)}
Γm{12n(1 + h) + 12(r − p)}
= log
Γm{12(n+ r − p)}
Γm{12(n+ r − p) + 12nh}
=
{n2h2
4
+
nh
2
(
n+ r −m− p− 1
2
)}
log
(
1− m
n+ r − p
)
− mnh
2
{log(n+ r − p)− log 2e}+ o(1). (C.30)
Combining (C.26), (C.29) and (C.30), we have
logE exp
{
logLn
nσn/2
s
}
=
n2h2
4
log
(n+ r − p−m)(n− p)
(n− p−m)(n+ r − p) +
hµn
2
+ o(1)
=
s2
2
+
hµn
2
+ o(1),
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where
µn = n(n−m− p− 1/2) log (n+ r − p−m)(n− p)
(n− p−m)(n+ r − p) + nr log
(n+ r − p−m)
(n+ r − p)
+ nm log
(n− p)
(n+ r − p) .
Therefore, logE exp
{
logLn−µn/2
nσn/2
s
}
= s2/2 + o(1) is proved.
Case 1.2 We discuss the case when m/(n+ r− p)→ 0 and m/(n− p)→ 0 below.
By Lemma 13, we know that when n− p→∞ and r →∞,
log
Γm{12n(1 + h)− 12p}
Γm{12(n− p)}
=−
{
2m+
(
n− p−m− 1
2
)
log
(
1− m
n− p
)}nh
2
−
{ m
n− p + log
(
1− m
n− p
)}n2h2
4
+m
{(n− p+ nh)
2
log
(n− p+ nh)
2
− (n− p)
2
log
(n− p)
2
}
+ o(1), (C.31)
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and
log
Γm{12(n+ r − p)}
Γm{12n(1 + h) + 12(r − p)}
=
{
2m+
(
n+ r − p−m− 1
2
)
log
(
1− m
n+ r − p
)}nh
2
−m
{(n+ r − p+ nh)
2
log
(n+ r − p+ nh)
2
− (n+ r − p)
2
log
(n+ r − p)
2
}
+
{ m
n+ r − p + log
(
1− m
n+ r − p
)}n2h2
4
+ o(1). (C.32)
By Taylor expansion of the log function, we have
σ2n = 2 log
(
1− m
n+ r − p
)
− 2 log
(
1− m
n− p
)
=
2mr
(n− p)(n+ r − p){1 + o(1)}, (C.33)
where the second order terms of Taylor expansion of the log functions is ignorable as
m = o(n− p). Also, as r →∞,
h =
s
nσn/2
=
s
√
2(n− p)(n+ r − p)
n
√
mr
{1 + o(1)} → 0. (C.34)
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Therefore, combining (C.26), (C.31) and (C.32), we obtain
logE exp
{
logLn
nσn/2
s
}
(C.35)
=
n2h2
4
log
(n+ r − p−m)(n− p)
(n− p−m)(n+ r − p) +
n2h2
4
(
m
n+ r − p −
m
n− p
)
+
nh
2
(n−m− p− 1/2) log (n+ r − p−m)(n− p)
(n− p−m)(n+ r − p)
+
nh
2
r log
(n+ r − p−m)
(n+ r − p) +
nh
2
m log
n− p+ nh
n+ r − p+ nh
+
m(n+ r − p)
2
log
n+ r − p
n+ r − p+ nh
+
m(n− p)
2
log
n− p+ nh
n− p + o(1).
We then analyze the terms in (C.35) separately. By (C.34),
n2h2
4
(
m
n+ r − p −
m
n− p
)
= −s
2(n− p)(n+ r − p)
2mr
× mr
(n− p)(n+ r − p){1 + o(1)}
= −s
2
2
+ o(1). (C.36)
In addition, as nh/(n− p)→ 0 and nh/(n+ r − p)→ 0, we have
m(n+ r − p)
2
log
n+ r − p
n+ r − p+ nh (C.37)
= −m(n+ r − p)
2
{
nh
n+ r − p −
n2h2
2(n+ r − p)2 +Rn,1
}
,
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and
m(n− p)
2
log
n− p+ nh
n− p (C.38)
=
m(n− p)
2
{ nh
n− p −
n2h2
2(n− p)2 +Rn,2
}
,
where the remainder terms
Rn,1 =
∞∑
k=3
1
k
(−1)k+1 (nh)
k
(n+ r − p)k , Rn,2 =
∞∑
k=3
1
k
(−1)k+1 (nh)
k
(n− p)k . (C.39)
Then we have
(C.37) + (C.38)
=
mn2h2
4(n+ r − p) −
mn2h2
4(n− p) −
m(n+ r − p)
2
Rn,1 +
m(n− p)
2
Rn,2
= −s
2
2
+ o(1), (C.40)
where in the last equation, we use (C.36) and Lemma 14. Furthermore, by nh/(n+
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r − p)→ 0 and (C.34), we have
nh
2
m log
n− p+ nh
n+ r − p+ nh
=
nh
2
m log
{
n− p
n+ r − p +
nhr
(n+ r − p)(n+ r − p+ nh)
}
=
nh
2
m log
n− p
n+ r − p +
nmh
2
n+ r − p
n− p
nhr
(n+ r − p)(n+ r − p+ nh) + o(1)
=
nh
2
m log
n− p
n+ r − p + s
2 + o(1). (C.41)
Combining (C.35), (C.36), (C.40) and (C.41), we obtain logE exp
{
logLn−µn/2
nσn/2
s
}
=
s2/2 + o(1).
Case 1.3 When m/(n + r − p) → 0 and m/(n − p) → γ ∈ (0, 1], we know (C.29)
still holds following similar analysis to Case 1.1. And (C.32) also holds following
similar analysis to Case 1.2. To establish (C.25), we next show that under this case,
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the difference between the result of (C.30) and (C.32) is ignorable.
(C.32)− (C.30)
= 2m
nh
2
+
mnh
2
{log(n+ r − p)− log 2e}+ n
2h2
4
× m
n+ r − p
− m(n+ r − p)
2
log
n+ r − p+ nh
n+ r − p −
mnh
2
log
n+ r − p+ nh
2
+ o(1)
= mnh+
mnh
2
{
log
(n+ r − p
2
)
− 1
}
+
n2h2
4
× m
n+ r − p
− m(n+ r − p)
2
log
(
1 +
nh
n+ r − p
)
− mnh
2
log
(
n+ r − p
2
+
nh
2
)
+ o(1).
(C.42)
We then analyze the terms in (C.42) separately.
Since m/(n − p) → γ ∈ (0, 1], similarly to (C.28), we know that nh = 2s/σn =
O(s). As m/(n+ r−p)→ 0, it follows that n2h2m/(n+ r−p)→ 0. Applying Taylor
expansion, we then have
mnh
2
log
(
n+ r − p
2
+
nh
2
)
=
mnh
2
{
log
(
n+ r − p
2
)
+O
( nh
n+ r − p
)}
=
mnh
2
log
(
n+ r − p
2
)
+O
( mn2h2
n+ r − p
)
=
mnh
2
log
(
n+ r − p
2
)
+ o(1). (C.43)
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Similarly, by nh = O(s), m/(n+ r − p)→ 0, and Taylor expansion, we have
m(n+ r − p)
2
log
(
1 +
nh
n+ r − p
)
=
m(n+ r − p)
2
{
nh
n+ r − p +O
( n2h2
(n+ r − p)2
)}
=
mnh
2
+ o(1). (C.44)
In summary, combining (C.43) and (C.44), we have (C.42) = (C.32)− (C.30) = o(1).
Then by the results in Case 1.1, we get the same conclusion as in Case 1.1.
Case 2. When m > r, m → ∞. According to Lemma 9, we can make the
following substitution
m→ r, r → m, n− p→ n+ r − p−m.
Then the substituted mean and variance are
µn = n(n− p−m− 1/2) log (n− p)(n− p+ r −m)
(n− p−m)(n+ r − p) + nm log
(n− p)
(n+ r − p)
+ nr log
(n− p+ r −m)
(n+ r − p) ,
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and
σ2n = 2 log
(n− p)(n− p+ r −m)
(n− p−m)(n+ r − p) ,
which take the same forms as those in the setting when r ≥ m. And the theorem
can be proved following similar analysis when m→∞, n− p+ r −m→∞.
C.2 Lemmas in the proof of Theorem 3
Lemma 8 (Corollary 10.5.2 in Muirhead (2009)). Under the null hypothesis, Ln’s
h-th moment can be written as
E(Lhn) =
Γm{12n(1 + h)− 12p}Γm{12(n+ r − p)}
Γm{12(n− p)}Γm{12n(1 + h) + 12(r − p)}
.
Lemma 9 (Theorem 10.5.3 in Muirhead (2009)). Under the null hypothesis, when
n − p ≥ m and r ≥ m, 2
n
logLn has the same distribution as
∑m
i=1 log Vi, where
Vi’s are independent random variables and Vi ∼ beta(12(n − p − i + 1), 12r); when
n − p ≥ m ≥ r, 2
n
logLn has the same distribution as
∑r
i=1 log Vi, where Vi’s are
independent and Vi ∼ beta(12(n+ r − p−m− i+ 1), 12m).
Lemma 10 (Theorem 2.1.12 in Muirhead (2009)). The multivariate Gamma function
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defined in (C.27) can be written as
Γm(a) = pi
m(m−1)/4
m∏
j=1
Γ(a− (j − 1)/2).
Lemma 11. Consider m is fixed and a→∞. We have
1
a− 1
m∑
i=1
i− 1
a− i =
{1
2
(
σ2a −
m
(a− 1)2
)}
{1 +O(1/a)}, (C.45)
m∑
i=1
{log(a− 1)− log(a− i)} = −µa +O
(m2
a2
)
, (C.46)
where µa = −(m− a + 3/2) log{1−m/(a− 1)} + (a− 1)m/a and σ2a = −2[m/(a−
1) + log{1−m/(a− 1)}].
Proof. We first prove (C.45). As m is fixed and a→∞, we have
σ2a = −2
[ m
a− 1 + log
(
1− m
a− 1
)]
=
( m
a− 1
)2
{1 +O(m/a)},
and
1
a− 1
m∑
i=1
i− 1
a− i =
1
a− 1
m∑
i=1
i− 1
a− 1 + a =
m(m− 1)
2(a− 1)2 + a,
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where |a| ≤ 2(a− 1)−3
∑m
i=1(i− 1)2 ≤ 3(m/a)3. Therefore,
1
a− 1
m∑
i=1
i− 1
a− i =
m(m− 1)
2(a− 1)2
{
1 +O
(m
a
)}
=
[1
2
{
σ2a −
m
(a− 1)2
}]
{1 +O(1/a)},
where in the last equation, we use the fact that O(m/a) = O(1/a) as m is fixed.
Then (C.45) is proved.
We then prove (C.46). Recall Stirling formula, (see, e.g., p. 368 Gamelin, 2001)
log Γ(x) = (x− 1/2) log x− x+ log
√
2pi +
1
12x
+O(x−3)
as x→∞. Therefore,
log Γ(a− 1)− log Γ(a−m− 1)
= (a− 3/2) log(a− 1)− (a−m− 3/2) log(a−m− 1)−m
+
1
12
( 1
a− 1 −
1
a−m− 1
)
+O(a−3)
= (a− 3/2) log(a− 1)− (a−m− 3/2) log(a−m− 1)−m+O(ma−2).
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Since for integers k ≥ 1, Γ(k) = (k − 1)! = Πk−1i=1 i. Then we have
m∑
i=1
{log(a− 1)− log(a− i)}
= m log(a− 1)− {log Γ(a− 1)− log Γ(a−m− 1)}+ log
(
1− m
a− 1
)
= m log(a− 1)− (a− 3/2) log(a− 1) + (a−m− 3/2) log(a−m− 1)
+m+ log
(
1− m
a− 1
)
+O(ma−2)
= −(m− a+ 3/2) log
(
1− m
a− 1
)
+m− m
a− 1 +O
(m2
a2
)
= −(m− a+ 3/2) log
(
1− m
a− 1
)
+
a− 1
a
m+O
(m2
a2
)
= −µa +O
(m2
a2
)
,
where in the last two equations, we use the fact that a−2
a−1m =
a−1
a
m+O(ma−2).
Lemma 12. Consider m is fixed and a→∞. Define
gi(x) =
(a− i
2
+ x
)
log
(a− i
2
+ x
)
−
(a− 1
2
+ x
)
log
(a− 1
2
+ x
)
for 1 ≤ i ≤ m and x > −(a −m)/2. Let µa and σa be as in Lemma 11. If t = o(a)
and mt2/a2 = o(1), we have that as a→∞,
m∑
i=1
{gi(t)− gi(0)} = µat+ σ
2
a
2
t2 + o(1).
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Proof. We know for 1 ≤ i ≤ m,
g′i(x) = log(
a− i
2
+ x)− log(a− 1
2
+ x),
g
′′
i (x) =
1
a−i
2
+ x
− 1a−1
2
+ x
=
i−1
2
(a−i
2
+ x)(a−1
2
+ x)
,
g
(3)
i (x) = −
1
(a−i
2
+ x)2
+
1
(a−1
2
+ x)2
= −
i−1
2
· 2a−i−1
2
+ (i− 1)x
(a−i
2
+ x)2(a−1
2
+ x)2
.
By Taylor expansion,
gi(t)− gi(0) = g′i(0)t+
t2
2
g
′′
i (0) +
t3
6
g
(3)
i (ξi)
= {log(a− i)− log(a− 1)}t+ i− 1
(a− 1)(a− i)t
2 +
t3
6
g
(3)
i (ξi).
For 1 ≤ i ≤ m, fixed m and 0 ≤ ξi ≤ t = o(a), we have sup|ξi|≤|t|,1≤i≤m |g(3)i (ξi)| ≤
ca−3, where c denotes an universal constant. Therefore, as t = o(a), |t3g(3)i (ξi)| ≤
ct3a−3 = o(1). In addition, by Lemma 11, and the fact that mt2/(a− 1)2 = o(1), we
have as a→∞,
m∑
i=1
{gi(t)− gi(0)} = µat+
[1
2
(
σ2a −
m
(a− 1)2
)]
t2 + o(1)
= µat+
σ2a
2
t2 + o(1).
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Lemma 13. Consider n− p→∞, r →∞, m/(n− p)→ 0 and m/(n− p+ r)→ 0.
For t = nh/2, a = n− p+ r or a = n− p, we have
log
Γm(
a−1
2
+ t)
Γm(
a−1
2
)
= υat+ ϑat
2 + γa(t) + o(1),
where
υa = −[2m+ (a−m− 3/2) log{1−m/(a− 1)}]; ϑa = −[m/(a− 1) + log{1−m/(a− 1)}];
γa(t) = m
{(a− 1
2
+ t
)
log
(a− 1
2
+ t
)
− a− 1
2
log
(a− 1
2
)}
.
Proof. By Lemma 10, we know
log
Γm(
a−1
2
+ t)
Γm(
a−1
2
)
=
m∑
i=1
log
Γ(a−i
2
+ t)
Γ(a−i
2
)
. (C.47)
To prove the lemma, we expand each summed term in (C.47), log{Γ(a−i
2
+t)/Γ(a−i
2
)},
by Lemma A.1. in Jiang and Qi (2015). To apply the lemma, we first need to check
the condition that for each 1 ≤ i ≤ m, t ∈ [−δ(a − i)/2, δ(a − i)/2] for any given
δ ∈ (0, 1).
Recall that we previously define nh = 2s/σn in Section C.1. Then t = nh/2 =
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sσ−1n . Note that when m/(n− p) and m/(n− p+ r)→ 0,
σ2n =
1
2
log
(
1− m
n+ r − p
)
− 1
2
log
(
1− m
n− p
)
=
mr
2(n− p)(n+ r − p){1 + o(1)}.
Thus we have
t = O(s)
√
(n− p)(n− p+ r)
mr
. (C.48)
For a = n− p+ r or a = n− p, and 1 ≤ i ≤ m, by (C.48), we then have
t
a− i ≤
t
n− p−m = O(s)
√
(n− p)(n− p+ r)
mr(n− p−m)2
= O(s)
√
1 + r/(n− p)
mr{1−m/(n− p)}2
= O(s)
√{ 1
mr
+
1
m(n− p)
}
{1 + o(1)} = o(1),
where the last two equations follow from the condition that m/(n− p)→ 0, r →∞
and n− p→∞. Then we know that for each 1 ≤ i ≤ m, t ∈ [−δ(a− i)/2, δ(a− i)/2]
for any given δ ∈ (0, 1).
Therefore, the condition of Lemma A.1. in Jiang and Qi (2015) is satisfied. By
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that lemma, we know when a→∞, for uniformly 1 ≤ i ≤ m,
log
Γ(a−i
2
+ t)
Γ(a−i
2
)
=
(a− i
2
+ t
)
log
(a− i
2
+ t
)
− a− i
2
log
a− i
2
−t− t
a− i +O
( t2
a2
)
.
Write t
a−i =
t
a
+ t
a
× i
a−i . Then similarly to Lemma 11, we have
m∑
i=1
t
a− i =
mt
a
+
tm(m+ 1)
2a(a− 1) +O
{ t
a
×
(m
a
)3}
. (C.49)
For a = n− p, by (C.48), m/(n− p)→ 0 and m ≤ r,
tm(m+ 1)
a(a− 1) = O(s)
√
(n− p)(n− p+ r)
mr
m2
(n− p)2
= O(s)
√
m(n− p+ r)
r(n− p)
m
n− p
= O(s)
√
m
min{n− p, r}
m
n− p = o(1).
For a = n − p + r, similar conclusion, tm(m + 1)/{a(a − 1)} = o(1), holds by
substituting n − p with n − p + r. In addition, for a = n − p or a = n − p + r, by
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(C.48),
t
a
≤ t
n− p = O(s)
√
max{n− p, r}
mr(n− p)
= O(s)
√
1
m×min{n− p, r} = o(1). (C.50)
Then based on (C.49) and (C.50), we obtain
m∑
i=1
{
− t− t
a− i +O(t
2/a2)
}
= −mt− mt
a
+ o(1).
Therefore, from (C.47), we have
log
Γm(
a−1
2
+ t)
Γm(
a−1
2
)
(C.51)
= −(a+ 1)mt
a
+
m∑
i=1
{(a− i
2
+ t
)
log
(a− i
2
+ t
)
− a− i
2
log
a− i
2
}
+ o(1).
For 1 ≤ i ≤ m, define the function
gi(x) =
(a− i
2
+ x
)
log
(a− i
2
+ x
)
−
(a− 1
2
+ x
)
log
(a− 1
2
+ x
)
,
and x > −(a−m)/2. We then know that the summation term “∑” in (C.51) equals
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to
m
[(a− 1
2
+ t
)
log
(a− 1
2
+ t
)
− a− 1
2
log
a− 1
2
]
+
m∑
i=1
{gi(t)− gi(0)}. (C.52)
We then examine the function
∑m
i=1{gi(t)−gi(0)} in (C.52). Note that by (C.50),
we know t = o(a), mt2/a2 = o(1) and mt/a = O(1) as m < n− p and m ≤ r. Thus
the conditions of Lemma 12 and Lemma A.3. in Jiang and Qi (2015) are satisfied
when m is fixed and m → ∞ respectively. When m is fixed, we apply Lemma 12;
when m→∞, we apply Lemma A.3. in Jiang and Qi (2015). Then we obtain
m∑
i=1
{gi(t)− gi(0)} = µat+ 1
2
σ2at
2 + o(1),
where
µa = (m− a+ 3/2) log
(
1− m
a− 1
)
−ma− 1
a
,
σ2a = −2
[ m
a− 1 + log
(
1− m
a− 1
)]
.
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Therefore, the proposition can be proved by noticing
υa = −(a+ 1)m
a
+ µa; ϑa = σ
2
a/2;
γa(t) = m
[(a− 1
2
+ t
)
log
(a− 1
2
+ t
)
− a− 1
2
log
a− 1
2
]
.
Lemma 14. Under Case 1 in Section C.1, Rn,1 and Rn,2 defined in (C.39) satisfy
−m(n+ r − p)
2
Rn,1 +
m(n− p)
2
Rn,2 = o(1).
Proof. Note that
−m(n+ r − p)
2
Rn,1 +
m(n− p)
2
Rn,2
=
m
2
[ ∞∑
k=3
1
k
(−nh)k
{ 1
(n+ r − p)k−1 −
1
(n− p)k−1
}]
=
m
2
{ ∞∑
k=3
1
k
(−nh)k−
∑k−1
q=1
(
k−1
q
)
rq(n− p)k−1−q
(n+ r − p)k−1(n− p)k−1
}
=
mnh
2
∞∑
k=3
1
k
( −nh
n+ r − p
)k−1 k−1∑
q=1
(
k − 1
q
)( r
n− p
)q
. (C.53)
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If r/(n− p) = 1,
|(C.53)| ≤ mnh
∞∑
k=3
( 2nh
n+ r − p
)k−1
= O
{
mnh
n2h2
(n+ r − p)2
}
,
where
mnh× n2h2
(n+ r − p)2 = O
{m√(n− p)(n+ r − p)√
mr
× (n− p)(n+ r − p)
mr(n+ r − p)2
}
= O
{m√r2√
mr
× r
2
mr × r2
}
= o(1),
as r →∞.
If r/(n−p) > 1, as {nh/(n+r−p)}×{r/(n−p)} = O{√r/√m(n− p)(n+ r − p)} =
o(1),
|(C.53)| ≤ mnh
∞∑
k=3
( 2nh
n+ r − p ×
r
n− p
)k−1
= O
{
mnh
( 2nh
n+ r − p
)2( r
n− p
)2}
,
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where
mnh
( nh
n+ r − p
)2( r
n− p
)2
= O
{m√(n− p)(n+ r − p)√
mr
× (n− p)(n+ r − p)
mr(n+ r − p)2 ×
r2
(n− p)2
}
= O
{√(n− p)(n+ r − p)√
mr
r
(n− p)(n+ r − p)
}
= O
{ r√
mr(n+ r − p)(n− p)
}
= o(1),
as n+ r − p ≥ r and n− p→∞.
If r/(n− p) < 1,
|(C.53)| ≤ mnh
∞∑
k=3
( nh
n+ r − p
)k−1 r
(n− p) = O
{
mnh
(nh)2
(n+ r − p)2 ×
r
(n− p)
}
,
where
mnh
(nh)2
(n+ r − p)2 ×
r
(n− p)
= O
{m√(n− p)(n+ r − p)√
mr
× (n− p)(n+ r − p)
mr(n+ r − p)2 ×
r
(n− p)
}
= O
{ √n− p√
mr(n+ r − p)
}
= o(1).
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D. Theorem 4
We give the main proof of Theorem 4 in Section D.1, where we use some concepts of
hypergeometric function, which is introduced in Section D.2, and the lemmas we use
are given and proved in Section D.3.
D.1 Proof of Theorem 4
As p/n = ρp, r/n = ρr, m/n = ρm with ρp, ρr, ρm ∈ (0, 1) and ρp + ρm < 1, we know
that σ2n in Theorem 3 satisfies
σ2n = 2 log
{(
1− ρm
1 + ρr − ρp
)(
1− ρm
1− ρp
)−1}
,
which is a positive constant, and we write the constant as σ2. Then T1 = {−2 logLn+
µn}/(nσ), and we examine the moment generating function E{2s logLn/(nσ)}. Let
h = 2s/(nσ). By Lemma 15, we have
E{2s logLn/(nσ)} = E{exp(h logLn)}
= ELhn = E0L
h
n × 1F1
(nh
2
;
1
2
(n+ r − p) + nh
2
;−1
2
Ω
)
, (D.54)
where E0L
h
n is the moment generating function of logLn under H0, and 1F1 is the
hypergeometric function, which depends on Ω only through its eigenvalues symmet-
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rically.
As 1F1 only depends on Ω via its eigenvalues symmetrically, without loss of gener-
ality, we consider the alternative with Ω = diag(w1, · · · , wm) and w1 ≥ · · · ≥ wm ≥ 0.
Let ξa = nh/2, ξb = (n+ r − p+ nh)/2 and Q = −Ω/2 = diag(−w1/2, · · · ,−wm/2),
then we write 1F1(nh/2, (n + r − p + nh)/2;−Ω/2) as 1F1(ξa; ξb;Q). Note that we
assume that Ω has fixed rank m0 in Theorem 4, then ω1 ≥ . . . ≥ ωm0 > 0 are m0
nonzero eigenvalues of Ω. Further define Q˜ = diag(−ω1/2, . . . ,−ωm0/2). By Lemma
17, we know 1F1(ξa; ξb;Q) = 1F1(ξa; ξb; Q˜). Then to evaluate 1F1(ξa; ξb;Q) when Q
has fixed rank, without loss of generality, we consider 1F1(ξa; ξb; Q˜).
Let W = log 1F1(ξa; ξb; Q˜) and Q˜ = −n∆˜/2 with ∆˜ = diag(δ1, . . . , δm0). From
Lemma 18, we know that W (∆˜) is the unique solution of each of the m0 partial
differential equations
[1
2
(n+ r − p−m0 + 1) + nh
2
+
1
2
nδj +
1
2
m0∑
i 6=j
δj
δj − δi
]∂W
∂δj
+δj
[∂2W
∂δ2j
+
(
∂W
∂δj
)2 ]
− 1
2
m0∑
i 6=j
δi
δj − δi
∂W
∂δi
= −nh
2
× n, (D.55)
for j = 1, . . . ,m0, subject to the conditions that W (∆˜) is (a) a symmetric function
of δ1, . . . , δm0 , and (b) analytic at ∆˜ = 0m0×m0 with W (0m0×m0) = 0. As r/n = ρr,
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p/n = ρp, m0 is a fixed number and nh = 2s/σ, we can write (D.55) into
[1
2
(1 + ρr − ρp)n+ 1
2
(2s/σ −m0 + 1) + 1
2
nδj +
1
2
m0∑
i 6=j
δj
δj − δi
]∂W
∂δj
+δj
[∂2W
∂δ2j
+
(
∂W
∂δj
)2 ]
− 1
2
m0∑
i 6=j
δi
δj − δi
∂W
∂δi
= − s
σ
× n. (D.56)
Similarly to Theorem 10.5.6 in Muirhead (2009), we writeW (∆˜) = P0(∆˜)+P1(∆˜)/n+
. . .. Note that nh = 2s/σ. Matching n on both sides of (D.56), we obtain
[1
2
(1 + ρr − ρp)n+ 1
2
nδj
]∂P0
∂δj
= −sn
σ
.
Solving this subject to conditions (a) and (b), we obtain
P0(∆˜) = −2s
σ
m0∑
j=1
log
(
1 +
δj
1 + ρr − ρp
)
.
Then we have W (∆˜) = P0(∆˜) +O(n
−1). From (D.54), we know
ELhn = E0L
h
n × elog 1F1 = E0e
s
nσ/2
log(Ln)+W . (D.57)
Write W∆ =
∑m0
j=1 log[1 + δj(1 + ρr − ρp)−1] and A1 = 2/σ. (C.25) and (D.57) show
that {logLn−µn/2}/(nσn/2) D−→ N (−A1W∆, 1), and thus {−2 logLn +µn}/(nσ) D−→
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N (A1W∆, 1). Then the power P (T1 > zα)→ Φ¯(zα − A1W∆).
D.2 Brief review of hypergeometric function
We rephrase some related definitions and results about hypergeometric function,
where the details can be found in Chapter 7 in Muirhead (2009).
Let k be a positive integer; a partition κ of k is written as κ = (k1, k2, . . .), where∑
t kt = k and k1 ≥ k2 ≥ . . . are non-negative integers. In addition, let M be an
m × m symmetric matrix with eigenvalues l1, . . . , lm, and let κ = (k1, k2 . . .) be a
partition of k into no more than m nonzero parts. We write the zonal polynomial of
M corresponding to κ as Cκ(M). Then by the definition, we know the hypergeometric
function 1F1(ξa; ξb;Q) satisfies
1F1(ξa; ξb;Q) =
∞∑
k=0
∑
κ:k
(ξa)κ
(ξb)κ
Cκ(Q)
k!
, (D.58)
where
∑
κ:k represents the summation over the partitions κ = (k1, . . . , km), k1 ≥
. . . ≥ km ≥ 0, of k, Cκ(Q) is the zonal polynomial of Q corresponding to κ, and the
generalized hypergeometric coefficient (ξ)κ is given by (ξ)κ =
∏t
i=1(ξ − (i − 1)/2)ki
with (a)ki = a(a+ 1) . . . (a+ ki − 1) and (a)0 = 1.
We then characterize the zonal polynomials Cκ(M). For given partition κ =
(k1, k2, . . .) of k, define the monomial symmetric functionsNκ(M) =
∑
{i1,...,it} l
k1
i1
. . . lktit ,
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where t is the number of nonzero parts in the partition κ, and the summation is over
the distinct permutations (i1, . . . , it) of t different integers from 1, . . . ,m. For another
partition λ = (λ1, λ2, . . .), we write κ > λ if ki > λi for the first index i for which the
parts in κ and λ are unequal. Then we have Cκ(M) =
∑
λ≤κ cκ,λNλ(M), where cκ,λ
are constants.
D.3 Lemmas in the proof of Theorem 4
Lemma 15. ELhn = E0L
h
n × 1F1(nh/2; (n+ r − p+ nh)/2;−Ω/2).
Proof. The result follows from Theorem 10.5.1 in Muirhead (2009).
Lemma 16. Suppose matrix M of size m×m has m eigenvalues l1, . . . , lm, but only
has m0 positive eigenvalues l1, . . . , lm0 and M˜ = diag(l1, . . . , lm0). Then for given
partition κ, the zonal polynomial functions satisfy Nκ(M) = Nκ(M˜).
Proof. By the definition of monomial functionNλ(M), we note that
∑
{i1,...,it} l
k1
i1
. . . lktit =∑
{˜i1,...,˜it} l
k1
i˜1
. . . lkt
i˜t
, where
∑
{˜i1,...,˜it} represents the summation over the distinct per-
mutations (˜i1, . . . , i˜t) of t different integers from 1, . . . ,m0. It follows that Nλ(M) =
Nλ(M˜), where M˜ = diag(l1, . . . , lm0).
Lemma 17. Suppose Q has fixed rank m0, then 1F1(ξa; ξb;Q) = 1F1(ξa; ξb; Q˜).
Proof. As Q has rank m0, it only has m0 nonzero eigenvalues. To prove the lemma,
we note that the hypergeometric function can be expressed as the linear combination
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of the zonal polynomials of a matrix. We then state two properties of the zonal
polynomial functions Cκ(Q). First, by Corollary 7.2.4 in Muirhead (2009), we know
that when κ is a partition of k into more than m0 nonzero parts, Cκ(Q) = 0. Second,
when κ is a partition of k into fewer than m0 nonzero parts, Cκ(Q) = Cκ(Q˜). To see
this, we note that Cκ(Q) =
∑
λ≤κ cλ,κNλ(Q) and the constants cκ,λ do not depend on
the eigenvalues of Q. Then by Lemma 16, we know that Cκ(M) = Cκ(M˜). Finally,
by the definition in (D.58), we have 1F1(ξa; ξb;Q) = 1F1(ξa; ξb; Q˜).
Lemma 18. W = log 1F1(ξa; ξb; Q˜) with Q˜ = −n∆˜/2 discussed in Section D.1 is the
unique solution of each of the m0 partial differential equations
[1
2
(n+ r − p−m0 + 1) + nh
2
+
1
2
nδj +
1
2
m0∑
i 6=j
δj
δj − δi
]∂W
∂δj
+δj
[∂2W
∂δ2j
+
(
∂W
∂δj
)2 ]
− 1
2
m0∑
i 6=j
δi
δj − δi
∂W
∂δi
= −nh
2
× n,
for j = 1, . . . ,m0, subject to the conditions that W (∆˜) is (a) a symmetric function
of δ1, . . . , δm0, and (b) analytic at ∆˜ = 0m0×m0 with W (0m0×m0) = 0.
Proof. As m0 is fixed, the result follows from Theorem 7.5.6 in Muirhead (2009) by
changing of variables.
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E. Theorem 5
We give the conditions of Theorem 5 in Section E.1, and the main proof Theorem 5
is given in Section E.2, while the lemmas we use in the proof are given and proved
in Section E.3.
E.1 Conditions of Theorem 5
To derive Theorem 5, we need some regularity conditions. We use λmax(·) and λmin(·)
to denote the largest and smallest eigenvalues of a matrix respectively; diag(·) denotes
the vector of diagonal elements of a matrix; max diag(·) and min diag(·) represent the
maximum and minimum value of the diagonal elements of a matrix respectively; ‖ · ‖
denotes the `2-norm of a vector; and ei = (0, . . . , 0, 1, 0, . . . , 0)
ᵀ denotes the indicator
vector with 1 on the ith entry.
Condition 1. The rows of X and E independently follow multivariate Gaussian
distribution with covariance matrices Σx and Σ respectively. There exist nonnega-
tive constants t and τ and positive constants (c1, c2, c3, c4, c5) such that λmax(Σx) ≤
c1n
τ , λmin(Σ) ≥ c2n−t, min diag(Σx) ≥ c3, max diag(Σ) ≤ c4 and max diag(BᵀΣxB) ≤
c5.
Condition 2. For some constants κ, u, c6 > 0 and c7 > 0, and fixed i ∈ M∗, there
exists a0,i ∈ Rm with ‖a0,i‖ = 1 such that max{‖Σ1/2x Ba0,i‖, ‖Σ1/2a0,i‖} ≤ c6nu and
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|eᵀiΣxBa0,i|σ−1x,i ≥ c7n−κ, where σ2x,i is the i-th diagonal element of Σx.
Condition 3. Assume m = O(ns) with 0 ≤ s < 1; ι+τ < 1, where ι = 2κ+2u+t+s;
p > c9n for some constant c9 > 1; log p = O(n
pi) for some constant pi ∈ (0, 1− 2κ−
2u− t− s); and δn1−ι−τ →∞ as n→∞.
Remark 5. In Condition 1, we assume that X and E follow the Gaussian distribution
for the ease of theoretical developments. We allow the eigenvalues of Σx and Σ to
diverge or degenerate as n grows, which is similarly assumed in Fan and Lv (2008)
and Wang and Leng (2016) etc. in studying the linear regression with univariate
response. The boundedness of the diagonal elements of Σ and BᵀΣxB is satisfied
when the variances of response variables are O(1). Condition 2 implies that there
exists a combination of the response variables whose absolute covariance with the i-th
predictor is sufficiently large. In particular, suppose for each i ∈ M∗, there exists
ki ∈ {1, . . . ,m} such that cov(x1,i, y1,ki)σ−1x,i ≥ c7n−κ. Then Condition 2 is satisfied
under Condition 1. Condition 3 allows the number of predictors p grow exponentially
with n. The requirement 2u+ 2κ+ τ + t+ s < 1 is satisfied when the eigenvalues of
Σx, B
ᵀΣxB and Σ do not diverge or degenerate too fast with n, and the covariance
between x1,i and y
ᵀ
1a0,i is sufficiently large.
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E.2 Proof of Theorem 5
Before proceeding to the proof, we define some notations and provide some prelim-
inary results. Note that by the form of ωj, we could assume E(X) = 0 with loss of
generality. Let Z = XΣ
−1/2
x . We know that the entries in Z are i.i.d. N (0, 1) by
Condition 1, and then with probability 1, the n × p matrix Z has full rank n. Let
µ
1/2
1 , . . . , µ
1/2
n be the n singular values of Z. Then ZᵀZ has the eigendecomposition
ZᵀZ = Uᵀdiag(µ1, . . . , µn, 0, . . . , 0)U, (E.59)
where U belongs to the orthogonal group O(p). We write Uᵀ = (u1, . . . ,up). It
follows that the Moore-Penrose generalized inverse of (E.59) is
(ZᵀZ)+ =
n∑
i=1
1
µi
uiu
ᵀ
i .
Moreover, we have the decomposition
S := (ZᵀZ)+ZᵀZ = Uᵀdiag(In, 0)U = U˜
ᵀU˜ , (E.60)
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where U˜ = (In,0)n×pU and (In,0)n×p represents an n×p matrix with first n columns
being In and 0 in the remaining columns. Since X = ZΣ
1/2
x , by (E.59), we know that
XᵀX = Σ1/2x U˜
ᵀdiag(µ1, . . . , µn)U˜Σ
1/2
x . (E.61)
In addition, define P = In − 1n1ᵀn/n. We can then write ωi equivalently as
ωi = max
a:‖a‖=1
aᵀY ᵀP ᵀPxi√
(aᵀY ᵀP ᵀPY a){(xi)ᵀP ᵀPxi} .
By the property of ωi, we assume without loss of generality that X and E have mean
zero. Furthermore, suppose diag(Σx) = diag(σx,1, . . . , σx,p) and let
ζi = max
a:‖a‖=1
aᵀY ᵀP ᵀPxi
σx,i
√
n× aᵀY ᵀP ᵀPY a . (E.62)
Then by Lemma 24, we know ωi = ζi{1+o(1)} with probability 1−O{exp(−c0n/ log n)}
for some constant c0 > 0. As Y = XB + E, we have
ζi = max
a:‖a‖=1
aᵀBᵀXᵀP ᵀPxi + aᵀEᵀP ᵀPxi
σx,i
√
n× aᵀ(Y ᵀP ᵀPY )a = ξi + ηi, (E.63)
89
where
ξi = max
a:‖a‖=1
aᵀBᵀXᵀP ᵀPxi
σx,i
√
naᵀ(Y ᵀP ᵀPY )a
, ηi = max
a:‖a‖=1
aᵀEᵀP ᵀPxi
σx,i
√
naᵀ(Y ᵀP ᵀPY )a
.
Moreover, we write B = [β1, . . . ,βm], where βj represents the j-th column of B. We
then study ξi and ηi separately.
Step 1: We first examine ξ = (ξ1, . . . , ξp)
ᵀ.
Step 1.1 (bounding ‖ξ‖ from above) For i = 1, . . . , p,
|ξi| ≤ {nλmin(Y ᵀP ᵀPY )}−1/2σ−1x,i‖BᵀXᵀP ᵀPxi‖,
where ‖ · ‖ represents the `2-norm of a vector. Then we know
‖ξ‖2 =
p∑
i=1
ξ2i ≤ {nλmin(Y ᵀP ᵀPY )}−1
p∑
i=1
σ−2x,i‖BᵀXᵀP ᵀPxi‖2 (E.64)
By Lemma 25, we know that there exist constants c1 and c0 such that λmin(Y
ᵀP ᵀPY ) ≥
c1n
1−t with probability 1 − O{exp(−c0n)}. To bound ‖ξ‖ from above, we then ex-
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amine
∑p
i=1 σ
−2
x,i‖BᵀXᵀP ᵀPxi‖2. Since min1≤i≤p σ2x,i ≥ c3 by Condition 1,
p∑
i=1
σ−2x,i‖BᵀXᵀP ᵀPxi‖2 ≤ c−13
p∑
i=1
m∑
k=1
(βᵀkX
ᵀP ᵀPxi)2
= c−13
m∑
k=1
βᵀkX
ᵀP ᵀP
p∑
i=1
xi(xi)ᵀP ᵀPXβk. (E.65)
As
∑p
i=1 x
i(xi)ᵀ = XXᵀ and P ᵀP = In − 1n1ᵀn/n, we have
(E.65) = c−13
m∑
k=1
‖βᵀkXᵀ(In − 1n1ᵀn/n)X‖2
≤ 2c−13 × (Aξ,1 + Aξ,2), (E.66)
where Aξ,1 =
∑m
k=1 ‖βᵀkXᵀX‖2 and Aξ,2 =
∑m
k=1 ‖βᵀkXᵀ(1n1ᵀn/n)X‖2.
We next examine Aξ,1 and Aξ,2 separately. By (E.61),
Aξ,1 =
m∑
k=1
βᵀkΣ
1/2
x U˜
ᵀdiag(µ1, . . . , µn)U˜Σ
1/2
x Σ
1/2
x U˜
ᵀdiag(µ1, . . . , µn)U˜Σ
1/2
x βk
≤ p2{λmax(p−1ZZᵀ)}2λmax(Σx)
m∑
k=1
βᵀkΣ
1/2
x U˜
ᵀU˜Σ1/2x βk, (E.67)
where in the last inequality, we use the fact that U˜ΣxU˜
ᵀ  λmax(Σx)In, and diag(µ1, . . . , µn) 
pλmax(p
−1ZZᵀ)In, as µ
1/2
1 , . . . , µ
1/2
n are the singular values of Z. We then bound
(E.67) from above by examining βᵀkΣ
1/2
x U˜ᵀU˜Σ
1/2
x βk. For fixed k = 1, . . . ,m, let
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Q ∈ O(p) such that Σ1/2x βk = ‖Σ1/2x βk‖2Qe1. By (E.60) and Lemma 20, we know
βᵀkΣ
1/2
x U˜
ᵀU˜Σ1/2x βk = ‖Σ1/2x βk‖2〈QᵀSQe1, e1〉
(d)
= ‖Σ1/2x βk‖2〈Se1, e1〉. (E.68)
By Condition 1, ‖Σ1/2x βk‖2 = βᵀkΣxβk ≤ c5 for some constant c5 > 0. Then by (E.68)
and Lemma 21, we know for some positive constants c0 and c1,
P (βᵀkΣ
1/2
x U˜
ᵀU˜Σ1/2x βk > c1n/p) ≤ O{exp(−c0n)}. (E.69)
Combining (E.67), Lemma 22, Condition 1 and (E.69), we then know for some posi-
tive constants c0 and c, with probability 1− O{m exp(−c0n)}, Aξ,1 ≤ cmp2nτn/p =
cmpn1+τ .
For Aξ,2, note that
Aξ,2 =
m∑
k=1
βᵀkΣ
1/2
x Z
ᵀ(1n1
ᵀ
n/n)ZΣxZ
ᵀ(1n1
ᵀ
n/n)ZΣ
1/2
x βk. (E.70)
Similarly, considering fixed k = 1, . . . ,m, we let Q ∈ O(p) such that Σ1/2x βk =
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‖Σ1/2x βk‖Qe1. Then
βᵀkΣ
1/2
x Z
ᵀ(1n1
ᵀ
n/n)ZΣxZ
ᵀ(1n1
ᵀ
n/n)ZΣ
1/2
x βk
= ‖Σ1/2x βk‖2eᵀ1QᵀZᵀ(1n1ᵀn/n)ZΣxZᵀ(1n1ᵀn/n)ZQe1
≤ λmax(Σx)‖Σ1/2x βk‖2eᵀ1QᵀZᵀ(1n1ᵀn/n)ZQQᵀZᵀ(1n1ᵀn/n)ZQe1
(d)
= λmax(Σx)‖Σ1/2x βk‖2‖Zᵀ(1n1ᵀn/n)Ze1‖2, (E.71)
where in the last equality, we use the fact that ZQ
(d)
= Z. Since the entries in Z
are i.i.d. N (0, 1), we have L = (L1, . . . , Lp)ᵀ = Zᵀ1n/
√
n ∼ N (0p×1, Ip) with L1 =
1ᵀnZe1/
√
n. It follows that ‖Zᵀ(1n1ᵀn/n)Ze1‖2 =
∑p
j=1 L
2
1L
2
j . Since L
2
1 ∼ χ21, there
exist constants c0 and c1 such that P (|L21 − 1| > c1n) ≤ O{exp(−c0n)}. Moreover,
note that L2j ’s are i.i.d. χ
2
1-distributed random variables. By Lemma 19, for some
positive constants c0 and c1, when p ≥ n,
P
( p∑
j=2
L2j/(p− 1) > 1 + c1
)
≤ O{exp(−c0p)} ≤ O{exp(−c0n)}. (E.72)
Thus there exist constants c and c0 such that with probability 1−O{exp(−c0n)},
‖Zᵀ(1n1ᵀn/n)Ze1‖2 =
p∑
j=1
L21L
2
j = L
4
1 + L
2
1
p∑
j=2
L2j ≤ cpn.
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By Condition 1, λmax(Σx) ≤ c1nτ and ‖Σ1/2x βk‖2 ≤ c2 for some constant c1 and
c2. From (E.70) and (E.71), we know that Aξ,2 ≤ cmpnτ+1 with probability 1 −
O{m exp(−c0n)}.
In summary, we obtain that for some constants c and c0, Aξ,1 and Aξ,2 ≤ cmpnτ+1
with probability 1−O{exp(−c0n)}. Then by (E.64), (E.66) and Lemma 25, we have
for some positive constants c1 and c0,
P{‖ξ‖2 > c1n−(1+1−t)pmn1+τ} ≤ O{m exp(−c0n)} = O{exp(−c0n)}, (E.73)
where the last equality is from Condition 3.
Step 1.2 (bounding |ξi| for i ∈ M∗ from below) Without loss of generality, we
consider B 6= 0p×m. For fixed i ∈M∗,
ξi = max
a:‖a‖2=1
aᵀBᵀXᵀP ᵀPxi
σx,i
√
n× aᵀ(Y ᵀP ᵀPY )a
≥ {n× aᵀ0,iY ᵀP ᵀPY a0,i}−1/2σ−1x,i |aᵀ0,iBᵀXᵀP ᵀPXei|, (E.74)
where a0,i in the last inequality is specified in Condition 2. To bound |ξi| from below,
we then examine (E.74). By Lemma 25, there exist constants c0 and c2 such that
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with probability 1−O{exp(−c0n)},
aᵀ0,iY
ᵀP ᵀPY a0,i ≤ c2n2u+1. (E.75)
Moreover, as P ᵀP = In − 1n1ᵀn/n, σ−1x,iaᵀ0,iBᵀXᵀP ᵀPXei = A˜ξ,i,1 − A˜ξ,i,2, where
A˜ξ,i,1 = σ
−1
x,ia
ᵀ
0,iB
ᵀXᵀXei and A˜ξ,i,2 = σ
−1
x,ia
ᵀ
0,iB
ᵀXᵀ(1n1
ᵀ
n/n)Xei.
We first consider A˜ξ,i,1. From (E.61),
σ−1x,ia
ᵀ
0,iB
ᵀXᵀXei = σ
−1
x,ia
ᵀ
0,iB
ᵀΣ1/2x U˜
ᵀdiag(µ1, . . . , µn)U˜Σ
1/2
x ei. (E.76)
Note that for fixed i = 1, . . . , p, ‖Σ1/2x ei‖2σ−2x,i = 1. Then there exists Q˜ ∈ O(p) such
that Σ
1/2
x eiσ
−1
x,i = Q˜e1, and
Σ1/2x Ba0,i − 〈Σ1/2x Ba0,i,Σ1/2x eiσ−1x,i 〉Σ1/2x eiσ−1x,i
= (‖Σ1/2x Ba0,i‖2 − 〈Σ1/2x Ba0,i,Σ1/2x eiσ−1x,i 〉2)1/2Q˜e2. (E.77)
By Condition 2, there exists constant c such that ‖Σ1/2x Ba0,i‖ ≤ cnu. Thus
Σ1/2x Ba0,i = 〈Σ1/2x Ba0,i,Σ1/2x eiσ−1x,i 〉Q˜e1 +O(nu)Q˜e2. (E.78)
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Let Tη,1 = U˜
ᵀdiag(µ1, . . . , µn)U˜Q˜e1. As Q˜e1 = Σ
1/2
x eiσ
−1
x,i , it follows that
(E.76) = 〈Σ1/2x Ba0,i,Σ1/2x eiσ−1x,i 〉eᵀ1Q˜ᵀTη,1 +O(nu)eᵀ2Q˜ᵀTη,1. (E.79)
Since the uniform distribution on the orthogonal group O(p) is invariant under itself,
U˜Q˜
(d)
= U˜ . Then as (µ1, . . . , µn)
ᵀ is independent of U˜ by Lemma 20, we know that
Q˜ᵀTη,1
(d)
= R, where R = (R1, . . . , Rp)
ᵀ = U˜ᵀdiag(µ1, . . . , µn)U˜e1. By (E.79), we then
have
(E.76)
(d)
= ξi,1 + ξi,2, (E.80)
where ξi,1 = 〈Σ1/2x Ba0,i,Σ1/2x eiσ−1x,i 〉R1 and ξi,2 = O(nu)R2.
We next examine ξi,1 and ξi,2 separately. For ξi,1, as µ1, . . . , µn ≥ pλmin(p−1ZZᵀ),
and by (E.60), we have
R1 ≥ peᵀ1U˜ᵀλmin(p−1ZZᵀ)InU˜e1 = pλmin(p−1ZZᵀ)〈Se1, e1〉.
Thus, by Condition 1, Lemmas 21 and 22, and Bonferroni inequality, we have for
some positive constants c1 and c0,
P (R1 < c1p× n/p) ≤ O{exp(−c0n)}. (E.81)
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This, along with Condition 2, show that for some positive constants c1 and c0,
P (|ξi,1| < c1n1−κ) ≤ O{exp(−c0n)}. (E.82)
We then consider ξi,2 = O(n
u)R2. By Lemma 23, we know that there exist positive
constants c1 and c0 such that P (|R2| > c1n1/2|W1|) ≤ O{exp(−c0n}, where W1 is an
independent N (0, 1)-distributed random variable. It follows that for some positive
constants c1 and c0, we have
P (|ξi,2| > c1nu+1/2|W1|) ≤ O{exp(−c0n)}. (E.83)
For some constant c2 > 0, let xn =
√
2c2n
1−κ−u/
√
log n. Then by the classical
Gaussian tail bound, we have
P (n1/2|W | > xn) ≤
√
2/pi
exp{−c2n1−2κ−2u/ log n}√
2c2n1/2−κ−u/
√
log n
≤ O{exp(−c2n1−2κ−2u/ log n)},
which, along with inequality (E.83), show that for some positive constants c1 and c0,
P (|ξi,2| > c1nuxn) ≤ O[exp{−c0n1−2κ−2u/ log n}], (E.84)
where nuxn =
√
2c2n
1−κ/
√
log n.
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We then consider A˜ξ,i,2. Similarly, we take Q˜ ∈ O(p) satisfying Σ1/2x eiσ−1x,i = Q˜e1
and (E.77). As ZQ˜
(d)
= Z and by (E.78), similarly to (E.80), we have
A˜ξ,i,2 = a
ᵀ
0,iB
ᵀΣ1/2x Z
ᵀ(1n1
ᵀ
n/n)ZQ˜e1
(d)
= ξ˜i,1 + ξ˜i,2,
where ξ˜i,1 = 〈Σ1/2x Ba0,i,Σ1/2x eiσ−1x,i 〉eᵀ1Zᵀ1n1ᵀnZe1/n and ξ˜i,2 = O(nu)eᵀ2Zᵀ1n1ᵀnZe1/n.
Note that 1ᵀnZe1/
√
n ∼ N (0, 1) and 1ᵀnZe2/
√
n ∼ N (0, 1) independently. Then for
some positive constants c1 and c0,
P (|eᵀ1Zᵀ1n1ᵀnZe1/n| > c1n1−κ−u/ log n) ≤ O[exp{−c0n1−κ−u/ log n}],
P (|eᵀ2Zᵀ1n1ᵀnZe1/n| > c1n1−κ−u/ log n) ≤ O[exp{−c0n1−κ−u/ log n}].
These, combined with (E.81), show that there exist some constants c1 and c0 such
that
P (|ξ˜i,1| > c1|ξi,1|n−u−κ/ log n) ≤ P (|ξ˜i,1| > c1〈Σ1/2x Ba0,i,Σ1/2x eiσ−1x,i 〉n1−κ−u/ log n)
+P (R1 < c1n)
≤ O{exp(−c0n1−κ−u/ log n)},
P (|ξ˜i,2| > c1n1−κ/ log n) ≤ O{exp(−c0n1−κ−u/ log n)}. (E.85)
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In summary, by Bonferroni’s inequality, combining (E.74), (E.75), (E.80), (E.82),
(E.84) and (E.85), we have for some positive constants c1 and c0,
P (|ξi| < c1(n× n2u+1)−1/2n1−κ) ≤ O[exp{−c0n1−2κ−2u/ log n}], i ∈M∗. (E.86)
Step 2 We next examine η = (η1, . . . , ηp)
ᵀ defined in (E.63).
Step 2.1 (bounding ‖η‖2 from above) By Condition 1,
ηi = max
a:‖a‖=1
aᵀEᵀP ᵀPxi
σx,i
√
n× aᵀY ᵀP ᵀPY a ≤ {nλmin(Y
ᵀP ᵀPY )}−1/2c−13 ‖EᵀP ᵀPxi‖.(E.87)
Let j denote the j-th column of E, then E = [1, . . . , m]. As P ᵀP = In − 1n1ᵀn/n,
we have ‖EᵀP ᵀPxi‖2 = ∑mj=1{(j)ᵀxi − (j)ᵀ1n1ᵀnxi/n}2. Note that ∑pi=1 xi(xi)ᵀ =
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XXᵀ. Then by (E.87),
p∑
i=1
η2i ≤ c−23 {nλmin(Y ᵀP ᵀPY )}−1
p∑
i=1
m∑
j=1
2× [{(j)ᵀxi}2 + {(j)ᵀ1n1ᵀnxi/n}2]
= 2c−23 {nλmin(Y ᵀP ᵀPY )}−1
×
m∑
j=1
{(j)ᵀ
p∑
i=1
xi(xi)ᵀj + (j)ᵀ1n1
ᵀ
n
p∑
i=1
xi(xi)ᵀ1n1
ᵀ
n
j/n2}
= 2c−23 {nλmin(Y ᵀP ᵀPY )}−1
m∑
j=1
{(j)ᵀXXᵀj + (j)ᵀ1n1ᵀnXXᵀ1n1ᵀnj/n2}
≤ 2c−23 {nλmin(Y ᵀP ᵀPY )}−1λmax(Σx)
m∑
j=1
(Aη,j,1 + Aη,j,2), (E.88)
where Aη,j,1 = (
j)ᵀZZᵀj and Aη,j,2 = (
j)ᵀ1n1
ᵀ
nZZ
ᵀ1n1
ᵀ
n
j/n2.
Note that Aη,j,1 ≤ pλmax(p−1ZZᵀ)‖j‖2. Suppose diag(Σ) = (σ2,1, . . . , σ2,m)ᵀ.
Then by Condition 1 and Lemma 19, we know for some positive constants c and c0,
P (‖j‖22 > cnσ2,j/ log n) ≤ exp(−c0n/ log n). (E.89)
In addition, Aη,j,2 ≤ pλmax(p−1ZZᵀ)× (1ᵀnj)2/n. Similarly to (E.89), by Condition 1
and the tail bound of the Chi-squared distribution, there exist some positive constants
c and c0,
P{(1ᵀnj)2/n > cnσ2,j/ log n} ≤ O{exp(−c0n/ log n)}. (E.90)
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Combining (E.89) and (E.90), we know that for some constants c1, c2 and c0, with
probability 1−O{m exp(−c0n/ log n)},
Aη,j,1 + Aη,j,2 ≤ c1pn
m∑
j=1
σ2,j/ log n ≤ c2pnm/ log n, (E.91)
where the last inequality is from diag(Σ) ≤ c4 for some constant c4 > 0 by Condition
1.
Combining (E.88), (E.91), Lemma 25 and Conditions 1 and 3, we know for some
positive constants c1, c2 and c0,
P (‖η‖2 > c1{n× n1−t}−1pn1+τm/ log n) ≤ O{m exp(−c2n/ log n)}
= O{exp(−c0n/ log n)}. (E.92)
Step 2.2 (bounding |ηi| from above) From Step 2.1, we know
η2i ≤ {nλmin(Y ᵀP ᵀPY )}−1σ−2x,i
m∑
j=1
(ᵀjP
ᵀPxi)2. (E.93)
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Then conditioning on X, σ−1x,i 
ᵀ
jP
ᵀPxi ∼ N (0, σ2,j(xi)ᵀP ᵀPxiσ−2x,i ). Let E1 be the
event {var(σ−1x,i ᵀjP ᵀPxi|X) ≤ c1n} for some constant c1 > 0. Note that
var(ᵀ,jP
ᵀPxiσ−1x,i |X) = σ2,j{(xi)ᵀxi − (xi)ᵀ1ᵀn1nxi/n}σ−2x,i ≤ σ2,j(xi)ᵀxiσ−2x,i .
Using the same argument as in Step 1.1, we can show that, there exist some positive
constants c1 and c0,
P (Ec1) ≤ P{σ2,j(xi)ᵀxiσ−2x,i > c1n} ≤ O{exp(−c0n)}, (E.94)
where Ec1 represents the complement of the event E1. On the event E1, for any a > 0,
by Condition 1, we have
P (|ᵀjP ᵀPxi|σ−1x,i > a|X, E1) ≤ P{
√
c1n|W | > a}, (E.95)
where W is an independent N (0, 1)-distributed random variable. Thus, combining
(E.94) and (E.95), we have
P (|ᵀjP ᵀPxi|σ−1x,i > a) ≤ O{exp(−c0n)}+ P{
√
c1n|W | > a}. (E.96)
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Let x′n =
√
2c0c1n
1−κ−t/2−s/2−u/
√
log n. Invoking the classical Gaussian tail bound,
we have
P{√c1n|W | > x′n} = O{exp(−c0n1−2κ−t−s−2u/ log n)}.
By (E.93) and Lemma 25, we then have
P (|ηi| > (n1+1−t)−1/2x′n
√
m) ≤
m∑
j=1
P (|ᵀjP ᵀPxi| > x′n)
+P{λmin(Y ᵀP ᵀPY ) < c1n1−t},
where (n1+1−t)−1/2x′n
√
m =
√
2c0c1mn
−κ−s/2−u/
√
log n ≤ c2n−κ−u/
√
log n for some
constant c2 > 0 by Condition 3. In summary, we have
P [max
1≤i≤p
|ηi| > c2n−κ−u/
√
log n]
≤ O[p exp{−c2n1−2κ−t−s−2u/ log n}]
= O[exp{−c0n1−2κ−t−s−2u/ log n}], (E.97)
where the last equality is from Condition 3.
Step 3. We combine the results in Steps 1 and 2. By Bonferroni’s inequlaity, it
follows from (E.73), (E.86), (E.92) and (E.97) that, for some positive constants c˜1, c˜2
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and c˜,
P{min
i∈M∗
|ζi| < c˜1(n× n2u+1)−1/2n1−κ or ‖ζ‖2 > c˜2(n× n1−t)−1n1+τpm}
≤ O[|M∗| exp{−c˜n1−2κ−2u−t−s/ log n}]. (E.98)
By Lemma 24 and (E.98), we know that there exist some positive constants c1, c2
and c,
P{min
i∈M∗
|ωi| < c1(n× n2u+1)−1/2n1−κ or ‖ω‖2 > c2(n× n−t)−1n1+τpm}
≤ O[|M∗| exp{−cn1−2κ−2u−t−s/ log n}],
which is O[exp{−c0n1−2κ−2u−t−s/ log n}] for some constant c0 > 0 by Condition 3 and
|M∗| ≤ p. This shows that with overIwhelming probability 1−O[exp{−c0n1−2κ−2u−t−s/ log n}],
the magnitudes of ωi, i ∈ M∗ are uniformly at least of order c1(n × n2u+1)−1/2n1−κ,
and for some positive constants c1 and c2,
#{1 ≤ k ≤ p : |ωk| ≥ min
i∈M∗
|ωi|} ≤ c1 (n× n
2u+1)× pmn1+τ
n× n1−t × (n1−κ)2 ≤ c2pn
s+2u+2κ+τ+t−1,
where the last inequality is from Condition 3. Thus, if the proportion δ of features
selected satisfies δn1−2κ−2u−τ−t−s → ∞, then δp ≥ c2pns+τ+t+2κ+2u−1 when δ is suf-
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ficiently large, and we know with probability 1 − O[exp{−c0n1−2κ−2u−τ−t−s/ log n}],
M∗ ⊆Mδ.
E.3 Lemmas in the proof of Theorem 5
Lemma 19 (Lemma 3 in Fan and Lv (2008)). Let ϑi, i = 1, 2, . . . , n be i.i.d. χ
2
1-
distributed random variables. Then for any  > 0, we have P (n−1
∑n
i=1 ϑi > 1 + ) ≤
exp(−An), where A = [ − log(1 + )]/2 > 0; for any  ∈ (0, 1), P (n−1
∑n
i=1 ϑi <
1− ) ≤ exp(−Bn),where B = [−− log(1− )]/2 > 0.
Lemma 20 (Lemma 1 in Fan and Lv (2008)). For U and (µ1, . . . , µn)
ᵀ in (E.59),
and O˜ uniformly distributed on the orthogonal group O(p), we know that
(In,0)n×pU
(d)
= (In,0)n×pO˜, (E.99)
and (µ1, . . . , µn)
ᵀ is independent of (In,0)n×pU .
Proof. As µ
1/2
1 , . . . , µ
1/2
n are n singular values of Z, we know that Z has the singular
value decomposition Z = V1D1U , where V1 ∈ O(n), U ∈ O(p) is given in (E.59), and
D1 is an n× p diagonal matrix whose diagonal elements are µ1/21 , . . . , µ1/2n . Since the
entries in Z are i.i.d. N (0, 1), for any O˜ ∈ O(p), ZO˜ (d)= Z. Thus, conditional on V1
and (µ1, . . . , µn)
ᵀ, the conditional distribution of (In,0)n×pU is invariant under O(p).
This shows that (E.99) holds for O˜ uniformly distributed on the orthogonal group
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O(p), and (µ1, . . . , µn)ᵀ is independent of (In,0)n×pU .
Lemma 21 (Lemma 4 in Fan and Lv (2008)). S defined in (E.60) is uniformly
distributed on the Grassmann manifold Gp,n. For any constant c0 > 0, there are
constants c1 and c2 with 0 < c1 < 1 < c2 such that
P (〈Se1, e1〉 < c1n/p or > c2n/p) ≤ 4 exp(−c0n).
Lemma 22. The matrix Z is of size n × p and the matrix Z˜ is of size n ×m with
Condition 3 satisfied. The entries in Z and Z˜ are i.i.d. N (0, 1). For some constants
c1, c0 > 0,
P{λmax(n−1ZZᵀ) > c1 or λmin(n−1ZᵀZ) < 1/c1} ≤ exp(−c0n). (E.100)
There exist some constants c1 > 1, c > 0 and c0 > 0, when n > c,
P [λmax{n−1(PZ˜)ᵀPZ˜} > c1 or λmin{n−1(PZ˜)ᵀPZ˜} < 1/c1] ≤ exp(−c0n/ log n).(E 101)
Proof. As the entries in Z are i.i.d. N (0, 1), by Appendix A.7 in Fan and Lv (2008),
we know that (E.100) holds. For Z˜, since its entries are also i.i.d. N (0, 1) and
n > c7m for some c7 > 1, symmetrically, we know there exist constants c˜1 > 1 and
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c˜0 > 0 such that
P{λmax(n−1Z˜ᵀZ˜) > c˜1 or λmin(n−1Z˜ᵀZ˜) < 1/c˜1} ≤ exp(−c˜0n). (E.102)
Since (PZ˜)ᵀPZ˜ = Z˜ᵀPZ˜ = Z˜ᵀZ˜ − Z˜ᵀ1n1ᵀnZ˜/n, by Weyl’s inequality, we have
λmax{(PZ˜)ᵀPZ˜} ≤ λmax(Z˜ᵀZ˜) + λmax(−Z˜ᵀ1n1ᵀnZ˜/n),
λmin{(PZ˜)ᵀPZ˜} ≥ λmin(Z˜ᵀZ˜) + λmin(−Z˜ᵀ1n1ᵀnZ˜/n). (E.103)
Let AZ = Z˜
ᵀ1n1
ᵀ
nZ˜/n. As rank(AZ) = 1 and tr(AZ) ≥ 0, we know λmax(−AZ) =
−λmin(AZ) = 0 and λmin(−AZ) = −λmax(AZ) = −tr(AZ) = −1ᵀnZ˜Z˜ᵀ1n/n.
We then examine 1ᵀnZ˜Z˜
ᵀ1n/n. For zij∼N (0, 1) independently,
1ᵀnZ˜Z˜
ᵀ1n/n =
m∑
j=1
( n∑
i=1
zij/
√
n
)2
∼ χ2m.
By Lemma 19, we know for the random variable W˜ ∼ χ2m and any constant c2 > 0,
there exists constant c3 > 0 such that
P{|W˜/m− 1| > c2n/(m log n)} ≤ exp{−c3m× n/(m log n)}, (E.104)
This implies that with probability 1−O{exp(−c3n/ log n)}, λmax(AZ/n) = 1ᵀnZ˜Z˜ᵀ1n/n2 ≤
107
c2/ log n for some constant c2 > 0, as m = O(n
s) with s ∈ [0, 1).
When n is sufficiently large, there exists constant c1 such that 1 > c1 > c˜1 and
1/c1 + c2/ log n < 1/c˜1. Thus by (E.103) and (E.104), we know there exists constant
c0 > 0 such that with probability 1− exp(−c0n/ log n),
{λmin(n−1(PZ˜)ᵀPZ˜) < 1/c1} ⊆ {λmin(n−1Z˜ᵀZ˜) < 1/c1 + c2/ log n}
⊆ {λmin(n−1Z˜ᵀZ˜) < 1/c˜1},
{λmax(n−1(PZ˜)ᵀPZ˜) > c1} ⊆ {λmax(n−1Z˜ᵀZ˜) > c˜1}.
By (E.102), (E.101) is then proved.
Lemma 23. For R = (R1, . . . , Rp)
ᵀ = U˜ᵀdiag(µ1, . . . , µn)U˜e1, there exist positive
constants c1 and c0 such that P (|R2| > c1n1/2|W1|) ≤ O{exp(−c0n}, where |W1| is
an independent N (0, 1)-distributed random variable.
Proof. Let R˜ = (R2, . . . , Rp)
ᵀ. We first show that R˜ is invariant under the orthogonal
group O(p − 1). For any Q ∈ O(p − 1), let Q˜ = diag(1, Q) ∈ O(p). By Lemma 20,
we know that U˜ is independent of diag(µ1, . . . , µn) and Q˜U˜
(d)
= U˜ . Thus
Q˜ᵀR = Q˜ᵀU˜ᵀdiag(µ1, . . . , µn)U˜Q˜Q˜
ᵀe1
(d)
= U˜ᵀdiag(µ1, . . . , µn)U˜e1,
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where we use the fact that Q˜ᵀe1 = e1. This implies that R˜ is invariant under
the orthogonal group O(p − 1). It follows that R˜ (d)= ‖R˜‖W/‖W‖2, where W =
(W1, . . . ,Wp−1)ᵀ ∼ N (0, Ip−1), independent of ‖R˜‖.
In particular, we have R2
(d)
= ‖R˜‖W1/‖W‖2. Note that ‖R˜‖ ≤ ‖R‖ and ‖R‖2 =
eᵀ1U˜
ᵀdiag(µ21, . . . , µ
2
n)U˜e1. Since µ1, . . . , µn ≤ pλmax(p−1ZZᵀ),
‖R‖2 ≤ {λmax(p−1ZZᵀ)}2p2eᵀ1U˜ᵀU˜e1={λmax(p−1ZZᵀ)}2p2〈Se1, e1〉.
By Lemmas 20 and 22, we then know for some positive constants c1 and c0, P (‖R‖ >
c1
√
pn) ≤ O{exp(−c0n)}. Moreover, by Lemma 19, we know for some constants c1
and c0, P{‖W‖2 < c1(p − 1)} ≤ exp(−c0n) when p > n. Thus we obtain that for
some constants c1 and c0, P (|R2| > c1|W1|n1/2) ≤ O{exp(−c0n)}, where W1 is an
independent N (0, 1)-distributed random variable.
Lemma 24. For some constant c0 > 0, ωi = ζi{1 + o(1)} with probability 1 −
O{exp(−c0n/ log n)}.
Proof. By the definitions of ωi and ζi and P
ᵀP = P , we know
ωi − ζi ≤ max
a
aᵀY ᵀPxi(
√
nσx,i −
√
(xi)ᵀPxi)
σx,i
√
n((xi)ᵀPxi)(aᵀY ᵀPY a)
= ζi
√
nσx,i −
√
(xi)ᵀPxi√
(xi)ᵀPxi
,
ζi − ωi ≤ max
a
aᵀY ᵀP ᵀxi(
√
(xi)ᵀPxi −√nσx,i)
σx,i
√
n((xi)ᵀPxi)(aᵀY ᵀPY a)
= ζi
√
(xi)ᵀPxi −√nσx,i√
(xi)ᵀPxi
.
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Thus
|ωi − ζi| ≤ ζi
∣∣∣∣∣
√
(xi)ᵀPxi −√nσx,i√
(xi)ᵀPxi
∣∣∣∣∣ = ζi∣∣∣1− σx,i√n/{(xi)ᵀPxi}∣∣∣.
Let x¯i =
∑n
k=1 xk,i/n, which is the mean of the entries in x
i. It follows that
(xi)ᵀPxi =
∑n
k=1(xk,i − x¯i)2 =
∑n
k=1 x
2
k,i − n(x¯i)2. Then with c˜1 = c1/2
P (|(xi)ᵀPxi/(nσ2x,i)− 1| > c1/log n) (E.105)
≤ P{(x¯i)2/σ2x,i > c˜1/log n}+ P
{∣∣∣ n∑
k=1
x2k,i/(nσ
2
x,i)− 1
∣∣∣ > c˜1/log n}.
By Condition 1, (
√
nx¯i)2/σ2x,i ∼ χ21. Then by the tail of χ21 distribution, for some con-
stant c0 > 0, P{(x¯i)2/σ2x,i > c˜1/log n} ≤ O{exp(−c0n/log n)}. In addition, x2k,i/σ2x,i,
k = 1, . . . , n are i.i.d. χ21-distributed random variables. By Lemma 19, there exists
some constant c0 > 0,
P
{∣∣∣ n∑
k=1
x2k,i/(nσ
2
x,i)− 1
∣∣∣ > c˜1/log n} ≤ O{exp(c0n/log n)}.
In summary, we know for any constant c1 > 0, there exists constant c0 > 0 such that
(E.105) ≤ O{exp(−c0n/ log n)}. Thus, for i = 1, . . . , p, ωi = ζi{1 + O(1/
√
log n)} =
ζi(1 + o(1)) with probability 1− O{p exp(−c0n/ log n)} = 1− O{exp(−c0n/ log n)},
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where the last equality is from Condition 3.
Lemma 25. Consider n > c for c in Lemma 22. There exist constants c1, c2 and c0,
with probability 1−O{exp(−c0n/ log n)},
λmin(Y
ᵀP ᵀPY ) ≥ c1n1−t,
and for a0,i in Condition 2,
aᵀ0,iY
ᵀP ᵀPY a0,i ≤ c2n2u+1. (E.106)
Proof. Since X and E follow independent Gaussian distributions by Condition 1,
the rows of Y are independent multivariate Gaussian with mean zero and covariance
Σy = B
ᵀΣxB + Σ. Define Z˜ = Y Σ
−1/2
y . Then Z˜ is of size n×m and the entries in Z˜
are i.i.d. N (0, 1). Thus the concentration inequality (E.101) in Lemma 22 holds. It
follows that there exist constants c1 and c0, with probability 1−O{exp(−c0n)},
Y ᵀP ᵀPY =Σ1/2y Z˜
ᵀP ᵀPZ˜Σ1/2y
nΣ1/2y λmin(n−1Z˜ᵀP ᵀPZ˜)ImΣ1/2y  c1nΣy.
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By Weyl’s inequality and Condition 1, we then know
λmin(Y
ᵀP ᵀPY ) ≥ c1nλmin(Σy) ≥ c1nλmin(Σ) ≥ c1n1−t. (E.107)
Similarly we know for some constant c2, with probability 1−O{exp(−c0n)},
aᵀ0,iY
ᵀP ᵀPY a0,i = a
ᵀ
0,iΣ
1/2
y Z˜
ᵀP ᵀPZ˜Σ1/2y a0,i
≤ c2naᵀ0,iΣya0,i
= c2na
ᵀ
0,i(B
ᵀΣxB + Σ)a0,i
≤ c2n2u+1,
where the last inequality is from Condition 2.
F. Proposition 6 (Meinshausen et al., 2009, Theorem 3.2)
The proof of Proposition 6 directly follows the proof in Meinshausen et al. (2009).
For z ∈ (0, 1), define
ψ(z) =
1
J
J∑
j=1
1{p(j) ≤ z}. (F.108)
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Note that {Q(γ) ≤ α} and {ψ(αγ) ≥ γ} are equivalent. For a random variable U
taking values in [0, 1],
sup
γ∈(γmin,1)
1{U ≤ αγ}
γ
=

0 U ≥ α
α/U αγmin ≤ U < α
1/γmin U < αγmin.
Thus when U has a uniform distribution on [0, 1],
E
[
sup
γ∈(γmin,1)
1{U ≤ αγ}
γ
]
=
∫ αγmin
0
γ−1mindx+
∫ α
αγmin
αx−1dx = α(1− log γmin).
Hence, define the event B(j) as M∗ ⊆Mδ for the jth split, then
E
[
sup
γ∈(γmin,1)
1{p(j) ≤ αγ}/γ
]
≤ E
{
E
[
sup
γ∈(γmin,1)
1{p(j) ≤ αγ}/γ
∣∣∣B(j)]}+ 1
γmin
P{B(j)}
≤ α(1− log γmin) +O[exp{−c0n1−ι/ log n}],
where the constant ι is given in Theorem 5. Averaging over J splits yields
E
[
sup
γ∈(γmin,1)
1
γ
1
J
J∑
j=1
1{p(j)/γ ≤ α}
]
≤ α(1− log γmin) +O[exp{−c0n1−ι/ log n}].
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From Markov inequality and (F.108), E[supγ∈(γmin,1) 1{ψ(αγ) ≥ γ}] ≤ α(1−log γmin)+
O[exp{−c0n1−ι/ log n}]. Since {Q(γ) ≤ α} and {ψ(αγ) ≥ γ} are equivalent, it fol-
lows that P [infγ∈(γmin,1)Q(γ) ≤ α] ≤ α(1− log γmin) +O[exp{−c0n1−ι/ log n}], which
implies that P [infγ∈(γmin,1)Q(γ)(1− log γmin) ≤ α] ≤ α+O[exp{−c0n1−ι/ log n}]. By
definition of pt, lim supn→∞ P [pt ≤ α] ≤ α is obtained.
G. Supplementary Simulations
G.1 Supplementary simulations when n > p+m
G.1.1 Estimated type I errors
We provide additional simulations under H0 following the same set-up as in Figure 4.
In Figure 8, we present the estimated type I errors of the χ2 approximation and the
normal approximations of T1 and T3 with varying m and r respectively. It exhibits
similar pattern as in Figure 4, which shows that as (p,m, r) become larger, the χ2
approximation performs poorly, while the normal approximations for T1 and T3 still
control the type I error well.
G.1.2 Additional simulations under alternative hypotheses
In this section, we generate data from the multivariate regression model Y = XB+E,
where the rows of X and E are independent multivariate Gaussian with covariance
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Figure 8: Estimated type I error
matrices Σx = (ρ
|i−j|)p×p and Σ = (ρ|i−j|)m×m respectively. We consider a sparse
scenario when only the (1, 1)-entry of B is nonzero with a value vd. We also consider
a dense scenario when all the entries of B are independently generated from N (0, σ2d).
For each scenario, we estimate the test powers for different vd or σ
2
d values, which are
referred to as the signal sizes in the following. We take n = 100,m = 20, p = 50, r =
30 and conduct 10,000 simulations for two different C matrices. In the first case, we
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take C = [Ir,0r×(p−r)], where Ir is an identity matrix of dimension r × r, 0r×(p−r) is
an all zero matrix of dimension r × (p − r). Then H0 : CB = 0r×m examines the
relationship between Y and the first r predictors of X. In the second case, we take
C = [Ir,0r×(p−r−1),−1r], where 1r is an all 1 vector of length r, and 0r×(p−r−1) is
an all zero matrix of dimension r × (p − r − 1). Then H0 : CB = 0r×m tests the
equivalence of effects of the first r predictors and the last predictor. For two types
of B and two types of C matrices, we plot the estimated powers of T1, T2, T3 versus
signal sizes with ρ = 0.7, ρ = 0.5 and ρ = 0 in Figures 9, 10 and 11 respectively,
where similar results are observed.
Figures 9–11 show that under the dense B scenario, T1 is more powerful than
T2; but under the sparse B scenario, T2 is more powerful than T1. In addition,
the combined statistic T3 still maintains high power under both scenarios. These
results demonstrate the good performance of the proposed statistic T3. Note that the
patterns we observe in Figures 9–11 are similar to that in Figure 5, which indicates
that the conclusion we obtain under the canonical form can be instructive when
considering the linear form.
G.1.3 Robustness with other distributions
We further conduct some simulations considering other distributions, which exhibit
similar patterns as in Figure 9 and imply the robustness of the proposed methods.
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Figure 9: Estimated powers versus signal sizes with ρ = 0.7
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Figure 10: Estimated powers versus signal sizes with ρ = 0.5
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Figure 11: Estimated powers versus signal sizes with ρ = 0
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(a) X and Y follow multinomial distributions For i = 1, . . . , n and j =
1, . . . , p, we generate the entry xi,j in X independently and identically in the fol-
lowing way. In particular, we first generate zi,j
i.i.d.∼ N (0, 1), and set the value of xi,j
as below:
xi,j =

−3 zi,j < −1,
−2 zi,j ∈ [−1,−0.4),
−1 zi,j ∈ [−0.4, 0),
1 zi,j ∈ [0, 0.4),
2 zi,j ∈ [0.4, 1),
3 zi,j > 1.
Given B and X, we generate W = XB+E, where the entries of E are i.i.d. N (0, 1).
For i = 1, . . . , n and j = 1, . . . , p, let wi,j and yi,j denote the entries of W and Y
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respectively. We then set
yi,j =

−3 wi,j < −1,
−2 wi,j ∈ [−1,−0.4),
−1 wi,j ∈ [−0.4, 0),
1 wi,j ∈ [0, 0.4),
2 wi,j ∈ [0.4, 1),
3 wi,j > 1.
We present the results in Figure 12, where “B sparse” and “B dense” represent
two different types of B matrix, which are generated following the same method as in
Section G.1.2. Similarly, we also take C = [Ir,0r×(p−r)] and C = [Ir,0r×(p−r−1),−1r]
respectively. We can observe similar patterns to that in Figure 9.
(b) Errors follow t distribution In this part, we examine the case when the
errors in matrix E independently and identically follows t distribution. In particular,
we first generate the entries in X as i.i.d. N (0, 1). Then we generate the entries in E
as i.i.d. tdf with df ∈ {3, 5}. The results are summarized in Figure 13, where similar
patterns are observed as in Figure 9.
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(a) When C = [Ir,0r×(p−r)]
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Figure 12: Power comparison when X and Y follow multinomial distribution
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Figure 13: Power comparison when entries in E follow t distribution
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G.2 Supplementary simulations when n < p+m
G.2.1 Supplementary simulations with normal distribution
Under the similar set-up to that of Figure 6, we present additional results with rk = 5
in Figure 14, where similar patterns are observed as in Figure 6.
Figure 14: Estimated powers versus signal sizes when n < m+ p
In addition, under the similar set-up to that of Figure 6, we conduct simulations
when ρ = 0 and rk ∈ {1, 5}. The results are presented in Figure 15, where similar
124
patterns are observed as in Figure 6.
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Figure 15: Estimated powers versus signal sizes when n < m+ p
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G.2.2 Robustness with other distributions
To examine the robustness of the two-step procedure, we generate X and Y follow-
ing Section G.1.3 with n = 100, m = 20, p = 120. We then generate B and apply
the testing procedure similarly as in Section 5.2 with rk ∈ {1, 5}. The results are
presented in Figure 16, where part (a) gives the results when X and Y follow multi-
nomial distribution, and parts (b) and (c) give the results when the error terms in E
are i.i.d. t3 or t5. We note that similar patterns are observed as in Figure 6. This
shows that the proposed two-step procedure is robust to the normal assumption.
G.3 Simulations on P{ψ(αγ) ≥ γ}
We conduct a simulation study to illustrate how the value of P{ψ(αγ) ≥ γ} depends
on the correlations of the p-values. We consider an “ideal” case with equal correlated
p-values. Specifically we generate p(j) = 1 − Φ(VJ,j) for j = 1, . . . , J , where VJ =
(VJ,1, . . . , VJ,J)
ᵀ ∼ N (0,ΣJ) with ΣJ = (1− ρ)IJ,J + ρ1ᵀJ1J . Note that larger ρ value
implies larger correlations between p(j)’s. We take J = 200 and use 106 Monte Carlo
repetitions to estimate P{ψ(αγ) ≥ γ}. Figure 17 gives the simulation results for
ρ ∈ {0, 0.2, 0.4, 0.6, 0.8, 0.9, 0.95, 1}, and γ ∈ (0, 1) and (0, 0.01) respectively. When
ρ is small, the largest value of P{ψ(αγ) ≥ γ} is attained at 5 × 10−3 = J−1; when
ρ = 1, the largest value is attained at γ = 1. These observations are consistent with
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(a) X and Y follow multinomial distributions
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(b) Entries in E follow t3 distribution
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Figure 16: Estimated powers of two-step procedure with other distributions
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the above theoretical argument.
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Figure 17: Estimated P{ψ(αγ) ≥ γ} versus γ under different correlation levels
G.4 Simulations compared with screening using lasso
In this paper, we propose the two-stage testing procedure using the screening with
canonical correlations. Note that the proposed method aggregates the joint infor-
mation of the response variables, and thus could be better than simply applying
the marginal screening with respect to each response variable. To further study the
effect of highly correlated predictors, we compare our method to using lasso with
cross-validation, which is expected to account for the dependence in the predictors
while not for the dependence in the responses.
In particular, for the screening with canonical correlations, 20% predictors are se-
lected as in Section 5.2; for the screening with lasso, we select the predictors (≤ 20%
of all predictors) that minimize the MSE in 10-fold cross-validation. In the simula-
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tions, we take C = [Ir,0r×(p−r)], and generate the rows of X and E as independent
multivariate Gaussian with covariance matrices Σx = (ρ
|i−j|)p×p and Σ = (ρ|i−j|)m×m
respectively. For each setting considered, we choose ρ ∈ {0.7, 0.9}, which are the
cases when the predictors are of large correlations.
Figure 18: Screening Comparison: B is diagonal
We next consider two simulation settings, whose results are provided in the fol-
lowing Figures 18 and 19 respectively. In the first setting, we choose B to be a p×m
diagonal matrix with σs in the first rk diagonal entries, where σs represents the signal
size that varies in simulations. We take n = 100, p = 120,m = 5, r = 5 and rk = 5.
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In the second setting, we generate B with a nonzero submatrix of size rk ×m in the
upper left corner, where the entries are randomly generated from N (0, σ2s). We take
n = 100, p = 120,m = 5, r = 120 and rk = 5. In both Figures 18 and 19, we provide
the estimated powers versus signal sizes in the left column, where J represents the
number of splits similarly as in Figure 6. In addition, we provide the corresponding
proportion of simulations that cover the true active set (correct covering proportion)
versus signal sizes in the right column.
Figure 19: Screening Comparison: B has a nonzero submatrix
By the simulation results, we find that under the considered simulation settings,
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even though the correlations among predictors are large, using the canonical corre-
lation in screening performs better than using lasso with cross-validation, in terms
of both test power and correct covering proportion. The results suggest that the
correlation-based procedure can still account for the dependence among predictors
reasonably under certain settings with correlated predictors. In addition, comparing
the test power and corresponding correct covering proportion in Figures 18 and 19,
we find that the under selection of the true active set generally leads to loss of power
in testing. To further improve the test power, it is still of interest to develop a screen-
ing approach that could fit a wider range of scenarios and is also computationally
efficient. Besides the two screening approaches compared here, we can also gener-
alize other screening methods to the multivariate regression setting, as discussed in
Remark 3 on Page 19. We will further study this in the follow-up research.
H. Supplementary Results of Real Data Analysis
In this section, we present the analysis results of the regressions of GEPs on CNVs
for the same dataset in Section 6. Then the m-variate response is the GEPs data and
the p-variate predictor is the CNVs data, where now the dimension parameters are
(p,m) = (138, 673), (87, 1161), (18, 516) for the three chromosomes correspondingly.
Similarly to Section 6, we apply the proposed procedure with nS = 26, nT = 63 and
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Chromosome pair
(m0, p0) 8→ 8 17→ 17 22→ 22 8→ 17 17→ 22 8→ 22
(10,45) x x x x x X
(15,45) x x x x x X
(15,40) x x x x x X
(20,40) x x x x x X
(20,35) x x x x x X
Table 2: Decision results
J = 2000. As m values are large in this case, we choose different fixed numbers of
principal components when applying PCA on the response Y . The chosen number
of principal components and predictors are denoted as m0 and p0 respectively, which
are generally chosen as large as possible considering the sample size given. We next
provide the decision results in Table 2, where the notations follow the same meaning as
in Table 1. In addition, to further illustrate the results, we also report the boxplots of
the p-values with respect to different chromosome pairs in Figure 20, where (m0, p0) =
(15, 40).
From the results, we can see that the p-values presented in Figure 20 support the
test results in Table 2. Particularly, in the boxplots of the regressions on the same
chromosome pairs (the first three boxplots), the obtained p-values are significantly
smaller than 0.05. For the regressions of the 17th on the 8th chromosomes and the
22nd on the 17th chromosomes (the 4th and 5th boxplots), the medians of the p-
values are smaller 0.05. These observations are consistent with the rejections of the
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Figure 20: Boxplot of p values for regressions on different chromosome pairs
corresponding null hypotheses. Moreover, for the regression of the 22nd on the 8th
chromosomes (the 6th boxplot), most of the p-values are greater than 0.05, which
supports the decision that we accept the corresponding null hypothesis.
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