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Abstract
Here we describe three projects involving data analysis which focus on engaging statistics
with the geometry and/or topology of the data.
The first project involves the development and implementation of kernel density
estimation for persistence diagrams. These kernel densities consider neighborhoods for
every feature in the center diagram and gives to each feature an independent, orthogonal
direction. The creation of kernel densities in this realm yields a (previously unavailable) full
characterization of the (random) geometry of a dataspace or data distribution.
In the second project, cohomology is used to guide a search for kidney exchange cycles
within a kidney paired donation pool. The same technique also produces a score function
that helps to predict a patient-donor pair’s a priori advantage within a donation pool. The
resulting allocation of cycles is determined to be equitable according to a strict analysis of
the allocation distribution.
In the last project, a previously formulated metric between surfaces called continuous
Procrustes distance (CPD) is applied to species discrimination in fossils. This project
involves both the application and a rigorous comparison of the metric with its primary
competitor, discrete Procrustes distance. Besides comparing the separation power of discrete
and continuous Procrustes distances, the effect of surface resolution on CPD is investigated
in this study.
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Chapter 1
Introduction
There is a common theme to the projects contained within this dissertation which needs to be
discussed at the forefront. The overarching goal is to engage statistics with geometry in data
analysis, an innately interdisciplinary task. The applications presented here are primarily
biological, although one can apply the techniques in much broader context. Specifically, we
aim to bring the ideas of geometry and shape, which live in a continuous or even smooth
realm, into the subject of data analysis wherein the objects are by their very nature discrete
and finite. Indeed, all the projects discussed here try to bridge this gap in various ways.
There are a couple important themes to keep in mind for this work. First, in the world
of data analysis, geometry and topology often cannot separate cleanly. In our attempt to
introduce either subject into data analysis, we must assume that the data comes from a space
with a certain level of structure, such as the vague structure of a topological space, the middle
ground of a simplicial complex, or the rigid structure of a Riemannian manifold. Despite
the fact that one makes an assumption, it is often unclear how much structure the data
actually possesses. In trying to discover unassailable topological features, one may also find
signs of geometric structure; indeed, this scenario will be discussed explicitly for persistent
homology. Relationships between topological type and coarse geometric restrictions are
classically exemplified by theorems in geometry such as Gauss’s Theorem Egregium [82],
many pinching theorems [18], and the monotonicity of geometric flows [46].
Second, probability and statistics are a powerful tool for bridging the gap between classic
continuity and discrete datasets. For example, the notion of stability allows us to label
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persistent features as important data characterisitics in persistent homology. Introducing
probability densities allows one to discern important features from unimportant ones in
a reliable fashion regardless of their persistence and also opens the way for describing
dependencies between the scale and/or persistence of various features in a sampled dataset.
Altogether, the results divulged here are better motivated from the viewpoint of data
analysis. Though a technique may be topologically motivated, the ability to retrieve
geometric information about the distribution of datapoints can be of tremendous help for
machine learning problems such as classification or data visualization. In the end, we need
not fully separate the topological from the geometric; instead, we must be able to draw
conclusions about shape from these methods. Since the goal is to develop tools for data
analysis, a lot of statistical analysis is done for the applications and the theorems require a
probabilistic point of view.
The history of these ideas begins with topological data analysis (or TDA), which extends
notions of homology and other topological invariants for discrete data through their ambient
metric. Since persistent homology and other methods in TDA often depend heavily on
the ambient metric, it is also important to discuss to a lesser extent some history in
computational and metric geometry. Metric geometry also applies directly to the last work
presented, on continuous Procrustes distance [6], which defines a metric between surfaces
embedded in R3 and offers a stronger characterization of shape for data with more structure.
Because of the often broad scope within these projects, the relevent mathematical
background will be discussed immediately prior to the results of each chapter. We hope
that this introduction gives the reader a feel for the overarching ideas among these projects.
Computational Topology is a relatively new field of study wherein various topological
invariants are used to describe a dataset. While knot theory has seen extensive use in fields
such as statistical mechanics [48] and cell biology [45], the application of homology to discrete
data sets has exploded in just the past decade [29]. The broad use of homology has taken
up the term Topological Data Analysis (TDA), and applies principally to a technique called
persistent homology. Nevertheless, the realm of TDA has branched out into dimensionality
reduction [87], big data analysis [80], and ranking [47]. Mapper [80] is commonly used
as a data reduction technique in order to obtain some information about the structure of
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a massive dataset; for example, various kinds of breast cancer patients are delineated by
mapper in [64].
Persistent homology in particular lent a new point of view to data analysis. In short,
the technique yields a collection of shape traits {bi, di, ki} which come from homology group
generators of dimension ki and persist from scale bi to scale di. The application of persistent
homology only requires a metric between the data points and can therefore be used in
an exploratory fashion without stringent assumptions. Persistent homology has been used
commonly in machine learning contexts to define specific features for classification. This is
particularly common in signal analysis wherein, according to Takens’ theorem [85], the delay
embedding of a signal yields a high dimensional reflection of its underlying dynamics. The
Euclidean metric is naturally apropos for the delay embedding and thus it easily yields a
meaningful persistence diagram.
Applications of TDA range from classification and clustering in fields such as action
recognition [90], handwriting analysis [4], and biology [33, 66, 64, 59, 60] to the analysis of
dynamical systems [65, 72] and complex systems such as sensor networks [24, 26, 28, 17, 16].
Specifically, techniques including persistent homology [25, 12, 94, 42, 11] and manifold
learning [87, 73, 10] have helped to compress nonlinear point cloud data from a new
geometrically faithful point of view. In the realm of signal analysis, classification and
clustering based on geometric and topological features of the phase-space of the signal detects
features that traditional signal analysis techniques fail to detect [56, 57, 90, 77, 33]. In many
cases, the application of TDA lacks a measure of reliability, and research in the area has
quickly begun to implement various statistical measures for persistence diagrams and other
related topological summaries.
The transformation of data into a persistence diagram is exceptionally nonlinear, and
precise definitions can be elusive. So, while many good results have been presented, there is
still much work required to fully integrate TDA with statistics. Much of the work presented
here is part of this effort to introduce formal statistics into the realm of TDA. In particular, we
introduce a framework for creating probability density functions which describe distributions
of persistence diagrams along with a method for estimating these densities. The proposed
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method is nonparametric since the transition (of a distribution) from underlying dataset to
persistence diagram is still poorly understood.
From a broad perspective, the subject matter of computational geometry involves
either (i) applying ideas from geometry to create new algorithms or (ii) trying to describe
geometric structures through discrete and algorithmic reasoning. We explore both sides of
computational geometry within the field of metric geometry. Metric geometry is the branch
of geometry which aims to study metric spaces. Metrics are very important for data analysis,
especially if one wishes to delineate between groups or measure dispersion. The definition of
an ambient metric is essential for TDA: the closeness of various data points relies on having
a notion of distance between points. The results which pertain to persistent homology also
make use of metrics defined between persistence diagrams. Lastly, the third project analyses
and applies a metric defined between surfaces.
Overview of Thesis
In the first chapter, we build a kernel density on the space of persistence diagrams. We
being by discussing the topological background needed to define a persistence diagram. This
result also requires the introduction of random set theory, which is the lens through which we
view random pesistence diagrams. We demonstrate convergence on compact sets of global
probability density function estimates built from the persistence diagram kernel density to
the true distribution of the sampled diagrams. We also present convergence of mean absolute
deviation with respect to the bottleneck metric.
The second chapter applies combinatorial Hodge theory to kidney paired donation. This
chapter begins with background for the kidney paired donation as well as cohomology
and Helmholtz decomposition. This mathematics motivates the introduction of an organ
allocation algorithm as well as a score which describes a priori allocation preference. Our
results show that the new algorithm yields a more equitable allocation than its competitors,
while minimizing loss of efficiency.
The third and final chapter describes an application of metric geometry to fossil
speciation. In particular, we discuss and compare discrete and continuous variants of
Procrustes distance within this context. We test both the efficacy and reliability of
4
continuous Procrustes distance by its power to separate species from fossils described by
triangulations at various levels of resolution.
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Chapter 2
Nonparametric Estimation of
Probability Density Functions of
Random Persistence Diagrams
Summary
We introduce a nonparametric way to estimate the global probability density function for
a random persistence diagram. Precisely, a kernel density function centered at a given
persistence diagram and a given bandwidth is constructed. Our approach encapsulates the
number of topological features and considers the appearance or disappearance of features
near the diagonal in a stable fashion. In particular, the structure of our kernel individually
tracks long persistence features, while considering features near the diagonal as a collective
unit. The choice to describe short persistence features as a group saves computational
time and reduces scaling while simultaneously retaining accuracy. Indeed, we prove that
the associated kernel density estimate converges to the true distribution as the number of
persistence diagrams increases and the bandwidth shrinks accordingly. We also establish the
convergence of the mean absolute deviation estimate, defined according to the bottleneck
metric. Lastly, examples of kernel density estimation are presented for typical underlying
datasets.
6
2.1 Introduction
Topological data analysis (TDA) encapsulates a range of data analysis methods which
investigate the topological structure of a dataset [29]. One such method, persistent homology,
describes the connectivity structure of a given dataset and summarizes this information as
a persistence diagram. TDA, and in particular persistence diagrams, have been employed
in several studies with topics ranging from classification and clustering [90, 4, 66, 56] to the
analysis of dynamical systems [65, 78, 42, 77] and complex systems such as sensor networks
[25, 94, 11]. In this work, we establish the probability density function (pdf) for a random
persistence diagram.
Persistence diagrams offer a topological summary for a collection of a-dimensional data,
say {xi} ⊂ Ra, which focuses on the global geometric structure of the data. A persistence
diagram is a collection of homological features {(bi, di, ki)}, each representing a ki-dimenional
hole which appears at scale bi ∈ R+ and is filled at scale di ∈ (bi,∞). In general, the
dataset arises from any metric space, though restricting to {xi} ⊂ Ra guarantees ki ∈
{0, ..., a− 1}. For example, if the data form a time series trajectory xi = f(ti), the associated
persistence diagram describes multistability through a corresponding number of persistent
0-dimensional features or periodicity through a single persistent 1-dimensional feature. In
a typical persistence diagram, few features exhibit long persistence (range of scales di − bi),
and such features describe important topological characteristics of the underlying dataset.
Moreover, persistent features are stable under perturbation of the underlying dataset [21].
Persistence diagrams have recently seen intense active research, including significant
successful effort toward facilitating previously challenging computations with them; these
efforts impact evaluation of Wasserstein distance in [49] and the creation of persistence
diagrams with packages such as Dionysus [34] and Ripser [9] which take advantage of certain
properties of simplicial complexes [19]. Recently, various approaches have defined specific
summary statistics such as center and variance [13, 61, 89, 57], birth and death estimates [32],
and confidence sets [35]. Here we introcuce a nonparametric method to construct density
functions for a distribution of persistence diagrams. The development of these densities
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offers a consistent framework to understand the above summary statistic results through a
single viewpoint.
We naturally think of a (random) persistence diagram as a random element which
depends upon a stochastic procedure which is used to generate the underlying dataset that
it summarizes. Thus, sample datasets yield sample persistence diagrams without direct
access to the distribution of persistence diagrams. In this sense, a distribution of persistence
diagrams is defined by transforming the distribution of underlying data under the process
used to create a persistence diagram, as discussed in [61]. The persistence diagrams are
created through a complex and nonlinear process which relies on the global geometric
arrangement of datapoints (see Section 2.2); thus, the structure of a persistence diagram
distribution remains unclear even for underlying data with a well-understood distribution.
Indeed, known results for the persistent homology of noise alone, such as [5], primarily
concern the asymptotics of feature cardinality at coarse scale. With little previous knowledge,
we study these distributions through nonparametric means. Kernel density estimation is a
well known nonparametric technique for random vectors in Ra [75]; however, persistence
diagrams lack a vector space structure and thus these techniques cannot be applied directly
here.
The studies [13] and [35] work with kernel density estimation on the underlying data
to estimate a target diagram as the number of underlying datapoints goes to infinity. In
both cases, the target diagram is directly associated to the probability density function
(pdf) of the underlying data (via the superlevel sets of the pdf). The first work constructs
an estimator for the target diagram, while the second defines a confidence set. In either
case, kernel density estimation is used to approximate the pdf of the underlying datapoints,
assuming the data are independent and identically distibuted (i.i.d.). In contrast, our work
considers a different kind of kernel density to estimate probability densities for a random
persistence diagram, with convergence as the number of persistence diagrams goes to infinity.
In addition, since we treat the entire underlying dataset as a random element, we need not
consider the underlying datapoints to be sampled i.i.d. from a fixed distribution.
The features (bi, di, ki) in a persistence diagram come without an ordering and their
cardinality is variable, being bounded but not defined by the cardinality of the underlying
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dataset. Thus, any notion of persistence diagram density must be (i) invariant to the ordering
of features and (ii) account for variability in their cardinality. Indeed, the approach used
to analyse a collection of persistence diagrams in [11] is a good step toward understanding
a random persistence diagram, but requires a choice of order and considers only a fixed
number of features and is therefore unsuitable for creating probability densities. In this
work, we offer a kernel density with the desireable properties (i) and (ii) which also calls
attention to the persistence of each feature, focusing on features with long persistence
in order to combat the curse of dimensionality. Simultaneously, the kernel density still
considers features of short persistence, but simplifies their treatment in order to facilitate
computation. The kernel density is defined on a pertinent space of finite random sets which
is equipped to describe pdfs for random persistence diagrams generated from associated
data with bounded cardinality of topological features. In this sense, our kernel density (and
subsequent kernel density esimation) does not relate directly to the underlying data, but
rather the distribution of persistence diagrams which describes the geometry of the random
underlying dataset. The requirement of bounded feature cardinality is trivially satisfied for
datasets with bounded cardinality, which is reasonable for application and theory. Indeed,
the creation of a persistence diagram from an infinite collection of data is often nonsensical
(e.g., for anything with unbounded noise), and a scaling limit should be considered instead.
We establish this kernel density estimation problem through the lens of finite set statistics
and we consequently begin with relevant background in topological data analysis in Section
2.2 and finite set statistics in Section 2.3. For further details about these two subjects, the
reader may refer repectively to [29] and [58]. Our results are presented in Section 2.4. In
Subsection 2.4.1, we construct the kernel density associated to a center persistence diagram
and kernel bandwidth parameter. This consists of decomposing the center persistence
diagram into lower and upper halves, finding pdfs associated to each half, and lastly
determining the pdf for their union. After the kernel density is introduced and an explicit
pdf is delivered, its convergence is presented in Theorem 2.1 along with a detailed proof.
In Subsection 2.4.3, we define the mean absolute deviation as a measure of dispersion, and
show the convergence of its kernel density estimator. Next, Section 2.5 presents in detail a
simple example of the kernel density. Additionally, an example of persistence diagram kernel
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density estimation is demonstrated for underlying data with a typical annular distribution.
Finally, we end with conclusions and a discussion in Section 2.6.
2.2 Topological Data Analysis Background
The topological background discussed here builds toward the definition of persistence
diagrams, the pertinent objects in this work. We begin by briefly discussing simplicial
complexes and homology, an algebraic descriptor for coarse shape in topological spaces. In
turn, persistent homology, and its summary, persistence diagrams, are techniques for bringing
the power and convenience of homology to describe subspace filtrations of topological spaces.
We first consider topological spaces of discernable dimension, called manifolds.
Definition 2.2.1. A topological space X is called a k-dimensional manifold if every point
x ∈ X has a neighborhood which is homeomorphic to an open neighborhood in Rk.
We generalize the fixed-dimension notion of a manifold in order to define simplicial
homology for simplicial complexes. We then discuss the Cˇech construction which is used
to associate simplicial complexes to datasets.
Definition 2.2.2. A k-simplex is a collection of k + 1 linearly independent vertices along
with all convex combinations of these vertices:
(v0, ..., vk) =
{
k∑
i=0
αivi
∣∣∣ k∑
i=0
αi = 1 and αi ≥ 1 ∀i
}
. (2.2.1)
Topologically, a k-simplex is treated as a k-dimensional manifold (with boundary). An
oriented simplex is typically described by a list of its vertices, such as (v0, v1, v2). The faces
of a simplex consist of all the simplices built from a subset of its vertex set; for example, the
edge (v1, v2) and vertex (v2) are both faces of the triangle (v0, v1, v2).
Definition 2.2.3. A simplicial complex K is a collections of simplices wherein
(i) if σ ∈ K, then all its faces are also in K, and
(ii) the intersection of any pair of simplexes in K is another simplex in K.
We denote the collection of k-simplices within K by K[k].
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A simplicial complex is realized by the union of all its simplicies; an example is shown in
Fig. 2.1. Conditions (i) and (ii) in Defn. 2.2.3 establish a unique topology on the realization
of a simplicial complex which restricts to the subspace topology on each open simplex. This
topology is also consistent with the Euclidean subspace topology if the vertices are in Ra.
Figure 2.1: An example of a simplicial complex realized in R3. This particular complex has
one connected component and two cycles, which generate the 0-homology and 1-homology
groups, respectively. The other homology groups are trivial.
Here we define the homology groups for a simplicial complex through purely combinatorial
means, which allows for automated computation.
Definition 2.2.4. The chain group (over Z) on a simplicial complex K of dimension k is
denoted by Ck(K) and is defined as formal sums of k-simplices in K:
Ck(K) =
 ∑
σ∈K[k]
nσσ
∣∣∣nσ ∈ Z
 . (2.2.2)
Definition 2.2.5. The k-th boundary map is a homomorphism ∂k : Ck(K) → Ck−1(K)
defined on each simplex as an alternating sum over the faces of one dimension less:
∂k(v0, ..., vk) =
k∑
n=0
(−1)n(v0, ..., vn−1, vn+1, ..., vk). (2.2.3)
Remark 2.2.1. Chain groups give an algebraic way to describe subsets of simplices as a
formal sum. Toward this viewpoint, the chain group is often defined over Z2 = {0, 1} instead
of Z. In this case, the boundary maps can be understood classically; e.g., the boundary of a
triangle yields (the sum of) its three edges and the boundary of an edge yields (the sum of)
its endpoints. When viewed over Z, the presence of sign specifies simplex orientation.
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Putting chain groups of every dimension together along with the boundary maps
successively defined between them, we obtain a chain complex:
{0} 0←− C0(K) ∂1←− C1(K) ∂2←− C2(K) ∂3←− ... (2.2.4)
The composition of subsequent boundary maps yields the trivial map [29]; this property is
typically rephrased as im(∂k+1) ⊂ ker(∂k) which enables definition of the following modular
groups.
Definition 2.2.6. The homology group of dimension k is given by
Hk(K) = ker(∂k)/ im(∂k+1) =
{
[x] = x+ im(∂k+1)
∣∣x ∈ ker(∂k)}, (2.2.5)
where [x] = {x+ y|y ∈ im(∂k+1)} defines the coset equivalence class of x.
The generators of the homology group correspond to topological features of the complex
K; for example, generators for the 0-homology group correspond to connected components,
generators of 1-homology group correspond to holes in K, etc. The interpretation of these
features is exemplified by taking the topological boundary of a k+1 ball (that is, a k-sphere);
for example, the boundary of an interval is two (disconnected) points while the boundary of
a disc is a loop.
We wish to extend the notion of homology for a discrete set of data x = {xi}Ni=1 within
a metric space (X, dX). Treating the set itseslf as a simplicial complex, its homology yields
only the cardinality of the data points. So, we utilize the metric to obtain more information.
Here we denote by B(x0, r0) a metric ball centered at x0 of radius r0. Fix a radius r > 0
and consider the collection of neighborhoods U = {Ui} = {B(xi, r)} along with its union Ur.
The filtration of sets {Ur}r∈R+ naturally yields information about the arrangement within X
of the dataset x at various scales. To make homology computations more tractable for Ur,
we instead consider the associated nerve complexes.
Definition 2.2.7. The nerve N (U) of a collection of open sets U is the simplicial complex
where a k-simplex (vi0 , ..., vik) is in N (U) if and only if ∩kj=0Uij 6= ∅. The nerve of the
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Figure 2.2: The neighborhood space and Cˇech complex of matching radius plotted at three
different radii. Yellow indicates a triangle while orange indicates a tetrahedron. This family
of simplicial complexes is the filtration utilized to compute and define persistent homology.
neighborhoods U = {B(xi, r)} is called the Cˇech complex on the data {xi} at radius r and is
denoted by Cˇech(x, r).
Examples of the Cˇech complex for the same data at different radii are depicted in Fig. 2.2,
where they are superimposed with the associated neighborhood space. Any nerve complex
trivially satisfies the requirements for a simplicial complex [29]. Moreover, the nerve theorem
states that the nerve and union of a collection of convex sets have similar topology (they are
homotopy equivalent) [43]; specifically, the Cˇech complex and neighborhood space U have
identical homology for any given radius.
A priori, it is unclear which choice of scale (radius), best describes the data; and
oftentimes different scales reveal different information. Thus, to investigate the topology of
our data, we consider the appearance and disappearance of homological features at growing
scale. This multiscale viewpoint, called persistent homology, is introduced in [30] and yields
a topological summary of the data called a persistence diagram. This is possible because
we have a growing filtration of complexes, so each complex is included in the next (see Fig.
2.2). These inclusion maps induce inclusion maps at the chain group level and in turn induce
maps (though not typically inclusions) at the level of homology groups. These induced maps
fr1,r2 : Hk(Cˇech(x, r1)) → Hk(Cˇech(x, r2)) are referred to here as the persistence maps,
and take features to features (i.e., generators to generators) or to zero [20]. Thus, each
feature is tracked by how far the persistence maps preserve it. In turn, tracking features
is boiled down to a very specific algorithm for obtaining the birth and death radii for each
homological feature (e.g., see [29]). Features which persist over a large range of scale are
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typically considered more important, and their presence is stable under small perturbations
of the underlying data [21].
Persistent homology yields a collection of features, each described by its birth and death
radii in the filtration of Cˇech complexes along with its topological dimension; or, in short
it yields a persistence diagram D = {ξi}Mi=1 = {(bi, di, ki)}Mi=1. Here, we interpret the birth-
death values as coordinate points with homological dimension as labels. Example persistence
diagrams are shown in Fig. 2.3. Specifcally, for data in Ra, we consider each feature as an
element of
W0:a−1 = W × {0, ..., a− 1} , (2.2.6)
where W = {(b, d) ∈ R2 : d > b ≥ 0} is the infinite wedge. As a topological space, the a-fold
multiwedge W0:a−1 is treated as a-disconnected copies of W .
It is desireable to define a metric between persistence diagrams with which to measure
topological similarity. One may consider Hausdorff distance, which is commonly used to
compare sets of points in a metric space.
Definition 2.2.8. Consider two subsets U and V within a metric space (X, dX). The
Hausdorff distance between them is dH(U, V ) = max {H+(U, V ), H+(V, U)} where
H+(U, V ) = inf { ≥ 0|V ⊂ (U + )}
and U +  = ∪x∈UB(x, ) is the -neighborhood of U .
Hausdorff distance is well defined between persistence diagrams, but it does not properly
account for cardinality nor the unstable presence of features near the diagonal ∆ =
{(b, d) ∈ R2|b = d}. For example, extra features may be produced at the diagonal under
very small perturbations in the underlying dataset, as seen in Fig. 2.3. Nevertheless, we
use Hausdorff distance to directly compare datasets. We consider the following metric to
compare persistence diagrams.
Definition 2.2.9. The bottleneck distance between two persistence diagrams D1 and D2 is
given by
W∞(D1, D2) = min
γ
max
x∈D1
‖x− γ(x)‖∞ . (2.2.7)
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Figure 2.3: Top: Two datasets which are very close in Hausdorff distance. Bottom: The
corresponding persistence diagrams, which are far in Hausdorff distance (Defn. 2.2.8) but
are very close in the bottleneck distance (Defn. 2.2.9).
where γ ranges over all possible bijections between D1 and D2 which match homological
dimension. The diagonal {b = d} is included in both persistence diagrams with infinitely
multiplicity so that any feature may be matched to the diagonal.
Remark 2.2.2. Due to the unstable presence of features near the diagonal, typical metrics
on persistence diagrams such as the bottleneck distance treat the diagonal as part of every
persistence diagram [61] in order to achieve stability with respect to perturbations of the
underlying dataset. Morally, one considers the diagonal as representing vacuous features
which are born and die simultaneously. For convenient computation, the definition of
bottleneck distance can be applied to each homological dimension separately.
2.3 Random Persistence Diagrams
A persistence diagram changes its feature cardinality under small perturbation of the
underlying dataset (see Fig. 2.3), and these features have no intrinsic order. Consequently,
we cannot treat persistence diagrams as elements of a vector space. Instead, we consider a
random persistence diagram D as a random multiset of features D = {ξi} ⊂ W0:a−1 in the
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multiwedge defined in Eq. (2.2.6). For underlying datasets sampled from Ra with bounded
cardinality, the affiliated Cˇech persistence diagrams also have bounded feature cardinality
and homological dimension. Thus, we assume that the cardinality of a random persistence
diagram is bounded above by some value |D| ≤ M ∈ N. Sets of this type come equipped
with a natural topology
Definition 2.3.1. Consider C≤M(W0:a−1) =
{
D ⊂ W0:a−1
∣∣ |D| ≤M}, the space of at most
M topological features. The hit-or-miss topology on C≤M is defined according to the sub-basis
consisting of collections of the form
WF0:a−1 = {D ∈ C≤M |D ∩ F 6= ∅}
for each compact set F ⊂ W0:a−1.
We view C≤M(W0:a−1) through a list of functions hN which each map the appropriate
dimension of Euclidean space into its corresponding cardinality component, CN(W0:a−1).
This viewpoint facilitates the definition of probability densities.
Definition 2.3.2. For each N ∈ {0, ...,M}, consider the space of N topological features,
CN(W0:a−1) =
{
D ⊂ W0:a−1
∣∣ |D| = N}, and the associated map hN : WN0:a−1 → CN(W0:a−1)
defined by
hN(ξ1, ..., ξN) = {ξ1, ..., ξN} . (2.3.1)
The hit-or-miss topology on C≤M(W0:a−1) is defined so that each hN is continuous [41].
Moreover, hN creates equivalence classes on WN0:a−1 according to the action of the per-
mutations ΠN ; specifically, [Z] = [(ξ1, ..., ξN)]hN =
{(
ξpi(1), ..., ξpi(N)
) ∣∣pi ∈ ΠN} for each
Z = (ξ1, ..., ξN) ∈ WN0:a−1. These equivalence classes yield the space
WN0:a−1/ΠN =
{
[ξ]hN
∣∣ξ ∈ WN0:a−1} , (2.3.2)
wherein the topology inherited by WN0:a−1/ΠN is such that hN lifts to a homeomorphism
between WN0:a−1/ΠN and CN(W0:a−1).
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With a topology in hand, one can define probability measures on the associated Borel σ-
algebra. Thus, we define a random persistence diagram D to be a random element distributed
according to some probability measure on C≤M(W0:a−1) for a fixed maximal cardinality
M ∈ N. We denote associated probabilities by P [·] and expected values by E [·]. Since
WN0:a−1/ΠN ∼= CN(W0:a−1), we work toward defining probability densities on the collection
∪MN=0WN0:a−1.
Definition 2.3.3. For a given random persistence diagram D, the belief function βD is given
by
βD(A) = P [D ⊂ A] , (2.3.3)
for any Borel set A ⊂ W0:a−1.
The belief function of a random persistence diagram is similar to the joint cumulative
distribution function for a random vector, in particular by yielding a probability density
function through Radon-Nikody´m type derivatives.
Definition 2.3.4. [58] Fix φ defined on Borel subsets of C≤M(W0:a−1) into R. For an
element ξ ∈ W0:a−1 or a multiset Z ⊂ W0:a−1 with Z = {ξ1, ..., ξN}, the set derivative
(evaluated at ∅) is respectively given by
δφ
δξ
(∅) = lim
n→∞
φ(B(ξ, 1/n))
λ(B(ξ, 1/n))
,
δφ
δZ
(∅) = δ
Nφ
δξ1...δξN
=
[
δ
δξ1
· · · δ
δξN
φ
]
(∅),
(2.3.4)
where λ indicates Lebesgue measure.
Remark 2.3.1. The definition of a set derivative evaluated on a nonempty set is more
involved, and is found in [58]. Here we are primarily concerned with evaluation at ∅, since
this suffices for the definition of a probability density function. Also, note that set derivatives
satisfy the product rule.
Remark 2.3.2. Restricting to a particular cardinality N , consider φN = [φ ◦ hN ], a
function on Euclidean space which is invariant under the action of ΠN . The viewpoint of
φN elucidates the relationship between set derivatives and Radon-Nikody´m derivatives with
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respect to Lebesgue measure. This viewpoint also shows that the iterated derivative given in
Eq. (2.3.4) is independent of order and thus is well-defined for a multiset Z.
As with typical derivatives, there is a complementary set integration operation for set
derivatives. Set derivatives (at ∅) are essentially Euclidean derivatives with order tied to
cardinality, and so the resulting set integral acts like Lebesgue integration summed over
each cardinality.
Definition 2.3.5. Consider a subset A ⊂ W0:a−1 or a collection O ⊂ C≤M(W0:a−1) of Borel
sets. For a set function f : C≤M(W0:a−1)→ R, its set integrals over A and O are respectively
given by
∫
A
f(Z)δZ =
M∑
N=0
1
N !
∫
AN
f(hN(ξ1, ..., ξN))dξ1...dξN , (2.3.5a)
∫
O
f(Z)δZ =
M∑
N=0
1
N !
∫
h−1N (O)
f(hN(ξ1, ..., ξN))dξ1...dξN , (2.3.5b)
where Z = {ξ1, ..., ξN} ⊂ W0:a−1 is a persistence diagram.
Dividing by N ! accounts for integrating over WN0:a−1 instead of WN0:a−1/ΠN ∼= CN(W0:a−1).
It has been shown that set derivatives and integrals are inverse operations [58]; specifically,
the set derivative of a belief function yields a probability density for a random diagram D
such that
P[D ⊂ A] = βD(A) =
∫
A
δβD
δZ
(∅)δZ. (2.3.6)
Indeed, AN = h−1N ({D ⊂ A}) so that Eq. (2.3.6) also holds as an integral overOA = {D ⊂ A}
as in Eq. (2.3.5b). The sets OA form a basis for the hit-or-miss Borel sets and consequently
extend Eq. (2.3.6) to express P[D ∈ O] in terms of δβD
δZ
(∅) for any Borel measureable O.
Definition 2.3.6. For a random persistence diagram D, a global probability density function
(global pdf) fD : ∪N∈NWN0:a−1 → R is given by layered restrictions fN = fD
∣∣
WN0:a−1
:WN0:a−1 →
R for each N which satisfy
δNβD
δξ1 · ... · δξN (∅) =
∑
pi∈ΠN
fD(ξpi(1), ..., ξpi(N)). (2.3.7)
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Remark 2.3.3. It is necessary to make a distinction between local and global densities
because the global pdf is not defined on a single Euclidean space, and is instead expressed
as a collection of densities over a range of dimensions. Specifically, while each local density
fN (for input cardinlity N) is defined on WN0:a−1, the global pdf fD is defined on ∪MN=1WN0:a−1
and restricts to a local density on each input dimension.
Each local density fN(Z) = fD
∣∣
WN0:a−1
(Z) decomposes into the product of the probability
density associated with P[D = Z| |D| = N ] and the cardinality probability P[|Z| = N ] (this
follows from Prop. 2.3.7). Thus, each local density does not integrate to one, but instead
to the associated probability P[|Z| = N ]. Also, the global pdf is not a set function and does
not require division by N !, leading to the following relation:
∫
AN
fD(ξ1, ..., ξN)dξ1...dξN =
1
N !
∫
AN
δNβD
δNZ
(∅)dξ1...dξN .
Remark 2.3.4. While the global pdf and its local constituents need not be symmetric with
respect to ΠN , there is a unique choice of global pdf (up to sets of Lebesgue measure 0) which
satisfies Eq. (2.3.7) and is symmetric under the action of ΠN . In this case, we safely abuse
notation by denoting fD({ξ1, ..., ξN}) := N !fD(ξ1, ..., ξN) and often write fD(Z) and allow
context to determine whether Z denotes a set or a vector.
The following proposition is critical to determine the global pdf for (i) the union of
independent singleton diagrams (i.e., |Dj| ≤ 1), (ii) a randomly chosen cardinality, N ,
followed by N i.i.d. draws from a fixed distribution, and (iii) a random persistence diagram
kernel density function. The proof of this proposition follows similar arguments to [55]
(Theorem 17, pp 155–156).
Proposition 2.3.7. Let D be a random persistence diagram with cardinality bounded by M
and let βD(S) = P(D ⊂ S) be the belief function for D. Then βD expands as
βD(S) = a0 +
M∑
m=1
amqm(S
m),
where am = P(|D| = m) and qm(Sm) = P(D ⊂ S
∣∣ |D| = m).
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Remark 2.3.5. The decomposition in Prop. 2.3.7 is often applied as a first step toward
finding the local density constituents of the global pdf. In particular, fN = fD
∣∣
WN0:a−1
= 0 for
N > M .
Lastly, we encounter a computationally convenient summary for a random persistence
diagram called probability hypothesis density:
Definition 2.3.8. [58] The probability hypothesis density (PHD) for a random persistence
diagram D is defined as the set function FD(a) =
δβD
δZ
({a}) and is expressed as a set integral
as
FD(a) =
∫
{Z|{a}⊂Z}
δβ
δZ
(∅)δZ. (2.3.8)
In particular, E(|D ∩ U |) = ∫
U
FD(u) du for any region U .
2.4 Kernel Density Estimation
2.4.1 Construction
To characterize distributions of persistence diagrams, our first goal is the creation of a kernel
density function about a center persistence diagram D with a kernel bandwidth parameter
σ > 0. Prop. 2.3.7 leads to the following lemma which is crucial for determining the kernel
density. We refer to a random persistence diagram D with |D| ≤ 1 as a singleton diagram.
Singletons are indexed by superscripts because subscripts are used in Theorem 2.1 to index
the sample diagrams used to build a kernel density estimate.
Lemma 2.4.1. Consider a collection of independent singleton random persistence diagrams
{Dj}Mj=1. If each singleton Dj is described by the value qj = P[Dj 6= ∅] and the subsequent
pdf, pj(ξ) = P
[
Dj = {ξ} ∣∣ |Dj| = 1], then the global pdf for D = ∪Mj=1Dj is given by
fD(ξ1, ..., ξN) =
∑
γ∈I(N,M)
Q(γ)
N∏
k=1
pγ(k)(ξk), (2.4.1)
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for each N ∈ {0, ...,M} where
Q(γ) = Q∗(γ)
N∏
k=1
qγ(k), (2.4.2)
I(N,M) consists of all increasing injections γ : {1, ..., N} → {1, ...,M}, and
Q∗(γ) =
∏M
j=1(1− qj)∏N
k=1(1− qγ(k))
. (2.4.3)
Proof. Since the singleton events Dj are independent, the belief function for D = ∪jDj
decomposes into βD(S) =
∏M
j=1 βDj(S). Next, we employ the product rule for the set
derivative (see Defn. 2.3.4) to obtain the global pdf for D in terms of the singleton belief
functions and their first derivatives. Higher derivatives of βDj are zero since D
j are singletons
(see Remark 2.3.5). Thus, the product rule yields first derivatives on all (ordered) subsets
of the singleton belief functions:
δNβD
δξ1...δξN
(∅) =
∑
1≤j1 6=,..., 6=jN≤M
βD1(∅) · · · βDM (∅)
βDj1 (∅) · · · βDjN (∅)
[
δβDj1
δξ1
(∅) · · · δβDjN
δξN
(∅)
]
.
By Prop. 2.3.7, we have that βDj(∅) = (1− qj) and δβDji
δξi
(∅) = qjipji(ξi) and so
δNβD
δξ1...δξN
(∅) =
∑
1≤j1 6=,..., 6=jN≤M
[ ∏M
j=1(1− qj)∏N
j=1(1− qjk)
N∏
k=1
qjk
]
N∏
k=1
pjk(ξk),
which nearly resembles Eq. (2.4.1). To bridge the gap, we describe the choice of indices ji
by an injective function from {1, ..., N} into {1, ...,M}. In turn, each such injective function
is uniquely determined by the composition of an increasing injection γ ∈ I(N,M) which
decides the range of the function and permutations on the domain, ΠN . These permutations
take into account the order of the range. The value of Q is independent of order, and
thus is determined by γ as in Eq. (2.4.2). We reorder the product in order to shift these
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permutations onto the input variables, obtaining
δNβD
δξ1...δξN
(∅) =
∑
pi∈ΠN
∑
γ∈I(N,M)
Q(γ)
N∏
k=1
pγ(k)(ξpi(k)). (2.4.4)
Finally, the global pdf in Eq. (2.4.1) follows directly from applying Eq. (2.3.7) to Eq.(2.4.4).

Remark 2.4.1. The global pdf in Eq. (2.4.1), and in particular the sum over γ ∈ I(N,M),
accounts for each possible combination of singleton presence. Moreover, summing over
permutations as in Eq. (2.4.4) and dividing by N ! yields a symmetric pdf with terms for
every possible assignment between singletons and inputs. The weights Q(γ) indicate the
probability of each assignment occuring, and is the product of the appropriate probability for
each singleton to be either present, qj, or absent, 1− qj, for each j.
Example 2.4.1. Consider two 1-dimensional singleton diagrams, D1 and D2, with
probabilities of being nonempty q1 = 0.6 and q2 = 0.8, respectively. The corresponding
local densities when nonempty are given by p1(x) = 1√
2pi
e−(x+1)
2/2 and p2(x) = 1√
2pi
e−(x−1)
2/2.
Lemma 2.4.1 yields the global pdf for D = D1 ∪ D2 through a collection of local densities
{f0, f1(x), f2(x, y)} with f0 = P[D = ∅] = (1−q1)(1−q2) = 0.08, f1 = fD
∣∣
R, and f2 = fD
∣∣
R2 .
We sum over permutations and divide by N ! (N = 1, 2 is the input cardinality) to obtain a
symmetric global pdf.
f1(x) = (1− q2)q1p1(x) + (1− q1)q2p2(x) = 0.12√
2pi
e−(x+1)
2/2 +
0.32√
2pi
e−(x−1)
2/2,
f2(x, y) =
q1q2
2
[
p1(x)p2(y) + p1(y)p2(x)
]
=
0.24
2pi
(
e−((x−1)
2+(y+1)2)/2 + e−((x+1)
2+(y−1)2)/2
)
.
(2.4.5)
Accounting for each cardinality and following Eq. (2.4.5), the total probability adds up to
P[|D| = 0] + P[|D| = 1] + P[|D| = 2] = f0 +
∫
R
f1(x)dx+
∫
R2
f2(x, y)dxdy
= (0.08) + (0.12 + 0.32) + (0.24 + 0.24) = 1,
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Figure 2.4: Plots for the local densities shown in Eq. (2.4.5). These pdfs cover the different
possible input dimensions and are symmetric under permutations of the input.
as desired. The local densities in Eq. (2.4.5) are plotted in Fig. 2.4.
Now we turn toward defining the kernel density. We first define a random persistence
diagram as a union of simpler constituents, and then determine its global pdf by combination
in a fashion similar to Lemma 2.4.1. Indeed, we define the desired kernel density as the
global pdf for this composite random diagram. To start, we fix a homological dimension k
and consider a center diagram D ⊂ Wk. Since k is fixed, we treat D = {ξi}Mi=1 = {(bi, di)}Mi=1
within W = {(b, d) ∈ R2 : d > b ≥ 0}.
Long persistence points in a persistence diagram represent prominent topological features
which are stable under perturbation of underlying data, and so it is important to track
each independently. In contrast, we leverage the point of view that the small persistence
features near the diagonal are considered together as a single geometric signature as
opposed to individually important topological signatures. Toward this end, features with
short persistence are grouped together and interpreted through i.i.d. draws near the
diagonal. Treating these points collectively greatly speeds computation (see Fig. 2.5), while
simultaneously retaining crucial geometric information for applications such as classification.
Thus, we split D into upper and lower portions according to the bandwidth σ as
Du = {(bi, di, k) ∈ D : di − bi ≥ σ} and D` = {(bi, di, k) ∈ D : di − bi < σ} . (2.4.6)
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Figure 2.5: A persistence diagram with points below and above the cutoff (dashed black
line d = b + σ). In a typical diagram, there are many points close to the diagonal and
tracking these points individually requires a lot of computation.
Now define random diagrams Du centered at Du and D` centered at D` and subsequently
define the random persistence diagram D = Du ∪D` according to their union. Ultimately,
the global pdf of D centered at D is our kernel density.
Definition 2.4.2. Each feature ξj = (bj, dj) ∈ Du yields an independent random singleton
diagram Dj defined by its chance to be nonempty qj (via Eq. (2.4.8)) along with its potential
position (b, d) sampled according to a modified Gaussian distribution N ∗((bj, dj), σI). The
global pdf for Du is then determined by Lemma 2.4.1, where each pj is given by the pdf
associated with N ∗((bj, dj), σI),
pj(b, d) =
ϕj(b, d)∫
W
ϕj(u, v)du dv
1W (b, d), (2.4.7)
where ϕj is the pdf of the normal N ((bj, dj), σI), and 1W (·) is the indicator function for the
wedge.
The global pdf for each Dj is readily obtained by a pair of restrictions. First, we restrict
the usual Gaussian distribution to the halfspace T = {(b, d) ∈ R2 : b < d}. Features sampled
below the diagonal are considered to disappear from the diagram and thus we define the
chance to be nonempty by
qj = P(Dj 6= ∅) =
∫
{v>u}
ϕj(u, v) du dv. (2.4.8)
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Afterward, the Gaussian restricted to T is further restricted to W and renormalized to
obtain a probability measure as in Eq. (2.4.7). This double restriction to both T and W is
necessary for proper restriction of the Gaussian pdf and definition of qj = P(Dj 6= ∅). Indeed,
restriction to W alone causes points with small birth time to have an artificially high chance
to disappear; while restriction to T alone nonsensically yields features born before the end
of time (b < 0). In kernel density estimation, the effects of this distinction become negligible
as the bandwidth goes to zero. In practice, this distinction is imporant for features with
small birth time relative to the bandwidth.
Remark 2.4.2. In the Cˇech construction of a persistence diagram, a feature lies on the line
b = 0 if and only if it has homological dimension k = 0. Consequently, for a feature (0, dj)
with k = 0, we instead take
pj(d) =
φj(d)∫
R+ φj(u) du
1R+(d) and q
j =
∫
R+
φj(u) du
where φj is the 1-dimensional Gaussian centered at dj with standard deviation σ.
Whereas the large persistence features in Du have small chance to fall below the diagonal
and disappear, the existence of the small persistence features in D` is volatile: these features
disappear and appear fluidly under small changes in the underlying data. The distribution
of D` is described by a probability mass function (pmf) ν and lower density p`.
Definition 2.4.3. The lower random diagram D` is defined by choosing a cardinality N
according to a pmf ν followed by N i.i.d. draws according to a fixed density p`. First, take
N` =
∣∣D`∣∣ and define ν(·) with mean N` and so that ν(n) = 0 for n > mN` for some
m > 0 independent of N`. The subsequent density p
`(b, d) is given by projecting D` onto
the diagonal b = d, then creating a restricted Gaussian kernel density estimation for these
features; specifically,
p`(b, d) =
1
N`
∑
(bi,di)∈D`
1
piσ2
e
−
(
( bi+di2 −b)
2
+( bi+di2 −d)
2
)
/2σ2
. (2.4.9)
By Prop. 2.3.7 and Eq. (2.3.7), global pdfs of random persistence diagrams are described
by a random vector pdf for each cardinality layer, resulting in the following global pdf for
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D`:
fD`(ξ1, ..., ξN) = ν(N)
N∏
j=1
p`(ξj). (2.4.10)
Combining the expressions for D` and Du, we arrive at the following proposition.
Proposition 2.4.4. Fix a center persistence diagram D and bandwidth σ > 0. Split D into
D` and Du according to Eq. (2.4.6). Define D` with global pdf from Eq. (2.4.10), and Du
with global pdf from Eq. (2.4.1). Treating the random persistence diagrams Du and D` as
independent, the kernel density centered at D with bandwidth σ (i.e., the global pdf for the
random persistence diagram D = Du ∪D`) is given by
Kσ(Z,D) =
Nu∑
j=0
ν(N − j)
∑
γ∈I(j,Nu)
Q(γ)
j∏
k=1
pγ(k)(ξk)
N∏
k=j+1
p`(ξk) (2.4.11)
where Z = (ξ1, ..., ξN) is the input and Nu = |Du| depends on both D and σ. Here Q(γ) is
given by Eq. (2.4.2), each pj refers to the modified Gaussian pdf as shown in Eq. (2.4.7) for
its matching feature ξj in D
u, and p` is given by Eq. (2.4.9).
Proof. Since Du and D` are independent random persistence diagrams, the belief function
decomposes into βD(S) = βDu(S)βD`(S). Moreover, since derivatives above order Nu vanish
for βDu (see Remark 2.3.5), the product rule and binomial-type counting yield
δNβD
δξ1...δξN
(∅) =
Nu∑
j=0
∑
1≤i1 6=... 6=ij≤N
δjβDu
δξi1 ...δξij
(∅) δ
N−jβD`
δξ1... ˆδξi1 ...
ˆδξij ...δξN
(∅)
=
∑
pi∈ΠN
Nu∑
j=0
1
j!(N − j)!
δjβDu
δξpi(1)...δξpi(j)
(∅) δ
N−jβD`
δξpi(j+1)...δξpi(N)
(∅)
(2.4.12)
where δˆξi indicates that the given index is skipped in the set derivative (having been allocated
to the other factor). Similar to the proof of Lemma 2.4.1, the choice of indices ij is replaced
with a permutation pi ∈ ΠN ; however, the ordering within each derivative is unrelated the
choice of ij, leading to j!-fold and (N − j)!-fold redundancy within each term.
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Taking Eq. (2.4.10) together with Eq. (2.3.7) yields
δβD`
δξpi(j+1)...δξpi(N)
(∅) = (N − j)!ν(N − j)
N−j∏
j=1
p`(ξj).
Also, Eq. (2.4.1) and Eq. (2.3.7) yield
δβDu
δξpi(1)...δξpi(j)
(∅) =
∑
pi∗∈Πj
∑
γ∈I(j,Nu)
Q(γ)
j∏
k=1
pγ(k)(ξpi∗(k)).
We subsitute these relations into the final expression of Eq. (2.4.12). The first of
these substitutions is straightforward, while the second has j!-fold redundant permutations
overtop the existing permutations in ΠN . These substitutions yield that
δNβD
δξ1...δξN
(∅) =∑
pi∈ΠN Kσ(Z,D) as described in Eq. (2.4.11) and shows that the kernel Kσ(Z,D) satisfies
the definition of a global pdf for D (Defn. 2.3.6). Finally, the sum over permutations is
removed according to Eq. (2.3.7) to obtain the expression for fD(Z) = Kσ(Z,D). 
A specific example of the component distributions provided for the kernel in Prop. 2.4.4
is presented in Fig. 2.6. The dashed black line separates the center persistence diagram D
into an upper portion Du and a lower portion D` as in Eq. (2.4.6). In the upper region,
the red and blue gradients represent the upper distributions p1 and p2 given by Eq. (2.4.7).
In the lower region, the green gradient represents the restricted Gaussian kernel density
estimate p` defined in Eq 2.4.9.
Figure 2.6: Left: a persistence diagram. Right: a depiction of its corresponding singleton
(red and blue) and lower (green) distributions.
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Remark 2.4.3. Fig. 2.6 does not depict the full kernel density; a detailed example is found
in Subsection 2.5. Specifically, while each of the densities p1, p2, and p` in shown in Fig. 2.6
is defined on W (2-dimensional), the global pdf is defined on WN for each input-cardinality
N , as in Eq. (2.4.11). Intuitively, the global pdf places priority to assign input features to
the upper densities, and extra features are delegated to the lower density. The specific weight
of this preference is
qk
1− qk and depends on the ratio of persistence to bandwidth.
Prop. 2.4.4 extends to the analogue result for a center persistence diagram with features
of varied homological dimension.
Corollary 2.4.5. Consider a persistence diagram D = ⋃a−1k=0Dk × {k} split according to
homological dimensions with associated random persistence diagrams Dk defined according
to Eq. (2.4.11) for each center diagram Dk. Treating each Dk as independent, the full global
pdf for D =
⋃
Dk centered at D with bandwidth σ is given by
Kσ(Z,D) = Λ(N)
a−1∏
k=0
Kσ(Zk,Dk), (2.4.13)
where Z =
⋃a−1
k=0 Zk × {k} ⊂ W0:a−1 with each Zk ⊂ W of cardinality |Zk| = Nk within the
multi-index N = (N0, ..., Na−1) and
Λ(N) =
N !
|N |! :=
∏
Nk!
(
∑
Nk)!
.
Proof. The result follows immediately from taking set derivatives of the full belief function
βD(S) =
∏
βDk(S). In particular, the set derivatives
δβDk
δZ
(∅) are zero unless Z ⊂ Wk.
Thus, the product rule leaves only the single term δβD
δZ
(∅) = ∏a−1k=0 δβDkδZk (∅). In turn, each
kernel global pdf Kσ(Zk,Dk) is related to the associated belief function derivative by a sum
over permutations ΠNk (see Eq. (2.3.7)). Compositions of these permutations are Nk!-fold
redundant against the |N |! permutations in Π|N |, yielding the coefficient Λ(N). 
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2.4.2 Covergence
Our primary goal is to prove the convergence (to the target distribution) of the kernel density
estimate defined according to the kernel established in Prop. 2.4.4. Toward this end, consider
persistence diagrams {Di}ni=1 which are i.i.d. sampled according to a target global pdf f .
To prove convergence, we require the following assumptions on f :
(A1) f(Z) = 0 for |Z| > M ∈ N (bounded cardinality).
(A2) The local density fN :WNk → R is bounded for each N ∈ {1, ...,M}.
(A3) There exists CN > 0 so that f(ξ1, ..., ξN) ≤ CN ‖(ξ1, ..., ξN)‖−2N for each N ∈ {1, ...,M} .
Remark 2.4.4. These assumptions hold for typical (random) underlying datasets. For
example, (A1) holds for underlying data in Ra of bounded cardinality. The conditions (A2)
and (A3) hold for random datasets with Gaussian noise.
The following theorem shows that the kernel density estimate converges to the true global
pdf of a persistence diagram as the number of sampled diagrams increases. The target pdf
describes the distribution of geometry attained by the underlying random dataset. The pdf
tracks not only the birth and death of features, but also their prevalence. In particular, the
persistence diagram pdf tied to a random dataset can determine which geometric features
are stable regardless of their persistence.
Theorem 2.1. Consider a random persistence diagram global pdf f satisfying assumptions
(A1)-(A3). Define the kernel Kσ(Z,D) according to Prop. 2.4.4 and consider the kernel
density estimate fˆ(Z) =
∑n
i=1Kσ(Z,Di), with centers Di sampled i.i.d. according to f and
bandwidth σ = O(nα) chosen with 0 < α < α2M . Then, as n → ∞, fˆ → f uniformly on
compact subsets of W .
Remark 2.4.5. The value of α2M is inherited from bandwidth selection for 2M-dimensional
kernel density estimates [75]. The proof for the theorem is given for k > 0. The case for
k = 0 is obtained by a slight modification of the proof and the full result follows by an
application of Corollary 2.4.5.
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Remark 2.4.6. In summary, we present a direct proof for Theorem 2.1 which involves
controlling the portions of Eq. (2.4.11) which change with input cardinality, such as ν, Q, and
the lower distribution p`. In particular, we show that in the limit, diagrams contribute only to
the matching cardinality layer of the global pdf; that is, only persistence diagram samples with
|Di| = m contribute to fˆ(ξ1, ..., ξm) approaching f(ξ1, ..., ξm) for each m ∈ {0, ...,M}. Indeed,
this approach intuitively fits with the decomposition of a global pdf into local constituents via
input cardinality.
Recall Prop. 2.4.4, which defines the pertinent kernel density Kσ(Z,D) evaluated at
Z = (ξ1, ..., ξN) according to center diagram D and bandwidth σ by
Kσ(Z,D) =
Nu∑
j=0
ν(N − j)
∑
γ∈I(j,Nu)
Q(γ)
j∏
k=1
pγ(k)(ξk)
N∏
k=j+1
p`(ξk)
where Q(γ) is given by Eq. (2.4.2), each pj refers to the modified Gaussian pdf shown in
Eq. (2.4.7) for its matching feature ξj in D
u, Nu = |Du|, and p` is given by Eq. (2.4.9). Also
recall that D is split into D` and Du according to Eq. (2.4.6), D` is defined with global pdf
from Eq. (2.4.10), and Du is defined with global pdf from Eq. (2.4.1).
Throughout the proof we use ξi to denote input features and Z = {ξ1, ..., ξN} or Z =
(ξ1, ..., ξN) to denote an input persistence diagram as a set or vector of features. Several
preliminary lemmas are presented before the main body of the proof. We begin with a
critical lemma which controls the number of features sampled in the band diagonal ∆ba =
{(b, d) ∈ W : a < d− b < b}.
Lemma 2.4.1. Consider a random persistence diagram D distributed according to f
satisfying assumptions (A1)-(A3). Then there exists C > 0 so that Ef (|∆σ0 ∩D|) ≤ Cσ.
Proof. Consider a region A ⊂ W and a counting function κA(Z) = |Z ∩ A| such that
κA({ξ1, ..., ξN}) =
∑N
i=1 1A(ξi). It is clear that this set function is well defined and
measureable if A is measureable. Using set integration (Defn. 2.3.5),
E(|∆σ0 ∩D|) =
∫
W
κDσ0 (Z)f(Z)δZ =
M∑
N=0
N
N !
∫
W
1∆σ0
(ξ1)
[∫
f(ξ1, ...ξN)dξ2...dξN
]
dξ1
(2.4.14)
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The expressions in Eq. (2.4.14) can be phrased in terms of the probability hypothesis density
from Eq. (2.3.8), and are bounded by
∫
∆σ0
FD(ξ)dξ ≤
∫ L
0
∫ y
y−σ
FD(x, y) dx dy +
∫ ∞
L
∫ y
y−σ
C3y
−2 dx dy
≤ LC2σ + 3C3σ/L = (LC2 + C3/L)σ
where assumptions (A2) and (A3) respectively yield the bounds C2 and C3y
−2 on the
probability hypothesis density, FD. 
Lemma 2.4.1 yields control over the counting measure νi defined in Defn. 2.4.3 and
the coefficients Q∗i (·) of Eq. (2.4.3) which respectively determine the distribution of lower
and upper cardinalities for a persistence diagram sampled according to the kernel density
Kσ(Z,Di).
Corollary 2.4.2. Consider a random persistence diagram D distributed according to f
satisfying assumptions (A1)-(A3). Take ν to be the lower cardinality probability mass
function for the kernel density Kσ(Z,D) shown in Eq. (2.4.11). Then, there exists C > 0 so
that Efν(j0) ≤ Cσ whenever j0 6= 0.
Proof. Since D is random with respect to f , ν is random with respect to f as well. Recall that
ν is defined so that Eν(a) =
∣∣D`∣∣ for a distributed according to ν and thus Ef [Eν(a)] ≤ Cσ
for some C > 0 by Lemma 2.4.1. Subsequently, the value Efν(j0) is controlled by this double
expectation so long as j0 6= 0. Indeed,
E(xi) =
∞∑
j=0
jνi(j) =
∞∑
j=1
jνi(j) ≥
∞∑
j=1
νi(j) ≥ νi(j0)
for any j0 > 0 and νi(j0) = 0 for j0 < 0 since it represents a cardinality distribution. 
In th following lemma, the result of Lemma 2.4.1 is used to control the expressions Q(γ)
or Q∗(γ), of Eq. (2.4.2) and Eq. (2.4.3) respectively, in the kernel density estimate.
Lemma 2.4.3. Consider a random persistence diagram D distributed according to f
satisfying assumptions (A1)-(A3). Take Q of Eq. (2.4.2) and Q∗ of Eq. (2.4.3) to be the
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upper singleton probabilities for the kernel density Kσ(Z,D) shown in Eq. (2.4.11). Then,
there exists C > 0 so that Ef [Q(γ)] ≤ Ef [Q∗(γ)] ≤ Cσ for any γ ∈ I(j,N) with j < N .
Proof. Since every qk ∈ (0, 1), we have that Q(γ) ≤ Q∗(γ); and furthermore, since γ ∈
I(j,N) are not onto when j < N , each product Q∗ is bounded by one of the terms of
the (1 − qki ) type. By construction, these terms depend monotonically upon a feature’s
persistence, and the maximum (over all indices j < N and functions γ) is tied to the least
persistent feature of Dui .
For a feature (b, d) of persistence p = d − b, we define q(p) := ∫∞−p/(√2σ) 1√2pie−x2/2dx in
concordance with Eq. (2.4.8); or in terms of the error function Φ, q(p) = 1
2
(
1 + Φ
(
p
2σ
))
.
Define the minimal persistence as pmin(Z) = sup {p||∆p0 ∩ Z| = ∅} which satisfies pmin(Z) ≥ p
if and only if |∆p0 ∩ Z| = ∅. In turn, we may bound Q∗(γ) ≤ (1− q(pmin(D)) independently
of γ. By Lemma 2.4.1, there is C > 0 such that Pf [|∆σ0 ∩D| 6= ∅] ≤ Ef [|∆σ0 ∩D|] ≤ Cσ,
which controls the distribution of the minimal persistence.
In particular, q′(p) = 1
2σ
√
pi
e−p
2/4σ2 by the fundamental theorem of calculus. The control
of Lemma 2.4.1 also allows us to utilize integration via the probability of matching superlevel
sets. Specifically, since Q∗(γ) ≤ (1− q(pmin(D)), we have
Ef [Q∗(γ)] ≤
∫
W0:a−1
(1− q(pmin(Z)))f(Z)δZ =
∫ 0
∞
Pf [pmin ≥ p] d
dp
[
1− q(p)
]
dp, (2.4.15)
where integration starts at p =∞ because (1− q(p)) is monotonically decreasing to zero at
infinity and ends at 0 since every persistence diagram satisfies pmin ≥ 0.
The drastic change of variables shown in Eq. (2.4.15) follows from rephrasing Lebesgue
integration as Riemann integration. Consider the integral
∫
W0:a−1 g(pmin(Z))f(Z)δZ where
g : R+ → R is monotonically decreasing and satisfies limp→∞ g(p) = 0 (g(p) = (1 − q(p))
satisfies these conditions). Here, the set integral (against the pdf) is treated as integration
with respect to a probability measure, wherein the value is given by the limit of integrals of
simple functions. We take simple functions sn =
∑n
i=0[g(pi) − g(pi−1)]1{pmin≥pi} according
to the partition ∞ = p0 > p1 > ... > pn = 0. Choosing that p1 → ∞ and partition size
going to zero, these simple functions pointwise approach g in the limit from below (since g
is monotone decreasing), and thus their integrals converge to an integral of g by monotone
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convergence theorem. This limit is rephrased as a Riemann integral as follows:
lim
n→∞
∫
W0:a−1
sn = lim
n→∞
n∑
i=1
[g(pi)− g(pi−1)]Pf [pmin(Z) ≥ pi]
= lim
n→∞
∞∑
i=1
g′(pi)[pi − pi−1]Pf [pmin(Z) ≥ pi]
=
∫ 0
∞
g′(p)Pf [pmin(Z) ≥ p] dp
where the bounds on the Riemann integral follow the partition bounds. Taking g(p) =
1− q(p) yields the change of variables shown in Eq. (2.4.15).
We now further bound the expectation in Eq. (2.4.15). Replacing terms with their
definitions and using the bound control from Lemma 2.4.1 we obtain:
Ef [Q∗(γ)] ≤
∫ ∞
0
Pf (∆p0 ∩D 6= ∅)
1
2σ
√
pi
e−p
2/4σ2dp
≤ C
2σ
√
pi
∫ ∞
0
pe−(p/2σ)
2
dp =
C
2σ
√
pi
[
−2σ2e−p2/4σ2
]∞
p=0
=
C√
pi
σ.

Proof of Theorem 2.1. For convenience, we denote the upper cardinalities byNi = |Dui |
and total cardinalities by Mi = |Di| for the sample persistence diagrams. Denote the set of
strictly increasing functions from {1, ..., j} into {1, ..., Ni} by I(j,Ni). Here we use ‘id’ to
denote the identity map, where I(Ni, Ni) = {id}. The proof is organized by splitting the
kernel densities into several pieces and then controlling each piece separately.
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First, we separate the kernel Kσ(Z,Di), defined in Eq. (2.4.11), into three portions, Ai,
Bi, and Ci, according to the upper cardinality j:
Kσ(Z,Di) =
Ni∑
j=0
νi(N − j)
∑
γ∈I(j,Ni)
Qi(γ)
j∏
k=1
p
γ(k)
i (ξk)
N∏
k=j+1
p`i(ξk)
= νi(N −Ni)Qi(id)
Ni∏
k=1
pki (ξk)
N∏
k=Ni+1
p`i(ξk)
+
Ni−1∑
j=0,j 6=N
νi(N − j)
∑
γ∈I(j,Ni)
Qi(γ)
j∏
k=1
p
γ(k)
i (ξk)
N∏
k=j+1
p`i(ξk)
+ 1{n∈N|n<Ni}(N)νi(0)
∑
γ∈I(N,Ni)
Qi(γ)
N∏
k=1
p
γ(k)
i (ξk)
= Ai +Bi + Ci,
(2.4.16)
where Ai follows from j = Ni, Ci follows from j = N (Ci = 0 if Ni ≤ N), and Bi consists of
all remaining terms.
The terms Bi in Eq. (2.4.16) are controlled by the lower product
[∏N
k=j+1 p
`
i(ξk)
]
. Since
(1− qji ) ≤ 1 and νi(N − j) ≤ 1 for any choice of γ and j, we have that Bi is bounded above
by
Ni−1∑
j=0,j 6=N
∑
γ∈I(j,Ni)
[
j∏
k=1
q
γ(k)
i p
γ(k)
i (ξk)
N∏
k=j+1
p`i(ξk)
]
. (2.4.17)
The bounding sum of Eq. (2.4.17) consists of restricted 2N -dimensional Gaussians, with
the weights qji dominating the restriction rescaling in Eq. (2.4.7). Fix pi ∈ ΠN and j ∈
{0, ...,M − 1} \ {N}. Without loss of generality, we treat the case when the permutation pi
is the identity. Since our ultimate goal is to control the kernel density estimate fˆ , consider
the portion of
∑n
i=1
1
n
Bi for which the cardinalities Mi = |Di| are fixed at level Mi = m ∈
{0, ...,M}. Now, m = |Di| ≥ Ni > j, so there is some extension for every γ within the sum,
γ∗ ∈ Πm. Recall that this collection is random because each Di is randomly distributed
according to f , therefore we consider the expectation with respect to this randomness:
Ef
 ∑
{i:Mi=m}
1
|{i : Mi = m}|
Mi∏
k=1
q
γ∗(k)
i p
γ∗(k)
i (ξk)
→ f(ξ1, ..., ξm),
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for any point (ξ1, ..., ξm) as a 2m-dimensional Gaussian kernel density estimate with a proper
choice of σ = O(n−α) appropriate for 2M (and hence 2m) dimensions [75]. Integrating both
sides against the extra coordinates, Assumptions (A2) and (A3) along with the dominated
convergence theorem yield
Ef
 ∑
{i:Mi=m}
1
|{i : Mi = m}|
j∏
k=1
q
γ(k)
i p
γ(k)
i (ξk)
→ ∫
Wm−j
f(ξ1, ..., ξm)dξj+1...dξm, (2.4.18)
which is again bounded via (A2) and (A3). Of course, |{i : Mi = m}| ≤ n, so taking
Eq. (2.4.18) into account for every m bounds the averaging sum of the upper product:
1
n
∑n
i=1
∏j
k=1 q
γ(k)
i p
γ(k)
i (ξk).
Relying on Eq. (2.4.17), we must also consider the lower product
∏N
k=j+1 p
`
i(ξk). Since
the points ξi are fixed, we focus on their minimal persistence pmin = mini(di − bi). Thus,
p`i(ξi) ≤
1
2piσ2
e−(b−d)
2/4σ2 ≤ 1
2piσ2
e−p
2
min/4σ
2
,
and subsequently, [
N∏
k=j+1
p`i(ξk)
]
≤ 1
(2piσ2)N
e−Np
2
min/4σ
2 → 0, (2.4.19)
as σ → 0, uniformly on any compact subset of W (orW0:a−1). Altogether, Eqs. (2.4.18) and
(2.4.19) gaurantee that the term
∑n
i=1
1
n
Bi → 0 as n→∞ in the kernel density estimation.
Next we focus on the terms Ai in Eq. (2.4.16). We split the sum
1
n
∑n
i=1 Ai according to
the cardinality of Di. Specifically, separate Ai into the cases where Mi 6= Ni or Mi = Ni.
First consider the associated set of indices {i : Mi 6= Ni} and define the mismatch number
MM(n) to be its cardinality. Critical to our argument, the mismatch number is random with
respect to f because it is defined according to the features in Di. We obtain the following
mismatched term:
1
n
∑
{i:Ni 6=Mi}
Ai ≤
(
MM(n)
n
)
1
MM(n)
∑
{i:Ni 6=Mi}
[
Qi(id)
Ni∏
k=1
pki (ξk)
N∏
k=Ni+1
p`i(ξk)
]
(2.4.20)
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The bounding sum in Eq. (2.4.20) is split into pieces where Mi = m for each m between 0
and M . Using the same strategy yielding Eq. (2.4.18), with MM(n) in place of n, the sum
of the upper product converges to layered integrals of f for each level m and each Ni < m
by extending γ = id. Using the same approach leading to Eq. (2.4.19), the lower product
vanishes in the limit if Ni 6= N , or is an empty product if Ni = N ; in either case, this factor
is bounded. Now, according to Lemma 2.4.1, Pf (Mi 6= Ni) = Pf (Di ∩ ∆σ0 6= ∅) ≤ C5σ;
consequently, Ef [MM(n)/n]→ 0 and the mismatch terms on left hand side of Eq. (2.4.20)
follow.
Now consider the indices for which Ni = Mi. In this case, since D
`
i are empty, νi = δ0,
and the only values which contribute to the sum are for Ni = N . The remaining portion of
the kernel density estimate is given by
1
n
Ef
∑
{i:Ni=Mi}
Ai =
1
n
Ef
 ∑
{i:Ni=Mi}
(
Qi(id)
N∏
k=1
pki (ξk)
) = 1
n
Ef
 ∑
{i:Ni=Mi}
(
N∏
k=1
qki p
k
i (ξk)
) .
(2.4.21)
As shown, the terms in Eq. (2.4.21) are restricted 2N dimensional Gaussians. It is known [75]
that restricted Gaussian kernel density estimates like
[∏N
k=1 q
k
i p
k
i (ξk)
]
converge (uniformly
on compactly contained sets) to the true value of the chosen draws Di for suitable choice of α
in σ = O(n−α) as restricted by N ≤M . After correcting for the samples with Ni < Mi = N ,
the samples Di are treated as random draws from f(D| |D| = N). Consequently, we
may conclude that the target distribution associated with
[∏N
k=1 q
k
i p
k
i (ξk)
]
is the rescaled
1
f(N)
f(ξ1, ..., ξN), where f(N) := Pf (|D| = N). This rescaling for the conditional pdf
f(D| |D| = N) is necessary to reweight according to Prop. 2.3.7.
Application of classical kernel density estimate results require division by the cardinality
of the draw, when in context n is generally larger than this cardinality. Thus, we must again
consider the cases wherein Ni 6= Mi. Consequently, we find that the expectation for the
ratio between the true draw cardinality and n is given by Pf (|D| = N) + O(σ) according
to Lemma 2.4.1. Indeed, this ratio converges to f(N) := Pf (|D| = N). After this final
correction, we have shown that 1
n
∑n
i=1Ai approach the true pdf f(ξ1, ..., ξN).
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Lastly, we need only to control the terms Ci from Eq. (2.4.16). We begin by bounding
the probability mass functions νi by 1 and considering only terms for which the characteristic
function is nonzero:
1
n
n∑
i=1
Ci =
1
n
∑
{i:N<N}
νi(0)
∑
γ∈I(N,Ni)
Qi(γ)
N∏
k=1
p
γ(k)
i (ξk) ≤
1
n
∑
{i:N<Ni}
∑
γ∈I(N,Ni)
Qi(γ)
N∏
k=1
p
γ(k)
i (ξk).
(2.4.22)
Next, we split the term Q(γ) according to Eq. (2.4.2) and apply Lemma 2.4.3 to the
upper bound in Eq. (2.4.22) to obtain the larger upper bound
1
n
∑
{i:N<Ni}
∑
γ∈I(N,Ni)
Q∗(γ)
N∏
k=1
q
γ(k)
i p
γ(k)
i (ξk) ≤ C
 1
n
∑
{i:N<Ni}
∑
γ∈I(N,Ni)
N∏
k=1
q
γ(k)
i p
γ(k)
i (ξk)
σ.
(2.4.23)
The expectation of the bracketed terms in Eq. (2.4.23) converges in a fashion identical to
the terms 1
n
∑n
i=1 Ai. Since these terms are multiplied by σ, altogether
[
1
n
∑n
i=1Ci
]
vanishes
in the limit as n → ∞. Putting together the limits of each portion built from Kσ(Z,Di) =
Ai +Bi + Ci, the theorem follows. 
2.4.3 A Measure of Dispersion
Theorem 2.1 has established the convergence of a kernel density estimator. Despite lacking a
vector space structure on the space of persistence diagrams, it is equipped with the bottleneck
metric (Defn. 2.2.9). Thus, we aim to measure dispersion with respect to a distribution of
persistence diagrams through mean absolute deviation in this metric.
Definition 2.4.4. The mean absolute bottleneck deviation (MAD) from origin diagram D
with respect to a global pdf f is given by
MADf (D) =
∫
W0:a−1
W∞(D, Z)f(Z)δZ (2.4.24)
The following proposition aids in proving convergence of MAD kernel estimates.
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Proposition 2.4.5. Consider D distributed according to the kernel density Kσ(·,D) with
center diagram D and bandwidth σ. Fix δ ≥ 1. Then,
P [W∞(D,D) < δσ] ≥
(∫
B(0,δ)
1
2pi
e−(x
2+y2)/2 dx dy
)M
(2.4.25)
where M is the maximal cardinality of D (a multiple of |D|). Here B(x, r) refers to a ball
with respect to the infinity metric (as is used in bottleneck distance).
Proof. Note that the lower bound integral is the probability for a pair z = (x, y) of
independent standard normal variables to lie in B((0, 0), δ). In order to bound the bottleneck
distance W∞(D,D) < δσ, it is sufficient that each constituent feature does not stray too far
from either its corresponding center or the diagonal (see Fig. 2.6 for reference). Specifically,
we follow Defn. 2.2.9 to build a correspondence between D and D so that the maximal
distance undercuts δσ, and thus the (potentially smaller) bottleneck distance is also bounded
by δσ. For clarity, features in D are denoted using ζ while features in D are denoted using
ξ.
Consider each feature ξj ∈ Du = D ∩ {d− b ≥ σ} and its associated random singleton
diagram Dj = {ζj} or ∅ as in Defn. 2.4.2. Assuming the disc neighborhood Bj = B(ξj, δσ)
is contained in the wedge W = {(b, d) ∈ R2|d > b ≥ 0}, zj = ζj−ξj
σ
has identical density
to the Gaussian random variable z ∼ N((0, 0), I2) whenever ζj ∈ Bj (or equivalently zj ∈
B((0, 0), δ)). Thus, we obtain P [ζj ∈ B(ζj, δσ)] = P [|z| ≤ δ] for the probability that ζj can
be mapped to ξj in a bounding correspondence. If Bj * W , this probability is higher than
required because ξj can be mapped to the diagonal and thus the case Dj = ∅ is included.
Now take into account the features in D` and the associated random features D` as in
Defn. 2.4.3. Although the features in D` are not necessarily independent, we may assume
without loss of generality the worst case, in which the maximal cardinality is drawn. Given
a fixed cardinality, the draws of D` are independent. Since any feature may be mapped
to the diagonal in the bottleneck distance, a bounding correspondence can be obtained
whenever the draws in D` and features in D` are close enough to the diagonal (within
δσ). Indeed, the features in D` are by definition distance σ ≤ δσ from the diagonal.
Restricting to W , the pdf for the draws of D` = {(bj, dj)}|N`|j=1 is given by p`(b, d) =
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1
piN`σ2
∑N`
j=1 e
−
((
x− bj+dj
2
)2
+
(
y− bj+dj
2
)2)
/2σ2
. Consider the sets Uj = B
((
bj+dj
2
,
bj+dj
2
)
, δσ
)
and U = ⋃N`j=1 Uj. For each lower feature (b, d) ∈ D`, mapping to the diagonal yields a
bounding correspondence and the associated probability is bounded below by P[d−b ≤ δσ] =∫
∆δσ0
p`(x, y) dx dy ≥ ∫
W∩U p
`(x, y) dx dy since W ∩ U ⊂ ∆δσ0 = {(b, d) ∈ W |d− b ≤ δσ}.
Next, we restrict the lower bounding integral for each term of p` to its matching subset Uj
and change variables to attain the desired form:
∫
W∩U
p`(x, y) dx dy ≥
N∑`
j=1
∫
Uj
1
2piN`σ2
e
−
((
x− bj+dj
2
)2
+
(
y− bj+dj
2
)2)
/2σ2
dx dy
=
∫
B((0,0),δ)
1
2pi
e−(x
2+y2)/2 dx dy.
Overall, this argument shows that with probability at least P(|z| ≤ δ)M there is a
correspondence which bounds the bottleneck distance by δσ and the result follows. 
Next, we relax assumption (A2) by considering the entire multi-wedgeW0:a−1 and tighten
the decay control from assumption (A3). Formally,
(A2)∗ The local density fN :WN0:a−1 → R is bounded for each N ∈ {1, ...,M}.
(A3)∗ There exists C > 0 so that f(ξ1, ..., ξN) ≤ C ‖(ξ1, ..., ξN)‖−2N−2 for N ∈ {1, ...,M} .
These assumptions (and (A1)) are required for the subsequent lemma, which ensures that
the mean absolute bottleneck deviation (MAD) is finite.
Lemma 2.4.6. Consider a random persistence diagram D distributed according to a global
pdf f satisfying assumptions (A1), (A2)∗, and (A3)∗. Then D has finite MAD for any choice
of origin diagram D.
Proof. Choose an arbitrary persistence diagram D. Since bottleneck distance is defined
according to the sup-norm (see Eq. (2.2.7)), the bottleneck distance to the null persistence
diagram (i.e., without any features) is precisely half the maximal persistence. Thus, we
begin by showing that the maximal persistence moment is finite. Taking Z = {ξ1, ..., ξN}
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with ξi = (bi, di, ki), we have:∫
W0:a−1
max(di − bi)δZ ≤
∫
W0:a−1
‖Z‖ f(Z)δZ (2.4.26)
since max(di − bi) ≤ max (‖(bi, di)‖) ≤ ‖Z‖. Consider a compact set K ⊂ W0:a−1 which
contains a neighborhood of the origin. Given assumptions (A2)∗ and (A3)∗, Eq. (2.4.26) is
bounded by the following finite expression.
∫
W0:a−1
‖Z‖ f(Z)δZ ≤
∫
K
C2 ‖Z‖ δZ +
M∑
N=1
∫
h−1N (hN (K)c)
C3 ‖Z‖−2N−1 dξ1...dξN . (2.4.27)
Lastly, we take advantage of the Minkowski inequality, which holds trivially for set
integration since it is a linear combination of Lebesgue integrals. Indeed,the MAD centered
at D is bounded as follows.
∫
W0:a−1
W∞(D, Z)f(Z)δZ ≤
∫
W0:a−1
W∞(D, ∅)f(Z)δZ +
∫
W0:a−1
W∞(∅, Z)δZ (2.4.28)
where ∅ represents the null persistence diagram and the distance to the null persistence
diagram is precisely half the maximal persistence. Since f integrates to 1, the first integral
simplifies to the finite distance W∞(D, ∅), while the second integral is finite according to Eq.
(2.4.27). 
Remark 2.4.7. The results of [5], which yield many long persistence points for heavy
tailed distributions, show that a condition of the type (A3)∗ is necessary. If the underlying
datapoints are not heavy-tailed, this condition is easily satisfied. One may replace Lemma
2.4.6 and its assumptions by directly assuming that the maximal persistence moment is
bounded; with this, the results of the lemma follow immediately from Eq. (2.4.28). This
direct assumption is weaker (implied by (A1), (A2)∗, and (A3)∗), but may be difficult to
show in practice.
Theorem 2.2. Consider a distribution of persistence diagrams with bounded global pdf, f ,
satisfying assumptions (A1), (A2)∗, and (A3)∗. Let fˆ(Z) = 1
n
∑n
i=1Kσ(Z,Di) be a kernel
density estimate with centers Di sampled i.i.d. according to f and bandwidth σ = O(n
α)
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chosen with 0 < α < α2M . Then, the mean absolute bottleneck deviation estimate converges;
in other words,
∫
W0:a−1
W∞(D, Z)fˆ(Z)δZ →
∫
W0:a−1
W∞(D, Z)f(Z)δZ (2.4.29)
as n→∞ for any origin diagram D.
Proof. The MAD of f with origin D is finite by Lemma 2.4.6. To show convergence of the
estimate, we begin by adding and subtracting the integral of the sample estimator for the
MAD. Then, we split the sum into n+ 1 terms via the triangle inequality to obtain∣∣∣∣∫W0:a−1 W∞(D, Z)f(Z)δZ −
∫
W0:a−1
W∞(D, Z)fˆ(Z)δZ
∣∣∣∣
≤
∣∣∣∣∣
∫
W0:a−1
W∞(D, Z)f(Z)δZ − 1
n
n∑
i=1
∫
W0:a−1
W∞(D, Di)Kσ(Z,Di)δZ
∣∣∣∣∣
+
1
n
n∑
i=1
∣∣∣∣∫W0:a−1 W∞(D, Z)Kσ(Z,Di)δZ −
∫
W0:a−1
W∞(D, Di)Kσ(Z,Di)δZ
∣∣∣∣ .
(2.4.30)
The term of the upper bound in Eq. (2.4.30) trivially simplfies to obtain the sample
estimator for the MAD:∣∣∣∣∣
∫
W0:a−1
W∞(D, Z)f(Z)δZ −
n∑
i=1
1
n
∫
W0:a−1
W∞(D, Di)Kσ(Z,Di)δZ
∣∣∣∣∣
=
∣∣∣∣∣
∫
W0:a−1
W∞(D, Z)f(Z)δZ − 1
n
n∑
i=1
W∞(D, Di)
∣∣∣∣∣ .
(2.4.31)
The MAD sample estimator converges since the MAD is finite, and thus this term vanishes
as n → ∞. The remaining term of the upper bound in Eq. (2.4.30) is further bounded via
the reverse triangle inequality; specifically,
n∑
i=1
1
n
∣∣∣∣∫W0:a−1 W∞(D, Z)Kσ(Z,Di)δZ −
∫
W0:a−1
W∞(D, Di)Kσ(Z,Di)δZ
∣∣∣∣
≤
n∑
i=1
1
n
∣∣∣∣∫W0:a−1 W∞(Di, Z)Kσ(Z,Di)δZ
∣∣∣∣ .
(2.4.32)
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Toward bounding Eq. (2.4.32), choose a threshold parameter a = O(σβ) for some β ∈
(0, 1), so that a → 0 but a/σ → ∞ in the sample size (and bandwidth) limit. Next, take
Ai = {Z ⊂ W : W∞(Z,Di) ≤ a} and split the integral between Ai and its complement as∫
W0:a−1
W∞(Di, Z)Kσ(Z,Di)δZ =
∫
Ai
W∞(Di, Z)Kσ(Z,Di)δZ +
∫
Aci
W∞(Di, Z)Kσ(Z,Di)δZ.
The integral over Ai is trivially bounded by a. Integration over the complementary events is
controlled via layered integration along with Prop. 2.4.5. For a/σ > 1, which occurs when
n is large enough, we obtain∫
Aci
W∞(Di, Z)Kσ(Z,Di)δZ = aPi [W∞(Di, Z) > a] +
∫ ∞
a
Pi [W∞(Di, Z) > b] db
≤ a (1− P[|z| ≤ a/σ]M)+ ∫ ∞
a
(
1− P[|z| ≤ b/σ]M) db,
(2.4.33)
where z = (x, y) is distributed as a pair of independent standard normals. We chose a/σ =
O(σβ−1)→∞ and so P(|z| ≤ a/σ)→ 1 exponentially fast and the last term vanishes quickly
as σ → 0.
The layered integral used in Eq. (2.4.33) is similar to the argument used in Lemma
2.4.3. For brevity, denote g(Z) = W∞(Di, Z) so that Ai = {Z : g(Z) ≤ a} and
Aci = {Z : g(Z) > a}. The function g(Z) is approximated from below by the simple
functions gn(Z) =
∑n
i=1(bi − bi−1)1{Z|bi≤g(Z)} for and appropriate choice of partitions
{0 = bn0 < bn1 < ... < bnn}∞n=1 with bnn → ∞. By monotone convergence theorem the integrals
of gn(Z) converge to the integral of g(Z). In particular, rephrase
∫
Aci
g(Z)Kσ(Z,Di) to obtain
lim
n→∞
n∑
i=1
Pi [{Z|bi ≤ g(Z)} ∩ Aci ] (bi − bi−1)→
∫ ∞
0
Pi[{Z|b ≤ g(Z)} ∩ Aci ] db.
Moreover,
Pi[{Z|b ≤ g(Z)} ∩ Aci ] = Pi[{Z|b ≤ g(Z)} |Aci ] · Pi[Aci ] =
P
i[Aci ] b ≤ a
Pi[{Z|b ≤ g(Z)}] b > a
.
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The first line of Eq. (2.4.33) follows from the definitions of g(Z) and Aci , while the second line
follows from application of Prop. 2.4.5. Thus, both bounding terms in Eq. (2.4.30) converge
to zero and thus the kernel estimate converges to the true mean absolute deviation. 
2.5 Examples
Here we provide detailed examples of the kernel density and kernel density estimation of
an unknown pdf. For simplicity, we restrict to a single homological dimension, say k = 1.
Due to the intrinsic high dimension of the kernel, we present contour plots for slices of the
kernel density. Specifically, for inputs ((b1, d1), ..., (bN , dN)), we consider the kernel density
evaluated at (b1, d1) ∈ W with (bi, di) fixed for i ≥ 2. For clarity, the unique symmetric pdf
fsym(ξ1, ..., ξN) =
1
N !
∑
pi∈ΠN f(ξpi(1), ..., ξpi(N)) is used in the contour plots (see Remark 2.3.4).
For explicit computation, we choose the probability mass function
ν(j) = max
{
N` + 1− |N` − j|
(N` + 1)2
, 0
}
(2.5.1)
when evaluating the lower density in Eq. (2.4.10), where N` =
∣∣D`∣∣ is the lower cardinality
of the center diagram. This probability mass function describes the sum of two independent
uniform random integers in {0, ..., N`}.
Example 2.5.1. Consider the center persistence diagramD = {(1, 3), (2, 4), (1, 1.3), (3, 3.2)} ⊂
W and bandwidth σ = 1/2. We construct the associated kernel density via Eq. (2.4.11) and
follow with some plots and analysis of the kernel density.
First, we decribe the random diagram associated to the lower center diagram D` =
{(1, 1.3), (3, 3.2)}. Recall that the lower random diagram D` is described in Defn. 2.4.3
according to a probability mass function (pmf) ν for the cardinality of D` and a single
probability density p`(b, d) for the subsequent features’ locations in the wedge W . The
pmf ν is defined according to Eq. (2.5.1) with N` = 2; that is, ν({0, 1, 2, 3, 4}) =
{1/9, 2/9, 3/9, 2/9, 1/9} respectively, and zero otherwise. Following Defn. 2.4.3, we project
D` onto the diagonal to obtain {(1.15, 1.15), (3.1, 3.1)}. Relying on Eq. (2.4.9), the resulting
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lower density is given by
p`(b, d) =
2
pi
[
e−((b−1.15)
2+(d−1.15)2) + e−((b−3.1)
2+(d−3.1)2)
]
restricted above the diagonal . The coefficient 2
pi
is propogated by a direct substitution into
Eq. (2.4.9), yielding 1
N`piσ2
= 1
2pi(0.52)
= 2
pi
.
The global pdf for the kernel is defined on
6⋃
N=0
WN which lacks a fixed dimension, so we
consider a local portion of the kernel when the input is restricted to 3 features. Specifically,
we take Z = (ξ1, ξ2, ξ3) with each ξi = (bi, di). The local kernel is given by
Kσ(Z,D) = 9.01× 10−2p`(b3, d3)e−2((b1−1)2+(d1−3)2)e−2((b2−2)2+(d2−4)2)
+ 4.96× 10−4p`(b2, d2)p`(b3, d3)e−2((b1−2)2+(d1−4)2)
+ 4.96× 10−4p`(b2, d2)p`(b3, d3)e−2((b1−1)2+(d1−3)2)
+ 1.22× 10−6p`(b1, d1)p`(b2, d2)p`(b3, d3).
(2.5.2)
The exponentials shown are pi
2
q1p1 and pi
2
q2p2, where the removed coefficient, 2
pi
= 1
2pi(0.5)2
,
is tied to a 2-dimensional Gaussian of variance σ = 0.5. Similarly, the coefficient on the
exponents, −2 = −1/(2(0.5)2), is tied to a 2-dimensional Gaussian of variance σ = 0.5.
The coefficients for each line of Eq. (2.5.2) are built from the lower and upper cardinality
probabilities given by ν and Q∗ along with the coefficient 2
pi
of each upper Gaussian. For
example, 0.0901 = ν(1)
(
2
pi
)2
= 8
9pi2
and 4.96× 10−4 = ν(2)(1− q2) 2
pi
= 2
3pi
(0.00234).
Remark 2.5.1. The terms (1−qk) within the Q∗ expression (see Eq. (2.4.3)) are very small
and appear in terms for which the corresponding upper feature is unassigned. These terms
are so small because the upper features have very long persistence in this example (four times
the bandwidth), and so the terms in Eq. (2.5.2) which do not include both upper Guassians
p1 and p2 have much smaller contribution to the overall pdf. Consequently, the kernel places
much higher probability density near input diagrams with features nearby each upper feature
in the center diagram. This behavior is seen in Fig. 2.8, 2.9, 2.10, and their respective
analyses, and is directly correlated to the ratio of persistence to bandwidth for each feature.
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Figure 2.7: Cardinality probabilities f(j) = P[|D| = j] forD distributed according to global
pdf Kσ(·,D). For the given choice of ν, |D| takes on values between 0 and 6 = |Du|+ 2
∣∣D`∣∣.
Having constructed the expression for a portion of the kernel density, we now turn to
plotting and analyzing it. As described in Remark 2.3.3, the integral of the local density
for input cardinality |Z| = 3 given in Eq. (2.5.2) yields the probability that a random draw
has cardinality three: (P(|D| = 3) ≈ 0.22). As expected, the random persistence diagram
is most likely to have cardinality 4 (P(|D| = 4) ≈ 0.32), matching the cardinality of the
center diagram. The plot of the probability mass function for the cardinality of D (where
D is distributed according to the kernel) primarily inherits its pattern from ν, shifted up by
2 = |Du|, and is shown in Fig. 2.7.
This kernel density is quite complex to visualize, since the input space has variable
dimension, up to 12 (for the maximum of 6 = |Du|+2 ∣∣D`∣∣ input features). First, we consider
the probability hypothesis density (or PHD, as defined in Eq. (2.3.8)) along with the kernel
density evaluated at a single input feature in Fig. 2.8. Recall that the PHD indicates the
expected number of features in a region. Due to the construction of our kernel density, the
PHD for the kernel is a more typical kernel density estimate in W where the centers consist
of the individual features of D as opposed to the entire diagram. Consequently, one may
instead consider Fig. 2.8 (along with Fig. 2.9 and Fig. 2.10) as a comparison between
the information obtained from a typical (in R2) kernel density estimate and a persistence
diagram kernel density. Even though the PHD indicates a very high chance for features near
the diagonal, the first feature is far more likely to be near one of the high persistent features
in the center diagram.
As described in Remark 2.5.1, the kernel has a tendency to prioritize upper features; this
preference is seen in Fig. 2.9 for two input features and in Fig. 2.10 for three input features.
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(a) (b)
Figure 2.8: Contour maps for (a) the probability hypothesis density associated to the kernel
density and (b) the density Kσ({(b, d)} ,D) restricted to a single input feature Z = {(b, d)}.
The center diagram is indicated by red (upper) and black (lower) points. Scale bars at the
right of each plot indicate the range of probability density in each shaded region.
If we consider the density evaluated at fD ((b, d), (1, 3)) or fD ((b, d), (2, 4)) (Fig. 2.9 (a) or
(b), respectively), the remaining slice is very nearly a Gaussian centered at the other upper
feature. If the known feature is instead close to the diagonal, as in Fig. 2.9 (c), the density
slice is close to a Gaussian mixture between the two upper Gaussians p1 and p2.
(a) (b) (c)
Figure 2.9: Contour maps for slices of the kernel density with certain features already
chosen, indicated by crosshairs. Since the symmetric version of the density is used, the order
of the features is irrelevant. The center diagram is indicated by red (upper) and black (lower)
points. Scale bars at the right of each plot indicate the range of probability density in each
shaded region.
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It is not until the input diagram has at least three features; i.e., Z = {ξ1, ξ2, ξ3}, that any
slice of the density is concentrated near the diagonal. In this case, we fix two input features
and leave the third free, such as in the plot of f(ξ) := Kσ ({ξ} ∪ Du,D) shown in Fig. 2.10
(a); since the entire upper center diagram Du is given, this slice of the kernel is proportional
to the lower distribution p`. In fact, the modes in Fig. 2.10 (a) correspond to the modes
of the kernel (restricted to W 3). Center features of both long and short persistence are of
similar importance when an input feature lies between the upper and lower portions of the
center diagram, such as in Fig. 2.10 (b).
(a) (b)
Figure 2.10: Contour maps for slices of the kernel density with certain features already
chosen, indicated by crosshairs. Since the symmetric version of the density is used, the order
of the features is irrelevant. The center diagram is indicated by red (upper) and black (lower)
points. Scale bars at the right of each plot indicate the range of probability density in each
shaded region.
Example 2.5.2. Here we consider the random persistence diagram generated from a specific
random dataset in R2. Our goal in this example is to build and demonstrate a kernel density
estimate for the random persistence diagram determined by this random dataset. Specifically,
we generate 100 sample datasets which each consist of 15 points sampled uniformly from
the unit circle with additive Gaussian noise, N((0, 0), 1
9
I2). This toy dataset is prototypical
for signal analysis (corresponding to the circular dynamics of a noisy sine curve), wherein
the high dimensional point cloud is obtained through delay-embedding of the signal. An
in-depth analysis of using delay embedding alongside persistent homology is found in [65].
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(a)
(b)
Figure 2.11: An example underlying dataset and its associated persistence diagram
(separated into upper and lower halves by the dashed line). The persistence diagrams are
used as the centers for the kernel density estimate.
These datasets each yield a Cˇech persistence diagram as described in Section 2.2 for
homological dimension k = 1. A sample dataset and its associated k = 1 persistence diagram
are shown in Fig. 2.11. Since these datasets are sampled from a perfect circle perturbed by
small noise, one expects the associated 1-homology to have a single persistent feature with
smaller features caused by noise.
From the collection of persistence diagrams, we build a kernel density estimate with
a bandwidth of σ = 0.05. The kernel density estimate (KDE) with input cardinality 1
(fˆ(Z) with Z = (b, d)) is shown in Fig. 2.12 (a); this local (i.e. fixed input cardinality)
pdf is roughly Gaussian but does not inherit rotational symmetry from the Gaussian noise.
Additionally, there is a second, much smaller mode, close to the origin (marked in Fig. 2.12
(a)). Next, we find the highest mode of the KDE with input cardinality 1, (b0, d0) ≈ (0.6, 0.9).
Then, consider the slice of the KDE, fˆ((b, d), (b0, d0)), shown in Fig. 2.12 (b). This slice
is similar to Fig. 2.10 (a), wherein all the center’s upper features are given in the input;
both instances are concentrated near the diagonal and show that volatile, short-persistence
features are typically present at only certain scales.
By directly observing the collection of persistence diagrams, one can tell that the higher
scale, low persistence features tend to appear in addition to the nearby high-persistence
feature. In this sense, the large-scale features shown in Fig. 2.12 (b) yield information about
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(a)
(b)
Figure 2.12: The kernel density estimate built from 100 dataset samples such as the one
shown in Fig. 2.11. (a): The cardinality-1 estimate fˆ(ξ) with its two modes circled and
marked. (b): A slice of the cardinality-2 estimate fˆ(ξ, ξ0) where ξ0 is fixed to be the larger
mode on the left.
the distribution of persistence diagrams that is ignored by na¨ıve 2-dimensional kernel density
estimation, for which the long- and short-persistence features are indistinguishable due to
their adjacency.
2.6 Discussion and Conclusions
We’ve presented a nonparametric approach to approximating density functions of finite
random persistence diagrams. This includes the introduction of a kernel density function,
as well as proof that the kernel density itself and its mean absolute deviation converge to
those of the target distribution. Future work will investigate the convergence of powers of
the absolute deviation (e.g., bottleneck variance) and deviations involving the Wasserstein
metric (an Lp generalization of bottleneck metric, see [29]).
Our approach is fully data-driven, a necessary step since distributions of persistence
diagrams were previously poorly understood. The assumptions (A1)-(A3), (A2)∗, and (A3)∗
are typical for kernel density estimators [75]. Similar assumptions on the underlying data are
inherited by the random persistence diagram, because variation in Cˇech persistent homology
is controlled by interpoint distances. In particular, probability density decay follows the
same trends as noise in the underlying data; this is seen in Fig. 2.12 (a) for Gaussian
noise. Thus, the kernel density estimates defined here can be reliably used for data analysis,
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adding a detailed tool to the methods used in topological data analysis. In particular,
this is the first result yielding probability density functions which fully characterize a
random persistence diagram. For applications in machine learning such as classification,
the kernel density estimates carry information for generating more sophisticated features
than previously available; e.g., the value of the global pdf at a specific input or list of inputs
or the integral of the global pdf over a specified region. Access to a pdf also provides a
means to check for classification robustness in terms of likelihood or Bayes factors, providing
a measure of the confidence in a particular outcome.
Lending credence to applicability in data analysis, an example of kernel density estimation
is presented in Subsection 2.5. In this example, underlying datasets are generated to lie on
the unit circle with additive noise, a prototypical example for topological data analysis. Our
analysis yields detailed information about the distribution of diagrams, even though only
two 2-dimensional slices of the kernel density estimate are shown. We demonstrate that the
kernel density is useful in practice by determining stable feature-containing regions in the
random persistence diagram, regardless of their persistence.
In the context of Fig. 2.6, it is clear that sampling from the kernel density is
straightforward, and in fact computation time scales linearly in the number of features in
the center diagram D. In contrast, precise evaluation of the kernel global pdf at a diagram
requires the more thorough computations shown in Eq. (2.4.11). Evaluation of individual
feature pdfs on the multi-wedge W0:a−1 only scales quadratically on the cardinality |D|
and higher degree calculations are required only for combinatorics on the large persistence
features in Du. Consequently, these calculations are tractable so long as Du does not grow too
much in cardinality, while an increased cardinality for D` has a lesser effect on computation
time.
Since the associations dictated by γ ∈ I(j,Ni) (defined in Lemma 2.4.1) are known
a priori, the calculation is parallellizable, and computation can be made rapid even for
the evaluation of the global density function associated with diagram D shown in Fig.
2.5. Nevertheless, the density described in Eq. (2.4.11) is well organized for approximate
evaluation. While Eq. (2.4.11) is sufficient for set integration, it is not symmetric under
permutations of the inputs ξi, and consequently does not represent the density at a set
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{ξ1, ..., ξN}. A symmetric version is desireable for methods such as maximum likelihood
or mode estimation [40]. Indeed, a symmetric pdf is available by summing over ΠN as
per Eq. (2.3.7) to obtain the set derivative of the belief function. At no loss of accuracy,
the large sum over ΠN need not range over all permutations and one may instead sort
over compositions β ◦ pi for β ∈ I(j,N) and pi ∈ Πj for each j ∈ {0, ..., |Du|}. Since one
expects that |Du| = Nu << N , this reorganization significantly diminishes the number of
computations.
The kernel density presented here treats the small persistent features in D` as a single
group, since the proof of Theorem 2.1 uses very little information about the lower random
diagram. Consequently, it may be helpful in practice to cluster the lower portion of the center
diagram, followed by defining a random diagram centered at each cluster. This approach
complicates the expression and evaluation of the kernel density, but does not complicate
sampling from the kernel density. The goal of this approach is to more carefully capture
the geometric features of the underlying random dataset, since such geometric features often
correspond to briefly persistent homological features. For example, geometric features are
of paramount importance for classifying periodic signals through their delay embeddings,
wherein the large persistent feature indicates periodicity and thus is expected to appear in
every class.
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Chapter 3
Combinatorial Hodge Theory for
Equitable Kidney Paired Donation
Summary
Kidney Paired Donation (KPD) is a system whereby incompatible patient-donor pairs (PD
pairs) are entered into a pool to find compatible cyclic kidney exchanges where each pair
gives and receives a kidney. The donation allocation decision problem for a KPD pool has
traditionally been viewed within an economic theory and integer-programming framework.
While previous allocation schema work well to donate the maximum number of kidneys
at a specific time, certain groups of patients are rarely matched in such an exchange.
Consequently, these methods lead to inequity in the exchange, and the same patients are
often left unmatched repeatedly. Here we instead utilize computational topology methods to
find kidney exchange cycles. Our topological methods naturally find the cyclic structure
in a kidney exchange, and we use this structure in our search for an equitable kidney
allocation. Another key result of our approach is a score function defined on PD pairs which
measures disparity within a KPD pool; i.e., this function measures the variable chance for
each PD pair to take part in the kidney exchange. Specifically, we show that PD pairs
with underdemanded donors or highly sensitized patients have lower scores than typical PD
pairs. Furthermore, our results demonstrate that PD pair score and the chance to obtain
a kidney are positively correlated when using top trading cycles and chains and an integer
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programming implementation (rCM). In contrast, the chance to obtain a kidney through our
method is independent of score, and thus unbiased in this regard.
3.1 Introduction
While the medical procedure of organ donation has improved in past decades, the availability
of organs is still quite scarce [2]. As a result, the waiting list for kidney donations is growing
[2]. Live kidney donation increases the number of possible transplants and is often superior
to a cadaveric kidney [84]. Many ideas have been discussed about how to encourage and
optimize live organ donation in an ethical fashion to help alleviate the shortage of kidneys
[70, 1, 50, 23].
Even if incompatible with their patient, a donor can still represent the patient in a kidney
exchange. In the simplest case of kidney exchange, one patient-donor (PD) pair is matched up
with another so that each donor can give to the other pair’s patient. Larger exchange cycles
(so-called because they occur in a loop), such as the triple in Fig. 3.1 are also possible. There
are several reasons for incompatibility between a donor and patient, most commonly blood-
type incompatibiliy and HLA (Human Leukocyte Antigens) sensitivity [84]. In particular,
blood type AB donors can only donate to rare type AB patients, leading to a lower chance for
such underdemanded pairs to take part in a kidney exchange. HLA sensitivity can arise from
receiving blood transfusions, pregnancy, and transplanted organs [84], whereas blood type is
permanent and inborn. Sensitivity is measured through a calculated panel reactive antibody
(CPRA) percentage, with CPRA > 80% patients labeled as highly sensitized. Precisely,
CPRA is the expected chance of HLA senstivity to a randomly chosen donor nationwide
based on the results from a panel of HLA markers.
To determine the allocation of organs in a kidney paired donation (KPD) pool, most
existing models seek to maximize a utility, with values given for each possible kidney
donation. Donation utilities could include a fixed value, the quality adjusted life years
(QALY) expected from each donation, and/or the probability of a successful transplant.
Organ Procurement and Transplant Network (OPTN) has three main ethical concerns for
its operations: utility, justice, and respect for persons. In [1], they describe a just allocation
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Figure 3.1: Depiction of a three-way kidney exchange cycle. The PD pairs are numbered
1 through 3 with P for patient and D for donor indicating each individual’s role. Donations
are indicated by red arrows from the donor to patient. For example, D1 represents P1, but
is not compatible with P1, instead giving their kidney to P2. In a kidney exchange cycle,
each PD pair both donates and receives a kidney.
method as “fairness in the pattern of distribution of the benefits and burdens of an organ
procurement and allocation program”; we refer to this quality as equity in this paper. Ideally,
an equitable distribution of organs does not depend on the difficulty in finding a compatible
kidney. Despite the difficulty in such a task, an important equity goal is to mitigate powerful
bias against any group, such as highly sensitized patients, minorities, or underdemanded
pairs.
Equity and utility are in competition, as shown in [27] which boosts the number of
kidneys allocated to highly sensitized patients and investigates the consequential loss of
utility. The approach used in [27] requires the a priori specification of a disadvantaged
group of PD-pairs considered less likely to be allocated in the kidney exchange. Then, the
chosen group is given either bonus utility per allocation or a quota to fulfill. In contrast, we
present a new algorithm that individually corrects for each PD pair and possible donation.
Our algorithm considers each donation’s potential exchange cycles together, creating a new
description of the KPD pool with such global information ultimately summarized as a single
value for every donation. Complementary, our algorithm a posteriori produces a score for
each patient and donor quantitatively describing their relative advantage within the original
description. Such a continuous score is more versatile than the discrete description of a PD
pair as underdemanded or highly sensitized.
To rigorously define inequity, we consider a probabilistic notion of decision bias based on
conditional allocation chance, parameterized by a function defined on PD pairs g. Consider
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X to be a randomly chosen PD pair in a random kidney exchange and let f indicate
kidney allocation. Then, the function h(t) = P [f(X) = 1|g(X) = t] describes the expected
dependence of kidney allocation on the parameter g; in particular, linear trends in the graph
of h(t) describe systematic allocation bias according to the parameter g.
Typical models describe a KPD pool as a kidney exchange graph (KEG) with PD pair
vertices and edges drawn from donors to compatible patients. Optimized match [76] finds
the highest utility pairwise matching of PD pairs using the blossom algorithm first described
in [31]. While it is very fast, optimized match fails to include any exchange cycles with
more than 2 patients, limiting its applicability. Indeed, [74] and [7] investigate the effects
of allowing larger exchange cycles, with substantial differences in smaller KPD pools (e.g.,
with hundreds of PD pairs) and even more so in pools with many highly sensitized patients.
The top trading cycles and chains (TTCC) algorithm [71] describes a kidney exchange as
analogous to house allocation, wherein one decides who receives what space in college houses
or offices. The simplicity of TTCC allows the description of kidney donation chains that
start with an altruistic donor and end at any patient. The TTCC algorithm is fast and
allocates larger exchange cycles. Indeed, [71] and [7] showed that the addition of donation
chains is beneficial as a whole by enabling more donations, especially in sparse KEGs. In
[88], optimal kidney allocation is solved as an integer programming problem, utilizing the
random maximal matching (rCM) algorithm to find cycle allocations of length 2 or 3 with
maximal cardinality, potentially under extra constraints.
On the other hand, none of the aforementioned algorithms directly analyze the equity in a
kidney exchange. While some studies make strides to help particular disadvantaged groups,
none seeks to quantify or eliminate general disparity in a kidney exchange as ours does.
Moreover, our algorithm is shown to be competitively efficient, consistently outperforming
TTCC and competitive with the maximal cardinality solution provided by rCM. The speed
and scaling of our algorithm is faster than the traditional integer programming description
of the KEG problem.
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Overview
The rest of the paper is organized as follows. We begin by introducing, motivating, and
describing our algorithm (Hodge Cycle) in Section 3.2. Precisely, we delve into some of the
technical details behind simplicial cohomology with definitions, examples, and concluding
with the Helmholtz decomposition theorem (Theorem 3.1). We then explain how Theorem
3.1 applies to finding exchange cycles in a graph. Finally, we outline and discuss the
Hodge Cycle algorithm in detail. In Section 3.3 we discuss our results, starting with a
couple motivating examples. The first of these gives a concrete and simple example of the
decomposition in Theorem 3.1, while the second shows some specific instances of Hodge
Cycle’s behavior. Next we lay out the methods used to generate our synthetic kidney
exchange graphs. Our first primary result uses Theorem 3.1 to produce a meaningful score
which measures advantage within our KEGs and connects low scores to previously known
disadvantaged groups (High CPRA and underdemanded pairs). Our second primary result
demonstrates correlation between combined scores and the chance to obtain a kidney from
TTCC and rCM, with little correlation between the scores and the chance to obtain a kidney
from Hodge Cycle. We finish the results by testing the speed and efficacy of Hodge Cycle
and comparing our method’s allocation cardinality and overall utility with TTCC and rCM
directly. Finally, we conclude and discuss our method in Section 3.4.
3.2 Methodology
Consider a kidney paired donation (KPD) pool as a directed graph, G = (V,E) called
a kidney exchange graph (KEG). Each vertex in G is either a patient or a donor.
Representation edges are drawn from patient to donor, indicating that the donor represents
the patient in the exchange as a friend or family member. Donation edges are drawn from
donor to patient, indicating that the donor can give their kidney to the patient. Donation
edges are given variable weights describing the utility of the donation, while a constant weight
is given to all representation edges. Specifically, donation edges have utilities between 0.5
and 1.0 and representation edges’ utilities are always equal to 1. There are no edges from
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donor to donor or patient to patient, so any KEG is bipartite, which allows for extra runtime
optimization.
In this formulation every kidney exchange cycle is described by an oriented cycle in the
KEG; i.e., a cycle where the end of every edge touches the beginning of the next. Exchange
cycles that share a vertex cannot be simultaneously allocated because every PD pair can
take part in at most one exchange. Thus, the initial goal is to find a collection of vertex-
disjoint exchange cycles maximizing the sum utility of all constituent edges; however, it
is of paramount importance to achieve equity; i.e., to give disadvantaged PD pairs equal
chance of obtaining a kidney as compared to non-disadvantaged PD pairs. As a result of
this alternative goal, our method must achieve suboptimal utility, though it is desireable to
minimize the loss of efficiency.
Combinatorial Hodge Theory
The primary mathematical tool used in the algorithm is 1-cohomology on a graph, for which
we introduce the combinatorial gradient and divergence defined between spaces of functions
on the vertices and edges of a graph. Preliminary results related to our work are briefly
discussed; however, the interested reader may refer to [29] and [47] for further details.
We consider a graph G with vertices V and edges E and denote the space of (linear)
functions on the vertices by C0(G); we will refer to such functions as scoring functions.
Similarly, we denote the space of functions on oriented edges of G by C1(G) and call such
functions edge flows. We will consider an edge flow h ∈ C1(G) as being defined on V × V
with antisymmetry; for example, if h(c, a) = 2 on the edge from vertex c to vertex a, then
h(a, c) = −2 on the oppositely oriented edge. Moreover, for (c, d) not an edge on the graph
we define h(c, d) = h(d, c) = 0. Denoting the combinatorial gradient ∂0, we obtain the
following setup, called a chain complex for the graph G:
{0} → C0(G) ∂0−→ C1(G) ∂1−→ {0}.
In particular, the adjoint ∂∗0 : C
1(G) → C0(G) is the combinatorial divergence.
Additionally, ∂1 : C
1(G) → C2(G) is analogous to the curl operator, although ∂1 is trivial
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on a graph. For functions f ∈ C0(G) on vertices and h ∈ C1(G) on edges, consider the
following formulas:
[∂0f ] (v, w) = f(w)− f(v) (3.2.1)
[∂∗0h] (v) =
∑
w∈V
h(v, w). (3.2.2)
According to Eq. (3.2.2) and antisymmetry, ∂∗0 sums outgoing edges and subtracts
incoming edges on an edge flow, measuring the outward flow of h at the input vertex. Taking
f = ∂∗0(h) defines a new function on the vertices. For example, consider the edge flow in
Fig. 3.2, then f(a) = 5− 2− 7 = −4 and f(b) = 11 + 3− 5 = 9.
Figure 3.2: A graph with vertices a through e and an edge flow h defined on it via weights.
For example, h(a, b) = 5 and h(b, e) = 11.
This setup enables us to define the 1-cohomology group of the graph G via group modulus
by H1(G) = ker(∂1)/ im(∂0) = {x+ im(∂0) : x ∈ ker(∂1)}. The elements of H1(G) are
equivalence classes, where two elements of ker(∂1) are equivalent in H
1 when their difference
lies in im(∂0). Each generator of the 1-cohomology group describes a hole or a cycle present
in G and so H1(G) reflects the oriented cycle structure of the graph G. While this description
shows promise for kidney exchange cycle allocation, the modular description of H1(G) poses
a problem for direct application, so we appeal to Helmholtz decomposition [47]:
Theorem 3.1. (Helmholtz Decomposition) Define the Helmholtzian (or 1-Laplacian) ∆1 :
C1(G) → C1(G) as ∆1 = ∂0 ◦ ∂∗0 + ∂∗1 ◦ ∂1. The set of edge flows C1(G) on a graph G can
be expressed in the following orthogonal sum:
C1(G) = im(∂0)⊕ ker(∆1)
Moreover,
ker(∆1) = ker(∂1) ∩ ker(∂∗0) ∼= H1(G)
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via the canonical surjection φ(x) = x+ im(∂0).
Helmholtz decomposition as presented above is a special case of Hodge decomposition for
a graph [44]. As stated, Theorem 3.1 enables the decomposition of an edge flow U ∈ C1(G)
into two orthogonal pieces
U = V +W, (3.2.3)
where V ∈ ker(∆1) ∼= H1(G) captures the globally cyclic portion of U and W ∈ im(∂0)
corresponds to a consistent scoring R ∈ C0(G) on the vertices (differences do not depend on
a path) with
W = ∂0R. (3.2.4)
The orthogonality of these two portions of the utilities U is critical for obtaining equity in a
kidney exchange.
Hodge Cycle Algorithm
We describe the utility on a KEG as an edge flow U . Theorem 3.1 allows us to decompose
the utilities as per Eq. (3.2.3), and Algorithm 1 begins by projecting onto ker(∆1) to find
V ; because Theorem 3.1 canonically equates Ker(∆1) with the 1-cohomology of our KEG,
V represents the tendency of the kidney donations to occur in (oriented) cycles. Moreover,
Theorem 3.1 states that V and W are orthogonal; therefore, the new cyclic KEG ignores the
inequity expressed by the scoring R, where R is defined implicitly through Eq. (3.2.4). Due
to the bipartite nature of KEGs, each PD pair has a representation edge with clear ‘incoming’
and ‘outgoing’ donation edges. Consequently, PD pairs with smaller incoming and outgoing
total utility are impacted with larger representation edge values in W and correspond to PD
pairs belonging to fewer or smaller utility cycles. In particular, these PD pairs have donation
utilities involving low-score patients and high-score donors which are higher in V than in U ,
and thus these edges will be more negative in W = U − V . This relationship allows us to
use the scoring R to quantify and investigate inequity in KPD pools. Specifically, we use
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the difference of patient and donor scores (i.e., the value of −W ) to quantify each PD pair’s
relative advantage within the KEG.
In this fashion, the new KEG with utilities from V represents a kidney exchange which
is indifferent to PD pair score. It is important, however, that as an a priori assigned score,
R cannot measure inequity. We interpret inequity as correlation between allocation chance
and a given parameter value; since inequity is a global and non-additive function of the
allocation distribution, no locally defined score can be used to minimize inequity.
Since ker(∆1) is isomorphic to the 1-cohomology, the new utility values in V can be
expressed as a sum of weighted representing cycles Ci with weights αi indicating the relative
utility in each cycle: V =
∑
αiCi. Thus, the utility of each edge e ∈ E represents the total
preference of its resident cycles as opposed to the preference of the individual donation or
PD pair: V (e) =
∑
{i:e∈Wi} αi. While this interpretation is non-unique, depending on the
choice of representatives Wi, the resulting summary statistic is well-defined and offers an
organization of cycle weights without requiring the identification all possible cycles. Such a
cycle count is a daunting computational task, with the total number of unique cycles scaling
at least exponentially with the number of edges in a graph. In some sense, our algorithm does
not compare single donations, but rather the potential exchange cycles tied to each donation.
Moreover, due to the particular structure of a KEG, we obtain a concrete interpretation for
the patient donor scores, which are precisely the values of −W = V − U evaluated on PD
pair edges, wherein U(e) = 1. Since V and −W differ by a constant when restricted to PD
pair edges, one can interpret the PD pair score as an estimation for the relative number (and
utility) of potential exchange cycles to which a PD pair belongs, compared to the average.
Despite the drastic change of viewpoint, the cyclic sum utility of any cycle is equal to
its original sum utility. This follows because the sum of a gradient over any cycle is zero,
much like integrating a conservative function over a closed curve. This means that any
cycle-wide optimization on both U and V , such as integer programming methods, will not
yield any new results. For these reasons, we use a greedy algorithm that locally seeks to
optimize the new utilities on V by comparing individual donation edges, keeping in mind
that edges in V contain non-local information about the original utilities U . In our results,
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we ultimately verify the expectation that using V to locally optimize yields an equitable
donation allocation.
The greedy algorithm typically begins with the highest utility edge in V . Since V is
divergence-free, there is always a positive utility outward edge for any vertex belonging to
at least one cycle. As a result, the algorithm always closes a cycle. After a vertex is visited
twice, a cycle is found and it must be tested that the cycle is oriented in U ; this is necessary
to guarantee that the cycle represents a kidney exchange. If a cycle is not oriented in U,
this means it contains edges from donor to donor and patient to patient and thus includes a
donor who does not donate and a patient who does not receive a kidney; consequently, we
refer to such cycles as bad cycles. In the event of a bad cycle, the starting edge for the next
iteration is randomized to prevent a repeat. In practice, most cycles found are oriented in
U ; moreover, the costly projection step need not be redone until an oriented cycle is found
and so this repetition is not a stumbling block for efficacy or computation speed. After an
oriented cycle is found, the kidneys are allocated and all the cycle’s vertices and incident
edges are removed from the KEG and U , since their donations are now in use. The algorithm
restarts with a new projection V for the smaller U , iteratively finding a collection of exchange
cycles.
For a graph, we solve the graph Laplacian equation to find a scoring R with W =
∂0R and then take V = U - W. This step uses most of the memory and computation of
the algorithm, and primarily scales with the size of the matrix describing the Laplacian,
or O(n2) where n is the number of vertices (patients and donors). Since the projection
is done once for each cycle recorded and cycle length is typically small, the time to find a
complete kidney allocation scales as O(n3). Our implementation is summarized in Algorithm
1. MATLAB code is available on the author’s website at https://sites.google.com/site/
joshmikemath/code.
3.3 Results
In all of our results we implement simple improvements to the greedy algorithm which
require negligible local computation. First, we increase the depth of the greedy algorithm,
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Data: A kidney exchange graph, G, with utility edge flow, U .
Result: A collection of cycles (representing kidney allocation).
begin
HM ← ∆1 on G // Helmholtzian matrix
V ← Projker(HM)U // Globally cyclic portion
BadCycle ← False
while V 6= 0 or not max iteration do
if BadCycle then
v(1)← a random vertex in V
else
v(1)← source of highest utility edge in V
end
Cycle ← ∅, k ← 1
while Cycle is empty do
e← highest utility edge with source v(k)
v(k + 1)← target vertex of e
if v(k + 1) = v(j) for some j ≤ k then
Cycle ← v(j) through v(k)
end
k ← k + 1
end
if Cycle is oriented in KEG then
BadCycle ← False
Record Cycle
Remove Cycle from G and U
HM ← ∆1 on G
V ← Projker(HM)U
else
BadCyle ← True
end
end
end
Algorithm 1: Hodge Cycle
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weighting the next donation utilities by half and ignoring representation utilities. Second,
we change utility for donations that finish a cycle to discourage large exchange cycles, which
are challenging or unrealistic to actually perform.
Motivating Examples
First, we present the process used to decompose (as in Theorem 3.1) the utilities
of an edge flow U on a small graph with easily identifiable canonical cycles (Fig.
3.3a). We readily identify two basis cycles C1 and C2 and thus present ker(∆1) as
{M(C1) +N(C2) : M,N ∈ R} (Fig. 3.3b). To find the globally cyclic portion, V , of U ,
we can use Gramm-Schmidt to find an orthonormal basis for ker(∆1) and project onto this
basis (Fig. 3.3c). Alternatively, one can minimize the Euclidean distance ‖W‖ = ‖U − V ‖,
which in general leads to the graph Laplacian equation used in practice, or use singular
value decomposition of ∆1 to find a different orthonormal basis. Theorem 3.1 tells us that
there are only 2 pieces in our decomposition (U = V +W ) and therefore W = U − V is the
gradient portion of U (Fig. 3.3d). The gradient portion is used to find the scoring R so that
W = ∂0R. One arbitrarily defines the score for a single vertex and subsequently follows the
graph W = U − V to find the other score values (Fig. 3.3e). The scoring function is then
shifted to obtain a mean of 0 to allow better comparison among KEGs (Fig. 3.3f).
Figure 3.3: An edge flow and the process used to Hodge decompose it. (a) Original edge
flow U . (b) Space of cyclic flows, ker(∆1). (c) The globally cyclic portion V minimizing
‖U − V ‖. (d) The gradient portion, W = U − V . (e) A scoring made by assigning 0 to one
vertex value. (f) A new scoring with mean 0.
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Next, Fig. 3.4 presents a more complicated graph where the canonical cycles are not
as clearly identifiable. In this case, the edge flow includes different utility values. This
enables the example to exhibit differences in greedy algorithm behavior caused by the cyclic
projection. For example, the cyclic portion in Fig. 3.4b has lesser utilities for shortcut
donation edges. Allocating such donations prevents a PD pair from belonging to any cycles
in the future, which would lead to a strictly suboptimal allocation. For example, two edges
in particular (with weights circled in Fig. 3.4a and 3.4b) change from high utilities of 1 to
very low utilities of 0.21 and 0.30 after projecting, causing the greedy algorithm to allocate
different (and fewer) donations than it would without the projection.
Fig. 3.4c depicts the cyclic portion of the new KEG after the first exchange cycle is
allocated by our algorithm. The new cyclic portion separates into two cyclic exchanges. One
cycle is weighted 0.66 and the other is weighted 0.38; the donations belonging to both cycles
are weighted as the sum, 1.04. Without the cyclic projection step, the greedy algorithm
prefers the smaller cycle even though the larger cycle includes strictly more PD pairs. This
choice hinges on one pair of donations (with weights boxed in Fig. 3.4a and 3.4c), comparing
utilities of 1 and 0.8 in U ; after the cyclic projection these utilities are respectively changed
to 0.38 and 0.66 in V1, reversing the decision and allocating the larger cyclic exchange.
Recall that the greedy algorithm has been enhanced to improve performance and keep
cycles short; indeed, by eliminating the depth parameter in the example, Hodge Cycle
allocates only 7 of 8 kidneys while eliminating the cycle-closing multiplier yields a single
unwieldy 16-cycle. These examples demonstrate the improvement gleaned from these
additions.
Generated Data
Here refer to Table 3.1 for our choice of parameters. The KEGs are created with two
primary descriptors from kidney donation taken into account: blood type and HLA (Human
Leukocyte Antigen) sensitivity. The data are initialized by creating an array of patient donor
pairs, where typical KEGs have between 50 and 200 PD pairs. Every patient and donor is
then given a randomly assigned blood type according to two fixed multinomial distributions,
one for patients and one for donors (Table 3.1, left). Each patient is also given a random
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Figure 3.4: The progression of Hodge Cycle on a tiny KEG. Green nodes are patients while
red nodes are donors. Recorded cycles are dark and blue. Removed edges are unlabeled.
(a) Initial KEG, U . (b) Initial cyclic KEG, V0. (c) One cycle allocated, V1. (d) Two cycles
allocated (empty).
calculated panel reactive antibody (CPRA) value. First, the patient is labeled as either
low (0-10%), medium (10-80%), or high (80-100%) CPRA according to a fixed multinomial
distribution (Table 3.1, right); then, the patient is given a specific CPRA value from a
continuous uniform distribution appropriate to their CPRA level (low, medium, or high);
Most simulations herein are paired: one using all the US proportions and the other using
all the uniform proportions (Table 3.1). The US proportions reflect the US average blood type
proportions (Table 3.1, left) for waiting list patients and the whole population for patients
and donors, respectively [3]. Using both proportions allows us to investigate our algorithm’s
performance in a realistic setting as well as its sensitivity and robustness. Since rarity and
assymetry of blood types are confounded, assigning blood groups with equal probability
allows us to investigate the disparity without the effects of rarity. In other simulations, we
will vary the proportions of CPRA to investigate our algorithm’s effectiveness on highly
sensitized populations.
After the PD pairs have been initialized, we draw edges between the nodes. First, an edge
is drawn from patient to donor for every PD pair and given a utility of 1; then, each other
donor-patient combination is checked to potentially draw an edge from donor to patient. An
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Table 3.1: ((Left) Proportions of Blood type for the generated KEGs. (Right) Proportions
of CPRA level for the generated KEGs. Specifically, these are the probabilities used in our
multinomial distributions. All US averages are taken from [3]. CPRA level is subsequently
used to choose a specific value uniformly within the specified range (0-10, 10-80, or 80-100%).
Blood US US
Type wait-list whole Uniform
O 48.6% 44% 25%
A 32.7% 42% 25%
B 14.9% 10% 25%
AB 3.8 % 4% 25%
CPRA US
level wait-list Uniform
Low 81.3% 10%
Med 11% 70%
High 7.7% 20%
edge is drawn from a donor to a patient when the following three conditions are satisfied:
(i) they must not constitute a PD pair because there is already an edge going the other
direction; (ii) they must be blood type compatible, which means that the patient must have
all blood markers the donor has; (iii) a randomly generated percentage value must be greater
than the patient’s CPRA value, otherwise the patient is considered HLA sensitive. If an edge
is successfully drawn from donor to patient, the utility is assigned a uniformly random value
between 1/2 and 1. For scale, 200 PD pair KEGs using US average blood type and CPRA
values have about 21,500 edges on average.
Measuring Equity
We examine that the gradient portion W in Theorem 3.1 creates a score which in context
measures a PD pair’s advantage (higher chance) of obtaining a kidney from a utilitarian
allocation method, such as the methods in [71, 88, 27]. Recall that the score is a function on
the vertices of the KEG (see Eq. (3.2.4)), giving a value for each patient and each donor. As
discussed in the description of Hodge Cycle, low patient scores or high donor scores for a PD
pair cause fewer and lower utility donations in the original KEG as compared to the globally
cyclic portion used by our algorithm; indeed, here we demonstrate that highly sensitized
patients (CPRA > 80) have low patient scores and that underdemanded (type AB donor)
pairs have high donor scores; both patterns lead to a smaller PD pair score in −W . Recall
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that a person with type AB blood can only donate a kidney to a patient with rare AB blood.
Highly sensitized patients cannot receive most people’s kidneys, reacting to many of their
HLA markers. As a result, PD pairs of either group can take part in fewer exchanges, leaving
them less likely to receive a kidney in a purely utilitarian allocation procedure.
We begin by generating KEGs with CPRA levels and blood types distributed according
to US averages. Now we directly compare a patient’s assigned CPRA value to their score
in Fig. 3.5. These results show a negative, loosely logarithmic correlation between patient
scores and CPRA, as well as an increase in score variability as CPRA increases. In particular,
the average patient scores plummet at high CPRA values, expressing the extreme difficulty
for highly sensitized patients to find a matching donor. Since AB-patients are rare in the US
population (about 4% of the population), we expect AB donor pairs to have a disadvantage
in obtaining an exchange cycle. Indeed, Fig. 3.5 (right) shows AB donors’ (shown as red
x’s) restricted donations reflected with substantially higher donor scores.
Figure 3.5: (Left) Patient score and CPRA. (Right) Donor score and representing patient
CPRA. A comparison of vertex scores with generated patient CPRA values in KEGs with US
proportioned blood types and CPRA values (as in Table 1). Both plots represent 50 random
KEGs with 100 PD pairs each and show every PD pair. Additionally, the underdemanded
PD pairs who have AB donors have been marked with red Xs.
In similar fashion, we compare scores with CPRAs in KEGs with completely uniform
distribution of CPRA value and blood type (Fig. 3.6). With this very different KPD pool
composition, we still see the same logarithmic shaped correlation between CPRA and patient
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score, demonstrating the robustness of the scoring function. Moreover, by making blood type
uniform, here we have reduced the effect of blood type disparity; this is reflected in Fig. 3.6
(right) by the difference in donor scores between AB donor pairs and the rest: much smaller
than the effect of CPRA or the same variation with US average proportions shown in Fig.
3.5 (right). Lastly, note that blood type differences have little effect in Fig. 3.6 (left), while
Fig. 3.6 (right) shows no correlation between donor scores and CPRA, demonstrating that
patient scores are largely independent of donor characteristics and conversely.
Figure 3.6: (Left) Patient score and CPRA. (Right) Donor score and representing patient
CPRA. A comparison of vertex scores with generated patient CPRA values in KEGs with
uniformly proportioned blood types and CPRA values (Table 1). Both plots represent
10 random KEGs with 100 PD pairs each, and show every PD pair. Additionally, the
underdemanded PD pairs who have AB donors have been marked with red Xs.
To further understand the relationship between scores and equity, we directly investigate
the chance of obtaining a kidney from Hodge Cycle (HC), Top Trading Cycles and Chains
(TTCC), and random maximal matching (rCM) as a function of score. TTCC and rCM
are presented here as our benchmark and as utilitarian allocation methods. We begin by
assigning a combined score to each PD pair defined as the difference of the patient score
and donor score, so that higher scores indicate an advantage while lower scores indicate a
disadvantage in obtaining a kidney from a utilitarian allocation method. From these scorings
we create probability density functions (PDFs) for (i) all PD pairs, (ii)-(iv) PD pairs allocated
by HC, TTCC, and rCM (Fig. 3.7). The score PDFs allow us to compare each method’s
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treatment of equity within the KEGs. Moreover, including the score distribution for the
whole population helps to indicate the scale of any differences. For example, all methods
consistently show very high scoring PD pairs (say ≥ 0.75) always obtaining kidneys. The
lower plots in Fig. 3.7 zoom into the left tail (representing disadvantaged PD pairs) because
these probability densities are much smaller. The tails show HC allocating proportionally
far more kidneys to low scoring (disadvantaged) PD pairs.
Figure 3.7: (Left) Scoring probability densities for US average blood type and CPRA.
(Right) Scoring probability densities for uniform blood type and CPRA. Probability density
functions for the score of a random PD pair, given allocation by HC, TTCC, or rCM. The
bottom plots are zooms of the above plots’ left tails. Each plot represents 50 random KEGs
with (left) 50 PD pairs each or (right) 100 PD pairs each. Pairs without an obtainable cycle
have been removed from the score determination.
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Finally, we use these probability densities to plot the proportion of PD pairs which are
allocated a kidney as a function of their combined PD pair score, shown in Fig. 3.8. Here
we see that TTCC and rCM strongly prefer allocating kidneys to higher scoring pairs. This
trend clearly depicts the quantitative aspect of the scoring, as the chance of obtaining a
kidney smoothly increases with the score. This correlation, along with the trends in Figs 3.5
and 3.6, demonstrate inequity in kidney allocation with specific bias against highly sensitized
and underrepresented PD pairs. On the other hand, Hodge Cycle does not show particular
bias to any PD pairs. Indeed, Fig. 3.8 exhibits the primary objective of the Hodge Cycle
algorithm: independence between kidney allocation and PD pair score. Note that many
disadvantaged patients are not shown in these allocations because they had no possible
exchange cycle in their entire KEG. In particular, 1.72% of all pairs are missing in Figs 3.7
and 3.8 (left) and 2.01% in Figs 3.7 and 3.8 (right).
Figure 3.8: Chance to obtain a kidney via HC, TTCC, or rCM as a function of PD pair
scores (patient score minus donor score). The solid blue line indicates the range of occuring
PD pair scores. These plots are likelihood ratios of the densities seen in Fig. 3.7; specifically,
these values are the conditional probabilities of being allocated a kidney given a particular
score.
Hodge Cycle Performance
Now we analyze the efficiency and efficacy of Hodge Cycle (HC) by measuring the time
ellapsed, number of donations allocated, and the average utility in various KEGs. As before,
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we use Top Trading Cycles and Chains (TTCC) and random maximal matching (rCM) as
benchmarks for the performance of our algorithm.
Timed trials of HC yield the average times seen in Fig. 3.9. This graph demonstrates that
Hodge Cycle is very efficient on sparse KEGs, but runs slower on dense KEGs. As expected
from the description of our algorithm, the time taken to find a full cycle configuration scales
at O(n3) in the number of PD pairs, n. Computation time also scales linearly with the
density of the graph. Decreasing patient sensitivity increases the graph density by increasing
the chance of drawing edges. Computation time does not seem to be a severe problem for
regional scale KEGs; for example, a KPD pool with 1000 PD pairs should take about an
hour to complete at the given speed.
All timed simulations in Fig. 3.9 were performed on a Sager laptop with an Intel Core
i7 and 8 GB RAM. Due to the memory requirements of Hodge Cycle, the timed KEG sizes
are typically under 15,000 edges.
Figure 3.9: (Left) KEGs with US proportions and varying numbers of PD pairs. (Right)
KEGs with 150 PD pairs and varying patient sensitivity. Both plots describe the average
time for Hodge Cycle to find an allocation with one standard deviation error bars. Non-high
CPRA patients are split evenly between low (0-10%) and medium (10-80%) CPRA.
Fig. 3.10 compares the proportions of patients who obtain a kidney from HC, TTCC,
and rCM. In particular, we demonstrate that HC consistently outperforms TTCC while HC
performs similarly to the cardinality optimal rCM. This small discrepancy shows HC to
be competitive, especially since rCM directly maximizes cardinality wihle ignoring equity.
Additionally, Hodge Cycle is shown to be persistently effective when solving KEGs containing
primarily highly sensitized patients.
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Figure 3.10: (Left) KEGs with US proportions and 50 PD pairs each and KEGs with
uniform proportions and 100 PD pairs each. (Right) KEGs with 100 PD pairs and varying
patient sensitivity. Cross comparison of the percentage of patients who were allocated
kidneys by HC, TTCC, and rCM algorithms. Each point represents a single randomly
generated KEG.
Now we investigate the utility of the exchanges that have been allocated; in order to
do this in a careful fashion we measure the average utility of allocated donations. For each
KEG, the average utility is the sum allocated donation utility divided by the number of
patients who obtained kidneys. Fig. 3.11 compares the proportion of kidneys allocated to
the average donation utility on a series of KEGs. Note that the average donation utility
of a kidney exchange often suffers when many highly sensitized patients are involved in the
allocation. Moreover, the average utility depends on the sparsity of the graph (as a result of
patient CPRA) and not necessarily the percentage of patients saved, as the measurements
within each sesitivity group are uncorrelated. The average donation utility in the worst case
scenario of entirely highly sensitized patients is about 0.82, which is still higher than the
expected average over all possible exchanges of 0.75. rCM is not included in this analysis
because the method does not use utilities and instead maximizes cardinality, and as expected
its average donation utility was found to be approximately 0.75 in any case.
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Figure 3.11: (Left) Average utilities allocated by Hodge Cycle compared to the percent of
patients who were allocated kidneys. (Right) Average utilities allocated by TTCC compared
to the percent of patients who were allocated kidneys. Each point represents a single
randomly generated KEG with 100 PD pairs. 0.75 is the expected average of all donation
utilities in a KEG, since they are chosen uniformly between 0.5 and 1. The same KEGs are
used to create both plots, as well as Fig. 3.10 (right).
3.4 Discussion
We presented an algorithm focused on measuring and eliminating inequity on a KEG
while simultaneously achieving near-optimal utility. When information is known about
the relationships between the PD pairs in a KPD pool to create a KEG, Hodge Cycle
measures each patient’s disadvantage and then systematically eliminates inequity in the
KPD allocation; therefore, the scoring distributions in Figs 3.5, 3.6, and 3.8 demonstrated
the importance of building the entire KEG before making allocation decisions. In particular,
this lack of bias could shorten wait times for sensitized patients who otherwise remain
on dialysis while their chances deteriorate further. Ultimately, this supports and utilizes
hospital protocols for obtaining HLA marker information from donors and HLA sensitivity
information from patients. In general, an equitable allocation is desired by OPTN (Organ
Procurement and Transplantation Network) and our algorithm can be used to explore and
eliminate all types of bias, e.g., due to location, ethnicity, or blood type, so long as associated
variables are included in the creation of the KEG and its utilities. In particular, African
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Americans are known to have difficulties in obtaining kidneys [83] and liver transplantation
suffers from serious geographical disparity [51].
Future study with Hodge Cycle will investigate the effects of an ongoing KPD pool with
newcomers entering the pool over time. In particular, we will study the ongoing effects
upon the population of highly sensitized patients. It is important to note that many of the
highly sensitized patients were removed from Figs 3.5 and 3.6 since they were not a part
of any cycles in their initial KEG, and consequently had no potential to obtain a kidney
regardless of the allocation method. In typical time dependent models (such as in [96]) and
in actual scenarios, these highly sensitized patients tend to collect in KPD pools due to
their challenge in obtaining a kidney. We have already shown that Hodge Cycle has little
to no bias against highly sensitized patients and therefore we expect that our algorithm will
mitigate the growing collection of sensitization in KPDs.
Theoretically and experimentally, our algorithm scales at O(n3) on the number of PD
pairs, n. We wish to speed the algorithm to enable use in larger KPD pools, since a national
KPD pool could have upwards of 10,000 or more PD pairs and would be difficult for our
algorithm as-is. Specifically, we will investigate using the 1-cohomology group to more
efficiently construct a basis. Such a change in approach will also simplify parallelization
and allow for more efficient memory usage. The local methods used, including the use of
greedy algorithm for starting and subsequent edge choices, need to be investigated further.
It is unclear whether a better method exists, especially when trying to balance equity with
utility or cardinality. One possibility is to randomly choose edges according with probabilities
proportional to the (local) weights of V .
The results of this paper were performed on data generated through populations averages
from the literature (see Table 1 and [3]) due to the challenge in obtaining sufficiently detailed
potential donation data, which is private and therefore has restricted access. While our data
is built to reflect actual KPD pools, particularly the disadvataged groups studied herein, such
considerations are still limited. Besides using only a couple of the most important medical
indicators, the different characteristics and relationships in an actual KEG may be highly
interdependent. Our method has been shown to level the field for both underdemanded and
highly senstized PD pairs, and may be helpful to other groups as well.
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Chapter 4
Species discrimination in paleobiology
through computational geometry
Summary
One important and sometimes contentious challenge in paleobiology is discriminating
between species, which is increasingly accomplished by comparing specimen shape. While
lengths and proportions are needed to achieve this task, finer geometric information, such
as concavity, convexity, and curvature, plays a crucial role in the undertaking. Nonetheless,
standard morphometric methodologies such as landmark analysis are not able to capture in
a quantitative way these features and other important fine-scale geometric notions.
Here we develop and implement state-of-the-art techniques from the emerging field of
computational geometry to tackle this problem with the Mississippian blastoid Pentremites.
We adapt a previously known computational framework to produce a measure of dissimilarity
between shapes. More precisely, we compute “distances” between pairs of 3D surface scans
of specimens by comparing a mix of global and fine-scale geometric measurements. This
process uses the 3D scan of a specimen as a whole piece of data incorporating complete
geometric information about the shape; as a result, scans used must accurately reflect the
geometry of whole, undamaged, undeformed specimens. Using this information we are able
to represent these data in clusters and ultimately reproduce and refine results obtained in
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previous work on species discrimination. Our methodology is landmark free, and therefore
faster and less prone to human error than previous landmark-based methodologies.
4.1 Introduction
Shape has often been used along with discrete morphologies to investigate many questions in
biology and paleobiology, including species discrimination [15, 91, 54, 8], ontogeny [69, 14, 79]
ecophenotypic variation [68, 93, 67], evolution via heterochrony [63, 62, 52], functional
morphology [97], phylogeography [38], and many others [95]. Recent advances involving
3D landmark-based analysis have made marked improvements but nevertheless still rely on
an expert handpicking a set of landmark points that represent the geometry of an entire
object. The representation of shape by a relatively few landmarks is subjective because
user-selected points are chosen for the ease of consistent identification by the user and
not necessarily because they represent points with the greatest variance among groups.
Additionally, important shape variation outside the landmarks, such as concavity versus
convexity, will not be captured by these methods, limiting their usefulness in many situations.
To mitigate these problems, we apply a recent computational-geometry technique called
continuous Procrustes distance, or CP-distance (see [6]). This methodology determines
dissimilarity, or distance, between pairs of 3D surface scans of specimens drawn from
mixed populations of species. Form taxa are best separated by incorporating a particular
combination of geometric features of the 3D scans (such as curvature and area density)
into the CP-distance algorithm. The statistical validity of our process is established by
contrasting our results with those obtained by [8]. More precisely, our benchmarking process
shows that the data set contains two clusters and that this classification is equivalent–with
a high degree of confidence–to the ones formed by empirically assigned groups of [8].
Computational geometry allows us to consider the entire surface 3D scan as data
for comparing specimen surfaces, opening the door to incorporating information such as
curvature into the analysis. Our results provide strong experimental evidence supporting
the use of these techniques for similar studies in different taxa. Our procedure is still
timeconsuming because of the scanning and mesh-generation phases, which usually take
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Figure 4.1: (Left) Pentremites pyriformis. (Middle) P. tulipiformis. (Right) P. fredericki.
(All) P. pyriformis and P. symmetricus are the pyriform samples in this study, while P.
tulipiformis, P. fredericki, and P. spicatus are the gadoniform samples.
about 1 hour per specimen. This motivated us to explore the effect of lowering scan
resolution, which can vastly improve overall speed. To test this concept, we replicate our
analysis using artificially produced lower-resolution scenarios. Our proposed methodology
is considerably foreshortened because it does not require an expert to choose and record
landmarks on the 3D scans. Rather, only a single small hole is made in the mesh at an easily
identified homologous point: in this case the circular stem facet at the base of the theca (see
Fig. 4.1 or Fig. 4.2). Our techniques also reduce the potential error resulting from user bias
and open the door to incorporating fine-structure, curvature-based features into the analysis.
For this study we investigate species discrimination in the Mississippian blastoid
echinoderm Pentremites. The bud-shaped theca of blastoids houses the viscera and
is commonly well preserved three dimensionally. Much confusion exists concerning
species delimitation in Pentremites because: (1) most populations, especially in the Late
Mississippian, show high morphological variation; (2) several species cooccur in most
localities; and (3) methodology used to describe shape of species lack the power to
differentiate specimens into species groups [92, 8]. Pentremites species can be divided into
two morphological groups based on proportions of the theca. The pyriform group includes
taxa with an elongated pelvis (the lower part of the theca below the ambulacra) that is
similar in size to the vault (the upper part of the theca bearing the ambulacra). The
godoniform group includes taxa with a foreshortened pelvis that is much smaller than the
vault (see Fig. 4.1). Species delineation within these groups has traditionally relied on the
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Figure 4.2: A visual comparison of the data used for computing discrete Procrustes distance
(left image) versus the data used for continuous Procrustes distance (right image). (See
the Approach and Algorithms section for precise definitions). The images above represent
samples in the same orientation for clarity of reader comparison, though both methods are
unaffected by orientation. Although thirteen 3D landmark points are chosen (by hand)
for computing discrete Procrustes distance [8], the entire 3D scan is used for computing
continuous Procrustes distance in this work.
presence of concavities and convexities of ambulacra and interabulacra, vault:pelvis ratios,
identification of discrete morphologies, and stratigraphic arguments [39, 53, 92, 8]. Thecae
of the blastoid Pentremites, the main focus of the comparison paper by [8], are ideal for
the use of advanced comparison techniques. While three plate junctions between thecal
plates offer obvious type 1 landmarks [37, 8], much of the shape variation in Pentremites
occurs in the geometry of the plates themselves; since these lie between landmarks, such
details cannot be easily quantified by geometric morphometrics. Moreover, there is great
morphological variance within populations of each species, including genetic differences,
ecophenotypic variation, and allometry [53, 92, 8]. Although this pilot study focuses on
species discrimination, understanding the continuum of shapes for each species using this
new technique can ultimately result in more insight on a diversity of issues that will be
explored in a forthcoming work.
4.2 Materials and Methods
Specimens and Scans
In this study we use two data sets:
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• A set of landmark configurations obtained from [8] via Dryad. These data consist of a
set of 13 ordered, handpicked landmark points for each of 52 specimens. The data set
is considered as the benchmark group in our study, and we shall use it to validate our
algorithm.
• A new set of 3D scans of 20 Pentremites, chosen to closely resemble those used by
[8] to better compare the effectiveness of our proposed methodology. Many of the [8]
specimens had to be eliminated a priori because they were incompletely preserved
or were heavily encrusted by adhering matrix. This is a limitation of the CP-
distance algorithm which naturally arises when taking the entire surface scan as input
data. All specimens were collected from the Upper Mississippian (Chesterian) Glen
Dean Formation near Hopkinsville, Kentucky (see [8] for details). All specimens of
Pentremites used in this study and in [8] are large, presumably mature individuals
chosen to limit allometric effects.
Scans in the new data set were obtained using the Next Engine 3D scanner to capture
and preprocess 3D meshes of each blastoid specimen. We used MeshLab to artificially cut
out a very small hole in the bottom of each 3D scan, a technical requirement of the CP-
distance algorithm. The region removed, the circular stem facet at the base of the theca, was
consistent among the specimens and easily identified in the scans. The cutout removes about
0.5% of the points in each scan. This process ensures that the surface has the topological
type of a disk; while this is required for the algorithm as is, it is possible to define and
compute CP-distance for sphere-type surfaces as well.
Approach and Algorithms
Discrete Procrustes distance, or DP-distance, is a standard process for comparing a pair
of shapes using a predetermined set of landmark points demarked on each surface (i.e.,
a landmark configuration). This well-known technique gives a quantitative measure of
dissimilarity between configurations and was used in [8] to verify the classification of
species. Specifically, DP-distance finds the minimum value that the sum of all distances
between corresponding points within the two landmark sets achieves as the configurations
are “aligned” in space (see [8] for details). In contrast, the CP-distance method developed
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in [6] is an extension of the DP-distance. It incorporates full geometric information (readily
available in 3D scans) such as curvature into the analysis. DP-distance is computed via
minimizing a sum of distances over a discrete set of landmarks, whereas CP-distance is
computed via minimizing integrals of geometric quantities. Both methods are scale and
rigid motion invariant. This is to say, the outcomes of the calculations are independent of
the size and position/orientation of the scans and resulting landmarks. For specific details,
see [6].
In this study we use DP-distance and CP-distance to generate dissimilarity matrices
associated to each data set. Each matrixs (ij) entry corresponds to the distance (or dis-
similarity) between specimen i and specimen j. These matrices are symmetric, nonnegative,
and have only zeros along the diagonal. We first use the DP-distance on pairs of landmark
configurations from [8] to generate the matrix DAt, in an attempt to reproduce their results
in the dissimilarity-matrix language of this study. We then use the CP-distance algorithm
on pairs of new 3D scans to generate the dissimilarity matrix DCP . Finally, we devise
a methodology for comparing these matrices and determine whether they carry the same
“clustering information” within them.
Our specimen scans were performed at the (medium) resolution of 4400 points per square
inch. At this resolution, a mesh of about 5000 points represents a typical specimen (Fig.
4.2). To determine the breaking point of our method, we reran the whole matrix comparison
process using 3D scans artificially downsampled to resolutions of 50%, 20%, 10%, and 5% of
the original scans. Downsampling was carried out using quadric edge collapse in MeshLab.
In this work we deploy three methods for comparing dissimilarity matrices and their
cluster information:
1. Mantel’s Test (performed on two dissimilarity matrices of equal size) is used to check
for correlations between each distance’s interspecimen measurements.
2. A multidimensional scaling algorithm is used for visualizing cluster information.
3. Aggregate clustering is applied to understand groupings at different scales.
1. Mantels Test Methodology. – Mantels test is a standard statistical tool used to compare
distance matrices, often used in a biological setting with actual distances [81]. Here we use
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Mantels test to compare the distance matrices DCP and DAt. It is important to note that
both matrices represent mathematical metrics on the same kinds of objects, making this
comparison a classical and direct use of Mantels test. The dimensions of these matrices
must be equal for Mantels test to be used. Because we were not able to obtain full 3D scans
of all the specimens of [8], the dissimilarity matrices DAt and DCP are of different sizes. To
overcome this and at the same time use the most information possible, we proceed as follows.
We randomly choose 20 specimens from within Atwoods landmark data (52 specimens total)
and produce a “submatrix” of DAt corresponding to the intersample DP-distances between
these 20 specimens; moreover, we make sure that the number of specimens from each species
matches the amount in DCP . This sampling method means that the results of our test will
address how similar the metrics are when considering the comparison of different species.
We then carry out Mantels test between DCP and the randomly sampled submatrix of DAt.
The sampling process is repeated 5000 times, 1000 times for each one of the four possible
resolutions: 100%, 50%, 20%, and 10%, and once to cross-compare DAt with itself to see the
effect of the sampling method on correlation values.
In addition, Mantels test was also performed pairwise between different resolutions of
DCP . This process was repeated 10,000 times, 1000 times for each possible pairing. We note
that at 5% resolution, three of the samples could not be processed by the CP-distance due
to lack of mesh points. (We observed a threshold of about 80 mesh points for the algorithm
to work.) Because of this, our Mantels test with 5% resolution always involves sampling of
P. tulipiformis.
2. Multidimensional Scaling (MDS) Algorithm. – MDS is a tool used for dimensional
reduction or presentation of complicated high-dimensional data [22]. We use this procedure
to obtain a “visual realization” of the cluster structures that lie within the dissimilarity
matrices. The MDS methodology differs little from the principal components analysis
method (PCA) used in [8] but presents some graphical advantages. For example, it allows
us to remove the requirement of a global landmark alignment. For our aggregate clustering,
MDS was used with six dimensions. This number is chosen based on a drop in the eigenvalues
of the resulting covariance matrix, in a manner similar to what is done for PCA (see Fig.
4.3). The dimension is fixed on all runs to obtain consistency across the clustering procedure.
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Figure 4.3: Diagram depicting the second through tenth eigenvalues of the MDS procedure
for each dissimilarity matrix. For most matrices, there is a noticeable decline between
eigenvalues 6 and 7, and so 6 eigenvalues were used for all clustering algorithms at all
resolutions, for consistency. The first eigenvalue is always much larger than the rest, and so
is omitted for scale purposes.
3. Aggregate Clustering (AC). – AC is a well established method [86]. It is particularly
useful for determining clusters within data sets. It produces dendrograms, which convey
grouping information at different scales (Fig. 4.6). Within AC, we use the complete
algorithm for all resolutions of DCP , because it is appropriate for high-dimensional data
sets but does not assume our clusters have any particular shape [36]. The Ward algorithm
was used for DAt, because it is the best general agglomerative method, we expect elliptical
clusters from our MDS graph [36], and the Ward algorithm yields results most similar to
those in [8].
To test for robustness, we performed a cross-validation. The Ward AC was repeated
on random samples of 90% of the (DCP or DAt) specimens. The resulting clustering is
given labels and used to classify the remaining 10% by the cluster of each specimens nearest
neighbor. This classification is then compared with the results of [8] for benchmarking
purposes; we aim to reproduce the number of correct identifications. For this process, the
data was always split into three clusters, with labels of (1) P. fredericki/ P. spicatus, (2)
P. tulipiformis, and (3) P. pyriformis. The same labels are used to describe the benchmark
group, although P. spicatus is not present in these data.
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Table 4.1: (Left) Average correlations between DAt and different resolutions of DCP via
Mantels test. These simulations all involve the same sampling scheme, so they can be directly
compared. (Right) Table of average correlations between different resolutions of DCP via
Mantels test. No sampling occurs except in the rightmost column.
DAt DCP100% DCP50% DCP20% DCP10% DCP5%
DAt 0.95 DCP100% 1 0.97 0.92 0.88 0.90
DCP100% 0.81 DCP50% 1 0.92 0.89 0.89
DCP50% 0.82 DCP20% 1 0.90 0.89
DCP20% 0.86 DCP10% 1 0.98
DCP10% 0.73 DCP5% 1
4.3 Results
For each level of resolution, we performed Mantels test with 1000 iterations over 1000 random
samples of submatrices of DAt. Our results (Table 4.1, left) show that the correlation between
the submatrices of DAt and DCP is consistently above 70%, with a very low p-value (p-value
¡10-6) at all levels of resolution. Considering all possible multiple-way comparisons, we can
express an overall p-value of at most 0.00072.
Mantels test was also performed between different resolutions of CP-distance. Our results
(Table 4.1, right) show correlation between 100% and 50% resolution is above 97%. Similarly,
10% and 5% resolution are highly correlated. The correlations between higher and lower
resolutions are lower, suggesting a qualitative change as resolution drops.
The next step in the comparison process was to implement the MDS algorithm on the
dissimilarity matrices DCP and DAt at all five resolutions. (Note that this method does
not require the matrices to be of equal size.) The output of this algorithm consists of the
plots displayed in Fig. 4.4. An interesting observation is that the variance observed in
the plot within each species’ cluster increases as the resolution decreases. Careful attention
to individual specimens also reveals that the horizontal component in the plot captures
how elongated specimens are and thus divides the pyriform and godoniform groups quite
naturally. On the other hand, it appears that the vertical component in the plot captures the
concavity between ambulacra. However, since the MDS algorithm does not embed the data
set directly onto coordinate axes (as does the alternative method, PCA), these interpretations
are rather hard to prove.
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Figure 4.4: Each plot conveys a particular multidimensional scaling, where individual titles
indicate which dissimilarity matrix was used as input. Similar to principle components, Var 1
represents the direction with highest variance and Var 2 represents the direction with second
highest variance.
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Figure 4.5: K-means was performed with the MDS embedding of 100% Resolution DCP
resulting in the above figures. (Left) k = 2 (Center) k = 3 and (Right) k = 4. These
divisions help support the results of our aggregate clustering.
The final step in the analysis consists of deploying AC on the dissimilarity matrices DCP
and DAt at all five resolutions. Like MDS, this method also does not require the matrices
to be of equal size. Dendrograms of these clusters can be seen in Fig. 4.6. We can also
see the progression of variance as clusters are aggregated in Fig. 4.7. This progression of
variance helps us to determine that there are three clusters present in our data. Fig. 4.5,
which depicts k-means as performed on our MDS embedding, also supports our clustering
choice. k-means with k = 3 splits our data into the same three groups as the AC does.
A visual analysis of the AC outcome of Fig. 4.6 shows that the CP-distance dissimilarity
matrix manages to clearly separate P. tulipiformis from the cluster containing P. fredericki
and P. spicatus samples. This improves the result of the comparison study by [8], in which
the separation of P. tulipiformis and P. fredericki is incomplete, and a few P. fredericki
samples are (incorrectly) categorized as P. tulipiformis. Furthermore, while both old and
new methods separate P. pyriformis from the other species, CP-distance-based analysis does
a better job. Indeed, it separates the data into two distinct, large clusters that correspond to
the pyriform and godoniform groups; moreover, it is evident that this clustering happens at
a coarser level than the separation of species. Finally, we see that as the resolution of scans
decreases, the advantages of CP-distance method over the traditional techniques disappear:
at 20% resolution, CP-distance no longer separates P. tulipiformis and P. fredericki better
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Figure 4.6: Each dendrogram depicts hierarchical aggregate clustering on a different
dissimilarity matrix. All DCP matrices used complete distance due to small sample numbers
(so cluster shape is unclear), while DAt uses the Ward algorithm to compute distance between
clusters. Distance thresholds were chosen so that the resulting clusters are preserved under
larger perturbations. Errors in classification are marked with an asterisk. One primary
shortcoming can be seen readily in these dendrograms: Pentremites spicatus and P. fredericki
are not well separated.
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Figure 4.7: Depiction of the amount of variance needed to agglomerate each cluster (as
indicated in the horizontal axis) for each dataset. We can consider this as the variance
accounted for by each particular transition (e.g., from 2 to 3 clusters). The first datum is
absent because it is much larger than the rest. After the transition from 2 to 3 clusters, the
rest account for about the same amount of variance, so we conclude that there should be 3
clusters.
than DP-distance. However, even at 5% resolution, the larger clusters of the pyriform and
godoniform groups still clearly separate, and some (coarse) information still can be obtained.
Table 4.2 depicts the results of our cross-validation procedure. For each trial, Ward AC
was used to cluster 90% of our data. These clusters were used to classify the remaining 10%,
and these were compared to the benchmark group.
4.4 Discussion
One of the most evident advantages of the CP-distance-based methodology over the DP-
distance procedure is the speed at which samples can be analyzed. Although both analyses
require specimens to be scanned, the proposed methodology nearly eliminates the tedious
(and human error-prone) landmark picking phase. An evident advantage of the traditional
method in the blastoids example is that it can be deployed using only a portion of the surface
scan, because the full set of landmarks lies entirely on one side of the specimens due to strong
(pentagonal) symmetry; an extension of this work consists in taking specimen symmetry into
consideration when applying our framework. Nevertheless, this gain does not translate into
an overall advantage in speed, as landmarks have to be marked under a microscope a priori, so
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Table 4.2: Reliability of our methods ability to cluster and ultimately classify species of
Pentremites. (Left) Each column depicts the results of our cross-validation for a particular
resolution of data using DCP . Ninety percent of our data was sampled, and there are only two
remaining specimens to be classified. The percentage of trials with each number of correct
classifications is listed. The bottom row depicts the overall proportion of classifications that
were correct. (Right) Analogous table using DAt on five remaining samples (10% of the
total), no variation in resolution. Each cross-validation experiment was done with 10,000
sampling trials.
DCP Reliability DAt Reliability
DCP100% DCP50% DCP20% DCP10% 5 correct 34.39%
2 correct 61.21% 30.83% 33.28% 25.58% 4 correct 32.27%
1 correct 32.40% 49.31% 50.04% 50.99% 3 correct 20.15%
0 correct 6.39% 19.86% 16.68% 23.43% 2 correct 9.98%
Overall 77.41% 55.49% 58.30% 51.08% 1 correct 2.76%
0 correct 0.45%
Overall 76.84%
that they can be identified, and their position recorded a posteriori, because their position can
be documented visually but is not evident in the scans [8]. Consequently, the identification
of landmarks on the thecal surface requires knowledge of blastoid morphology to orient the
specimens and identify the particular three plate junctions that serve as landmarks and
manual dexterity to mark the landmarks properly. The process provides two points for user
error to enter into the analysis–the initial marking of the landmarks and the recording of their
position on the scans. In contrast, our CP-distance-based method only requires marking the
position of the stem facet, which is easily seen on the scans. Therefore, our method nearly
eliminates sources of human error because its continuous description of shape is independent
of how the observer records the data.
The proposed CP-distance methodology also provides advantages when compared with
traditional methods by taking into consideration a more complete representation of specimen
morphology. This is achieved by incorporating fine-scale shape measurements such as
curvature. Indeed, a natural progression is seen when going from the vault:pelvis and
height:width ratios to summarize shape (encoded as a 2D rectangle) to the DP-distance
landmark analysis based on 3D scans, in which 13 points represent the specimens shape. In
this context, our methodology now uses the full geometric information of each specimens
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shape. Advances in computer imagery allow us to deploy this sophisticated technique on
very high resolution scans, which represent an objects shape accurately with thousands or
even tens of thousands of points.
CP-distance-based analysis could potentially have a tremendous impact in the study
of organisms that have a distinct shape but lack homologous landmarks, which makes
morphometric analyses impossible. Such studies may include growth of colonial organisms or
investigating ecophenotypic variation in organisms such as corals, sponges, and stromatolites.
Traditional landmark analysis has advantages in two areas over CP-analysis. First, type
1 landmarks, as used in [8], are points that have anatomical homology between specimens.
Whereas calculated geometric “feature points” may change position between species, the
type 1 landmarks represent identical points, allowing for different types of questions to be
addressed; however, as mentioned above, landmarks could be used as the feature points for
CP-distance in a future study.
Second, landmarks used for [8] require preservation of only the A ambulacrum and
adjacent interambulacra for any given specimen. Specimens could be analyzed with
confidence even if other portions of the theca were missing or covered with matrix. The
CP-distance method, as presently used, requires complete preservation of thecal surfaces
preserved three dimensionally and without significant adhering matrix. Our forthcoming
work will address both of these issues.
4.5 Conclusion
We compare a novel computational geometry methodology based on continuous Procrustes
distance with the standard method of discrete Procrustes distance for tackling the problem of
species discrimination on Pentremites. Our results show that the CP-distance methodology
is not only (slightly) superior at resolving the issue but also significantly reduces processing
time and vulnerability to human error.
Specifically, advantages appear in the separation of P. tulipiformis species from the
cluster containing the P. fredericki and P. spicatus species. In contrast, [8] clusters a few P.
fredericki as P. tulipiformis, and the respective clusters are visually mixed. We attribute this
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advantage to the CP-distance calculation taking into consideration curvature measurements,
which reflect the concavity of the specimens plates. This differs significantly from the output
that can be obtained using DP-distance alone; in that methodology, concavity is measured
only as a subtle change in the position of a couple of landmarks. This phenomenon is vastly
amplified when large regions of the sample are concave and eventually adds up to a large
difference in the resulting CP-distance. As a consequence, we are effectively able to separate
species that are concave from those that are not.
In addition, we determined the sensitivity of the CP-distance methodology to varying
resolutions of scans. We found a threshold of approximately 1000 points per scan, under
which the reliability of the method begins to wither. Nevertheless, we showed that even at
the lowest resolution levels there is information to be gained. Because of the relatively low
cost and short time involved in performing low-resolution scans, our technique opens the
door for future researchers in the area to produce several low-cost, preliminary studies; this
would allow them to choose where to invest their in-depth efforts more effectively.
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