When the solution and coefficients in a problem are highly oscillatory, there exists sometimes a glaring difference between solution and physical results. This occurrence can be arisen by the fact that the coarse grid problem is still huge and poorly-conditioned. In this case, one way for solving such problems is to apply an artificial damping in multigrid algorithm. In [9], a multigrid algorithm incorporating an artificial damping has been used for solving a model problem, but the convergence proof has not been presented. In this paper, a multigrid algorithm is presented and the convergence of the algorithm is proved for a general problem.
Introduction
Multigrid algorithms have been used extensively as tools for obtaining approximations to the solutions of partial differential equations. In conjunction, there has been intensive research into the theoretical understanding of these methods ( [1] ). When we solve a problem by multigrid method and the solution is oscillatory, then a coarse grid interpolation of space may not work well. In other words, the coarse grid problem may be still huge and poorly conditioned ( [6] ). Using an artificial damping is a suggestion for solving such problems. In [9] , it has been shown that a slight amount of artificial damping makes the coarse grid solver converge faster, without deteriorating the convergence rate of the original multigrid method. For instance, we can consider the following problem for a fine grid.
−∇.(a∇u) = f, in Ω a
∂u ∂ν
where Ω is a rectangular domain in two dimensions, ∂Ω is its boundary, ν is the unit outward normal on ∂Ω, 0 < η 1 ≤ η(x, y) ≤ η 2 and a is the diffusion coefficient. A coarse grid problem for (1) including an artificial damping has been given by the following form:
where σ ≥ 0 is the artificial damping (compressibility) coefficient.
Various convergence proofs for multigrid algorithms has been widely presented so far ( [2, 5] ). Attempts has been accomplished for improvement of convergence rates ( [4, 11] ). However, less work has been done on the convergence of multigrid algorithms including an artificial damping. In this paper, we present a multigrid algorithm incorporating an artificial damping and we shall prove its convergence. Of course, for proving we use the same assumptions that has been given in [2] .
In Section 2, we use a two-grid algorithm including an artificial damping. This algorithm is a combination of symmetric multigrid algorithm in [2] and the two-grid algorithm incorporating an artificial damping in [9] . In this section also three conditions are stated. They are appropriate conditions for proving convergence of the multigrid algorithm. Conditions 1 and 2 are the same as those in [2] . In Section 3, we prove that for sufficiently small artificial damping, the two-grid algorithm given in Section 2 is convergent.
Preliminary Notes
We assume that M h and M hc are nested finite-dimensional inner product spaces such that M hc ⊂ M h .
In addition, let (., .) h and (., .) hc be symmetric positive definite bilinear forms on M h and M hc respectively. Let also a(., .) be symmetric positive definite bilinear form on M h and M hc . We shall develop two-grid algorithms for the solution of the following problem:
The operator A h is clearly symmetric in both the a(., .) and (., .) h inner products and positive definite. Also, we define the discretization operators We define the operators
Note that P hc is symmetric in the a(., .) inner product. Also, we require a linear smoothing operator R h : M h → M h . We assume that R h is symmetric in the (., .) h -inner product and set
Now, we are ready to define the two-grid algorithm incorporating an artificial damping as follows.
Two-Grid Algorithm
Assume that σ is a nonnegative artificial damping and
In this algorithm, m is a positive integer which may vary from level to level and determines the number of pre and post smoothing iterations. Now, we require appropriate conditions for the smoother, need to establish the stability property of the intergrid transfer operator and show the so-called " regularity and approximation " inequality. Below we use u = (u, u)
The conditions which were often assumed by many authors are the following (see [2, 5] for example).
Condition 1.
There is a constant C R such that the smoothing procedure satisfies:
We note that (3) implies that
For a multigrid algorithm, we require appropriate smoothers. We can use point and line Jacobi and Gauss-Seidel smoothing procedures to define R h (see [3] for example). If we set R h = λ −1 , then with C R = 1, the equality holds in (3).
Condition 2 (regularity and approximation). For
where C α is a constant independent of h and λ is the maximum eigenvalue of A h .
Condition 3.
The operator H hc is symmetric in a(., .) inner products, i.e.
a(H
We also note that by induction, (6) implies that
for all k ∈ N.
The relation (6) holds for the Problem (2), since assume that dim(H hc ) = n and let φ 1 , · · · , φ n be an orthonormal basis for (M hc , (., .) hc ) . For every v ∈ M hc , we can write v = n i=1 c i φ i . Then (see [8] )
On the other hand,
Hence, H hc is an identity operator. Therefore,
a(H hc v, w) = a(v, w) = a(v, H hc w).

Main Results
Our theory relates the convergence of multigrid algorithms to a "regularity and approximation " parameter α ∈ (0, 1] and the number of relaxations m.
In this section, we will present a convergence proof for Two-Grid Algorithm which has been stated in Section 2.
The convergence rate for two-grid algorithm is measured by a convergence factor δ satisfying
for some 0 < δ < 1. Nothing that P 0 hc A h = A hc P hc , similar to [2] , it is straightforward to show that
We now turn to show inequality (8) . First, we state the following lemmas. 
Proof: See [11] . 
Proof. It suffices to set A :=
−1 d
A hc in the proof of Theorem 1.5 in [10] .
We recall that if an operator T : M → M is symmetric in arbitrary s(., .) inner product, then the following relation holds:
where ρ 1 and ρ n are minimum and maximum eigenvalues of T , respectively. Now, we are ready to state the following lemma.
Lemma 3.3 Let
A hc = A hc + σH hc which σ is a nonnegative real number. Let also λ 1 , μ 1 and μ n be the minimum eigenvalues of A hc , minimum and maximum eigenvalues of H hc , respectively. Then
holds for all u ∈ M hc .
Proof. Let d be a scaler and greater than maximum eigenvalues of A hc . Then by Lemma 3.2,
By (6), (7) and Holder's inequality,
Then,
We now state and prove a theorem for estimating δ in (8) for Two-Grid Algorithm. (1), (2) and (3) Proof. First, we note that
Theorem 3.4 Assume that Conditions
On the other hand, since K h is symmetric in a(., .), then by (9),
Now, by (11) and (12),
By definition of P hc ,
Now, by Lemma 3.3 a((I
On the other hand, by Lemma (6.1) in [7] and (5) a
We choose σ < λ 1 μn−μ 1 and so θ < 1. The relations (4), (13) and Lemma 3.1 imply that
To prove that (8) holds, we can choose γ so that
and
Then, γ must satisfies the following inequalities:
We choose δ > θ. If we set
Choosing δ = θ+1 2
, we have
The relation (17) clearly holds for sufficiently large m. Now, if we choose γ to be the average of
then, the proof of Theorem 3.4 is completed.
Remark 1.
It can be shown that on the periodic domain, C 2 α (h k ) ≤ 4 + 2 √ 2 = 6.828... for α = 1 (see [2] ). Then for m ≥ 7 the multigrid algorithm would be convergent.
