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SUMMARY
The objective of the present paper is to analyse the concept of quasi-stationarity,
which is motivated from bio-chemistry, and to investigate it from a matematical
perspective. In Chapter 1 the concept of quasi-stationarity is presented in the
context of chemical reactions. Examples, particularly the Michaelis-Menten-
reaction, are given. We then give a first overview of relevant approaches to analyse
given differential equation systems for chemical reactions.
Chapter 2 presents approaches via singular perturbation theory, particularly Tik-
honov’s theorem. Given a differential equation system of particular form, which
depends on a small parameter, then Tikhonov’s theorem provides (asymptoti-
cally) a reduction to smaller dimension. Fenichel’s theorem deepens this result
in a broader context. The application of these theories to chemical systems is
not without problems as these systems generally do not appear in the specific
form required. Moreover the small parameter should be motivated from chemical
consideration. Next, we present an iterative method due to Fraser and Roussel
who approximate an invariant manifold for a reduction of the differential equation.
Their original system is in standard form for application of singular perturbation
theory. Chapter 2 concludes with the methods of Heinrich and Schauer (resp.
Stiefenhofer) for reacting systems split up into slow and fast reactions. They
perform a transformation of the differential equation to obtain the reduction via
Tikhonov.
None of the methods presented above is particularly appropriate for a systematic
analysis of quasi-stationarity. In Chapter 3 the chemical notion of quasi-stationarity
is combined with the concept of near-invariance. We obtain a method which,
starting from a biochemically motivated assumption, provides locally necessary
conditions on the parameters for quasi-steady state behaviour. These conditions
can be determined by using the near-invariance of a certain set. In addition
„small parameters“ can be detected. Moreover various approaches to reduction
are presented which are motivated by quasi-stationarity. The iterative method of
Chapter 2 is discussed again, now from the perspective of near-invariance.
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Summary
In Chapter 4 we analyse the long-term behaviour of solutions. For chemical reacti-
ons we frequently find a dynamical equilibrium in the limit. Mathematically this
equilibrium is reflected by a stationary point in the differential equation system. It
will be shown that the long-term behaviour in an asymptotically stable stationary
point is determined by the linear part alone. In examples we analyse whether
the long-term behaviour is consistent with the nearly-invariant set discussed in
Chapter 3.
Finally in Chapter 5 we discuss how the theory of Tikhonov and Fenichel can
be applied to chemical reaction systems with a quasi-steady state assumption.
Identifying a small parameter is essential, and this can be done via nearly-invariant
sets as discussed in Chapter 3. Then we show how a transformation should be
designed to obtain from a given system a system in standard form of singular
perturbation theory. Conditions for applicability of Tikhonov and Fenichel can
be tested and, if applicable, a reduced system can be identified. The motivation
for this approach goes back to Heinrich and Schauer as outlined in Chapter 2.
However, the formulation here is more general and the range of applications is
larger, particularly by including quasi-steady state behaviour. With this approach
the local statements from Chapter 3 are becoming global statements. We illustrate
this systematic approach by considering several examples.
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ZUSAMMENFASSUNG
Ziel der vorliegenden Arbeit ist es, den biochemisch motivierten Begriff der Qua-
sistationarität mathematisch zu fassen und zu untersuchen. In Kapitel 1 wird
der Begriff der Quasistationarität im Zusammenhang mit chemischen Reaktionen
vorgestellt und an Beispielen, insbesondere der Michaelis-Menten-Reaktion, er-
läutert. Es wird ein erster Überblick gegeben, welche Ansätze zur mathematischen
Analyse gegebener Differentialgleichungssysteme chemischer Reaktionen für diese
Arbeit relevant sind.
Kapitel 2 stellt Ansätze der singulären Störungstheorie, insbesondere das Theorem
von Tikhonov, vor. Ist ein Differentialgleichungssystem von spezieller Gestalt
gegeben, das von einem kleinen Parameter abhängt, so liefert Tikhonovs Theorem
(asymptotisch) eine Reduktion auf kleinere Dimension. Eine Vertiefung und Erwei-
terung dieser Aussage wird von Fenichel geliefert. Die Anwendung der Theorien
ist für chemische Systeme nicht unproblematisch, da eben diese selten in der
gewünschten speziellen Gestalt gegeben sind und zusätzlich der kleine Parameter
chemisch motiviert sein sollte. Es folgt die Vorstellung der iterativen Methode
nach Fraser und Roussel, welche eine invariante Mannigfaltigkeit approximiert,
auf die die Differentialgleichung reduziert werden kann. Das Ausgangssystem
stimmt mit der Standardform der singulären Störungstheorie überein. Das Kapitel
schließt mit den Methoden von Heinrich und Schauer (bzw. Stiefenhofer),
welche bei Einteilung einer Reaktion in langsame und schnelle Teilreaktionen eine
Transformation des Differentialgleichungssystem ausführen, um anschließend die
Reduktion nach Tikhonov zu erhalten.
Keine der vorgestellten Methoden ist besonders geeignet für eine systematische
Behandlung der Quasistationarität. In Kapitel 3 wird der chemische Begriff der
Quasistationarität mit dem der Fast-Invarianz verknüpft. Wir erhalten eine syste-
matische Methode, die, ausgehend von einer biochemisch motivierten Vermutung,
lokal notwendige Parameterkonstellationen für quasistationäres Verhalten ermittelt
und so „kleine Parameter“ bestimmt. Diese Bedingungen erhalten wir mittels einer
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fast-invarianten Menge. Es werden außerdem verschiedene Reduktionsmöglich-
keiten vorgestellt, welche über die Quasistationarität motiviert sind. Die iterative
Methode des Kapitels 2 wird aus Sicht der Fast-Invarianz noch einmal aufgegrif-
fen.
Kapitel 4 untersucht das Langzeitverhalten der Lösungen. Wenn wir chemische
Reaktionen untersuchen, stellt sich in sehr vielen Fällen im Grenzwert ein dynami-
sches Gleichgewicht ein, das sich mathematisch durch einen stationären Punkt im
Differentialgleichungssystem widerspiegelt. Es wird gezeigt, dass das Langzeit-
verhalten im asymptotisch stabilen stationären Punkt einzig von der linearisierten
Form bestimmt wird. Exemplarisch wird untersucht, ob das Langzeitverhalten zur
fast-invarianten Menge aus Kapitel 3 passt.
Schließlich wird in Kapitel 5 gezeigt, wie die Theorie von Tikhonov und Fenichel
für chemische Reaktionssysteme mit Quasistationaritäts-Annahme angewendet
werden kann. Wir benötigen einen kleinen Parameter, der etwa mit Hilfe der
fast-invarianten Mengen aus Kapitel 3 bestimmt wird. Es wird gezeigt, wie ei-
ne Transformation aussehen muss, um ein aus dem Reaktionssystem gegebenes
System in der Standardform der singulären Störungstheorie zu erhalten. Die Vor-
aussetzungen für die Anwendbarkeit von Tikhonov und Fenichel können geprüft
und ggf. ein reduziertes System bestimmt werden. Die Motivation des Vorgehens
ist der Betrachtungsweise von Heinrich und Schauer aus Kapitel 2 entnommen.
Die Formulierung hier ist jedoch allgemeiner und der Anwendungsbereich größer,
insbesondere ist die Ausweitung auf quasistationäres Verhalten enthalten. Mit
diesem Ansatz werden die lokalen Aussagen aus Kapitel 3 zu globalen Aussagen.
Einige Beispiele illustrieren den systematischen Ansatz.
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KAPITEL EINS
ANSÄTZE UND HEURISTIKEN ZUR
REDUKTION VON
DIFFERENTIALGLEICHUNGEN
CHEMISCHER REAKTIONEN
Ziel ist es, den Verlauf von biochemischen und chemischen Reaktionen zu beschrei-
ben und diese zu untersuchen. Eine Möglichkeit besteht darin eine Analyse der
Konzentrationsänderungen mit der Zeit durchzuführen. Ist ein Reaktionsschema
zu einer gegebenen Reaktion vorhanden, so lassen sich konform zum Massenwir-
kungsgesetz die Änderungen der Konzentrationen mit der Zeit aufstellen. Man
erhält Differentialgleichungssysteme, die sich mathematisch untersuchen lassen.
Will man eine präzise Vorhersage über den Verlauf einer Reaktion treffen, so be-
nötigt man die Lösung der Differentialgleichung. In den allermeisten Fällen ist
diese analytisch jedoch nicht gegeben. Eine Alternative besteht darin, sich mit
einer numerischen Lösung zufrieden zu geben, sofern die Reaktionsparameter be-
kannt sind. Zu den Reaktionsparametern zählen die Anfangskonzentrationen der
beteiligten Stoffe und die Geschwindigkeitskonstanten; diese sind im Allgemeinen
nicht bekannt. Außerdem kann von einer numerischen Lösung nicht unbedingt
etwas über den „Typ“ der Reaktion abgelesen werden. Interessanter ist es, das Re-
aktionsschema oder aber Teile des Reaktionsschemas so zu vereinfachen, dass sich
die Komplexität des Differentialgleichungssystems reduziert, jedoch die chemische
Beschreibung zumindest für einen Zeitabschnitt nahezu exakt bleibt. Dass dies
nicht willkürlich und immer nur unter bestimmten Voraussetzungen möglich ist,
ist zu erwarten und soll hier thematisiert werden. Insbesondere untersuchen wir
Situationen, in denen eine Quasistationaritäts-Annahme vorliegt.
Wir betrachten grundsätzlich Reaktionsmechanismen in homogenen Medien, wo-
bei die Konzentrationen der chemischen Substanzen ausschließlich von der Zeit
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abhängen (und nicht von Druck, Temperatur und sonstigen äußeren Bedingun-
gen).
In diesem Kapitel sollen Heuristiken zur Analyse der enzymkatalysierten Reaktion
von Michaelis und Menten vorgestellt werden; dabei spielt der Begriff der
Quasistationarität eine wichtige Rolle. Des weiteren wird ein kurzer Überblick zu
Analysemöglichkeiten von chemisch motivierten Differentialgleichungssystemen
gegeben, welche nicht alle im Zusammenhang mit der Quasistationarität stehen,
jedoch Ideen zur Analyse derselbigen liefern.
§ 1.1
C H E M I S C H E R E A K T I O N E N &
Q U A S I S TAT I O N A R I T Ä T
Wir möchten zunächst in die Thematik der Quasistationarität anhand der enzym-
katalysierten Reaktion von Michaelis und Menten einführen, um Heuristiken zu
beschreiben, die aufzeigen, wie mit dieser umgegangen werden kann. In Kapitel 1.2
wird auf die Methodik von Segel und Slemrod eingegangen, da sie bedeutende
Resultate erzielen konnten.
Der Begriff der „Quasistationarität“ wird in der physikalischen Chemie zur Ver-
einfachung kinetischer Beschreibungen von Reaktionsabläufen verwendet (siehe
zum Beispiel [Wed04], [Atk05]). Die folgende Arbeitsdefinition beschreibt die
zugrundeliegende Situation:
1.1.1 Arbe it sdef in it ion : Wir nennen einen Reaktionsverlauf quasista-tionär, wenn die Konzentration einer (oder mehrerer) Komponente(n)
dieser Reaktion die Eigenschaft hat (haben), sich über den interessierenden Zeit-
raum der Reaktion nicht bzw. wenig zu verändern. Das heißt, die Veränderung der
Konzentration(en) ist „klein“ im Vergleich zu den Änderungsgeschwindigkeiten
der Konzentrationen der übrigen Reaktionsteilnehmer. Eine Quasistationaritäts-
Annahme bezüglich einer (oder mehrerer) Komponente(n) liegt vor, wenn wir
vermuten, dass sich diese quasistationär verhält (verhalten). 
1.1.2 Bemerkung : Es sei hier vermerkt, dass zumindest in der hier ange-gebenen Literatur der physikalischen Chemie [Atk05] (S. 899f, 932ff)
und [Wed04] (S. 871f) quasistationäres Verhalten immer nur auf Zwischenproduk-
te (Intermediate) bezogen wird und zum Beispiel nicht auf das Verhalten eines
Ausgangsstoffes. Wir wollen den Begriff weiter fassen.
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Von Chemikern wird die Annahme der Quasistationarität dafür genutzt, eine
einfachere Beschreibung der Konzentrationsänderungen zu erhalten, nämlich ein
Differentialgleichungssystem von geringerer Dimension. Außerdem können so
zum Teil Geschwindigkeitskonstanten und maximale Geschwindigkeiten nähe-
rungsweise berechnet werden. 
1.1.3 Be i sp i el : Um dies an einem Beispiel zu veranschaulichen, betrach-ten wir die einfache Folgereaktion
A
kA−→ B kB−→ C.
Dabei stehen A, B und C für beliebige Moleküle oder Stoffe, kA und kB bezeichnen
die Geschwindigkeitskonstanten der Teilreaktionen. Das Massenwirkungsgesetz
liefert abhängig von der Zeit für die Konzentrationsänderungen:
da
dt = − kA · a,
db
dt = kA · a − kB · b,
dc
dt = kB · b.
Die Konzentration von A wird durch a repräsentiert, während die Konzentrationen
von B und C durch b und c wiedergegeben werden.
Sind die Anfangsbedingungen der Reaktion wie folgt
a(0) = a0 > 0, b(0) = 0, c(0) = 0,
so erhalten wir mit der Erhaltungsbedingung
a + b + c = a0
die folgenden Konzentrationsänderungen mit der Zeit:
a(t) = a0 · e−kAt,
b(t) = a0 · kAkB − kA
(
e−kAt − e−kBt
)
,
c(t) = a0 ·
(
1+
kA
kB − kA e
−kBt − kB
kB − kA e
−kAt
)
. (1.1)
Ist nun kB  kA, so wird ein gebildetes Teilchen B verhältnismäßig schnell in ein
Teilchen C umgesetzt. Nehmen wir an, dass die Reaktion unter dieser Vorausset-
zung quasistationär bezüglich Komponente B verläuft, so heißt das
db
dt
= 0, gleichbedeutend mit kA · a− kB · b = 0,
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Abbildung 1.1.: Illustration von Beispiel (1.1.3)
Für eine quasistationäre Annahme von B verläuft die Lösung von C, c˜, aus
Zeile (1.2) sehr nahe zur Lösung c des Ausgangsproblems aus Zeile (1.1), hier
für die Konstanten kA = 1, kB = 10, a0 = 1. Die schattierten Kurven sind die
Lösungen von A und B.
und folglich
dc
dt
= kB · b = kA · a.
Bezeichnen wir mit c˜(t) die vereinfachte Beschreibung der Änderung der Konzen-
tration von C, so lautet die Lösung der Differentialgleichung
c˜(t) = a0
(
1− e−kAt
)
. (1.2)
Die Konzentrationsänderung von C hängt in diesem Fall nur noch von der Kon-
zentrationsänderung von A ab und vereinfacht sich damit wesentlich. Vergleichen
wir (1.1) mit (1.2), so sind sie nahezu identisch, wenn
kB
kB − kA ≈ 1 und e
−kBt ≈ 0 für t > t0 > 0 (1.3)
gilt. In diesem Zusammenhang können wir uns die Fragen stellen, unter welchen
Umständen die Annahme der Quasistationarität sinnvoll ist, und wie weit die
tatsächliche Lösung von der vereinfachten Lösung abweicht. Diese beiden Aspekte
sollen näher untersucht werden.
In unserem einfachen Beispiel kann dies insofern direkt beantwortet werden,
als beide Lösungen explizit gegeben sind; ein Vergleich von (1.1) und (1.2) ist
16
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möglich. Wir betrachten die Differenz der beiden Lösungen, normiert durch die
Anfangskonzentration a0 von A:
|c(t)− c˜(t)|
a0
=
∣∣∣∣ kAkB − kA
(
e−kBt − e−kAt
)∣∣∣∣
6
∣∣∣∣ kAkB − kA
∣∣∣∣ .
Wir lesen ab, dass die Annahme kB  kA eine Bedingung für einen quasistatio-
nären Reaktionsverlauf ist und außerdem die einzig mögliche Bedingung.
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Abbildung 1.2.: Illustration von Beispiel (1.1.3)
Für die Konstanten kA = 10, kB = 1, a0 = 1 ist eine quasistationäre Annahme
von B ungeeignet, da die Lösung der quasistationären Annahme von C, c˜ aus
Zeile (1.2) weit entfernt zur Lösung c des Ausgangsproblems aus Zeile (1.1)
verläuft. Die schattierten Kurven sind die Lösungen von A und B.
Was passiert in dem Fall kA  kB? Dann wird ein großer Anteil von A zu B umge-
setzt, während wenig C gebildet wird. Anschließend setzt sich B relativ langsam
zu C um. Eine Annahme der Quasistationarität bezüglich B wäre nicht realistisch,
sowohl die „anschauliche“ Betrachtung passt nicht als auch die Bedingungen aus
Zeile (1.3) sprechen dagegen (siehe auch Abbildung 1.2). Eine mögliche Annahme
wäre jedoch, dass sich A quasistationär verhält. Dies wollen wir nun genauer
untersuchen:
da
dt
= 0 ⇒ a = 0 ⇒ −db
dt
=
dc
dt
= kBb.
Bezeichnen wir mit cˆ(t) die vereinfachte Beschreibung der Änderung der Konzen-
tration von C, so lautet die Lösung der Differentialgleichung
cˆ(t) = bˆ0
(
1− e−kBt
)
, (1.4)
17
1. Ansätze und Heuristiken zur Reduktion von Differentialgleichungen chemischer
Reaktionen
             
0 1 2 3 4
0
0,2
0,4
0,6
0,8
1,0
b
a
cˆ
c
t
Abbildung 1.3.: Illustration von Beispiel (1.1.3)
Für eine quasistationäre Annahme von A verläuft die Lösung von C, cˆ, aus
Zeile (1.4) hingegen sehr nahe zur Lösung c des Ausgangsproblems aus Zeile
(1.1), hier für die Konstanten kA = 10, kB = 1, a0 = 1. Die schattierten
Kurven sind die Lösungen von A und B.
wobei wir bˆ0 := a0 und cˆ0 := 0 als passende Anfangswerte von B und C zur Zeit
t = 0 gewählt haben. Vergleichen wir (1.1) mit (1.4), so sind sie für
kA
kA − kB ≈ 1 und
kB
kA − kB  1 (1.5)
nahezu identisch. Dies wird im Fall kA  kB sehr gut erfüllt.
Als letztes wollen wir uns den Grenzfall kA = kB =: k ansehen:
Dann gilt
a(t) = a0 · e−kt,
b(t) = a0 · kt e−kt,
c(t) = a0 ·
(
1− e−kt − kt e−kt
)
, (1.6)
und als Näherungslösung vc(t) bei einer quasistationären Annahme bezüglich B
erhalten wir für den Verlauf von C:
vc(t) = a0 ·
(
1− e−kt
)
. (1.7)
Dann gilt bei einem Vergleich von (1.6) mit (1.7):
|c(t)− vc(t)|
a0
=
∣∣∣kte−kt∣∣∣ 6 e−1. (1.8)
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Abbildung 1.4.: Illustration von Beispiel (1.1.3)
Eine quasistationäre Annahme für B ist im Fall kA = kB, hier kA = 5, kB =
5, a0 = 1, eher ungeeignet, da der relative, maximale Abstand aus Zeile (1.8)
für t = 1/kA mit dem Wert e−1 angenommen wird.
Da der relative, maximale Abstand aus Zeile (1.8) für t = 1/kA mit dem Wert e−1
angenommen wird, ist eine quasistationäre Annahme bezüglich B ungeeignet. Die
Parameterkonstellation beeinflusst demzufolge den Reaktionsverlauf erheblich. 
Interessanter, da nicht elementar lösbar und in vielen biochemischen Reaktionen
von Relevanz, ist die enzymkatalysierte Reaktion von Michaelis und Menten
[MM13]. Diese soll hier ausführlich vorgestellt werden, da sie historisch von
zentraler Bedeutung ist und in dieser Arbeit immer wieder eine Rolle spielt.
Bei vielen enzymkatalysierten Reaktionen stand man vor folgendem Problem (vgl.
[Str99], S.201ff oder [Leh98], S.242ff): Die Katalysegeschwindigkeit V (als Bildungs-
rate des Produktes) variiert in Abhängigkeit von der Substratkonzentration, jedoch
in unterschiedlicher Weise. Bei einer konstanten Enzymkonzentration beobachtet
man für den Fall, dass die Substratkonzentration sehr klein ist, häufig ein annä-
hernd lineares Verhältnis der Katalysegeschwindigkeit zur Substratkonzentration.
Bei einer hohen Substratkonzentration ist die Katalysegeschwindigkeit nahezu
unabhängig von ihr.
Michaelis und Menten schlugen das folgende einfache Modell zur Erklärung
der kinetischen Eigenschaften vor: Ein Enzym E reagiert mit einem Substrat S
reversibel zu einem Komplex C, welches irreversibel in Produkt P und Enzym E
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zerfällt („irreversible“ Michaelis-Menten-Reaktion):
E + S
k1

k−1
C
k2⇀ E + P. (1.9)
In diesem Modell wird die Möglichkeit, dass das Produkt zerfällt, ausgeschlos-
sen. Dies ist zumindest zu Beginn der Reaktion, wenn die Produktkonzentration
vernachlässigbar ist, zulässig. In Beispiel (3.1.17) wird auf die Betrachtung der
Rückreaktion eingegangen. Das zugehörige Differentialgleichungssystem zu Reak-
tion (1.9) lautet
e˙ = − k1es + k−1c + k2c,
s˙ = − k1es + k−1c,
c˙ = k1es− k−1c − k2c,
p˙ = k2c.
(1.10)
Die Enzymkonzentration wird durch e repräsentiert, während s, c und p die
Konzentrationen von Substrat, Komplex und Produkt wiedergeben. Die Geschwin-
digkeitskonstanten ki, für i = 1,−1, 2 sind positiv.
Als Anfangsbedingungen wählen wir
e(0) = e0 > 0, s(0) = s0 > 0, c(0) = p(0) = 0.
Das Differentialgleichungssystem lässt zwei lineare erste Integrale
ϕ1(e, s, c, p) = e + c und ϕ2(e, s, c, p) = s + c + p
zu. In Verbindung mit den Anfangsbedingungen erhalten wir
e + c = e0,
s + c + p = s0.
Dies ermöglicht die Elimination zweier der vier obigen Differentialgleichungen.
Es sind verschiedene zweidimensionale, zueinander äquivalente Systeme denkbar.
Eine Version ist jene, in der Substrat und Komplex betrachtet werden ((s, c)-
System)
s˙ = −k1 · e0s + (k1 · s + k−1) · c, (1.11)
c˙ = k1 · e0s− k1 · c · (s + M), (1.12)
mit s(0) = s0, c(0) = 0 und der so genannten Michaelis-Menten-Konstanten
M :=
k−1 + k2
k1
. (1.13)
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Die Substrat- und Produktvariante ((s, p)-System) wird in [NW07] bevorzugt und
lautet
s˙ = −k1 · e0s + (k1 · s + k−1) · (s0 − (s + p)), (1.14)
p˙ = k2 · (s0 − (s + p)), (1.15)
mit s(0) = s0 und p(0) = 0.
Nehmen wir nun an, dass die Reaktion bezüglich C quasistationär verläuft, so
bedeutet dies, dass sich die Reaktion nach einem kurzen Übergangszustand bezüg-
lich C im Gleichgewicht befindet. Das heißt, die Konzentration c ändert sich im
Vergleich zu den anderen Konzentrationen fast nicht. Aus dcdt = 0 folgt
c =
e0s
M + s
.
Für die Änderung der Substratkonzentration bedeutet dies
ds
dt
= −k2c
oder aber
ds
dt
= − k2e0s
M + s
= −dp
dt
. (1.16)
Die Katalysegeschwindigkeit V lautet demzufolge unter der Voraussetzung eines
quasistationären Reaktionsverlaufs
V =
dp
dt
= k2e0
s
M + s
(1.17)
und ist als Michaelis-Menten-Gleichung bekannt. Die Gleichung erfüllt die
Reaktionsbeobachtungen: Für ein kleines s ist V ungefähr proportional zu s, für
ein großes s maximal und nahezu unabhängig von s.
Ist die Annahme der Quasistationarität überhaupt zulässig? Zumindest die Ge-
schwindigkeitskonstanten sind a priori unbekannt und damit eine numerische
Analyse weniger hilfreich. Ein einfacher Vergleich der Lösungen ist hier schon nicht
mehr möglich, da (1.16) zwar explizit gelöst werden kann, die tatsächliche Lösung
von (1.11), (1.12) oder (1.14), (1.15) analytisch jedoch nicht zugänglich ist. Es gibt
unterschiedliche Ansätze zur Analyse des quasistationären Reaktionsverlaufs. Die
Philosophien, die hinter den verschiedenen Möglichkeiten stehen, sollen in diesem
Kapitel kurz erläutert werden.
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Die von Michaelis und Menten angenommene Grundvoraussetzung für die
quasistationäre Approximation ist das Vorliegen der Situation
e0
s0
 1.
Dies ist typischerweise in Experimenten im Labor erfüllt, es gibt aber auch davon
abweichende Situationen, die zum Beispiel von Frenzen und Maini untersucht
wurden [FM88]. Anschaulich stehen unter der Bedingung e0/s0  1 zu Beginn der
Reaktion jedem Enzym-Molekül sehr viele Substrat-Moleküle zur Verfügung. Man
geht davon aus, dass der Komplex sehr schnell gebildet wird (kurze Anfangsphase)
und anschließend die Bildung und der Zerfall des Komplexes lange Zeit im
Gleichgewicht stehen; sobald ein Enzym-Molekül frei wird, verbindet sich ein
Substrat-Molekül wieder mit ihm.
Michaelis und Menten haben sich nicht detailliert mit mathematischen Fragen
beschäftigt. Ihren Ansatz haben Briggs und Haldane 1925 [BH25] erstmals ma-
thematisch diskutiert, es folgten viele weitere Autoren bis hin zu Schauer und
Heinrich 1979 [SH79] und Segel und Slemrod 1989 [SS89], die den tatsächlich
geeigneten kleinen Parameter identifizierten. Ihr Verdienst ist es, aus chemischen
Bedingungen (vgl. Kapitel 1.2) und dem Vergleich von Zeitskalen eine weniger
starke Voraussetzung zu erhalten:
e0
s0 + M
 1.
In sehr vielen Publikationen arbeiten die Autoren, so auch Segel und Slemrod, mit
der singulären Störungstheorie (vgl. Kapitel 1.3 und 2.1). Dies geht nicht unbedingt
problemlos, da für die Anwendung dieser Theorie ein Differentialgleichungssystem
von bestimmter Gestalt benötigt wird, welches unter anderem einen „kleinen“
Parameter benötigt. Dieser wird entweder als gegeben angenommen oder muss
zunächst bestimmt werden.
Dass es auch ohne die singuläre Störungstheorie geht, zeigen die Ergebnisse in
[NW07]. Hier basieren die Untersuchungen auf Invarianz-Kriterien (vgl. Kapitel 3),
Monotonieeigenschaften und Differentialungleichungen. Abgesehen von letzteren
ist die Argumentation elementar. Hier wird der notwendig „kleine“ Parameter
auf einfache Weise bestimmt, und es werden Aussagen über die Gültigkeit des
quasistationären Zustands getroffen.
Folglich gibt es verschiedene Ansätze. Für die mathematische Analyse von Diffe-
rentialgleichungssystemen mit Quasistationaritäts-Annahme ist es entscheidend,
herauszufinden, unter welchen Parameterkonstellationen die Annahme gerechtfer-
tig ist. Hier zeigt insbesondere Kapitel 1.5 bzw. Kapitel 3 eine Möglichkeit auf, die
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sich tatsächlich an den gegebenen Systemen orientiert und keine künstlichen An-
nahmen trifft. Hier werden lokal notwendige Bedingungen ermittelt. Es bleibt die
Klärung der globalen Gültigkeit der Annahme, welche im Allgemeinen nicht wie
in [NW07] gelöst werden kann. Hier bietet die singuläre Störungstheorie Ansätze,
die insbesondere für eine präzise Umsetzung der Quasistationaritäts-Annahme neu
ist (vgl. Kapitel 5). Wir werden sehen, dass die Theorie in bestimmten Fällen gut
anzuwenden ist, jedoch nicht unbedingt immer mit dem erwarteten Ergebnis.
§ 1.2
S E G E L U N D S L E M R O D
In Kapitel 1.1 wurde beschrieben, dass Michaelis und Menten davon ausgingen,
e0/s0  1 sei die Bedingung an die Parameter, die gestellt werden muss, um einen
quasistationären Reaktionsverlauf beobachten zu können. Ihre Argumentation
beruhte auf Beobachtungen und chemisch motivierten Erklärungsansätzen. Segel
und Slemrod hingegen suchen auf mathematischer Ebene mit der Einteilung in
Zeitskalen nach Bedingungen für einen quasistationären Reaktionsverlauf, um
dann die singuläre Störungstheorie anwenden zu können (siehe zum Beispiel Se-
gel [Seg88], Segel und Slemrod [SS89] oder aber Borghans, de Boer und Segel
[BdS96]). In ihren Untersuchungen legen Segel und Slemrod zunächst Eigenschaf-
ten des Systems fest, die dieses haben soll, um nach chemischen Gesichtspunkten
quasistationär abzulaufen. Diese Bedingungen bilden die Basis für die Heuristiken
zur Untersuchung der Quasistationaritäts-Annahme. Sie lauten:
(i) Man hat eine kurze „vorstationäre“Anfangsphase, an die sich eine längere
„quasistationäre“ Phase anschließt.
(ii) Eine vernachlässigbare Menge an Substrat wird in der Anfangsphase umge-
setzt.
(iii) Die Komplexkonzentration ist in der quasistationären Phase nahezu konstant,
das heißt c˙ ≈ 0.
Dabei ist die Bedingung (ii) für die Bestimmung des „kleinen“ Parameters im
Falle der Michaelis-Menten-Reaktion entscheidend. Vernachlässigt wird die
Möglichkeit einer Übergangszeit (siehe dazu [NW07]).
Die Vorgehensweise von Segel bzw. Segel und Slemrod wird hier an der konkre-
ten enzymkatalysierten Reaktion von Michaelis und Menten (vergleiche Zeile
(1.9) aus Kapitel 1.1) vorgestellt.
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Die Abschätzung der Zeitskalen:
Für die Abschätzung von tC, der kurzen Anfangsphase aus Bedingung (i), verwen-
den Segel und Slemrod die Annahme, dass sich die Substratkonzentration s nicht
stark ändert, und setzen s = s0. Sie nehmen demzufolge an, dass Bedingung (ii)
erfüllt wird. In (1.12) erhalten sie ein lineares Problem, welches als Lösung
c(t) = c˜
(
1− e−k1(s0+M)t
)
hat, wobei
c˜ =
e0s0
M + s0
. (1.18)
Als Konsequenz setzen sie
tC =
1
k1(s0 + M)
. (1.19)
Für die Abschätzung der längeren Reaktionsphase tS betrachten Segel und Slem-
rod die Änderung von der Substratkonzentration s mit der Zeit. Sie berechnen tS
über
tS =
smax − smin
| dsdt |max
, (1.20)
dabei ist smax = s0 und smin = 0. Für | dsdt |max nehmen sie in diesem Fall an, dass der
quasistationäre Zustand erfüllt wird (Bedingung (iii)) und somit (1.16) gilt (| dsdt |max
ist nicht zu verwechseln mit Vmax, da dieses die absolute Maximalgeschwindigkeit
angibt, nicht die tatsächlich mögliche). Das Maximum wird für s = s0 angenommen.
Damit erhalten sie
tS =
M + s0
k2e0
.
Vergleich der Zeitskalen
Die Bedingung (i) besagt tC  tS. Dies hat
k2e0
k1(s0 + M)2
 1 (1.21)
zur Folge.
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Wenig Substratverlust zu Beginn
Die Bedingung (ii) schätzen Segel und Slemrod wie folgt ab. Sie wollen eine
geringfügige, relative Veränderung ∆ss0 in der vorstationären Phase:
∆s
s0
≈ 1
s0
∣∣∣∣dsdt
∣∣∣∣
max
· tC  1.
Hier berechnen sie | dsdt |max über die Gleichung (1.11) und erhalten k1e0s0 und als
Bedingung
e0
s0 + M
 1. (1.22)
Diese Bedingung ist stärker als (1.21). Sie ist aber schwächer als die von Michae-
lis und Menten angenommene Bedingung e0s0  1. Der Ansatz von Segel und
Slemrod ist von großer Bedeutung, da die neue Erkenntnis dadurch entstanden
ist, dass chemische Bedingungen an den gegebenen mathematischen Differential-
gleichungen ausgewertet wurden.
Etwas unklar bleibt, wann welche Gleichung zur Abschätzung der Phasen heran-
gezogen wird, einmal beziehen sie zur Berechnung von | dsdt |max Gleichung (1.11)
ein und einmal Gleichung (1.16).
1.2.1 Bemerkung : Wenn bei der Berechnung von tS auch Gleichung(1.11) verwendet wird, so erhält man tS = 1k1e0 . Vergleicht man nun tS
mit tC, so ergibt sich auch hier die schärfere Bedingung (1.22). 
Zurück zu Segel und Slemrod: Nachdem sie ihre „kleine“ Konstante nun be-
stimmt haben, transformieren sie ihr System, um die singuläre Störungstheorie
anzuwenden. Die Methodik wird im folgenden Abschnitt erläutert, da die eigentli-
che Leistung von Segel und Slemrod die Bestimmung der kleinen Konstante ist
und die singuläre Störungstheorie von fast allen Autoren angewandt wird.
1.2.2 Bemerkung : Die drei Bedingungen von Segel und Slemrod ha-ben in der Untersuchung der Michaelis-Menten-Reaktion zu klaren
Bedingungen geführt. Es wäre denkbar, diese drei Bedingungen bei jedem qua-
sistationären Reaktionsverhalten zu fordern. Dies wollen wir aus verschiedenen
Gründen nicht tun. Für uns ist die dritte die wichtigste Bedingung, da sie explizit
das quasistationäre Verhalten anspricht. Die erste Bedingung wird in dieser Arbeit
nicht explizit untersucht, könnte aber mit Hilfe des Ansatzes in Kapitel 5 garantiert
werden. Die zweite Bedingung werden wir hier nicht weiter berücksichtigen, da
sie nicht für jede Quasistationaritäts-Annahme sinnvoll ist (zum Beispiel, wenn an-
genommen wird, dass sich das Substrat im Falle der Michaelis-Menten-Reaktion
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quasistationär verhält (vgl. Beispiel 5.2.2)). Liegt eine Reaktion vor, für die ei-
ne solche Annahme sinnvoll ist, kann diese Bedingung relativ leicht überprüft
werden. 
§ 1.3
S I N G U L Ä R E S T Ö R U N G S T H E O R I E
Die singuläre Störungstheorie soll hier der Motivation dienen und wird deshalb an-
hand der Michaelis-Menten-Reaktion vorgestellt. Eine umfassendere Darstellung
wird in Kapitel 2.1 nachgeholt.
In der singulären Störungstheorie wird üblicherweise mit Systemen, die aus di-
mensionslosen Parametern bestehen, gearbeitet. Das heißt, man nimmt eine ent-
sprechende Skalierung vor. Diese wird von Segel und Slemrod [SS89] abhängig
von dem kleinen Parameter ε = e0s0+M gewählt.
Für den ersten Zeitabschnitt erhalten Segel und Slemrod mit den Abkürzungen
σ = s0M und κ =
k−1
k2
folgendes System
dsˆ
dτ
= ε
(
−sˆ + σ
σ+ 1
cˆsˆ +
κ(κ + 1)−1
σ+ 1
cˆ
)
,
dcˆ
dτ
= sˆ− σ
σ+ 1
cˆsˆ− 1
σ+ 1
cˆ,
mit der Anfangsbedingung sˆ(0) = 1 und cˆ(0) = 0 und der Skalierung
sˆ ≡ s
s0
, cˆ ≡ c
c˜
, τ ≡ t
tC
,
wobei c˜ aus Zeile (1.18) und tC aus Zeile (1.19) entnommen ist.
Nach der vorstationären Phase nehmen Segel und Slemrod an, dass die Reaktion
quasistationär verläuft. Dann ist tS aus Zeile (1.20) die angemessene Zeitskalierung,
und sie setzen
T ≡ t
tS
.
Das zugehörige Differentialgleichungssystem lautet
dsˆ
dT
= (κ + 1)(σ+ 1)
(
−sˆ + σ
σ+ 1
cˆsˆ +
κ(κ + 1)−1
σ+ 1
cˆ
)
, (1.23)
ε
dcˆ
dT
= (κ + 1)(σ+ 1)
(
sˆ− σ
σ+ 1
cˆsˆ− 1
σ+ 1
cˆ
)
. (1.24)
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Beide Differentialgleichungssysteme können nun mit asymptotischen Lösungen
der Form
sˆ(τ) = sˆ(0)(τ) + εsˆ(1)(τ) + · · · , cˆ(τ) = cˆ(0)(τ) + εcˆ(1)(τ) + · · ·
beziehungsweise
sˆ(T) = sˆ0(T) + εsˆ1(T) + · · · , cˆ(T) = cˆ0(T) + εcˆ1(T) + · · ·
näherungsweise gelöst werden.
Da wir uns hauptsächlich dafür interessieren, ob der quasistationäre Zustand von
dem System angenommen wird, werden an dieser Stelle Ergebnisse von Segel und
Slemrod angegeben, die sich auf das zweite System (1.23) und (1.24) beziehen.
Aus Zeile (1.24) kann cˆ0 direkt bestimmt werden, indem ε = 0 gesetzt wird:
cˆ0 =
(σ+ 1)sˆ0
σsˆ0 + 1
.
Ersetzt man nun in Zeile (1.23) cˆ durch cˆ0 und s durch sˆ0, so erhalten wir ein
reduziertes System, welches im quasistationären Zustand näherungsweise gelten
sollte:
dsˆ0
dT
= − (σ+ 1)sˆ0
σsˆ0 + 1
. (1.25)
Ein Teil des Theorems von Segel und Slemrod in [SS89] auf Seite 465 gibt eine
Abschätzung dazu an, wie nahe die Differentialgleichungen (1.23) und (1.25)
beieinander liegen:∣∣∣∣ dsˆdT + (σ+ 1)sˆσsˆ + 1
∣∣∣∣ 6 const · [ε+ exp((1− δ01+ σ0
)(−T
ε
))]
,
wobei δ0 eine Konstante ist, die 0 6 δ0 < 1 erfüllt und σ durch σ0 nach oben
beschränkt ist. Für ε ↓ 0 und für ein beliebiges Intervall 0 < T0 6 T 6 T1 < ∞
konvergiert die Lösung von (1.23) und (1.24) gleichmäßig in σ, κ, T gegen die
Lösung der Michaelis-Menten-Gleichung aus (1.25).
Dies passt zu den Aussagen des Theorems von Tikhonov (2.1.2). Da dieses Theo-
rem Aussagen für allgemeine Systeme trifft, sind dort die Voraussetzungen an das
System unter Umständen schärfer. Insbesondere ist das Zeitintervall, in dem die
Konvergenz gilt, nicht unbedingt frei wählbar. Bei der Anwendung der singulären
Störungstheorie wird immer ein kleiner Parameter und ein System besonderer
Gestalt benötigt. Beides ist für chemische Systeme nicht a priori gegeben. In Kapitel
5 zeigen wir, wie und wann das Theorem von Tikhonov, bei gegebenem kleinen
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Parameter, insbesondere für eine Quasistationaritäts-Annahme, auf chemische
Reaktionssysteme angewendet werden kann. Ergänzt wird die Betrachtung durch
die Theorie von Fenichel.
Der chemische Ansatz der Quasistationarität passt sehr gut zu dem Theorem von
Tikhonov, wenn man es anwenden darf. Dieses reduziert, wie der Quasistationari-
täts-Ansatz, ein gegebenes Differentialgleichungssystem auf eine Untermannigfal-
tigkeit. Es entsteht jedoch lediglich eine Näherung. Mit Fenichel kann garantiert
werden, dass diese Reduktion eine gute Näherung des gegebenen Systems darstellt.
Außerdem kann letztendlich die Quasistationaritäts-Annahme bestätigt werden.
Motiviert wurde unser Vorgehen durch den Ansatz von Heinrich und Schauer
in [SH83]. Dort wird eine Untersuchungsmöglichkeit für Reaktionen vorgestellt,
die aus langsamen und schnellen Teilreaktionen bestehen (vgl. Kapitel 2.3).
§ 1.4
I T E R AT I V E M E T H O D E N & L A N G Z E I T V E R H A LT E N
Eine Ergänzung zum Theorem von Tikhonov ist es, eine invariante Mannigfaltig-
keit zu bestimmen, auf der die Lösung des gegebenen Differentialgleichungssys-
tems verläuft. Im Unterschied zu Tikhonov wird hier nicht eine genäherte Lösung
als Lösung eines reduzierten Systems bestimmt, sondern eine exakte Lösung über
eine iterative Vorschrift ermittelt. Hier stellen sich die Autoren immer die Frage,
wie sie ein System, gegeben in besonderer Gestalt und mit kleinem Parameter,
lösen können.
In Kapitel (2.2) wird insbesondere der Ansatz von Fraser und Roussel, dargestellt
von Kaper und Kaper, näher erläutert. Sie gehen davon aus, dass ihr gegebenes
System aus sich langsam und schnell verändernden Konzentrationen besteht, wobei
die jeweils hauptsächliche Veränderung auf zwei gut voneinander unterscheidbaren
Zeitskalen geschieht. Die Iteration selbst wird aus einer Invarianz-Gleichung
entwickelt, welche für die Lösung des Systems gilt.
In Kapitel (3.3) wird eine weitere iterative Methode entwickelt. Diese beruht jedoch
auf einem anderen Ansatz, dem der „Fast-Invarianz“ (siehe Kapitel 1.5 und insbe-
sondere Kapitel 3.1). Die Iteration entspricht der Iteration von Fraser und Roussel,
gibt jedoch Bedingungen an, welche für die Existenz und Ordnungsverbesserung
der Iteration notwendig sind.
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Ein weiteres exaktes Lösungsverhalten wird in Kapitel 4 untersucht; das Langzeit-
verhalten der Lösung einer Differentialgleichung. Wenn wir chemische Reaktionen
untersuchen, stellt sich in sehr vielen Fällen im Grenzwert ein dynamisches Gleich-
gewicht ein. Ein Differentialgleichungssystem, welches die Geschwindigkeit und
den Reaktionsverlauf beschreibt, spiegelt das dynamische Gleichgewicht durch
einen stabilen stationären Punkt wider. Hier wollen wir untersuchen, wie sich die
Lösung des Differentialgleichungssystems in der Nähe des asymptotisch stabilen
stationären Punktes verhält, zunächst unabhängig von konkreten chemischen Sys-
temen. Wie wir sehen werden, wird das Langzeitverhalten im stationären Punkt
einzig von der linearisierten Form bestimmt. Dieses ist dem gegebenen System da-
mit direkt zu entnehmen und muss nicht iterativ bestimmt werden. Exemplarisch
werden wir zeigen, dass das Langzeitverhalten unter bestimmten Voraussetzungen
zur Quasistationaritäts-Annahme passt.
§ 1.5
FA S T- I N VA R I A N T E M E N G E N
Wir kommen nun zu unserer Ausgangsfrage zurück, wann eine Quasistationaritäts-
Annahme überhaupt gerechtfertigt ist und welcher kleine Parameter für die
singuläre Analyse sinnvoll ist. Segel und Slemrod haben für die Michaelis-
Menten-Reaktion eine Parameterkonstellation ermittelt, für welche die Reaktion
quasistationäres Verhalten zeigt (vgl. Kapitel 1.2).
Ein neuer Ansatz, der sich allein auf das quasistationäre Verhalten einer Reaktion
beschränkt (Bedingung (iii) von Segel und Slemrod), wird in Kapitel 3 vorgestellt.
Dort wird der Begriff der Quasistationarität mit dem der fast-invarianten Mengen
verknüpft. Die Idee wird hier anhand der Michaelis-Menten-Reaktion dargestellt:
Betrachten wir erneut das (s, p)-System der Zeilen (1.14), (1.15):
s˙ = −k1 · e0s + (k1 · s + k−1) · (s0 − (s + p)),
p˙ = k2 · (s0 − (s + p)), (1.26)
mit s(0) = s0 und p(0) = 0.
Zur stationären Annahme c˙ = 0 ist es äquivalent, s˙ + p˙ = 0 zu fordern. Für den
Fall, dass dies gilt, können wir die Produktkonzentration in Abhängigkeit der
Substratkonzentration darstellen:
p = ρ(s) = s0 − s− e0ss + M ,
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Abbildung 1.5.: Illustration der Lösung von System (1.26) zu ρ(s)
Die Abbildung zeigt in schwarz die Lösung von System (1.26), wenn die
Produktkonzentration in Abhängigkeit der Substratkonzentration dargestellt
wird. In rot ist die Kurve ρ(s) zu sehen. Für die Konstanten der linken
Abbildung (s0 = 1, e0 = 2, k1 = 10, k−1 = 3, k2 = 7) ist die Lösung
des Systems, im Vergleich zu denen der rechten Abbildung (s0 = 1, e0 =
0, 6, k1 = 5, k−1 = 3, k2 = 7), weit davon entfernt, in der Nähe der Kurve
ρ(s) zu verlaufen. Links ist das Vektorfeld in dem Punkt, in dem die Lösung
die Kurve ρ(s) schneidet, weit davon entfernt, tangential zu sein, rechts ist es
nahezu tangential.
wobei M := (k−1 + k2)/k1. Betrachten wir die Lösung des Differentialgleichungs-
systems (1.26), indem p in Abhängigkeit von s dargestellt wird, so ist die Annahme
c˙ = 0 in genau den Punkten erfüllt, wenn die Lösung mit der Kurve ρ(s) überein-
stimmt. Verläuft die Lösung in der Nähe der Kurve, so gilt c˙ ≈ 0.
Eine für das (s, p)-System invariante Kurve ρ(s) erlaubt, mit entsprechendem
Anfangswert eine Reduktion auf diese. Ein stationäres Verhalten von C ist aus che-
mischer Sicht jedoch nicht gewünscht, da die Reaktion dann nicht abläuft. Für uns
ist es deshalb interessanter, unter welchen Umständen die Kurve ρ(s) fast-invariant
ist. Der „Grad der Invarianz“ hängt davon ab, wie sich das Vektorfeld von (1.26) auf
der Kurve ρ(s) verhält. Ist es tangential, so ist die Kurve für das System invariant.
Diese Eigenschaft machen wir uns in Kapitel 3.1 zunutze. Über das geforderte
fast-invariante Verhalten kann dort ein kleiner Parameter ermittelt werden, der
eine (lokale) quasistationäre Annahme rechtfertigt und für die Analysemethoden
nach Tikhonov und Fenichel eingesetzt werden kann.
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1.6. Zur Adäquatheit von Michaelis-Menten-Termen
§ 1.6
Z U R A D Ä Q U AT H E I T V O N
M I C H A E L I S - M E N T E N - T E R M E N
In der Beschreibung von komplexeren enzymkatalysierten Reaktionen gibt es
Anwender, die den Ansatz von Michaelis und Menten für ihre Systeme nutzen
wollen (vgl. [SHH97], [Mur93] Kapitel 6.2). Dabei treten Situationen auf, in denen
das Enzym erst von einer anderen Reaktion gebildet und außerdem durch eine wei-
tere Reaktion abgebaut wird. Im einfachsten Fall sieht ein solches Reaktionsschema
wie folgt aus:
U
kβ
⇀ E, E + S
k1

k−1
C
k2⇀ E + P, E kα⇀ F.
Das zugehörige Differentialgleichungssystem (ohne Bildung von F) lautet:
u˙ = −kβu,
e˙ = − k1es + k−1c + k2c+kβu− kαe,
s˙ = − k1es + k−1c,
c˙ = k1es− k−1c − k2c,
p˙ = k2c,
(1.27)
mit den Anfangsbedingungen
u(0) = u0, s(0) = s0 und e(0) = c(0) = p(0) = 0.
Es wird angenommen, dass sich die Reaktion bezüglich des Komplexes C qua-
sistationär verhält; damit scheint die Anwendung des Ansatzes von Michaelis
und Menten sinnvoll zu sein. Wenn man das volle System (1.10) aus Kapitel 1.1
betrachtet, so folgt aus der Annahme c˙ = 0 auch e˙ = 0 und damit eine konstante
Enzymkonzentration. Im Unterschied zu der einfachen Variante liegt in diesem
Fall keine konstante Enzymkonzentration vor. Die Idee ist, die Reduktion aus Zeile
(1.16) zu betrachten und anstelle von e0 die sich verändernde Enzymkonzentration
e einzusetzen. Es ergibt sich folgendes System:
du
dt
= −kβu,
de
dt
= kβu− kαe, (1.28)
ds
dt
= − k2es
M + s
.
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Abbildung 1.6.: Illustration von System (1.28)
Illustration der Substratabnahme des Systems (1.27) im Vergleich zur „biologi-
schen“ Reduktion des Systems (1.28) in grün. Die linke Abbildung erfüllt mit
den Konstanten s0 = 1, u0 = 0, 1, M = 1 und kα = kβ ≈ ki die „klassische“
Bedingung u0  s0 der Michaelis-Menten-Reaktion. Die rechte Abbil-
dung scheint mit den Konstanten s0 = u0 = 0, 5, M = 10 und kα = kβ ≈ ki
eine bessere Reduktion zu sein.
In Abbildung 1.6 werden zwei numerische Beispiele gezeigt. Die „biologische“
Reduktion stellt offensichtlich höchstens teilweise eine geeignete Näherung der
gegebenen Situation dar. In Kapitel 3.1 werden wir dieses Reaktionssystem in
Beispiel (3.1.23) einer genaueren, mathematischen Analyse unterziehen.
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KAPITEL ZWEI
REDUKTIONSMETHODEN FÜR SYSTEME
CHEMISCHER REAKTIONEN
Das Ziel des Kapitels ist es, verschiedene Ansätze vorzustellen, bestimmte Diffe-
rentialgleichungssysteme, die zum Beispiel den Verlauf chemischer Reaktionen
beschreiben, durch Systeme zu vereinfachen, welche (näherungsweise) den gleichen
Sachverhalt beschreiben. Es geht demzufolge um die Reduktion der Dimension
eines Differentialgleichungssystems und den Nutzen, der daraus entsteht.
Die Basis bildet die Theorie von Tikhonov, die zur geometrischen singulären
Störungstheorie gehört, sowie jene von Fenichel. Beide sind sehr allgemein formu-
liert, ohne konkreten Bezug auf bestimmte Anwendungen. Fraser und Roussel
(bzw. Kaper und Kaper), wie auch Heinrich, Schauer und Stiefenhofer ha-
ben Ansätze entwickelt, die Theorie von Tikhonov und Fenichel für chemische
Systeme und deren Reduktion zu nutzen. Der Unterschied besteht hauptsächlich
in der Art und Weise, wie die chemischen Reaktionen interpretiert werden. Die
einen unterscheiden zwischen langsamen und schnellen Variablen und arbeiten
mit einer Trennung in Zeitskalen, die anderen unterscheiden zwischen langsamen
und schnellen Teilreaktionen. Beide Ansätze sind aus unterschiedlichen Gründen
nicht direkt auf chemische Systeme anwendbar bzw. für die Quasistationaritäts-
Annahme ungeeignet. In diesem Kapitel erfolgt zunächst eine Darstellung dieser
Ansätze; insbesondere in Kapitel 3 und 5 werden Alternativen vorgestellt, die noch
stärker chemisch motiviert sind und insbesondere für eine Quasistationaritäts-An-
nahme gut geeignet sind.
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§ 2.1
S I N G U L Ä R E S T Ö R U N G S T H E O R I E : T I K H O N O V
Bei Verhulst [Ver05] findet man ein einfaches, ausführliches Beispiel, welches
zeigt, wie die Näherung der Lösung einer Differentialgleichung berechnet werden
kann. Außerdem gibt dieses eine erste Idee zur Reduktion von Differentialglei-
chungssystemen und zur Theorie von Tikhonov. Als Motivation sehen wir uns
dieses eine Beispiel im Detail an:
2.1.1 Be i sp i el : Gegeben sei folgendes System:x˙ = x + y, x(0) = 1, (2.1)
εy˙ = 2x− y, y(0) = 4. (2.2)
Wir nehmen an, dass eine reguläre Entwicklung (vgl. Definition (A.9)) existiert
x(t) = x0(t) + εx1(t) + ε2 · · · , (2.3)
y(t) = y0(t) + εy1(t) + ε2 · · · , (2.4)
welche eine Lösung von System (2.1), (2.2) ist. Da die reguläre Entwicklung (2.3),
(2.4) eine Lösung des Systems ist, erhalten wir über das System (2.1), (2.2) Eigen-
schaften und konkrete Terme für die einzelnen Komponenten der Entwicklung:
x˙0 = x0 + y0, . . . , x˙n = xn + yn,
2x0 = −y0 und y˙0 = 2x1 − y1, . . . , y˙n−1 = 2xn − yn.
Aus y0 = 2x0 und x˙0 = x0 + y0 folgt x˙0 = 3x0. Mit der Anfangsbedingung für x
mit x(0) = 1 erhalten wir
x0(t) = e3t und y0(t) = 2e3t.
Betrachten wir die nachfolgende Bedingung, so lautet diese x˙1 = x1 + y1 und
y1 = 2x1 − y˙0 = 2x1 − 6e3t, und daraus folgt x˙1 = 3x1 − 6e3t. Als Lösung erhalten
wir für den nächsten Schritt:
x1(t) = Be3t − 6te3t und y1(t) = (2B− 6)e3t − 12te3t.
Da x0(0) = 1 = x(0), bestünde die Möglichkeit, x1(0) = 0 zu setzen und damit
B = 0. Dies lassen wir an dieser Stelle jedoch zunächst offen und sehen weiter. Die
Entwicklung sieht zu diesem Zeitpunkt wie folgt aus:
x(t) = e3t + ε(B− 6t)e3t + ε2 · · · , (2.5)
y(t) = 2e3t + ε(2B− 6− 12t)e3t + ε2 · · · . (2.6)
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Auf Grund von y(0) = 2 + ε(2B− 6) + ε2 · · · erwarten wir einen Grenzflächen-
sprung (vgl. Definition (A.10)) nahe bei t = 0, weil y(0) = 4. Diese reguläre
Entwicklung ist nicht in der Lage, die Lösung von (2.1) und (2.2), insbesondere in
der y-Koordinate, gut anzunähern. Die Lösung „springt“ von ihrem Anfangswert
in die Nähe der regulären Entwicklung.
Im nächsten Schritt subtrahieren wir die reguläre Entwicklung von x(t):
X(t) = x(t)− (x0(t) + εx1(t) + ε2 · · · ),
Y(t) = y(t)− (y0(t) + εy1(t) + ε2 · · · ).
Auf Grund der Linearität gilt:
X˙ = X +Y, X(0) = −εB + ε2 · · · ,
εY˙ = 2X−Y, Y(0) = 2+ ε(6− 2B) + ε2 · · · .
Zur genaueren Abbildung des Kurzzeitverhalten, insbesondere des Grenzflächen-
sprungs der y-Koordinate, führen wir eine lokale Zeitvariable ein: τ = tε . Damit
ändern sich die Gleichungen zu:
dX
dτ
= εX(τ) + εY(τ),
dY
dτ
= 2X(τ)−Y(τ).
Für X und Y stellen wir jetzt folgende Entwicklung auf
X(τ) = α0(τ) + εα1(τ) + ε2 · · · ,
Y(τ) = β0(τ) + εβ1(τ) + ε2 · · · .
Über die Auswertung von ddτX(τ) und
d
dτY(τ) erhalten wir für die niederen
Ordnungen
d
dτ
α0(τ) = 0,
d
dτ
β0(τ) = 2α0 − β0, α0(0) = 0, β0(0) = 2,
so dass zunächst α0(τ) = konstant gilt. Aus den Anpassungsregeln
lim
τ→+∞ αn(τ) = 0, limτ→+∞ βn(τ) = 0, n ∈N0
folgt α0(τ) = 0, was mit der Anfangsbedingung α0(0) = 0 übereinstimmt. Damit
folgt weiter β0(τ) = Ae−τ und mit der Anfangswertbedingung β0(τ) = 2e−τ, was
auch zu den Anpassungsregeln passt. Die nächste Ordnung liefert
d
dτ
α1(τ) = α0 + β0,
d
dτ
β1(τ) = 2α1 − β1,
α1(0) = −B, β1(0) = 6− 2B.
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Durch Lösen der Gleichung unter Verwendung der Anpassungsregeln und den
Anfangswertbedingungen erhalten wir B = 2 und
α1(τ) = −2e−τ, β1(τ) = −4τe−τ + 2e−τ.
Für das Ausgangsproblem (2.1), (2.2) erhalten wir dann
x(t) = e3t + ε
(
2ε3t − 2e−t/ε − 6te3te3t
)
+ ε2 · · · , (2.7)
y(t) = 2e−t/ε + 2e3t + ε
(
−4t
ε
e−t/ε + 2e−t/ε − (2+ 12t)e3t
)
+ ε2 · · · . (2.8)
Dabei wird der größte Anteil des Grenzflächensprungs von β0(τ) ausgeführt.
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Abbildung 2.1.: Illustration von Beispiel (2.1.1)
Die Abbildung zeigt das Verhalten der Lösung aus Beispiel (2.1.1) von (2.1)
und (2.2) (durchgezogen), die Näherung aus Zeile (2.7) und (2.8) mit Termen
bis zum Grad ε1 (gestrichelt), die Mannigfaltigkeit für ε = 0 (rot) sowie die
reguläre Entwicklung aus Zeile (2.5) und (2.6) mit B = 0 bis Grad ε1 (grün).
In der linken Abbildung ist ε = 0, 05, in der rechten Abbildung ist ε = 0, 01.
Wenn wir uns die Zeitskalen in dem Beispiel der rechten Abbildung 2.1 ansehen,
so ist die Zeit, in der sich y sehr schnell verändert und x fast gar nicht, etwa
0 6 t 6 0, 02. Die Zeit, in der sich y um den gleichen Wert verändert wie in diesem
ersten Zeitintervall, ist etwa zehnmal so groß (circa 0, 02 6 t 6 0, 22). In dieser Zeit
verändert sich dann auch x und dies etwa genauso stark wie y.
Zum einen wird sichtbar, dass die genäherte Lösung (2.7), (2.8) für ein kleines ε
schon bis zur zweiten Entwicklungsordnung sehr gute Ergebnisse liefert. Außer-
dem sehen wir, dass die Lösung der Mannigfaltigkeit M0 = {(x, y) ∈ R2| y = 2x}
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(vgl. Zeile (2.18)) für ein kleines ε sehr nahe kommt. Dass dies kein Zufall ist, wird
im folgenden Theorem begründet. 
Wir betrachten das Theorem von Tikhonov im autonomen Fall. Dieses beschreibt
das Verhalten einer Lösung eines bestimmten Anfangswertproblems unter gewissen
Voraussetzungen. Es liefert einen Teil der Theorie für das Verhalten in Beispiel
(2.1.1).
2.1.2 Theorem : Betrachten wir das Anfangswertproblem
x˙ = f (x, y) + ε · · · , x(0) = x0, x ∈ D ⊂ Rn, t > 0, (2.9)
εy˙ = g(x, y) + ε · · · , y(0) = y0, y ∈ G ⊂ Rm. (2.10)
f und g seien dabei ausreichend glatte Funktionen in x und y. „· · · “ steht für
Terme höherer Ordnung (glatt) in ε.
(a) Wir nehmen an, dass eine eindeutige Lösung des Anfangswertproblems exis-
tiert, und weiter nehmen wir an, dass dies auch für das reduzierte System
gilt:
x˙ = f (x, y), x(0) = x0,
0 = g(x, y),
mit Lösungen x˜(t), y˜(t).
(b) Angenommen, 0 = g(x, y) wird durch y˜ = ϕ(x) gelöst, wobei ϕ(x) stetig und
isolierte Nullstelle ist. Dann soll y˜ = ϕ(x) eine asymptotisch stabile Lösung
der Gleichung
dy
dt
= g(x, y)
sein, welche in dem Parameter x konstant ist (x ∈ D).
(c) y(0) ist im Fall des Parameterwerts x = x(0) in einer inneren Teilmenge des
Einzugsgebietes von y˜ = ϕ(x) enthalten.
Dann gilt für die Lösungen xε(t) von (2.9) und yε(t) von (2.10)
lim
ε→0
xε(t) = x˜(t), 0 6 t 6 L,
lim
ε→0
yε(t) = y˜(t), 0 < d 6 t 6 L,
mit Konstanten d und L, die unabhängig von ε sind. 
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Eine innere Teilmenge eines Gebiets ist eine Teilmenge, deren Punkte einen positi-
ven Abstand zum Rand des Gebiets haben, welcher unabhängig von ε ist.
In Bedingung (b) ist die Idee, dass während einer schnellen Bewegung der Variablen
y die kleinen Veränderungen von x vernachlässigbar sind, solange die Stabilität
für feste Werte bleibt.
Asymptotische Entwicklungen (siehe Anhang A) basieren häufig auf dem Theorem
von Tikhonov und der zusätzlichen Bedingung
Re Sp gy(x, y˜) 6 −µ < 0, x ∈ D,
wobei Re Sp der Realteil des Spektrums (Menge der parameterabhängigen Eigen-
werte der Matrix) ist. Diese Bedingung garantiert, dass y˜ = ϕ(x) in der linearen
Approximation asymptotisch stabil ist.
2.1.3 Bemerkung : Da wir chemische Systeme untersuchen, können wirim Folgenden davon ausgehen, dass D und G aus den Zeilen (2.9)
und (2.10) für die uns interessierenden Systeme kompakte Mengen sind. Dies ist
für Resultate von Fenichel von Vorteil (vgl. [Ver05] und Kapitel 2.2).
Unter gewissen Voraussetzungen wird für chemische Systeme von Bothe in [Bot03]
gezeigt, dass die Lösung auf jedem kompakten Teilintervall von (0,∞) im Grenzfall
gegen die dort zugehörige Lösung der Reduktion konvergiert. 
2.1.4 Bemerkung : Differentialgleichungssystem von chemischen Reak-tionen liegen, wenn überhaupt, in folgender Form vor:
x˙ = ε f (x, y) + ε2 · · · ,
y˙ = g(x, y) + ε · · · .
Für die Anwendung von Tikhonovs Theorem benötigt man ein Differentialglei-
chungssystem der Gestalt
x˙ = f (x, y) + ε · · · ,
εy˙ = g(x, y) + ε · · · ,
welches man über eine Zeittransformation wie folgt erhält:
Zunächst gehen wir von dem System
dx
dt
= ε f (x(t), y(t)),
dy
dt
= g(x(t), y(t)),
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aus und definieren die neue Zeiteinheit τ := α · t. Damit gilt
dx(t(τ))
dτ
=
dx(t)
dt
dt(τ)
dτ
=
1
α
dx(t)
dt
,
und wir erhalten das System:
dx(τ)
dτ
=
1
α
dx(t)
dt
=
ε
α
f (x(τ), y(τ)),
dy(τ)
dτ
=
1
α
dy(t)
dt
=
1
α
g(x(τ), y(τ)).
Wir definieren speziell α := ε und erhalten:
dx(τ)
dτ
= f (x(τ), y(τ)),
ε · dy(τ)
dτ
= g(x(τ), y(τ)).
Allgemeiner gehen wir nun davon aus, dass uns ein System der Art
x˙ = ε f0(x, y) + ε2 f1(x, y) + · · · ,
y˙ = g0(x, y) + ε g1(x, y) + · · · , (2.11)
vorliegt. Mit τ := ε · t folgt
x′ = f0(x, y) + ε f1(x, y) + · · · ,
ε · y′ = g0(x, y) + εg1(x, y) + · · · , (2.12)
wobei ′ für die Differentiation nach τ steht.
Die Zeit t von System (2.11) definiert die Zeitskala, in der sich die „schnelle
Variable“ y stärker verändert als x. Sie ist für die Betrachtung von Kurzzeit-
Effekten geeignet. Für die Untersuchung des Langzeitverhaltens ist System (2.12)
passender. 
Wie kann Tikhonovs Theorem nun eine Anwendung zur Bestimmung von appro-
ximativen Lösungen finden?
Wir wissen nichts über die Größe der Grenzfläche (Parameter d des Theorems)
oder die Zeit, die zunächst das Anfangsverhalten und später das relativ „langsame“
Verhalten beschreibt. In der einfachen Folgereaktion des Beispiels (1.1.3) aus Kapitel
1.1 können wir das Theorem anwenden und sogar d und L konkret bestimmen:
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Abbildung 2.2.: Illustration zu Beispiel (2.1.5)
Die Abbildung zeigt das Verhalten der Lösung bε(τ) aus Beispiel (2.1.5) für
ε = 0, 1 und a0 = 1, b0 = 0 links bzw. a0 = 0, 7, b0 = 0, 3 rechts. Die
Mannigfaltigkeit M0 (vgl. Zeile (2.18)) wird hier in grün durch b˜(τ) = 0
gegeben.
2.1.5 Be i sp i el : Zur Erinnerung: Wir betrachten die Reaktion
A
kA−→ B kB−→ C
und wollen von einem quasistationären Verlauf bezüglich B ausgehen. Als notwen-
dige Voraussetzung hatten die Untersuchungen aus Beispiel (1.1.3) ergeben, dass
kB  kA gelten muss. In diesem Beispiel ist es ausreichend, die Konzentrationsän-
derungen von A und B zu betrachten, da die Änderung von C nur von A und B
abhängt. Wir betrachten demzufolge mit ε := kA/kB
da
dt = − ε kB · a,
db
dt = ε kB · a − kB · b,
oder mit der Zeittransformation τ = ε · t (vgl. Bemerkung (2.1.4))
da
dτ = − kB · a,
ε dbdτ = ε kB · a − kB · b.
Mit der Anfangsbedingung
a(0) = a0 > 0 und b(0) = b0 > 0
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erhalten wir die folgenden Konzentrationsänderungen mit der Zeit für ε = 0:
a˜(τ) = a0 · e−kBτ,
b˜(τ) = 0,
und für ε 6= 0:
aε(τ) = a0 · e−kBτ,
bε(τ) = b0 · e−kBτ/ε + a0 · ε1− ε
(
e−kBτ − e−kBτ/ε
)
.
Dieses System erfüllt die Bedingungen aus Theorem (2.1.2):
(a) ist erfüllt, da wir konkrete, eindeutige Lösungen angeben können. (b) und
(c) sind mit b˜ = 0 auch erfüllt. Die Aussage des Theorems kann auf Grund der
vorhandenen expliziten Lösungen direkt überprüft werden, und die Konstanten d
und L können bestimmt werden. Es gilt
aε(τ) = a˜(τ) für alle τ > 0 und jedes ε,
lim
ε→0
bε(τ) = 0 für alle τ > 0,
und damit
lim
ε→0
aε(τ) = a˜(τ), 0 6 τ,
lim
ε→0
bε(τ) = b˜(τ), d 6 τ,
wobei d > 0 beliebig und L = ∞. 
Wir zitieren das Theorem von O‘Malley-Vasil‘eva, die eine Lösung als asymptoti-
sche Entwicklung angeben und dabei mehrere Zeitskalen verwenden, wie es auch
in unserem Beispiel (2.1.1) der Fall war.
2.1.6 Theorem : Betrachten wir das Anfangswertproblem in R
n ×Rm ×
R+
x˙ = f (x, y, ε), x(0) = x0, x ∈ D ⊂ Rn, t > 0,
εy˙ = g(x, y, ε), y(0) = y0, y ∈ G ⊂ Rm,
wobei f , g in ganzen Potenzen von ε geschrieben werden können. Angenommen,
die Voraussetzungen von Tikhonov (2.1.2) werden erfüllt und weiter gelte für die
Lösung der reduzierten Gleichung 0 = g(x, y˜, 0), y˜ = ϕ(x)
Re Sp gy(x, y˜) 6 −µ < 0, x ∈ D.
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Dann haben wir für t ∈ [0, L], x ∈ D, y ∈ G die asymptotische Entwicklung:
xε(t) =
m
∑
n=0
εnan(t) +
m
∑
n=1
εnαn
(
t
ε
)
+ O(εm+1),
yε(t) =
m
∑
n=0
εnbn(t) +
m
∑
n=0
εnβn
(
t
ε
)
+ O(εm+1).
(L ist normalerweise O(1), es gibt aber auch Fälle, in denen L→ ∞.) 
§ 2.2
A N S AT Z V O N F R A S E R & R O U S S E L
( N A C H K A P E R & K A P E R)
Kaper und Kaper stellen in [KK02] zwei verschiedene Methoden vor, Differenti-
algleichungssysteme chemischer Reaktionen zu reduzieren. Wir wollen hier den
Schwerpunkt auf die Darstellung der iterativen Methode von Fraser und Roussel
[RF90] legen.
Kaper und Kaper gehen in [KK02] davon aus, dass sich die Konzentrationen der
Reaktionen auf zwei gut voneinander unterscheidbaren Zeitskalen entwickeln.
Die sich langsam verändernden Konzentrationen werden durch den Vektor y
beschrieben, die anderen durch den Vektor z. Was bedeutet es, langsame oder
schnelle Komponente zu sein? Eine Vorstellung, die dahinter stehen kann, ist, dass
sich die schnelle Komponente in einer vergleichsweise kurzen Zeit (bezogen auf
die gesamte Reaktionszeit) sehr schnell verändert, während sich die langsame
Komponente in dieser Zeit kaum verändert. Ganz glücklich ist die Formulierung
von schnellen und langsamen Komponenten jedoch nicht, und wie wir sehen
werden, gibt es auch andere Ansätze. Der erste Vektor habe m Komponenten, der
letztere n, wobei (m, n > 1). Die Trennung in Zeitskalen wird durch ε gemessen,
ein beliebig kleiner, positiver Parameter. Der Reaktionsmechanismus soll durch
folgendes Differentialgleichungssystem modelliert sein:
y˙ = f (y, z, ε),
εz˙ = g(y, z, ε).
(2.13)
Die Unbekannten y und z sind Funktionen von t mit Werten im Rm bzw. Rn.
Weiter setzen Kaper und Kaper voraus, dass f und g analytische Funktionen mit
Werten im Rm bzw. Rn sind und sie selber, wie auch ihre Ableitungen, in jeder
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Komponente von Ordnung O(1) sind für ε ↓ 0. Sie gehen demzufolge von einem
System in „Tikhonov-Gestalt“ aus.
Eine Interpretation kann zum Beispiel in Richtung eines schnellen oder eines
langsamen Systems vorgenommen werden. Die beiden Systeme sind solange
äquivalent wie ε > 0, für ε ↓ 0 differiert der Grenzwert. Das in (2.13) vorgestellte
System wird häufig „langsames System“ genannt, da man es aus dem „schnellen
System“ (2.14) durch eine Umparametrisierung der Zeit erhält (siehe dazu auch
Bemerkung (2.1.4)). Ist t die Zeiteinheit von System (2.14), so lautet die Zeiteinheit
von System (2.13): τ = t/ε.
y′ = ε f (y, z, ε),
z′ = g(y, z, ε). (2.14)
Dieses reduziert sich für ε = 0 zu:
y′ = 0, (2.15)
z′ = g(y, z, 0). (2.16)
Für uns ist jedoch das „langsame System“ von größerem Interesse, dieses reduziert
sich für ε = 0 zu (vgl. reduziertes System von Tikhonov aus Theorem (2.1.2)):
y˙ = f (y, z, 0), g(y, z, 0) = 0.
Dabei beschreibt die erste Gleichung die Veränderung der langsamen Variablen
y, die zweite Gleichung ist eine algebraische Bedingung, welche die Bewegung
zwingt, auf der Nullstellenmenge von g stattzufinden.
Besonderes Interesse haben wir an der Situation, in der die Nullstellenmenge von
g (lokal) durch den Graphen einer Funktion repräsentiert wird. Das heißt, wir
nehmen an, dass es eine eindeutige Funktion h0 gibt, welche auf der kompakten
Definitionsmenge K = [0, Y]m im Rm definiert ist, so dass
g(y, h0(y), 0) = 0, für alle y ∈ K. (2.17)
h0 kann lokal mit Hilfe des Satzes über implizite Funktionen [Kri04] bestimmt
werden, solange
Dz(g)(y, h0(y), 0) 6= 0 für alle y ∈ K
gilt. Die Nullstellenmenge von g definiert somit eine Mannigfaltigkeit M0 in der
Phasenebene
M0 = {(y, z)t ∈ Rm+n | z = h0(y), y ∈ K}, (2.18)
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auf welche die Bewegung des reduzierten Systems
y˙ = f (y, h0(y), 0)
begrenzt ist.
Unter der Voraussetzung, dass die Eigenwerte von Dzg(y, h0(y), 0) alle negative
Realteile haben und eine stetige, globale Funktion h0(y) für den ganzen Definiti-
onsbereich existiert (möglicherweise aus lokalen Funktionen zusammengesetzt),
finden wir bei Kaper und Kaper [KK02] (S.70f) noch weitere Ergebnisse der
asymptotischen Theorie von Fenichel:
Sind y und z zusätzlich auf kompakte Mengen D und G beschränkt (vgl. [Ver05]),
garantiert diese Theorie von Fenichel, wenn ε eine ausreichend kleine, positive
Konstante ist, die Existenz einer slow manifold Mε, die invariant für die Dynamik
des Systems (2.13) oder aber auch (2.14) ist. Dabei hat Mε die gleiche Dimension
wie M0 und liegt in O(ε)-Nähe von M0. Alle Lösungen, die in der Nähe liegen, ver-
laufen exponentiell schnell auf Mε zu, und das Langzeitverhalten kann durch eine
zugehörige Lösung auf Mε selber bestimmt werden. Die Mannigfaltigkeit Mε ist
normalerweise nicht eindeutig bestimmt, typisch ist eine Familie, alle exponentiell
nahe beieinander. Wir halten hier, unter den oben genannten Voraussetzungen,
insbesondere das folgende Resultat von Fenichel fest:
2.2.1 Theorem : Für ein genügend kleines ε > 0 gibt es eine Funktion hε,die auf K definiert ist, so dass der Graph
Mε = {(y, z)t ∈ Rm+n| z = hε(y), y ∈ K}
lokal invariant ist unter der Dynamik von (2.14). 
2.2.2 Bemerkung : Eine genauere Beschreibung der Funktion hε folgtin Lemma (2.2.4), indem z anstelle von hε als Potenzreihe entwickelt
wird. Für Fraser und Roussel ist die Existenz von Mε für die Entwicklung ihrer
iterativen Methode entscheidend. 
2.2.3 Bemerkung : Der Begriff der slow manifold wird in unserem Zu-sammenhang von Autoren unterschiedlich belegt. Er wird sowohl für
die invariante Mannigfaltigkeit Mε als auch für die Mannigfaltigkeit M0 aus Zeile
(2.18) verwendet. Wenn Mε existiert, ist M0 eine Approximation erster Ordnung
von Mε. Die Mannigfaltigkeit M0 kann auch implizit aufgefasst werden. Sind y
und z auf kompakte Mengen D und G beschränkt, so lautet sie
M0 = {(y, z)t| g(y, z, 0) = 0, y ∈ D, z ∈ G}. (2.19)
Insbesondere in Kapitel 5 bezeichnen wir M0 als slow manifold. 
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Das allgemeine methodische Vorgehen von Fraser und Roussel stellen Kaper
und Kaper in [KK02] auf den Seiten 80 bis 84 zusammenfassend dar. Die iterative
Methode von Fraser und Roussel wurde zunächst für planare „schnell-langsam
Systeme“ entwickelt, die in der schnellen Variable linear sind. An diesem einfachen
System stellen wir zunächst das Vorgehen dar:
y˙ = f1(y, ε)z + f2(y, ε),
εz˙ = g1(y, ε)z + g2(y, ε).
Dabei sind y und z skalarwertige Funktionen der Zeit. In diesem Fall ist die slow
manifold eine Kurve in der Phasenebene.
Auf jeder Lösungsbahn z = z(y, ε) gilt in der Phasenebene die Identität z˙ = zyy˙
(Umparametrisierung) oder ausgedrückt durch die Funktionen f und g
εzy( f1z + f2) = g1z + g2.
Diese Gleichung ist bekannt als Invarianz-Gleichung. Aufgelöst nach z in Abhängig-
keit von y und zy erhalten wir
z =
−g2 + ε f2zy
g1 − ε f1zy .
Diese Gleichung gilt insbesondere für Lösungsbahnen, die auf invarianten Man-
nigfaltigkeiten des Systems verlaufen. Die Gleichung hat Fraser zur iterativen
Approximation der slow manifold genutzt. Die Iteration produziert, wenn wir von
einer Startfunktion ϕ(0) ausgehen, eine Folge von Funktionen {ϕ(l)| l ∈ N} mit
der Definition
ϕ(l) =
−g2 + ε f2ϕ(l−1)y
g1 − ε f1ϕ(l−1)y
.
Unter geeigneten Bedingungen nähert sich die Folge {ϕl| l ∈N} dem gesuchten
z(y, ε) für l gegen ∞ an. Der Algorithmus generiert sukzessiv eine Näherung der
slow manifold. Kaper und Kaper präzisieren nicht, welches geeignete Bedingun-
gen sind. Die Idee, die sich hinter diesem Ansatz verbirgt, ist eine Fixpunktiteration,
welche etwa unter den Voraussetzungen des Banach’schen Fixpunktsatzes kon-
vergiert. Bei chemischen Reaktionen, die auf einer kompakten Menge definiert
sind und deren sie definierende Funktionen beliebig oft stetig differenzierbar sind,
sollten die Voraussetzungen von Banach durch die Wahl der Größe von ε erfüllbar
sein:
ε
∣∣ϕy − ϕ˜y∣∣ ∣∣∣∣ g2 f1 − g1 f2(g1 − ε f1ϕy)(g1 − ε f1 ϕ˜y)
∣∣∣∣ 6 ξ |ϕ− ϕ˜| .
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ξ ist dabei eine von (y, ε) unabhängige Konstante zwischen 0 und 1. Der Nenner ist
im allgemeinen schlecht kontrollierbar und muss im Definitionsbereich ungleich 0
sein.
Diese iterative Prozedur kann auf den allgemeinen Fall (2.13) übertragen werden.
Die Invarianz-Gleichung lautet, da eine entsprechende Umparametrisierung wieder
für jede Kurve z = z(y, ε) mit der Identität z˙ = Dyz · y˙ möglich ist, dann
ε(Dyz)(y, ε) f (y, z(y, ε), ε) = g(y, z(y, ε), ε) (2.20)
für jede Kurve z = z(y, ε) in der Phasenebene. Die allgemeinere Folge {ϕ(l)| l ∈N}
kann dann mit Startwert ϕ(0) durch das Lösen von
ε(Dyϕ
(l−1)
y )(y, ε) f (y, ϕ
(l)
y (y, ε), ε) = g(y, ϕ
(l)
y (y, ε), ε) (2.21)
erhalten werden. Die Folge {ϕ(l)| l ∈N} nähert sich, unter geeigneten Vorausset-
zungen (siehe oben), z(y, ε) für l gegen ∞.
Zu beachten ist, dass die letzte Gleichung auf eine implizite Definition von ϕ(l)
hinausläuft, es sei denn, f und g sind beide in der schnellen Variable z linear, wie
am Anfang diskutiert.
Die Invarianz-Gleichung (2.20) zum System (2.13) erlaubt eine asymptotische
Lösung (vgl. Anhang A) in Form einer Potenzreihenentwicklung. Diese wird in
Lemma 7.1, Seite 81, bei [KK02] vorgestellt und dort eher knapp bewiesen. Eine
ausführliche Darstellung wird in Anhang B geliefert.
2.2.4 Lemma : Die Potenzreihenentwicklung lautet
z(y, ε) = z(0)(y) + εz(1)(y) + · · · für ε ↓ 0 , (2.22)
wobei z(0) = h0 aus Zeile (2.18) und die Funktionen z(l) : K → Rn für l ∈N schritt-
weise aus Zeile (2.23) bestimmt werden. Insbesondere lauten die Gleichungen, aus
denen z(1) und z(2) bestimmt werden
(Dzg)z(1) = (Dz(0)) f − gε,
(Dzg)z(2) = (Dz(1)) f + (Dz(0))((Dz f )z(1) + fε)− 12(D
2
z g)(z
(1), z(1))
−(Dzgε)z(1) − 12 gεε,
wobei f und g und deren Ableitungen im Punkt (y, z(0)(y), 0) ausgewertet werden.
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Allgemein kann z(l) aus Zeile (2.23) iterativ berechnet werden.
(Dzg)z(l) =
l−1
∑
i=0
(Dz(i)) f (l−1−i) −
l
∑
j=2
1
j! ∑|i|=l
(Djzg)(z(i1), . . . , z(ij))
−
l−1
∑
k=1
1
k!
l−k
∑
j=1
1
j! ∑|i|=l−k
(Djz(∂kεg))(z
(i1), . . . , z(ij))− 1
l!
(∂lεg) (2.23)

In Kapitel (3.3) werden wir die Methode von Fraser und Roussel in einem anderen
Zusammenhang noch einmal aufgreifen beziehungsweise ihr Ergebnis auf andere,
erweiterte Weise herleiten.
In Theorem 7.1 auf Seite 83 bei [RF01] wird die Güte der Approximation der ϕ(l)
durch die z(l) festgehalten. Dieses wollen wir ohne Beweis angeben.
2.2.5 Theorem : Seien ϕ
(l) und z(l) für l ∈ N rekursiv definiert durch
Gleichung (2.21) beziehungsweise (2.23). Wenn ϕ(0) = z(0) = h0, dann
gilt für alle l ∈N
ϕ(l)(y, ε) =
l
∑
i=0
εiz(i)(y) + O(εl+1). (2.24)

Ein Vergleich des Theorems (2.2.5) mit dem Theorem von Fenichel (2.2.1) liefert:
2.2.6 Korollar : Mit der iterativen Methode von Fraser und Rousselerhält man eine asymptotische Approximation der slow manifold Mε,
die sich Mε sukzessiv um eine nächsthöhere Ordnung annähert. Beginnt man mit
ϕ(0) = h0, erhält man durch die l-te Anwendung der iterativen Prozedur eine
Approximation ϕ(l), für die gilt
ϕ(l) =
l
∑
i=0
εih(i) + O(εl+1), (2.25)
wobei die Funktionen h(i) die Koeffizienten der asymptotischen Entwicklung von
Mε aus Theorem (2.2.1) bzw. Bemerkung (2.2.2) sind. 
Anhand der Reaktion von Michaelis und Menten wollen wir uns die Iteration
von Fraser und Roussel konkret veranschaulichen (siehe auch [RF01]).
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2.2.7 Be i sp iel : Gegeben sei das Differentialgleichungssystem (1.11),(1.12) aus Kapitel 1.1:
s˙ = −k1e0s + (k1s + k−1)c,
c˙ = k1e0s− (k1s + k−1 + k2)c.
Mit Hilfe der Transformation und M := (k−1 + k2)/k1 (vgl. Zeile (1.13)),
τ = k1e0t, y =
s
M
, z =
c
e0
, ε =
e0
M
, η =
k2
k−1 + k2
erhalten wir das neue System
y˙ = (1− η + y) z− y,
εz˙ = −(1+ y) z + y,
welches für ε > 0 äquivalent zu dem vorherigen System ist. Wenden wir nun die
Iteration aus Lemma (2.2.4) an, so erhalten wir als Näherung der slow manifold
Mε:
z(y, ε) = z(0)(y) + εz(1)(y) + ε2z(2)(y)
mit
z(0)(y) =
y
y + 1
,
z(1)(y) = η
y
(y + 1)4
,
z(2)(y) = η
y (2η − 3yη − y− 1)
(y + 1)7
.
Dabei entspricht z(0)(y) der „klassischen“ Quasistationaritäts-Annahme c˙ = 0 aus
Kapitel 1.1. 
2.2.8 Bemerkung : Vor Lemma (2.2.4) haben wir das mögliche Problemder Konvergenz der Iteration angesprochen. Fraser und Roussel
untersuchen in [RF01] diese für das Beispiel aus (2.2.7) und erhalten zumindest
für einen geeigneten Startwert z(0), der nicht unbedingt mit dem im Beispiel
übereinstimmt, die Konvergenz der Iteration. 
§ 2.3
S C H AU E R & H E I N R I C H U N D S T I E F E N H O F E R
Schauer und Heinrich stellen in dem Artikel [SH83] einen Ansatz vor, wie
die mathematische Modellierung von biochemischen Reaktionsnetzwerken in
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Verbindung mit einer quasistationären Approximation betrachtet werden kann.
Dies soll dazu führen, die Anzahl der dynamischen Variablen sowie die der
Parameter zu verringern, um so das System zu vereinfachen.
Die Idee von Schauer und Heinrich ist in [SH83] jene, die zu betrachtende Re-
aktion in schnelle und langsame Teilreaktionen zu untergliedern. Dies entspricht
nicht der Vorstellung von schnellen und langsamen Variablen (wie bei Fraser und
Roussel) und somit auch nicht der klassischen, chemischen Quasistationaritäts-
Annahme (siehe (1.1.1)). Schauer und Heinrich nehmen an, dass ein Teil der
Reaktionen sehr schnell, der andere Teil der Reaktionen wesentlich langsamer ab-
läuft. Handelt es sich um reversible, schnell ablaufende Teilreaktionen, so stellt sich
das Gleichgewicht dieser Reaktionen ein, während die anderen Reaktionen nahezu
noch am Anfang ihres Ablaufs stehen. Schauer und Heinrich beabsichtigen, die
Dimension des zugehörigen Differentialgleichungssystems zu verringern. Das re-
duzierte System beschreibt die Bewegung auf einer Untermannigfaltigkeit, welche
durch den Gleichgewichtszustand der schnellen Reaktionen bestimmt wird. Es han-
delt sich bei dem Ansatz um eine Anwendung des Theorems von Tikhonov (2.1.2),
wobei zunächst eine Transformation des gegebenen Differentialgleichungssystem
durchgeführt werden muss.
Wir möchten hier nun die für uns interessanten Aspekte des theoretischen Ansat-
zes von Schauer und Heinrich aus [SH83] vorstellen. Konkret gehen Schauer
und Heinrich davon aus, dass die Bildung eines Enzym-Substrat-Komplexes im
Vergleich zur Produktbildung generell sehr schnell ist. Diese Aussage werden wir
in Beispiel (2.3.3), anhand der enzymkatalysierten Reaktion von Michaelis und
Menten, illustrieren.
Die Konzentrationen der reagierenden Substanzen werden mit xi bezeichnet und
im Vektor X = (x1, . . . , xn) zusammengefasst. Nach der Einteilung in schnelle und
langsame Reaktionen erhalten Schauer und Heinrich das folgende Differential-
gleichungssystem
dX
dt
= RV(X) + SW(X), (2.26)
wobei R und S die Stöchiometrie, V(X) die Geschwindigkeit der langsamen
Reaktionen und W(X) die der schnellen Reaktionen beschreiben. Dabei teilen sie
das System in s langsame und p schnelle Reaktionen auf, wobei s, p > 1. Eine
langsame (bzw. schnelle) (Teil-)Reaktion besteht bei ihnen stets aus Hin- und
Rückreaktionsanteil, sofern es sich um einen Gleichgewichtsschritt in der vollen
Reaktion handelt.
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Unter der Bedingung, dass der Unterschied zwischen den schnellen und langsa-
men Reaktionszeiten nur von den Unterschieden der Geschwindigkeitskonstanten
k+j (Hinreaktionen) und k
−
j (Rückreaktionen) abhängt, erhalten Schauer und Hein-
rich ebenso unterschiedliche Größen der langsamen Flussraten vi und schnellen
Flussraten wj in einem großen Teil des Zustandsraums, das heißt |wj(X)|  |vi(X)|
für alle i, j. Es handelt sich um eine örtlich und zeitlich lokale Untersuchung. Es
wird zum Beispiel vernachlässigt, dass Unterschiede der Reaktionsgeschwindigkei-
ten in Teilen der Reaktion auch durch stark differierende Ausgangskonzentrationen
einzelner Substanzen zustande kommen können. Schauer und Heinrich vernach-
lässigen solche Einflussfaktoren und transformieren Gleichung (2.26) in
dX
dt
= RV(X) +
1
µ
SW˜(X), (2.27)
wobei µ 1 und |w˜j(X)| ∼= |vi(X)| für alle i, j gelten soll. Der Grenzprozess µ→ 0
korrespondiert zu einer stärkeren Separation der Reaktionszeiten des schnellen und
langsamen Prozesses. Im Grenzfall befinden sich die schnellen Reaktionsanteile
direkt im Gleichgewicht. µ ist bei Schauer und Heinrich eine dimensionslose
Konstante, die in keinem direkten Zusammenhang mit Reaktionskonstanten steht
und deren Wahl nicht weiter erläutert wird.
2.3.1 Bemerkung : Das folgende Reduktionsargument beruht auf‖W(X)‖  ‖V(X)‖,
was durch die stärkere Bedingung |wj(X)|  |vi(X)| für alle i, j erfüllt wird. 
Schauer und Heinrich nehmen nun an, die Lösung von (2.27) als Potenzreihe
ansetzen zu können:
X(t, µ) = X(0) + µX(1) + µ2X(2) + · · ·+ µnX(n) + · · · .
Setzen wir diese in Gleichung (2.27) ein, vergleichen die linken und rechten Seiten
für die Faktoren von µ−1 und µ0, so erhalten wir
0 = SW(X(0)) (2.28)
und
dX(0)
dt
= RV(X(0)) + S
∂W
∂X
∣∣∣∣
X(0)
X(1). (2.29)
Normalerweise ist die Gleichung (2.28) unterbestimmt in Bezug auf die n vorhan-
denen Konzentrationskomponenten. Die Anzahl r der impliziten Funktionen, die
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durch Gleichung (2.28) gegeben werden, stimmt mit dem Rang der Jacobi-Matrix
überein
r = Rang
(
S
∂W
∂X
)
.
Um den Vektor X in n− r unabhängige und r abhängige Variablen x(u)j und x(d)i
zu unterteilen, werten wir Gleichung (2.28) aus. Nach einer Umsortierung können
wir den Vektor X als
X =
 X(d)−−−
X(u)

schreiben. Von Schauer und Heinrich werden die r expliziten, algebraischen
Beziehungen
x(d)i = gi(X
(u)), i = 1, . . . , r, zusammengefasst zu X(d) = G(X(u)), (2.30)
Gleichgewichtsbeziehungen des schnellen Untersystems genannt. Sie erfüllen auf-
grund ihrer Definition die Gleichung (2.28). Die n− r unbestimmten Komponenten
x(u)i des Vektors X
(0) werden mit Gleichung (2.29) bestimmt. Ein Ziel von Heinrich
und Schauer ist es, das ursprüngliche System (2.26) aufgrund der Eigenschaften
(2.28) und (2.29) auf die Dimension n− r zu reduzieren. X(0) soll dabei die Lösung
dieses reduzierten Systems sein. Schauer und Heinrich halten fest, dass eine ein-
deutige Bestimmung der Komponenten von X(0) nur dann möglich ist, wenn der
Rang von S mit dem von S ∂W∂X identisch ist (siehe [SH83], Seite 161). Dies ist dann
der Fall, wenn das schnelle Untersystem ausschließlich aus reversiblen Reaktionen
besteht ([SH83], Seite 162). Dies garantiert weiter, dass das schnelle Untersystem
für alle positiven Werte der unabhängigen Variablen dynamisch stabil ist ([SH83],
Seite 169). Unter dieser Voraussetzung gibt es genau n − r linear unabhängige
Lösungen der Gleichung
(a1, . . . , an)S = 0,
wobei a1, . . . , an ∈ R. Die n − r Gleichungen als Matrixgleichung geschrieben
lauten dann:
A · S = 0, wobei A ∈ Zn−r×n und Rang (A) = n− r.
Die letzte Zeile ist demzufolge eine Erste-Integral-Bedingung des schnellen Unter-
systems. Über diese definieren wir neue Variablen y1, . . . , yn−r wie folgt
Y = A · X, (2.31)
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welche auch Poolvariablen genannt werden. Nach Anwendung dieser linearen
Transformation auf das System (2.29) und damit auf X(0) ergibt sich
dY
dt
= ARV(X(0)). (2.32)
Das reduzierte System erhalten wir nach Schauer und Heinrich über die Kombi-
nation der Gleichungen (2.30) - (2.32). Die Ableitung der Poolvariablen kann wie
folgt bestimmt werden
Y = A
G(X(u))−−−
X(u)
 ⇒ dY
dt
= A
 ∂G∂X(u)−−−
En−r
 dX(u)dt = T dX(u)dt . (2.33)
Nun erhalten wir
dX(u)
dt
= T−1ARV(G(X(u)), X(u)). (2.34)
Dieses ist nun die „neue“ Änderung der Konzentrationen X(u) mit der Zeit, welche
sich auf der Untermannigfaltigkeit, die durch Gleichung (2.28) gegeben wird,
bewegen.
2.3.2 Bemerkung : Der hier gewählte Anwendungsbereich auf „schnell-langsam“-Systeme mit den vorausgesetzten Rangbedingungen ist
begrenzt, garantiert damit jedoch sowohl die Existenz der ersten Integrale als
auch ihre Linearität und damit einfache Bestimmbarkeit. Dies ermöglicht eine
problemlose Reduktion im Sinne von Tikhonov. In Kapitel 5 werden wir sehen,
dass diese Vorgehensweise allgemeiner formuliert werden kann. Dann handelt
es sich aber nicht ausschließlich um lineare erste Integrale, was eine komplexere
Analyse zur Folge hat. 
2.3.3 Be i sp i el : In diesem Beispiel veranschaulichen wir die Trennung inschnelle und langsame Reaktionen an der einfachen enzymkatalysier-
ten Reaktion von Michaelis und Menten. Die Reaktion lautet (siehe (1.9))
E + S
k1

k−1
C
k2⇀ E + P
und das zugehörige Differentialgleichungssystem
e˙ = − k1es + k−1c + k2c,
s˙ = − k1es + k−1c,
c˙ = k1es − k−1c − k2c,
p˙ = k2c.
(2.35)
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Laut Schauer und Heinrich ist die Bildung des Komplexes C wesentlich schneller
als die des Produktes [SH83], Seite 156. Deshalb nehmen wir hier in diesem
Beispiel an, dass zumindest zu Beginn der Reaktion | − k1es + k−1c|  |k2c| gilt.
Dies ist für k1es > k−1c (zu Beginn der Reaktion sicher erfüllt) äquivalent zu
k1es (k−1 + k2)c. Das entsprechende System zu (2.26) lautet:
c˙
s˙
p˙
e˙
 =

−1
0
1
1
 · k2c +

1 −1
−1 1
0 0
−1 1
 ·
(
k1es
k−1c
)
. (2.36)
Aus der Bedingung (2.28) erhalten wir eine abhängige Variable. Wir wählen die
Komplexkonzentration und erhalten
X(d) = c = G(s, p, e) =
k1
k−1
es und X(u) =
sp
e
 . (2.37)
Eine Möglichkeit für die Matrix A, die über AS = 0 bestimmt wird, ist
A =
1 1 0 01 0 0 1
1 1 1 0
 ,
womit sich die Poolvariablen (2.31)
Y =
1 1 0 01 0 0 1
1 1 1 0
 ·

c
s
p
e
 =
 c + sc + e
c + s + p

ergeben. Zur Bestimmung der Matrix T berechnen wir, wie in Gleichung (2.33),
die Ableitung von Y nach der Zeit:
dY
dt
= A
 ∂G∂X(u)−−−
E3
 dX(u)dt =
1 1 0 01 0 0 1
1 1 1 0
·

k1
k−1 e 0
k1
k−1 s
1 0 0
0 1 0
0 0 1
·
 s˙p˙
e˙

=
ke + 1 0 kske 0 ks + 1
ke + 1 1 ks
·
 s˙p˙
e˙
 = T ·
 s˙p˙
e˙
 ,
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Abbildung 2.3.: Illustration von Beispiel (2.3.3)
Links: Illustration des Lösungsverlaufs von Substrat, Komplex und Pro-
dukt aus (2.35) in schwarz im Vergleich zur Reduktion (2.38) in rot aus
Beispiel (2.3.3). Rechts: Vergleich der beiden Lösungen, wenn das Pro-
dukt in Abhängigkeit des Substrates betrachtet wird. Die Konstanten sind
s0 = 1, e0 = 0, 2, k1 = 20, k−1 = 4 und k2 = 1. Zu Beginn der Reaktion gilt
| − k1es + k−1c| = 4 > 0 = |k2c|.
wobei k := k1k−1 . Die Inverse von T lautet
T−1 =

1
1+ es+1/k
− 1
1+ e+1/ks
0
−1 0 1
− 1
1+ s+1/ke
1
1+ se+1/k
0
 .
Schließlich erhalten wir das reduzierte System aus Gleichung (2.34): s˙p˙
e˙
 = T−1ARV(G(s, p, e), s, p, e)
= k2kesT−1
1 1 0 01 0 0 1
1 1 1 0


−1
0
1
1
 = k2kes

− 11+ es+1/k
1
1
1+ s+1/ke
 . (2.38)
Betrachten wir zusätzlich die „neue“ Veränderung von c mit der Zeit, so ergibt
sich mit Gleichung (2.37)
c˙ = −k2kes 1
1+ s+1/ke
.
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Abbildung 2.4.: Illustration von Beispiel (2.3.3)
Links: Illustration des Lösungsverlaufs von Substrat, Komplex und Pro-
dukt aus (2.35) in schwarz im Vergleich zur Reduktion (2.38) in rot aus
Beispiel (2.3.3). Rechts: Vergleich der beiden Lösungen, wenn das Pro-
dukt in Abhängigkeit des Substrates betrachtet wird. Die Konstanten sind
s0 = 1, e0 = 0, 5, k1 = 100, k−1 = 20 und k2 = 1. Zu Beginn der Reaktion
gilt | − k1es + k−1c| = 50 > 0 = |k2c|.
Das neue System, welches die Veränderung der Konzentrationen auf der slow
manifold beschreibt, hat wie das ursprüngliche System (2.35) zwei erste Integrale:
c˙ + e˙ = 0 und s˙ + p˙ + c˙ = 0. Zusammen mit passenden Anfangsbedingungen
können beide Systeme um zwei Dimensionen reduziert werden. Für das System
(2.35) wählen wir für die Anfangsbedingung wie üblich s(0) = s0 > 0, e(0) =
e0 > 0, p(0) = c(0) = 0. Will man beide Systeme numerisch vergleichen, ist es
sinnvoll, die Anfangskonzentration von dem Substrat des reduzierten Systems s˜0
so zu wählen, dass der erste Teil der Reaktion (die schnelle Änderung von s) im
nicht reduzierten System abgeschlossen ist. Stellt man die Produktkonzentration in
Abhängigkeit von s dar (mit Hilfe der beiden ersten Integrale und der Abhängigkeit
von c aus Zeile (2.37)), so ist
p(s) = s0 − s− k1e0sk1s + k−1 .
Die positive Nullstelle ist eine gute Wahl für s˜0; diese ist eindeutig bestimmbar.
Die Anfangskonzentrationen von Enzym, Komplex und Produkt ergeben sich aus
den Erhaltungssätzen und der Gleichgewichtsbeziehung (2.37):
e˜0 =
e0
ks˜0 + 1
, c˜0 =
ke0s˜0
ks˜0 + 1
und p˜0 = s0 − s˜0 − c˜0.
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Abbildung 2.5.: Illustration von Beispiel (2.3.3)
Illustration eines negativen Beispiels bei Missachtung der Bedingung aus
Beispiel (2.3.3) | − k1es + k−1c|  |k2c| mit den Konstanten s0 = 1, e0 =
0, 2, k1 = 5, k−1 = 2 und k2 = 10. Links: Der Lösungsverlauf von Substrat,
Komplex und Produkt aus (2.35) in schwarz weicht stark von dem der Re-
duktion (2.38) in rot ab. Rechts: Dies ist auch bei dem Vergleich der beiden
Lösungen, wenn das Produkt in Abhängigkeit des Substrates betrachtet wird,
sichtbar.
Die Abbildungen 2.3, 2.4 und 2.5 illustrieren den Lösungsverlauf für Substrat,
Komplex und Produkt von dem originalen System (2.35) in schwarz im Vergleich
zu dem des reduzierten Systems (2.38) in rot für verschiedene Parameterwerte. Je
extremer das Verhältnis von | − k1es + k−1c| zu |k2c| ist, desto erfolgreicher ist die
Anpassung.
Ein negatives Beispiel, in dem die Anpassung nicht gelingt und die Bedingung
| − k1es + k−1c|  |k2c| mit den Konstanten s0 = 1, e0 = 0, 2, k1 = 5, k−1 = 2 und
k2 = 10 missachtet wird, ist in der Abbildung 2.5 zu sehen. 
Schauer und Heinrich haben sich mit der Situation auseinandergesetzt, wenn
der Gleichgewichtszustand des schnellen Untersystems komplett durch Erhal-
tungsgrößen des schnellen Untersystems beschrieben werden kann. Stiefenhofer
verallgemeinert den Ansatz von Schauer und Heinrich in [Sti98], indem er auf
die Verwendung von Poolvariablen verzichtet und die Rangbedingung, die die
Anzahl der Erhaltungsgrößen mit der Dimension der stationären Mannigfaltigkeit
(Gleichgewichtszustand) verbindet, vermeidet.
Stiefenhofer geht in [Sti98] wie Schauer und Heinrich in [SH83] davon aus,
dass in vielen Fällen einzelne Reaktionsschritte in schnelle und langsame Reaktio-
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nen unterteilt werden können. Er bemerkt jedoch, dass eine bestimmte Reaktion in
manchen Konzentrationsregionen schnell, in anderen langsam sein kann. In diesen
Fällen kann die Unterscheidung in schnelle und langsame Reaktionen nur lokal
angewendet werden. Stiefenhofers Ziel ist es, das Reaktionssystem in ein singulä-
res Störungsproblem umzuschreiben, indem ein künstlicher „kleiner“ Parameter ε
eingeführt wird. Dieser soll jedoch nicht willkürlich gewählt sein, sondern von der
chemischen und mathematischen Struktur abgeleitet werden. Er behauptet, über
eine angemessene Reskalierung der Zeitvariablen um den Faktor ε bzw. 1/ε und ε
gegen 0 zwei verschiedene Grenzsysteme zu erhalten, welche er das schnelle bzw.
das langsame Untersystem nennt. Er beschreibt noch genauer, was er unter einem
langsamen und schnellen System versteht. In dem langsamen System nehmen
die schnellen Variablen ihren Gleichgewichtswert unmittelbar an, während die
langsamen Variablen eine langsame Bewegung vollführen (quasistationäre Ap-
proximation). Im schnellen System werden die langsamen Variablen als konstant
angenommen (sie agieren als Parameter), während die schnellen Variablen eine
schnelle Veränderung vollziehen. Dies entspricht wieder dem Ansatz von Tikho-
nov. Da das langsame und das schnelle System von kleinerer Dimension sind als
das ursprüngliche, besteht die Hoffnung, dass das qualitative Verhalten leichter
untersucht werden kann.
Das Vorgehen von Stiefenhofer im Einzelnen:
Wie Schauer und Heinrich beschreibt Stiefenhofer die Reaktion durch folgendes
Differentialgleichungssystem (vergleiche (2.26)):
z˙ = RV(z) + SW(z),
wobei RV(z) wieder den langsamen und SW(z) den schnellen Reaktionsanteil
beschreibt. Im Unterschied zu Schauer und Heinrich führt Stiefenhofer nun
den künstlichen Parameter ε (unabhängig von W(z)) ein und erhält (bis auf einen
Skalierungsfaktor der Zeit) zwei für ε > 0 äquivalente Systeme:
z˙ = εRV(z) + SW(z), (2.39)
z˙ = RV(z) +
1
ε
SW(z). (2.40)
Stiefenhofer versteht das ε als Verstärker der schnellen Reaktion beziehungswei-
se als Parameter, der die langsamen Reaktionen abschwächt. Bei Schauer und
Heinrich gleicht die Konstante µ den Unterschied zwischen V(z) und W(z) aus.
Wie auch Schauer und Heinrich, setzt Stiefenhofer voraus, dass die stationären
Punkte von z˙ = SW(z) durch einen Graphen repräsentiert werden können; die Ab-
hängigkeit benennt er mit (x, y(x)). Die neuen Variablen nutzt er, um das System
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(2.39) umzuschreiben:
x˙ = εR1V(x, y) + S1W(x, y) =: f (x, y, ε),
y˙ = εR2V(x, y) + S2W(x, y) =: g(x, y, ε).
(2.41)
Die nötige Stabilitätseigenschaft des schnellen Systems z˙ = SW(z) wird in Stiefen-
hofer etwas konkreter gefasst. Stiefenhofer fordert aus chemischen Gründen von
seinem System, dass der Realteil aller Eigenwerte der Jacobi-Matrix von SW(z)
nach z auf der stationären Mannigfaltigkeit SW(z) = 0 negativ ist. Dies ist eine stär-
kere Bedingung als die üblicherweise geforderte Einschränkung, dass der Realteil
der Eigenwerte nicht null ist. Unter dieser Voraussetzung meint Stiefenhofer, eine
Theorie von Fenichel [Fen79] anwenden zu können. Diese besagt seines Erach-
tens, dass das System (2.41) für ein kleines ε > 0 eine invariante Mannigfaltigkeit
(x, y˜(x, ε)) mit y˜(x, 0) = y(x) besitzt, welche ε-nahe zu (x, y(x)) liegt. Stiefen-
hofer betrachtet die Differentialgleichung auf der invarianten Mannigfaltigkeit
(x, y˜(x, ε)), um zu einer reduzierten Differentialgleichung mit der Dimension von
x zu gelangen. Er führt eine Taylor-Entwicklung durch und kann dann den Grenz-
prozess für ε ↓ 0 durchführen. Unter Hinzunahme von g(x, y˜(x, ε), ε) erhält er
seine reduzierte Differentialgleichung, die sich auf der Mannigfaltigkeit (x, y˜(x, ε))
bewegt:
x˙ = fε[·] + fy[·]{gy[·]− y′(x) fy[·]}−1 · {y′(x) fε[·]− gε[·]}, (2.42)
wobei [·] = [x, y(x), 0]. Die Existenz der Inversen wird durch die angenommene
Hyperbolizität garantiert. Wie schon oben erwähnt, meint Stiefenhofer, auf
die Herleitung über Poolvariablen und die Rangbedingung von Schauer und
Heinrich verzichten zu können.
Zwei Probleme fallen bei der Studie von Stiefenhofers Theorie auf:
Stiefenhofer setzt zum einen den Parameter ε künstlich ein, so dass das ε-System
nicht identisch mit dem ursprünglichen System ist. Auf dieses ε-System möchte er
Fenichel oder Tikhonov anwenden. Zum anderen ist fraglich, ob Stiefenhofer
die Theorie von Fenichel auf das System (2.41) anwenden darf, da dieses nicht
dieselbe Form hat, wie in der Literatur angegeben. Es wird aber eine ganz spezielle
Form des Ausgangssystems benötigt, um sowohl Fenichel (vgl. Theorem (2.2.1))
als auch Tikhonov (vgl. Theorem (2.1.2)) anwenden zu können. In Kapitel 5
sehen wir uns diese Thematik genauer an. Aus diesem Grund arbeiten Schauer
und Heinrich mit den Poolvariablen und führen eine konkrete Transformation
durch.
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KAPITEL DREI
QUASISTATIONARITÄT UND
FAST-INVARIANTE MENGEN
Den Begriff der Quasistationarität mit dem der fast-invarianten Mengen zu ver-
knüpfen, kann wie folgt motiviert werden. Die chemische Annahme der Quasi-
stationarität soll das zu betrachtende System vereinfachen; umgesetzt wird dies,
indem stationäres Verhalten, das heißt konstantes Verhalten, bezüglich der entspre-
chenden Komponenten angenommen wird. Wir wollen die Menge, auf der sich das
System stationär verhält, mit K bezeichnen. Die Restriktion des Systems auf K ist
mathematisch konsistent, sofern K invariant ist. Aus chemischer Sicht verhält sich
eine Reaktion jedoch nie stationär, dann würde sie nicht ablaufen, sondern höchs-
tens quasistationär. Wir wollen deshalb untersuchen, unter welchen Umständen
K fast-invariant ist. Dieser für dieses Kapitel wichtige Begriff wird in Definition
(3.1.2) eingeführt und stellt eine Möglichkeit dar, Parameterkonstellationen zu
identifizieren, die eine (lokale) quasistationäre Annahme rechtfertigen. Technisch
gesehen messen wir den Grad der Invarianz mit Hilfe der Lie-Ableitung.
§ 3.1
FA S T- I N VA R I A N T E M E N G E N
Zunächst wollen wir grundlegende Definitionen einführen. Es soll dabei sicher-
gestellt werden, dass die Definition des Begriffes der Fast-Invarianz sinnvoll ist
und gut zur Quasistationarität passt. Wir wollen folgende gewöhnliche, autonome
Differentialgleichung betrachten
x˙ = f (x), (3.1)
wobei f eine genügend differenzierbare (mindestens C1-) Funktion auf einer of-
fenen, nichtleeren Menge U ⊆ Rn ist. Die Lösung des Anfangswertproblems
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x(0) = y wird mit F(t, y) bezeichnet. Im Folgenden betrachten wir die Restriktion
des Systems auf eine kompakte Teilmenge K∗ von U (meist ist K∗ dabei eine positiv
invariante Menge).
3.1.1 Def in it ion : Gegeben sei eine stetig differenzierbare Funktionϕ : U → R. Die Lie-Ableitung L f (ϕ) wird dabei durch
L f (ϕ)(x) := Dϕ(x) f (x) = 〈grad ϕ(x), f (x)〉
definiert, wobei 〈·, ·〉 das normale Skalarprodukt desRn ist. ‖ · ‖ steht im Folgenden
für die zugehörige euklidische Norm. 
Die Lie-Ableitung beschreibt bekanntlich die Geschwindigkeit der Änderung von
ϕ entlang der Lösungen von (3.1). Wenn z(t) eine Lösung der Differentialgleichung
ist, erhalten wir mit der Kettenregel
d
dt
ϕ(z(t)) = Dϕ(z(t))z˙(t) = Dϕ(z(t)) f (z(t)) = L f (ϕ)(z(t)). (3.2)
Wir nutzen die Lie-Ableitung zur Charakterisierung der uns interessierenden
fast-invarianten Mengen.
3.1.2 Def in it ion : Sei K
∗ ⊂ U kompakt. Für gegebene C1-Funktionen
ϕ1, . . . , ϕr auf U bezeichnen wir die Menge ihrer gemeinsamen Null-
stellen in K∗ mit K. Für gegebenes 0 6 ε 6 1 nennen wir K eine ε-fast-invariante
Menge von f bezüglich ϕ1, . . . , ϕr, wenn die folgenden Bedingungen erfüllt sind.
1. K 6= ∅, und jede Zusammenhangskomponente von K enthält eine dichte
Teilmenge, auf der der Rang der Jacobi-Matrix von ϕ1, . . . , ϕr eine positive
Konstante ist.
2. Für alle x ∈ K und 1 6 j 6 r gilt die Ungleichung
|L f (ϕj)(x)| 6 ε · ‖grad ϕj(x)‖ · ‖ f (x)‖. 
3.1.3 Bemerkung : Die erste Bedingung der Definition ist vor allemtechnisch und garantiert, dass jede Zusammenhangskomponente von
K eine relativ offene und dichte Teilmenge enthält, die eine Untermannigfaltigkeit
ist.
Die zweite Bedingung (auch Fast-Invarianz-Bedingung genannt) hat für ε = 0 die
nachstehende geometrische Bedeutung: Der Gradient grad ϕj(x) steht senkrecht
auf der Nullstellenmenge K für alle x ∈ K und 1 6 j 6 r. |L f (ϕj)(x)| = 0 bedeutet
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demzufolge nichts anderes, als dass der Gradient grad ϕj(x) senkrecht auf f (x)
für alle x ∈ K steht. Auf Grund dessen muss das Vektorfeld f tangential zu K
verlaufen.
Ist ε 6= 0, so bedeutet die zweite Bedingung geometrisch, dass das Vektorfeld
f für ein kleines ε nahezu tangential zu K verläuft. Zu beachten ist, dass die
Ungleichung für ε = 1 dank der Cauchy-Schwarz-Ungleichung immer erfüllt
ist. Das vermittelt ein Gefühl für die nötige „Kleinheit“ von ε, um tatsächlich
einen nahezu tangentialen Verlauf zu erhalten. Der Wortlaut der Definition macht
deutlich, dass der Begriff von der Wahl der Funktionen, die K definieren, abhängt
und nicht nur von K selbst. 
Weiter nutzen wir ‖ f (y)‖ zum Messen der „totalen Geschwindigkeit“ des gesamten
Systems an einem nicht-stationären Punkt y. Die Definition (3.1.2) arbeitet mit
dem Vergleich von der „langsamen“ Änderung der normalen Komponente von f
bezüglich K zu der Geschwindigkeitsänderung des ganzen Systems.
3.1.4 Bemerkung : Da uns vor allem interessiert, wie quasistationäresVerhalten von Reaktionen untersucht werden kann, stellen wir hier
eine Möglichkeit der Umsetzung von Definition (3.1.2) in diesem Zusammenhang
vor. Wir wollen davon ausgehen, dass eine Reaktion vorliegt, bei der r Stoffe bzw.
Moleküle quasistationär reagieren. In dem zugehörigen Differentialgleichungssys-
tem seien dies die letzten r Gleichungen von x˙ = f (x). Dann ist es sinnvoll, ϕi in
Abhängigkeit von f zu definieren:
ϕi(x) := fn−r+i(x).
Betrachten wir nun die Nullstellenmenge K der ϕi, so ist es nach dem Satz über
implizite Funktionen bei maximalem Rang der Jacobi-Matrix zumindest lokal
möglich, nach r Variablen aufzulösen.
Wir können y := (xpi(j))16j6n als Permutation der Spalteneinträge von x so definie-
ren, dass wir auf K die folgende (lokale) Darstellung erhalten:
yn−r+i = ψi(y1, . . . , yn−r) für i = 1, . . . , r. 
3.1.5 Bemerkung : Der Ansatz in Definition (3.1.2) bietet eine möglicheVorgehensweise, um die Gleichung x˙ = f (x) durch eine Gleichung
niedrigerer Dimension zu ersetzen. Dies können wir zum Beispiel erreichen, indem
wir die ϕi Null setzen und dann die Restriktion auf K betrachten (siehe dazu auch
Kapitel 3.2). Diese Prozedur ist genau dann konsistent, wenn K eine invariante
Teilmenge für x˙ = f (x) ist. Sie ist nahezu konsistent (mit einem kleinen Fehler),
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wenn jede Lösung von (3.1), die nahe bei K startet, auch nahe bei K bleibt. Dazu
liefern wir später konkretere Aussagen. Alternative Vorgehensweisen werden in
Kapitel 3.2 und Kapitel 5 beschrieben. 
Da es in den illustrierenden Beispielen, die später folgen, den Rechenaufwand
zum Teil erheblich mindert, mit der 1-Norm anstelle der euklidischen Norm zu
arbeiten, hier eine wohlbekannte Aussage über die Äquivalenz der Normen auf
Rn (vergleiche zum Beispiel [Kri04]):
3.1.6 Satz : Sind ‖ · ‖ und ‖ · ‖
′ Normen auf Rn, so gibt es α > 0 und
β > 0 mit der Eigenschaft
α‖ · ‖ 6 ‖ · ‖′ 6 β‖ · ‖ für alle x ∈ Rn. 
Da wir speziell die euklidische und die 1-Norm anwenden, hier der bekannte
direkte Vergleich der Normen im Rn:
3.1.7 Be i sp i el : Für die ‖ · ‖1−Norm und ‖ · ‖2−Norm gilt auf R
n
‖ · ‖2 6 ‖ · ‖1 6
√
n‖ · ‖2. 
Wir wollen die lokalen Konsequenzen der Definition (3.1.2) betrachten und sehen,
wie dieses im Folgenden mit der Quasistationarität korrespondiert. In einem ersten
Schritt wollen wir das bekannte Resultat festhalten, dass 0-fast-invariante Mengen
invariant sind.
3.1.8 Propos it ion : Es seien die Bedingungen der Definition (3.1.2)(1.)für die gegebenen C1-Funktionen ϕ1, . . . , ϕr auf U erfüllt. Dann ist
die Nullstellenmenge K der ϕ1, . . . , ϕr invariant für x˙ = f (x) genau dann, wenn
L f (ϕj)(y) = 0 für alle y ∈ K und j = 1, . . . , r. 
Bewei s :
Notwendige Bedingung:
Ist K invariant und ist z(t) eine Lösung von x˙ = f (x) in K, so gilt
0 =
d
dt
ϕj(z(t))
(3.2)
= L f (ϕj)(z(t))
für alle j. Dies gilt, da z(t) ∈ K für alle t. Damit ist ϕj(z(t)) = 0 für alle t, j, da K
die Nullstellenmenge der ϕj ist. Es folgt: Die Änderung von ϕj(z(t)) mit der Zeit
ist Null.
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Hinreichende Bedingung:
Sei nun y∗ ∈ K so, dass die Jacobi-Matrix von (ϕ1, . . . , ϕr) maximalen Rang s
bezüglich der Zusammenhangskomponente von y∗ bei y∗ hat. Auf Grund der
ersten Bedingung aus Definition (3.1.2) ist es ausreichend zu zeigen, dass eine
Umgebung V von y∗ (lokal) invariant ist, da der Abschluss einer invarianten Menge
invariant ist.
Indem wir einen Koordinatenwechsel und eine Umnummerierung ausführen, kön-
nen wir annehmen, dass ϕ1(x) = x1, . . . , ϕs(x) = xs und die übrigen ϕs+1, . . . , ϕr
Funktionen von ϕ1, . . . , ϕs sind. (Damit ist V dann die Nullstellenmenge von
ϕ1, . . . , ϕs, und wir können ϕs+1, . . . , ϕr im Folgenden ignorieren.)
Aus den Aussagen über parameterabhängige Integrale (vgl. [For07]) folgt: Wenn ϕ
eine C1-Funktion mit
ϕ(0, . . . 0, xs+1, . . . , xr) ≡ 0 für alle xs+1, . . . , xr
ist, dann gibt es C0-Funktionen ν1, . . . , νs (abhängig von x1, . . . , xr) so, dass
ϕ = x1ν1 + · · ·+ xsνs,
denn mit w1(t) = tx1, . . . , ws(t) = txs gilt
ϕ(x1, . . . xs, xs+1, . . . , xr)− ϕ(0, . . . 0, xs+1, . . . , xr)
=
1∫
0
d
dt
ϕ(w1(t), . . . , ws(t), xs+1, . . . , xr)dt
=
1∫
0
(
dϕ
dx1
(w1(t), . . . , ws(t), xs+1, . . . , xr)x1 + · · ·
+
dϕ
dxs
(w1(t), . . . , ws(t), xs+1, . . . , xr)xs
)
dt.
Unsere Ausgangshypothese besagt, dass L f (ϕj)(x) = 0 für alle j, wenn ϕ1(x) =
· · · = ϕs(x) = 0 gilt. Folglich gibt es C0-Funktionen µij(x1, . . . , xr), so dass
L f (ϕj)(x) =
s
∑
i=1
µij(x)ϕi(x), 1 6 j 6 s,
wobei ϕi(x) = xi war (siehe oben).
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Für (ω1, . . . ,ωs) = (ϕ1(z(t)), . . . , ϕs(z(t))) und eine Lösung z(t) mit Anfangswert
z(0) ∈ K gilt:
ω˙j =
d
dt
ϕj(z(t))
(3.2)
= L f (ϕj)(z(t)) =
s
∑
i=1
µij(z(t))ϕi(z(t))
=
s
∑
i=1
µij(z(t))ωi.
Damit löst (ϕ1(z(t)), . . . , ϕs(z(t))) das homogene lineare System
ω˙j =
s
∑
i=1
µij(z(t))ωi, j = 1, . . . , s
mit Anfangswert 0 (da z(0) ∈ K, folgt nach den Voraussetzungen ϕ1(z(0)) = · · · =
ϕs(z(0)) = 0). Also ist (ϕ1(z(t)), . . . , ϕs(z(t))) identisch 0 für alle t, da ω˙j = 0 für
alle j. Also liegt die Lösung z(t) in K, und damit ist K invariant. 
Auf diese Weise haben wir eine erste Rechtfertigung für den aufgestellten Begriff
der Fast-Invarianz geliefert. Wollen wir dieses Konzept zum Beispiel auf Systeme,
die Reaktionen beschreiben, übertragen und damit auf die Quasistationarität einge-
hen, können die ϕi jeweils für die Reaktionsgeschwindigkeit einer Substanz stehen
(vgl. Bemerkung (3.1.4)). Die Menge K, die durch die Nullstellen der ϕi definiert
wird, ist eine invariante Menge für das Reaktionssystem, sofern L f (ϕi) = 0 auf K
für alle i ist. Dann spiegelt die Reduktion des Systems auf K den Reaktionsablauf
vollständig für einen entsprechend gewählten Startwert der Reaktion wider. Die als
null angenommenen Reaktionsgeschwindigkeiten ϕi sind aber in der Realität nur
zu bestimmten Zeiten und/oder nur näherungsweise null, so dass die Menge K zu
einer fast-invarianten Menge für das volle System wird. Oder aber aus Sicht des
reduzierten Näherungssystems ist K nicht invariant, aber die Reduktion verläuft in
der Nähe von K. Nehmen wir also an, dass diese ϕi = 0 sind, so wollen wir damit
sagen, dass die entsprechenden Reaktionsgeschwindigkeiten hinreichend klein in
der Nähe der fast-invarianten Menge K sind. Wir wollen diese Eigenschaft weiter
untersuchen. Für δ > 0 und ρ > 0 setzen wir
Kδ := {x ∈ K∗ : |ϕi(x)| 6 δ für alle i};
Vδ := {x ∈ K∗ : |ϕi(x)| < δ für alle i};
Dρ := {x ∈ K∗ : dist (x, K) 6 ρ};
Wρ := {x ∈ K∗ : dist (x, K) < ρ}.
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Abbildung 3.1.: Illustration zu den Mengen Kδ und Dρ
Die linke Abbildung zeigt, wie die Mengen Kδ und Dρ beispielsweise aussehen
können. ρ kann so gewählt werden, dass Dρ ⊆ Kδ ist. Dies wäre in der rechten
Abbildung nicht möglich, welches deshalb auch kein Beispiel für das Aussehen
von Kδ ist.
Zu beachten ist, dass K0 = K. Zuerst zeigen wir, dass die ϕ1, . . . , ϕr den Abstand
der Punkte aus K∗ zu K messen. Genauer beweisen wir, dass x ∈ K∗ (ausrei-
chend) nahe bei K liegt genau dann, wenn für alle i = 1, . . . , r der Betrag |ϕi(x)|
(ausreichend) klein ist.
3.1.9 Propos it ion : Es sei δ > 0 gegeben. Für die Mengen Kδ und Dρgelten folgende Aussagen:
1. Es existiert ein ρ > 0, so dass Dρ ⊆ Kδ.
2. Es existiert ein kleinstes r = r(δ) > 0, so dass Kδ ⊆ Dr und r(δ) ↓ 0 für
δ ↓ 0. 
Bewei s :
Für den ersten Teil reicht es zu zeigen, dass K∗ \ Vδ ⊆ K∗ \Wρ für ein ρ > 0.
Dies ist insofern klar, als der Abstand dist (·, K) ein positives Minimum auf der
kompakten Menge K∗ \Vδ annimmt. Dies gilt, da in K∗ \Vδ kein Element aus K
enthalten sein kann und auf dem Rand von K∗ \Vδ gerade |ϕi(x)| = δ > 0 gilt.
Die erste Aussage von 2. ist für ein kompaktes K∗ (was wir in Definition (3.1.2)
vorausgesetzt haben) trivial. Angenommen, die zweite Aussage wäre falsch. Dann
existiert eine Folge (δl)l∈N positiver Zahlen und eine Folge (xl)l∈N so, dass δl ↓
0, xl ∈ Kδl , aber dist(xl, K) 9 0. Indem wir eine Teilfolge (xlk)lk∈N auswählen,
können wir annehmen, dass diese gegen ein x∗ konvergiert, welches in K liegt, und
dass ein θ > 0 existiert, so dass dist(xlk , K) > θ. Dies ergibt einen Widerspruch zu
dist(xlk , K) > θ, obwohl x∗ ∈ K. 
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Das nächste Resultat befasst sich mit den Kurzzeiteffekten der Fast-Invarianz.
Wir gehen also über vom infinitesimalen zum lokalen Verhalten und zeigen, dass
die Lösung lokal nahe bei K bleibt, wenn eine Fast-Invarianz-Bedingung erfüllt
wird. Noch wichtiger ist, dass wir eine lokale Notwendigkeit erhalten. Der Beweis
verwendet Varianten bekannter Argumente, siehe zum Beispiel [Ama90], Lemma
7.1.
3.1.10 Propos it ion : Sei y0 ∈ K so, dass ‖ f (y0)‖ =: M1 > 0, und seii so, dass ‖grad ϕi(y0)‖ =: M2 > 0 und
|L f (ϕi)(y0)|
‖grad ϕi(y0)‖ · ‖ f (y0)‖ =: r > 0.
Für q > 1 sei Yq eine Umgebung von y0 so, dass für alle y ∈ Yq gilt:
(i) |〈 f (y), f (y0)〉| > M1q · ‖ f (y0)‖, ‖ f (y)‖ 6 qM1,
(ii) M2q 6 ‖grad ϕi(y)‖ 6 qM2,
(iii) rq 6
|L f (ϕi)(y)|
‖grad ϕi(y)‖·‖ f (y)‖ 6 qr.
Weiter sei ρ > 0 so, dass die abgeschlossene Kugel Bρ(y0) in Yq enthalten ist. Dann
gelten die folgenden Aussagen:
(a) Es existiert ein t∗ > 0 so, dass
‖F(t∗, y0)− y0‖ = ρ, F(t, y0) ∈ Bρ(y0) für 0 6 t < t∗
und weiter
1
q
ρ
M1
6 t∗ 6 q ρ
M1
.
(b) Wir erhalten die Abschätzung:
1
q4
· ρrM2 6 |ϕi(F(t∗, y0))| 6 q4 · ρrM2. 
Bewei s :
Wir führen die folgende Abkürzung z(t) := F(t, y0) ein. Wir können annehmen,
dass f (y0) = (?, 0, . . . , 0)t einen positiven ersten Eintrag hat. Sonst wenden wir eine
orthogonale lineare Transformation an. Auf Grund von Eigenschaft (i) bedeutet
dies
|〈 f1(y), f1(y0)〉| = 〈 f1(y), f1(y0)〉 > M21/q
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für alle y ∈ Yq. Die erste Komponente der Lösung erfüllt
z1(t)− z1(0) =
t∫
0
f1(z(s))ds =
t∫
0
〈 f1(z(s)), f1(z(0))〉
‖ f1(z(0))‖ ds
(i)
> 1
q
M1 · t
für alle t > 0. Daraus folgt: Für tˆ := qM1 ρ ist ‖z(tˆ)− z(0)‖ > ρ und damit t∗ 6
ρ · q/M1. Auf der anderen Seite haben wir für t > 0
‖z(t)− z(0)‖ 6
t∫
0
‖ f (z(s))‖ds
(i)
6 qM1 · t,
was für t˜ := ρqM1 bedeutet: ‖z(t˜) − z(0)‖ 6 ρ. Dies impliziert dann die zweite
Ungleichung von (a).
Für Teil (b) nehmen wir an, dass L f (ϕi)(y0) > 0. Mit Eigenschaft (iii) folgt für alle
y ∈ Yq die Ungleichung L f (ϕi)(y) > 0. Dann gilt
ϕi(F(t∗, y0)) = ϕi(z(t∗))− ϕi(z(0)) =
t∗∫
0
d
dt
(ϕi(z(t)))dt
(3.2)
=
t∗∫
0
L f (ϕi)(z(t))dt
(i)−(iii)
6 t∗ · q3 · rM1M2,
und wir erhalten die obere Abschätzung mit der Abschätzung für t∗ aus Teil (a). Die
untere Abschätzung erhalten wir in derselben Weise, wenn wir ‖ f (y)‖ · ‖ f (y0)‖ >
|〈 f (y), f (y0)〉| (die Schwarz’sche Ungleichung) verwenden:
ϕi(F(t∗, y0)) = ϕi(z(t∗))− ϕi(z(0)) =
t∗∫
0
d
dt
(ϕi(z(t)))dt
(3.2)
=
t∗∫
0
L f (ϕi)(z(t))dt
(i)−(iii)
> t∗ · rM1M2
q3
(a)
> ρrM2
q4
. 
Weil ϕi den Abstand von den Punkten aus K∗ zu K misst (im Sinne von Proposition
(3.1.9)), macht Proposition (3.1.10) deutlich, dass sich eine Lösung von K in jedem
Fall entfernt, es sei denn, r ist klein. Je kleiner r ist, desto kleiner ist auch der
Öffnungswinkel des Kegels aus Abbildung 3.2.
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K
F(t, y0)
K∗
Abbildung 3.2.: Zur Illustration von Proposition (3.1.10)
Die Fast-Invarianz-Bedingung aus Definition (3.1.2) ist in diesem Sinne lokal not-
wendig, damit die ϕi für kurze Zeiten klein bleiben. Für eine ungefähre Überein-
stimmung des ursprünglichen und des reduzierten Differentialgleichungssystems,
welches wir durch Setzen von ϕi = 0 erhalten (siehe oben), ist die Bedingung
ebenso notwendig.
3.1.11 Bemerkung : Wir behaupten nicht (und können dies auch hiernoch nicht), dass diese Bedingung global hinreichend ist. Es sei
aber auf Kapitel 5 verwiesen, in dem unter gewissen Voraussetzungen die lokalen
Aussagen dieses Kapitels in globale Aussagen übertragen werden können. Wir
nutzen dort den kleinen Parameter ε, der mittels Definition (3.1.2) bestimmt wird.
Sind diese Voraussetzungen erfüllt, gibt es nach Fenichel [Fen79] eine invariante
Mannigfaltigkeit Kε, die asymptotisch anziehend ist und in der Nähe von K
liegt. Bei passender Gestalt des zu untersuchenden Systems, ist es möglich, diese
invariante Mannigfaltigkeit zum Beispiel iterativ nach Kaper und Kaper [KK02]
zu berechnen (vgl. Kapitel 2.2). 
Das nachstehende Lemma kann Berechnungen zum Teil vereinfachen. Wir nutzen
es insbesondere in Kapitel 3.3 und 3.4.
3.1.12 Lemma : Sind f und K
∗ so wie in Definition (3.1.2), und sei ϕ
eine C1-Funktion auf U, so dass K := {x ∈ K∗ : ϕ(x) = 0} nicht
leer ist. Weiter nehmen wir an, dass grad ϕ(x) 6= 0 für alle x ∈ K, und für y ∈ K sei
f (y) = ft(y) + fn(y) die Zerlegung in die tangentiale und normale Komponente
auf K. Dann gilt
|L f (ϕ)(y)|
‖ grad ϕ(y) ‖ · ‖ f (y) ‖ 6
‖ fn(y) ‖
‖ ft(y) ‖ .
Ist also ‖ fn(y)‖‖ ft(y)‖ < ε erfüllt, so auch r :=
|L f (ϕ)(y)|
‖grad ϕ(y)‖·‖ f (y)‖ < ε. 
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Bewei s :
Die Aussage folgt direkt aus
| 〈grad ϕ(y), f (y)〉 | = | 〈grad ϕ(y), fn(y)〉 |
=‖ grad ϕ(y) ‖ · ‖ fn(y) ‖,
da ‖ f (y) ‖2=‖ ft(y) ‖2 + ‖ fn(y) ‖2>‖ ft(y) ‖2. 
3.1.13 Bemerkung : Wird die Nullstellenmenge K durch mehr alseine Funktion ϕ definiert, so ist es auch dann möglich, f in eine
tangentiale und normale Komponente auf K zu zerlegen und diese miteinander zu
vergleichen (siehe Kapitel 3.4, insbesondere Zeile (3.30) und (3.31)). 
In dem Spezialfall, dass die Nullstellenmenge K durch eine eindimensionale Kurve
parametrisiert wird, bietet die nachstehende Bemerkung eine weitere Alternative
zur Berechnung des kleinen Parameters ε für die Fast-Invarianz. Außerdem kann
eine Eigenschaft der Parametrisierung abgelesen werden.
3.1.14 Bemerkung : Die Nullstellenmenge K werde durch eine eindi-mensionale Kurve
v : U → Rn
parametrisiert, wobei U ∈ R, so dass
K = {x ∈ Rn| xi = vi(xj) für i = 1, . . . , n, i 6= j}.
Weiter sei f (v(xj)) = ft(v(xj)) + fn(v(xj)) die Zerlegung in die tangentiale und
normale Komponente auf K. Dann gilt
•
|〈v′(xj), f (v(xj))〉|
‖v′(xj)‖·‖ f (v(xj))‖ > 1− ε⇒
‖ fn(v(xj))‖
‖ f (v(xj))‖ 6
√
2ε− ε2,
•
‖ fn(v(xj))‖
‖ ft(v(xj))‖ 6 ε⇒
|〈v′(xj), f (v(xj))〉|
‖v′(xj)‖·‖ f (v(xj))‖ > 1− ε.
Wenn auf K zusätzlich fi(v(xj)) = 0 für alle i = 1, . . . , n und i 6= j gilt und K eine
ε-fast-invariante Menge ist, so liegt die Parametrisierung in der Größenordnung
von ε:
v(xj) = ε · v˜(xj). 
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Bewei s :
Aus
‖ ft(v(xj))‖
‖ f (v(xj))‖ =
|〈 f (v(xj)), v′(xj)〉|
‖ f (v(xj))‖ · ‖v′(xj)‖ (3.3)
und
‖ ft(v(xj))‖2
‖ f (v(xj))‖2 > (1− ε)
2
⇒‖ fn(v(xj))‖
2
‖ f (v(xj))‖2 = 1−
‖ ft(v(xj))‖2
‖ f (v(xj))‖2 < 2ε− ε
2
folgt die erste Behauptung. Die zweite Behauptung folgt direkt aus (3.3) und
‖ ft‖ 6 ‖ f ‖.
Ist K eine ε-fast-invariante Menge als Nullstellenmenge der
ϕi := vi(xj)− xi,
so gilt für alle i = 1, . . . , n, i 6= j auf K:
|L f (ϕi)(v(xj))|
‖grad ϕi(v(xj))‖ · ‖ f (v(xj))‖ =
∣∣v′i(xj)∣∣√
1+
(
v′i(xj)
)2 < ε. 
3.1.15 Bemerkung : Wir betrachten durch Reaktionssysteme gegebeneDifferentialgleichungssysteme, die die Konzentrationsänderung
von x beschreiben und Parameter p enthalten. Die Parameter sind Geschwindig-
keitskonstanten ki oder konstante Konzentrationen, wie zum Beispiel Anfangskon-
zentrationen x0.
x˙ = f (x, p), p = Parameter
Die Parameter p sollen hier hervorgehoben werden, da es stark von der Gewichtung
der einzelnen Parameter untereinander abhängt, ob die Reaktion quasistationär
bezüglich einzelner Konzentrationen abläuft. Ebenso hängt ε der ε-fast-invarianten
Menge K einzig von diesen Parametern ab, so dass wir es auch als ε(p) formulieren
können. Ein sinnvolles ε(p) muss klein sein (vgl. Bemerkung (3.1.3)).
Dieses ε(p) kann mit Definition (3.1.2) bzw. Proposition (3.1.10) für konkrete
Reaktionen bestimmt werden und ist für die Anwendung der Theorie aus Kapitel
5 entscheidend. 
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Im Folgenden wollen wir das erarbeitete Kriterium anhand einiger Beispiele
illustrieren. Dabei betrachten wir solche Reaktionen, die relativ einfach, jedoch
von zentraler Bedeutung sind. In der Literatur werden diese Beispiele häufig als
Beispiele für einen quasistationären Reaktionsverlauf genannt (vgl. [Mur93] und
[KS98]). Mathematische Begründungen dafür, dass eine solche Situation vorliegt,
findet man selten. Hin und wieder wird chemisch argumentiert, was die Situation
aber nicht immer vollständig erfasst (vgl. in Kapitel 1.1 zur Reaktion von Michaelis
und Menten und auch [NW07]).
In den Beispielen soll jeweils die Größe r aus Proposition (3.1.10) für alle y0 ∈ K
nach oben abgeschätzt werden. Konkret betrachten wir die enzymkatalysierte
Reaktion von Michaelis und Menten, zunächst „irreversibel“, anschließend
„reversibel“, eine kooperative Reaktion und eine kooperative Inhibition.
Außerdem analysieren wir ein konstruiertes Beispiel (3.1.18), welches Eigenschaf-
ten der Fast-Invarianz-Bedingung verdeutlicht, und wir greifen die „biologische
Anwendung“ von Michaelis und Menten aus Kapitel 1.6 in Beispiel (3.1.23) noch
einmal auf.
3.1.16 Be i sp iel : Wir betrachten die enzymkatalysierte Reaktion vonMichaelis und Menten, die in Kapitel 1.1 - 1.3 vorgestellt wurde.
Das mit Hilfe der ersten Integrale reduzierte System lautet (vgl. (1.11), (1.12)):
s˙ = − k1e0s + (k1s + k−1)c, s(0) = s0,
c˙ = k1e0s − (k1s + k−1 + k2)c, c(0) = 0,
mit der Michaelis-Menten-Konstanten
M :=
k−1 + k2
k1
.
Wenn wir annehmen, dass die Reaktion bezüglich c quasistationär verläuft, wählen
wir ϕ wie folgt:
ϕ(s, c) = c˙ = k1e0s − k1(s + M) c
und erhalten für die partiellen Ableitungen
∂ϕ
∂s
= k1(e0 − c) und ∂ϕ
∂c
= −k1(s + M).
Für die Berechnung von r aus Proposition (3.1.10) erhalten wir unter Verwendung
des Beispiels (3.1.7):
e0M
e0M + (s + M)2
6 r 6
√
2e0M
e0M + (s + M)2
.
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Damit ergibt sich, dass r genau dann klein ist, wenn e0M/(s + M)2 klein ist (siehe
auch [NW07]). Wenn die Bedingung für alle s gelten soll, ergibt sich als „harte“
Bedingung, dass e0/M klein sein muss und somit ein mögliches ε(p) := e0/M
gefunden ist. 
In dem folgenden Beispiel wollen wir uns mit der „reversiblen“ Michaelis-
Menten-Reaktion befassen. Substrat und Enzym reagieren reversibel zu einem
Komplex, welcher in diesem Fall auch reversibel in Produkt und Enzym zerfällt.
Das heißt, der irreversible Reaktionsverlauf der Michaelis-Menten-Reaktion wird
durch einen reversiblen ersetzt.
3.1.17 Be i sp i el : Für die oben beschriebene Situation liegt eine Reaktionfolgenden Schemas vor:
E + S
k1

k−1
C
k2

k−2
E + P.
Gleichungen für die Konzentrationsänderungen mit der Zeit können auf Grund
des Massenwirkungsgesetzes wie folgt aufgestellt werden:
e˙ = − k1es + k−1c+ k2c− k−2ep,
s˙ = − k1es + k−1c,
c˙ = k1es− k−1c− k2c + k−2ep,
p˙= k2c− k−2ep.
(3.4)
Die Enzymkonzentration wird durch e repräsentiert, während s, c und p die
Konzentrationen von Substrat, Komplex und Produkt wiedergeben. Die Geschwin-
digkeitskonstanten ki sind positiv. Als Anfangsbedingungen wählen wir
e(0) = e0 > 0, s(0) = s0 > 0, c(0) = p(0) = 0.
Die ersten Integrale sind identisch mit denen der „irreversiblen“ Reaktion:
ϕ1(e, s, c, p) = e + c und ϕ2(e, s, c, p) = s + c + p.
Zusammen mit den Anfangsbedingungen erhalten wir
e + c = e0, s + c + p = s0.
Diese Resultate dienen nun dazu, zwei der obigen vier Gleichungen zu eliminieren.
Eine der äquivalenten Möglichkeiten ist die folgende:
s˙ = −k1e0s + (k1s + k−1)c,
c˙ = k1e0s− (k1s + k−1 + k2)c + k−2(e0 − c)(s0 − (s + c)), (3.5)
72
3.1. Fast-invariante Mengen
wobei wir die rechte Seite mit f (s, c) bezeichnen. Das System hat im positiven
Orthanten genau einen stationären Punkt (sˆ, cˆ), welcher asymptotisch stabil ist. Er
setzt sich im zweidimensionalen System aus den folgenden beiden Komponenten
zusammen:
sˆ =
−(e0 − s0 + 1/k∗1 + k∗2) +
√
(e0 + s0 + 1/k∗1 + k
∗
2)2 − 4e0s0
2(1+ k∗1k
∗
2)
,
cˆ =
1
2
(
e0 + s0 + 1/k∗1 + k
∗
2 −
√
(e0 + s0 + 1/k∗1 + k
∗
2)2 − 4e0s0
)
,
wobei k∗1 := k1/k−1 und k
∗
2 := k2/k−2 (vgl. [Ber04]).
Nehmen wir auch für diese Reaktion an, dass sie bezüglich c quasistationär verläuft,
wählen wir ϕ wie folgt:
ϕ(s, c) := k1e0s− (k1s + k−1 + k2)c + k−2(e0 − c)(s0 − (s + c))
und setzen K als Nullstellenmenge von ϕ in dem für die Reaktion relevanten
Bereich
K := {(s, c)t ∈ R2| ϕ(s, c) = 0, sˆ 6 s 6 s0, 0 6 c 6 cˆ}.
Für die ε-Fast-Invarianz von K benötigen wir auf K
|L f (ϕ)|
‖grad ϕ‖ · ‖ f ‖
=
|(1− N)(e0 − c)|√
(1− N)2(e0 − c)2 + (s + M + N(s0 + e0 − s− 2c))2
6 |(1− N)(e0 − c)||s + M + N(s0 + e0 − s− 2c)|
!
6ε,
wobei M := (k−1 + k2)/k1 und N := k−2/k1. In Abhängigkeit des Parameters N
lassen sich unterschiedliche Bedingungen für ein ε-fast-invariantes K finden.
(i) N = 1 :
In diesem Spezialfall ist K invariant und damit eine Reduktion von System
(3.5) auf K für einen Anfangswert in K konsistent.
Ist N ≈ 1, genauer 11+ε 6 N 6 11−ε , so liegt unabhängig von den anderen
Parametern eine ε-Fast-Invarianz von K vor.
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(ii) N < 1 :
Für e0 6 s0 gilt auf K
|(1− N)(e0 − c)|
|s + M + N(s0 + e0 − s− 2c)| 6
(1− N)e0
M + sˆ(1− N) + N(s0 + e0) .
(iii) N > 1 :
Für e0 6 s0 gilt auf K
|(1− N)(e0 − c)|
|s + M + N(s0 + e0 − s− 2c)| 6
(N − 1)e0
s0 + M + Ne0
.
Je nach Konstellation der Parameter kann ε(p) entsprechend gesetzt werden. 
Bewei s :
Die Abschätzungen in den drei beschriebenen Fällen können elementar hergeleitet
werden.
(i) N = 1 :
Aus 11+ε 6 N 6 11−ε folgt aus Monotonieeigenschaften direkt:
|(1− N)(e0 − c)|
|s + M + N(s0 + e0 − s− 2c)| 6
|1− N|
N
6 ε.
(ii) N < 1 :
Betrachtet man den folgenden Term bezüglich c, so ist dieser im Fall e0 6 s0
für c = 0 maximal
(1− N)(e0 − c)
s + M + N(s0 + e0 − s− 2c) 6
(1− N)e0
s + M + N(s0 + e0 − s) .
Da N < 1, kann dieser Term mit s = sˆ weiter nach oben abgeschätzt werden.
(iii) N > 1 :
Betrachten wir χ(s, c) := (N−1)(e0−c)s+M+N(s0+e0−s−2c) > 0, so verschwindet der Gradi-
ent von χ(s, c) für kein (s, c)t ∈ K. Da K kompakt ist, liegt das Maximum von
χ auf dem Rand von K. Die Untersuchung des Rands ergibt mit e0 6 s0
χ(s0, 0) > χ(s, c) für alle (s, c)t ∈ K. 
Erinnern wir uns an das in Kapitel 2.1 berechnete Beispiel (2.1.1). Dieses verdeut-
lichte Tikhonovs Theorem. Betrachten wir dieses einfache Beispiel aus Sicht der
Fast-Invarianz, so beobachten wir Folgendes:
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3.1.18 Be i sp i el : In Beispiel 2.1.1 ist folgendes System gegeben:
x˙ = f1(x, y) = x + y, x(0) = 1,
εy˙ = f2(x, y) = 2x− y, y(0) = 4.
Tikhonovs Theorem garantiert die Konvergenz der Lösung des Systems gegen die
Gerade M0, definiert durch 2x− y = 0 auf einem Zeitintervall 0 < d 6 t 6 L für
ε ↓ 0. Überprüfen wir dieses System auf die Fast-Invarianz aus Definition (3.1.2)
für ϕ(x, y) = 2x− y auf M0:
|L f (ϕ)(x, 2x)|
‖grad ϕj(x, 2x)‖2 · ‖ f (x, 2x)‖2 =
2√
5
.
Im Sinne der Definition (3.1.2) ist M0 weit davon entfernt, fast-invariant zu sein.
Tatsächlich entfernt sich die Lösung lokal von der Menge M0, sie bleibt aber für
eine lange Zeit in ihrer Nähe. Ein solches nicht-lokales Verhalten kann nicht mit
Hilfe von Definition (3.1.2) identifiziert werden. Es gibt verschiedene Möglichkeiten,
die Menge M0 in dem Sinne anzupassen, dass die Fast-Invarianz-Bedingung aus
Definition (3.1.2) besser erfüllt ist. Wir können zum einen die iterative Methode
von Kaper und Kaper aus Kapitel 2.2 anwenden und erhalten nach dem ersten
Iterationsschritt die Menge
M1ε := {(x, y) : 2(1− 3ε) · x− y = 0} ,
auf der
|L f (ϕ)(x, y)|
‖grad ϕj(x, y)‖2 · ‖ f (x, y)‖2 6
|5− 6ε|√
1+ 4(1− 3ε)2 ε
gilt.
Führen wir an einer anderen Stelle der exakten Bestimmung der invarianten Menge
(da es sich um ein lineares System handelt, sind die Eigenvektoren invariant) eine
Taylor-Entwicklung bezüglich ε durch, so erhalten wir die Menge
M2ε :=
{
(x, y) :
2
1+ 3ε
· x− y = 0
}
,
auf welcher
|L f (ϕ)(x, y)|
‖grad ϕj(x, y)‖2 · ‖ f (x, y)‖2 6
4
5
ε
gilt. M2ε ist für dieses System zumindest im ersten Iterationsschritt die bessere
Anpassung.
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Das Beispiel macht deutlich, dass Tikhonov für Systeme anwendbar ist, bei denen
die Fast-Invarianz eher schlechte Ergebnisse liefert. Es zeigt jedoch auch, dass eine
Verfeinerung der Menge M0 ab ε-Ordnung im Sinne von Fenichel (vgl. Kapitel 2.2)
bzw. Kaper und Kaper (vgl. Kapitel 2.2 bzw. Kapitel 3.3 und 3.4) die Eigenschaft,
fast-invariant zu sein, erheblich verbessert. 
Es folgt ein ausführliches, wieder chemisch motiviertes Beispiel:
3.1.19 Be i sp i el : Wir betrachten hier einen Reaktionsmechanismus, derin der Literatur (zum Beispiel bei Keener und Sneyd [KS98], Seite
12f, wie auch bei Murray [Mur93], Seite 118ff) unter dem Namen Kooperativität
zu finden ist.
S + E
k1

k−1
C1
k2⇀ E + P
S + C1
k3

k−3
C2
k4⇀ C1 + P
(3.6)
Wenn wir das System mit dem ursprünglichen System von Michaelis und Menten
(1.9) vergleichen, so kann man sich bei diesem System vorstellen, dass das Enzym
zwei Bindungsstellen hat, so dass die Möglichkeit besteht, dass ein Enzymmolekül
mit zwei Substratmolekülen reagiert. Es besteht die Möglichkeit, dass das Produkt
unter Freiwerden des Enzymmoleküls aus C1 entsteht oder aber aus C2. Hier wird
dann C1 freigegeben.
Mit Hilfe des Massenwirkungsgesetzes erhalten wir für die Konzentrationsände-
rungen mit der Zeit
e˙ = − k1es + (k−1 + k2)c1,
s˙ = − k1es + (k−1 − k3 · s)c1 + k−3c2,
c˙1 = k1es − (k−1 + k2 + k3 · s)c1 + (k−3 + k4)c2,
c˙2 = k3sc1 − (k−3 + k4)c2,
p˙ = k2c1 + k4c2.
(3.7)
Relevante Anfangsbedingungen sind
e(0) = e0 > 0, s(0) = s0 > 0, c1(0) = c2(0) = p(0) = 0.
Mit ersten Integralen erhalten wir unter Beachtung der Anfangsbedingungen
e + c1 + c2 = e0 und s + p + c1 + 2c2 = s0.
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Der einzige sinnvolle stationäre Punkt ist
s = 0, c1 = c2 = 0 ⇒ e = e0 und p = s0.
Auf Grund der zwei ersten Integrale kann das fünfdimensionale System zu einem
äquivalenten dreidimensionalen System reduziert werden:
s˙ = γ(s, c1, c2) := − k1e0s + (k−1 + k1 · s− k3 · s)c1
+ (k1 · s + k−3)c2,
c˙1 = ϕ1(s, c1, c2) := k1e0s − (k−1 + k2 + k1 · s + k3 · s)c1
+ (k−3 + k4 − k1 · s)c2,
c˙2 = ϕ2(s, c1, c2) := k3sc1 − (k−3 + k4)c2.
(3.8)
Verkürzt bezeichnen wir die rechte Seite des System mit f (s, c1, c2).
Murray [Mur93] führt eine Transformation durch, um ein singuläres Störungs-
problem zu erhalten. Er nimmt an, dass sich beide Komplexe C1 und C2 unter
der Bedingung e0/s0  1 quasistationär verhalten. Keener und Sneyd [KS98]
nehmen dasselbe an, reduzieren das System jedoch ohne Angabe von möglichen
Bedingungen. Sie untersuchen unter der Voraussetzung, dass die Reduktion gültig
ist, die maximale Geschwindigkeit für zwei Spezialfälle. Wir wollen untersuchen,
welche Bedingungen, das heißt welche „kleinen Parameter“, sich mit Hilfe der
Fast-Invarianz für unterschiedliche Annahmen ergeben. Konkret bedeutet dies,
zunächst festzulegen, welche der Konzentrationsänderungen sich quasistationär
verhalten. Um nun mögliche „kleine Parameter“ zu bestimmen, die eine solche
Reduktion zumindest näherungsweise erlauben, wenden wir Proposition (3.1.10)
an.
1. Annahme: Reaktionsverlauf bezüglich C1 und C2 quasistationär
Wie bei Keener, Sneyd [KS98] und Murray [Mur93] wollen wir hier annehmen,
dass die quasistationäre Annahme ϕ1 ≈ ϕ2 ≈ 0 von unserem System erfüllt wird.
Da das Reaktionssystem stark verwandt ist mit dem ursprünglichen System von
Michaelis und Menten, interessiert uns, ob die Bedingungen ähnlich, schwächer
oder härter sind.
Berechnen wir zunächst die Nullstellenmenge K von ϕ1 und ϕ2 aus Definition
(3.1.2); auf ihr gilt:
c1(s) =
k1e0s(k−3 + k4)
k1k3s2 + (k−3 + k4)(k−1 + k2 + k1s)
, (3.9)
c2(s) =
k1k3e0s2
k1k3s2 + (k−3 + k4)(k−1 + k2 + k1s)
. (3.10)
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Für den Abbau des Substrats gilt auf K:
ds
dt
= − k1e0s(k3s + k2)(k−3 + k4)
k1k3s2 + (k−3 + k4)(k−1 + k2 + k1s)
.
Mit folgenden Abkürzungen
K1 :=
k−1 + k2
k1
und K2 :=
k−3 + k4
k3
ergibt sich
ds
dt
= −e0s · (k3s + k2)K2s2 + (K1 + s)K2 . (3.11)
Unter welchen Bedingungen ist diese Annahme tatsächlich annähernd erfüllt?
Eine Möglichkeit besteht darin zu prüfen, unter welchen Bedingungen
|L f (ϕj)(x)|
‖ grad ϕj(x) ‖ · ‖ f (x) ‖ 6 ε
?
für j = 1, 2 erfüllt ist. Dies entspricht der Bedingung aus Definition (3.1.2) bezie-
hungsweise Proposition (3.1.10).
Für die kommenden Berechnungen benötigen wir folgende partielle Ableitungen:
∂ϕ2
∂s
= k3c1,
∂ϕ2
∂c1
= k3s,
∂ϕ2
∂c2
= −(k−3 + k4),
∂ϕ1
∂s
= k1e0 − (k1 + k3)c1 − k1c2,
∂ϕ1
∂c1
= k−1 + k2 + s(k1 + k3),
∂ϕ1
∂c2
= k−3 + k4 − k1s.
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Auf der Nullstellenmenge K erhalten wir für ϕ2 die Bedingung:
|L f (ϕ2)(x)|
‖ grad ϕ2(x) ‖ · ‖ f (x) ‖ =
| ∂ϕ2∂s |√
( ∂ϕ2∂s )
2 + ( ∂ϕ2∂c1 )
2 + ( ∂ϕ2∂c2 )
2
=
c1√
c12 + s2 + K22
=
1√
1+ s
2+K22
c12
< ε?.
Um ein handlicheres Kriterium im Vergleich zu der letzten Zeile zu bekommen,
verwenden wir eine Abschätzung über die ‖ · ‖1−Norm und erhalten für 0 < ε? <
1:
c1
s + K2
< ε :=
ε?√
3
⇒ |L f (ϕ2)(x)|‖ grad ϕ2(x) ‖ · ‖ f (x) ‖ < ε
?.
Da wir uns auf der Menge K befinden, können wir die Bedingung durch Ersetzen
von c1 mit Hilfe von Zeile (3.9) umformen zu:
e0sK2
(s2 + K2(s + K1)) (s + K2)
< ε.
Dies wollen wir in Abhängigkeit von dem Größenverhältnis von s0 zu
√
K1K2 noch
weiter vereinfachen:
s0 6
√
K1K2 :
e0
s0 + K1 + K2
< ε
s0 >
√
K1K2 :
e0
(
√
K1 +
√
K2)2
< ε

⇒ |L f (ϕ2)(x)|‖ grad ϕ2(x) ‖ · ‖ f (x) ‖ < ε
?.
Im zweiten Fall erhalten wir für ϕ1 auf der Nullstellenmenge K die Bedingung:
|L f (ϕ1)(x)|
‖grad ϕ1(x)‖ · ‖ f (x)‖ =
| ∂ϕ1∂s |√
( ∂ϕ1∂s )
2 + ( ∂ϕ1∂c1 )
2 + ( ∂ϕ1∂c2 )
2
=
1√
1+ (k−1+k2+s(k1+k3))
2+(k−3+k4−k1s)2
(k1e0−c1(k1+k3)−k1c2)2
< ε?.
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Über einen Wechsel zur ‖ · ‖1−Norm ist die letzte Zeile für 0 < ε? < 1 etwa erfüllt,
wenn |e0 − c1(1+ k3/k1)− c2|
|K1 + s(1+ k3/k1)|+ |k3/k1 · K2 − s| < ε :=
ε?√
3
.
Da wir uns auf der Menge K befinden, können wir die Bedingungen durch Ersetzen
von c1 und c2 mit Hilfe von Zeile (3.9) und (3.10) umformen zu:
|e0K2(K1 − k3/k1s)|
(s2 + K2(s + K1)) (K1 + s(1+ k3/k1) + |k3/k1 · K2 − s|)) < ε.
Dies wollen wir in Abhängigkeit von mehreren Größenverhältnissen noch weiter
vereinfachen:
Bis auf einen Spezialfall gilt die folgende Abschätzung
e0
K1 + k3/k1 · K2 < ε ⇒
|L f (ϕ1)(x)|
‖ grad ϕ1(x) ‖ · ‖ f (x) ‖ < ε
?.
Tritt der Spezialfall auf, dass die folgenden drei Beziehungen
k3 > k1,
k1
k3
· K1 < k3k1 · K2 und s0 >
k1
k3
· K1 (3.12)
gelten, so genügt die Bedingung
e0
K1 + K2
< ε ⇒ |L f (ϕ1)(x)|‖ grad ϕ1(x) ‖ · ‖ f (x) ‖ < ε
?.
Abhängig von verschiedenen Größenverhältnissen ist
|L f (ϕj)(x)|
‖ grad ϕj(x) ‖ · ‖ f (x) ‖ 6 ε
?
für j = 1 und j = 2 unter unterschiedlichen Bedingungen erfüllt. In jedem Fall
werden die Bedingungen von ϕ2 durch die von ϕ1 erfüllt. ϕ1 liefert die stärkeren
und damit bestimmenden Bedingungen. Wir haben demzufolge mögliche „kleine
Parameter“gefunden:
„kleiner Parameter“
Fall (3.12) e0K1+K2
sonst e0K1+k3/k1·K2
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In jedem Fall ist die Wahl von
ε(p) := max
{
e0
K1 + K2
,
e0
K1 + k3/k1 · K2
}
eine mögliche. Diese Bedingung ist schwächer als jene der „irreversiblen“ Michae-
lis-Menten-Reaktion aus Beispiel (3.1.16).
2. Annahme: Reaktionsverlauf bezüglich C1 quasistationär
Zunächst berechnen wir wieder die Nullstellenmenge K, in diesem Fall von ϕ1,
aus Definition (3.1.2):
c1(s, c2) =
k1e0s + (k−3 + k4 − k1s)c2
k−1 + k2 + (k1 + k3)s
. (3.13)
Für den Reaktionsverlauf von Substrat und Komplex 2 gilt auf K:
s˙ =− k1e0s + (k−1 + (k1 − k3)s)k1e0s + (k−3 + k4 − k1s)c2k−1 + k2 + (k1 + k3)s
+ (k1 · s + k−3)c2,
c˙2 = k3s
k1e0s + (k−3 + k4 − k1s)c2
k−1 + k2 + (k1 + k3)s
− (k−3 + k4)c2.
Unter welchen Bedingungen ist diese Annahme tatsächlich annähernd erfüllt?
Da es handlicher ist, mit der 1-Norm zu arbeiten, lautet der allgemeine Ansatz mit
Hilfe von Beispiel (3.1.7):
|L f (ϕ1)|
‖grad ϕ1‖1 · ‖ f ‖1 6
|L f (ϕ1)|
‖grad ϕ1‖2 · ‖ f ‖2 6
3|L f (ϕ1)|
‖grad ϕ1‖1 · ‖ f ‖1 .
Zunächst eine allgemeingültige Abschätzung zur Vereinfachung:
|L f (ϕ1)|
‖grad ϕ1‖1 · ‖ f ‖1 =
| ∂ϕ1∂s · γ+ ∂ϕ1∂c2 · ϕ2|
(| ∂ϕ1∂s |+ | ∂ϕ1∂c1 |+ |
∂ϕ1
∂c2
|) · (|γ|+ |ϕ2|)
6
∣∣∣e0 − (1+ k3k1 )c1 − c2∣∣∣+ ∣∣∣ k−3+k4k1 − s∣∣∣∣∣∣e0 − (1+ k3k1 )c1 − c2∣∣∣+ ∣∣∣K1 + (1+ k3k1 )s∣∣∣+ ∣∣∣ k−3+k4k1 − s∣∣∣ .
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Es ist nun nötig,
∣∣∣e0 − (1+ k3k1 )c1 − c2∣∣∣ auf der Menge K unter den zusätzlichen
Voraussetzungen c1 + c2 6 e0, 0 6 c2 und 0 6 s 6 s0 zu betrachten. Die Bedingun-
gen zusätzlich zur Betrachtung der Menge K sind sinnvoll, da das ursprüngliche
System (3.8) diesen Voraussetzungen genügt. Für c1(s, c2) aus Zeile (3.13) gilt dann
c1(s, c2) =
k1e0s + (k−3 + k4 − k1s)c2
k−1 + k2 + (k1 + k3)s
> 0.
Die Bedingung c1 6 e0 − c2 ergibt eine weitere Bedingung für c2:
c1 6 e0 − c2 ⇔ c2 6 e0(k3s + k−1 + k2)k3 + k−1 + k2 + k−3 + k4 .
Mit dieser Bedingung an c2 können wir
∣∣∣e0 − (1+ k3k1 )c1 − c2∣∣∣ abschätzen zu
0 6
∣∣∣∣e0 − (1+ k3k1 )c1 − c2
∣∣∣∣
6 e0 ·max
{
1,
k3(k−3 + k4)
k1(k−3 + k4 + k−1 + k2 + k3s)
}
.
Damit ergibt sich
|L f (ϕ1)|
‖grad ϕ1‖1 · ‖ f ‖1 6
 e0 ·max
{
1, k3(k−3+k4)k1(k−3+k4+k−1+k2)
}
∣∣∣K1 + (1+ k3k1 )s∣∣∣+ ∣∣∣ k−3+k4k1 − s∣∣∣
 =: T1
+

∣∣∣ k−3+k4k1 − s∣∣∣∣∣∣K1 + (1+ k3k1 )s∣∣∣+ ∣∣∣ k−3+k4k1 − s∣∣∣
 =: T2
!
<ε+ ε.
Wir definieren q := k3(k−3+k4)k1(k−3+k4+k−1+k2+k3) . Je nach Fall müssen die einzelnen Einträge
der folgenden Tabelle kleiner als ε sein, um
|L f (ϕ1)|
‖grad ϕ1‖2 · ‖ f ‖2 < 6ε =: ε
? für alle 0 6 s 6 s0
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zu garantieren:
T1 T2
q 6 1, s0 > k−3+k4k1
e0
K1
max
{
k−3+k4
k−1+k2 ,
s0
K1+k3/k1 s0
}
q 6 1, s0 < k−3+k4k1
e0
K1+
k3
k1
K2
k−3+k4
k−1+k2
q > 1
k3
k1
·e0
K1+K2+
k1
k3
K1
k3
k1
·K2
K1+K2+
k1
k3
K1
Je nachdem, in welchem Fall man sich befindet, kann der kleinere der beiden Terme
T1 und T2 als „kleiner Parameter“ ε(p) gewählt werden, so dass K ε?-fast-invariant
ist.
3. Annahme: Reaktionsverlauf bezüglich C2 quasistationär
Zunächst berechnen wir die Nullstellenmenge K, in diesem Fall von ϕ2, aus
Definition (3.1.2):
c2(s, c1) =
sc1
K2
. (3.14)
Für den Reaktionsverlauf von Substrat und Komplex 1 gilt auf K:
s˙ =− k1e0s + (k−1 + (k1 − k3)s)c1 + (k1 · s + k−3) sc1K2 ,
c˙1 = k1e0s− (k−1 + k2 + (k1 + k3)s)c1 + (−k1 · s + k−3 + k4) sc1K2 .
Unter welchen Bedingungen ist diese Annahme tatsächlich annähernd erfüllt?
Unter Betrachtung der 1-Norm erhalten wir folgendes allgemeine System, welches
wir versuchen, bestmöglich abzuschätzen:
|L f (ϕ2)|
‖grad ϕ2‖1 · ‖ f ‖1 =
| ∂ϕ2∂s · γ+ ∂ϕ2∂c1 · ϕ1|
(| ∂ϕ2∂s |+ | ∂ϕ2∂c1 |+ |
∂ϕ2
∂c2
|) · (|γ|+ |ϕ1|)
=
|c1 · γ+ s · ϕ1|
(c1 + s + K2) · (|γ|+ |ϕ1|)
6 c1 + s
c1 + s + K2
!
< ε.
83
3. Quasistationarität und fast-invariante Mengen
Es ergibt sich demzufolge die Bedingung
c1 + s
K2
< ε;
nehmen wir die Erhaltungsgröße hinzu, so erhalten wir unseren „kleinen Parame-
ter“:
s0
K2
< ε ⇒ |L f (ϕ2)|‖grad ϕ2‖2 · ‖ f ‖2 < 3ε =: ε
?.
Zusammenfassung der drei Fälle
Die einzelnen Bedingungen der drei Fälle sind nicht direkt miteinander vergleich-
bar, jedoch sind die Bedingungen des ersten Falles „Quasi-stationäre Annahme für
C1 und C2“ am mildesten. Dies ist nicht verwunderlich, da das System hier auf ein
eindimensionales Gebiet eingeschränkt wird und nicht auf ein zweidimensionales.
Die Ergebnisse des ersten Falles sollen in der Abbildung 3.3 illustriert werden,
wobei wir uns jeweils nicht in dem Spezialfall von Zeile (3.12) befinden. Es wird
verglichen, wie gut oder schlecht sich die „reduzierte Lösung“ s (rot) der tat-
sächlichen Lösung (schwarz) nähert, wenn ϕ1 = ϕ2 = 0 als gültig angenommen
wird.
Die linke Abbildung 3.3 zeigt, dass unter Einhaltung der Bedingung e0/(K1 +
k3/k1 · K2) „klein“ beide Graphen sehr ähnlich verlaufen. Je kleiner, desto besser
ist der Verlauf. Aus chemischer Sicht ist dies einleuchtend, da dies bedeutet, dass
gebildetes C1 bzw. C2 direkt weiter reagiert. So kann zum einen wenig Zwischen-
produkt gebildet werden, und zum anderen bleibt es dadurch nahezu konstant.
Die rechte Abbildung 3.3 zeigt, dass sich unter Missachtung der aufgestellten
Bedingung die Graphen stärker voneinander entfernen. 
Als letztes Beispiel dieser Serie untersuchen wir die kooperative Inhibition. Im
Vergleich zu dem System von Michaelis und Menten (1.9) liegt hier zusätzlich
ein Inhibitor I vor, der den Bildungsprozess des Produktes verlangsamt, indem er
sich mit Enzymmolekülen verbindet und diese so gehindert werden, mit Substrat
zu reagieren.
3.1.20 Be i sp iel : Der Reaktionsmechanismus zur oben beschriebenenSituation ist in der Literatur (zum Beispiel bei Keener und Sneyd
[KS98], Seite 10f) unter dem Namen kooperative Inhibition zu finden.
S + E
k1

k−1
C1
k2⇀ E + P
I + E
k3

k−3
C2
(3.15)
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Abbildung 3.3.: Illustration von Beispiel (3.1.19)
Die linke Abbildung zeigt die „reduzierte Lösung“ von (3.11) in rot im
Vergleich zur Lösung für das Substrat von (3.8) in schwarz, wenn für die
Konstanten e0/(K1 + k3/k1 · K2) = 1/13 gilt; genauer: e0 = s0 = k1 =
1, k−1 = 1, k2 = 5, k3 = 2, k−3 = 2, k4 = 3. In der rechten Abbildung ist
e0/(K1 + k3/k1 · K2) = 15/13 (wobei e0 = s0 = 1, k1 = 15, k−1 = 1, k2 =
5, k3 = 2, k−3 = 2, k4 = 3). Die Missachtung der ermittelten Bedingung
hat zur Folge, dass die „reduzierte Lösung“ stärker von dem Verlauf der
tatsächlichen Lösung abweicht.
Mit Hilfe des Massenwirkungsgesetzes erhalten wir für die Konzentrationsände-
rungen mit der Zeit ein sechsdimensionales System
s˙ = − k1es + k−1c1,
e˙ = − k1es + (k−1 + k2)c1 − k3ei + k−3c2,
c˙1 = k1es − (k−1 + k2)c1,
c˙2 = k3ei− k−3c2,
i˙ = − k3ei + k−3c2,
p˙ = k2c1.
(3.16)
Relevante Anfangsbedingungen sind
s(0) = s0 > 0, e(0) = e0 > 0, i(0) = i0 > 0,
c1(0) = c2(0) = p(0) = 0.
Mit drei ersten Integralen erhalten wir unter Beachtung der Anfangsbedingungen
s + p + c1 = s0, e + c1 + c2 = e0 und i + c2 = i0.
85
3. Quasistationarität und fast-invariante Mengen
Der einzig sinnvolle stationäre Punkt ist
p = s0, s = c1 = 0, c2 = cˆ2, e = e0 − cˆ2 und i = i0 − cˆ2,
mit cˆ2 =
1
2
i0 + e0 + k−3k3 −
√(
i0 + e0 +
k−3
k3
)2
− 4e0i0
 .
Auf Grund der drei ersten Integrale kann das sechsdimensionale System zu einem
äquivalenten dreidimensionalen System reduziert werden:
s˙ = − k1(e0 − c2)s + (k−1 + k1 · s)c1,
c˙1 = k1(e0 − c2)s − (k−1 + k2 + k1 · s)c1,
c˙2 = − k−3c2 + k3(e0 − c1 − c2)(i0 − c2).
(3.17)
Verkürzt bezeichnen wir die rechte Seite des System mit f (s, c1, c2).
Keener und Sneyd [KS98] nehmen an, dass sich beide Komplexe C1 und C2
unter der Bedingung e0/s0  1 quasistationär verhalten. Wir wollen uns in dem
Beispiel der Annahme des quasistationären Verhaltens von C1 und C2 anschließen
(siehe dazu auch Beispiel 5.3.2). Jedoch wollen wir unser Kriterium nutzen, um zu
überprüfen, ob e0/s0  1 eine gute und/oder (einzig) mögliche Wahl ist.
Wir wählen
ϕ :=k1(e0 − c2)s− (k−1 + k2 + k1 · s)c1,
ψ :=− k−3c2 + k3(e0 − c1 − c2)(i0 − c2)
und untersuchen die gemeinsame Nullstellenmenge K von ϕ und ψ, beschränkt
auf den positiven Orthanten, auf ε-Fast-Invarianz.
K :=
{
(s, c1, c2)t ∈ R3
∣∣∣∣0 6 s 6 s0, 0 6 c1 = (e0 − c˜2)ss + M , c2 = c˜2
}
,
wobei wie üblich M := k−1+k2k1 ist und
c˜2 =
1
2
e0 + i0 + k−3(s + M)k3M −
√(
e0 + i0 +
k−3(s + M)
k3M
)2
− 4e0i0
.
Auf K gilt
L f (ψ) = 0,
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damit ist es ausreichend, die Untersuchung im Folgenden auf ϕ zu beschränken.
Allgemein gilt (mit Beispiel (3.1.7) und elementaren Umformungen):
|e0 − c1 − c2|
|2s + M| 6
ε√
3
=: ε?
⇒ |L f (ϕ)|‖grad ϕ‖ · ‖ f ‖ =
|e0 − c1 − c2|√
(e0 − c1 − c2)2 + (s + M)2 + s2
6 ε.
Wir schränken unsere Betrachtungen nun auf K ein und erhalten
|e0 − c1 − c2|
|2s + M| =
M(e0 − c˜2(s))
(2s + M)(s + M)
=: χ(s).
Eine Analyse der Ableitung ergibt χ′(s) < 0 und somit χ(0) > χ(s) für alle s > 0.
Mit der Standardabschätzung der Wurzel (
√
1− x 6 1− x/2 für 0 6 x 6 1) gilt
χ(0) =
1
2M
e0 − i0 − k−3k3 +
√(
i0 + e0 +
k−3
k3
)2
− 4e0i0

6 e0
M
· e0 +
k−3
k3
e0 + i0 +
k−3
k3
.
Nun können mögliche kleine Parameter für ein ε-fast-invariantes K identifiziert
werden. Es sei erwähnt, dass die Bedingung e0  s0 von Keener und Sneyd bei
dieser strengen Untersuchung entfällt. An der Definition von χ(s) wird jedoch
auch ersichtlich, dass diese Bedingung, zumindest weiter entfernt vom stationären
Punkt, auch eine Möglichkeit ist. 
Ähnlich wie in Proposition (3.1.10) können wir Lösungen untersuchen, die in
der Nähe von K auf einer Niveaumenge, gegeben durch ϕi(x) = κi, starten. Dies
ist insofern interessant, als es Situationen gibt, in denen eine Lösung die fast-
invariante Mannigfaltigkeit K zu keiner Zeit trifft. Die folgende Proposition stellt
sicher, dass eine Lösung, die sich in der Nähe von K befindet, unter bestimmten
Voraussetzungen, sich auch nach einiger Zeit noch in der Nähe von K bewegt. Dies
bietet in manchen Fällen eine alternative Methode zu dem Vorgehen aus Kapitel
5.
Die Aussagen von Proposition (3.1.10) lassen sich bis einschließlich (a) vollständig
für den Fall y0 ∈ {x ∈ U|ϕi(x) = κi 6= 0} übertragen. Für den Teil (b) ändert sich
die Aussage, und wir können Eigenschaften der positiven Invarianz hinzufügen.
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3.1.21 Propos it ion : Sei y0 ∈ {x ∈ U| |ϕi(x)| = κi > 0} so, dass‖ f (y0)‖ =: M1 > 0, und sei i so, dass ‖grad ϕi(y0)‖ =: M2 > 0
und |L f (ϕi)(y0)|
‖grad ϕi(y0)‖ · ‖ f (y0)‖ =: r > 0.
Für q > 1 sei Yq eine Umgebung von y0 so, dass für alle y ∈ Yq gilt:
(i) |〈 f (y), f (y0)〉| > M1q · ‖ f (y0)‖, ‖ f (y)‖ 6 qM1,
(ii) M2q 6 ‖grad ϕi(y)‖ 6 qM2,
(iii) rq 6
|L f (ϕi)(y)|
‖grad ϕi(y)‖·‖ f (y)‖ 6 qr.
Weiter sei ρ > 0 so, dass die abgeschlossene Kugel Bρ(y0) in Yq enthalten ist.
(a) Es existiert ein t∗ > 0 so, dass
‖F(t∗, y0)− y0‖ = ρ, F(t, y0) ∈ Bρ(y0) für 0 6 t < t∗
und weiter
1
q
ρ
M1
6 t∗ 6 q ρ
M1
.
(b) Es liegen für die jeweiligen Fälle die folgenden Abschätzungen vor:
(1) Für ϕi(y0) = κi > 0 und L f (ϕi)(y0) > 0 gilt
1
q4
· ρrM2 + κi 6 ϕi(F(t∗, y0)) 6 q4 · ρrM2 + κi.
Für einen so gewählten Anfangswert ist die Menge
{x ∈ U| ϕi(x) > κi}
lokal positiv invariant für (3.1). Damit entfernt sich die Lösung lokal von
der Nullstellenmenge K.
(2) Für ϕi(y0) = κi > 0 und L f (ϕi)(y0) < 0 gilt
−q4 · ρrM2 + κi 6 ϕi(F(t∗, y0)) 6 − 1q4 · ρrM2 + κi.
In diesem Fall bewegt sich die Lösung auf die Nullstellenmenge K zu. Ist
die Umgebung Yq groß genug, kann die Aussage getroffen werden, dass
die Lösung die Nullstellenmenge K kreuzt, womit wir bei Fall (4) wären:
Es gibt dann ein tˆ > 0, für das ϕi(z(tˆ)) = −κˆi > 0 und L f (ϕi)(z(tˆ)) < 0
gilt.
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(3) Für ϕi(y0) = −κi < 0 und L f (ϕi)(y0) > 0 gilt
1
q4
· ρrM2 − κi 6 ϕi(F(t∗, y0)) 6 q4 · ρrM2 − κi.
In diesem Fall bewegt sich die Lösung wie in (2) auf die Nullstellenmenge
K zu. Hier kann die Lösung abhängig von der Größe von Yq ab einem
bestimmten tˆ in Fall (1) liegen.
(4) Für ϕi(y0) = −κi < 0 und L f (ϕi)(y0) < 0 gilt
−q4 · ρrM2 − κi 6 ϕi(F(t∗, y0)) 6 − 1q4 · ρrM2 − κi.
Für einen so gewählten Anfangswert ist die Menge
{x ∈ U| ϕi(x) 6 −κi}
lokal positiv invariant für (3.1). Damit entfernt sich die Lösung lokal von
der Nullstellenmenge K. 
Bewei s :
Teil (a) lässt sich völlig analog zu Proposition (3.1.10) beweisen.
Zu Teil (b): Wir benötigen immer wieder folgende Eigenschaft:
L f (ϕi)(y0) > 0
(iii)⇒ L f (ϕi)(y) > 0 für alle y ∈ Yq
⇒ L f (ϕi)(z(t)) > 0 für alle z(t) ∈ Yq
(3.2)⇒ d
dt
ϕi(z(t)) > 0 für alle y ∈ Yq
⇒ ϕi wächst monoton, solange z(t) ∈ Yq
Ebenso folgt für L f (ϕi)(y0) < 0, dass ϕi mit der Zeit abnimmt. Damit erhalten
wir direkt die Aussagen zur lokalen Invarianz bzw. zum Verhalten der Lösung
bezüglich der Lage zu K.
Die Abschätzungen aus Teil (b) werden nahezu analog zu Proposition (3.1.10)
bewiesen. Dabei beschränken wir uns darauf, jeweils eine Seite der Abschätzung
explizit zu dokumentieren.
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Zu (1):
ϕi(F(t∗, y0)) = ϕi(z(t∗))− ϕi(z(0)) + κi
=
t∗∫
0
d
dt
(ϕi(z(t)))dt + κi
(3.2)
=
t∗∫
0
L f (ϕi)(z(t))dt + κi
(i)−(iii)
> t∗ · rM1M2
q3
+ κi
(a)
> ρrM2
q4
+ κi.
Zu (2):
−ϕi(F(t∗, y0)) = − (ϕi(z(t∗))− ϕi(z(0)))− κi
= −
t∗∫
0
d
dt
(ϕi(z(t)))dt− κi
(3.2)
=
t∗∫
0
−L f (ϕi)(z(t))dt− κi
(i)−(iii)
> t∗ · rM1M2
q3
− κi
(a)
> ρrM2
q4
− κi.
Die anderen beiden Fälle werden völlig analog bewiesen. 
3.1.22 Be i sp iel : Hier betrachten wir die reversible Reaktion von Mi-chaelis und Menten aus Beispiel (3.1.17). An dieser Stelle wollen
wir eine Anwendung der Proposition (3.1.21) vorstellen. Das reduzierte Differenti-
algleichungssystem mit Anfangswert (s0, 0) lautet
s˙ = γ(s, c) := −k1e0s + (k1s + k−1)c,
c˙ = ϕ(s, c) := k1
(
(1− N)e0s + Ne0s0 − (M + (1− N)s
+ N(e0 + s0))c + Nc2
)
,
dabei sind alle Konstanten positiv, und wir verwenden die Abkürzungen
M :=
k−1 + k2
k1
und N :=
k−2
k1
.
Uns interessiert der Fall c˙ = 0, und damit wählen wir für die Nullstellenmenge K
jene von ϕ(s, c). Nun untersuchen wir den Spezialfall N = 1 genauer. Die Menge
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K hat dann folgende Gestalt
K ={
(s, c) | 0 6 s 6 s0, c = 12
(
e0 + s0 + M−
√
(e0 + s0 + M)2 − 4e0s0
)}
.
Im Fall N = 1 ist ϕ(s, c) unabhängig von s. Definiere ϕ˜(c) := ϕ(s, c), dann gilt
ϕ˜(c) = k1
((
c− 1
2
(M + e0 + s0)
)2
− 1
4
(M + e0 + s0)2 + e0s0
)
> 0,
denn ϕ˜(c) ist auf [0, cˆ] streng monoton fallend und ϕ˜(0) = e0s0 und ϕ˜(cˆ) = 0. cˆ
bezeichnet dabei die Komplexkonzentration im stationären Punkt (vgl. Beispiel
(3.1.17)). Nun gilt es noch, L f (ϕ) zu betrachten:
L f (ϕ) =
dϕ
ds
· s˙ + dϕ
dc
· c˙
= 2c3 − 3c2(e0 + s0 + M) + c(2e0s0 + (e0 + s0 + M)2)
− e0s0(e0 + s0 + M).
Wie wir feststellen können, ist L f (ϕ) auch nur von c abhängig. Das ermöglicht die
Untersuchung der Monotonie in Abhängigkeit von c. Für c = 0 gilt
L f (ϕ)(0) = −e0s0(e0 + s0 + M) < 0.
c liegt im Wertebereich [0, cˆ]. Betrachten wir die Ableitung nach c, so lautet diese
d
dc
(L f (ϕ)) = 6c2 − 6c(e0 + s0 + M) + (e0 + s0 + M)2 + 2e0s0 != 0
⇒ c =
e0 + s0 + M− 1√3
√
(e0 + s0 + M)2 − 4e0s0
2
> cˆ.
Damit ist L f (ϕ) für alle c ∈ [0, cˆ] echt kleiner als 0. Die Voraussetzungen für
die Anwendung der Proposition (3.1.21)(b)(2) sind erfüllt. Somit beweist diese
Proposition, dass sich die Lösung der Nullstellenmenge K in jedem Zeitschritt
immer weiter annähert. 
Es sind jedoch auch die Grenzen dieser Methode zu beachten: Wenn in den
Gegebenheiten von Proposition (3.1.9) eine sehr langsame Konvergenz von r(δ)
für r ↓ 0 vorliegt, ist auch die Aussagekraft von Proposition (3.1.10) begrenzt. Der
Wert einer reduzierten Differentialgleichung, die in einem solchen Fall aufgestellt
wird, ist eingeschränkt aussagekräftig.
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Zum Abschluss der Betrachtung von fast-invarianten Mengen im Zusammenhang
mit Quasistationarität betrachten wir noch einmal das Beispiel aus Kapitel 1.6. Hier
soll mathematisch gezeigt werden, warum die „biologische“ Reduktion nicht oder
nur in bestimmten Fällen näherungsweise richtig ist.
3.1.23 Be i sp i el : Das Reaktionsschema aus Kapitel 1.6 lautete
U
kβ
⇀ E, E + S
k1

k−1
C
k2⇀ E + P, E kα⇀ F, (3.18)
und das zugehörige Differentialgleichungssystem (ohne die Bildung von F)
u˙ = −kβu,
e˙ = − k1es + k−1c + k2c+kβu− kαe,
s˙ = − k1es + k−1c,
c˙ = k1es− k−1c − k2c,
p˙ = k2c,
(3.19)
mit den Anfangsbedingungen
u(0) = u0, s(0) = s0 und e(0) = c(0) = p(0) = 0.
Wir wollen hier die zwei verschiedenen Möglichkeiten, das gegebene System (3.19)
zu reduzieren, genauer analysieren. In Kapitel 1.6 wurde eine „biologische“ Re-
duktion vorgestellt. In Abbildung 1.6 zeigte sich, dass diese Reduktion zumindest
nicht optimal ist. Wir wollen eine zweite Reduktion vorstellen, welche sich stärker
am Ansatz der Fast-Invarianz orientiert. Wenn wir annehmen, dass die Reaktion
bezüglich c quasistationär verläuft, wählen wir ϕ wie folgt
ϕ(u, e, s, c, p) := k1es− k−1c− k2c
und definieren K als Nullstellenmenge von ϕ in dem für die Reaktion relevanten
Bereich. Auf K gilt für die Komplexkonzentration:
c =
es
M
, wobei M :=
k−1 + k2
k1
.
Als Reduktion erhalten wir
u˙ = −kβu,
e˙ = kβu− kαe,
s˙ = −k2 esM ,
(3.20)
während die „biologische“ Reduktion mit
s˙ = −k2 ess + M (3.21)
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Abbildung 3.4.: Illustration von Beispiel (3.1.23)
Hier werden die beiden Lösungen der Reduktionen für die Substratkonzentra-
tion aus Beispiel (3.1.23) mit der tatsächlichen Lösung des Systems (3.19) in
schwarz verglichen. Die „biologische“ Reduktion (grün) des Systems (3.21)
weicht dabei jeweils stärker ab als die „mathematische“ Reduktion (rot) des
Systems (3.20). Die linke Abbildung erfüllt mit den Konstanten s0 = 1,
u0 = 0, 1, M = 1 und kα = kβ ≈ ki die „klassische“ Bedingung u0  s0;
die rechte Abbildung erfüllt mit den Konstanten s0 = u0 = 0, 5, M = 10 und
kα = kβ ≈ ki die ermittelte Fast-Invarianz-Bedingung (u0 + s0) M.
arbeitet (vgl. System (1.28)). Untersuchen wir K auf ε-Fast-Invarianz, so gilt auf K:
|L f (ϕ)|
‖grad ϕ‖ · ‖ f ‖
=
s|(kβu− kαe)− k2e2/M|√
s2 + e2 + M2
√
(kβu)2 + (kβu− kαe)2 + 2(k2es/M)2
6max
 s0√s20 + M2 ,
u0√
u20 + M2
 .
Für ein ε-fast-invariantes K ist ε := (u0 + s0)/M eine in jedem Fall mögliche
Wahl. Wenn wir die „typische“ Bedingung e0  s0 der „irreversiblen“ Michaelis-
Menten-Reaktion in u0  s0 anpassen, so ist diese hier offenbar keine gute
Konstellation für ein quasistationäres Verhalten von c. Ist ε := (u0 + s0)/M  1,
so weicht die „biologische“ Reduktion aus Zeile (3.21) kaum von der aus System
(3.20) ab.
Das Beispiel verdeutlicht zum einen, dass die von Biologen angenommene Re-
duktion keinen mathematischen Hintergrund hat und nur teilweise als Näherung
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des vollständigen Reaktionsablaufs in Frage kommt. Zum anderen zeigt es, wie
stark sich die Bedingungen an die Konstanten für einen quasistationären Verlauf
bezüglich des Komplexes verändern, wenn das Enzym zunächst gebildet und dann
auch abgebaut wird. 
§ 3.2
R E D U Z I E RT E S Y S T E M E
Wir betrachten im Folgenden zwei verschiedene Möglichkeiten, ein reduziertes
System in Abhängigkeit von einem gegebenen Differentialgleichungssystem
x˙ = f (x), x ∈ K∗ ⊂ Rn
und ϕi, . . . , ϕr (aus Definition (3.1.2)) aufzustellen. f ist dabei eine Funktion vom
Rn in den Rn. Zum einen wollen wir untersuchen, wie ähnlich sich die beiden Sys-
teme unter gewissen Voraussetzungen sind. Zum anderen können mit Hilfe einer
allgemein gültigen Abschätzung zweier Lösungen von zwei verschiedenen Differen-
tialgleichungen Aussagen über die Lage der Lösung von f zu der des reduzierten
Systems getroffen werden. Wenn wir uns an die Definition der fast-invarianten
Menge K aus (3.1.2) erinnern, so ist K die gemeinsame Nullstellenmenge der ϕi.
In der ersten Variante erzeugen wir ein neues System, für welches K eine invariante
Menge ist. Ist K auch eine invariante Menge für f , so stimmt das neue System
mit f auf K überein. Wir wollen das neue System als Reduktion verstehen, da die
rechte Seite nur noch von n− r Variablen abhängt und somit für die Bestimmung
der Lösung des Systems ein (n− r)-dimensionales Differentialgleichungssystem
ausreicht.
In der zweiten Variante erzeugen wir ein neues System, indem wir die Restriktion
von f auf K betrachten. Hier sind f und das neue System auf K identisch. Eine
Reduktion der Dimension liegt wie in der ersten Variante insofern vor, als ein
(n− r)-dimensionales Differentialgleichungssystem zur Bestimmung der Lösung
des neues Systems ausreicht. In diesem Fall sind r Komponenten in der Lösung
konstant.
Ziel einer Reduktion ist die Vereinfachung eines Systems. Es sind n− r Kompo-
nenten der beiden Reduktionen identisch und unabhängig von den restlichen r
Komponenten. So gesehen könnte man die Reduktion auch unabhängig von den
übigen Komponenten betrachten und bräuchte nicht zwischen den Reduktionen
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zu unterscheiden. Die zusätzlichen r Komponenten ermöglichen aber erst einen
vollständigen Vergleich mit dem ursprünglich gegebenen System.
Wie wir feststellen werden, ist der Vergleich des vollen Systems mit der Reduktion
mit den Methoden dieses Abschnitts nur zeitlich begrenzt möglich. In Kapitel 5
werden wir eine weitere allgemeine Möglichkeit der Reduktion vorstellen, welche
dann auch Aussagen zur Güte dieser Reduktionen erlaubt. Insbesondere stellen
wir dort einen Zusammenhang zwischen den Resultaten des Beispiels (3.2.6) und
denen des Beispiels (5.2.1) her.
1. Variante der Reduktion
Hier findet der Vergleich von einer Lösung, die sich auf der Untermannigfaltigkeit
K bewegt, mit der Lösung von f , die auf ganz K∗ verlaufen kann, statt:
Wir wollen die die Nullstellenmenge K definierenden Funktionen ϕi,
i = 1, . . . , r in Abhängigkeit von f definieren (vgl. Bemerkung (3.1.4)): ϕi(x) :=
fn−r+i(x). Damit nehmen wir an, dass die Komponenten xn−r+1 bis xn quasistatio-
när verlaufen. Wir wollen voraussetzen, dass die letzten r Komponenten von x auf
K in Abhängigkeit der übrigen n− r Komponenten darstellbar sind (lokal und bis
auf Nummerierung ist dies bei maximaler Jacobi-Matrix möglich, vgl. Bemerkung
(3.1.4)):
xn−r+1 = ψ1(x1, . . . , xn−r), . . . , xn = ψr(x1, . . . , xn−r). (3.22)
Wir definieren nun ein Differentialgleichungssystem x˙ = g(x), welches die Null-
stellenmenge K der ϕi als invariante Menge besitzt und in Verwandtschaft mit
x˙ = f (x) steht. Unter Verwendung der Eigenschaft aus Zeile (3.22) erhalten wir:
x˙= g(x) :=

f1(x1, . . . , xn−r,ψ1(x1, . . . , xn−r), . . . ,ψr(x1, . . . , xn−r))
...
fn−r(x1, . . . , xn−r,ψ1(x1, . . . , xn−r), . . . ,ψr(x1, . . . , xn−r))
d
dtψ1(x1, . . . , xn−r)
...
d
dtψr(x1, . . . , xn−r)

=

g1(x1, . . . , xn−r)
...
gn−r(x1, . . . , xn−r)
Lg˜(ψ1)(x1, . . . , xn−r)
...
Lg˜(ψr)(x1, . . . , xn−r)

, (3.23)
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wobei g˜(x) das reduzierte Problem der Dimension n− r ist. Es lautet:
x˙= g˜(x) :=
 f1(x1, . . . , xn−r,ψ1(x1, . . . , xn−r), . . . ,ψr(x1, . . . , xn−r))...
fn−r(x1, . . . , xn−r,ψ1(x1, . . . , xn−r), . . . ,ψr(x1, . . . , xn−r))
.
Wir wollen g(x) mit f (x) auf K vergleichen. Die Elemente von K wollen wir mit v
abkürzen, für diese gilt
v = (v1, . . . , vn−r,ψ1(v1, . . . , vn−r), . . . ,ψr(v1, . . . , vn−r))
=: (vˆ,ψ(vˆ)).
(3.24)
Zum einen gilt auf K
‖ f (v)− g(v)‖
=
∥∥∥∥∥∥∥∥∥∥∥∥∥∥

f1(v)
...
fn−r(v)
fn−r+1(v)
...
fn(v)

−

f1(v)
...
fn−r(v)
Lg˜(ψ1)(vˆ)
...
Lg˜(ψr)(vˆ)

∥∥∥∥∥∥∥∥∥∥∥∥∥∥
=
∥∥∥∥∥∥∥∥∥∥∥∥∥∥

0
...
0
−Lg˜(ψ1)(vˆ)
...
−Lg˜(ψr)(vˆ)

∥∥∥∥∥∥∥∥∥∥∥∥∥∥
,
zum anderen gilt mit h(x) := ( fn−r+1(x), . . . , fn(x))t aber auch
‖ f (v)− g(v)‖
=
∥∥∥∥(g˜(v)h(v)
)
−
(
g˜(v)
−(D2h)−1(v)(D1h(v) · g˜(v))
)∥∥∥∥
=
∥∥∥(D2h)−1(v)∥∥∥ ·
∥∥∥∥∥∥∥∥∥

0
L f (ϕ1)(v)
...
L f (ϕr)(v)

∥∥∥∥∥∥∥∥∥ ,
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wobei die Invarianz von K für die Darstellung der letzten r Komponenten von g
genutzt wurde.
Die daraus möglichen Folgerungen wollen wir in dem nachstehenden Satz festhal-
ten.
3.2.1 Satz : Für ein gegebenes Differentialgleichungssystem x˙ = f (x) undseine Reduktion auf die Nullstellenmenge K durch x˙ = g(x) gilt für
den Fall, dass K wie in Bemerkung (3.1.4) und g wie in Zeile (3.23) gesetzt werden:
Ist K für f invariant, so gilt für v ∈ K
‖ f (v)− g(v)‖ = 0.
Definieren wir h(x) := ( fn−r+1(x), . . . , fn(x))t und ist K eine ε-fast-invariante
Menge für f , so gilt für v ∈ K
‖ f (v)− g(v)‖ 6 ε
∥∥∥(D2h)−1(v)∥∥∥ · ‖ f (v)‖ ·
∥∥∥∥∥∥∥
grad ϕ1(v)...
grad ϕr(v)

∥∥∥∥∥∥∥ . 
2. Variante der Reduktion
Hier findet der Vergleich eines Systems, welches nicht auf K verläuft, aber über
dieses definiert wird, mit f statt. Wir definieren die ϕi hier jedoch etwas anders als
in der ersten Variante der Reduktion:
Zunächst nehmen wir erneut an, dass sich die xn−r+i für i = 1, . . . , r quasistationär
verhalten, und bestimmen über die Nullstellenmenge der fn−r+i die Funktionen ψi.
Wir wollen voraussetzen, dass die Darstellbarkeit xn−r+i = ψi(x1, . . . , xn−r) aus Zei-
le (3.22) auf K gegeben ist. Nun definieren wir ϕi(x) := xn−r+i − ψi(x1, . . . , xn−r).
Auf der Nullstellenmenge K der ϕi gilt damit auch fn−r+i = 0.
Wir definieren in diesem Fall x˙ = h(x) wie folgt:
x˙=h(x) :=
 f1(x1, . . . , xn−r,ψ1(x1, . . . , xn−r), . . . ,ψr(x1, . . . , xn−r))...
fn(x1, . . . , xn−r,ψ1(x1, . . . , xn−r), . . . ,ψr(x1, . . . , xn−r))

=

f1(x1, . . . , xn−r,ψ1(x1, . . . , xn−r), . . . ,ψr(x1, . . . , xn−r))
...
fn−r(x1, . . . , xn−r,ψ1(x1, . . . , xn−r), . . . ,ψr(x1, . . . , xn−r))
0
...
0

(3.25)
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Entsprechend der Definition der ψi reduziert sich das System x˙ = h(x) in dem
Sinne um r Dimensionen, als die Lösung von x˙ = h(x) in r Komponenten konstant
ist.
f genüge einer Lipschitz-Bedingung mit Lipschitz-Konstanten L. Mit der abkür-
zenden Schreibweise x = (xˆ, x˜), wobei xˆ die Dimension n− r und x˜ die Dimension
r hat, erhalten wir
‖ f (x)− h(x)‖
=
∥∥∥∥∥∥∥
 f1(x)...
fn(x)
−
 f1(xˆ,ψ1(xˆ), . . . ,ψr(xˆ))...
fn(xˆ,ψ1(xˆ), . . . ,ψr(xˆ))

∥∥∥∥∥∥∥
6L ·
∥∥∥∥∥∥∥∥∥
(
xˆ
x˜
)
−

xˆ
ψ1(xˆ)
...
ψr(xˆ)

∥∥∥∥∥∥∥∥∥ = L ·
∥∥∥∥∥∥∥∥∥

0
xn−r+1 − ψ1(xˆ)
...
xn − ψr(xˆ)

∥∥∥∥∥∥∥∥∥
=L ·
∥∥∥∥∥∥∥∥∥

0
ϕ1(x)
...
ϕr(x)

∥∥∥∥∥∥∥∥∥
In dem folgenden Satz wollen wir die zu der Ungleichung passenden Abschätzun-
gen festhalten:
3.2.2 Satz : Für ein gegebenes Differentialgleichungssystem x˙ = f (x)und seine Reduktion x˙ = h(x) (aus Zeile (3.25) mit entsprechender
Setzung der ϕi und ψi) gilt:
Ist v ∈ K, so gilt
‖ f (v)− h(v)‖ = 0.
Sei nun v ∈ Kδ, wobei Kδ in Kapitel (3.1) definiert wurde als
Kδ = {x ∈ K∗ : |ϕi(x)| 6 δ, für alle i}. Dann gilt:
‖ f (v)− h(v)‖ 6 L · δ. 
Zum Vergleich der Lösungen zweier Differentialgleichungen kann die allgemein
bekannte „Fundamental-Ungleichung“ (siehe zum Beispiel in [Wal00], S. 150)
herangezogen werden:
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3.2.3 Satz : Es genüge f auf einer kompakten Teilmenge V ⊂ U ⊂ R
n
einer Lipschitz-Bedingung
‖ f (x)− f (y)‖ 6 L‖x− y‖,
und es sei z(t) eine Lösung des Anfangswertproblems z(0) = z0 in V, wobei 0 und
t ∈ J und J eine kompakte Teilmenge des maximalen Existenzintervalls. Nun sei
z˜(t) eine Näherungslösung in V des Anfangswertproblems z˜(0) = z˜0, für die
‖z(0)− z˜(0)‖ 6 γ, ‖ ˙˜z(t)− f (z˜(t))‖ 6 δ
gilt (γ, δ konstant). Dann besteht die Abschätzung in J
‖z(t)− z˜(t)‖ 6 γeL|t| + δ
L
(eL|t| − 1). 
In der folgenden Proposition wollen wir den Satz anwenden, indem wir die Lösung
von (3.1) mit der Lösung verschiedener reduzierter Systeme vergleichen.
3.2.4 Korollar : Es genüge f auf einer kompakten Teilmenge V ⊂ U ⊂Rn einer Lipschitz-Bedingung
‖ f (x)− f (y)‖ 6 L‖x− y‖,
und es sei z(t) eine Lösung von x˙ = f (x) des Anfangswertproblems z(0) =
z0 in V, wobei 0 und t ∈ J und J eine kompakte Teilmenge des maximalen
Existenzintervalls. Sei x˙ = g(x) das mit x˙ = f (x) zu vergleichende (reduzierte)
System, definiert auf V. Die Lösung des zweiten Systems bezeichnen wir mit v(t),
und das Anfangswertproblem sei v(0) = v0.
Wenn nun
‖z(0)− v(0)‖ 6 γ, ‖g(v(t))− f (v(t))‖ 6 δ
gilt (γ, δ konstant), besteht in J die Abschätzung
‖z(t)− v(t)‖ 6 γeL|t| + δ
L
(eL|t| − 1) . 
Jede dieser Abschätzungen, die für die konkrete Anwendung der Proposition nötig
sind, kann sehr individuell aussehen. Dabei kann es auch sinnvoll sein, die Rollen
von f und g zu vertauschen.
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3.2.5 Bemerkung : Unter Einbezug der Berechnungen der Sätze (3.2.1)und (3.2.2) in Verbindung mit Korollar (3.2.4) können Aussagen über
den maximalen Abstand zweier Lösungen zweier Differentialgleichungen getroffen
werden. Lokal gibt es Bedingungen, die garantieren, dass sich „Original“ und „Nä-
herung“ nicht zu weit von einander entfernen. Im Vergleich dazu misst Proposition
(3.1.10) etwas anderes. Hier wird die Lösung der ursprünglichen Differential-
gleichung nicht mit einer genäherten Lösung verglichen, sondern dahingehend
untersucht, wie nahe sie bei der fast-invarianten Menge K bleibt. Hier erhalten wir
nicht nur eine hinreichende, sondern gleichzeitig eine notwendige Bedingung für
dieses Verhalten. 
Beide Varianten dieses Abschnitts sollen an Hand des folgenden Beispiels veran-
schaulicht werden. Wir betrachten hier das System, welches zur „irreversiblen“
Reaktion von Michaelis und Menten gehört (siehe zum Beispiel Kapitel 1.1 oder
Beispiel (3.1.16)).
3.2.6 Be i sp iel : Wir betrachten die folgende Differentialgleichung (ver-gleiche zum Beispiel Zeile (1.11) und (1.12) aus Kapitel 1.1):
x˙ = f (x) =
(
f1(s, c)
f2(s, c)
)
=
(−k1e0s + (k1s + k−1)c
k1e0s− k1(s + M)c
)
=
(
s˙
c˙
)
mit Anfangsbedingung s(0) = s0 > 0 und c(0) = 0. Zur Erinnerung: e0, k1, k−1, k2 >
0 und M := k−1+k2k1 . Weiter gilt aufgrund von Erhaltungssätzen 0 6 c 6 e0 und
0 6 s + c 6 s0. Aus chemischen Gründen wollen wir annehmen, dass sich die
Komplexkonzentration quasistationär verhält, d.h. c˙ ≈ 0. Daraus ergeben sich die
Funktionen ϕ und ψ:
ϕ(s, c) :=
e0s
s + M
− c ⇒ ϕ(s) := e0s
s + M
.
In beiden Varianten benötigen wir eine Lipschitz-Konstante L von f . Eine Möglich-
keit besteht darin, diese mit Hilfe des Mittelwertsatzes zu berechnen (siehe [Kri04]).
L wird über das Maximum von ‖D f (s, c)‖2 auf der Menge V := {(s, c) ∈ R2|0 6
s 6 s0, 0 6 c 6 e0} bestimmt. Die euklidische Norm für Matrizen T ∈ Rm×n lautet:
‖T‖2 :=
√
Spur(TtT).
Die Jacobi-Matrix D f (s, c) hat folgende Gestalt(−k1e0 + k1c k1s + k−1
k1e0 − k1c −k1s− (k−1 + k2)
)
=: k1
(−e0 + c s + k−1/k1
e0 − c −(s + M)
)
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und somit
‖D f (s, c)‖2
=k1
√
(−e0 + c)2 + (s + k−1/k1)2 + (e0 − c)2 + (−s−M)2
6
√
2k1
√
(e0 − c)2 + (s + M)2 6
√
2k1(e0 + s0 + M)
für alle (s, c) ∈ V. Damit haben wir eine Lipschitz-Konstante gefunden, die zur
euklidischen Norm passt:
L =
√
2k1(e0 + s0 + M).
In der 1. Variante ergibt sich nun für g˜(x) bzw. g(x):
g˜(x) = f1(s, ϕ(s)) = − k2e0ss + M bzw.
g(x) =
(
f1(s, ϕ(s))
d
dtϕ(s)
)
=
(
− k2e0ss+M
− e0 M(s+M)2 k2e0ss+M
)
= − k2e0s
s + M
(
1
e0 M
(s+M)2
)
.
Wir betrachten nun die Differenz von f und g auf einer Lösung v(t) von x˙ = g(x).
Dabei ist zu beachten, dass sich die Lösung tatsächlich auf der Nullstellenmenge
K bewegt und somit c = ϕ(s) auf der gesamten Lösung gilt.
‖ f (v)− g(v)‖ =
∥∥∥∥( f1(s, ϕ(s))f2(s, ϕ(s))
)
−
(
f1(s, ϕ(s))
d
dtϕ(s)
)∥∥∥∥ =
∥∥∥∥∥
(
0
k2e02sM
(s+M)3
)∥∥∥∥∥
6 4
27
k2e02
M
.
Für die Abschätzung haben wir das Maximum von k2e0
2sM
(s+M)3 berechnet. Es befindet
sich bei s = M/2. Ist s0 < M/2, so kann noch kleiner nach oben abgeschätzt
werden:
‖ f (v)− g(v)‖ 6 k2e0
2s0M
(s0 + M)3
.
Für die Abschätzung der beiden Lösungen v(t) von x˙ = g(x) und z(t) von
x˙ = f (x) ergibt sich mit der oben berechneten Lipschitz-Konstanten und mit
der Voraussetzung, dass beide Lösungen mit dem gleichen Anfangswert starten:
‖z(t)− v(t)‖ 6 4
27
k2e02
k1M(e0 + s0 + M)
(e
√
2k1(e0+s0+M)|t| − 1).
In der 2. Variante ergibt sich:
x˙ = h(x) =
(
f1(s, ϕ(s))
f2(s, ϕ(s))
)
=
(
− k2e0ss+M
0
)
.
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Abbildung 3.5.: Illustration von Beispiel (3.2.6)
Die Abbildung illustriert links das Verhalten der Lösung von x˙ = f (x) (in
schwarz) und x˙ = g(x) (in rot) mit den Konstanten s0 = 1, e0 = 0, 3 und
M = 2. Die linke Abbildung zeigt, dass sich s und c in beiden Fällen nahezu
identisch mit der Zeit entwickeln. Die rechte Abbildung veranschaulicht, dass
für die Lösung von x˙ = f (x) zweimal c˙ = 0 gilt; wenn von s etwas ein fünftel
reagiert hat das erste Mal, von da an gilt c˙ ≈ 0, bis schließlich für s = 0
wieder c˙ = 0 gilt.
h ist also gerade so gewählt, dass sich die Komplexkonzentration auf der gesamten
Lösung nicht verändert. Es hängt nun vom Anfangswert ab, welchen konstanten
Wert die Lösung von h in der zweiten Komponente annimmt. Wir betrachten zwei
Fälle. Zum einen c(0) = 0 und damit c(t) = 0 für alle t. Zum anderen den etwas
komplizierteren Fall c(0) = c(t) = cˆ 6 e0. Genauer wählen wir einen Startwert, für
den im System x˙ = f (x) gilt c˙ = 0. Damit ist c 6 e0s0s0+M ; deshalb wählen wir als
zweiten Fall cˆ = e0s0s0+M .
1. Fall: c(t) = 0
‖ f (z)− h(z)‖ 6 L
∥∥∥∥( 00− ϕ(s)
)∥∥∥∥ = L ∥∥∥∥( 0− e0ss+M
)∥∥∥∥
6 L e0s0
s0 + M
= k1e0s0
(
1+
e0
s0 + M
)
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oder ohne die Lipschitz-Konstante
‖ f (z)− h(z)‖ =
∥∥∥∥∥
(
−k1e0s + k2e0ss+M
k1e0s
)∥∥∥∥∥ = k1e0s
∥∥∥∥∥
(
− k1s+k−1k1s+k−1+k2
1
)∥∥∥∥∥
6
√
2k1e0s0.
In diesem Fall ist die Abschätzung mit der Lipschitz-Konstanten besser, wenn wir
annehmen, dass e0/(s0 + M) klein ist. Die Lösungsabschätzung lautet dann:
‖z(t)− v(t)‖ 6 e0s0
s0 + M
(e
√
2k1(e0+s0+M)|t| − 1) .
2. Fall: c(t) = e0s0s0+M
‖ f (z)− h(z)‖ 6 L
∥∥∥∥∥
(
0
e0s0
s0+M
− ϕ(s)
)∥∥∥∥∥ = L
∥∥∥∥∥
(
0
e0s0
s0+M
− e0ss+M
)∥∥∥∥∥
6 L e0s0
s0 + M
= k1e0s0
(
1+
e0
s0 + M
)
Diese Abschätzung ist identisch mit der vom ersten Fall. Nun ohne Verwendung
der Lipschitz-Konstanten:
‖ f (z)− h(z)‖ =
∥∥∥∥∥
(
−k1e0s + (k1s + k−1) e0s0s0+M +
k2e0s
s+M
k1e0s− k1e0s0s0+M (s + M)
)∥∥∥∥∥
=
∥∥∥∥∥
(
(k1s + k−1)e0M s−s0(s+M)(s0+M)
k1e0(s− s0s0+M (s + M))
)∥∥∥∥∥
∗
6
√
2
k1e0s0M
s0 + M
Die Ungleichung ∗ gilt, da | f1 − h1| 6 | f2 − h2| 6 | f2(0)− h2(0)| = k1e0s0 Ms0+M für alle
0 6 s 6 s0 gilt.
Die Abschätzung der beiden Lösungen ist mit Hilfe der Lipschitz-Konstanten
identisch zum 1. Fall. Ohne lautet sie:
‖z(t)− v(t)‖ 6
√
2e0s0M
(e0 + s0 + M)(s0 + M)
(e
√
2k1(e0+s0+M)|t| − 1) .
Welche der beiden in diesem Fall besser ist, hängt von konkreten Werten der
Konstanten ab.
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Insgesamt können wir festhalten, dass die erste Variante eine bessere Abschätzung
liefert, sofern gewisse Bedingungen für einen quasistationären Verlauf angenom-
men werden. Diese können zum Beispiel e0s0+M klein oder
e0
s0
klein sein (vgl. Kapitel
1.1). Es kann jedoch auch festgehalten werden, dass unter der Bedingung, dass
r aus Proposition (3.1.10) bzw. konkret aus Beispiel (3.1.16) klein ist, auch der
Faktor vor dem Exponentialterm δ/L in allen drei Fällen klein ist, wenn man ihn
mit s0 vergleicht. Umgekehrt ist der Schluss nicht möglich. Die Abschätzungen
hier beweisen nur für relativ kleine t, dass sich die beiden Lösungen unter diesen
Bedingungen wenig unterscheiden. Das liegt vor allem daran, wie die Systeme hier
miteinander verglichen werden; diese Methode der Abschätzung wird generell
irgendwann schlecht. Zumindest in der ersten Variante liegen die Lösungen für
eine längere Zeit nahe beieinander.
Rechnerisch scheint es kein Vorteil zu sein, mit der Lipschitz-Konstanten von g
zu arbeiten. Dann muss die Abschätzung von f − g entlang einer Lösung von f
durchgeführt werden, und diese ist entsprechend komplizierter. 
§ 3.3
I T E R AT I V E M E T H O D E
In diesem Kapitel entwickeln wir eine iterative Methode zur Näherung der inva-
rianten Mannigfaltigkeit Mε aus Theorem (2.2.1), die große Ähnlichkeit mit der
iterativen Methode von Fraser und Roussel aus Kapitel 2.2 hat. Der Unterschied
liegt im Ansatz: Wir entwickeln die Iteration ausgehend von der Definition (3.1.2)
zur fast-invarianten Menge.
Wir gehen zunächst von folgendem Differentialgleichungssystem im R2 aus:
y˙(y, z, ε) = f (y, z, ε) = ∑nj=0
(
∑
mj
i=0 f ji(y)z
i
)
εj,
εz˙(y, z, ε) = g(y, z, ε) = ∑kj=0
(
∑
lj
i=0 gji(y)z
i
)
εj.
(3.26)
Dabei handele es sich bei f ji : R→ R und gji : R→ R um analytische Funktionen
in y für alle j, i. Dieser Ansatz entspricht nicht dem allgemeinen System aus (2.13),
er ist aber für die Beschreibung von chemischen Reaktionen der Dimension 1+ 1
ausreichend.
Ziel ist es, eine fast-invariante Mannigfaltigkeit für das System (3.26) in Abhän-
gigkeit von ε zu finden. Kaper und Kaper verlangen eine analytische Darstellung
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von z als Funktion hε(y), alternativ können wir z auch als in ε asymptotisch
entwickelbar auffassen. Der Ansatz lautet:
z = hε(y) = h(0)(y) + εh(1)(y) + ε2h(2)(y) + ε3h(3)(y) + · · · .
Für die Fast-Invarianz-Bedingung aus Definition (3.1.2) in Verbindung mit Lemma
(3.1.12) benötigen wir zum einen die tangentiale Richtung e1 der Mannigfaltigkeit
wie auch die normale Richtung e2. Diese beiden erhalten wir aus der Ableitung
von hε(y):
e1 =
(
1
h′ε(y)
)
und e2 =
(−h′ε(y)
1
)
.
Weiter betrachten wir ein für ε 6= 0 zum Differentialgleichungssystem (3.26) äqui-
valentes System an der Stelle z = hε(y). Dieses bildet den Vektor v:
v =
(
v1
v2
)
=
(
f (y, hε(y), ε)
1
ε g(y, hε(y), ε)
)
.
Wir versuchen nun ein „optimales“ hε zu konstruieren, so dass die ε-Ordnung
von
r =
‖hεn(y)‖
‖hεt(y)‖ =
〈v, e2〉
〈v, e1〉 (3.27)
mit jedem Iterationsschritt wächst. Das bedeutet, dass eine Mannigfaltigkeit, wie
zum Beispiel K aus Definition (3.1.2), noch nicht feststeht. Vielmehr entwickeln wir
im j-ten Iterationsschritt die Mannigfaltigkeit
Hj(εj) :=
{
(y, z)t ∈ R2
∣∣∣∣∣ z = j∑i=0 h(i)(y)εi
}
,
welche ε˜j-fast-invariant ist und ε˜ = O(ε).
Nullter Iterationsschritt: hε(y) = h(0)(y)
Da ε in unserem System (3.26) eine kleine Konstante ist, setzen wir als erste
Näherung von hε(y) die Konstante ε = 0. Das heißt,
0 =
l0
∑
i=0
g0i(y)zi
muss nach z aufgelöst werden (lokal ist dies auf Grund des Satzes über implizite
Funktionen [Kri04] möglich, solange für die partielle Ableitung Dzg(y, z, 0) 6= 0
gilt, wenn z = h(0)(y)). Für eine praktische Anwendung ist aber eine globale
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Bestimmung von h(0)(y) wünschenswert. Wir erhalten unter den angegebenen
Bedingungen
l0
∑
i=0
g0i(y)(h(0)(y))i = 0 für alle y.
Erster Iterationsschritt: hε(y) = h(0)(y) + εh(1)(y)
Wir setzen hε(y) in (3.26) ein. Dabei ist es ausreichend, die Koeffizienten von ε0
zu betrachten, da wir diese in diesem Iterationsschritt eliminieren wollen. Damit
ergibt sich:
v1 =
n
∑
j=0
( mj
∑
i=0
f ji(y)
(
h(0)(y) + εh(1)(y)
)i)
εj
=
m0
∑
i=0
f0i(y)
(
h(0)(y)
)i + ε · · · ,
v2 =
1
ε
( k
∑
j=0
( lj
∑
i=0
gji(y)
(
h(0)(y) + εh(1)(y)
)i)
εj
)
=
1
ε
( l0
∑
i=0
g0i(y)
(
h(0)(y) + εh(1)(y)
)i)
+
l1
∑
i=0
g1i(y)
(
h(0)(y) + εh(1)(y)
)i
+ ε · · ·
=
1
ε
( l0
∑
i=0
g0i(y)
(
h(0)(y)
)i
︸ ︷︷ ︸
=0
+
l0
∑
i=1
g0i(y)
( i−1
∑
r=0
(
i
r
)(
h(0)(y)
)r
εi−r
(
h(1)(y)
)i−r))
+
l1
∑
i=0
g1i(y)
( i
∑
r=0
(
i
r
)(
h(0)(y)
)r
εi−r
(
h(1)(y)
)i−r)+ ε · · ·
= h(1)(y) ·
l0
∑
i=1
g0i(y) · i ·
(
h(0)(y)
)i−1
+
l1
∑
i=0
g1i(y)
(
h(0)(y)
)i + ε · · ·
= h(1)(y) · gz(y, h(0)(y), 0) +
l1
∑
i=0
g1i(y)
(
h(0)(y)
)i + ε · · · .
Zur Ermittlung von h(1)(y) berechnen wir den Zähler von (3.27) für die „ε-freien“
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Terme, setzen diesen gleich null und lösen nach h(1)(y) auf und erhalten:
h(1)(y) =
h(0)
′
(y)
(
∑
m0
i=0 f0i(y)(h
(0)(y))i
)
−∑l1i=0 g1i(y)(h(0)(y))i
∑
l0
i=1 g0i(y)·i·(h(0)(y))i−1
(3.28)
=
(Dh(0)) f − gε
Dzg
(y, h(0)(y), 0).
In der letzten Zeile ist die Iteration von Fraser und Roussel zu erkennen (vgl. Lem-
ma (2.2.4)). Als notwendige Voraussetzung für die Existenz von h(1)(y) benötigen
wir
Dzg(y, h(0)(y), 0) =
l0
∑
i=1
g0i(y) · i · (h(0)(y))i−1 6= 0 für alle y.
Damit dieser Iterationsschritt wirklich auf Ordnung ε verbessert, muss der Nen-
ner von (3.27) von Ordnung O(1) sein. D.h., hier darf der „ε-freie“ Term nicht
verschwinden. In der Rechnung wird h(1)(y) durch die Gleichheit (3.28) ersetzt.
Nenner(r)
=
( l0
∑
i=1
g0i(y) · i ·
(
h(0)(y)
)i−1(h(1)(y))+ l1∑
i=0
g1i(y)
(
h(0)(y)
)i)
·h(0)′(y) +
m0
∑
i=0
f0i(y)
(
h(0)(y)
)i + ε · · ·
=
m0
∑
i=0
f0i(y)
(
h(0)(y)
)i(1+ (h(0)(y))′2)+ ε · · ·
Dies liefert nun also noch eine weitere Bedingung, die von dem ausgehenden
System (3.26) erfüllt werden muss:
m0
∑
i=0
f0i(y)
(
h(0)(y)
)i 6= 0 für alle y.
Diese Bedingung besagt, dass f für z = h(0)(y) einen ε0-Term enthält.
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Zweiter Iterationsschritt: hε(y) = h(0)(y) + εh(1)(y) + ε2h(2)(y)
Wir setzen hε(y) in (3.26) ein. Dabei ist es ausreichend, die Terme bis zur Ordnung
von ε zu betrachten, da wir diese in diesem Iterationsschritt eliminieren wollen.
Damit ergibt sich für v1 und v2:
v1 =
n
∑
j=0
( mj
∑
i=0
f ji(y)
(
h(0)(y) + εh(1)(y) + ε2h(2)(y)
)i)
εj
=
m0
∑
i=0
f0i(y)
((
h(0)(y) + εh(1)(y)
)
+ ε2h(2)(y)
)i
+ε
m1
∑
i=0
f1i(y)
(
h(0)(y) +
(
εh(1)(y)
)
+ ε2h(2)(y)
)i
+ε2 · · ·
=
m0
∑
i=0
f0i(y)
( i
∑
r=0
(
i
r
)(
h(0)(y) + εh(1)(y)
)r(
ε2h(2)(y)
)i−r)
+ε
m1
∑
i=0
f1i(y)
( i
∑
r=0
(
i
r
)(
h(0)(y)
)r(
εh(1)(y) + ε2h(2)(y)
)i−r)
+ε2 · · ·
=
m0
∑
i=0
f0i(y)
(
h(0)(y) + εh(1)(y)
)i + ε m1∑
i=0
f1i(y)
(
h(0)(y)
)i +ε2 · · ·
=
m0
∑
i=0
f0i(y)
( i−2
∑
r=0
(
i
r
)(
h(0)(y)
)r
εi−r
(
h(1)(y)
)i−r
+
(
i
(
h(0)(y)
)i−1
ε · h(1)(y))+ (h(0)(y))i)
+ε
m1
∑
i=0
f1i(y)
(
h(0)(y)
)i +ε2 · · ·
=
m0
∑
i=0
f0i(y)
(
h(0)(y)
)i
+ε
( m0
∑
i=1
f0i(y)i
(
h(0)(y)
)i−1h(1)(y) + m1∑
i=0
f1i(y)
(
h(0)(y)
)i)
+ε2 · · · .
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v2 =
1
ε
( k
∑
j=0
( lj
∑
i=0
gji(y)
(
h(0)(y) + εh(1)(y) + ε2h(2)(y)
)i)
εj
)
=
1
ε
( l0
∑
i=0
g0i(y)
( i
∑
r=0
(
i
r
)(
h(0)(y) + εh(1)(y)
)r(
ε2h(2)(y)
)i−r))
+
l1
∑
i=0
g1i(y)
( i
∑
r=0
(
i
r
)(
h(0)(y) + εh(1)(y)
)r(
ε2h(2)(y)
)i−r)
+ε
l2
∑
i=0
g2i(y)
( i
∑
r=0
(
i
r
)(
h(0)(y)
)r(
εh(1)(y) + ε2h(2)(y)
)i−r)
+ε2 · · ·
(?)
=
l0
∑
i=1
g0i(y) · i ·
(
h(0)(y)
)i−1(h(1)(y))
+ε
l0
∑
i=2
g0i(y)
i(i− 1)
2
(
h(0)(y)
)i−2(h(1)(y))2
+ε
l0
∑
i=1
g0i(y) · i ·
(
h(0)(y)
)i−1(h(2)(y))
+ε
l1
∑
i=1
g1i(y) · i ·
(
h(0)(y)
)i−1(h(1)(y))+ l1∑
i=1
g1i(y)
(
h(0)(y)
)i
+ε
l2
∑
i=0
g2i(y)
(
h(0)(y)
)i + ε2 · · ·
=
l0
∑
i=1
g0i(y) · i ·
(
h(0)(y)
)i−1(h(1)(y))+ l1∑
i=1
g1i(y)
(
h(0)(y)
)i
+ε
( l0
∑
i=2
g0i(y)
i(i− 1)
2
(
h(0)(y)
)i−2(h(1)(y))2
+ h(2)(y) ·
l0
∑
i=1
g0i(y) · i ·
(
h(0)(y)
)i−1
+
l1
∑
i=1
g1i(y) · i ·
(
h(0)(y)
)i−1(h(1)(y))+ l2∑
i=0
g2i(y)
(
h(0)(y)
)i)
+ε2 · · · .
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Die Umformung (?) beinhaltet:
l0
∑
i=0
g0i(y)
( i
∑
r=0
(
i
r
)(
h(0)(y) + εh(1)(y)
)r(
ε2h(2)(y)
)i−r)
=
l0
∑
i=0
g0i(y)
((
h(0)(y) + εh(1)(y)
)i
+i · (h(0)(y) + εh(1)(y))i−1ε2(h(2)(y))2)+ ε3 · · ·
=
l0
∑
i=0
g0i(y)
( i
∑
r=0
(
i
r
)(
h(0)(y)
)r
εi−r
(
h(1)(y)
)i−r)
+
l0
∑
i=0
g0i(y) · i ·
(
h(0)(y)
)i−1
ε2
(
h(2)(y)
)
=
l0
∑
i=0
g0i(y)
(
h(0)(y)
)i
︸ ︷︷ ︸
=0
+ε
l0
∑
i=1
g0i(y) · i ·
(
h(0)(y)
)i−1(h(1)(y))
+ε2
l0
∑
i=2
g0i(y)
i(i− 1)
2
(
h(0)(y)
)i−2(h(1)(y))2
+ε2
l0
∑
i=1
g0i(y) · i ·
(
h(0)(y)
)i−1(h(2)(y))
+ε3 · · · .
Berechnet man den Zähler von r aus Zeile (3.27), so fallen die „ε-freien“ Terme
weg. Aus den Termen der Ordnung ε können wir dann h(2)(y) bestimmen und
erhalten:
h(2)(y)
=
h(0)
′
(y)
[
∑m0i=1 f0i(y) · i · (h(0)(y))i−1(h(1)(y)) +∑m1i=0 f1i(y)(h(0)(y))i
]
∑l0i=1 g0i(y) · i · (h(0)(y))i−1
+
h(1)
′
(y)∑m0i=0 f0i(y)(h
(0)(y))i − (h(1)(y))2∑l0i=2 g0i(y) i(i−1)2 (h(0)(y))i−2
∑l0i=1 g0i(y) · i · (h(0)(y))i−1
(3.29)
− (h
(1)(y))∑l1i=1 g1i(y) · i · h(0)(y))i−1 +∑l2i=0 g2i(y)h(0)(y))i
∑l0i=1 g0i(y) · i · (h(0)(y))i−1
=
(Dh(1)) f + (Dh(0))((Dz f )h(1) + fε)− 12(D2z g)(h(1), h(1))− (Dzgε)h(1) − 12 gεε
Dzg
.
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Die letzte Zeile soll an der Stelle (y, h(0)(y), 0) ausgewertet werden und ist erneut
mit der Iteration von Fraser und Roussel vergleichbar (vgl. Lemma (2.2.4)).
Als notwendige Voraussetzung für die Existenz von h(2)(y) gilt wie für die Glei-
chung (3.28) von h(1)(y) folgende Bedingung:
l0
∑
i=1
g0i(y) · i · (h(0)(y))i−1 6= 0 für alle y.
Damit dieser Iterationsschritt wirklich auf Ordnung ε2 verbessert, muss der Nenner
von (3.27) von Ordnung O(1) sein. Das heißt, hier darf der „ε-freie“ Term nicht ver-
schwinden. In der Rechnung wird h(1)(y) durch (3.28) ersetzt. Wenn wir lediglich
die Terme von Ordnung O(1) betrachten, ergibt sich:
m0
∑
i=0
f0i(y)
(
h(0)(y)
)i + (h(0)(y))′ ·(
l0
∑
i=1
g0i(y) · i ·
(
h(0)(y)
)i−1(h(1)(y))+ l1∑
i=1
g1i(y)
(
h(0)(y)
)i)
=
m0
∑
i=0
f0i(y)
(
h(0)(y)
)i(1+ (h(0)(y))′2).
Dies liefert dieselbe Bedingung wie h(1)(y) aus (3.28), die von dem ausgehenden
System (3.26) erfüllt werden muss. Es kommt demzufolge keine weitere Bedingung
hinzu.
3.3.1 Satz : Als Ergebnis halten wir fest, dass eine fast-invariante Mannig-faltigkeit für das System (3.26) bis zu einer Ordnung ε2 durch
z = h(0)(y) + εh(1)(y) + ε2h(2)(y)
gegeben wird. Dabei lauten h(1)(y) und h(2)(y):
h(1)(y) =
h(0)
′
(y)
(
∑m0i=0 f0i(y)(h
(0)(y))i
)−∑l1i=0 g1i(y)(h(0)(y))i
∑l0i=1 g0i(y) · i · (h(0)(y))i−1
,
h(2)(y) =
h(0)
′
(y)
[
∑
m0
i=1 f0i(y)·i·(h(0)(y))i−1(h(1)(y))+∑
m1
i=0 f1i(y)(h
(0)(y))i
]
∑
l0
i=1 g0i(y)·i·(h(0)(y))i−1
+ h
(1) ′(y)∑m0i=0 f0i(y)(h
(0)(y))i−(h(1)(y))2 ∑l0i=2 g0i(y) i(i−1)2 (h(0)(y))i−2
∑
l0
i=1 g0i(y)·i·(h(0)(y))i−1
− (h(1)(y))∑
l1
i=1 g1i(y)·i·h(0)(y))i−1+∑
l2
i=0 g2i(y)h
(0)(y))i
∑
l0
i=1 g0i(y)·i·(h(0)(y))i−1
.
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Als notwendige Bedingungen für die Existenz und die Ordnungsverbesserung
halten wir fest, dass für alle y gilt:
l0
∑
i=1
g0i(y) · i · (h(0)(y))i−1 6= 0 und
m0
∑
i=0
f0i(y)
(
h(0)(y)
)i 6= 0.

Im folgenden Beispiel wollen wir die Bedingungen der Iteration anhand der
Reaktion von Michaelis und Menten prüfen. Die ersten Iterationsschritte wurden
bereits in Beispiel (2.2.7) aus Kapitel 2.2 berechnet. Zur Erinnerung wiederholen
wir hier die Transformation und Iteration.
3.3.2 Be i sp iel : Gegeben sei das Differentialgleichungssystem (1.11),(1.12) aus Kapitel 1.1:
s˙ = −k1e0s + (k1s + k−1)c,
c˙ = k1e0s− (k1s + k−1 + k2)c.
Mit Hilfe der Transformation
τ = k1e0t, y = s
k1
k−1 + k2
, z =
c
e0
, ε = e0
k1
k−1 + k2
, η =
k2
k−1 + k2
erhalten wir das neue System
y˙ = (1− η + y) z− y,
εz˙ = −(1+ y) z + y,
welches für ε > 0 äquivalent zu dem vorherigen System ist. Als Näherung der slow
manifold Mε erhalten wir:
hε(y) = h(0)(y) + εh(1)(y) + ε2h(2)(y)
mit
h(0)(y) =
y
y + 1
,
h(1)(y) = η
y
(y + 1)4
,
h(2)(y) = η
y (2η − 3yη − y− 1)
(y + 1)7
.
Nun wollen wir noch die beiden Voraussetzungen aus Satz (3.3.1) überprüfen:
l0
∑
i=1
g0i(y) · i · (h(0)(y))i−1 = g01(y)(h(0)(y))0 = −(1+ y) 6= 0,
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Abbildung 3.6.: Illustration von Beispiel (3.3.2)
Die Abbildung zeigt die Näherung der slow manifold Mε (in Ausgangsko-
ordinaten s und p, zu System (1.26) aus Kapitel 1.5) für die Michaelis-
Menten-Reaktion mit ε := e0/M, M := (k−1 + k2)/k1. Es gilt
ρε(s) = s0 − s− e0ss+M
(
1+ ε ηM
3
(s+M)3 + ε
2 η(2Mη−3sη−s−M)M5
(s+M)6
)
,
wobei die rote Kurve bis Ordnung ε0, die blaue bis Ordnung ε1 und die
grüne bis Ordnung ε2 darstellt. Die Lösung ist zum Vergleich, wenn p in
Abhängigkeit von s dargestellt wird, des Systems (1.26) in schwarz zu sehen.
Die Parameter wurden links s0 = 1, e0 = 1, k1 = 10, k−1 = 3, k2 = 7 und
rechts s0 = 1, e0 = 0, 5, k1 = 10, k−1 = 3, k2 = 7 gesetzt.
da y zu jeder Zeit > 0 ist.
m0
∑
i=0
f0i(y)
(
h(0)(y)
)i = −y + (1− η + y)( y
1+ y
)
= −η y
1+ y
< 0
für jedes y > 0. Da (0, 0) der stationäre Punkt der Differentialgleichung ist, liegt er
auch auf der Mannigfaltigkeit Mε. Da dies auch schon im nullten Iterationsschritt
der Fall ist, kann sich die Iteration für y = 0 auch nicht weiter verbessern, und
damit ist die zweite Voraussetzung für y = 0 unwichtig. 
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§ 3.4
E RW E I T E R U N G D E R I T E R AT I V E N M E T H O D E
Hier wollen wir das Vorgehen aus Kapitel 3.3 noch allgemeiner darstellen, indem
wir höhere Dimensionen zulassen. Dafür müssen wir uns zunächst überlegen, wie
das Kriterium „Verhältnis von Normal- zu Tangentialkomponente“ aussehen kann.
Wir benötigen eine Zerlegung in Tangential- und Normalkomponente:
Wir betrachten im Rn = Rs+r die parametrisierte Mannigfaltigkeit mit Gleichung
z = h(y) , wobei z ∈ Rr, y ∈ Rs.
Die Gleichung des affinen Tangentialraums lautet in
(y0
z0
)
, wobei z0 = h(y0):
z− z0 = Dh(y0) · (y− y0)
oder (
y− y0
z− z0
)
=
(
Es
Dh(y0)
)
· (y− y0).
Definieren wir C := Dh(y0), dann erhalten wir die Parametrisierung für den
Tangentialraum T und den Normalraum N:
Tangentialraum: b =
(
Es
C
)
· w , w ∈ Rs
Normalraum: d =
(−Ct
Er
)
· v , v ∈ Rr
(Beweis: Die Orthogonalität der beiden Räume zueinander folgt aus
dt · b = vt · (−C Er)
(
Es
C
)
︸ ︷︷ ︸
−C+C=0
·w = 0.
Weil die beteiligten Matrizen vollen Rang haben, stimmen die Dimensionen.)
Nun fehlt noch eine „Komponentenzerlegung“: Für ein gegebenes b ∈ Rn hätten
wir gerne eine Zerlegung b = bT + bN (tangential + normal).
Eine genauere Betrachtung ergibt:
Wir nehmen an, dass b = bT + bN zerlegbar ist, wobei bT =
(Es
C
) · w, bN = (−CtEr ) · v.
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Dann lassen sich w und v wie folgt bestimmen (CtC und CCt sind symmetrisch
und positiv semidefinit, somit sind (Es + CtC) und (Er + CCt) invertierbar):
(Es Ct) · b = (Es Ct)
(
Es
C
)
· w + (Es Ct)
(−Ct
Er
)
︸ ︷︷ ︸
=0
·v
= (Es + CtC) · w,
also ist w = (Es + CtC)−1(Es Ct) · b sowie
(−C Er) · b = (−C Er)
(
Es
C
)
︸ ︷︷ ︸
=0
·w + (−C Er)
(−Ct
Er
)
· v
= (Er + CCt) · v,
und damit ist v = (Er + CCt)−1(−C Er) · b.
Wir können abkürzend festhalten
b ∈ N ⇐⇒ (Es Ct) · b = 0 ∈ Rs,
b ∈ T ⇐⇒ (−C Er) · b = 0 ∈ Rr
und nennen
(Es Ct) · b „Tangentialkomponente“, (3.30)
(−C Er) · b „Normalkomponente“. (3.31)
Dabei sind die Begriffe nicht wörtlich zu nehmen, sondern meinen lediglich, dass
in der „Tangentialkomponente“ der normale Anteil von b „verschwindet“ und
umgekehrt. Ist b im Normalraum N, so ist die „Tangentialkomponente“ 0, bzw.
ist b im Tangentialraum T, so ist die „Normalkomponente“ 0, und genau das ist
unser Ziel.
Jetzt kehren wir zur Betrachtung der Differentialgleichung
y˙ = f (y, z, ε),
εz˙ =g(y, z, ε)
zurück, wobei f : Rs × Rr × R → Rs und g : Rs × Rr × R → Rr, f und g
analytische Funktionen sind, und für sie selber, wie auch für ihre Ableitungen,
gelte, dass sie in jeder Komponente von Ordnung O(1) für ε ↓ 0 sind.
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Die „Normalkomponente“ (−C Er) · b sieht hier für ε > 0 wie folgt aus:
−(Dyz)(y, ε) f (y, z(y, ε), ε) + 1
ε
g(y, z(y, ε), ε),
wobei b = ( f (y, z(y, ε), ε), 1ε g( f (y, z(y, ε), ε))
t gesetzt wurde und z bereits in Ab-
hängigkeit von y und ε angenommen wird.
Setzen wir die „Normalkomponente“ gleich 0, so entspricht dies der Gleichung
(2.20) von Fraser und Roussel aus Kapitel 2.2. Das heißt, dass mit Hilfe der Iterati-
on nach Fraser und Roussel auch untersucht werden kann, welche Bedingungen
erfüllt sein müssen, damit die „Normalkomponente“ verschwindet oder klein wird.
In jedem Iterationsschritt wird um eine ε-Potenz verbessert.
In unserem Ansatz ist zusätzlich zur „Normalkomponente“ die „Tangentialkom-
ponente“ von Bedeutung. Sie ist in dem Sinne von Bedeutung, als eine „kleine“
Normalrichtung keinen Wert hat, wenn die entsprechende Tangentialrichtung
genauso klein ist. Eine echte Verbesserung der Iteration findet demzufolge nur
dann statt, wenn der ε-freie Term der „Tangentialkomponente“ nicht verschwindet.
Wir wollen uns deshalb die „Tangentialkomponente“ (Es Ct) · b genauer ansehen,
indem wir wieder b = ( f (y, z(y, ε), ε), 1ε g( f (y, z(y, ε), ε))
t setzen. Wir nutzen für
diese Betrachtung die Entwicklung von z(y, ε) aus Zeile (2.22) aus Lemma (2.2.4)
sowie die Darstellung von f und g als Entwicklung aus den Zeilen (B.4)-(B.6) und
(B.9) aus Anhang B:
‖ f (y, z(y, ε), ε) + 1
ε
(Dyz)t(y, ε)g(y, z(y, ε), ε)‖
g(0)(y)=0
= ‖ f (0)(y) + (Dyz(0))t(y)g(1)(y) + ε · . . . ‖
6 ‖ f (0)(y) + (Dyz(0))t(y)g(1)(y)‖+ ε‖ . . . ‖+ ε2 · · · .
Nun suchen wir die Bedingung dafür, dass
‖ f (0)(y) + (Dyz(0))t(y)g(1)(y)‖ 6= 0
ist. Zur Vereinfachung ersetzen wir g(1)(y):
‖ f (0)(y) + (Dyz(0))t(y)g(1)(y)‖
(B.7)
= ‖ f (y, z(0)(y), 0) + (Dyz(0))t(y)(Dzg(y, z(0)(y), 0)z(1)(y)
+ ∂εg(y, z(0)(y), 0))‖
(B.10)
= ‖ f (y, z(0)(y), 0) + (Dyz(0))t(y)(Dyz(0))(y) f (y, z(0)(y), 0)‖
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= ‖
(
Es + (Dyz(0))t(y)(Dyz(0))(y)
)
f (y, z(0)(y), 0)‖
!
6= 0
⇔ f (y, z(0)(y), 0) 6= 0.
Die letzte Beziehung gilt, da
(
Es + (Dyz(0))t(y)(Dyz(0))(y)
)
invertierbar ist (s.o.).
Wir erhalten eine einfach zu prüfende Bedingung,
f (y, z(0)(y), 0) 6= 0, (3.32)
die uns garantiert, dass sich die Ordnung in ε in jedem Iterationsschritt erhöht. In
dem Fall, dass f unabhängig von ε ist, ist f (y, z(0)(y), 0) genau in den stationären
Punkten von f (y, z) identisch 0. Dann erhöht sich die Ordnung in ε auf jeden Fall
in jedem Schritt, da die stationären Punkte direkt im nullten Schritt berücksichtigt
werden.
3.4.1 Be i sp iel : Gegeben sei das Differentialgleichungssystem (3.8) ausKapitel 3.1, welches eine kooperative Reaktion beschreibt.
s˙ = γ(s, c1, c2) := − k1e0s + (k−1 + k1 · s− k3 · s)c1
+ (k1 · s + k−3)c2,
c˙1 = ϕ1(s, c1, c2) := k1e0s − (k−1 + k2 + k1 · s + k3 · s)c1
+ (k−3 + k4 − k1 · s)c2,
c˙2 = ϕ2(s, c1, c2) := k3sc1 − (k−3 + k4)c2.
Wird das Anfangswertproblem durch (s0, 0, 0) gegeben, so gilt s ∈ [0, s0], c1 ∈ [0, e0],
c2 ∈ [0, e0] und c1 + c2 ∈ [0, e0]. Der stationäre Punkt ist (0, 0, 0). Mit Hilfe der
Transformation
τ = k1e0t, y = s
k1
k−1 + k2
, z1 =
c1
e0
, z2 =
c2
e0
, ε = e0
k1
k−1 + k2
,
a1=
k−1
k−1 + k2
, a2=
k2
k−1 + k2
, a3=
k−3
k−1 + k2
, a4=
k4
k−1 + k2
, a5=
k3
k1
erhalten wir das neue System
y˙ = −y + (a1 + (1− a5) y) z1 + (y + a3) z2,
εz˙1 = y− ( 1 + (1+ a5) y) z1 + (a3 + a4 − y) z2,
εz˙2 = a5 y z1 − (a3 + a4) z2,
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welches für ε > 0 äquivalent zu dem vorherigen System ist. Als Näherung der slow
manifold Mε erhalten wir:
z(y, ε) = z(0)(y) + εz(1)(y)
mit
z(0)(y) =
1
(1+ y)(a3 + a4) + a5y2
·
(
(a3 + a4)y
a5y2
)
,
z(1)(y) =
(a3 + a4)y(1− a1 + a2y)− a3a5y2
((1+ y)(a3 + a4) + a5y2)4
·
(
(a3 + a4)2
(
(a3 + a4) + 2a5y− a5y2(2+ y)
)
a5(a3 + a4)y ((a3 + a4) + 2a5y + (1+ y)(2+ y))
)
.
Für die Berechnung von z(1)(y) muss folgendes System gelöst werden (vgl. Lemma
(2.2.4)):
(Dzg)z(1) = (Dz(0)) f − gε,
wobei alles an der Stelle (y, z(0)(y), 0) ausgewertet wird. Konkret sieht dies wie
folgt aus: (−(1+ (1+ a5)y) a3 + a4 − y
a5y −(a3 + a4)
)
z(1)(y)
=
(
(a3 + a4)2 − (a3 + a4)a5y2
a5(a3 + a4)(2+ y)y
)
(a3 + a4)y(a1 − 1− a2y) + a3a5y2
((1+ y)(a3 + a4) + a5y2)3
Die Determinante von Dzg lautet (a3 + a4)(1 + y) + a5y2 und ist damit für alle
y > 0 positiv. Dzg ist also invertierbar und z(1)(y) eindeutig zu bestimmen.
Um zu prüfen, ob sich die Ordnung in ε in jedem Iterationsschritt tatsächlich
erhöht, sehen wir uns die Bedingung aus Zeile (3.32) an:
f (y, z(0)(y), 0) =
y((a3 + a4)(a1 − 1) + y(a3a5 − a2(a3 + a4)))
(1+ y)(a3 + a4) + a5y2
!
6= 0.
Den Fall y = 0 können wir außer Acht lassen, da es sich um den stationären
Punkt handelt. Dieser muss in der Iteration nicht approximiert werden, er wird
direkt im ersten Schritt angenommen. Die zweite Lösung der Gleichung lautet
y = − (a3+a4)a2a4a5 < 0. Da s > 0, ist auch y > 0 und somit diese Lösung nicht
relevant. 
118
KAPITEL VIER
LANGZEITVERHALTEN
Wenn wir chemische Reaktionen untersuchen, stellt sich in sehr vielen Fällen im
Grenzwert ein dynamisches Gleichgewicht ein. Ein Differentialgleichungssystem,
welches den Reaktionsverlauf beschreibt, spiegelt das dynamische Gleichgewicht
durch einen stabilen stationären Punkt wider. Hier wollen wir untersuchen, wie
sich die Lösung des Differentialgleichungssystems in der Nähe des asymptotisch
stabilen stationären Punktes verhält, zunächst unabhängig von konkreten chemi-
schen Systemen. Fraser und Roussel haben sich auch mit dem Langzeitverhalten
chemischer Reaktionen beschäftigt. In [Rou03] wird die Berechnung einer eindi-
mensionalen slow manifold (vgl. Bemerkung (2.2.3)) für eine enzymkatalysierte
Reaktion zweier Substrate zu einem Produkt (random bi uni mechanism) mit Hilfe
der iterativen Methode aus Kapitel (2.2) beschrieben. Allgemein wird beschrieben,
dass chemische Relaxationen aufgefasst werden können als ineinander eingebette-
te invariante Mannigfaltigkeiten abnehmender Dimension. Die Mannigfaltigkeit
kleinster Dimension ist häufig das chemische Gleichgewicht bzw. der mathema-
tisch stationäre Punkt. In [RF94] wird mit Linearisierungen der Systeme gearbeitet,
jedoch wird kein allgemeiner Ansatz vorgestellt. Wie wir sehen werden, wird
das Langzeitverhalten im stationären Punkt einzig von der linearisierten Form
bestimmt. Es stellt sich die Frage, ob das Langzeitverhalten zur fast-invarianten
Menge K (aus Definition (3.1.2)) passt.
Wir gehen weiterhin von der Differentialgleichung (3.1) aus:
x˙ = f (x).
Im Folgenden wollen wir das Verhalten einer Lösung des Systems in der Nähe
eines stabilen Knotens untersuchen. Dafür betrachten wir die Eigenwerte von
D f (x) am stationären Punkt, deren Eigenvektoren sowie die Räume, die von ihnen
aufgespannt werden. Für die Untersuchung des Langzeitverhaltens gibt es die
Möglichkeit, zunächst eine Transformation des Systems durchzuführen und das
Verhalten an dem transformierten System zu beobachten. Wir wollen dies tun,
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indem wir Systeme in Poincaré-Dulac-Normalform betrachten. Zunächst soll
hier beschrieben werden, wie die Poincaré-Dulac-Normalform definiert ist und
wann ein System in diese Form transformiert werden kann.
§ 4.1
P O I N C A R É - D U L A C - N O R M A L F O R M ( P D N F )
Wir betrachten f in diesem Kapitel (4.1) sowie in dem folgenden Kapitel (4.2) stets
als komplexe Abbildung von Cn nach Cn.
Ziel ist es, für ein gegebenes Differentialgleichungssystem x˙ = f (x) mit f (0) = 0
und D f (0) = B sowie der Taylor-Entwicklung
f (x) = Bx + f (2)(x) + · · ·+ f (k)(x) + ThO
eine „möglichst einfache“ Taylor-Entwicklung f ? in Poincaré-Dulac-Normalform
mit einer lokal invertierbaren Transformation H so zu bestimmen, dass H lösungs-
erhaltend von x˙ = f ?(x) in x˙ = f (x) ist. Dabei bezeichnet f (·) ein Monom vom
Grad (·) und ThO die Terme höherer Ordnung von f . Die Begriffsklärung eines
Monoms wird in der folgenden Definition geliefert.
4.1.1 Def in it ion : Halten wir zunächst einige Begriffe fest, die im Fol-genden die begriffliche Grundlage bilden:
• Eine Abbildung von Cn → C der Gestalt x 7→ αxm11 · · · xmnn , wobei α ∈ C,
α 6= 0 und mi ∈N0 für i = 1, . . . , n, heißt Monom vom Grad d = m1 + · · ·+mn.
Eine Polynomabbildung von Cn → C lässt sich als Linearkombination von
Monomen (eindeutig) definieren.
• Eine homogene Polynomabbildung von Grad d ist eine Linearkombination von
Monomen mit Grad d.
• Wir betrachten einen linearen Endomorphismus B des Cn mit den Eigenwer-
ten λ1, . . . ,λn. Man nennt diese Eigenwerte resonant, falls es ganze Zahlen
dj > 0, ∑nj=1 dj > 2 und k ∈ {1, . . . , n} so gibt, dass
d1λ1 + · · ·+ dnλn − λk = 0.
Ein Vektormonom bezeichnet eine Abbildung von Cn → Cn der Gestalt x 7→
αxm11 · · · xmnn ej, wobei ej den j-ten Einheitsvektor bezeichnet, α ∈ C, α 6= 0 und
mi ∈ N0 für i = 1, . . . , n. Wird B durch eine Matrix in Jordannormalform
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repräsentiert mit Eigenwerten λ1, . . . ,λn, so bezeichnen wir ein Vektormonom
αxm11 · · · xmnn ej als resonant bezüglich B, falls
m1λ1 + · · ·+ mnλn − λj = 0. 
4.1.2 Def in it ion : Ist B in Jordannormalform und setzen sich f
(2), . . . , f (d)
aus resonanten Vektormonomen bezüglich B zusammen, so nennen
wir
f = B + f (2) + · · ·+ f (d) + ThO
in Poincaré-Dulac-Normalform (PDNF) bis Grad d.
Die Angabe des Grads wird weggelassen, sofern f durch eine konvergente Po-
tenzreihe dargestellt werden kann und f bis zu jedem Grad in PDNF darstellbar
ist. 
Der nachstehende Satz (siehe zum Beispiel [Wal90]) besagt, dass f bei entsprechen-
der Differenzierbarkeit bis zu jedem vorgegebenen Grad in PDNF transformiert
werden kann.
4.1.3 Satz : Es sei f = B + f
(2) + · · · + f (d) + ThO (d + 1)-mal stetig
differenzierbar. Dann existiert eine (unendlich oft differenzierbare)
lokal invertierbare Abbildung
H(x) = x + ThO,
so dass
f ? := DH(x)−1 f (H(x)) = Bx + f ?(2)(x) + · · ·+ f ?(d)(x) + ThO
und f ? in PDNF bis Grad d. 
Wir wollen die Gestalt der f ?(·) für den uns interessierenden Spezialfall, dass
alle Eigenwerte von B einen negativen Realteil haben, in dem folgenden Korollar
festhalten:
4.1.4 Korollar : Ist x˙ = f (x) in Poincaré-Dulac-Normalform, so hatf für den Fall, dass D f (0) = B in Jordannormalform ist und für die
Eigenwerte von B
Re(λn) 6 . . . 6 Re(λ1) < 0
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gilt mit Bs = Diag(λ1, . . . ,λn), die besondere Gestalt
x˙j = λjxj + β jxj−1 +
kj
∑
d=2
 ∑
m:|m|=d
αmx
m1
1 · · · x
mj−1
j−1
 , (4.1)
wobei stets m1λ1 + · · ·+ mj−1λj−1 = λj gilt. Weiter ist β j ∈ {0, 1}, und die k j sind
durch
Re(λj)
Re(λ1)
nach oben beschränkt. 
Bewei s :
Die Aussagen folgen direkt aus der Definition (4.1.2) der PDNF und der Eigenschaft
der Eigenwerte. 
Abschließend halten wir den folgenden Satz fest (vgl. [Bru89]):
4.1.5 Satz : Für eine analytische Funktion f mit f (0) = 0, D f (0) = B undEigenwerten von B, für die gilt
Re(λn) 6 . . . 6 Re(λ1) < 0,
existiert eine konvergente Transformation in eine vollständige PDNF. 
§ 4.2
L Ö S U N G U N D L A N G Z E I T V E R H A LT E N D E R P D N F
Im Folgenden gehen wir davon aus, dass uns eine Differentialgleichung in PDNF
vorliegt. Um über das Langzeitverhalten Aussagen zu treffen, benötigen wir zu-
mindest strukturelle Aussagen zur Lösung des Differentialgleichungssystems. Das
nachstehende Lemma ist ein Spezialfall von Theorem (2.4) aus [Wal91].
4.2.1 Lemma : Ist x˙ = f (x) in PDNF wie in Korollar (4.1.4) gegeben, sokann für jedes j = 1, . . . , n sukzessiv ein Polynom pj(t) bestimmt
werden, so dass
x˙j = λjxj + pj(t)eλj·t
und
xj(t) = eλj·t(yj + Pj(t)− Pj(0)) = p˜j(t)eλj·t.
Dabei handelt es sich bei Pj(t) um eine Stammfunktion von pj(t). 
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Bewei s :
Induktionsanfang (j = 1):
Auf Grund der allgemeinen Gestalt von x˙j in Korollar (4.1.4) gilt für j = 1: β1 = 0.
Damit ist x˙1 = λ1x1, und für die Lösung ergibt sich:
x1(t) = y1 · eλ1·t.
Induktionsvoraussetzung:
Die Behauptung gelte für alle i < j.
Induktionsschluss:
Aus Zeile (4.1) und m1λ1 + · · ·+ mj−1λj−1 = λj folgt:
x˙j =λjxj + β jxj−1 +
kj
∑
d=2
 ∑
m:|m|=d
αmx
m1
1 · · · x
mj−1
j−1

=λjxj + β jxj−1
+
kj
∑
d=2
 ∑
m:|m|=d
αm c˜∗1(t)
m1 · · · c˜∗j−1(t)mj−1 · e(m1λ1+···+mj−1λj−1)t

=λjxj + β j p˜j−1(t)eλj−1·t
+
kj
∑
d=2
 ∑
m:|m|=d
αm c˜∗1(t)
m1 · · · c˜∗j−1(t)mj−1 · eλj·t

=λjxj + pj(t)eλj·t,
wobei
pj(t) := β j p˜j−1(t) +
kj
∑
d=2
 ∑
m:|m|=d
αm c˜∗1(t)
m1 · · · c˜∗j−1(t)mj−1
 ,
denn für β j = 1 ist λj−1 = λj.
Die Differentialgleichung kann über die Variation der Konstanten gelöst werden,
und wir erhalten:
xj(t) = eλj·t(yj + Pj(t)− Pj(0)) =: p˜j(t)eλj·t,
dabei ist Pj(t) eine Stammfunktion von pj(t). 
Nun kommen wir zu der uns eigentlich interessierenden Aussage zum Langzeit-
verhalten der Lösung:
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4.2.2 Satz : Es sei f : C
n → Cn in Poincaré-Dulac-Normalform und
x˙ = f (x) = Bx + ThO,
wobei B in Jordannormalform. B setze sich aus h Jordanblöcken zusammen, wobei
der j-te Jordanblock die Dimension vj habe und dem Eigenwert λj zugeordnet sei.
Es ist dann ∑hj=1 vj = n. Für die Eigenwerte gelte mit k > 1
Re(λh) 6 · · · 6 Re(λk+1) < Re(λk) = · · · = Re(λ1) < 0.
a) Ist
W :=
(
∑ Eigenräume zu Eigenwerten λ1, . . . ,λk
)
und r > 0 geeignet (klein genug) gewählt, so gibt es in der Kugel Kr(0) eine
offen-dichte Teilmenge U, so dass jede Lösung mit Anfangswertproblem in U
tangential zu W in den stationären Punkt 0 läuft.
b) Genauer: Es bestimmen die Eigenräume der Eigenwerte λ1, . . . ,λk mit vj =
max{v1, . . . , vk} die tangentiale Richtung der Lösung, sofern das Anfangswert-
problem in diesen liegt.
Sind es mehrere dieser speziellen Eigenwerte, so wird die tangentiale Rich-
tung innerhalb der dazugehörigen Eigenräume im stationären Punkt durch das
Anfangswertproblem festgelegt. 
Bewei s :
a) Wir wählen U so, dass mindestens ein j ∈ {0, . . . , k} existiert, so dass p˜j(t) 6= 0
für alle t. Dann gilt
|∑kj=1 c˜∗j (t)eλjt|
|∑nj=1 c˜∗j (t)eλjt|
t→∞−→ 1, wie auch
|∑nj=k+1 c˜∗j (t)eλjt|
|∑kj=1 c˜∗j (t)eλjt|
t→∞−→ 0.
Damit ist gezeigt, dass jede Lösung mit Anfangswertproblem in U tangential
zu den verallgemeinerten Eigenräumen der Eigenwerte
λ1, . . . ,λk in den stationären Punkt 0 läuft.
Innerhalb des Jordanblocks j zu dem Eigenwert λj der Dimension vj mit
j ∈ {1, . . . , k} gilt für die Lösung
xλj,i(t) = e
λjt
(
i
∑
j=1
yλj,j
1
(i− j)! t
i−j
)
für alle i = 1, . . . , vj.
Somit gilt zum einen für alle j mit yλj,vj 6= 0
|xλj,vj(t)|
|∑vji=1 xλj,i(t)|
t→∞−→ 1, wie auch |∑
vj
i=2 xλj,i(t)|
|xλj,vj(t)|
t→∞−→ 0.
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Dies zeigt, dass der Eigenraum den verallgemeinerten Eigenraum innerhalb
eines Jordanblocks dominiert.
b) Zum anderen gilt für alle Jordanblöcke der λ1, . . . ,λk mit den Dimensionen
vL > vl und yλL,vL , yλl ,vl 6= 0
|xλL,vL(t)|
|xλl ,vl(t) + xλL,vL(t)|
t→∞−→ 1, wie auch |xλl ,vl(t)||xλL,vL(t)|
t→∞−→ 0.
Dies zeigt, dass der Eigenraum des größeren Jordanblocks den des kleineren
Blocks dominiert.
Die letzte Aussage des Satzes kann über das Verhältnis der Lösung in den
entsprechenden Eigenräumen überprüft werden.
Sind vL1 = · · · = vLm die Dimensionen der größten Jordanblöcke, so gilt
|xλLi ,vLi (t)|
|xλLj ,vLj (t)|
t→∞−→
|yλLi ,vLi |
|yλLj ,vLj |
für alle 1 6 i, j 6 m.

Abschließend wollen wir von dem Langzeitverhalten einer Lösung eines Systems
in PDNF jenes eines allgemeinen Systems ableiten:
4.2.3 Satz : Es sei f : C
n → Cn eine analytische Funktion und
x˙ = f (x), mit f (0) = 0 und D f (0) = A,
wobei alle Eigenwerte λ1, . . . ,λn von A Realteil < 0 haben.
Dann gelten für die Lösung von x˙ = f (x) lokal die analogen Aussagen aus Satz
(4.2.2). 
Bewei s :
Gehen wir zunächst von einem System mit einem A := B in Jordannormalform
aus. Dann folgt aus Satz (4.1.5) die Existenz einer konvergenten PDNF. Es handelt
sich bei der Abbildung H(x) = x + ThO, die x˙ = f (x) in die PDNF x˙ = f ?(x)
transformiert, um einen Diffeomorphismus mit DH(0) = id. Damit erhält H die
tangentialen Eigenschaften im Nullpunkt, und das Verhalten von x˙ = f ?(x) und
x˙ = f (x) ist dort identisch.
Nun lassen wir zusätzlich zu, dass D f (0) = A nicht in Jordannormalform
vorliegt. Dann existiert eine invertierbare Matrix Q mit J = Q−1AQ, wobei J
in Jordannormalform ist. Sei J(t, y) die Lösung von x˙ = Jx + T˜hO(x), wobei
T˜hO(x) := Q−1ThO(Qx) und ThO die Terme höherer Ordnung von x˙ = Ax+ThO
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sind. A(t, y) bezeichne die Lösung von x˙ = f (x). Die Abbildung Φ(x) := Qx ist
lösungserhaltend von x˙ = Jx + T˜hO(x) in x˙ = f (x), denn
Q(Jx + T˜hO(x)) = Q(Q−1AQ + T˜hO(x)) = A(Qx) + ThO(Qx).
Damit gilt A(t, Qy) = Q(J(t, y)). Da die Spalten von Q in geordneter Reihenfolge
aus den (verallgemeinerten) Eigenvektoren der Eigenwerte bestehen, gelten die
behaupteten Aussagen. 
Zuletzt folgt die Übertragung der Aussagen für eine reelle Abbildung f : Rn →
Rn:
4.2.4 Korollar : Sei nun f : R
n → Rn unendlich oft differenzierbar mit
x˙ = f (x), f (0) = 0 und D f (0) = A,
wobei die Realteile der komplexen Eigenwerte λ1, . . . ,λn von A alle negativ seien.
Dann lassen sich die Aussagen von den Sätzen (4.2.2) und (4.2.3) übertragen.
Konkret lautet die erste Aussage von Satz (4.2.2):
Es gibt in der Kugel Kr(0), r > 0 geeignet (klein genug) gewählt, eine offen-dichte
Teilmenge U ⊂ Rn, so dass jede Lösung mit Anfangswertproblem in U tangential
zu W in den stationären Punkt 0 läuft. Dabei ist
W =
(
∑ Eigenräume zu Eigenwerten λ1, . . . ,λk
) ∩Rn.
Ist Re(λ1) = Re(λ2) < Re(λj) für j = 3, . . . , n, Im(λ1) = Im(λ2) 6= 0 und sind v1
und v2 die Eigenvektoren zu λ1 und λ2, so gilt
W = (Cv1 +Cv2) ∩Rn = R(2Re(v1))−R(2Im(v1)). 
Bewei s :
Betrachten wir das gegebene Problem aus komplexer Sicht, so gelten die Aussagen
der Sätze. Nun ist die Lösung für das gegebene Problem nach Picard-Lindelöf
reell. Damit ist die Behauptung über die tangentiale Richtung der Lösung im
stationären Punkt bewiesen. 
§ 4.3
B E I S P I E L E
4.3.1 Be i sp iel : In diesem Beispiel wollen wir das Fast-Invarianz-Kri-terium aus Definition (3.1.2) an einem Knoten ansehen. Wir untersu-
chen das folgende Differentialgleichungssystem
x˙ =
(
λ1 0
0 λ2
)
· x = f (x) mit λ2 < λ1 < 0.
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Wir vereinfachen das System durch die Festlegung: λ2 = k · λ1 mit k > 1, k ∈ R
und λ1 := λ. Die Lösung zu einem gegebenen Anfangswertproblem x(0) = y ist
in diesem Fall natürlich bekannt und lautet
x(t) =
(
y1 · eλt
y2 · ekλt
)
.
Liegt der Anfangswert auf einer der Achsen, so verläuft auch die Lösung auf der
Achse. In den anderen Fällen wird der stationäre Punkt 0 tangential zur x1-Achse
erreicht.
Eine Vermutung könnte sein, dass eine Menge, die in der Nähe der x1-Achse liegt,
die Fast-Invarianz-Bedingung besser erfüllt als eine Menge, die genauso nah an
der x2-Achse liegt. Dies wollen wir im Folgenden näher untersuchen:
Lineare Mannigfaltigkeiten ϕ und ψ
Es seien die Funktionen ϕ : R2 → R und ψ : R2 → R gegeben mit
ϕ(x1, x2) := x2 ± 1n x1, n ∈N,
ψ(x1, x2) := x2 ± nx1, n ∈N.
Definiere
Kϕ :=
{
x ∈ R2| x2 = ∓ 1n x1
}
,
dann gilt auf der Mannigfaltigkeit Kϕ:
|L f (ϕ)(x)|
‖grad ϕ(x)‖ · ‖ f (x)‖ =
|λ| · | ± 1n x1 + k(∓ 1n x1)|√
1+ 1n2
√
λ2x12 + k2λ2(∓ 1n x1)2
=
k− 1
√
1+ n2
√
1+ k2n2
.
Auf der Mannigfaltigkeit Kψ, wobei
Kψ :=
{
x ∈ R2| x2 = ∓nx1
}
,
erhalten wir:
|L f (ψ)(x)|
‖gradψ(x)‖ · ‖ f (x)‖ =
|λ| · | ± nx1 + k(∓nx1)|√
1+ n2
√
λ2x12 + k2λ2(∓nx1)2
=
k− 1
√
1+ n2
√
1
n2 + k
2
.
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Vergleichen wir nun die beiden Terme miteinander, so folgt aus√
1+
k2
n2
<
√
1
n2
+ k2 ⇔ (n2 − 1) · (k2 − 1) > 0,
dass die Fast-Invarianz-Bedingung auf Kψ besser erfüllt wird als auf Kϕ.
Quadratische/polynomiale Mannigfaltigkeiten γ und δ
Seien nun für α ∈ R \ {0} die Funktionen γ : R2 → R, δ : R2 → R wie folgt
definiert:
γ(x1, x2) := x2 − αxl1, l ∈N, l > 2,
δ(x1, x2) := x1 − αxr2, r ∈N, r > 2.
Dann gilt auf der Mannigfaltigkeit Kγ, wobei
Kγ :=
{
x ∈ R2| x2 = αxl1
}
,
das Folgende:
|L f (γ)(x)|
‖gradγ(x)‖ · ‖ f (x)‖ =
λ|α||x1|l · |l − k|√
1+ (lαx1l−1)2
√
(λx1)2 + (λkαx1l)2
=
|l − k|
|k|√1+ (lαx1l−1)2√1+ (kαx1l−1)−2 .
Im Gegensatz zu der linearen Variante hängt hier die Fast-Invarianz-Bedingung
von der Größe von x1 ab. Wenn wir uns die Größe in der Nähe des stationären
Punktes anschauen, so erhalten wir für αx1l−1 = ε 1:
|l − k|√
1+ l2ε2
√
k2 + 1/ε2
=
ε|l − k|√
1+ l2ε2
√
1+ k2ε2
< ε|l − k|.
Hier macht es Sinn, l in Abhängigkeit von k so zu wählen, dass |l − k| minimal ist.
Auf der anderen Mannigfaltigkeit Kδ, wobei
Kδ :=
{
x ∈ R2| x1 = αxr2
}
,
gilt:
|L f (δ)(x)|
‖grad δ(x)‖ · ‖ f (x)‖ =
λ|α||x2|r · |kr− 1|√
1+ (rαx2r−1)2
√
(λαx2)2 + (λkx2r)2
=
|kr− 1|
|k|√1+ (rαx2r−1)2√k−2 + (αx2r−1)−2 .
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In der Nähe des stationären Punktes 0 erhalten wir für αx2r−1 = ε 1:
|kr− 1|√
1+ r2ε2
√
1+ k2/ε2
=
ε|r− 1/k|√
1+ r2ε2
√
1+ ε2/k2
< ε|r− 1/k|.
Hier verschlechtert sich der Term für größere r, und r = 2 ist die beste Wahl. Für
großes k ist die Fast-Invarianz-Bedingung tatsächlich wesentlich schlechter erfüllt
als im Falle von Kγ. Hier passen Fast-Invarianz-Bedingung und das Verhalten eines
Knotens wieder gut zusammen. 
4.3.2 Be i sp iel : Hier untersuchen wir das Langzeitverhalten der Reak-tion von Michaelis und Menten (vgl. Reaktionsschema (1.9)). Das
zugehörige Differentialgleichungssystem lautet (vgl. (1.14) und (1.15)):(
s˙
p˙
)
=
(
k1(s0 − e0)− k−1 −k−1
−k2 −k2
)
·
(
s
p
)
+
(−k1(s2 + sp)
0
)
+
(
k−1s0
k2s0
)
Der Eigenwert zum betragskleinsten Eigenvektor von D f ((0, s0)) lautet (siehe
[NW07]):(
1
2
(
(k−1 − k2 + k1e0)− (k−1 + k2 + k1e0)
√
1− 4k1k2e0(k−1+k2+k1e0)2
)
k2
)
Also ist dies auch die Richtung, mit der die Lösung den stationären Punkt erreicht.
Sieht man sich nun die Kurve
p = ρ(s) = s0 − s− e0ss + M
an, welche geometrisch die Situation s˙ + p˙ = c˙ = 0 angibt (das heißt die Menge K
aus Definition (3.1.2)), so ist ihre Ableitung in null
ρ′(0) = −1− e0
M
nicht identisch mit der Richtung des Eigenvektors. Das heißt, dass das Langzeit-
verhalten der Lösung nicht identisch ist mit der fast-invarianten Menge K. In
[NW07] wurde eine weitere Kurve ρθ(s) bestimmt, die der geometrischen Situation
s˙ + θ p˙ = 0 entspricht
ρθ(s) = s0 − s− e0ss + Mθ , mit Mθ :=
k−1 + θk2
k1
.
Ziel war es, die Lösung der Differentialgleichung mit Hilfe von ρ(s) und ρθ(s) in
ein positiv invariantes Gebiet einzusperren. Für das kleinstmögliche Gebiet wurde
θ? bestimmt:
θ? = 1− k1
2k2
(e0 + M)
(
1−
√
1− 4k2
k1
e0
(e0 + M)2
)
.
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Interessanterweise ist die Ableitung ρ′θ?(0) identisch mit der Richtung des Eigen-
vektors. Dies liegt natürlich an der günstigen Konstruktion von ρθ? . Das bedeutet
aber, je näher ρθ?(s) bei ρ(s) liegt, desto besser stimmt das Langzeitverhalten mit
der Menge K überein. Rechnerisch löst man folgende Gleichung nach θ auf und
vergleicht das Ergebnis mit θ?:
2k2 =−
(
1+
e0
Mθ
)
·[
(k−1 − k2 + k1e0)− (k−1 + k2 + k1e0)
√
1− 4k1k2e0
(k−1 + k2 + k1e0)2
]
.
Rechnung:
Die Umformung nach θ ergibt:
θ =
−(k1e0 + k−1)k1(e0 + M)
(
1−
√
1− 4 k2k1
e0
(e0+M)2
)
+ 2k1k2e0
k1k2(e0 + M)
(
1−
√
1− 4 k2k1
e0
(e0+M)2
) .
Setzen wir dies mit θ? gleich, so erhalten wir eine wahre Aussage:
−(k1e0 + k−1)k1(e0 + M)
(
1−
√
1− 4 k2k1
e0
(e0+M)2
)
+ 2k1k2e0
k1k2(e0 + M)
(
1−
√
1− 4 k2k1
e0
(e0+M)2
)
= 1− k1
2k2
(e0 + M)
(
1−
√
1− 4k2
k1
e0
(e0 + M)2
)
⇔
4k1k2e0 + k21(e0 + M)
2
(
1−
√
1− 4k2
k1
e0
(e0 + M)2
)2
= 2k21(e0 + M)
2
(
1−
√
1− 4k2
k1
e0
(e0 + M)2
)
⇔
4k1k2e0 + k21(e0 + M)
2
(√
1− 4k2
k1
e0
(e0 + M)2
)2
− k21(e0 + M)2 = 0
⇔
4k1k2e0 − 4k1k2e0 = 0 X 
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Ein weiteres interessantes Beispiel stellt die Untersuchung des Langzeitverhaltens
der kooperativen Reaktion aus Beispiel (3.1.19) dar, wenn wir annehmen, dass sich
sowohl Komplex C1, wie auch Komplex C2 quasistationär verhalten.
4.3.3 Be i sp i el : Wir untersuchen den folgenden Reaktionsmechanismus:
S + E
k1

k−1
C1
k2⇀ E + P (4.2)
S + C1
k3

k−3
C2
k4⇀ C1 + P (4.3)
Betrachten wir direkt das reduzierte dreidimensionale System (3.8) aus Beispiel
(3.1.19), so lautet dieses:
s˙ = −k1e0s +(k−1 + k1 · s− k3 · s)c1 +(k1 · s + k−3)c2,
c˙1 = k1e0s −(k−1 + k2 + k1 · s + k3 · s)c1+(k−3 + k4 − k1 · s)c2,
c˙2 = k3sc1 −(k−3 + k4)c2.
Verkürzt bezeichnen wir die rechte Seite des Systems mit f (s, c1, c2).
Die Eigenwerte von D f ((0, 0, 0)) sind alle negativ und lauten
e1 = −(k−3 + k4)
e2 = −12
(
(k−1 + k2 + k1e0) +
√
(k−1 + k2 + k1e0)2 − 4k1k2e0
)
e3 = −12
(
(k−1 + k2 + k1e0)−
√
(k−1 + k2 + k1e0)2 − 4k1k2e0
)
Da |e3| < |e2|, ist das Größenverhältnis von e1 zu e3 entscheidend. Nach Satz
(4.2.3) lautet die tangentiale Richtung der Lösung im stationären Punkt (0, 0, 0) für
|e3| < |e1|: k−112 ((−k−1 − k2 + k1e0) +√(k−1 + k2 + k1e0)2 − 4k1k2e0)
0
 . (4.4)
Ist |e3| > |e1|, so lautet sie: k−1k4 + k−3(2k−1 + k2 − (k−3 + k4))−(k−3 + k4)2 + k1e0(2k−3 + k4)
(k−3 + k4)2 − (k−3 + k4)(k1e0 + k−1 + k2) + k1k2e0
 .
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Ziel ist es, mit Hilfe des Langzeitverhaltens Aussagen darüber zu treffen, wie
gut oder schlecht die Annahme des quasistationären Reaktionsverlaufs ist. Wir
vergleichen demzufolge die tangentiale Richtung der Lösung mit der tangentialen
Richtung der „quasistationären“ Lösung. Diese lautet mit Hilfe der Zeilen (3.9)
und (3.10) aus Beispiel (3.1.19): 1c′1(0)
c′2(0)
 =
 1k1e0/(k−1 + k2)
0
 . (4.5)
Eine eingehende Analyse wollen wir ausschließlich für den Fall |e3| < |e1| durch-
führen, da der Rechenaufwand hier geringer ist und die Dokumentation über-
sichtlich bleibt. Wie wir an Zeile (4.4) sehen, hat der zweite Teil der Reaktion
(4.3) keinen Einfluss auf das Langzeitverhalten. Dieses ist sogar identisch mit dem
der „irreversiblen“ Michaelis-Menten-Reaktion. Mit Hilfe des Wissens über das
Langzeitverhalten der Michaelis-Menten-Reaktion können wir eine Kurve im R3
konstruieren, deren Langzeitverhalten mit dem der Lösung übereinstimmt. Wir
untersuchen
c˙2 = 0 und s˙ + θ p˙ = 0
und erhalten eine Kurve, parametrisiert durch ζ1,θ(s) und ζ2,θ(s) in Abhängigkeit
von θ:
ζ1,θ(s) =
e0K2s
s2 + K2s + K2Mθ − (1− θ)k4/k1s ,
ζ2,θ(s) =
e0s2
s2 + K2s + K2Mθ − (1− θ)k4/k1s ,
wobei K2 und Mθ den Bezeichnungen aus den Beispielen (3.1.19) und (4.3.2)
entsprechen. Für θ = 1 ist diese Kurve identisch zu der aus den Zeilen (3.9) und
(3.10). Damit gilt
ζ ′1,θ(0) =
e0
Mθ
und ζ ′2,θ(0) = 0.
Wir haben demzufolge eine Kurve gefunden, die im stationären Punkt zum Verhal-
ten der Lösung passt, wenn wir θ = θ? aus Beispiel (4.3.2) einsetzen:
θ? = 1− k1
2k2
(e0 + K1)
(
1−
√
1− 4k2
k1
e0
(e0 + K1)2
)
.
Damit ist θ? genau dann nahe bei 1, wenn e0/K1 klein ist. Dies ist eine schärfere
Bedingung als jene der Fast-Invarianz aus Beispiel (3.1.19). Dort lautete der kleine
Parameter ε(p) = max
{
e0
K1+K2
, e0K1+k3/k1·K2
}
. 
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KAPITEL FÜNF
TIKHONOV FÜR CHEMISCHE
REAKTIONSSYSTEME
Es fällt auf, dass die singuläre Störungstheorie sehr häufig für die Interpretation von
chemischen Reaktionsabläufen verwendet wird. Um die Theorie von Tikhonov (vgl.
Kapitel 2.1) anwenden zu können, wird ein System von bestimmter Art benötigt.
Wenn ein kleiner, positiver Parameter ε des Systems bekannt ist, so benötigt man
ein Anfangswertproblem der folgenden Art (vergleiche (2.1.2)):
y˙1 = ε f (y1, y2) + ε2 · · · , y1(0) = y1,0 , y1 ∈ D ⊂ Rn, t > 0,
y˙2 = g(y1, y2) + ε · · · , y2(0) = y2,0 , y2 ∈ G ⊂ Rm. (5.1)
f und g seien dabei ausreichend glatte Funktionen in y1 und y2. „· · · “ steht
für Terme höherer Ordnung (glatt) in ε. D und G sind kompakte Mengen (vgl.
Bemerkung (2.1.3)).
Die Systeme, die aus chemischen Reaktionen aufgestellt werden, haben im All-
gemeinen aber eine andere Gestalt, wenn wir davon ausgehen, dass der kleine
Parameter ε bereits bekannt oder ermittelt ist:
x˙ = h(x, ε), x ∈ U ⊂ Rn+m. (5.2)
In unserem Zusammenhang können wir von einer Funktion h ausgehen, die
analytisch in x und ε ist. U ist eine kompakte Menge (vgl. Bemerkung (2.1.3)).
5.0.1 Bemerkung : Die Motivation zu dem im Folgenden beschriebenenVorgehen ist der Betrachtungsweise von Heinrich und Schauer aus
Kapitel 2.3 entnommen. Auch sie hatten das Ziel, Systeme, die bestimmte chemi-
sche Situationen beschreiben, auf die formale Anwendbarkeit von Tikhonov zu
prüfen und ein reduziertes System zu bestimmen. Heinrich und Schauer haben
durch ihren begrenzten Anwendungsbereich und die dazugehörenden Voraus-
setzungen den Vorteil, dass eine Anwendung ihres Ansatzes auf entsprechende
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Beispiele garantiert möglich ist (vgl. Bemerkung (2.3.2)). Die Formulierung hier ist
allgemeiner und der Anwendungsbereich größer. Die Umsetzung in Beispielen, die
über jene von Heinrich und Schauer hinausgehen, ist auch hier möglich, jedoch
zum Teil nur lokal (siehe Beispiel (5.3.1) und (5.3.2)). 
Für die Aussagen dieses Kapitels soll der Inhalt der folgenden Bemerkung für die
Untersuchung der gegebenen Systeme berücksichtigt werden.
5.0.2 Bemerkung : Da wir nicht ausschließlich an der Anwendung vonTikhonovs Theorem interessiert sind, sondern auch Eigenschaften
der Systeme nutzen wollen, die Fenichels Theorie entnommen werden können,
benötigen wir eine etwas stärkere Forderung an System (5.1). Deshalb setzen wir
voraus, dass für ein gegebenes System (5.1)
Re Sp D2g(y1, y˜2) 6 −µ < 0, y1 ∈ D (5.3)
gilt, wobei y˜2 = ϕ(y1) und g(y1, y˜2) = 0 (vgl. Kapitel 2.1, Theorem (2.1.6)). Dies ist
für die asymptotische Stabilität im Theorem von Tikhonov (vgl. (2.1.2)(b)) nicht
notwendig, es gibt Fälle, in denen 6 0 ausreichend ist. 
§ 5.1
D I E T R A N S F O R M AT I O N
Ziel ist es, mit einer lösungserhaltenden C1-Abbildung Ψ das System (5.2) in eines
der Form (5.1) zu transformieren, um auf das neue System Tikhonov gegebenen-
falls anzuwenden, eine slow manifold (vgl. Bemerkung (2.2.3)) und ein reduziertes
System zu bestimmen. Anschließend soll mit der Abbildung Γ := Ψ−1 eine Rück-
transformation durchgeführt werden, um die Ergebnisse auf das System (5.2) zu
übertragen. Im Folgenden können die Systeme sowohl zweidimensional als auch
(n + m)-dimensional interpretiert werden.
x˙ = h(x, ε)
Ψ
%%
Γ:=Ψ−1
ee
y˙1 = ε f (y1, y2, ε)
y˙2 = g(y1, y2, ε)
(5.4)
Zunächst betrachten wir die Transformation mit Ψ = (Ψ1,Ψ2)t, um aus dem
System (5.2) ein System von Gestalt (5.1) zu erhalten. Da es sich bei Ψ um eine
lösungserhaltende Abbildung handeln soll, gilt
DΨ(x)h(x, ε) =
(
ε · f (Ψ1(x),Ψ2(x), ε)
g(Ψ1(x),Ψ2(x), ε)
)
. (5.5)
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Für ε = 0 wird die Gleichung (5.5) zu
DΨ(x)h(x, 0) =
(
0
g(Ψ1(x),Ψ2(x), 0)
)
. (5.6)
Daraus ergibt sich eine konkrete Bedingung an Ψ1, nämlich
DΨ1(x)h(x, 0) = 0. (5.7)
Die Komponenten von Ψ1 sind erste Integrale für h(x, 0). Für Ψ2 muss lediglich
lokale Invertierbarkeit vorausgesetzt werden.
5.1.1 Bemerkung : Hier stellt sich die Frage nach der Existenz einersolchen Transformation, insbesondere der ersten Integrale. Kann eine
Aussage darüber getroffen werden, ob oder wann eine Transformation existiert,
auch wenn man sie nicht konkret bestimmen kann?
In der Regel sind die benötigten ersten Integrale nicht direkt ersichtlich, sie müssen
gesucht werden. Aus dem Begradigungssatz (siehe [KW07]) folgt, dass es außerhalb
eines stationären Punktes lokal beliebig viele erste Integrale für h(x, 0) gibt. Im
stationären Punkt kann es jedoch Probleme geben. Lautet zum Beispiel
h(x, 0) = Diag(λ1, . . . ,λn) mit Re(λi) < 0 für alle i,
so gibt es im stationären Punkt definitiv kein erstes Integral (vgl. [Wal91]), und
eine Transformation in ein System, welches die Anwendung von Tikhonov erlaubt,
ist nicht möglich. 
Das „neue“ System in Form von (5.1) erhalten wir, indem wir die nun bestimm-
ten einzelnen Komponenten von Ψ1 und Ψ2 in die linke Seite des Systems (5.5)
einsetzen. Durch Setzen von y1 := Ψ1(x) und y2 := Ψ2(x) erhalten wir(
y˙1
y˙2
)
=
(
ε · f (y1, y2, ε)
g(y1, y2, ε)
)
. (5.8)
Hier sei bemerkt, dass in den Beispielen auf ein Ersetzen der Ψ verzichtet und
die abkürzende Schreibweise Ψ˙ verwendet wird. Jetzt können für das System (5.8)
(nach einer Zeittransformation) die Voraussetzungen von Tikhonovs Theorem
(vgl. (2.1.2)) überprüft werden, um dann gegebenenfalls auf der slow manifold
g(y1, y2, 0) = 0 (entspricht M0) ein reduziertes System zu bestimmen.
Im Anschluss ist es von Interesse zu wissen, wie eine solche Reduktion und slow
manifold für das ursprüngliche System (5.2) aussieht. Dafür benötigen wir eine
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Rücktransformation:
Da Γ := Ψ−1 wieder eine lösungserhaltende Abbildung ist, gilt
DΓ(y)
(
ε · f (y, ε)
g(y, ε)
)
= h(Γ(y), ε)
⇔ D1Γ(y)ε f (y, ε) + D2Γ(y)g(y, ε) = h(Γ(y), ε);
(5.9)
dabei bezeichnet Di die partielle Ableitung nach yi.
Die Bedingung g(y1, y2, 0) = 0 (als slow manifold von (5.8)) ist die Lösung nach
der Frage des stationären Punktes des „schnellen Untersystems“ von (5.8). Als
„schnelles Untersystem“ bezeichnen wir das Differentialgleichungssystem, welches
für ε = 0 aus (5.8) entsteht. Übertragen auf das System (5.2) bedeutet dies:
5.1.2 Lemma : Die slow manifold wird für ein Differentialgleichungssys-tem
x˙ = h(x, ε), x ∈ U ⊂ Rn+m,
welches analytisch in x und ε ist und dessen Transformation im Sinne von (5.4)
existiert und die Bedingungen des Theorems (2.1.2) erfüllt, durch
h(x, 0) = 0 (5.10)
gegeben. Damit eine Transformation im Sinne von Tikhonov überhaupt möglich
ist, muss
Rang (Dh(x, 0)) = m < n + m mit Rang (Dh(x, 0)) 6= 0 gelten,
dies legt g(y1, y2, ε) : Rn+m → Rm und f (y1, y2, ε) : Rn+m → Rn fest. Die slow
manifold ist n-dimensional. Eine (lokale) Auflösbarkeit der slow manifold ist als
xm = ϕh(xn) mit xm ∈ Rm und xn ∈ Rn garantiert. 
Bewei s :
Die Aussagen folgen aus der oben beschriebenen Transformation, insbesondere
aus Zeile (5.6) und dem Satz über implizite Funktionen. Etwas genauer folgt aus
Zeile (5.6) zunächst, dass bei gegebenem n und m für den Rang von Dh(x, 0) gilt:
Rang(Dh(x, 0)) 6 m. Da jedoch g(y1, y2, 0) = 0 als isolierte Nullstelle auflösbar
sein soll (vgl. Theorem (2.1.2) von Tikhonov) und dies durch einen vollen Rang von
D2g(y1, y2, 0) gegeben ist, muss Rang(Dh(x, 0)) = m 6= 0 gelten. Somit bestimmt
Rang(Dh(x, 0)) die Dimensionen n = m + n − m der slow manifold. Eine Um-
nummerierung der Komponenten von x zu x = (xn, xm)t mit det(Dxm h(x, 0)) 6= 0
ermöglicht die lokale Auflösbarkeit als xm = ϕh(xn) mit xm ∈ Rm und xn ∈ Rn.
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Die einfach überprüfbare Rangbedingung Rang(Dh(x, 0)) = m < n + m schließt
zumindest den in Bemerkung (5.1.1) beschriebenen Fall aus, in dem es definitiv
keine ersten Integrale gibt.
Nun steht noch das reduzierte System von (5.2) aus. Hier ist es notwendig, dieses
über das reduzierte System von (5.8) zu bestimmen. Dieses wird typischerweise
als
y˙1 = ε · f (y1, y2, 0) und g(y1, y2, 0) = 0 (5.11)
aufgefasst. Diese Notation ist jedoch zur Bestimmung der Reduktion von (5.2) nicht
hilfreich. Hier machen wir uns die Eigenschaft zunutze, dass g(y1, y2, 0) = 0 für
die Reduktion eine invariante Menge ist. Durch ein künstliches „Aufblasen“ der
Dimension erhalten wir die Reduktion (5.11) als äquivalente Differentialgleichung
von Dimension n + m:(
y˙1
y˙2
)
=
(
ε · f (y1, y2, 0)
−ε · (D2g(y1, y2, 0))−1D1g(y1, y2, 0) · f (y1, y2, 0)
)
. (5.12)
Die rechte Seite von y˙1 bleibt in dieser Notation unverändert zu der aus (5.10).
Wenn wir voraussetzen, dass y2 auf g(y1, y2, 0) = 0 als y2 = ϕ(y1) dargestellt
werden kann, erhalten wir eine explizite Darstellung von (5.12):(
y˙1
y˙2
)
=
(
ε · f (y1, ϕ(y1), 0)
ε · Dϕ(y1) · f (y1, ϕ(y1), 0)
)
. (5.13)
Ist det(D2g(y1, y2, 0)) 6= 0, so liefert der Satz über implizite Funktionen zumindest
eine lokale Auflösbarkeit.
Diese äquivalenten reduzierten Systeme lassen sich nun in die Rücktransformation
(5.9) einsetzen:
5.1.3 Lemma : Die Reduktion erhalten wir für ein Differentialgleichungs-system
x˙ = h(x, ε), x ∈ U ⊂ Rn+m,
welches analytisch in x und ε ist und dessen Transformationen Ψ und Γ := Ψ−1 im
Sinne von (5.4) existieren und die Bedingungen des Theorems (2.1.2) erfüllt, aus
der Rücktranformation
DΓ(y)
(
ε · f (y1, y2, 0)
−ε · (D2g(y1, y2, 0))−1D1g(y1, y2, 0) · f (y1, y2, 0)
)
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beziehungsweise
DΓ(y)
(
ε · f (y1, ϕ(y1), 0)
ε · Dϕ(y1) · f (y1, ϕ(y1), 0)
)
.
ϕ ist die Auflösung von g(y1, y2, 0) = 0. Eine Koordinatenrücktransformation muss
mit Hilfe der Definition von Ψ durchgeführt werden. 
5.1.4 Bemerkung : Auf Grund der Äquivalenz der Systeme (5.11), (5.12)und (5.13) übertragen sich auch die Konvergenzaussagen der Lösun-
gen des Theorems (2.1.2) von Tikhonov von System (5.11) zu (5.1) auf die von
(5.12) bzw. (5.13) zu (5.2). 
In besonderen Fällen hat g(y1, y2, 0) = 0 eine äquivalente Auflösung zu y2 = ϕ(y1).
Dies kann in konkreten Beispielen in der Ausführung von Vorteil sein. Diese
Variante halten wir in der folgenden Bemerkung fest.
5.1.5 Bemerkung : Ist die Dimension von y1 identisch zu der von y2, sokönnen wir die Gleichung g(y1, y2, 0) = 0 alternativ zu y2 = ϕ(y1)
zumindest lokal auch als y1 = ϑ(y2) lösen, da det(Dg(y1, y2, 0)) 6= 0 gilt (vgl.
Bemerkung (5.1.6)(b)). Wir erhalten als äquivalentes System zu (5.13)(
y˙1
y˙2
)
=
(
ε · f (ϑ(y2), y2, 0)
ε · (Dϑ(y2))−1 · f (ϑ(y2), y2, 0)
)
(5.14)
und als Reduktion
DΓ(y)
(
ε · f (ϑ(y2), y2, 0)
ε · (Dϑ(y2))−1 · f (ϑ(y2), y2, 0)
)
.
Die Versionen (5.13) und (5.14) sind in der impliziten Reduktion (5.12) enthalten. Sie
werden jedoch in konkreten Beispielen genutzt, und eine Reduktion der Dimension
ist in diesen Versionen in dem Sinne abzulesen, als zur Bestimmung der Lösung
ein n-dimensionales System ausreicht. 
Es wurde bereits darauf hingewiesen, dass für die Aussagen, die mit Hilfe des
Theorems von Tikhonov getroffen werden können, zunächst Bedingungen des
Differentialgleichungssystems erfüllt werden müssen. Ein Teil dieser Bedingungen
können auch an dem gegebenen System (5.2) x˙ = h(x, ε) überprüft werden. Diese
Möglichkeit soll hier zusammengefasst werden:
5.1.6 Bemerkung : Die Nummerierung der zu prüfenden Bedingungenbezieht sich auf die des Theorems (2.1.2) von Tikhonov.
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(a) Die Existenz einer eindeutigen Lösung bei einem gegebenen Anfangswertpro-
blem ist für unsere Systeme in jedem Fall gegeben. Deshalb ist sie ebenfalls
über die lösungserhaltende Abbildung für das transformierte System und
deren Reduktion gegeben, sofern eine Transformation existiert.
(b) In dieser Bedingung wird zunächst gefordert, dass g(y1, y2, 0) = 0 durch
y˜2 = ϕ(y1) gelöst wird und ϕ(y1) stetig und isolierte Nullstelle ist. Die lokale
Auflösbarkeit und Stetigkeit kann an x˙ = h(x, 0) geprüft werden und ist, sofern
g existiert, erfüllt (vgl. Lemma (5.1.2)). Ebenso wird die Isoliertheit dadurch
garantiert, dass die Eigenwerte von Dh(x, 0), die identisch 0 sind, aufgrund
der Transformation keine Eigenwerte von Dg(y1, y2, 0) sind.
Des weiteren wird gefordert, dass y˜2 = ϕ(y1) eine asymptotisch stabile Lösung
der Gleichung
dy2
dt
= g(y1, y2(t∗), 0)
mit konstanten Parametern y1 und t∗ ist. Garantiert wird dies, wenn alle
Realteile der Eigenwerte von Dg(y1, ϕ(y1), 0) negativ sind. Definieren wir
h˜(Ψ(x), ε) :=
(
ε f (Ψ(x), ε)
g(Ψ(x), ε)
)
,
so gilt auf ∆ := {x ∈ U| g(Ψ(x), 0) = 0 bzw. h(x, 0) = 0}
DΨ(x)Dh(x, 0)(DΨ(x))−1 = Dh˜(Ψ(x), 0).
Damit stimmen die Eigenwerte auf dem Tangentialraum von ∆ von Dh(x, 0) mit
denen von Dh˜(Ψ(x), 0) überein. Da die Eigenwerte von Dh(x, 0) mit Realteil
identisch null der Funktion f „zugeordnet“ werden, ist die zweite Bedingung
des Theorems erfüllt, sofern eine Transformation existiert und für die übrigen
Realteile der Eigenwerte von Dh(x, 0) gilt (vgl. Bemerkung (5.0.2))
Re Sp Dh(x, 0) 6 −µ < 0, x ∈ ∆.
Ist ein positiver Eigenwert vorhanden, so kann ausgeschlossen werden, dass
Tikhonov angewendet werden kann.
(c) Der letzte Aspekt ist je nach System auch für die Transformation nicht unbe-
dingt leicht zu beurteilen und muss je nach System untersucht werden. Es kann
sein, dass die Anwendung des Theorems auf eine lokale Aussage beschränkt
werden muss. 
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Insgesamt haben wir bisher gezeigt, dass die Bedingungen des Theorems (2.1.2)
von Tikhonov (zumindest lokal) an einem gegebenen System x˙ = h(x, ε) über-
prüft werden können sowie Aussagen zur Existenz einer solchen Transformation
möglich sind. Die slow manifold kann, sofern sie existiert, ebenfalls direkt aus
dem gegebenen System bestimmt werden. Es ist nun eine berechtigte Frage, ob
es auch möglich ist, die Reduktion der gegebenen Differentialgleichung direkt
zu bestimmen. Dies hätte große Vorteile, da die konkrete Bestimmung der ersten
Integrale entfallen würde sowie die Ausführung der Transformation überflüssig
wäre.
In der folgenden Bemerkung sollen die Schwierigkeiten, die bei der Bestimmung
der Reduktion entstehen, ausführlich dargestellt werden, um zu verdeutlichen,
dass konkrete erste Integrale tatsächlich nötig sind.
5.1.7 Bemerkung : Um die Frage nach einer direkten Reduktion zu be-antworten, muss zum einen analysiert werden, ob die Komponenten,
die von h in f (·, ·, 0) enthalten sind, bestimmbar sind, und zum anderen, ob durch
die Rücktransformation Informationen des ersten Integrals überflüssig werden.
Dafür definieren wir
h(x, ε) = h(0)(x) +ε h(1)(x) + · · · ,
ε f (Ψ(x), ε) = ε f (1)(Ψ(x)) +ε2 f (2)(Ψ(x)) + · · · ,
g(Ψ(x), ε) = g(0)(Ψ(x)) +ε g(1)(Ψ(x)) + · · · .
Dann liefert Zeile (5.5)
DΨ(x)h(0)(x) =
(
0
g(0)(Ψ(x))
)
und DΨ(x)h(1)(x) =
(
f (1)(Ψ(x))
g(1)(Ψ(x))
)
.
Damit sind die Komponenten, die für die Reduktion relevant sind, ablesbar:
DΨ1(x)h(1)(x) und g(0)(Ψ(x)) = DΨ(x)h(0)(x) = 0.
Die Rücktransformation liefert indirekt als Reduktion
x˙ =(DΨ(x))−1
(
E
(D2(DΨ2(x)h(0)(x)))−1(D1(DΨ2(x)h(0)(x)))
)
· DΨ1(x) · ε h(1)(x),
oder aber direkt
x˙ = (DΨ(x))−1
(
E
Dϕ(Ψ1(x))
)
DΨ1(x) · ε h(1)(x),
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wobei g(0)(Ψ1(x), ϕ(Ψ1(x))) = 0. Eine direkte Reduktion von System (5.2), ohne
zunächst System (5.8) zu bestimmen, ist demzufolge im Allgemeinen nicht möglich.
Insbesondere wird dies dadurch verhindert, dass im Allgemeinen Dϕ(Ψ1)DΨ1(x)6=
DΨ2(x) gilt.
Es gibt noch eine alternative Argumentationsmöglichkeit, die begründet, warum
eine Reduktion der Form
x˙ = ε · h(1)(x), h(0)(x) = 0 (5.15)
im Allgemeinen nicht gilt. Hier spielen die Funktionen f (1)(x) und g(1)(x) in der
Reduktion eine Rolle, für Tikhonov ist jedoch nur f (1)(x) relevant.
Es bleibt jedoch festzuhalten: Auch wenn man in einem konkreten System an der
Bestimmung der ersten Integrale scheitert, alle Bedingungen aber erfüllt sind, kann
das Wissen über die Gestalt der slow manifold trotzdem von Interesse sein. 
An dieser Stelle bietet sich eine Rückschau auf die verschiedenen Betrachtungswei-
sen und deren Zusammenhänge an. Eine zentrale Frage in Kapitel 1 war: Unter
welchen Bedingungen verhält sich eine Reaktion bezüglich bestimmter Reakti-
onsparameter quasistationär? Diese Fragestellung hat in Kapitel 3.1 dazu geführt,
ε?-fast-invariante Mengen zu definieren, welche zum einen das stationäre Verhalten
dieser Rektionsparameter beschreiben und zum anderen bezüglich des gegebenen
Systems fast-invariant sein sollen. Diese Bedingung liefert uns ein passendes ε.
Mit dem bestimmten ε gibt uns die vorangestellte Theorie in diesem Abschnitt
die Möglichkeit, das gegebene System in ein System zu transformieren, welches
einem der singulären Störungstheorie entspricht. Sind die Voraussetzungen von
Tikhonov erfüllt, so kann eine slow manifold und eine Reduktion im Sinne von
Tikhonov bestimmt werden. Die slow manifold entspricht M0 aus Kapitel 2.2.
Wenn M0 asymptotisch stabil, diese Eigenschaft erfüllen unsere Systeme, und
zusätzlich kompakt ist, besagt das Theorem von Fenichel (vgl. Theorem (2.2.1)),
dass eine invariante, nicht unbedingt eindeutige Mannigfaltigkeit Mε existiert,
welche in der Nähe von M0 liegt.
Wenn Mε existiert, kann ein Mε asymptotisch entwickelt werden (vgl. Lemma
(2.2.4)) und verbessert mit jedem Iterationsschritt die Eigenschaft, fast-invariant
zu sein um eine ε-Potenz (vgl. Kapitel 3.4). Damit ist dann auch die Existenz einer
invarianten Menge, nennen wir sie Kε, für das ursprüngliche System gesichert.
Auch hier ist Kε möglicherweise nicht eindeutig bestimmt, jedoch liegen die diffe-
rierenden Mannigfaltigkeiten dicht beieinander. Da ε gerade so gewählt wird, dass
K ε?-fast-invariant ist, unterscheiden sich K und Kε in einer solchen Situation nur
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ab der Ordnung ε (Da wir es mit chemischen Reaktionssystemen zu tun haben,
liegen die Variablen in einer kompakten Menge.). Für den Fall, dass sich n− 1
Komponenten quasistationär verhalten, konnten wir in Bemerkung (3.1.14) zeigen,
dass die Parametrisierung von K von Ordnung ε ist. In diesem Spezialfall können
wir folgern, dass die Parametrisierung von Kε auch keinen ε-freien Term hat und
weiter K für ε ↓ 0 mit K0 übereinstimmt.
Die Eigenschaften von Mε bzw. Kε sind auch für K interessant. Denn K ist nicht nur
ε?-fast-invariant, sondern die Lösungen des gegebenen Systems gehen exponentiell
schnell auf eine Mannigfaltigkeit zu, und ihr Langzeitverhalten wird durch eine
zugehörige Lösung auf dieser bestimmt, welche nur O(ε) von K entfernt ist. Weiter
ist eine Reduktion auf K, die ohne weiteres bestimmt werden kann (diese stimmt
mit der 1. Variante aus Kapitel 3.2 überein), besser als eine auf K0 und vor allem
auch global sinnvoll. Dies konnte in Kapitel 3.2 noch nicht festgehalten werden.
In dem Abschnitt 5.2.1 werden wir die verschiedenen Reduktionsmöglichkeiten
anhand der Reaktion von Michaelis und Menten vergleichen.
Ist die Existenz der Mannigfaltigkeit Kε durch Fenichel gesichert, so bieten die
iterativen Methoden der Kapitel 3.3 und 3.4 Möglichkeiten sich ihr zu nähern (für
diesen Zweck sind auch Transformationen erlaubt, die nicht den Bedingungen
dieses Kapitels entsprechen).
5.1.8 Bemerkung : Wie wir in den folgenden Beispielen sehen werden,ist das Ergebnis der Reduktion und die slow manifold, wenn man von
ein und demselben Ausgangssystem ausgeht, abhängig von der Wahl des kleinen
Parameters ε. Daran wird deutlich, wie entscheidend die „richtige“ Wahl von ε ist
bzw. welche Konsequenzen damit einhergehen. 
§ 5.2
M I C H A E L I S U N D M E N T E N
Im Folgenden wollen wir die Theorie aus 5.1 in drei Varianten auf die Reaktion
von Michaelis und Menten (vgl. zum Beispiel Kapitel 1.1 und (3.1.16)) anwenden.
Die Unterschiede der Transformationen, der slow manifolds und der Reduktionen
entstehen allein durch die Wahl des kleinen Parameters ε. Motiviert wird die
jeweilige Wahl von ε auf verschiedene Weisen.
Zum Abschluss wird die Transformation für den reversiblen Reaktionsverlauf von
Michaelis und Menten (vgl. Beispiel (3.1.17)) umgesetzt. Wir können zeigen,
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dass dies auch hier möglich ist, sich die Reduktion jedoch von der „klassischen
Variante“ unterscheidet.
5.2.1. Michaelis und Menten „irreversibel“
Dieses Beispiel ist in dem Sinne „klassisch“ zu nennen, als zum einen ε = e0s0+M
gesetzt wird (vgl. [SS89] und [NW07]) und die Reduktion zum anderen mit der
biochemischen Reduktion übereinstimmt, wenn man von einen quasistationären
Verhalten des Komplexes C ausgeht. Wir betrachten das bereits auf Substrat und
Komplex reduzierte System (1.11) und (1.12) aus Kapitel 1.1:
s˙ = − k1e0s + (k1s + k−1)c, s(0) = s0,
c˙ = k1e0s − (k1s + k−1 + k2)c, c(0) = 0. (5.16)
Mit ε := e0s0+M erhalten wir
s˙ = − ε k1s(s0 + M) + (k1s + k−1)c,
c˙ = ε k1s(s0 + M) − (k1s + k−1 + k2)c. (5.17)
1. Dimensionslos
Wir wollen, wie es auch bei der Arbeit der singulären Störungstheorie üblich ist,
mit dimensionslosen Parametern arbeiten. Deshalb führen wir die neuen Größen
s∗ und c∗ ein:
s∗ := s
s0 + M
und c∗ := c
s0 + M
. (5.18)
Damit erhalten wir das folgende System
s˙∗= h1(s∗, c∗, ε) = − ε k1s∗(s0 + M) + (k1s∗ + k−1s0+M )c∗(s0 + M),
c˙∗= h2(s∗, c∗, ε) = ε k1s∗(s0 + M)−(k1s∗ + k−1+k2s0+M )c∗(s0 + M).
(5.19)
2. Erstes Integral für ε = 0 bestimmen
Wenn wir in System (5.19) ε = 0 setzen, erhalten wir ein neues System, welches zur
Bestimmung eines ersten Integrals, da bahn-äquivalent, noch weiter vereinfacht
werden darf zu:
s˙∗ = (k1s∗ +
k−1
s0+M
),
c˙∗ = − (k1s∗ + k−1+k2s0+M ).
(5.20)
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Da wir es hier mit einem linearen Differentialgleichungssystem zu tun haben,
können wir es direkt über die Variation der Konstanten lösen. Wir erhalten
s∗(t) = − k−1k1(s0+M) + ds∗ · e
k1t,
c∗(t) = −
(
ds∗ · ek1t + k2s0+M · t
)
+ dc∗ ,
(5.21)
wobei ds∗ und dc∗ vom Anfangswertproblem des Systems (5.20) abhängen. Die
konkreten Werte sind zur Bestimmung des ersten Integrals nicht relevant. Mit Hilfe
einer äquivalenten Umformung der ersten Zeile von (5.21)
k1 · t = ln
(
1
ds∗
(
s∗ + k−1
k1
1
s0 + M
))
, (5.22)
können wir c∗ in Abhängigkeit von s∗ ausdrücken:
c∗(s∗) = −
(
s∗ + k2k1
1
s0+M
ln
(
s∗ + k−1k1
1
s0+M
))
−k−1
k1
1
s0 + M
− k2
k1
1
s0 + M
ln
(
1
ds∗
)
− dc∗︸ ︷︷ ︸
=:d∗
⇒ d∗ = s∗ + c∗ + k2k1 1s0+M ln
(
s∗ + k−1k1
1
s0+M
)
.
Damit ist ein erstes Integral gefunden, welches wir mit ψ1 bezeichnen, ψ2 wählen
wir „frei“:
ψ1(s∗, c∗) := s∗ + c∗ + k2k1
1
s0+M
ln
(
s∗ + k−1k1
1
s0+M
)
,
ψ2(s∗, c∗) := s∗.
(5.23)
3. Neues System aufstellen
Da ein erstes Integral bestimmt werden konnte, sind wir nun in der Lage, die
Transformation aus (5.4) durchzuführen und konkret über System (5.5) zu berech-
nen. Das neue System mit den Variablen ψ1 und ψ2 erhalten wir dadurch, dass
wir die Zeitableitung von ψi über das Systems (5.19) bestimmen und c∗ und s∗ in
Abhängigkeit von ψ1 und ψ2 ausdrücken (mit Hilfe der Beziehung (5.23)):
ψ˙1 = s˙∗ + c˙∗ +
k2
k1
1
s0 + M
· s˙
∗
s∗ + k−1k1
1
s0+M
= − e0
s0 + M
· k2ψ2
ψ2 +
k−1
k1
1
s0+M
.
Wir führen zusätzlich die folgenden Bezeichnungen ein
K−1 :=
k−1
k1
1
s0 + M
und K2 :=
k2
k1
1
s0 + M
(5.24)
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und erhalten
ψ˙1 = ε f (ψ1,ψ2) = −ε · k2ψ2ψ2+K−1 ,
ψ˙2 = g(ψ1,ψ2) =−ε · k1ψ2(s0 + M) + k1 (ψ2 + K−1) (s0 + M)
· (ψ1 − ψ2 − K2 ln (ψ2 + K−1)) .
(5.25)
4. Zeit transformieren
Mit der Zeitskalierung τ = ε · t (vgl. Bemerkung (2.1.4)) erhalten wir nun ein
System, welches der Ausgangssituation von Tikhonovs Theorem (vgl. (2.1.2))
entspricht:
ψ′1 =− k2ψ2ψ2+K−1 ,
ε · ψ′2 =−ε · k1ψ2(s0 + M)
+k1 (ψ2 + K−1) (s0 + M) (ψ1 − ψ2 − K2 ln (ψ2 + K−1)) ,
(5.26)
mit ψ1(0) =
s0
s0+M
+ K2 ln
(
s0
s0+M
+ K−1
)
und ψ2(0) = s0s0+M .
5. Tikhonov prüfen
In diesem Abschnitt wollen wir überprüfen, ob die Bedingungen, die Tikhonov an
das System in Theorem (2.1.2)) stellt, erfüllt sind. Die Existenz einer eindeutigen
Lösung für das transformierte System, wie dessen Reduktion, ist gegeben (vgl.
Bemerkung (5.1.6)). Zur Überprüfung der Auflösbarkeit und Stabilität definieren
wir
g(ψ1,ψ2) = k1 (ψ2 + K−1) (s0 + M) (ψ1 − ψ2 − K2 ln (ψ2 + K−1))
und untersuchen g(ψ1,ψ2) = 0. Wenn wir zunächst den ersten Faktor betrachten,
so ist dieser ungleich null, da die Konstanten k1, K−1, s0 und M echt größer als 0
sind und ψ2 = s∗ > 0 ist. Deshalb sehen wir uns den zweiten Faktor genauer an:
g(ψ1,ψ2) = 0⇔ ψ1 − ψ2 − K2 ln(ψ2 + K−1) = 0
⇔ ψ1 = ψ2 + K2 ln(ψ2 + K−1) =: ϑ(ψ2)
Aus ϑ′(ψ2) = 1+ K2ψ2+K−1 > 0 für alle ψ2 > 0 folgt, dass ϑ streng monoton wachsend
für alle ψ2 > 0 ist. ϑ ist außerdem offensichtlich stetig, weshalb ein eindeutiges,
stetiges ϕ mit ψ2 = ϕ(ψ1) für ψ2 > 0 existiert.
ψ2 = ϕ(ψ1) beziehungsweise ψ1 = ϑ(ψ2) ist ein stationärer Punkt von ψ′2 =
g(ψ1,ψ2). Die asymptotische Stabilität von ψ2 = ϕ(ψ1) als Lösung von ψ′2 =
g(ψ1,ψ2) überprüfen wir mit Hilfe der Ableitung von g(ψ1,ψ2) nach ψ2:
d
dψ2
g(ψ1,ψ2) = k1(s0 + M)·
(−2ψ2 + ψ1 − K−1 − K2 − K2 ln(ψ2 + K−1)).
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Wir setzen nun den stationären Punkt ψ1 = ϑ(ψ2) ein:
d
dψ2
g(ϑ(ψ2),ψ2) = −k1(s0 + M)(ψ2 + K−1 + K2) < 0 für alle ψ2 > 0.
Stabilität und Auflösbarkeit sind demzufolge gegeben. Es fehlen nur noch die
Aussagen zum Einzugsgebiet:
Aus den Eigenschaften von g(ψ1,ψ2) folgt, dass der stationäre Punkt von
dψ2
dt
= g(ψ1,ψ2, t∗)
für ψ1 = ψ1(0) und t∗ = 0 durch ψ2 = ψ2(0) gegeben ist, welcher asymptotisch
stabil ist. Das Einzugsgebiet ist ganz R+; ψ2(0) ist enthalten.
Nun haben wir gezeigt, dass wir das Theorem von Tikhonov anwenden können.
Die zugehörige slow manifold lautet also
ψ1 − ψ2 − K2 ln(ψ2 + K−1) = 0. (5.27)
Wenn wir nun h(s∗, c∗, 0) = 0 untersuchen, erhalten wir die entsprechende Bedin-
gung für das ursprüngliche System (5.19):
c∗ = 0.
6. Reduziertes System auf der slow manifold
Das reduzierte System von (5.25) lautet auf der slow manifold
ψ′1 = −
k2ϕ(ψ1)
ϕ(ψ1) + K−1
.
Nun wollen wir uns die Reduktion für das ursprüngliche System (5.19) ansehen.
Zunächst benötigen wir die Rücktransformationsabbildung Γ; sie lautet:
Γ(ψ1,ψ2) =
(
ψ2
ψ1 − ψ2 − K2 ln(ψ2 + K−1)
)
.
Damit lässt sich die Reduktion berechnen:
DΓ(Ψ)
(
ε f (ϑ(Ψ2),Ψ2, 0)
ε f (ϑ(Ψ2),Ψ2, 0)/ ddΨ2ϑ(Ψ2)
)
=
(
0 1
1 −ψ2+K−1+K2ψ2+K−1
)
·
(
−k2ε ψ2ψ2+K−1
−k2ε ψ2ψ2+K−1+K2
)
=
(
− k2εΓ1Γ1+K−1+K2
0
)
.
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In den vertrauten Variablen s und c lautet die Reduktion dann
s˙ = − k2e0s
s + M
,
c˙ = 0.
An diesem Ergebnis wird sehr schön deutlich, dass das gewählte ε seinen Zweck
erfüllt; die Reduktion beschreibt für den Komplex ein stationäres Verhalten (den
Grenzfall). Außerdem wird ersichtlich, dass die Reduktion für das Substrat nicht
dadurch erhalten wird, c = 0 in das gegebene System einzusetzen. Hier erhalten
wir (zufällig, vgl. Beispiel 5.2.2) genau die „irreversible“ Variante, die mit der 2.
Variante der Reduktion aus Beispiel (3.2.6) identisch ist.
An dieser Stelle können wir den Zusammenhang von der „fast-invarianten Menge“
K aus Kapitel 3.1 zur slow manifold K0 herstellen:
K = {(s, c)| c(s) = e0s/(s + M)} bzw. K0 = {(s, c)| c = 0}.
Sie unterscheiden sich um Ordnung ε; für ε = 0 sind sie identisch. Im direkten
Vergleich sehen unterschiedliche Reduktionsmöglichkeiten wie folgt aus:
Reduktion auf K : Reduktion auf K0 : „naiver“ Ansatz:
s˙ = − k2e0ss+M s˙ = − k2e0ss+M s˙ = −k1e0s
c˙ = − k2e0ss+M e0 M(s+M)2 c˙ = 0 c˙ = k1e0s
1. Variante 2. Variante Kap. 3.2 & Bemerkung (5.1.7),
Kapitel 3.2 Tikhonov-Reduktion Zeile (5.15)
(5.28)
Numerische Untersuchungen ergeben für ε = e0s0+M = 0, 1:
Die beste Reduktion ist wie erwartet die erste, welche einer Reduktion auf K
entspricht. Hier muss allerdings ein passender Anfangswert für c(0) > 0 gewählt
werden. Es folgt die Reduktion nach Tikhonov, welche mit einer konstanten
Komplexkonzentration die Wirklichkeit nicht so gut wiedergibt. Eine völlig von der
Realität abweichende Reduktion wird im Fall der „naiven“ Reduktion erhalten.
Es ist uns hier gelungen, für diese schon vielfach diskutierte Reaktion den Nachweis
zu erbringen, dass eine Analyse im Sinne der singulären Störungstheorie möglich
ist. Zum einen hat der Ansatz ermöglicht, die Bedingungen des Theorems von
Tikhonov zu überprüfen, zum anderen führt die lösungserhaltende und auch
für ε = 0 zulässige Transformation der ursprünglichen Differentialgleichung zu
einer Reduktion des Systems. Hier konnte (endlich) nachgewiesen werden, dass
der biochemische Ansatz (vgl. Kapitel 1.1) in diesem Fall sinnvoll ist und eine
geeignete Vereinfachung für die Beschreibung der Reaktionsabläufe bietet, sofern
das Konstantenverhältnis e0/(s0 + M) 1 gegeben ist.
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Abbildung 5.1.: Reduktionsvarianten der „irreversiblen“ Michaelis-Menten-
Reaktion
Die Abbildungen veranschaulichen die unterschiedlichen Reduktionsvarianten
aus Tabelle (5.28) für die Parameter s0 = 1, e0 = 0, 3, k1 = 5, k−1 =
3, k2 = 7 und damit ε = 0, 1. Die linke Abbildung zeigt die Veränderung
des Substrates der ersten und zweiten Variante in rot und des Komplexes für
die erste Variante in rot und für die zweite Variante in grün. Die „naive“
Variante ist in der rechten Abbildung in blau dargestellt. Offensichtlich ist die
erste Variante diejenige, die dem Verlauf der Lösung am nächsten kommt.
5.2.2. „Reverse QSS“
Die Betrachtungen dieses Beispiels unterscheiden sich von dem vorherigen zum
einen durch die Wahl des Parameters ε und zum anderen durch die zugehörige
chemische Interpretation. „Reverse QSS“ bezeichnet den Reaktionsverlauf, in dem
sich das Substrat quasistationär verhält. In [NW07] wurde mit Hilfe der Fast-
Invarianz die Bedingung
k−1
k1e0
+
s0
e0
klein
bestimmt. Diese wollen wir zunächst untersuchen.
Wir betrachten das System (5.16) des letzten Abschnitts, jedoch als (s, p)-System
(vgl. (1.14) und (1.15)):
s˙ = − k1e0s + (k1s + k−1)(s0 − (s + p)), s(0) = s0,
p˙ = k2(s0 − (s + p)), p(0) = 0. (5.29)
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1. Dimensionslos
Wir führen die neuen Größen s∗, p∗ und s∗0 ein
s∗ := s
e0
, p∗ := p
e0
und s∗0 :=
s0
e0
(5.30)
und erhalten mit ε := k−1/k1+s0e0 das folgende System, welches bereits in der ge-
wünschten Form von System (5.1) ist:
s˙∗ = g(s∗, c∗, ε) = k1e0
(
−s∗ + ε s0
s0+
k−1
k1
(
1− s∗+p∗s∗0
) (
s∗ + k−1k1e0
))
,
p˙∗= ε f (s∗, c∗) = εk2 s0
s0+
k−1
k1
(
1− s∗+p∗s∗0
)
.
(5.31)
2. Zeit transformieren
Mit der Zeitskalierung τ = ε · t (vgl. Bemerkung (2.1.4)) erhalten wir nun ein Sys-
tem, welches der Ausgangssituation von Tikhonovs Theorem (2.1.2) entspricht:
ε · s∗′= k1e0
(
−s∗ + ε s0
s0+
k−1
k1
(
1− s∗+p∗s∗0
) (
s∗ + k−1k1e0
))
, s∗(0) = s∗0 ,
p∗′= k2 s0
s0+
k−1
k1
(
1− s∗+p∗s∗0
)
, p∗(0) = 0.
(5.32)
3. Tikhonov prüfen
In diesem Abschnitt wollen wir überprüfen, ob die Bedingungen, die Tikhonov
an das System in dem Theorem (2.1.2) stellt, erfüllt sind. Die Existenz einer
eindeutigen Lösung des transformierten und reduzierten Systems ist gegeben. Für
die Auflösbarkeit und Stabilität definieren wir
g(s∗, p∗) = −k1e0s∗ != 0 ⇔ s∗ = 0.
Die asymptotische Stabilität von s∗ = 0 als Lösung von s∗′ = g(s∗, p∗) ist offen-
sichtlich. Das Einzugsgebiet für den stationären Punkt s∗ = 0 von ds∗dt = −k1e0s∗
ist offensichtlich R, und damit ist s∗(0) = s∗0 enthalten.
Die slow manifold lautet also
s∗ = 0 beziehungsweise s = 0. (5.33)
4. Reduziertes System auf der slow manifold
Das reduzierte System von (5.32) lautet auf der slow manifold
p∗′ = k2
s0
s0 +
k−1
k1
(
1− p
∗
s∗0
)
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beziehungsweise
p′ = k2e0
s0 − p
s0 +
k−1
k1
. (5.34)
5.2.1 Bemerkung : Hier zeigt sich, dass die Reduktion in Beispiel (5.2.1)nur zufällig mit der „irreversiblen“ Variante übereinstimmt. In dieser
Reduktion (5.34) wurde das Substrat durch
s = s0 − p− e0 s0 − p
s0 +
k−1
k1
ersetzt. Dies stimmt nicht mit der Lösung von s˙ = 0 des ursprünglichen Systems
(5.29) überein, ist jedoch von gleicher ε-Ordnung, denn hier gilt
s =
1
2
√(
s0 − e0 − p− k−1k1
)2
+ 4
k−1
k1
(s0 − p) + 12
(
s0 − e0 − p− k−1k1
)
≈ s0 − p− e0 s0 − p
s0 +
k−1
k1
+ e0 − p
. 
5.2.2 Bemerkung : Hier sei darauf hingewiesen, dass für die Fast-Invari-anz-Bedingung unter Hinzunahme einer weiteren Beobachtung ein
schwächeres ε := k−1/k1e0 ausreichend ist (siehe [NW07]). Dieses würde jedoch keine
slow manifold hervorbringen, da die Bedingung h(x, 0) = 0 keine Kurve, sondern
lediglich den stationären Punkt als Lösung hat. 
5.2.3. „Schauer und Heinrich“
Die letzte Variante greift das Beispiel (2.3.3) aus Kapitel 2.3 auf. Motiviert wurde
dies durch die Unterscheidung von Schauer und Heinrich [SH83] zwischen
langsamen und schnellen Reaktionen. Aus der Bedingung | − k1es + k−1c|  |k2c|
in Kombination mit System (2.36) aus Beispiel (2.3.3) folgern wir die Wahl für
den kleinen Parameter als ε := k2/k1. Es soll hier wiederholt werden, da gezeigt
werden kann, dass der allgemeinere Ansatz aus Kapitel 5.1 den von Schauer und
Heinrich enthält.
Wir betrachten wieder das System (5.16) aus Beispiel 5.2.1:
s˙ = − k1e0s + (k1s + k−1)c, s(0) = s0,
c˙ = k1e0s − (k1s + k−1 + k2)c, c(0) = 0.
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1. Dimensionslos
Wir führen die neuen Größen s∗ und c∗ ein,
s∗ := s
s0
und c∗ := c
s0
, (5.35)
und erhalten mit ε = k2/k1 das folgende System:
s˙∗ = h1(s∗, c∗, ε) = − k1e0s∗ + (k1s∗ + k−1s0 )c∗s0,
c˙∗ = h2(s∗, c∗, ε) = k1e0s∗ − (k1s∗ + k−1+k1εs0 )c∗s0.
(5.36)
2. Erstes Integral für ε = 0 bestimmen
Wenn wir in System (5.36) ε = 0 setzen, erhalten wir ein neues System, welches
zur Bestimmung eines ersten Integrals vereinfacht werden kann zu:
s˙∗ = − k1e0s∗ + (k1s∗ + k−1s0 )c∗s0,
c˙∗ = k1e0s∗ − (k1s∗ + k−1s0 )c∗s0.
(5.37)
Ein erstes Integral kann mit ψ1 direkt angegeben werden, ψ2 wählen wir „frei“:
ψ1(s∗, c∗) := s∗ + c∗,
ψ2(s∗, c∗) := s∗.
(5.38)
3. Neues System aufstellen
Das neue System mit den Variablen ψ1 und ψ2 erhalten wir, indem wir die Zeita-
bleitung von ψi über das Systems (5.36) bestimmen und c∗ und s∗ in Abhängigkeit
von ψ1 und ψ2 ausdrücken (mit Hilfe der Beziehung (5.38)):
ψ˙1 = ε f (ψ1,ψ2) = −ε · k1(ψ1 − ψ2),
ψ˙2 = g(ψ1,ψ2) =−k1e0ψ2 +
(
k1ψ2 +
k−1
s0
)
(ψ1 − ψ2)s0. (5.39)
4. Zeit transformieren
Mit der Zeitskalierung τ = ε · t (vgl. Bemerkung (2.1.4)) erhalten wir nun ein Sys-
tem, welches der Ausgangssituation von Tikhonovs Theorem (2.1.2) entspricht:
ψ′1 =−k1(ψ1 − ψ2), ψ1(0) = 1,
ε · ψ′2 =−k1e0ψ2 +
(
k1ψ2 +
k−1
s0
)
(ψ1 − ψ2)s0, ψ2(0) = 1. (5.40)
5. Tikhonov prüfen
Wie wir feststellen werden, sind Bedingungen des Theorems (2.1.2) von Tikhonov
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auch in diesem Fall erfüllt. Die Existenz einer eindeutigen Lösung von (5.40) und
der entsprechenden Reduktion ist gegeben. Wir definieren
g(ψ1,ψ2) = −k1e0ψ2 +
(
k1ψ2 +
k−1
s0
)
(ψ1 − ψ2)s0
und lösen g(ψ1,ψ2) = 0:
ψ1 = ψ2 +
e0ψ2
s0ψ2 + k−1/k1
=: ϑ(ψ2) oder
ψ2 =
√
1
4
(
e0
s0
− ψ1 + k−1k1s0
)2
+
k−1ψ1
k1s0
− 1
2
(
e0
s0
− ψ1 + k−1k1s0
)
=: ϕ(ψ1).
Wird ψ2 in Abhängigkeit von ψ1 dargestellt, gibt es eine weitere, negative Lösung,
die für dieses Anfangswertproblem jedoch keine Bedeutung hat. ψ2 = ϕ(ψ1)
beziehungsweise ψ1 = ϑ(ψ2) ist ein stationärer Punkt von ψ′2 = g(ψ1,ψ2). Die
asymptotische Stabilität von ψ2 = ϕ(ψ1) als Lösung von ψ′2 = g(ψ1,ψ2) überprüfen
wir mit Hilfe der Ableitung von g(ψ1,ψ2) nach ψ2.
d
dψ2
g(ψ1,ψ2) = −k1
(
e0 − s0ψ1 + k−1k1 + 2s0ψ2
)
Setzen wir nun den stationären Punkt ψ1 = ϑ(ψ2) ein, so gilt
d
dψ2
g(ϑ(ψ2),ψ2) = −k1e0
(
1− s0ψ2
s0ψ2 + k−1/k1
)
− k1s0ψ2 − k−2 < 0
für alle ψ2 > 0. Da der stationäre Punkt ψ1 = ϑ(ψ2) auch für ψ1(0) = 1 asympto-
tisch stabil ist und der alleinige von
dψ2
dt
= −k1e0ψ2 +
(
k1ψ2 +
k−1
s0
)
(ψ1 − ψ2)s0
ist, liegt ψ2(0) = 1 im Inneren seines Einzugsgebietes.
Damit haben wir gezeigt, dass wir das Theorem von Tikhonov anwenden können.
Die zugehörige slow manifold lautet also
−k1e0ψ2 +
(
k1ψ2 +
k−1
s0
)
(ψ1 − ψ2)s0 = 0. (5.41)
Wenn wir nun h(s∗, c∗, 0) = 0 untersuchen, erhalten wir die entsprechende Bedin-
gung für das ursprüngliche System:
c∗ = k1e0s
∗
k1s∗s0 + k−1
bzw. s∗ = k−1c
∗
k1e0 − k1c∗s0 . (5.42)
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6. Reduziertes System auf der slow manifold
Das reduzierte System von (5.40) lautet auf der slow manifold
ψ′1 = −k1(ψ1 − ϕ(ψ1)).
Nun wollen wir uns die Reduktion für das ursprüngliche System (5.36) ansehen.
Zunächst benötigen wir die Rücktransformationsabbildung Γ; sie lautet:
Γ(ψ1,ψ2) =
(
ψ2
ψ1 − ψ2
)
.
Damit lässt sich die Reduktion berechnen:
DΓ(Ψ)
(
ε f (ϑ(Ψ2),Ψ2, 0)
ε f (ϑ(Ψ2),Ψ2, 0)/ ddΨ2ϑ(Ψ2)
)
=
(
0 1
1 −1
)
·
(
−ε k1(ϑ(ψ2)− ψ2)
−ε k1(ϑ(ψ2)− ψ2)/ ddψ2ϑ(ψ2)
)
=
 − k2e0Γ1(s0Γ1+k−1/k1)(s0Γ1+k−1/k1)2+e0k−1/k1
− k2e0Γ1s0Γ1+k−1/k1 ·
e0k−1/k1
(s0Γ1+k−1/k1)2+e0k−1/k1
 .
In den vertrauten Variablen s und c lautet die Reduktion dann
s˙ = − k2e0s(s + k−1/k1)
(s + k−1/k1)2 + e0k−1/k1
,
c˙ = − k2e0s
s + k−1/k1
· e0k−1/k1
(s + k−1/k1)2 + e0k−1/k1
.
Für die vollständige Beschreibung des reduzierten Systems können wir alternativ
die Darstellung einer eindimensionalen Differentialgleichung zusammen mit der
slow manifold wählen:
s˙ = − k2e0s(s + k−1/k1)
(s + k−1/k1)2 + e0k−1/k1
, c =
k1e0s
k1s + k−1
.
Diese Reduktion ist identisch mit der aus Beispiel (2.3.3) im Kapitel 2.3 von
Schauer und Heinrich, wenn dort die Erhaltungssätze genutzt werden.
5.2.3 Bemerkung : In diesem Fall entspricht die slow manifold M0 ={(s, c)|s = k−1ck1(e0−c)} der „fast-invarianten Menge“ K, die zur „reverse
QSS“ aus Beispiel 5.2.2 für s˙ = 0 gehört. Chemisch lässt sich dies wie folgt
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interpretieren:
Das ε von Schauer und Heinrich unterdrückt zunächst den zweiten Reaktionsteil,
es soll sich zunächst ein Gleichgewicht in dem ersten Reaktionsteil einstellen. Die
Quasistationaritäts-Annahme für das Substrat lässt nach einer kurzen Anfangszeit
ausschließlich eine geringe Konzentrationsänderung von s zu. Beide Annahmen
sind aus chemischer Sicht Konsequenzen aus der jeweilig anderen. 
5.2.4. Michaelis und Menten „reversibel“
Wir betrachten hier das bereits auf Substrat und Komplex reduzierte System (3.5)
aus Beispiel (3.1.17):
s˙ = − k1e0s + (k1s + k−1)c,
c˙ = k1e0s − (k1s + k−1 + k2)c + k−2(e0 − c)(s0 − s− c), (5.43)
mit dem Anfangswertproblem s(0) = s0 und c(0) = 0. Als ε wollen wir e0s0+M
wählen, was für einen großen Bereich der möglichen Parameterkonstellationen
eine adäquate Wahl für die Fast-Invarianz-Bedingung ist (vgl. Beispiel (3.1.17)).
1. Dimensionslos
Wir führen die neuen Größen s∗ und c∗ ein:
s∗ := s
s0 + M
und c∗ := c
s0 + M
. (5.44)
Wir erhalten mit ε = e0/(s0 + M) das folgende System
s˙∗ = − k1εs∗(s0 + M) +
(
k1s∗ +
k−1
s0+M
)
c∗(s0 + M),
c˙∗ = k1εs∗(s0 + M)−
(
k1s∗ +
k−1+k2
s0+M
)
c∗(s0 + M)
+ k−2
(
s0
s0+M
− s∗ − c∗
)
· (e0 − c∗(s0 + M)).
(5.45)
2. Erstes Integral für ε = 0 bestimmen
Wenn wir in System (5.45) ε = 0 setzen, erhalten wir ein neues System, welches zur
Bestimmung eines ersten Integrals, da bahn-äquivalent, noch weiter vereinfacht
werden darf zu:
s˙∗ =
(
k1s∗ +
k−1
s0+M
)
,
c˙∗ = −
(
k1s∗ +
k−1+k2
s0+M
)
− k−2
(
s0
s0+M
− s∗ − c∗
)
.
(5.46)
Es handelt sich hier um ein lineares Differentialgleichungssystem, welches wir
direkt lösen könnten. In diesem Fall wollen wir aber anders vorgehen, da die nun
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folgende Variante ein handlicheres erstes Integral liefert.
Nach der Bestimmung des stationären Punktes und einer anschließenden Ver-
schiebung erhalten wir ein homogenes, lineares Differentialgleichungssystem. Für
dieses lässt sich ein erstes Integral über Linearformen mit gewissen Eigenschaften
bestimmen und durch eine Rückverschiebung dann auch für das ursprüngliche
System.
2.i Stationären Punkt bestimmen
s˙∗ = 0 ⇒ s∗ = −k−1
k1
1
s0 + M
c˙∗ = 0 ⇒ c∗ = 1
s0 + M
(
s0 +
k−1
k1
+
k2
k−2
)
Somit lautet der stationäre Punkt von (5.46)
(s˜, c˜) =
1
s0 + M
(
−k−1
k1
, s0 +
k−1
k1
+
k2
k−2
)
. (5.47)
2.ii System verschieben
Durch eine Verschiebung in den Nullpunkt erhalten wir das homogene System:

( s∗ − s˜ ) = s˙∗ = k1(s∗ − s˜),

(c∗ − c˜) = c˙∗ = (k−2 − k1)(s∗ − s˜) + k−2(c∗ − c˜).
Mit den Abkürzungen
z1 := (s∗ − s˜), z2 := (c∗ − c˜) und A =
(
k1 0
k−2 − k1 k−2
)
erhalten wir
z˙ = A · z.
2.iii Linearformen bestimmen
In diesem Schritt suchen wir Linearformen ω1 und ω2 mit der Eigenschaft LA(ω1)=
k1ω1 und LA(ω2) = k−2ω2. Dabei bezeichnet LA(ωi) die Lie-Ableitung von ωi
bezüglich A. Passende Linearformen sind:
ω1(z1, z2) := z1 ⇒ LA(ω1)(z) = k1z1 = k1ω1,
ω2(z1, z2) := z1 + z2 ⇒ LA(ω2)(z) = k−2(z1 + z2) = k−2ω2.
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2.iv Erstes Integral für homogenes System
Als erstes Integral können wir nun definieren
ψ(ω1,ω2) := ω
−k−2
1 ω
k1
2 ,
denn
∂ψ
∂z1
=− k−2z−k−2−11 (z1 + z2)k1 + k1z−k−21 (z1 + z2)k1−1
∂ψ
∂z2
= k1z
−k−2
1 (z1 + z2)
k1−1
und damit
LA(ψ)(z1, z2)=−k1k−2z−k−21 (z1 + z2)k1 + k21z−k−21 (z1 + z2)k1−1z1
+k1k−2z
−k−2
1 (z1 + z2)
k1−1z1 − k21z−k−21 (z1 + z2)k1−1z1
+k1k−2z
−k−2
1 (z1 + z2)
k1−1z2
=k1k−2z
−k−2
1 (z1 + z2)
k1−1(−z1 − z2 + z1 + z2)
=0.
2.v Erstes Integral für System (5.46)
Damit ist auch ein erstes Integral für System (5.46) gefunden, welches wir mit ψ1
bezeichnen:
ψ1(s∗, c∗) := (s∗ − s˜)−k−2(s∗ − s˜ + c∗ − c˜)k1 . (5.48)
Aus dem Wertebereich von s∗ und c∗ und der zusätzlichen Eigenschaft s∗ + c∗ 6
s0/(s0 + M) (vergleiche Beispiel (3.1.17)) folgt, dass ψ1 für den uns interessierenden
Bereich immer negativ ist.
3. Neues System aufstellen
Das neue System mit den Variablen ψ1 und ψ2 := s∗ erhalten wir dadurch, dass wir
die Zeitableitung von ψ1 über das System (5.45) bestimmen und c∗ in Abhängigkeit
von ψ1 und ψ2 ausdrücken (mit Hilfe der Beziehung (5.48)):
ψ1 = (ψ2 − s˜)−k−2(ψ2 − s˜ + c∗ − c˜)k1
⇔ c∗ = ψ
1
k1
1 (ψ2 − s˜)
k−2
k1 − ψ2 + s˜ + c˜, (5.49)
ψ˙1 = −k−2(ψ2 − s˜)−k−2−1(ψ2 − s˜ + c∗ − c˜)k1ψ˙2
+k1(ψ2 − s˜)−k−2(ψ2 − s˜ + c∗ − c˜)k1−1(ψ˙2 + c˙∗)
= e0s0+M · k1k−2(s0 + M)(ψ2 − s˜)−k−2−1(ψ2 − s˜ + c∗ − c˜)k1−1
·
(
ψ2(c∗ − c˜) + (ψ2 − s˜)
(
s0
s0+M
− c∗
))
.
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Indem wir nun c∗ mit Hilfe der Beziehung (5.49) ersetzen, erhalten wir das neue
System:
ψ˙1 = ε · k1k−2(ψ2 − s˜)−
k1+k−2
k1 ψ
k1−1
k1
1
·
(
(ψ2 − s˜)
(
− k2k−2 1s0+M
)
+ s˜ · ψ
1
k1
1 (ψ2 − s˜)
k−2
k1
)
,
ψ˙2 =−ε · k1ψ2(s0 + M)
+k1(ψ2 − s˜)(s0 + M)
(
ψ
1
k1
1 (ψ2 − s˜)
k−2
k1 − ψ2 + s˜ + c˜
)
.
(5.50)
4. Zeit transformieren
Mit der Zeitskalierung t = ε · τ (vgl. Bemerkung (2.1.4)) erhalten wir nun ein Sys-
tem, welches der Ausgangssituation von Tikhonovs Theorem (2.1.2) entspricht:
ψ′1 = k1k−2(ψ2 − s˜)
− k1+k−2k1 ψ
k1−1
k1
1
·
(
(ψ2 − s˜)
(
− k2k−2 1s0+M
)
+ s˜ · ψ
1
k1
1 (ψ2 − s˜)
k−2
k1
)
,
ε · ψ′2 =−ε · k1ψ2(s0 + M)
+k1(ψ2 − s˜)(s0 + M)
(
ψ
1
k1
1 (ψ2 − s˜)
k−2
k1 − ψ2 + s˜ + c˜
) (5.51)
mit ψ1(0) = (
s0
s0+M
− s˜)−k−2( s0s0+M − s˜− c˜)k1 und ψ2(0) =
s0
s0+M
.
5. Tikhonov prüfen
Die eindeutige Lösbarkeit des Systems (5.51) und seiner Reduktion ist gegeben.
Wir definieren
g(ψ1,ψ2) = k1(ψ2 − s˜)(s0 + M)
(
ψ
1
k1
1 (ψ2 − s˜)
k−2
k1 − ψ2 + s˜ + c˜
)
und untersuchen g(ψ1,ψ2) = 0. Wenn wir zunächst den ersten Faktor betrachten,
so ist dieser ungleich null, da die Konstanten k1, −s˜, s0 und M positiv sind und
ψ2 = s∗ > 0 ist. Wir sehen uns den zweiten Faktor genauer an:
g(ψ1,ψ2) = 0⇔ ψ
1
k1
1 (ψ2 − s˜)
k−2
k1 − ψ2 + s˜ + c˜ = 0
⇔ ψ1 = (ψ2 − s˜− c˜)
k1
(ψ2 − s˜)k−2 =: ϑ(ψ2).
Es gilt
ϑ′(ψ2) =k1(ψ2 − s˜− c˜)k1−1(ψ2 − s˜)−k−2
− k−2(ψ2 − s˜− c˜)k1(ψ2 − s˜)−k−2−1 < 0
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für alle 0 6 ψ2 6 s0/(s0 + M), da (ψ2 − s˜) > 0 und (ψ2 − s˜− c˜) < 0. Damit ist ϑ
streng monoton fallend für alle 0 6 ψ2 6 s0/(s0 + M). ϑ ist außerdem offensichtlich
stetig, weshalb ein eindeutiges, stetiges ϕ mit ψ2 = ϕ(ψ1) für 0 6 ψ2 6 s0/(s0 + M)
existiert. ψ2 = ϕ(ψ1) beziehungsweise ψ1 = ϑ(ψ2) ist ein stationärer Punkt von
ψ′2 = g(ψ1,ψ2). Die asymptotische Stabilität von ψ2 = ϕ(ψ1) als Lösung von
ψ′2 = g(ψ1,ψ2) überprüfen wir mit Hilfe der Ableitung von g(ψ1,ψ2) nach ψ2.
d
dψ2
g(ψ1,ψ2)
=k1(s0 + M)
((
k−2
k1
+ 1
)
ψ
1
k1
1 (ψ2 − s˜)
k−2
k1 − 2ψ2 + 2s˜ + c˜
)
Setzen wir nun den stationären Punkt ψ1 = ϑ(ψ2) ein, so gilt
d
dψ2
g(ϑ(ψ2),ψ2) =
k−2
k1
(ψ2 − s˜− c˜)− ψ2 − s˜ < 0
für alle 0 6 ψ2 6 s0s0+M . Die asymptotische Stabilität des einzigen stationären Punk-
tes für ψ1 = ψ1(0) garantiert auch hier, dass ψ2(0) im Inneren des Einzugsgebietes
liegt.
Damit haben wir gezeigt, dass wir das Theorem von Tikhonov anwenden können.
Die zugehörige slow manifold lautet
ψ
1
k1
1 (ψ2 − s˜)
k−2
k1 − ψ2 + s˜ + c˜ = 0. (5.52)
Die entsprechende Bedingung für das ursprüngliche System (5.43) ist:
c = 0.
6. Reduziertes System auf der slow manifold
Das reduzierte System von (5.50) lautet auf der slow manifold
ψ′1 = k1k−2(ϕ(ψ1)− s˜)−
k1+k−2
k1 ψ
k1−1
k1
1
·
(
(ϕ(ψ1)− s˜)
(
− k2
k−2
1
s0 + M
)
+ s˜ · ψ
1
k1
1 (ϕ(ψ1)− s˜)
k−2
k1
)
.
Nun wollen wir uns die Reduktion für das ursprüngliche System (5.43) ansehen.
Zunächst benötigen wir die Rücktransformationsabbildung Γ; sie lautet:
Γ(ψ1,ψ2) =
(
ψ2(
(ψ2 − s˜)k−2ψ1
)1/k1 + c˜ + s˜− ψ2
)
.
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Damit lässt sich die Reduktion berechnen:
DΓ(Ψ)
(
ε f (ϑ(Ψ2),Ψ2, 0)
ε f (ϑ(Ψ2),Ψ2, 0)/ ddΨ2ϑ(Ψ2)
)
=
(
0 1
1
k1
(ψ2 − s˜− c˜)1−k1(ψ2 − s˜)k−2 k−2k1 (ψ2 − s˜− c˜)(ψ2 − s˜)−1 − 1
)
·

εk1k−2
(
k−1
k1
s0
(s0+M)2
− ψ2s0+M
(
k2
k−2 +
k−1
k1
))
(ψ2−s˜−c˜)1−k1 (ψ2−s˜)1+k−2
εk1k−2
(
k−1
k1
s0
(s0+M)2
− ψ2s0+M
(
k2
k−2 +
k−1
k1
))
k1(ψ2−s˜)−k−2(ψ2−s˜−c˜)

=
 εk1k−2
(
k−1
k1
s0
(s0+M)2
− Γ1s0+M
(
k2
k−2 +
k−1
k1
))
k1(Γ1−s˜)−k−2(Γ1−s˜−c˜)
0
 .
In den vertrauten Variablen s und c lautet die Reduktion dann
s˙ = −ε s(k1k2 + k−1k−2)− k−1k−2s0
k1s + k−1 + k2 + k−2(s0 − s) ,
c˙ = 0.
Im Unterschied zum „irreversiblen“ Michaelis und Menten weicht die Reduktion
hier von der Variante ab, wenn man c˙ = 0 nach c auflöst und in die rechte Seite
von s˙ einsetzt.
§ 5.3
K O M P L E X E R E B E I S P I E L E
5.3.1. Kooperativität
Wir wollen hier die kooperative Reaktion aus Beispiel (3.1.19) auf die Anwendbar-
keit von Tikhonov und Fenichel überprüfen. An dieser Reaktion zeigt sich die in
Kapitel 5.1 angesprochene Problematik, die ersten Integrale für eine entsprechende
Transformation zu bestimmen. Ist diese Problematik gegeben, so bleibt die Möglich-
keit, lokal eine Taylor-Entwicklung bis zu einer beliebigen Ordnung aufzustellen.
Diese ermöglicht auch Aussagen zum Verhalten der Differentialgleichung.
Wir wählen den kleinen Parameter ε aufgrund der Berechnungen in Beispiel (3.1.19)
als
ε = max
{
e0
K1 + K2
,
e0
K1 + (k3/k1)K2
}
:=
e0
K
.
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Das bereits mit Erhaltungssätzen reduzierte Differentialgleichungssystem x˙ =
h(x, ε) aus System (3.8) lautet mit ε = e0/K:
s˙ = h1(s, c1, c2, ε) := − εk1Ks+ (k−1 + k1 · s− k3 · s)c1
+ (k1 · s + k−3)c2,
c˙1 = h2(s, c1, c2, ε) := εk1Ks− (k−1 + k2 + k1 · s + k3 · s)c1
+ (k−3 + k4 − k1 · s)c2,
c˙2 = h3(s, c1, c2, ε) := k3sc1 − (k−3 + k4)c2.
(5.53)
Die ersten beiden Bedingungen aus dem Theorem von Tikhonov (2.1.2) werden von
dem System erfüllt und können leicht überprüft werden (vgl. Bemerkung (5.1.6)).
Wesentlich sind die Realteile der Eigenwerte von Dh(s, c1, c2, 0) im stationären
Punkt von x˙ = h(x, 0), welche mit 0, −(k−1 + k2) < 0 und −(k−3 + k4) < 0 den
geforderten Bedingungen entsprechen.
Setzen wir zunächst voraus, dass eine Transformation möglich ist und auch die
dritte Bedingung von Tikhonovs Theorem erfüllt wird, so können wir die slow ma-
nifold mit Hilfe von Lemma (5.1.2) bestimmen. Da wir von einem nicht negativen
s ausgehen dürfen, erhalten wir
h(s, c1, c2, 0) = 0 ⇔ c1 = c2 = 0.
Demzufolge gilt Rang(Dh(s, c1, c2, 0)) = 2, und für eine Transformation wird ein
erstes Integral für das System (5.53) mit ε = 0 benötigt. Ein erstes Integral kann
hier jedoch nicht direkt abgelesen oder berechnet werden. Deshalb nutzen wir eine
alternative Herangehensweise, welche die Transformation in Normalform bzw.
Quasi-Normalform (siehe [Bib79]) nutzt.
Für ε = 0 lautet System (5.53)
s˙ = (k−1 + k1 · s− k3 · s)c1 + (k1 · s + k−3)c2,
c˙1 = −(k−1 + k2 + k1 · s + k3 · s)c1 + (k−3 + k4 − k1 · s)c2,
c˙2 = k3sc1 − (k−3 + k4)c2.
(5.54)
Bibikov liefert uns die Existenz einer invertierbaren, konvergenten, analytischen
Transformation in eine Quasi-Normalform (siehe [Bib79] sowie eine Anwendung in
[dJM+08]), da die Eigenwerte der Jacobi-Matrix im stationären Punkt 0, −(k−1 +
k2) und −(k−3 + k4) sind und der stationäre Punkt des Systems nicht isoliert ist.
Die Quasi-Normalform hat die Gestalt:
s˙ = 0,
c˙1 = −(k−1 + k2)c1 + · · · ,
c˙2 = −(k−3 + k4)c2 + · · · .
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Damit ist die Existenz eines ersten Integrals in einer Umgebung des stationären
Punktes gesichert. Mit Hilfe von Normalformen können die ersten Terme der
Transformation berechnet und so eine genäherte Reduktion angegeben werden. Wir
setzen für die Transformation invertierbare, lösungserhaltende Abbildungen ein,
die jeweils ein neues Differentialgleichungssystem aufstellen. Wir verzichten hier,
aus rechnerischen Gründen, auf eine jeweilige Transformation der Koordinaten.
Der erste Schritt besteht darin, die Jacobi-Matrix Dh(s, c1, c2, 0) auf Diagonalgestalt
zu transformieren. Als Ergebnis erhalten wir
s˙ = (s + c1 + c2) f1(c1, c2)− εk2 (s + c1 + c2)K/K1,
c˙1=−(k−1 + k2)c1+(s + c1 + c2) f2(c1, c2)− εk−1(s + c1 + c2)K/K1,
c˙2=−(k−3 + k4)c2+(s + c1 + c2) f3(c1, c2),
wobei
f1(c1, c2) := c1
k3k4(k−1+k2)−k1k2(k−3+k4)
k−1(k−3+k4)
+c2
(k−3+k4)(k3k4−k1k2)
((k−3+k4)(k−1+k−3)+k−3(k−1+k2))
,
f2(c1, c2) := c1
(k1+k3)(k−1+k2)−k1(k−3+k4)
(k−3+k4)−(k−1+k2)
+c2
k−1(k−3+k4)((k3−k1)(k−3+k4)+k1(k−1+k2))
((k−3+k4)−(k−1+k2))((k−3+k4)(k−1+k−3)+k−3(k−1+k2)) ,
f3(c1, c2) := c1
k3(k−1+k2)((k−3+k4)(k−1+k−3)+k−3(k−1+k2))
k−1(k−3+k4)((k−1+k2)−(k−3+k4))
+c2
k3(k−3+k4)
((k−1+k2)−(k−3+k4)) .
Der zweite Schritt transformiert die ε-freien Terme zweiter Ordnung nach einem
Algorithmus von Bibikov (vgl. [Bib79], [Bru89], [Wal93]). Die Terme von größerer
Ordnung als zwei, die bei der Transformation entstehen und nicht von ε abhängen,
wollen wir vernachlässigen und in dem Term ThO zusammenfassen. Wir erhalten
s˙ =−εk2 (DΨ(s, c1, c2))−1 KK1 ·
(Ψ1(s, c1, c2) +Ψ2(s, c1, c2) +Ψ3(s, c1, c2)) + ThO,
c˙1=−εk−1(DΨ(s, c1, c2))−1 KK1 ·
(Ψ1(s, c1, c2) +Ψ2(s, c1, c2) +Ψ3(s, c1, c2))
−(k−1 + k2)c1 + sc1 ((k−1+k2)(k1+k3)−k1(k−3+k4))(k−3+k4)−(k−1+k2) + ThO,
c˙2=−(k−3 + k4)c2 + sc2 (k3(k−3+k4))(k−3+k4)−(k−1+k2) + ThO.
Die Transformation Ψ(s, c1, c2) setzt sich aus bestimmten Summanden der Funktion
(s + c1 + c2) f (s, c1, c2) in Kombination mit den Eigenwerten von Dh(s, c1, c2, 0)
zusammen. Sie lautet
Ψ(s, c1, c2) = (s, c1, c2)t + (Ψ1(s, c1, c2),Ψ2(s, c1, c2),Ψ3(s, c1, c2))t,
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wobei
Ψ1(s, c1, c2) =sc1
k3k4(k−1+k2)−k1k2(k−3+k4)
k−1(k−1+k2)(k−3+k4)
+ c12
k3k4(k−1+k2)−k1k2(k−3+k4)
2k−1(k−1+k2)(k−3+k4)
+c1c2
(
k3k4(k−1+k2)−k1k2(k−3+k4)
k−1(k−3+k4)(k−1+k2+k−3+k4)
+ (k−3+k4)(k1k2−k3k4)(k−1+k2+k−3+k4)(k−3(k−1+k2)+(k−1−k−3)(k−3+k4))
)
+sc2
(k1k2−k3k4)
(k−3(k−1+k2)+(k−1−k−3)(k−3+k4))
+c22
(k1k2−k3k4)
2(k−3(k−1+k2)+(k−1−k−3)(k−3+k4)) ,
Ψ2(s, c1, c2) =c12
(k1+k3)(k−1+k2)−k1(k−3+k4)
(k−1+k2)((k−1+k2)−(k−3+k4))
+c1c2
(
(k1+k3)(k−1+k2)−k1(k−3+k4)
(k−3+k4)((k−1+k2)−(k−3+k4))
+ k−1(k1(k−1+k2)+(k3−k1)(k−3+k4))((k−1+k2)−(k−3+k4))(k−3(k−1+k2)+(k−1−k−3)(k−3+k4))
)
+sc2
−k−1(k−3+k4)(k1(k−1+k2)+(k3−k1)(k−3+k4))
((k−1+k2)−(k−3+k4))2((k−3(k−1+k2)+(k−1−k−3)(k−3+k4)))
+c22
−k−1(k−3+k4)
((k−1+k2)−(k−3+k4))((k−1+k2)−2(k−3+k4))
· (k1(k−1+k2)+(k3−k1)(k−3+k4))(k−3(k−1+k2)+(k−1−k−3)(k−3+k4)) ,
Ψ3(s, c1, c2) =sc1
k3(k−1+k2)(k−3(k−1+k2)+(k−1−k−3)(k−3+k4))
k−1(k−3+k4)((k−1+k2)−(k−3+k4))(−2(k−1+k2)+(k−3+k4))
+c12
−k3(k−1+k2)(k−3(k−1+k2)+(k−1−k−3)(k−3+k4))
k−1(k−3+k4)((k−1+k2)−(k−3+k4))2
+c1c2
(−k3(k−3(k−1+k2)+(k−1−k−3)(k−3+k4))
k−1(k−3+k4)((k−1+k2)−(k−3+k4))
+ −k3(k−3+k4)(k−1+k2)((k−1+k2)−(k−3+k4))
)
+c22 −k3((k−1+k2)−(k−3+k4)) .
Von Bibikov [Bib79] wissen wir, dass es ein erstes Integral für das System im Falle
ε = 0 in der Nähe des stationären Punktes gibt. Die letzten beiden Transforma-
tionsschritte haben dies bestätigt. Als Näherung des vollständig transformierten
Systems vernachlässigen wir die Terme höherer Ordnung und schneiden die
Transformation ab Ordnung drei ab. Wir erhalten ein neues System, welches in
„Tikhonov-Gestalt“ ist und welches die dritte Bedingung des Theorems erfüllt. Die
slow manifold hatten wir bereits oben für x˙ = h(s, c1, c2, ε) bestimmt, sie ist iden-
tisch mit der des transformierten Systems. Die Reduktion auf der slow manifold
lautet
s˙=−ε KK1 s
(
k2+s
(k−3+k4−(k−1+k2))2
(k−3+k4)(k−1+k2)
·
((k3k4(k−1+k2)−k1k2(k−3+k4))(k−3+k4−(k−1+k2))2+sk3(k1k2−k3k4)(k−1+k2)2)
(−(k−3+k4−(k−1+k2))4+s2k3(k−1+k2)(k1(k−1+k2−(k−3+k4))+k3(k−3+k4)))
)
.
Für s = 0 ist diese Reduktion identisch mit der fast-invarianten Reduktion aus
Beispiel (3.1.19). Es ist zu beachten, dass diese Reduktion nur lokal und auch nur
bis zu dem Grad der Ordnung zwei richtig ist. Dieses Beispiel zeigt, dass es möglich
ist, Tikhonov und Fenichel auf chemische Reaktionssysteme anzuwenden, auch
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wenn die entsprechenden Transformationen aufwändig und umfangreich sind.
Wichtig ist, dass die slow manifold mit der chemischen Intuition übereinstimmt,
und die Wahl des ε damit bestätigt wird.
5.3.1 Bemerkung : Die Ansätze, die hier für das konkrete Beispiel derKooperativität gebracht wurden, sind auf Grund der vorhandenen
Theorien verallgemeinerbar (vgl. Kapitel 4). 
5.3.2. Kooperative Inhibition
Die kooperative Inhibition wurde in Beispiel (3.1.20) in Bezug auf fast-invariantes
Verhalten vorgestellt. Wenn wir die Theorie aus Kapitel 5.1 anwenden wollen, sind
ähnliche Probleme wie im Fall der Kooperativität aus Beispiel (5.3.1) vorhanden;
ein erstes Integral kann nicht explizit angegeben werden. Dieses Beispiel soll nicht
vollständig diskutiert werden, es soll nur gezeigt werden, dass eine Vorgehensweise
wie in Beispiel (5.3.1) möglich ist.
Wir wählen den kleinen Parameter ε aufgrund der Berechnungen in Beispiel (3.1.20)
als
ε =
e0
M
.
Das bereits mit Erhaltungssätzen reduzierte Differentialgleichungssystem x˙ =
h(x, ε) aus System (3.17) lautet mit ε = e0/M:
s˙ = − εk1Ms + (k−1 + k1s)c1 + k1sc2,
c˙1 = εk1sM − (k−1 + k2 + k1s)c1 − k1sc2,
c˙2 = εk3(i0 − c2)− k3(c1 + c2)(i0 − c2)− k−3c2.
(5.55)
Die ersten beiden Bedingungen aus dem Theorem von Tikhonov (2.1.2) werden von
dem System erfüllt und können leicht überprüft werden (vgl. Bemerkung (5.1.6)).
Wesentlich sind die Realteile der Eigenwerte von Dh(s, c1, c2, 0) im stationären
Punkt von x˙ = h(x, 0), welche mit 0, −(k−1 + k2) < 0 und −(k−3 + k3i0) < 0 den
geforderten Bedingungen entsprechen.
Setzen wir zunächst voraus, dass eine Transformation möglich ist und auch die
dritte Bedingungen von Tikhonovs Theorem erfüllt wird, so können wir die slow
manifold mit Hilfe von Lemma (5.1.2) bestimmen. Da wir von einem nichtnegativen
s ausgehen dürfen, erhalten wir
h(s, c1, c2, 0) = 0 ⇔ c1 = c2 = 0.
Demzufolge gilt Rang(Dh(s, c1, c2, 0)) = 2, und für eine Transformation wird
ein erstes Integral für das System (5.55) mit ε = 0 benötigt. Ein erstes Integral
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kann hier jedoch nicht direkt abgelesen oder berechnet werden. Wir nutzen eine
Transformation in Normalform bzw. Quasi-Normalform wie in Beispiel (5.3.1).
Für ε = 0 lautet System (5.53)
s˙ = (k−1 + k1s)c1 + k1sc2,
c˙1 = −(k−1 + k2 + k1s)c1 − k1sc2,
c˙2 = −k3(c1 + c2)(i0 − c2) − k−3c2.
(5.56)
Bibikov liefert uns die Existenz einer invertierbaren, konvergenten, analytischen
Transformation in eine Quasi-Normalform, da die Eigenwerte der Jacobi-Matrix
im stationären Punkt 0, −(k−1 + k2) und −(k−3 + k3i0) sind und der stationäre
Punkt des Systems nicht isoliert ist. Die Quasi-Normalform hat die Gestalt:
s˙ = 0,
c˙1 = −(k−1 + k2)c1 + · · · ,
c˙2 = −(k−3 + k3i0)c2 + · · · .
Damit ist die Existenz eines ersten Integrals in einer Umgebung des stationären
Punktes gesichert. Mit Hilfe von Normalformen könnten die ersten Terme der
Transformation analog zu Beispiel (5.3.1) berechnet werden und so eine genäherte
Reduktion angegeben werden.
5.3.3. Modell von Stortelder, Hemker & Hemker zur Bildung von
Thrombin
Das Wissen über den Mechanismus der Blutgerinnung ist nach wie vor unvollstän-
dig, weder der Reaktionsmechanismus noch Reaktionsraten und Anfangsdaten
sind genau bekannt. In [SHH97] wird ein Modell zur Beschreibung der Bildung
von Thrombin, als Teilprozess der Blutgerinnung, vorgeschlagen, welches weit
anerkannt ist. Wir wollen das System losgelöst von biologischen Zusammenhängen
betrachten. Ziel ist es, die Theorie aus Kapitel 5.1 bezüglich ihrer Anwendbarkeit
auf dieses Modell zu überprüfen. Das in [SHH97] vorgeschlagene Differentialglei-
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chungssystem lautet (siehe auch [dJM+08]):
dx1
dt = − k1x1rk2+x1 ,
dx2
dt =
k1x1r
k2+x1
− k3x2 − k4x4x2x5 + k5x6,
dx3
dt = − k6x3x8k7+x3 ,
dx4
dt =
k6x3x8
k7+x3
− k4x4x2x5 + k5x6,
dx5
dt = −k4x4x2x5 + k5x6,
dx6
dt = k4x4x2x5 − k5x6,
dx7
dt = − k8x7x6k9+x7 −
k10x7x2
k11+x7
,
dx8
dt =
k8x7x6
k9+x7
+ k10x7x2k11+x7 − k12x8 − k13x8,
dx9
dt = k12x8.
(5.57)
Bei x1, . . . , x9 handelt es sich um Konzentrationen beteiligter Stoffe, r ist eine po-
sitive Konstante und k1, . . . , k13 sind Geschwindigkeitskonstanten, die als positiv
angenommen werden. Der positive Orthant und sein Abschluss sind positiv invari-
ant für das System (5.57), und jede Lösung von (5.57) mit nicht-negativen Anfangs-
werten ist beschränkt (vgl. [dJM+08]). Indem das Modell an experimentelle Daten
angepasst wurde, konnten geschätzte Werte für die Geschwindigkeitskonstanten
k1, . . . , k13 ermittelt werden (vgl. [SHH97]). Die Größenordnung der einzelnen Wer-
te liegt weit auseinander. Wir führen den Parameter ε := 1/100 ein und definieren
die Geschwindigkeitskonstanten um, so dass die neuen Parameter k?i wesentlich
näher beieinander liegen.
k?1 := k1 = 239, 1
k?2 := k2 = 23, 65
ε · k?3 := k3 = 4, 531
k?4 := k4 = 122, 9
k?5 := k5 = 801, 4
ε · k?6 := k6 = 7, 844
k?7 := k7 = 149, 7
k?8 := k8 = 43, 87
k?9 := k9 = 62, 25
k?10 := k10 = 12, 4
ε · k?11 := k11 = 0, 06148
ε · k?12 := k12 = 0, 1762
ε · k?13 := k13 = 0, 7859
Auf Grund von vier ersten Integralen kann das System (5.57) mit den Konstanten
θ1, . . . , θ4 reduziert werden (vgl. [dJM+08]), wobei θ1, . . . , θ3 > 0 und
y1 := x1, y2 := x2, y3 := x3, y4 := x5, y5 := x8.
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Als neues System ergibt sich:
dy1
dt = −
k?1y1r
k?2+y1
,
dy2
dt =
k?1y1r
k?2+y1
− εk?3y2 − k?4(y4 − y3 + θ2 − θ1)y4y2 + k?5(θ1 − y4),
dy3
dt = −ε
k?6y3y5
k?7+y3
,
dy4
dt = −k?4(y4 − y3 + θ2 − θ1)y4y2 + k?5(θ1 − y4),
dy5
dt =
k?8(θ3−y5−(k?12+k?13)/k?6 ·(θ4−k?7 ln y3−y3))
k?9+(θ3−y5−(k?12+k?13)/k?6 ·(θ4−k?7 ln y3−y3))(θ1 − y4)
+ k10? (θ3−y5−(k
?
12+k
?
13)/k
?
6 ·(θ4−k?7 ln y3−y3))y2
εk?11+(θ3−y5−(k?12+k?13)/k?6 ·(θ4−k?7 ln y3−y3)) − ε(k
?
12 + k
?
13)y5.
(5.58)
Mit Blick auf den physiologischen Hintergrund ist es sinnvoll, die Betrachtungen
auf
G :=
{
(y1, . . . , y5)t ∈ R5
∣∣∣ yi > 0 (i = 1, . . . , 5), y4 6 θ1,y3 − y4 6 θ2 − θ1
}
einzuschränken. Wir wollen nun das System y˙ = h(y, ε) (5.58) auf die Anwend-
barkeit von Tikhonov und Fenichel prüfen: Wir bestimmen, ohne zunächst die
Bedingungen des Theorems (2.1.2) zu prüfen, die slow manifold K0, welche durch
h(y, 0) = 0 gegeben wird (vgl. Lemma (5.1.2)). Für die Reduktion (5.58) wurde
x7 := θ3 − y5 − (k?12 + k?13)/k?6 · (θ4 − k?7 ln y3 − y3) > 0,
damit gilt
K0 = {(0, 0, σ, θ1,γ)t| 0 6 σ 6 θ2, γ > 0}.
Für eine Transformation von y˙ = h(y, ε) benötigen wir dementsprechend zwei
erste Integrale für das System y˙ = h(y, 0). Diese werden durch
y˙3 = 0 und y˙1 + y˙2 − y˙4 = 0
gegeben. Wir definieren
z1 := y3, z2 := y1 + y2 − y4, z3 := y1, z4 := y4, z5 := y5
und erhalten als transformiertes System z˙ = h˜(z, ε):
dz1
dt =−ε
k?6z1z5
k?7+z1
,
dz2
dt =−εk?3(z2 − z3 + z4),
dz3
dt =−
k?1z3r
k?2+z3
,
dz4
dt =−k?4(z4 − z1 + θ2 − θ1)z4(z2 − z3 + z4) + k?5(θ1 − z4),
dz5
dt =
k?8(θ3−z5−(k?12+k?13)/k?6 ·(θ4−k?7 ln z1−z1))
k?9+(θ3−z5−(k?12+k?13)/k?6 ·(θ4−k?7 ln z1−z1))(θ1 − z4)
+ k10? (θ3−z5−(k
?
12+k
?
13)/k
?
6 ·(θ4−k?7 ln z1−z1))(z2−z3+z4)
εk?11+(θ3−z5−(k?12+k?13)/k?6 ·(θ4−k?7 ln z1−z1)) − ε(k
?
12 + k
?
13)z5.
(5.59)
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Rein äußerlich sieht es nach einer gelungenen Transformation des Systems aus.
Wir definieren
g(z, 0) :=
 −(k
?
1z3r)/(k
?
2 + z3)
−k?4(z4 − z1 + θ2 − θ1)z4(z2 − z3 + z4) + k?5(θ1 − z4)
k?8(θ3−z5−(k?12+k?13)/k?6 ·(θ4−k?7 ln z1−z1))(θ1−z4)
k?9+(θ3−z5−(k?12+k?13)/k?6 ·(θ4−k?7 ln z1−z1)) +k
?
10(z2 − z3 + z4)

und erhalten im stationären Punkt z0 = (σ,−θ1, 0, θ1, 0)t mit 0 6 σ 6 θ2 von
z˙ = h˜(z, ε) (siehe [dJM+08])
D2g(z0, 0)
=
 −(k
?
1r)/k
?
2 0 0
k?4θ4(−σ+ θ2) −k?5 − k?4(θ1(−σ+ θ2)) 0
−k?10 k?10 − k
?
8(θ3−(k?12+k?13)/k?6 ·(θ4−k?7 ln σ−σ))
k?9+(θ3−(k?12+k?13)/k?6 ·(θ4−k?7 ln σ−σ)) 0
 .
Da D2g(z0, 0) zwei negative Eigenwerte hat und einen Eigenwert Null, kann die
Theorie von Fenichel für dieses System definitiv nicht angewendet werden (vgl.
Bemerkung (5.0.2)). Auch die Anwendbarkeit von Tikhonov kann ausgeschlossen
werden, da die Auflösbarkeit von g(z, 0) = 0 im Sinne von (2.1.2)(b) nicht gegeben
ist.
Es kann festgehalten werden, dass es durchaus Beispiele in der Biochemie gibt,
für die der Ansatz der singulären Störungstheorie wenig geeignet ist. In diesem
Beispiel könnte eine Ursache sein, dass es sich nicht um ein klassisches Reak-
tionsschema handelt. Die Formulierung aus (5.57) beruht nicht allein auf dem
Massenwirkungsgesetz (vgl. [dJM+08]).
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ANHANG A
THEORIE ZUR SINGULÄREN
STÖRUNGSTHEORIE
Die folgenden Begrifflichkeiten sind [Ver05], S. 9-15, S. 32 und S. 33 entnommen.
Abschätzungen und Ordnungssymbole
Wenn wir Reihenentwicklungen als Lösung von Gleichungen berechnen wollen, ist
es wichtig zu wissen, was diese Entwicklung in Bezug auf die Lösung bedeuten.
Hierfür benötigen wir eine Reihe von Definitionen und Konzepte, um dann die
Approximations-Theorie diskutieren zu können.
Ziel ist die Abschätzung von Vektorfeldern, die von einem kleinen Parameter ε
abhängen.
A.1 Def in it ion : Seien f (ε) und g(ε) reelle stetige Funktionen, wobei0 < ε 6 ε0  1. Um diese beiden Funktionen zu vergleichen, nutzen
wir Landaus Ordnungssymbole O und o und zusätzlich, zum Vergleichen der
Ordnungsfunktionen, zwei weitere Definitionen.
1. f (ε) = O(g(ε)) für ε ↓ 0, wenn positive Konstanten C, ε0 existieren, so dass
im Intervall (0, ε0] gilt:
| f (ε)| 6 C|g(ε)| für ε ↓ 0.
2. f (ε) = o(g(ε)) für ε ↓ 0, wenn gilt
lim
ε↓0
f (ε)
g(ε)
= 0.
3. Die Funktionen f (ε) und g(ε) heißen äquivalent, f (ε) ≈ g(ε) für ε ↓ 0, wenn
f (ε) = O(g(ε)) und g(ε) = O( f (ε)) für ε ↓ 0.
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4. f (ε) = O s(g(ε)), wenn f = O(g) und f 6= o(g) für ε ↓ 0. 
Aus der dritten Eigenschaft folgt notwendig die vierte, aber nicht umgekehrt.
Es gibt reelle, stetige Funktionen, die mit diesen Mitteln nicht verglichen werden
können. Jedoch gibt es eine Menge von Vergleichsfunktionen, genannt Ordnungs-
funktionen, mit denen jede stetige Funktion f (ε) ausreichend abgeschätzt werden
kann.
A.2 Def in it ion : E ist die Menge der Ordnungsfunktionen δ(ε), definiert in(0, ε0], die reell, positiv, stetig und monoton sind und für die limε↓0 δ(ε)
existiert. Die erweiterte Menge Eˆ enthält die Funktionen δ(ε) mit δ ∈ E oder
δ−1 ∈ E . 
A.3 Be i sp i el : Die folgenden Ordnungsfunktionen werden häufig verwen-det:
δn(ε) = εn oder e−n/ε für n ∈N. 
Der nachstehende bemerkenswerte Satz erlaubt es uns prinzipiell, für jede stetige
Funktion eine Abschätzung zu finden.
A.4 Satz : Angenommen, f (ε) ist eine reelle, stetige Funktion in (0, ε0),nicht identisch 0, dann existiert eine Ordnungsfunktion δ ∈ Eˆ , so dass
f = O s(δ). 
Asymptotische Folgen und Reihen
Nun wollen wir asymptotische Folgen definieren:
A.5 Def in it ion : Sei ( fn(ε))n∈N0 eine Folge reeller, stetiger Funktionenin (0, ε0]. Diese wird asymptotisch genannt, wenn fn(ε) = O s(δn(ε)) für
ε ↓ 0 gilt. Dabei ist δn(ε) eine Ordnungsfunktion und δn+1 = o(δn), n = 0, 1, 2, . . .
für ε ↓ 0. 
Idee ist es hier, die Funktionen fn(ε), von denen angenommen wird, asymptotisch
angeordnet zu sein, mit Ordnungsfunktionen δn(ε) zu vergleichen. Dies ist dank
Satz (A.4) möglich.
Nun ist die folgende Definition vorbereitet:
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A.6 Def in it ion : Die Summe ∑
m
n=0 an fn(ε) mit konstanten Koeffizienten
an wird asymptotische Reihe genannt, wenn fn(ε), n = 0, 1, 2, . . . , m eine
asymptotische Folge ist. 
Es ist erlaubt, m = ∞ zu setzen, da die Existenz oder Nichtexistenz der Summe
nichts mit dem asymptotischen Charakter der Reihe zu tun hat. Manchmal wird
die Summe eine asymptotische Entwicklung genannt.
Asymptotische Entwicklungen mit mehreren Variablen
Betrachten wir nun eine Funktion, die durch einen kleinen Parameter ε parametri-
siert wird: ϕ = ϕε(x); x ∈ D ⊂ Rn.
Um das Ausmaß der Funktion ϕ = ϕε(x); x ∈ D ⊂ Rn abzuschätzen, verwenden
wir eine gegebene Norm ‖ · ‖. Die Wahl der Norm ist normalerweise die natürliche
im Kontext des gegebenen Problems. Häufig wird die Supremumsnorm
‖ϕε(x)‖D = sup
x∈D
|ϕε(x)|
verwendet, wobei | · | die euklidische Norm der Vektorfunktion bezeichnet.
Für Reihen definieren wir wie folgt:
A.7 Def in it ion : ∑
m
n=0 ϕn(x, ε) ist bezüglich einer gegebenen Norm eine
asymptotische Reihe in D, wenn ϕn(x, ε) = O s(δn) und (δn(ε))n∈N0 eine
asymptotische Folge ist. 
A.8 Def in it ion : ϕ˜ε(x) ist bezüglich einer gegebenen Norm eine asym-ptotische Approximation von ϕε(x) in D, wenn sowohl ϕε(x) = O s(1) als
auch ϕε(x)− ϕ˜ε(x) = o(1) gilt. 
Die Definition einer asymptotischen Reihe und einer asymptotischen Approxi-
mation kann kombiniert werden, um asymptotische Entwicklungen zu studieren,
welche approximierte Reihen der Form
m
∑
n=0
δn(ε)ϕn(x, ε)
sind. In diesem Ausdruck ist ϕn(x, ε) = O s(1) und (δn)n∈N0 eine asymptotische
Folge.
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A.9 Def in it ion : Wir nennen eine asymptotische Entwicklung einer Funk-tion ϕε(x), definiert auf D ⊂ Rn, regulär, wenn es die folgende Form
ϕε(x) =
m
∑
n=0
δn(ε)ϕn(x) + O(δm+1)
mit einer asymptotische Folge (δn(ε))n∈N0 und geeigneten Funktionen ϕn(x) :
D → Rn, n ∈N0, besitzt. 
A.10 Def in it ion : Betrachten wir eine Funktion ϕε(x), die auf D ⊂ R
n
definiert ist. Angenommen, es existiert eine zusammenhängende
Untermenge S ⊂ D der Dimension 6 n mit der Eigenschaft, dass ϕε(x) keine
reguläre Entwicklung auf jeder Untermenge von D, die Punkte von S enthält,
besitzt. Dann wird eine Umgebung von S in D, dessen Größe bestimmt werden
muss, Grenzfläche der Funktion ϕε(x) genannt. 
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ANHANG B
BEWEIS VON LEMMA (2 .2 .4 )
Hier erfolgt eine ausführliche Darstellung des Beweises von Lemma (2.2.4).
Zur Erinnerung: Für gegebene, analytische Funktionen
f : Rm+n+1 → Rm und g : Rm+n+1 → Rn
mit
y˙ = f (y, z, ε),
εz˙ = g(y, z, ε)
lautet die Invarianz-Gleichung
ε(Dyz)(y, ε) f (y, z(y, ε), ε) = g(y, z(y, ε), ε) (B.1)
für jede Kurve z = z(y, ε) in der Phasenebene. Die allgemeinere Folge {ϕ(l) : l ∈
N} kann dann mit Startwert ϕ(0) durch Lösen von
ε(Dyϕ
(l−1)
y )(y, ε) f (y, ϕ
(l)
y (y, ε), ε) = g(y, ϕ
(l)
y (y, ε), ε) (B.2)
erhalten werden. Die Folge {ϕ(l) : l ∈ N} nähert sich, unter geeigneten Vorausset-
zungen, z(y, ε) für l gegen ∞.
B.1 Lemma : Die Potenzreihenentwicklung lautetz(y, ε) = z(0)(y) + εz(1)(y) + · · · für ε ↓ 0, (B.3)
wobei z(0) = h0 aus Zeile (2.18) und die Funktionen z(l) : K → Rn für l ∈
N schrittweise aus Gleichung (B.10) bestimmt werden. Insbesondere lauten die
Gleichungen, aus denen z(1) und z(2) bestimmt werden,
(Dzg)z(1) = (Dz(0)) f − gε,
(Dzg)z(2) = (Dz(1)) f + (Dz(0))((Dz f )z(1) + fε)− 12(D
2
z g)(z
(1), z(1))
−(Dzgε)z(1) − 12 gεε,
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wobei f und g und deren Ableitungen im Punkt (y, z(0)(y), 0) ausgewertet werden.
Allgemein kann z(l) aus Gleichung (B.10) des Beweises iterativ berechnet werden.
(Dzg)z(l) =
l−1
∑
i=0
(Dz(i)) f (l−1−i) −
l
∑
j=2
1
j! ∑|i|=l
(Djzg)(z(i1), . . . , z(ij))
−
l−1
∑
k=1
1
k!
l−k
∑
j=1
1
j! ∑|i|=l−k
(Djz(∂kεg))(z
(i1), . . . , z(ij))− 1
l!
(∂lεg) 
Bewei s :
Da f und g als analytisch vorausgesetzt werden, können sie in jedem Punkt des
Definitionsbereiches in eine Potenzreihe entwickelt werden, deren Konvergenz-
gebiet nicht der leeren Menge entspricht (vgl. [Car66]). Der Weierstrasssche
Doppelreihensatz (siehe zum Beispiel [Rem92]) erlaubt das beliebige Umsortieren
im Konvergenzgebiet.
Zunächst entwickeln wir die Funktion f
f (y, z(y, ε), ε) = f (0)(y) + ε f (1)(y) + ε2 f (2)(y) + · · · , (B.4)
wobei
f (0)(y) = f (y, z(0)(y), 0)
und
f (l)(y) =
l
∑
j=1
1
j! ∑|r|=l
(Djz) f (y, z(0)(y), 0)(z(r1)(y), . . . , z(rj)(y))
+
l−1
∑
k=1
1
k!
l−k
∑
j=1
1
j! ∑|r|=l−k
(Djz(∂kε f ))(y, z
(0)(y), 0)(z(r1)(y), . . . , z(rj)(y))
+
1
l!
(∂lε f )(y, z
(0)(y), 0), l = 1, 2, . . . . (B.5)
Die Ableitung ((Djz f )(y, z(0)(y), 0) in den ersten Termen ist eine j-lineare Abbil-
dung von (Rn)j nach Rm. Die inneren Summen werden über alle Multiindizes
r = (r1, . . . , rj) gebildet mit positiven r1, . . . , rj und mit Länge |r| = ∑jq=1 rq = l
beziehungsweise l − k.
Ziel ist es, die Aussage über f (l)(y) mit Hilfe einer vollständigen Induktion zu
beweisen.
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Dafür ist es hilfreich, sich die j-lineare Abbildung ((Djz f )(y, z(0)(y), 0) explizit
anzusehen. Dies ermöglicht die Anwendung der gewöhnlichen mehrdimensionalen
Produkt- und Kettenregel.
(Dlz f )(x) : (R
n)l → Rm,
(Dlz f )(x)
(
(z(a1), . . . , z(al))
)
:=
n
∑
i1=1
· · ·
n
∑
il=1
∂zi1 ,...,zil
f (x)(z(a1)i1 · · · z
(al)
il
).
Zur Vereinfachung übersetzen wir die Aussage von f (y, z(y, ε), ε) in eine von h(ε).
Diese Aussage wird für feste y getroffen, so dass wir eine Funktion h : R→ Rm
für feste y wie folgt definieren können:
h(ε) := f (y, z(y, ε), ε).
Ziel ist es nun, h in eine Taylor-Reihe zu entwickeln, das heißt
h(ε) =∑
1
l!
h(l)(0)εl;
dabei bezeichnet h(l) die l-te Ableitung nach ε. Die Bestimmung der l-ten Ableitung
an der Stelle 0 wird mit vollständiger Induktion bewiesen. Dabei verwenden wir
immer wieder die Ketten- und Produktregel.
Induktionsanfang: l = 1
h′(ε) =
n
∑
i1=1
∂zi1
f (z(ε), ε) · z′i1(ε) + ∂ε f (z(ε), ε).
Daraus folgt:
h′(0) =
n
∑
i1=1
∂zi1
f (z(0), 0) · z′i1(0) + ∂ε f (z(0), 0)
=
n
∑
i1=1
∂zi1
f (z(0), 0) · z(1)i1 + ∂ε f (z
(0), 0)
=Dz f (z(0), 0)(z(1)) + ∂ε f (z(0), 0).
Im Folgenden werden abkürzende Schreibweisen verwendet. Zum einen wird f
und die Ableitung von f immer an der Stelle (z(0), 0) ausgewertet, die „kleineren“
Summen über die ij gehen immer von ij = 1 bis n, und die Multiindizes sind
hier immer über alle rq bzw. rq′ auszuwerten. Das heißt, zum Beispiel z
(1)
ij+1
wird
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nicht in die Summe miteingerechnet. Des weiteren vereinfacht es die Schreibweise,
im Induktionsschritt die Ableitung direkt an der Stelle 0 auszuwerten und nicht
zunächst über ε zu rechnen. Dies ist möglich, da an der Stelle ε = 0 gilt:
∂εz(rq) = (rq + 1)z(rq+1).
Dazu: Es gilt z(rq)(0) = 1rq!∂
(rq)
ε z(0) und damit für die Ableitung an der Stelle ε:
∂ε
(
1
rq!
∂
(rq)
ε z(ε)
)
=
1
rq!
∂
rq+1
ε z(ε)
ε=0=
1
rq!
(rq + 1)!z(rq+1)
= (rq + 1)z(rq+1).
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Induktionsvoraussetzung: Für ein l ∈N gelte
1
l!
h(l)(0) =
l
∑
j=1
1
j! ∑|r|=l
(Djz) f (z(r1), . . . , z(rj))
+
l−1
∑
k=1
1
k!
l−k
∑
j=1
1
j! ∑|r|=l−k
(Djz(∂kε f ))(z
(r1), . . . , z(rj)) +
1
l!
(∂lε f )
=
l
∑
j=1
1
j! ∑|r|=l
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
f (z(r1)i1 · · · z
(rj)
ij
)
+
l−1
∑
k=1
1
k!
l−k
∑
j=1
1
j! ∑|r|=l−k
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂kε f (z
(r1)
i1
· · · z(rj)ij )
+
1
l!
∂lε f .
Induktionsschritt:
(
1
l!
h(l))′(0) =
l
∑
j=1
1
j! ∑|r|=l
∑
i1
· · ·∑
ij
∑
ij+1
∂zi1 ,...,zij ,zij+1
f z(1)ij+1 ·
j
∏
q=1
z(rq)iq
+
l
∑
j=1
1
j! ∑|r|=l
j
∑
q=1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
f (rq + 1)z
(rq+1)
iq
j
∏
q′=1
q′ 6=q
z
(rq′ )
iq′
+
l
∑
j=1
1
j! ∑|r|=l
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂ε f
j
∏
q=1
z(rq)iq
+
l−1
∑
k=1
1
k!
l−k
∑
j=1
1
j! ∑|r|=l−k
∑
i1
· · ·∑
ij
∑
ij+1
∂zi1 ,...,zij ,zij+1
∂kε f z
(1)
ij+1
·
j
∏
q=1
z(rq)iq
+
l−1
∑
k=1
1
k!
l−k
∑
j=1
1
j! ∑|r|=l−k
j
∑
q=1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂kε f (rq + 1)z
(rq+1)
iq
j
∏
q′=1
q′ 6=q
z
(rq′ )
iq′
+
l−1
∑
k=1
1
k!
l−k
∑
j=1
1
j! ∑|r|=l−k
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂k+1ε f
j
∏
q=1
z(rq)iq
+
1
l!∑i1
∂zi1
∂lε f · z(1)i1
+
1
l!
∂l+1ε f .
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Im Folgenden wird an drei verschiedenen Stellen eine Gleichheit benötigt, die
immer mit dem gleichen Argument bewiesen werden kann. Das Einzige, worin
sich die einzelnen Schritte unterscheiden, ist die Anzahl |r|. An dieser Stelle wird
die Gleichheit für den ersten Fall gezeigt, hier ist |r| = l. Wir nennen diesen Schritt
(?):
∑
|r|=l
j · z(1)ij ·
j−1
∏
q=1
z(rq)iq + ∑|r|=l
j
∑
q=1
(rq + 1)z
(rq+1)
iq
j
∏
q′=1
q′ 6=q
z
(rq′ )
iq′
(??)
= ∑
|r|=l
j
∑
q=1
·z(1)iq ·
j
∏
q′=1
q′ 6=q1
z
(rq′ )
iq′
+ ∑
|r|=l
j
∑
q=1
(rq + 1)z
(rq+1)
iq
j
∏
q′=1
q′ 6=q
z
(rq′ )
iq′
= ∑
|r|=l,r∈Nj0
ri>0∀i 6=j
j
∑
q=1
(rq + 1)z
(rq+1)
iq
j
∏
q′=1
q′ 6=q
z
(rq′ )
iq′
= ∑
|r|=l+1
r∈Nj
j
∑
q=1
(rq)z
(rq)
iq
j
∏
q′=1
q′ 6=q
z
(rq′ )
iq′
= ∑
|r|=l+1
r∈Nj
j
∑
q=1
(rq)
j
∏
q′=1
z
(rq′ )
iq′
= ∑
|r|=l+1
r∈Nj
j
∏
q′=1
z
(rq′ )
iq′
(
j
∑
q=1
(rq))
=(l + 1) ∑
|r|=l+1
r∈Nj
j
∏
q′=1
z
(rq′ )
iq′
.
Für die Gleichheit (??) wird mehrfach hintereinander angewendet, dass
n
∑
ij=1
n
∑
ij′=1
∂zij ,zij′
f · z(1)ij · z
(r′j)
i′j
=
n
∑
ij=1
n
∑
ij′=1
∂zij ,zij′
f · z(r
′
j)
ij
· z(1)i′j für alle j, j
′
gilt. Dies folgt aus den Symmetrieeigenschaften von D2z und dem Satz von Schwarz.
Zurück zum Induktionsschritt. Wir fassen zunächst die ∂ε-freien Terme zusammen
(Zeile 1 und 2):
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l∑
j=1
1
j! ∑|r|=l
∑
i1
· · ·∑
ij
∑
ij+1
∂zi1 ,...,zij ,zij+1
f z(1)ij+1 ·
j
∏
q=1
z(rq)iq
+
l
∑
j=1
1
j! ∑|r|=l
j
∑
q=1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
f (rq + 1)z
(rq+1)
iq
j
∏
q′=1
q′ 6=q
z
(rq′ )
iq′
=
1
l!∑i1
· · · ∑
ij+1
∂zi1 ,...zij+1
f
l
∏
q=1
z(1)iq
+
l
∑
j=2
1
(j− 1)!
1
j ∑|r|=l
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
f j · z(1)ij ·
j−1
∏
q=1
z(rq)iq
+∑
i1
∂zi1
f (l + 1)z(l+1)i1
+
l
∑
j=2
1
j! ∑|r|=l
j
∑
q=1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
f (rq + 1)z
(rq+1)
iq
j
∏
q′=1
q′ 6=q
z
(rq′ )
iq′
=(l + 1)
1
(l + 1)!∑i1
· · · ∑
ij+1
∂zi1 ,...zij+1
f
l
∏
q=1
z(1)iq + (l + 1)∑i1
∂zi1
f z(l+1)i1
+
l
∑
j=2
1
j!
(
∑
|r|=l
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
f j · z(1)ij ·
j−1
∏
q=1
z(rq)iq
+ ∑
|r|=l
j
∑
q=1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
f (rq + 1)z
(rq+1)
iq
j
∏
q′=1
q′ 6=q
z
(rq′ )
iq′
)
(?)
=(l + 1)
1
(l + 1)!∑i1
· · · ∑
ij+1
∂zi1 ,...zij+1
f
l
∏
q=1
z(1)iq + (l + 1)∑i1
∂zi1
f z(l+1)i1
+
l
∑
j=2
1
j! ∑|r|=l+1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
f (l + 1)
j
∏
q=1
z(rq)iq
=(l + 1)
l+1
∑
j=1
1
j! ∑|r|=l+1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
f
j
∏
q=1
z(rq)iq .
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Weiter fassen wir die ∂kε Terme für k = 1 . . . l zusammen (Zeile 3-7):
l
∑
j=1
1
j! ∑|r|=l
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂ε f
j
∏
q=1
z(rq)iq
+
l−1
∑
k=1
1
k!
l−k
∑
j=1
1
j! ∑|r|=l−k
∑
i1
· · ·∑
ij
∑
ij+1
∂zi1 ,...,zij ,zij+1
∂kε f z
(1)
ij+1
·
j
∏
q=1
z(rq)iq
+
l−1
∑
k=1
1
k!
l−k
∑
j=1
1
j! ∑|r|=l−k
j
∑
q=1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂kε f (rq + 1)z
(rq+1)
iq
j
∏
q′=1
q′ 6=q
z
(rq′ )
iq′
+
l−1
∑
k=1
1
k!
l−k
∑
j=1
1
j! ∑|r|=l−k
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂k+1ε f
j
∏
q=1
z(rq)iq
+
1
l!∑i1
∂zi1
∂lε f · z(1)i1
=„k = 1-Terme“ :
l
∑
j=1
1
j! ∑|r|=l
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂ε f
j
∏
q=1
z(rq)iq
+
l
∑
j=2
1
j! ∑|r|=l−1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂ε f j · z(1)ij ·
j−1
∏
q=1
z(rq)iq
+
l−1
∑
j=1
1
j! ∑|r|=l−1
j
∑
q=1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂ε f (rq + 1)z
(rq+1)
iq
j
∏
q′=1
q′ 6=q
z
(rq′ )
iq′
„k = l-Terme“ :
+
1
l!∑i1
∂zi1
∂lε f · l · z(1)i1 +
1
l!∑i1
∂zi1
∂lε f · z(1)i1
„k = 2 . . . l − 1-Terme“ :
+
l−1
∑
k=2
1
k!
l−k+1
∑
j=2
1
j! ∑|r|=l−k
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂kε f j · z(1)ij ·
j−1
∏
q=1
z(rq)iq
+
l−1
∑
k=2
1
k!
l−k
∑
j=1
1
j! ∑|r|=l−k
j
∑
q=1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂kε f (rq + 1)z
(rq+1)
iq
j
∏
q′=1
q′ 6=q
z
(rq′ )
iq′
+
l−1
∑
k=2
1
k!
l−k+1
∑
j=1
1
j! ∑|r|=l−k+1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂kε f k
j
∏
q=1
z(rq)iq
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=„k = 1-Terme“ :
l
∑
j=1
1
j! ∑|r|=l
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂ε f
j
∏
q=1
z(rq)iq
j=l
+
1
l!
l∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂ε f
j
∏
q=1
z(1)iq
j=1
+ l∑
i1
∂zi1
∂ε f z
(l)
i1
+
l−1
∑
j=2
1
j!
(
∑
|r|=l−1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂ε f j · z(1)ij ·
j−1
∏
q=1
z(rq)iq
+ ∑
|r|=l−1
j
∑
q=1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂ε f (rq + 1)z
(rq+1)
iq
j
∏
q′=1
q′ 6=q
z
(rq′ )
iq′
)
„k = l-Terme“ :
+ (l + 1)
1
l!∑i1
∂zi1
∂lε f · z(1)i1
„k = 2 . . . l − 1-Terme“ :
j=1
+
l−1
∑
k=2
1
k!∑i1
∂zi1
∂kε f
(
(l − k + 1)z(l−k+1)i1 + k · z
(l−k+1)
i1
)
j=l−k+1
+
l−1
∑
k=2
1
k!
1
(l − k + 1)!∑i1
· · · ∑
il−k+1
∂zi1 ,...,zil−k+1
∂kε f ·(
(l − k + 1)
j
∏
q=1
z(1)iq + k
j
∏
q=1
z(1)iq
)
j=2...l−k
+
l−1
∑
k=2
1
k!
l−k
∑
j=2
1
j!
(
∑
|r|=l−k
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂kε f j · z(1)ij ·
j−1
∏
q=1
z(rq)iq
+ ∑
|r|=l−k
j
∑
q=1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂kε f (rq + 1)z
(rq+1)
iq
j
∏
q′=1
q′ 6=q
z
(rq′ )
iq′
+ ∑
|r|=l−k+1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂kε f k
j
∏
q=1
z(rq)iq
)
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=„k = 1-Terme“ :
l
∑
j=1
1
j! ∑|r|=l
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂ε f
j
∏
q=1
z(rq)iq
+
1
l!
l∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂ε f
j
∏
q=1
z(1)iq + l∑i1
∂zi1
∂ε f z
(l)
i1
(?)
+
l−1
∑
j=2
1
j! ∑|r|=l
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂ε f l
j
∏
q=1
z(rq)iq
„k = l-Terme“ :
+ (l + 1)
1
l!∑i1
∂zi1
∂lε f · z(1)i1
„k = 2 . . . l − 1-Terme“ :
+
l−1
∑
k=2
1
k!∑i1
∂zi1
∂kε f
(
(l − k + 1)z(l−k+1)i1 + k · z
(l−k+1)
i1
)
+
l−1
∑
k=2
1
k!
1
(l − k + 1)!∑i1
· · · ∑
il−k+1
∂zi1 ,...,zil−k+1
∂kε f ·(
(l − k + 1)
j
∏
q=1
z(1)iq + k
j
∏
q=1
z(1)iq
)
(?)
+
l−1
∑
k=2
1
k!
l−k
∑
j=2
1
j!
(
∑
|r|=l−k+1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂kε f (l − k + 1)
j
∏
q=1
z(rq)iq
+ ∑
|r|=l−k+1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂kε f k
j
∏
q=1
z(rq)iq
)
=(l + 1)
l
∑
j=1
1
j! ∑|r|=l
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂ε f
j
∏
q=1
z(rq)iq
+ (l + 1)
1
l!∑i1
∂zi1
∂lε f · z(1)i1
+ (l + 1)
l−1
∑
k=2
1
k!
l−k+1
∑
j=1
1
j! ∑|r|=l−k+1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂kε f
j
∏
q=1
z(rq)iq
=(l + 1)
l
∑
k=1
1
k!
l−k+1
∑
j=1
1
j! ∑|r|=l−k+1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂kε f
j
∏
q=1
z(rq)iq .
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Insgesamt folgt
(
1
l!
h(l))′(0) =(l + 1)
l+1
∑
j=1
1
j! ∑|r|=l+1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
f (z(r1)i1 · · · z
(rj)
ij
)
+ (l + 1)
l
∑
k=1
1
k!
l−k+1
∑
j=1
1
j! ∑|r|=l−k+1
∑
i1
· · ·∑
ij
∂zi1 ,...,zij
∂kε f (z
(r1)
i1
· · · z(rj)ij )
+ (l + 1)
1
(l + 1)!
∂l+1ε f
=(l + 1)
l+1
∑
j=1
1
j! ∑|r|=l+1
(Djz) f (z(r1), . . . , z(rj))
+ (l + 1)
l
∑
k=1
1
k!
l−k+1
∑
j=1
1
j! ∑|r|=l−k+1
(Djz(∂kε f ))(z
(r1), . . . , z(rj))
+ (l + 1)
1
(l + 1)!
∂l+1ε f .
Damit konnten wir zeigen, dass
1
(l + 1)!
h(l+1)(0) =
l+1
∑
j=1
1
j! ∑|r|=l+1
(Djz) f (z(r1), . . . , z(rj))
+
l
∑
k=1
1
k!
l−k+1
∑
j=1
1
j! ∑|r|=l−k+1
(Djz(∂kε f ))(z
(r1), . . . , z(rj))
+
1
(l + 1)!
∂l+1ε f .
Damit ist auch die Aussage über f gezeigt.
Die gleiche Entwicklung kann für g(y, z(y, ε), ε) durchgeführt werden:
g(y, z(y, ε), ε) = g(0)(y) + εg(1)(y) + ε2g(2)(y) + · · · , (B.6)
wobei
g(0)(y) = g(y, z(0)(y), 0)
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und
g(l)(y) =
l
∑
j=1
1
j! ∑|r|=l
(Djz)g(y, z(0)(y), 0)(z(r1)(y), . . . , z(rj)(y))
+
l−1
∑
k=1
1
k!
l−k
∑
j=1
1
j! ∑|r|=l−k
(Djz(∂kεg))(y, z
(0)(y), 0)(z(r1)(y), . . . , z(rj)(y))
+
1
l!
(∂lεg)(y, z
(0)(y), 0), l = 1, 2, . . . . (B.7)
Die Differentiation der einzelnen Terme der asymptotischen Entwicklung der
Gleichung (B.3) liefert:
(Dyz)(y, ε) = Dz(0) + εDz(1) + · · · . (B.8)
Durch den Vergleich der Koeffizienten der ε-Potenzen der linken und rechten Seite
der Invarianz-Gleichung (B.1) erhalten wir folgende funktionale Identitäten. Dabei
folgt die erste aus ε = 0 in (B.1), die anderen folgen mit (B.4),(B.6) und (B.8).
g(0) =0,
g(l) =
l−1
∑
i=0
(Dz(i)) f (l−1−i), l = 1, 2, . . . . (B.9)
Um die erste Gleichung g(0) = 0 zu erfüllen, setzen wir z(0) = h0. Weiter ist
f (0)(y) = f (y, h0(y), 0), und f (l)(y) und g(l)(y) werden durch die Gleichungen
(B.5) und (B.7) gegeben, wobei z(0)(y) durch h0(y) ersetzt wird.
Wenn wir uns Gleichung (B.9) genauer ansehen, stellen wir fest, dass z(l) in g(l)
nur im ersten Term für j = 1 erscheint, die übrigen Terme enthalten lediglich z(1)
bis z(l−1). Die rechte Seite von (B.9) enthält auch nur Terme von z(1) bis z(l−1).
Deshalb können die Identitäten (B.9) sukzessiv für z(1), z(2), . . . gelöst werden. Und
wir erhalten
(Dzg)z(l) =
l−1
∑
i=0
(Dz(i)) f (l−1−i) −
l
∑
j=2
1
j! ∑|i|=l
(Djzg)(z(i1), . . . , z(ij))
−
l−1
∑
k=1
1
k!
l−k
∑
j=1
1
j! ∑|i|=l−k
(Djz(∂kεg))(z
(i1), . . . , z(ij))− 1
l!
(∂lεg) (B.10)
für l ∈ N. Hier werden die Funktionen f und g und deren Ableitungen an der
Stelle (y, z = h0(y), 0) ausgewertet. Die Summen werden als leer gewertet, wenn
die untere Grenze größer als die obere Grenze ist. 
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SYMBOLVERZEICHNIS
〈·, ·〉 Skalarprodukt zweier Elemente des Rn
| · | Betrag eines Elementes aus R oder C
‖ · ‖ euklidische Norm auf dem Rn oder Cn, auch ‖ · ‖2
‖ · ‖1 1-Norm auf dem Rn oder Cn
B linearer Anteil einer Abbildung, Seite 120
C Menge der komplexen Zahlen
Cn n-dimensionaler Vektorraum über den komplexen Zahlen
C1 Menge der stetig differenzierbaren Funktionen
Diag Diagonalmatrix (Diag(λ1, . . . ,λn)) mit den Diagonaleinträgen
λ1, . . . ,λn, Seite 122
D f Jacobi-Matrix von f , Seite 100
Dρ = {x ∈ K∗ : dist (x, K) 6 ρ}, Seite 64
Dz Matrix der partiellen Ableitungen nach z, Seite 43
ε „kleiner Parameter“
E Menge der Ordnungsfunktionen, Seite 170
F(t, y) Lösung eines Anfangswertproblems mit Startwert F(0, y) = y,
Seite 60
fn normaler Anteil von f auf K, Seite 68
ft tangentialer Anteil von f auf K, Seite 68
grad f Gradient von f , Seite 60
Im Imaginärteil einer komplexen Zahl, Seite 126
K ε-fast-invariante Menge, Seite 60
K∗ kompakte Teilmenge von U ⊂ Rn, Seite 60
K0 Approximation erster Ordnung von Kε, Seite 142
Kε slow manifold für System der Gestalt (5.2), Seite 141
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Symbolverzeichnis
ki echt positive Geschwindigkeitskonstante einer Teilreaktion, Seite
15
Kδ = {x ∈ K∗ : |ϕi(x)| 6 δ für alle i}, Seite 64
λi Eigenwert einer linearen Abbildung, Seite 120
L Konstante des Theorems von Tikhonov, Seite 37
Lipschitz-Konstante, Seite 98
L f (ϕ) Lie-Ableitung von ϕ bezüglich f , Seite 60
ln natürlicher Logarithmus
M Michaelis-Menten-Konstante, Seite 20
M0 Approximation erster Ordnung von Mε, Seite 44
Mε slow manifold für System der Gestalt (2.13) bzw. (5.1), Seite 44
N Menge der natürlichen Zahlen
N0 Menge der natürlichen Zahlen mit null
O Landaus großes Ordnungssymbol, Seite 42 und 169
o Landaus kleines Ordnungssymbol, Seite 169
O s Ordnungssymbol aus Definition (A.1) 4., Seite 170
R Menge der reellen Zahlen
Rn n-dimensionaler Vektorraum über den reellen Zahlen
Rang Rang einer Matrix, Seite 51
Re Realteil komplexer Zahlen, Seite 38
Sp Spektrum (Menge der parameterabhängigen Eigenwerte einer
Matrix), Seite 38
ThO Terme höherer Ordnung, Seite 120
Vδ = {x ∈ K∗ : |ϕi(x)| < δ für alle i}, Seite 64
Wρ = {x ∈ K∗ : dist (x, K) < ρ}, Seite 64
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INDEX
Äquivalenz der Normen, 62
asymptotische Approximation, 171
asymptotische Entwicklung, 171
reguläre, 34, 172
asymptotische Folge, 170
asymptotische Reihe, 171
ε-fast-invariante Menge, 60
fast-invariante Menge, 29, 59
Fast-Invarianz-Bedingung, 60
Folgereaktion, einfache, 15, 39
Fundamental-Ungleichung, 98
Geschwindigkeitskonstante, 15
Grenzfläche, 172
Grenzflächensprung, 35
innere Teilmenge eines Gebiets, 38
Invarianz-Gleichung, 45, 46
iterative Methode, 28
Fraser und Roussel, 42
Nöthen, 104
Nöthen, erweitert, 114
kooperative Inhibition, 84, 163
Kooperativität, 76, 117, 131, 159
C1 quasistationär, 81
C2 quasistationär, 83
C1 und C2 quasistationär, 77
Landaus Ordnungssymbole, 169
Langzeitverhalten, 28, 119
Lie-Ableitung, 60
Menge der Ordnungsfunktionen, 170
Michaelis-Menten-Gleichung, 21
Michaelis-Menten-Konstante, 20
Michaelis-Menten-Reaktion
irreversibel, 20, 23, 26, 29, 48, 52,
71, 100, 112, 129, 143
reverse QSS, 148
reversibel, 72, 90, 154
Schauer und Heinrich, 150
Monom, 120
Vektor-, 120
normale Komponente, 68
Poincaré-Dulac-Normalform
(PDNF), 121
Polynomabbildung, 120
homogene, 120
Poolvariablen, 52
Quasi-Normalform, 160
quasistationär, 14
Quasistationarität, 59
Quasistationaritäts-Annahme, 14
reduziertes System
Nöthen, 1. Variante, 95
Nöthen, 2. Variante, 97
Schauer und Heinrich, 52
Tikhonov, 37
resonant
Eigenwert, 120
Vektormonom, 121
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INDEX
Satz zur Poincaré-Dulac-
Normalform, 121
(s, c)-System, 20
Segel und Slemrod, 23
Bedingungen von, 23
singuläre Störungstheorie, 26, 34
slow manifold, 44, 135
Spektrum, 38
(s, p)-System, 21
tangentiale Komponente, 68
Theorem von Fenichel, 44
Theorem von Fraser und
Roussel, 47
Theorem von O‘Malley-
Vasil‘eva, 41
Theorem von Tikhonov, 37
Zeittransformation, 38
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