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Abstract
In this paper we obtain second- and first-order optimality condi-
tions of Kuhn-Tucker type and Fritz John one for weak efficiency in
the vector problem with inequality constraints. In the necessary condi-
tions we suppose that the objective function and the active constraints
are continuously differentiable. We introduce notions of KTSP-invex
problem and second-order KTSP-invex one. We obtain that the vector
problem is (second-order) KTSP-invex if and only if for every triple
(x¯, λ¯, µ¯) with Lagrange multipliers λ¯ and µ¯ for the objective function
and constraints respectively, which satisfies the (second-order) nec-
essary optimality conditions, the pair (x¯, µ¯) is a saddle point of the
scalar Lagrange function with a fixed multiplier λ¯. We introduce no-
tions second-order KT-pseudoinvex-I, second-order KT-pseudoinvex-
II, second-order KT-invex problems. We prove that every second-
order Kuhn-Tucker stationary point is a weak global Pareto mini-
mizer (global Pareto minimizer) if and only if the problem is second-
order KT-pseudoinvex-I (KT-pseudoinvex-II). It is derived that every
second-order Kuhn Tucker stationary point is a global solution of the
weighting problem if and only if the vector problem is second-order
KT-invex.
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Karush-Kuhn-Tucker conditions; invex functions; saddle points of Lagrange
function; weighting problem; alternative theorem.
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1 Introduction
Kuhn-Tucker optimality conditions and Fritz John ones for scalar and vector
nonsmooth problems with inequality constraints are among the most impor-
tant directions of investigation in optimization.
In the present paper we deal with optimality conditions of Kuhn-Tucker
type for the following problem:
Minimize f(x) subject to x ∈ X, g(x) ≦ 0, (P)
where f : X → Rn and g : X → Rm are given vector real-valued functions,
defined on an open set X ⊂ Rs. Denote by S the set of feasible points, that is
S := {x ∈ X | g(x) ≦ 0}. All results given here are obtained for nonsmooth
problems in terms of the usual second-order directional derivative.
For every vector λ from the set
Λ := {λ = (λ1, λ2, . . . , λn) ∈ Rn |
n∑
i=1
λi = 1, λi ≧ 0, i = 1, 2, . . . , n}
we consider the following weighting scalar problem:
Minimize 〈λ, f(x)〉 subject to x ∈ X, g(x) ≦ 0. (Pλ)
Here we denote by 〈a, b〉 the scalar product of the vectors a and b. For every
λ ∈ Λ we define the scalar Lagrange function
Lλ(x, µ) = 〈λ, f(x)〉+ 〈µ, g(x)〉.
For all vectors λ ∈ Λ and µ ≧ 0 we consider the following unconstrained
problem
Minimize 〈λ, f(x)〉+ 〈µ, g(x)〉 subject to x ∈ X . (Pλ,µ)
These problems are formulated and discussed by Geoffrion [1].
It is easy to prove the following claims:
Proposition 1. Let x¯ ∈ S be a global solution of (Pλ) for some λ ∈ Λ. Then
x¯ is a weakly efficient solution of (P).
Proposition 2. Let x¯ ∈ S be a global minimizer of (Pλ,µ) for some λ ∈ Λ
and µ ≧ 0 with µjgj(x¯) = 0 for all j = 1, 2, . . . , m. Then x¯ is a global
solution solution of (Pλ).
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Proposition 3. Let x¯ ∈ S be a global minimizer of (Pλ,µ¯) for some λ ∈ Λ
and µ¯ ≧ 0 with µ¯jgj(x¯) = 0. Then the pair (x¯, µ¯) is a Kuhn-Tucker saddle
point of Lλ.
Proposition 4. Let the pair (x¯, µ¯) ∈ S× [0,+∞)m be a Kuhn-Tucker saddle
point of Lλ for some λ ∈ Λ. Then x¯ ∈ S is a global minimizer of (Pλ,µ¯) and
µ¯jgj(x¯) = 0.
Denote the solution sets of (P), (Pλ) and (Pλ,µ) respectively by WE (P),
Argmin (Pλ) and Argmin (Pλ,µ), and the set of points which satisfy Kuhn-
Tucker necessary optimality conditions by KT (P). We have the following
implications under additional assumptions:
x¯ ∈ Argmin (Pλ,µ) ⇒ x¯ ∈ Argmin (Pλ) ⇒ x¯ ∈WE(P) ⇒ x¯ ∈ KT(P).
It is interesting when the following converse conditions are satisfied:
1) Every Kuhn-Tucker stationary point is a saddle point of the Lagrange
function.
2) Every Kuhn-Tucker stationary point is a weak global Pareto minimizer.
3) Every Kuhn-Tucker stationary point is a solution of the weighting
problem.
We answer the first question in the first- and second-order cases. The
answers of the second question and the third one are known. [2, 3, 4] In
this paper we find the largest class of functions such that every second-order
Kuhn-Tucker stationary point is weakly efficient, and when it is a solution
of weighting problem.
We define the following new classes of vector problems: KTSP-invex,
second-order KTSP-invex, second-order KT-pseudoinvex I, second-order KT-
pseudoinvex II, second-order KT-invex. We prove that in contrast of the
second-order generalized invex vector problems, applied in Duality Theory,
the classes of second-order generalized invex vector problems, introduced in
the paper, include the respective class of first-order generalized invex vector
problem.
In Section 2 we prove a theorem of the alternative, which we apply later
several times. In Section 3 we derive second-order necessary conditions for a
local minimum of problems with C1 (i.e. continuously differentiable) data.
The necessary conditions are not enough to determine the minimizer. In
the next sections we show that the same conditions without constraint qual-
ification are sufficient for a global minimum in some problems of generalized
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convexity type. In Section 4 we introduce notions of KTSP-invex and second-
order KTSP-invex problems with inequality constraints. We prove that these
classes are the largest ones with the following properties: every (second-
order) Kuhn-Tucker stationary point is saddle for the respective scalar La-
grange function. In other words we find the largest classes of problems (P)
such that the saddle points of the Lagrange function and the (second-order)
Kuhn-Tucker stationary points coincide with the weakly efficient solution of
(P). In Section 5 we define a notion of a second-order KT-pseudoinvex-I vec-
tor problem with inequality constraints. We obtain that these problems are
the largest class such that every second-order Kuhn-Tucker stationary point
is a weak global Pareto minimizer of (P). At last, in Section 6 we define a no-
tion of a second-order invex vector problem with inequality constraints. We
prove that these problems are the largest class such that every second-order
Kuhn-Tucker stationary point is a global solution of the weighting problem.
In other words we find the largest class of vector problems with inequality
constraints such that the set of weakly efficient global solutions of (P) coin-
cides with the global solutions of the weighting problem and the second-order
Kuhn-Tucker stationary points.
The notions of invexity that we study in this paper are generalizations of
some notions for scalar and vector problems [2, 3, 4, 5, 6, 7, 8].
2 A Theorem of the Alternative
Throughout this paper we use the following notations comparing the vectors
x and y with components xi and yi in finite-dimensional spaces:
x > y iff xi > yi for all indeces i;
x ≧ y iff xi ≧ yi for all indeces i;
x ≥ y iff xi ≧ yi for all indeces i, x 6= y.
We denote by e the vector e = (1, 1, . . . , 1), and by AT the transpose of the
matrix A.
We apply several times the following lemma:
Lemma 1. Let A, B, C, and D be given matrices. Then either the system
ATx+ CTu < 0, BTx+DTu ≦ 0, u ≧ 0 (2.1)
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has a solution (x, u) or the system
yTA + zTB = 0, yTC + zTD ≧ 0, y ≥ 0, z ≧ 0 (2.2)
has a solution (y, z), but never both.
Proof. Consider the following primal linear programming problem
Minimize 0
subject to yTA+ zTB = 0
yTC + zTD ≧ 0
〈y, e〉 = 1
y ≧ 0, z ≧ 0
and its dual one
Maximize v
subject to ATx+ CTu+ ve ≦ 0
BTx+DTu ≦ 0
u ≧ 0.
Suppose that the system (2.1) has no solutions. We prove that the system
(2.2) is solvable. The dual problem is feasible, because x = 0, u = 0, v = 0 is
a feasible point. It follows from the assumption (2.1) is unsolvable that there
is no a number v > 0 and vectors x and u such that the triple (x, u, v) is
feasible for the dual problem. Therefore, the dual problem is solvable and its
optimal value is 0. According to Duality Theorem in Linear Programming
the primal problem is solvable with the same optimal value. Hence, the
system (2.2) is solvable.
Suppose that (2.1) is solvable. We prove that (2.2) has no solutions.
Assume the contrary, that is (2.2) is solvable. Therefore, the primal problem
is solvable. It follows from Duality Theorem that the dual problem is also
solvable and its optimal value is 0. Therefore, there is no a positive number v
and vectors x, u such that the triple (x, u, v) is feasible for the dual problem,
which is a contradiction, because we suppose that (2.1) is solvable.
Motzkin’s, Farkas’, and Gordan’s theorems of the alternative are partic-
ular cases of Lemma 1 (see [9]).
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3 Second-Order Necessary Conditions for
Weak Local Minimum
In this section we derive necessary optimality conditions for the problem (P)
with continuously differentiable data.
We begin this section with some preliminary definitions. Denote by R
the set of reals and R = R ∪ {−∞} ∪ {+∞}. Let the function h : X → R
with an open domain X ⊂ Rs be differentiable at the point x ∈ X . Then
the second-order directional derivative h′′(x, u) of h at the point x ∈ X in
direction u ∈ Rn is defined as an element of R by
h′′(x, u) = lim
t→+0
2 t−2 [h(x+ tu)− h(x)− t∇h(x)u].
The function h is called second-order directionally differentiable at the point
x if the derivative h′′(x, u) exists for each direction u ∈ Rn and −∞ <
h′′(x, u) < +∞. We say that h′′(x, u) exists, if it is finite.
Consider the problem (P). For every feasible point x ∈ S let A(x) be the
set of active constraints
A(x) := {j ∈ {1, 2, . . . , m} | gj(x) = 0}.
Definition 1. A direction d is called critical at the point x ∈ S if
∇fi(x)d ≦ 0, i = 1, 2, . . . , n, ∇gj(x)d ≦ 0, ∀j ∈ A(x).
For every critical direction d at the feasible point x denote by I(x, d) and
J(x, d) the following index sets:
I(x, d) := {i ∈ {1, 2, . . . , n} | ∇fi(x)d = 0},
J(x, d) := {j ∈ A(x) | ∇gj(x)d = 0}.
Definition 2. A feasible point x¯ ∈ S is called a (weak) local Pareto mini-
mizer, or (weakly) efficient if there exists a neigbourhood U ∋ x¯ such that
there is no x ∈ U ∩ S with f(x) ≤ f(x¯) (f(x) < f(x¯)). The point x¯ ∈ S
is called a (weak) global Pareto minimizer if there does not exist x ∈ S with
f(x) ≤ f(x¯) (f(x) < f(x¯)).
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The problem (P) is said to be Fre´chet differentiable if f and g are Fre´chet
differentiable.
The following result, which contains first-order necessary optimality con-
ditions under various constraint qualifications, is known as Kuhn-Tucker The-
orem:
Proposition 5. Let the problem (P) be Fre´chet differentiable on some open
set X ⊆ Rs. Suppose that x¯ is a weak local Pareto minimizer, and any of the
constraint qualifications holds. Then there exist vectors λ = (λ1, λ2, . . . , λn) ≥
0 and µ = (µ1, µ2, . . . , µm) ≧ 0 such that
n∑
i=1
λi∇fi(x¯) +
m∑
j=1
µj∇gj(x¯) = 0, λj gj(x¯) = 0, j = 1, 2, ..., m.
The next two theorems are generalizations of the primal and dual nec-
essary optimality conditions by Ginchev, Ivanov [10] where scalar problems
with ineuality constraints are treated.
Theorem 1. Let X be an open set in the space Rs, the functions
fi (i = 1, 2, . . . , m), gj (j = 1, 2, . . . , m)
be defined on X. Suppose that x¯ is a weak local Pareto minimizer of the
problem (P), the functions gj (j /∈ A(x¯)) are continuous at x¯, the functions
f and gj (j ∈ A(x¯)) are continuously differentiable, and the functions fi
(i ∈ I(x¯, d)) and gj (j ∈ J(x¯, d)) are second-order directionally differentiable
at x¯ in any critical direction d ∈ Rs. Then for every critical direction d ∈ Rs,
it follows that there is no z ∈ Rs which solves the system
∇fi(x¯)z + f ′′i (x¯, d) < 0, i ∈ I(x¯, d). (3.1)
∇gj(x¯)z + g′′j (x¯, d) < 0, j ∈ J(x¯, d). (3.2)
Proof. Suppose the contrary that there exists a critical direction d such that
the system (3.1), (3.2) has a solution z ∈ Rs. Obviously, the case I(x¯, d) ∪
J(x¯, d) = ∅ is impossible, because x¯ is a weak minimimer.
Let i ∈ {1, 2, . . . , n} be arbitrary fixed. Consider the function of one
variable
ϕi(t) = fi(x¯+ td+ 0.5t
2z).
Since X is open and x¯ is feasible, there exists εi > 0 such that ϕi is defined
for 0 ≦ t < εi. We have
ϕ′i(t) = ∇fi(x¯+ td+ 0.5t2z)(d+ tz).
Therefore, ϕ′i(0) = ∇fi(x¯)d. Consider the differential quotient
2 t−2 [ϕi(t)− ϕi(0)− tϕ′i(0)] = 2 t−2 [fi(x¯+ td+ 0.5t2z)− fi(x¯)− t∇fi(x¯)d].
According to the Mean-Value Theorem there exists θi ∈ (0, 1) such that
fi(x¯+ td+ 0.5t
2z) = fi(x¯+ td) +∇fi(x¯+ td+ 0.5t2θiz)(0.5t2z).
By fi ∈ C1, we obtain that there exists the second-order directional derivative
ϕ′′i (0, 1) and
∇fi(x¯)z + f ′′i (x¯, d) = lim
t→+0
∇fi(x¯+ td+ 0.5t2θiz)z
+ lim
t→+0
2t−2(fi(x¯+ td)− fi(x¯)− t∇fi(x¯)d) = ϕ′′i (0, 1).
Since z is a solution of the system (3.1) with a direction d, we conclude that
for every i ∈ {1, 2, . . . , n} there exists εi > 0 such that
ϕi(t)− ϕi(0)− tϕ′i(0)) < 0 forall t ∈ (0, εi)
that is
fi(x¯+ td+ 0.5t
2z)− fi(x¯)− t∇fi(x¯)d < 0 for all t ∈ (0, εi). (3.3)
Consider the function of one variable
ψj(t) = gj(x¯+ td+ 0.5t
2z).
Using similar arguments we prove that there exists δj > 0, j = 1, 2, . . . , m
with
gj(x¯+ td+ 0.5t
2z)− gj(x¯)− t∇gj(x¯)d < 0 for all t ∈ (0, δj). (3.4)
Consider the following cases:
1) For every j ∈ {1, 2, ..., m} \ A(x¯) we have gj(x¯) < 0. Hence, by
continuity, there exists δj > 0 such that gj(x¯ + td + 0.5t
2z) < 0 for all
t ∈ [0, δj).
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2) For every j ∈ A(x¯) \ J(x¯, d) we have ∇gj(x¯)d = ψ′j(0) < 0. Therefore,
there exists δj > 0 such that ψj(t) < ψj(0) for all t ∈ (0, δj). Hence we have
gj(x¯+ td+ 0.5t
2z) < gj(x¯) = 0 for all t ∈ (0, δj).
3) For all j ∈ J(x¯, d), by ∇gj(x¯)d = 0, it follows from (3.4) that there
exist δj > 0 such that gj(x¯+ td+ 0.5t
2z) < gj(x¯) = 0 for all t ∈ (0, δj).
4) For all i /∈ I(x¯, d) we have ∇fi(x¯)d < 0 that is ϕ′i(0) < 0 and therefore,
for some εi > 0 it holds fi(x¯+ td+ 0.5t
2z) < fi(x¯) for all t ∈ (0, εi).
5) For all i ∈ I(x¯, d) we have ∇fi(x¯)d = 0 and according to (3.3) there
exists εi > 0 such that fi(x¯+ td+ 0.5t
2z) < fi(x¯) for all t ∈ (0, εi).
It is seen that x¯ is not a weak local minimizer, contradicting our hypoth-
esis.
Theorem 2. If all hypotheses of Theorem 1 are satisfied, then corresponding
to any critical direction d there exist nonnegative multipliers
λ = (λ1, λ2, . . . , λn) and µ = (µ1, µ2, . . . , µm) with (λ, µ) 6= 0
such that
µjgj(x¯) = 0, j = 1, 2, . . . , m, ∇L(x¯) = 0, (3.5)
λi∇fi(x¯)d = 0, i = 1, 2, . . . , n, µj∇gj(x¯)d = 0, j = 1, 2, . . . , m, (3.6)
L′′(x¯, d) =
n∑
i=1
λif
′′
i (x¯, d) +
∑
j∈A(x¯)
µjg
′′
j (x¯, d) ≧ 0, (3.7)
where L = 〈λ, f〉 + 〈µ, g〉 is the Lagrange function. Suppose further that a
constraint qualification holds. Then we have λ 6= 0.
Proof. Consider the matrix A whose columns are
{∇fi(x¯) | i ∈ I(x¯, d)} and {∇gj(x¯) | j ∈ J(x¯, d)},
and the row-matrix C whose components are
{f ′′i (x¯, d) | i ∈ I(x¯, d)}} and {g′′j (x¯, d) | j ∈ J(x¯, d)}}.
With these notations Theorem 1 claims that the linear system AT z+CTu < 0,
u ≧ 0, where u ∈ R, has no solutions. It follows from Lemma 1 that there
exist vectors λ ∈ Rn and µ ∈ Rm with λ ≧ 0, µ ≧ 0, (λ, µ) 6= (0, 0) such
that conditions (3.5) and (3.7) are satisfied. According to the assumptions d
is critical and ∇L(x¯) = 0 we obtain that conditions (3.6) are satisfied.
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4 The Saddle Points of the Lagrange Func-
tion and Weak Efficiency
Consider the vector problem (P) and the scalar Lagrange function
Lλ(x, µ) = 〈λ, f(x)〉+ 〈µ, g(x)〉, λ ∈ Λ, µ ≧ 0.
Definition 3. A point (x¯, µ¯) ∈ X× [0,+∞)m is called a Kuhn-Tucker saddle
point of the Lagrange function if
Lλ(x¯, µ) ≦ Lλ(x¯, µ¯) ≦ Lλ(x, µ¯), ∀x ∈ X, ∀µ ≧ 0. (4.1)
Denote the vector (∇f1,∇f2, . . . ,∇fn) by ∇f .
The following definition is an extension to vector problems of the respec-
tive notion by Ivanov [8] which holds for scalar minimization problems.
Definition 4. Let (P) be a Fre´chet differentiable problem. We call (P) Kuhn-
Tucker saddle point invex (for short, KTSP-invex) if there exists a vector
function η : X ×X → Rs such that the following implication holds:
x ∈ X,
u ∈ X,
g(u) ≦ 0

 imply


either f(x)− f(u) ≧ ∇f(u)η(x, u),
gj(x) ≧ ∇gj(u)η(x, u), j ∈ A(u)
or ∇f(u)η(x, u) < 0,
∇g(u)η(x, u) ≦ 0.
(KTSPI)
Theorem 3. Let the problem (P) be Fre´chet differentiable. Then (P) is
KTSP-invex if and only if, for every triple (x¯, λ¯, µ¯) which satisfies Kuhn-
Tucker optimality conditions
〈λ¯,∇f(x¯)〉+
∑
j∈A(x¯)
µ¯j∇gj(x¯) = 0, x¯ ∈ S, λ¯ ≥ 0, µ¯ ≧ 0, (4.2)
the pair (x¯, µ¯) is a saddle point of the Lagrange function Lλ¯.
Proof. Suppose that (P) is KTSP-invex. Let the triple (x¯, λ¯, µ¯) satisfy Kuhn-
Tucker conditions. We prove that (x¯, µ¯) is a saddle point of Lagrange func-
tion. Suppose that x is an arbitrary point from X . The left inequality in
(4.1) follows from x¯ ∈ S, µ¯ ≧ 0, µ ≧ 0, and µ¯jgj(x¯) = 0, j = 1, 2, ..., m.
Therefore, it is enough to prove that
〈λ¯, f(x)− f(x¯)〉+ 〈µ¯, g(x)〉 ≧ 0. (4.3)
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It follows from Lemma 1, by (4.2), that the system
∇f(x¯)η < 0, ∇g(x¯)η ≦ 0 (4.4)
is inconsistent. According to KTSP-invexity there exists η ∈ Rs such that
fi(x)− fi(x¯) ≧ ∇fi(x¯)η, i = 1, 2, . . . , n (4.5)
gj(x) ≧ ∇gj(x¯)η, j ∈ A(x¯). (4.6)
Let us multiply (4.5) by λ¯i and (4.6) by µ¯i and add all obtained inequalities.
Then, we can see that (4.3) is satisfied by Kuhn-Tucker conditions (4.2),
which implies that (x¯, µ¯) is a saddle point of Lλ¯.
Suppose that every pair (x¯, µ¯), which satisfies conditions (4.2) together
with the Lagrange multiplier λ¯, is a saddle point of the Lagrange function
Lλ¯. We prove that (P) is KTSP-invex. Choose an arbitrary point x ∈ X .
Consider the linear programming problem with variables λ1, λ2, . . . , λn, µj ,
j ∈ A(x¯)
Minimize
∑n
i=1 λi [fi(x)− fi(x¯)] +
∑
j∈A(x¯) µj gj(x)
subject to
∑n
i=1 λi∇fi(x¯) +
∑
j∈A(x¯) µj∇gj(x¯) = 0,∑n
i=1 λi = 1,
λi ≧ 0, i = 1, 2, ..., m, µj ≧ 0, j ∈ A(x¯).
It follows from the hypothesis that the objective function of this problem
is non-negative over the feasible set or the feasible set is empty. Therefore
this problem is solvable with a non-negative minimal value or it is unsolvable
when its feasible set is empty. The dual problem is the following one:
Maximize v
subject to ∇f(x¯)η + v ≦ f(x)− f(x¯)
∇gj(x¯)η ≦ gj(x), j ∈ A(x¯).
Consider the case when the primal problem is solvable. According to
Duality Theorem in Linear Programming the dual problem is solvable, too,
with the same optimal value. Therefore, there exist v ≥ 0 and η ∈ Rs, which
satisfy the constraints of the dual problem.
Consider the case when the primal problem is infeasible. By Lemma 1
the infeasibility of the primal problem implies that the system (4.4) for η is
consistent. Both cases bring that (P) is KTSP-invex.
We introduce the following definition:
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Definition 5. Let (P) be a Fre´chet differentiable problem. We call (P)
second-order Kuhn-Tucker saddle point invex (for short, second-order KTSP-
invex) if for every x ∈ X, u ∈ S, and for every critical direction d at u such
that there exist the derivatives f ′′(u, d), g′′(u, d) with finite values at least one
of the systems for η and ω

∇fi(u)η + ωf ′′i (u, d) ≦ fi(x)− fi(u), i = 1, 2, . . . , n
∇gj(u)η + ωg′′j (u, d) ≦ gj(x), j ∈ A(u),
ω ≧ 0
and

∇f(u)η + ωf ′′(u, d) < 0,
∇g(u)η + ωg′′(u, d) ≦ 0,
ω ≧ 0
has a solution.
Theorem 4. Every Fre´chet differentiable KTSP-invex problem with inequal-
ity constraints is second-order KTSP-invex.
Proof. Let (P) be KTSP-invex. Therefore, for all points x ∈ X and u ∈ X
with g(u) ≦ 0 there exists v ∈ Rs such that either
∇f(u)v ≦ f(x)− f(u), ∇gj(u)v ≦ gj(x), j ∈ A(u),
or
∇f(u)v < 0, ∇g(u)v ≦ 0.
The choice η = v, ω = 0, and d = 0 shows that (P) is second-order KTSP-
invex, because f ′′(u, 0) = 0 and g′′j (u, 0) = 0.
Theorem 5. Let the problem (P) be Fre´chet differentiable. Then (P) is
second-order KTSP-invex if and only if for every triple (x¯, λ¯, µ¯), which satis-
fies the second-order Kuhn-Tucker necessary optimality conditions (3.5) and
(3.7), the pair (x¯, µ¯) is a saddle point of the Lagrange function Lλ¯.
Proof. Suppose that (P) is second-order KTSP-invex. Let the triple (x¯, λ¯, µ¯)
satisfy the Kuhn-Tucker conditions with respect to an arbitrary direction d
which is critical at x¯. We prove that (x¯, µ¯) is a saddle point of the Lagrange
function. Suppose that x is an arbitrary point from X . The left inequality
in (4.1) follows from x¯ ∈ S, µ¯ ≧ 0, µ ≧ 0, and µ¯jgj(x¯) = 0, j = 1, 2, ..., m.
Therefore, it is enough to prove that inequality (4.3) holds
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It follows from Lemma 1, by (3.5) and (3.7) that the system
∇f(x¯)η + ωf ′′(x¯, d) < 0, ∇g(x¯)η + ωg′′(x¯, d) ≦ 0, ω ≥ 0
is inconsistent. According to KTSP-invexity there exists η ∈ Rs and ω ≥ 0
such that
fi(x)− fi(x¯) ≧ ∇fi(x¯)η + ωf ′′i (x¯, d), i = 1, 2, . . . , n (4.7)
gj(x) ≧ ∇gj(x¯)η + ωg′′j (x¯, d), j ∈ A(x¯). (4.8)
Let us multiply (4.7) by λ¯i and (4.8) by µ¯i and add all obtained inequalities.
Then, we can see that (4.3) is satisfied by Kuhn-Tucker conditions (3.5) and
(3.7), which implies that (x¯, µ¯) is a saddle point of Lλ¯.
Suppose that d is an arbitrary direction, and every pair (x¯, µ¯), which
satisfies conditions (3.5) and (3.7) together with the Lagrange multiplier λ¯,
is a saddle point of the Lagrange function Lλ¯. We prove that (P) is second-
order KTSP-invex. Choose an arbitrary point x ∈ X . Consider the linear
programming problem with variables λ1, λ2, . . . , λn, µj, j ∈ A(x¯)
Minimize
∑n
i=1 λi (fi(x)− fi(x¯)) +
∑
j∈A(x¯) µj gj(x)
subject to
∑n
i=1 λi∇fi(x¯) +
∑
j∈A(x¯) µj∇gj(x¯) = 0,∑n
i=1 λif
′′
i (x¯, d) +
∑
j∈A(x¯) µjg
′′
j (x¯, d) ≧ 0,∑n
i=1 λi = 1,
λi ≧ 0, i = 1, 2, ..., m, µj ≧ 0, j ∈ A(x¯).
It follows from the hypothesis that the objective function of this problem
is non-negative over the feasible set or the feasible set is empty. Therefore
this problem is solvable with a non-negative minimal value or it is unsolvable
when its feasible set is empty. The dual problem is the following one:
Maximize v
subject to ∇f(x¯)η + ωf ′′(x¯, d) + v ≦ f(x)− f(x¯),
∇gj(x¯)η + ωg′′j (x¯, d) ≦ gj(x), j ∈ A(x¯),
ω ≧ 0.
Consider the case when the primal problem is solvable. According to
Duality Theorem in Linear Programming the dual problem is solvable, too,
with the same optimal value. Therefore, there exist v ≥ 0, η ∈ Rs and
ω ∈ [0,+∞), which satisfy the constraints of the dual problem.
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Consider the case when the primal problem is infeasible. By Lemma 1
the infeasibility of the primal problem implies that the system
∇f(x¯)η + ωf ′′(x¯, d) < 0, ∇g(x¯)η + ωg′′(x¯, d) ≦ 0, ω ≧ 0.
for η and ω is consistent. Both cases bring that (P) is second-order KTSP-
invex.
The following example shows that the converse claim in Theorem 4 is not
satisfied.
Example 1. Consider the problem (P) where X ≡ R2, f = (f1, f2) is the
vector function of two variables such that
f1(x1, x2) = (x
2
1 + x
2
2)
2 − 2x21 + 2x22, f2(x1, x2) = (x21 − 1)2 + 2x22.
and g is the scalar function
g(x1, x2) = x
2
1 + x
2
2 − 1.
The KT stationary points are the pairs (0, 0), (1, 0), (−1, 0) with Lagrange
multipliers µ¯ = 0, λ ∈ Λ. The pair (x¯, µ¯) with x¯ = (0, 0) and µ¯ = 0 is not a
saddle point of Lλ for every λ = (λ1, λ2) ∈ Λ, because
Lλ(xε, µ¯) = λ1(ε
4 − 2ε2) + λ2(ε2 − 1)2 < Lλ(x¯, µ¯), xε = (ε, 0)
for all ε ∈ (0,√2). It follows from Theorem 3 that this problem is not KTSP-
invex. The point (0, 0) is not second-order stationary, because every direction
is critical at (0, 0), and
〈d,∇2Lλ(x¯, µ¯)d〉 = −4d21 + 4d22 < 0, x¯ = (0, 0), µ¯ = 0
if d22 < d
2
1, where d = (d1, d2) is a direction. The points (1, 0) and (−1, 0)
are second-order stationary, because the multipliers λ1 = 1, λ2 = 0, µ = 0,
where L = λ1f1 + λ2f2 + µg is the Lagrange function, satisfy the second-
order necessary dual optimality conditions. Since these points compose with
the multiplier µ = 0 saddle points of Lλ, then by Theorem 5, the problem is
second-order KTSP-invex.
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5 Optimality Conditions with Second-Order
KT-Pseudoinvex Problems
Consider the problem (P). We denote the vector
(f ′′1 (x, d), f
′′
2 (x, d), . . . , f
′′
n(x, d))
by f ′′(x, d), and the set of all critical directions at x by D(x).
The following notion was introduced by Osuna-Gomez, Beato-Moreno,
Rufian-Lizana [3]:
Definition 6. Let the problem (P) be Fre´chet differentiable. Then it is called
KT-pseudoinvex-I if there exists a map η : X × X → Rs such that the
following implication holds:
x ∈ X, y ∈ X, f(y) < f(x)
g(x) ≦ 0, g(y) ≦ 0
]
⇒
[ ∇f(x)η(x, y) < 0
∇gj(x)η(x, y) ≦ 0, j ∈ A(x).
Definition 6 is a generalization of the notion of KT-invex problems due
to Martin [5] for scalar problems, because for such problems KT-invexity
is equivalent to KT-pseudoinvexity. The following proposition is the main
result in the paper of Osuma-Gomez, Rufian-Lizana, Ruiz-Canales [4] (see
Theorem 2.3). It is a generalization of Theorem 2.1 due to Martin [5].
Proposition 6. Let the problem (P) be Fre´chet differentiable. Then it is
KT-pseudoinvex-I if and only if every KT stationary point is a weak global
minimizer.
Here we study the second-order case. Second-order KT-invex scalar prob-
lems are defined by Ivanov. [6] We introduce the following notion, which is
a second-order analog of Definition 6.
Definition 7. Let (P) be a Fre´chet differentiable problem. Then we call
(P) second-order KT-pseudoinvex-I if there exist maps d : X × X → Rs,
η : X×X → Rs and a function ω : X×X → [0,+∞) such that the following
implication holds:
x ∈ X, y ∈ X
g(x) ≦ 0,
g(y) ≦ 0,
f(y) < f(x)

⇒


∃f ′′(x, d(x, y)), ∃g′′j (x, d(x, y)), j ∈ A(x)
∇f(x)η(x, y) + ω(x, y)f ′′(x, d(x, y)) < 0
∇gj(x)η(x, y) + ω(x, y)g′′j (x, d(x, y)) ≦ 0, j ∈ A(x),
where d(x, y) ∈ D(x).
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We suppose here that there exist f ′′i (x, d(x, y)) and g
′′
j (x, d(x, y)) with finite
values.
Theorem 6. Every Fre´chet differentiable KT-pseudoinvex-I problem with
inequality constraints is second-order KT-pseudoinvex-I.
Proof. Let (P) be KT-pseudoinvex-I. Therefore, for all feasible points x and
y with f(y) < f(x) there exists u ∈ Rs such that
∇f(x)u < 0, ∇gj(x)u ≦ 0, j ∈ A(x).
The choice η = u, ω = 0, and d = 0 shows that (P) is second-order KT-
pseudoinvex-I, because f ′′(x, 0) = 0 and g′′j (x, 0) = 0.
Definition 8. A point x ∈ S is called second-order Kuhn-Tucker stationary
point (for short, second-order KT point) if for every critical direction d ∈ Rs
at x such that there exist the second-order derivatives f ′′(x, d), g′′j (x, d), j ∈
A(x) with finite values, there are Lagrange multipliers λ = (λ1, λ2, . . . , λn) ≥
0, µ = (µ1, µ2, . . . , µm) ≧ 0, satisfying equations (3.5) and (3.7).
Obviously, every second-order KT stationary point x is a first-order KT
stationary point. Indeed, for every Fre´chet differentiable problem there is
at least one critical direction d ∈ Rn such that there exist the second-order
derivatives f ′′(x, d), g′′j (x, d), j ∈ A(x). It is the direction d = 0. Therefore,
conditions (3.5) and (3.7) are satisfied when d = 0. It follows from (3.5) that
x is a KT stationary point. The converse implication does not hold.
Theorem 7. Let the problem (P) be Fre´chet differentiable. Then every
second-order KT stationary point is a weak global Pareto minimizer if and
only if (P) is second-order KT-pseudoinvex-I.
Proof. Let (P) be second-order KT-pseudoinvex-I. We prove that every se-
cond-order KT point is a weak global Pareto minimizer. Suppose the contrary
that x is a second-order KT stationary point, but there exists y ∈ S with
f(y) < f(x). It follows from second-order pseudoinvexity that there exist a
critical direction d ∈ Rs, η ∈ Rs, and a number ω ≥ 0 such that
∇fi(x)η(x, y) + ω(x, y)f ′′i (x, d(x, y)) < 0, i = 1, 2, . . . , n, (5.1)
∇gj(x)η(x, y) + ω(x, y)g′′j (x, d(x, y)) ≦ 0, ∀j ∈ A(x). (5.2)
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We conclude from x is a second-order KT point and d is critical that there
exist λ ≥ 0 and µ ≧ 0 with
n∑
i=1
λi∇fi(x) +
∑
j∈A(x)
µj∇gj(x) = 0 (5.3)
n∑
i=1
λif
′′
i (x, d) +
∑
j∈A(x)
µjg
′′
j (x, d) ≧ 0. (5.4)
Let us multiply (5.1) by λi, (5.2) by µj and add all obtained inequalities.
Taking into account (5.3), (5.4) and λ 6= 0 we get the impossible inequality
0 < 0.
Let each second-order KT point be a weak global Pareto minimizer. We
prove that (P) is second-order KT-pseudoinvex-I. Take x ∈ X , y ∈ X with
g(x) ≦ 0, g(y) ≦ 0, f(y) < f(x). Therefore, x is not a weak global Pareto
minimizer. Hence, x is not a second-order KT point. Consequently, there
is a critical direction d such that the derivatives f ′′(x, d), g′′(x, d) exist with
finite values, but there are not (λ, µ) ≧ 0, λ 6= 0 which satisfy (5.3) and (5.4).
Therefore, the linear programming problem
Maximize
∑n
i=1 λi
subject to
∑n
i=1 λi∇fi(x) +
∑
j∈A(x) µj∇gj(x) = 0,∑n
i=1 λif
′′
i (x, d) +
∑
j∈A(x) µjg
′′
j (x, d) ≥ 0,
λi ≥ 0, i = 1, 2, . . . , n, µj ≥ 0, ∀j ∈ A(x)
has non-positive maximal value. If we take λi = 0, µj = 0, j ∈ A(x), then
we obtain that the exact optimal value of this problem is 0. The dual linear
problem is
Minimize 0
subject to ∇fi(x)u− vf ′′i (x, d) ≧ 1, i = 1, 2, . . . , n
∇gj(x)u− vg′′j (x, d) ≧ 0, j ∈ A(x)
v ≧ 0.
It follows from Duality Theorem that the dual problem is also solvable.
Therefore, there exist η ∈ Rs and ω ≧ 0 (η = −u, ω = v), which satisfy
inequalities (5.1) and (5.2). Hence, (P) is second-order KT-pseudoinvex-
I.
The following examples show that the converse claim in Theorem 6 is not
satisfied.
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Example 2. Consider the vector function of two variables f = (f1, f2) such
that
f1(x1, x2) = (x
2
1 + x
2
2)
2 − 2x21 + 2x22, f2(x1, x2) = (x21 − 1)2 + 2x22.
The KT stationary points are the pairs (0, 0), (1, 0), (−1, 0). The vector
function is not KT-pseudoinvex-I, because (0, 0) is not weakly efficient. For
instance, we have f(ε, 0) < f(0, 0) for all ε ∈ (0,√2). On the other hand
(0, 0) is not a second-order stationary point, because 〈d,∇2L(0, 0) d〉 < 0 for
all critical directions d = (d1, d2) such that |d1| > |d2| where L = λ1f1+ λ2f2
is the Lagrange function with a multiplier λ = (λ1, λ2). The other stationary
points (1, 0) and (−1, 0) are second-order stationary ones and they are global
minimizers of the component f2 and weakly efficient for f . Therefore, by
Theorem 7 the unconstrained problem is second-order KT-pseudoinvex-I.
It seem that the unconstrained minimization of f could be reduced to the
problem
Minimize f(x, y)
subject to g1(x, y) = −x ≦ 0, g2(x, y) = −y ≦ 0 (P
′)
by the substitution x = x21, y = x
2
2, where
f = (f1, f2), f1(x, y) = (x+ y)
2 − 2x+ 2y, f2(x, y) = (x− 1)2 + 2y.
The only stationary point of (P′) is (x, y) = (1, 0) and it is weakly efficient.
Therefore, (P′) is KT-pseudoinvex-I in contrast of the unconstrained mini-
mization of f(x1, x2).
Example 3. Consider the problem (P) where X ≡ R2, f = (f1, f2) is the
vector function of two variables such that
f1(x1, x2) = 2x1x2 − 2x21 − x22 + 8x1 − 6x2, f2(x1, x2) = −x1 + x2,
and g is the scalar function of two variables
g(x1, x2) = x1 − x21 + x2.
The set of the KT stationary points is the segment whose endpoints are (1,0)
and (1,-2):
{(x1, x2) | x1 = 1,−2 ≤ x2 ≤ 0}.
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All points from the segment are not weakly efficient, because both functions
f1 and f2 are strictly monotone over the ray
{(x1, x2) | x1 = 1, x2 ≤ −2},
they approach −∞ when x2 tends to −∞, and all points (x1, x2) such that
x1 = 1, x2 ≦ 0 are feasible. Therefore, by Proposition 6, the problem is not
KT-pseudoinvex-I. All KT stationary points do not satisfy the second-order
necessary optimality conditions in Theorem 2. Therefore, the problem has
no second-order KT stationary points. By Theorem 7 the problem is second-
order KT-pseudoinvex-I.
The next definition was introduced by Arana-Jimenez, Rufian-Lizana,
Osuna-Gomez and Ruiz-Garzon [2]:
Definition 9. Let the problem (P) be Fre´chet differentiable. Then it is called
KT-pseudoinvex-II if there exists a map η : X × X → Rs such that the
following implication holds:
x ∈ X, y ∈ X, f(y) ≤ f(x)
g(x) ≦ 0, g(y) ≦ 0
]
⇒
[ ∇f(x)η(x, y) < 0
∇gj(x)η(x, y) ≦ 0, j ∈ A(x).
Definition 9 is an another generalization of KT-invexity (see Martin [5]) to
vector problems. We introduce the following notion which is a second-order
analog of the last definition.
Definition 10. Let the problem (P) be Fre´chet differentiable. Then we call
(P) second-order KT-pseudoinvex-II if there exist maps d : X × X → Rs,
η : X×X → Rs and a function ω : X×X → [0,+∞) such that the following
implication holds:
x ∈ X, y ∈ X
g(x) ≦ 0,
g(y) ≦ 0,
f(y) ≤ f(x)

 ⇒


∃f ′′(x, d(x, y)), ∃g′′j (x, d(x, y)), j ∈ A(x)
∇f(x)η(x, y) + ω(x, y)f ′′(x, d(x, y)) < 0
∇gj(x)η(x, y) + ω(x, y)g′′j (x, d(x, y)) ≦ 0, j ∈ A(x)
where d(x, y) ∈ D(x).
We suppose here that f ′′i (x, d(x, y)) and g
′′
j (x, d(x, y)) are finite.
The proofs of the following results are similar to the proofs of Theorems
6 and 7.
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Proposition 7. Every Fre´chet differentiable KT-pseudoinvex-II problem with
inequality constraints is second-order KT-pseudoinvex-II.
Proposition 8. Let (P) be a Fre´chet differentiable problem. Then each
second-order KT stationary point is a global Pareto minimizer if and only
if (P) is second-order KT-pseudoinvex-II.
6 The Weighting Problem and Second-Order
Kuhn-Tucker Stationary Points
For every vector λ ∈ Λ consider the weighting scalar problem Pλ. The
following notion was introduced by Osuna-Gomez, Beato-Moreno, Rufian-
Lizana [3]:
Definition 11. Let the problem (P) be Fre´chet differentiable. Then it is
called KT-invex if there exists a map η : X×X → Rs such that the following
implication holds:
x ∈ X, y ∈ X,
g(x) ≦ 0, g(y) ≦ 0
]
⇒
[
f(y)− f(x) ≧ ∇f(x)η(x, y)
0 ≧ ∇gj(x)η(x, y), j ∈ A(x).
Definition 11 is a generalization of the notion of KT-invex problems due
to Martin [5] for scalar problems.
It is shown by Osuna-Gomez, Beato-Moreno, Rufian-Lizana [3] that a
Fre´chet differentiable problem (P) is KT-invex if and only if every KT sta-
tionary point is a solution of the weighting problem. We introduce the follow-
ing notion, which is a generalization of the notion of second-order KT-invex
problems with inequality constraints for scalar problems (see Ivanov [6, 7]).
Definition 12. Let the problem (P) be Fre´chet differentiable. Then we call
(P) second-order KT-invex if there are maps d : X × X → Rs, η : X ×
X → Rs and a function ω : X × X → [0,+∞) such that f ′′(x, d(x, y)) and
g′′j (x, d(x, y)), j ∈ A(x) exist as finite values for all x ∈ S, y ∈ S and the
following inequalities hold:
fi(y)− fi(x) ≧ ∇fi(x)η(x, y) + ω(x, y)f ′′i (x, d(x, y)), i = 1, 2, . . . , n, (6.1)
0 ≧ ∇gj(x)η(x, y) + ω(x, y)g′′j (x, d(x, y)), j ∈ A(x). (6.2)
We suppose here that the direction d(x, y) is critical at x.
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In this definition the second-order directional derivatives of f and g are
not required to exist for every direction.
Theorem 8. Every Fre´chet differentiable KT-invex vector problem with in-
equality constraints is second-order KT-invex.
Proof. Let (P) be KT-invex. Therefore, for all x ∈ S, y ∈ S there exists
u ∈ Rn such that
f(y)− f(x) ≧ ∇f(x)u, 0 ≧ ∇gj(x)u, j ∈ A(x).
The choice η = u, ω = 0, and d = 0 shows that (P) is second-order KT invex,
because f ′′(x, 0) = 0 and g′′j (x, 0) = 0, j ∈ A(x).
Theorem 9. Let (P) be Fre´chet differentiable. Then each second-order KT
stationary point x is a global solution of the weighting problem (Pλ) with the
same vector λ if and only if (P) is second-order KT-invex.
Proof. Let (P) be second-order KT-invex. We prove that every second-order
KT stationary point x is a global solution of the respective weighting problem.
Choose arbitrary feasible point y ∈ S. Suppose that x is a second-order KT
point. It follows from KT-invexity that there exists a direction d ∈ Rs which
is critical at x, a map η ∈ Rs, and a number ω ≧ 0 such that the derivatives
f ′′(x, d), g′′j (x, d), j ∈ A(x) exist and equalities (6.1) and (6.2) are satisfied.
We conclude from x is a second-order KT point and d is critical that there
exist λ ≥ 0 and µ ≧ 0 satisfying (5.3) and (5.4). Let us multiply (6.1) by λi,
(6.2) by µj and add all obtained inequalities. Taking into account (5.3) and
(5.4) we conclude that 〈λ, f(y)〉 ≧ 〈λ, f(x)〉.
Let each second-order KT stationary point be a solution of the weighting
problem. We prove that (P) is second-order KT invex. Suppose the contrary
that there exist x ∈ S, y ∈ S such that for every critical direction d with the
property that, if the derivatives f ′′(x, d), g′′j (x, d), j ∈ A(x) exist with finite
values, then the system
{ ∇f(x)η + ωf ′′(x, d) ≦ f(y)− f(x)
∇gj)(x)η + ωg′′j)(x, d) ≦ 0, j ∈ A(x)
has no solution for η ∈ Rs and ω ≧ 0. Therefore, the linear programming
problem
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Maximize 0
subject to ∇fi(x)η + ωf ′′i (x, d) ≦ fi(y)− fi(x), i = 1, 2, . . . , n,
∇gj(x)η + ωg′′j (x, d) ≦ 0, j ∈ A(x),
ω ≧ 0.
is infeasible. Its dual linear programming problem is the following one
Minimize
∑n
i=1 λi[fi(y)− fi(x)]
subject to
∑n
i=1 λi∇fi(x) +
∑
j∈A(x) µj∇gj(x) = 0,∑n
i=1 λif
′′
i (x, d) +
∑
j∈A(x) µjg
′′
j (x, d) ≥ 0,
λi ≧ 0, i = 1, 2, . . . , n, µj ≧ 0, j ∈ A(x).
It follows from Duality Theorem that both problems are simultaneously
solvable or unsolvable. The dual problem is feasible (λ = 0, µ = 0 is a
feasible point). Therefore, the dual problem is not solvable, because it is
unbounded. Hence, there exists a feasible point (λ, µ) for the dual problem
such that λ 6= 0. It follows from d is critical and (λ, µ) with λ 6= 0 is feasible
for the dual problem that x is a second-order Kuhn-Tucker point for the
problem (P). According to our assumption x is a solution of the weighting
problem, that is 〈λ, f(y) − f(x)〉 ≧ 0. This conclusion is satisfied for for
every (λ, µ) with λ 6= 0. Hence the optimal value of the dual problem is
bounded from below by 0, which contradicts our indirect conclusion that it
is unbounded.
Example 2 show that the converse claim in Theorem 8 is not satisfied.
The stationary point x = (0, 0) is not weakly efficient. Therefore, it is not
a global solution of the scalar problem Pλ for every λ ∈ Λ, and by Theorem
9, the unconstrained problem from this example is not KT-invex. The set of
second-order stationary points consists of the points (1, 0) and (−1, 0). Both
points are global minimizers of f1 and f2. Therefore, these points are global
solutions of Pλ.
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