A fundamental understanding of synchronized behavior in multi-agent systems can be acquired by studying analytically tractable Kuramoto models. However, such models typically diverge from many real systems whose dynamics evolve under non-negligible resource constraints. Here we construct a system of coupled Kuramoto oscillators that consume or produce resources as a function of their oscillation frequency. At high coupling, we observe strongly synchronized dynamics, whereas at low coupling we observe independent oscillator dynamics, as expected from standard Kuramoto models. For intermediate coupling, which typically induces a partially synchronized state, we empirically observe that (and theoretically explain why) the system can exist in either (i) a state in which the order parameter oscillates in time, or (ii) a state in which multiple synchronization states are simultaneously stable. Whether (i) or (ii) occurs depends upon whether the oscillators consume or produce resources, respectively. Relevant for systems as varied as coupled neurons and social groups, our study lays important groundwork for future efforts to develop quantitative predictions of synchronized dynamics for systems embedded in environments marked by sparse resources.
A fundamental understanding of synchronized behavior in multi-agent systems can be acquired by studying analytically tractable Kuramoto models. However, such models typically diverge from many real systems whose dynamics evolve under non-negligible resource constraints. Here we construct a system of coupled Kuramoto oscillators that consume or produce resources as a function of their oscillation frequency. At high coupling, we observe strongly synchronized dynamics, whereas at low coupling we observe independent oscillator dynamics, as expected from standard Kuramoto models. For intermediate coupling, which typically induces a partially synchronized state, we empirically observe that (and theoretically explain why) the system can exist in either (i) a state in which the order parameter oscillates in time, or (ii) a state in which multiple synchronization states are simultaneously stable. Whether (i) or (ii) occurs depends upon whether the oscillators consume or produce resources, respectively. Relevant for systems as varied as coupled neurons and social groups, our study lays important groundwork for future efforts to develop quantitative predictions of synchronized dynamics for systems embedded in environments marked by sparse resources.
Since their development in 1975 [1] , coupled Kuramoto oscillators have been used to model a variety of physical systems [2] [3] [4] [5] and understand associated behaviors [6] [7] [8] [9] [10] [11] . These applications typically require alterations to the canonical model, including the addition of timedelayed coupling or inertia. However, there is one pervasive discrepancy between the Kuramoto model and real systems that remains relatively unstudied: non-negligible constraints on system resources.
Consequent to thermodynamics, no system can sustain oscillations indefinitely without a supply of some resource. Further, the transition from persistent oscillation to the stationary state is typically not discontinuous as a function of resource supply; it is instead gradual. A mechanical watch, for example, will not suddenly stop ticking as the spring loses its stored potential energy, but will gradually lose seconds over time until the spring has fully unwound. While the dependence on resources may be fairly unimportant during periods of adequate supply, that dependence becomes critical to system behavior when resources become scarce. For example, oxygen deprivation during concussion can perturb the activity of coupled neurons in the human brain, and a scarcity of natural resources can alter predator-prey population cycles in ecology.
We propose a simple model accounting for resource constraints in a system of Kuramoto oscillators. Oscillators are assumed to have resource-dependent internal velocities, to consume resources as a function of their net velocities, and to acquire resources from baths of the resource whose levels are unique to each oscillator. That is, oscillator i is associated with a resource level, R i , which modifies its internal velocity, ω i (R i ), and is connected to its own thermodynamic resource bath level, B i . A sub-script is included on the function ω i (·) because the functional dependence between oscillation rate and resource level may itself differ among oscillators. Unlike [12] , the rate of change of the resource level here is a function of the net velocity and the difference between the current resource level and its bath. Thus, in the most general form, the phases, φ i , and resource levels, R i , of our system obeyφ
for N oscillators coupled with strength K according to adjacency matrix elements A ij .
We simplify this general model by assuming linear rela-
We also assume oscillators are identical in their functional dependencies (i.e. ω i (x) = ω j (x) and f i (x, y) = f j (x, y)), and we thus drop associated i indices from the expansion coefficients. To eliminate one additional parameter, we redefineφ i toφ i − ν. Thus βφ i becomes βφ i − βν, and we absorb this second term into our definition of α. Our final system iṡ
In words, µ defines the sensitivity of internal velocity to resource level, α defines the intrinsic production (if positive) or consumption (if negative) of resource by an oscillator, D defines the diffusion rate of the resource between bath and oscillator, and β defines the amount of To probe the behavior of this model, we begin by studying a system of 400 oscillators with normally distributed B i . Oscillators are coupled on an Erdős-Rényi network with edge probability 0.2, which is large enough to ensure mean field theory can provide a reasonable approximation of the system's behavior. For analytic simplicity, model parameters are chosen so that the phase timescale is much faster than the resource timescale. Varying K and β, we evaluate synchronization using order parameter r defined by re iψ = 1 N j e iφj (Fig. 1 ). In this sample instantiation, we observe four primary behaviors: (i) a fixed point at asynchrony for small K, (ii) a fixed point at synchrony for large K, (iii) an oscillating order parameter if K is intermediate and β < 0, and (iv) bistability if K is intermediate and β > 0. No other significantly different behaviors were observed for other parameter choices, although some may exist given the size of the parameter space.
We first consider the possible behaviors of a single oscillator interacting with a supposed synchronized group, and then we turn to group-level dynamics. An oscillator can be considered a two-state system (Fig. 2 .i). In the first state, S1, the oscillator turns with a net velocity equal to the average velocity of the group (φ i = Ω); in the second state, S2, the oscillator turns with a net velocity equal, on average, to its internal velocity (φ i = ω i = µR i ). Because the equilibrium resource level is defined in part by the net velocity, and because the internal velocity is defined by resource level, each of the states S1 and S2 will have corresponding equilibrium internal velocities ω i (S1) and ω i (S2) that the oscillator will approach over time. Further, an effective coupling strength is defined in mean field theory, given the size of the current synchronized group and the coupling strength. This effective coupling defines an envelope in frequency space whose boundaries are Ω ± Kr/N ( Fig. 2 .ii). Refer to the SI for a derivation of this envelope. If an oscillator's internal velocity ω i places it within the envelope, it will be captured by (i.e. synchronize with) the group, and if ω i places it outside of the envelope, it will remain free (i.e. unsynchronized).
The possible dynamics of a single oscillator can thus be separated into 4 types. A Type 1 ('Stably Free') oscillator is one for which both ω i (S1) and ω i (S2) are outside of the envelope, so that the oscillator will always eventually transition to state S2. A Type 2 ('Stably Captured') oscillator is one for which both ω i (S1) and ω i (S2) are inside of the envelope. A Type 3 ('Transitory') oscillator has ω i (S1) outside the envelope and ω i (S2) inside the envelope and will continually alternate between capture and escape. A Type 4 ('Bistable') oscillator has ω i (S1) inside the envelope and ω i (S2) outside the envelope, so both states S1 and S2 will be stable. Note that these four behaviors do not depend on any of the simplifications made to the general model. Further, note that the four different group behaviors are not in one-to-one correspondence with these four single-oscillator behaviors, as will be elaborated below. Finally, in the context of our simplified model, we can show that if β and µ have the same sign, then Type 4 ('Bistable') oscillators may exist; whereas if β and µ have opposite signs, then Type 3 ('Transitory') oscillators may exist (see the SI). Thus, since the choices of β and µ are system-wide, only one of Type 3 and Type 4 oscillators may exist.
Having defined the behavior of a single oscillator interacting with a dominant synchronized group, we now turn to the question of group behaviors. Such group behaviors can be understood by considering the effects of dynamics on the available resources. A Type 1 ('Stably Free') oscillator's resource level will equilibrate to that characteristic of desynchronization. A Type 2 ('Stably Captured') oscillator's resource level will equilibrate to that characteristic of synchronization. The resource level of a Type 3 ('Transitory') oscillator will oscillate back and forth between levels characteristic of synchronization and desynchronization, and as a result will pile up at the boundaries of the synchronization envelope. By symmetry of the envelope, Type 3 oscillators will pile up both uncapturable capturable S1 S1 S2 S2 S1 S2 S2 S1
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(i) (ii) above and below the mean resource level, and so both the resource distribution and in turn the internal velocity distribution of Type 3 oscillators will become bimodal over time. For Type 4 oscillators, their distribution will be smooth over resource levels, but will depend on the history of the system. In order to understand the transitions observed in the order parameter, we consider graphical solutions to a mean field Kuramoto system
Kr d N sin ω cos 2 (ω), (5) where ω is the internal velocity, d is the average degree, and g(x) is related to the probability distribution of internal velocities (see Fig. 3 and the SI for derivation). Solutions at a chosen moment provide order parameters that would be stable in the mean field description of a system of Kuramoto oscillators with natural velocities equal to their value at that same chosen moment. In fact, the natural velocities of the oscillators drift over time, but because the phase timescale is much faster than the resource timescale, the system will equilibrate its phase behavior before resource levels change appreciably, and therefore this equation is sufficient.
To gain further intuition, suppose the system is presently in some synchronization state with order parameter r * (Fig. 3) . The right side of Eq. 5 then gives the equilibrium order parameter of the system if each oscillator interacted with a single mean field oscillator with coupling strength Kr * d /N . Call this order parameter r . If r > r * , we expect order in the system to increase; if r < r * , we expect order to decrease. This simple argument captures the stability properties of many Kuramoto systems. For example, it correctly predicts the stability properties of Gaussian, unimodal, and (weakly) bimodal natural frequency distributions ( Fig. 3.i ). Now we have all of the tools to understand the time evolution of the oscillatory order that we observed. Suppose we let a system of oscillators run for some period of time, and at a given moment we find the order parameter to be large. For a given present value of the order parameter, some of our oscillators will be Type 1, some Type 2, and some Type 3. The resource levels of Type 1 and Type 2 oscillators will be spread over some range, but the Type 3 oscillators will drive a bimodal resource distribution, generating bistability in the system (Figure 3 .ii, top left). For the system to be in a high order state, it must be that many of the Type 3 oscillators are currently synchronized inside of the envelope. Thus, these oscillators will gradually move outward toward the boundary of the synchronization envelope. At the group level, this process has the effect of pushing the upper bump of the blue curve downward. Eventually, a saddle-node bifurcation occurs and the high-order solution vanishes. Thus, the system must transition to the low-order state, causing the synchronization envelope to shrink dramatically. Consequently, all of the Type 3 oscillators, no matter their present state, will desynchronize ( Fig. 3. ii, top right).
As a result of now being outside of the envelope, the resource levels of all Type 3 oscillators will now move quickly toward the mean level, clustering closely together in resource space. The high-order solution will almost immediately reappear as the Type 3 oscillators begin to cluster together ( Fig. 3. ii, bottom left, reflecting a moment of stable disorder). However, since the low-order solution is stable, the system will persist in the low-order state until the Type 3 oscillators cluster sufficiently that the low-order state becomes unstable. For reasons discussed in the SI, in a finite-sized system, this will be the moment when the "energy barrier" between the lowand high-order states becomes sufficiently small that the system can randomly transition to the high-order state ( Fig. 3. ii, bottom right). In an infinite-sized system, the details of this transition are unknown to the present authors. Once such a transition occurs, we find the system again in a state of high order ( Fig. 3. ii, top left), and the cycle repeats. Now that we understand group behaviors for Type 3 oscillators, we turn to Type 4 oscillators. Recall that an oscillator's classification depends upon the present effective coupling strength. With zero coupling, the system will be made up entirely of Type 1 oscillators. If we then increase the coupling, some of the oscillators will become Type 4 oscillators, which being previously unsynchronized, remain unsynchronized. This point in the system's dynamics is precisely a subcritical bifurcation, since if we moved all of the Type 4 oscillators inside of the envelope, they would remain there and form a stable synchronized group. As we continue to increase the coupling strength, eventually some of the Type 4 oscillators will become Type 2 oscillators, and a small synchronized group of Type 2 oscillators will appear. Upon changing from Type 4 to Type 2 oscillators, the internal veloci- ties will transition from ω i (S1) to ω i (S2), causing the order parameter of the system to continually increase, even without changes in the coupling strength. The additional growth will capture more oscillators, initiating a cascade of synchronization. Thus, the system will experience a transition up to the synchronized phase which is first-order in the coupling strength, commonly referred to as explosive synchronization [13] .
If we then turn the coupling strength down slowly, the Type 2 oscillators will again become Type 4 oscillators as the synchronization envelope narrows, but high order will persist. Eventually, some of the Type 4 oscillators will become Type 1 oscillators, and so move outside of the envelope of synchronization. However, unlike the case of synchronization, all unsynchronized oscillators are equivalent in their effect on the order parameter. Thus, the transition from ω i (S2) to ω i (S1) will not cause additional change in the order parameter. Consequently, the transition back to disorder will be continuous in the coupling strength; in other words, a second order phase transition.
The behavior of this Kuramoto model can clarify dynamics observed in many physical and biological systems existing under resource constraints. For example, transient oscillatory synchrony has been observed to be important for efficient routing of information [14] in neural systems. Consider also alcohol consumption in a group of acquaintances; each individual will have a preferred frequency of consumption, but their actual frequency will be modulated by interaction with the group. Each in-dividual also accrues the resource of craving at a different rate based on environmental stimuli such as advertisements, experiences, and inter-personal communication [15] . Consumption can either increase or decrease craving; for some, satiating the urge, while for others, strengthening it. Oscillations in this context are reminiscent of binge drinking behaviors, in which an individual is usually satisfied to drink at a group frequency, but eventually their craving grows until they break off and drink at a higher-than-average frequency for a brief period, after which they settle back into the group frequency. Future studies could exercise the model to study such resource-constrained biological, physical, social, and technological systems, and to better understand their associated behaviors.
Many open questions remain in this system. The social context above motivates consideration of mixed populations of β > 0 and β < 0 oscillators. In addition, the nature of the connection topology is an important modulator of observed dynamics in standard Kuramoto systems, and we expect the same to be true here. One particularly interesting topological modification would be to connect the baths in the resource level, encoding a multilayer network structure [16] that allows individual oscillators to interact with a shared resource environment. Although resource-constrained Kuramoto systems have been little-considered up to this point, we hope that the interesting behavior observed in just the simplest version of this model motivates further work moving forward.
