Motivated by multimedia and perhaps other applications, this paper investigates a Partial Order Connection (POC) service/protocol. Unlike classic transport services that deliver objects either in the exact order transmitted or according to no particular order, POC provides a partial order service; that is, a service that requires some, but not all objects to be received in the order transmitted. Two versions of POC are proposed: reliable, which requires that all transmitted objects are eventually delivered, and unreliable, which permits the service to lose a subset of the objects. In the unreliable version, objects are more nely categorized into one of three reliability classes depending on their temporal value. Two metrics based on e i (P), the number of linear extensions of partial order P in the presence of i lost objects, are proposed as complexity measures of di erent combinations of partial order and reliability. Formulae for calculating e i (P) are derived when P is series-parallel. A formal speci cation of a POC protocol, written in Estelle, is presented and discussed. This speci cation was designed and validated using formal description tools and will provide a basis for future implementations.
Introduction and Motivation
Current applications that need to communicate objects (i.e., images, les, sound bites) choose between classic transport services that provide either an ordered service (e.g., TCP) or one that does not guarantee any ordering (e.g., UDP). Many applications, however, such as multimedia only require partial order delivery; some objects being communicated must arrive in the order transmitted, some may arrive in any order. By currently using an ordered service, these applications waste both memory and bandwidth resources and at the same time risk incurring greater delays. Multimedia tra c often is characterized either by periodic, synchronized parallel streams of continuous bit rate (CBR) information (e.g., combined audio-video), or by structured image streams (e.g., displays of multiple overlapping and nonoverlapping windows). Currently these applications must use and pay for an ordered service even though they do not need it. Because a partial order service has greater exibility in delivering objects to a user, such a service will reduce delays in object delivery, and require less memory and/or bandwidth on the average than would an ordered one. This will be the case when the underlying service is inherently unreliable as in the Internet packet switched network. In today's age of megabyte objects, avoiding the need to bu er or retransmit even one object can result in signi cant savings. Two variations of a partial order service are proposed: reliable partial order service (R-PO) which guarantees the eventual delivery of all transmitted objects according to a de ned partial order, and unreliable partial order (U-PO) service which makes a best e ort to deliver all transmitted objects, but tolerates a well de ned level of lost objects. In addition to introducing partial order services/protocols, this article considers quantifying, comparing and formally specifying each version. Additionally, this article investigates what metric(s) appropriately characterizes (i.e., quanti es) the work that must be performed to provide a particular R-PO (U-PO) service, and how this metric is computed for a given partial order. Such a metric would permit one to compare two or more R-POs (U-PO) thereby distinguishing between di erent quality of service levels and providing a clearer means, say, for charging for each service. Also, a U-PO service allows a destination to presume certain, but not all objects to be lost when their temporal value has expired. How does one classify objects according to their varying temporal constraints; how does a destination dynamically decide when objects are lost; and what are the e ects of such a decision? These issues will be considered as follows. Section 2 introduces and motivates R-PO and U-PO service in detail. Section 3 proposes two metrics based on a partial order's set of linear extensions for quantifying and comparing the complexity of di erent R-PO and U-PO services. Formulae for calculating these metrics are derived for the subset of partial orders that are series-parallel, a form often appropriate for characterizing multimedia applications. In Section 4 and Appendix A, a Partial Order Connection (POC) protocol for providing either R-PO or U-PO service for any partial order is speci ed in Estelle. Also several practical issues of concern in implementing POC in the future are considered. Finally, Section 5 provides conclusions and directions for future research.
Partial Order Service
Partial order services are needed and can be employed as soon as a complete ordering is not mandatory. When two objects can be delivered to a transport service user in either order, there is no need to use an ordered service that delays delivery of the second one transmitted until the rst arrives. We now present four illustrating examples.
Example 1: Consider an Anatomy and Physiology Instructor system described as \a simple multimedia application example based on the hypermedia paradigm and temporal relation speci cation " 22] . Here a workstation displays multiple windows of video, audio, text, image, and animated image according to well de ned synchronization and ordering requirements. In one particular presentation, the user learns of the human heart by combining an animated image and sound track of a heart pumping in one window while simultaneously providing general textual information (e.g., average heart rate) in another window (see Figure 1 taken from 15].) Figure 2 adapted from 22] illustrates the partial order that models the heart presentation. Views 1 and 2 of the heart are xed images that change with time to provide a gradual rotation or slow-motion animation. These images are represented by objects 1-12 displayed in a sequence of six pairs. There are two text objects and two single image objects shown in the four windows on Example 2: Consider an application that must do a screen refresh on a workstation screen/display containing multiple windows. In refreshing the screen from a remote source, objects (icons, still or video images) that overlap one another have a \series" relationship and should be refreshed from bottom to top for optimal redisplay e ciency. However, objects that do not overlap have a \parallel" relationship and may be refreshed in any order. Therefore, the way in which the windows overlap induces a partial order. Consider the four cases in Figure 3 . A sender wishes to refresh a remote display that contains four active windows (objects) named f1 2 3 4g . Assume the windows are transmitted in numerical order and the receiving application refreshes windows as soon as the transport service delivers them. If the windows are con gured as in Figure 3 .A, an ordered service, also referred to as a FIFO channel, is required. In this case, only one ordering is permitted at the destination. If window 2 is received before window 1, the transport service cannot deliver it or an incorrect image will be displayed. each and every second for the entire news transmission. Figure 5 's partial order models the delivery the characteristics of the multimedia presentation. Objects connected by a horizontal line must be received in left to right order, while those in parallel have no inherent ordering requirement. While objects within each of the given ve streams must be received in order, there exists exibility in delivering objects in di erent streams.
Welcome to the CBS News . . . Assume a round trip time (including delays at intermediate packet switches) of 200ms and a multimedia application using the ATM network to remotely present two animated image sequences, both with sound and one with an ongoing subtitle; and one presentation with xed images. These three presentations are spatially and temporally independent. A two second period representing the repeating partial order service needed is shown in Figure 6 . ... 8 4 6 ... 
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.4ms for the partial order service. This example, while contrived, is meant to demonstrate that the potential quantitative gains in using a partial order are nontrivial. More detailed studies of actual expected gains are in progress and will be discussed further later on. In summary, these four examples illustrate the usefulness of a partial order service. They also illustrate that the partial order is dependent on the application and may be speci ed at di erent levels. Compare the partial order used in Example 1 where an entire video sequence is a single object to the more likely case in Examples 3 and 4 where individual video frames are single objects. The e ciency gained with a partial order service will depend on how an application designer chooses an appropriate structure and granularity for the partial order.
Reliability vs. Order
While the most common transport protocols (e.g., TCP) work hard to avoid the loss of even a single object, most multimedia applications have a genuine ability to tolerate loss. Losing one frame per second in a thirty frame per second video or losing a segment of its accompanying audio channel is usually not a problem. Bearing this in mind, the proposed partial order transport service combines partial order with varying levels of loss that can be tolerated (partial reliability). Traditionally there exist four transport services: reliable-ordered, reliable-unordered, unreliableordered, and unreliable-unordered (see Figure 7 ). Reliable-ordered service is denoted by a single point where all objects are delivered in the order transmitted. Traditional le transfer is an example application requiring such a service. Reliable-unordered is a single point where all objects must be delivered, but not necessarily according to the order transmitted. Some transaction processing such as credit card veri cations requires such a service. Unreliable-ordered service allows some objects to be lost; those that are delivered, however, must arrive in relative order 1 . Since there are varying degrees of unreliability, this service is represented by a set of points in Figure 7 . An unreliable-ordered service is applicable to packet-voice or teleconferencing applications. If duplicates are not permitted, this represents what some, but not all authors call \at-most-once" delivery service 20]. Finally unreliable-unordered service allows objects to be lost and delivered in any order. This is the kind of service used for normal email (without acknowledgment receipts) and electronic announcements or junk email. The concept of a partial order expands the order dimension from the two extremes of ordered and unordered to a range of discrete possibilities. R-PO service, for example, is appropriate for the screen refresh Example 2 described earlier while U-PO service is appropriate for general multimedia applications such as the television news broadcast for the hearing impaired in Example 3.
Related Work
Other authors have considered theoretical consequences of channel ordering, or lack thereof, in the context of designing and verifying distributed algorithms 19, 23] . For example, Ahuja shows that some conclusions derived on the design of distributed algorithms need not have required FIFO ordering as a base assumption 4]. Ahuja, however, assumes a sending process dynamically builds 
Reliable Partial Order Service
Given a particular partial order, just how many orderings are permitted at the destination if no losses are permitted? Answering this question allows one to quantify and compare two or more R-PO services. Unfortunately there is currently no known formula for calculating e(P) for an arbitrary partial order. Recently it has been shown that the problem of computing e(P) is #P-complete 2 9] . There is an O(N 5 ) algorithm, where N is the number of objects, for computing e(P) for partial orders that form a tree when all edges are considered undirected 7] . Similarly, there is an O(N 8 ) algorithm for computing e(P) for any graph (and therefore for any partial order) where if the directions of the edges of P are not considered, any resulting cycles are edge disjoint 12].
Neither of these forms, however, model multimedia applications.
If the partial orders under consideration are series-parallel 28], calculation of e(P) is possible 1].
While not all applications calling for a partial order service need a series-parallel one, such a composition is reasonable for many applications, particularly multimedia applications. For instance, the partial orders in all of Section 2's examples are series-parallel. (Similarly, the Object Compositionit also tolerates an occasional missing object. Let e i (P) denote the number of linear extensions permitted by a partial order P that tolerates the loss of exactly i objects where e 0 (P) represents what previously was denoted e(P). This section provides formulae for e i (P) analogous to those in the previous section whenever P is series-parallel.
If a receiving application can tolerate the loss of some objects, then the destination partial order service conceivably could more exibly deliver those objects that arrive out of order from the network (even in terms of a de ned partial order) by simply assuming certain expected ones were lost. The amount of added exibility when i objects can be lost can be quanti ed by considering all possible variations of each valid ordering of N objects with up to and including i of them missing.
For example, the partial order in Figure 3 .B permits two linear extensions: (1 2 3 4) and (1 3 2 4). If the loss of any single object is tolerated, then the number of delivery orders that the destination could accept increases from two to eight: (1 2 3 4), (1 3 2 4) and (1 2 3), (1 2 4), (1 3 2), (1 3 4), (2 3 4), (3 2 4).
More precisely, if partial order X has a single object, then e 0 (X) = e 1 (X) = 1 and 8 i 2 e i (X) = 0].
(One cannot lose two or more objects from a partial order that only has one object.) If partial orders X 1 and X 2 are combined in series and i objects can be lost, the resulting number of linear extensions is: (1) Equation (1) sums all combinations of: losing i and 0 objects from partial orders X 1 and X 2 , respectively; plus losing i ? 1 and 1 objects from X 1 and X 2 , respectively; ..., plus losing 0 and i objects from partial orders X 1 and X 2 , respectively. Analogously (2) where by de nition i! = 1 for i 1. The number of terms in a general formula for e i (X), where X is a composition (either series or parallel) of k > 2 partial orders, can be based on the number of compositions of i. The overall number of terms in the formula increases, but each one is simpler to represent. Thus by using compositions, the general formula is more readable.
Intuitively, when composing k partial orders, either in series or in parallel, with i losses, it is possible to have 1 loss in each of i partial orders and none in the others; or 2 losses in a single partial order, 1 loss in each of i ? 2 partial orders and none in the others; or 2 losses in each of 2 partial orders, 1 loss in each of i ? 4 partial orders and none in the others; ...; or i losses in 1 partial order and none in the others. If the ranges of summation variables are properly de ned, all of the linear 3 Unfortunately, the term composition has two meanings. To minimize confusion,`composition' is used to refer to the combining either in series or in parallel of two or more partial orders.`Composition' (in italics) will refer to the mathematical concept of a set of integers summing to an integer i. 4 Partitions of i do not take order into account.
extensions that result from all of these composition possibilities are mutually exclusive. Thus in a general formula, there will be one term in the calculation of e i (X) for each composition of i. Each term itself must consider all possible combinations of partial orders in which the losses occur, thus resulting in multiple summations over all partial orders. When partial orders are combined in series, one computes the product of the number of linear extensions of each partial order (with or without its permitted loss(es)) to compute the total number of possible ways the extensions can be combined. If the partial orders are combined in parallel, then one also must consider all possible interleavings of a single linear extension from each one. This results in an additional multinomial coe cient hereafter denoted P i;j (coe cient for the j th composition of i losses). If X 1 ; : : :; X k are k partial orders with n 1 ; : : :; n k objects, respectively, then X 1 ; ; X k and X 1 k k X k have N = k X j=1 n j objects, and the formulae for e 1 ; e 2 ; and e 3 are as follows. A single formula is presented for composition either in series or in parallel. For series compositions, all P i;j coe cients = 1; for parallel compositions, each P i;j coe cient is given. Several speci c formulae are given prior to to the general formula for e i to provide an intuition into the structure and complexity of the general formula. The two terms for e 2 respectively represent all combinations of: 2 losses from 1 partial order and none from the others; and 1 loss from each of 2 partial orders and none from the others. In the second term, subscript i 2 takes on only those values greater than subscript i 1 . This is to avoid counting twice the case of a single loss in each of X i 1 and X i 2 . respectively, where C and P represent combinations and permutations.
From a computational point of view, computing e i for a partial order composed of multiple smaller partial orders is simpli ed by composing them two at a time and repeatedly using the formulae (1) and (2). The computational complexity of computing e i is discussed further in 11].
Comparing Partial Order Services
Using arbitrary precision arithmetic routines, programs were developed to compute e i values for an arbitrary series-parallel partial order. Table 1 Table 1 . be increasingly more motivated to use an ordered service for an application having only partial order constraints as toleration for loss increased. This seems counterintuitive.
Similarly, initial study of m i and M i demonstrates that for i 6 = j; m i (X 1 ) < m i (X 2 ) does not imply m j (X 1 ) m j (X 2 ) (and analogously for M i ). Merely because partial order A is more exible than partial order B when i (or fewer) losses can be tolerated, A may be less exible than B when j > i (or fewer) losses can be tolerated (contrary to the authors' initial intuition).
The above formulae for e i assume that all objects are equivalent from the viewpoint of loss. In some applications, however, this may not be true (see Section 4.2). For example, in Figure 2 , perhaps one could tolerate the loss of any single pair of associated parallel objects in 1 through 12 (i.e., (1,2) or (3,4) or ... or (11, 12) ), but not any single or any random two of the nineteen objects. The previous formula for calculating e 2 allows any two objects to be lost and thus overestimates the number of valid linear extensions with this constraint.
One can take into account such restrictions when computing any e i value. In this example, one can recompute the e 2 value for just the partial order consisting of objects 1-12, and de ne e 2 = 0 for the other ve parallel composed partial orders (objects [13] [14] [15] [16] [17] [18] [19] . Additionally, this constraint implies e 1 = 0 for all six parallelly composed partial orders. With this particular constraint, the number of linear extensions is 6,273,146,880; less than 15% of the general e 2 value of 49,662,412,800.
Estelle Protocol Speci cation
While calculating e i (P) is useful for evaluating and comparing partial orders, it remains a practical problem for a destination to determine as objects arrive if they are in one of the valid orders as de ned by P. That is, is the arriving order a member of L(P)? If not, arriving objects must be bu ered to guarantee the particular partial order in agreement at the time.
Enumerating L(P) is equivalent to nding all possible topological sortings for a given partial order 18]. Fortunately in practice, a destination need not enumerate L(P) to decide if an arriving object can be delivered. The destination merely needs to see if the arriving object satis es the de ned partial order. Once a source/destination pair have agreed on the partial order in question, there remain two problems: (1) what protocol does the destination use to evaluate an arriving object's validity with regards to order, and (2) Since it makes no practical sense to put a POC on top of a service that is already fully ordered and fully reliable, Protocol POC assumes that the underlying network service is unreliable. It will lose and duplicate objects, and sometimes deliver them out of the order transmitted. In all cases (R-PO and U-PO), Protocol POC will remove duplicates.
The sender transmits (possibly repeating periods of) N objects using at most NUM SND BUFFERS to remember unacknowledged objects outstanding at any moment in time. The receiver is assumed to have NUM RCV BUFFERS with which to temporarily store out of order objects. In case of repeating periods, the sender and receiver distinguish identically numbered objects from di erent periods by a period number.
Object Reliability Classes
In Section 3's discussion of U-PO service, it is assumed that all objects are equal with regards to their reliability. This classi cation is reasonable if all objects are identical (e.g., video frames in a 30 frame/s lm). Applications that require a partial order service, however, may contain a variety of object types. Thus Protocol POC de nes three object reliability classes within a U-PO service: BART-NL, BART-L, NBART-L, where it is the application's responsibility to de ne which object belongs to which class 5 . While classic transport services generally treat all objects equally, the sending and receiving functions of Protocol POC behave di erently for each class of object. BART-NL objects must be delivered to the destination. These objects have long temporal value that lasts for an entire established connection and require reliable delivery. If all objects are of type BART-NL, the service is R-PO service. An example of BART-NL objects would be the windows in the screen refresh Example 2 of Section 2. To assure eventual delivery of a BART-NL object in Protocol POC, the sender bu ers it, starts a timeout timer, and retransmits it if no ack arrives before the timeout. The receiver in turn returns an ack when the object has safely arrived and been delivered or bu ered. BART-L objects have temporal value over some intermediate amount of time, enough to permit timeout and retransmission, but not everlasting. Once the temporal value of these objects has expired, it is better to presume them lost than to delay further the delivery pipeline of information. One possibility for deciding when an object's usefulness has expired is to require each object to contain information de ning its precise temporal value 14]. An example of a BART-L object would be a movie subtitle which normally is displayed during a twenty second lm sequence. If not delivered sometime during the rst ten seconds, the subtitle loses its value and can be presumed lost. In Protocol POC, these objects are bu ered-acked-retransmitted up to a certain point in time and then presumed lost.
NBART-L objects are those associated with strict real time applications. Their temporal values too short to bother timing out and retransmitting. An example of a NBART-L object might be a single packet of speech in a packetized phone conversation or one image in a 30 image/s lm. In Protocol POC, a sender transmits these objects once and the service makes a best e ort to deliver them. If the one attempt is unsuccessful, no further attempts are made. Protocol POC's general architecture is shown in Appendix A. A User Sender (e.g., sending application) supplies objects to the POC Sender according to the partial order, not necessarily in sequence order 1; 2; : : :; N; 1; 2; : : : The partial order de nes both the possible orders of transmission by the sending application and the orders of delivery to the receiving application. The POC Sender bu ers and, if necessary, retransmits any BART-NL or BART-L objects that are not acknowledged within a prede ned timeout period. The total number of unacknowledged BART-NL and BART-L objects never exceeds NUM SND BUFFERS. Each time an object arrives at the receiver, Estelle transition Check Newly Arriving Object becomes rable. If the object is within the receiver's window and is not a duplicate, it is either immediately delivered to the User Receiver (e.g, destination application) or, if not deliverable according to the partial order, stored for future delivery. BART-NL and BART-L objects are then acked. Out of order objects for which there is no available bu er space simply are discarded. Whenever an object is delivered to the User Receiver, transition Check Bu ers For Delivery becomes enabled which checks all occupied receive bu ers to see if the just delivered object now enables the delivery of any stored objects. Due to practical page constraints, the Estelle speci cation in Appendix A is abbreviated only to include the architecture and data transfer phase. It is assumed that a connection already has been established and that an initial partial order and vector de ning the reliability class of each of the N objects has been negotiated.
Also not included is that part of the data transfer phase that allows the POC Sender and POC Receiver to change the partial order dynamically. Dynamic changes are permitted in the full speci cation 6 although the POC Sender and POC Receiver are obligated to complete one partial order before beginning another. A sender and receiver may not handle multiple di erent partial orders simultaneously. Currently the authors predict any gain in performance would be minor and not worth the added complexity needed to permit multiple orders.
Any partial order can be represented in N(N ? 1)=2 bits as an upper N by N triangular matrix where N is the number of objects in the partial order 1]. If the partial order is series-parallel, it can be represented as the intersection of two total orders 29]. By assuming one total order to be 1; 2; : : :; N, a series-parallel partial order can be encoded in N log N bits.
For a U-PO service with BART-L and NBART-L type objects, a POC Receiver can decide at any time that an object is presumed lost and then continue delivering objects as if the lost one had been delivered. This represents the situation where a multimedia application decides that an object has lost its temporal value. To decide when to presume an object is lost, POC Receiver includes transition Validate Temporal Value to regularly check if delivery to the User Receiver of each expected object in the reception window is still worthwhile. As soon as an expected BART-L or NBART-L object's temporal value expires as determined by a call to a special function Is Object Still Useful, the object is presumed lost. Then all currently bu ered objects are checked to see if their delivery is now enabled. Should an object that was presumed lost arrive later, it will be discarded since it is no longer of any value, and if type BART-6 available from the authors L, it will be acknowledged to stop its retransmission by the sender. Thus for this protocol, an ack is sent any time a BART-L object is delivered, stored, or presumed lost; so it is possible to ack an object that has not yet been sent. The details of Is Object Still Useful are not de ned in Appendix A. This function can be internal to Protocol POC in which case each object is required to contain information de ning its precise temporal value. Otherwise this function must contact the User Receiver to decide when an object is no longer valuable. The latter approach requires coordination between the User Receiver and the POC Receiver. In regards to the metrics discussed in Section 3, when the set of presumed losses exceeds a de ned limit as determined by a function assumed to have been negotiated at connection establishment, a message is sent to the User Receiver indicating the negotiated QOS is not being provided. It is then up to this user to determine whether or not to continue with the partial order service.
It is emphasized that while closed form formulae for computing m i (X) and M i (X) exactly are provided only for series-parallel partial orders, Protocol POC is applicable for any partial order, not only those that are series-parallel. When a partial order contains BART-NL objects, the e i values are reduced since certain linear extensions with loss are no longer permitted. Calculation of e i in this case uses the same formulae derived in Section 3 with the single di erence that initial values e 1 (X) equal 0, not 1 whenever X is a partial order representing a single BART-NL object.
