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Abstract
A version of Fejer–Riesz factorization and factorization of positive operator-valued poly-
nomials in several non-commuting variables holds. The proofs use Arveson’s extension theo-
rem and matrix completions. © 2001 Elsevier Science Inc. All rights reserved.
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0. Introduction
Let Gm denote the free semi-group on m generators g1, . . . , gm with identity e.
Let Um denote the set of m-tuples U = (U1, . . . , Um) of of unitary operators on
separable Hilbert space. Given a word w = gj1gj2 · · ·gjk ∈ Gm and U ∈ Um, let
Uw = Uj1Uj2 · · ·Ujk .
Let Gnm denote the words of length at most n, Fm ⊃ Gm the free group on the m
generators g1, . . . , gm, and Hnm the set of words of the form v−1w, where v,w ∈
Gnm. (Hnm are the hereditary words of order n.) For h = v−1w ∈Hnm and U ∈ Um,
define
Uh = (Uv)∗Uw,
and observe Uh depends only upon h, not v and w.
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Given (complex) Hilbert spaces C and E, let L(C) and L(C,E) denote the
bounded operators on C and from C to E, respectively.
Theorem 0.1. Let positive integers m and n and operators Ah ∈L(C), h ∈Hnm,
be given. If
A(U) =
∑
Uh ⊗Ah
is positive semidefinite for eachU ∈ Um, then there exists an auxiliary Hilbert space
E (of dimension at most dim(C)∑n0 mj ) and operators Bw ∈L(C,E), w ∈ Gnm,
such that
A(U) = B(U)∗B(U),
where
B(U) =
∑
Uw ⊗ Bw.
When m = 1, the spectral theorem implies that
A(U) =
n∑
−n
Uj ⊗ Aj
is positive semidefinite for all unitary operators U if and only if
A(u) =
n∑
−n
ujAj
is positive semidefinite for all complex numbers u of modulus 1. Thus, as a corol-
lary of Theorem 0.1, if A(u) is positive semidefinite, then it factors as B(u)∗B(u).
This is somewhat weaker than the versions of Fejer–Riesz factorization of Rosen-
blatt, Gohberg, and the very general results of Rosenblum and Rovnyak [7,8], where
E = C and B(u) is an outer function (no zeros in the unit disc in the scalar C = C
case). However, using Beurling’s theorem, this stronger conclusion follows from the
existence of a factorization. In the several variable case (m > 1) there is a version
of Beurling’s theorem, but it requires an auxiliary Hilbert space (usually countably
many copies of C) and so it seems unlikely that, in general, E can be chosen equal
to C when C is finite dimensional.
To state a factorization for non-negative operator valued polynomials in several
non-commuting variables, let Sm denote the set of m-tuples S = (S1, . . . , Sm) of
self-adjoint operators on separable Hilbert space. Given S ∈ Sm and a word w =
gj1gj2 · · ·gjk , let
Sw = Sj1Sj2 · · · Sjk .
Theorem 0.2. Let m and n positive integers, and operators Aw ∈L(C), w ∈ G2nm ,
be given. If
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A(S) =
∑
Sw ⊗ Aw
is positive semidefinite for each S ∈ Sm, then there exists an auxiliary Hilbert space
(of dimension at most dim(C)∑n0 mj) and operatorsBw ∈L(C,E), w ∈ Gnm, such
that
A(S) = B(S)∗B(S),
where
B(S) =
∑
Sw ⊗ Bw.
The remainder of the paper has four sections. Section 1 collects some prelimi-
naries about completely positive maps and matrix completions. Hankel and Toep-
litz matrices in several non-commuting variables are the topics of Sections 2 and
3, respectively. The results in these sections are closely related to recent results of
Arias and Popescu [1], and Davidson and Pitts [4]. Section 4 contains the proofs of
Theorems 0.1 and 0.2.
1. Preliminaries
1.1. Completely positive maps
A subset S of the C∗-algebra M of ×  matrices is self-adjoint if S∗ ∈S
whenever S ∈S. A linear map φ :S 
→L(C) is completely positive if the map-
ping 1k ⊗ φ : Mk ⊗S 
→ Mk ⊗L(C) is positive for each k.
Theorem 1.1 (Special case of Arveson’s extension theorem). If S ⊂ M is self-
adjoint, if S contains a positive definite invertible matrix, and if φ :S 
→L(C)
is completely positive, then there exists a completely positive map φ¯ : M 
→L(C)
which extends φ.
Proof (Sketch). The usual hypothesis is that S contains the identity, rather than an
invertible positive element [6].
IfS does not contain the identity, but does contain a positive invertible matrix P,
choose X so that X∗X = P , let T = (X−1)∗SX−1 and define ψ :T 
→L(C) by
ψ(T ) = φ(X∗TX).
ψ is completely positive and thus extends to a completely positive map ψ¯ :M 
→
L(C). Define φ¯ : M 
→L(C) by φ¯(M) = ψ¯((X−1)∗MX−1). Then φ¯ is a com-
pletely positive extension of φ. 
There is a simple characterization due to Choi [6] of completely positive maps
φ : M 
→L(C). Let Eα,β ∈ M denote the matrix with a one in the (α, β) position
and zero elsewhere.
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Theorem 1.2. φ : M 
→L(C) is completely positive if and only if
(φ(Eα,β)) ∈L(⊕C)
is positive semidefinite.
1.2. Chordal graphs and matrix completions
A graph (undirected graph) G consists of a finite set V, the vertices, and a sub-
set E of V × V , the edges, such that (v, v) ∈ E for each v ∈ V and (v,w) ∈ E if
and only if (w, v) ∈ E. A subset C of V is a clique (of G) if (v,w) ∈ E for each
v,w ∈ C. A subset Lk of V is a loop of length k provided there is an enumeration
Lk = {v1, v2, . . . , vk} such that (vj , v) ∈ E if and only if |j − |  1 or |j − | =
k − 1. The graph G is chordal if it contains no loops of length 4 or more.
A partially positive matrix subordinate to the graph G is a set of k × k matrices
{Px : x ∈ E} such that for each clique C ⊂ V the matrix (with matrix entries)
(P(v,w))v,w∈C
is positive semidefinite.
Grone et al. [5] show that if G is chordal, then a partially positive matrix subordi-
nate to G can be extended to a positive semi-definite matrix.
Theorem 1.3. If G is a chordal graph and if {Px : x ∈ E} is a partial positive matrix
subordinate to G, then there exists k × k matrices Px for x /∈ E such that
(P(v,w))v,w∈V
is positive semidefinite.
2. Hankel matrices in several non-commuting variables
Denote by Gnm the Hilbert space with orthonormal basis Gnm. Given a word w =
gj1gj2 · · ·gjk ∈ Gm, let wt denote the transpose of w,
wt = gjk · · ·gj2gj1 .
A matrix H ∈L(Gnm) is a Hankel matrix if Hv,w depends only upon vtw. Let Hnm
denote the collection of all such Hankel matrices. Thus Mk ⊗ Hnm is the set of Han-
kel matrices with k × k matrix entries. In this case Hv,w ∈ Mk . Observe that Hnm is
self-adjoint.
In systems theory, the transfer function corresponds to a Hankel matrix which then
has a number of state space realizations. A similar representation holds for Hankel
matrices in several non-commuting variables. The representation below for positive
Hankel operators generalizes a result of Curto and Fialkow [2].
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Theorem 2.1. If H ∈ Mk ⊗ Hnm and if H is positive definite, then there exists an m-
tuple S = (S1, . . . , Sm) of self-adjoint operators on a Hilbert spaceK of dimension
at most k
∑n
0 m
j and an operator V : Ck 
→K such that
Hv,w = V ∗SvtwV
for all v,w ∈ Gnm.
The first step in the proof of Theorem 2.1 is to extend the positive definite Hankel
matrix H. The same proof that positive definite Hankel matrices have positive com-
pletions [2] works for Hankel matrices in several non-commuting variables. Let |w|
denote the length of the word w ∈ Gm.
Lemma 2.2. If H ∈ Mk ⊗ Hnm is positive definite, then there exist G,G′ ∈ Mk ⊗
Hn+1m such that Gv,w = G′v,w = Hv,w for v,w ∈ Gnm and
1. G′ is positive definite, and
2. G is positive semidefinite and for each x =∑|w|=n+1 xw ⊗ w ∈ Ck ⊗ Gn+1m ,
there exists y =∑|w|n yw ⊗ w such that G(x − y) = 0.
It is possible to parameterize all the choices for G, but to keep the exposition
concise this is not done.
Proof of Lemma 2.2. Define Gv,w = 0 = G′v,w for |vtw| = 2n+ 1. View Gnm as a
subspace of Gn+1m . Thus Gnm is the span of the words of length at most n and the
orthogonal complement (Gnm)⊥ is the span of the words of length exactly n+ 1.
Define X : Ck ⊗ (Gnm)⊥ 
→ Ck ⊗ Gnm by
〈X(x ⊗ w), y ⊗ v〉 = 〈Gv,wx, y〉.
Observe that
〈X∗(y ⊗ v), x ⊗ w〉 = 〈Gw,vy, x〉,
since for |v| < n, Gv,w = Hv,w = H ∗w,v = G∗w,v , and if |v| = n, Gv,w = 0 = Gw,v .
Let Y = X∗H−1X. Define, for |v|, |w| = n+ 1,
〈Gv,wx, y〉 = 〈Y (x ⊗ w), y ⊗ v〉.
Then the Hankel operator
G =
(
H X
X∗ Y
)
=
(
H 1/2
X∗H−1/2
) (
H 1/2 H−1/2X
)
is positive semidefinite. Moreover, given x =∑|w|=n+1 xw ⊗ w, choose y =
H−1Xx, then G(x − y) = 0. This proves item (2). To prove item (1), define G′ the
same as G, except when |v|, |w| = n+ 1 let
G′vtw = Gvtw + δv,wI. 
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Lemma 2.3. Mk ⊗Hnm contains a positive definite matrix.
Proof. The proof proceeds by induction on n. For n = 0 there is little to prove. If
the result holds for n, then it holds for n+ 1 by an application of item (1) of Lemma
2.2. 
Proof of Theorem 2.1. By Lemma 2.2(2), there exists a positive semidefinite G ∈
Ck ⊗ Hn+1m such that Gv,w = Hv,w for v,w ∈ Gnm and such that for each x =∑
|w|=n+1 xw ⊗w ∈ C⊗ Gn+1, there exists y =
∑
|w|n yw ⊗ w with
G(x − y) = 0. (2.1)
Let L denote the vector space with basis Gn+1m and let H(G) denote the Hil-
bert space obtained from Ck ⊗L by moding out null vectors using the positive
semi-definite form[∑
xw ⊗w,
∑
yv ⊗ v
]
=
〈(∑
xw ⊗ w
)
,
∑
yv ⊗ v
〉
=
∑
〈Gv,wxw, yv〉.
Together, the hypothesis that H is a positive definite matrix and (2.1) imply that the
cosets represented by {eq ⊗ w: |w|  n, 1  q  k} is a basis of H(G), where {eq}
is the standard basis of Ck . On this basis, define the shift operators Sj by
Sj (eq ⊗ w) = eq ⊗ gjw.
Compute
Sj ∑
|w|n
xw ⊗ w,
∑
|v|n
yv ⊗ v


=

∑
|w|n
xw ⊗ gjw,
∑
|v|n
yv ⊗ v


=
∑
〈Gv,gjwxw, yv〉
=
∑
〈Ggjv,wxw, yv〉
=

∑
|w|n
xw ⊗ w,
∑
|v|n
yv ⊗ gjv


=

∑
|w|n
xw ⊗ w, Sj
∑
|v|n
yv ⊗ v

 .
Thus Sj is self-adjoint.
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Define V : Ck 
→ H(G) by V x = x ⊗ e and compute, for |v|, |w|  n,
[V ∗SvtwV x, y]=[SwV x, SvVy]
=[x ⊗ w, y ⊗ v]
=〈Gv,wx, y〉.
Thus, for any v,w ∈ Gnm,
V ∗SvtwV = Gv,w = Hv,w. 
3. Toeplitz matrices in several non-commuting variables
Using the notations of the previous section, T ∈L(Gnm) is a Toeplitz matrix if
Tv,w depends only upon v−1w. Let Tnm denote the set of all such Toeplitz matrices.
Thus, Mk ⊗ Tnm is the set of Toeplitz operators—the Toeplitz matrices with k × k
matrix entries. In particular, t (h) ∈ Mk for h ∈Hnm determines a Toeplitz operator
by requiring
〈T (x ⊗ w), y ⊗ v〉 = 〈t (v−1w)x, y〉
for v,w ∈ Gnm and x, y ∈ Ck . Observe that Tnm is self-adjoint. Choosing, t (e) = 1
and t (h) = 0 if h /= e shows Tnm contains the identity matrix.
Compare the following representation for positive semi-definite Toeplitz matrices
with the Naimark Dilation Theorem [6].
Theorem 3.1. If T ∈ Mk ⊗ Tnm is positive semidefinite, then there exists an m-tuple
U = (U1, . . . , Um) of unitary operators on a Hilbert space K and an operator V :
Ck 
→K such that
Tv,w = V ∗Uv−1wV,
for all |v|, |w|  n.
The proof of Theorem 3.1 depends on a positive, rather than contractive, version
of Caratheodory interpolation in several non-commuting variables. Recent work of
Arias and Popescu [1] and Davidson and Pitts [4] addresses Nevanlinna–Pick and
Caratheodory interpolation in several non-commuting variables.
Lemma 3.2. If T ∈ Mk ⊗ Tnm is positive semidefinite, then there exists R ∈ Mk ⊗
Tn+1m such that R is positive semidefinite and Rv,w = Tv,w for v,w ∈ Gnm.
Proof. Let G denote the graph with vertices V = Gn+1m and edges E = {(v,w) :
v−1w ∈Hnm}. Thus (v,w) ∈ E if and only if either |v|, |w|  n, or there exists j
such that v = gj v′ and w = gjw′. In particular, the maximal cliques of G are Gnm
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and gjGnm, j = 1, 2, . . . ,m and there are no edges from {gjw : |w| = n} to {gw :
|w|  n} when j /= .
To see that G is chordal, suppose L = {v1, . . . , vk} is a subset of V and (vi , vj ) is
an edge if either |i − j | = 1 or |i − j | = k with k  4. If all of the vj are inGnm, then,
as Gnm is a clique, L is not a loop. Now suppose not all of the vj are in Gnm. Without
loss of generality, we may assume v1 = g1w1 for some |w1| = n. Consequently,
v2 = g1w2 and gk = g1wk for some |w2|, |wk|  n. But then (v2, vk) ∈ E, and thus
L is not a loop. It follows that G contains no loops of length 4 or more. Thus G is
chordal.
Let t (h) = Tv,w for h = v−1w ∈Hnm. Since T is toeplitz, t (h) is well defined.
The data t (h), h ∈Hnm, determines a partially defined matrix R subordinate to the
graph G by
Rv,w = t (v−1w), (v,w) ∈ E.
On the maximal cliques gjGnm,
(Rv,w)v,w∈gjGnm=(Rgj v′,gjw′)v′,w′∈Gnm
=(Tv′,w′)v′,w′∈Gnm.
Thus, R defines a partially positive matrix subordinate to the graph G. It follows from
Theorem 1.2 that there exists Rgjv,gw for |w|, |v| = n and j /=  such that
(Rv,w)v,w∈Gn+1m
is positive semidefinite.
Proof of Theorem 3.1. From Lemma 3.2 and induction, there exists Qv,w ∈ Mk ,
v,w ∈ Gm, such that Qv,w depends only upon v−1w, for each N the matrix
(Qv,w)|v|,|w|N
is positive semidefinite, and if |v|, |w|  n, then Qv,w = Tv,w. Let V denote the
vector space with basis Gm. Let H(Q) denote the Hilbert space obtained by moding
out null vectors and completing Ck ⊗V in the form[∑
xw ⊗w,
∑
yv ⊗ v
]
=
∑
〈Qv,wxw, yv〉.
Define the shift operators Sj densely on H(Q) by
Sj
∑
xw ⊗ w =
∑
xw ⊗ gjw.
The equality,[
Sj
∑
xw ⊗ w, Sj
∑
yv ⊗ v
]
=
[∑
xw ⊗ gjw,
∑
yv ⊗ gjv
]
=
〈∑
Qgj v,gjwxw, yv
〉
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=
〈∑
Qv,wxw, yv
〉
=
[∑
xw ⊗ w,
∑
yv ⊗ v
]
shows that Sj is (well defined and) an isometry and so extends to an isometry on
H(G).
There exists a Hilbert space K(G) containing H(G) and unitary operators Uj on
K(G) such that H(G) is invariant for Uj and Uj restricted to H(G) is Sj . Define
V : Ck 
→ K(G) by V x = x ⊗ e and compute, for |v|, |w|  n,
〈V ∗Uv−1wV x, y〉=〈Uwx ⊗ e,Uvy ⊗ e〉
=〈Swx ⊗ e, Svy ⊗ e〉
=〈x ⊗ w, y ⊗ v〉
=〈Qv,wx, y〉
=〈Tv,wx, y〉
Thus, V ∗Uv−1wV = Tv,w. 
4. Main results
This section contains the proofs of Theorems 0.1 and 0.2.
Proof of Theorem 0.2. Let  =∑n0 mj (the cardinality of Gnm). As before, let Gnm
denote the Hilbert space with orthonormal basisGnm and identifyM, the × matri-
ces, with L(Gnm) in the natural way.
Let Ev,w ∈ M denote the matrix with a one in the (v,w) position and zeros
elsewhere. Given u ∈ G2nm , let e(u) =
∑{Ev,w : u = vtw}. The set {e(u) : u ∈ G2nm }
is a basis of Hnm. Define φ : Hnm 
→L(C) by
φ(e(u)) = Au.
To show that φ is completely positive, supposeH ∈ Mk ⊗ Hnm is positive definite
and let h(u) = Hvtw, where v,w ∈ Gnm and u = vtw. Since H is a Hankel operator,
h(u) is well defined. Note also that H =∑h(u)⊗ e(u). By Theorem 2.1, there ex-
ists an m-tuple S = (S1, . . . , Sm) of self-adjoint operators on a Hilbert spaceK and
an operator V : Ck 
→K such that h(u) = V ∗SuV for |u|  2n. Thus,
(1k ⊗ φ)(H)=(1k ⊗ φ)
(∑
h(u)⊗ e(u)
)
=
∑
h(u)⊗ Au
=(V ⊗ 1C)∗
(∑
Su ⊗ Au
)
(V ⊗ 1C).
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Thus (1k ⊗ φ)(H) is positive semidefinite. If H is merely positive semidefinite, rath-
er than positive definite, choose, by Lemma 2.3, a positive definite G ∈ Mk ⊗ Hnm.
Since, for δ > 0, H + δG is positive definite, (1k ⊗ φ)(H + δG) is positive semi-
definite. Letting δ tend to zero shows (1k ⊗ φ)(H) is positive semidefinite. Thus φ
is completely positive. 
From Theorem 1.1, there exists a completely positive extension φ¯ : M 
→L(C)
of φ. From Theorem 1.2,
(φ¯(Ev,w)) ∈L
(⊕C)
is positive semidefinite. Thus, there exists operators Bw : C 
→ ⊕C such that
B∗vBw = φ¯(Ev,w).
In particular,
Au=φ(e(u))
=φ
(∑
{Ev,w : u = vtw}
)
=
∑
{φ¯(Ev,w) : u = vtw}
=
∑
{B∗vBw : u = vtw}.
Proof of Theorem 0.1. Let , M and let Ev,w be as in the proof above, but now let
e(h) =∑{Ev,w : h = v−1w}, for h ∈Hnm. The set {e(h)} is a basis of Tnm. Define
φ : Tnm 
→L(C) by
φ(e(h)) = Ah.
Given a positive semidefinite T ∈ Mk ⊗ Tnm, let t (h) = Tv,w, where h = v−1w.
In particular T =∑ t (h)⊗ e(h). By Theorem 3.1, there exists an m-tuple U =
(U1, . . . , Um) of unitary operators on a Hilbert space K and a bounded operator
V : Ck 
→K such that
t (v−1w) = V ∗Uv−1wV.
Consequently,
(1k ⊗ φ)(T )=1k ⊗ φ
(∑
h
t (h)⊗ e(h)
)
=
∑
t (h)⊗ Ah
=(V ⊗ 1C)∗
(∑
Uh ⊗ Ah
)
(V ⊗ 1C).
It follows that φ is completely positive.
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Since φ is completely positive, there exists a completely positive φ¯ :M 
→L(C)
extending φ. The operator
(φ¯(Ev,w)) ∈L
(⊕C)
is positive semidefinite. Thus, there exists Bw : C 
→⊕C such that
B∗vBw = φ¯(Ev,w).
Consequently,
Ah=φ(e(h))
=φ
(∑
{Ev,w : h = v−1w}
)
=
∑
{φ¯(Ev,w) : h = v−1w}
=
∑
{B∗vBw : h = v−1w}. 
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