Introduction
Let Q( √ d) be a real quadratic field. Following [Mau] we define a compact representation of an algebraic number β ∈ Q( √ d) to be
where
, a j , b j ∈ Z, j = 1, . . . , k. Bounds on k, α and d j are given in [Mau] , and all depend polynomially on log d. Compact representations are used to store the fundamental unit of the quadratic order O K . The reason for doing this is that, as is shown in [Lag] , there is an infinite set of quadratic orders, such that the binary length of the fundamental unit is exponential in log d. This makes it impossible to create an algorithm for solving the Pell equation with complexity less than exponential. Compact representations are polynomial in log d, and allow faster algorithms for solving the Pell equation.
This representation is an extension of a compact representation as defined in [BTW] from algebraic integers to all elements of Q * ( √ d). It is often useful to do modular arithmetic on compact representations, for example for determening the solvability of certain Diophantine equations, as seen in [JW] . We present an algorithm for computing the value of a quadratic integer represented by a compact representation as defined in [Mau] . In [BTW] and [JW] there are algorithms for doing modular arithmetic on compact representations as defined in [BTW] , but to our knowledge there are no algorithms for doing modular arithmetic on compact representations as defined in [Mau] . The main problem is that the [BTW] representation requires that the partial products
(2) be quadratic integers. Using Maurer's methods, we obtain representations that do not satisfy this requirement. On such a representation, using algorithms from [BTW] and [JW] is not possible.
It is expected that the number of integer points on an elliptic curve E in Weierstrass form depends on the rank E(Q). More precisely, Lang conjectured that it grows exponentially with the rank (see [JSil] ). Since not much is known on the distribution of ranks in parametric families of elliptic curves, this makes it hard to expect to find (or even predict) all integer points on a family of elliptic curves in Weierstrass form. However, for some families of elliptic curves not in Weierstarss form, there are results which give evidence that the number of integer points might not depend on rank, and that actually the number of points can be the same for all curves in a family. Several such results involve so called D(n)-m-tuples. A set of positive integers {a 1 , a 2 , . . . , a m } is called a Diophantine D(n) mtuple if a i a j + n is a perfect square for all 1 ≤ i < j ≤ m. Using our algorithm we shall improve the following results. In [Fuj1] , the following theorem is proved:
, and E the elliptic curve given by
Assume that c − 2 is square-free and that the rank of E over Q equals two. Then, the integer points on E are given by
where s = √ c − 1 and t = √ 2c − 1.
It is shown in [Fuj1] that if {1, 2, c} is a D(−1)-triple, then c = c k , where k is a positive integer. It should be mentioned that the assumption that rk(E k (Q)) = 2 does not always hold. One example of this is that rk(E 4 (Q)) = 4. Also c − 2 does not always have to be square-free. Examples of this are c 26 − 2 and c 40 − 2. Fujita showed that Theorem 1 holds without the assumptions on the rank and c − 2 for k ≤ 40, except for k ∈ {4, 7, 8, 11, 12, 15, 20, 24, 25, 27, 30, 36, 39} . We will exclude the cases k = 4, 7, 8, 11, 12, 15, 20, 25, 27, 30 and under the Extended Riemann Hypothesis, also the case k = 39.
In [Fuj2] it is proved Theorem 2. Let k ≥ 1 be an integer, and E k the elliptic curve given by
If the rank of E k over Q equals one, then the integer points on E k are given by
Note that {F 2k+1 , F 2k+3 , F 2k+5 } is a D(−1)-triple.
As in Theorem 1, in Theorem 2 the assumption rk(E k (Q)) = 1 does not always hold. For example, rk(E k (Q)) = 1 for k = 2, 3, 4, 5, 7, 9, 10. Fujita showed that Theorem 2 holds without the assumption on the rank of E k for f ≤ k ≤ 50, except for the cases k ∈ {9, 20, 24, 25, 32, 43}. We shall eliminate the cases k = 9, 20, 24, 25 and under the Extended Riemann Hypothesis, also the case k = 43.
In [Duj3] it is proved Theorem 3. Let E k be the elliptic curve given by
If the rank of E k over Q equals one or 3 ≤ k ≤ 1000, then all integer points on E k are given by
We shall extend this result to 3 ≤ k ≤ 5000.
Note that {k − 1, k + 1, 4k} is a D(1)-triple. In [Duj1] it was proven that this triple extends uniquely to a Diophantine quadruple {k − 1, k + 1, 4k, 16k 3 − 4k}. Note also that in [Duj3] it was shown that the statement of Theorem 3 is valid for some subfamilies with ranks 2 and 3, which makes the conjecture that for all k ≥ 3 all integer points on (7) are given by (8) plausible.
In [Duj4] it is proved Theorem 4. Let E k be the elliptic curve given by
If the rank of E k over Q equals one or 2 ≤ k ≤ 50, then all integer points on E k are given by
We shall extend this result to 2 ≤ k ≤ 200. Note that {F 2k , F 2k+2 , F 2k+4 } is a D(1)-triple. In [Duj2] it was proven that this triple extends uniquely to a Diophantine quadruple {F 2k , F 2k+2 , F 2k+4 , 4F k+1 F 2k+2 F 2k+3 }.
An algorithm for modular arithmetic on compact representations
We develop an algorithm, which for a given compact representation (1) of a quadratic integer
is the standard representation of the given quadratic integer, and a positive integer n, computes the values x and y modulo n. Our algorithm is a modification of the algorithm described in Theorem 5.7 in [BTW] .
This algorithm would be exactly the same algorithm as the one from Theorem 5.7 in [BTW] if all the γ j , as defined in (2), are quadratic integers. Algorithm 1 takes polynomial time. As in the algorithm from [BTW] , we make use of the recursive equation
If all the γ j are not quadratic integers, then 4d 2 i−1 does not divide the right hand side in (11), so we must remember the part that does not divide (rem in the algorithm). Also, it may occur that a factor of n is canceled, so we actually get x (mod n ) and y (mod n ), where n divides n. To correct this we have Algorithm 2:
Algorithm 2
Algorithm 2 receives as input a compact representation of a quadratic integer P , and a positive integer n. It also uses a version of Algorithm 1, alg1(P, n, k), which receives P and n, and stores the value of n in k. Also this version prints the obtained values of x (mod n ) and y (mod n ) if n = n. Algorithm 2 actually finds a multiple of n, n such that alg1(P, n , k) returns P (mod n), as wanted.
Algorithm 2 also runs in polynomial time.
3 The solvability of ax 2 − by 2 = c
The main method of improving Theorems 1-4 is going to be, for given a, b, c ∈ Z, proving the insolubility of a given Diophantine equation of the type
where a, b, c ∈ Z, one of a, b is greater than one, gcd(a, b) = gcd(ab, c) = 1 and ab is not a perfect square. For doing this when a, b, c are large, we will need a fast way to solve the Pell equation
It is shown in [BTW] that given R d , there is a polynomial time algorithm for computing a compact representation of (d) = x 1 +y 1 √ d, where x 1 +y 1 √ d is the fundamental solution of the Pell equation x 2 − dy 2 = 1. We use the well-known fact that (d) = η v d , where v = 1, 2, 3 or 6. It is always possible to determine the exact value of v, as shown in [JW] . Maurer in [Mau] explicitly shows methods for computing the compact representation. We will use Maurer's methods.
The most time consuming part of solving the Pell equation is computing R d . We will use two methods for doing this. Both these methods also compute the class group. The first is the Babystep-Giantstep method of Shanks described in [Sha] . This method has running time complexity of O(d 1 4 ), and the result is unconditionally correct. We used the implementation of this algorithm in LiDIA, the quadratic order::regulator shanks() function. The second method is the subexponential algorithm first described in [Buc] that gives a multiple of the regulator, mR d where m = 1 under the Extended Riemann Hypothesis. As explained in [JW] , we can unconditionally compute an odd multiple of the regulator. We used the implementation of this algorithm in PARI, the quadclassunit function. All of our programs were written in C++, using the LiDIA library [LiD] . First we examine the case when c = 1, 2, unless mentioned otherwise. Using the subexponential algorithm we unconditionally compute an odd multiple of the regulator, and then compute a power product that is an odd power of the fundamental solution of the Pell equation.
Theorem 5. Let m be an odd integer. If c = 1, 2, the equation (12) 
Proof : See [JW] , Theorem 4.2. Now using Algorithm 2 we can compute the value of v m , and by Theorem 5 we get an answer to the solvability of (12). We will always use this method if c = 1, 2, unless said otherwise. This method was used by the authors of [JW] to eliminate the exceptional cases and extend the results from [DP] . If c = 1, 2, suppose that ax 2 − by 2 = c has a solution. Then, x 2 − aby 2 = ac has a solution, i.e. there exists x+y
Then there exists a principal ideal (x + y √ ab) that has norm ac. It follows, that to show that (12) has no solution, it is sufficient to show that there are no principal ideals of norm ac in O Q( √ ab) . For checking whether an ideal is principal we again need to compute the regulator and class group. So, we can, as explained in [ASil] , find all ideals in O Q( √ ab) of norm ac, then, after computing R ab , check whether they are principal. We do this with the function quadratic ideal::is principal() from LiDIA that is an implementation of the methods described in [Jac] . If none are, (12) is insoluble. We have to test at most 2 ω(|c|) ideals. If a, b are small enough (ab < 10 35 ) we use the algorithm of Shanks to compute the regulator. If we get that (12) is insoluble and R ab was computed by the algorithm of Shanks, this is unconditional.
Improvements of Theorem 1
As shown in [Fuj1] , proving that (4) are the only integer points on (3) is equivalent to proving that the following system has no integer solutions:
, and D 1 and D 2 are square-free integers dividing c − 2 and c − 1 respectively. This system is obtained by eliminating x from the system (4.18) in [Fuj1] . By examining these equations modulo various primes, it can be shown that all except the following cases can be eliminated: All these systems are locally solvable. The reason Fujita could not eliminate these systems is because the fundamental solutions of the attached Pell equations are too large. We overcome this problem by using compact representations. Using the methods described in chapter 3, we are able to eliminate some of the cases.
We get that the first and third equation of (13) have solutions, but the second equation, 166465x 2 1 − 407x 2 3 = 9792 is not solvable. This can be easily proven using (more powerful) methods from chapter 3, but we will demonstrate a nice elementary way of solving the Diophantine equation ax 2 − by 2 = c. Suppose ax 2 − by 2 = c has a solution. We can suppose without loss of generality that c > 0 (otherwise we multiply the equation with −1).
Because c > 0, it follows that √ ax > √ by. Combining this we get
Theorem 6. Let α be a real number and c a positive real number. If a rational number p q satisfies the inequality
for some non negative integers n, r, s, such that rs < 2c, where pn qn is the n-th convergent in the continued fraction of α.
Proof:
See [Duj5] , Theorem 1.
Using this theorem and computing
≈ 0.56679, it follows that rs < 1.133, i.e for solutions of our equation, we only have to check the following possibilities: 
Then
Since the values s n and t n from Lemma 1 are periodic and start repeating after half of a period, it follows that the values of ap 2 − bq 2 start repeating after half a period. Thus we only have to check half of the period of the expansion of 407 166465 to a continued fraction. The length of the period is 240. After checking that 166465p 2 − 407q 2 = 9792 for all p, q as above, we conclude that 166465x 2 1 − 407x 2 3 = 9792 has no solutions. We will also use this method for k = 7, 8.
We can also examine the minimal value that ax 2 − by 2 can obtain. If this is larger than c, the equation is not solvable. . We see that
, and α n ∈< a n , a n + 1 >, β n ∈< 0, 1 >, from which it follows that 1 y 2 (a n+1 + 2)
and furthermore c > 2 √ ab a n + 2 , where a n is the largest value that appears in the continued fraction expansion of b a . Since we only have to remember the largest a n and don't have to compute p n and q n this method is much faster and can be used on equations with larger coefficients.
We will use this method for the cases k = 11, 12 and some of the cases for k = 15.
For the system (D 1 , D 2 ) = (3, 2) we get, that the third equation, 261029261x 2 2 − x 2 3 = 2175243841 is not solvable. For the system (D 1 , D 2 ) = (2175243841, 1), we get that the first equation, 2x 2 1 − 2175243841x 2 3 = 1, has no solutions.
We obtain that the first equation, 2x 2 1 − 470831x 2 2 = 1 has no solutions.
We obtain that the first equation, 4053146x 2 1 − 248375433167x 2 2 = 1 has no solutions. Using the method mentioned above we get that |4053146x 2 1 − 248375433167x 2 2 | has to be at least 10. This is the case with the largest coefficients for which we used the continued fraction method. The length of the period was more than 124000000 and the largest a n that appeared was 222965633.
For (D 1 , D 2 ) = (543339719, 1153), (543339719, 2306), we obtain that for both systems the first equation is not solvable. These equations are 1153x 2 1 − 543339719x 2 2 = 1, and 2306x 2 1 − 543339719x 2 2 = 1, respectively.
For all the cases, the first equation is unsolvable. The equations are:
(264489, 5945) : 11890x We also note that the last equation is the first one we were not able to eliminate using the continued fraction method described for k = 4. Here we were forced to use the more powerful methods from section 3.
For the case (D 1 , D 2 ) = (1, 1330561) we will demonstrate another method to prove the insolubility of the second equation 
Proof: See [Nag2] , Theorems 108 and 108a.
Using this theorem we obtain a bound on the possible solutions x 3 < 641892709406285410143744897, which is still too large to check if we run through all the numbers. We now note that 523558048235232333173006827585 = 5 · 389 · 4605197 · 1746860020068409.
If the equation is soluble, then So we only have to check x 3 satisfying the above congruences and x 3 < 641892709406285410143744897. We get that none are solutions to the starting equation. Note that this method can be used effectively only when the regulator is small enough. For the remaining three cases, we get that the equations (c 20 − 2, 20213) : 523558048235232333173006827585x All these results were obtains by methods from section 3.
In the case (c 25 − 2, 4866752642924153522), the first equation In the case (1, 2433376321462076761) we get that all three equations have solutions. We examine the equation 4866752642924153522x 2 1 − x 2 2 = 1, and compute a compact representation of the fundamental solution u + v √ d. Using Algorithm 2, we test whether u and v are divisible by primes smaller than 100000000. We obtain that u is divisible by 127. In this case we again first used the subexponential algorithm to compute the regulator. We get R = 43.7221057. Seeing that the regulator is small, we recompute it using the algorithm of Shanks. This makes the result unconditionally correct. 
where n is a odd positive integer. Furthermore, x 1 |x and y 1 |y.
Proof: See [Nag1], Theorem 11.1
From the above theorem we conclude that 127 divides x 2 . Using this, from the first and third equations of the system (13), we get x 2 1 ≡ 107 (mod 127), x 2 3 ≡ 88 (mod 127). Then the second equation implies 42 ≡ 38 (mod 127), contradiction. Hence, the system is unsolvable.
For the case (1, 985) , the first and third equations are solvable, so we are forced to examine the second equation. We first compute the regulator with the subexponential algorithm, since the d is large and we expect the algorithm of Shanks to be too slow in this case. We get R = 47.24760010877535070, a very small regulator. Seeing this, we redo the computation using Shanks' algorithm, and obtain the same result in less than a second. We now obtain that the second equation, 2 2 = 1, is not solvable. We prove this using methods from section 3.
The first equation is solvable, so we examine the third equation. The coefficients are too large to use the algorithm of Shanks, so we are forced to use the subexponential algorithm. We get R = 5104775786742513766375293263.2217080210 after ten days of computation on a Intel Xeon 2.66 GHz. We obtain that the equation 381970849989670076489450487891525660225286704502736272829x 2 2 − 3582843266x 2 3 = 254072969141257218722003304909 is unsolvable. Since the right hand side is not 1 or 2 and we used the subexponential algorithm, the correctness of this result depends on the truth of the Extended Riemann Hypothesis.
Remaining cases
For the system k = 36, (1283229546787304717998403159, 2818819810) we get that the first and third equation are solvable, while for the second equation the coefficients are too large for the regulator to be computed, even with the subexponential algorithm. For the system k = 24, (c 24 − 2, 11309770) the first and third equation are solvable, while for the second the coefficients are too large for the regulator to be computed.
Improvements of Theorem 2
As in Theorem 2, it can be easily shown that to show that (6) are all integer points on (5) if the following system has no solutions:
, while D 1 , D 2 and D 3 are square-free integers dividing c − b, c − a and b − a respectively. Examining the system modulo various primes, we are able to eliminate all but the following cases: 89, 29, 2255) 20 (1174889, 144481, 5473) 24 (1563, 2, 503450761) 25 (98209, 1, 47140601) 32 (303955413, 4021, 1762289) 43 (3932105689, 22235502640988369, 153088726119) Using methods from section 3, we prove that the following equations are unsolvable k = 9, 64621535x The case k = 9 can be eliminated using elementary methods, without using compact representations. For the cases k = 20, 24, 25, the regulators were computed using the algorithm of Shanks, while for k = 43 we had to use the subexponential algorithm, so the result is conditional on the truth of the Extended Riemann Hypothesis. The computation of this regulator lasted 26 hours. For the case k = 32 we obtain that all three equations in (17) are solvable.
Improvements of Theorem 3
Here we examine, for a given k, the system
we can eliminate the case. We use all the tests as in [Duj3] , and in addition add the following tests: If p is a odd prime dividing d 3 j 1 − d 1 j 2 and not dividing (18) is not solvable. The proof of these statements can be found in [JW] . Also, if p is an odd prime dividing j 2 such that ord p j 2 is even, and ( (18) is not solvable. If p is an odd prime dividing j 3 such that ord p j 3 is even, and ( We see that 103 divides b 0 , so 103 divides x 1 . From the second equation we get x 2 1 ≡ 34 (mod 103), and from the third equation we get x 2 2 ≡ 68 (mod 103). But then the first equation gives 2 ≡ 1 (mod 103), a contradiction. We have proven Theorem 9. All integer points on the elliptic curve E k : y 2 = ((k − 1)x + 1)((k + 1)x + 1)(4kx + 1)
are given by (8) for 3 ≤ k ≤ 5000.
Improvements of Theorem 4
For Theorem 4 we examine, for a given k, the system of equations: We have proven Theorem 10. All integer points on the elliptic curve (9) are given by (10) for 2 ≤ k ≤ 200, except maybe for k = 67.
