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1. INTRODUCTION 
In this paper we present sufficient conditions for complete controllability 
of the nonlinear control system 
k = g(t, x) + k(t, 24) (k = dx/dt) 
over a bounded interval I = [to , tJ. 0 ur technique is to use the Fan fixed- 
point theorem to show the existence of an absolutely continuous function 
satisfying the generalized boundary value problem 
w E R@, 4”)) a.e. on I 
x(43) = x0 , x(tl) = x1 . 
R denotes a set valued mapping from I x En into the set of nonempty closed 
subsets of Euclidean n-dimensional space En which is upper semicontinuous 
with respect to set inclusion. 
Tarnove [l] used a fixed point theorem to obtain sufficient conditions for 
A-controllability of the nonlinear system k =f(t, X, u), A a nonempty 
bounded closed convex set of continuous functions. (A system is said to be 
A-controllable if there exists a solution of the system belonging to A.) 
Although Tarnove did not consider generalized differential equations in the 
notation of this paper, he proved that the system f  ==f(t, x, u) is B,-con- 
trollable if Q(y) # $4 for all y  E B, , 
@p(y) = {x E B, : k(t) ~f(t, y(t), Q(t)) a.e. onI}. 
We shall be concerned with giving explicit conditions on g and k which 
imply controllability between two fixed points. We then demonstrate a 
technique which uses these conditions as a criterion for complete control- 
lability for a given system. 
* This paper is a chapter of the author’s doctoral thesis written under the guidance 
of Professor Fred S. Van Vleck at the University of Kansas. 
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One of the hypotheses for complete controllability which results from a 
fixed point approach is that the set k(t, Q(t)) be convex for every point 
(t, x) EI x Em. Although this assumption is common in results on the 
existence of optimal controls, it does not seem to be particularly desirable. 
By using generalized equations we are able to replace the convexity condition 
onk by aLipschitz condition ongand obtain sufficient conditions for l -approx- 
imate controllability. This type of controllability is interesting in applica- 
tions in, e.g., the theory of nonlinear oscillators. Also, we can combine this 
result with Markus’ [2] result involving the linear approximation to a non- 
linear system and obtain sufficient conditions for complete controllability for 
nonlinear systems. 
2. THE GENERALIZED BOUNDARY VALUE PROBLEM 
Fix x0 , x1 E En and let B be the set of all Lipschitz continuous functions x 
such that x(t,,) = x,, and x(tJ = x1 . Consider the following two norms on B: 
I 32 I = n&y I x(t)1 > 
II x II = T;x I 4t)l + infMJ, 
where {MZ} is the set of all Lipschitz constants for the function X. For p > 0, 
let 
B,={xEB:II~-x01) Gp}, 
where (X - x0) (t) = x(t) - x0. Then B, is compact with the norm j 1 . 
Note that B, is convex and nonempty for sufficiently large p. 
Throughout this section, we will assume that R(t, X) is convex for t ~1, 
x E En. Let the multifunction di be defined on B, by 
Q(y) = {z E B, : a(t) E R(t, y(t)) a.e. on I>. 
The following lemma is an extension of a result due to Filippov [3, p. 781. 
This result has been proven by Lasota and Olech [4, p. 6201 using orientator 
fields. We shall give a more standard proof. (Results similar to this can be 
found in [5-71.) 
LEMMA 1. @ has closed graph, i.e., let { yn} C B, and assume z, E @( yn) for 
n = 1, 2,... . If z, y E B, are such that 
I%---1+--t, IYn-yY+-fO, 
then z E a(y). 
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Proof. Let t E I be a point such that ,i;(t) exists and let E >. 0 be given. 
Let M be a Lipschitz constant for y. Since R is upper semicontinuous with 
respect to set inclusion, there exists 6 > 0 such that if 1 t - i I < 6 and 
/ y0 - y(t)1 < 2M6, then 
R(t, ~0) C Lrc , 
the closed E-neighborhood of R(t, y(t)). By possibly making 6 smaller we can 
assume that for / t - i 1 < S we have 
x(t) - z(f) 
t--t - 
2(i) < E. 
Now 
z(t) - I = lim x,(t> - z,(i) = lim I t 







.i.,(t + (t - i) s) ds. 
Using the definition of M and the convergence of {y,}, we have that for 
sufficiently large n and ] r - t j < 6 the following are true 
I Y(T) - YWI -=c J@, 
Hence 
I rn(d - ~(41 -=c Ms. 
which implies 
for sufficiently large n and 1 7 - i 1 < 6. Since Z, E @(y,J, we have 
2& + (t - t) s) = .qT) E u, for a.e. s E [O, 11. 
Since R(t, y(t)) is convex, we have that U, is convex. Hence 
J 
1 
.&(t + (t - t) s) ds E U, 
0 
for sufficiently large n. Thus, from (1) and (2) we have 
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Since E > 0 is arbitrary and R(t, y(i)) is closed, we have 
z?(i) E R(f, y(i)). 
We have z E a(y) since 2(t) exists a.e. on I. 
For x E B, , let 
s, %, 44) ds =1 jI ~(4 d s : r is measurable, r(s) E R(s, x(s)) a.e. on I I . 
THEOREM 1. Assumep > 0 is such that B, # 8 and such that 
u tel w2 4 c &fu% 
W?*b$ 
the closed ball in En centered at 0 with radius M = min{p/2, p/2(t, - to)}. If 
for every y E B, we have 
xl - x,, E s R(s, Y(S)) ds, (3) I 
then there exists a function x E B, such that 
x(to) = x0 , x(t1) = Xl, 
and 
W) E R(t, x(t)) a.e. on I. 
Proof. Let p > 0 satisfy the hypotheses of the theorem. We need only 
show that the multifunction @ has a fixed point x E B, . To do this we are 
going to apply the Fan fixed point theorem [8, Theorem 11. This theorem 
states that any upper semicontinuous multifunction from a compact, convex 
subset D of a locally convex linear topological space into the set of nonempty, 
closed, convex subsets of D has a fixed point in D. 
Let y E B, , Q(y) is convex since B, and R(t, x) are convex. We now show 
that Q(y) # 0. From condition (3) there exists a measurable function r such 
that r(t) E R(t, y(t)) a.e. on I and such that 
x1 = ql + J r(s) ds. I 
Setting 
z(t) = x0 + I:, r(s) ds, 
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we have a E B. Also, 
I 49 
for all Y E I and 
I x(t) - 
for all t, t ~1. Hence 
11 x - x0 Ij = rn;x 1 a(t) - x0 1 -k inf{M,} 
<$-+f=p. 
Thus a E Q(y) which implies G(y) # @ 
By Lemma 1, @ has closed graph. Therefore, it has closed values and since 
the domain B, of @ is compact, it follows that CD is upper semicontinuous. 
Hence, by the Fan fixed point theorem, Q, has a fixed point x E B, . The 
function x is the desired function. 
Remark. The boundedness assumption on R in Theorem 1 is more 
relaxed than that assumed by Hermes in his existence results [9, lo]. For 
example, consider R(t, x) = (g(t, x) + k(t, Q(t))} where g is bounded on 
1 x En but k is not a bounded function on I x EwL. In Section 3, we will use 
this type of system with Q(t) = E2 in an example. 
3. THE CONTROL PROBLEM 
We now want to apply Theorem 1 to the problem of controllability of 
nonlinear control systems. Let Q be a multifunction defined from I into the 
set of nonempty, compact subsets of E m. Assume Q is upper semicontinuous 
with respect to set inclusion. Let M(Q) be the set of all measurable functions 
u : I -+ Em such that u(t) E Q(t) for all t E I. From Kuratowski and Ryll- 
Nardzewski [l 1, p. 3981 we have that JzY(S) # 8. 
For the control system 
k = g(t, x) + k(t, u(t)> 
&) = x0 , 
a.e. on I, 
with u E A(Q) (solutions being absolutely continuous), let the multifunction 
R be defined by 
R(t, LC) == {g(t, x) + k(t, u) : ii E Q(t)}. 
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THEOREM 2. Consider the system 
f = g(t, x> + k(t, u), 
where g, k are continuous and k(t, Q(t)) is convex. Assume p > 0 is such that 
B, # 8 and 
sup I k(t, u>l < f l f  
tEI 
UPS?(t) 
yip I g(t, 41 G N 
Ix-0 IQ 
where 
M $ N < min 
I 
JL P 
I 2 ’ 2(t, - t,) * 
I k(s, Q(s)) ds > x, - x0 - I I jI.ds, Y(S)) ds : Y E B,1 9 
then there exists u E &Y(Q) such that the solution of 
satisjies 
9 = g(t, x) + k(t, u(t)), 
x(tJ = x0 
x(t1) = x, . 
Proof. Since g + k is continuous and Q is upper semicontinuous with 
respect to set inclusion and has compact values, it follows that R is upper 
semicontinuous with respect to set inclusion and has closed values. Hence we 
can apply Theorem 1 to get the existence of an absolutely continuous function 
x such that 2(t) E R(t, x(t)) a.e. on I, x(t,) = x,, and x(tl) = x1 . By Filippov’s 
lemma [3, p. 781 there exists u E J&(Q) such that R(t) = g(t, x(t)) + k(t, u(t)) 
a.e. on I. 
Remarks. Richter [12] (see Aumann [13, Theorem l]), has shown that the 
set 
j-, k(s, Q(s)) ds = ii’, k(s, u(s)) ds : u E Jl(Q)l 
is convex. This fact is helpful in applying Theorem 2. Also, note that if k 
is linear in u and Q(t) is closed and convex for t E I, then R(t, X) is closed and 
convex. 
409/37/2-12 
Theorem 2 could be stated for systems of the form f -f(t, x, u). The 
hypotheses would be of the form of those in Theorem 1. 
EXAMPLE. The system 
k(t) = aet-1J2(t) sin x(t) + cam 
9(t) = 1 ;L2@) + dn2(t) cos w 
is completely controllable on [0, l] where Q(t) = E2 for 0 < t < 1 and the 
constants c and d are nonzero. 
To see this, let (x,, , ys), (x1 , yr) E E2 b e g iven initial and terminal points. 
Set 
and let 
l?(t) = {(u, v) E S,,(O) : 1(cu3, dw2 cos v)j < $1 . 
Then, k(t, i&t)) = S,,,(O) is convex and g, k satisfy the boundedness condi- 
tions of Theorem 2. Also, 
Let 
s k(t, o(t)) dt = S,,,(O). I 
(Zs 7) E I (Xl > Yl) - (x0 9 Yo) - 
Then ](~,p)\ <p/4. Hence the theErem applies for the points (x0, yo), 
(x1 , yr) and the set of controllers d(Q). 
4. THE E-APPROXIMATE BOUNDARY VALUE PROBLEM 
We now wish to consider systems where R(t, X) is not convex. The following 
result is due to Filippov [14, Theorem 31. Let h denote the Hausdorff metric. 
LEMMA 2. Assume that R is continuous, closed valued, and satisfies the 
Lipschitz condition 
Wt, 4, W, 0 < w(t) I x - 5 I , 
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with w EL’(I). Suppose y is an absolutely continuous function satisfying 
j(t) E convex hull of R(t, y(t)) a.e. on I, 
YOO) = x0 - 
Assume that there exists p > 0 such that y(t) E S,(x,) for all t E.Z and that 
the set R(t, x) is bounded for all t E I, x E &,(x0). Then given any E > 0 there 
exists an absolutely continuous function x satisfying 
such that 
THEOREM 3. Assume that R is continuous, closed valued, and satisfies the 
Lipschitx condition 
WW, 4, W, 4) < w(t) I x - ff I 
with w E Ll(I). Suppose p > 0 is such that B, # $4 and such that 
1J, W, 4 C &do)> 
X”S&,) 
where M = min{p/2, p/2(t, - to)}. If for every y E B, we have 
xl - xo E I , R(s, Y(S)) ds, 
then given any E > 0 there exists an absolutely continuous function x such that 
2(t) E W, x(t)) a.e. on I, 
x(to> = x0 9 and I x(t1) - Xl I -=c E. 
Proof. Let H(t, x) be the convex hull of the closed set R(t, x). By the 
hypotheses on R we have that H satisfies the hypotheses of Theorem 1. Hence 
there exists an absolutely continuous function y E B, such that 
Y@o) = x0 9 YM = x19 
and 
l(t) E HP, y(t)) a.e. on I. 
The result follows from Lemma 2. 
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COROLLARY. Consider the system 
22 = g(t, x) + k(t, u), 
where g, k and Q are continuous. Suppose there exists a function w t L’(I) such 
that 
I gk 4 - g(t, x)l < w(t) i x - * / 
for all t E I, x, x E E”. Assume p > 0 is such that B, f  (/1 and 
SUP I Q, u>l < M, 
tEI 
uayt) 




s k(s, Q(s)) ds 1 x1 - x,, - g(s, y(s)) ds : y  E B, , I I i I I 
then given any E > 0 there exists u E d(Q) such that the solution of 
2 = g(t, 4 + k(t, u(t)> 
x(to) = x0 
satis$es 
I44 - Xl I < 6. 
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