Abstract
Introduction
Currently, we witness a major revolution in video display technology. Flat screens based on, either Liquid Crystal (LCD), or Plasma (PDP) technology in most consumer applications are rapidly replacing the Cathode Ray Tube (CRT) that served as the workhorse for almost a century. For television, an important consequence is that the old trade-off between light-output and resolution has been eliminated. This breakthrough facilitates the transition from standard definition television (SDTV) to high-definition (HDTV), but we expect SDTV and HDTV formats to co-exist for quite some time. Therefore, the question arises how to optimally display legacy video on modern screens. Clearly, we should start with reducing noise and compression artefacts, which are put under a magnifying glass when using displays much better than what the source was meant for. We shall not dwell on this topic as the techniques are well known and commonly applied. Important is also that we do not spoil good legacy video with "slideprojector" displays. Modern displays may have a very good static resolution, but we should never forget that a pixel is only valid at one point in time, temporal spreading or miss-positioning immediately leads to blur in moving image parts, i.e. to a poor dynamic resolution [1] . Moreover, the necessary format conversions like de-interlacing and picture-rate adaptation require true-motion estimation and motion compensation. These techniques have been introduced to the consumer market, and the algorithms are well known by now [2] . In this paper, we shall focus on how to actually profit from the superior specifications of modern displays when watching legacy video. The common procedure for mapping a video signal with the proper picture-rate and progressive scanning to a screen with a higher pixel-count is scaling. This problem has been solved theoretically [3, 4] , and practical approximations of the theory exist [5] [6] [7] [8] that have been implemented and assessed in earlier overviews [4, [9] [10] [11] . These implementations, i.e. video-scaler integrated circuits (ICs), are available in all personal computers (PC) and in most TVs. However, the scaling process does not add new frequencies.
Our goal is to actually extend the spatial video spectrum, i.e. create frequency components that are not present in the SD-signal, which could not even be represented on an SD-display, but contribute to an increased picture quality when shown on an HDTV-screen. Fig 1 illustrates the concept. To distinguish this technology from scaling, we shall call it Resolution Up-conversion. The so-called "Super-Resolution" techniques aim at the same goal. We exclude them from this overview for a number of reasons. First, there are separate overviews on super-resolution available already [12, 13] . Secondly, the authors believe that the main effect from super-resolution exists in proper de-interlacing. This because superresolution only works when individual images show alias, which in broadcast video is mainly due to interlace. On the de-interlacing topic, overviews are also available [14] . Finally, super-resolution, or de-interlacing, results in an image that still may profit from the resolution up-conversion techniques in this overview, as they can be seen as a post-processing applicable to any video source.
In this paper, we therefore restrict ourselves to techniques that have originally been designed for up-scaling and spatial resolution upconversion. We will present a brief overview of those methods, some of which are already introduced in the market, while others are found in the literature [15] [16] [17] [18] [19] [20] [21] [22] [23] . Some of these methods have been designed to achieve a better performance on some objective metric, usually a mean square error (MSE); other algorithms have been optimized for a superior score in subjective assessments. In this overview, we pick algorithms and evaluate them next to each other. One problem is that there are very many methods, which prohibits an exhaustive comparison of all available methods. We reduced our task by eliminating methods that seemed problematic in real-time video applications, and by choosing representative members from closely related methods. Another problem is that a method optimized for MSE-score is likely to perform better in terms of MSE than a method designed for optimal perceived image quality. Although for the television application the perceived image quality is clearly the criterion of choice, we decided to compare the MSEscore of the algorithms and in addition do a subjective assessment. This enables the reader to select his algorithm based on the criterion that suits his application best. The remainder of the paper is organized as follows. In Section 2, the popular approximations of the linear theory are briefly introduced. In Section 3, more recent and advanced up-scaling algorithms are summarized. Our evaluation is then given in Section 4, while Section 5 concludes this work with suggestions for future research.
Linear up-scaling algorithms
Linear up-scaling can be described as the convolution of a continuous interpolation kernel ) ( 1 x h with the sampled input signal
This convolution results in a continuous signal ) (x F n . This continuous signal can subsequently be re-sampled to obtain a digital output signal l y . The linear up-conversion algorithms differ only in the way the convolution kernel ) ( 1 x h is obtained. If the convolution kernel has a value of zero for n x > , the filter is called a finite impulse response (FIR) filter, otherwise the filter is an infinite impulse response (IIR) filter. This section will describe some popular convolution kernels and show how these are derived. A frequently used approach to calculate the convolution kernel is based on (piece-wise) polynomial functions. The lowest order filter that can be constructed this way is the so-called nearest neighbour interpolation kernel, which results in the following 1-D interpolation kernel:
This nearest neighbour interpolation filter is not popular in image re-sampling, since the discontinuity of the convolution kernel causes a rather low image quality. A better low cost option is the first degree piecewise polynomial function that can be derived by convolution of the nearest neighbour kernel with itself:
Because of the low-cost, this interpolation filter is very popular for 2D and 3D applications, where it is known as bi-linear and tri-linear interpolation, respectively. The image quality is still rather low due to the discontinuity of the first derivative of the convolution kernel.
There are several methods to construct higher order piece-wise polynomial functions. Using the same approach as described before, a piece-wise polynomial of degree n can be derived by the convolution of a piece-wise polynomial of degree (n-1) with the nearest neighbour kernel.
This family of filter kernels that are derived by repeated convolution of the nearest neighbour kernel is known as the B-spline filters. The two most popular members of this family are the third and fourth order B-spline filters, known as the cubic and quadratic B-spline, respectively. As the B-spline filters of order three and up are not interpolating, they are not optimal for direct use in (1) .
With the generalized interpolation technique [11] , polynomial functions that are not interpolating, but also filter the original data, can be modified into interpolating functions. With this technique, an inverse filter is used to pre-filter the input data, after which the polynomial function is used to calculate the final interpolation result. Consequently, the data interpolated with an n-th degree Bspline function is (n-1) times continuously differentiable, while the original values are retained.
The pre-filter is an all-pole IIR filter. The combination of the prefilter with the corresponding B-spline function of degree n is an IIR filter that is known as the cardinal spline of degree n [8] . For higher degrees, these cardinal splines converge strongly to the ideal lowpass filter, i.e. the sinc function. Since the cubic B-spline function is not interpolating, we shall apply the cardinal cubic spline function, i.e. its interpolating counterpart, when we refer to cubic B-spline interpolation.
The required IIR pre-filter can often be approximated with a 15-to 20-tap FIR filter [24] . In this paper, a 23-tap truncated discretization of the cubic B-spline filter with corresponding inverse pre-filtering for a scaling factor of two is included 1 .
Besides the B-spline functions, also other piece-wise polynomial functions can be generated. Mitchell and Netravali described a parameterized convolution kernel of a family of cubic convolution kernels that use four neighbouring points [7] : (4) Here, (B,C) are parameters that can be controlled by the user. With B=1 and C=0, it becomes identical to the cubic B-spline. When B=0, the resulting kernels are interpolating for all values of C. An interpolating cubic spline function that is frequently used for image interpolation is Keys' cubic spline kernel [5] that has the parameters B=0 and C=0.5. The cubic spline function with parameters B=1/3 and C=1/3 was proposed by Mitchell and Netravali for good quality image interpolation [7] . Although this cubic-spline function is not interpolating and should hence be combined with a pre-filter to obtain an interpolating kernel, it is normally used in the direct form like the interpolating kernels. Because this is also the way it was evaluated and proposed by Mitchell and Netravali, we will also use this filter in the direct (non-interpolating) form for evaluation.
For 2D interpolation, the 1D interpolation functions are normally applied in two directions separately. The resulting 2D interpolation kernel will therefore be:
In this paper, three linear up-conversion methods will be evaluated: an approximation of the cubic B-spline filter with corresponding pre-filter, Keys' cubic spline kernel, and the cubic-spline kernel as proposed by Mitchell and Netravali without pre-filter.
Advanced resolution up-conversion
In this section, we shall summarize the more recently developed non-linear up-conversion techniques, which aim at outperforming the earlier linear methods, either on an MSE-scale, or in subjective assessment experiments. The first two methods fall into the first category and are based on explicit classification of the data in the filter aperture. The third method, using neural nets, also falls into the first category and performs an implicit classification. The last two methods fall into the second category, and they extend the frequency spectrum, obtained by linear up-scaling, through adding phase-coherent harmonics to the video signal.
A. Kondo et al. 1 The Basically, Kondo's method is a data dependent interpolation filter [15] . The momentary filter coefficients, during interpolation, depend on the local content of the image, which can be classified into classes based on the image structure in the filter aperture. To obtain the filter coefficients, a training process should be performed in advance. As shown in Fig 2 , the training process employs both the HD-video and the SD-video as the training material and uses the Least Mean Squares (LMS) criterion to get the optimal coefficients, which is computationally intensive due to the large number of classes. Fortunately, it needs to be performed only once. In practical systems, classification of luminance blocks can be realized by using Adaptive Dynamic Range Coding (ADRC) [25] . When encoding each pixel into 1-bit, Q, with ADRC: It has been shown in [26] that if the image data is inverted, the coefficients in the LUT should remain the same. By combining the two complementary classes, the size of the LUT reduces with a factor of two without any loss of image quality. Let HD F be the luminance value of the original (not the upconverted) HD pixels and HI F be the value of the interpolated ones, which is a weighted sum of the nine SD pixels in the interpolation window. The equation to interpolate pixels on position A (Fig 3) is:
where c kl w , are weights for class c. During the training process, the LMS algorithm is used to obtain the following equation for each class: (8) Here, supposing t is number of training samples within an individual class, (9) and:
The coefficients c kl w , can be obtained by solving (8) for each class. Once all the filter coefficients are known, interpolation is simple using (7).
B. Atkins et al.
In Atkins' method [16] , the high resolution output image results as a weighted sum of the outputs of a number of linear filters based on classification, as shown in (12) Here, CW is the class weights and VAR is the variance. During interpolation, the high-resolution pixel at position A to D (Fig 3) is computed as follows:
Here, a is a The representative vectors RV that each represents a class, the class weights CW, indicating the global probability of that class, and the variance VAR, which indicate the average distance of each representative vector and the mean of the representative vectors, used in (12) , are classification parameters all obtained from the training process using the EM algorithm to find the optimal 2 The scalar -0.75 in (11) has been obtained experimentally by Atikins. 
, is interpolated using nine SD pixels ( 00 F up to 22 F ).
classification parameters in an iterative way. The interpolation filter coefficients a and b used in (13) are also derived from training in a second stage, using Maximum Likelihood (ML) estimation, after the classification parameters have been calculated. Details about those two algorithms can be found in [16] . The number of classes, and therefore the number of representative vectors and class weights, in Atkins' method is fixed, typically around 100. Unlike the classification method used by Kondo, this number does not depend on the size of the classification aperture.
C. Plaziac et al.
Neural networks have been applied for various image processing applications [17, 18, 27] . In essence, they are non-linear adaptive filtering methods. In contrast with the two classification-based techniques discussed above, the neural network performs an implicit classification and introduces non-linearity. The most commonly used "back-propagation algorithm" uses the MSE criterion, similar to Kondo's method, for optimizing the parameters of the network. b have been determined in a prior off-line training process using back-propagation algorithm. An example of a suitable optimization algorithm is the Levenberg-Marquardt method [28] and available in the Matlab software package. The aperture proposed in [16] differs from the interpolation apertures that we discussed for Kondo's and Atkins' method. By using the same aperture, as shown in Fig 3, we do not change the essence of the technique, but enable a fairer comparison among the individual algorithms. Consequently, our implementation of the neural network method has nine inputs, six hidden units and four outputs.
D. Li et al.
While the previous methods perform the coefficient optimization in an off-line training, Li's method [19] does the optimization on-thefly. The theory behind Li's method is the Wiener filtering, the interpolation coefficients are derived by applying LMS algorithm on the local low-resolution pixel grid. A possible performance advantage over Kondo and Atkins method is that the local image neighbourhood needs no simplification, using a limited number of classes. On the other hand, no original HD image is available for optimization and more calculations are required.
To solve the problem that no original image is available, Li assumes that the edge orientation does not change with scaling, recognizing the resolution-invariant property of edge orientation. Therefore, the coefficients can be approximated from the low-resolution image within a local window by using the LMS method, as shown in Fig 6 .
The real implementation of the algorithm is divided into two steps. In the first step, as shown in Fig 7, 
Denoting M as the pixel set on the SD-grid, used to calculate the four weights, the sum of square errors SSE over set M in the optimization can be written as the sum of squared differences between original SD-pixels SD F and interpolated HD-pixels HI F : 
Which in matrix formulation becomes: To find the minimum SSE, the derivative of the SSE over w is calculated:
In smooth areas
may not be fully ranked, in which case there is no answer for w . Therefore, smooth-area detection is performed prior to the calculation and plain averaging is used in these areas. Half of the HD pixels are obtained in this first step. For the rest of the HD pixels, the procedure is repeated, but on a 45 degrees rotated grid. Details can be found in [19] .
E. Greenspan et al.
Greenspan's technique [20] generates an HD output image by adding phase-coherent higher harmonics of the high frequencies in the SD image to the result of the linearly up-scaled SD image. The phase-coherent higher harmonics are extrapolated from the highfrequency components of the SD image using a non-linear (clipping) process. Fig 8 shows 
where s is a scaling constant and CLIP(x) is the following function:
Here, ) max( ) 1 ( In [20] , the linear up-scaling is realized by first inserting zeros to the SD signal at alternative lines and pixels, followed by filtering this up-sampled signal using a Gaussian type low-pass filter with coefficients (1/8, 1/2, 3/4, 1/2, 1/8) both horizontally and vertically.
F. Tegenbosch et al.
Scaling a SD frame to HD resolution in a linear way, according to Section 2, extends the spatial frequency spectrum by a factor of two, but the upper half is "empty". Linear sharpening filters, by definition, can only enhance but not create higher frequencies. Luminance Transient Improvement (LTI) [29] is a non-linear sharpening technique, which makes edges steeper with a filter that amplifies high frequencies but prevents strong overshoots by clipping the result between the pixel values at the beginning and the end of each edge. Fig 9 demonstrates the effect of peaking and LTI. Fig 10 presents the result images using two different methods.
Bellers recognized that the two well-known sharpness improvement strategies, peaking and LTI [30, 31] , both have their strengths and weaknesses. He therefore combined peaking on textured areas with LTI on edge areas to create a resolution up-conversion method. The LTI algorithm is essentially a 1D technique. This technique has to be extended to 2D. In the straightforward way, described by Bellers, LTI operates in the vertical direction first and successively in the horizontal direction. For better image quality, particularly less staircasing, it was proposed in [21] to apply the 1D LTI method perpendicular to the edge. This involves estimating the local edge orientation, and "rotating" the line, along which LTI operates, in a direction perpendicular to the edge. To save on computational complexity, an alternative edge orientation dependent LTI was proposed in [21] . In this design, LTI operates, in parallel, in the horizontal and vertical direction. The two results are then combined using a weighted sum, with weights depending on the edge orientation. This approach is illustrated in Fig 11 and used in our evaluation.
Evaluation
To evaluate the algorithms in our overview, four still images and seven video sequences are selected, covering a large variety of material including sports, movie, cartoon, etc. The set of stills contains an image with high contrast edges in all directions (Bicycle), images with both distinct edges and fine details (Lighthouse, House) and an image full of details (Peacock). The test set of sequences include a sequence with detailed lettering and fine structure (Siena), a sequence with very fine details in cloth (Office), a sequence that has a clear background and small moving objects with mosquito noise due to digital compression (NYstill), a sequence with low contrast edges (Sailing), a cartoon sequence (Toystory), and two sequences from an HD camera with clearly visible noise (Shields and Stockholm). Fig 12 gives thumbnails of each test sequence.
As mentioned in the introduction, we shall rank the algorithms using both objective and subjective criteria. For the objective ranking the MSE-metric is used, while we conducted a subjective assessment experiment to produce the subjective ranking. Both experiments shall be discussed separately in the following sub-sections.
A. Objective evaluation
In order to enable an MSE based comparison, for which we need an HD-reference and an up-scaled HD-version of the same material, we first down-scale the HD video sequence by a factor of two in each dimension and then scale it up to the original size with the method under test. The original and the up-converted HD video sequences are then compared using the MSE criterion. Fig 13 depicts the evaluation process. Please note that the originals, which in the evaluation act as the HDreference, are high-quality progressive test sequences, but registered at resolution lower resolution compared to real HD video formats. This accelerates the testing and makes it easier to obtain good test data, while this "down-scaled experiment", in our opinion does not affect the relative performance.
1) Down-scaling
Generally, for down-scaling, a low-pass anti-alias pre-filter before decimation has to be used. However, this is not an appropriate model for acquiring a picture from a low-resolution imaging device. A better approximation is obtained by simply averaging four HD pixels, emulating an SD-cell [32] :
Since a camera usually has an aperture correction filter to compensate for the finite size of the pixels, it seems appropriate to additionally apply a high-frequency enhancement filter in the evaluation. A 3-tap "aperture correction" filter is used:
where 07 . 0 = β gives the best compensation for the low-pass filtering of the 4-point averaging filter in our experiment. In (26) only the horizontal aperture correction filter is defined, but the same filter is also used to filter the down-scaled image in the vertical direction. Note that the down-scaling shifts the SD output over half an HD-pixel distance with respect to the input HD grid.
2) Pre-processing
From the descriptions in Section 3, we conclude that different upscaling methods result in different HD-pixel grids. Taking into account the displacement introduced by the down-scaling process, the HD images as interpolated with methods from Kondo, Atkins, Plaziac, Tegenbosch, are generated on the original HD-grid. The remaining methods, Li and Greenspan, introduce a shift of half an HD-pixel distance horizontally and vertically. Since linear methods illustrated in Section 2 can interpolated on any grid, we put bilinear and bi-cubic interpolation in the former group while cubic B-spline in the latter. To cope with these two groups situation in a fair comparison, two copies of the selected video test sequences were generated. The first is shifted over 1/4-pixel and the other over 3/4-pixel. This results in two "originals" on different grids that have the same picture quality. Fig 14, pixels on grid A are original HD pixels, the other pixels are interpolated using a FIR interpolation filter 4 . Pixels on grid B and C are one quarter and three quarter pixel shifted compared to A respectively. The down-scaling uses the 1/4-pixel shifted HD material to generate the SD sequence. For Kondo, Atkins, Plaziac, Tegenbosch, bilinear and bi-cubic interpolation, after up-scaling or up-conversion the pixels are lying on the same grid as the 1/4-pixel shifted ones, hence the up-scaling result should be compared with the 1/4-pixel shifted copies. For the other methods, there is a half HD-pixel shift after up-scaling or upconversion and the result should be compared with the 3/4-pixel shifted version of the HD sequences.
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3) Up-conversion and MSE calculation
After up-conversion of the down-scaled video/image by a factor of two in both dimensions using the linear and advanced up-conversion methods, the MSE between the reference and the up-converted video/image(s) can be calculated using: (27) 
B. Subjective evaluation
For subjective comparison, a paired comparison [33] of the up- . The up-scaled images and video sequences were in 4:2:2 format. Because we concentrate on the Luminance only, the chrominance channels were up-scaled with the same (bilinear) interpolation in all cases. The upscaled materials were cropped to fit the display resolution. Two upscaled versions of each image/sequence were shown on the two screens next to each other and each viewer was asked to select the one that he/she believed to have the best image quality. Since such a subjective assessment is much more time consuming than the objective evaluation, we have to limit the number of algorithms to four. The four assessed methods are Kondo's method, which is an MSE optimized classification based method, cubic B-spline, which represents the traditional linear interpolation methods, Li's method, which uses the largest amount of calculations due to the online optimization of the filter coefficients, and Tegenbosch's method, which in contrast to the other methods aims at optimal subjective image quality instead of minimal MSE. significant difference between cubic B-spline and Kondo's method. Li's method is least preferred in this group. Group two has in essence the same order of preference as group one, only the perceived differences are more distinct. In group three, the ranks of Kondo's method and cubic B-spline are swapped compared with group one. However, the difference between these two methods is again not significant. Group four consists of only one sequence (NYStill). The results show there is no significant difference between the four methods for this sequence. However, Li's method is most preferred and Tegenbosch's method dropped to the third place probably due to the fact that the sequence contains severe mosquito noise, which is enhanced by Tegenbosch's method. Fig 16 illustrates the MSE scores of the evaluated up-scaling and up-conversion algorithms in bar graph. The sequences are grouped according to the subjective assessment result. The overall average of the MSE scores are also given.
C. Results and comparison
In Li's method, a relatively large optimization window is used to improve the robustness of the interpolation coefficients estimation. However, if the optimization window contains more than one dominant edge, the optimization becomes a compromise and lead to inaccurate interpolation. Fig 17 illustrates the artifacts generated by Li's method in texture areas and some vertical edges.
If the original content contains artifacts, after up-conversion by Tegenbosch, the artifacts will be enhanced as well as illustrated in Fig 18 . This likely explains why Tegenbosch's method drops to the third with the NYStill sequence.
Conclusions and further research
We have presented an overview of spatial up-scaling techniques, including conventional linear methods and some recently developed non-linear algorithms. From our evaluation, we conclude that conventional linear methods either result in blurred images (like bilinear interpolation and cubic-spline interpolation with MichellNetravali kernel) or introduce strong over-shoots on edges (the cubic B-spline interpolation filter and the cubic-spline interpolation with Keys kernel). Most of the non-linear methods evaluated perform better on edges with good sharpness and little or no overshoots (Kondo, Atkins and Li), although some methods suffer from artifacts in fine details (Li) . The other two non-linear methods (Plaziac and Tegenbosch) perform comparable to the linear methods that give strong overshoots. Tegenbosch's method gives even stronger overshoots due to the enhancement. The MSE comparison and subjective assessment reveal that the optimal MSE score does not guarantee the best perceived image quality. However, it can be used as the starting point for further sharpness enhancement. From the MSE point of view, the content adaptive methods of Kondo and Atkins, or the classification-based methods, show their advantage at minimizing the MSE score. It is expected that when in Tegenbosch's method such a content adaptive method is used instead of a linear scaling filter, the subjective image quality will be even higher, although one should be careful not to enhance the possible artifacts generated by such a non-linear scaling filter. All up-scaling or up-conversion methods described in this paper can benefit from the subjective enhancement in Tegenbosch's method, but given the results of the objective comparison, we believe that the combination with Kondo's method will give the best subjective results. However, this assumption requires further research in the future.
