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by
Alain Couvreur & Hugues Randriambololona
Abstract. — This article surveys the development of the theory of algebraic geom-
etry codes since their discovery in the late 70’s. We summarize the major results on
various problems such as: asymptotic parameters, improved estimates on the min-
imum distance, and decoding algorithms. In addition, we present various modern
applications of these codes such as public-key cryptography, algebraic complexity
theory, multiparty computation or distributed storage.
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Introduction
Algebraic geometry codes is a fascinating topic at the confluence of number theory
and algebraic geometry on one side and computer science involving coding theory,
combinatorics, information theory and algorithms, on the other side.
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History. — The beginning of the story dates back to the early 70’s where the Rus-
sian mathematician V. D. Goppa proposed code constructions from algebraic curves,
using rational functions or differential forms on algebraic curves over finite fields
[56, 57, 58]. In particular, this geometric point of view permitted to regard Goppa’s
original construction of codes from rational functions [54, 55] (see [11] for a de-
scription of these codes in English) as codes from differential forms on the projective
line.
Shortly after, appeared one of the most striking result in history of coding theory,
which is probably at the origin of the remarkable success of algebraic geometry codes.
In 1982, Tsfasman, Vla˘dut¸ and Zink [132] related the existence of a sequence of curves
whose numbers of rational points go to infinity and grow linearly with respect to the
curves’ genera to the existence of sequences of asymptotically good codes. Next,
using sequences of modular curves and Shimura curves they proved the existence of
sequences of codes over a field Fq where q = p2 or p4, for p a prime number, whose
asymptotic rate R and asymptotic relative distance δ satisfy
(1) R > 1− δ − 1√
q − 1 ·
In an independent work and using comparable arguments, Ihara [68] proves a similar
result over any field Fq where q is a square. For this reason, the ratio
lim sup
g→+∞
max |X(Fq)|
g
,
where the max is taken over the set of curves X of genus g over Fq is usually referred
to as the Ihara constant and denoted by A(q). Further, Vla˘dut¸ and Drinfeld [136]
proved an upper bound for the Ihara constant showing that the families of curves
exhibited in [132, 68] are optimal.
The groundbreaking aspect of such a result appears when q is a square and q >
49, since, for such a parameter, Tsfasman–Vla˘dut¸–Zink bound is better than the
asymptotic Gilbert–Varshamov bound. Roughly speaking, this result asserts that some
algebraic geometry codes are better than random codes, while the opposite statement
was commonly believed in the community.
For this breakthrough, Tsfasman, Vla˘dut¸ and Zink received the prestigious Infor-
mation Theory Society Paper Award and their result motivated an intense develop-
ment of the theory of algebraic geometry codes. The community explored various sides
of this theory in the following decades. First, the question of producing sequences of
curves with maximal Ihara constant or the estimate of the Ihara constant A(q) when
q is not a square became a challenging new problem in number theory. In particular,
some constructions based on class field theory gave lower bounds for A(q) when q is
no longer a square. In addition, in 1995, Garcia and Stichtenoth [51] obtained new
optimal sequences of curves (i.e. reaching Drinfeld Vla˘dut¸ bound) using a much more
elementary construction called recursive towers. Beside the asymptotic questions,
many works consisted in improving in some specific cases Goppa’s estimate for the
minimum distance of algebraic geometry codes. Such results permitted to construct
new codes of given length whose parameters beat the tables of best known codes (see
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for instance [59]). Third, another fruitful direction is on the algorithmic side with
the development of polynomial time decoding algorithms correcting up to half the
designed distance and even further using list decoding. This article presents known
results on improved bounds on the minimum distance and discusses unique and list
decoding. The asymptotic performances of algebraic geometry codes are also quickly
surveyed without providing an in–depth study of the Ihara constant and the construc-
tion of optimal towers. The latter topic being much too rich would require a separate
treatment which we decided not to develop it in the present survey.
It should also be noted that codes may be constructed from higher dimensional
varieties. This subject, also of deep interest will not be discussed in the present
article . We refer the interested reader to [80] for a survey on this question, to [96]
for a decoding algorithm and to [31] for a first attempt toward good asymptotic
constructions of codes from surfaces.
Applications of algebraic geometry codes. — Algebraic geometry codes admit
many interesting properties that make them suitable for a very wide range of appli-
cations. Most of these properties are inherited from Reed-Solomon (RS) codes and
their variants(1), of which AG codes are a natural extension:
– AG codes can be explicitly constructed.
– AG codes can be efficiently decoded.
– AG codes admit good bounds on their parameters: although they might not be
MDS, they remain close to the Singleton bound ([82, Th. 1.11]).
– AG codes behave well under duality: the dual of an AG code is an AG code.
– AG codes behave well under multiplication: the ?-product of two AG codes is
included in, and in many situations is equal to, an AG code.
– AG codes may have automorphisms, reflecting the geometry of the underlying
objects.
However, as already discussed above, AG codes enjoy an additional property over
their Reed-Solomon genus 0 counterparts, which was perhaps the main motivation
for their introduction:
– For a given q, the length of an (extended) RS code over Fq cannot exceed q+ 1
while one can construct arbitrarily long AG codes over a given fixed field Fq.
It would be an endless task to list all applications of AG codes. Below we focus
on a selection of those we find most meaningful. Basically, in every situation where
Reed–Solomon codes are used, replacing them by algebraic geometry codes is natural
and frequently leads to improvements. These application topics may be symmetric
cryptography, public-key cryptography, algebraic complexity theory, multiparty com-
putation and secret sharing, distributed storage and so on. The present survey aims
at presenting various aspects of the theory of algebraic geometry codes together with
several applications.
(1)Beware that the terminology on Reed–Solomon codes varies in the literature with several names
for variants: generalized Reed–Solomon codes, extended Reed–Solomon codes, doubly extended Reed–
Solomon codes, etc. In this article , we refer to Reed–Solomon or generalized Reed–Solomon codes
as the algebraic geometry codes from a curve of genus 0. See § 3.2 for further details.
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Organization of the article. — We start by fixing some general notation in Sec-
tion 1. The background on algebraic geometry and number theory is recalled in
Section 2 and the construction and first properties of algebraic geometry codes are re-
called in Section 3. In particular, Goppa bound for the minimum distance is recalled.
In Section 4, we discuss asymptotic performances of algebraic geometry codes and
relate this question to the Ihara constant. As said earlier, the construction and study
of good families of curves is too rich to be developed in the present survey and would
require a separate treatment. Next, Section 5 is devoted to various improvements of
Goppa designed distance. Section 6 surveys the various decoding algorithms. Starting
with algorithms correcting up to half the designed distance and then moving to the
more recent developments of list decoding permitting to exceed this threshold. Fi-
nally, the three last sections present various applications of algebraic geometry codes.
Namely, we study their possible use for post–quantum public key cryptography in Sec-
tion 7. Thanks to their nice behavior with respect to the so–called ?–product, algebraic
geometry codes have applications to algebraic complexity theory, secret sharing and
multiparty computation, which are presented in Section 8. Finally, applications to
distributed storage with the algebraic geometric constructions of locally recoverable
codes are presented in Section 9.
1. Notation
For any prime power q, the finite field with q elements is denoted by Fq and its
algebraic closure by Fq. Given any ring R, the group of invertible elements of R is
denoted by R×. In particular, for a field F, the group F× is nothing but F \ {0}.
Unless otherwise specified, any code in this article is linear. The vector space Fnq
is equipped with the Hamming weight denoted by wH(·) and the Hamming distance
between two vectors x,y is denoted by dH(x,y). Given a linear code C ⊆ Fnq , as
usually in the literature, the fundamental parameters of C are listed as a triple of
the form [n, k, d], where n denotes its block length, k its dimension as an Fq–space
and d its minimum distance, which is sometimes also referred to as d(C). When the
minimum distance is unknown, we sometimes denote by [n, k] the known parameters.
Another important notion in the sequel is that of ?-product, which is nothing but
the component wise multiplication in Fnq : for x = (x1, . . . , xn) and y = (y1, . . . , yn)
we have
x ? y
def
= (x1y1, . . . , xnyn).
This notion extends to codes: given two linear codes C, C′ ⊆ Fnq we let
C ? C′ def= SpanFq{c ? c′ | c ∈ C, c′ ∈ C′}
be the linear span of the pairwise products of codewords from C and C′. Observe that
C ? C′ ⊆ Fnq is again a linear code, since we take the linear span. Then the square of
C is defined as
C〈2〉 def= C?2 = C ? C.
The two notations C〈2〉 and C?2 are equivalent and depend only on the authors. In
this text we use the notation C?2.
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Recall that Fnq is equipped with a canonical Euclidean bilinear form defined as
〈·, ·〉Eucl : Fnq × Fnq −→ Fq
(x,y) 7−→ ∑ni=1 xiyi.
The ?–product and the Euclidean product are related by the following adjunction
property
Lemma 1. — Let x,y, z ∈ Fnq , then 〈x ? y, z〉Eucl = 〈x,y ? z〉Eucl .
2. Curves and function fields
Algebraic geometry, the study of geometric objects defined by polynomial equa-
tions, has a long history. In the last century it received rigorous foundations, in several
waves, each bringing its own language. For most applications to coding theory, we
will only need to work with some of the simplest geometric objects, namely curves.
These can be described equally well in the following languages:
– the language of algebraic function fields, for which a recommended reference is
[123];
– the language of varieties over an algebraically closed field, as in [50] or [115];
– the language of schemes, for which we refer to [63].
As long as one works with one fixed curve, these languages have the same power
of expression.
We briefly recall some of the basic notions and results that we need, and explain
how they correspond in these different languages. For more details the reader should
look in the references given above.
2.1. Curves, points, function fields and places. —
Definition 2. — An algebraic function field F with constant field Fq is a finite
extension of a purely transcendental extension of Fq of transcendence degree 1, in
which Fq is algebraically closed, i.e. any element α ∈ F which is algebraic over Fq is
actually in Fq.
Any such F is of the form F = Frac(Fq[x, y]/(P (x, y))) where P ∈ Fq[x, y] is
absolutely irreducible, i.e. irreducible even when regarded as an element of Fq[x, y].
Definition 3. — A curve over Fq is a geometrically irreducible smooth projective
variety of dimension 1 defined over Fq.
Any such curve can be obtained as the projective completion and desingularization
of an affine plane curve of the form {P (x, y) = 0} where P is an absolutely irreducible
polynomial in the two indeterminates x and y over Fq.
From this observation we see that Definitions 2 and 3 are essentially equivalent.
This can be made more precise:
Theorem 4. — There is an equivalence of categories between:
– algebraic function fields, with field morphisms, over Fq;
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– curves, with dominant (surjective) morphisms, over Fq.
The proof can be found e.g. in [63, § I.6]. In one direction, to each curve X one
associates its field of rational functions F = Fq(X), which is an algebraic function
field. We then have a natural correspondence between:
– places, or discrete valuations of F ;
– Galois orbits in the set X(Fq) of points of X with coordinates in the algebraic
closure of Fq;
– closed points of the topological space of X seen as a scheme.
If P is a closed point of X, or a place of F , we denote by vP : F → Z ∪ {∞} the
corresponding discrete valuation, by OP = {f ∈ F | vP (f) > 0} its valuation ring
(the local ring of X at P ), and by mP = {f ∈ F | vP (f) > 0} its maximal ideal.
An element tP ∈ mP is called a local parameter, or a uniformizer at P , if it satisfies
vP (tP ) = 1. The residue field kP = OP /mP is a finite extension of Fq. We define the
degree of P as the degree of the field extension:
deg(P ) = [kP : Fq].
This degree is equal to the cardinality of the Galois orbit corresponding to P in X(Fq).
Conversely, for any finite extension Fqd of Fq, the set X(Fqd) of Fqd -rational points of
X (i.e. points of X with coordinates in Fqd) identifies with the set of degree 1 places
in the base field extension FqdF seen as a function field over Fqd .
2.2. Divisors. — The divisor group Div(X) is the free abelian group generated by
the set of closed points of X or equivalently by the set of places of its function field
Fq(X). Thus, a divisor is a formal sum
D =
∑
P
nPP
where P ranges over closed points and vP (D)
def
= nP ∈ Z are almost all zero. The
support of D is the finite set Supp(D) of such P with nP 6= 0. The degree of D is
deg(D)
def
=
∑
P
nP deg(P ).
We say D is effective if nP > 0 for all P . We write D1 > D2 if D1 −D2 is effective.
A divisor is principal if it is of the form
div(f)
def
=
∑
P
vP (f)P
for f ∈ F× = F \ {0}. So we can write div(f) = (f)0 − (f)∞ where (f)0 =∑
vP (f)>0
vP (f)P is the divisor of zeros of f , and (f)∞ =
∑
vP (f)<0
−vP (f)P is
its divisor of poles. Principal divisors have degree zero (“a rational function on a
curve has as many poles as zeros”), and they form a subgroup of Div(X). We say
that two divisors D1 and D2 are linearly equivalent, and we write
(2) D1 ∼ D2,
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when D1 − D2 is principal. Passing to the quotient we get the divisor class group
Cl(X) = Div(X)/ ∼ of X, together with a degree map Cl(X)→ Z that is a surjective
group morphism [90, Th. 3.2(i)].
The Riemann-Roch space of a divisor D is the vector space
L(D) = {f ∈ F× | div(f) > −D} ∪ {0}.
It has finite dimension `(D) = dimFq L(D). Actually `(D) only depends on the linear
equivalence class of D in Cl(X).
To a divisor D =
∑
P nPP , one can associate an invertible sheaf (or line bundle)
O(D) on X, generated locally at each P by t−nPP , for tP a uniformizer at P . There
is then a natural identification
L(D) = Γ(X,O(D))
between the Riemann-Roch space of D and the space of global sections of O(D).
Conversely, given an invertible sheaf L on X, any choice of a nonzero rational section
s of L defines a divisor D = div(s) with L ' O(D). Another choice of s gives a
linearly equivalent D. From this we get an isomorphism
Cl(X) ' Pic(X)
where Pic(X), the Picard group of X, is the group of isomorphism classes of invertible
sheaves on X equipped with the tensor product.
2.3. Morphisms of curves and pullbacks. — A morphism of curves is a map
φ : X → Y that is component wise described by polynomials or rational functions.
To such a map is associated a function field extension φ∗ : Fq(Y ) ↪→ Fq(X): given a
rational function f on Y , one defines the pullback of f by φ denoted φ∗f to be the
function f ◦ φ on X. The degree of φ is the extension degree [Fq(X) : Fq(Y )] induced
by the φ∗ field extension.
Definition 5 (Pullback of a divisor). — Given a divisor D =
∑r
i=1 niPi on Y ,
one defines the pullback of D by φ and denotes it by φ∗D:
φ∗D def=
r∑
i=1
∑
Q
φ→Pi
ni · eQ|Pi ·Q,
where eQ|Pi denotes the ramification index at Q (see [123, Def. 3.1.5]).
The divisor φ∗D is sometimes also called the conorm of D ([123, Def. 3.1.8]). In
addition, it is well–known that
(3) deg φ∗D = deg φ · degD.
2.4. Differential forms. — The space of rational differential forms on X is the
one-dimensional F -vector space ΩF whose elements are of the form
ω = udv
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for u, v ∈ F , subject to the usual Leibniz rule d(u1u2) = u1du2 + u2du1. Given
ω ∈ ΩF and tP a uniformizer at P , we can write ω = fPdtP for some fP ∈ F and we
define the valuation of ω at P as
vP (ω) = vP (fP ).
One can prove that the definition does not depend on the choice of tP . In the same
spirit as functions, to any nonzero rational differential form ω, one associates its
divisor
div(ω)
def
=
∑
P
vP (ω)P.
Equivalently, ΩF is the space of rational sections of the invertible sheaf Ω
1
X , called
the canonical sheaf, or the sheaf of differentials of X, generated locally at each P by
the differential dtP , for tP a uniformizer at P .
For any divisor D we set
Ω(D)
def
= Γ(X,Ω1X ⊗O(−D)) = {ω ∈ ΩF \ {0} | div(ω) > D} ∪ {0}.
Remark 6. — Beware of the sign change compared to the definition of the L(D)
space. This choice of notation could seem unnatural, but it is somehow standard in
the literature on algebraic geometry codes (see e.g. [123]), and is related to Serre
duality.
2.4.1. Canonical divisors. — A canonical divisor is a divisor KX on X such that
Ω1X ' O(KX). Thus a canonical divisor is of the form
KX = div(ω)
for any choice of ω = udv ∈ ΩF \ {0}. More explicitly, we have KX =
∑
P vP (fP )P
where locally at each P we write ω = fPdtP . Any two canonical divisors are linearly
equivalent (see for instance [123, Prop. 1.5.13(b)]).
2.4.2. Residues. — Given a rational differential ωP at P and a uniformizer tP we
have a local Laurent series expansion
ωP = a−N t−NP dtP + · · ·+ a−1t−1P dtP + ηP
where N is the order of the pole of ωP at P and ηP is regular at P , i.e. vP (ηP ) > 0.
Then
resP (ωP ) = a−1
is independent of the choice of tP and is called the residue of ωP at P . In particular,
if ωP is regular at P , then we have resP (ωP ) = 0. We refer to [123, Chap. IV] for
further details.
2.5. Genus and Riemann–Roch theorem. — An important numerical invariant
of a curve X is its genus
g = `(KX).
We then also have deg(KX) = 2g − 2 ([123, Cor. 1.5.16]).
The following result, which is for instance proved in [123, Th. 1.5.15], is a central
result in the theory of curves.
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Theorem 7 (Riemann-Roch). — For a divisor D on X, we have
`(D)− `(KX −D) = deg(D) + 1− g.
In particular, we always have
`(D) > degD + 1− g.
In addition, Riemann-Roch spaces satisfy the following properties (see e.g.
Cor. 1.4.12(b) and Th. 1.5.17 of [123]).
Proposition 8. — Let D be a divisor on a curve X such that deg(D) < 0. Then,
L(D) = {0}.
Corollary 9. — When deg(D) > 2g − 2 we have `(KX −D) = 0, and then
`(D) = deg(D) + 1− g.
3. Basics on algebraic geometry codes
3.1. Algebraic geometry codes, definitions and elementary results. — Let
X be a curve over Fq and fix a divisor G and an ordered sequence of n distinct rational
points P = (P1, . . . , Pn) disjoint from Supp(G). The latter sequence P will be referred
to as the evaluation points sequence and a divisor is associated to it, namely:
(4) DP
def
= P1 + · · ·+ Pn.
With this data, we can define two codes:
Definition 10. — The evaluation code, or function code, CL (X,P, G) is the image
of the map
L(G) −→ Fnq
f 7−→ (f(P1), . . . , f(Pn)).
Definition 11. — The residue code, or differential code, CΩ (X,P, G) is the image
of the map
Ω(G−DP) −→ Fnq
ω 7−→ (resP1(ω), . . . , resPn(ω))
where DP is defined in (4).
The two constructions are dual to each other (see for instance [123, Th. 2.2.8]):
Theorem 12. — The two codes defined just above are dual of each other:
CΩ (X,P, G) = CL (X,P, G)⊥ .
Recall that ? denotes the component wise multiplication in Fnq , so if x =
(x1, . . . , xn) and y = (y1, . . . , yn), then x ? y = (x1y1, . . . , xnyn).
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Definition 13. — Two codes C1, C2 ⊆ Fnq are diagonally equivalent (under a ∈
(F×q )n) if
C2 = C1 ? a
or equivalently if
G2 = G1Da
where G1,G2 are generator matrices of C1, C2 respectively, and Da is the n × n
diagonal matrix whose diagonal entries are the entries of a.
Remark 14. — Diagonally equivalent codes are isometric with respect to the Ham-
ming distance.
Lemma 15. — Let G1 ∼ G2 be two linearly equivalent divisors on X, both with
support disjoint from P = {P1, . . . , Pn}. Then CL (X,P, G1) and CL (X,P, G2) are
diagonally equivalent under a = (h(P1), . . . , h(Pn)) where h is any choice of function
with div(h) = G1 −G2.
Likewise CΩ (X,P, G1) and CΩ (X,P, G2) are diagonally equivalent under a−1.
See [123, Prop. 2.2.14] for a proof of the latter statement.
Remark 16. — In the previous statement, the choice of h is not unique. More
precisely, h may be replaced by any nonzero scalar multiple λh of h. This would
replace a by λa, which has no consequence, since the codes are linear and hence
globally invariant by a scalar multiplication.
Remark 17. — If we accept codes defined only up to diagonal equivalence, then
we can relax the condition that Supp(G) is disjoint from P in Definitions 10 and 11.
Indeed, if Supp(G) is not disjoint from P, then by the weak approximation theorem
[123, Th. 1.3.1] we can find G′ ∼ G with support disjoint from P, and then we can
use CL (X,P, G′) in place of CL (X,P, G), and CΩ (X,P, G′) in place of CΩ (X,P, G).
Lemma 15 then shows that up to diagonal equivalence, these codes do not depend on
the choice of G′.
In summary, the usual restriction “the support of G should avoid the Pi’s” in
the definition of CL (X,P, G) can always be ruled out at the cost of some technical
clarifications.
A slightly more general construction is the following:
Definition 18. — Given a curve X over Fq, an invertible sheaf L on X, and an
ordered sequence of n distinct rational points P = (P1, . . . , Pn). After some choice of
a trivialisation L|Pi ' Fq for the fibres of L at the Pi ∈ P, the code C(X,P,L) is the
image of the map
Γ(X,L) −→ ⊕16i6n L|Pi ' Fnq
s 7−→ (s|P1 , . . . , s|Pn).
Choosing another trivialisation of the fibres, and also replacing the invertible sheaf
L with an isomorphic one, leaves C(X,P,L) unchanged up to diagonal equivalence.
Definition 10 is a special case of this construction with L = O(G) together with
the natural trivialisation O(G)|Pi = Fq when Pi 6∈ Supp(G). Relaxing this last
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condition, we can use a trivialisation O(G)|Pi = Fq · hi|Pi depending on the choice
of a local function hi at Pi with minimal valuation vPi(hi) = −vPi(G). This defines
CL (X,P, G) as the image of the map
L(G) −→ Fnq
f 7−→ ((f/h1)(P1), . . . , (f/hn)(Pn)).
A possible choice for hi is hi = t
−vPi (G)
Pi
where tPi is a uniformizer. Alternatively,
given G′ ∼ G with Supp(G′) ∩ P = ∅, one can find h with div(h) = G′ − G and set
hi = h for all i. Doing so, we obtain Remark 17.
Likewise Definition 11 is a special case of Definition 18 with L = Ω1X ⊗O(DP −G)
and trivialisation given by the residue map when Supp(G)∩P = ∅, and can be relaxed
in a similar way when this condition is relaxed. This also gives:
Lemma 19. — For any canonical divisor KX on X, the codes CΩ (X,P, G) and
CL (X,P,KX +DP −G) are diagonally equivalent.
Actually, if Supp(G) is disjoint from P, then there is a choice of a canonical divisor
KX , of support disjoint from Supp(G) and P, that turns this diagonal equivalence into
an equality: CΩ (X,P, G) = CL (X,P,KX −DP +G).
Remark 20. — The canonical divisors providing the equality between the CΩ and
the CL is the divisor of a differential form having simple poles with residue equal to
1 at all the P ′is. The existence of such a differential is a consequence of the weak
approximation theorem (see [123, Lem. 2.2.9 & Prop. 2.2.10]).
The parameters of AG codes satisfy the following basic estimates ([123,
Th. 2.2.2 & 2.2.7]):
Theorem 21. — The evaluation code CL (X,P, G) is a linear code of length n =
|P| = deg(DP) and dimension
k = `(G)− `(G−DP).
In particular, if deg(G) < n, then
k = `(G) > deg(G) + 1− g,
and if moreover 2g − 2 < deg(G) < n, then
k = `(G) = deg(G) + 1− g,
where g is the genus of X.
Its minimum distance d = d(CL (X,P, G)) satisfies
d > d∗Gop
def
= n− deg(G)
where d∗Gop is the so-called Goppa designed distance of CL (X,P, G).
Joint with Lemma 19 it gives likewise:
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Corollary 22. — If 2g− 2 < deg(G) < n, the residue code CΩ (X,P, G) has dimen-
sion
k = n+ g − 1− deg(G)
and minimum distance
d > dGop
def
= deg(G) + 2− 2g.
Another important consequence of these bounds is the following statement, provid-
ing a comparison of these bounds with the well–known Singleton bound [82, Th. 1.11].
Corollary 23. — Let C = CL (X,P, G) with deg(G) < n, or C = CΩ (X,P, G) with
deg(G) > 2g − 2. Then
k + d > n+ 1− g
i.e. the Singleton defect of C is at most g.
Remark 24. — In the sequel, both quantities d∗Gop and dGop are referred to as the
Goppa bound or the Goppa designed distance. They do not provide a priori the actual
minimum distance but yield a lower bound. In addition, as we will see in Section 6,
correcting errors up to half these lower bounds will be considered as good “targets”
for decoding.
Finally, automorphisms of X give rise to automorphisms of evaluation codes on it:
Proposition 25. — Assume Supp(G) is disjoint from P, and let σ be an automor-
phism of X such that σ(P) = P and σ∗G ∼ G (see Definition 5). Let Pσ be the
permutation matrix given by (Pσ)i,j = 1 if Pi = σ(Pj) and (Pσ)i,j = 0 otherwise.
Also set v = (h(P1), . . . , h(Pn)), where div(h) = σ
∗G−G. Then the map
c 7→ cPσ ? v
defines a linear automorphism of CL (X,P, G).
The proof of Proposition 25 uses the following lemma.
Lemma 26. — In the context of Proposition 25, the map
ϕσ : Fq(X) −→ Fq(X)
f 7−→ f ◦ σ
induces an isomorphism L(G)
∼−→ L(σ∗G).
Proof. — The map ϕσ is clearly an isomorphism with inverse h 7→ h ◦ σ−1. Hence,
we only need to prove that ϕσ(L(G)) ⊆ L(σ∗G). From Definition 5, we have
(5) σ∗G =
∑
P
vP (G)σ
−1(P ).
Next, for any place P of Fq(X) and any f ∈ Fq(X),
(6) vP (f) = vσ−1(P )(f ◦ σ).
Combining (5) and (6), for any place P of Fq(X), we have
vP (f) > −vP (G) =⇒ vσ−1(P )(f ◦ σ) > vσ−1(P )(σ∗G).
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This yields the result.
Proof of Proposition 25. — The map ϕσ of Lemma 26 induces an isomorphism
φσ : CL (X,P, G) −→ CL (X,P, σ∗G)
(f(P1), . . . , f(Pn)) 7−→ (f(σ(P1)), . . . , f(σ(Pn))),
which, by definition of Pσ, is nothing but the map c 7→ cPσ. Next, Lemma 15 yields
an isomorphism
ψ : CL (X,P, σ∗G) −→ CL (X,P, G)
c 7−→ c ? v.
The composition map ψ ◦ φσ provides an automorphism of CL (X,P, G) which is the
map c 7→ cPσ ? v.
3.2. Genus 0, generalized Reed–Solomon and classical Goppa codes. — In
this section, we focus on algebraic geometry codes from the projective line P1. We
equip this line with homogeneous coordinates (X : Y ). We denote by x the rational
function x
def
= XY and for any xi ∈ Fq we associate the point Pi = (xi : 1). Finally, we
denote by P∞
def
= (1 : 0).
Remark 27. — In this article , accordingly to the usual notation in algebraic ge-
ometry, the projective space of dimension m is denoted as Pm. In particular, its
set of rational points Pm(Fq) is the finite set sometimes denoted as PG(m, q) in the
literature of finite geometries and combinatorics.
3.2.1. The CL description. — One of the most famous families of codes is probably
that of Reed–Solomon codes.
Definition 28. — Let x = (x1, . . . , xn) be an n–tuple of distinct elements of Fq and
y = (y1, . . . , yn) be an n–tuple of nonzero elements of Fq. Let k < n, the generalized
Reed–Solomon (GRS) code of dimension k associated to the pair (x,y) is defined as
GRSk (x,y)
def
= {(y1f(x1), . . . , ynf(xn)) | f ∈ Fq[X], deg f < k},
where, by convention, the zero polynomial has degree −∞. A Reed–Solomon code is
a GRS one with y = (1, . . . , 1) and is denoted as RSk (x).
Remark 29. — In terms of diagonal equivalence, any generalized Reed–Solomon
code is diagonally equivalent to a Reed–Solomon one thanks to the obvious relation
GRSk (x,y) = RSk (x) ? y.
Remark 30. — Beware that our definition of Reed–Solomon codes slightly differs
from the most usual one in the literature . Indeed, most of the references define
Reed–Solomon codes as cyclic codes of length q − 1, i.e. as a particular case of BCH
codes. For instance, see [82, § 10.2], [67, § 5.2] [111, § 5.2] or [133, Def. 6.8.1]. Note
that this commonly accepted definition is not exactly the historical one made by Reed
and Solomon themselves in [110], who introduced a code of length n = 2m over F2m
which is not cyclic.
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Further, Reed–Solomon codes “of length q” are sometimes referred to as extended
Reed–Solomon codes. Next, using Remark 17, one can actually define generalized
Reed–Solomon codes of length q + 1, corresponding to the codes called (generalized)
doubly extended Reed–Solomon codes in the literature.
Generalized Reed–Solomon codes are known to have length n, dimension k and
minimum distance d = n− k + 1. That is to say, such codes are Maximum Distance
Separable (MDS), i.e. they reach Singleton bound [82, Th. 1.11] asserting that for
any code of length n and dimension k and minimum distance d, we always have
k+d 6 n+ 1. In addition, many algebraic constructions of codes such as BCH codes,
Goppa codes or Srivastava codes derive from some particular GRS codes by applying
the subfield subcode operation.
Definition 31. — Consider a finite field Fq and its degree m extension Fqm for some
positive integer m. Let C ⊆ Fnqm be a linear code, the subfield subcode of C is the code:
C ∩ Fnq .
The above–defined operation is of particular interest for public-key cryptography
applications. All these codes fit in a broader class called alternant codes. See for
instance [82, Chap. 12, Fig. 12.1].
In some sense, algebraic geometry codes are natural generalisations of generalized
Reed–Solomon codes, the latter being algebraic geometry codes from the projective
line P1. Let us start with the case of Reed–Solomon codes.
Proposition 32. — Let x = (x1, . . . , xn) ∈ Fnq be an n–tuple of distinct ele-
ments. Set P = ((x1 : 1), . . . , (xn : 1)) ∈ P1 and P∞ = (1 : 0). Then, the code
CL
(
P1,P, (k − 1)P∞
)
is nothing but the Reed–Solomon code RSk (x).
Proof. — By definition, the Riemann–Roch space L((k−1)P∞) is the space of rational
functions with a pole of order less than k at infinity, which is nothing but the space
of polynomials of degree less than k.
More generally, the equivalence between GRS codes and algebraic geometry codes
from P1 is summarized here.
Theorem 33. — Any generalized Reed–Solomon code is an AG code from P1 whose
evaluation points avoid P∞. Conversely, any such AG code is a GRS one. More
precisely:
(i) for any pair (x,y) as in Definition 28, we have GRSk (x,y) = CL
(
P1,P, G),
with
P = ((x1 : 1), . . . , (xn : 1)) and G = (k − 1)P∞ − div(h),
where h is the Lagrange interpolation polynomial satisfying deg h < n and
h(xi) = yi for any 1 6 i 6 n.
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(ii) Conversely, for any ordered n–tuple P of distinct rational points of P1 \ {P∞}
with coordinates (x1 : 1), . . . , (xn : 1) and any divisor G of P1 of degree k − 1
whose support avoids P, we have CL
(
P1,P, G) = GRSk (x,y) where
x = (x1, . . . , xn) and y = (f(x1), . . . , f(xn))
for some function f ∈ L(G− (k − 1)P∞) \ {0}.
Proof. — Using Remark 29, it suffices to prove that CL
(
P1,P, G) = RSk (x) ? y.
This last equality is deduced from Proposition 32 together with Lemma 15 since
(k − 1)P∞ −G = div(h) , proving (i).
Conversely, since degG = k − 1 and the genus of P1 is 0, then, from Corollary 9,
we deduce that the space L(G− (k−1)P∞) has dimension 1. Let us take any nonzero
function f in this space. Then, by definition,
div(f) > −G+ (k − 1)P∞
and, for degree reasons, the above inequality is an equality. Set y = (f(x1), . . . , f(xn)).
Again from Proposition 32 and Lemma 15, we deduce that
CL
(
P1,P, G) = CL (P1,P, (k − 1)P∞) ? y = RSk (x) ? y = GRSk (x,y) .
This proves (ii).
Remark 34. — Theorem 33 asserts that any AG code from the projective line
is diagonally equivalent to a one–point code, i.e. an AG code whose divisor G is
supported by one point. This fact can be directly observed without introducing the
notation of Reed–Solomon codes, by using a classical result in algebraic geometry
asserting that on P1, two divisors are linearly equivalent if and only if they have the
same degree.
3.2.2. The CΩ description. — Another way to describe codes from the projective
line is to use the differential description. Note that, the equivalence between the CL
and the CΩ description can be made easily explicit in the P1 case as follows.
Proposition 35. — Let P = (P1, . . . , Pn) be an ordered n–tuple of distinct points
of P1 \ {P∞} with respective homogeneous coordinates (x1 : 1), . . . , (xn : 1) and G be
a divisor on P1 whose support avoids the Pi’s. Then
CΩ
(
P1,P, G) = CL (P1,P,div(ω)−DP +G) ,
with ω
def
= dhh , where h(x)
def
=
∏n
i=1(x− xi).
Proof. — A classical result on logarithmic differential forms asserts that dhh =∑
i
dx
x−xi has simple poles at the Pi’s with residue 1 at them. Then, we conclude
using Lemma 19 and Remark 20.
Despite CL and CΩ definitions are equivalent thanks to Lemma 19, the differential
description is of interest since it permits to redefine the so–called classical Goppa codes
[54, 55]. Given an n–tuple x = (x1, . . . , xn) ∈ Fq with distinct entries, a polynomial
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f ∈ Fq[X] which does not vanish at any of the entries of x and a subfield K of Fq,
then the classical Goppa code associated to (x, f,K) is defined as
(7) Γ(x, f,K) def=
{
c = (c1, . . . , cn) ∈ Kn
∣∣∣∣ n∑
i=1
ci
X − xi ≡ 0 mod (f)
}
.
The major interest of this definition lies in the case of a proper subfield K  Fq,
for which the corresponding code benefits from a better estimate of its parameters
compared to general alternant codes [82, 128]. This estimate comes with an efficient
decoding algorithm called Patterson algorithm [98] correcting up to half the designed
minimum distance. However, in what follows, we are mainly interested in the relation
between this construction and that of CΩ codes and, for this reason, we will focus on
the case Fq = K.
Remark 36. — Note that the terminology might be misleading here. Algebraic
geometry codes are sometimes referred to as Goppa codes, while classical Goppa codes
are not algebraic geometry codes from P1 in general since K may be different from
Fq. These codes are subfield subcodes (see Definition 31) of some algebraic geometry
codes from P1.
For this reason and to avoid any confusion, in the present article, we refer to
algebraic geometry codes when speaking about CL and CΩ codes and to Goppa codes
or classical Goppa codes when dealing with codes as defined in (7) with K  Fq.
Theorem 37. — Denote by P = (P1, . . . , Pn) = ((x1 : 1), . . . , (xn : 1)). The code
Γ(x, f,Fq) equals CΩ
(
P1,P, (f)0 − P∞
)
where (f)0 is the effective divisor given by
the zeroes of the polynomial f counted with multiplicity.
Proof. — Let c ∈ Γ(x, f,Fq) and set
ωc
def
=
n∑
i=1
cidx
x− xi ·
By definition of Γ(x, f,Fq), the form ωc vanishes on (f)0. In addition, it has simple
poles at all the Pi’s and is regular at any other point of P1 \ {P∞}. There remains to
check its valuation at infinity. This can be done by replacing x by 1/u and get:
ωc =
n∑
i=1
−ci duu2
1
u − xi
= −
n∑
i=1
cidu
u(1− xiu) ·
We deduce that ωc has valuation > −1 at P∞ and hence ωc ∈ Ω((f)0 − P∞ −DP),
which yields Γ(x, f,Fq) ⊆ CΩ
(
P1,P, (f)0 − P∞
)
Conversely, given ω ∈ Ω((f)0 − P∞ −DP), consider the differential form
η
def
=
n∑
i=1
resPi(ω)dx
x− xi ·
The previous discussion shows that the poles of η are simple and contained in
{P1, . . . , Pn, P∞}. In addition, the two forms have simple poles and the same residue
at any of the points P1, . . . , Pn and, by the residue formula [123, Cor. 4.3.3] they
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also should have the same residue at P∞. Therefore, the differential form η − ω has
no pole on P1. Moreover, since the degree of a canonical divisor is 2g − 2 = −2, a
nonzero rational differential form on P1 should have poles. Therefore, η = ω and we
deduce that the rational function
∑
i
resPi (ω)
(x−xi) vanishes on (f)0 or, equivalently that
n∑
i=1
resPi(ω)
x− xi ≡ 0 mod (f).
This yields the converse inclusion CΩ
(
P1,P, (f)0 − P
) ⊆ Γ(x, f,Fq) and concludes
the proof.
4. Asymptotic parameters of algebraic geometry codes
4.1. Preamble. — A nonconstructive argument shows that asymptotically good
codes, i.e. [n, k, d]-codes with
– n→∞
– lim inf kn > R > 0 (positive asymptotic rate)
– lim inf dn > δ > 0 (positive asymptotic relative minimum distance)
exist over any given finite field Fq. More precisely, the asymptotic version of the
Gilbert-Varshamov bound shows that this is possible for 0 < δ < 1 − 1/q and R =
1−Hq(δ), where
Hq(x)
def
= x logq(q − 1)− x logq(x)− (1− x) logq(1− x)
is the q-ary entropy function.
For a long time it remained an open question to give an explicit description, or even
better an effectively computable construction, of asymptotically good codes. The first
such construction was proposed by Justesen in [71]. Let us briefly recall how it works
(in a slightly modified version).
Let m be an integer, and assume that we have an explicit Fq-linear identification
of Fqm with Fmq . Set n = qm − 1 and let x = (x1, . . . , xn) be the collection of all
nonzero elements in Fqm . For an integer k < n, consider the evaluation map
Fqm [X]<k −→ (Fqm)2n
f(X) 7−→ (f(X), Xf(X))(x) ,
where Fqm [X]<k denotes the subspace of polynomials of degree less than k, and
(f(X), Xf(X))(x)
def
= (f(x1), x1f(x1), f(x2), x2f(x2), . . . , f(xn), xnf(xn)).
The image of this evaluation map is a [2n, k]-code over Fqm , and identifying Fqm with
Fmq this becomes a [2nm, km]-code C over Fq.
Theorem 38. — Let 0 < R < 12 . Then as m → ∞ and kn → 2R, the codes C
are asymptotically good, with asymptotic rate R and asymptotic relative minimum
distance at least (1− 2R)H−1q ( 12 ).
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The idea of the proof is that, for  > 0 and m → ∞, the number of words in
F2mq of relative weight less than H−1q ( 12 − ) is roughly q2m(
1
2−) = qm(1−2), which
is exponentially negligible compared to n = qm − 1. Moreover, if such a vector, seen
in Fqm × Fqm , is of the form (α, xiα), then it uniquely determines xi. Now if f has
degree k 6 2Rn, there are at least (1 − 2R)n values of xi such that f(xi) 6= 0, and
then, except for a negligible fraction of them, (f(xi), xif(xi)) has weight at least
2mH−1q (
1
2 − ) in F2mq . This concludes.
4.2. The Tsfasman-Vla˘dut¸-Zink bound. — Algebraic geometry also provides
asymptotically good codes. Dividing by n in the basic estimate of Corollary 23 and
setting R = kn and δ =
d
n gives codes whose rate R and relative minimum distance δ
satisfy R+ δ > 1 + 1n − gn . Letting n→∞ motivates the following:
Definition 39. — The Ihara constant of Fq is
A(q) = lim sup
g(X)→∞
n(X)
g(X)
where X ranges over all curves over Fq, and n(X) = |X(Fq)| is the number of rational
points of X.
We then readily get:
Theorem 40. — Assume A(q) > 1. Then, for any R, δ > 0 satisfying
R+ δ = 1− 1
A(q)
,
there exist asymptotically good codes with asymptotic rate at least R and asymptotic
relative minimum distance at least δ.
For this result to be meaningful, we need estimates on A(q).
Let us start with upper bounds. First, the well-known Hasse-Weil bound [123,
Th. 5.2.3] implies A(q) 6 2√q. Several improvements were proposed, culminating
with the following, known as the Drinfeld-Vla˘dut¸ bound.
Theorem 41 ([136]). — For any q we have A(q) 6 √q − 1.
On the other hand, lower bounds on A(q) combine with Theorem 40 to give lower
bounds on codes.
– When q = p2m (m > 1) is a square, we have A(q) > √q − 1. This was first
proved by Ihara in [68] then independently in [132], using modular curves if
m = 1, and Shimura curves for general m. Observe that Ihara’s lower bound
matches the Drinfeld-Vla˘dut¸ bound, so we actually get equality: A(q) =
√
q−1.
Other more effective constructions matching the Drinfeld-Vla˘dut¸ bound were
later proposed, for instance in [51]. These constructions use recursive towers
of curves, although it was observed by Elkies [43, 44] that they in fact yield
modular curves.
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Combined with Theorem 40, Ihara’s lower bound gives asymptotically good
codes with
R+ δ > 1− 1√
q − 1 ·
This is known as the Tsfasman-Vla˘dut¸-Zink bound [132]. For q > 49, it is shown
that this TVZ bound beats the GV bound on a certain interval as illustrated in
Figure 1
– When q = p2m+1 (m > 1) is a non-prime odd power of a prime, Bassa, Beelen,
Garcia, and Stichtenoth [7] show
A(p2m+1) > 2(p
m+1 − 1)
p+ 1 + p−1pm−1
=
(
1
2
((pm − 1)−1 + (pm+1 − 1)−1)
)−1
.
The proof is constructive and uses a recursive tower of curves, although these
curves can also be interpreted in terms of Drinfeld modular varieties.
– For general q, Serre [114] shows A(q) > c log(q) > 0 for a certain constant c
which can be taken as c = 196 (see [95, Th. 5.2.9]). When q = p is prime this is
often the best one knows.
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Figure 1. Tsfasman–Vla˘dut¸–Zink bound for q = 64
There are some explicit lower bounds for A(p) where p = 2, 3, 5, . . . is a small prime.
However these bounds cannot be used in Theorem 40, which requires A(q) > 1.
Indeed, the Drinfeld-Vla˘dut¸ bound actually shows A(p) < 1 for p = 2 or 3.
4.3. Subfield subcodes, Katsman-Tsfasman-Wirtz bound. — Tsfasman–
Vla˘dut¸–Zink bound provides remarkable results when q > 49 but, on the other hand,
it turns out to be inefficient for smaller values of q and is in particular irrelevant for
q 6 4 where it does not even prove the existence of asymptotically good families of
algebraic geometry codes.
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Very often, lower bounds on codes over a small base field can be obtained by con-
sidering good codes over an extension field, and then using either a concatenation
argument or a subfield subcode argument (see Definition 31). In [138] and indepen-
dently in [74] the parameters of subfield subcodes of algebraic geometric codes and
asymptotic parameters are studied. More recently, a slightly different construction
called Cartier codes [29] using the Cartier operator has been proposed providing the
same asymptotic parameters. Namely,
Theorem 42. — For any even positive integer `, there exists a sequence of codes
over Fq defined as subfield subcodes of codes over Fq` whose asymptotic parameters
(R, δ) satisfy
R > 1− 2(q − 1)`
q(q`/2 − 1) −
(q − 1)`
q
δ for
q − 2
q`/2 − 1 6 δ 6
q
m(q − 1) −
2
q`/2 − 1 ·
In particular, when `→∞ the asymptotic parameters of such codes reach Gilbert–
Varshamov bound for δ ∼ 0.
4.4. Nonlinear codes. — Works of Xing [140], Elkies [45], and Niederreiter-O¨zbu-
dak [94] show that it is possible to construct codes with asymptotic parameters better
than those in Theorem 40, and in particular better than the TVZ bound, if one turns
to nonlinear codes. Observe then that, strictly speaking, these codes are not AG
codes of the form CL (X,P, G). However they are still obtained by evaluation of func-
tions on an algebraic curve. More precisely, the original construction of these codes
uses derivative evaluation of functions on curves, combined with certain intricate com-
binatorial arguments. An alternative, arguably simpler construction is proposed in
[124], still based on curves.
Theorem 43. — For any prime power q, there exist asymptotically good nonlinear
codes over Fq with asymptotic relative minimum distance δ and asymptotic rate
R > 1− δ − 1
A(q)
+ logq
(
1 +
1
q3
)
.
This holds for any δ > 0 such that this quantity is positive.
5. Improved lower bounds for the minimum distance
To write this section, the authors followed some advices of Iwan Duursma. They
warmly thank him for this help.
Given a curve X over Fq of genus g, a divisor G and an ordered set of n rational
points P such that n > degG (resp. degG > 2g − 2), from Corollary 23
(8) d+ k > n+ 1− g.
Therefore, the parameters of an algebraic geometry code are “at distance at most
g” from the Singleton bound. However, Goppa bound is not always reached and
improvements may exist under some hypotheses. The present section is devoted to
such possible improvements. It should be emphasized that this concerns only “finite
ALGEBRAIC GEOMETRY CODES AND SOME APPLICATIONS 21
length” codes: the statements to follow do not provide any improvement on the
asymptotic performances of (linear) algebraic geometry codes presented in Section 4.
First, let us try to understand why Goppa bound may be not reached by proving
the following lemma.
Lemma 44. — The code CL (X,P, G) has minimum distance d = d∗Gop = n−degG
if and only if there exists f ∈ L(G) such that the positive divisor div(f) +G is of the
form Pi1 + · · ·+ Pis where the P ′ijs are distinct points among P1, . . . , Pn.
Proof. — Suppose there exists such an f ∈ L(G) satisfying div(f) + G = Pi1 +
· · · + Pis . Since principal divisors have degree 0, then s = degG. Consequently,
the corresponding codeword vanishes at positions with index i1, . . . , is and hence has
weight n− degG. Thus, such a code reaches Goppa bound.
Conversely, if Goppa bound is reached, then there exists f ∈ L(G) vanishing at
s = degG distinct points Pi1 , . . . , Pis among the Pi’s. Hence
div(f) > −G+ Pi1 + · · ·+ Pis .
For degree reasons, the above inequality is an equality.
Remark 45. — In algebraic geometry, the complete linear system or complete linear
series associated to a divisor G denoted by |G| is the set of positive divisor linearly
equivalent to G. Such a set is parameterized by the projective space P(L(G)). Using
this language, one can claim that the code CL (X,P, G) reaches Goppa bound if and
only if |G| contains a reduced divisor supported by the Pi’s.
For instance, one can provide examples of codes from elliptic curves (i.e. curves
with g = 1) that are MDS, i.e. reach the Singleton bound.
Example 46. — Recall that given an elliptic curve E over a finite field Fq with a
fixed rational point OE , the set of rational points has a natural structure of abelian
group with zero element OE given by the chord–tangent group law (see [120, § III.2]).
The addition law will be denoted by ⊕. This group law can also be deduced from
linear equivalence of divisors (see (2)) as follows:
(9) P ⊕Q = R ⇐⇒ (P −OE) + (Q−OE) ∼ (R−OE)
(see [120, Prop. 3.4]).
From [131, Th. 3.3.15.5a], there exists an elliptic curve E over a field Fq whose
group of rational points E(Fq) is cyclic of cardinality q + 1. Let P ∈ E(Fq) be a
generator of the group of points and set P = (P1, P2, . . . , Pn) for some positive integer
n such that n(n+1)2 < q and where for any i ∈ {1, . . . , n}, Pi = iP = P ⊕ · · · ⊕ P .
Now, let q + 1 > r > n(n+1)2 and set Q = rP , choose an integer n > k > 0 and
consider Q1, . . . , Qk ∈ E(Fq) (possibly non distinct) such that Q1 ⊕ · · · ⊕ Qk = Q.
Let G ∼ Q1 + · · ·+Qk be a divisor. From (9), we have
(10) (G− kOE) ∼ Q−OE .
Consider the code C def= CL (E,P, G). Its length equals n. Moreover, since degG >
0 = 2g − 2, from Theorem 21, we have dim C = k + 1− g = k.
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We claim that C is MDS. Indeed, from the Singleton bound and (8), the minimum
distance of the code is either n − k or n − k + 1. Suppose the minimum distance is
n− k, then, from Lemma 44, there exists f ∈ L(G) and k distinct points Pi1 , . . . , Pik
among P1, . . . , Pn such that
(11) div(f) = Pi1 + · · ·+ Pik −G.
Therefore
G ∼ Pi1 + · · ·+ Pik ⇐⇒ G− kOE ∼ (Pi1 −OE) + · · ·+ (Pik −OE)
⇐⇒ Q = rP = Pi1 ⊕ · · · ⊕ Pik ,
where the last equivalence is a consequence of (9) and (10), but contradicts the as-
sertion r > n(n+1)2 . Thus, C is MDS.
Remark 47. — The existence of MDS codes from elliptic curves is further discussed
in [131, § 4.4.2].
A significant part of the literature on algebraic geometry codes proposes improve-
ments of Goppa bound under some assumptions on the pair (P, G) and applies them
on examples in order to beat records. These improved bounds can roughly be split
into two main categories
1. Floor bounds rest on the use of base points of divisors related to G;
2. Order bounds rest on filtrations of the code
CL (X,P, G) ⊃ CL (X,P, G1) ⊃ CL (X,P, G2) ⊃ · · ·
for some strictly decreasing sequence of divisors (Gi)i and the iterated estimates
of the minimum distance of the sets CL (X,P, Gi) \ CL (X,P, Gi+1).
A nice overview of many improved bounds in the literature is given in [39].
Thanks to Lemma 19, we know that any CL code is a CΩ one. Therefore, always
choosing the most convenient point of view, we alternate between improved lower
bounds for the minimum distance of CL and CΩ codes. Our point is to provide lower
bounds for the minimum distance that improve the Goppa designed distance
dGop
def
= deg(G−K) = degG+ 2− 2g,
where K denotes a canonical divisor on X.
5.1. Floor bounds. — Given a divisor A on a curve X, a point P of X is said to
be a base point of A if L(A) = L(A− P ).
Remark 48. — Actually, the notion of base point depends only on the divisor class.
Thus, if A′ ∼ A, then P is also a base point of A′.
Remark 49. — From Riemann–Roch Theorem, any divisor A such that degA >
2g − 1, has no base points.
If a divisor G has a base point P outside the set P, then CL (X,P, G) =
CL (X,P, G− P ) which entails that the minimum distance of this code satisfies
d > n− degG+ 1 instead of n− degG. Similarly, for CΩ codes, if G−K has a base
point, we have:
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Lemma 50 ([39, Lem. 1.3]). — Let P be a base point of G −K and P is disjoint
from the elements of P, then
d(CΩ (X,P, G)) > dGop + 1.
Remark 51. — According to Remark 17, one can get rid of the hypothesis that
P is disjoint from the elements of P. In such a situation, the codes CL (X,P, G)
and CL (X,P, G− P ) are only diagonally equivalent, but the result on the minimum
distance still holds.
More generally, the floor bAc of a divisor A is the divisor of smallest degree A′ such
that L(A′) = L(A). Such a divisor satisfies bAc 6 A [83, Prop. 2.1] and we have
Theorem 52 (Maharaj, Matthews, Pirsic [83, Th. 2.9])
The code CL (X,P, G) has dimension k and minimum distance d which satisfy
k > degG+ 1− g d > n− degbGc.
This principle has been used and improved in several references such as [83, 81,
60, 40]. The so–called ABZ bound due to Duursma and Park [40, Th. 2.4], inspired
from the AB bound of van Lint and Wilson [134, Th. 5] permits to deduce many
other ones.
Theorem 53 (Duursma, Park [40, Th. 2.4]). — Let G = A+B+Z for a divisor
Z > 0 whose support is disjoint from P. Then,
d(CΩ (X,P, G)) > `(A)− `(A−G+K) + `(B)− `(B −G+K).
Remark 54. — Goppa designed distance can be deduced from ABZ bound by choos-
ing A = G and B = Z = 0. Indeed, we get
d(CΩ (X,P, G)) > `(G)− `(K) + `(0)− `(K −G).
From Riemann–Roch theorem, we have `(G)− `(K −G) = degG+ 1− g and `(0)−
`(K) = 1− g. Therefore,
d(CΩ (X,P, G)) > degG+ 2− 2g = dGop.
Several floor bounds can be deduced from Theorem 53, such as:
Theorem 55 (Lundell, McCullough [81, Th. 3]). — Let G = A+ B + Z where
Z > 0, the support of Z is disjoint from P, L(A+Z) = L(A) and L(B+Z) = L(B).
Then,
d(CΩ (X,P, G)) > dLM def= degG+ 2− 2g + degZ = dGop + degZ.
Proof. — It is a consequence of Theorem 53. See [39, Cor. 2.5].
Remark 56. — The case A = B was previously proved by Maharaj, Matthews and
Pirsic in [83, Th. 2.10].
Theorem 57 (Gu¨neri, Stichtenoth, Tas¸kin [60, Th. 2.4])
Let A,B,C,Z be divisors on X satisfying
(i) The support of A+B + C + Z is disjoint from P;
24 ALAIN COUVREUR & HUGUES RANDRIAMBOLOLONA
(ii) L(A) = L(A− Z);
(iii) L(B) = L(B + Z);
(iv) L(B) = L(C).
If G = A+B, then
d(CΩ (X,P, G)) > dGST def= dGop + degZ + `(K −A)− `(K −G+ C).
Proof. — It is proved in [39, Cor. 2.6] as another consequence of Theorem 53.
Example 58. — This example is borrowed from [39]. Calculations have been ver-
ified using Magma [16]. Consider the Suzuki curve X over F8 defined by the affine
equation
y8 + y = x2(x8 + x).
This curve is known to have genus 14 and 65 rational points. We set P and Q to
be the places above the points of respective homogeneous coordinates (0 : 1 : 0) and
(0 : 0 : 1). Let P contain all the rational points of X but P,Q and set G = 22P + 6Q.
The code CΩ (X,P, G) has length 63 and dimension 48. According to Goppa bound,
its minimum distance satisfies
d > dGop = 2.
If we set A = 16P , B = 5P + 4Q and Z = P + 2Q, a calculation gives `(A) =
`(A+Z) = 6 and `(B) = `(B +Z) = 1. Then, Lundell–McCullough bound may also
be applied and yield
d > dLM = 5.
Next, taking A = 14P + 2Q, B = 8P + 4Q, C = 8P and Z = 2Q, one can check that
the conditions of Theorem 57 are satisfied and that
d > dGST = 6.
Actually, Theorem 53 permits also to give this lower bound d > 6 using A = 14P ,
B = 8P and Z = 6Q.
5.2. Order bounds. — In [48], Feng and Rao propose a new decoding algorithm
for algebraic geometry codes associated to a divisor G supported by a single rational
point. This algorithm, further discussed in Section 6, permits to correct errors up to
half the designed distance. For this sake, they introduced a new manner to bound
from below the minimum distance. The obtained lower bound turned out to be always
at least as good as Goppa designed distance. Their approach is at the origin of the
so–called order bounds.
Feng and Rao bound and the corresponding algorithm applied only on codes of
the form CΩ (X,P, G), where the divisor G is supported by one point. That is to
say, G = rP for some rational point P and some positive integer r. Next, some
generalisation to arbitrary divisors appeared. One of the most general order bound
is due to Beelen [9]. Before stating it, we need to introduce some notation and
definitions.
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Definition 59. — Given a divisor F on a curve X and a point P , the non–gaps
semi–group of F at P denoted by ν(F, P ) is defined as
ν(F, P )
def
= {j ∈ Z | L(F + (j − 1)P ) 6= L(F + jP )}.
Remark 60. — When F = 0 we find the classical notion of Weierstrass gaps.
Lemma 61. — The semi–group ν(F, P ) satisfies the following conditions.
(i) ν(F, P ) ⊆ {n ∈ Z | n > degF};
(ii) the set {n ∈ Z | n > degF} \ ν(F, P ) is finite of cardinality g and contained in
{−degF, . . . ,−degF + 2g − 1} and usually referred to as the set of F–gaps at
P .
Proof. — See for instance [9, Rem. 2] or [75, Rem. 3.2].
Now, let F1, F2, G be divisors on a curve X such that F1 + F2 = G. We aim at
giving a lower bound for the minimum distance of CΩ (X,P, G). Fix a rational point
P outside P and denote respectively by (µi)i∈N, (νi)i∈N and (ρi)i∈Z the F1-, F2- and
G-non-gap sequences at P . In addition, for any r > 0, set
(12) nr
def
=
∣∣∣ {(i, j) ∈ N2 | µi + νj = ρr+1} ∣∣∣.
Proposition 62. — Let r be a positive integer. The minimum weight of a codeword
in CΩ (X,P, G+ rP ) \ CΩ (X,P, G+ (r + 1)P ) is bounded from below by nr.
Proof. — See [9, Prop. 4].
A direct consequence of this result is:
Theorem 63. — Let F1, F2, G be divisors on X with G = F1 +F2, P be an ordered
set of rational points of X and P be a fixed rational point outside P. Then the
minimum distance d of the code CΩ (X,P, G) satisfies
d > dOrd
def
= min
r>0
{nr},
where nr is defined in (12).
Proposition 64. — The lower bound given in Theorem 63 is at least as good as
Goppa bound:
dOrd > dGop.
Proof. — See [9, Prop. 10].
Remark 65. — Of course, the previous result may be refined in order to get the
minimum distance of a code of the form CΩ (X,P, G+ sP ) for some positive s. In
particular, Feng and Rao’s original approach [48] can be interpreted by choosing
F1 = F2 = G = 0 in view to estimate the minimum distance (and decode) a code of
the form CΩ (X,P,mP ) for some positive integer m.
26 ALAIN COUVREUR & HUGUES RANDRIAMBOLOLONA
Remark 66. — In [9], Beelen proposes a slightly more general statement in which,
instead of considering a filtration of the form
CΩ (X,P, G) ⊇ · · · ⊇ CΩ (X,P, G+ iP ) ⊇ CΩ (X,P, G+ (i+ 1)P ) ⊇ · · ·
associated to a single point P , he considers a filtration associated to various points
Q1, . . . , Qs where two consecutive terms of the filtration are of the form
CΩ (X,P, Gi) ⊇ CΩ (X,P, Gi+1)
where Gi+1 − Gi ∈ {Q1, . . . , Qs}. The choice of the optimal path is obtained by a
kind of tree exploration using some classical backtracking tricks.
Example 67. — Here we refer to [9, Ex. 8] for an application of this bound to the
Klein quartic: the genus 3 curve of affine equation
x3y + y3 + x = 0.
5.3. Further bounds. — The literature provides further more technical and in-
volved bounds that are not discussed in the present article . The best reference
surveying them and explaining in a clear manner how these bounds are related is due
to Duursma, Kirov and Park [39].
5.4. Geometric bounds for codes from embedded curves. — To conclude this
section, let us notice that all the previous bounds arise from the intrinsic geometry
of the curve and independently from any particular embedding. In another direction,
bounds deduced from the geometry of the ambient space for a given embedding have
been studied. In [28], the following statement is proved.
Theorem 68. — Let X ⊆ PN be a smooth curve which is a complete intersection
in PN . Let m > 2 and Gm be a divisor obtained from the intersection of X and a
hypersurface of degree m (the points being counted with the intersection multiplicities).
Finally, let P = (P1, . . . , Pn) be an ordered n–tuple of rational points of X. Then,
the minimum distance d of the code CΩ (X,P, Gm) satisfies:
(i) d = m+ 2 iff m+ 2 of the Pi’s are collinear;
(ii) d = 2m+ 2 iff (i) is not satisfied and 2m+ 2 of the Pi’s lie on a plane conic;
(iii) d = 3m iff both (i) and (ii) are not satisfied and 3m of the Pi’s lie at the
intersection of a plane cubic and a plane curve of degree m with no common
components;
(iv) d > 3m iff none of the previous configurations exist.
Remark 69. — Actually, Theorem 68 applies not only to codes from embedded
curves but to duals of CL codes from arbitrary dimensional complete intersections in
a projective space.
In [28, Th. 4.1], it is proved that, for plane curves, Theorem 68 provides a nontrivial
lower bound even in cases where Goppa bound is negative and hence irrelevant.
ALGEBRAIC GEOMETRY CODES AND SOME APPLICATIONS 27
Example 70. — This example is borrowed from [28, Ex. 4.3]. Consider the finite
field F64 and the curve X of homogeneous equation
w24x11 + w44x6y2z3 + w24x5yz5 + w20x4y6z + w33x2z9+
w46xy5z5 + w46xz10 + w39y11 + w30y2z9 = 0,
where w is a primitive element of F64 over F2 with minimal polynomial x6 +x4 +x3 +
x+ 1. This curve has genus 45 and 80 rational points in the affine chart {z 6= 0} and
1 rational point at infinity. We set P to be the whole set of affine points with some
arbitrary ordering. The divisor Gm has degree 11m, hence Goppa designed distance
applied to CΩ (X,P, Gm) gives
dGop = 11m− 88.
which is negative for m 6 8. Using Theorem 68 together with a computer aided
calculation, we prove that the codes CΩ (X,DP , Gm) for m ∈ {1, . . . , 8} are respec-
tively of the form: [80, 77,> 3], [80, 74,> 4], [80, 70,> 5], [80, 65,> 6], [80, 59,> 7],
[80, 52,> 8], [80, 46,> 9] and [80, 35,> 10].
6. Decoding algorithms
If AG codes appeared at the very early 80’s, the first decoding algorithm has been
proposed in 1989 by Justesen et al. in [72] for codes from smooth plane curves.
Then, Skorobogatov and Vla˘dut¸ gave a generalisation to arbitrary AG codes in [121].
Further, Pellikaan and independently Ko¨tter gave an abstract version of the algorithm
expurgated from algebraic geometry [99, 101, 77]. All these algorithms permitted
to correct errors up to half the designed distance minus some defect proportional to
the curve’s genus. In the 90’s many works have consisted in trying to fill this gap
[121, 41, 100, 135, 42].
In the late 90’s, after Sudan’s breakthrough [127] showing that, at the cost of
possibly returning a list of codewords instead of a single word, it was possible to correct
errors on Reed–Solomon codes beyond half the designed distance, a generalisation of
Sudan’s algorithm is proposed by Shokrollahi and Wasserman in [116]. Further,
Guruswami and Sudan gave an improved algorithm correcting errors up to the so–
called Johnson bound [62].
For a detailed survey on decoding algorithms up to half the designed distance see
[66]. For a more recent survey including list decoding see [10].
Remark 71. — In the sequel, we suppose that for any divisor A on the studied curve
X, bases of the spaces L(A) and Ω(A) can be efficiently computed. It is worth noting
that the effective computation of Riemann–Roch spaces, is a difficult algorithmic
problem of deep interest but which requires an independent treatment. For references
on this topic, we refer the reader for instance to [78, 65].
6.1. Decoding below half the designed distance. —
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6.1.1. The basic algorithm. — We first present what is sometimes referred to as the
basic algorithm in the literature. However, compared to the usual approach we present
this algorithm for a CL code instead of a CΩ one. For this reason and despite it does
not represent a high difficulty, we detail the proofs in the sequel instead of referring
to the literature. This algorithm permits to correct any error pattern of weight t
satisfying
t 6
d∗Gop − 1
2
− g
2
·
Let X be a curve of genus g, let P = (P1, . . . , Pn) an ordered n–tuple of distinct
rational points of X and G a divisor whose support avoids the Pi’s. Let C be the
algebraic geometry code CL (X,P, G), let c ∈ C be a codeword and e ∈ Fnq of Hamming
weight wH(e) = w 6 t for some positive integer t and consider the received word
y
def
= c+ e.
Recall that d∗Gop = n− degG denotes the designed distance of C (see Theorem 21).
By definition, there exists a function f ∈ L(G) such that c = (f(P1), . . . , f(Pn)).
In addition, one denotes by {i1, . . . , iw} ∈ {1, . . . , n} the support of e, that is to say,
the set of indexes corresponding to the nonzero entries of e i.e. the positions at which
errors occurred.
A decoding algorithm correcting t errors takes as inputs (C,y) and returns either c
(or equivalently e) if wH(e) 6 t or “?” if wH(e) is too large. The first algorithms in
the literature [72, 121] rest on the calculation of an error locating function. For this
sake, one introduces an extra divisor F whose support avoids P and whose additional
properties are to be decided further. The point is to compute a nonzero function λ ∈
L(F ) “locating the error positions” i.e. such that λ(Pi1) = · · · = λ(Piw) = 0. Once
such a function is computed, its zero locus provides a subset of indexes J ⊆ {1, . . . , n}
such that {i1, . . . , iw} ⊆ J . If this set J is small enough, then its knowledge permits
to decode by solving a linear system as suggested by the following statement. This
is a classical result of coding theory: once the errors are located, decoding reduces to
correct erasures.
Proposition 72. — Let H be a parity–check matrix for C and J ⊆ {1, . . . , n} such
that |J | < d(C) and which contains the support of e. Then e is the unique solution of
the system:
(13)
{
H · e> = H · y>
ei = 0, ∀i ∈ {1, . . . , n} \ J.
Proof. — Clearly e is solution. If e′ is another solution, then e − e′ ∈ kerH = C
and has support included in J . This word has weight less than the code’s minimum
distance and hence is 0.
For a function λ ∈ L(F ) vanishing at the error positions, the fundamental obser-
vation is that,
(14) ∀i ∈ {1, . . . , n}, λ(Pi)yi = λ(Pi)f(Pi).
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Indeed, either there is no error at position i, i.e. ei = 0 and hence yi = f(Pi), or
there is an error but in this situation λ(Pi) = 0, making the above equality obvi-
ously true. Next, since λf ∈ L(G + F ), we deduce that (λ(P1)y1, . . . , λ(Pn)yn) ∈
CL (X,P, G+ F ). This motivates to introduce the following space.
(15) Ky
def
= {λ ∈ L(F ) | (λ(P1)y1, . . . , λ(Pn)yn) ∈ CL (X,P, G+ F )}.
Lemma 73. — Let De
def
= Pi1 + · · · + Piw be the sum of points at which an error
occurs. Then,
CL (X,P, F −De) ⊆ Ky.
Proof. — If λ ∈ L(F − De), then λ vanishes at the error points and the result is a
consequence of (14).
Proposition 74. — If t 6 d∗Gop − degF − 1 = n− deg(G− F )− 1, then
Ky = L(F −De).
Proof. — Inclusion ⊇ is given by Lemma 73. Conversely, if (λ(P1)y1, . . . , λ(Pn)yn) ∈
CL (X,P, G+ F ), then, since (λ(P1)f(P1), . . . , λ(Pn)f(Pn)) ∈ CL (X,P, G+ F ), this
entails that u
def
= (λ(P1)e1, . . . , λ(Pn)en) also lies in this code. In addition, wH(u) 6
wH(e) 6 t. On the other hand, from Theorem 21, d(CL (X,P, G+ F )) > n−deg(G+
F ). Therefore, wH(u) is less than the code’s minimum distance, and hence u =
(λ(P1)e1, . . . , λ(Pn)en) = 0. Thus, λ vanishes at any position where e does not.
Hence λ ∈ L(F −De).
The previous statements provide the necessary material to describe a decoding
algorithm for the code CL (X,P, G). Mainly, the algorithm consists in
1. Computing Ky;
2. taking a nonzero function λ in it;
3. compute the zeroes of λ among the Pi’s, which, hopefully, should provide a set
localizing the errors;
4. Find e by solving a linear system using Proposition 72.
More precisely the pseudo-code of the complete procedure is given in Algorithm 1.
Theorem 75. — If t 6 d
∗
Gop−1
2 − g2 and degF = t + g, then Algorithm 1 is correct
and returns the good solution in O(nω) operations in Fq, where ω is the complexity
exponent of linear algebraic operations (in particular ω 6 3).
Proof. — If degF > t+g, then degF−De > g and hence, by Riemann–Roch theorem,
`(F − De) > 0. In particular, from Lemma 73, Ky 6= 0. Next, by assumption on t
and degF , we get
(16) 2t+ g 6 d∗Gop − 1 =⇒ t 6 d∗Gop − degF − 1
which, from Proposition 74, yields the equality Ky = L(F − De). Therefore, one
can compute L(F −De). Take any nonzero function in this space, there remains to
prove that the conditions of Proposition 72 are satisfied. That is to say, that the zero
locus of λ in {P1, . . . , Pn} is not too large. But, from (16), λ ∈ L(F ), then its zero
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Algorithm 1 Basic decoding algorithm
Inputs : A code C = CL (X,P, G), a vector y ∈ Fnq and an integer t > 0;
Output : A vector e such that wH(e) 6 t and y − e ∈ C if exists, “?” else.
1: Compute the space Ky defined in (15).
2: if Ky = {0} then
3: return ?
4: else
5: Take λ ∈ Ky \ {0};
6: Compute i1, . . . , is ∈ {1, . . . , n} such that λ(Pij ) = 0;
7: Let S be a affine space of solutions of the system (13)
8: if S = ∅ or |S| > 2 then
9: return “?”
10: else
11: Return the unique solution e of (13)
12: end if
13: end if
divisor (λ)0 has degree at most degF and since 0 6 t 6 d∗Gop − degF − 1, yielding
immediately deg(λ)0 6 degF < d∗Gop which proves that the resolution of System (13)
will provide e as the unique possible solution.
About the complexity, the computation of Ky such as the resolution of the system
(13) are nothing but the resolution of linear systems with O(n) equations and O(n)
unknowns. The other operations in the algorithm are negligible.
6.1.2. Getting rid of algebraic geometry, error correcting pairs. — As observed by
Pellikaan [99, 101] and independently by Ko¨tter [77], the basic algorithm can be
defined on the level of codes without involving any algebraic geometric notion. To do
that, observe that
a
def
= (λ(P1), . . . , λ(Pn)) ∈ CL (X,P, F ) .
Next, on the level of codes, we searched a vector a such that a?y ∈ CL (X,P, G+ F ).
Thus, the space Ky can be redefined on the level of codes as the space:
Kˆy
def
=
{
a ∈ CL (X,P, F ) | ∀b ∈ CL (X,P, G+ F )⊥ , 〈a ? y, b〉Eucl = 0
}
.
Next, one shows easily that the adjunction property noticed in Lemma 1 yields an
equivalent reformulation of the above definition as:
Kˆy =
{
a ∈ CL (X,P, F ) | ∀b ∈ CL (X,P, G+ F )⊥ , 〈a ? b,y〉Eucl = 0
}
.
If we set
A = CL (X,P, F ) and B def= CL (X,P, G+ F )⊥ = CΩ (X,P, G+ F )
then, one can prove in particular that
A ? B ⊆ CΩ (X,P, G) = C⊥
and this material turns out to be sufficient to provide a decoding algorithm.
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Definition 76 (Error correcting pair). — Let C ⊆ Fnq be a code and t be a
positive integer. A pair of codes (A,B) is said to be a t–Error Correcting Pair (ECP)
for C if it satisfies the following conditions:
(ECP1) A ? B ⊆ C⊥;
(ECP2) dimA > t;
(ECP3) dimB⊥ > t;
(ECP4) d(A) + d(C) > n.
Theorem 77. — Let C ⊆ Fnq be a code equipped with a t–error correcting pair (A,B)
with t 6 d(C)−12 . Then, there is a decoding algorithm for C correcting any error pattern
of weight less than or equal to t in O(nω) operations in Fq.
Proof. — See for instance [101, Th. 2.14].
Remark 78. — Using Theorem 21 and Corollary 22, one can easily observe that
the codes A = CL (X,P, F ) and B = CΩ (X,P, G+ F ) satisfy the conditions of Defi-
nition 76. Next, the algorithm mentioned in Theorem 77 is nothing but Algorithm 1
described at the level of codes: in particular, replacing elements λ ∈ L(F ) by the
corresponding evaluation vectors (λ(P1), . . . , λ(Pn)) ∈ CL (X,P, F ).
Remark 79. — As noticed earlier, the tradition in the literature is to present the
basic algorithm such as error correcting pairs to decode CΩ (X,P, G). This code
benefits of a very similar decoding algorithm correcting up to
dGop−1
2 − g2 errors using
the error correcting pair
A = CL (X,P, F ) and B = CL (X,P, G− F )
with an extra divisor F with degF > t+ g.
Remark 80. — Note that the defect g2 corresponds actually to a worst case; it is
observed for instance in [66, Rem. 4.6] that this algorithm can actually correct a
uniformly random error pattern of weight t = bd
∗
Gop−1
2 c with a failure probability of
O(1/q).
6.1.3. Reducing the gap to half the designed distance. — After the basic algorithm,
several attempts appeared in the literature to reduce the gap between the decoding
radius of this algorithm and half the designed distance:
– The modified algorithm [121] and the extended modified algorithm [41] combine
the basic algorithm with an iterative search of a relevant choice of the extra
divisor F . These algorithms permit to reduce the gap g2 to about
g
4 (see [66,
Rem. 4.11 & 4.15]).
– In [100, 135] the question of the existence of an extra divisor F for which the
basic algorithm corrects up to half the designed distance is discussed. It is in
particular proved that such an F exists and can be chosen in a set of O(n)
divisors as soon as q > 37.
– Finally, an iterative approach to find an F achieving half the designed distance
is proposed by Ehrhard [42].
All the above contributions are summarized with further details in [66, § 4 to 7].
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6.1.4. Decoding up to half the designed distance, Feng–Rao algorithm and error cor-
recting arrays. — The first success in getting a decoding algorithm correcting exactly
up to half the designed distance is due to Feng and Rao [48]. Their algorithm consists
in using a filtration of codes and to iterate coset decoding. Note that Feng–Rao’s orig-
inal algorithm applied to codes CΩ (X,P, rP ) for some rational point P of X. Later,
their approach has been extended to arbitrary divisors [102, 75].
Similarly to the basic algorithm which lead to the abstract and algebraic geometry–
free formulation of error correcting pairs, Feng–Rao’s approach led to a purely coding
theoretic formulation called error correcting arrays. We present this approach in the
sequel using the notation of [102] together with refinements appearing in [32].
Definition 81 (Array of codes). — An array of codes for C is a triple of sequences
of codes (Ai)06i6u, (Bj)06j6v, (Cr)w6r6n such that
(A1) C = Cw
(A2) ∀i, j, r, dimAi = i, dimBj = j and dim Cr = n− r;
(A3) The sequences (Ai)i and (Bj)j are increasing, while (Cr)r is decreasing;
(A4) ∀i, j, we define rˆ(i, j) to be the least integer r such that Ai ? Bj ⊆ C⊥r . For
any i, j > 1 if a ∈ Ai \ Ai−1 and b ∈ Bj \ Bj−1 and r = rˆ(i, j) > w then
a ? b ∈ C⊥r \ C⊥r−1.
Note that the function rˆ(i, j) is increasing in the variables i and j but not nec-
essarily strictly increasing. This motivates the following definition of well–behaving
pair, a terminology borrowed from that of well–behaving sequences [52]:
Definition 82 (Well–behaving pair). — A pair (i, j) ∈ {1, . . . , u} × {1, . . . , v}
is said to be well-behaving (WB) if for any pair (i′, j′) such that i′ 6 i, j′ 6 j and
(i′, j′) 6= (i, j) we have rˆ(i′, j′) < rˆ(i, j). Next, we define for any r ∈ {w, . . . , n − 1}
the quantity:
nˆr
def
=
∣∣ {(i, j) ∈ {1, . . . , u} × {1, . . . , v} | (i, j) is WB and rˆ(i, j) = r + 1} ∣∣.
Theorem 83. — For any array of codes ((Ai)i, (Bj)j , (Cr)r), we have
∀w 6 r 6 n− 1, d(Cr) > min{nˆr′ | r 6 r′ 6 n− 1}.
Proof. — See [102, Th. 4.2].
Remark 84. — Of course, Theorem 83 is almost the same as Theorem 63. The
slight difference lies in the quantity nˆr, which is very close to the objects introduced
at (12) in § 5.2. The difference relies on the fact that nr is defined on the level of
function algebras while nˆr is defined on the level of codes. On function algebras over
curves, valuations assert a strict growth of the function r(i, j) that could be defined
in this context. When dealing on the level of codes, we should restrict to a subset of
pairs (the well–behaving ones) to keep this strict increasing property.
This requirement of strict increasing is necessary to prove Theorem 83. This bound
on the minimum distance is obtained by relating the Hamming weight of some code-
word with the rank of a given matrix. The well–behaving pairs provide the position
of some pivots in this matrix. Thus, their number give a lower bound for the rank.
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Of course two pivots cannot lie on the same row or column, hence the requirement
of strict decreasing. Note that in [102, Th. 4.2], the strict increasing requirement is
lacking, which makes the proof not completely correct. Replacing general pairs by
well–behaving ones, as it is done in [32], fixes the proof.
Definition 85 (Error–correcting array). — Let C ⊆ Fnq be a code. An array of
codes ((Ai)16i6u, (Bj)16j6v, (Cr)w6r6n) is said to be a t–error correcting array for C
if
(i) Cw = C;
(ii) t 6 d(Cw)−12 .
Theorem 86. — If a code C has a t–error correcting array, then it has a decoding
algorithm correcting up to t errors in O(nω) operations in Fq.
Proof. — See [102, Th. 4.4]
The spirit of the algorithm is to start from a received vector y = c + e with
c ∈ C = Cw and wH(e) 6 t, then use the array to “guess an additional syndrome”
using a process called majority voting and hence to transform this decoding problem
into
yw+1 = cw+1 + e
where cw+1 ∈ Cw+1 and the error is unchanged. Applying this process iteratively
until cn = 0 yields the error.
Remark 87. — Actually, as noticed in [102], the process may be stopped before
reaching cn. Indeed, after r > g iterations, one obtains a new decoding problem
yr = cr+e where Cr benefits from a t–error correcting pair, one can at this step switch
to the error correcting pair algorithm, which corrects up to d(Cr)−12 − g2 > d(Cw)−12
errors and get e.
The impact of the previous constructions on algebraic geometry codes is summa-
rized in the following statement.
Theorem 88 ([102, Th. 4.5]). — Let C = CΩ (X,P, G) be a code on a curve X of
genus g such that 2g− 2 < degG < n− g. Then C has a t–error correcting array with
t =
dGop − 1
2
·
Remark 89. — Of course, a similar result holds for evaluation codes by replacing
G by K −G+DP .
Remark 90. — A simple choice of error–correcting array for CΩ (X,P, G) can be
obtained by choosing a rational point P of X and consider the following sequences to
construct the Ai’s, the Bj ’s and the Cr’s:
· · · ⊆ CL (X,P, µiP ) ⊆ CL (X,P, µi+1P ) ⊆ · · ·
· · · ⊆ CL (X,P, G+ νjP ) ⊆ CL (X,P, G+ νj+1P ) ⊆ · · ·
· · · ⊇ CΩ (X,P, G+ νjP ) ⊇ CΩ (X,P, G+ νj+1P ) ⊇ · · ·
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where (µi)i and (νj)j respectively denote the 0– and G–non gap sequences at P (see
Definition 59).
6.2. List decoding, Guruswami Sudan algorithm. — The previous algorithms
permit to correct up to half the designed distance. Note that Shannon theory essen-
tially asserts that, for a random code, decoding up to the minimum distance is almost
always possible. A manner to fill the gap between Hamming and Shannon’s point of
view is to use list decoding. That is to say, given a code C ⊆ Fnq , a received word
y ∈ Fnq and a positive integer t, list decoding consists in returning the whole list of
codewords c ∈ C at distance less than or equal to t from y.
Let C = CL (X,P, G), y ∈ Fnq and t be a positive integer. Guruswami–Sudan
algorithm may be regarded as a generalisation of Algorithm 1 when reformulated
as follows. In § 6.1.1, we were looking for a function Q ∈ Fq(X)[Y ] of the form
Q = Q0 + Q1Y with Q0 ∈ L(G + F ) and Q1 ∈ L(F ) such that the function Q(f)
is identically 0. In this reformulation, the function Q1 is nothing but our former
error locating function λ. Note that, regarded as a polynomial in the variable Y ,
the polynomial Q has degree 1 and hence has a unique root. Sudan’s key idea is
to consider a polynomial of larger degree in Y possibly providing a list of solutions
instead of a single one.
Fix a positive integer ` which will be our maximal list size, a positive integer s
called the multiplicity and an extra divisor F whose support avoids the points of P
and whose additional properties are to be decided later. The algorithm is divided in
two main steps: interpolation and root finding which are described in Algorithm 2.
Algorithm 2 Guruswami–Sudan algorithm for algebraic geometry codes
Interpolation : Compute a nonzero polynomial Q ∈ Fq(X)[Y ] of the form
Q = Q0 +Q1Y + · · ·+Q`Y `
satisfying:
(i) For any j ∈ {0, . . . , `}, Qj ∈ L(F + (`− j)G);
(ii) For any i ∈ {1, . . . , n}, the functionQ vanishes at (Pi, yi) with multiplicity
at least s.
Root finding : Compute the roots f1, . . . , fm (m 6 `) of Q(Y ) lying in Fq(X)
and output the list of codewords of the form (fi(P1), . . . , fi(Pn)) which are at
distance at most t from y.
Remark 91. — Geometrically speaking, the function Q in Algorithm 2 can be
interpreted as a rational function on the surface X × P1. In this context, saying
that Q vanishes at (Pi, yi) with multiplicity at least s means that Q ∈ ms(Pi,yi), where
m(Pi,yi) denotes the maximal ideal of the local ring of the surface at the point (Pi, yi).
From a more computational point of view, given a local parameter t ∈ Fq(X) at Pi,
the function Q has a Taylor series expansion
∑
u,v quvt
u(Y − yi)v and the vanishing
requirement means that quv = 0 for any pair (u, v) such that u+ v < s.
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Remark 92. — In [61, § 6.3.4], a polynomial time algorithm to perform the root
finding step is presented. This algorithm consists in a reduction of Q modulo some
place of Fq(X) of large enough degree, then a factorisation of the reduced polynomial
using Berlekamp or Cantor–Zassenhaus algorithm is done, followed by a “lifting” of
the roots in Fq(Y ), under the assumption that they lie in a given Riemann–Roch
space.
Theorem 93. — Let
t 6 n− n(s+ 1)
2(`+ 1)
− `degG
2s
− g
s
,
then, for any extra divisor F satisfying
(a) deg(F + `G) < s(n− t);
(b) deg(F + `G) > ns(s+1)2(`+1) +
` degG
2 + g − 1,
Guruswami–Sudan algorithm succeeds in returning in polynomial time the full list of
codewords in CL (X,P, G) at distance less than or equal to t from y.
Proof. — See for instance [10, Lem. 2.3.2 & 2.3.3].
Remark 94. — The case with no multiplicity, i.e. the case s = 1 has been con-
sidered before Guruswami and Sudan by Sudan for Reed–Solomon codes [127] and
Shokrollahi and Wasserman [116] for algebraic geometry codes.
The following remark has been transmitted by Peter Beelen. We warmly thank
him for this help.
Remark 95. — When, ` = s = 1, the algorithm should yield the basic algorithm.
However, Theorem 93 yields a decoding radius of bd
∗
Gop−1
2 −gc: a defect g instead of g2 .
A further analysis shows that, whenever g > 0, the linear system whose solution is the
polynomial Q has never full–rank. On the other hand, the analysis of the decoding
radius is done without taking this rank defect into account, leading to a slightly
pessimistic estimate. A further analysis of the rank of the system in the general case
might provide a slight improvement of Guruswami–Sudan decoding radius.
7. Application to public-key cryptography: McEliece-type cryptosystem
7.1. History. — In [12] Berlekamp, McEliece and van Tilborg proved that the
following problem is NP-complete.
Problem. Let C ⊆ Fnq be a code, t 6 n be a positive integer, and y ∈ Fnq . Decide
whether there exists c ∈ C whose Hamming distance with y is less than or equal to t.
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Note that NP–completeness may only assert hardness in the worst case. However,
this problem is commonly believed by the community to be “difficult in average”. By
this, we mean that most of the instances of the problem seem difficult.
This result motivated McEliece to propose a code based encryption scheme whose
security was relying on the hardness of this problem [87]. Roughly speaking, McEliece
scheme can be described follows.
– The public key is a code C;
– the secret key is a secret element related to C and permitting to decode;
– encryption consists in encoding the plain text and include errors in it;
– decryption is decoding.
More formally, let Fn,k be a family of codes of fixed length and dimension [n, k].
Consider also a set S of “secrets” together with a surjective map C : S → Fn,k
such that for any s ∈ S, the code C(s) benefits from a decoding algorithm Dec(s)
depending on s and correcting up to t errors.
McEliece encryption scheme:
Key generation : Draw a uniformly random element s ∈ S:
Secret key : the secret s;
Public key : A pair (G, t), where G is a k × n generator matrix of the code
C(s) ∈ Fn,k and t, the number of errors that our decoder Dec(s) can
correct for the code C(s).
Encryption : The plain text is a vector m ∈ Fkq . Then, pick e a uniformly
random element of the set of words of weight t and define the cipher text as:
ycipher
def
= mG+ e.
Decryption : Apply Dec(s)(ycipher) to recover the plain text m from ycipher.
Example 96 (Algebraic geometry codes). — Let X be a curve of genus g and
S be the set of pairs (P, G) where P is an ordered n–tuple of rational points of X
and G a divisor of degree k − 1 + g with 2g − 2 < degG < n.
Then, the corresponding family Fn,k is nothing but the family of any [n, k] algebraic
geometry code CL (X,P, G). For such codes, according to the results of § 6.1.4,
using error–correcting arrays, these codes benefit from an efficient decoding algorithm
correcting up to t =
d∗Gop−1
2 ·
Example 97 (Generalized Reed–Solomon codes). — A subcase of the previous
one consists in considering generalized Reed–Solomon codes, i.e. algebraic geometry
codes from P1. According to Definition 28, the set S can be constructed as the
set of pairs (x,y) where x is an ordered n–tuple of distinct elements of Fq and y
and ordered n–tuple of nonzero elements of Fq. Then, the map C is nothing but
C : (x,y) 7→ GRSk (x,y).
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7.2. McEliece’s original proposal using binary classical Goppa codes. —
As explained further in § 7.5.2, none of Examples 96 and 97 provide secure instan-
tiations for McEliece scheme. An efficient and up to now secure way to instantiate
the scheme is to use subfield subcodes (see Definition 31) of GRS codes instead of
genuine GRS ones. Such codes are usually called alternant codes (see [82, Chap. 12]).
McEliece’s historical proposal was based on classical Goppa codes defined at (7) in
§ 3.2.2. That is to say codes of the form
Γ(x, f,Fq0) = CΩ
(
P1,P, G) ∩ Fnq0
where P is the sequence of points ((x1 : 1), . . . , (xn : 1)) and G = (f)0 + P∞. There-
fore, classical Goppa codes are subfield subcodes of AG codes from P1.
7.3. Advantages and drawbacks of McEliece scheme. — Since the works of
Shor [117], it is known that if a quantum computer exists in the future, then the cur-
rently used cryptographic primitives based on number theoretic problems such as in-
teger factoring or the discrete logarithm problem would become insecure. Code–based
cryptography is currently of central interest since it belongs to the few cryptographic
paradigms that are believed to resist to a quantum computer.
On the other hand, a major drawback of McEliece original proposal [87] is the
size of the public key: about 32,7 kBytes to claim 65 bits of security(2). Note
that nowadays the limits in terms of computation lie around 280 operations and
the new standards require at least 128 bits security. To reach this latter level, the
recent NIST submission Classic McEliece [13] suggests public keys of at least 261
kBytes. As a comparison, according to NIST recommendations for key managements
[6, § 5.6.1.1, Tab. 2], to reach a similar security level with RSA, a public key of 384
Bytes (3072 bits) would be sufficient!
7.4. Janwa and Moreno’s proposals using AG codes. — Because of this draw-
back, many works subsequent to McEliece consisted in proposing other code families
in order to reduce the size of the keys. In particular, Niederreiter suggests to use
Reed–Solomon codes in [93], i.e. AG codes from P1. Later, the use of AG codes
from curves of arbitrary genus has been suggested in Janwa and Moreno’s article
[70]. More precisely, Janwa and Moreno’s article contains three proposals, involving
algebraic geometry codes:
(JM1) a proposal based on AG codes;
(JM2) a proposal based on concatenated AG codes;
(JM3) a proposal based on subfield subcodes of AG codes.
7.5. Security. — For any instantiation of McEliece scheme, one should distinguish
two kind of attacks:
1. Message recovery attacks consist in trying to recover the plain text from the
data of the cipher text. Such an attack rests on generic decoding algorithms,
(2)A cryptosystem is claimed to have x bits of security if the best known attack would cost more
than 2x operations to the attacker.
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such as Prange Information Set Decoding [103] and its improvements [122, 17,
79, 38, 85, 8, 86].
2. Key recovery attacks consist in recovering the secret key from the data of
the public key and rest on ad–hoc methods depending on the family of codes
composing the set of public keys.
In the sequel, we discuss the security of Janwa and Moreno’s three proposal with
respect to key–recovery attacks. It is explained in particular that proposals (JM1)
and (JM2) are not secure.
7.5.1. Concatenated codes are not secure. — In [113], Sendrier showed that con-
catenated codes have an inherent weakness which makes them insecure for public key
encryption. In particular, proposal (JM1) should not be used.
7.5.2. Algebraic geometry codes are not secure. — The raw use of algebraic geometry
codes (JM2) has been subject to two kinds of attacks.
– The case of curves of genus 0 was already proved to be insecure by Sidelnikov
and Shestakov [119]. Note that actually, a procedure to recover the structure
of a generalized Reed–Solomon code from the data of a generator matrix was
already known by Roth and Seroussi [112].
– An extension of Sidelnikov and Shestakov’s attack due to Minder permitted
to break AG codes from elliptic curves [88]. This attack has been extended
to genus 2 curves by Faure and Minder in [47]. Actually, Faure and Minder’s
attack can be extended to any AG code constructed from a hyperelliptic curve
but its cost is exponential in the curve’s genus.
– Finally, an attack due to Couvreur, Ma´rquez–Corbella and Pellikaan [32] per-
mits to recover an efficient decoding algorithm in polynomial time from the
public key. This attack can be extended to subcodes of small codimension.
The attack is based on a distinguisher which rests on the ?–product operation
(see Section 1) and on the computation of a filtration of the public code com-
posed of algebraic geometry subcodes. This filtration leads to the construction
of an error correcting array for the public code (see § 6.1.4). Similar approaches
have been used to attack McEliece scheme based on variants of GRS codes [30]
and on classical Goppa codes when the subfield has index 2 [33].
7.5.3. Conclusion: only subfield subcodes of AG codes resist. — The raw use of al-
gebraic geometry codes is not secure for public key encryption. On the other hand,
subfield subcodes of AG codes (JM3) are still resistant to any known attack. Some
recent proposals make a step in this direction such as [3, Chap. 5]. Recall that these
codes can be regarded as an extension to arbitrary genus of classical Goppa codes
which remain unbroken forty years after McEliece’s original proposal.
8. Applications related to the ?–product: frameproof codes,
multiplication algorithms, and secret sharing
Recall that ? denotes component wise multiplication in Fnq , and that the ?-product
of two linear codes C, C′ ⊆ Fnq is the linear span of the pairwise products of codewords
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from C and C′:
C ? C′ def= SpanFq{c ? c′ : c ∈ C, c′ ∈ C′}.
Recall also that the square of C is C?2 = C ? C, and likewise its higher powers are
defined by induction: C?(t+1) = C?t ? C.
The link between AG codes and the theory of ?-product essentially comes from the
obvious inclusion
(17) CL (X,P, A) ? CL (X,P, B) ⊆ CL (X,P, A+B) .
It was also observed that in many cases this inclusion is an equality. For instance a
sufficient condition for equality [32, Cor. 9] (as a consequence of [91, Th. 6]) is that
A,B satisfy deg(A) > 2g and deg(B) > 2g + 1.
Somehow surprisingly, although ?-product is a very simple operation, it turns out
to have many interesting applications. We already saw in Sections 6 and 7 how it can
be used for decoding and cryptanalysis. In this section we will focus on a selection
of further applications in which AG codes play a prominent role: frameproof codes,
multiplication algorithms and arithmetic secret sharing. A common feature of these
constructions was pointed in [22]: they involve codes CL (X,P, G) where G is solution
to so-called Riemann-Roch equations, arising from (17).
Eventually, the numerous applications of the ?-product of codes made it desirable
to have a better understanding of this operation for its own sake, from a purely coding
theoretical perspective. Departing from chronology, we will start with these aspects,
and then come back to applications later.
8.1. The ?-product from the perspective of AG codes. — Works studying
the ?-product of codes for itself include the research articles [106, 107, 20, 109, 89,
18, 23] as well as the expository paper [108] which organizes the theory in a more
systematic way.
We will survey these works with emphasis on the results in which AG codes are
involved.
8.1.1. Basic properties. —
Proposition 98. — (i) [106, Prop. 11] For any t > 1 we have
dim(C?(t+1)) > dim(C?t)
and
d(C?(t+1)) 6 d(C?t).
(ii) [108, Cor. 2.33] If for some r we have dim(C?(r+1)) = dim(C?r), then also
dim(C?(r+i)) = dim(C?r) for all i > 0.
The smallest r = r(C) such that dim(C?(r+1)) = dim(C?r) is called the regularity
of C [108, Def. 1.5]. Thus, dim(C?t) strictly increases for t < r and then it stabilizes.
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If C is an [n, k]-code and C′ is a [n, k′]-code, we have a short exact sequence [108,
§ 1.10]
(18) 0 −→ I(C, C′) −→ C ⊗ C′ pi∆−→ C ? C′ −→ 0
where C⊗C′ is the usual (tensor) product code, of parameters [n2, kk′], that identifies
with the space of n× n matrices all of whose columns are in C and all of whose rows
are in C′, and I(C, C′) is the subspace made of such matrices that are zero on the
diagonal and pi∆ is projection onto the diagonal.
Equivalently, let p1, . . . ,pn (resp. p
′
1, . . . ,p
′
n) be the columns of a full–rank gen-
erator matrix of C (resp. of C′), and consider the evaluation map
Bilin(Fkq × Fk
′
q → Fq) −→ Fnq
b 7−→ (b(p1,p′1), . . . , b(pn,p′n)),
where Bilin(Fkq ×Fk
′
q → Fq) denotes the space of Fq–bilinear forms on Fkq ×Fk
′
q . Then,
C ? C′ is the image of this evaluation map, and I(C, C′) is its kernel.
Similar to (18), for any t we have a natural short exact sequence [84, Sec. 3]
(19) 0 −→ It(C) −→ StC −→ C?t −→ 0
where StC is the t-th symmetric power of C, which actually defines It(C) as the kernel
of the natural map StC → C?t.
Equivalently and more concretely, let p1, . . . ,pn be the columns of a generator
matrix of C, denote by Fq[x1, . . . , xk]t the space of degree t homogeneous polynomials
in k variables, and consider the evaluation map
Fq[x1, . . . , xk]t −→ Fnq
f 7−→ (f(p1), . . . , f(pn)).
Then C?t is the image of this evaluation map, and It(C) is its kernel, the space of
degree t homogeneous forms vanishing at p1, . . . ,pn.
When C is an AG code, Ma´rquez-Corbella, Mart´ınez-Moro, and Pellikaan showed
how I2(C) allows to retrieve the underlying curve of an AG code:
Proposition 99 ([84, Prop. 8 & Th. 12]). — Let C = CL (X,P, G) be an evaluation
code, and assume that g = g(X), n = |P|, and m = deg(G) satisfy
2g + 2 6 m < n
2
·
Then I2(C) is a set of quadratic equations defining X embedded in Pk−1.
8.1.2. Dimension of ?-products. — Let C be a [n, k]-code and C′ a [n, k′]-code.
From (18) it follows
dim(C ? C′) 6 min(n, kk′)
and one expects that if C, C′ are independent random codes, then, with a high
probability, this inequality becomes an equality: dim(C ? C′) = min(n, kk′). We
refer to [109, Th. 16–18] for precise statements and proofs. By contrast, we ob-
serve that for AG codes C = CL (X,P, G) and C′ = CL (X,P, G′) with the same
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evaluation points sequence P, we can get much stronger upper bounds. For in-
stance, if 2g − 2 < deg(G + G′) < n, then Theorem 21 together with (17) give
dim(C ? C′) 6 k + k′ − 1 + g.
Likewise from (19) it follows
dim(C?t) 6 min
(
n,
(
k + t− 1
t
))
and, at least for t = 2, one expects that if C is a random code, then with high
probability this inequality becomes an equality: dim(C?2) = min
(
n, k(k+1)2
)
. We
refer to [20, Th. 2.2–2.3] for precise statements and proofs.
Remark 100 ([109, Prop. 19]). — When t > q, we always have strict inequality
dim(C?t) < (k+t−1t ), because of the extra relations c?q ? c′ = c ? c′?q.
Concerning lower bounds, from now on we will make the simplifying assumption
that all our codes have full support, i.e. any generator matrix has no zero column.
Proposition 101 ([108, § 3.5]). — Assume C or C′ is MDS. Then
dim(C ? C′) > min(n, k + k′ − 1).
The stabilizing algebra of a code is introduced in [108, Def. 2.6] as
Stab(C) def= {x ∈ Fnq : x ? C ⊆ C}.
It is a subalgebra of Fnq , and admits a basis made of the characteristic vectors of the
supports of the indecomposable components of C ([76, Th. 1.2] and [108, Prop. 2.11]).
In particular, dim(Stab(C)) is equal to the number of indecomposable components of
C.
Mirandola and Ze´mor [89] then established a coding analogue of Kneser’s theorem
from additive combinatorics [130, Th. 5.5], in which Stab(C) plays the same role as
the stabilizer of a subgroup:
Theorem 102 ([89, Th. 18]). — We have
dim(C ? C′) > k + k′ − dim(Stab(C ? C′)).
Pursuing the analogy with additive combinatorics, they also obtained the following
characterisation of cases of equality in Proposition 101, which one might see as an
analogue of Vosper theorem [130, Th. 5.9]:
Theorem 103 ([89, Th. 23]). — Assume both C and C′ are MDS, with k, k′ > 2,
k + k′ 6 n− 1, and
dim(C ? C′) = k + k′ − 1.
Then C and C′ are (generalized) Reed-Solomon codes with a common evaluation point
sequence.
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Remark 104. — The symmetric version (C = C′) of Theorem 103 can actually be
regarded as a direct consequence of Castelnuovo’s Lemma [1, § III.2, p. 120] assert-
ing that for n > 2k + 1, any n points in general position in Pk−1 imposing 2r − 1
independent conditions on quadrics lie on a Veronese embedding of P1.
8.1.3. Joint bounds on dimension and distance. — A fundamental problem in coding
theory is to find lower bounds (existence results) or upper bounds (non-existence re-
sults) relating the possible dimension and minimum distance of a code. The analogue
for ?-products is to find similar bounds relating the dimensions of a given number of
codes and the minimum distance of their product (or the dimension of a code and the
minimum distance of some power).
Concerning lower bounds, a raw use of AG codes easily shows that for a given t, if
q is large enough (depending on t), there are asymptotically good codes over Fq whose
t-th powers are also asymptotically good. For t = 2 the following theorem shows that
this result actually holds for all q. The proof still uses AG codes, but in combination
with a specially devised concatenation argument.
Theorem 105 ([106]). — Over any finite field Fq, there exist asymptotically good
codes C whose squares C?2 are also asymptotically good.
In particular for q = 2 and for any 0 < δ < 0.003536 and R 6 0.001872− 0.5294δ,
there exist codes C of asymptotic rate at least R whose squares C?2 have asymptotic
relative minimum distance at least δ.
In finite length, other constructions have been studied by Cascudo and co-authors
that give codes such that both C and C?2 have good parameters. This includes cyclic
codes [18] and matrix-product codes [23].
Concerning upper bounds, the following result is sometimes called the product
Singleton bound.
Theorem 106 ([107]). — Let t > 2 be an integer and C1, . . . , Ct ⊆ Fnq linear codes
with full support. Then, there exist codewords c1 ∈ C1, . . . , ct ∈ Ct whose product has
Hamming weight
0 < wH(c1 ? · · · ? ct) 6 min(t− 1, n− (k1 + · · ·+ kt) + t)
where ki = dim(Ci). In particular we have
d(C1 ? · · · ? Ct) 6 min(t− 1, n− (k1 + · · ·+ kt) + t).
Mirandola and Ze´mor describe cases of equality for t = 2. Essentially these are
either pairs of (generalized) Reed-Solomon codes with a common evaluation point
sequence, or pairs made of a code and its dual (up to diagonal equivalence). See [89,
Sec. V] for further details.
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8.1.4. Automorphisms. — Let C be a linear code of regularity r(C), and let t 6 t′
be two integers. Assume one of the following two conditions holds:
– t|t′
– t′ > r(C).
Then, from [108, § 2.50-2.55], it follows that |Aut(C?t)| divides |Aut(C?t′)|.
This makes one wonder whether one could compare Aut(C?t) and Aut(C?t′) for
arbitrary t 6 t′. For instance, do we always have |Aut(C?2)| 6 |Aut(C?3)|?
Motivated by Proposition 25, Couvreur and Ritzenthaler tested this question
against AG codes and eventually showed that the answer is negative.
Example 107 ([34]). — Let E be the elliptic curve defined by the Weierstrass
equation y2 = x3 + 1 over F7, with point at infinity OE . Set P = E(F7), G = 3OE ,
and consider the evaluation code C = CL (E,E(F7), 3OE), so C has generator matrix 0 0 1 1 2 2 3 4 4 5 6 01 6 3 4 3 4 0 3 4 0 0 1
1 1 1 1 1 1 1 1 1 1 1 0
 .
Then, computer–aided calculations show that C?2 = CL (E,E(F7), 6OE) has
|Aut(C?2)| = 432
and C?3 = CL (E,E(F7), 9OE) has
|Aut(C?3)| = 108
so in particular
|Aut(C?2)| > |Aut(C?3)|.
8.2. Frameproof codes and separating systems. — Frameproof codes were in-
troduced in the context of traitor tracing schemes [25, 15, 125]. Slightly differing
definitions of this notion can be found. Here, we work only with linear codes and
we say such a code C is t-frameproof, or t-wise intersecting, if the supports of any t
nonzero codewords have a nonempty common intersection. In terms of ?-products, it
means for any c1, . . . , ct ∈ C,
c1, . . . , ct 6= 0 =⇒ c1 ? · · · ? ct 6= 0.
Some elementary combinatorial constructions of frameproof codes can be found in
[27, 14].
In [139] Xing considers asymptotic bounds, and in particular constructions from
AG codes. The starting observation of his main result is that a sufficient condition
for an evaluation code CL (X,P, G) to be s-frameproof is
(20) `(sG−DP) = 0.
Condition (20) is perhaps the simplest instance of what was later called a Riemann-
Roch equation [22].
Xing uses a counting argument in the divisor class group of the curve to prove the
existence of solutions to (20) with deg(sG−DP) ≈ (1− 2 logq s)g. This leads to the
following result.
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Theorem 108 ([139]). — For 2 6 s 6 A(q), there exist s-frameproof codes over Fq
of length going to infinity and asymptotic rate at least
1
s
− 1
A(q)
+
1− 2 logq s
sA(q)
·
In this bound, the 2 logq s term reflects the possible s-torsion in the class group
that hinders the counting argument.
For s = 2, an alternative method is proposed in [105] that allows to construct
solutions to (20) up to deg(2G−DP) ≈ g − 1, which is best possible. This gives:
Theorem 109 ([105]). — If A(q) > 4, one can construct 2-frameproof codes over
Fq of length going to infinity and asymptotic rate at least
1
2
− 1
2A(q)
·
This result has a somehow unexpected application. In [46], Erdo¨s and Fu¨redi
studied a certain problem in combinatorial geometry. It led them to introduce certain
configurations, which admit the following equivalent descriptions:
– sets of M vertices of the unit cube {0, 1}n in the Euclidean space Rn, any three
x,y, z of which form an acute angle: 〈x− z,y − z〉Eucl > 0
– sets of M points in the binary Hamming space Fn2 , any three x,y, z of which
satisfy the strict triangle inequality: dH(x,y) < dH(x, z) + dH(y, z)
– sets of M binary vectors of length n, any three x,y, z of which admit a position
i where xi = yi 6= zi
– sets of M subsets in an n-set, no three A,B,C of which satisfy A ∩ B ⊆ C ⊆
A ∪B.
In the context of coding theory, such a configuration is also called a binary (2, 1)-
separating system, of length n and size M . A random coding argument shows that
there exist such separating systems of length n→∞ and size
M ≈ (2/
√
3)n ≈ 1.1547005n.
However, combining Theorem 109 with a convenient concatenation argument provides
a dramatic(?) improvement.
Theorem 110 ([105]). — One can construct binary (2, 1)-separating systems of
length n→∞ and size
M ≈ (11 350 )n ≈ 1.1547382n.
This is an instance of a construction based on AG codes beating a random coding
argument, over the binary field!
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8.3. Multiplication algorithms. — The theory of bilinear complexity started
with the celebrated algorithms of Karatsuba [73], that allows to multiply two 2-digit
numbers with 3 elementary multiplications instead of 4, and of Strassen [126], that
allows to multiply two 2 × 2 matrices with 7 field multiplications instead of 8. Used
recursively, these algorithms then allow to multiply numbers with a large number of
digits, or matrices of large size, with a dramatic improvement on complexity over the
naive methods.
Authors subsequently studied the complexity of various multiplication maps, such
as the multiplication of two polynomials modulo a given polynomial [49, 137]. This
includes in particular the multiplication map mF
qk
/Fq in an extension of finite fields
Fqk over Fq.
Definition 111. — A bilinear multiplication algorithm of length n for Fqk over Fq
is the data of linear maps α, β : Fqk → (Fq)n and ω : (Fq)n → Fqk such that the
following diagram commutes:
Fqk × Fqk
mF
qk
/Fq−−−−−→ Fqk
α×β
y xω
(Fq)n × (Fq)n ?−−−−→ (Fq)n.
Equivalently, it is the data of linear forms α1, . . . , αn, β1, . . . , βn : Fqk → Fq and
elements ω1, . . . , ωn ∈ Fqk such that for all x, y ∈ Fqk we have
xy =
n∑
i=1
αi(x)βi(y)ωi.
Definition 112. — A multiplication algorithm as above is symmetric if α = β, or
equivalently, if αi = βi for all i.
Definition 113. — The bilinear complexity µq(k) (resp. the symmetric bilinear
complexity µsymq (k)) of Fqk over Fq is the smallest possible length of a bilinear multi-
plication algorithm (resp. a symmetric bilinear multiplication algorithm) for Fqk over
Fq.
Obviously we always have µq(k) 6 µsymq (k) 6 k2. For k 6 q2 + 1 this is easily
improved to µq(k) 6 µsymq (k) 6 2k − 1, using Fourier transform, or equivalently,
Reed-Solomon codes.
In [26], Chudnovsky and Chudnovsky highlighted further links between multipli-
cation algorithms and codes. Then, using a construction similar to AG codes, they
were able to prove the first linear asymptotic upper bound on µq(k).
Theorem 114 ([26, Th. 7.7]). — If q > 25 is a square, then
lim sup
k→∞
1
k
µq(k) 6 2
(
1 +
1√
q − 3
)
.
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This result was originally stated for bilinear complexity, but the proof also works
for symmetric bilinear complexity, since it provides symmetric algorithms. So we
actually get:
lim sup
k→∞
1
k
µsymq (k) 6 2
(
1 +
1√
q − 3
)
for q > 25 a square.
Chudnovsky and Chudnovsky proceed by evaluation-interpolation on curves. Sup-
pose we are given a curve X over Fq, together with a collection P = {P1, . . . , Pn}
of n distinct rational points, a point Q of degree k, and a suitably chosen auxiliary
divisor G. Also assume:
(i) the evaluation-at-Q map L(G) −→ Fqk is surjective;
(ii) the evaluation-at-P map L(2G) −→ (Fq)n is injective.
Then, in order to multiply x, y in Fqk with only n multiplications in Fq, one can do
as follows:
– Thanks to (i), lift x, x′ to functions fx, fx′ in L(G) such that fx(Q) = x,
fx′(Q) = x
′, and then evaluate these functions at P to get codewords cx =
(fx(P1), . . . , fx(Pn)), cx′ = (fx′(P1), . . . , fx′(Pn)) in CL (X,P, G).
– Compute cx ? cx′ = (y1, . . . , yn) in CL (X,P, 2G), i.e. yi = fx(Pi)fx′(Pi) for
1 6 i 6 n.
– By “Lagrange interpolation”, find a function h in L(2G) that takes these values
h(P1) = y1, . . . , h(Pn) = yn, and then evaluate h at Q.
Then (ii) ensures that we necessarily have h = fxfx′ , so this last evaluation step gives
h(Q) = xx′ as wished.
In [118], Shparlinski, Tsfasman and Vla˘dut¸ propose several improvements. First,
they correct certain imprecise statements in [26], or give additional details to the
proofs. For instance, on the choice of the curves to which the method is applied in
order to get Theorem 114, they provide an explicit description of a family of Shimura
curves Xi over Fq, for q a square, that satisfy:
– (optimality) |Xi(Fq)|/g(Xi)→ A(q) = √q − 1;
– (density) g(Xi+1)/g(Xi)→ 1.
They further show how to deduce linearity of the complexity over an arbitrary
finite field.
Lemma 115 ([118, Cor. 1.3]). — Set Mq
def
= lim supk→∞
1
kµq(k). Then for any
prime power q and integer m we have
Mq 6 µq(m)Mqm .
From this and Theorem 114 it readily follows that
Mq < +∞
for all q. As above, this result was originally stated only for bilinear complexity, but
the proof also works for symmetric bilinear complexity, so we get likewise
M symq
def
= lim sup
k→∞
1
k
µsymq (k) < +∞.
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Last, they devise a possible improvement on Theorem 114. For this they observe
that for given P and Q, the choice of the auxiliary divisor G satisfying (i) and (ii)
above reduces to the solution of the following system of two Riemann-Roch equations:
(21)
{
`(KX −G+Q) = 0
`(2G−DP) = 0.
In order to get the best possible parameters, one would like to set P = X(Fq), and
find a solution with deg(KX −G+Q) and deg(2G−DP) close to g− 1. The authors
propose a method to achieve this, but it was later observed that their argument is
incomplete. A corrected method was then proposed in [104], relying on the tools
introduced in the proof of Theorem 109. Combining all these ideas then gives:
Theorem 116 ([104, Th. 6.4]). — If q > 49 is a square, then
M symq 6 2
(
1 +
1√
q − 2
)
.
In this same work, it is also observed that if one does not insist on having symmetric
algorithms, then (21) can be replaced with an asymmetric variant: for given P and
Q, find two divisors G and G′ satisfying
(22)
 `(KX −G+Q) = 0`(KX −G′ +Q) = 0
`(G+G′ −DP) = 0.
This asymmetric system is easier to solve, leading to:
Theorem 117 ([104, Th. 6.4]). — If q > 9 is a square, then
Mq 6 2
(
1 +
1√
q − 2
)
.
The study of bilinear multiplication algorithms over finite fields is a very active
area of research and we covered only one specific aspect. Other research directions
include:
– give asymptotic bounds for non square q, or for very small q = 2, 3, 4, . . . ;
– instead of asymptotic bounds valid for k → ∞, give uniform bounds valid for
all k;
– study multiplication algorithms in more general finite dimensional algebras, not
only extension fields;
– give effective constructions of multiplication algorithms.
For a more exhaustive survey of recent results we refer to [2].
8.4. Arithmetic secret sharing. — Our starting point here will be Shamir’s se-
cret sharing scheme. Suppose Alice has a secret s ∈ Fq, and she wants to distribute
it among n players. We will assume n < q, and the n players are labelled by n
distinct nonzero elements x1, . . . , xn in Fq. Given a certain threshold t 6 n, Al-
ice picks t − 1 random elements c1, . . . , ct−1 in Fq, and considers the polynomial
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P (X) = s + c1X + c2X
2 + · · · + ct−1Xt−1. Then each player xi receives his share
yi = P (xi). The main property of this scheme is that:
(i) any coalition of at least t players can use Lagrange interpolation to reconstruct
the polynomial P , hence also the secret s = P (0), from their shares;
(ii) any coalition of up to t − 1 players has no information at all about the secret,
i.e. all possible values for s appear equiprobable to them.
Another property of Shamir’s scheme is its linearity: suppose Alice has two secrets
s and s˜, and distributes them to the same players. Let P be the polynomial used to
distribute s, with corresponding shares y1, . . . , yn, and let P˜ be the polynomial used
to distribute s˜, with corresponding shares y˜1, . . . , y˜n. Then y1 + y˜1, . . . , yn + y˜n are
shares corresponding to the sum s+ s˜ of the two secrets: indeed, these are the shares
obtained when distributing s+ s˜ with the polynomial P + P˜ .
Shamir’s scheme also enjoys a multiplicative property, but it is more subtle: we
have (PP˜ )(0) = ss˜ and (PP˜ )(xi) = yiy˜i, so in some sense, y1y˜1, . . . , yny˜n are the
shares obtained when distributing ss˜ with the polynomial PP˜ . A drawback is that
PP˜ may have degree up to 2t − 2, instead of t − 1 in the original scheme. Still we
can say that any coalition of 2t−1 players can reconstruct the secret product ss˜ from
their product shares yiy˜i. On the other hand, PP˜ is not uniformly distributed in the
set of polynomials R of degree up to 2t− 2 satisfying R(0) = ss˜, so it is unclear what
information a smaller coalition can get.
There are close links between linear secret sharing schemes and linear codes, under
which Shamir’s scheme corresponds to Reed-Solomon codes. Indeed, observe that
share vectors (y1, . . . , yn) in Shamir’s scheme are precisely the codewords of an RS
code. Properties (i) and (ii) then reflect the MDS property of Reed-Solomon codes.
And a common limitation to Shamir’s scheme and to RS codes is that, for a given q,
the number n of players, or the length of the code, remains bounded essentially by q.
The importance of multiplicative linear secret sharing schemes perhaps comes from
a result in [35], that shows that these schemes can serve as a basis for secure multiparty
computation protocols. In [69] it is also shown that certain two-party protocols, for
instance a zero-knowledge proof, admit communication-efficient implementations in
which one player, for instance the verifier, has to simulate “in her head” a multiparty
computation with a large number of players. This last result makes it very desirable
to overcome the limitation on the number of players in Shamir’s scheme.
In the same way that AG codes provide a generalisation of RS codes of arbitrary
length, one can construct linear secret sharing schemes with an arbitrary number
of players by using evaluation of functions on an algebraic curve. Moreover, under
certain conditions, these schemes also admit good multiplicative properties. This was
first studied by Chen and Cramer in [24], and then refined and generalized in several
works such as [19] and [21]. We follow the presentation of the latter.
Given a finite field Fq and integers k, n > 1, we equip the vector space Fkq × Fnq
with the linear projection maps
pi0 : Fkq × Fnq −→ Fkq
v = (s1, . . . , sk, c1, . . . , cn) 7−→ v0 def= (s1, . . . , sk)
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and, for any subset B ⊆ {1, . . . , n},
piB : Fkq × Fnq −→ F|B|q
v = (s1, . . . , sk, c1, . . . , cn) 7−→ vB def= (ci)i∈B
.
Definition 118. — A (n, t, d, r)-arithmetic secret sharing scheme for Fkq over Fq is
a linear subspace C ⊆ Fkq × Fnq with the following properties:
(i) (t-disconnectedness) for any subset B ⊆ {1, . . . , n} of cardinality |B| = t, the
projection map
pi0,B : C −→ Fkq × piB(C)
v 7−→ (v0,vB)
is surjective
(ii) (d-th power r-reconstruction) for any subset B ⊆ {1, . . . , n} of cardinality |B| =
r we have
(kerpiB) ∩ C?d ⊆ (kerpi0) ∩ C?d.
Moreover we say that C has uniformity if in (i) we have piB(C) = F|B|q for all B with
|B| = t.
Such a scheme allows to distribute a secret s = (s1, . . . , sk) ∈ Fkq among n players.
To do this, one chooses a random v ∈ C such that v0 = s, and for each i ∈ {1, . . . , n},
the i-th player receives his share ci = v{i}. Now condition (i) means that for each
coalition B of t adversary players, the secret vector v0 is independently distributed
from their share vector vB . On the other hand, condition (ii) means that any coalition
of r honest players can reconstruct the ?-product of d secret vectors from the ?-product
of their corresponding d share vectors.
It turns out that these conditions (i) and (ii) can be captured by Riemann-Roch
equations:
Lemma 119. — Let X be an algebraic curve over Fq, together with a collection
of k + n distinct rational points S = {Q1, . . . , Qk, P1, . . . , Pn}. Define the divisor
Q = Q1 + · · · + Qk, and for each subset B ⊆ {1, . . . , n}, PB =
∑
i∈B Pi. Let G be a
divisor on X that satisfies the following system:
(23)
{
`(KX −G+ PB +Q) = 0 for all B ⊆ {1, . . . , n} with |B| = t
`(dG− PB) = 0 for all B ⊆ {1, . . . , n} with |B| = r.
Then C = CL (X,S, G) is a (n, t, d, r)-arithmetic secret sharing scheme for Fkq , with
uniformity.
In [21] a method is developed to solve (23) using some control on the d-torsion of
the class group of the curve. It is not known if this method is optimal, but it gives
arithmetic secret sharing schemes with the best parameters up to now(3). It leads to:
(3) Observe that the method of [105], that gives optimal solutions to (20) and (21), does not operate
with (23), even in the case d = 2, because the number of equations in the system is too high.
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Theorem 120 ([21]). — For all prime powers q except perhaps for q =
2, 3, 4, 5, 7, 11, 13, there is an infinite family of (n, t, 2, n − t)-arithmetic secret
sharing schemes for Fkq over Fq with uniformity, where n is unbounded, k = Ω(n)
and t = Ω(n).
It should be noted that, if one is ready to drop the uniformity condition, then
the corresponding result holds for all q. This can be proved using a concatenation
argument [19].
The literature on arithmetic secret sharing is rapidly evolving, and we cannot cover
all recent developments. For further references on the topic, together with details on
the connection with multiparty computation, we recommend the book [36].
9. Application to distributed storage: locally recoverable codes
9.1. Motivation. — The impressive development of cloud computing and dis-
tributed storage in the last decade motivated new paradigms and new questions in
coding theory yielding an impressive number of works studying the construction, the
features and the limitations of codes having “good local properties”.
While the literature provides many definitions, such as locally correctable codes,
locally decodable codes, etc. In this article we only focus on so–called locally recoverable
codes (LRC). To define them, let us first define the notion of restriction of a code.
Definition 121. — Let C ⊆ Fnq be a code and I ⊆ {1, . . . , n}. The restriction of C
to I denoted by C|I is the image of C under the projection
Fnq −→ F|I|q
(c1, . . . , cn) 7−→ (ci)i∈I .
Remark 122. — Classically in the literature, this operation is referred to as punc-
turing C at {1, . . . , n}\I. In the sequel, the term restriction seems more relevant since,
we will deal with evaluation codes and the restriction of the code will be obtained by
evaluating restrictions of some given functions.
Definition 123 (Locally recoverable code). — A code C ⊆ Fnq is locally re-
coverable with locality ` if for any i ∈ {1, . . . , n}, there exists at least one subset
A(i) ⊆ {1, . . . , n} containing i such that |A(i)| 6 ` + 1 and C|A(i) has minimum
distance > 2.
Definition 124 (Recovery set). — In the context of Definition 123, a subset A(i)
is called a recovery set of C for i.
Remark 125. — Note that the sets A(1), . . . , A(n) need not be distinct. In addition,
we emphasize that, for a given position i ∈ {1, . . . , n}, there might exist more than
one recovery set for i; this is actually the point of the notion of availability discussed
further in § 9.6.
On the other hand, in most of the examples presented in § 9.3, 9.4 and 9.5, we
consider a partition A1 unionsq · · · unionsq As of {1, . . . , n} such that for any i ∈ {1, . . . , n}, the
unique recovery set for i is the unique subset Aj containing i.
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Remark 126. — One can prove that Definition 123 is equivalent to the following
one. For any i ∈ {1, . . . , n}, there exists at least one codeword c(i) ∈ C⊥ of weight
less than or equal to `+ 1 and whose i–th entry is nonzero.
Let us give some practical motivation for this definition. Suppose we distribute
data on n servers. Our file (or a part of it) is an element m ∈ Fkq that has been
encoded as a codeword c ∈ C, where C is a code with locality `. For any i ∈ {1, . . . , n}
the element ci ∈ Fq is stored in the i–th server. In distributed storage systems,
data should be recoverable at any moment, even if failures or maintenance operations
are performed. For this sake, when a machine fails, the data it contains should be
recovered and saved on another machine. To perform such operation efficiently, we
wish to limit the number of machines from which data is downloaded. Here comes
the interest of codes having a small locality! Suppose the i–th server failed. Then,
we need to reconstruct ci from the knowledge of the cj ’s for j 6= i. The objective
is to recover ci from the knowledge of an as small as possible number of cj ’s. From
Remark 126, there exists d ∈ C⊥ of weight less than or equal to ` + 1 with di 6= 0.
Then, the support of d is {i, i1, . . . , is} with s 6 ` and
ci = − 1
di
s∑
j=1
cijdij .
Consequently, ci can be recovered after downloading data from at most ` distinct
servers. The smaller the `, the more efficient the recovery process.
Remark 127. — Note that the literature on distributed storage actually involves
two distinct families of codes:
– locally recoverable codes which are the purpose of the present section;
– regenerating codes which are not discussed in the present article .
We refer the interested reader to [37] for an introduction to regenerating codes and
to [92] for a more geometric presentation of them.
9.2. A bound on the parameters involving the locality. — The most classical
bound, which can be regarded as a Singleton bound for locally recoverable codes is
due to Gopalan, Haung and Simitci.
Theorem 128 ([53, 97]). — Let C ⊆ Fnq be a locally recoverable code of dimension
k, minimum distance d and locality `. Then,
(24) d 6 n− k −
⌈
k
`
⌉
+ 2.
9.3. Tamo–Barg codes. — The original proposal of optimal locally recoverable
codes, i.e. codes reaching bound (24) is due to Barg and Tamo [129] and are codes
derived from Reed–Solomon codes. The construction is as follows.
– Consider a subset A ⊆ Fq of cardinality n such that (` + 1) divides n and a
partition of A:
A = A1 unionsq · · · unionsqA n`+1
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into disjoint subsets of size `+ 1. Denote by x1, . . . , xn the elements of A.
– Consider a polynomial g of degree `+ 1 which is constant on any element of the
partition, i.e.
∀i ∈
{
1, . . . ,
n
`+ 1
}
, ∀x, y ∈ Ai, g(x) = g(y).
Then, for k divisible by `, one defines the [n, k] Tamo–Barg code of locality ` as the
code
(25) C def=
(f(x1), . . . , f(xn))
∣∣∣∣ f(X) = `−1∑
i=0
k
`−1∑
j=0
aijX
ig(X)j
 .
This code has length n and dimension k. In addition, the polynomials that are
evaluated to generate codewords have degree at most
deg f 6 `− 1 + (`+ 1)
(
k
`
− 1
)
= k +
k
`
− 2.
Next, to get a lower bound for its minimum distance, it suffices to embed this code
into a larger code whose minimum distance is known, namely a Reed–Solomon code:
C ⊆
{
(f(x1), . . . , f(xn)) | deg f 6 k + k
`
− 2
}
= CL
(
P1, A,
(
k +
k
`
− 2
)
P∞
)
,
whose minimum distance equals n−k− k` +2. Finally, it remains to be shown that the
code has locality ` which will explain the rationale behind the construction. Suppose
we wish to recover a symbol cr from a given codeword c ∈ C. The index r ∈ As for
some integer s and since g is constant on As and identically equal to some constant
γs, the restriction to As of any polynomial f as in (25) coincides with the polynomial∑
i,j aijγ
j
sx
i which is a polynomial of degree < `. By Lagrange interpolation, this
polynomial is entirely determined by its evaluations at the ` elements of As \ {r} and
hence, its evaluation at r can be deduced from these evaluations.
In summary, this code has parameters
[
n, k, n− k − k` + 2
]
and locality `, hence it
is optimal with respect to Bound (24).
Example 129. — An explicit example of a polynomial g which is constant on each
element of a given partition can be obtained from a polynomial which is invariant
under some group action on the affine line and take the partition given by the cosets
with respect to this action. For instance, suppose that (` + 1) | (q − 1), then Fq
contains a primitive (`+ 1)–th root of unity ζ. The cyclic subgroup of F×q generated
by ζ acts multiplicatively on the affine line via the map z 7→ ζz which splits F×q into
q−1
`+1 cosets. Next, the polynomial g(X) = X
`+1 is obviously constant on these cosets.
This provides optimal [n, k] codes of locality ` for any n 6 q − 1 and any k < n such
that (`+ 1)|n and `|k.
9.4. Locally recoverable codes from coverings of algebraic curves: Barg–
Tamo–Vla˘dut¸ codes. — The discussion to follow requires the introduction of the
following definition.
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Definition 130 (Galois cover). — A morphism φ : Y → X is a Galois cover if
the induced field extension φ∗ : Fq(X) ↪→ Fq(Y ) (see § 2.3) is Galois. The Galois
group of the cover is nothing but the Galois group of the extension.
Remark 131. — It is well known that, given a Galois cover φ : Y → X, the Galois
group Γ acts on Y and the orbits are the pre-images of points of X.
Tamo and Barg’s construction can be generalized in terms of curve morphisms.
Indeed, the situation of Example 129 can be interpreted as follows. The elements
x1, . . . , xn at which polynomials are evaluated are now regarded as a sequence of
rational points P1, . . . , Pn of P1 that are from a disjoint union of orbits under the
action of the automorphism σ : (x : y) 7−→ (ζx : y). Next the polynomial g induces
a cyclic cover φ : P1 g−→ P1 with Galois group spanned by σ. The orbits can be
regarded as fibres of rational points of P1 that split totally.
Similarly to Reed–Solomon codes, for a given ground field, Tamo–Barg approach
permits to generate optimal codes with respect to (24) but the code length will be
bounded from above by the number of rational points of P1, i.e. by q+1. If one wishes
to create longer good locally recoverable codes, the construction can be generalized
as proposed in [5]. Consider
– two curves X,Y and a Galois cover φ : Y → X of degree `+1 with Galois group
Γ;
– rational points Q1, . . . , Q n
(`+1)
of X which split completely in the cover φ;
– their pre-images by φ, the points P1,1, . . . , P1,`+1, . . . , P n`+1 ,1, . . . , P
n
`+1 ,`+1
∈
Y (Fq) which are grouped by orbits of size ` + 1 under the action of Γ. These
orbits are the recovery sets.
Equivalently, the recovery sets are fibres of φ, that is to say, such a set is the pre-image
set of a given totally split rational point of X. Let x ∈ Fq(Y ) be a primitive element
of the extension Fq(Y )/Fq(X) whose pole locus avoids(4) the points Pi,j and G be a
divisor on X. Then, one can construct the code
(26) C def=
{(
f (P1,1) , . . . , f(P n`+1 ,`+1)
) ∣∣∣∣ f = `−1∑
i=0
(φ∗fi) · xi, fi ∈ L(G)
}
,
where L(G) ⊆ Fq(X).
Note that φ is constant on any recovery set and hence so are the functions φ∗fi.
Therefore, we have the following statement.
Lemma 132. — The restriction of f =
∑
(φ∗fi)xi to a recovery set coincides with
a polynomial in x with constant coefficients. Consequently, the restriction of C to a
recovery set is a Reed–Solomon code of length `+ 1 and dimension `.
Remark 133. — Since x is a primitive element of the extension Fq(Y )/Fq(X),
then, its restriction to a fibre is injective. Indeed, suppose that for two distinct
points R1, R2 in a given fibre we have x(R1) = x(R2), then since for any f ∈ Fq(X),
φ∗f(R1) = φ∗f(R2) and since Fq(Y ) is generated as an algebra by φ∗Fq(X) and x,
(4)Here again, this avoiding condition can be relaxed thanks to Remark 17.
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this would entail that no function in Fq(Y ) takes distinct values at R1 and R2, a
contradiction.
Similarly to the Reed–Solomon–like construction, these codes have locality `. To
estimate the other parameters, denote by deg φ the degree of the morphism, which is
nothing but the extension degree [Fq(Y ) : Fq(X)]. This degree is also the degree of
the pole locus divisor (x)∞ of the function x ([90, Lem. 2.2]).
Theorem 134 ([5, Th. 3.1]). — The Barg–Tamo–Vla˘dut¸ code defined in (26) has
locality ` and parameters [n, k, d] with
k > `(degG+ 1− g);
d > n− (`− 1) deg φ− (`+ 1) degG.
Proof. — The dimension is a consequence of the definition and of Riemann–Roch
theorem. The proof of the locality is the very same as that of Tamo–Barg codes given
in § 9.3. For the minimum distance, observe that the code C is contained in the code
CL (Y,P, (`− 1)(x)∞ + φ∗G). Therefore, it suffices to bound from below the minimum
distance of this code to get a lower bound for the minimum distance of C. From (3),
deg φ∗G = (`+1) degG and, from Theorem 21, the code CL (Y,P, (`− 1)(x)∞ + φ∗G)
has minimum distance at least n− (`− 1) deg(x)∞− (`+ 1) degG. Finally, from [90,
Lem. 2.2], we get deg(x)∞ = deg φ, which concludes the proof.
Remark 135. — The above proof is more or less that of [5, Th. 3.1] we chose to re-
produce it here, in order describe the general strategy of evaluation of the parameters
of such locally recoverable codes constructed from curves. Namely:
– the dimension is obtained by applying Riemann–Roch Theorem on X together
with an elementary count of monomials;
– the minimum distance is obtained by observing that the constructed LRC is
contained in an actual algebraic geometry code to which Goppa bound (Theo-
rem 21) can be applied.
Example 136. — See [5, § IV.A] for examples of LRC from the Hermitian curve.
9.5. Improvement: locally recoverable codes with higher local distance.
— Up to now, we introduced codes whose restriction to any recovery set is nothing
but a parity code, that is to say a code of minimum distance 2 which permits only to
recover one symbol from the other ones. One can expect more, such as being able to
correct errors for such a local code. Thus, one could look for codes whose restrictions
to recovery sets have a minimum distance larger than 2.
Definition 137. — The local distance of a locally recoverable code C is defined as
min
i
min
A(i)
{
dmin(C|A(i))
}
,
where i ∈ {1, . . . , n} and A(i) ranges over all the recovery sets of C for i (which may
be non unique according to Remark 125).
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The codes introduced in (26) have local distance 2. Actually, improving the local
distance permits to reduce the amount of requested symbols for the recovery of a
given symbol as suggested by the following statement.
Lemma 138. — Let C ⊆ Fnq be a locally recoverable code with local distance ρ and
recovery sets of cardinality ` + 1. For a codeword c ∈ C, any symbol ci of c can be
recovered from any (`− ρ+ 2)–tuple of other symbols in the same recovery set.
Proof. — Let A(i) ⊆ {1, . . . , n} be a recovery set for the position i. The restricted
code C|A(i) has length `+ 1 and minimum distance ρ. Therefore, by definition of the
minimum distance for any I ⊆ Ai \ {i} with |I| = (` + 1) − (ρ − 1) = ` − ρ + 2, the
restriction map C|A(i) −→ C|I is injective.
This can be done by reducing the degree in x of the evaluated functions. That is
to say, considering a code
(27) C′ =
{(
f(P1,1, . . . , f(P n`+1 ,`+1)
) ∣∣∣∣ f = s−1∑
i=0
(φ∗fi)xi, fi ∈ (L(G))
}
for some integer 0 6 s 6 `. Here again, the code restricted to a recovery set is nothing
but an [`+ 1, s, `− s+ 2] Reed–Solomon code. In such a code, a codeword is entirely
determined by any s–tuple of its entries.
Theorem 139. — The Tamo–Barg–Vla˘dut¸ code C′ defined in (27) has length n,
locality `, local distance ρ and dimension k and minimum distance d satisfying
ρ = `− s+ 2
k > s(degG+ 1− g)
d > n− (s− 1) deg(x)− (`+ 1) degG.
9.6. Fibre products of curves and the availability problem. — Still moti-
vated by distributed storage applications another parameter called availability is of
interest.
Definition 140. — The availability of a a locally recoverable code is the minimum
over all position i ∈ {1, . . . , n} of the number of recovery sets for i.
Practically, a distributed storage system with a large availability benefits from more
flexibility in choosing the servers contacted for recovering the contents of a given one.
The availability of an LRC is a positive integer and all the previous constructions
had availability 1. Constructing LRC with multiple recovery sets is a natural problem.
– For Reed–Solomon–like LRC, this problem is discussed in [129, § IV] by consid-
ering two distinct group actions on Fq. The cosets with respect of these group
actions provide two partitions of the support yielding LRC with availability 2.
– In the curve case, constructions of LRC with availability 2 from a curve X
together with two distinct morphisms from this curve to other curves Y (1), Y (2)
is considered in [5, § V], in [4, § 6] and the case of availability t > 2 is treated
in [64].
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The construction can be realized from the bottom using the notion of fibre product.
Given three curves Y (1), Y (2) and X with morphisms
Y (1)
φ2−→ X and Y (2) φ2−→ X,
then the fibre product Y (1) ×X Y (2) is defined as
(Y (1) ×X Y (2))(Fq) def=
{
(P1, P2) ∈ (Y (1) × Y (2))(Fq) | φ1(P1) = φ2(P2)
}
.
It comes with two canonical projections ψ1 and ψ2 onto Y
(1) and Y (2) respectively:
Y (1) ×X Y (2)
ψ1

ψ2

Φ

Y (1)
φ1 
Y (2)
φ2
X
Finally, we denote by Φ the morphism Φ = φ1 ◦ ψ1 = φ2 ◦ ψ2 : Y (1) ×X Y (2) −→ X.
The construction of LRC with availability 2 can be done as follows. Let `1, `2
be integers such that deg φ1 = `1 + 1, deg φ2 = `2 + 1 (hence degψ1 = `2 + 1 and
degψ2 = `1 + 1) and
– x1, x2 be respective primitive elements of the extensions Fq(Y (1))/Fq(X) and
Fq(Y (2))/Fq(X);
– G be a divisor on X;
– Q1, . . . , Qs be rational points of X that are totally split in Φ and denote by
P1, . . . , Pn their pre-images.
Similarly to the previous cases, either we suppose that the supports of G and the
points Q1, . . . , Qs avoid the image under φ1 of the pole locus of x1 and the image
under φ2 of the pole locus of x2, or we use Remark 17.
Definition 141. — With the above data, we define a locally recoverable code with
availability 2 as follows.
C def=
{
(f(P1), . . . , f(Pn))
∣∣∣∣ f = `1−1∑
i1=0
`2−1∑
i2=0
(Φ∗hi1i2)ψ
∗
1(x1)
i1ψ∗2(x2)
i2 , hi1i2 ∈ L(G)
}
·
Let i ∈ {1, . . . , n}, the point Pi is associated to two recovery sets. Namely
ψ−11 ({ψ1(P1)}) and ψ−12 ({ψ2(P2)}) which have respective cardinalities `2 + 1 and
`1 + 1.
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Theorem 142. — The code C has availability 2, with localities (`1, `2). Its parame-
ters [n, k, d] satisfy
n = s(`1 + 1)(`2 + 1)
k > (degG+ 1− gX)`1`2
d > n− deg(G)(`1 + 1)(`2 + 1)
− (`1 − 1)(`2 + 1) deg 1(x2)∞)− (`2 − 1)(`1 + 1) deg((x2)∞),
where gX denotes the genus of X.
Proof. — The minimum distance comes from the fact that the code is a subcode
of CL
(
Y (1) ×X Y (2),P,Φ∗(G) + (`1 − 1)(ψ∗1((x1)∞)) + (`2 − 1)(ψ∗2(x2)∞)
)
. The di-
mension is a direct consequence of the definition of the code. For further details, see
for instance [64, Th. 3.1].
Example 143. — See [64, § 5,6,7] for examples of LRC with availability > 2 from
Giulietti–Korchmaros curves, Suzuki curves and Artin–Schreier curves.
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