This paper proposes a new stochastic composite iterative learning control for batch processes with actuator faults that happen with a certain kind of probability. The main contribution lies in the fact that stochastic control theory is used to analyze the stability issues and consider controller designs of batch processes with actuator faults that happen under various kinds of probability, which paves the way for reliable control theory. Firstly, the batch process is represented as a system with stochastic uncertainty for iterative learning control design; and with the state and output error, it is further treated into a two dimensions (2D) Rosser system with stochastic errors. Using such transformation, the iterative learning control design is transformed into the updating control law design. Secondly, 2D Lyapunov stochastic theory is used to design the controller with actuator faults under various kinds of probability, together with the stability results of the control system in terms of LMI conditions. Finally, the proposed method is tested on the injection molding process to demonstrate the effectiveness.
I. INTRODUCTION
The batch process is a mass production of operation through sequential operations, and is widely used in fine chemical engineering, pharmaceutical production, biological products, modern agriculture and other fields [1] , [2] . In recent years, in order to adapt to the variety and quality requirements of the market together with the trend of industrial production flexibility, batch production processes have attracted more and more attention, many new upsurges have appeared in the study of batch process optimization and advanced control. PID control, adaptive control, iterative learning control (ILC), compound iterative learning control and so on have been greatly developed [3] - [12] . Due to the limited running time and repeatability of the batch production process, we can take advantage of these characteristics in industrial production. In order to make full use of the repeatability, Arimoto et al. [13] developed the ILC theory, which is particularly suitable for systems that are difficult to model and hard for highprecision trajectory tracking control to gain wide applications. At present, research on the repetitive characteristics The associate editor coordinating the review of this manuscript and approving it for publication was Derek Abbott .
of batch processes has mature, and it has also been shown that pure ILC has some inherent disadvantages. For example, it cannot be used in systems which initial values are uncertain, non-minimum phase systems and uncertain timedelay systems [14] . For these cases, the pure ILC cannot guarantee the stability and convergence accuracy of the control system. In order to overcome the shortcomings of pure ILC, Wang et al. [15] proposed two-dimensional composite iterative learning control (2D-ILC) that combines feedback control and iterative learning control strategy to prove the stability of the system. This method considers the system in two dimensions (2D), both time direction and batch direction, and the control performance of the system is also improved, which overcomes the defects of the pure ILC. In most existing work, both theoretical and practical industrial applications have made a lot of achievements [16] - [26] .
Along with the growing social demands on industrial products, the scale and complexity of automatic control system has gradually expanded, equipment used in batch production will operate in more complex environments. When the equipment is operated under the complex conditions for a long time, the possibility of failure will increase. Once the system fails, it may not only affect product quality and production efficiency, but also cause significant property damage. Therefore, the safe and reliable operation of batch process has gradually become the focus of industrial processes.
As we all know, for the actual dynamic system, the actuator starts well and can complete the specified control objectives, after a period of time, there may exist problems such as aging and the possibility of failure will increase. As mentioned above, based on safety and economic benefits, we hope that the system will remain stable in the event of a failure. Therefore, how to ensure that the system will run smoothly under the failure has received widespread attention. A great deal of achievements has been proposed, such as the reliable control, adaptive control and control with stochastic faults on 1D system, which is only related to time direction [27] - [36] . However, the fruits in fault-tolerant predictive control and reliable guaranteed cost control based on 2D system are few [37] - [44] . For batch processes with linear uncertainty, time delay, and multi-phase, a large number of results have emerged in the study of fault-tolerant control [45] - [50] . At present, most of the results are based on reliable control, which is pretty useful for systems with frequent failures. However, for systems with high precision requirement, the probability of failure is very low. If we still use reliable controller, it will lead to high costs and waste of raw materials, which is obviously undesirable in terms of energy saving and consumption reduction.
Most of the above results are based on deterministic systems. In actual control system, faults are often random and cannot be predicted in advance, so it is difficult to determine which kinds of controllers should be used. However, there is a certain probability that the fault occurs. How to design a controller that can automatically switch according to the probability of failure becomes the key to the research.
Based on the above, this paper designs a new control algorithm, which can determine the type of controllers according to the probability of failure in the system. Since the system is a two-dimensional system, the failure will not only affect the control performance of the time axis, but also affect the control performance of the batch axis. Therefore, when the system fails, both of the axes should be considered which is significantly different from continuous processes. Since the probability of failure in time direction and batch direction is different, the probability of failure on both axes should be calculated based on the difference between time and batch direction. Under this probability, according to the characteristics of batch process, the stochastic iterative learning control law has been designed to achieve the stochastic stability of the batch process that has a random failure with a certain probability. Thus, contributions of this paper are obvious.
In order to solve the above problems, the batch process is treated as a 2D system and the iterative learning control law is designed. First, the process model is transformed into an equivalent 2D stochastic Rosser system model by introducing the state error and the output error, and the design of iterative learning control law is transformed into the design of the updating law. Then based on Lyapunov stochastic stability theory, the stochastic stability conditions of the above equivalent system using LMI formulation is given, and the design of updating law under different probabilities is given too. The application of controllers under different probabilities is discussed. For example, if the system is prone to failure, the reliable controller should be used; if the failure probability of the system is low, we should choose different controllers under different cases in order to avoid the waste of resources. The controller can be switched between normal and fault conditions. Finally, the packing-holding pressure in the injection molding is taken as an example to verify the effectiveness and practical value of the above-mentioned ideas.
II. PROBLEM FORMULATION
Consider the batch process described in the following form:
among them, A(t, k) = A + A(t, k), A(t, k) means the internal disturbance and it also satisfies A(t, k) = DF(t, k)E and F(t, k)F T (t, k) ≤ I , {A, B, C, D, E} are constant matrices with appropriate dimensions, I is a unity matrix with appropriate dimensions. x(t, k) ∈ R n , u(t, k) ∈ R m , y(t, k) ∈ R l denote the state, input and output of the process, n, m, l are positive integers; t, k are time step and batch index respectively; T p represents the total time of a batch run, and w(t, k) is the unknown external disturbance.
Due to the possibility of aging or even abnormal operation of the system, when the system fails (there are three kinds of faults, i. e., internal faults, actuator faults and sensor faults), the system input u F (t, k) hardly attains its expected value u(t, k), which means u F (t, k) = u(t, k). This paper only considers the actuator faults and the faulty model is signified as u F (t, k) = ∂u(t, k). Different ∂ values are defined to express actuator faults, assuming that it changes in a known range.
where, ∂ (∂ ≤ 1) and ∂ (∂ ≤ 1) are known variables and define:
Because the failure of the system is random and in view of the fact that the system failure may satisfy a certain probability, this paper puts forward a stochastic control problem based on iterative learning control to cope with this situation. The control goal is to design a control law in case of system failure such that the output of the process can trace a given expected trajectory y r (t) as much as possible, for which we define:
The batch process works normally at the current moment, but it may work normally or not normally in the next moment. If it does not run well, the failure can affect the operation of the next batch, which is different from the continuous process. Thus, the failure probability of the batch process is described below:
In the case of normal operation of the system at current time, there are two possibilities for the system states at the next moment, i.e., the system still runs normally or the system fails. Define α as the possibility that under normal circumstances, the system will fail at the next moment (note that the faults mentioned in this paper cannot be repaired for a period of time), then:
where, γ (t, k) = 0 , normal system 1 , fault system represents whether there exists the failure or not. Assuming that M and N are events and according to the probability theory, P (M |N ) represents the probability of event M occurring under the conditions of event N ; in the same way, formula (5) is the possibility that under normal circumstances, the system will fail at the next moment, and here we use α to express it; formula (6) and (5) are opposite, so the possibility of formula (6) is (1 − α); if there is the failure in the current moment, there must be a failure in the next moment, which is a certain event and the possibility of this event is 1 that can see in formula (7) ; if the failure occurs at the current moment and it can operate normally at the next moment, the possibility of this is 0 as can see in formula (8) . Then the failure probability of the batch direction is as follows:
where, γ (t, k) = 0 , normal system 1 , fault system represents whether there exists the failure or not, we suppose that each batch runs n steps and the possibility is shown as formula (9) . Since formula (10) and (9) are opposite events, the possibility of formula (10) is 1 − (1 − α) n ; if the failure occurs in the current batch, probabilities are the same as the time direction, as can be seen in formula (11) and (12).
In order to facilitate the proof of the theorem, the following notations are introduced:
According to formula (3) and (14), there is an unknown matrix ∂ 0 that meets:
where,
and it satisfies ∂ 0
.
III. EQUIVALENT MODEL DESCRIPTION
For the batch process described by (1), we can design an ILC law as follows:
where, u(t, 0) is the initial value of the iteration, u(t, k) ∈ R m is the updating law to be determined. The goal of the ILC design is to determine the updating law u(t, k) such that the output of the process y(t, k) can trace a given expected trajectory y r (t, k). As for a system with a certain failure probability, the system input can be expressed as:
when γ (t, k) = 0, the system is normal, then u F (t, k) = u(t, k); when γ (t, k) = 1, the system has a failure, at this time u F (t, k) = ∂u(t, k), that is, the input actually obtained by the system cannot reach the given input. Define:
where δ (x(t, k)) represents the error of x(t, k) in the k th direction and δ ( A(t, k)) = A(t, k) − A(t, k − 1). According to formula (4) and (19) , we have:
wherew(t, k) = δ( A(t, k))x(t, k − 1) + δ (w(t, k)). Here ifw(t, k) = 0, the disturbance is called the repetitive disturbance; ifw(t, k) = 0, it is called the non-repetitive disturbance. Then we have:
The 2D-ILC updating law can be designed as:
P 0 = X −1 0 , and P 1 = X −1 1 . Then, the system can be described as:
Obviously, the states of the closed-loop system alter along the two axes (T axis and K axis). Therefore, the boundary conditions should also be so, and denote:
where, µ t0 is called the K -boundary, υ 0k is called the T -boundary. Before we discuss the stability and convergence of the system, some definitions and lemmas are given as follows: Lemma 1 (Schur Complement Lemma [49] ): For the given matrices W , L and V with appropriate dimensions, where W and V are positive definite matrices, the necessary and sufficient condition of L T VL − W < 0 is:
Lemma 2 ( [51] ): Let E, , F denote real matrices with appropriate dimensions and ε > 0, the formula holds
Definition 1 ([14] ): For system (24) with u(t, k) = 0 and w(t, k) = 0, the equilibrium point 0 is said to be mean square stable if for any ε > 0 there is a δ (ε) > 0 such that
when sup µ≤s≤0
∞ k=0 X (t, k) 2 = 0 for any initial conditions, then system (24) with u(t, k) = 0,w(t, k) = 0 is said to be mean square asymptotically stable. Definition 2 ( [14] ): Given a scalar γ > 0 , the stochastic system (24) with u(t, k) = 0,w(t, k) = 0 is said to be robustly stochastically stable with disturbance attenuation γ if it is robustly stochastically stable and under zero initial conditions, z(t, k) E 2 < γ w(t, k) 2 for all nonzerow(t, k) and admissible uncertainty A(t, k), where
In this case, the system is said to be robustly asymptotically stable in the mean square with an H ∞ disturbance attenuation level γ . The attenuation level γ of the H ∞ shows the maximum sensitivity of the controlled output to the disturbance. The smaller γ is, the better disturbance attenuation performance the system has. So we should make γ minimum during the controller design.
In order to solve the controller gain which can make the system stable, for non-repetitive disturbance and repetitive disturbance, Theorem 1 and Theorem 2 are introduced respectively. Theorem 1: Assume that δ (w(t, k)) ≡ 0, if there exist positive definite matrix P i , X i ∈ R (n+l)×(n+l) , Y i ∈ R m×(n+l) , i = 0, 1, and a scalar µ 0 , µ 1 , ε > 0, such that
, and I h , I v are unit matrices with appropriate dimensions, then the system is of stochastic stability under the certain possibility.
Proof: Choose a Lyapunov functional for the system (24) as follows:
For each γ (t, k) = i, i = 0, 1, we can have:
Then,
Thus
where
According to (35) , if 1 j=0 2 ij A T j (t, k)P i A j (t, k) − P i < 0, then we can obtain that [ V (X (t, k), γ (t, k))] < 0.
Pre-multiply and post-multiply with diag P T i , I , I , I , diag P T i , I , I , I to the matrices on the left side of the inequalities (30) and (31) respectively and according to the Schur complement lemma, (30) and (31) are equivalent to [ V (X (t, k), γ (t, k))] < 0. Then the conclusion can be obtained as follows: (36) where λ = max i {λ min (− i )}. Take the expectation of both sides of (36), it gets
This means that the closed-loop system (24) is of stochastic stability. The proof is completed. Theorem 2: For a given constant γ > 0, if there exist some matrices X i > 0, Y i , i = 0, 1, and scalars µ 0 , µ 1 , ε > 0 and the following inequality holds:
then the system is 2D robustly asymptotically stable in the mean square, and the robust H ∞ performance index is less than γ . The control law gain is designed as K i = Y i X −1 i . Proof: For all nonzerow(t, k), define:
Similar to the proof of Theorem 1, if (39) and (40) hold, (43) will hold:
Under zero-initial conditions, the following inequality holds.
Then, we have
According to (39) and (40) in Theorem 2, the following inequality holds:
The proof is completed. Remark: The LMI given in this paper is a sufficient condition to ensure the stability of the system, rather than a necessary and sufficient condition, which may cause conservative results. However, if we use equation directly, the solution will be solved by the incremental (Lyapunov equation) form, which is more conservative. Therefore, this paper reduces the conservativeness. Regarding the feasibility of LMI, the LMI method is feasible as long as the LMI is solvable. In addition, as the matrix dimension increases, LMI will have some difficulty in calculation. However, for the purposes of this paper, the dimension of LMI is within the acceptable range and will not cause computational burden.
IV. CASE STUDY
Injection molding is a typical batch process, with the rapid development of injection molding industry, it has attracted wide attention. In the production process of injection molding machine, due to the aging of equipment and other reasons, there may be malfunctions. The occurrence of faults will lead to uneven product quality, even cause potential safety hazards, and bring great threat to the production environment. Therefore, this section takes injection process as an example to study its fault-tolerant control problem. When the injection molding machine is running, the pipeline may be blocked, which may result in equipment failure. But in a certain probability, the blockage may return to normal by itself, or it may become more and more serious, and ultimately complete blockage. On this basis, this paper carries out the following research:
An injection molding process is taken as a case study. According to [52] , the pressure model of the packing process is identified as (the data used in this part come really from an injection molding process):
where, A (t, k) = 1 0 0 1 δ(t, k) 0.08 0 0.08 0 , δ(t, k)δ T (t, k) ≤ 1, assume that there exist an unknown actuator failure ∂. However, we know that 0.8 < ∂ ≤ ∂ ≤ ∂ = 1. Using (13) , (14) , β = 0.9, β 0 = 0.1 are obtained. µ 0 = 15.9106, µ 1 = 9543.2, ε = 0.9131, γ = 20.5. The controller gain can be obtained based on the Theorems. When the system has no failure, K 0 = −1.3803 −0.8840 0 0 0 −0.9834 , when there exist VOLUME 7, 2019 FIGURE 1. The system output response when the failure probability is 0.1. partial actuator fault, the controller gain is K 1 = −1.3267 −0.8403 0 0 0 −0.6421 . When the system starts running, K 0 is used at first, after running for a period of time, there may appear partial actuator fault, then the controller will be switched from K 0 to K 1 , which means the controller is switched to a reliable controller. When the system switches (γ (t, k)= 0 or γ (t, k)= 1) is random, as the probability of failure is growing, the possibility of unstable operation (P (γ (t, k)= 1)) is growing too. When the probability of failure is low, the possibility of normal operation (P (γ (t, k)= 0)) of the system is large.
There are 200 batches in the stimulation and each batch has 200 steps. In order to evaluate the control effect, we introduce the evaluation index of root-sum-squared-error (RSSE).
DT(k)
In this paper, the simulation results have been presented according to three sets of probabilities and the results are as follows.
The probability of the failure is 0.1 (α = 0.1). The simulation results are shown in Fig. 1 and the system fails in the first batch, so we should use the reliable controller or repair the machine directly. If the reliable controller is used, the tracking errors clearly converge rapidly to a steady state over time in the second batch and the tracking performance is improved compared with the former cycle, although there are steady-state tracking errors at first. Fig. 2 shows DT(k) for all batches and the tracking performance is improved.
The probability of the failure is 0.0001 (α = 0.0001). Before the failure occurs, the control system quickly tracks the given trajectory as is shown in Figs. 3a and 3b . It can be seen from Fig. 3c that the fault occurs in the 5th batch, and the system output is obviously worse and will deviate rapidly from the given trajectory. After several batches, the tracking quickly achieves the given trajectory and it is even better than the previous tracking performance as can be seen in Figs. 3d and 4 . Fig. 4 shows DT(k) for all the batches, the tracking performance is acceptable in the 3th, when the fault occurs the tracking performance deteriorates but evidently, the tracking performance is improved gradually and finally achieves the trajectory.
The probability of the failure is 0.000009 (α = 0.000009), which is very low. The output quickly tracks the given trajectory before the failure occurs, as is shown in Figs. 5a and 5b . After a period of stable running, the system becomes unstable in the 111th batch and the system output will deviate rapidly from the given trajectory and the tracking performance will be reduced, as shown in Figs. 5c and 6. After several batches, the tracking performance quickly restores and it can even achieve the previous tracking performance as shown in Figs. 5d and 6. Fig. 6 shows DT(k) for all the batches, the tracking performance is quite good until the system fails. After a period of the fault occurrence, the tracking performance can be restored as before.
To sum up, we can see that when the failure possibility is high as shown in Figs. 4.1 and 4 .2, the reliable controller can be used directly; when the failure possibility is very low as shown in Figs. 4.5 and 4.6 and if we still choose the reliable controller, it will cause the waste of resources and increase of costs, which is obviously undesirable. This article only considers the case where the data between batches are equal in length, this is because the iterative learning control method needs to use the information of the previous batch at the current moment of the current batch. At this point the design of the control law in this paper is crucial that can select the controller according to the failure probability of the system flexibility and allow the system to run at its maximum level. It can also save the costs and resources, which is in line with the concept of environmental protection.
Under different failure probabilities, the number of raw materials (kg) used by reliable controllers and controllers designed in this paper is compared as follows: where, a denotes the raw material (kg) consumed by reliable control at each step in a batch, b denotes the raw material (kg) consumed by common controller at each step in a batch, and a > b.
V. CONCLUSION
In view of batch processes under the actuator faults, a stochastic control method is proposed in the case of unmeasurable failure. The feedback combined with iterative learning control method, i.e., compound iterative learning controller design method, is used to solve the problem. The batch processes are treated as a 2D stochastic system. Then, the iterative learning control law is designed. Based on the Lyapunov stochastic stability theory, the stochastic stability conditions of the above equivalent system using LMI forms is given, and the updating law design under different probabilities is derived. The simulation results show that even if there is the actuator fault, the system can operate under the most stable conditions and possess the good control performance regardless of the high or low probability of the failure. This approach suggests that in the long run, we can provide technical support for the control law to reduce the energysaving and consumption. Further, the systems with stochastic interference, multi-phase systems can be considered. At present, due to the immature experimental conditions, this method has only been verified in numerical simulation, and has not been put into use. The author will next study the related problems that the method is put into use in the future.
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