A B S T R A C T
Prediction research is a distinct field of epidemiologic research, which should be clearly separated from aetiological research. Both prediction and aetiology make use of multivariable modelling, but the underlying research aim and interpretation of results are very different. Aetiology aims at uncovering the causal effect of a specific risk factor on an outcome, adjusting for confounding factors that are selected based on pre-existing knowledge of causal relations. In contrast, prediction aims at accurately predicting the risk of an outcome using multiple predictors collectively, where the final prediction model is usually based on statistically significant, but not necessarily causal, associations in the data at hand.
In both scientific and clinical practice, however, the two are often confused, resulting in poor-quality publications with limited interpretability and applicability. A major problem is the frequently encountered aetiological interpretation of prediction results, where individual variables in a prediction model are attributed causal meaning. This article stresses the differences in use and interpretation of aetiological and prediction studies, and gives examples of common pitfalls.
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I N T R O D U C T I O N
Traditionally, the main focus of clinical epidemiology studies has been uncovering the underlying causes of disease, or aetiology. Pioneering examples are John Snow's investigations into the cause of the 19th-century cholera outbreak [1] and the results of Richard Doll and Austin Bradford Hill, providing evidence for tobacco smoking as a cause for lung cancer in the 1950s [2] . Recently, however, more and more scientific effort has been devoted to a different line of epidemiologic research, prediction research. Prediction models provide individual risk estimates and many examples of their application in practice to complement clinical reasoning exist, such as the Apgar score for determining the prognosis of newborns, prenatal testing in pregnant women for assessing the risk of Down's syndrome and the Framingham risk score for cardiovascular events. In line with this trend, prediction of a wide spectrum of chronic kidney disease (CKD) outcomes-from development of early-stage CKD to mortality and morbidity on dialysis [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] -has been the topic of an increasing number of articles. If properly developed and implemented, models for accurate outcome prediction and risk stratification could be helpful tools in clinical decision-making [13, 14] and thus potentially benefit the health and quality of life of kidney disease patients.
Unfortunately, as a relatively underexposed and developing field of epidemiology, prediction research has proven to be quite prone to error. Despite an extensive amount of literature on prediction methodology [13, [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] , the methods used in many prediction articles are not up to standard, and the quality of reporting of methods and results is often poor [27] [28] [29] [30] [31] . Such observations have led to the development of the Transparent reporting of a multivariable prediction model for individual prognosis or diagnosis (TRIPOD) guideline [32, 33] for reporting prediction studies, which has been adopted by many leading medical journals. Adherence to this guideline allows journals and readers to adequately assess the quality and usefulness of a prediction study, thereby reducing research waste [34] .
One aspect that is not commonly addressed in methodological articles and guidelines for prediction studies, however, is Nephrol Dial Transplant (2017) 32: ii1-ii5 doi: 10.1093/ndt/gfw459 Advance Access publication 27 February 2017 their contrast to aetiological studies. Prediction and aetiology are two distinct research domains that are different in their goal, use and research approach [19, 35] . As they share some common methodology, however, they are frequently confused, resulting in poor-quality articles with incorrect interpretation of results. Therefore, the aim of this article is to highlight the differences between prediction and aetiological studies, which we will illustrate with examples of common mistakes. To further clarify the distinction, we conclude this article with some examples of the correct use of prediction models in clinical practice.
A E T I O L O G I C A L R E S E A R C H
In aetiological studies, the aim is to understand a certain pathway of a disease. After all, if we understand which factors cause the disease, we can try to intervene on these factors in an attempt to cure the patient or prevent disease progression. Typical examples of aetiological questions are about the causal effect of specific variables, usually called risk factors, such as the effect of hypertension on mortality or the effect of body mass index (BMI) on the development of end-stage renal disease (ESRD). Thus, in an aetiological study, we are generally interested in the causal effect of a certain risk factor, our exposure, expressed by an effect measure such as a relative risk [36] . To assess this causal effect of the exposure on our outcome, we must consider the possibility that it is distorted by other common causes of exposure and outcome. If so, this is called confounding and we must take all confounding variables into account, to be certain that the effect found for the exposure truly represents the causal relationship between the exposure and the outcome [37, 38] . Confounders must meet three requirements: they are independent risk factors for the outcome at hand, they are associated with the exposure and they are not in the causal pathway through which the exposure affects the outcome. This last requirement means they should not mediate the relationship between the exposure and the outcome.
Important to note is that the data cannot tell us whether a certain variable is a confounder, since they can only reveal an association, and not the direction of the effect. Variation and causation cannot be disentangled by data. Therefore, we must base our judgement of confounders on pre-existing knowledge of causal relations. As an example, suppose we are interested in the causal effect of the exposure BMI on the endpoint ESRD, and are considering which confounders should be taken into account. For this study, age is a confounder and should be included in the analysis, since we know it affects both BMI and ESRD. However, hypertension is not a confounder and should not be included in the analysis, since it is in the causal pathway of BMI to ESRD; BMI affects hypertension, which in its turn affects ESRD. Hence, without looking at our data, we decide to account for the confounding effect of age, but not to include hypertension in our analysis of the effect of BMI on ESRD. Furthermore, in an aetiological study we are only interested in the effect estimate of our exposure. Effect estimates of confounding variables are not of interest; they must be considered meaningless and uninterpretable as they are adjusted for variables that may not meet the requirements for confounding of their specific exposure-outcome relationship.
P R E D I C T I O N R E S E A R C H
In prediction studies, the aim is to predict a future outcome as accurately as possible based on (usually) multiple variables, often called predictors. Thus, we do not want to 'understand' the outcome, but 'predict' it. As we cannot predict the future with 100% certainty, prediction studies are probabilistic and aim to assess risks. Now, in contrast with aetiological studies, which generally assess some form of relative risk for a specific risk factor, prediction studies aim to determine individual absolute risks based on the patient's clinical and non-clinical profile [19] . From the patient's point of view, an absolute risk provides the most information, as is described in the paper by Noordzij et al. [39] in this issue of NDT. In prediction research, an estimate of the absolute risk of each individual patient is made by combining multiple predictive variables in a prediction model or risk score [16, 40, 41] . Ideally, such a prediction model is extensively validated-both internally, in the data the model was developed in (e.g. bootstrapping), and externally, in independent data-to assess its quality and generalizability before being applied in practice. For more details on prediction and specifically validation methods, we refer to other methodological papers [13, [42] [43] [44] .
M U L T I V A R I A B L E R E G R E S S I O N A N A L Y S I S I N A E T I O L O G Y A N D P R E D I C T I O N
Aetiology and prediction clearly have distinctive aims, that is, uncovering the causal effect of a specific risk factor on an outcome versus predicting the risk of an outcome using a combination of multiple predictors. Nevertheless, they do share some common methodology, namely multivariable regression analysis [45] [46] [47] . In aetiological studies, multivariable regression analysis is the most widely used method to adjust for confounders. By adding all confounders to the exposure of interest in the multivariable regression analysis of the outcome, the effect of the exposure on the outcome is corrected for confounding, so that only the true causal effect of the exposure remains.
Just like aetiological studies, prediction studies also rely on multivariable regression analysis to construct a prediction model. However, where aetiology generally focuses on the causal effect of a single risk factor, and considers all the rest as confounding, in prediction research all variables are considered equal and used collectively to achieve the best prediction possible. No specific risk factor, or associated confounders, can be singled out, as the aim of a prediction study is not to study or interpret the effect of individual variables, but to accurately predict the outcome using the combination of all predictors in the model. The value of a prediction model is not judged on completeness of the list of predictor variables, but on the quality and validity of the predictions that can be made with the variables available. The modelling approach in a prediction study thus
In aetiological research, the researcher has to decide which confounding variables to include in his analysis based on preexisting knowledge of causal relations. In contrast, in prediction research, inclusion of variables in the final model is based on the independent predictive strength of those variables in the data. Predictor variables are selected into the prediction model from a list of available candidate variables by means of a (computerized) selection algorithm, such as backward selection [21] , removing the weakest predictors from the candidate list one by one until only statistically significant predictors remain. Candidate predictors only remain in the final model when they have predictive value on top of the rest, so they independently contribute to prediction of the outcome. Thus, the composition of a prediction model is based on the data at hand by means of a selection algorithm, whereas in an aetiological analysis the researcher decides which variables to include in the model based on pre-existing knowledge of causal relations, and not on statistical significance.
Important to realize is that in prediction research, confounding is not an issue. There is no exposure of interest, so there are no confounders, and any causal or non-causal nature of the predictor variables is irrelevant. Of course, aetiological knowledge can still be applied when composing the set of candidate predictor variables. In fact, variables with an established causal relationship with the outcome often have high prognostic value. However, a causal variable that has a high relative risk does not necessarily provide a high contribution to the absolute risk as well. In addition, markers for underlying causal variables might work just as well for prediction, and may be much easier to measure or obtain. Thus, predictor variables do not need to have a causal relationship with the outcome. Instead, predictor variables are selected based on their added predictive value, which is determined by the data at hand; in theory everything can be used as long as it improves prediction of the outcome. Because of this, a prediction model may contain variables that are in the causal pathway of other variables. Furthermore, some aetiologically important variables may not be included in the final model. As a result, and main message of this article, one should never interpret the results of a prediction exercise aetiologically. That is, one should never attribute causal meaning to prediction results. Box 1 summarizes the main differences between aetiological and prediction studies. The consequences this distinction has for the ideal way of reporting both types of studies are reflected in Box 2, which provides some reporting recommendations.
E X A M P L E S O F C O N F U S I O N I N P R A C T I C E
Though these principles have previously received attention, in practice many published articles confuse aetiology and prediction in some way or other. This confusion may concern errors on the authors' part, but could also be a result of reviewing processes or editorial constraints. As a consequence, these articles often qualify neither as a good aetiological study nor as a good prediction study, and even draw erroneous conclusions, limiting their interpretability and applicability. Frequently, what is presented as a prediction study actually concerns an aetiological research question. Below, we present some examples of common mistakes in this regard. To illustrate these mistakes, we use a fictional example about prediction of the development of ESRD within 10 years in diabetic type 2 patients. Table 1 shows the five predictor variables that were selected, based on statistical significance, from a list of candidate predictor variables into the final multivariable model.
As a first mistake example, consider the frequent aim of clinical articles of 'determining independent predictors', resulting in a list of predictors such as the list in Table 1 , without providing more information. Though this list could be a good first step in a prediction study, it becomes a problem when this is where the article ends. Although the analyses 
for the development of ESRD in this data set, but we do not know how accurately these variables are able to predict, as no predictive performance measures were given for the model as a whole. In addition, no complete prediction model was presented, making it impossible to apply this model clinically: as no baseline risk (intercept) was reported we cannot compute an absolute risk for an individual patient. And finally, we do not know how generalizable the results are to new patients since the model was not validated. Thus, although Table 1 is not incorrect per se, in itself it would be incomplete and fall short as a prediction study, making it a first step at best. Now, if this list of independent predictors does not qualify as a good prediction study, could it maybe be good aetiology? Can we draw causal conclusions from Table 1 ? For example, could we conclude that high systolic blood pressure causes ESRD? As explained above, we cannot. Systolic blood pressure was not the specific exposure under study, and no attention was paid to confounding variables. For example, age would be an important confounder as a higher age affects both blood pressure and the development of ESRD, yet it is not included in the final analysis. Furthermore, urinary albumin is in the final model, while it may well be in the causal pathway between systolic blood pressure and the endpoint. The variables included in the multivariable regression model were determined by statistical significance in the data, instead of pre-existing knowledge. Therefore, the results cannot be interpreted aetiologically. Although it may feel intuitive to do so, and certain variables in the final model may have an actual causal effect as well, we must be watchful not to draw such conclusions from a prediction study. Now, suppose the goal of the article was not only to find 'independent predictors' but also 'to predict from modifiable risk factors', which is a frequent aim of clinical studies. This means at least some of the candidate predictor variables are 'modifiable', with the obvious goal of changing the outcome by 'modifying' the predictive variables. In our example of Table 1 , GFR, haemoglobin, HbA1c, systolic blood pressure and urinary albumin are all modifiable in some way. Could we conclude from Table 1 that by intervening on these modifiable predictors, that is, by lowering systolic blood pressure, for example, progression of nephropathy can be slowed down? Clearly, this is an aetiological-and thus illfounded-interpretation of prediction results; we would be groundlessly assuming that high systolic BP causes progression, and that by taking away this cause the outcome can be influenced.
Although terms like 'modifiable predictors' are clearly unwarranted in a prediction context, a simple PUBMED search like 'predict* AND modifiable AND (ckd OR dialysis OR esrd)' results in over 200 hits, indicating the extent of the problem. As readers we must be aware that sometimes the aim of predicting from modifiable risk factors is not explicitly formulated, but aetiological conclusions are drawn from prediction results nonetheless. Phrases such as 'potential interventions', 'therapeutic targets' and 'therapeutic consequences' frequent the discussion sections of such articles. As explained above, this kind of aetiological interpretation of prediction results, attributing causal meaning, is incorrect and unjustified.
H O W T O U S E P R E D I C T I O N M O D E L S
As explained in the above exposition, prediction results should never be interpreted causally. One may wonder, therefore, how we can apply prediction results in a correct way. How can we actually make use of the results of prediction studies in clinical practice? In this section, we describe a number of ways to use prediction models in practice [16, 19, 42] .
One obvious, but important, application of risk prediction is to inform patients about their prognosis. Prediction models can aid doctors in providing patients with well-founded information on their prospects. For patients and their families it can be reassuring to know where they stand, even if this prognosis is only an absolute risk estimate.
Prediction models can also guide clinical decision-making. A risk score for an outcome can identify patients at high risk and allow optimization of preventive measures, when interventions exist that have been demonstrated to reduce the risk of the outcome in independent aetiological studies. For example, the Framingham risk score [48] is used in clinical practice to determine patients at high risk for cardiovascular events who can benefit from cholesterol lowering and antihypertensive drug treatment. This particular treatment was chosen for the high-risk patients as it has been shown to reduce cardiovascular risk in independent aetiological studies, and not because blood pressure and cholesterol happen to be part of the risk score. If no known treatment is available, a doctor could still change his approach by intensifying follow-up of the high-risk patient. Another example where risk prediction models can guide clinical decision-making is in offering psychological counselling and palliative care to those patients identified as having a high short-term mortality risk.
A third application of prediction models is risk stratification for research purposes, for example, when designing a clinical trial and selecting subjects for inclusion. When an intervention has been developed to avoid a certain outcome it could be costeffective to only include subjects that are actually at a fairly high risk for this outcome. This target population could be identified with a risk prediction model.
Besides these three main applications that are common in clinical practice, one could think of other, less-obvious uses, for example, in the field of medical planning or organ-transplant waiting lists [49, 50] . In any case, the key to correct application and interpretation of a prediction model is in knowing its merits and its limits, and in strictly distinguishing between prediction and aetiology.
C O N C L U S I O N S
To conclude, we aimed at creating awareness for the distinction between aetiological and prediction studies, and gave examples of how the two are confused in practice. What is presented as a prediction study, often actually concerns an aetiological underlying question. Estimating effects of specific risk factors, predicting based on modifiable risk factors, intervening on risk factors-these are all aetiological aims that are nevertheless frequently, and unrightfully, handled through prediction methodology. All sorts of variations on the presented examples can occur, and the problems may not be immediately obvious. Aims, methods and interpretation can be unclear, incomplete or incorrect. To avoid incorrect interpretation of study results, it is thus very important to always be critical about the underlying aim of the study, and whether the chosen methodological approach is consistent with this aim. Prediction results can inform patients, guide clinical decision-making and help design clinical trials by identifying high-risk groups, but should never be attributed causal meaning.
