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CONTINUUM LIMIT FOR LATTICE SCHRO¨DINGER
OPERATORS
HIROSHI ISOZAKI AND ARNE JENSEN
Abstract. We study the behavior of solutions of the Helmholtz equation (−∆disc,h−
E)uh = fh on a periodic lattice as the mesh size h tends to 0. Projecting to the
eigenspace of a characteristic root λh(ξ) and using a gauge transformation as-
sociated with the Dirac point, we show that the gauge transformed solution uh
converges to that for the equation (P (Dx) − E)v = g for a continuous model on
R
d, where λh(ξ)→ P (ξ). For the case of the hexagonal and related lattices, in a
suitable energy region, it converges to that for the Dirac equation. For the case of
the square lattice, triangular lattice, hexagonal lattice (in another energy region)
and subdivision of a square lattice, one can add a scalar potential, and the solution
of the lattice Schro¨dinger equation (−∆disc,h + Vdisc,h − E)uh = fh converges to
that of the continuum Schro¨dinger equation (P (Dx) + V (x)− E)u = f .
1. Introduction
The lattice is a standard model to describe wave motions on periodic structures.
The associated Laplacian ∆Γh is a difference operator. When the mesh size tends to
0, (a part of) Hdisc,h =
1
hν
(−∆Γh−E0) with a suitable scale factor hν and a reference
energy E0 has a formal limit Hcont as a (pseudo) differential operator P (Dx), and
one expects the convergence of solutions of the equation (Hdisc,h − E)uh = fh to
those for the continuous model with Hamiltonian Hcont. The aim of this paper is to
study this continuum limit of discrete periodic systems. We are mainly interested in
solutions representing the scattering wave, i.e. u±,h = (Hdisc,h−E ∓ i0)−1fh, where
E ∈ σcont(Hdisc,h). We show that these scattering solutions of the lattice system
converge to those for the continuous model as h → 0, namely, given a suitable
relatively compact interval I ⊂ R,
(1.1) Jh(Hdisc,h −E ∓ i0)−1Ph → (Hcont − E ∓ i0)−1P,
for all E ∈ I in the strong sense in L2,−s, s > 1/2, (see (2.13)), where Jh and Ph, P
are suitable embedding and localization operators. This then yields
(1.2) Jhe
−itHdisc,hEh(I)Ph → e−itHcontP,
where Eh(·) is is the spectral decomposition of Hdisc,h. Hence for any ϕ ∈ C∞0 (R),
one can show the convergence of the function of Hamiltonian:
(1.3) Jhϕ(Hdisc,h)Ph → ϕ(Hcont)P.
Our method is also able to deal with a complex energy parameter E. In this case,
one can derive (1.3), hence (1.2), even if one cannot show (1.1). On some lattices,
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one can add a potential to Hdisc,h, in which case, one can argue the convergence of
observables in scattering phenomena, e.g. the S-matrix.
We pick up a characteristic root of 1
hν
(−∆Γh−E0) and pass to the gauge transfor-
mation to derive the convergence of characteristic root λh(ξ) to P (ξ). By projecting
to the associated eigenspace, one derives the desired convergence. The gauge trans-
formation is inspired by the expansion around Dirac points for the hexagonal lattice,
hence our method covers carbonic lattices like graphene, graphite and the Kagome
lattice. In this case, the associated continuous system is the two-dimensional mass-
less Dirac operator. Discrete systems related to the square lattice, e.g. ladders or
subdivisions, are also dealt with. In particular, for the case of square and triangular
lattices, also for ladders, one can add compactly supported potentials.
Given an h-independent lattice Hamiltonian L(S), where S = (S1, · · · , Sd) is a
shift operator (see §2), one first chooses a reference energy E0, and consider the
scaled Hamiltonian
Lh(Sh) = 1
hν
(L(Sh)− E0).
One should note that the scaling order ν depends on the energy region. For example,
in the case of the hexagonal lattice, ν’s are different near the middle of the spectrum
and near the end points of the spectrum. This is due to the behavior of characteristic
roots near the local extremal points.
The proof is based on the compactness argument in elementary topology: A pre-
compact sequence {yi} in a complete metric space Y having a unique accumulation
point is convergent in Y . This basic argument has been used very often in the study
of the continuous spectrum of Schro¨dinger operators in L2(Rd). LetH = −∆+V (x),
and put R(z) = (H−z)−1. To study the continuous spectrum ofH , a first important
step is the limiting absorption principle (LAP), i.e. the existence of the limit
R(E ± i0) = lim
ǫ→0
R(E ± iǫ) : X → Y, E ∈ σc(H)
for suitable Banach spaces X, Y rigging L2(Rd), i.e. X ⊂ L2(Rd) ⊂ Y . The classical
work of Eidus [8] proved the LAP by using the above compactness argument, and the
uniqueness of solutions for Schro¨dinger equations satisfying the radiation condition
played an important role. The LAP has been extended to more general differential
operators by Agmon [1], Kato-Kuroda [19], [20], Ja¨ger [17], Ikebe-Saito [16], Agmon-
Ho¨rmander [2] by using Fourier analysis, abstract operator theory, or integration by
parts machinery. The commutator method of Mourre [21] is apparently different,
however, it can be rewritten into the above mentioned form. The LAP is also valid
for discrete Schro¨dinger operators. We can derive uniform estimates with respect
to 0 < h < h0 of uh and the radiation condition for the discrete equation [3]. We
shall use this argument also in the passage from discrete to continuous. We define
u˜h(x) by (2.4). Using uniform estimates, we can show that {u˜h(x)} has the unique
accumulation point as h → 0, which guarantees that u˜h(x) itself converges to the
unique solution u˜ to (P (Dx)− E)u˜ = f .
In §2, we review basic assumptions for the lattices studied in [3]. In §3, we
summarize the conditions on the characteristic roots of a discrete system needed for
the passage to continuous system. In §4, we study the free system (the case without
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potential) in a general form. The main results are Theorems 4.6 and 4.7. In §5, we
study the case with potential also in a general form. In §6, we study the complex
energy case. In §7 we apply these theorems to the square and triangular lattices, and
also to the ladder and subdivision of square lattices. For these cases, one can add a
potential, hence the solutions to lattice Schro¨dinger equations converge to those for
the continuum Schro¨dinger operator −∆+ V (x). We then prove that the S-matrix
for the continuum model is approximated by that for the discrete model. In §8, we
consider the hexagonal lattice, the graphite lattice and the Kagome lattice. Here,
we derive the Dirac equation as well as the Schro¨dinger equation. Some technical
lemmas are proved in the Appendix.
Ignat-Zuazua [14] proved that for the time-dependent Schro¨dinger equation, the
usual approximation scheme does not converge in some topologies and proposed a
new approximation scheme. This scheme they then used to obtain fundamental
estimates used in the study of the continuum limit of non-linear Schro¨dinger equa-
tions. The continuum limit of non-linear discrete Schro¨dinger operators was studied
by Hong and Yang [10] employing mesh-uniform Strichartz estimates. See this pa-
per for further references to the continuum limit of non-linear discrete Schro¨dinger
operators. Nakamura-Tadano [22] proved the norm convergence of resolvents of
Schro¨dinger operators for complex energies. Dirac operators are often used to study
the spectral structure of graphene. See e.g. [9], [5], [6]. The resolvent of a discrete
Schro¨dinger operator may have singularities at interior points of the continuous
spectrum. For the discrete Laplacian on the square lattice the singularity structure
was investigated in [15].
We use a standard notation. For a ∈ R, [a] denotes the greatest integer not
exceeding a. For Banach spaces X , Y , B(X, Y ) is the space of all bounded operators
from X to Y . For x ∈ Rd, 〈x〉 = (1 + |x|2)1/2, where |x| = (∑di=1 x2i )1/2 for
x = (x1, ..., xd) ∈ Rd. For an interval I ⊂ R and a Hilbert space h, L2(I,h, ρ(t)dt)
denotes the set of h-valued L2-functions on I with respect to the measure ρ(t)dt.
The notation P (x,Dx) denotes the pseudo-differential operator
P (x,Dx)u(x) = (2π)
−d/2
∫
Rd
eix·ξP (x, ξ)(Fcontu)(ξ)dξ,
where Fcont is defined in (2.5).
2. Preliminaries
2.1. Fourier transform. We consider the square lattice with mesh size h, i.e.
Zdh = {hn ; n ∈ Zd}.
We equip L2(Zdh) with norm
(2.1) ‖a‖L2(Zd
h
) = h
d/2
( ∑
n∈Zd
|an|2
)1/2
.
Put
Ihn = hn +
[
− h
2
,
h
2
]d
.
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For a =
(
an
) ∈ L2(Zdh), we define fa(x) ∈ L2(Rd) by
fa(x) = an, if x ∈ Ihn.
Then by the definition (2.1) we have∫
Rd
|fa(x)|2dx = ‖a‖2L2(Zd
h
).
In the following C’s denote constants independent of 0 < h < h0, where h0 > 0 is a
suitable fixed small constant.
Let S(Zdh) be the space of rapidly decreasing sequences on Zdh:
S(Zdh) ∋ a = (an)n∈Zd ⇐⇒ |an| ≤ Ck〈n〉−k, ∀n ∈ Zd, ∀k ≥ 0.
Its dual space is denoted by S ′(Zdh). It is embedded in S ′(Rd) by
S ′(Zdh) ∋ a→
∑
n∈Zd
anδ(x− hn) ∈ S ′(Rd),
where δ(x) denotes the Dirac measure supported at 0 ∈ Rd. Let Tdh be the d-
dimensional torus of size 2π/h:
Tdh =
(
S1h
)d
=
[
− π
h
,
π
h
]d
, S1h =
{
eihθ ; −π
h
≤ θ ≤ π
h
}
.
We use the following three symbols to denote functions on Zdh, T
d
h and R
d:
(2.2) uh =
(
uh(n)
)
on Zdh,
(2.3) ûh(ξ) =
( h
2π
)d/2 ∑
n∈Zd
e−ihn·ξuh(n) on Tdh,
(2.4) u˜h(x) =
( h
2π
)d/2 ∫
Td
h
eix·ξûh(ξ)dξ on R
d.
For f ∈ S(Rd) consider the series of transformations:
f =⇒ fh =⇒ f̂h =⇒ f˜h,
where fh(n) = f(hn). Then f˜h is an interpolation of fh, and f˜h → f as h → 0. In
fact, since
f˜h(x) = (2π)
−d
∫
Td
h
(∑
n
e−ihn·ξf(hn)hd
)
dξ,
it converges to
(2π)−d/2
∫
Rd
eix·ξ
(Fcontf)(ξ)dξ
in the sense of distribution, where Fcont is the Fourier transformation on Rd:
(2.5) (Fcontf)(ξ) = (2π)−d/2
∫
Rd
e−ix·ξf(x)dx.
Note that
f˜h(x) =
∑
n∈Zd
(
d∏
j=1
sin π
h
(xj − hnj)
π
h
(xj − hnj)
)
f(hn),
and the right-hand side is called the cardinal series (see [23]).
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Define the discrete Fourier transform of ah = (ah,n) ∈ S(Zdh) by
(2.6)
(Fdisc,hah)(ξ) = âh(ξ) = ( h
2π
)d/2 ∑
n∈Zd
ah,ne
−ihn·ξ.
The inverse Fourier transform is
ah =
(
ah,n
)
= (Fdisc,h)−1âh, ah,n =
( h
2π
)d/2 ∫
Td
h
eihn·ξâh(ξ)dξ
Since
{( h
2π
)d/2
e−ihn·ξ ; n ∈ Zd
}
is an orthonormal basis of L2(Tdh), we have the
following lemma.
Lemma 2.1. The discrete Fourier transform
(2.7) Fdisc,h : L2(Zdh) ∋ ah → âh =
( h
2π
)d/2 ∑
n∈Zd
ah,ne
−ihn·ξ ∈ L2(Tdh)
is a bijection, in particular, it is isometric in the following sense:
(2.8) h−d‖ah‖2L2(Zd
h
) =
∑
n∈Zd
|ah,n|2 = ‖âh‖2L2(Td
h
) = h
−d‖a˜h‖2L2(Rd).
In particular, we have
(2.9) ‖ah‖L2(Zd
h
) = ‖a˜h‖L2(Rd).
The shift operators Sh,j on S ′(Rd) and S ′(Zdh) are defined by
(2.10)
(
Sh,jf
)
(x) = f(x− hej),
(2.11)
(
Sh,juh
)
(n) = uh(n− ej),
where
e1 = (1, 0, · · · , 0), · · · , ed = (0, · · · , 0, 1)
is the standard basis of Rd. We put
(2.12) Sh = (Sh,1, · · · , Sh,d).
Then we have
FcontSh,j = e−ihξjFcont,
Fdisc,hSh,j = e−ihξjFdisc,h.
2.2. Function spaces. First we recall the Agmon-Ho¨rmander space ([2], [12]),
which is a Besov space. Let
Ω0 = {|x| < 1}, Ωj = {2j−1 < |x| < 2j}, j ≥ 1,
B(Rd) ∋ u⇐⇒
∞∑
j=0
2j/2‖u‖L2(Ωj) <∞,
B∗(Rd) ∋ u⇐⇒ sup
R>1
1
R
∫
|x|<R
|u(x)|2dx <∞.
For f, g ∈ B(Rd), we define
f ≃ g ⇐⇒ lim
R→∞
1
R
∫
|x|<R
|Fcontf(ξ)−Fcontg(ξ)|2dξ = 0.
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Finally, we define for s ∈ R
(2.13) L2,s(Rd) ∋ u⇐⇒ 〈x〉su ∈ L2(Rd),
Hm(Rd) ∋ u⇐⇒ 〈ξ〉mFcontu(ξ) ∈ L2(Rd),
(2.14) Hm,s(Rd) ∋ u⇐⇒ 〈x〉su ∈ Hm(Rd).
We consider the discrete analogues of these spaces. For s ∈ R, we define
L2,s(Zdh) ∋ u⇐⇒ ‖u‖L2,s(Zdh) =
(
hd
∑
n∈Zd
〈hn〉2s|u(n)|2
)1/2
.
Define
Ωh,0 = {n ∈ Zd ; |hn| ≤ 1},
Ωh,ℓ = {n ∈ Zd ; 2ℓ−1 < |hn| ≤ 2ℓ}, ℓ ≥ 1.
Define B(Zdh) by
B(Zdh) ∋ u(n)⇐⇒
∞∑
ℓ=0
2ℓ/2‖u‖L2(Ωh,ℓ) <∞,
where ‖u‖Ωh,ℓ =
(
hd
∑
n∈Ωh,ℓ |u(n)|2
)1/2
. The norm of the dual spece of B(Zdh) should
be supℓ≥0 2
−ℓ/2‖u‖L2(Ωh,ℓ). However, by Lemmas 10.2 and 10.3, there exists a con-
stant C > 0 independent of 0 < h < 1 such that
C
(
sup
R>1
hd
R
∑
|hn|≤R
|u(n)|2
)1/2
≤ sup
ℓ≥0
2−ℓ/2‖u‖L2(Ωh,ℓ) ≤ C−1
(
sup
R>1
hd
R
∑
|hn|≤R
|u(n)|2
)1/2
.
Therefore we employ
‖u‖B∗
h
(Zd) =
(
sup
R>1
hd
R
∑
|hn|≤R
|u(n)|2
)1/2
as the norm of B∗(Zdh). We define
B(Tdh) ∋ u⇐⇒
(Fdisc,h)−1u ∈ B(Zdh),
B∗(Tdh) ∋ u⇐⇒
(Fdisc,h)−1u ∈ B∗(Zdh).
An invariant way of defining the Besov spaces B and B∗ on Tdh is to use the Lapla-
cian −∆ξ = −
∑d
i=1
(
∂/∂ξi
)2
on Tdh, which has eigenvalues (hn)
2 and eigenvectors(
h
2π
)d/2
e−ihn·ξ, n ∈ Zd. We then define
B(Tdh) ∋ u(ξ)⇐⇒
∑
ℓ≥0
2ℓ/2hd/2‖χℓ(
√−∆ξ)u‖ <∞,
where χℓ is the characteristic function of the interval (cℓ−1, cℓ), c−1 = 0, cℓ = 2ℓ, ℓ ≥
0, and
B∗(Tdh) ∋ u(ξ)⇐⇒ sup
R>1
hd
R
‖χR(
√−∆ξ)u‖2 <∞,
where χR is the characteristic functions of the interval (0, R).
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2.3. Lattice Schro¨dinger operators. We introduce the mesh size parameter h >
0 in the definition of the lattice in [3]. Let Lh be a lattice of rank d in R
d (d ≥ 2)
with basis vj , j = 1, · · · , d, and mesh size h, i.e.
Lh =
{
v(hn) ; n ∈ Zd}, v(hn) = d∑
j=1
hnjvj , n = (n1, · · · , nd) ∈ Zd.
For h = 1, Lh is denoted by L. Take points pj ∈ Rd, j = 1, · · · , s, satisfying
pi − pj 6∈ L, if i 6= j,
and define the vertex set Vh by
Vh =
s⋃
j=1
(
hpj + Lh
)
.
For h = 1, V1 is denoted by V. There exists a bijection V ∋ a → (j(a), n(a)) ∈
{1, · · · , s} × Zd such that
a = pj(a) + v(n(a)).
The group Zd acts on Vh as follows:
Zd ×Vh ∋ (m, a)→ m⊙ a := hpj(a) + hv(m+ n(a)) ∈ Vh.
The edge set Eh is a subset of Lh × Lh having the property
Eh ∋ (a, b)→ (m⊙ a,m⊙ b) ∈ Eh, ∀m ∈ Zd.
Then the triple Γh = {Lh,Vh,Eh} is a periodic graph in Rd with mesh size h. As
above, for h = 1, Γh is denoted by Γ = {L,V,E}. For a, b ∈ Vh, a ∼ b means that
they are adjacent, i.e. they are on the mutually opposite end points of an edge in Eh,
and deg (v) of v ∈ Vh is the number of vertices adjacent to v. Then deg(pi + v(n))
depends only on i, which is denoted by deg(i). In the following we assume that
deg(i) does not depend on i, and is denoted by dg.
Any function f on Vh is written as f(n) = (f1(n), · · · , fs(n)), n ∈ Zd, where
fj(n) is identified with a function on pj + L0. Hence, L2(Vh) is the Hilbert space
with inner product
(f, g)L2(Vh) =
s∑
j=1
(fj , gj)dg ,
where
(2.15) (fj, gj)dg = dg(fj, gj)L2(L).
The Laplacian ∆Γh on Γh is defined by the mean over the adjacent vertices
(2.16)
(
∆Γhf
)
j
(n) =
1
dg
∑
b∼pj+v(n)
fi(b)(n(b)).
We then define a unitary operator UΓh : L2(Vh)→ L2(Tdh)s by(UΓhf)j =√dgFdisc,hfj ,
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where L2(Tdh)
s is equipped with the inner product
(f, g)L2(Td
h
) =
s∑
j=1
∫
Td
h
fj(ξ)gj(ξ)dξ.
Note that the Laplacian is written as
−∆Γh = L(Sh, S∗h),
where L(z, w) is a matrix whose entries are polynomials in z, w ∈ Cd. Passing to
the Fourier series, it is transferred to
(2.17) UΓhL(Sh, S∗h)
(UΓh)−1 = L(e−ihξ, eihξ),
where we use the notation
e±ihξ = (e±ihξ1, · · · , e±ihξd).
Then the spectrum of the operator Hh = −∆Γh is equal to that of the operator of
multiplication by the function L(e−ihξ, eihξ) on L2(Tdh)s. Let us call L(e−ihξ, eihξ)
the symbol of −∆Γh . The characteristic root of L(e−ihξ, eihξ) is a root λ = λh(ξ)
of the equation det
(L(e−ihξ, eihξ)− λ) = 0, and the characteristic surface is the set
{ξ ; det (L(e−ihξ, eihξ)− λ) = 0}.
We recall the assumptions on the lattice in [3]. We have only to state them for
the case h = 1, i.e. for Γ. Let λ1ξ) ≤ λ2(ξ) ≤ · · · ≤ λs(ξ) denote the eigenvalues of
L(e−iξ, eiξ). We put
Td = Rd/(2πZ)d, Td
C
= Cd/(2πZ)d,
p(ξ, λ) = det
(L(e−iξ, eiξ)− λ).
Mλ =
{
ξ ∈ Td ; p(ξ, λ) = 0},
Mλ,j =
{
ξ ∈ Td ; λj(ξ) = λ},
MCλ =
{
z ∈ Td
C
; p(z, λ) = 0},
MCλ,reg =
{
z ∈MCλ ; ∇zp(z, λ) 6= 0
}
,
MCλ,sng =
{
z ∈MCλ ; ∇zp(z, λ) = 0
}
,
T˜ = {λ ∈ σ(H) ; MCλ,sng ∩Td 6= ∅}.
The assumptions are as follows. Let H = −∆Γ.
(A-1) There exists a subset T1 ⊂ σ(H) such that for λ ∈ σ(H) \ T1:
(A-1-1) MCλ,sng is discrete.
(A-1-2) Each connected component of MCλ,reg intersects with T
d and the intersec-
tion is a (d− 1)-dimensional analytic submanifold of Td.
(A-2) There exists a finite set T0 ⊂ σ(H) such that
Mλ,i ∩Mλ,j = ∅, if i 6= j, λ ∈ σ(H0) \ T0.
(A-3) ∇ξp(ξ, λ) 6= 0 on Mλ for λ ∈ σ(H) \ T0.
(A-4) The unique continuation property holds for ∆Γ in V.
By the unique continuation property we mean the following assertion:
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Assume u satisfies (−∆Γ−λ)u = 0 on V for some constant λ ∈ C. If there exists
R0 > 0 such that u = 0 for |n| > R, then u = 0 on V.
The assumption on the potential is as follows:
(V-1) The potential Vdisc,h is a scalar multiplication operator defined by(
Vdisc,hu
)
(n) = V (hn)u(n),
where V (x) is a real-valued compactly supported continuous function on Rd.
Under these assumptions, for any 0 < h < h0, we have the limiting absorption
principle, spectral representation, completeness of wave operators, unitarity of the
S-matrix for −∆Γh+Vdisc,h. Moreover, we can solve inverse scattering problems (see
[4]).
3. Expansion at local extremal points
3.1. Local extremals. In the sequel we use results from perturbation theory for
matrices depending on several complex parameters. See [7] for these results.
For a subset K ⊂ Rd, we put
K/h = {ξ/h ; ξ ∈ K}.
Let ∆Γ be the Laplacian in the previous section, and take E0 ∈ T˜ . Then at
λ = E0, p(ξ, λ) = det
(L(e−iξ, eiξ) − λ) may have multiple roots or, some simple
characteristic root λj(ξ) satisfies ∇ξλj(ξ) = 0 at some point in the characteristic
surface {ξ ;λj(ξ) = E0}. We consider the behavior of solutions of the equation(− 1
hν
∆Γh + Vdisc,h − λ)uh = fh as h→ 0, when λ is close to E0/hν . We call E0 the
reference energy. For the sake of simplicity of notation, we shift the Hamiltonian
and consider
(3.1) ∆disc,h =
1
hν
(
∆Γh + E0)
instead of ∆Γh . Then the symbol of −∆disc,h has the following form
(3.2) Lh(z, w) = 1
hν
(
L(z, w)− E0I
)
,
I being the s× s identity matrix.
We use the abbreviation :
Lh(e−ihη) := Lh(e−ihη, eihη).
For η ∈ Rd let
λ1,h(η) ≤ · · · ≤ λs,h(η)
be the characteristic roots of Lh(e−ihη, eihη). They are rewritten as
(3.3) λj,h(η) =
1
hν
λj(e
−ihη),
where λj(z) is the characteristic root of L(z, z) − E0I. Their behavior at local
extremal points plays an important role. We consider only the minimum case, since
the maximum case can be dealt with similarly. We restrict ourselves to two cases:
(1) simple isolated roots and (2) double roots.
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We assume for some j, 1 ≤ j ≤ s, there exists an h-independent open set K0 in
Td with the following properties.
(B-1) λj(e
−iη) ≥ 0 on K0, and there exists a unique d1 ∈ K0 such that λj(e−id1) = 0.
We assume one of the following conditions (B-2-1) or (B-2-2):
(B-2-1) There exist constants ǫ1, ǫ2 > 0 such that
λj−1(e−iη) < −ǫ1 < λj(e−iη) < ǫ2 < λj+1(e−iη), ∀η ∈ K0.
(B-2-2) λj−1(e−iη) = −λj(e−iη) on K0 and there exist constants ǫ1, ǫ2 > 0 such
that
λj−2(e
−iη) < −ǫ1 < λj−1(e−iη) ≤ λj(e−iη) < ǫ2 < λj+1(e−iη), ∀η ∈ K0.
In both cases we put
K = K0 − d1 = {η − d1 ; η ∈ K0},
(3.4) Ph(ξ) = λj,h(ξ + dh), dh = d1/h,
and assume
(B-3) For 0 6= ξ ∈ K/h the limit
(3.5) Ph(ξ)→ P (ξ),
together with that of all of its derivatives, exists as h → 0, where P (ξ) is C∞ for
ξ 6= 0, homogeneous of degree γ > 0 and
CP (ξ) ≤ Ph(ξ) ≤ C−1P (ξ), on K/h
for a constant C > 0.
Let Πh(ξ) be the eigenprojection associated with the eigenvalue λj,h(ξ + dh) for
the case (B-2-1), and the sum of eigenprojections associated with λj−1,h(ξ+ dh) and
λj,h(ξ + dh) for the case (B-2-2). Since λj,h (or the pair {λj−1,h, λj,h}) is isolated
from the other eigenvalues, Πh(ξ) is smooth for ξ 6= 0. We assume:
(B-4) For 0 6= ξ ∈ K/h there exists a projection Π0(ξ) such that
Πh(ξ)→ Π0(ξ),
as h→ 0, together with all derivatives.
In our applications, the resolvent of the matrix Lh(e−i(ξ+dh)) converges together
with its derivatives. Therefore, by using Risez’ formula
1
2πi
∫
C
(
z − Lh(e−i(ξ+dh)
)−1
dz
for the projection associated with (a group of) eigenvalues, where C is the contour
enclosing (the group of) eigenvalues in question, the assumption (B-4) is verified.
See also [18], pp. 568-569.
By (B-2-1) and (B-2-2) there exist constants 0 < C0 < C1 and 0 < C
′
0 < C
′
1 such
that
sup
ξ∈K
λj,h(ξ) ≤ C0
hν
<
C1
hν
< inf
ξ∈K
λk,h(ξ), k ≥ j + 1,
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for both cases (B-2-1) and (B-2-2), and also
sup
ξ∈K
λj,h(ξ) ≤ C
′
0
hν
<
C ′1
hν
< inf
ξ∈K
∣∣λk,h(ξ)∣∣,
for k ≤ j − 1 for the case (B-2-1), and k ≤ j − 2 for the case (B-2-2).
Take an h-independent open interval I ⊂⊂ (0,∞)1, and h0 small enough so that
I ⊂⊂ (0, C/hν), for 0 < h < h0, where C = min{C0, C ′0}. Then there exists a
constant C ′ > 0 such that ∣∣λk,h(ξ)− λ∣∣ ≥ C ′
hν
, ∀λ ∈ I
for k 6= j in the case (B-2-1), and for k 6= j, j − 1 in the case (B-2-2). This implies
that
(3.6)
∣∣(Lh(e−ih(ξ+dh))− z)−1(1− Πh(ξ))∣∣ ≤ Chν ,
where
∣∣ · ∣∣ denotes the matrix norm, for Re z ∈ I and ξ ∈ K/h.
Lemma 3.1. For any 0 6= ξ(0) ∈ K/h, there exists an h-independent neighborhood
U ⊂ (K/h) \ {0} of ξ(0) and a unitary matrix Ah(ξ) ∈ C∞(U) such that
Ah(ξ)
∗Lh(e−ih(ξ+dh))Ah(ξ) =
(
λj(e
−ih(ξ+dh)) 0
0 Lh(ξ)
)
, ∀ξ ∈ U
for the case (B-2-1), and
Ah(ξ)
∗Lh(e−ih(ξ+dh))Ah(ξ) =
 λj(e−ih(ξ+dh)) 0 00 −λj(e−i(ξ+dh)) 0
0 0 Lh(ξ)
 , ∀ξ ∈ U
for the case (B-2-2), where Lh(ξ) is smooth with respect to ξ ∈ U in both cases.
Proof. We consider the case (B-2-2). Take an orthonormal basis v1, · · · , vs of Rs
such that v1, v2 ∈ RanΠ0(ξ(0)), v3, · · · , vs ∈ Ran (1− Π0(ξ(0))), and choose wi ∈ Rs
such that vi = Π0(ξ
(0))wi, i = 1, 2, vi = (1 − Π0(ξ(0)))vi, i = 3, · · · , s. Let Ahi(ξ) =
Πh(ξ)wi, i = 1, 2, Ahi(ξ) = (1−Πh(ξ))wi, i = 3, · · · , s. Letting Ah(ξ) be the unitary
matrix with column vectors Ahi(ξ) and taking a sufficiently small neighborhood of
ξ(0), we obtain the lemma. 
3.2. Gauge transformation. We define the gauge transformation Gh by(Gha)(n) = eihn·dha(n).
Then we have
Fdisc,hGhLh(Sh)Gh∗Fdisc,h−1 = Lh(e−ih(ξ+dh)).
Multiplying by Πh(ξ) the problem is reduced to the multiplication operator λj,h(ξ+
dh) = Ph(ξ). We show that, as h → 0, it converges to the (pseudo-differential)
operator P (−i∂x) in an appropriate sense.
1By A ⊂⊂ O for an open set O, we mean A ⊂ O and compact.
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4. The free equation
4.1. Characteristic surfaces. We use the notation introduced in the previous
section. Recall that Ph(ξ) = P (ξ) +O(h). For 0 6= E ∈ I the hypersurfaces
ME,h = {ξ ∈ Rd ; Ph(ξ) = E}, ME = {ξ ∈ Rd ; P (ξ) = E},
are compact. By (B-3) there exist constants C0, h0 > 0 such that for all E ∈ I
(4.1) ME,h ⊂ {ξ ∈ Rd ; C0 < |ξ| < C−10 }, 0 < ∀h < h0.
Let ǫd > 0 be such that {|ξ| < 2ǫd} ⊂ K. Take χd ∈ C∞0 (Rd) such that χd(ξ) = 1
on |ξ| < ǫd and χd(ξ) = 0 on |ξ| > 2ǫd. Note that
(4.2) χd(hξ) = χd(hξ)χTd(hξ),
where
χTd(ξ) =
{
1, if ξ ∈ [−π, π]d,
0, if ξ 6∈ [−π, π]d.
Define f ′h by
(4.3) f ′h = F−1disc,h
(
χd(hξ)f̂h(ξ)
)
,
where fh(n) = f(hn), and consider the equation
(4.4)
(−∆disc,h − z)v′h = Ghf ′h,
where Gh is defined in Subsection 3.2. Then vh = G∗hv′h satisfies the gauge trans-
formed equation
G∗h
(Lh(Sh)− z)Ghvh = f ′h.
Assuming that f ∈ L2(Rd)∩C(Rd) and (f(hn))
n∈Zd ∈ L1(Zd), we can solve it when
z 6∈ R, i.e. we have
(4.5) v̂h(ξ, z) =
(Lh(e−ih(ξ+dh))− z)−1χd(hξ)f̂h(ξ) ∈ L2(Tdh),
(4.6) f̂h(ξ) =
( h
2π
)d/2 ∑
n∈Zd
f(hn)e−ihn·ξ ∈ L2(Tdh) ∩ C(Tdh).
Note that
(
f(hn)
)
n∈Zd ∈ L2(Zd).
By (3.6) and (10.1), we have for m >
[
d/2
]
, s > d/2,
(4.7) ‖(1−Πh(ξ))v̂h(ξ, z)‖L2(Td
h
) ≤ Chν‖f̂h‖L2(Td
h
) ≤ Chν/2‖f‖m,s.
Therefore the part
(
1−Πh(ξ)
)
v̂h(ξ, z) disappears as h→ 0. We consider the part
Πh(ξ)v̂h(ξ, z). Let us first consider the case (B-2-1). We put
uh(n, z) =
(Fdisc,h)−1χd(hξ)Πh(ξ)f̂h(ξ)
Ph(ξ)− z
=
( h
2π
)d/2 ∫
Rd
eihn·ξχTd(hξ)χd(hξ)
Πh(ξ)f̂h(ξ)
Ph(ξ)− z dξ.
CONTINUUM LIMIT FOR LATTICE SCHRO¨DINGER OPERATORS 13
A natural interpolation of
(
uh(n, z)
)
n∈Zd on R
d is
u˜h(x, z) = h
d/2F−1cont
(
χTd(hξ)χd(hξ)
Πh(ξ)f̂h(ξ)
Ph(ξ)− z
)
=
( h
2π
)d/2 ∫
Rd
eix·ξχTd(hξ)χd(hξ)
Πh(ξ)f̂h(ξ)
Ph(ξ)− z dξ.
(4.8)
Take χ1(ξ) ∈ C∞(Rd) such that
(4.9) χ1(ξ) =
{
1, if |ξ| ≤ C0/3 or 3/C0 ≤ |ξ|,
0, if 2C0/3 ≤ |ξ| ≤ 2/C0,
where C0 is from (4.1), and put
χ2(ξ) = 1− χ1(ξ).
Recalling that P (ξ) is homogeneous of degree γ by (B-3), on the support of χ1(ξ)
(4.10)
∣∣Ph(ξ)− z∣∣ ≥ C(1 + |ξ|γ), for Re z ∈ I and ξ ∈ K/h.
In view of (4.8) we put
(4.11)
u˜
(i)
h (x, z) = h
d/2F−1cont
(
χTd(hξ)χi(ξ)χd(hξ)
Πh(ξ)f̂h(ξ)
Ph(ξ)− z
)
∈ L2(Rd), i = 1, 2,
(4.12) û
(i)
h (ξ, z) = χTd(hξ)χi(ξ)χd(hξ)
Πh(ξ)f̂h(ξ)
Ph(ξ)− z ∈ L
2(Tdh), i = 1, 2.
4.2. Convergence outside ME,h. For E ∈ I (4.10) implies
(4.13) lim
ǫ→0
û
(1)
h (ξ, E + iǫ) = û
(1)
h (ξ, E + i0) = χTd(hξ)χ1(ξ)χd(hξ)
Πh(ξ)f̂h(ξ)
Ph(ξ)− E ,
since Ph(ξ)−E 6= 0. Let
û(1)(ξ, E + i0) = χ1(ξ)Π0(ξ)
(Fcontf)(ξ)
P (ξ)− E ∈ L
2(Rd),
u˜(1)(x, E + i0) = F−1cont
(
û(1)(ξ, E + i0)
) ∈ L2(Rd).
Theorem 4.1. Assume that f ∈ Hm,s(Rd) for some m > [d/2] + 1, s > d. Then
as h→ 0
u˜
(1)
h (x, E + i0)→ u˜(1)(x, E + i0) in L2,−δ(Rd)
for any δ > 0.
Proof. We first show that for h→ 0
(4.14) u˜
(1)
h (x, E + i0)→ u˜(1)(x, E + i0) in S ′(Rd).
In fact, by Lemma 10.1,
f̂h(ξ)h
d/2 = (2π)−d/2
∑
n∈Zd
f(hn)e−ihn·ξhd → (Fcontf)(ξ).
The assumption (B-4) then yields (4.14).
Next we prove the convergence in L2,−δ(Rd) by showing the following two facts:
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(1) {u˜(1)h (x, E + i0)}0<h<h0 is bounded in Hγ(Rd).
(2) Compactness and uniqueness of accumulation point.
We show the assertion (1). Using (4.10) and (4.11), we have
‖u˜(1)h (x)‖2Hγ (Rd) ≤ Chd‖f̂h‖2L2(Td
h
) ≤ C‖f‖2Hm,s(Rd)
from (10.1) in Lemma 10.1. This proves (1).
Omitting E + i0, take any sequence u˜
(1)
hi
(x), i = 1, 2, · · · , hi → 0. For δ > 0 the
result (1) implies that there exists a constant C > 0 independent of hi such that∫
|x|>R
〈x〉−δ|u˜(1)hi (x)|2dx ≤ CR−δ.
In the bounded domain {|x| < R}, applying Rellich’s selection theorem, one can
choose a subsequence {u˜(1)h′i (x)} of {u˜
(1)
hi
(x)} which converges to some w in L2,−s(Rd).
Note by Plancherel’s formula, letting ( , ) be the L2(Rd)-inner product,
(u˜
(1)
h′i
, ϕ) = (û
(1)
h′i
,Fcontϕ), ∀Fcontϕ ∈ C∞0 (Rd),
Letting h′i → 0, we have (w, ϕ) = (û(1),Fcontϕ). This proves that the limit w of
the subsequence u˜
(1)
h′i
(x) does not depend on this subsequence, which proves the
uniqueness of the accumulation point of {u˜h(x)}. Then u˜(1)h (x) itself converges to
u˜(1)(x) in L2,−δ(Rd). 
4.3. Uniform estimates near ME,h. Let χ1(ξ) be as in (4.9), χ2(ξ) = 1 − χ1(ξ),
and
Ξ2 = suppχ2(ξ).
There exists a constant C > 0 such that
C|ξ|γ ≤ Ph(ξ) ≤ C−1|ξ|γ on Ξ2,
moreover, as h → 0 Ph(ξ)→ P (ξ). Since P (ξ) is homogeneous, ∇ξP (ξ) 6= 0 on Ξ2.
Therefore ∇Ph(ξ) 6= 0 on Ξ2. Take ξ(0) = (ξ(0)1 , · · · , ξ(0)d ) ∈ Ξ2 arbitrarily. Around
ξ(0) we make a linear change of variables, ξ → η, hence ξ(0) → η(0), so that in
the η-coordinates (1, 0) is an outward transversal direction to ME,h at η
(0), and the
following factorization holds near η(0):
Ph(ξ(η))− E − iǫ =
(
η1 − ph(η′, E + iǫ)
)
qh(η, E + iǫ),
Im ph(η
′, E + iǫ) ≥ 0, qh(η, E + iǫ) 6= 0.
For the simplicity of notation, we write ξ instead of η. Take small δ > 0 so that
ξ1 6= 0 for |ξ − ξ(0)| < δ. Let
z = E + iǫ,
and assume that Re z ∈ I and Im z > 0. Take χ(ξ) ∈ C∞0 (Rd) such that
χ(ξ) =
{
0 for |ξ − ξ(0)| ≥ 2δ/3,
1 on |ξ − ξ(0)| ≤ δ/3,
and put
(4.15) ĝh(ξ, z) =
χ(ξ)
qh(ξ, z)
χTd(hξ)χ2(ξ)χd(hξ)Πh(ξ)f̂h(ξ),
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(4.16) v̂h(ξ, z) =
ĝh(ξ, z)
ξ1 − ph(ξ′, z) ,
(4.17) v˜h(x, z) = h
d/2F−1cont
(
v̂h(ξ, z)
)
.
Note that χ(ξ)
qh(ξ,z)
χTd(hξ)χ2(ξ)χd(hξ)Πh(ξ) = χ(ξ)Πh(ξ), hence∣∣∣∂αξ χ(ξ)qh(ξ, z)χTd(hξ)χ2(ξ)χd(hξ)Πh(ξ)
∣∣∣ ≤ Cα, ∀α
for a constant Cα independent of 0 < h < h0 and z, Re z ∈ I.
Lemma 4.2. The function v˜h(x, z) defined by (4.17) has the following properties.
(1) For m >
[
d/2
]
, s > d/2 + 1, there exists a constant C > 0 such that
(4.18) ‖v˜h(x, z)‖B∗(Rd) ≤ C‖f‖m,s, 0 < h < h0.
(2) The limit limǫ→0 v̂h(ξ, E + iǫ) = v̂h(ξ, E + i0) exists in the weak-∗ sense, i.e.
(v˜h(x, E + iǫ), ϕ(x))→ (v˜h(x, E + i0), ϕ(x)), ∀ϕ(x) ∈ B(Rd).
(3) Moreover, v˜h(x, E + i0) is an L
2(Rd−1)-valued bounded function of x1, and
‖v˜h(x1, ·, E + i0)‖L2(Rd−1) → 0, as x1 → −∞.
Proof. (1) We only have to consider the case f ∈ C∞0 (Rd). By definition,
(4.19)
(
ξ1 − ph(ξ′, z)
)
v̂h(ξ, z) = ĝh(ξ, z).
We pass to the inverse Fourier transform with respect to ξ1. Letting
gh1(y1, ξ
′, z) = (2π)−1/2
∫ ∞
−∞
eiy1ξ1 ĝh(ξ1, ξ
′, z)dξ1,
(4.20) vh1(x1, ξ
′, z) = i
∫ x1
−∞
ei(x1−y1)ph(ξ
′,z)gh1(y1, ξ
′, z)dy1,
we see that the Fourier transform with respect to x1 of vh1(x1, ξ
′, z) solves (4.19).
Multiplying by hd/2, and letting Fx′→ξ′ be the Fourier transform with respect to x′,
we then have by (4.17)
(4.21) v˜h(x1, x
′, z) = ihd/2
∫ x1
−∞
(Fx′→ξ′)−1 (ei(x1−y1)ph(ξ′,z)gh1(y1, ξ′, z)) dy1.
Letting g˜h(y1, x
′, z) = hd/2
(Fx′→ξ′)−1(gh1(y1, ξ′, z)), we have
(4.22) ‖v˜h(x1, ·, z)‖L2(Rd−1) ≤
∫ x1
−∞
‖g˜h(y1, ·, z)‖L2(Rd−1)dy1.
Lemma 10.4 then yields
‖v˜h‖B∗ ≤
√
2 sup
x1∈R
‖v˜h(x1, ·, z)‖L2(Rd−1)
≤
√
2
∫ ∞
−∞
‖g˜h(y1, ·, z)‖L2(Rd−1)dy1 ≤ 2‖g˜h‖B(Rd).
(4.23)
Note that
‖g˜h‖2B(Rd) ≤ C‖g˜h‖2L2,1(Rd) ≤ Chd‖ĝh(ξ)‖2H1(Rd) ≤ Chd‖f̂h‖2H1(Td
h
).
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By Sobolev’s inequality
|f(x)| ≤ C‖f‖Hm,s(Rd)〈x〉−s, m >
[d
2
]
, s > 0.
Then we have
hd‖f̂h‖2H1(Td
h
) = h
d
∑
n
|hn|2|f(hn)|2 ≤ C‖f‖2Hm,s(Rd)hd
∑
n
|hn|2(1 + |hn|)−2s
≤ C‖f‖2Hm,s(Rd)
∫
Rd
|x|2(1 + |x|)−2sdx.
Therefore the right-hand side of (4.23) is dominated from above by C‖f‖Hm,s(Rd) if
s > d/2 + 1. We have thus proven (4.18).
The assertion (2) is a consequence of (4.21), and we have
(4.24) v˜h(x, E + i0) = i
∫ x1
−∞
ei(x1−y1)ph(ξ
′,z)g˜h1(y1, x
′, E)dy1.
The inequality (4.22) implies (4.19). 
Definition 4.3. For u(ξ) ∈ S ′(Rd), the wave front setWF ∗(u) is defined as follows.
For (ω, ξ0) ∈ Sd−1 × Rd, (ω, ξ0) 6∈ WF ∗(u) if there exist 0 < δ < 1 and χ(ξ) ∈
C∞0 (R
d) such that χ(ξ0) = 1 and
(4.25) lim
R→∞
1
R
∫
|x|<R
∣∣Cω,δ(x)F−1cont(χu)(x)|2dx = 0,
where Cω,δ(x) is the characteristic function of the cone {x ∈ Rd ; ω · x > δ|x|}.
Definition 4.4. Let Ph(ξ) and P (ξ) be as in (3.4) and (3.5). Let P(h)− be the set of
ΨDO’s whose symbol p−(x, ξ) satisfies the following conditions:
(1)
∣∣∂αx∂βξ p−(x, ξ)∣∣ ≤ Cαβ〈x〉−|α|, ∀α, β,
(2) There exist constants 0 < a < b <∞ and −1 < δ < 1 such that
p−(x, ξ) = 0 for |ξ| 6∈ (a, b),
(4.26) p−(x, ξ) = 0 for
x
|x| ·
∇ξPh(ξ)
|∇ξPh(ξ)| > δ, |x| > 1.
We define P− in the same way with Ph(ξ) replaced by P (ξ).
Let us now recall our notation. For f̂h(ξ) defined by (4.6), we define
F̂h(ξ) = χTd(hξ)χd(hξ)Πh(ξ)f̂h(ξ),
(4.27) Ûh(ξ, z) = û
(1)
h (ξ, z) + û
(2)
h (ξ, z).
This is a solution to the equation(
Ph(ξ)− z
)
Ûh(ξ, z) = F̂h(ξ).
Hence
(4.28) U˜h(x, z) = h
d/2F−1cont
(
Ûh(ξ, z)
)
converges as z → E + i0 ∈ I.
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Lemma 4.5. Assume that m >
[
d/2
]
, s > max{d/2 + 1, 5/2}. Let Ûh(ξ, E + i0) be
as above. Then
(4.29) WF ∗(Ûh) ⊂
{(
ωh(ξ), ξ
)
; ξ ∈ME,h
}
,
where ωh(ξ) = ∇ξPh(ξ)/|∇ξPh(ξ)|. Moreover, for any p−(x,Dx) ∈ P− and any
0 < α < 1/2, there exist constants C > 0, h′ > 0 such that
(4.30) ‖p−(x,Dx)U˜h‖L2,−α(Rd) ≤ C‖f‖m,s, 0 < ∀h < h′.
Proof. By (4.27), (4.28), U˜h(x, z) is split into U˜h(x, z) = u˜
(1)
h (x, z) + u˜
(2)
h (x, z). In
the proof of Theorem 4.1, we showed that ‖u˜(1)h (x, E)‖L2(Rd) ≤ C‖f‖m,s. Therefore
we prove the lemma for u˜
(2)
h (x, E + i0).
If ξ 6∈ ME,h we have Ûh(ξ, E) = F̂h(ξ)/(Ph(ξ) − E), which implies that for any
ω ∈ Sd−1, (ω, ξ) 6∈ WF ∗(û(2)h ) if ξ 6∈ ME,h. Take any ξ(0) ∈ ME,h and ǫ > 0, and
p−(x, ξ) ∈ P(h)− satisfying suppξp−(x, ξ) ⊂ {|ξ − ξ(0)| < ǫ}. By virtue of (4.26), for
t > 0, we have on the support of p−(x, ξ)
|∇ξ
(
x · ξ − tPh(ξ)
)|2 ≥ |x|2 − 2δt|x||∇ξPh(ξ)|+ t2|∇ξPh(ξ)|2
≥ (1− δ)(|x|2 + t2|∇ξPh(ξ)|2).
Let Ĝh(ξ) = χ2(ξ)F̂h(ξ) and G˜h = h
d/2F−1contĜh. Using the relation
ei(x·ξ−tPh(ξ)) = −i ∇ξ
(
x · ξ − tPh(ξ)
)
|∇ξ
(
x · ξ − tPh(ξ)
)|2 · ei(x·ξ−tPh(ξ)),
we have by integration by parts
‖〈x〉−αp−(x,Dx)e−itPh(Dx)G˜h‖ ≤ C‖qh(t, x,Dx)e−itPh(Dx)G˜h‖,
where qh(t, x,Dx) is a ΨDO with symbol qh(t, x, ξ) satisfying
|qh(t, x, ξ)| ≤ C
(
1 + t + |x|)−2〈x〉−α
together with its derivatives. This implies
‖p−(x,Dx)e−itPh(Dx)G˜h‖−α ≤ C(1 + t)−1−ǫ0‖f‖m,s
for some ǫ0 > 0. Noting∫ ∞
0
e−it(Ph(ξ)−E−iǫ) = −i(Ph(ξ)− E − iǫ)−1, ǫ > 0,
and letting ǫ→ 0, we obtain (4.30) for p− ∈ P(h)− . This implies (4.29). 
We say that the solution of the equation (P (Dx)−E)u = f satisfies the outgoing
radiation condition if p−(x,Dx)u ∈ B∗0(Rd) for any p− ∈ P−. We call u an outgoing
solution.
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4.4. Convergence near ME,h. We have now constructed a solution to the discrete
Schro¨dinger equation (− Ph(ξ)−E)Ûh(ξ, E + i0) = F̂h(ξ)
having uniform estimates with respect to 0 < h < h0. Assume that
f ∈ Hm,s(Rd), s > d+ 1, m > d
2
+ 1.
Then as h→ 0
f̂h(ξ)→ f̂(ξ) pointwise.
In Theorem 4.1 the part outside ofME,h was shown to converge to the free Schro¨dinger
equation
(−P (ξ)−E)U (1) = χ1(ξ)Π0(ξ)f̂(ξ),
f̂(ξ) being the Fourier transform of f . We consider the part nearME,h, i.e. v̂h(ξ, E+
i0) constructed in the previous section.
In view of (4.20) and the fact that Ph(ξ)→ P (ξ), we then see that v˜h(x) converges
pointwise to some u˜(x), which satisfies the Schro¨dinger equation
(P (Dx)− E)u = f2,
where f̂2(ξ) = χ2(ξ)Π0(ξ)f̂(ξ). We have proven that v˜h(x, E + i0) has the uniform
estimates
‖v˜h‖B∗(Rd) < C,
and satisfies the outgoing radiation condition uniformly in 0 < h < h0, i. e. (4.25)
is satisfied uniformly in 0 < h < h0. Since
C−1|ξ|γ ≤ Ph(ξ) ≤ C|ξ|γ
holds, v˜h is in H
γ
loc(R
d) uniformly in 0 < h < h0. Then one can select a subsequence
hj → 0 such that v˜hj converges to v ∈ L2loc and v satisfies
• the Schro¨dinger equation (P (Dx)− E)v = f2,
• v ∈ B∗(Rd),
• the radiation condition.
Here, we introduce a new assumption.
(U-1). The solution of the equation
(4.31) (P (Dx)− E)u = f ∈ B
satisfying u ∈ B∗ and the radiation condition is unique.
Then {vh}0<h<h0 converges as h→ 0. We have thus proven the following theorem.
Theorem 4.6. Assume that f ∈ Hm,s(Rd) for some s > d+ 1 and m > [d/2]+ 1.
Assume (B-1), (B-2-1), (B-3), (B-4) and (U-1). Let uh(n,E + i0) be an outgoing
solution to the gauge transformed equation
(−G∗h∆disc,hGh − E)uh = fh on Zd,
where fh(n) = f(hn). We put ûh(ξ, E + i0) = Fdisc,huh, and
v̂h(ξ, E + i0) = χd(hξ)Πh(ξ)ûh(ξ, E + i0).
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v˜h(x, E + i0) =
( h
2π
)d/2 ∫
Td
h
eix·ξûh(ξ, E + i0)dξ.
Then the strong limit
lim
h→0
v˜h(x, E + iǫ) = v˜(x, E + i0) exists in L
2,−1/2−ǫ(Rd), ǫ > 0,
and v˜(x, E + i0) is the unique outgoing solution to the Schro¨dinger equation
(P (Dx)−E)v˜ = g on Rd,
where (Fcontg)(ξ) = Π0(ξ)(Fcontf)(ξ), and v˜ satisfies the radiation condition
p−(x,Dx)v˜ ∈ L2,−1/2+ǫ(Rd), p− ∈ P−.
4.5. Dirac equation. We next consider the case (B-2-2). Take ξ(0) ∈ (K/h) \ {0}
arbitraily. By Lemma 3.1 there exists a neighborhood U of ξ(0) on which Πh(ξ) is
into a sum
Πh(ξ) = Π
(+)
h (ξ) + Π
(−)
h (ξ),
where Π
(±)
h (ξ) is the projection associated with the characteristic root ±Ph(ξ). Thus(Lh(e−ih(ξ+dh))− z)−1 − z)−1Πh(ξ)
=
(
Ph(ξ)− z
)−1
Π
(+)
h (ξ) +
(− Ph(ξ)− z)−1Π(−)h (ξ).
The 1st term of the right-hand side is treated in the same way as in the previous
subsection, and the 2nd term is easier to deal with since −Ph(ξ)−E 6= 0. We have
thus obtained the following theorem.
Theorem 4.7. Assume that f ∈ Hm,s(Rd) for some s > d+ 1 and m > [d/2] + 1.
Assume (B-1), (B-2-2), (B-3), (B-4) and (U-1). Let uh(n,E + i0) be an outgoing
solution to the gauge transformed equation
(−G∗h∆disc,hGh − E)uh = fh on Zd,
where fh(n) = f(hn). We put ûh(ξ, E + i0) = Fdisc,huh, and
v̂h(ξ, E + i0) = χd(hξ)Πh(ξ)ûh(ξ, E + i0).
v˜h(x, E + i0) =
( h
2π
)d/2 ∫
Td
h
eix·ξûh(ξ, E + i0)dξ,
(Fcontg(+))(ξ) = Π(+)0 (ξ)(Fcontf)(ξ).
Then the strong limit
lim
h→0
v˜h(x, E + iǫ) = v˜(x, E + i0) exists in L
2,−1/2−ǫ(Rd), ǫ > 0.
Here v˜(x, E + i0) is split into two parts
v˜(x, E + i0) = v˜(+)(x, E + i0) + v˜(−)(x, E + i0),
v˜(+)(x, E + i0) being the unique solution to the Schro¨dinger equation
(P (Dx)−E)v˜(+) = g(+) on Rd,
satisfying the outgoing radiation condition
p−(x,Dx)v˜(+) ∈ L2,−1/2+ǫ(Rd), p− ∈ P−,
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and v˜(−)(x, E + i0) is the unique L2-solution to the Schro¨dinger equation
(−P (Dx)−E)v˜(−) = g(−) on Rd.
In the application, we encounter the case in which d = 2 and
P (ξ) =
( 2∑
i,j=1
aijξiξj
)1/2
,
where
(
aij
)
is a positive definite symmetric matrix. We can make a linear transfor-
mation ξ → η so that
P (ξ) =
(
η21 + η
2
2
)1/2
.
Let us note the following equality for w ∈ C(
0 w
w 0
)
= P ∗
( |w| 0
0 −|w|
)
P,
P =
1√
2
(
1 |w|
w
−1 |w|
w
)
.
Letting w = η1 + iη2, we have(
0 w
w 0
)
=
(
0 1
1 0
)
η1 +
(
0 −i
i 0
)
η2.
Replacing η1 by
1
i
∂
∂y1
, and η2 by
1
i
∂
∂y2
, where x→ y is a linear transformation such
that x · ξ = y · η, we have thus seen that the lattice Hamiltonian −∆(0)Γh converges to
the 2-dimensional massless Dirac operator.
4.6. On the assumption (U-1). The assumption (U-1) holds true for the above
type of P (Dx). Assume that
P (ξ) =
( d∑
i,j=1
aijξiξj
)1/2
,
where
(
aij
)
is a positive definite symmetric matrix. It is well-known that if V (x)
is a real-valued function decaying to 0 at infinity, e.g. there exists ǫ > 0 such that
∂αxV (x) = O(|x|−|α|−ǫ0) for all α, then (U-1) holds for the equation (P (Dx)2+V (x)−
E)u = f , where E > 0.
Lemma 4.8. Let u ∈ B∗(Rd) be a solution of the equation (P (Dx) − E)u = 0 for
some E > 0. If u satisfies the radiation condition, then u = 0.
Proof. Multiplying the equation by P (Dx)+E, we have (P (Dx)
2−E2)u = 0. Then
the lemma follows. 
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5. Perturbation by a potential
Let us consider the case where the characteristic root λj,h(η), defined in (3.4),
(3.3), has a unique global minimum. Assume that
(C-1) λj(e
−iη) ≥ 0, and there exists a unique d1 ∈ Td such that λj(e−id1) = 0.
(C-2) max
η∈Td
λj−1(e
−iη) < 0 < min
η∈Td
λj+1(e
−iη).
(C-3) Letting Ph(ξ) = λj,h(ξ + dh) be as in (3.4), we assume that Ph(ξ)→ P (ξ) on
Td, where
P (ξ) =
∑
|α|=2m
aαξ
α,
m being a positive integer.
We add a scalar potential V (x) to −∆Γh . Assume that
(V-2) V (x) ∈ Hs(Rd) with s > d/2 and is compactly supported.
We finally assume the uniqueness of solutions to the Schro¨dinger equation.
(U-2) The solution of the equation
(5.1) (P (Dx) + V (x)− E)u = f ∈ B
satisfying u ∈ B∗ and the radiation condition is unique.
We consider
(5.2)
(−∆disc,h + Vdisc,h − z)uh = fh,
where (
Vdisc,huh
)
(n) = V (hn)uh(n).
Take an open interval
I ⊂⊂ (0,min
η∈Td
λj+1(e
−iη)
)
,
and assume that Re z ∈ I. As was discussed in the previous section, we prove
• fixed h limit (Lemma 5.1),
• uniform bound (Lemma 5.2),
• compactness (Lemma 5.3).
In [3] we have proven that there exists the unique solution to the equation (5.2)
satisfying the outgoing radiation condition.
Lemma 5.1. Assume that f ∈ Hm,s(Rd) for some s > d + 1 and m > [d/2] + 1.
Assume Re z ∈ I, Im z > 0, and let uh(z) = {uh(n, z)}n∈Zd be the unique L2-solution
to the equation (5.2). Then
lim
ǫ→0
uh(E + iǫ) = uh(E + i0) in L
2,−s(Zdh), s >
1
2
,
and uh(E + i0) is the unique outgoing solution to (5.2) with z = E.
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By (C-1) λj(e
−iη) attains a global minimum at d1. Take χd(hξ) = 1 in the
arguments of §4. Let uh = uh(E + i0) be as in Lemma 5.1. Recall that
ûh(ξ) = Fdisc,huh, u˜h(x) =
( h
2π
)d/2 ∫
Td
h
eix·ξûh(ξ, z)dξ.
Letting
wh = G∗huh, gh = G∗hfh − Vdisc,hwh,
we consider the gauge transformed equation
(5.3)
(− G∗h∆disc,hGh − z)wh = gh.
Then we have
ŵh(E + i0) =
(Lh(e−ih(ξ+dh))− E − i0)−1ĝh.
Let Π0 be the eigenprojection associated with Ph(ξ). Arguing in the same way as
in (3.6) and using the assumption that Re z ∈ I, we have the following inequality
(5.4) ‖(1− Π0)ŵh(ξ, E + i0)‖L2(Td
h
) ≤ Chν
(‖f‖m,s + ‖wh‖−1−ǫ),
for ǫ > 0. Therefore we consider vh, where
v̂h(ξ, z) = Π0ŵh(ξ, z).
Lemma 5.2. Let uh be as in Lemma 5.1.
(1) For any s, 1/2 < s < 1, there exists a constant Cs > 0 such that
(5.5) ‖u˜h‖L2,−s(Rd) ≤ C‖f˜h‖L2,s(Rd), for all h, 0 < h < h0.
(2) Let p−(x,Dx) ∈ P−. Then for any s, 1/2 < s < 1, there exists a constant Cs > 0
such that
‖p−(x,Dx)u˜h‖L2,s−1(Rd) ≤ Cs‖f˜h‖L2,s(Rd), for all h, 0 < h < h0.
Proof. We prove (1). If (5.5) does not hold then for any n ≥ 1 there exists uhn, fhn
satisfying (−∆disc,hn + Vhn − E)uhn = fhn and ‖u˜hn‖L2,−s(Rd) ≥ n‖f˜hn‖L2,s(Rd). Di-
viding by ‖u˜hn‖L2,−s(Rd), there exist an outgoing uhn ∈ B∗(Zdhn) and fhn ∈ B(Zdhn)
such that
(−∆disc,hn + Vhn − E)uhn = fhn,
‖u˜hn‖L2,−s(Rd) = 1, ‖f˜hn‖L2,s(Rd) → 0, n→∞.
We put
whn = G∗hnuhn, v̂hn(ξ) = Π0ŵhn(ξ),
v̂′hn(ξ) =
(
1− Π0
)
ŵhn(ξ).
By (5.4), we have
(5.6) v̂′hn → 0, in L2,−s for s > 1/2.
By the a priori estimate (10.14), one can select a subsequence of {vhn}, which is
denoted by {vhi}, such that {v˜hi} converges in L2loc(Rd). Let u˜hi(x) → v(x). One
can show that
(5.7) vhi(x)→ v(x) in L2,−s(Rd).
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In fact, take 1/2 < t < s. The resolvent estimate for −∆disc,h also holds between
L2,t and L2,−t. Therefore,
‖v˜hi‖L2,−t(Rd) < C,
for a constant C independent of hi. This yields∫
|x|>R
(1 + |x|2)−s|v˜hi(x)|2dx→ 0, (R→∞)
uniformly with respect to hi. Thus we can choose hi so that (5.7) holds. In partic-
ular, we have
‖v‖L2,−s(Rd) = 1.
Recall that
v˜h(hn) = vh(n).
Then by the definition of the Riemann integral we have
hdi
∑
n∈Zd
Vhi(n)vhi(n)ϕ(hin)→
∫
Rd
V (x)v˜(x)ϕ(x)dx, ∀ϕ ∈ C∞0 (Rd).
We can assume that hi → h∞ ≥ 0. If h∞ > 0, we easily arrive at the contradiction,
since we have the resolvent estimate for −∆disc,h∞ . We consider the case h∞ = 0.
In the equation (−∆disc,hi + Vhi − E)uhi(n) = fhi(n),
we split uhn into uhn = Ghnwhn = Ghn(vhn + v′hn). Recalling (5.6), we take the inner
product with ϕ(hin) and sum up in n. Letting hi → 0, we have
(P (Dx) + V −E)v = 0.
By the well-known results on resolvent estimates for Schro¨dinger equations, we have
v ∈ B∗(Rd), p(x,Dx)v ∈ L2,s−1(Rd),
for p(x,Dx) ∈ P− and 1/2 < s < 1. Therefore v is a solution to the homogeneous
Schro¨dinger equation satisfying the outgoing radiation condition, hence vanishes
identically. This is a contradiction. We have thus proven (1). The assertion (2)
follows from the resolvent estimate for −∆disc,h. 
Lemma 5.3. Let u˜h(x, E + i0) be as in Lemma 5.1.
(1) The set {u˜h(x, E + i0) ; 0 < h < h0} is compact in L2loc(Rd).
(2) The set {Vhu˜h(x, E + i0) ; 0 < h < h0} is compact in L2,s(Rd) for any s > 0,
where Vh is defined by(
Vhw
)
(x) = V (hn)w(x), if x ∈ hn+ [−h/2, h/2]d.
Proof. The assertion (1) follows from Lemma 10.7. Since V (x) is compactly sup-
ported, the assertion (2) follows from (1). 
These preparations and the assumption (U-2) are sufficient to show the following
theorem.
Theorem 5.4. Let s > 1/2. As h→ 0, u˜h(x)→ u(x), where u(x) ∈ L2,−s(Rd) and
satisfies
u = Π0u, (P (Dx) + V (x)− E)u = Π0f,
p−(x,Dx)u ∈ L2,s−1(Rd), ∀p−(x,Dx) ∈ P−.
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Corollary 5.5. With the same notation as in Theorem 5.4, u˜h(x) → u(x) locally
uniformly on Rd.
Proof. We have for m > d/2 and s > 1/2,
sup
0<h<h0
‖u˜h‖Hm,−s <∞.
Using the a priori estimate and the Sobolev inequality, we get the assertion. 
6. Complex energy
In the above arguments the radiation condition was used at the step of the unique-
ness of solutions to the equation (P (Dx) + V − E)u = f for E > 0. Usually this
fact is proven by the Rellich type theorem and the unique continuation property for
the Helmholtz equation. However, on some lattices, the latter result does not hold.
Even for this case, if E 6∈ R, one can employ a simpler condition for the uniqueness.
For the sake of simplicity we consider here the case P (Dx) = −∆cont.
Lemma 6.1. Assume that u ∈ L2,−s(Rd)∩H2loc(Rd) satisfies (−∆cont+V −z)u = 0
on Rd. If z 6∈ R and 0 < s ≤ 1/2, then u = 0.
Proof. Since u, ∂u
∂r
∈ L2,−s, we have lim infr→∞ rn−2s
∫
|x|=r
∣∣∣u∂u∂r ∣∣∣dS = 0. By integra-
tion by parts, we have∫
|x|<R
(
(∆u)u− u∆u
)
dx =
∫
|x|=R
(∂u
∂r
u− u∂u
∂r
)
dS.
We then have, by taking the imaginary part and letting R → ∞ along a suitable
sequence, Im z
∫
Rd
|u|2dx = 0, which proves the lemma. 
Arguing as in the previous sections, noting that Ph(ξ)− z 6= 0 for z 6∈ R, one can
derive the estimates of u˜h(x, z) in H
2(Rd) uniformly with respect to 0 < h < h0.
Then by virtue of Lemma 6.1, for any 0 < s < 1/2, one can conclude the convergence
of u˜h(x, z) in L
2,−s(Rd) as h→ 0. In the following Theorems 6.2 and 6.3, we do not
assume the unique continuation property for ∆disc,h.
Theorem 6.2. Assume that f ∈ Hm,s(Rd) for some s > d+ 1 and m > [d/2] + 1.
Assume (B-1), (B-2-1) or (B-2-2), (B-3), (B-4) and (U-1). Let z 6∈ R, and uh(n, z)
be an L2-solution to the gauge transformed equation
(−G∗h∆disc,hGh − E)uh = fh on Zd,
where fh(n) = f(hn). Then the strong limit
lim
h→0
v˜h(x, z) = v˜(x, z) exists in L
2,−s(Rd), 0 < s < 1/2.
This convergence is locally uniform on Rd.
For the case (B-2-1), v˜(x, E + i0) is the unique L2-solution to the equation
(P (Dx)− z)v˜ = g on Rd,
where g is defined in (4.15).
For the case (B-2-2), v(x, z) split into two parts
v˜(x, z) = v˜(+)(x, z) + v˜(−)(x, z),
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v˜(±)(x, z) being the unique solution to the Schro¨dinger equation
(P (Dx)− z)v˜(±) = g(±) on Rd.
Theorem 6.3. Assume that f ∈ Hm,s(Rd) for some s > d+ 1 and m > [d/2] + 1.
In addition to (B-1), (B-2-1) or (B-2-2), (B-3), (B-4) and (U-1), assume (C-1),
(C-2), (C-3), and (U-2). Let z 6∈ R, and uh(n, z) be an L2-solution of the equation
(−G∗h∆disc,hGh + Vdisc,h − z)uh = fh on Zd,
where fh(n) = f(hn). Then the strong limit
lim
h→0
u˜h(x, z) = u˜(x, z) exists in L
2,−s(Rd), 0 < s < 1/2.
The convergence is locally uniform on Rd. Moreover, u satisfies
u = Π0u,
(
P (Dx) + V (x)− z)u = Π0f.
7. Derivation of Schro¨dinger equations
In the remaining sections, we apply the results in the previous sections to Hamilto-
nians on periodic lattices appearing in material science. We pick up basic examples
whose spectral properties are studied in [3].
7.1. Square lattice. Define the Laplacian on the square lattice in Rd by
∆Γ =
d∑
j=1
(
Sj + S
∗
j
)
.
In this case, we take the reference energy to be E0 = −2d and consider
1
h2
d∑
j=1
(
2− Sh,j − S∗h,j
)
+ Vdisc,h.
The symbol of
1
h2
∑d
j=1
(
2− Sh,j − S∗h,j
)
is
Lh(e−ihη) = Ph(η) = 1
h2
d∑
j=1
(
2− eihηj − e−ihηj) = 4
h2
d∑
j=1
sin2
hηj
2
,
which satisfies the assumptions in §4 and §5 with Gh = 1. Therefore by Theorem
5.4, we obtain the following theorem.
Theorem 7.1. Assume that V (x) ∈ Hs(Rd) with s > d/2 and compactly supported,
and that f ∈ Hm,s(Rd) with m > d/2 + 1, s > d + 1. Let E > 0 and take
h0 > 0 such that E < 4/h
2
0. Then the solution of the discrete Schro¨dinger equation
(Lh(Sh) + Vdisc,h − E)uh = fh, 0 < h < h0, satisfying the radiation condition
converges to that of
(−∆+ V (x)−E)u = f on Rd
as h→ 0.
Since this solution is written as u = (−∆ + V (x) − E − i0)−1f , we can use it to
represent the S-matrix.
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7.2. Convergence of the S-matrix. We recall the definition
ME,h = {ξ ∈ Tdh |Ph(ξ) = E}.
This surface is not smooth for E = 4j/h2, j = 1, 2, . . . , d− 1. Therefore we impose
the condition 0 < E < 4/h2 in the sequel. In particular, we consider the S-matrix
only in the energy interval (0, 4/h2).
Fix E ∈ (0, 4/h2). We recall that for such E the surface ME,h is diffeomorphic to
Sd−1. We use the parametrization
(7.1) ξj =
2
h
arcsin(1
2
h
√
Eωj), j = 1, 2, . . . , d, ω ∈ Sd−1.
We also recall that ξj =
√
Eωj +O(h
2) as h→ 0.
Let dSE,h denote the surface measure on ME,h induced by dξ. Then
(7.2) dξ =
1
|∇ξPh(ξ)|dSE,hdE.
Let L2(ME,h) be the Hilbert space equipped with the inner product
(φ, ψ)L2(ME,h) =
∫
ME,h
φ(ξ)ψ(ξ)dSE .
Let
(7.3) Ωh =
⋃
0<E<4/h2
ME,h.
The characteristic function of this set is denoted by χΩh .
Let f ∈ S(Rd). Put
(7.4) (F0h(E)f)(ξ) = χΩh(ξ)|∇ξPh(ξ)|−1/2
( h
2π
)d/2 ∑
n∈Zd
e−ihn·ξf(n),
and then define
(7.5) (F0hf)(E, ξ) = (F0h(E)f)(ξ).
Let E0h denote the spectral measure of the operator H0h = −∆disc,h. Then
(7.6) F0h : E0h((0, 4/h2))L2(Zdh)→ L2((0, 4/h2);L2(ME,h); dE)
is unitary. Note that with the above definitions we have F0h = F0hE0h((0, 4/h2)).
Define H0h = −∆disc,h and Hh = −∆disc,h + Vdisc,h. Then the wave operators
W
(±)
h = s-limt→±∞
eitHhe−itH0hE0h((0, 4/h
2))
exist and are asymptotically complete in the localized sense. Define the localized
scattering operator by
Sh =
(
W
(+)
h
)∗
W
(−)
h .
Then its localized Fourier transform
Ŝh := F0hSh
(F0h)∗
has the direct integral representation
Ŝh =
∫ 4/h2
0
Ŝh(E)dE,
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where Ŝh(E) is Heisenberg’s S-matrix forE ∈ (0, 4/h2), which is unitary on L2(ME,h).
The scattering amplitude Ah(E) is then defined by
Ŝh(E) = I − 2πiAh(E).
It has the representation
Ah(E) =F0h(E)VhF0h(E)∗ − F0h(E)VhRh(E + i0)VhF0h(E)∗.
Therefore for E ∈ (0, 4/h2) its integral kernel is
Ah(E; ξ, η) = ah(ξ, η)
( h
2π
)d ∑
n∈Zd
V (hn)e−ihn·(ξ−η)
− ah(ξ, η)
( h
2π
)d ∑
n∈Zd
V (hn)eihn·ηuh(E, ξ, n).
where
uh(E, ξ) = Rh(E + i0)ψh(ξ),
ψh(ξ) ∈ L2(Zdh) is defined by
ψh(ξ, n) = V (hn)e
ihn·ξ,
and
ah(ξ, η) = |∇Ph(ξ)|−1/2|∇Ph(η)|−1/2.
Using the parametrization ξ = ξh(ω) in (7.1), we can regard Ah(E, ξ, η) as a function
on Sd−1 × Sd−1, which we denote Ah(E;ω, ω′) for the sake of simplicity.
For the continuous case A(E;ω, ω′) is written as
A(E;ω, ω′) = C(E)
∫
Rd
e−i
√
E(ω−ω′)·xV (x)dx
− C(E)
∫
Rd
e−i
√
Eω·xV (x)u(E, x, ω′)dx,
u(E; x, ω′) = R(E + i0)
(
V ψ(E, ω′)
)
,
ψ(E, ω; x) = V (x)ei
√
Eω′·x
Theorem 7.2. We have as h→ 0
Ah(E;ω, ω
′)→ A(E;ω, ω′).
Proof. By Lemma 10.1
hd
∑
n∈Zd
V (hn)eihn·(ξ−η) →
∫
Rd
V (x)e−ix·(ξ−η)dx,
hd
∑
n∈Zd
V (hn)e−ihn·ηuh(n)→
∫
Rd
V (x)e−ix·ηu˜(x)dx,
where
uh(n) = uh(E, ξ, n), u˜(x) = u˜(E, x, ω
′).
Recall that u˜h(x) converges to u˜(x) locally uniformly on R
d, and u˜h(hn) = uh(n).

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Figure 1. Triangular lattice
7.3. Triangular lattice. The Laplacian for the triangular lattice is
∆Γh =
1
6h2
(
Sh,1 + S
∗
h,1 + Sh,2 + S
∗
h,2 + Sh,1S
∗
h,2 + S
∗
h,1Sh,2
)
.
The reference energy is E0 = −1/h2, and the symbol of −∆Γh is given by
Ph(ξ) =
1
3h2
(
3− coshξ1 − coshξ2 − cos(hξ1 − hξ2)
)
=
2
3h2
(
sin2
hξ1
2
+ sin2
hξ2
2
+ sin2
h(ξ1 − ξ2)
2
)
.
It has the unique global minimum at ξ = 0, and we have the asymptotic expansion
Ph(ξ) =
1
3
(
ξ21 − ξ1ξ2 + ξ22
)
+O(h2).
Therefore by the same argument as above, the following theorem holds.
Theorem 7.3. Assume that V (x) ∈ Hs(R2) with s > 1 and compactly supported,
and that f ∈ Hm,s(R2) with m > 2, s > 3. Then the solution of the Schro¨dinger
equation
( − ∆disc,h + Vdisc,h − E)u = f on the triangular lattice converges to the
solution of the Schro¨dinger equation(
− 1
3
( ∂2
∂x21
− ∂
2
∂x1∂x2
+
∂2
∂x22
)
+ V (x)− E
)
u = f in R2.
Theorem 7.2 also holds for this case. In this connection we note that the thresholds
associated with Ph(ξ) are 0, 4/(3h
2), and 3/(2h2). Thus in the proof of Theorem 7.2
we have a restriction to the energy interval (0, 4/(3h2)). In the limit h → 0 this
restriction disappears, as for the square lattice. The same remark is valid for the
following all examples. Therefore, in the theorems for the Schro¨dinger limit as in
Theorems 7.1 and 7.2 to be given below, we do not mention this limitation for E,
i.e. 0 < E < C1(h), C1(h) being the first threshold in the spectrum of Lh(Sh).
7.4. Ladder of square lattice. In this case the Laplacian is written as
Lh(Sh) = 1
h2
L(Sh),
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Figure 2. 2-dim. ladder
L(Sh) = − 1
2d+ 1
( ∑d
j=1
(
Sh,j + S
∗
h,j
)
1
1
∑d
j=1
(
Sh,j + S
∗
h,j
) ) .
Letting
T =
1√
2
(
1 −1
1 1
)
,
we have
T ∗L(Sh)T = − 1
2d+ 1
( ∑d
j=1
(
Sh,j + S
∗
h,j
)
+ 1 0
0
∑d
j=1
(
Sh,j + S
∗
h,j)− 1
)
.
Then the reference energy is E0 = −1/h2. We then consider the Hamiltonian
Lh(Sh) = 1
(2d+ 1)h2
(
2d−∑dj=1 (Sh,j + S∗h,j) 0
0 2d+ 2−∑dj=1 (Sh,j + S∗h,j)
)
.
The characteristic roots are
λ
(+)
h (η) =
2d+ 2− 2∑dj=1 coshηj
(2d+ 1)h2
,
λ
(−)
h (η) =
2d− 2∑dj=1 coshηj
(2d+ 1)h2
.
Letting Ph(η) = λ
(−)
h (η) we then have
Ph(η) =
4
(2d+ 2)h2
d∑
j=1
sin2
η2j
2
→ 1
2d+ 1
d∑
j=1
η2j .
We then have the following theorem.
Theorem 7.4. Let V (x) ∈ Hs(Rd) with s > d/2 and compactly supported, and
f ∈ Hm,s(Rd) with m > d/2 + 1, s > d + 1. Then the solution of the equation
(−∆disc,h + Vdisc,h − E)u = f converges to the solution of the Schro¨dinger equation(
− 1
2d+ 1
∆+ V (x)− E
)
u = f in Rd.
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Theorem 7.2 also holds for this case.
8. Derivation of Dirac equations
Figure 3. Hexagonal lattice
8.1. Hexagonal lattice. The Laplacian on the hexagonal lattice is
(8.1) = −1
3
(
0 1 + S∗1 + S
∗
2
1 + S1 + S2 0
)
.
See Figure 3. We put
(8.2) Lh(e−ihη) = − 1
3h
(
0 1 + eihη1 + eihη2
1 + e−ihη1 + e−ihη2 0
)
,
and let L(e−η) = L1(e−iη). Letting
(8.3) b(z) = cos z1 + cos z2 + cos(z1 − z2), z = (z1, z2) ∈ C2,
we have
|1 + eiη1 + eiη2 |2 = 3 + 2b(η), η = (η1, η2) ∈ R2.
The characteristic roots of L(e−iη) are given by λ(±)(η) = ±
√
3 + 2b(η)
3
. By elemen-
tary geometry, we have
3 + 2b(η) = 0⇐⇒ η = (2π
3
,−2π
3
), (−2π
3
,
2π
3
),
3 + 2b(η) = 9⇐⇒ η = (0, 0).
(8.4)
For the first two cases, the Hessian matrix of 3+2b(η) is
(
1 −1/2
−1/2 1
)
, and for
the third case
(
1 −1/√2
−1/√2 1
)
. The characteristic roots of Lh(Sh) are
λ
(±)
h (η) = ±
√
3 + 2b(hη)
3h
.
The spectrum of − 1
h
∆Γh is
σ
(− 1
h
∆Γh
)
=
[− 1/h, 1/h].
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8.1.1. Expansion around the Dirac points. We take the reference energy E0 = 0. We
put
(8.5) d
(±)
h = ±
1
h
(
2π
3
,−2π
3
),
K(±)0 = {η ∈ Td ; |η − d(±)1 | <
π
3
},
K(0)0 = Td \
(K(+)0 ∪ K(−)0 ).
Take χ(±), χ(0) ∈ C∞(Td) such that
χ(±)(η) =
 1, for |η − d
(±)
1 | <
π
6
,
0, for |η − d(±)1 | >
π
3
,
χ(0)(η) = 1− χ(+)(η)− χ(−)(η).
We consider the Schro¨dinger equation
(8.6) (−∆Γh − z)uh = fh
on the hexagonal lattice. Let
u
(±)
h = F−1disc,h
(
χ(±)(hη)ûh(η)
)
,
u
(0)
h = F−1disc,h
(
χ(0)(hη)ûh(η)
)
,
f
(±)
h = F−1disc,h
(
χ(±)(hη)f̂h(η)
)
.
Take a compact interval I ⊂ (0,∞) and assume that Re z ∈ I. We consider (8.6)
on Tdh. Since λ
(±)(η) 6= 0 on K(0)0 , there exists an ǫ0 > 0 such that
|λ(±)h (η)| ≥
ǫ0
h
, on K(0)0 /h.
Therefore there exists h0 > 0 such that for 0 < h < h0∣∣ det (Lh(e−hη)− z)∣∣ ≥ C/h2 on suppχ(0)(hη)
for a constant C > 0. We then have, letting ‖ · ‖s = ‖ · ‖L2,s ,
(8.7) ‖u(0)h ‖s ≤ Ch
(‖fh‖s + ‖uh‖−s), s > 1/2.
We put
P
(±)
h (ξ) =
√
3 + 2b
(
h(ξ + d
(±)
h )
)
3h
,
K(±) = K(±)0 − d(±)1 = {ξ = η − d(±)1 ; η ∈ K(±)0 }.
In view of (8.3), (8.4) and Taylor expansion, we have the following lemma.
Lemma 8.1. On K(±)/h, P (±)h (ξ) vanishes only at ξ = 0. Moreover, there exists a
constant C > 0 independent of h such that
P
(±)
h (ξ) ≥ C|ξ|, ξ ∈ K(±)/h.
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In Subsection 4.5, we studied this equation by projecting onto each characteristic
root. Here, we deal with Lh(Sh) without diagonalization. For the solution of the
equation
(8.8)
(−∆disc,h − z)uh = fh,
we split uh = u
(+)
h + u
(−)
h , where
u
(±)
h = F−1disc,h
(
χ(±)(hη)ûh(η)
)
, f
(±)
h = F−1disc,h
(
χ(±)(hη)f̂h(η)
)
,
which satisfy (Lh(Sh)− z)u(±)h = f (±)h .
Define the gauge transformation G(±) by(G(±)a)(n) = eihn·d(±)h a(n) = ein·d(±)1 a(n), a ∈ L2(Z2h).
We put
v
(±)
h =
(G(±))∗u(±)h ,
and consider ((G(±))∗Lh(Sh)G(±) − z)v(±)h = (G(±))∗f (±)h .
Note that
(8.9)
(Fdisc,h(G(±))∗Lh(Sh)G(±)a)(ξ) = Lh(eih(ξ+d(±)h ))(Fdisc,ha)(ξ).
We put
q(η) = 1 + eiη1 + eiη2 .
In view of (8.2), we have(
Lh(eih(ξ+d
(±)
h )− z
)−1
=
1
P
(±)
h (ξ)− z2
(
0 q(h(ξ + d
(±)
h ))
q(−h(ξ + d(±)h )) 0
)
.
By virtue of Lemma 8.1, one can argue in the same way as in §4 to obtain the
uniform estimates with respect to 0 < h < h0. We take ψ
(±)(η) ∈ C∞0 (Rd) and put
fh(x) =
( h
2π
)d/2 ∫
Rd
eix·η
(
ψ(+)(η − d(+)h ) + ψ(−)(η − d(−)h )
)
dη.
Lemma 8.2. Let v
(±)
h = v
(±)
h (E + i0) for E > 0. Then we have for ǫ > 0
‖v˜(±)h ‖−1/2−ǫ ≤ C‖f‖m,s,
‖p−(Dx)v˜(±)h ‖−1/2+ǫ ≤ C‖f‖m,s, p− ∈ P−.
Let uh = uh(E + i0) = G(+)v(+) + G(−)v(−). Noting that
̂G(±)v(±) = v̂(±)(ξ − d(±)h ),
we have
u˜h = e
ix·d(+)
h v˜
(+)
h + e
ix·d(−)
h v˜
(−)
h .
Lemma 8.2 yields
‖u˜h‖−1/2−ǫ ≤ C‖f‖m,s.
By the same argument as in §4, we see that v(±)h → v(±), hence u˜h behaves like
u˜h ≃ eix·d
(+)
h v˜(+) + eix·d
(−)
h v˜(−).
CONTINUUM LIMIT FOR LATTICE SCHRO¨DINGER OPERATORS 33
We show that v˜(±) are solutions to massless Dirac equations.
We consider the case of v
(+)
h , and make the change of variables
η1 = ξ1 +
2π
3h
, η2 = ξ2 − 2π
3h
,
to obtain
1 + eihη1 + eihη2 = e2πi/3
(
eihξ1 − 1)+ e−2πi/3(eihξ2 − 1)
∼ −hiξ1 + ξ2
2
− h
√
3(ξ1 − ξ2)
2
as h→ 0. We put
ζ1 =
√
3
6
(
ξ1 − ξ2
)
, ζ2 = −1
6
(
ξ1 + ξ2
)
.
Then we have
− 1
3h
(
1 + eihη1 + eihη2
) ∼ ζ1 − iζ2.
We put
y1 =
√
3
(
x1 − x2
)
, y2 = −3
(
x1 + x2
)
.
Then the map (x, η)→ (y, ζ) is a symplectic transformation. We then have
− 1
3h
(
1 + eihη1 + eihη2
) ∼ ζ1 − iζ2,
as h→ 0. Similarly
− 1
3h
(
1 + e−ihη1 + e−ihη2
) ∼ ζ1 + iζ2.
We have thus obtained
Lh(eih(ξ+hd)) ∼
(
0 ζ1 − iζ2
ζ1 + iζ2 0
)
= ζ1σ1 + ζ2σ2,
where σ1, σ2 are Pauli spin matrices. Therefore, v
(+) satisfies
(8.10)
(
σ1
1
i
∂
∂y1
+ σ2
1
i
∂
∂y2
− E
)
v(+) = g(+).
Similarly v(−) satisfies
(8.11)
(
− σ1 1
i
∂
∂y1
+ σ2
1
i
∂
∂y2
− E
)
v(−) = g(−),
where
g(±) = F−1cont ψ(±).
We have thus proven the following theorem.
Theorem 8.3. Assume that f ∈ Hm,s(R2) with m > 2, s > 3. Then for the solution
uh of (8.8), u˜h behaves like
u˜h ≃ eix·d
(+)
h v˜(+) + eix·d
(−)
h v˜(−).
Moreover, v˜(±) satisfy the massless Dirac equation (8.10) and (8.11) after the sym-
plectic transformation.
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8.1.2. Global minimum. To deal with the case near the lowest energy, instead of
(8.2), we should consider
− 1
3h2
(
0 1 + S∗h,1 + S
∗
h,2
1 + Sh,1 + Sh,2 0
)
.
The reference energy is E0 = −h2/2, and we consider the Hamitonian
(8.12) Lh(e−ihη) = − 1
3h2
( −3 1 + eihη1 + eihη2
1 + e−ihη1 + e−ihη2 −3
)
.
Then the characteristic roots are
λ
(±)
h (η) =
3±√3 + 2b2(hη)
3h2
.
The minimum is attained only at η = 0, and λ
(−)
h (η) has a Taylor expansion
λ
(−)
h (η) =
1
9
(
η21 − η1η2 + η22
)
+O(h2).
Therefore we obtain the following theorem.
Theorem 8.4. Assume that f ∈ Hm,s(R2) with m > 2, s > 3. Assume also that
V ∈ H2(R2) with s > 1, and z 6∈ R. Then the solution of the Schro¨dinger equation
(−∆disc,h + Vdisc,h − z)uh = fh on the hexagonal lattice, where ∆disc,h is the differ-
ence operator with symbol (8.12), converges to that for the continuum Schro¨dinger
equation (
− 1
9
( ∂2
∂x21
− ∂
2
∂x1∂x2
+
∂2
∂x22
)
+ V (x)− z
)
u = f, in R2.
8.2. Graphite. The Laplacian for graphite is written as
H0h(Sh, S
∗
h) =
1
h
H0(Sh, S
∗
h),
H0(Sh, S
∗
h) = −
1
4

0 1 + Sh,1 + Sh,2 1 0
1 + S∗h,1 + S
∗
h,2 0 0 1
1 0 0 1 + Sh,1 + Sh,2
0 1 1 + S∗h,1 + S
∗
h,2 0

Put
T =
1√
2
(
I2 −I2
I2 I2
)
, I2 =
(
1 −1
1 1
)
.
Then it can be block diagonalized as follows
T ∗H0(Sh, S∗h)T = −
1
4
(
C(Sh, S
∗
h) + I2 0
0 C(Sh, S
∗
h)− I2
)
C(Sh, S
∗
h) =
(
0 1 + Sh,1 + Sh,2
1 + S∗h,1 + S
∗
h,2 0
)
.
Therefore it can be dealt with in the same way as in the hexagonal lattice.
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Figure 4. Graphite
9. Other examples
9.1. Kagome lattice. Passing to the Fourier series, the symbol of −∆Γ for the
Kagome lattice is written as
L(e−iη) = −1
4
 0 1 + eiη1e−iη2 1 + eiη11 + e−iη1eiη2 0 1 + eiη2
1 + e−iη1 1 + e−iη2 0
 .
The characteristic determinant is
p(η, λ) = det
(L(e−iη)− λ) = −(λ− 1
2
)(
λ2 +
λ
2
− β(η)
8
)
,
β(η) = 1 + cos η1 + cos η2 + cos(η1 − η2).
The characteristic roots are
(9.1) λ = −1
4
±
√
2β(η) + 1
4
.
Then the spectrum of −∆Γ is σ(−∆Γ) = [−1, 1/2].
We first take the reference energy E0 = −1/h2, and consider
Lh(e−iη) = − 1
4h2
 −4 1 + eihη1e−ihη2 1 + eihη11 + e−ihη1eihη2 −4 1 + eihη2
1 + e−ihη1 1 + e−ihη2 −4
 .
The least characteristic root is then given by
Ph(η) =
3−√2β(hη) + 1
4h2
.
It is expanded as
Ph(η) =
1
6h2
(
sin2
hη1
2
+ sin2
hη2
2
+ sin2
h(η1 − η)2
2
)
=
1
12
(
η21 − η1η2 + η22
)
+O(h2).
36 HIROSHI ISOZAKI AND ARNE JENSEN
Figure 5. Kagome lattice
For the Kagome lattice the unique continuation theorem does not hold, and there
may be embedded eigenvalues. Therefore we consider the continuum limit for the
complex energy z 6∈ R.
Theorem 9.1. Assume that f ∈ Hm,s(Rd) with s > 3 and m > 2, and that z 6∈ R.
Assume also that V ∈ Hs(R2) with s > 1. Then the solution of (−∆disc,h+ Vdisc,h−
z)u = f converges to that for the Schro¨dinger equation(
− 1
12
( ∂2
∂x21
− ∂
2
∂x1∂x2
+
∂2
∂x22
)
+ V (x)− z
)
v = g.
For λ = −1/4, the characteristic toots (9.1) are double. In this case, we take the
reference energy E0 = −1/4 and consider
Lh(e−iη) = − 1
4h
 −1 1 + eihη1e−ihη2 1 + eihη11 + e−ihη1eihη2 −1 1 + eihη2
1 + e−ihη1 1 + e−ihη2 −1
 .
Then 2β(hη) + 1 = 0 if and only if η is the Dirac point, i.e. η = dh, where dh is
as in (8.5). One can then argue as in the case of the hexagonal lattice to show the
following theorem.
Theorem 9.2. Assume that f ∈ Hm,s(Rd) with s > 3 and m > 2, and that z 6∈ R.
Then the solution of
(− G∗h∆disc,hGh − z)u = f behaves like
u˜h ≃ eix·d
(+)
h v˜(+) + eix·d
(−)
h v˜(−),
and v˜(±) satisfy the massless Dirac equation (8.10), (8.11).
9.2. Subdivision of square lattice. For this lattice the unique continuation prop-
erty does not hold (see [3]). Therefore we apply Theorems 6.2 and 6.3.
Passing to the Fourier series in the case h = 1, −∆̂disc becomes the following
matrix
L(e−iη) = − 1
2
√
d

0 1 + e−iη1 · · · 1 + e−iηd
1 + eiη1 0 · · · 0
...
...
. . .
...
1 + eiηd 0 · · · 0
 ,
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Figure 6. Subdivision of 2-dimensional square lattice
whose determinant is computed as
(9.2) det(L(e−η)− λ) = (−λ)d−1(λ2 − 1
2d
(d+
d∑
j=1
cos ηj)
)
.
Therefore the characteristic roots are
λ(±)(η) = ±
√√√√ 1
2d
(d+
d∑
j=1
cos ηj)
To observe the behavior near the bottom of energies, we take the reference energy
E0 = −1/h2, and consider
Lh(e−ihη) = − 1
2
√
dh2

−2√d 1 + e−ihη1 · · · 1 + e−ihηd
1 + eihη1 −2√d · · · 0
...
...
. . .
...
1 + eihηd 0 · · · −2√d
 .
We put
λ
(±)
h (η) =
1
h2
(
1±
√√√√ 1
2d
(d+
d∑
j=1
coshηj)
)
As h→ 0, it behaves like
λ
(−)
h (η) =
1
8
d∑
j=1
η2j +O(h
2).
Theorem 9.3. Let V (x) ∈ Hs(Rd) with s > d/2 and compactly supported, Assume
that f ∈ Hm,s(Rd) with s > d + 1 and m > d/2 + 1. If z 6∈ R, the solution of the
equation (−∆disc,h + Vdisc,h − z)u = f converges to the solution of(− 1
8
∆ + V (x)− z)v = g,
where v and g are given in Theorem 6.2.
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To study the behavior near the 0 energy of −∆Γ, we take the reference energy
E0 = 0, and consider
Lh(e−ihη) = − 1
2
√
dh

0 1 + e−ihη1 · · · 1 + e−ihηd
1 + eihη1 0 · · · 0
...
...
. . .
...
1 + eihηd 0 · · · 0
 .
Then the characteristic roots are
λ(±)(η) = ±1
h
√√√√ 1
2d
(d+
d∑
j=1
cos hηj).
They vanish if and only if η = dh, where
dh =
1
h
(π, · · · , π).
We then have
λ
(±)
h (ξ + dh) = |ξ|+O(h2).
Theorem 9.4. Let z 6∈ R, and assume that f ∈ Hm,s(Rd) with s > d + 1 and
m > d/2 + 1. Assume also that V ∈ Hs(R2) with s > 1. Then the solution of
the gauge transformed equation (−G∗h∆disc,hGh + Vdisc,h − z)u = f converges to the
solution of
(−|Dx|+ V (x)− z)v = g,
where v and g are given in Theorem 6.2.
10. Appendix
10.1. The Riemann integral. We recall the notation
Ihn = hn+ [−h/2, h/2]d, n ∈ Zd.
We recall (4.6). Assume f ∈ L2(Rd) ∩ C(Rd) and (f(hn))n∈Zd ∈ L1(Zdh). Then
f̂h(ξ) =
( h
2π
)d/2 ∑
n∈Zd
f(hn)e−ihn·ξ.
Recall the weighted Sobolev space (2.14), whose norm is denoted by ‖·‖m,s.
Lemma 10.1. (1) Assume m > [d/2] and s > d/2. Let f ∈ Hm,s(Rd). Then
(10.1) hd/2‖f̂h‖L2(Td
h
) ≤ C‖f‖m,s.
(2) Assume m > [d/2] and s > d. Let f ∈ Hm,s(Rd). Then
(10.2) hd
∑
n∈Zd
|f(hn)| ≤ C‖f‖m,s.
(3) Assume m > [d/2] + 1 and s > d. Let f ∈ Hm,s(Rd). Then
(10.3)
∣∣∣hd ∑
n∈Zd
f(hn)−
∫
Rd
f(x)dx
∣∣∣ ≤ Ch ‖f‖m,s.
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Proof. Let hx ∈ Ihn. Then hx−hn ∈ [−h/2, h/2]d, which implies |hx| ≤ |hn|+12
√
dh.
Thus for h ∈ [0, 1] and hx ∈ Ihn we have
(10.4) 1 + |hx| ≤ Cd(1 + |hn|).
Assume s > d. Then we have∑
n∈Zd
(1 + |hn|)−shd = hd
∑
n∈Zd
∫
I1n
(1 + |hn|)−sdx
≤ Cdhd
∑
n∈Zd
∫
I1n
(1 + |hx|)−sdx
= Cdh
d
∫
Rd
(1 + |hx|)−sdx = C <∞.(10.5)
If f ∈ Hm,s(Rd), where m > [d/2] and s ≥ 0, then the Sobolev inequality implies
(10.6) |f(x)| ≤ C‖f‖m,s〈x〉−s.
Assume m > [d/2] and s > d/2. By the Parseval equation, (10.6), and (10.5) we
have
hd/2‖f̂h‖2L2(Td
h
) = h
d
∑
n∈Zd
|f(hn)|2 ≤ C‖f‖m,s
∑
n∈Zd
〈hn〉−2shd ≤ C‖f‖m,s.
Thus part (1) follows.
Assume m > [d/2] and s > d. Then∑
n∈Zd
|f(hn)|hd ≤
∑
n∈Zd
(1 + |hn|)−shd ≤ C‖f‖m,s
and part (2) follows.
Assume m > [d/2] + 1 and s > d. Let f ∈ Hm,s(Rd). Then note that
|∂αx f(x)| ≤ C‖f‖m,s〈x〉−s, |α| ≤ 1.
Define g(t) = f(x+ t(y − x)), x, y ∈ Rd. Then
f(y)− f(x) =
∫ 1
0
g′(t)dt =
∫ 1
0
(∇f)(x+ t(y − x)) · (y − x)dt.
The following estimate holds:
(10.7) |(∇f)(x+ t(y − x))| ≤ C‖f‖m,s(1 + |x+ t(y − x)|)−s.
Since t ∈ [0, 1], we have for all x, y ∈ Rd with |x− y| ≤ 1
|x+ t(y − x)| ≥ |x| − |t(y − x)| ≥ |x| − 1,
which implies
(10.8) 1 + |x| ≤ 2(1 + |x+ t(y − x)|).
Thus for x, y ∈ Rd with |x− y| ≤ 1 we have
|(∇f)(x+ t(y − x))| ≤ C‖f‖m,s(1 + |x|)−s
and then
|f(y)− f(x)| ≤ C‖f‖m,s(1 + |x|)−s|x− y|.
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Assume y ∈ Ihn. Then
|f(y)− f(hn)| ≤ C‖f‖m,s(1 + |hn|)−sh.
(Note that the above estimates hold with |x − y| ≤ 1 replaced by |x − y| ≤ c0 for
some fixed c0, depending on d.) Integrating we get
hdf(hn) =
∫
Ihn
f(y)dy +R(h, n),
where
|R(h, n)| ≤ C‖f‖m,s(1 + |hn|)−shd+1.
Then ∑
n∈Zd
hdf(hn) =
∑
n∈Zd
∫
Ihn
f(y)dy +
∑
n∈Zd
R(h, n)
and ∑
n∈Zd
|R(h, n)| ≤ C‖f‖m,s
∑
n∈Zd
(1 + |hn|)−shd+1 ≤ C‖f‖m,sh
by (10.5). This concludes the proof of part (3). 
10.2. Lemmas for the Besov space. We use the following lemmas in §2 and §4,
which are in [12], Chap. 14, §1 or follow from an adaptation of the proof there.
Lemma 10.2. Let bn ≥ 0, n = 0, 1, 2, · · · , and put
α = sup
n≥0
bn
2n
, β = sup
n≥0
1
2n
(
b0 + b1 + · · ·+ bn
)
.
Then we have
α ≤ β ≤ 3α.
Lemma 10.3. Letting
A = sup
j≥0
hd
2j
∑
|hn|≤2j
|u(n)|2hd, B = sup
R>1
hd
R
∑
|hn|≤R
|u(n)|2,
we have
A ≤ B ≤ 2A.
Lemma 10.4. (1) We have∫ ∞
−∞
‖f(x1, ·)‖L2(Rd−1) ≤
√
2‖f‖B(Rd),
‖f‖B∗(Rd) ≤
√
2 sup
x1∈R
‖f(x1, ·)‖L2(Rd−1).
(2) If P ∈ S01,0, we have
P ∈ B(B;B) ∩B(B∗;B∗) ∩B(B∗0;B∗0).
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10.3. A priori estimates for discrete Schro¨dinger equations. We prove here
a priori estimates needed in the proof in §5. For the sake of simplicity, we explain
the proof for the case of square lattice. It works for the general case. Letting
Dh,j =
1
h
(I − Sh,j) ,
we have
(10.9) −∆disc,h =
d∑
j=1
D∗h,jDh,j =
d∑
j=1
Dh,jD
∗
h,j.
Take a function χ(x) on Rd, and let χh be the operator of multiplication by the
function χ(hn) on L2(Zdh). Then we have
(10.10)
(
[Dh,j, χh]u
)
(n) =
1
h
(χ(hn)− χ(hn− hej))
(
Sh,ju
)
(n),
(10.11)
(
[D∗h,j, χh]u
)
(n) =
1
h
(χ(hn)− χ(hn+ hej))
(
S∗h,ju
)
(n).
We also have
(10.12) [∆disc,h, χh] =
d∑
j=1
(
D∗h,j[Dh,j, χh] + [D
∗
h,j, χh]Dh,j
)
.
In the following, constants C are independent of 0 < h < h0.
Lemma 10.5. Let χ(x) = (1 + |x|2)1/2. Then for any s > 0,∣∣∣1
h
(
χ−s(hn)−χ−s(h(n−y)))∣∣∣ ≤ Csχ−(s+1)(hn), for |y| ≤ 1, n ∈ Zd, 0 < h < 1/2.
Proof. Letting g(t) = χ−s(thn+(1−t)h(n−y)), and noting that thn+(1−t)h(n−y) =
hn− (1− t)hy, we have
χ−s(hn)− χ−s(h(n− y)) =
∫ 1
0
g′(t)dt = h
∫ 1
0
y · ∇χ−s(hn− (1− t)hy)dt.
Since 0 < h < 1/2, we have
1 + |hn− (1− t)hy| ≥ 1 + |hn| − h ≥ 1
2
+ |hn| ≥ 1
2
(1 + |hn|).
Then, we have∣∣χ−s(hn)− χ−s(h(n− y))∣∣ ≤ Ch ∫ 1
0
(1 + |hn− (1− t)hy)|)−(s+1)dt
≤ Ch(1 + |hn|)−s−1,
which proves the lemma. 
Lemma 10.6. For s ≥ 0, we have
‖[Dh,j, χ−sh ]u‖+ ‖[D∗h,j, χ−sh ]u‖ ≤ Cs‖χ−(s+1)h u‖.
Proof. Use (10.10), (10.11) and Lemma 10.5. 
By virtue of Lemma 10.6, [Dh,j, χ
−s
h ]χ
s+1
h and [D
∗
h,jχ
−s
h ]χ
s+1
h are uniformly bounded
with respect to 0 < h < h0 in L
2(Zd).
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Lemma 10.7. Let uh be a solution to the equation
(10.13) (−∆disc,h − z)uh = fh.
Then for any s ≥ 0,
(10.14) ‖χ(x)−su˜h(x)‖H2(Rd) ≤ Cs
(‖f˜h‖L2,−s(Rd) + ‖u˜h‖L2,−s(Rd)).
Proof. Noting that
C−1|k| ≤
∣∣∣∣1h(1− eihk)
∣∣∣∣ ≤ C|k|,
C−1|k|2 ≤
∣∣∣∣ 1h2 (1− cos(hk))
∣∣∣∣ ≤ C|k|2,
for k ∈ R, |k| ≤ π/h, we have
C−1‖∆u˜h‖L2(Rd) ≤ ‖∆disc,hu‖L2(Zd
h
) ≤ C‖∆u˜h‖L2(Rd).
This and (10.13) imply (10.14) for s = 0.
Note that we also obtain
(10.15) C‖ξûh(ξ)‖L2(Td
h
) ≤ ‖Dh,juh‖L2(Zd
h
) ≤ C−1‖ξûh(ξ)‖L2(Td
h
).
Letting gs(n) = χ
−s
h (n)fh(n) and vs = χ
−s
h uh, we have
(−∆disc,h − z)vs = gs −
[
∆disc,h, χ
−s
h
]
u.
By (10.10) and (10.11), the L2(Zdh) norm of the right-hand side is estimated from
above by ‖gs‖L2(Zd
h
) + ‖vs‖L2(Zd
h
). Then (10.14) for s > 0 follows from the case
s = 0. 
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