Abstract. Simple geometric proofs are given for the total positivity of the B-spline collocation matrix and the variation diminishing property of the B-spline representation of a spline.
where [t¡,...,tj+k] denotes a kth order divided difference and u+ := max{w,0}. It follows that N¡ ¿s 0 and supp A7, = (t¡, ti+k). On each interval (/., tj+x), N¡ is a polynomial of order k (degree < k). The B-splines are linearly independent and \ZNj= 1 on [tk, t"]. In particular, if the number x g (tx, tn+k) appears exactly k -1 times in t, then there is only one B-spline which is nonzero at x and its value at x is one. For these and other properties of B-splines, see [3] .
2. Knot Refinement. We say that the knot sequence s is a refinement of t if s contains t as a subsequence. Our only tool in the subsequent arguments is the observation that any B-spline N = Nt is a positive linear combination of some of the B-splines N' := Nj s for the refined knot sequence s. Precisely, (2.1) Kj-T.*jWi'
with et: nonnegative, and supp «7 = [/, u] , where (sh su + k) is the smallest segment of s containing (tj,...,tj+k) as a subsequence. We first prove (2.1) for the special case that i.e., s is obtained from t by the addition of the knot sv (satisfying tv_x < s" < tv, of course). Then We can combine this with (2.2) into one formula, as follows: The coefficient function a, in (2.1) has been called a discrete B-spline. The above argument shows that the matrix (aAi)) is the product of bidiagonal matrices with nonnegative entries, hence totally positive by Cauchy-Binet. This is the basic idea behind the proof of such total positivity in Jia [4] .
3. Variation Diminution. We use the customary notation S~(a) for the number of (strong) sign changes in the sequence or function a. We want to show that S~(LXjNj) < S~(X), i.e., the spline/:= Y.xXjNj changes sign no more often than its coefficient sequence X. This follows from: (ii) //, in addition, x e (tx, tn+k) appears as a knot in s with (exact) multiplicity k -1, then X'y = f(x) for some j.
Property (ii) is clear. To prove property (i), we first consider the special case when s is obtained from t by the addition of a single knot. In that case, we infer from (2.4) that LhNj^iXjdl -yj)N/ + yJ+1N/+1). Proof. Let /= ¿Z" X¡Nj. We want to show that, for any increasing real sequence (Zj)[, S"((/(z,)))< ^"(X). We can assume that the z¡ are not knots and that z¡ e (tx, tn+k) (since/ = 0 outside this interval). Let s be a knot refinement of t such that each z, appears exactly k -1 times in s. Then, from (3.1(h)), the sequence (f(z¡))[ is a subsequence of X and the desired result follows from (3.1(i)). D It is sometimes useful to visualize the coefficients (\.) geometrically. If t* := (tj + x + • • • + tj+k_x)/(k -1), then the continuous piecewise-linear function P(f, t) with vertices (t*, Xj),j = 1,...,«, is called the B-polygon of/. This polygon changes sign exactly as often as X. For a single knot refinement s of t, the points s* are related to t* as in (3.2), i.e., s/ = Y//-i+(l -y,)tf.
Hence, the vertices of P(f,s) lie on P(f,t); which is another way of viewing property (3.1(i)).
4. Spline Interpolation. We now consider spline interpolation at nodes (x¡)", xl < x2< • ■ • < x" (later we allow coalescence). Given (y,)", we have the interpolation problem LAy.^U) = v" / = 1, ,n, with coefficient matrix (4.2) A:= At:=(NJ(x,))';j^.
In case x¡ = t-, we require that this point appear at most a total of k times in x and t. We will show that A is totally positive and furthermore characterize which minors of A are strictly positive. For this, let B be a square submatrix of A, B = A(I,J):=(NJ(xl))lsfJSJ, with / and J subsequences of (1,2,... ,n) of the same length, I =:(ix,...,im), J =-(ji,...,jm), say. We call such a submatrix "good" if all its diagonal entries are nonzero. This is a natural distinction to make here because Therefore, retaining in (4.5) only terms with otj(K) # 0, we have kp -jp or jp + 1, all p. Thus K is strictly increasing unless kp = kp+x for some p (possible in case j + 1 = jp+i). But, in the latter case, the determinant is trivially zero and hence can be ignored. This finishes the proof of (4.4) for this special case. We prove the general case by induction on the length difference d:= |s| -|t|, having just proved it for d -1. Assuming it correct for a given d, let r be a refinement of t with |r| -|t| = d + 1 and let s be a one-point refinement of t which is refined by r. Then, with The proof of (4.4b) is a bit more complicated. It can be skipped if only the total positivity of A is of interest. We must show that supp6, = supply, with ßj(L) := ßh(lx) ■ ■ ■ ßjlm). Suppose first that ßj(L) = 0. Then ¿,(/) = 0 for some j e J, I e L. Therefore, from (2.6), E a,(¡ )a'í(l) = 0, and, since all terms in this sum are nonnegative, they must all be zero. Thus, a.j(K)a'K(L) = 0 for all K. But by induction hypothesis, supp a'K = supp a'K, therefore also aj(K)a'K(L) = 0 for all K. We conclude with (4.6) that supp bj c supp/?y.
To see that supp bj d supp/?y, we must show that
Since supp a'K = supp aK, this implies that a(K)a'K(L) ¥= 0 for this increasing K, hence also bj(L) # 0 from (4.6).
For the proof of (4.7), it is sufficient to show the existence of a AT with Proof. We already proved that det B = 0 unless B is "good". Now, to prove that a "good" B has a positive determinant, we choose a refinement s of t so fine that (4.9) for each i G /, N/(x¡) * 0 implies that Nj'(xp) = 0 for allp # i.
Then each A'(I, K) appearing in (4.4a) has at most one nonzero entry in each column, hence is "good", therefore, nonzero, only if it is diagonal, in which case its determinant is obviously positive. To finish the proof, we must show that at least one of the matrices appearing in the sum in (4.4a) with a positive coefficient is "good".
Here is one such. Choose K so that sk is the first point in s to the left of x, , *p * 'p p = 1,... ,m. Since A^ (xj ) * 0, this implies that a, (kp) + 0, allp. D Corollary (I. Schoenberg and A. Whitney [7] ). The interpolation problem (4.1)
has a unique solution for all ( y¡)x if and only ifx¡ G supp A/,, / = 1,... ,n.
We can also allow coalescence of the interpolation nodes. If (z¡) is such a nondecreasing sequence of nodes, then we can think of it as the limit of strictly increasing sequences (x,). Correspondingly, repetition of a z, corresponds to repeated or osculatory interpolation, i.e., the matching of higher derivatives. Precisely, (4.1) becomes « (4.10) £ty>*ty(2,)-.K" i = l,...,n, i where ¡u, is the number of y < i for which z} = z,. We still require that any point appear at most k times totally in z and t. The coefficient matrix of (4.10) is The necessity of (4.13) is proved in the same way that the necessity of (4.9) was established.
The sufficiency of (4.13) is proved by making slight modifications to the earlier proof. For this, it will be convenient to allow a point z; to appear a total of more than k times in s and x. This is acceptable provided we stipulate that all B-splines and their derivatives be interpreted as right limits at such z¡, that is at z,+ . With this, let s be a refinement of t such that each node z, appears as a knot in s exactly k times, and similarly each /, appears in s exactly k times. If J satisfies (4.13), we choose L so that s, = z, and the number of / < /" with s,• = s, is u,. Since the 
