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The interrelationship between distinct umbra1 calculi is studied. These ideas are 
applied in particular to q-umbra] calculus, which shows how Andrews’ q-theory 
relates to the q-theory discussed in the previous paper by the author. The q-Hermite 
polynomials and basic hypergeometric series are briefly discussed. ‘(‘1 1985 Academic 
Press. Inc. 
1. INTRODUCTION 
In this paper we continue the study of the umbra1 calculus begun in [8] 
(see also [9, lo]). Some knowledge of Sections l-5 and 11 of [S] would be 
helpful here. 
Recall that for each sequence c, of non-zero constants we defined a dis- 
tinct umbra1 calculus, used in the study of polynomial sequences s,(x) 
whose generating function has the form 
-1 Jk(X) c- tk = 1 ~ d(t)) 
k=o ck .&Q(t)) 
where g(t)=g,+g,t+ ~..(g,~O),~f)=f,t+f,t~+ ...(.f~ #O) and 
e,(t)= f x” tk. 
k=O ck 
We called these sequences s,(x) Sheffer sequences. In Section 11 of [8] we 
touched briefly on the q-umbra1 calculus, defined by 
c =(1-4)(1-q2)...(1-qqn) 
n 
(l-4)” 
Our objective in this paper is to begin studying the relationship between 
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distinct umbra1 calculi whose defining sequences c, are related. We have 
restricted attention to the case f(t) = t. 
The first step, in Section 2, is to extend slightly the notion of Sheffer 
sequence (for f(t) = t) to include sesquences r,(x) for which 
tk=L (t) 
s(t) -x 
(1.1) 
where g(t) and ~,~(t) are as above. Notice that the sequence d, on the left 
may be different from the sequence c, used in defining E,(t). While this 
extension is modest from one point of view, namely that (d,/c,) r,(x) is 
Sheffer in the c,-umbra1 calculus, it does serve a useful purpose. For exam- 
ple, the q-umbra1 calculus in [S] employs the identity 
E,(t)Sn(X)= i ; 
0 
sk(x) s,-k(4)) 
k-0 Y  
whereas Andrews’ q-theory [3] employs the identity 
Clarification of the roles of these identities is made possible by the afore- 
mentioned extension (see Theorem 2.5). We call sequences r,(x) satisfying 
(1.1) basic sequences, although this term is a bit overused. 
In Section 3 we consider a class of operators whose importance in the 
umbra1 calculus was recognized by Andrews. In Section 4 we study the 
relationship between the exponential-type series E.,(t) for different umbra1 
calculi. It is this series which lies at the heart of the theory. 
Sections 5-7 are devoted to the q-umbra1 calculus and related umbra1 
calculi. The q-Hermite polynomials, among others, are placed in the con- 
text of the umbra1 calculus. Infinite products are discussed briefly. Heine’s 
theorem [ 11, p. 921 is shown to be nothing but a generating function and 
the basic analog of Gauss’ theorem [ 11, p. 971 is shown to be but a special 
case of a result from Section 4. Space limitations force us to postpone to a 
sequel a more detailed discussion of these umbra1 calculi or of others. 
In Section 8 we discuss very briefly some additional expansion formulas, 
including Carlitz’s q-analog of a special case of the Lagrange inversion for- 
mula. 
We wish to express our indebtedness to Andrews’ work [3]. The 
influence of his ideas is clearly visible in this paper. 
4WlO7,1-15 
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2. BASIC RESULTS 
A sequence c, of constants is admissible if c, # 0 for all n 3 0. We shall 
use boldface type to denote admissible sequences-c for c,, d for d,, etc. 
For each admissible sequence c we define linear functionals and 
operators, as in [8], by 
0: I x”> = C,8n,k, 
tkXn= cn n- k 
c -- 2 k6n, 
C n-k 
= 0, n < k. 
The subscript c is needed since we shall be dealing with more than one 
admissible sequence at a time. 
We recall from [S] that the sequence s,(x) is Sheffer for (g(&), t,), 
where g(t) is invertible, if and only if any one of the following equivalent 
conditions holds: 
tl) (g(b) t: 1 sn(x)) =cndn,k, 
(2) (s(b) I s,(x)) = co~n.09 w,(x) = (C,IC,~ 1) 3, 1(x), 
(3) c,?=o (sk(x)/ck) ~k=&r,c(~)/g(r)2 where %.c(~)=~~~~ tXkICk) fk. 
Notice that (3) is a formal equation in the formal variables x and t and so 
there is no need for a subscript on t. We say that s,(x) is Sheffer for t, if it 
is Sheffer for (g( t,), t,) for some invertible g(t). 
Let c and d be admissible sequences and let L be a linear functional for 
which (L ) 1) # 0. We say that the sequence p,(x) is the basic sequence for 
CL 4 L) if 
(1) degdx) = n, 
6’) U’l P,(X)> = ddn,ot 
(3) t,p,(x)=(d,ld,-,)p,~,(x). 
For each choice of sequence c the linear functional L has a series reresen- 
tation gl,c(te) = ~~zO [(L 1 xk)/Ck] t,“. Thus as linear functionals 
L = gL,J tC). Note that g, Jt) is invertible since (L I 1) # 0. 
The following theorem’is immediate from the definitions. 
THEOREM 2.1. The following are equivalent. 
(i) p,(x) is basic for (t,, d, L), 
(ii) s,(x) = (c,ld,)p,(x) is Shefferfor (gL,Jfc), t,), 
(iii) <gL,c(fr) t: I P,(X)> = ddn,/c 
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(iv) P,(X) = (44,) gL,JW1 xny 
(v) c,P=o (PkbWk) tk= ~y,eWlgL,eW. 
Part (iii) of Theorem 2.1 gives us a version of the Expansion Theorem 
and its important corollary. 
THEOREM 2.2. Zfp,(x) is basic for (t,, d, L) then 
h(t) = f (h(fc)kpk’x)) gL,e(t) tk. 
k=O k 
THEOREM 2.3. Jf p,,(x) is basic for (t,,d, L) then 
p(x)= c 
(gdfc) tt I P(X)> 
dk 
PktX). 
k>O 
A useful way to organize basic sequences is as follows. For each linear 
functional L satisfying (L 1 1) # 0 we define the L-table or L-matrix to be 
the matrix whose rows and columns are indexed by the 2Ko possible 
admissible sequences and whose (c, d) entry is the basic sequence for 
(t,, d, L), which we may denote by B,,,(L). In L-table language, part (i) of 
Theorem 2.1 says that those entries of an L-table which are Sheffer sequen- 
ces are precisely the diagonal entries B,,(L). According to part (ii) of this 
theorem, entries in the same row of an L-table are related in a simple man- 
ner. Borrowing notation from the old style umbra1 calculus we may write 
More exactly, if p,(x) is basic for (t,, e, L) and T,(X) is basic for (t,, d, L) 
then 
P,(X) =: r,(x). 
n 
The columns of an L-table present more of a challenge than the rows. It 
is our intention to give an algebraic identity which characterizes these 
columns. We begin with a result of Andrews [3], in a slightly different 
form, which characterizes the operators t,. Let oY be the linear operator on 
polynomials defined by 
0.” P(X) = P(W). 
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THEOREM 2.4. Let z be a linear operator on polynomials. Then 5 = t, ,for 
some admissible sequence c tf and only tf 
zx”#O alln>O 
TOY = ya,. z 
for all constants y. 
Proof One easily sees that tCovx” = ya, t,xn and t,x” # 0 for n > 0. For 
the converse, set r,~? = s,(x). Then ys,(xy) = ya,s,(x) = Y(T,.ZX’ = 
vJ,.xn = y”rx”= y”s,(x). Setting x = 1 and changing y to x gives 
TXn = s,(x) = s,( 1) xn I, n > 0, 
71 = Q(X) = 0. 
Since s,( 1) # 0 (otherwise txn = 0) we may set 
c”=s,(l)s2(1)~~~s,(l)co 
with c0 #O arbitrary. Then rxn = (c,/c,_ ,) x’- ’ = t,x”. Thus z = t,. 
We are now ready to characterize the columns of an L-table. 
THEOREM 2.5. The sequence p,(x) is basic ,for (t,, d, L) for some 
admissible sequence c if and only if deg p,(x) = n and 
p,(xy)= f -&P*(“)Y*(L I PGk(XY)> (2.1) 
for all constants y. In other words, p,(x) is in the dth column of the L-table {f 
and only if it satisfies (2.1). 
Proof First assume p,(x) is basic for (t,, d, L). The Expansion 
Theorem gives 
” Pk(XY) 
P,(XY) = c 7 (gL,C(tc) t: I P,(XY)>. 
k=O Lk 
But 
(gL,c(fA c I P,(XY) > = (gl,e(tc) I Co., P,(X) > 
=Yk(gl,C(tc) I o.“t:PH(x)) 
dn 
=-Yk(L I %Pn- k(X)) 
4, k 
and the result follows. For the converse, suppose deg p,(x) = n and p,(x) 
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satisfies (2.1). Then let r be the linear operator defined by 
zp,(x) = (d,/d,- ,)p,- I(x). Now (2.1) can be written as 
and applying z gives 
= YQ.v7Pn(X). 
Thus 7~~ =~a,7 and since 7xn # 0 we deduce from Theorem 2.4 the 
existence of an admissible sequence c for which 7 = t,. Thus 
t,p,(x) = (d,/d,_ ,) p,- ,(x). Finally, setting y = 1 in (2.1) and comparing 
coefficients of pk(x) on both sides gives (L I p,(x)) =do6,,o. Hence p,(x) 
is basic for (t,, d, L) and the proof is complete. 
Let us consider Andrew? q-theory in the present context. Comparing his 
Definition 1 in [3, p. 3491 with (2.1) one sees that his theory is devoted to 
the dth column of the Ed table where s1 is evaluation at x = 1 and 
d, = (1 - q) . . . (1 - q”)/( 1 - 4)“. Incidentally, this explains why there is no 
transfer formula [8, Eq. (7.1)] in Andrews’ q-theory, for this formula 
reduces to triviality whenf(t) = t. Further, there is a recurrence formula for 
basic sequences, obtained directly from [8, Eq. (6.3)] but unfortunately it 
seems difficult to employ usefully in the present context. 
3. INVARIANT OPEKATORS 
Let us call a linear operator t invariant if 
for all constants y. Andrews [3] used the term Eulerian shift-invariant. 
Some examples of invariant operators are: 
(1) gY and any linear combination of such operators, 
(2) xt, and any polynomial in xrc, 
(3) E’ xktk 
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With regard to the last example, we state without proof (which follows the 
lines of that for Theorem 2.4) the following result. 
THEOREM 3.1. Let z be invariant and suppose TX” # 0 for k < n but 
TX* = 0 for n -C k. Then z = xkt: for some c. 
Invariant operators have their own Expansion Theorem. If L is a linear 
functional then by L, we mean the linear operator acting on polynomials 
in x and y defined by 
L,x”yrn = (L 1 xm> xn. 
We also define the operator L, acting on polynomials in x, by 
Lx”= (L 1 x”) X”. 
Notice that Lx” = L,x”yn= Lyoyxn and so J?= L,a,. 
THEOREM 3.2. Let T be invariant and suppose that p,(x) is basic for 
(t,, d, L). Then 
z = f L (E, I zp/Jx)) x55; 
k=c, dk 
where E, is evaluation at x = 1. 
Proof: We first observe that ~a,p,(x) = oY~pn(x) is symmetric in x and 
y and so, treating y as a variable, we have ro,,p,(x) = ~,~(o.~)?, p,(y) = 
7, p,(xy). Using Eq. (2.1) with x and y interchanged we have 
rp,(x) = ((El)? I a.JP,(x)> 
= ((El).” I ~,P,(xy)) 
=$+ ((&l).v I t,pk(y)> xkL,pn-k(xy) 
kc0 k n-k 
=k:,& 
(% 1 zPk(x) > XkLydyPn ~ kcX) 
= ,go$ (&I I ?k(X)) XkLy~yt:Pn(X)~ 
The result follows. 
Since Z is the identity when L = E, we obtain the following corollaries. 
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COROLLARY 3.3. Let z be invariant and suppose p,(x) is basic for 
(t,, d, cl). Then 
2= f  f  (E, 1 TPk(X)) x”$ 
k=O k 
COROLLARY 3.4. Zfp,(x) is basic for (t,, d, E,) then 
fsz = z $p*(r) xktZ. 
k=O k 
Before we leave this section we observe that 
and so 
= ((ytJk I x”> 
~,*fW =f(yt). 
In other symbols. 
cf(yt,) I p(x)> = U(t,) I p(xy)>. 
4. EXPONENTIAL-TYPE SERIES 
In this section we shall consider the series 
E,,,(t) = f y” tk. 
k=O ck 
This is the “exponential” series in the c-umbra1 calculus. We define the 
linear operator 8, acting on power series in t by 
act&C, k 1. 
c,-,t - 
Thus, for example, (act: 1 x”) = (ck/ck-l)(t~-’ 1 x”) = (ck/ck-1) 
dk-,~k-,,n. It is easy to see [take f(t) = tk and p(x) = x”] that 
Also 
Mt,) I XPb)) = (Jcf(tJ I P(X)>. 
&%,c(t) =Y E y,,(t). 
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Our next goal is to get some information about c?~E,~,,(~). One easily 
verities the next lemma by setting p(x) = x’. 
LEMMA 4.1. <tc&E,,c(tc) I P(X)> = (8, I taP(-V))~ 
THEOREM 4.2. Let s,(x) he Sheffer for (&Jt,), t,). Then 
- <El I tdSk+ *w>t” 
Proof: By the Expansion Theorem 
t&&y,,(t) = f 1 Wd~.“.Ck) I Sk(X)) E.“,,(t) tk 
kc, ck 
= ,c, $ (&I 1 tdSk(XY)> &y.ctt) tk 
from which the result follows. 
If we take d,, = n! then t, is the ordinary derivative D and Theorem 4.2 
gives 
Solving this differential equation we have 
THEOREM 4.3. Let s,(x) he Sheffer for (.zy,,(t,), t,). Then 
A situation which seems to occur frequently is when two admissible 
sequences are related by 
dn= (N I Z(x)> 
where u,(x) is a sequence of polynomials and N is a linear functional for 
which (N I u,(x)) # 0. In this case 
&Jt)= f f tk 
k=O k 
m  
=k?, 
(N 1 r;(x) > tvt)k 
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where the last equality is, in effect, a definition. This leads to the following 
result. 
THEOREM 4.4. Let c be an admissible sequence, u,(x) the basic sequence 
for (t,, c, M) and N a linear functional for which (N 1 u,(x)) # 0. Then if 
we have 
E 
v,d 
(t) = (N I E&t)) 
gM.e(Yt) . 
Next we consider the problem of determining 
equation 
Dk(t) in the formal 
&,,d(t) = f S”oDk(t) 
kc0 ck 
where s,(x) is Sheffer for (g(t,), t,). Clearly Dk( t) exists and in fact 
Dk(t) = <dtc) t,” 1 &J(t)) 
where t is a formal variable and the linear functional g(t,) t: acts on the 
coeffkients of the powers of t (which are polynomials in x). 
Let us suppose that the operators t, and td are related by 
b = u(“,) td 
where u(G.,,) is a linear combination of integral powers of gy. Since 
t,a; = y”alf td we have 
tl = u(a,) u( yo,) . . . u( yk- ‘aJ t;. 
Since tf;c,,d( t) = tke,,( t) we get 
Dk(t)(dtc) 1 t&,d(t)> 
= tk(g(t,) 1 u(a,)“‘U(yk-lay)E,,d(t)). 
Now if 
qt)= f 
k=O 
(g@f: 1 xk) tk 
k 
232 STEVEN ROMAN 
then Wd) I P(X)> = MC) I P(X)> and so 
Dk(t)= fkWd) I U(by)...U(yk-‘ay)&,,d(t)) 
= tk(u(c$)-. u(Yk-‘q 4fd) I Ex,d(t)). 
Finally, since for any series f(t) we have (f( td) 1 ~,,~(t)) =f(t) we get 
Dk(t)=tkU(oy*)“‘U(yk~‘a,*)I(t). 
We have proved the following result. 
THEOREM 4.5. Let c and d be admissible sequences such that 
b = u(a,) fd 
where u(oy) is a finite linear combination of integral powers of oy. Then if 
s,(x) is ,Sheffer for (g(t,), t,) we have 
&,,d(t)= f ““‘“‘1”u(fq- u(yk-‘o.:)l(t) 
k=o ck 
where 
l(t) = f 
k=O 
<gkj 1 Xk) tk. 
k 
COROLLARY 4.6. Let c and d be as in Theorem 4.5 and suppose s,(x) is 
Sheffer for (E,,,(I,), t,). Then 
OcI sk(x) 
&,dtt) = c -tku(a,*)“‘U(yk~l~~~)&,,d(f). 
kc0 ck 
5. THE q-CASE 
Let us first set down the basic facts of the q-case. We set 
(1-q)(l-q2)...((1-q”) c, = 
(1-q)” . 
Then 
C” l-q” - =- 
cn-1 1-q 
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and 
C, n -= 
ckcn-k 0 k4 
is the q-binomial coefftcient. 
The operator t, is known as the q-derivative and we have 
and so 
teXn-l-qnXn-l 
1-q 
tcAx)= 
P(X) -P(P) 
(l-q)x . 
Thus if s,(x) is Sheffer for t, we immediately have the recurrence 
s,(x) - s,(qx) = (1 -4”) xs,- I(X). (5.1) 
The operator t, is related to ay by 
a,=l-(l-q)xt,. 
The operator 8, is given by 
8 
E 
f(?) J-(t) -f(qt) 
(I-9)t 
and satisfies the Leibnitz formula (see [S] for an umbra1 proof) 
The q-exponential series 
Ey,&)= f f. (yt)” 
k=Ock 
satisfies dcc,,,(t) =ys -“,= (t), which using (5.2) is 
E,,c(@) = (1 - (1 - 4) Yf) Ey,,(t). 
We also note that 
(5.2) 
E,,c(t) = E&f) 
Qv,&) ~ l = -JQ(qt) ~ l 
&~y,cW &z,,(t) = (Y + z - (1 - 4) yzt) E,,,(t) E&J?). (5.3) 
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The q-binomial coefficients have important combinatorial significance 
[6, 73. In [7] it is shown that when q is a prime power the number (z), is 
the number of vector subspaces of dimension k of a vector space of dimen- 
sion n over the field GF[q]. Following [6] we set 
G,=i ; , 
k=O 0 Y  
Then G, is the number of subspaces of an n-dimensional vector space over 
@‘[ql. 
Now we first observe that 
From this we obtain some of the simplest properties of (;)y, 
and 
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Next, using (5.3) we have 
If we take y = z = 1 we get the recurrence 
G,=2G,p,-(1 -qnp’)G,pz 
andifwetakey=-1 andz=l weget 
A,=(1 -q”-‘)Anp2. 
Basic umbra1 techniques can be used to determine solutions to certain 
recurrence relations. For example, in [2] Al-Salam determines those 
sequences s,(x), Sheffer for t,, which are orthogonal, that is, which satisfy 
the recurrence 
s,+l(X)=(X--h,)S,,(,~)--d,s,~,(X), (5.4) 
so(x) = 1. After determining h, and d,, Al-Salam simply states the 
generating function of the solution. Let us give a complete, yet simple, 
umbra1 solution. Suppose s,(x) satisfies (5.4) and is Sheffer for (g( t,), t,). 
Applying the linear functional g(t,) tf to (5.4) gives 
(dt,) tl I s,+ 1 (xl>= (s(L) tf I (X-h,)Sn(X)) 
- (s(t,) f: I d,s,-(x)). (5.5) 
Then we observe that 
(g(b) ti 1 s,+ Itx)) = Cksk.n+ 1 = 
and 
(g(b) $ 1 sn-1(x)) =Ckhk,n- 1 = -& dt,) 6+’ 1 &ix,>. 
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Thus from (5.5) we get 
~g(t)fk~‘=a~g([)fk-bkg(f)fk-~dk+ig(f)fk~+l. 
ck-l ck+ 1 
Using Leibniz’ formula 8, g(t) tk = (ck/ck , ) g(t) tk- ’ + qktka, g(t), and 
rearranging gives 
this for all k > 0. Therefore 
hk = qkb, 
d k+l= y qkd, 
and am = (h3 + d, t) g(t). 
Recalling Eq. (5.3) we see that 
where y + z = 6, and (1 - q) yz = d,. The generating function for s,(x) is 
thus ~,,cW~,,,,W 4t). 
In [2] Al-Salam also shows that those sequences Sheffer for t, and 
orthogonal on the unit circle are characterized by satisfying the recurrence 
s,+,(x)= (X+Y+W)S,(X)-Y(l -qflb.L,(X). (5.6) 
An umbra1 solution to this recurrence is as follows. Using (5.1) in (5.6) we 
get 
s,+ l(X) = (x + /%I”) s,(x) + Y&(qx). 
If s,(x) is Sheffer for (g(t=), t,) then applying the linear functional g(t,) 
gives 
o= (a,g(L) I S,(X))+Bqn(g(Q I s,(x)) +Y(g(qtc) I s,(x)). 
Now q”(g(t,) I s,(x)) = qnc,dn,o = c,b,,.,, = (g(t,) I s,(x)) and so, as 
before, 
a, g(c) = -L%(l) - Yd@). 
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Using (5.2) we get 
g(qt) 1 + (l-4) Pt -= 
k!(t) l+(l-q)yt’ 
Finally, recalling that .sv,c(qt)/E,,,(t) = 1 - (1 - q) yt we have 
&-,,,(t) 
g(t) =- E-,,,(t) 
and the generating function for s,(x) is E _ J t) s,,,( t)/c ~&t). 
Let us return to some examples of Sheffer sequences. 
1. We write s,(x) = [xly,, for the Sheffer sequence for (r,Jt,), t,). To 
determine [xl,,, we first observe that [Y]~,, + , = (cY,,( tc) 1 [x]~,~ + , ) = 0 
and so we may set 
[xl,.,,+ L = (x-y) Y,(X). 
Now Leibniz’ rule gives 
Ck+lfin+l,k+l = (~.,.,&A Cfl I Cxlv.n+*> 
= (~,,c(tc) t:+’ I 6-Y) r,(x)) 
= w-Y)~,.,ck) tE+’ I r,(x)) 
= y (~.,&8c) t: I r,(x) > 
and since c,.,,(qt) = EyJ t) we get 
<&/.Jtc) tt I r,(x)) = Ck6H.k. 
Thus r,,(x) = [x]~.,,,~ and so 
[xl y,n+ 1 = bF!JDlyw 
leading to 
CxlJv7= (x-YK- w)... (X-C ‘Y). 
The generating function for [x]~“,~ is 
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Setting x=0 and noticing that 
co1 !J,k = ( -YY 8) 
we get 
1 - = 
E,&(t) 
i (-9)” q(:)tk 
k=lj cl, 
(5.7) 
Equation (5.1) is the recurrence 
Cxly.,- C4xl,,,= (1 -Y”) xcxlL,~~ I’ 
Theorem 2.5 becomes 
The exponential I,.,, is related to infinite products. With regard to 
Theorem 4.3, setting y = 1, we get 
(E, 1 DIXlk) = (8, 1 D(x- l)..+-qk 1)) 
=(I-q)...(l-q”-‘) 
(1 -dk ck 
=I-qk 
and so, as Andrews [3] has observed, 
El.At) = exp i 
1 Ccl-dflk 
&,1 k 
[(l-q) [I” 
;=Ok=l 
=exp 5 log(l-(l-q)q/t)P’ 
,=O 
Thus 
El,c(tl(* - 4)) = 1’1 J-7 
,=o 1 -et 
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The above calculations can be justified on various grounds, for example, if 
141 < 1 and ItI < l/( 1-q). 
Combining this with the generating function for [xl,,, we have 
O” l-(1-q)4’y’ n j=,1-(1-dq’x’ = ,To L+ tk. 
Replacing t by t/( 1-q) and using the notation of basic hypergeometric 
series, ck( 1 - q)k = (q; q)k and [xl,,& = x”( y/x; q)k, this becomes Heine’s 
theorem [ 11, p. 921 
= Id0CYl-T 4; xtl. 
The Expansion Theorem gives 
and 
The Expansion Theorem also gives 
XC& = 
But 
+ (@c)k Y~,,c(tc) I CXlyJl > 
= CkSn.k- 1 + qkyCk6k.n 
409/107/l-16 
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and so 
XCXly,n = bly,n+ I + @mq”.n. 
In the Expansion Theorem for invariant operators (Theorem 3.2) let us 
put p,(x) = [x] l,n = [xl,. Then L = E, and 
5= f J- (E, 1 T[X]k) x”$ 
k=O ck 
In particular, if z = a: then for k > m + 1 we have [qm]k = 0 and for k G m 
we have 
qq-l)kq(:)C” 
c m-k 
= ((q- l)kq(%* Jt,) tk 1 xm>. E 
Thus 
cm= f 4 (q-l)kq(i)(E1 (t)tkIXm)Xktk .c c c C’ 
k=,, ck 
For any polynomial p(x) we get 
da,)= c ~ Cc (q- lJk q(Q, (t ) tk 1 p(x)) xktk. ,c c c E 
k-0 ck 
In case p(x) = [x]~ we obtain 
[oJn= (q- 1)” q(;)x”t:. 
We shall use this formula later. 
2. The Sheffer sequence for (e,,,,(t,) ~ ‘, t,) is 
ffnk Y) = ~y,c(L) xn 
(5.8) 
n n 
=z() k ’ 
n ~ kXk, 
k=O 4 
The polynomials H,(x; 1) are known as the q-Hermite polynomials. We 
have 
Oc Hk(x;y) c - tk =&y,,(t) E,+(t) 
k=O ‘k 
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and for 1 q 1 < 1, 1 t 1 < l/( 1 - q), 
m Hk(-?Y) c tk= fi 1 
k=o ck j=O t1 -t1-4) dYt)tl -tl-q) gxt)’ 
Equation (5.1) is 
HA-c Y) - ff,(qx; Y) = (1 - 4”) xH,- ,(x; Y). 
The Expansion Theorem gives 
But 
n+’ (I,,, - l te I xffn(x; Y)> 
xH,(x; y) = 1 
H (x. y). 
k > 
k=O ck 
< ~,,,k) - l t, I xH,(x; VI> 
= a~.&) - l tt I ff,(x; Y)> 
and so 
= 
( 
2 ~?.,,Oc) - l t ’ - (qOk Y~y,c(@c) l I H&i Y) > 
= Ckhk.n+ 1 -YG,,,k) - l t: I ffrI(qx; Y)> 
xH~(x; y) = ‘f ’ tCkBk,,,+ 1 
k=O ck 
-.+v,&,)-~ t:Hn(qx;y)))Hk(x;y) 
a+ l <~,,ck) - l t: I H,(qx; Y)> 
=fJn+lkY)-Y c Hk(x; v) 
k=O ck 
= H, + 1(x; Y) - yH,(qx; Y). 
Thus 
Xn= f: (%,ekY t: I x”> H (x’y) 
k 9 
k=O ck 
which, using (5.7), gives 
( -yypk q(“Y k)Hk(x; y). 
4 
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The Expansion Theorem also gives 
k=O 
Writing out H, (x; z), observing that H,- k(y; z) = H,, _ Jz; y) and setting 
y = 1 gives 
Hn-kk 1 )cxlk. 
4 
Now in this equation we may replace x by the operator c4 and since the 
resulting equation holds for all z, we may replace z by x giving 
n-k+ f 
k=O 0 
; Hn-k(X; l)bqlk* 
4 
According to (6.8) 
[a,],H,(x; 1)=(q-l)*q(‘)+ XkH,-k(X; 1) 
m-k 
and so 
“-ko;Hm(x; 1) 
=:,(n), (:lq c,(q- l)kxkffn-k(x; 1) H,,-,(x; 1). 
It remains to evaluate the left side of this equation. For n = 1 we get 
(x+~,W,(x; l)=H,+,k 1) 
and for n = 2, observing that cqx = qxcq, we have 
= (x2 + (1 + q) xoq + c;) H,(x; 1) 
= (x2 +x0, +0,x + c;) H&x; 1) 
= (x + crq)2 H,(x; 1) 
=ff,+2k 1). 
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One easily sees, by induction, that 
and so we finally have 
Hm+n(x; l)=jo (3, (3, c,(q- l)k~kHn-k(X; 1) H,,p,(x; I), 
a result first established by Carlitz [S]. 
6. A RELATED UMBRAL CALCULUS 
In this section we shall consider the umbra1 calculus defined by setting 
d,, = 
for CI # 0. Then 
d, q’--“Cn =- 
d n-l -a c,-, 
and d A= k(k-n) 
dkdn-k ’ 
The operator t, satisfies 
4 
1-n 
tdXn =- &X” 
-a 
1 =-cy-, t,xn 
-a 
and so 
1 
t, =- by-l t, 
-a 
and 
tdP(X)=qP(.yl+P(4 
-a x-qx . 
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If s,(x) is Sheffer for f,, we have 
s,(x/q) - s,(x) = (q-n - 1) xs, ,(x). 
It is easy to see that 
o,+=l+(l-qq)crxtd. 
The operator ad satisfies a Leibniz-type formula 
ad.f(f) g(t) = -; +&f(t) g(t) 
=f(+l)~dg(~) + 4(t) adAt). 
The exponential series E,,~( t) satisfies 
&,,d(ed= (1 + (l-4-1bY~)E,‘,dw? 
ad&,,&) - ’ = -Y&y,dWd ~ l 
and 
~d&,dO) %d(t) = (Y + z + (1 - 4- ‘1 clyzt) q,(t) %d(t). 
Theorem 4.4 shows that 
For 141 < 1 and ItI < l/(1 -4) we have 
%,dtz)= fi c1 -tl -q)4/clyt). 
/=O 
The connection between d and c can be seen for c( = -1 by observing 
that if q is replaced by q - ’ in d,, one obtains c,. 
Results similar to those of Section 5 may be obtained here in a com- 
pletely analogous manner. For example, the numbers 
G;= i qk(k-n, ; 
k-0 0 Y  
satisfy the recurrence 
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A solution to the recurrence 
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so(x) = 1, Sheffer for td, occurs when 
6, = q -“ho, 
d ntl e n+l = -dq--n”el n 
in which case the solution is Sheffer for (g(t,,), td) where 
g(t) = Q(f) k?,dr) 
with y+z=b, and (q-l- l)yz=e,. 
The main reason for introducing the present umbra1 calculus is not so 
much for the above results but rather for results obtained by relating this 
umbra1 calculus to the q-umbra1 calculus (which are to follow). 
Let us turn next to Sheffer sequences. 
3. The Sheffer sequence for (~(t,,), t,,) is 
In a manner similar to that of Example 1 we see that 
s,(x;y)= (x-y)(x-q-‘y)... (X-qp-l’y). 
The generating function for s,(x; v) is 
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For 14) < 1 and ItI < l/(1 -4) 
k 
4. The Sheffer sequence for (~,,~(t,,) - ‘, td) is 
Giw)=~,,d(~db” 
These polynomials were introduced by Carlitz [S] for y = 1. The 
generating function is 
’ Gk(X;Y) 
= dk 
~ fk = &y,dtt) &x.dtt) 
k O 
1 
and for 141 < 1, ItI < l/(1 -9) 
tk= fi (l-(l-q)qkyt)(l-(1-q)g’xt). 
/=O 
As in the q-Hermite case we find that 
G,+,(x;Y)=(x+Y~,-OG,(X;Y). 
Now that we have two distinct umbra1 calculi we may consider 
Corollary 4.6. Since 2, = --cto,td we have y = q and ~(a,) = --aa,. Thus 
u(cJ,* 1 . . . u(q k ~~ ‘CT:) &,,d( t) = ( -IX)” ,(‘) a,*k&,,( t) 
= ( -~)kq(%z,d(qkt) 
and Corollary 4.6 becomes 
&,,d(t) = f w q(‘)CX,,ktkF-d(qkt). 
k=O ck 
Now we divide both sides by ~=,~(t) and observe that for )qj < 1, 
Itl <l/(1 -41, 
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and so 
1o l-(l-q)&xt n jco 1 - (1-q) g’azt 
1 
1 -(l -q)qbzt’ 
Replacing t by t/( 1 - q) and setting CI = 1 gives 
Cc l-q'xt 
. f  (4% q)k 8) 
r I  ~- 
---= 
i=o 1 -&t k=O (2; 4)k (4; 4)k 
(-xt)k. 
7. ANOTHER UMBRAL CALCULI 
Let us take 
where a # 0 and a # CI. Then 
en 1 c -= n 
en- 1 a-aq”-’ c,_ ,’ 
en 
-= 
ekenmmk 
In the notation of basic hypergeometric series [a].,, = a”(cr/a; q), and so 
and 
en cala; q)ktalai q)n-k n -= 
enen-k (ala; qL 0 k Y’ 
Observing that 
(a-m,) t,xn= &(a-cdel)xHpl 
= t,xn 
we have 
1 t, =- 
a-cm, tc. 
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According to Theorem 4.4 
For 141 < 1 and It/ < l/(1 - q) 
7 1 -(l -q)q’ayr 
E,,e(~)= n 
j=01-(l-4w?Y~’ 
We also remark that 
&Jqf) =a Gq&P) 
l-(1-q)uyt 
E > =1-(l-q)ayt J.e (t). 
Let us have more Sheffer sequences. 
5. The Sheffer sequence for (E?,,,(t,), t,) is 
‘-n(X; Y) = El.,,(b) ~ ’ X” 
[al,,,-k[~l,,k,,,-kXk, 
Ea1a.n 
The generating function is (cf. [3, p. 365, Eq. 9.41) 
r: c---- rk(xi Y) [k _ Ex,e(r) 
kc0 ek E.v,e(t) 
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For 141 < 1, IfI < Ml 4, 
O” r!Jx;.Y) c---- 
k-0 ek 
Theorem 2.5 is 
We also have 
z rk(x;y) c---- tk = E,,~(uf) ‘,,,c(~‘) 
k=O ek E,.,c(at) E,,c(~t) 
= f [XL (&)i f b1.X.l (at)' 
j=O '1 !=o ci 
=~,(,I(;),~ [xl,,,[&-i)~ 
and so 
6. The Sheffer sequence for (I ~ ‘, t,) is 
4&Y Y) =&y,,(k) xn 
The generating function is 
Ukk Y) c- 
ek 
Next let us consider Corollary 4.6. Here we have t, = (a - CXJ,) t, and so 
~(a,) = a - a(~~. Thus 
40:) ... u(q k-‘Oq*)E,,,(t)=(a-~aa~)...(a-~~~’a,*)&,,,(t). 
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For practice we take k = 1, 
[ 
l-(1 -q)azt 
= a-Ml-(l-q)cl!zl 1 &At) 
For k = 2 we have 
a--a 
c. (2). 
= 1 - (1 - q) Clzt -,e 
(a - MO,* )(a - xqo,* 1 I,, 
= (a - aqE,*) 
a--a 
E (t) l-(1 -q)azt =,e 
i 
a-u 
= a 
l-(1 -q)azt 
a-cr l-(1 -q)azt 
-lql-(l-q)C(zqtl-(l-q)xzt 1 
E,,,(t) 
a--cr a-aq 
=1-(1-q)txztl-(1-q)txzqt E,.,(t). 
From here it is an easy matter to see (by induction) that 
(a-aaf)...(a-aq”~~‘a,*)E,,,(t) 
(a-CI)...(a-uq”m ‘) 
=(l-(l-q)azr)...(l-(l-q)ctzq”-‘(t)SZ~~(f) 
k-l 
= [Iala.kEZ,dt) n 
1 
,=o 1 - (1-q) azq’t’ 
Thus Corollary 4.6 becomes 
E,,+(t)= f !z!Q [X]=,Jk 
k=o ck 
Dividing both sides by I=,, and replacing t by c/( 1 - q) gives 
O” (1 -qazt)(l -q’axt) 
= ,d,(a/a; z/x; cizt, q; axt). 
This is the basic analog of Gauss’ theorem [ 11, p. 971. 
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8. SOME ADDITIONAL EXPANSIONS 
In this section we shall very briefly consider some expansions, including 
Carlitz q-analog of the Lagrange inversion theorem [4]. A more thorough 
discussion must await a sequel to this paper. Let c, = (1 -4) ... 
(1 - q")/( l-q)” be as in Section 5. 
Recalling the generating function for [x]?,~ we begin by observing that 
< E,,c(q ~- “t,) t: I E,.,c(q ~ k+ ‘f,) ~ ’ xk > 
ck 
( 
&.“,e(q -“a 
IX 
k-n =- 
Ck-n E.v,c(q-k+lrc) > 
ck =- 
Ck-n 
f CYq-nl.“q-~+~j 
j=O ci 
=c [Yq-nlyy-k+l,k--n 
= cd,.k. (8-l) 
From this we obtain the expansion 
k=O ck 
P-2) 
valid for all series f(t), since it holds f(t) = E,,,(q -“t) t” for all n 3 0. 
Variations on this expansion are possible since for any invertible g(t) we 
have 
f(r)= f (f(b) 1 g(r.b,:;-k+l’C)-l Xk> g(t)-’ Ev,,(q-kt) tk. 
k=O 
Also, from (5.7) we get 
&,,,(q-k+ '2,) - ' Xk = 1 
O" (-~q-*f')q(~)rjxk 
'i 
c 
j=O 
and so (8.2) can be written 
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As a simple example, if we set f( t) = so,<(t) = 1 then we get 
1 = z (-)‘)*,-(;),, (q--kt) tk, 
k=o ck 
,.c 
Setting y = I/( 1 -q), multiplying by c,,,,(t) ~’ and observing that 
~y,,(q~“t)/~,,,(t)=1/(1-(1-q)tq~k)~~~(l-(l-q)tq~1) we have (after 
replacing t by t/( 1 -q)), 
fi (l-Q+ f (-Uk tk 
j=O k-0 ck(l -dkq (l-tq-k)...(l-tq-‘j 
In Slater’s [ 111 notation this is 
fi (l-t&= f (-qkq-(i) tk 
/=O k=O (qpkt; q)k(q; dk’ 
Incidentally, in the terminology of [9] the sequence sk(x) = 
Ey,cwk+ ’ t,)- ’ xk is known as a decentralized Sheffer sequence. Moreover, 
Theorem 4.4 of [9] gives a formula which shows that if 
(&y,c(q-ntc) t; 1 Sk(x)) = ~,,b,,~ then sk(x) =~~~~~(q~~+‘t~)~~ xk. Thus the 
sequence Sk(x) was not obtained by sheer guesswork. But since we assume 
no familiarity with [9] we have given the derivation (8.1) above. 
In a similar way we may verify that 
(E,,c(q”tc) - ’ t: 1 Ey,c(qk- ‘b) Xk > = c, dn,k. 
Thus for any f(t) and invertible g(t), 
f(t) = f (f(b) 1 id&) ;.y’“*- It,) ‘“) g(t) 1 E,,,(qkt) ~ ’ tk. 
(8.3) 
k=O 
As an example, let us take g(t) = EJt) ‘. Then 
m- I ~.&“t) 
E,,,(t) = n (1 -(I -4)4’Yt) 
j=O 
=((I -4).YcqL 
and taking y = l/( 1 - q) gives 
q-UMBRAL CALCULUS 
It is easy to verify that 
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&y&i k- 5,) 
~.v,c(~J 
Thus for g(t) = &,.,,(t) - ’ Eq. (8.3) is 
(8.4) 
This is Eq. (1.11) of [4], which is Carlitz’ q-analog of a special case of the 
Lagrange inversion formula. To see this we note that 
(f(tc) 1 x(t,;dkXkpl) = <a,f(t,) 1 (&;q)kXk-‘) 
= ((fc;~)kd,f(t,) 1 Xk-‘) 
= @-‘i&i q)k acf(tc)l 1 x0>. 
In the notation of [4] this is (1 - q) -k Ai- ‘[(c)~ Af(t)] and since 
ck = (q)k( 1 - q)k we get (1.11). Similar considerations would lead to other 
q-expansions, such as (3.14) of [4]. 
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