The MRI image is obtained in the spatial domain from the given Fourier coefficients in the frequency domain. It is costly to obtain the high resolution image because it requires higher frequency Fourier data while the lower frequency Fourier data is less costly and effective if the image is smooth. However, the Gibbs ringing, if existent, prevails with the lower frequency Fourier data. We propose an efficient and accurate local reconstruction method with the lower frequency Fourier data that yields sharp image profile near the local edge. The proposed method utilizes only the small number of image data in the local area. Thus the method is efficient. Furthermore the method is accurate because it minimizes the global effects on the reconstruction near the weak edges shown in many other global methods for which all the image data is used for the reconstruction. To utilize the Fourier method locally based on the local non-periodic data, the proposed method is based on the Fourier continuation method. This work is an extension of our previous 1D Fourier domain decomposition method to 2D Fourier data. The proposed method first divides the MRI image in the spatial domain into many subdomains and applies the Fourier continuation method for the smooth periodic extension of the subdomain of interest. Then the proposed method reconstructs the local image based on L 2 minimization regularized by the L 1 norm of edge sparsity to sharpen the image near edges. Our numerical results suggest that the proposed method should be utilized in dimension-by-dimension manner instead of in a global manner for both the quality of the reconstruction and computational efficiency. The numerical results show that the proposed method is effective when the local reconstruction is sought and that the solution is free of Gibbs oscillations.
Introduction 1
Magnetic resonance imaging (MRI) is a commonly used medical imaging technique. 2 MRI image reconstruction is based on the inverse Fourier transform of a 3 frequency-limited acquired Fourier spectrum of the object. In this work, we are 4 2018 1/21 interested in the 2D Fourier reconstruction of given MRI data. Before we continue to 5 the 2D MRI image reconstruction, we should start from the basic 1D Fourier x j = −1 + j∆x, j = 0, 1, · · · , 2N, ∆x = 1 N when its Fourier coefficients (also known as arbitrary and the optimal value of γ is function dependent. Practically the value of γ is 74 chosen empirically in consideration of computational efficiency. 75 The periodic extension g(z) can be written as the following Fourier sum since g(z) is 76 periodic over I 2
where M is a nonnegative integer. The unknown coefficientsĝ k can be obtained by 78 matching g(z) with f (x) at z = x = x j such that 
where z j = a + j∆x = x j , j = 0, 1, · · · , N . Let the element of the coefficient matrix A 80 be defined by 81 A jk = e 2πik z j −a L+d ,
and letĝ = (ĝ −M , · · · ,ĝ M ) T and f = (f (x 0 ), · · · , f (x N )) T . Thenĝ k in Eq (3) can be found by solving the following linear system Aĝ = f .
3/21
If M = N/2,ĝ k are uniquely determined. If M = N/2, the system can be solved by using the pseudo inverse based on the singular value decomposition (SVD),
where A + denotes the pseudo inverse of A. The matrix A easily becomes ill-posed with 82 the large values of N and M , which leads us to the method in the following section. 83 Fourier continuation method using the boundary values 84 The global Fourier continuation method is simple, but since this method uses every 85 f (x i ) to find the extended periodic function, the reconstruction is easily affected by 86 round-off errors and the Runge phenomenon still exists if f (x) is a Runge function. To 87 minimize such issues, the local Fourier continuation method [10, 11] has been used which 88 utilizes f (x i ) near the domain boundaries only. We briefly explain this local Fourier 89 continuation method below. 90 The extended periodic function g(z) over [a, b + d] is defined as 91 g(z j ) = f (z j ), z j = x j ∈ I 0 = [a, b] , j = 0, 1, · · · , N f match (z j ), z j = a + j∆x ∈ I 1 = [b, b + d] , j = N + 1, · · · , N + γ (6) where f match (z) is called the matching function. Here, g(z) is defined different from g(z) 92 in Eq ( 
95
With the values of f (x) over I left and I right , the matching function f match (z) over these 96 intervals is defined by
f match (z) is a periodic function defined over
with the periodicity 98 of 2(d + δ). By finding f match , the extended periodic function g(z) in Eq (6) is found.
99
To find f match (z) over the whole interval I 3 , we use following formula 
at Q distinct points in each interval. K is an integer that K < Q. Here p(z) and q(z) 104 are found by using (β + 1) grid points such that the degree of p(z) and q(z) is less than 105 or equal to β. If the degree is β, then p(z) and q(z) are the local interpolation of f (x) 106 4/21 over I left and I right , respectively. If the degree is less than β, then p(z) and q(z) can be 107 found by solving the over-determined system in the least-squares sense. To minimize 108 round-off errors, people usually use the Gram polynomial for p(z) and q(z) and 109 construct the linear system [10] . By solving Eq (9) and Eq (10) in the least-squares 110 sense using SVD we findf m k . Then using Eq (8) and Eq (6), we find the matching 111 function f match (z j ), j = N, · · · , N + γ and obtain the desired extended function 112 g(z j ), j = 1, · · · , N + γ .
113
Convex optimization: L 1 regularization based on sparsity of 114 edges 115
The following convex optimization problem using L 1 regularization based on sparsity of 116 edges was proposed in [13] , which yields sharp Fourier reconstruction near edges,
where || · || 2 and || · || 1 denote the vector L 2 and L 1 norms, respectively. The first term 118 is the fidelity term. f R is the reconstruction we want to find andf is the given Fourier 119 coefficient vector. The edge operator E p is the sparse polynomial annihilation transform 120 and the superscript p denotes the order of the derivative of the interpolation [2, 3] . The 121 polynomial annihilation (PA) is basically higher order derivative of the interpolation.
122
Thus E p f R has large values at the discontinuities but vanishes in the smooth regions of 123 the function. In such a way, E p f R represents sparsity. The constant λ > 0 is a free 124 parameter whose optimal value is chosen empirically [13] . In [13] it was shown that the 125 L 1 regularization with the sparse PA method yields a better reconstruction than the 126 filtering or TV regularization.
127
1D domain decomposition Fourier continuation sparse PA 128 method 129
In [12] the domain decomposition sparse PA method was proposed, with which the 130 given domain is split into multiple subdomains and the sparse PA method is applied 131 separately in each individual domain. To make the minimization of Eq (11) done locally, 132 we used the Fourier continuation method.
133
Remark 1 Here we should note that our domain decomposition Fourier continuation 134 method is not limited to the sparse PA method. The L 1 regularization term in Eq (11) 135 can be replaced with other terms such as T V norm.
136
For the domain decomposition Fourier continuation method, we split the domain Then we use the following convex optimization method in this subdomain using L 1 155 regularization based on the sparsity of edges
F is a transform matrix explained below.f c is a Fourier coefficient vector which needs 157 to be found before solving Eq (12) . Thisf c is not the one defined by Eq (1) 
wherec k = 2, if K is even number and |k| = K/2 1, otherwise .
Letf c = (f c −K/2 , · · · ,f c K/2 ) T and F be the transform matrix whose elements are 166 F kj = exp(−ikπx j )/Kc k from Eq (13) .
167
The optimization problem Eq (12) is solved using the Matlab CVX package [1] . Suppose that we have a periodic function f 0 :
Further suppose that the values of f 0 are given at a set of uniform grid points, (x i , y j ), x i = a 0 + i∆ and y j = a 0 + j∆, where ∆ = L0 N and i = 0, · · · , N, j = 0, · · · , N . We consider the problem of how to reconstruct the 2D image on n × n uniform grid points over
In practice, the subdomain size is determined by the size of the region where the local Gibbs oscillations are dominant. Since the function f 0 over the subdomain J is non-periodic in general and the Fourier coefficients computed based on the function values within J are Gibbs-contaminated, we apply the Fourier continuation method to J. Before we use the Fourier continuation method to reduce the Gibbs oscillations near the boundaries of J we first need the function values on a larger subdomain than J as in the 1D case. Here we choose the same number of extra grid points to add to all four boundaries, n m . Then we have the new subdomain
Thus over this new subdomain J 1 we have a new non-periodic function f :
Then we can apply the following two 2D Fourier 176 continuation sparse PA methods on function f on (n + 2n m ) × (n + 2n m ) uniform grid 177 points over J 1 .
178
Global 2D Fourier continuation sparse PA method 179 Now we have a non-periodic function f :
And the values of f are given at a set of uniform grid points,
γ is a positive integer), with periodicity of 185 L + d on x and y directions. The periodic extension g(z (1) , z (2) ) can be obtained as
where M = (n + 2n m + γ)/2. The unknown coefficientsĝ(k, l) are determined by
where i = i 1 − n m , i 1 − n m + 1, · · · , i 2 + n m and j = j 1 − n m , j 1 − n m + 1, · · · , j 2 + n m . 190 The reconstruction of f (x, y) within J 1 based on {f (x i , y j )} is given by g(z (1) , z (2) ) for 191
192
Then we seek 
Heref is zero padding ofĝ(k, l), that
F is the analogous 2D Fourier transform matrix of (??). E p x corresponds to E p in (??) 197 in the x direction for each fixed y j , j = 0, · · · , N , and E p y is similarly calculated for the y 198 direction. Finally we obtain the 2D Fourier reconstruction image,
Dimension by dimension Fourier continuation sparse PA method 201
The global approach in the previous subsection is slow. Thus we propose to use the 202 dimension by dimension approach. That is, we apply the 1D Fourier continuation 203 method using subdomain boundary values for each fixed
Then the corresponding
can be found using the discrete 210 Fourier transform
where k = −M, · · · , M, M = (n + 2n m + γ)/2. Then we use the convex optimization 212 method using L 1 regularization based on the sparsity of edges
to find the reconstruction of the function,
]. E p is the sparse PA transform matrix as (??). F is the transform matrix whose elements are
We update the values of f on (n + 2n m ) × (2n + 4n m ) grid points over J 1 with these reconstruction data by letting 215 We repeat the same procedure for y-direction and update the values of f over J 1 phantom image is found by the following steps. First we use the Shepp-Logan phantom 228 image on the 801 × 801 grid to find its 2D Fourier coefficients,f kxky , 229 k x , k y = −400, · · · , 400. We use these Fourier coefficients as the exact Fourier 230 coefficients of the Shepp-Logan phantom. Using only a partial number of Fourier 231 coefficients, i.e. k x , k y = −N, · · · , N , N = 42 in this work, we reconstruct the 232 Shepp-Logan phantom via DFT, f N , with which the 2D Fourier continuation method is 233 applied. This experiment mimics an MRI-like acquisition with limited spatial resolution. 234 We compare the results by both the global and dimension by dimension methods. We can see that for both sample regions, J, we eliminated Gibbs oscillations shown 252 in the figures on the middle column by the global 2D Fourier continuation sparse PA 253 method.
254
For the sample region 2, the reconstruction has distinct oscillations near the 255 boundaries of the region J 1 . Since we only consider the smaller region J, these 256 oscillations can be ignored. We can also see that the reconstruction on the right is 257 blurry near the edges. As we will see in the following section, the reconstruction near 258 edges is too smooth compared to the results by using the dimension by dimension 259 method even though the Gibbs oscillations are much reduced.
260
It took about 250 seconds for the reconstruction with the global approach to be 261 completed with Intel Core i7-3610QM and 2.30GHz. consider the region J, these oscillations can be ignored. We also observe that the 282 reconstructed images on the right are much sharper than the ones in Fig 1 by the global 283 method near the edges. dimension approach is used. This implies that the dimension by dimension approach is 315 much more consistent than the global method in terms of choosing the optimal value of 316 lambda. The regions in those rectangles with the solid border, J, are the ones where we 317 want to find reconstructions and the regions in the rectangles with the dashed border, 318 J 1 , are the extended regions of J. We observe that for both sample regions, J, the 319 reconstructions on the right are blurry near the jumps and that there are oscillations in 320 the smooth part as well. It took about 370 seconds to complete the reconstruction for 321 the right image.
322

Dimension by dimension method 323
For the dimension by dimension method, we first show, in Table 1 , the range of the values of λ are used for every example used in this work. This experiment suggests the 329 range of λ values that can be used when the Fourier continuation method is applied. In this paper, we extend our 1D domain decomposition Fourier reconstruction 373 method [12] to 2D image reconstruction. We propose the global 2D Fourier continuation 374 sparse PA method and the dimension by dimension Fourier continuation sparse PA 375 method. The global 2D Fourier continuation sparse PA method first divides the 2D 376 image into many subdomains and applies the global 2D Fourier continuation to find the 377 2D periodic extension of the subdomain we are interested in. Finding new Fourier 378 coefficients based on the periodic extension and using these we applies the 2D sparse PA 379 method to obtain the reconstruction. The dimension by dimension Fourier continuation 380 sparse PA method first divides the 2D image into many subdomains and in the 381 subdomain we are interested applies the following steps on the 1D data in x-and 382 y-directions separately. Applying the 1D Fourier continuation to find a periodic 383 extension of the 1D data in x-or y-direction. Finding new Fourier coefficients based on 384 the periodic extension and applying the 1D sparse PA method on these coefficients to 385 obtain the reconstruction. By splitting the 2D image into many subdomains, we obtain 386 sharper reconstruction near both strong and weak edges.
387
The numerical results in this paper show that the dimension by dimension method 388 yields more accurate reconstruction and this method is more efficient than the global 389 method.
390
The dimension by dimension Fourier continuation sparse PA method for 2D Fourier 391 image reconstruction can be extended to three-dimensional problems by repeating the 392 same procedure in z-direction after applying the method in both x and y-directions.
393
For our future research we can consider to improve our code and apply parallel 394 computing to our code to make it more efficient. Second, in this paper we found our 395 results for a range of λ, which is based on the visual inspection, we will consider how to 396 choose the best λ numerically. And for the global method convex optimization problem 397 Eq (16), maybe we can improve it further by the following two ways: (1) remove the 398 penalty for high frequency contributions in f R by removing first and last γ/2 columns 399 from matrix F and removing the first and last γ/2 elements from f R . 
