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Abstract
This thesis, entitled “Analysis and Interpretation of Variance in Gene Ex-
pression Data”, summarizes four papers. Initially, the concepts of
”
technical
variance“ and
”
biological variance“ are distinguished.
In gene expression profiling with microarrays technical variance refers to
the commonly considerable measurement errors. Reasons seem to be mani-
fold. The effect of cross-hybridizations, which means unspecific bindings of
RNA-fragments to the probes on the array, is controversially discussed. Some
researchers consider this effect the most important source of error while others
consider it negligible. The first two studies show that cross-hybridizations are
indeed mainly responsible for the measurement errors in microarray experi-
ments. Furthermore, tools for handling unspecific bindings are provided in
form of new chip definition files and a manual for the design of new microar-
rays.
Variance based on real existing biological differences is denoted biological
variance. The analysis of gene expression experiments with methods identifying
differences in variance yield possible marker transcripts an analysis based on
means does not reveal. Mapping the transcripts onto KEGG-pathways excludes
false positive results.
In the fourth study an analysis of similarities with the help of correlation
coefficients is performed. Hypotheses about the functional pathway in the in-
duced defense of plants can be gathered by analyzing the data with the Kendall
coefficient of rank correlation.
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Zusammenfassung
Die vorliegende Dissertationsschrift fasst vier Arbeiten unter der U¨ber-
schrift
”
Analyse und Interpretation der Varianz von Genexpressionsdaten“ zu-
sammen. Zuna¨chst wird der Begriff der
”
Technischen Varianz“ von dem der
”
Biologischen Varianz“ abgegrenzt.
In der Genexpressionsanalyse mit Microarrays wird unter technischer Varianz
der traditionell hohe Messfehler verstanden. Die Gru¨nde hierfu¨r scheinen je-
doch mannigfaltig zu sein. Ho¨chst umstritten ist hierbei der Effekt von Kreuz-
hybridisierungen, also unspezifischen Bindungen von RNA-Fragmenten an die
Sonden des Arrays. Einige Forscher halten diesen Effekt fu¨r die maßgebliche
Fehlerquelle, andere beurteilen ihn als vernachla¨ssigbar. In den ersten zwei
Arbeiten wird gezeigt, dass Kreuzhybridisierungen in der Tat erheblich fu¨r
den Messfehler bei Microarray-Experimenten verantwortlich sind. Gleichzeitig
werden, mit einem Satz neuer Chip Definition Files und einer Handreichung
zum Design neuer Microarrays, Werkzeuge zum Umgang mit unspezifischen
Bindungen zur Verfu¨gung gestellt.
Varianz, die auf tatsa¨chlich vorhandenen biologischen Unterschieden basiert,
wird biologische Varianz genannt. Bei der Auswertung eines Genexpressionsex-
periments werden mittels Analyse der Streuungsparameter mo¨gliche Marker-
transkripte identifiziert, die bei einer u¨blichen mittelwertbasierten Auswertung
nicht gefunden werden. Durch Mapping der Transkripte auf KEGG-Pathways
kann ausgeschlossen werden, dass es sich um falsch positive Treffer handelt.
In der vierten Arbeit wird eine A¨hnlichkeitsanalyse mit Hilfe von Korrela-
tionskoeffizienten durchgefu¨hrt. Durch Auswertung mit der Korrelation nach
Kendall ko¨nnen Hypothesen u¨ber den funktionalen Pathway in der induzierten
Abwehr von Pflanzen gewonnen werden.
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Kapitel 1
Einleitung
The analysis of variance is not a mathematical theorem, but
rather a convenient method of arranging the arithmetic.
– Sir Ronald Aylmer Fisher1
1.1 Fragestellung
Genregulation ist verantwortlich fu¨r die Entstehung der Komplexita¨t von Le-
bewesen und die biologische Diversita¨t im Zuge von Evolution und Adaption
(Nguyen and D’haeseleer [2006]). Diese Regulation findet vor allem auf Tran-
skriptebene statt. Aus diesem Grund ist das Versta¨ndnis der zugrundeliegen-
den genregulatorischen Netzwerke von zentraler Bedeutung fu¨r die Molekular-
biologie (Hache [2009]). Ha¨ufig werden solche genregulatorischen Netzwerke
aus experimentell gemessenen Daten durch Reverse Engineering rekonstruiert.
Die Qualita¨t eines rekonstruierten Netzwerks ha¨ngt dabei direkt von der
Qualita¨t der zugrundeliegenden Daten ab (Marseguerra et al. [2005], Guthke
et al. [2005]). Bei der Auswertung von Microarray-Daten ist die hohe Streuung
der ermittelten Genexpression augenscheinlich (Purdom and Holmes [2005]).
Tatsa¨chlich scheinen Messfehler daran einen ganz erheblichen Anteil zu haben.
1gea¨ußert von Fisher, einem der Begru¨nder der Varianzanalyse und Erfinder des F-Tests,
am 25. Januar 1934 in der anschließenden Diskussion, nachdem John Wishart seine Arbeit
”
Statistics in agricultural research“ (Wishart [1934]) vor der Industrial and Agricultural
Research Section der Royal Statistical Society vorgestellt hatte.
1
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Um vertrauenswu¨rdige genregulatorische Netzwerke rekonstruieren zu ko¨nnen,
ist es notwendig, diesen Messfehler genauer zu untersuchen.
Die Gru¨nde fu¨r diese hohen Messfehler sind jedoch mannigfaltig, insbeson-
dere ist der Effekt von Kreuzhybridisierungen umstritten. Hierbei handelt es
sich um nicht im Arraydesign vorgesehene Bindungen, die aber dennoch syste-
matisch auftreten und nicht eindeutig einem Gen zugeordnet werden ko¨nnen.
Einige Forscher sehen hierin die Hauptursache fu¨r den hohen Messfehler bei der
Bestimmung der Genexpressionen, andere Forscher halten den Effekt fu¨r ver-
nachla¨ssigbar. Dieser offenen Frage mo¨chte die vorliegende Arbeit nachgehen
und insbesondere folgende Fragen beantworten:
1. Beeinflussen Kreuzhybridisierungen die Messergebnisse von Microarray-
Experimenten tatsa¨chlich in einem Maße, dass eine erhebliche Beein-
tra¨chtigung der Daten daraus erwa¨chst? Sind Kreuzhybridisierungen al-
so maßgebliche Ursache fu¨r den Messfehler und die daraus resultierende
Varianz?
2. Wie kann bei der Auswertung vom Microarray-Experimenten und beim
Design von Microarrays das Problem von Kreuzhybridisierungen beru¨ck-
sichtigt werden?
Hingegen scheint es falsch zu sein, alle Varianz in den Daten auf Messfehler
zuru¨ckzufu¨hren. Als die Varianzanalyse zu Beginn des 20. Jahrhunderts ent-
wickelt wurde, wurden damit große Fortschritte erzielt. Bei der Auswertung
von biologischen Daten kommen allerdings regelma¨ßig lediglich Mittelwertver-
gleiche und die darauf basierende Statistik zum Einsatz, um (etwa durch un-
terschiedliche Versuchsbedingungen bewirkte) Unterschiede zwischen Gruppen
nachzuweisen. In dieser Arbeit wird aber weiter gefragt:
3. Ist es mo¨glich und sinnvoll, bei biologischen Daten die betrachteten
Gruppen von Beobachtungen anhand der Intragruppenvarianzen zu un-
terscheiden? Lassen sich so neue Erkenntnisse gewinnen, die bei einer
klassischen Fischerschen Varianzanalyse nicht erkannt werden?
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4. Kann die Varianz als Maß fu¨r die Homogenita¨t in einer Gruppe auch
erweitert werden, um die A¨hnlichkeit von biologischen Beobachtungsein-
heiten zu quantifizieren? Sind dafu¨r von der Korrelation abgeleitete Maße
geeignet?
Zuna¨chst soll jedoch eine kurze Einfu¨hrung in die Genexpression, Microarrays
und die Varianzanalyse erfolgen.
1.2 Genexpression
Gene sind Abschnitte auf der Desoxyribonukleinsa¨ure (DNA). Sie tra-
gen die Anleitung fu¨r die Herstellung spezifischer Proteine, aber auch anderer
Transkripte wie etwa tRNAs oder micro-RNAs. Dabei wird das Protein aber
nicht direkt aus dem Gen, sondern u¨ber den Umweg der Ribonukleinsa¨ure
(RNA) synthetisiert. Dieser erste Schritt, vom Gen zur RNA, wird Tran-
skription genannt, der zweite Schritt, von der RNA zum Protein, Transla-
tion. Im Folgenden wird der Begriff Genexpression als Vorhandensein von
RNA verwendet. Das bedeutet, ein Gen ist exprimiert, wenn zugeho¨rige RNA
in der Zelle vorhanden ist. Gene ko¨nnen demnach unterschiedlich stark ex-
primiert sein. In einigen Fragen der Forschung ist es jedoch ausschließlich
von Interesse, ob ein Gen eingeschaltet respektive ausgeschaltet ist, also ob
die zugeho¨rige RNA u¨berhaupt vorhanden oder ganz abwesend ist (qualitati-
ve Genexpressionsmessung). Bei anderen Fragestellungen ist eine quantitative
Expressionsmessung gewu¨nscht.
Die DNA ist ein riesiges Moleku¨l, besteht aber nur aus vier verschiede-
nen Bausteinen. Ein solcher Baustein heißt Nukleotid und besteht aus einem
Zucker (der Desoxyribose), einer Phosphatgruppe und einer von vier mo¨gli-
chen stickstoffhaltigen Basen: Adenin (A), Cytosin (C), Guanin (G) oder Thy-
min (T). Mehrere Nukleotide ko¨nnen sich zu einem DNA-Strang verbinden.
Dabei bindet der Zucker eines Nukleotids an die Phosphatgruppe des na¨chs-
ten. Zwei DNA-Stra¨nge ko¨nnen sich nun antiparallel mit Hilfe der Basen an-
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einander binden. Dabei bilden immer paarweise Cytosin und Guanin drei und
Thymin und Adenin zwei Wasserstoffbru¨cken aus. Andere Kombinationen der
Basen sind strukturbedingt nicht mo¨glich. In einigen Fa¨llen treten aber bei-
spielsweite bei der tRNA auch sogenannte Nicht-Watson-Crick-Paarungen mit
anderen Kombinationen auf (Leontis and Westhof [2001]). Die Gesamtheit der
DNA stellt das Erbmaterial eines Organismus dar.
Bei der Transkription wird die DNA mit Hilfe von Enzymen stu¨ckweise in
ihre Stra¨nge aufgelo¨st und neue Nukleotidbausteine ko¨nnen sich anlagern und
ebenfalls verbinden: Die DNA wird ’abgelesen’. Die ’Ablese’-Bausteine unter-
scheiden sich kaum von den DNA-Bausteinen. Im Unterschied zur DNA wird
bei der RNA Ribose an Stelle von Desoxyribose als Zucker verwendet. Zudem
wird als Stickstoffbase Uracil (U) statt Thymin (T) benutzt. Das entstandene
Moleku¨l heißt RNA. Diese von den Genen abgelesene RNA wird Boten-RNA,
Messenger-RNA oder mRNA (engl. messenger: Bote) genannt.
Die Ableserichtung bei der Transkription ist nicht zufa¨llig. Ausgehend vom
ersten Nukleotid folgt das Nachbarmoleku¨l, das an den Zucker gebunden ist
(und nicht das, das an der Phosphatgruppe bindet). Es wird auch gesagt, die
Ableserichtung erfolgt immer vom 5’- zum 3’-Ende des Gens hin. Das 5’-Ende
steht also fu¨r die Phosphatgruppe, die am 5. Kohlenstoffatom der Desoxyribose
bindet. Das 3. Kohlenstoffatom des Zuckers hingegen verbindet sich mit der
Phosphatgruppe des Nachbarnukleotids.
Ein Gen ist aus vielen (bis zu mehreren tausend) Nukleotiden zusammen-
gesetzt. Die Reihenfolge, Sequenz, der Basen codiert dabei alle wichtigen
Erbinformationen. Bei der Transkription wird die gesamte Sequenz eines Gens
in RNA u¨bersetzt. In eukaryotischen Zellen wird die RNA vera¨ndert, bevor
sie den Zellkern verla¨sst und an den Ribosomen zu Proteinen translatiert
wird. Von der urspru¨nglichen RNA kann ein erheblicher Teil entfernt wer-
den. Dabei werden bestimmte Stu¨cke herausgeschnitten und der Rest wieder
zusammengesetzt. Kodierende, also verwendete, Teilsequenzen heißen dabei
Exons und nichtkodierende Introns. Das Weglassen der Introns bei der soge-
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nannten RNA-Prozessierung wird Spleißen (engl. to splice sth.: etwas verbin-
den) genannt. Einige Gene in manchen Organismen ko¨nnen durch verschiedene
Spleißvarianten verschiedene Transkripte erzeugen. Dieses Pha¨nomen wird al-
ternatives Spleißen genannnt und die verschiedenen Transkripte, die aus
demselben Gen kodiert wurden, heißen Isotypen.
Die Gesamtheit aller Gene einer Zelle wird als Genom bezeichnet, die
Gesamtheit aller mRNA-Transkripte als Transkriptom und die Gesamtheit
aller Proteine als Proteom. Die Produktion von mRNA aus dem Genom wird
als Genexpression bezeichnet.
Die Konzentration der Transkripte in einer Zelle ist fu¨r die forschende Bio-
logie von Bedeutung. Insbesondere lassen sich in der Transkriptomanalyse Ant-
worten auf die Frage finden, wie Organismen auf Vera¨nderungen ihrer Umwelt
reagieren.
Leider ist aber die Relation zwischen Transkriptom und Proteom nicht
linear, so dass sich die Proteinkonzentration nicht direkt aus der mRNA-
Konzentration vorhersagen la¨sst. Auf der anderen Seite besteht offensichtlich
ein Zusammenhang zwischen Transkriptom und Proteom: Ohne entsprechende
RNA kann keine Translation zum Protein stattfinden.
Fu¨r die Forschung ist noch von Bedeutung, dass sich das Transkriptom
einfacher messen la¨sst als das Proteom. Auch aus diesem Grund werden be-
deutend mehr Transkriptomstudien als Proteomstudien durchgefu¨hrt.
1.3 Messen der Genexpression
Zum Messen der Genexpression haben sich verschiedene Verfahren durchge-
setzt. Klassischerweise wird die Genexpression mittels des Northern Blots
bestimmt. Ein anderes gut geeignetes Verfahren ist die quantitative Real-Time
Polymerase-Ketten-Reaktion (qRT-PCR). Dieses Verfahren hat den Vorteil,
dass die Quantita¨t der exprimierten mRNA abgescha¨tzt werden kann. Andere
Verfahren sind Expressed Sequence Tags (ESTs) und Serial Analysis of Gene
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Expression (SAGE) (Malone and Oliver [2011]).
Als Hochdurchsatzverfahren haben sich die sogenannten Microarrays eta-
bliert. Das Verfahren wird aufu¨hrlich in einem Review von Malone und Oli-
ver aus dem Jahr 2011 dargestellt (Malone and Oliver [2011]). Mit sinkenden
Kosten von Sequenzern ist auch die Sequenzierung von RNA-Fragmenten und
somit eine Messung mo¨glich. Diese Verfahren werden unter dem Begriff Next-
generation RNA-Sequencing oder kurz RNA-Seq zusammengefasst.
Die Qualita¨t der Messungen bei beiden Hochdurchsatzverfahren ist von
hohen Messfehlern gepra¨gt. Als genauestes der oben genannten Verfahren gilt
die qRT-PCR, die als Goldstandard fu¨r Genexpressionsmessungen akzeptiert
ist (Morey et al. [2006], Canales et al. [2006]).
1.4 Microarrays
In der Molekularbiologie und in der forschenden Medizin sind DNA-Chips oder
Microarrays als Hochdurchsatztechnologie zur Analyse der Genexpression weit
verbreitet. Ein einziger Chip misst die Expression tausender Gene gleichzeitig.
Vor allem die Arrays der Marke Affymetrix (GeneChips) haben einen hohen
Marktanteil (Ueda et al. [2004]). Solche Affymetrix GeneChips werden auch
fu¨r die in den Kapiteln 2.1 und 3.1 vorgestellten Untersuchungen verwendet.
Ein Affymetrix GeneChip besteht aus einer Tra¨gerplatte, auf der sehr viele
(mehrere Millionen) Sonden aufsitzen. Bei dem weit verbreiteten Affymetrix
HG-U133 Plus 2.0 Chip ist die Tra¨gerplatte 1,28 × 1,28 Zentimeter groß.
Eine solche Sonde, auch Probe oder Spot genannt, besteht im Mittel aus 10
Millionen gleichen 25mer langen Oligonukleotiden, also Nukleotidketten aus
25 Bausteinen. Die Spots werden in situ, das heißt direkt auf der Tra¨gerplatte,
mittels eines photolithografischen Verfahrens synthetisiert.
Die Genexpression wird gemessen, indem mRNA aus dem zu untersuchen-
den Gewebe oder aus einzelnen Zellen extrahiert und mit fluoreszierenden
Farbstoffen markiert wird. Danach werden die einzelnen mRNA-Transkripte
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in einem Digestionsschritt in kleinere Fragmente zerlegt und in eine Hybridi-
sierungslo¨sung gegeben. Anschließend wird die markierte mRNA auf das Array
gegeben. Die mRNA-Fragmente lagern sich durch Wasserstoffbru¨ckenbindun-
gen zwischen den jeweils komplementa¨ren Nukleinbasen an die jeweils passen-
den Sonden auf dem Chip an. Dieser Prozess heißt Hybridisierung. Dann
werden nicht gebundene RNA-Stu¨cke abgewaschen. Abschließend wird das
Microarray gescannt und jedem Spot durch verschiedene Auswertungsschritte
ein numerischer Wert, die sogenannte Signalintensita¨t, zugewiesen. Da die
RNA-Fragmente fluoreszieren, ist das Signal einer Sonde umso sta¨rker, je mehr
RNA daran hybridisiert hat. Die dem Verfahren zugrundeliegende Hypothese
ist also, dass sich die gemessene Signalintensita¨t fu¨r jedes auf dem Array re-
pra¨sentierte Transkript relativ zur Sta¨rke der jeweiligen Genexpression verha¨lt
(Quackenbush [2002]).
Wie wird nun von den Sondensignalen auf die Expression der Gene ru¨ckge-
schlossen? Bei den Affymetrix Gene Chip Modellen geho¨ren immer zwei Son-
den zusammen, sie bilden das sogenannte Probepair. Jedes Probepair besteht
aus einer Perfect Match (PM) und einer Mismatch (MM) Sonde. Bei einem
MM-Spot ist das mittlere (13.) Oligonukelotid ausgetauscht, was eine Hybri-
disierung gleicher RNA-Fragmente sowohl an PM als auch an MM verhindern
soll. Ist das MM-Signal gleich Null, so ist das PM-Signal vertrauenswu¨rdig.
Geben jedoch beide Sonden Werte an, so deutet das auf eine fehlerhafte Hy-
bridisierung hin.
Die Sequenz eines Transkripts vor der Digestion ist wesentlich la¨nger als 25
Nukleotide. Deshalb wird jedes Transkript, das mit Microarrays untersucht
wird, jeweils durch mehrere Probepairs repra¨sentiert, die zusammengefasst
Probeset heißen. Fu¨r alle Probepairs, die zu einem Probeset geho¨ren, werden
die gemessenen Signalintensita¨ten verrechnet und zu einem einzigen Wert pro
Probeset zusammengefasst. Viele Transkripte werden jedoch zusa¨tzlich durch
mehrere Probesets repra¨sentiert (Affymetrix Inc [2003a]). Die Zusammenset-
zung eines Probesets aus den Probepairs und die entsprechenden Positionen
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auf dem Chip sind in einem sogenannten Chip Definition File (CDF) definiert.
Ein Standard Affymetrix Probeset besteht aus 11 Probepairs und wird
durch einen eindeutigen Bezeichner gekennzeichnet. Dieser besteht aus einer
siebenstelligen Zahl, einem at-Suffix, und dazwischen einer optionalen Zei-
chenkette s, i, i oder a (Affymetrix Inc [2003b, 2007]).
Im Jahr 2006 gab es bereits u¨ber 12.000 peer-reviewed Vero¨ffentlichun-
gen, die auf der Auswertung von Microarray-Experimenten beruhen (Dalma
Weiszhausz et al. [2006]), im Jahr 2011 waren es u¨ber 40.000 (Malone and
Oliver [2011]). Forschung auf der Basis von Microarray-Daten liefert wich-
tige Erkenntnisse zum Beispiel zu Signalwegen innerhalb von Zellen (Febbo
[2005], Werner [2008], Cheng and Li [2008]) oder im Vergleich von gesundem
mit krankem Gewebe. Insbesondere zum Versta¨ndnis von Krebserkrankungen
(Armstrong et al. [2001], Golub et al. [1999], Guo [2003], Nuyten and van de Vi-
jver [2008]) oder Autoimmunerkrankungen (Centola et al. [2006], Huber et al.
[2008]) ko¨nnen Microarray-Experimente beitragen. Aber auch in vielen ande-
ren klinischen Feldern werden so große Fortschritte erzielt. Daru¨ber hinaus
spielen Microarrays eine wichtige Rolle bei der Identifikation von Biomarkern
(Dieterle and Marrer [2008]). Sie ko¨nnten sogar den Weg von einer allgemei-
nen, fu¨r eine ganze Bevo¨lkerung gu¨ltigen Medizin hin zu einer personalisierten,
das heißt individuellen, Medizin ebnen (Casciano and Woodcock [2006]).
Nichtsdestotrotz erlaubt die Technologie noch Verbesserungen in der Qua-
lita¨t der Messungen (Heber and Sick [2006], Modlich and Munnes [2007]). So
sind zum Beispiel die von Microarrays gemessenen Signalintensita¨ten nur vage
Scha¨tzungen fu¨r die tatsa¨chlichen Transkriptkonzentrationen. Sie wa¨ren nur
dann gute Scha¨tzer, wenn die Relation zwischen Intensita¨t und Konzentration
in etwa linear wa¨re. Dies ist allerdings ha¨ufig nicht der Fall, weil sich bei hohen
Konzentrationen Sa¨ttigungseffekte ergeben. Zudem ist die Relation nahe der
Detektionsschwelle der Sonden gleichfalls nicht linear (Klipp et al. [2005]).
Obwohl Microarrays in der Forschung weit verbreitet sind, zeigen verschie-
dene Studien, die die Ergebnisse von Arrays verschiedenen Typs vergleichen,
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nur eine geringe Konsistenz (Kuo et al. [2002], Tan et al. [2003], Woo et al.
[2004], Ja¨rvinen et al. [2004]). Hinzu kommt, dass trotz immenser Arbeit auf
diesem Gebiet (Brazma et al. [2001, 2003]) immer noch ein Mangel an standar-
disierten Protokollen fu¨r Microarray-Experimente (Choe et al. [2005]) besteht.
Sowohl im experimentellen Vorgang als auch bei der Aufbereitung der Signal-
intensita¨ten, dem sogenannten Preprocessing, als auch in der Auswertung feh-
len einheitliche Arbeitsweisen. Dies macht einen Vergleich oder das Zusam-
menfu¨hren von Microarray-Daten verschiedener Arbeitsgruppen schwierig.
Mit dem Problem der Vergleichbarkeit von Microarray-Daten aus verschie-
denen Quellen bescha¨ftigen sich sogenannte Batch-Correction-Techniken (John-
son et al. [2007], Kupfer et al. [2012]). Dabei werden Modelle, ha¨ufig Bayes-
Modelle, an die Daten angepasst und eine Standardisierung der Daten durch-
gefu¨hrt. Bei einer solchen Batch-Correction ist es mo¨glich, Unterschiede zwi-
schen Laboren herauszurechnen. Systematische Fehler, die allen Microarray-
Experimenten immanent sind, ko¨nnen aber nicht behoben werden.
Ein weiteres Problem ist, dass in hohem Tempo immer neue Erkenntnisse
u¨ber die bereits sequenzierten Genome bekannt werden. Dies fu¨hrt dazu, dass
die Genomannotationen ha¨ufig angepasst werden. Die in den Chip Definition
Files festgelegte Zuordnung von Sonden zu Transkripten bleibt aber konstant.
So werden neue Erkenntnisse bei der Auswertung nicht beru¨cksichtigt und
die Annotationen der Arrays und die Erkenntnisse, die beispielsweise in den
großen Datenbanken festgehalten werden, entwickeln sich stetig auseinander
(Harrison et al. [2007], Dai et al. [2005]).
Optimalerweise zeigen unterschiedliche Probesets, die aber dasselbe Tran-
skript messen, a¨hnliche Ergebnisse. Zudem sollten die Expressionswerte der elf
Probes eines Probesets konsistent und die Abweichungen zwischen den Probes
gering sein. Beides ist leider ha¨ufig nicht der Fall (Stalteri and Harrison [2007],
Hughes et al. [2001], Harbig et al. [2005]). Um diese Fehler zu vermeiden,
schlagen einige Forschungsgruppen eine sondenbasierte Analyse vor, die den
Schritt der Verrechnung der Sonden zu Probesets vermeidet (Liu et al. [2006],
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Sanguinetti et al. [2005]). Als alternativer Ansatz ko¨nnen Vera¨nderungen an
der Zusammensetzung der Probesets vorgenommen werden.
Wie diese Arbeit zeigt, sind unspezifische Bindungen von Transkripten
durch Kreuzhybridisierungen ein bedeutendes Problem bei Microarray-Expe-
rimenten. Das heißt, dass RNA-Fragmente eines Transkripts an eine Sonde
binden, die fu¨r ein anderes Transkript entworfen worden ist. Die Gruppe um
Wu (Wu et al. [2005]) konnte zeigen, dass nur Fragmente, die la¨nger als 8
Nukleotide sind, hybridisieren ko¨nnen, und vor allem Kreuzhybridisierungen
aus Alinierungen zwischen 10 und 16 Nukleotiden entstehen. Zudem schei-
nen Kreuzhybridisierungen eher an Sonden, die Sequenzen in der Na¨he des
5’-Endes, als an Sonden, die Sequenzen am 3’-Endes der Gene abbilden, aufzu-
treten. Besonders wenig vertrauenswu¨rdig sind solche Sonden, die Ketten von
Guaninnukleotiden (sogenannte G-Stacks) enthalten. Beim Affymetrix HG-
U133A Chip betrifft das immerhin 16.743 Sonden (Wu et al. [2007]).
Unspezifische Bindungen ko¨nnen sowohl zu falsch positiven wie auch zu
falsch negativen Ergebnissen fu¨hren, aus denen dann eventuell falsche Hypo-
thesen u¨ber die Genexpression abgeleitet werden (Chen et al. [2007], Cam-
bon et al. [2007]). Falsch positive Effekte treten auf, wenn ’falsche’ RNA-
Fragmente an einer Sonde hybridisieren, deren ’richtige’ RNA-Fragmente aber
eigentlich nicht oder viel weniger vorhanden sind. Die Sonde gibt also einen
positiven Wert, der aber falsch, zu hoch, ist. Außerdem fehlen dann diese RNA-
Fragmente, die an einer ’falschen’ Sonde gebunden haben, um an der ’eigenen’
Sonde zu hybridisieren, die dann einen zu niedrigen Wert anzeigt. Dies wird
auch Stealing-Effekt (engl. stealing: stehlen) genannt.
In der Praxis hat sich gezeigt, dass falsch positive Ergebnisse ha¨ufiger als
falsch negative Ergebnisse auftreten. Dies fu¨hrt dazu, dass der Fehler nicht
normalverteilt ist, was eine Auswertung weiter erschwert. Zum Beispiel ist die
Normalverteilung der Fehler eine der Vorausetzungen fu¨r lineare Regression
(Sachs [2004]). Ein Studie aus dem Jahr 2005 (Purdom and Holmes [2005])
zeigt, dass die asymmetrische Laplace-Verteilung eine gute Scha¨tzung fu¨r die
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Verteilung des Messfehlers bei Microarray-Experimenten ist.
Um den Einfluss von Kreuzhybridisierungen zu minimieren, hat Affyme-
trix selbst die interne Kontrolle des Probepairs, bestehend aus einer Perfect
Match (PM) und einer Mismatch (MM) Sonde, eingefu¨hrt. Unglu¨cklicherweise
kann dieses Kontrollsystem Kreuzhybridisierungen nicht komplett ausschlie-
ßen (Zhang et al. [2003]). Die Gruppe um Wu (Wu et al. [2005]) konnte sogar
zeigen, dass auch die MM-Sonden selbst kreuzhybridisieren, wenngleich mittels
eines anderen Mechanismus als die PM-Sonden. So scheint weitere Forschung
an dieser Stelle notwendig (Bolstad et al. [2003]). Bei den neusten Microarray-
Modellen von Affymetrix, wie dem MG-430 PM Chip, wird auf Mismatch-
Sonden wieder verzichtet (Affymetrix Inc [2009]).
Es existieren bereits verschiedene Ansa¨tze, mit dem Effekt der Kreuzhybri-
disierung umzugehen. U¨blicherweise werden diese in den ersten Schritten der
Vorverarbeitung der Microarray-Daten angewandt (Choe et al. [2005], Chen
et al. [2006]). Die Gruppe von Haslam (Haslam et al. [2007]) beispielswei-
se interpretiert Kreuzhybridisierungen als vor allem von Sequenzidentita¨ten
abha¨ngig. Diese werden durch ihren Hamming-Abstand berechnet und es wird
eine Wahrscheinlichkeit fu¨r eine Kreuzhybridisierung gescha¨tzt.
Andere Ansa¨tze behandeln das Problem der Kreuhybridisierungen durch
Definition von alternativen Chip Definition Files (CDFs), die auf verschiedenen
Sequenzdatenbanken beruhen. Die Gruppe von Ferrari (Ferrari et al. [2007])
beispielsweise definiert eine Bibliothek von CDFs, die auf der GeneAnnot-
Datenbank (Chalifa-Caspi et al. [2004]) beruhen. In diesen CDFs sind alle
Probesets, die dasselbe Gen messen sollen, zu einem Probeset zusammenge-
fasst, so dass sich pro Transkript nur ein Messergebnis ergibt.
Eine andere Arbeit an einer CDF-Bibliothek, die auf einem breiten Reper-
toire von Sequenzdatenbanken, wie RefSeq (Pruitt et al. [2005]) oder Unigene
(Pontius et al. [2003]) beruht, wurde von der Gruppe um Dai (Dai et al. [2005])
entwickelt. Auch hier werden Probesets, die dasselbe Gen messen, zusammen-
gefasst. Sie bleiben jedoch getrennt, wenn so verschiedene Isoformen des Tran-
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skripts unterschieden werden ko¨nnen. Hier werden auch Sonden ignoriert, die
Kreuzhybridisierungen verursachen ko¨nnen, allerdings mit einem sehr laxen
Filter.
Aufgrund der verschiedenen oben beschriebenen Probleme bei Microarray-
Experimenten, die zu einem erho¨hten Messfehler fu¨hren ko¨nnen, ist es empfeh-
lenswert, pro biologischem Replikat (zum Beispiel: anderes Individuum unter
gleichen Bedingungen) mehrere technische Replikate (Microarrays) anzuferti-
gen. Aus diesen technischen Replikaten wird dann ein Wert pro Probeset fu¨r
jedes biologische Replikat berechnet. Einige Autoren empfehlen jeweils vier
technische Replikate (Churchill [2002], Woo et al. [2004]). Auf der anderen
Seite sind viele Autoren zu dem Schluss gekommen, dass biologische Replika-
te wertvoller als technische sind (Yang and Speed [2002], Yauk et al. [2004]).
Da jedes Replikat Ressourcen kostet, werden bei beschra¨nkten Mitteln diese
eher in biologische Replikate investiert. Allerdings sinken die Kosten pro Re-
plikat, je mehr Replikate angefertigt werden, die Gesamtkosten steigen aber
selbstversta¨ndlich (Yoo and Cooper [2004]).
Microarrays sind fu¨r relative quantitative Genexpressionsmessungen geeig-
net. Schlu¨sse u¨ber die absolute Quantitt¨ der Genexpression sollten hingegen
nicht gezogen werden. Bei der Untersuchung zweier verschiedener Bedingun-
gen X und Y werden die numerischen Werte der gemessenen Genexpression
X1, . . . , Xm beziehungsweise Y1, . . . , Ym zu sogenannten Fold-Changes verrech-
net. Fu¨r ein Transkript k, das unter beiden Bedingungen gemessen wird, lautet
der Fold-Change:
Foldchange(Xk, Yk) =
 Xk ≥ Yk : Xk/YkXk < Yk : -(Yk/Xk) . (1.1)
Ist der Fold-Change von Bedingung X nach Bedingung Y positiv, so ist
das Transkript in Bedingung X upregulated, ist der Fold-Change negativ,
so ist das Transkript in Bedingung X downregulated. Als Ergebnis einer
Microarray-Studie wird in der Regel mit ebendiesen Fold-Changes gerechnet.
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1.5 RNA-Sequenzierung
Der erste DNA-Sequenzierautomat wurde im Jahr 1986 am California Insti-
tute of Technology entwickelt. Diese Automaten sind in der Lage, die Nu-
kleotidabfolge in einem DNA-Moleku¨l zu bestimmen. Traditionell werden sie
eingesetzt, um ganze Genome zu entschlu¨sseln. Moderne Verfahren bieten al-
lerdings die Mo¨glichkeit der beschleunigten Sequenzierung durch hochparallele
Methoden. Diese Automaten werden Next-Generation-Sequenzierautomaten
(NGS) genannt. Seit dem Jahr 2004 werden diese versta¨rkt fu¨r die Sequenzie-
rung von mRNAs und anderen, nicht codierenden, RNA-Moleku¨len verwendet
(RNA-Seq). Damit wurde eine konkurrierende Technologie zu den Microarrays
etabliert (Zhou et al. [2010]).
Aktuell, im Jahr 2014, dominieren drei verschiedene kommerzielle NGS-
Technologien den Markt: die Sequenzierung mit Bru¨ckensynthese von Illumi-
na, die Zwei-Basen-Sequenzierung (SOLiD Sequenzer) von Applied Biosystems
und die auf Pyrosequenzierung basierenden Sequenzer von Roche. Den drei
Verfahren liegen unterschiedliche Prinzipien der biochemischen Sequenzierung
und Amplifikation zugrunde. Bei allen aber findet der Prozess der Sequenzie-
rung massiv-parallel und mit niedrigeren Kosten als bei Sequenzierautomaten
der ersten Generation statt (Tucker et al. [2009]). Es existieren noch weitere
Verfahren, die sich derzeit jedoch nicht durchgesetzt haben.
Eine sehr moderne Technik ist der Pacific Biosciences PacBio RS II Se-
quenzierautomat. Er erlaubt derzeit als einzige Hochdurchsatztechnologie die
Sequenzierung langer Transkripte bis zu 1000 bp La¨nge. Dies ermo¨glicht neue
Anwendungen fu¨r die de-novo-Assemblierung und die Analyse von kompletten
Transkripten, sofern diese kurz genug sind (Stangier and Hegele [2011]).
Der Hauptvorteil von RNA-Seq gegenu¨ber Microarrays ist, dass die Techno-
logie die Analyse des Transkriptoms ohne vorheriges Wissen u¨ber die Sequenz
der Transkripte erlaubt. Damit erlaubt RNA-Seq eine de-novo-Transkriptom-
analyse von Organismen, deren Genomsequenz zuvor nicht sequenziert wurde.
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Daru¨berhinaus ko¨nnen sogar neue, bisher unbekannte, Transkripte entdeckt
werden (Hanriot et al. [2008]).
Bei ausreichend hoher Genauigkeit der Sequenzierautomaten, der soge-
nannten Tiefensequenzierung (Deep Sequencing), ko¨nnen auch sehr kleine Men-
gen von Transkripten (niedrig exprimierte Transkripte) gemessen werden. Des-
weiteren lassen sich neue Spleißstellen fu¨r alternatives Spleißen (Mortazavi
et al. [2008]) und Einzelnukleotid-Polymorphismen (SNPs) feststellen (Wang
et al. [2009]).
Die Ergebnisse von NGS-Experimenten werden in sehr großen Dateien ge-
speichert, die zeilenweise die Sequenzen der sequenzierten Transkripte und
mehrere Kennzahlen zur Qualita¨t der jeweiligen Sequenz enthalten. Tatsa¨chlich
bestehen diese Dateien oft aus mehreren hundertmillionen Eintra¨gen und sind
hunderte von Gigabytes bis mehrere Terrabytes groß (Fox et al. [2009]).
Die wohl gro¨ßte Herausforderung in der Datenanalyse von RNA-Seq be-
steht darin, die gelesenen Fragmente (Reads) dem Referenzgenom zuzuordnen.
In diesem Schritt muss die Alinierung (Alignment) der gemessenen RNA-Seq-
Transkripte erfolgen. Alinierung von DNA-Sequenzen ist ein klassisches Pro-
blem der Bioinformatik. Der Standardalgorithmus fu¨r diese Aufgabenstellung
ist BLAST (Basic Local Alignment Search Tool) (Altschul et al. [1990]). Auf-
grund der kurzen La¨nge, der sehr großen Anzahl und der hohen Fehlerrate
der gelesenen RNA-Transkripte sowie den großen Sequenzlu¨cken (Gaps) sind
konventionelle Algorithmen fu¨r diese Aufgabestellung aber ungeeignet. Daher
kommen ha¨ufig heuristische Verfahren zum Einsatz (Polyanovsky et al. [2011]).
Bei Anwendung von solchen Heuristiken ergeben sich, wenngleich selten, auch
Fehlinterpretationen und damit Fehler (Li and Homer [2010]).
Mit der RNA-Seq-Technologie werden ho¨here Genauigkeiten erzielt als beim
Einsatz von Microarrays. Unter idealen Bedingungen ist die Varianz techni-
scher Replikate sehr gering. In einer Arbeit aus dem Jahr 2008 wurde die Feh-
lerrate bei technischen Replikaten unter Idealbedingungen auf 0,5 % gescha¨tzt
(Spearman-Korrelation zwischen den Replikaten 0,96). Dieser Wert ist dem von
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Microarrays deutlich u¨berlegen (Marioni et al. [2008]). Der gescha¨tzte Wert fu¨r
Microarrays liegt bei etwa 10 % (Love and Carriquiry [2009]). Eine Studie aus
dem Jahr 2009 kam zu dem Ergebnis, dass die Wahrscheinlichkeit, dass ein
20mer langes Transkript, gemessen mit einem Illumina-Sequenzierautomaten,
einen oder mehrere Sequenzierfehler entha¨lt, 0,0048 % betra¨gt (Philippe et al.
[2009]). Erscheint diese Zahl zuna¨chst als sehr klein, so ist in Betracht zu
ziehen, dass sehr viele Transkripte parallel gemessen werden. Eine einzige
Gelspur (Lane) entha¨lt schon mehr als 100 Millionen gemessene Transkrip-
te (Reads). Wird diese Zahl nun mit der Fehlerrate multipliziert, ergibt das
mehr als 480.000 fehlerhafte Reads pro Lane.
Kreuzhybridisierungen ko¨nnen bei RNA-Seq nicht auftreten. Viele Autoren
nehmen dies zum Anlass, das Problem fu¨r gelo¨st zu erkla¨ren (Mortazavi et al.
[2008], Wang et al. [2009], Mu¨ller et al. [2012]). Da aber auch beim RNA-
Seq der Digestionsschritt, in dem die extrahierte RNA in kleinere Fragmente
zerlegt wird, stattfindet, ergibt sich bei Genen mit gleichen Abschnitten wieder
das Problem der Zuordnung, analog zum Problem der Kreuzhybridisierung
bei Microarrays (Mardis [2008]). Beim RNA-Seq wird dieser Effekt mit Cross-
Alignment analog zu Cross-Hybridization bezeichnet (Valdes et al. [2013]).
Daneben ist die Durchfu¨hrung von RNA-Seq-Experimenten deutlich auf-
wa¨ndiger als von Microarray-Experimenten. Das bedeutet nicht nur, dass mehr
Ressourcen aufgewendet werden mu¨ssen, sondern auch, dass die la¨ngere Bear-
beitungskette anfa¨lliger fu¨r mo¨gliche Fehler ist.
In der RNA-Seq-Technologie sehen viele Autoren jedoch die Zukunft der
Transkriptomanalyse (Shendure [2008]).
1.6 Varianz
Varianz (vom lateinischen variantia) bedeutet urspru¨nglich Verschiedenheit.
In der Statistik wird hiermit der Effekt bezeichnet, dass sich bei der mehr-
fachen Durchfu¨hrung ein und desselben Experimentes der Messwert X von
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einer Durchfu¨hrung zur anderen vera¨ndern kann. Als Ergebnis liegen dann ver-
schiedene konkrete Messwerte x1, . . . , xn desselben Experiments vor. Natu¨rlich
ko¨nnen auch unterschiedliche Versuchsbedingungen verschiedene Werte her-
vorbringen. Um quantitative Aussagen u¨ber diese Verschiedenheiten zu ma-
chen, benutzt die Statistik sogenannte Streuungsmaße oder Schwankungsmaße.
Die Schwankung erfolgt dabei um einen noch festzulegenden Referenzwert. Das
gebra¨uchlichste Streuungsmaß ist die Varianz beziehungsweise die Standard-
abweichung als deren Quadratwurzel. Die Varianz ist also hier die erwartete
quadratische Abweichung der Messwerte vom erwarteten Wert als Referenz-
wert.
Definition: Die Varianz ist definiert als
V ar(X) = E((X − E(X))2). (1.2)
Da der Erwartungswert E(X) aus einer Stichprobe x = (x1, . . . , xn) vom
Umfang n durch das arithmetische Mittel x¯ gescha¨tzt wird, kann die empirische
Varianz
s2(x) =
1
n− 1
n∑
i=1
(xi − x¯)2 (1.3)
als erwartungstreuer Scha¨tzwert fu¨r die Varianz berechnet werden.
Bei Genexpression wird ha¨ufig das arithmetische Mittel als Referenzwert
benutzt, mitunter auch der Median, der eine gro¨ßere Robustheit gegenu¨ber
grob fehlerhaften Messwerten besitzt. In diesem Fall wird in der Formel (1.3)
x¯ durch den Median ersetzt und von der Medianvarianz gesprochen.
Statistische Tests werden eingesetzt, um Hypothesen u¨ber Varianzen zu
pru¨fen. Insbesondere ist ha¨ufig zu pru¨fen, ob fu¨r unterschiedliche Beobach-
tungsgruppen Varianzhomogenita¨t vorliegt oder umgekehrt festgestellt werden
kann, dass sich die Streuungen innerhalb unterschiedlicher Beobachtungsgrup-
pen signifikant unterscheiden (Sachs [2004]).
In der klassischen Varianzanalyse nach R. A. Fisher werden fu¨r Daten aus
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Messungen mit unterschiedlichen Versuchsbedingungen zwei Varianzen unter-
scheiden:
1. Die Varianz zwischen Gruppen, die Intergruppenvarianz.
Werden in einem Experiment Daten unter unterschiedlichen Bedingun-
gen erhoben und haben diese Bedingungen tatsa¨chlich Einfluss auf die
Daten, dann wird die Wirkung der Bedingungen in der Varianz zwischen
den Gruppen sichtbar. Diese Form der Varianz, die Intergruppenvarianz,
ist vom Experimentator in der Regel erwu¨nscht (Workman et al. [2002]).
2. Die Varianz in einer Gruppe, die Intragruppenvarianz.
Die Varianz zwischen den Gruppen ist von der Varianz der Daten inner-
halb einer einzelnen Gruppe zu unterscheiden. Letztere beschreibt die
Abweichungen der Daten bei gleichen Bedingungen. Diese Form der Va-
rianz ist in der Regel vom Experimentator nicht erwu¨nscht (Sartor et al.
[2003]).
Die Intragruppenvarianz im biologischen Experiment la¨sst sich im Wesent-
lichen auf zwei Ursachen zuru¨ck fu¨hren:
1. Individualita¨t biologischer Daten. Biologische Individuen entsprechen sich
auch unter exakt gleichen Bedingungen nicht vollkommen. Werden bei-
spielsweise menschliche Zellen betrachtet, ist die Genexpression in jedem
Individuum auch unter noch so gleichen Bedingungen natu¨rlich verschie-
den.
2. Der technische Messfehler. In der eingesetzten Technik ko¨nnen Unge-
nauigkeiten auftreten, beim Microarray-Experiment unter anderem ver-
ursacht durch Kreuzhybridisierungen.
Bei der Varianzanalyse dient die Unterscheidung von Inter- und Intragrup-
penvarianz dem Nachweis der Wirkung unterschiedlicher Versuchsbedingungen
auf Lageparameter der Messwerte in den Gruppen. Zusa¨tzlich erweist es sich
aber als sinnvoll, auch die Streuungsparameter der Gruppen zu vergleichen.
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Signifikante Unterschiede zwischen den Varianzen zweier Gruppen ko¨nnen mit
verschiedenen statistischen Tests bestimmt werden (Sachs [2004]). Zu nennen
sind insbesondere der Levene-Test (Levene [1960]), der Bartlett-Test (Bart-
lett [1937]), der Cochran-Test (Cochran [1941]) und die Gruppe der F-Tests.
Dabei ist zu beachten, dass das Ergebnis des klassischen F-Tests nach R. A.
Fisher (Fisher [1922]) auch durch kleine Abweichungen von der Normalvertei-
lung stark beeinflusst ist. Bei experimentellen Daten, bei denen nicht sicher
von einer Normalverteilung ausgegangen werden kann, ist aus diesem Grund
ein nichtparametrisches Verfahren, wie etwa der Brown-Forsythe-Test, vorzu-
ziehen (Brown and Forsythe [1974]).
Da der Brown-Forsythe-Test in der im Kapitel 3.1 angefu¨hrten Arbeit Iden-
tification of intra-group, inter-individual, and gene-specific variances in mRNA
expression profiles in the rheumatoid arthritis synovial membrane (Huber et al.
[2008]) verwendet wird, soll diese Methode an dieser Stelle kurz dargestellt
werden (Brown and Forsythe [1974]).
Sei xij = µi + εij die j-te (j = 1, . . . , ni) Beobachtung in Gruppe i (i =
1, . . . , g), wobei die Erwartungswerte µi nicht bekannt sind. Auch sei nicht
vorausgesetzt, dass die µi gleich sind. Die Differenzen εij der Beobachtungen
zum Erwartungswert seien stochastisch unabha¨ngige und a¨hnlich verteilte Zu-
fallsgro¨ßen mit Erwartungswert 0 und mo¨glichweise verschiedenen Varianzen.
Fu¨r jede Gruppe wird der Median x˜i und die empirische Medianvarianz s˜
2
i
berechnet.
Mit zij = xij− x˜i wird nun eine einfaktorielle ANOVA analog zum bekann-
teren Levene-Test (Levene [1960]) berechnet:
W50 =
∑
i ni(z¯i· − z¯··)2/(g − 1)∑
i
∑
j(z¯ij − z¯i·)2/
∑
i(ni − 1)
, (1.4)
wobei
z¯i· =
∑
j
zij
ni
und z¯·· =
∑
i
∑
j
zij∑
i ni
. (1.5)
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Der kritische Wert fu¨r W50 wird nun aus der Snedecor-F-Tabelle (Snedecor
[1934]) mit g− 1 und∑i(ni− 1) Freiheitsgraden abgelesen. Selbstversta¨ndlich
la¨sst sich auch ein p-Wert nach Fisher (Fisher [1973]) berechnen.
Um Unterschiede in den Streuungsparametern zweier Gruppen X und Y
quantifizierbar zu machen, hat der Autor der vorliegenden Arbeit den Vari-
anzfold definiert:
V arFold(X, Y ) =
 V arX ≥ V arY : V arX/V arYV arX < V arY : -(V arY /V arX) . (1.6)
Dieses Maß wird in der als Kapitel 3.1 angefu¨hrten Arbeit Identification of
intra-group, inter-individual, and gene-specific variances in mRNA expression
profiles in the rheumatoid arthritis synovial membrane (Huber et al. [2008])
verwendet.
Bei biologischen Experimenten ist es ha¨ufig sinnvoll, die Varianz nicht nach
Gruppen, sondern nach ihrer Ursache zu unterscheiden:
1. Die technische Varianz entsteht durch Ungenauigkeiten der eingesetz-
ten Verfahren oder durch ungewollte Unterschiede bei den Versuchsbe-
dingungen. Sie wird ha¨ufig unter dem Begriff Messfehler zusammenge-
fasst.
2. Die biologische Varianz entsteht durch biologisch gegebene Unterschie-
de, dies schließt die Reaktion von Organismen auf verschiedene Bedin-
gungen ebenso ein wie die biologische Individualita¨t.
Bei der Analyse biologischer Experimente ist die Gleichsetzung der Inter-
gruppenvarianz mit der biologischen Varianz und die der Intragruppenvari-
anz mit der technischen Varianz nicht immer korrekt. In der als Kapitel 3.1
angefu¨hrten Arbeit Identification of intra-group, inter-individual, and gene-
specific variances in mRNA expression profiles in the rheumatoid arthritis
synovial membrane (Huber et al. [2008]) wird beispielsweise gezeigt, dass es
sich auch bei Intragruppenvarianz um biologische Varianz handeln kann. Auf
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der anderen Seite kann es vorkommen, dass sich ungewollte Gruppen durch
Messfehler oder Unterschiede bei der Datenerhebung ergeben und damit eine
technische Intergruppenvarianz. Dies kann beispielsweise der Fall sein, wenn
ein Experiment von verschiedenen Experimentatoren durchgefu¨hrt wird. Sol-
che Effekte werden als Batch-Effekte bezeichnet (Kupfer et al. [2012]).
Wa¨hrend sich die Intergruppenvarianz von der Intragruppenvarianz sehr
gut trennen la¨sst, ist es nicht mo¨glich, biologische Varianz und technische Va-
rianz zu trennen. Auer und Doerge formulierten dazu:
It is essentially impossible to partition biological variation from
technical variation. When these two sources of variation are con-
founded, there is no way of knowing which source is driving the
observed results. No amount of statistical sophistication can sepa-
rate confounded factors after data have been collected. (Auer and
Doerge [2010])
Auch ist eine Wertung:
”
Biologische Varianz ist gute Varianz“ und:
”
Tech-
nische Varianz ist schlechte Varianz“ nicht immer korrekt. Abha¨ngig von der
Fragestellung ist in einigen Fa¨llen bei Experimenten die biologische Varianz
genauso unerwu¨nscht wie die technische Varianz (Churchill [2002]).
1.7 Kovarianz und Korrelation
Eine Verallgemeinerung des Varianzbegriffs fu¨r mehrere Messgro¨ßen ist die
Kovarianz. Die Kovarianz ist ein nichtstandardisiertes Zusammenhangsmaß
fu¨r den monotonen Zusammenhang zwischen zwei Zufallsvariablen. Sie ist ein
Maß fu¨r die gemeinsame Variation zweier Zufallsvariablen (Sachs [2004]).
Definition: Die Kovarianz ist definiert als
Cov(X, Y ) = E((X − E(X) · (Y − E(Y )). (1.7)
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Damit ist die Varianz ein Spezialfall der Kovarianz, denn es gilt:
V ar(X) = Cov(X,X). (1.8)
Die Varianz ist demnach die Kovarianz einer Zufallsvariablen mit sich
selbst.
Analog zur empirischen Varianz kann fu¨r eine zweidimensionale Stichprobe
(x, y) = ((x1, y1), . . . , (xn, yn)) vom Umfang n mit den arithmetischen Mitteln
x¯ und y¯ die empirische Kovarianz als erwartungstreuer Scha¨tzwert fu¨r die
Kovarianz berechnet werden:
s(x, y) =
1
n− 1
n∑
i=1
(xi − x¯)(yi − y¯). (1.9)
Die Kovarianz wird wie folgt interpretiert:
• Die Kovarianz ist positiv, wenn tendenziell ein monoton wachsender Zu-
sammenhang zwischen X und Y besteht. Das bedeutet: Hohe Werte von
X gehen mit hohen Werten von Y einher und niedrige Werte von X
treffen auf niedrige Werte von Y . Es besteht also ein positiver Zusam-
menhang zwischen X und Y .
• Die Kovarianz ist hingegen negativ, wenn entsprechend ein entgegen-
gerichteter monotoner Zusammenhang zwischen X und Y besteht. Das
bedeutet: Hohe Werte von X gehen mit niedrigen Werten von Y einher
und niedrige Werte von X treffen auf hohe Werte von Y . Es besteht also
ein negativer Zusammenhang zwischen X und Y .
• Fu¨r unabha¨ngige Zufallsgro¨ßen ist die Kovarianz Null. Umgekehrt wird
aus dem Verschwinden der Kovarianz meist auf die Unabha¨ngigkeit ge-
schlossen. Tatsa¨chlich besteht dann zwar kein monotoner Zusammenhang
zwischen X und Y , nicht auszuschließen sind allerdings nichtmonotone
Beziehungen.
Der Wert der Kovarianz gibt zwar die Richtung einer monotonen Beziehung
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zwischen den Zufallsvariablen an, die Sta¨rke des Zusammenhangs la¨sst sich
aber nicht an ihm ablesen. Dies liegt in der Linearita¨t der Kovarianz begru¨ndet,
das heißt, sie ha¨ngt vom Maßstab der Zufallsvariablen ab.
Um das Maß des Zusammenhangs vergleichbar zu machen, ist es notwen-
dig die Kovarianz zu normieren. Die Normierung der Kovarianz fu¨hrt zum
Korrelationskoeffizienten.
Wird von Korrelation gesprochen, ist zumeist die von Karl Pearson ent-
worfene Pearson-Korrelation gemeint (Pearson [1895]).
Definition: Der Korrelationskoeffizient ρ ist definiert als
ρ(X, Y ) =
Cov(X, Y )√
V ar(X) · V ar(Y ) , (1.10)
die Kovarianz wird mit den Standardabweichungen der Zufallsvariablen nor-
miert. Werden in der Formel (1.10) die Varianzen V ar(X) und V ar(Y ) durch
die empirischen Varianzen s2(x) und s2(y) sowie die Kovarianz durch die em-
pirische Kovarianz s(x, y) ersetzt, ergibt sich der empirische Maßkorrelations-
koeffizient nach Bravais und Pearson ρ(x, y) als erwartungstreuer Scha¨tzer fu¨r
die Korrelation.
Der Korrelationskoeffizient ist ein dimensionsloses Maß fu¨r den linearen
Zusammenhang zwischen zwei Zufallsvariablen. Er kann Werte zwischen -1
und +1 annehmen. Es ergibt sich folgende Interpretation:
• ρ = 1: Es besteht ein vollsta¨ndiger, linearer Zusammenhang zwischen
den Merkmalen.
• ρ = -1: Es besteht ein vollsta¨ndiger, negativer, linearer Zusammenhang
zwischen den Merkmalen.
• ρ = 0: Es besteht kein linearer Zusammenhang zwischen den Merkma-
len. Es wird jedoch keine Aussage u¨ber nichtlinearere Zusammenha¨nge
getroffen.
Anders als die Kovarianz gibt Pearsons ρ nicht nur die Richtung einer
monotonen Beziehung zwischen den Zufallsvariablen, sondern auch die Sta¨rke
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des Zusammenhangs an. Im Gegensatz zur Kovarianz ist ρ invariant gegenu¨ber
streng monoton steigenden linearen Transformationen.
Andere Maße fu¨r die Korrelation sind Spearmans ρ (Spearman [1904])
und Kendalls τ (Kendall [1938]). Beide Maße sind nichtparametrische Rang-
korrelationskoeffizienten, die auch fu¨r ordinale Daten definiert sind. Da die
Kendall-Korrelation in der im Kapitel 3.2 angefu¨hrten Arbeit Quantification
of growth-defense trade-offs in a common currency: nitrogen required for phe-
nolamide biosynthesis is not derived from ribulose-1,5-bisphosphate carboxyla-
se/oxygenase turnover (Ullmann-Zeunert et al. [2013]) verwendet wird, soll
diese Methode an dieser Stelle kurz dargestellt werden.
Definition: Die Kendall-Korrelation ist wie folgt definiert:
Seien (x1, y1), (x2, y2), ..., (xn, yn) eine nach der ersten Variable sortierte Men-
ge von Realisierungen der verbundenen Zufallsvariablen X und Y . Ein Paar
(xi, yi), (xj, yj), mit i < j ≤ n, heißt konkordant, wenn gilt: xi < xj und
yi < yj oder xi > xj und yi > yj. Die Anzahl der konkordanten Paare wird
mit C bezeichnet. Ein Paar heißt diskordant, wenn gilt: xi < xj und yi > yj
oder xi > xj und yi < yj. Die Anzahl der diskordanten Paare wird mit D
bezeichnet. Dann ist
τ(X, Y ) =
C −D
1
2
n(n− 1) . (1.11)
Dabei wurde von Bindungen, das heißt von u¨bereinstimmenden Realisie-
rungen, abgesehen. Wie fu¨r Pearsons ρ gilt fu¨r Kendalls τ :
-1 ≤ τ ≤ +1. (1.12)
Kendalls τ ist vor allem fu¨r Daten geeignet, die nicht normalverteilt sind
oder ungleiche Skalenteilungen aufweisen. Auch bei kleinen Stichprobengro¨ßen
ist Kendalls τ stets vorzuziehen. Kendalls τ ist leicht konservativer als Pearsons
ρ oder Spearmans ρ, das heißt, dass die Werte in der Regel etwas kleiner als
die der anderen Korrelationskoeffizienten sind.
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Der Korrelationskoeffizient la¨sst sich jedoch nicht nur als Zusammenhangs-
maß, sondern auch als A¨hnlichkeitsmaß oder nach einer geeigneten Transfor-
mation als Abstandsmaß interpretieren (Egghe and Leydesdorff [2009]).
Werden etwa die Versuchsergebnisse eines Experimentes als (Zufalls-) Vek-
tor X = (X1, . . . , Xm) und die entsprechenden Ergebnisse unter vera¨nderten
Versuchbedingungen als (Zufalls-) Vektor Y = (Y1, . . . , Ym) zusammengefasst,
so entspricht der Pearson-Korrelationskoeffizient ρ dem Cosinus des zwischen
beiden Vektoren X und Y eingeschlossenen Winkels φ, also:
cos(φ) = ρ(X, Y ). (1.13)
Zeigen beide Vektoren in dieselbe Richtung, ist φ = 0 und damit cos(φ) = 1.
Sind die Vektoren orthogonal zueinander, so ist cos(φ) = 0, zeigen sie in ent-
gegengesetzte Richtungen, so ist cos(φ) = −1. Diese fu¨r m = 2 oder m = 3
geometrische Deutung der Beziehung zwischen X und Y entspricht der darge-
legten Interpretation des Korrelationskoeffizienten.
Die Euklidische Distanz d(X, Y ) ist mit der Pearson-Korrelation eng ver-
wandt. Fu¨r zwei normierte Zufallsvektoren mit X21 + . . . + X
2
m = 1 und Y
2
1 +
. . .+ Y 2m = 1 gilt:
ρ(X, Y ) = 1− d
2(X, Y )
2
und d(X, Y ) =
√
2(1− ρ(X, Y )). (1.14)
Die nichtparametrischen Korrelationskoeffizienten nach Spearman und Ken-
dall lassen sich analog als A¨hnlichkeitsmaße oder Abstandsmaße interpretieren.
In der vorliegenden Arbeit wird im Kapitel 3.2 Kendalls τ in diesem Sinne ver-
wendet.
In den nachfolgenden zwei Kapiteln werden insgesamt vier Arbeiten vor-
gestellt, in denen der Autor zuna¨chst zeigt, dass Kreuzhybridisierungen in
erheblichem Maße zum Messfehler bei Genexpressionsmessungen mit Microar-
rays beitragen. Dazu entwickelt er zuna¨chst neue Chip Definition Files, die
Kreuzhybridisierungen ausschließen. Zwei Datensa¨tze werden einmal mit den
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neuen CDFs und einmal mit den Original-CDFs ausgewertet. Danach wird in
der zweiten Arbeit ein komplett kreuzhybridisierungsfreies Array geschaffen
und gezeigt, dass die technische Varianz signifikant abnimmt. In der dritten
Arbeit wird der Varianzfold definiert und ein Genexpressionsdatensatz mit
diesem Werkzeug und anderen Methoden zum Vergleich der Streuungspara-
meter ausgewertet. Dabei werden neue Markertranskripte fu¨r die rheumatoide
Arthritis identifiziert. In einer weiteren Arbeit wird eine A¨hnlichkeitsanalyse
der Verteilung von Stickstoffmetaboliten in Pflanzenteilen durchgefu¨hrt. Dabei
wird Kendalls τ als A¨hnlichkeitsmaß interpretiert.
Kapitel 2
Technische Varianz in
Microarray-Experimenten
Die als Kapitel 2.1 angefu¨hrte Arbeit Creation and comparison of different chip
definition files for Affymetrix microarrays (Hummert et al. [2011]) analysiert
das Problem der Kreuzhybridisierung aufgrund unspezifischer Bindungen. Es
werden vier verschiedene Affymetrix GeneChip Arrays untersucht, drei Human
Genome Arrays, das HG-U133A, das HG-U133B und das HG-U133 Plus 2.0,
sowie das Mouse Genome 430 2.0 Array. Mit Hilfe von BLAST wird gezeigt,
dass Kreuzhybridisierungen fu¨r alle vier untersuchten Arrays sehr ha¨ufig sind.
Fu¨r den HG-U133A Chip ko¨nnen beispielsweise 45 % der Sonden des Arrays
kreuzhybridisieren. Außerdem spiegelt ein betra¨chtlicher Teil der Sonden die
angegebenen Transkripte nicht korrekt wider.
Um den tatsa¨chlichen Einfluss von Kreuzhybridisierungen zu untersuchen,
werden in der Arbeit neue Chip Definition Files (CDFs) zur Verfu¨gung ge-
stellt, die alle kreuzhybridisierenden oder unpassenden Sonden ausschließen.
Die neuen CDFs werden mit Hilfe von Korrelation zwischen Microarray- und
qRT-PCR-Ergebnissen mit drei anderen CDFs verglichen, den originalen Affy-
metrix CDFs, denen von Dai et al. (Dai et al. [2005]) sowie denen von Ferrari
et al. (Ferrari et al. [2007]).
Es wird gezeigt, dass die neuen CDFs ohne Kreuzhybridisierungen bessere
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Korrelation zur qRT-PCR zeigen als die originalen Affymetrix CDFs. Dies ist
insofern besonders bemerkenswert, da fu¨r die neuen CDFs deutlich weniger
Sonden zur Verfu¨gung stehen. Fu¨r den HG-U133A Chip werden beispielsweise
fast 50 % der Sonden in dem neuen CDF unberu¨cksichtigt gelassen. Insgesamt
zeigt sich, dass das Ergebnis umso besser ist, je mehr Sonden pro Probeset zur
Verfu¨gung stehen. In der Arbeit wird also gezeigt, dass Kreuzhybridisierungen
tatsa¨chlich ein relevantes Problem bei Microarray-Experimenten sind und die
Beru¨cksichtigung von kreuzhybridisierenden Sonden das Ergebnis verschlech-
tert und den Messfehler somit erho¨ht.
Die dem Kapitel 2.2 entsprechende Arbeit Optimization of a microarray
probe design focusing on the minimization of cross-hybridization (Horn et al.
[2011]) bescha¨ftigt sich ebenfalls mit dem Problem der Kreuzhybridisierung
aufgrund unspezifischer Bindungen. In dieser Arbeit wird ein neues Micro-
array-Chipdesign entworfen, das von Anfang an Kreuzhybridisierungen kon-
sequent vermeidet. Es wird eine neue Methode vorgestellt, die bereits existie-
rende Sonden bewertet und dann auf bestimmte Kriterien hin (hier Vermei-
dung von Kreuzhybridisierungen) optimiert. Eine solche Optimierung eines
Microarray-Sondendesigns, das auf die Vermeidung von Kreuzhybridisierung
fokussiert, ist exemplarisch fu¨r Aspergillus nidulans durchgefu¨hrt worden.
Nachdem das neue Chipdesign vorlag, wurde der Chip tatsa¨chlich gespot-
tet. Ein Experiment wurde sowohl mit einem alten Chipdesign (mit mo¨glichen
Kreuzhybridisierungen) als auch dem neuen (kreuzhybidisierungsfreien) Array
durchgefu¨hrt.
Das neue Sondendesign wird mittels Medianvarianz interner technischer
Replikate experimentell evaluiert. Im Ergebnis wird gezeigt, dass das neue
Design dem alten signifikant u¨berlegen ist. Auch diese Arbeit belegt also,
dass Kreuzhybridisierungen tatsa¨chlich ein relevantes Problem bei Microarray-
Experimenten sind und der konsequente Ausschluss von kreuzhybridisierenden
Sonden das Ergebnis verbessert sowie den Messfehler reduziert.
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Abstract— Microarrays are broadly used for high-
throughput gene expression analyses in molecular biology
and medicine. Nevertheless, the quality of the technology
is still capable for further improvements. One of the
main problems is cross-hybridization of the transcripts
to non-corresponding probes on the array by unspecific
binding.
Four different Affymetrix GeneChip arrays are analyzed,
namely the Human Genome arrays HG-U133A, HG-U133B,
HG-U133 Plus 2.0 and the Mouse Genome 430 2.0 array. It
is shown that putative cross-hybridizations are common for
the examined arrays (e.g., 45 % of all probes for the U133A).
Furthermore, a considerable amount of probes does not
match the annotated transcript correctly. A new set of CDFs
is created avoiding putative cross-hybridization completely.
It is compared with three other CDFs (Affymetrix, Dai et al.,
Ferrari et al.) with the help of correlation between microar-
ray and qRT-PCR results for two datasets. The newly created
and the Ferrari CDFs perform significantly better than the
original Affymetrix CDFs. The new CDFs are available as R-
packages at http://www.sysbio.hki-jena.de/software and have
been submitted to BioConductor.
Keywords: microarrays, unspecific binding, cross-hybridization,
Chip Definition Files
1. Background
Microarrays are broadly used for high-throughput gene
expression analyses in molecular biology and medicine.
They are applied to measure changes in expression levels for
thousands of genes simultaneously. Until 2011, more than
20,000 measurement series based on microarray technology
have been published in public repositories like NCBI’s Gene
Expression Omnibus.
Nevertheless, the quality of the technology is still capable
for further improvements [1], [2]. Several studies tried to
compare data derived from different types of arrays and
showed a rather poor consistency [3], [4]. Although mi-
croarrays are commonly used, this is a daunting problem.
In addition, although there has been extended work on this
field [5], there is still a lack of standardized experimental
protocols among different laboratories [6].
The main problem of microarray analysis is unspecific
binding of transcripts by cross-hybridization. This means
that RNA fragments hybridize to a probe which is not
designed for this gene. It was shown that fragments longer
than 8 nucleotides are able to hybridize and that cross-
hybridization can emerge from alignments ranging from 10
to 16 nucleotides. Further, the 5’-ends were found to cross-
hybridize more likely than the 3’-ends [7].
Unspecific binding may lead to false-positive and false-
negative results following in incorrect hypotheses about
gene expression [8], [9]. Affymetrix, a technology widely
used [10], accounts for the influence of cross-hybridization
by introducing internal controls: each probepair comprises a
Perfect Match (PM) and a Mismatch (MM) probe which
are statistically evaluated [11]. Unfortunately, this proce-
dure cannot solve the problem of cross-hybridization com-
pletely [12] and further refinements are suggested [13]. For
example, Wu et al. [7] stated that the MM probes can also
cross-hybridize, even though by another mechanism as the
PM probes. Therefore, they recommended ignoring the MM
probes.
Generally, expressed transcripts are represented on the
array by a series of probepairs called probesets. The signal
intensities are summarized to a single value per probeset. A
large number of single transcripts are represented by multiple
probesets. Multiple probesets representing the same gene are
expected to show similar fold changes calculated from the
signal intensities of the hybridized samples. However, this
is in fact not the case [14], [15], [16]. This problem arises
from single probes in the probeset which are capable of
cross-hybridization. Ways to deal with this problem is either
a probe-based analysis, leaving out the probe-to-probeset
summarization step [17], [18], or the composition of the
probesets could be improved by setting up alternative Chip
Definition Files (CDFs) based on information contained in
different sequence databases. For example, the group of
Ferrari et al. [19] created a set of custom CDFs based on
the GeneAnnot database [20]. In these CDFs the probesets
that match the same gene were merged into one probeset.
Hence, the existence of more than one probeset per gene
was eliminated, avoiding discordant expression signals for
the same transcript.
Another set of custom CDFs relying on a broad repertoire
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of databases like RefSeq or Unigene has been created by
the group of Dai et al. [21]. Probesets matching the same
gene were merged, but remained divided if they were able
to discriminate different isoforms of a gene. Probes causing
cross-hybridizations were removed from the new probesets,
but the filter had been not very strict.
Several groups dealt with the question of the minimum
probeset size [19], [21]. For example, the group of Lu et
al. [22] sets the minimum probeset size to 4 probes because
smaller probesets result in high error rates. In this study the
minimum probeset size was set to 4 [19], [21]. From these
new probesets custom CDFs and the corresponding Biocon-
ductor libraries for Affymetrix GeneChips were created.
In the work presented here, a new set of CDFs is in-
troduced avoiding putative cross-hybridization completely.
These CDFs are compared with those from Affymetrix,
Ferrari, and Dai by validation of the respective microarray
results using qRT-PCR for two different datasets.
2. Results
Four different Affymetrix GeneChip arrays are analyzed,
namely the HG-U133A, HG-U133B, HG-U133 Plus 2.0
designed for human samples, and the Mouse Genome 430
2.0 array. For the detection of putative cross-hybridizations,
the sequences of all Affymetrix probes (only the PM probes,
the MM probes are discarded) are aligned against the RefSeq
database using blastn [23] as described in the methods
section.
The GeneChip HG-U133A consists of 22,283 probesets,
each of 11–20 probepairs and 247,937 probepairs in total.
Additional 1,155 probepairs are controls and are furthermore
ignored. About 44 % of the PM probes (109,245) match
exactly one single gene. 11 % of the probes (26,159) do not
match any annotated gene. 45 % of the probes (112,533)
match more than one gene and thus have cross-hybridization
potential.
Furthermore, the direction of the probes was analyzed.
Normally, sense strand RNA fragments are expected, al-
though there are some loci in the human genome [24], as
well as in the mouse genome [25], where both sense and
antisense strands are transcribed. However, mixing up probes
detecting sense or antisense strands in one single probeset
could cause wrong expression results. Here, only probes
matching the sense strand are considered as correct. For the
U133A microarray all probes match the sense strand.
The GeneChip HG-U133B consists of 22,645 probesets,
each of 11–20 probepairs and 249,491 probepairs in total.
Again, there are additional probesets containing more than
11 probes as controls and are ignored (1,100). About 35 %
of the probes (87,067) are found to match exactly one gene.
2 % of the probes (5,453) match more than one gene, so
they possibly cross-hybridize, 5 % of the probes (12,805)
match at least one gene but in the wrong direction (antisense
direction) and no gene in the sense direction, and 58 % of
the probes (144,166) do not match any annotated gene.
The GeneChip HG-U133 Plus 2.0 consists of 54,675
probesets and 604,247 probepairs. Like in the other arrays,
additional probesets containing more than 11 probes are
controls and are discarded. Here, 37 % of the remaining
probes (221,821) match exactly one gene, 23 % of the probes
(141,146) match more than one gene, 11 % of the probes
(65,327) match at least one gene but in the wrong direction
(antisense direction) and no gene in the sense direction, and
29 % of the probes (175,953) do not match any annotated
gene.
The Mouse Genome 430 2.0 array consists of 45,036
probesets and 496,457 probepairs. About 52 % of the
counted probes (257,331) match exactly one gene and 5 %
of the probes (27,112) match more than one gene. About
1 % of the probes (4,661) match genes only in the wrong
direction and 42 % of the probes (207,353) do not match
any annotated gene.
Nearly all Affymetrix probesets contain at least one probe
which has cross-hybridization potential. In fact, for the HG-
U133 Plus 2.0 Chip about 65 % of all probesets include
more cross-hybridizing probes than non-ambiguous ones.
All probes matching exactly one single gene are classified
as good and all probes matching more than one gene are
classified as problematic. Those probes, that match in the
wrong direction or do not match any RefSeq sequence are
also classified as problematic. Only the good probes are
used to create the new CDFs as described in the methods
chapter. Accordingly, for the HG-U133A microarray origi-
nally measuring 14,500 genes by 22,283 probesets the newly
created CDF contains 12,400 probesets representing 12,400
genes. For the HG-U133 Plus 2.0 the number of probesets is
reduced from 54,675 (representing 38,500 genes) to 18,800
(representing 18,800 genes). The HG-U133B comprises
22,645 probesets measuring the expression of 18,400 genes.
Here, the number of probesets is reduced to 6,500 matching
6,500 transcripts. The Mouse 430 2.0 microarray consists
of 45,036 probesets for 39,000 genes. With the new CDF
there are 16,400 probesets matching 16,400 genes. Hence,
the number of identifiable genes is reduced in order to
achieve a higher specificity of the probesets. The result for
the HG-U133 Plus 2.0 is in good agreement to the results
of Barnes et al. [26], who used BLAT and the Golden Path
database and achieved a number of 17,143 genes that can
be measured.
Small probesets lead to higher error rates and result in
lower statistical significance. In the Affymetrix CDFs the
size is 11 for nearly all probesets, but in the newly created
probesets the size is not fixed. Some probesets are smaller
than those from Affymetrix due to the removal of the
problematic probes. However, many probesets increase in
size due to useful probes on the array that have not been
used for the matching gene before and probesets measuring
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the same gene beeing merged. For example, for the HG-
U133 Plus 2.0 the mean probeset size increases from 11 to
17.
For the validation of all CDFs two test datasets are chosen:
(i) the Etanercept (ETC) and (ii) the MAQC dataset. The first
of the two datasets is derived from a study analyzing the ef-
fect of the TNF-α blocker Etanercept, a rheumatoid arthritis
drug, using data from 17 patients at three time points [27]. It
is a typical dataset that arises in medical studies and is rather
representative. One Affymetrix HG-U133A array experiment
was performed for each time point. The second dataset is the
Microarray Quality Control (MAQC) reference dataset [28].
It contains data from more than 1,300 microarrays and qRT-
PCR data for more than 1,000 genes. The subset of the 120
Affymetrix U133 Plus 2.0 expression results and all the qRT-
PCRs are selected for the analysis presented here.
qRT-PCR results are considered to reflect the real tran-
script concentrations with higher reliability than those de-
termined by microarrays. Therefore, qRT-PCR experiments
are regarded as a ’gold standard’ for chip analyses [29], [30].
The Pearson correlation coefficient (PCC) of the microarray
and the qRT-PCR data is computed for each gene using the
different CDFs.
For the Etanercept dataset we performed qRT-PCR ex-
periments for 16 genes. In total, this dataset now contains
results from 51 microarrays and 816 qRT-PCR experiments.
In addition, the genes with qRT-PCR data in both records
are analyzed in more detail.
The perfomance of these CDFs were compared: the orig-
inal Affymetrix CDFs (A), the two alternative CDFs of
Ferrari et al. (F) [19] and Dai et al. (D) [21], and the
new CDFs (H) presented here. The CDFs from Ferrari,
using the GeneAnnot database, contain merged probesests
(see background chapter), and cross-hybridization was not
considered. The group of Dai offers a broad spectrum of
different CDFs based on different databases. The one using
RefSeq is chosen for comparison because it corresponds best
to the new CDFs, using RefSeq as well. In the Dai CDFs
different probesets matching a single gene are combined,
although there are exceptions for genes comprising different
isoforms. A check for cross-hybridization is also included.
However, it applies a different algorithm than the new CDFs
and the filter is much less strict.
For the probe to probeset summarization step two algo-
rithms are used as described in the methods section: (i)
the Robust Multi-array Analysis Algorithm (RMA) [13],
[31] and (ii) the Affymetrix Microarray Suite MAS5 [32].
These were compared repeatedly, but it is difficult or even
impossible to decide which of the both algorithms performs
better in any case [33], [34], [35].
For the Etanercept dataset, the mean correlation coef-
ficient of all 16 genes for the Affymetrix CDF is 0.61
using the robust multi-array analysis algorithm (RMA) and
0.60 using the Affymetrix Microarray Suite MAS5. These
values include 31 probesets in total matching these 16 genes
according to the Affymetrix annotation file. If only the best
correlating probeset for each gene is considered, the average
correlation coefficient increases to 0.73 for RMA and 0.71
for MAS5. However, this value is more of theoretical interest
because the knowledge which probeset will perform best is
gained not until the qRT-PCR experiments and correlation
analysis is finished. On average, the incorporated probe-
sets contain 5.58 putative cross-hybridizations calculated by
BLAST (4.47 including only the best performing probesets).
The Dai CDF contains 23 probesets for the 16 genes of
the Etanercept dataset. Their mean correlation coefficient
increases to 0.67 for both RMA and MAS5 compared to
the 0.60 using the Affymetrix CDF. Considering the best
correlating Dai probesets only, the values further increase
to 0.73 for RMA and 0.69 using MAS5. The mean size of
the Dai probesets increases to 20.59 probes containing 8.82
putative cross-hybridizations. This number changes to 4.71
if normalized to a probeset size of 11. Here, normalization
means the number of putative cross-hybridizations calculated
for a hypothetical Dai probeset size of 11. Considering
only the best Dai probesets, the number of putative cross-
hybridizations decreases to 7.88 on average.
For the Ferrari CDF, the mean correlation coefficient
equals 0.73 for RMA and 0.69 using MAS5 on average.
The mean probeset size increases to 19.56, harboring 10.81
possible cross-hybridizations (6.07 if normalized).
Using the new CDF the mean correlation coefficient
amounts to 0.72 for RMA and 0.68 for MAS5. The mean
probeset size decreases to 10.25 with no cross-hybridizations
at all. The detailed results are shown in the table below:
PCC PCC PCC Number of Probeset-
Gene Probeset ETC ETC MAQC ambiguous size
(RMA) (MAS5) (RMA) probes
TNF A: 207113_s_at 0.88 0.85 N/A 8 11
D: NM_000594_at 0.88 0.85 N/A 8 11
F: GC06P031652_at 0.88 0.85 N/A 8 11
H: gi_25952110 0.86 0.81 N/A 0 3
IL1B A: 205067_at 0.95 0.90 0.37 6 11
A: 39402_at 0.95 0.87 0.82 6 16
D: NM_000576_at 0.96 0.89 0.74 12 27
F: GC02M113303_at 0.96 0.89 0.74 12 27
H: gi_27894305 0.95 0.88 0.86 0 15
IL6 A: 205207_at 0.69 0.71 0.81 3 11
D: NM_000600_at 0.69 0.71 0.81 3 11
F: GC07P022732_at 0.69 0.71 0.81 3 11
H: gi_10834983 0.65 0.72 0.71 0 8
IL8 A: 202859_x_at 0.88 0.81 0.90 6 11
A: 211506_s_at 0.86 0.73 0.98 6 11
D: NM_000584_at 0.88 0.73 0.96 12 22
F: GC04P074845_at 0.88 0.73 0.96 12 22
H: gi_28610153 0.89 0.73 0.95 0 10
IL1RN A: 212657_s_at 0.75 0.87 N/A 2 11
A: 212659_s_at 0.77 0.84 N/A 4 11
A: 216243_s_at 0.75 0.86 N/A 6 11
A: 216244_s_at 0.13 0.07 N/A 4 11
A: 216245_at 0.21 0.11 N/A 10 11
D: NM_173841_at 0.80 0.88 N/A 12 33
D: NM_000577_at 0.80 0.88 N/A 12 33
D: NM_173842_at 0.80 0.88 N/A 12 33
D: NM_173843_at 0.84 0.86 N/A 15 42
F: GC02P113591_at 0.83 0.86 N/A 16 44
H: gi_27894315 0.78 0.88 N/A 0 23
ICAM1 A: 202637_s_at 0.63 0.73 0.97 7 11
A: 202638_s_at 0.62 0.72 0.98 4 11
A: 215485_s_at 0.71 0.73 0.94 3 11
D: NM_000201_at 0.70 0.76 0.99 14 33
F: GC19P010247_at 0.70 0.77 0.99 14 33
H: gi_4557877 0.72 0.74 0.97 0 20
SOD2 A: 215078_at 0.25 0.35 N/A 10 11
Continued on next page
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PCC PCC PCC Number of Probeset-
Gene Probeset ETC ETC MAQC ambiguous size
(RMA) (MAS5) (RMA) probes
A: 215223_s_at 0.15 0.28 N/A 7 11
A: 216841_s_at 0.18 0.39 N/A 3 11
A: 221477_s_at 0.32 0.44 N/A 10 11
D: NM_001024466_at 0.16 0.33 N/A 6 12
D: NM_000636_at 0.19 0.37 N/A 10 22
D: NM_001024465_at 0.16 0.33 N/A 6 13
F: GC06M160020_at 0.20 0.36 N/A 20 33
H: gi_67782304 0.20 0.39 N/A 0 12
TRAF1 A: 205599_at 0.61 0.50 0.88 6 11
D: NM_005658_at 0.61 0.50 0.88 6 11
F: GC09M122704_at 0.61 0.50 0.88 6 11
H: gi_53759116 0.59 0.47 0.89 0 5
ZFP36 A: 201531_at 0.84 0.86 N/A 5 11
A: 213890_x_at -0.01 -0.46 N/A 8 11
D: NM_003407_at 0.84 0.86 N/A 5 11
F: GC19P044589_at 0.84 0.86 N/A 5 11
H: gi_141802261 0.85 0.82 N/A 0 6
PTGS2 A: 204748_at 0.91 0.71 0.97 4 11
D: NM_000963_at 0.91 0.71 0.97 4 11
F: GC01M184907_at 0.91 0.71 0.97 4 11
H: gi_4506264 0.89 0.72 0.95 0 9
TNFAIP3 A: 202643_s_at 0.78 0.82 0.97 4 11
A: 202644_s_at 0.87 0.85 0.93 6 11
D: NM_006290_at 0.82 0.83 0.96 10 22
F: GC06P138230_at 0.82 0.83 0.96 10 22
H: gi_26051241 0.80 0.82 0.98 0 13
DUSP2 A: 204794_at 0.75 0.66 N/A 5 11
D: NM_004418_at 0.75 0.66 N/A 5 11
F: GC02M096230_at 0.75 0.66 N/A 5 11
H: gi_12707563 0.74 0.60 N/A 0 6
ADM A: 202912_at 0.80 0.67 0.92 5 11
D: NM_001124_at 0.80 0.67 0.92 5 11
F: GC11P010283_at 0.80 0.67 0.92 5 11
H: gi_4501944 0.82 0.67 0.94 0 6
CROP A: 203804_s_at 0.44 0.56 N/A 5 11
A: 208835_s_at 0.43 0.36 N/A 5 11
A: 220044_x_at 0.43 0.44 N/A 4 11
D: NM_016424_at 0.49 0.50 N/A 13 32
D: NM_006107_at 0.49 0.45 N/A 13 30
F: GC17P046151_at 0.48 0.48 N/A 14 33
H: gi_52426741 0.46 0.47 N/A 0 17
NFκBIA A: 201502_s_at 0.81 0.73 N/A 4 11
D: NM_020529_at 0.81 0.73 N/A 4 11
F: GC14M034940_at 0.81 0.73 N/A 4 11
H: gi_10092618 0.82 0.77 N/A 0 7
JUNB A: 201473_at 0.44 0.44 0.94 7 11
D: NM_002229_at 0.44 0.44 0.94 7 11
F: GC19P012763_at 0.44 0.44 0.94 7 11
H: gi_44921611 0.54 0.44 0.73 0 4
Ø all Affymetrix 0.61 0.59 0.88 5.58 11.16
best Affymetrix 0.73 0.71 0.92 4.47 11.00
Dai 0.67 0.67 0.91 8.82 20.59
best Dai 0.73 0.69 0.91 7.88 18.69
Ferrari 0.73 0.69 0.91 10.81 19.56
Hummert 0.72 0.68 0.89 0.00 10.25
Evaluating the PM and MM probes statistically, the MAS5
software assigns ’present’, ’absent’ or ’marginal’ to each
expression value, and Affymetrix recommends to use only
the ’present’ detection call for further analysis. Following
this recommendation and using only those results for the
correlation analysis that are marked as ’present’ the mean
correlation coefficient increases from 0.59 to 0.66 (0.74
including only the best performing probesets). Hence, incor-
porating the Affymetrix detection call indeed improves the
correlation, but using alternative CDFs is still better than
using the Affymetrix probesets and the detection call.
Analyzing the MAQC reference dataset using the RMA
suite, the results are almost in accordance with those of
the Etanercept data described above. The mean correlation
coefficient for all 1,000 genes is 0.47 for the Affymetrix CDF
(0.71 incorporating only the best probeset for each gene).
Using the Dai CDF, the mean correlation increases to 0.63
(0.64 for the best probesets). With the Ferrari and the new
CDF the mean correlations are 0.63 and 0.58, respectively.
The detailed results for all MAQC genes can be downloaded.
Discussion
Results from microarray experiments contain considerably
high error rates [36]. Due to error propagation, it is of
particular importance to minimize errors in the beginning
of the analysis chain [37]. Therefore, especially the pre-
processing of the chip data has to be done as accurate
as possible. Many efforts were spent on these problems
before [38], such as the notable results of the ’Golden Spike
Project’ [6]. The question which statistical method should be
adequately chosen is even more complicated if experimental
data from different laboratories are incorporated in one
single analysis [39].
For microarray analyses algorithms are essential which
combine the 11-20 probepair intensities for a given gene and
define a measure of expression that represents the amount
of the corresponding mRNA species. In this study, two of
these algorithms are compared, the robust multi-array anal-
ysis algorithm (RMA) and the Affymetrix Microarray Suite
MAS5. Applying both algorithms to the Etanercept dataset
RMA outperforms MAS5 on average. Other studies revealed
similar results. However, their performance is assumed to be
dependent on the actual dataset [40]. In fact, normalisation
steps are applied after the probe to probeset summarization.
Some of these steps depend on global parameters (e.g. mean
of total gene expression) which depend on the total set
of probesets. Therefore, identical probesets within different
CDFs vary slightly in the final gene expression values.
Analyzing the probes of the Affymetrix microarrays dis-
closes many inaccuracies. A large number of problematic
probes are based on the fact that Affymetrix had to rely
on genome annotation available at the time the chips were
designed (U133A and U133B: 2001; U133 Plus 2.0 and
Mouse 430 2.0: 2003). Because genome annotation improves
permanently, the chip design does not properly match the
present annotations anymore. Due to compatibility reasons,
Affymetrix is not able to keep the design of their microarrays
up to date.
The problem of cross-hybridization is well known. The
first work on custom CDFs examining this error source was
published by the group of Dai in 2005 [21]. They created
a large amount of high quality custom CDFs related to
different reference databases. Some probes, causing cross-
hybridizations, are deleted from the probesets, but the filter is
quite loose, so the number of problematic probes decreased
but did not vanish. The use of the new CDFs can avoid full
length, i.e., 25 mer long, cross-hybridizations completely.
Cross-hybridization of shorter fragments are very difficult to
handle due to the fact that the number of putative bindings
grows exponentially the shorter the considered fragments
are. Hence, if all putatively cross-hybridizing probes are
excluded the amount of measurable genes will be reduced
extremely.
The underlying gene annotation which is used for se-
quence alignment has a big impact on the number of cross-
hybridizations. Manually curated mRNA sequences have a
high chance of missing transcripts. Therefore, the inclusion
of computational proposed gene annotations decreases the
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number of false negative predicted cross-hybridizations. The
drawback is that a number of false positive hybridizations in-
creases. A more strict approach should be preferred, because
it does not significantly decrease the number of covered
transcripts as there is a high amount of availabe probes. In
this study, the exclusion of XM-RefSeq-accessions results in
smaller differences between the different CDFs in the num-
ber of putative cross-hybridzing transcripts. Interestingly, the
correlation coeefficents of the newly created probesets do not
change significantly.
Evaluating the four different CDFs, we figured out that
the usage of the original Affymetrix CDFs leads to poorer
results than the usage of the custom CDFs, although the best
Affymetrix probesets give equally good or even better results
than the other CDFs. However, as already mentioned, this
cannot be taken into account, because it is not known which
probeset will perform best before the correlation analysis
is completed. The Dai probesets perform better, but the
problem of several probesets representing a single gene had
not been solved. Although multiple probesets representing
the same gene are expected to show similar signal intensities,
this is in fact not the case [14], [15]. Thus, it is difficult to
decide which of the probesets matching the same gene is
the most reliable. The Ferrari and the new CDFs comprise
only one probeset per gene, which is of great advantage.
The Ferrari CDFs perform slightly better on the Etanercept
dataset and both CDFs perform equally well on the MAQC
data.
The analysis of the genes for which qRT-PCR results are
available in the Etanercept dataset as well as in the MAQC
dataset clearly shows higher correlation coefficients in the
MAQC dataset. This is most likely due to the fact that the
U133 Plus 2.0 arrays which were used in the MAQC dataset
outperform the older U133A microarrays.
The results show that probesets consisting of more probes,
i.e., larger probesets, lead to better correlation results in gen-
eral, whereas smaller probesets perform poorer. This finding
correlates to the results of the study of Cui et al. [14] that
merges probesets matching the same transcript. Interestingly,
probesets containing many putative cross-hybridizations do
not considerably perform poorer than probesets containing
only a few. This result is very surprising, because it is obvi-
ous that cross-hybridization is one of the main error sources
in microarray experiments [8], [9]. The normalization step
in the two summarizing algorithms RMA and MAS5 may
explain for that because they possibly eliminate some cross-
hybridization effects. Another explanation is that leaving out
the problematic probes does not compensate the influence of
cross-hybridization. Unspecific binding leads to two types
of error: (i) false-positives because RNA fragments bind to
problematic probes of the probeset, and (ii) gene expression
events are missed or underestimated, leading to a false-
negative error if the RNA fragments are already bound to
problematic probes of other probesets (competitive binding).
Custom CDFs can only account for the first type of error by
leaving out the problematic probes, the second effect could
only be overcome by better array design.
The newly created CDFs perform slightly poorer than the
Ferrari probesets (0.72 vs. 0.73) on the Etanercept dataset
and equally well on the much larger MAQC dataset. On
the one hand, the Ferrari CDFs can obviously countervail
the negative effect by their much larger probesets in com-
parison to the new CDFs. On the other hand, using the
new CDFs, putative cross-hybridizations are systematically
excluded whereas using the Ferrari CDFs, the negative effect
vanishes for statistical reasons due to the larger probesets.
For exact studies, it is better to avoid a putative error source
instead of averaging the cross-hybridization effects out as
the Ferrari CDFs do. In addition, it has to be mentioned
that the new CDFs provide as good or better results as the
other CDFs using only about half the amount of probes (HG-
U133A: 44 %, HG-U133B: 35 %, HG-U133 Plus 2.0: 37 %,
Mouse Genome 430 2.0 Array: 52 %). Hence, designing new
microarrays without the problematic probes, the dimension
can be reduced by half without loosing any information
and minimize the costs of the technology tremendously.
Future microarray design using only the good probes and
incorporating probesets of large sizes like in the Ferrari
CDFs will certainly provide optimal solutions.
Methods
Probe Analysis
For the detection of putative cross-hybridizations by
sequence alignment, the sequences of all Affymetrix probes
(only the PM probes, the MM probes are discarded) are
aligned against the RefSeq database using blastn [23]. For
the U133A and the U133 Plus 2.0 the RefSeq release from
05/14/07 was used (download from ftp://ftp.ncbi.nih.gov/-
refseq/H_sapiens/mRNA_Prot/human.rna.fna.gz), for
the U133B the realease from 01/10/08, and for the
Mouse 430 2.0 microarray the release from 05/09/08
(∼M_musculus/mRNA_Prot/mouse.rna.fna.gz) was used.
These parameters were applied: ValW = 7, ValE = 1000,
ValHspmax = 1.
In this work all those RefSeq accession numbers be-
ginning with XM or NM are used. The XM-identifiers
indicate mRNA-RefSeq-accessions which are produced by
computationally annotated genome submissions. The NM-
identifier show that the RefSeq records are subsequently
curated. Using both accessions in our model leads to more
predicted cross-hybridizations which increases the reliability
of the specificity of the probes.
The strand direction of the probes is analyzed. For each
probe it is counted how many genes match and checked
whether the match has the correct direction, i.e., the sense
direction.
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All BLAST hits for different transcript isoforms are
merged, i.e., if the probe hybridizes to alternative splice
variants of one gene but not to another gene, it is considered
as unambiguous. Different gene isoforms of one gene are
identified by screening the gene descriptions of the RefSeq
database.
All probes matching only one single gene are classified
as good and all probes matching more than one gene are
classified as problematic. Those probes that match in the
wrong direction or do not match any RefSeq sequence
are also classified as problematic. For the creation of the
new CDFs only the good probes are used. The probe
sequences are annotated with GeneIDs derived from RefSeq.
The GeneID is a database cross-reference qualifier, which
supports access to the Entrez Gene database and provides
a distinct tracking identifier for a gene or locus. Probes
sharing the same GeneID are grouped together into a new
probeset. The intersection between two different probesets
is therefore always empty for all probesets. The size of the
newly created probesets is variable and not fixed to 11 like
in the Affymetrix CDFs.
Datasets
Two datasets were chosen for the validation of the differ-
ent CDFs. The first of the two datasets chosen is derived
from a study published by Koczan et al. [27] analyzing
the effect of the TNF-α blocker Etanercept, a rheumatoid
arthritis drug, using data from 17 patients at three time
points. One Affymetrix HG-U133A array was performed for
each time point. The data are available at the Array Express
archive [41] with the accession number E-MTAB-11.
Expression levels of 16 genes were measured by
quantitative real-time RT-PCR (qRT-PCR) performed with
TaqMan assay reagents according to the manufacturer’s
instructions on a 7900 High Throughput Sequence Detection
System (Applied Biosystems, Foster City, CA, USA) using
predesigned primers and probes (GAPDH Hs99999905_m1,
ICAM1 Hs00164932_m1, TNFAIP3 Hs00234713_m1,
IL1B Hs00174097_m1, NFκBIA Hs00153283_m1,
IL8 Hs00174103_m1, ADM Hs00181605_m1, TNF
Hs00174128_m1, IL6 Hs00174131_m1, IL1RN
Hs00277299_m1, SOD2 Hs00167309_m1, TRAF1
Hs00194638_m1, ZFP36 Hs00185658_m1, PTGS2
Hs00153133_m1, DUSP2 Hs00358879_m1, CROP
Hs00538879_s1, JUNB HS00357891_s1).
The threshold cycle values (CT ) for specific mRNA
expression in each sample were normalized to the CT values
of GAPDH mRNA in the same sample. This provides ∆CT
values that were used for the correlation analysis. In total,
816 qRT-PCR experiments were performed and complement
the 51 microarray experiments (17 patients, 3 time points)
described in [27]. The results of the qRT-PCR experiments
can be downloaded.
The second dataset is the Microarray Quality Control
(MAQC) reference dataset [28]. It contains data from more
than 1,300 microarrays and qRT-PCR data for more than
1,000 genes. All available 120 Affymetrix U133 Plus 2.0
expression results and all the qRT-PCRs are selected for
the analysis presented here. The MAQC data discussed in
this publication are available in NCBI’s Gene Expression
Omnibus with accession number GSE5350. In addition, the
nine genes for which qRT-PCR results are available in both
datasets, are analyzed in more detail.
Comparison of the CDFs
For the comparison of different CDFs, the correlation
between the microarray and the qRT-PCR experiments is
used [29], [30]. As a performance index the Pearson cor-
relation coefficient of the microarray results and the qRT-
PCR experiments is calculated. Calculation of the Spearman
correlation coefficient showed very similar results (data
available at http://sysbio.hki-jena.de/software).
The raw chip data (CEL Files) are analyzed using the Ro-
bust Multi-array Analysis Algorithm (RMA) [13], [31] and
the Affymetrix Microarray Suite MAS5 [32] in combination
with the different CDFs.
The MAS5 software assigns ’present’, ’absent’ or
’marginal’ to each expression value, and Affymetrix recom-
mends to use only the ’present’ detection call for further
analysis [32]. For an additional correlation analysis only
the ’present’ probesets are used to check if the calculated
detection call from MAS5 gives a good prediction for the
probeset quality.
Availability
The newly created CDFs as R-packages and additional
files are available for download at http://www.sysbio.hki-
jena.de/software. Using the CDFs does not interfere with
all further steps of microarray analysis.
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Abstract—Microarrays are extensively used for high-
throughput gene expression analyses in molecular biology and
medicine. Microarray analysis is reliable if the probe binds
specifically to the intended target transcript. Cross-hybridizations
of microarray probes is one of the main systematic errors which is
influenced by microarray probe design. Newly released genome
annotations make it possible and necessary to improve given
probe designs in order to reduce this source of error.
We present a new method which evaluates and optimizes
existing probe designs in a modular way. The workflow can
include existing software and it can be adapted to additionally
required probe design criteria. A microarray probe design opti-
mization which focuses on the avoidance of cross-hybridization
was exemplarily done for Aspergillus nidulans. We show the high
impact of the underlying structural genome annotation on the
probe design process. The new probe design was experimentally
evaluated with the help of the mean variance of internal technical
replicates.
We recommend to check existing microarray probe designs
for cross-hybridization and if possible to optimize them based on
the preferred version of genome annotation.
INTRODUCTION
Microarray technique represents one of the most com-
mon methods to carry out genome-wide research based on
sequenced genomes. A microarray experiment consists of
many different steps which are all vulnerable to errors. The
experiments do not necessarily satisfy the underlying assump-
tion that probes representing the same gene show the same
signal intensity [1]. Signal intensities depend strongly on the
probe sequence. Different sequences generate varying physical
properties, which are important for hybridization [1]. Certain
probe sequences are also vulnerable of building secondary
structures which inhibit hybridization with the transcript (tar-
get) [2]. These properties are used for the design of microarray
probes [3].
The main objective of this process is to increase the
reliability of signal intensities by reducing systematic errors
caused by the probe sequences. Among other criteria, the
hybridization process itself is modeled with the help of criteria,
like melting temperature uniformity [4]–[6], GC-content [7],
and Free Gibbs energy [8].
In order to guarantee a high discrimination between be-
tween targets and non-targets the probe design is checked
for cross-hybridization. Cross-hybridization is a non-target
binding between a probe and a transcript fragment which is
not intended to match the probe. In fact, cross-hybridizations
are one of the main sources of systematic error that even
affect the well-established microarrays from Affymetrix [9]
and also affect tiling arrays [10], [11]. Several studies have
shown that nucleotide sequences are capable of hybridization,
even when the complementary region between probe and
transcript has only a 70% identity [1], [12], [13]. Besides
this identity threshold, non-specific bindings additionally need
a longest continuous complementary substring of a certain
minimum length [4], [7], [12]. Signal intensities in the data
may therefore result from unspecific bindings and may lead
to false-positively detected target genes.
There are approaches to cope with cross-hybridizations
by creating new alternative Chip Definition Files (CDFs) of
existing custom microarray probe designs [14], [15]. These
methods correct and avoid the impact of cross-hybridizations
by disregarding a certain fraction of the probes during data
analysis. It is evident that the same level of information can
be obtained with less probes spotted onto the microarray.
The reannotation of oligonucleotide libraries is therefor the
first step in order to obtain up-to-date microarray probe
designs [16], [17]. It is preferable to exclude existing cross-
hybridizing oligonucleotides during the process of microarray
probe design [18]. The removal of unspecific probes in existing
probe designs leads to a reduced production cost for each
utilized data point. New alternative probes can be spotted onto
the microarray which leads to a higher genome coverage rate
or a higher number of replicates per gene.
Many different algorithms have been proposed for designing
microarray probes [3]. Each algorithm has a different scope
of application and consequently utilizes different probe de-
sign criteria and, as a consequence, perform differently. The
different foci make it difficult to directly evaluate and compare
the quality of the proposed algorithms with a theoretical
optimization criterion. In fact, the limitations of the applied
experimental protocol determine suitable probe design criteria
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and narrow down the set of available methods. It is favorable
to use an extendable und adjustable general framework where
different probe design criteria can be integrated [19], [20].
This allows to adjust for application-specific design criteria
and enables the reuse of existing modular software.
In this work, we present a workflow which evaluates and
optimizes an already given reference probe design concerning
the avoidance of cross-hybridization. The optimization of the
probe design is exemplarily done for a microarray for As-
pergillus nidulans which is the model organism of filamentous
fungi [21]. The obtained probe design minimizes unspecific
bindings. We show that this design yields more reliable results.
In addition to the avoidance of cross-hybridizations, it is
possible to include different design criteria which are applied
due to experimental constraints.
RESULTS
Evaluation of reference probe design
The mapping of a given full-genome probe design for
Aspergillus nidulans was examined by aligning the probe
sequences against three structural genome annotations: two
different versions available from the Broad institute and
one version from the Central Aspergillus Data REpository
(CADRE). (The annotations are referred to as BROAD (2008),
BROAD (2010) and CADRE (2009), respectively.) For further
information see methods and figure 1.
The given reference probe design contains 342 and 377
probes that cross-hybridize with BROAD (2008) and CADRE
(2009) annotation, respectively (see table I). Regarding the
newer BROAD (2010) annotation, only 148 probes are con-
sidered as cross-hybridizing.
Using the BROAD (2008) annotation and the CADRE
(2009) annotation respectively, 317 and 313 probes in the
reference probe design do not match any transcript with a
perfect sequence identity.
The reference probe design contains probes that do not
match any transcript in the given annotation: 74 probes using
BROAD (2008), 204 probes using CADRE (2009), and 993
probes using the newer BROAD (2010).
The reference probe design does not cover a number of
predicted transcripts in each annotation: 442 transcripts in
BROAD (2008), 478 transcripts in CADRE (2009), and as
much as 968 transcripts in BROAD (2010).
The evaluation also calculated the thermodynamic proper-
ties of the probe sequences. The result reveals that the melting
temperatures of the probes are in a narrow range between
80◦C and 90◦C. This desirable property is achieved with the
help of a uniform GC content of 48%.
In summary, the reference probe design is not optimized for
any of the used annotations. Depending on the used annotation
version, 7. . . 11% of all probes do not match a transcript unam-
biguously. The current annotation causes a poorer performance
which can be seen explicitly at the decreased number of perfect
probes (see table I).
Probe design optimization
A large fraction of the reference probe design is not op-
timized for any genome annotation and needs improvement.
The objective of the optimization was to get 50 nucleotides
long optimized oligonucleotides which use the BROAD (2008)
annotation. The probes should be placed at the 5’-end because
cDNA is used in the hybridization protocol.
The workflow of the proposed probe design method can
be separated into three consecutive steps (see figure 2). In
the first step new probe candidates are generated with the
help of ArrayOligoSelector [22]. In the second step, probe
candidates are evaluated with the help of evaluation tool
to exclude cross-hybridizations (see above). The evaluation
also calculates thermodynamic properties that are used in a
following third step - a further selection. The selection step
is necessary because only one probe sequence per gene is
spotted.
The optimization showed that it was not possible to find
a valid unique probe sequence for every transcript. In order
to achieve a higher gene coverage, design criteria have to
be mitigated. New probe candidates are iteratively generated
from intervals of elongated transcript sequences. 1,303 probes
were found in the smallest interval of 600 basepairs (see
table II). In the next two steps the interval is extended to 1,200
and 2,000 basepairs which only led to 30 and 24 additional
probes, respectively. In a last step, probes that are capable of
cross-hybridization are exceptionally allowed. The relaxation
of this last criterion increased gene coverage with 53 additional
probes. In total, the softening of the design criteria leads to
107 additionally covered genes in the presented study.
Finally, there are 188 genes without a valid probe sequence
which leads to a transcript coverage rate of 98,2%.
TABLE II
Composition of the gene coverage
Number of genes
Reference probe design (validated probes) 9,103
Probe design optimization:
Sequence range: 0. . . 600 bp 1,303
Sequence range: 0. . . 1,200 bp 30
Sequence range: 0. . . 2,000 bp 24
Ignoring cross-hybridizations 53
Uncovered genes 188
Total 10,701
The gene coverage of the probe design results from different steps. A high
number of genes are covered by validated probes from the reference probe
design. The probe design optimization leads to an additional number of
covered genes which are obtained by iteratively mitigating the probe design
criteria. First, the transcript sequences are extended and at last the
cross-hybridization criterion is relaxed. In the end, some genes remain that
are not covered by any valid probe.
The comparison of the resulting new probe design with the
given reference probe design shows that the new probe design
is optimized for the BROAD (2008) annotation (see table I).
The new design consists of 10,512 probes (99.5%) which
match perfectly and do not show any cross-hybridization.
Notably, the comparison with the reference probe design
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TABLE I
Results of probe classification and gene coverage
Annotation BROAD (2008) CADRE (2009) BROAD (2010)
Probe design old new old new old new
Number of probes 10,676 10,566 10,676 10,566 10,676 10,566
Perfect probes 9,943 (93.1%) 10,513 (99.5%) 9,782 (91.6%) 10,287 (97,4%) 9,535 (89.3%) 9,535 (90.2%)
Cross-hybridizing 342 (3.2%) 53 (0.5%) 377 (3.5%) 133 (1.3%) 148 (1.4%) 63 (0.6%)
Not identical match 317 (3.0%) 0 (0.0%) 313 (2.9%) 3 (0.0%) 0 (0.0%) 0 (0.0%)
Not matching 74 (0.7%) 0 (0.0%) 204 (1.9%) 143 (1.4%) 993 (9.3%) 968 (9.2%)
Total number of genes 10,701 10,701 10,546 10,546 10,560 10,560
Covered genes 10,259 (95,9%) 10,513 (98.2%) 10,068 (95.5%) 10,282 (97.5%) 9,592 (90.8%) 9,561 (90.5%)
Uncovered genes 442 (4.1%) 188 (1.8%) 478 (4.5%) 264 (2.5%) 968 (9.2%) 999 (9.5%)
Probes from the reference probe design (old) and the optimized (new) probe design have been mapped to different genome annotations. Probes either show
no systematic error (perfect probes), hybridize with multiple genes (cross-hybridizing), match one gene without total sequence identity (not identical match),
or do not match any transcript at all (not matching). The lower part of the table shows how many genes of the annotation are perfectly covered by the
corresponding probe design.
demonstrates that 254 genes are additionally covered in the
optimized design while avoiding systematic errors.
Remarkably, there are also 214 extra covered genes if the
CADRE (2009) annotation is used as basis. This result is
achieved by a lower number of genes with systematic errors.
The number of potentially cross-hybridizing probes is only
133 in comparison to 377 probes in the reference probe
design. Only three specific probes match a transcript without
a total sequence identity whereas this number is much higher
in the reference probe design with 313 probes. Changes in
the annotation lead to 143 probes that do not match any
given transcript in contrast to 204 probes in the reference
probe design. The number of uncovered genes is 264 which
corresponds to a gene coverage rate of 97,5%.
For the current BROAD (2010) annotation the gene cover-
age of the probe design is reduced to 90,5% and the number
of covered genes (9,561 vs. 9,592) is comparable between
both versions of the probe design. Nevertheless, the new probe
design still minimizes systematic errors. 63 probes are prone to
cross-hybridizations in contrast to 148 probes in the reference
probe design. A high number of 968 probes do not match any
transcript at all which is again comparable to the performance
of the reference probe design.
In summary, the new probe design reduces systematic errors
regardless of the structural annotation used. Concerning the
cross-hybridizations, the improvements become apparent. For
BROAD (2008) and CADRE (2009) the gene coverage of the
optimized probe design is higher as compared to the reference
probe design.
Impact of genome annotation
The evaluation of different probe designs clearly highlights
the big impact of the underlying structural genome annotation
on the results (see table I).
The new probe design was optimized for the BROAD (2008)
annotation and the gene coverage could be increased to 98.2%.
The optimization also takes effect for the CADRE (2009)
annotation with a gene coverage rate of 97.5%. In comparison
to the current BROAD (2010) annotation, the gene coverage
rate is dramatically decreased to 90.5% which is comparable
with the coverage rate of the reference probe design. The same
trend for gene coverage can be seen for the reference probe
design where the gene coverage rate also decreases to 90.8%
if the BROAD (2010) annotation is used.
The differences in gene coverage result from probes which
are vulnerable to systematic errors. The new probe design
shows only a small fraction of probes that are prone to
cross-hybridization in the BROAD (2008) annotation. This
number doubles if the CADRE (2009) annotation is used. In
the BROAD (2010) annotation only a few cross-hybridizing
probes occur. This results from the increased number of error
prone probes that do not match any transcript at all. The
number of unmatched probes constitutes the largest error
source which is affected by the change in genome annotation.
In the probe design optimized for BROAD (2008), the
number of probes that are not classified as perfect increases
from 54 (0.6%) over 279 (2,7%) to 1031 (9.8%) for the
BROAD (2008), CADRE (2009), and BROAD (2010) anno-
tation, respectively. The same trend holds for the non-perfect
probes from the reference probe design which increases from
733 (6.9%) over 894 (8.4%) to 1141 (10.7%). It is noteworthy
that a change in the annotation basis can cause almost 10%
of all probes to be classified as invalid.
Experimental Validation
The new probe design is optimized for the minimization
of systematic errors in respect to the BROAD (2008) anno-
tation. Especially, the avoidance of cross-hybridization should
significantly increase the reliability of experimental data. An
indicator for improved reliability is a lower mean variance of
internal technical replicates over each array. For this purpose, a
highly reproducible experiment with the reference and the new
probe design was performed (see methods). Microarray raw
data was obtained from Aspergillus nidulans - Streptomyces
rapamycinicus interaction experiments. The co-cultivation was
performed because most of the secondary metabolite gene
clusters are silent under laboratory conditions and the fungal-
bacterial interaction leads to specific activations [23], [24].
(Microarray data is available at Gene Expression Omnibus -
GSE25266.)
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First, a microarray experiment using the reference probe
design was performed. The following second experiment used
the same experimental setup except that the new optimized
probe design was used. It is not possible to compare the
variance of probes for each single gene individually because
an altered probe sequence has an essential impact on the signal
intensities. Probes with the same nucleotide sequences have a
high Pearson correlation coefficient of 0.928 whereas altered
probe sequences result in a low correlation coefficient of 0.554.
Overall, the internal technical replicates should however
show the desirable property of a lower mean variance over
each array. The first experiment with the reference probe
design used 4,148 internal technical replicates for 164 genes
whereas the second experiment with the new probe design had
1,368 internal technical replicates for 157 genes. The mean
variance of the internal technical replicates for the reference
probe design range from 4.27. . . 4.7 for the biological sample
of the A. nidulans-S. rapamycinicus interaction and A. nidulans
wildtype, respectively (see table III). The new probe design
shows a lower mean variance of internal replicates, namely
3.55 for the wildtype and 3.69 for the interaction sample. This
change corresponds to an reduction of the mean variance with
a ratio of 0.76. . . 0.86. The application of a Shapiro-Wilk test
indicated a normal distribution of signal intensities with a p-
value < 0.05. An F-test with a subsequent Holm-correction
confirmed the significance of the change in variance. All ad-
justed p-values are below 0.05. The lower mean variance over
each array of the new probe design is significant. In summary,
the statistical analysis of experimental results obtained from
technical replicates supports the applied method and shows
that the new probe design yields more reliable results.
TABLE III
Mean variance of technical replicates over each array
Sample/Replicates Old design New design ratio
A. nidulans rep1 4.79 3.73 0.78
A. nidulans rep2 4.69 3.85 0.82
A. nidulans mean 4.70 3.55 0.76
A. nidulans+S. rapamycinicus rep1 4.00 3.76 0.94
A. nidulans+S. rapamycinicus rep2 4.51 4.12 0.91
A. nidulans+S. rapamycinicus mean 4.27 3.69 0.86
Mean variance of internal technical replicates which were included in the
first microarray experiment using the reference probe design and in the
second experiment using the optimized probe design. Two technical
replicates were used for each of the biological samples (A. nidulans and
A. nidulans + S. rapamycinicus). Mean variances and the ratio between both
experiments are given for each replicate and for the mean of each biological
sample.
DISCUSSION
Probe Design Optimization
The reliability of used probe designs need to be checked
whenever new genome annotations are available [16]–[18]. For
A. nidulans the evaluation of the given reference probe design
showed this necessity as it contains many systematic errors
and the possibility to cover a higher number of transcripts is
not fully exploited. The approach combines both steps - the
evaluation of reference probe designs and the design of new
probes. Frequently, a probe design already exists and probe
sequences that satisfy the design criteria do not need to be
recalculated.
It is challenging to find the right software which applies all
probe design criteria described above. The usage of a modular
workflow which allows for the flexible integration of different
design criteria helps to adjust the oligonucleotide design to the
specific experimental requirements. This approach allows the
integration of own probe design criteria and existing software.
A similar workflow with different steps has been proposed and
implemented in the tool Teolenn [19]. This framework was not
considered due to the missing integration of re-evaluation of
existing probe designs.
For the generation of probe candidates many different
software tools have been proposed. In the proposed workflow
we decided to use ArrayOligoSelector [22] which applies a
large fraction of required design criteria and was recommended
in an evaluation of custom microarray applications [3]. The
tool chosen is interchangable and should be orientated at the
specific probe design requirements.
In this working example, hybridization are only considered
if the alignment has a minimum sequence identity of 90%
(see methods). This way, cross-hybridization can not be fully
excluded because it was shown that it already occurs at a iden-
tity of 70% [12]. If the evaluation tool uses a more stringent
cut-off, more probes are classified as invalid and more genes
are not covered by any probe. The setting of this threshold
is always a trade-off because the aim is to cover as many
genes as possible while excluding cross-hybridizations. Hy-
bridization with S. rapamycinicus transcripts was not checked
because poly-dT-priming ensures that only eukaryotic RNA is
amplified.
Due to the experimental objectives, the position of the
probe and the GC content range were used as design criteria.
The filtering for a narrow GC content range is a fast cal-
culabe filter criterion and effectively obtains a close melting
temperature uniformity. The computational costly application
of the Nearest-Neighbor Model [25] gives a more precise
estimation of the melting temperature. A direct application
of this methods for probe design is limited because it assumes
that both nucleotide strands interact freely in a solution which
is not the case for microarrays.
Generally, if more probe design criteria are applied more
probe candidates are excluded leading to a lower number of
valid probe sequences. Overall, the used approach utilizes
only a small set of all possible probe design criteria. Despite
that, it was not possible to find a valid probe for 188 genes.
Several factors contribute to this number of uncovered genes:
If the gene annotation allows for transcripts which are shorter
than the desired probe length or consist of highly repetitive
sequence stretches, it is apparently not possible to find a
valid probe sequence for them. In addition, a few transcripts
share the same 3’-end, represent different splice variants, or
are positioned within the same locus but on different strands.
Finally, some sequences are at different loci, but have a high
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sequence similarity which may result from gene homology.
It is a challenge to select non-unique probes to identify the
presence of targets in a sample. This problem especially arises
when designing microarrays for the study of host-parasites or
host-pathogen interactions. In this exemplarily application, we
manually chose 8 non-unique probes for genes of high interest.
The manual selection of non-unique probes is very time-
consuming and not standardized. It is desirable to integrate
proposed approaches which select non-unique probes [10],
[11], [18], [26], [27].
Impact of annotation databases
It is crucial to decide what structural genome annotation
should be used as reference for the probe design. The reason
are new genome assemblies and differences in the formal
definition of the characteristics of a gene. Large fractions of
the annotation of Aspergillus nidulans are done automatically
with the help of bioinformatic tools. It is evident that with
ongoing research the annotation of transcripts is subject to
change. A large fraction of the oligonucleotide libraries can
not be unambiguously matched to existing structural genome
annotations [16], [17]. The progress in laboratory research
and, consequently, the related manual curation of genome
annotations lead to more robust genome annotations.
Experimental Validation
The quality of the designed probes, and therefore the quality
of the proposed approach, is eventually assessed by experimen-
tal validation. Probe sequences may be evaluated with spike-in
experiments [28], self-hybridization experiments with the anal-
ysis of gene coverage [19], correlation of experimental data
with probe design criteria [19], [20], experimental selection of
probes [20], and the usage of internal technical replicates [29].
Without a transcriptome golden standard the impact of modi-
fications can not be directly linked to the overall improvement
of the array design. Spike-in experiments, Northern Blots, and
qRT-PCR can only focus on a selection of chosen transcripts
and are therefore not suited to assess a whole microarray probe
design. Furthermore, it is not distinguishable which specific
probe design criterion has an effect on the results because the
criteria are mutually dependent. An altered probe sequence,
for instance, does not only change the sequence similarity but
also the physical properties of the probe and the hybridization.
Nevertheless, it is necessary for an improvement of the design
process.
In this study we used internal replicates to assess the quality
of the new probes. Internal technical replicates allow to check
for the performance of probes regardless of the experimental
influences. If the mean variance of internal technical replicates
is low, the reproducibility of the probe signal is high. The
results are more reliable which is also the goal of the proposed
evaluation method which aims at the avoidance of systematic
errors. A significant decrease of mean variances of internal
replicates over each array was observed. This shows that the
probes have a higher signal reproducibility. The optimized
microarray probe design is more reliable as it has been shown
Reference Probe Design
Genome Annotations
CADRE, BROAD
Local Alignment
Check for
Cross-hybridization
Calculate and Check
Thermodynamic
Properties
Validated Probes Uncovered Genes
Fig. 1. Schematic overview of evaluation process. A reference probe design
is locally aligned to selected genome annotation databases. Probes that cross-
hybridize are filtered and thermodynamic properties of the hybridization are
calculated for further assessment.
with the help of statistically significant lower mean variance
of the internal technical replicates.
MATERIALS AND METHODS
Material
The probe design from febit biomed GmbH (Heidelberg,
Germany) was as used as ’reference probe design’ (see
GSE25266 and [23]). It was analyzed regarding the struc-
tural genome annotations from BROAD institute [30] (two
different versions downloaded October, 10th 2008 and Febru-
ary, 18th 2010) and from CADRE [31] (downloaded Febru-
ary, 16th 2009). The annotation versions are referred to as
’BROAD2008’, ’BROAD2010’, and ’CADRE2009’, respec-
tively.
Probe design evaluation
Probe sequences were aligned locally to the known cor-
responding transcripts with the help of FASTA (Parameters:
expectation value 1.0, alignment type 0) [32]. The ther-
modynamic properties of each probe and the hybridization
were calculated with the nearest-neighbor model [25], which
is implemented in the freely available software MELTING
(Parameters: ’-Hdnadna -N0.2 -P0.0001 -Ksan98a’) [33]. A
probe is considered to match a transcript if there is at least
one 16 basepairs long common subsequence and if both se-
quences share a sequence identity not less than 90%. Although
literature suggests that hybridization already occurs at 70%
sequence identity [12], a less stringent cut-off was applied. A
stricter constraint dramatically decreases the number of valid
probe sequences and prevents a full-genome probe design.
All probes are finally classified into four classes. Probes that
i) match perfectly, ii) cross-hybridize, iii) do not match any
transcript, and iv) hybridize, but are not fully identical with
the target sequence.
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Uncovered Genes
Genome Annotation
BROAD (2008)
Generation of New
Probe Candidates
Evaluation
Selection
Validated Probes
Validated New
Probe Candidates
Optimized Probe Design
Fig. 2. Workflow of probe design optimization. New probe candidates
are generated for the genes where there are no current valid probe sequences.
Probe candidates are evaluated with the evaluation tool. If more than one
probe candidate is valid, different selection criteria are applied to select the
best optimized probe. The final new optimized probe design is obtained by
the combination of these probe candidates with the validated probes from the
reference probe design. (Dashed lines represent results from the evaluation of
the reference probe design.)
Generation of new probe candidates
New probe candidates were generated for genes where
no perfect matching probe is given in the reference probe
design. Different available algorithms could be applied for
this step. In this study, we integrated the public available tool
ArrayOligoSelector (Parameters: target GC percentage 48.0,
length of oligonucleotides 50), number of oligos per gene
5) [22], which utilizes sequence similarity, a given GC content
range, tests for low-complexity regions, and recognition of
self-complementary sequences. The transcript sequence was
trimmed to the first 600 basepairs to reduce computational time
and to meet the probe design objective of placing the probe
near the 3’-end. The generated probe candidates were checked
with the help of the evaluation tool described above. This
guarantees that new probe candidates meet the given cross-
hybridization criterion and that systematic errors are avoided.
Selection of validated probes
The aim of covering the full genome of Aspergillus nidulans
allows only to spot one oligonucleotide for each gene con-
sidering the given spotting density constraint. Validated newly
generated probe candidates are preferred if they are positioned
at the 3’-end of the transcript. If several probes exist within
an overlapping close interval of 50bp, the following second
design criterion is applied: Probes with a GC content closest to
the mean GC content of the reference probe design are chosen
if the difference to the mean is below 8%. This ensures similar
thermodynamic properties of all probes. After the application
of these criteria, at most one single probe candidate per gene
remains.
Iterative softening of design criteria
We start with a transcript sequence ranging from the 3’-
end to 600 basepairs. In order to get a better gene coverage,
the used transcript sequence range was iteratively extended
to 1,200 and 2,000 basepairs for the remaining uncovered
genes. Finally, the stringent cross-hybridization criterion was
relaxed for the remaining uncovered genes. Hence, probe
candidates are even considered if they are vulnerable to
cross-hybridization. Probe sequences were chosen manually
for genes of high biological interest and without a valid
probe candidate. The manually chosen sequences minimize
the number of cross-hybridizations and fall within the narrow
range of the desired mean GC content (± 8%).
Merging the valid probes from the reference probe design
with the selected new probe candidates resulted in the new
and optimized probe design (see GSE25266 and figure 2).
In summary, in this study the following probe design criteria
have been applied: cross-hybridization, sequence complexity,
lack of self-binding, GC content, and position on reverse
strand.
Experimental validation
Microarray raw data was obtained from Aspergillus nidulans
- Streptomyces rapamycinicus interaction experiments [23].
The fungus was incubated over night in liquid Aspergillus
minimal media (AMM) and shifted into new media. Acti-
nomycetes were cultivated in M79 medium and 5 ml of the
culture was added to 100ml AMM and both organisms were
further incubated at 37◦C. The reference culture is incubated
without bacteria. After 3 h, each sample was split into two
identical technical replicates and total-RNA was isolated using
RiboPure-Yeast Kit (Applied Biosystems) according to the
manufacturers instructions. cDNA synthesis, labeling and mi-
croarray measurements were done by febit biomed GmbH. In
the first experiment, the reference probe design was used. The
same samples were used for the second experiment where the
new probe design was utilized (see figure 3). All microarray
data is compliant to the MIAME standard and can be accessed
at GEO (http://www.ncbi.nlm.nih.gov/geo/) with the accession
number GSE25266.
Both microarrays contain several internal technical repli-
cates which can be used to assess the quality of microarray
design. The comparability of both experiments is shown with
the help of Pearson correlation coefficients of the signal inten-
sities. The mean variance of the internal technical replicates
were calculated over each array. The application of a Shapiro-
Wilk tests for a normal distribution of signal intensities. The
significance of the change in variances are evaluated by an
F-test and a subsequent Holm-correction.
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Reference Probe
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Fig. 3. Schematic overview of Experimental Design. In the first sample
A. nidulans is cultivated without S. rapamycinicus and in the second sample it
is co-cultivated with S. rapamycinicus. Each sample was split in two identical
technical replicates. For each replicate a microarray experiment is performed
with the reference and the new optimized probe design. The microarrays con-
tain internal technical replicates that are used for the experimental validation.
CONCLUSION
We proposed a worflow for the evaluation and optimization
of existing microarray probe designs. This workflow is capable
of integrating existing software and adjusting the probe design
according to the experimental requirements. Exemplarily, this
approach has been applied for a full-genome microarray for
Aspergillus nidulans with the focus on avoiding systematic
errors, especially cross-hybridizations. The reduction of cross-
hybridization improves the reliability of the probe design
which can be seen in a reduced mean variance of internal
technical replicates over each array. We showed the high influ-
ence of different structural genome annotations on the design
process. It is recommended to check for cross-hybridizations
based on a current version of genome annotation prior to
microarray data analysis.
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Kapitel 3
Analyse der biologischen
Varianz
In der als Kapitel 3.1 eingefu¨gten Arbeit Identification of intra-group, inter-
individual, and gene-specific variances in mRNA expression profiles in the
rheumatoid arthritis synovial membrane (Huber et al. [2008]) stehen biologi-
sche Varianzunterschiede in der Genexpression im Vordergrund. Zentral leistet
diese Arbeit die Auswertung eines umfangreichen Microarray-Experiments.
Es wird zwischen gelenkdegenerierenden Entzu¨ndungserkrankungen unter-
schieden, der Osteoarthrose (OA) und der rheumatoiden Arthritis (RA). Die
Differentialdiagnose der beiden Erkrankungen ist nicht einfach. Es gibt jedoch
Hinweise auf genetische Marker, die eine schnelle Diagnose erlauben wu¨rden.
Um solche Marker zu identifizeren, wird ein Datensatz mit Affymetrix U133A
Microarray-Daten u¨ber 31 Patienten ausgewertet. Die Arraydaten stehen im
Gene Expression Omnibus zur Verfu¨gung (Edgar et al. [2002]).
Bei der Analyse der Datensa¨tze ist auffa¨llig, dass nicht nur die Mittelwer-
te der Gruppen mitunter stark voneinander abweichen (hoher Fold-Change),
sondern dass es gelegentlich auch große Abweichungen in der Varianz der ein-
zelnen Gruppen gibt. Diese Varianzunterschiede werden mit dem Varianzfold
(siehe Seite 19) quantifiziert. Die biologische Erkla¨rung dieser Varianzunter-
schiede ist, dass in diesem Fall Krankheit (RA respektive OA) sich nicht durch
42
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eine einfache Hoch- oder Herabregulierung widerspiegelt, sondern allgemeiner
durch eine Missregulierung in eine beliebige Richtung – also eine falsche Re-
gulierung, die bei einigen Patienten nach unten, bei anderen aber nach oben
abweicht.
Die Hypothese, dass es Probesets gibt, deren Varianz zwischen den Pati-
entengruppen signifikant abweicht, wird mit dem Brown-Forsythe-Test (siehe
Seite 18) u¨berpu¨ft. Um nur solche Probesets auszuwa¨hlen, bei denen auch
tatsa¨chlich ein erheblicher Varianzunterschied besteht, wird der neue Begriff
des Varianzfolds definiert. Zur U¨berpru¨fung der Relevanz der so selektierten
Transkripte werden diese auf KEGG-Pathways gematcht. Eine Untersuchung
der KEGG-Pathways ergibt tatsa¨chlich, dass solche Pathways getroffen wer-
den, die bereits als mit rheumatischen Erkrankungen assoziiert bekannt sind.
Die Untersuchung zeigt, dass rheumatische Erkrankungen in der Tat nicht
nur durch Hoch- beziehungsweise Herabregulierung eines Gens oder von Ge-
nen erkla¨rt werden kann, sondern vielmehr allgemeiner eine Missregulierung,
das heißt Abweichungen in der Varianz, die Krankheit erkla¨rt. Weiter zeigt die
Arbeit, dass eine Analyse der Streuungsparameter bei Genexpressionsexperi-
menten sinnvoll ist, dass also nicht nur Mittelwertvergleiche in der Auswertung
biologischer Pha¨nomene in der Genexpressionsanalyse herangezogen werden
ko¨nnen, sondern dass eine Untersuchung von Varianzunterschieden tatsa¨chlich
relevante Ergebnisse erbringt.
In der dem Kapitel 3.2 entsprechenden Arbeit Quantification of growth-
defense trade-offs in a common currency: nitrogen required for phenolamide
biosynthesis is not derived from ribulose-1,5-bisphosphate carboxylase/oxyge-
nase turnover (Ullmann-Zeunert et al. [2013]) wird die Stickstoffverteilung
innerhalb von Tabakpflanzen untersucht. Anstelle von Varianzunterschieden
werden in dieser Arbeit A¨hnlichkeiten, also Abschnitte mit hoher Korrelation,
gesucht.
Die Arbeit behandelt die pflanzliche Abwehr von Herbivoren. Eine Strate-
gie der pflanzlichen Abwehr ist die sogenannte induzierte Abwehr. Hierbei sind
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die Abwehrmechanismen nicht sta¨ndig ausgepra¨gt, sondern werden als direk-
te Reaktion auf eine Bescha¨digung aktiviert. Im Vergleich zur konstitutiven
(dauerhaften) Abwehr werden deutlich weniger Ressourcen (Energie und da-
mit Na¨hrstoffe) beno¨tigt. Viele Pflanzen, wie auch der wilde Tabak (Nicotiana
attenuata), verwenden Jasmonsa¨ure in der induzierten Abwehr. Der wichtigste
Stoff fu¨r Tabak in der Abwehr von Herbivoren ist jedoch Nikotin.
Im Vergleich von wildem Tabak (Nicotiana attenuata) Widtyp (WT) mit
zwei Mutanten irLOX3 und irMYB8, deren Jasmonate Defense Signaling Pa-
thway gesto¨rt ist, zeigt sich eine unterschiedliche Stickstoffverteilung innerhalb
der Pflanzen. Stickstoff ist insofern interessant, da Nikotin Stickstoff entha¨lt.
Die Verteilung des Stickstoffs in der Pflanze auf verschiedene Verbindungen,
wie Nikotin, Caffeoylputrescin oder Dicaffeoylspermidin, ergibt ein bestimmtes
Muster fu¨r jedes Individuum. Fu¨r die zwei Mutanten und den Wildtyp wer-
den unter jeweils zwei Bedingungen (Kontrolle und unter Einfluss von herbi-
voren Speichelsekret) die Stickstoffmuster aufgenommen. Nun werden jeweils
verschiedene Pflanzenteile betrachtet und es wird nach A¨hnlichkeiten bezie-
hungsweise Unterschieden zwischen den Stickstoffmustern gesucht.
Fu¨r diese Aufgabe wird der Korrelationskoeffizient als Abstand zweier Vek-
toren interpretiert (Siehe Seite 24). In der Arbeit wird Kendalls τ (siehe Seite
23) fu¨r alle Kombinationen berechnet und in einer Heatmap dargestellt. So
kann sehr schnell erkannt werden, welche Mutanten und Bedingungen sich
gleichma¨ßig (konkordant) und welche sich verschieden (diskordant) verhalten.
Durch die Analysen ergeben sich Hypothesen u¨ber den funktionalen Pathway
in der induzierten Abwehr.
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Abstract
Introduction Rheumatoid arthritis (RA) is a chronic inflammatory
and destructive joint disease characterized by overexpression of
pro-inflammatory/pro-destructive genes and other activating
genes (for example, proto-oncogenes) in the synovial membrane
(SM). The gene expression in disease is often characterized by
significant inter-individual variances via specific synchronization/
desynchronization of gene expression. To elucidate the
contribution of the variance to the pathogenesis of disease,
expression variances were tested in SM samples of RA patients,
osteoarthritis (OA) patients, and normal controls (NCs).
Method Analysis of gene expression in RA, OA, and NC
samples was carried out using Affymetrix U133A/B
oligonucleotide arrays, and the results were validated by real-
time reverse transcription-polymerase chain reaction. For the
comparison between RA and NC, 568 genes with significantly
different variances in the two groups (P ≤ 0.05; Bonferroni/Holm
corrected Brown-Forsythe version of the Levene test) were
selected. For the comparison between RA and OA, 333 genes
were selected. By means of the Kyoto Encyclopedia of Genes
and Genomes, the pathways/complexes significantly affected
by higher gene expression variances were identified in each
group.
Results Ten pathways/complexes significantly affected by
higher gene expression variances were identified in RA
compared with NC, including cytokine–cytokine receptor
interactions, the transforming growth factor-beta pathway, and
anti-apoptosis. Compared with OA, three pathways with
significantly higher variances were identified in RA (for example,
B-cell receptor signaling and vascular endothelial growth factor
signaling). Functionally, the majority of the identified pathways
are involved in the regulation of inflammation, proliferation, cell
survival, and angiogenesis.
Conclusion In RA, a number of disease-relevant or even
disease-specific pathways/complexes are characterized by
broad intra-group inter-individual expression variances. Thus,
RA pathogenesis in different individuals may depend to a lesser
extent on common alterations of the expression of specific key
genes, and rather on individual-specific alterations of different
genes resulting in common disturbances of key pathways.
Introduction
Human rheumatoid arthritis (RA) is characterized by chronic
inflammation and destruction of multiple joints, perpetuated by
an abnormally transformed and invasive synovial membrane
ECM: extracellular matrix; IL: interleukin; IL2RG: interleukin 2 receptor gamma; JNK: c-jun kinase; KEGG: Kyoto Encyclopedia of Genes and 
Genomes; MAPK: mitogen-activated protein kinase; MMP: matrix metalloproteinase; NC: normal control; OA: osteoarthritis; PCR: polymerase chain 
reaction; RA: rheumatoid arthritis; RT-PCR: reverse transcription-polymerase chain reaction; SM: synovial membrane; TGF-β: transforming growth 
factor-beta; TNF: tumor necrosis factor; VEGF: vascular endothelial growth factor.
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(SM), forming the so-called pannus tissue [1]. Many activated
cell types contribute to the development and progression of
RA. Monocytes/macrophages, dendritic cells, T and B cells,
endothelial cells, and synovial fibroblasts are major compo-
nents of the pannus [2-8] and participate in maintaining joint
inflammation, degradation of extracellular matrix (ECM) com-
ponents, and invasion of cartilage and bone [2,4] as well as
fibrosis of the affected joints [9].
The extended analysis of gene expression profiles in RA SM
during the last decades has revealed several relevant gene
groups affecting development and progression of the disease.
Central transcription factors involved as key players in RA
pathogenesis are AP-1, NF-κB, Ets-1, and SMADs [10-12].
These factors show binding activity for their cognate recogni-
tion sites in the promoters of inflammation-related cytokines
(for example, tumor necrosis factor-alpha [TNF-α], interleukin
[IL]-1β, and IL-6 [3]) and matrix-degrading enzymes (for exam-
ple, matrix metalloproteinase [MMP]-1 and MMP-3 [13,14]).
The latter contribute to tissue degradation by destruction of
ECM components, including aggrecan or collagen type I-IV, X,
and XI [15].
The analysis of those comprehensive expression data has
become feasible due to the implementation of microarray-
based methods [16]. Therefore, a variety of comparisons can
be performed, including differences in gene expression among
different groups and/or individuals. In contrast to conventional
differential gene expression analyses, the determination of
inter-individual gene expression variances, often affecting
gene expression of members of the same patient/donor group,
is generally not considered in rheumatology, although those
variances are known to be a characteristic of many diseases.
In trisomy 21, for instance, inter-individual expression vari-
ances affect a number of tightly regulated genes. In addition,
the variances are independent of the respective level of gene
expression, and although only a minority of genes are affected,
these genes are thought to be involved in the symptoms of tri-
somy 21 with the highest phenotypical differences [17]. Sig-
nificant inter-individual expression variances have also been
reported to affect the expression of telomerase subunits in
malignant glioma [18] as well as protein tyrosine kinases and
phosphatases in human basophils in asthma and inflammatory
allergy [19]. The latter implies that such alterations may also
play an important role within inflammatory diseases, reflected
in either synchronization (that is, a loss of inter-individual gene
expression variances) or desynchronization (that is, increased
inter-individual gene expression variances) of gene expression
within a group of different individuals/patients.
In RA, differences in gene expression profiles for specific
genes among two subgroups of RA patients have been
reported, but within these subgroups, the differences are lim-
ited to distinct expression levels without significant intra-sub-
group expression variances [12]. To the best of our
knowledge, there are as yet no reports on broad intra-group
inter-individual gene expression variations among RA patients.
Interestingly, although the majority of reports show expression
variances in tissues from patients with different diseases, vari-
ances have also been reported in normal tissues (for example,
the human retina [20] or human B-lymphoblastoid cells [21]).
In contrast to expression variations in diseases, the variations
in normal donors are generally limited to a small number of
genes (for example, 2.6% in the human retina [20]). To analyze
inter-individual mRNA expression variances in RA, the occur-
rence of gene-specific expression differences in the SM was
analyzed using the Bonferroni/Holm corrected Brown-For-
sythe version of the Levene test for variance analysis [22-24]
on the basis of genome-wide mRNA expression data in RA (n
= 12), osteoarthritis (OA) (n = 10), and normal control (NC) (n
= 9) synovial tissue.
Materials and methods
Patients and tissue samples
SM samples were obtained within 10 minutes following tissue
excision upon joint replacement/synovectomy from RA (n =
12) and OA (n = 10) patients at the Department of Orthoped-
ics, University Hospital Jena, Waldkrankenhaus 'Rudolf Elle'
(Eisenberg, Germany). Tissue samples from joint trauma sur-
gery (n = 9) were used as NCs (Table 1). After removal, tissue
samples were frozen and stored at -70°C. Informed patient
consent was obtained and the study was approved by the Eth-
ics Committee of University Hospital Jena (Jena, Germany).
RA patients were classified according to the American Col-
lege of Rheumatology criteria [25], OA patients according to
the respective criteria for OA [26].
Isolation of total RNA
Tissue homogenization, total RNA isolation, treatment with
RNase-free DNase I (Qiagen, Hilden, Germany), and cDNA
synthesis were performed as described previously [27].
Microarray data analysis
RNA probes were labeled according to the instructions of the
supplier (Affymetrix, Santa Clara, CA, USA). Analysis of gene
expression was carried out using U133A/B oligonucleotide
arrays. Hybridization and washing procedures were performed
according to the supplier's instructions and microarrays were
analyzed by laser scanning (Hewlett-Packard Gene Scanner;
Hewlett-Packard Company, Palo Alto, CA, USA). Back-
ground-corrected signal intensities were determined using the
MAS 5.0 software (Affymetrix). Subsequently, signal intensi-
ties were normalized among arrays to facilitate comparisons
between different patients. For this purpose, arrays were
grouped according to patient/donor groups (RA, n = 12; OA,
n = 10; and NC, n = 9). The arrays in each group were normal-
ized using quantile normalization [28]. Original data from
microarray analyses were deposited in the Gene Expression
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Omnibus of the National Center for Biotechnology Information
(Bethesda, MD, USA) (accession number GSE12021 [29]).
Real-time reverse transcription-polymerase chain 
reaction
The data obtained by Affymetrix microarrays were validated for
six selected genes (IL13, MAPK8, SMAD2, IL2RG, PLCB1,
and ATF5) using real-time reverse transcription-polymerase
chain reaction (RT-PCR). PCRs were performed as previously
described using a Mastercycler® ep realplex (Eppendorf,
Hamburg, Germany) and SYBR-green. To normalize the
amount of cDNA in each sample, the expression of the house-
keeping gene GAPDH (glyceraldehyde 3-phosphate dehydro-
genase) was determined [27]. Product specificity was
confirmed by (a) melting curve analysis, (b) agarose gel elec-
trophoresis, and (c) cycle sequencing of the PCR products.
Statistical analysis of gene expression variance
This analysis did not concentrate on differently expressed
genes, but on genes with different variances in the three
patient groups [30]. The assumption of homogeneity of vari-
ance can be rejected by a variance analysis according to Lev-
ene [22]. The Brown-Forsythe version of this test was used
[23]. For independent groups of data, the null hypothesis (that
is, variances are equal) was tested.
To control the stability of the variance, the variance calculation
was tested for 2, 3, 5, 7, and 10 samples per group. For fewer
than 5 samples, the calculation did not reach stable results,
but stable results were achieved for more than 5 patients. In
addition, the results of the statistical tests were influenced by
the number of samples in each group (that is, small groups did
not reach statistical significance).
The P value can be obtained by calculating the value of the
cumulative distribution function at the point F. This is equiva-
lent to the integral of the probability density function of the nor-
mal distribution over the interval [0, F]. To prevent the
accumulation of false-positives due to multiple comparisons,
the very strict Bonferroni correction was used [31]. Alterna-
tively, the less conservative Holm correction was applied for
the correction of the data [24]. The application of the Holm
correction yielded results comparable to those obtained by
Bonferroni correction and pointed out only very few new
genes.
The variance-fold is defined as the quotient of the variance of
one group (for example, OA patients) and the variance of
another group (for example, RA patients). If the variance in the
second group is higher than 1, the result is the multiplicative
inverse and the algebraic sign is inverted. This way, all groups
can be compared:
The application of a variance filter before testing of the data
(excluding variance-fold values between 2.5 and -2.5 from the
analysis) yielded equivalent results compared with the initial
data analysis including the a posteriori application of the Bon-
ferroni or the Holm correction. Following Kyoto Encyclopedia
of Genes and Genomes (KEGG) analysis (see below), the
Table 1
Clinical characteristics of the patients at the time of synovectomy/sampling
Patients, total Gender, male/
female
Age, years Disease 
duration, years
Rheumatoid 
factor, +/-
ESR, mm/hour CRPa, mg/L Number of 
ARA criteria 
for RA
Concomitant 
medication 
(number)
Rheumatoid 
arthritis
12 3/9 65.9 ± 2.9 15.8 ± 4.2 10/2 42.6 ± 6.2 31.9 ± 7.2 5.3 ± 2.1 MTX (5)
Prednis. (10)
Sulfas. (3)
NSAIDs (9)
Osteoarthritis
10 2/8 71.9 ± 2.0 6.2 ± 2.7 1/9 22.9 ± 4.0 7.6 ± 2.9 0.1 ± 0.1 NSAIDs (4)
None (7)
Normal 
controls
9 7/2 49.9 ± 6.7 0.4 ± 0.3 ND ND ND 0.0 ± 0.0 None
aNormal range: <5 mg/L. For the parameters of age, disease duration, erythrocyte sedimentation rate (ESR), C-reactive protein (CRP), and 
number of American Rheumatism Association (ARA) (now American College of Rheumatology) criteria for rheumatoid arthritis (RA), mean ± 
standard error of the mean is given. For the remaining parameters, numbers are provided. +/-, positive/negative; MTX, methotrexate; ND, not 
determined; NSAID, nonsteroidal anti-inflammatory drug; Prednis., prednisolone; Sulfas., sulfasalazine.
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same pathways/complexes were indicated and only the rank-
ing of selected pathways/complexes was changed (for exam-
ple, the ranking of cytokine–cytokine receptor interactions and
the mitogen-activated protein kinase [MAPK] pathway were
inverted).
Analysis of inter-individual gene expression variances
Relevant genes were selected using different criteria: (a) a sig-
nificance level of P ≤ 0.05 (Bonferroni/Holm corrected Brown-
Forsythe version of the Levene test) for variance-fold values
and (b) a cutoff value for absolute variance-fold levels of
greater than 2.5 for higher variances in RA, OA, and NC,
respectively. Using these criteria, 568 genes were selected for
the comparison between RA and NC (307 with higher vari-
ances in RA and 261 with higher variances in NC) while 542
genes were used for the comparison OA versus NC (314 with
higher variances in OA and 228 with higher variances in NC).
Finally, 333 genes were selected for the comparison between
RA and OA (186 with higher variances in RA and 147 with
higher variances in OA). All selected genes are presented in
Supplementary Table 1 (sorted according to absolute vari-
ance-fold values). Inter-individual variances of gene expression
among the different groups were analyzed using predefined
pathways and functional categories annotated by KEGG [32].
Mapping of probesets onto gene names
Gene names used for KEGG inputs follow the nomenclature
of the HUGO Genome Nomenclature Committee [33] and are
mostly derived from the Affymetrix annotation feature 'Gene
Symbol' for the respective probeset. If required, correspond-
ing RefSeqs were manually inspected.
Statistical KEGG analysis
To ensure that only KEGG pathways with a significant enrich-
ment of more variant genes were obtained for further analyses,
the χ2 test statistic was used. Following the calculation of the
expected frequency of affected genes in each pathway, the
difference between the expected frequency and the absolute
frequency was determined. All pathways with a difference of
less than 2 were ignored. As a second criterion of the multi-
level test, P values of less than or equal to 0.15 were consid-
ered statistically significant [34]. Pathways with insignificant P
values were examined in detail and subdivided into two or
more sub-pathways if possible. In some cases, P values for
selected sub-pathways decreased considerably.
Results
Analysis of inter-individual gene expression variances in 
rheumatoid arthritis, osteoarthritis, and normal control 
synovial membrane
For the comparison of inter-individual gene expression vari-
ances between RA SM (n = 12) and NC SM (n = 9), 568
genes were used (307 with significantly higher variances in
RA and 261 with significantly higher variances in NC; P ≤
0.05, Bonferroni/Holm corrected Brown-Forsythe version of
the Levene test), resulting in the identification of 129 affected
KEGG pathways/complexes in total (Supplementary Table 1a;
shown for IL13 and CXCL13 in Figure 1). These pathways
include 10 pathways significantly affected by higher gene
expression variances in RA and 6 pathways significantly
affected by higher gene expression variances in NC (in both
cases P ≤ 0.15, χ2 test).
For the comparison of OA (n = 10) and NC (n = 9) SM, 542
genes were used (314 with significantly higher variances in
OA and 228 with significantly higher variances in NC; Supple-
mentary Table 1b). A total of 128 affected KEGG pathways/
complexes were identified, including 7 pathways significantly
affected by higher gene expression variances in OA and 4
pathways significantly affected by higher gene expression var-
iances in NC.
The comparison of RA (n = 12) and OA (n = 10) SM was per-
formed with 333 genes (186 with significantly higher vari-
ances in RA and 147 with significantly higher variances in OA;
Supplementary Table 1c). This comparison culminated in the
identification of 114 pathways, 3 of which were significantly
affected by higher gene expression variances in RA and 4 of
which were significantly affected by higher gene expression
variances in OA.
Real-time reverse transcription-polymerase chain 
reaction validation
Validation of the microarray data by real-time RT-PCR was
attempted in RA, OA, and NC samples for the genes IL13,
MAPK8, SMAD2, IL2RG, PLCB1, and ATF5. In three cases
(50%), the results of microarray analyses and real-time RT-
PCR were equivalent for RA versus NC (MAPK8: variance-
fold 9.8 versus 5.2; IL2RG: variance-fold 5.6 versus 8.9;
ATF5: variance-fold 1.7 versus 2.3); in addition, two cases
(33%) tended to result in comparable variance-fold values for
microarray and real-time RT-PCR (IL13: variance-fold 12 ver-
sus 1.3; SMAD2: variance-fold 5 versus 1.1). In only one case
(PLCB1; 17%), microarray analyses and real-time RT-PCR
validation showed contradictory results (higher variance in NC
versus higher variance in RA). For OA versus NC, comparable
results were achieved (only IL2RG and ATF5 showed contra-
dictory results).
KEGG pathways identified in the comparison between 
rheumatoid arthritis and normal control
Pathways significantly affected by inter-individual gene 
expression variances in rheumatoid arthritis
Ten pathways/complexes significantly affected by inter-indi-
vidual mRNA expression variances were identified in the com-
parison between RA and NC, 7 of which were specific for RA,
that is, did not appear in the comparison between OA and NC
(for example, cytokine–cytokine receptor interactions; Figure
2). The occurrence of gene expression variances in the com-
plete MAPK, transforming growth factor-beta (TGF-β), and
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apoptosis pathways/complexes did not reach statistical signif-
icance. Interestingly, within these pathways, significantly
affected sub-pathways/sub-complexes could be identified: the
classical TGF-β sub-pathway (Figure 3), the classical and the
c-jun kinase (JNK)/p38 MAPK sub-pathway(s) (Figure 4), and
the sub-complex of anti-apoptosis (Figure 5). A complete list
of significantly affected pathways/complexes is presented in
Table 2.
Pathways significantly affected by inter-individual gene 
expression variances in normal control
Six pathways/complexes significantly affected by inter-individ-
ual mRNA expression variances were identified in NC
compared with RA, including the cell cycle and the Wnt (wing-
less-type MMTV integration site family) signaling pathway. All
pathways/complexes were specific for NC. A complete list of
significantly affected pathways/complexes is presented in
Table 3.
Figure 1
Gene-specific inter-individual gene expression variances. The graph shows the individual gene expression level of rheumatoid arthritis (RA) (n = 12) 
and osteoarthritis (OA) (n = 10) patients as well as normal control (NC) donors (n = 9) for IL13 and CXCL13 (cytokine–cytokine receptor interac-
tions). The mean gene expression (blue line) and the intra-group inter-individual variances in RA and NC synovial membrane (red bar) are indicated, 
resulting in significantly enhanced variances among patients within the RA group (P < 0.001, Bonferroni/Holm corrected Brown-Forsythe version of 
the Levene test).
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KEGG pathways identified in the comparison between 
osteoarthritis and normal control
Pathways significantly affected by inter-individual gene 
expression variances in osteoarthritis
Seven pathways/complexes significantly affected by inter-indi-
vidual mRNA expression variances were identified in OA com-
pared with NC. Among these pathways/complexes, six were
specific for OA, including the complexes of apoptosis. A com-
plete list of significantly affected pathways/complexes is pre-
sented in Table 4.
Pathways significantly affected by inter-individual gene 
expression variances in normal control
Four pathways/complexes significantly affected by inter-indi-
vidual mRNA expression variances were identified in NC com-
pared with OA. Three of those were specific for NC, including
the Toll-like receptor signaling pathway. A complete list of sig-
nificantly affected pathways/complexes is presented in Table
5.
KEGG pathways identified in the comparison between 
rheumatoid arthritis and osteoarthritis
Pathways significantly affected by inter-individual gene 
expression variances in rheumatoid arthritis
Three pathways/complexes significantly affected by inter-indi-
vidual mRNA expression variances were identified in RA com-
pared with OA. All pathways/complexes were specific for RA,
including the vascular endothelial growth factor (VEGF) and
the B-cell receptor signaling pathways. A complete list of
significantly affected pathways/complexes is presented in
Table 6.
Figure 2
Inter-individual mRNA expression variances among cytokine–cytokine receptor interactions in rheumatoid arthritis (RA) compared with normal con-trol (NC)
trol (NC). The graph shows genes affected by significant intra-group inter-individual mRNA expression variances in RA compared with NC (P ≤ 0.05; 
Bonferroni/Holm corrected Brown-Forsythe version of the Levene test; labeled in red) among Kyoto Encyclopedia of Genes and Genomes (KEGG) 
cytokine–cytokine receptor interactions, including the respective sub-pathways (P ≤ 0.15, χ2 test; labeled in red). Cellular processes with potential 
influence on or relevance for RA pathogenesis (for example, inflammation, proliferation, and cell survival) are labeled in blue, and anti-inflammatory/
anti-destructive processes are labeled in black.
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Pathways significantly affected by inter-individual gene 
expression variances in osteoarthritis
Four pathways/complexes significantly affected by inter-indi-
vidual mRNA expression variances were identified in OA com-
pared with RA (for example, the complex of oxidative
phosphorylation). All of them were specific for OA. A complete
list of significantly affected pathways/complexes is presented
in Table 7.
Discussion
The present microarray-based and real-time RT-PCR-vali-
dated, genome-wide mRNA expression analysis in RA, OA,
and NC SM by KEGG mapping shows that gene-specific,
significant, intra-group/inter-individual variances in gene
expression profiles occur in RA. These variances affect a vari-
ety of genes involved in numerous pathways/complexes
potentially relevant for RA pathogenesis. Since significant var-
iance-fold values are observed for many genes with compara-
ble mean expression levels among different patient/donor
groups (data not shown), the manifestation of gene expression
variances does not necessarily depend on the respective
mean mRNA expression level.
To our knowledge, gene expression variances in RA samples
have been reported only for distinct subgroup-specific differ-
ences in gene expression profiles of RA patients [12]. Conse-
quently, the present data demonstrate for the first time broad
intra-group/inter-individual gene expression variances in RA
SM samples, previously observed in other severe diseases
such as trisomy 21, malignant glioma, and inflammatory allergy
[17-19]. It has been hypothesized that expression variances of
regulatory key genes contribute to the individual phenotype of
the given disease [17], whether independent of or depending
on the expression level.
Figure 3
Inter-individual mRNA expression variances in the transforming growth factor-beta (TGF-β) signaling pathway in rheumatoid arthritis (RA) compared with normal control (NC)
with normal control (NC). The graph shows genes affected by significant intra-group inter-individual mRNA expression variances in RA compared 
with NC (P ≤ 0.05; Bonferroni/Holm corrected Brown-Forsythe version of the Levene test; labeled in red) in the Kyoto Encyclopedia of Genes and 
Genomes (KEGG) TGF-β signaling pathway. Among the three TGF-β family sub-pathways, the classical TGF-β sub-pathway is significantly affected 
by gene expression variances (P ≤ 0.15, χ2 test; indicated in red). TGF-β-regulated cellular processes with potential influence on or relevance for RA 
pathogenesis (for example, angiogenesis and cell survival) are labeled in blue.
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Currently, the causes for gene expression variances among
RA patients are unknown. Possible external reasons may
include the higher average age of the individuals in the RA
group as well as medication influencing immunological proc-
esses and the expression of immunologically relevant genes
(for example, methotrexate, prednisolone, sulfasalazine, and/or
nonsteroidal anti-inflammatory drugs [35,36]) or differences in
nutrition, with general effects on individual gene expression
[37]. The inflammatory status of the respective joint at the time
of surgical intervention may also substantially influence gene
expression in the RA SM [38]. However, an analysis of the
differential gene expression shows that the present RA group
is generally characterized by an expression profile highly com-
patible with previous gene expression studies [39], including
the overexpression of several transcription factors (for exam-
ple, FOS, FOSB, JUN, and STAT1 [10-12]), cytokines/chem-
okines (for example, IL2, IL4, CCL23, and CCL25 [40]),
signal transduction molecules (for example, MAPK9,
MAP3K2, PTPN7, and AKT2 [41,42]), cell cycle regulators
(for example, CDC12, CCNB2, and CCNE2 [43]), and heat
shock proteins (DNAJ molecules; [44]; data not shown), indi-
cating that the present RA cohort is representative for RA
patients in general.
Regarding internal molecular changes in the individuals, a par-
ticipation of mutations or single nucleotide polymorphisms in
different genes is plausible, either directly [45,46] or via
mutated regulators (for example, transcription factors, mRNA
Figure 4
Inter-individual mRNA expression variances in the mitogen-activated protein kinase (MAPK) signaling pathway in rheumatoid arthritis (RA) compared with normal control (NC)
with normal control (NC). The graph shows genes affected by significant intra-group inter-individual mRNA expression variances in RA compared 
with NC (P ≤ 0.05; Bonferroni/Holm corrected Brown-Forsythe version of the Levene test; labeled in red) in the Kyoto Encyclopedia of Genes and 
Genomes (KEGG) MAPK signaling pathway. Among the three MAPK family sub-pathways, the classical and the c-jun kinase (JNK)/p38 MAPK sub-
pathways were significantly affected by gene expression variances (P ≤ 0.15, χ2 test; indicated in red). MAPK-regulated cellular processes with 
potential influence on or relevance for RA pathogenesis (for example, proliferation, inflammation, and anti-apoptosis) are labeled in blue.
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stability modifiers, and so on [47]). This also includes broader
genomic rearrangements (for example, chromosomal
translocations or polysomies [48,49]) as well as epigenomic
modifications (for example, gene/promoter methylation [50]).
In addition, the individual composition of cell types in the ana-
lyzed SM samples may influence the mRNA expression profile,
depending on the inflammatory status and/or cell proliferation,
potentially resulting in enhanced immigration/proliferation of T
cells, B cells, or synovial fibroblasts [51].
In RA compared with NC, 10 KEGG pathways/complexes are
specifically and significantly affected by gene expression vari-
ances. As expected, the importance of immunological proc-
esses for RA progression [8] is reflected in several pathways
directly involved in such networks (Toll-like, T cell, and Fc ε
receptor signaling [52-54]). In the SM, alterations in immuno-
logical pathways/complexes may contribute to the develop-
ment of local (and systemic) inflammation, reflecting the highly
inflamed status of the joint as one of the major characteristics
of RA [2,55].
RA-specific gene expression variances also occur in
cytokine–cytokine receptor interactions. Within this complex,
a striking involvement of sub-pathways can be observed, with
relevance for chemotaxis (CXC family chemokines [56]), ang-
iogenesis, proliferation, and cell survival (TGF-β family
[57,58]) as well as inflammation, joint destruction, and fibrosis
(TNF family [59,60] and IL2RG shared pathway [9,61]; Figure
2). Sub-pathways influencing tissue protection (interferon fam-
ily [62]) or anti-inflammation and anti-angiogenesis (IL13RA1
[interleukin-13 receptor alpha-1] shared pathway [63]) are
scarcely affected. Therefore, a specific influence of gene
expression variances on cytokine-mediated aspects of the RA
can be assumed [64].
Figure 5
Inter-individual mRNA expression variances in the complex of apoptosis in rheumatoid arthritis (RA) compared with normal control (NC). The graph 
shows genes affected by significant intra-group inter-individual mRNA expression variances in RA compared with NC (P ≤ 0.05; Bonferroni/Holm 
corrected Brown-Forsythe version of the Levene test; labeled in red) in the Kyoto Encyclopedia of Genes and Genomes (KEGG) complex of apop-
tosis. Among the three apoptosis sub-complexes, the survival factor-dependent sub-complex was significantly affected by gene expression variances 
(P ≤ 0.15, χ2 test; indicated in red). Cellular processes with potential influence on or relevance for RA pathogenesis (expression of survival genes 
and cell survival) are labeled in blue.
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Although the following pathways/complexes are not signifi-
cantly affected by gene expression variances in total, embed-
ded sub-pathways include the majority of affected genes, thus
reaching statistical significance. In the TGF-β pathway, only
members of the classical TGF-β sub-pathway are significantly
affected, thus potentially influencing angiogenesis [58], cell
survival [65], and cell proliferation [66] amongst others (Figure
3). Indeed, this (sub-) pathway appears to occupy a central
position for the RA pathogenesis, due to the integration of var-
ious RA-relevant cellular functions. This is further underlined
by its prominent role within the framework of
cytokine–cytokine receptor interactions (Figure 2) and its influ-
ence on pro-inflammatory/pro-destructive features, either
independent of or via MAPK (Figures 3 and 4). Within the
MAPK signaling pathway, the 'classical' and the JNK/p38
MAPK sub-pathways – regulating proliferation, anti-apoptosis,
and inflammation – are significantly affected by gene expres-
sion variances (Figure 4). This may be an indication of a partic-
ipation of variable gene expression in inflammatory processes
via MAPK variants (especially via JNK/MAPK8 [67]) and pro-
liferation of activated cells (for example, synovial fibroblasts
and T cells) in RA [68,69] and MAPK-mediated anti-apoptosis
(Figure 4).
Regarding apoptosis, genes particularly involved in the regula-
tion of cell survival and anti-apoptosis are significantly affected
by expression variances (Figure 5) [70]. Interestingly, the
respective genes in this particular pathway also show
increased expression levels in RA SM (data not shown). Pro-
apoptotic genes are not affected in this pathway, correspond-
ing to the absence of gene expression variances within the
complex of p53-induced apoptosis (data not shown).
Depending on the individual gene expression level in each
patient, gene expression variances in regulatory pathways may
lead to enhanced inflammation [53,54], angiogenesis [71,72],
enhanced collagen synthesis and secretion [9], and/or a
reduced rate of apoptosis [73], thus potentially contributing to
Table 2
KEGG pathways/complexes significantly affected by intra-group inter-individual gene expression variance in rheumatoid arthritis 
(RA) compared with normal control (that is, higher variances in RA)
KEGG identification number Pathway/complex B (E) χ2 P value Affected genes
1 hsa04060 Cytokine–cytokine receptor 
interactiona
14 (8) 4.56 0.12 CXCL13, IFNA8, FNAR2, IL2RG, IL4, 
IL8, IL13, CXCL10, IL21R, TNFRSF17, 
TGFBR2, CD27, TNFRSF25, ACVR1B
2 hsa04010 MAPK signaling pathwaya 13 (8) 3.32 0.22 CHP, AKT2, MAP3K7IP2, PLA2G2D, 
IKBKB, NTRK2, PRKACA, MAPK8, 
PRKX, TGFBR2, CACNB1, FGF18, 
ACVR1B
2a hsa04010 MAPK signaling pathwaya (classical 
+ JNK/p38 MAPK sub-pathway)
13 (7) 4.39 0.13 CHP, AKT2, MAP3K7IP2, PLA2G2D, 
IKBKB, NTRK2, PRKACA, MAPK8, 
PRKX, TGFBR2, CACNB1, FGF18, 
ACVR1B
3 hsa05212 Pancreatic cancera 9 (2) 20.2
9
<0.01 E2F3, AKT2, IKBKB, SMAD2, MAPK8, 
BCL2L1, STAT1, TGFBR2, ACVR1B
4 hsa04620 Toll-like receptor signaling pathwaya 9 (3) 14.0
1
<0.01 AKT2, MAP3K7IP2, IFNA8, IFNAR2, 
IKBKB, IL8, CXCL10, MAPK8, STAT1
5 hsa04660 T-cell receptor signaling pathwaya 7 (3) 5.98 0.05 CHP, AKT2, IKBKB, IL4, RHOA, PDK1, 
PLCG1
6 hsa04664 Fc epsilon receptor I signaling 
pathwaya
7 (2) 9.53 0.01 AKT2, PLA2G2D, IL4, IL13, PDK1, 
PLCG1, MAPK8
7 hsa04520 Adherens junctiona 6 (2) 5.56 0.07 CSNK2A1, RHOA, SMAD2, TGFBR2, 
ACVR1B, CDH1
8 hsa05220 Chronic myeloid leukemiaa 6 (2) 5.73 0.06 E2F3, IKBKB, BCL2L1, TGFBR2, 
ACVR1B, AKT2
9 hsa04350 TGF-β signaling pathwaya 5 (3) 1.86 0.38 RHOA, SMAD2, TGFBR2, ACVR1B, 
ZFYVE9
9a hsa04350 TGF-β signaling pathwaya (classical 
TGF-β sub-pathway) 5 (2) 6.7 0.05 RHOA, SMAD2, TGFBR2, ACVR1B, ZFYVE9
10 hsa04210 Apoptosisa 5 (3) 2.25 0.34 AKT2, IKBKB, PRKACA, BCL2L1, CHP
10a hsa04210 Apoptosisa (anti-apoptotic sub-
complex)
5 (1) 6.7 0.03 AKT2, IKBKB, PRKACA, BCL2L1, CHP
aSpecifically affected in rheumatoid arthritis. B, absolute frequency; E, expected frequency; JNK, c-jun kinase; KEGG, Kyoto Encyclopedia of 
Genes and Genomes; MAPK, mitogen-activated protein kinase; TGF-β, transforming growth factor-beta.
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hyperplasia of the SM [74], collagen-dependent fibrosis of the
joints [64], and a prolonged life span of activated synovial cells
in RA [73,75].
Since RA and OA samples share many aspects of their
respective mRNA expression profiles [76,77], genes in a
number of pathways show comparable variance-fold values in
both RA and OA (for example, apoptosis; Tables 2 and 4),
thus reflecting basic similarities of joint diseases. However, RA
and OA SM samples can be clearly differentiated regarding
gene expression variances in other pathways/complexes. In
OA, the pathways/complexes affected by higher expression
variances than in NC indicate an OA-specific desynchroniza-
tion of metabolic processes (Table 7). In contrast, RA-specific
pathways/complexes are involved in the regulation of VEGF-
mediated angiogenesis [74,75] and vascular permeability
[78], as well as B cell-dependent auto-immunity and inflamma-
tion [79]. The latter represents the elevated activity status of B
cells (including cytokine production and T-cell activation) and
– in connection with the affection of the anti-apoptotic sub-
pathway – the enhanced survival of self-reactive B cells
[5,6,80]. This may result in a pronounced role of B cells for dis-
ease development in RA compared with OA, which is also
reflected in the increasing impact of B cell-directed treatment
in RA [81].
Table 3
KEGG pathways/complexes significantly affected by intra-group inter-individual gene expression variance in normal control (NC) 
compared with rheumatoid arthritis (that is, higher variances in NC)
KEGG identification number Pathway/complex B (E) χ2 P value Affected genes
1 hsa03010 Ribosomea 8 (3) 27.6
2
<0.01 RPL7, RPL9, RPL21, RPL27, RPL30, RPS6, 
RPS10, RPS12
2 hsa04110 Cell cyclea 7 (4) 13.1
1
<0.01 CDKN1A, E2F1, GADD45B, ATM, SKP1A, 
CCNA2, CDC2
3 hsa04310 Wnt signaling pathwaya 7 (5) 7.8 0.01 CACYBP, PPP2R1B, PRKACB, PSEN1, SKP1A, 
TBL1XR1, FZD1
4 hsa04640 Hematopoietic cell lineagea 4 (3) 4.15 0.15 CSF1, EPOR, FLT3LG, ITGA4
5 hsa05010 Alzheimer diseasea 3 (1) 13.3 <0.01 GAPDH, LRP1, PSEN1
6 hsa01510 Neurodegenerative disordersa 3 (1) 8.18 0.01 GAPDH, NR4A2, PSEN1
aSpecifically affected in rheumatoid arthritis. B, absolute frequency; E, expected frequency; KEGG, Kyoto Encyclopedia of Genes and Genomes; 
Wnt, wingless-type MMTV integration site family.
Table 4
KEGG pathways/complexes significantly affected by intra-group inter-individual gene expression variance in osteoarthritis (OA) 
compared with normal control (that is, higher variances in OA)
KEGG identification number Pathway/complex B (E) χ2 P value Affected genes
1 hsa04310 Wnt signaling pathway 7 (4) 3.44 0.21 CSNK2A1, SMAD2, PPP3CB, PRKACA, 
TBL1X, BTRC, RBX1
1
a
hsa04310 Wnt signaling pathway (canonical sub-
pathway)
6 (3) 4.56 0.12 CSNK2A1, BTRC, SMAD2, PRKACA, 
TBL1X, RBX1
2 hsa04210 Apoptosisa 6 (2) 8.13 0.01 AKT2, IKBKB, PP3CB, PRKACA, 
RKAR2A, BCL2L
3 hsa03010 Ribosomea 5 (2) 3.99 0.16 RPL18, RPL35A, RPL38, RPS10, RPL14
3
a
hsa03010 Ribosomea (large subunit) 4 (1) 6.49 0.04 RPL18, RPL35A, RPL38, RPL14
4 hsa04520 Adherens junctiona 5 (2) 5.57 0.07 CSNK2A1, SMAD2, ACP1, TGFBR2, 
YES1
5 hsa05212 Pancreatic cancera 5 (1) 6.22 0.04 AKT2, IKBKB, SMAD2, BCL2L1, 
TGFBR2
6 hsa04120 Ubiquitin-mediated proteolysisa 4 (2) 8.12 0.01 ANAPC5, UBE2D2, BTRC, RBX1
7 hsa05050 Dentatorubropallidoluysian atrophya 3 (1) 19.7
9
<0.01 ATN1, RERE, MAGI1
aSpecifically affected in rheumatoid arthritis. B, absolute frequency; E, expected frequency; KEGG, Kyoto Encyclopedia of Genes and Genomes; 
Wnt, wingless-type MMTV integration site family.
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In summary, these pathways indicate limited but distinct
molecular/cellular differences between RA and OA and dem-
onstrate a major contribution of inflammation and angiogen-
esis in RA. It is reasonable to assume that the RA
pathogenesis is influenced by broad alterations of gene
expression in general. For years, only differential gene expres-
sion analyses have been performed, resulting in the identifica-
tion of some key genes but leading to the disregard of several
genes with a more limited influence on RA, whose collective
influence may still be as large as that of the already-known key
players. Therefore, besides ubiquitous elevated expression
levels of exceptional pro-inflammatory/pro-destructive key
regulators/mediators like TNF-α, IL-1β [82], or MMP-1 [83],
elevated or reduced expression levels of many different genes
in various pathways/complexes may also influence RA devel-
opment and progression. In this process, the affection of path-
ologically relevant pathways with differentially expressed
genes may be more important than the character of the
respective genes, resulting in different gene expression pro-
files among individual RA patients as reflected in the gene
expression variances of the present study. As a consequence,
synchronized or desynchronized gene expression in RA poten-
tially shifts cellular activity from the normal to an activated
status.
Regarding diagnosis and therapy of RA, the present results
indicate that a more individualized approach for different
patients may represent the future of RA treatment. Thus, the
determination of individual gene expression patterns may
facilitate the selection of the best medication or, more ambi-
tiously, may allow directed modulation of (individually)
selected pathways/complexes instead of broad suppression
of inflammation by anti-inflammatory/anti-rheumatic drugs
[84]. In addition, the present study helped to identify the TGF-
β pathway as an accessory key player in RA, due to its central
position within the regulatory networks. This suggestion is
strongly supported by an emerging number of publications
reporting a decisive impact of TGF-β on RA development/pro-
gression [57,58,85,86]. The affected pathways (and the
respective genes) reported here may provide the basis for fur-
ther analyses of the RA pathogenesis and the differences
between RA and OA on a cellular and molecular level.
Conclusion
In RA, a number of disease-relevant or even disease-specific
KEGG pathways/complexes (for example, TGF-β signaling
and anti-apoptosis) are characterized by broad intra-group
inter-individual expression variances. This indicates that RA
pathogenesis in different individuals may depend to a lesser
extent on common alterations of the expression of specific key
genes, and rather on individual-specific alterations of different
genes resulting in common disturbances of key pathways.
Numerous affected pathways, including TGF-β signaling in a
central position, are involved in inflammation, angiogenesis,
proliferation, and cell survival, thus potentially influencing char-
Table 5
KEGG pathways/complexes significantly affected by intra-group inter-individual gene expression variance in normal control (NC) 
compared with osteoarthritis (that is, higher variances in NC)
KEGG identification number Pathway/complex B (E) χ2 P value Affected genes
1 hsa04310 Wnt signaling pathway 8 (3) 6.55 0.04 CSNK1A1, DKK2, JUN, MYC, PPP2R1B, 
PRKACB, WNT5B, FZD1
2 hsa05120 Epithelial cell signaling in Helicobacter 
pylori infectiona
5 (2) 7.97 0.01 JUN, NFKBIA, ATP6V1C1, ADAM17, 
ATP6V0D1
3 hsa05211 Renal cell carcinomaa 5 (2) 7.75 0.01 AKT2, HGF, JUN, TCEB1, VEGFA
4 hsa04620 Toll-like receptor signaling pathwaya 5 (2) 4.43 0.12 AKT2, JUN, NFKBIA, TLR7, STAT1
aSpecifically affected in rheumatoid arthritis. B, absolute frequency; E, expected frequency; KEGG, Kyoto Encyclopedia of Genes and Genomes; 
Wnt, wingless-type MMTV integration site family.
Table 6
KEGG pathways/complexes significantly affected by intra-group inter-individual gene expression variance in rheumatoid arthritis 
(RA) compared with osteoarthritis (that is, higher variances in RA)
KEGG identification number Pathway/complex B (E) χ2 P value Affected genes
1 hsa04916 Melanogenesisa 6 (3) 6.53 0.03 ADCY2, LEF1, PRKCB1, PRKX, TCF7, WNT8B
2 hsa04662 B-cell receptor signaling pathwaya 5 (2) 9.72 0.01 MALT1, PIK3CD, PLCG2, PRKCB1, CD72
3 hsa04370 VEGF signaling pathwaya 4 (2) 4.09 0.15 PLA2G2D, PIK3CD, PLCG2, PRKCB1
aSpecifically affected in rheumatoid arthritis. B, absolute frequency; E, expected frequency; KEGG, Kyoto Encyclopedia of Genes and Genomes; 
VEGF, vascular endothelial growth factor.
3.1 R. Huber, C. Hummert, U. Gausmann, D. Pohlers, D. Koczan, R. Guthke,
R. W. Kinne. Arthritis Research & Therapy, 10:R98, August 2008.
56
Available online http://arthritis-research.com/content/10/4/R98
Page 13 of 16
(page number not for citation purposes)
acteristic features of RA pathology.
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SUMMARY
Induced defenses are thought to be economical: growth and fitness-limiting resources are only invested into
defenses when needed. To date, this putative growth–defense trade-off has not been quantified in a common
currency at the level of individual compounds. Here, a quantification method for 15N–labeled proteins enabled
a direct comparison of nitrogen (N) allocation to proteins, specifically, ribulose-1,5-bisposphate carboxylase/
oxygenase (RuBisCO), as proxy for growth, with that to small N-containing defense metabolites (nicotine
and phenolamides), as proxies for defense after herbivory. After repeated simulated herbivory, total N
decreased in the shoots of wild-type (WT) Nicotiana attenuata plants, but not in two transgenic lines
impaired in jasmonate defense signaling (irLOX3) and phenolamide biosynthesis (irMYB8). N was reallocated
among different compounds within elicited rosette leaves: in the WT, a strong decrease in total soluble pro-
tein (TSP) and RuBisCO was accompanied by an increase in defense metabolites, irLOX3 showed a similar,
albeit attenuated, pattern, whereas irMYB8 rosette leaves were the least responsive to elicitation, with over-
all higher levels of RuBisCO. Induced defenses were higher in the older compared with the younger rosette
leaves, supporting the hypothesis that tissue developmental stage influences defense investments. We pro-
pose that MYB8, probably by regulating the production of phenolamides, indirectly mediates protein pool
sizes after herbivory. Although the decrease in absolute N invested in TSP and RuBisCO elicited by simulated
herbivory was much larger than the N-requirements of nicotine and phenolamide biosynthesis, 15N flux stud-
ies revealed that N for phenolamide synthesis originates from recently assimilated N, rather than from
RuBisCO turnover.
Keywords: Nicotiana attenuata, caffeoyl-putrescine, dicaffeoyl-spermidine, nicotine, ribulose-1,5-bisphos-
phate carboxylase/oxygenase, total soluble protein, R2R3-MYB transcription factor, Manduca sexta.
INTRODUCTION
Plants have evolved two general direct strategies against
herbivory: constitutive and inducible defenses. The biosyn-
thesis of these defenses requires fitness-limiting resources
that could otherwise be invested into growth and repro-
duction. Hence, induced plant defenses are thought to be a
cost-saving strategy compared with constitutive defenses,
as they are only produced when needed, e.g. after herbiv-
ory (Karban and Baldwin, 1997), and this cost-saving
model plays a central role in most theoretical treatments of
induced defenses (for a review of plant defense hypotheses,
see Stamp, 2003). Several studies have quantified the costs
of induction by measuring photosynthesis rates, plant bio-
© 2013 The Authors
The Plant Journal © 2013 John Wiley & Sons Ltd
417
The Plant Journal (2013) 75, 417–429 doi: 10.1111/tpj.12210
61
mass, size and/or yield associated with an increase in
defense metabolites (Bazzaz et al., 1987; Karban and
Baldwin, 1997; Zangerl et al., 2002). Although measure-
ments of the impact of anti-herbivore defenses on plant
yield are important for understanding their ultimate fitness
costs, measurements of plant biomass do not discriminate
among the relative investments into compounds that func-
tion in growth, storage and defense processes in the
tissues analyzed (Chapin et al., 1990). Therefore, the
investment into growth is preferably estimated by measur-
ing components of biomass that directly promote the
acquisition of resources for growth, such as photosynthetic
proteins (Chapin et al., 1990). Additionally, the costs of
defense should be measured in the currency of a fitness-
limiting resource (Mole, 1994; Baldwin et al., 1998).
Nitrogen (N) is often such a fitness-limiting resource,
determining the growth and reproduction of plants, and of
the herbivores that eat them. N availability also influences
N allocation to defense metabolites (Baldwin et al., 1998;
Lou and Baldwin, 2004; Simon et al., 2010). Thus, it is an
ideal currency to use for the study of growth–defense
trade-offs in plant–herbivore interactions.
Ribulose-1,5-bisphosphate carboxylase/oxygenase (Ru-
BisCO) is the most abundant foliar protein in plants, and is
essential for the dark reaction of photosynthesis. RuBisCO
constitutes 30–50% of the total soluble protein (TSP) in C3
plants (Ellis, 1979; Makino et al., 1984; Imai et al.,2008),
and may function as a potential N storage protein (Millard,
1988); consequently, it represents a major N sink in plants.
Its large and small subunits (LSUs and SSUs, respectively)
are synthesized from separate precursor pools that have
different metabolic origins (Allen et al., 2012). Although
the concentration and activity of RuBisCO are not the only
factors controlling growth (Stitt and Schulze, 1994),
changes in RuBisCO expression influence growth and lead
to complex changes in N metabolism (Stitt and Schulze,
1994; Stitt and Krapp, 1999; Matt et al., 2002), making this
enzyme a reasonable proxy for growth parameters.
Nicotiana attenuata is a wild tobacco native to the Great
Basin Desert in south-western USA that synchronizes its
germination from long-lived seed banks in response to
exposure to cues from pyrolized vegetation (Preston and
Baldwin, 1999). By timing its germination with the immedi-
ate post-fire environment, N. attenuata takes advantage of
the abundant, yet ephemeral, pools of inorganic N in
burned soil (Lynds and Baldwin, 1998), but is subject to
high intraspecific competition for this fitness-limiting
resource because of its mass-germination behavior. Fur-
thermore, because it is a pioneer species, N. attenuata is
attacked by a diverse herbivore community, including the
specialist tobacco hornworm (Manduca sexta). Herbivore
attack elicits the jasmonic acid (JA) signaling cascade
(Kessler et al., 2004), which activates JA-responsive tran-
scription factors that lead to the biosynthesis of a plethora
of induced small metabolites (Figure 1a; Woldemariam
et al., 2011), such as the N-intensive alkaloid nicotine, and
a variety of phenolamides, which decrease herbivore per-
formance (Baldwin, 1999; Steppuhn et al., 2004; Kaur et al.,
2010; Onkokesung et al., 2010). The biosynthesis of nico-
tine and phenolamides requires the same amino acid pre-
cursors (ornithine and arginine for putrescine and
spermidine biosynthesis; Kaur et al., 2010; Steppuhn et al.,
2004; Takano et al., 2012), but nicotine is produced only in
the roots (Hibi et al., 1994), whereas phenolamides are
synthesized in the attacked leaf (Kaur et al., 2010).
Nicotine is present constitutively in undamaged
N. attenuata tissues, and foliar concentrations increase
substantially after herbivory (McCloud and Baldwin, 1997;
Baldwin, 1999). The two major phenolamides found in
N. attenuata are the N-acylated polyamines caffeoyl-
putrescine (CP) and dicaffeoyl-spermidine (DCS), the
biosynthesis of which is regulated by the transcription fac-
tor NaMYB8 (hereafter MYB8; Figure 1a). Both CP and DCS
accumulate constitutively in reproductive tissues, and are
strongly induced in leaves by simulated herbivory (Kaur
et al., 2010). Herbivory also causes large-scale changes in
N. attenuata’s transcriptome and proteome, decreasing the
levels of photosynthetic genes and proteins, including
RuBisCO (Halitschke et al., 2003; Voelckel and Baldwin,
2004b; Giri et al., 2006). Because of the important con-
straints imposed by N availability upon both its growth
and defense, as well as the wealth of understanding of its
anti-herbivore defenses and the availability of isogenic
transgenic lines impaired in individual classes of defenses,
N. attenuata is an ideal model in which to study growth–
defense trade-offs in a common N currency.
The induction of defense responses in wild tobacco can
be simulated in a standardized and synchronized way by
wounding leaves and applying the oral secretions (OS) of
M. sexta larvae to the wounds (W + OS, Figure 1). The
major elicitors in M. sexta OS are fatty-acid amino acid
conjugates (FACs), which are recognized by the plant, trig-
gering defense responses (Schittko et al., 2001; Halitschke
et al., 2003; Giri et al., 2006). The FAC composition of OS,
and the resulting gene expression and metabolite induc-
tion in the plant, differ between specialist and generalist
folivores (Voelckel and Baldwin, 2004a; Diezel et al., 2009;
Steinbrenner et al., 2011).
Here, we quantified the N investments into different
plant parts and among different N pools within a tissue to
compare the investments into growth and defense in the
same currency after repeated simulated herbivory by
W + OS elicitation from a specialist herbivore. Repeated
simulated herbivory, in contrast to single W + OS elicita-
tion, more closely mimics natural herbivore feeding, which
varies in duration and timing (Van Dam et al., 2001; Skibbe
et al., 2008; Stork et al.,2009). A stable isotope labeling
technique was used to track N flux among different pools
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of individual compounds in locally elicited and systemic
leaves and seeds. We applied 15N-labeled nitrate to the soil
because nitrate is the most common form of N taken up by
N. attenuata in nature, after the rapid biological nitrifica-
tion of the ammonium generated by pyrolysis (Figure 1;
Lynds and Baldwin, 1998).
The N flux into the three major N-intensive small
metabolites of N. attenuata (nicotine, CP and DCS) was
used as a proxy for defense investment that could be
directly compared with the N investment into proteins, and
in particular the abundant photosynthetic protein, RuBi-
sCO, as a proxy for growth-related investment. These dif-
ferent molecule classes could not be measured in the past
with comparable precision and accuracy because of a lack
of suitable methods, especially for proteins. Here, we used
a high-throughput LC-MSE method for the absolute quanti-
tation of proteins and the incorporation of 15N into pep-
tides (Ullmann-Zeunert et al., 2012), which allows for the
quantification of single large proteins with the same accu-
racy as for the small defense metabolites quantified by
UPLC/UV/ToF-MS.
To further disentangle the effects of induced defenses
on N allocation after herbivory, we compared two previ-
ously described transgenic lines, one deficient in JA signal-
ing, irLOX3 (Allmann et al., 2010), and one deficient in the
biosynthesis of phenolamides, irMYB8 (Kaur et al., 2010),
with wild-type (WT) plants (Figure 1a). This design allows
for a direct comparison of N flux into specific classes of
defense compounds with that into growth-related proteins
measured in the same N currency, and an evaluation of
the hypothesis that RuBisCO is used as an N-storage com-
pound for defense responses.
RESULTS AND DISCUSSION
Anti-herbivore defense elicitation alters the nitrogen
content of the shoot
Herbivory is known to change resource allocation within
plants (Bazzaz et al., 1987; Frost and Hunter, 2008; Gomez
et al., 2010). To estimate the impact of the biosynthesis of
N-containing defense metabolites on N accumulation in
N. attenuata, we compared the shoot N contents (% dry
mass) of the two transgenic lines impaired in defense
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Figure 1. Overview of experimental strategy used to study growth–defense
trade-offs in Nicotiana attenuata in a common nitrogen (N) currency.
(a) The biosynthesis of nicotine, caffeoyl-putrescine (CP) and dicaffeoyl-
spermidine (DCS) is induced after simulated herbivory in the wild type (WT)
by wounding (W) with a pattern wheel and by the application of oral secre-
tions (OS) of Manduca sexta, but is impaired in the transgenic plants
silenced in the expression of lipoxygenase 3 (LOX3) or MYB8 by RNAi with
inverted-repeat (ir) constructs. The concentration of ribulose-1,5-bisphos-
phate carboxylase/oxygenase (RuBisCO) decreases in the WT after W + OS,
but the effects of jasmonic acid (JA) on N investment into RuBisCO are
unclear. Amino acids serve as precursors for putrescine, spermidine and
nicotinic acid (NA), which provide N for the synthesis of these metabolites.
Amino acids are derived from nitrate (NO3
) reduction, followed by assimi-
lation catalyzed by glutamine synthetase (GS) and glutamate synthase
(GOGAT), and are also used as precursors for RuBisCO synthesis. JA-Ile,
JA-isoleucine; NiR, nitrite reductase; NR, nitrate reductase.
(b) Incorporation of 15N into roots, and younger (yRL) and older rosette
leaves (oRL) following pulse labeling with K15NO3 27 days after germination
was determined by isotope-ratio mass spectrometry (IRMS; n = 5). Grey
arrows indicate the time points of elicitation in the experiments that fol-
lowed. During this time frame 15N-incorporation was stable. At%, atomic
percentage.
© 2013 The Authors
The Plant Journal © 2013 John Wiley & Sons Ltd, The Plant Journal, (2013), 75, 417–429
Quantification of growth–defense trade-offs 419
3.2 L. Ullmann-Zeunert, M. A. Stanton, N. Wielsch, S. Bartram, C. Hummert,
A. Svatosˇ, I. T. Baldwin, K. Groten. The Plant Journal, 75(3):417-429, July
2013.
63
responses with WT plants after repeated simulated herbiv-
ory with W + OS. The isotope ratio mass spectrometry
(IRMS) measurements revealed that repeated elicitation
reduced the N content of WT shoots (i.e. the total of N per
dry mass of shoots; Welch’s two-sample t-test, d.f. = 7.24,
P = 0.032), but not of the transgenic lines (Figure 2),
whereas the N pool sizes were slightly reduced after elicita-
tion for all three genotypes (Figure S1b). The changes in
the N pool sizes of elicited irLOX3 and irMYB8 plants were
the result of a reduction in shoot dry mass (Figure S1),
whereas the elicited WT showed both reduced shoot dry
mass and reduced shoot N content, suggesting a possible
N reallocation within the plant caused by the biosynthesis
of N-containing defense metabolites.
Plants can allocate N to roots to protect this resource
from folivores to reduce the nutritional value of the
attacked tissues, which, together with increased defenses,
can slow herbivore growth and increase their exposure to
natural enemies (Trumble et al., 1993). Previous studies
with Solanum lycopersicum (tomato) demonstrated that N
allocation in the form of amino acids from the shoot to the
roots was rapidly induced by methyl-jasmonate (MeJA;
Gomez et al., 2010) and M. sexta feeding (Steinbrenner
et al., 2011; Gomez et al., 2012). In N. attenuata, OS elicita-
tion has been shown to cause a rapid allocation of carbon
from the shoot to the roots, which can later be used for
regrowth and reflowering (Schwachtje et al., 2006). The
reduced N concentration of WT shoots in our experiment
suggests that this species can also allocate N from the
shoot to the roots after herbivory. This inference is consis-
tent with the observation that the N contents of WT roots
increased after elicitation, as measured in a separate
experiment, although the increase was not quite significant
(Welch’s two-sample t-test, d.f. = 4.71, P = 0.054; inset
Figure 2). Alternatively, the increased N content of roots
may have resulted from increased N assimilation, but
previous 15N labeling experiments in this species have
found no evidence for changes in N assimilation rate after
herbivory (Baldwin and Ohnmeiss, 1994; Lynds and Baldwin,
1998). Therefore, we conclude that the induced biosynthe-
sis of N-containing metabolites after OS elicitation alters
whole-plant N partitioning.
Changes in absolute pool sizes depend on developmental
stage
To analyze the influence of anti-herbivore defense induc-
tion, especially phenolamide biosynthesis, on within-shoot
N allocation, we determined the absolute N pools of differ-
ent leaf types (hereafter, total N pools) and N allocation to
seeds by IRMS. Expressing resource allocation as concen-
trations reveals proportional allocations within an organ;
however, total pools allow for comparisons among organs,
as they are a function of both organ size and concentration
(Chapin et al., 1990). We analyzed elicited older (oRL) and
younger (yRL) rosette leaves to explore the influence of
leaf development on N reallocation after elicitation, and
the first (unelicited) stem leaf (S1) to examine systemic
effects.
Overall, there was no clear effect of genotype or elicita-
tion on the leaf total N pools. Total N pools varied among
genotypes only in the S1 leaf (ANOVA, F1,27 = 4.86,
P = 0.036), whereas OS elicitation only reduced the total N
pool of irLOX3 (two-sample t-test, d.f. = 8, P = 0.006) and
WT (Welch’s two-sample t-test, d.f. = 8, P = 0.021) in the
yRL (ANOVA, F1,28 = 7.40, P = 0.011). The N pool size in oRL
was unaffected by genotype and elicitation (Figure 3). As N
pool size correlates with biomass at the whole-plant scale
(Baldwin and Hamilton, 2000), we evaluated whether the
observed changes in total N pools of single leaves could
be explained by changes in growth. Although the leaf size
of yRL was reduced after elicitation (ANOVA, F1,24 = 12.33,
P = 0.002; Figure S2a), it did not correlate with total N
pools (ANCOVA, P = 0.187). Similarly, the change in total N
pools of S1 leaves was not correlated with changes in leaf
size (ANCOVA, P = 0.406).
It is possible that changes in the total N pool of a leaf
reflect changes in a major pool within the leaf, such as
proteins. Although TSP pool size dramatically decreased in
the yRL after elicitation, it did not correlate with the total N
pool size in this tissue (ANCOVA, P = 0.122; Figure 3). Thus,
we conclude that although both pools are reduced by
elicitation, the total N pool of the rosette leaves does not
reflect the changes in TSP pool size or leaf size. This result
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Figure 2. Total nitrogen (N) content in wild-type (WT) shoots decreases
after simulated herbivory.
The N content of shoots of irLOX3, irMYB8 and WT (n = 5) was determined
by IRMS 4 days after the first W + OS elicitation. Unelicited plants were
controls. Asterisks represent significant differences between treatments
(*P  0.05; n = 5). Inset: N content of WT roots (n = 5) was determined in a
separate experiment at the same time point. DM, dry mass.
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is consistent with the hypothesis that total leaf N content
and TSP (RuBisCO content) are controlled by different
mechanisms, as has been shown for Oryza sativa (rice;
Ishimaru et al., 2001; Makino et al., 2000).
The TSP pools differed between the lines in all three leaf
types (ANOVA; oRL, F1,27 = 8.70, P = 0.007; yRL, F1,27 = 12.95,
P = 0.001; S1, F1,27 = 44.77, P = 3.5*10
07; Figure 3). The
TSP pools of irLOX3 and irMYB8 in the yRL were reduced
by about 50% after OS elicitation, whereas WT TSP pools
were reduced by 91%. Both transgenic lines had constitu-
tively larger TSP pools in the S1 leaf than the WT, and
although S1 TSP decreased after elicitation in irLOX3
plants, TSP pools of both transgenic lines were still 2.5–3.0
times larger than those of WT after elicitation (Figure 3),
suggesting that the biosynthesis of N-containing metabo-
lites affects protein pool sizes, and that inducible defenses
also have constitutive costs.
The recently developed method for the absolute quan-
tification of single proteins allowed us to quantitatively
compare the investment in defense metabolites with that
in growth-related compounds, specifically, the photosyn-
thetic protein RuBisCO, with similar accuracy (Ullmann-
Zeunert et al., 2012). Being the most abundant soluble
protein in plants, the total level of RuBisCO (sum of LSU
and SSU) reflected the TSP pattern in the different
leaves, independent of genotypes (ANCOVA; oRL,
P < 0.0001; yRL, P < 0.0001; S1, P = 0.42; Figures 3 and
S3a). Overall, the data revealed a decrease in pool sizes
of both RuBisCO subunits after OS elicitation (Fig-
ure S3a), which coincided with an increase in N-contain-
ing defense metabolites (Figure S3b), but the effects
differed among lines, and for most traits measured
irLOX3 showed an intermediate phenotype between WT
and irMYB8. The two transgenic lines with either
reduced (irLOX3) or undetectable levels of CP and DCS
(irMYB8; Figure S3b) showed a smaller decrease of RuBi-
sCO LSU and SSU than the WT in the elicited yRL
(47–59% in irMYB8/irLOX3 compared with 92–95% in WT;
Figure S3a). RuBisCO LSU and SSU levels were unal-
tered after elicitation in the systemic S1 leaf of irMYB8,
but strongly declined in WT and irLOX3. The nicotine
pool sizes showed similar induction patterns for all lines,
except in the yRL, where the OS-elicited nicotine levels
were higher in the WT than in the transgenic lines.
These data suggest that the growth–defense trade-offs at
the leaf scale are probably influenced by the capacity to
biosynthesize and accumulate phenolamides, and that
this also affects growth investments in the systemic S1
leaf.
As all transgenic lines used in this study accumulated
similar levels of nicotine, it is unclear whether the biosyn-
thesis of this alkaloid might affect N allocation to proteins
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Figure 3. Silencing of LOX3 and MYB8 alters
the distribution of nitrogen (N) between and
within leaves. The N pools and total soluble
protein (TSP) of leaves (oRL, older rosette leaf;
yRL, younger rosette leaf; S1, first stem leaf) of
irLOX3, irMYB8 and WT, calculated based on
leaf mass. The N content was determined by
IRMS and the TSP was measured by the
Bradford assay. Plants were elicited as
described for Figure 2. yRL and oRL were har-
vested 4 days after the first W + OS elicitation,
and when S1 leaves underwent the source–sink
transition. Asterisks indicate differences among
treatments (*P  0.05; **P  0.01; ***P 
0.001). Letters represent significant differences
found using the minimum adequate model
(n = 5). For abbreviations, see Figure 1.
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(Figure S3b). To answer this question rigorously, experi-
ments with transgenic lines completely with no flux of N
into nicotine biosynthesis are needed. In the nicotine-
silenced transgenic lines we have produced in our labora-
tory by silencing putrescine N-methyl transferase, nicotine
biosynthesis is silenced, but the elicited flux of N into other
alkaloids (anatabine) is not (Steppuhn et al., 2004).
Similarly, the induction of proteinase inhibitors could
have additional influence on N allocation; however, preli-
minary experiments with virus-induced empty vector and
MYB8-silenced plants showed a similar trypsin proteinase
activity in both plants after elicitation (H. Kaur, personal
communication), indicating that the synthesis of protein-
ase inhibitors does not seem to play a key role in the real-
location of N from primary to secondary metabolism.
A comparison of the two locally elicited leaves revealed
differences in their defense and growth pool sizes: whereas
the oRL accumulated the largest defense metabolite pools,
with only slight reductions in TSP and both RuBisCO
subunits after elicitation, the yRL had the strongest reduc-
tions in protein pools, with less pronounced increases in
N-containing defense metabolite levels than the oRL
(Figures 3 and S3). The optimal defense theory predicts
that the allocation of defense metabolites is directly
proportional to the fitness value of different plant parts
(McKey, 1974, 1979; Rhoades, 1979), and many studies
have demonstrated that younger leaves of N. attenuata,
presumed to have a higher fitness value than older leaves,
contain higher defense metabolite levels (Zavala et al.,
2004a; Kaur et al., 2010; Onkokesung et al., 2012). These
results appear to contradict our findings, because the oRL
contained higher metabolite levels than the yRL; however,
the previous studies compared concentrations of metabo-
lites in elicited rosette leaves at different stages of plant
development, whereas here we analyzed metabolite pool
sizes of two elicited rosette leaves, of different maturity,
harvested simultaneously from the same plant. As the
plants were just beginning stalk elongation at the time of
OS elicitation, both oRL and yRL are likely to be important
tissues for later plant growth and reproduction. Thus the
larger defense metabolite pools of the mature oRL – which
was a source leaf at the time of the first elicitation – may
result from its larger nutrient pools, which are probably
important for regrowth capacity. Meanwhile, the smaller
pools of TSP and RuBisCO in elicited yRL – which was in
the transition stage from sink to source during the first
W + OS treatment – may reflect a lower N allocation to
proteins in developing leaves, which could enhance their
defense status by reducing the food quality for herbivores.
This is in agreement with the model from Orians et al.
(2011), assuming that the mature source leaf allocates
resources not only to defense and growth, but also to stor-
age, thus making it relatively more valuable for the whole
plant, and therefore better protected. Regardless of their
ultimate explanations, these data demonstrate that
growth–defense trade-offs are dependent on leaf develop-
ment.
Many previous studies have demonstrated that induc-
ible defenses are costly, often leading to a decrease in
reproductive performance (Heil and Baldwin, 2002): e.g.
growth–defense trade-offs at the leaf scale affect the N
allocation to capsules in Nicotiana sylvestris (Ohnmeiss
and Baldwin, 2000). However, here, neither the time of
flowering and seed ripening, nor the number of mature
capsules, the mass of the first mature seed capsule, nor
the total N content of the first seed capsule were signifi-
cantly different from controls after repeated simulated
herbivory (Figure S4). This lack of observed fitness effects
could result from species-specific differences or differ-
ences in the experimental design. In our experiment, OS
elicitation may have been too early to affect seed set (the
first capsules were harvested on average 18 days after the
last elicitation), or the W + OS treatment was too weak to
elicit changes in allocation to seeds, compared with the
relatively stronger MeJA elicitation used in other experi-
ments (Voelckel et al., 2001). In nature, wild tobacco faces
strong intraspecific competition because of its mass-ger-
mination behavior, and strong alterations in N allocation
to reproductive units in glasshouse-cultivated tobacco
were only found when MeJA-elicited plants competed
with control plants for the same limited resources (Van
Dam and Baldwin, 2001). Thus, the costs and benefits of
N allocation for a plant after herbivore attack may only
become obvious if neighboring plants competing for the
same limited resources are present. Additional experi-
ments with plants grown in competition and exposed to
simulated and natural herbivory are necessary to further
explore the impact of growth–defense trade-offs within
the leaf on plant fitness.
MYB8 indirectly affects nitrogen investment into proteins
The pool sizes of proteins and defense metabolites of the
two transgenic lines suggest an influence of N-containing
metabolite biosynthesis on the observed growth–defense
trade-offs, but did not allow for a direct comparison of the
levels of N demanded for metabolite biosynthesis, and the
decreased N partitioned into TSP and RuBisCO after
herbivory. By calculating the N investment into growth and
defense per mg of fresh tissue mass after elicitation, we
were able to further explore the role of phenolamide
biosynthesis on N reallocation. We combined this
approach with 15N pulse labeling to follow the investment
of a defined N pool into both plant functions.
For all lines, and in locally treated leaves, elicitation
decreased the N investment into rest TSP and RuBisCO per
mg fresh mass, compared with controls. Particularly in
yRLs, the decrease in N investment into TSP (rest TSP and
RuBisCO) was much more pronounced in the WT (89%)
© 2013 The Authors
The Plant Journal © 2013 John Wiley & Sons Ltd, The Plant Journal, (2013), 75, 417–429
422 Lynn Ullmann-Zeunert et al.
3.2 L. Ullmann-Zeunert, M. A. Stanton, N. Wielsch, S. Bartram, C. Hummert,
A. Svatosˇ, I. T. Baldwin, K. Groten. The Plant Journal, 75(3):417-429, July
2013.
66
compared with 28% in irMYB8 and 47% in irLOX3
(Figure 4a). IrLOX3 plants, for all parameters measured
here, showed similar but less pronounced N-allocation pat-
terns after elicitation as WT. These patterns are consistent
with the correlation analysis of all measured N pools (Fig-
ure 4a, heat maps). Correlating all genotype/treatment
groups with each other revealed that OS-elicited WT plants
did not correlate with the other genotype/treatment groups
in all three leaf types. Only OS-elicited irLOX3 oRL and S1
leaves showed a weak correlation with WT-OS. In contrast,
irMYB8-OS did not correlate with any other genotype by
treatment group.
Interestingly, the observed N-investment pattern is con-
gruent with previous results on the patterns of MYB8 tran-
script accumulation in N. attenuata asLOX3 plants (which
are comparable with irLOX3; Allmann et al., 2010;
Halitschke et al., 2004). After elicitation, asLOX3 leaves
have four times lower MYB8 transcript levels, whereas
irMYB8 have 10 times lower levels than WT leaves (Kaur
et al., 2010; Onkokesung et al., 2012). Furthermore, MYB8
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Figure 4. The increased nitrogen (N) investment in nicotine, caffeoyl-putrescine (CP) and dicaffeoyl-spermidine (DCS) is accompanied by a decreased N invest-
ment in protein.
(a) Investment of N in residual total soluble protein (TSP) [TSP – (SSU + LSU)], RuBisCO large (LSU) and small (SSU) subunits, nicotine, CP and DCS in older
rosette leaves (oRL), younger rosette leaves (yRL) and first stem leaves (S1) was calculated by multiplying the proportion of N in each compound with the con-
centration of the compound for each leaf. The level of TSP was quantified by the Bradford assay, RuBisCO LSU and SSU were determined by LC-MSE, and the
defense metabolites were determined by UPLC-UV-ToF-MS. Plants were elicited as described in Figure 2 and leaves were harvested as described in Figure 3
(n = 5). FM, fresh mass; for other abbreviations, see Figure 1. Heat maps represent Kendall’s τ coefficient for pairwise correlation of N investment in all of the
above compounds among all genotype/elicitation groups.
(b) Investment of 15N in RuBisCO LSU and SSU and defense metabolites was calculated as 15N-incorporation multiplied by the N investment. Plants were pulse-
labeled with K15NO3 3 days before the first treatment.
15N-incorporation was determined based on the MS spectra with the Excel spreadsheet ProSIPQuant (Tau-
bert et al., 2011).
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functions downstream of JA signaling, and OS-elicited JA
levels are not altered in irMYB8 plants (Kaur et al., 2010),
whereas they are significantly reduced in LOX3-silenced
lines (to about one-third of that in the WT, but roughly six
to seven times higher than in untreated controls; Allmann
et al., 2010). Thus, the observed phenotypes of the two
transgenic lines are consistent with their respective MYB8
transcript levels, but not their JA levels; the MYB8 expres-
sion after elicitation in the three lines used in this study is
inversely proportional to the N investments into soluble
proteins. Based on these results we conclude that the
observed changes in N allocation after simulated herbivory
only indirectly depend on JA signaling, and are probably
caused by differences in MYB8 expression or the MYB8-
regulated synthesis of phenolamides. MYB8 could regulate
defense induction by playing a role in N assimilation and
allocation. In other plants and algae, members of the
R2R3-MYB transcription factor family, to which NaMYB8
belongs, have been shown to be crucial for increases in
the abundance of transcripts of N assimilation genes
(Miyake et al., 2003; Imamura et al., 2009). To further eluci-
date the putative role of MYB8 in N reallocation, more
detailed expression and enzyme activity studies targeting
N metabolism at later time points after herbivory are nec-
essary.
Based on our data we cannot differentiate whether
MYB8 itself or the synthesis of phenolamides, in particular
CP and DCS, mediate the changes in N investment into
growth and defense. Silencing MYB8 also silences genes
further downstream of the transcription factor, and in addi-
tion to CP and DCS, the synthesis of at least 29 different
coumaroyl-, caffeoyl- and feruloyl-containing metabolites
(Onkokesung et al., 2012). It is difficult to pinpoint the
effects of single compounds in the complex biosynthetic
network of a leaf, but applying phenolamides in different
concentrations to control and elicited leaves of irMYB8
plants, and evaluating their effects on protein (RuBisCO)
levels, or using plants silenced in genes affecting phenola-
mide biosynthesis downstream of MYB8, can help to eval-
uate if either MYB8 alone or MYB8 indirectly through
phenolamide biosynthesis mediates the changes in N
investment into proteins.
A comparison of the total N investment with the 15N
investment per mg fresh mass revealed a similar pattern,
with increased 15N in defense compounds and decreased
15N in both RuBisCO subunits after elicitation. One major
difference was that WT and irLOX3 plants allocated propor-
tionally more 15N than total N into CP and DCS, and less
into nicotine, after elicitation, whereas the 15N investment
into the RuBisCO subunits was proportionally similar to the
total N investment in both control and elicited leaves (Fig-
ure 4b; for a clearer comparison of N and 15N investment,
see Figure S5). Larger investments of recently assimilated
15N into CP and DCS, compared with nicotine, makes
ecological sense, because the OS used was from M. sexta
larvae, a tobacco specialist, which is nicotine-tolerant but
negatively affected by phenolamides (Kaur et al., 2010).
A comparison of the decrease in total N investment into
RuBisCO and TSP after OS elicitation with the N require-
ments of nicotine and phenolamide biosynthesis
(Figures 4a and S6, showing a time-course analysis)
suggested that RuBisCO metabolism could be a source of
reallocated N to defense metabolite biosynthesis. Based
on concentrations in the yRL, about 54% of N from RuBi-
sCO or 13% of N from TSP could have been invested into
phenolamides and nicotine (Figure S5). This comparison
does not take into account the N requirements of biosyn-
thetic enzymes or other N-containing inducible defense
compounds, such as proteinase inhibitors (Zavala et al.,
2004b). Hence, the N demands for defense metabolite
biosynthesis are likely to be underestimated; however,
considering the dramatic decline in TSP it is likely that
more N is released from the turnover of primary metabo-
lism than N invested into defense metabolites.
Nitrogen invested into phenolamides does not originate
from RuBisCO after herbivory
To further elucidate the N flux into defense metabolites and
to investigate whether RuBisCO N is used as a source of N
for CP and DCS biosynthesis after OS elicitation, the 15N-
incorporation (atomic percentage, At%) into N-containing
metabolites and RuBisCO was determined in a time-course
experiment (for details, see Figure 1b). This approach
allows us to follow the N flux of a known quantity of 15N,
independently of within-leaf N pool sizes. The experiment
was carried out with the yRL, because this leaf showed the
greatest differences in N investment after elicitation (Fig-
ure 4a,b). It is important to note that during the experimen-
tal period, the 15N-incorporation of the whole leaf was
constant in all three lines, independent of elicitation (Fig-
ure S7), indicating that N is mainly redistributed within the
leaves and that there is no increased net N influx into the
leaf after elicitation.
As the 15N-incorporation into RuBisCO LSUs and SSUs
was similar, we only report on the incorporation into LSUs.
Incorporation into RuBisCO increased at a constant rate
until it reached a maximum of about 8 At% between 4 and
7 days after the first OS elicitation in all three lines, inde-
pendent of elicitation (Figure 5). In contrast, 15N was rap-
idly incorporated into CP and DCS in OS-elicited leaves
until these compounds attained a maximum of about
10–12 At%, 4 days after the first elicitation in WT and
irLOX3 plants. Had RuBisCO degradation provided the pre-
cursors for PA biosynthesis, it should have a similar or
higher 15N-incorporation as phenolamides, because the
precursor pools will have similar or higher labeled isotope
incorporation rates as their derived compounds. The large
differences in 15N-incorporation between CP and DCS and
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LSU make it unlikely that N derived from RuBisCO was
used for CP and DCS biosynthesis. This result challenges
the common conception that N released from products of
primary metabolism (proteins) is a direct source for the
production of defense metabolites (Herms and Mattson,
1992; Schwachtje et al., 2006). In contrast, the data indicate
that recently assimilated N is channeled into defense
metabolite synthesis (Figure 4b). We hypothesize that N
released from TSP turnover is mainly reinvested into other
compounds, enabling the plant to react in different ways
upon attack. Thus, plants may reduce the nutritive value of
the tissue by reducing the level of TSP, and at the same
time investing N not only in defense metabolites, but also
in other N-containing compounds that are less digestible
for the herbivore or more easily reallocated.
The incorporation of 15N into nicotine only increased
slightly after elicitation, and reached a maximum of around
2 At% in all three lines (Figure 5), although roots had a
labeling of about 8 At%, similar to leaves (Figure S6).
These findings differ from previous results showing the
rapid incorporation of recently assimilated 15N into nico-
tine after elicitation, but those results were obtained from
plants that were starved of N for 24 h before application of
the 15N pulse, and 15N was applied at the same time as
MeJA to the roots (Baldwin et al., 1994, 1998; Lynds and
Baldwin, 1998). Elicitation of roots and shoots is known to
differentially affect the accumulation of defense metabo-
lites (van Dam and Oomen, 2008). Furthermore, MeJA is a
stronger elicitor than OS elicitation (Voelckel et al., 2001),
and N-starved plants are known to transport N preferen-
tially to the strongest sink (Ohtake et al., 2001). These dif-
ferences in experimental design probably led to different
source–sink relationships within the plant, resulting in
different patterns of 15N investments.
Nicotine is a constitutively synthesized pool in the roots
of N. attenuata that is transported to the shoot, but not
metabolized, and contains 5–8% of the total N in the plant
(Baldwin and Hamilton, 2000). It is possible that the newly
synthesized nicotine might be diluted by the large pool of
previously synthesized unlabeled nicotine, resulting in a
low 15N-incorporation. Alternatively, it may be derived
from previously synthesized (and therefore unlabeled) pre-
cursors.
In summary, the 15N-incoporation illustrates the flux of a
defined 15N pulse, independent of pool size, and indicates
that N invested into CP and DCS is unlikely to be derived
from RuBisCO, but is allocated directly to defense processes
after assimilation instead of growth processes.
CONCLUSION
In this study, we quantified simulated herbivory-induced
growth–defense trade-offs in a unified currency by
measuring the investments of the limited resource of N
into RuBisCO as proxy for growth and into small defense-
related compounds (nicotine and phenolamides). In
N. attenuata, OS elicitation reconfigures N allocation on
multiple scales. Figure 6 summarizes the relative changes
in the different N pool sizes after repeated simulated
herbivory in the yRL. At the whole-plant scale, OS elicita-
tion induced a weak N reallocation from the shoot to the
root, thus presumably giving attacked plants a higher tol-
erance against herbivores by reducing the chances that
valuable resources are removed by herbivores, and by
increasing regrowth capacity after attack. At the within-
leaf scale, changes between different N pools are much
more dramatic. Taking the N level of RuBisCO after elicita-
tion as a reference (x), RuBisCO-N declined 21x, and TSP
declined from 73x to 9x, whereas N investment into
defense metabolites increased, but to a far lesser extent
(an increase from 5.5x to 11.5x for nicotine, and of 5x for
CP and DCS).
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Figure 5. The dynamics of 15N-incorporation into nicotine, caffeoyl-
putrescine (CP), dicaffeoyl-spermidine (DCS) and RuBisCO large subunit
(LSU) demonstrates that recently assimilated N, not N derived from LSU
metabolism, is rapidly invested into CP and DCS biosynthesis after elicita-
tion. Three days before the first W + OS treatment plants were pulse-
labeled with K15NO3 (see Figure 1a). The yRL at the time of labeling was
harvested at the time points indicated. 15N-incorporation (n = 5) of
RuBisCO LSU, nicotine, CP and DCS was determined as described for
Figure 4. For abbreviations see Figure 1.
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The transcription factor NaMYB8, possibly by regulating
the production of metabolically dynamic phenolamides, CP
and DCS, indirectly mediates the reconfiguration of N allo-
cation after elicitation. The comparison of two elicited
rosette leaves indicated that the extent of reconfiguration
and the total concentration of defense metabolites pro-
duced depends on the developmental stage of the leaf,
and on source–sink relationships.
Flux studies with 15N strongly indicated that the N for
PA biosynthesis comes from recently assimilated N rather
than RuBisCO turnover. These results suggest that the
drastic reallocation of resources and the shut-down of
investments into growth within the leaf are not primarily
driven by the direct costs for defense metabolite biosyn-
thesis, but rather that N release from primary metabolism
may enable the plants to react to attack in multiple ways. It
remains to be elucidated if and how these allocation costs
are translated into ecological costs. This question can only
be answered if plants are grown in competition under dif-
ferent levels of herbivore attack.
Future experiments will seek to validate these results
under more natural settings by comparing the results
shown here for simulated herbivory, using OS of a special-
ist folivore, with damage by the natural herbivore commu-
nity. An additional focus will be on tracing N investments
into further metabolites and non-soluble proteins, and fol-
lowing the flux of N at the whole-plant level in more detail.
EXPERIMENTAL PROCEDURES
Plant germination and growth conditions
Seeds of the 31st generation of an inbred WT line of N. attenuata
Torr. ex. Watts (Solanaceae) and two stably transformed lines,
irMYB8 with reduced expression of the transcription factor
NaMYB8 (A-08-810, Kaur et al., 2010), and irLOX3 silenced in lip-
oxygenase 3 (NaLOX3, A-03-562-2, Allmann et al., 2010), were
sterilized and germinated according to Kruegel et al. (2002) and
cultivated in 1-L pots. For details on cultivation and fertilization,
see the Appendix S1. The transgenic lines were homozygous,
near-isogenic to the WT and representative of several independent
transformation events.
Plant treatment
Pre-experiment to determine elicitation time points. Seven
days after transfer to 1-L single pots, rosette-stage plants were
pulse-labeled with 5.1 mg 15N in 50 ml of a 0.694 g l1 solution of
K15NO3 (modified from Van Dam and Baldwin, 2001), and the old-
est sink leaf (hereafter yRL) and the youngest source leaf (hereaf-
ter oRL; Pluskota et al., 2007) were labeled for later sampling. The
leaves and roots were harvested at 0, 4 and 12 h, and at 4, 7 and
10 days after the 15N pulse. Roots were washed to remove excess
soil and all samples were dried for 48 h at 60°C. Between 3 and
10 days after the pulse, the leaves and roots had a constant 15N
concentration (Figure 1b), indicating that an equilibrium had been
reached. This time period was chosen for further experiments
(Figure 1b, indicated by the grey arrows), as a stable 15N-incorpo-
ration facilitates the analysis of proportional allocation to single
compounds. The N pulse did not have any obvious effects on
plant growth.
Pulse-labeling experiments. Three days after the 15N pulse
the oldest sink, youngest source and transition leaf at the
time point of labeling were wounded with a pattern wheel and
treated with M. sexta OS (10 ll per leaf per day, 1:5 diluted)
on three consecutive days (Ullmann-Zeunert et al., 2012). Une-
licited plants were used as controls. For the whole-shoot N
analysis, the aboveground biomass of control and elicited
plants was harvested 4 days after the first elicitation, and dried
as above.
For the N-partitioning analysis, both the locally elicited yRL and
oRL were harvested 4 days after the first elicitation and flash-
frozen in liquid N2. After stalk elongation, the first stem leaf (S1)
was harvested when it reached the source–sink transition stage.
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Figure 6. Herbivory-induced trade-offs of nitro-
gen (N) investment into growth and defense
are mediated by MYB8. N investment in
defense causes a reallocation of N from the
shoot to the root. We suggest that the transcrip-
tion factor MYB8, probably via the synthesis of
phenolamides (caffeoyl-putrescine, CP; dica-
ffeoyl-spermidine, DCS), is involved in the real-
location of N within the local leaf. N invested in
phenolamides, and in the root-synthesized alka-
loid nicotine, increases after herbivory, whereas
the N-investment in total soluble protein (TSP)
and RuBisCO strongly decreases, but it is unli-
kely that N invested into phenolamides origi-
nates from RuBisCO metabolism. The height of
the left and right side of the quadrangles repre-
sent relative changes in N pool sizes for each
compound of C- and OS-elicited plants, respec-
tively, using the N level of RuBisCO after elicita-
tion as a reference (x). All N pools within the
depicted leaf show the ratios of measured
values per mg fresh mass. Shoot, root and
whole-leaf N pools depicted outside the plant
represent ratios of N determined per mg dry
mass. For abbreviations, see Figure 1.
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For all three leaves, only the right leaf blade was harvested to
standardize sampling and minimize changes in source–sink rela-
tionships arising from repeated sampling. The harvest time points
of the S1 leaf differed depending on plant development. The first
mature seed capsules were harvested at the day of opening: seeds
were counted, weighed and analyzed for N content. For the kinetic
analysis, plants received a 15N pulse and were elicited as
described above, and the locally elicited yRL was harvested at 0,
1, 3, 4 and 7 days after the first elicitation (Figure 1b). The sample
size for all analyses was five.
Protein extraction and quantification
The TSP and RuBisCO LSUs and SSUs were extracted and quanti-
fied by Bradford assay and LC-MSE, respectively, as described by
Ullmann-Zeunert et al. (2012). The 15N-incorporation of RuBisCO
was determined with the Excel spreadsheet ProSIPQuant (Taubert
et al., 2011).
Metabolite extraction and quantification
Small metabolites were extracted as in Gaquerel et al. (2010) and
analyzed by UPLC/UV/ToF-MS, using a Dionex RSLC system with a
diode array detector (Dionex, http://www.dionex.com) and a Micro-
ToF Mass Spectrometer (Bruker, http://www.bruker.com). Further
details on instrument parameters and quantification are described
in Appendix S1. Average mass spectra were extracted for
15N-incorporations using the Excel spreadsheet ProSIPQuant
(Taubert et al., 2011), modified for small metabolites based on
compound sum formulae.
Isotope ratio mass spectrometry analysis (IRMS)
The IRMS sample preparation, analysis and following calculations
of total N content (% dry mass) and 15N-incorporation were carried
out as described in Meldau et al. (2012).
Statistical analysis
The R environment was used for statistical analysis (Team,
2009). For ANOVA and ANCOVA analyses, if the assumption of
homoscedasticity of variances was violated or the residuals did
not follow a normal distribution, response variables were trans-
formed prior to the analyses using Box–Cox transformation (see
Appendix S2). The Box–Cox lambda was estimated using Ven-
ables’ and Ripley’s MASS library for R. All ANOVA models were sim-
plified to the minimum adequate model using Aikaike’s
information criterion (Ronchetti, 1985). For the correlation analy-
sis (Figure 4a, heat maps) the data were imported into the envi-
ronment and vectors containing the following variables were
generated: N-rest protein lg mg1, N-RuBisCO LSU lg mg1, N-
RuBisCO SSU lg mg1, N-nicotine lg mg1, N-CP lg mg1 and
N-DCS lg mg1. These vectors were pairwise correlated, calcu-
lating Kendall’s τ coefficient (Kendall, 1938). In contrast to Pear-
son’s correlation coefficient, Kendall’s τ is more robust and not
sensitive to the data distribution.
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Figure S1. The dry mass and the absolute amount of nitrogen (N)
of the shoot are not influenced by genotype.
Figure S2. Average leaf size produced by transgenic (irLOX3,
irMYB8) and WT plants with and without the W + OS treatment.
Figure S3. Silencing of LOX3 and MYB8 alters the absolute pools
of RuBisCO (a) and N-containing small metabolites (b) in leaves.
Figure S4. Reproductive timing and output produced by trans-
genic (irLOX3, irMYB8) and WT plants with and without the
W + OS treatment.
Figure S5. Increased N investment into nicotine, CP and DCS is
accompanied by a decreased N investment into RuBisCO.
Figure S6. The decrease of N investment into protein pools is
greater than the amount of N required for the biosynthesis of the
N-containing defense metabolites.
Figure S7. 15N-incorporation in the yRL is not influenced by treat-
ment or genotype.
Appendix S1. Supplemental procedures.
Appendix S2. Supplemental statistical information.
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Kapitel 4
Diskussion
Die vorliegende Doktorarbeit entha¨lt vier Vero¨ffentlichungen, die Daten aus
biologischer und medizinischer Forschung hinsichtlich ihrer Varianzen unter-
suchen. Kapitel 2 zeigt zwei Arbeiten zum Umgang mit in Microarray-Expe-
rimenten immanenten Messfehlern. Zwei Beispiele biologischer Varianz, davon
eines wieder in einem Microarray-Experiment, werden in Kapitel 3 gezeigt.
4.1 Zur technischen Varianz
In der Genexpressionsanalyse mit Microarrays ist der Messfehler traditionell
hoch (Heber and Sick [2006], Modlich and Munnes [2007], Workman et al.
[2002]). In der Literatur wird fu¨r diesen Messfehler eine Vielzahl von Gru¨nden
angegeben. Einige Arbeiten legen nahe, dass das Pha¨nomen der Kreuzhybridi-
sierung, das heißt des unspezifischen Bindens von RNA-Fragmenten, die Mes-
sungen maßgeblich verfa¨lscht (Cambon et al. [2007], Chen et al. [2007], Wu
et al. [2005]). Andere Autoren behaupten hingegen, der Einfluss wa¨re ver-
nachla¨ssigbar (Elbez et al. [2006]). Insofern war die Frage, inwieweit Kreuz-
hybridisierungen die Qualita¨t der Messergebnisse beeinflussen, bisher offen.
Diese Arbeit zeigt nun, dass der Einfluss von Kreuzhybridisierungen auf den
Messfehler ganz erheblich ist.
In einer ersten Untersuchung, die im Kapitel 2.1 dargestellt ist, der Arbeit
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Creation and comparison of different chip definition files for Affymetrix mi-
croarrays (Hummert et al. [2011]), wird zuna¨chst ein neues Chip Definition File
(CDF) erstellt, das solche Probes ausschließt, die mo¨glicherweise kreuzhybri-
disieren. Solche mehrdeutigen Probes sind auf dem Chip materiell vorhanden,
werden bei der Auswertung aber nicht mehr beru¨cksichtigt. Hierdurch ko¨nnen
falsch positive Ergebnisse vermieden werden, also solche bei denen ’falsche’
RNA-Fragmente an einer Sonde hybridisieren, deren ’richtige’ RNA-Fragmente
aber eigentlich nicht oder viel weniger vorhanden sind. Falsch negative Ergeb-
nisse ko¨nnen so jedoch nicht vermieden werden. Dies sind durch den sogenann-
ten Stealing-Effekt (siehe Seite 10) verursachte Einflu¨sse. Es fehlen also RNA-
Fragmente, die an einer ’falschen’ Sonde binden und dann einen zu niedrigen
Wert an der eigentlich ’richtigen’ Sonde verursachen. Da die ’falschen’ Sonden
materiell noch vorhanden sind, hybridisieren an ihnen auch RNA-Fragmente.
Beim Affymetrix Genechip HG-U133 Plus 2.0 werden beispielsweise durch
das neue CDF, also das Weglassen in der Auswertung von Sonden, die nicht
eindeutig hybridisieren oder das angegebene Gen gar nicht repra¨sentieren, nur
noch 37 % der Probes verwendet. Etwa 63 % der Probes sind also mehrdeu-
tige Probes. Vergleiche zeigen, dass dieses CDF eine mindestens ebenso gute
Auswertung liefert wie mittels des bisherigen CDFs, obwohl deutlich weniger
Sonden pro Probeset zur Verfu¨gung stehen. Dieses Ergebnis besta¨tigt die Hy-
pothese, dass Kreuzhybridisierungen tatsa¨chlich eine bedeutende Quelle fu¨r
die technische Varianz sind.
Das neue CDF liefert eine kostenneutrale Lo¨sung fu¨r das Problem der
Kreuzhybridisierungen. Es mu¨ssen keine neuen Arrays gespottet werden, son-
dern es muss lediglich das neue CDF in der Auswertung verwendet werden.
Da aber die mehrdeutigen Probes immer noch auf dem Chip vorhanden sind,
und der beschriebene Stealing-Effekt rechnerisch nicht korrigiert werden kann,
bleibt als einzige mo¨gliche Lo¨sung die Erstellung eines neuen Microarrays, und
zwar ganz ohne mehrdeutige Probes.
Dieser weitergehende Ansatz wird in der im Kapitel 2.2 angefu¨hrten Ar-
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beit Optimization of a microarray probe design focusing on the minimization
of cross-hybridization (Horn et al. [2011]) mit dem Entwurf eines neuen Arrays
mit besonderer Beachtung auf der Vermeidung von Kreuzhybridisierungen um-
gesetzt. Fu¨r den Organismus Aspergillus nidulans gab es vor der Arbeit ein be-
stehendes Microarray-Design. Nun sollte eine neue Generation von Microarrays
fu¨r den Organismus gespottet werden. In dem Entwurf wird konsequent dar-
auf geachtet, Kreuzhybridisierungen zu vermeiden. Mit beiden Designs wird ein
Experiment unter gleichen Bedingungen durchgefu¨hrt. Es zeigt sich, dass die
mittlere Varianz der technischen Replikate zwischen 14 % und 24 % abnimmt.
Hiermit wird u¨berzeugend gezeigt, dass der Effekt der Kreuzhybridisierungen
einen erheblichen Einfluss auf die Messgu¨te von Microarray-Experimenten hat.
Inzwischen wird zur qualitativen und quantitativen Messung der Genex-
pression regelma¨ßig Next-Generation RNA-Sequenzierung verwendet. RNA-
Seq erlaubt eine gro¨ßere Auflo¨sung und damit auch Einblicke in nur schwach
exprimierte Transkripte. Der Hauptvorteil ist aber, dass mittels RNA-Seq eine
de-novo-Transkriptomanalyse von solchen Organismen, deren Genomsequenz
zuvor nicht sequenziert wurde, mo¨glich ist (Paszkiewicz and Studholme [2010]).
Dies erlaubt eine Abwendung von den Modellorganismen und der Forscher
kann sich direkt dem organism of interest zuwenden.
Die Spearman-Korrelation (siehe Seite 23) zwischen mit RNA-Seq und Mi-
croarrays gemessenen Genexpressionsdaten liegt in einer Studie (Marioni et al.
[2008]) bei 0,73. Das macht die beiden Technologien vergleichbar. Die Korrela-
tion zwischen RNA-Seq-Daten und mit dem Goldstandard qRT-PCR gemesse-
nen Werten ist ho¨her als die zwischen Microarray- und qRT-PCR-Daten, was
bedeutet, dass RNA-Seq-Daten genauer sind.
Nichtsdestotrotz sind Microarrays weiterhin eine wichtige Technologie zur
Bestimmung der Genexpression. Sie sind in der Anschaffung gu¨nstiger. Im Jahr
2011 waren die Kosten pro Messung bei Microarrays um das 10-fache gerin-
ger als bei RNA-Seq (Malone and Oliver [2011]). Zudem erlauben Microarrays
eine schnellere Messung und das Verfahren ist in der Durchfu¨hrung einfacher
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(Mockler et al. [2005]). Der ho¨here Preis pro Replikat bei RNA-Seq fu¨hrt in
der Praxis auch zu dem Effekt, dass, um Kosten zu sparen, weniger technische
sowie biologische Replikate gemessen werden. Dadurch wird die bessere Ge-
nauigkeit des Verfahrens
”
statistisch aufgefressen“(Auer and Doerge [2010]).
Desweiteren ist es nicht so, dass das Problem der Kreuzhybridisierung mit
der Einfu¨hrung von Sequenzern der Vergangenheit angeho¨rt. Da auch beim
RNA-Seq der Digestionsschritt, in dem die extrahierte RNA in kleinere Frag-
mente zerlegt wird, stattfindet, ergibt sich bei Genen mit gleichen Abschnitten
wieder das Problem der Zuordnung, analog zum Problem der Kreuzhybridisie-
rung bei Microarrays (Mardis [2008]). Die Ablesela¨nge betra¨gt beispielsweise
bei dem verbreiteten Illumina Sequencer zwischen 32 und 40 bp, was mit den
25meren bei Affymetrix Arrays durchaus vergleichbar ist (Fox et al. [2009]).
Eine in Nature Methods vero¨ffentlichte Studie aus dem Jahr 2008 behaup-
tet, die durchschnittliche Ablesela¨nge la¨ge zwischen 25 und 35 bp und 15 bis
20 % der gelesenen Sequenzen seien nicht eindeutig zuordenbar (Wold and
Myers [2008]). Beim RNA-Seq wird dieser Effekt mit Cross-Alignment analog
zu Cross-Hybridization bezeichnet. Neuere Studien ergeben, dass sich die Ver-
fahren eher gegenseitig erga¨nzen, als dass das eine das andere verdra¨ngen wird
(Valdes et al. [2013], Malone and Oliver [2011], Liu et al. [2007a]).
Die Beru¨cksichtigung von Kreuzhybridisierungen kann optimalerweise nur
beim Design der Arrays stattfinden. Es ist allerdings so, dass beim Entwurf
neuer Arrays mehrere Vorgaben konkurrieren. Insbesondere konkurriert das
Ziel mo¨glichst viele oder idealerweise alle Gene eines Organismus abzubilden,
mit dem Ziel, keine Kreuzhybridisierungen zuzulassen. In der Regel wird die
Vermeidung von Kreuyhybridisierungen ersterem Ziel untergeordnet. Vor allem
kommerzielle Arrays werden ha¨ufig als Full Genome Arrays angeboten. Auch
weitere Vorgaben, wie GC-Gehalt oder Schmelztemperatur, ko¨nnen gegen ein
Oligomer sprechen, das Kreuzhybridisierungen vermeidet.
Bei kommerziellen Full Genome Arrays ist das Problem eklatant. Beispiels-
weise sind von den untersuchten Affymetrix Arrays sa¨mtliche, in unterschied-
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lich großem Ausmaß, von dem Problem betroffen. Beim Affymetrix GeneChip
U133A keuzhybridisieren 45 % der Probes, beim U133B 2 %, beim U133 2.0
Plus 28 % und beim Mouse Genome 430 2.0 Array 5 % der Sonden.
In der Auswertekette von Microarray-Experimenten ist die Behandlung von
Kreuzhybridisierungen im Preprocessing angesiedelt. Ha¨ufig wird auf diesen
Schritt allerdings vo¨llig verzichtet. Sogar die von Affymetrix vorgegebene Un-
terteilung der Probes in die Gruppen mit den auf Seite 8 aufgefu¨hrten Suffixen
s at, x at, i at oder a at wird ha¨ufig ignoriert (Dixon et al. [2007], Rohle
et al. [2013], Sethu et al. [2006]).
Dabei ist die Auswirkung von Kreuzhybridisierungen auf das Ergebnis oft
ganz erheblich. In der im Kapitel 2.1 dargestellten Studie Creation and com-
parison of different chip definition files for Affymetrix microarrays (Hummert
et al. [2011]) verbessert sich die Korrelation zwischen mit Microarrays und
qRT-PCR gemessenen Expressionsdaten von 0,61 auf 0,72 um u¨ber 18 %. In
der im Kapitel 2.2 angefu¨hrten Arbeit Optimization of a microarray probe de-
sign focusing on the minimization of cross-hybridization (Horn et al. [2011])
wird gezeigt, dass die mittlere Varianz der technischen Replikate zwischen 14 %
und 24 % abnimmt, wenn im Arraydesign konsequent auf die Vermeidung von
Kreuzhybridisierungen geachtet wird.
Solche Abweichungen sind zum Beispiel beim Reverse Engineering genre-
gulatorischer Netzwerke sehr bedeutend. Bei einer Studie, in der genregulatori-
sche Netzwerke mit FastNCA aus ku¨nstlichen Microarray-Daten rekonstruiert
werden, ko¨nnen bei einem Messfehler von 10 % nur noch ein Zehntel der Netz-
werkknoten korrekt rekonstruiert werden (Chang et al. [2008]). In einer Arbeit,
die genregulatorische Netzwerke mit Hilfe von Singular Value Decomposition
(SVD) basierten Methoden rekonstruiert, wird auch auf die Notwendigkeit ei-
nes kleinen Fehlers hingewiesen (Guthke et al. [2005]). Generell ist es so, dass
die Qualita¨t eines rekonstruierten Netzwerks von der Qualita¨t der zugrunde-
liegenden Daten direkt abha¨ngt (Marseguerra et al. [2005]).
Auch bei den dem Reverse Engineering genregulatorischer Netzwerke vorge-
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lagerten Schritten wirkt sich der Messfehler negativ aus. Beispielsweise werden
der eigentlichen Netzwerkrekonstruktion regelma¨ßig Clusteranalysen vorange-
stellt. Obwohl unu¨berwachte Clusterverfahren als extrem robust gegenu¨ber
Rauschen gelten, sind bei Microarray-Daten die Abweichungen teilweise so
hoch, dass es zu Fehlern beim Clustern kommt (Liu et al. [2007b], Liu and
Rattray [2010]).
Zusammenfassend kann gesagt werden: Mit Daten geringer Qualita¨t lassen
sich keine guten Ergebnisse erzielen. Zumindest ist der Aufwand, fehlerbehaf-
tete Daten im Nachhinein zu korrigieren, in der Regel ho¨her als der, wa¨hrend
der Datenerfassung Fehler zu vermeiden. Im englischen Sprachraum hat sich
hierfu¨r das geflu¨geltes Wort:
”
Garbage in, Garbage out“ etabliert (Leming et al.
[2003], Bininda-Emonds et al. [2004]).
Konsequenz dieser Arbeit soll zum einen sein, die Qualita¨t der Daten ge-
rade bei Hochdurchsatzexperimenten immer im Auge zu haben. Dabei sollte
fu¨r jeden Schritt u¨berpru¨ft werden, ob die Daten weiter verrauscht werden.
Da sich Messfehler durch Fehlerfortpflanzung im Verlauf der Auswertekette
zum Ende hin immer sta¨rker auswirken ko¨nnen, ist es von Bedeutung, gerade
beim Preprocessing, auf eine strikteste Qualita¨tskontrolle zu achten (Jochum
et al. [1981], Taylor [1997]). Fu¨r Microarray-Experimente heißt dies insbeson-
dere, mo¨glichen Kreuzhybridisierungen ein besonderes Augenmerk zu schen-
ken. Wenn immer mo¨glich sollten diese bereits beim Chipdesign konsequent
vermieden werden. Wird auf fertige, kommerzielle Arrays zuru¨ckgegriffen, soll-
ten Kreuzhybridisierungen durch Auswahl geeigneter CDFs herausgerechnet
werden. Kann der anfa¨ngliche Messfehler allerdings abgescha¨tzt werden, ist es
leicht mo¨glich die Abscha¨tzung mitzurechnen und die Fehlerfortpflanzung so
nachzuvollziehen (Quackenbush [2002]).
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Die von Ronald Aylmer Fisher in seinem beru¨hmt gewordenen Buch
”
The
Design of Experiments“ aus dem Jahr 1935 festgehaltene Grundregel:
Replication, randomization, and blocking are essential components
of any well planned and properly analyzed design.  (Fisher [1935])
gilt uneingeschra¨nkt auch fu¨r Microarray- oder RNA-Seq-Experimente (Au-
er and Doerge [2010]).
4.2 Zur biologischen Varianz
Bei der Auswertung biologischer Experimente spielt die Varianz ha¨ufig eine
untergeordnete Rolle. In der Regel interessiert sich der Experimentator fu¨r
den Mittelwertvergleich verschiedener Gruppen. Hierzu werden oft sogenann-
te Fold-Changes berechnet. Da biologische Daten ha¨ufig normalverteilt sind,
kommt auch regelma¨ßig der Student-t-Test zum Einsatz. Tatsa¨chlich geht die
Varianz der Gruppen auch in die Berechnung des t-Tests ein, dies ist fu¨r den
Experimentator mit seiner Auswertesoftware aber ha¨ufig nicht ersichtlich.
Auch Best-Practice-Manuals fu¨r die Auswertung von Microarray-Experi-
menten empfehlen obengenannte Vorgehensweise: Preprocessing, Fold-Change,
t-Test und dann weitergehende Auswertungen (Choe et al. [2005]). Fu¨r mehr
als zwei Transkripte kommt dann der multiple t-Test (pairwise t-test) mit
verschiedenen Korrekturtermen, wie der Bonferroni-Korrektur (Abdi [2007]),
Holm-Korrektur (Holm [1979]), Benjamini-Hochberg-Korrektur (Benjamini and
Hochberg [1995]) oder Benjamini-Yekutieli-Korektur (Benjamini and Yekutieli
[2001]) zum Einsatz.
Im Begriff des ANOVA (Analysis of Variance) (Chambers et al. [1992]) ist
zwar der Begriff der Varianz im Titel prominent enthalten, tatsa¨chlich handelt
es sich aber ebenfalls um einen statistischen Test zum Erwartungswertvergleich
mehrerer Gruppen. Die einfaktorielle ANOVA ist eine Verallgemeinerung des
t-Tests fu¨r mehr als zwei Gruppen. Fu¨r genau zwei abha¨ngige Variablen ist sie
a¨quivalent mit dem t-Test.
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Ein eigentlicher Test auf Varianzhomogenita¨t, wie der Levene-Test, Bartlett-
Test oder auch der in der Einleitung beschriebene Brown-Forsythe-Test (siehe
Seite 18), wird dann zumeist nur verwendet, um die Vorausetzungen fu¨r die
ANOVA zu pru¨fen. Diese sind na¨mlich Varianzhomogenita¨t und Normalver-
teilung der Zufallsgro¨ßen.
In der Auswertung biologischer Experimente wird Varianz innerhalb der
Gruppen zumeist als Ungenauigkeit gewertet. Statt mit Individuen umzu-
gehen, wu¨nschen sich viele Biologen exakt reproduzierbare Ergebnisse und
mo¨glichst konforme Messdaten, wie sie in anderen Naturwissenschaften vor-
kommen. Zum Beispiel verlangt das Robert Koch-Institut von seinen Forschern
Anstrengungen,
... damit ungleiche Einflu¨sse einzelner Individuen vermieden und
Transparenz und Reproduzierbarkeit gewa¨hrleistet werden ko¨nnen.
(Krause [2008])
Die im Kapitel 3.1 dargestellte Arbeit Identification of intra-group, inter-
individual, and gene-specific variances in mRNA expression profiles in the
rheumatoid arthritis synovial membrane (Huber et al. [2008]) im Kapitel
”
Ana-
lyse der biologischen Varianz“ zeigt jedoch, dass tatsa¨chlich auch unterschied-
liche Varianzen innerhalb biologischer Gruppen existieren, deren Auswertung
lohnt. Varianz innerhalb der Gruppe ist nicht automatisch auf Messfehler
zuru¨ckzufu¨hren. Es kann hilfreich sein, die Gru¨nde fu¨r diese Varianz zu un-
tersuchen.
Fu¨r Krebserkrankungen, insbesondere Epitheltumore, ist bekannt, dass die
Proteinexpression von Tumorzellen eine geringere Varianz als die von gesunden
Zellen aufweist (Mu¨ller et al. [2006]).
Im Kapitel 3.1 wird die Frage:
”
Was ist Krankheit?“ aufgeworfen. Im Fall
von rheumatoider Arthritis gibt es viele Studien, die Ursachen auf der Ebene
der Transkripte suchen (Hoffmann et al. [2006], Pohlers et al. [2007], Szekanecz
et al. [1995]). Alle diese Arbeiten werten die Transkriptomdaten aber nach
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eben genanntem Schema aus, also Berechnung des Fold-Changes und Student-
t-Test, eventuell gefolgt von weiteren Auswerteschritten.
Diese Arbeiten suchen also Unterschiede in den Erwartungswerten der
Transkription. Vereinfacht gesagt wird Krankheit dann als ein
”
Zuviel von
A“ oder ein
”
Zuwenig von B“ aufgefasst. Mit dem hier verwendeten Ansatz
des Varianzvergleichs ließe sich Krankheit dann vereinfacht als ein zu starkes
Schwanken von biologischen Gro¨ßen interpretieren. Der Patient hat heute zu
viel A, morgen aber zu wenig.
Wird ein Datensatz jedoch ausschließlich nach dem Standardschema an-
hand von Erwartungswertvergleichen untersucht, kann eine solche Sto¨rung
nicht detektiert werden.
Zur Auswertung von Varianzunterschieden zwischen verschiedenen Grup-
pen definiert der Autor der vorliegenden Arbeit den Varianzfold (siehe Seite
19). Damit werden solche Transkripte identifiziert, fu¨r die die Varianzen stark
differieren. Durch das Abbilden dieser Gene auf KEGG-Pathways (Ogata et al.
[1999]) wird weiterhin gezeigt, dass diese Gene tatsa¨chlich mit rheumatoider
Arthritis im Zusammenhang stehen. Damit wird eine neue Auswertemethode
fu¨r Transkriptomdaten bei einem Vergleich
”
krank vs. gesund“ dargestellt.
Die Kovarianz und Korrelation sind eng mit der Varianz verwandt. Wie
im Kapitel 1.7 beschrieben, la¨sst sich der Korrelationskoeffizient nicht nur als
Zusammenhangsmaß, sondern auch als A¨hnlichkeitsmaß oder, nach einer ge-
eigneten Transformation, als Abstandsmaß interpretieren. Selbstversta¨ndlich
lassen sich biologische Datensa¨tze auch mit Hilfe dieser Maße auswerten.
In der im Kapitel 3.2 angefu¨hrten Arbeit Quantification of growth-defense
trade-offs in a common currency: nitrogen required for phenolamide biosynthe-
sis is not derived from ribulose-1,5-bisphosphate carboxylase/oxygenase turno-
ver (Ullmann-Zeunert et al. [2013]) wird eine A¨hnlichkeitsanalyse an biologi-
schen Daten durchgefu¨hrt. Statt Transkriptomdaten werden hier aber Metabo-
lomdaten, also die Konzentrationen verschiedener Metabolite im Organismus,
ausgewertet.
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Im Detail wird die Stickstoffverteilung innerhalb einer Pflanze untersucht.
Die Verteilung des Stickstoffs auf verschiedene Verbindungen, wie Nikotin, Caf-
feoylputrescin oder Dicaffeoylspermidin, ergibt ein bestimmtes Muster fu¨r jedes
Individuum. Fu¨r die Mutanten und den Wildtyp werden unter jeweils zwei Be-
dingungen (Kontrolle und unter Einfluss von herbivorem Speichelsekret) die
Stickstoffmuster aufgenommen. Nun wird nach A¨hnlichkeiten beziehungsweise
Unterschieden zwischen den Stickstoffmustern in verschiedenen Pflanzenteile
gesucht.
Fu¨r diese Aufgabe wird der Korrelationskoeffizient als Abstand zweier Vek-
toren interpretiert. In der Arbeit wird paarweise Kendalls τ (siehe Seite 23) fu¨r
alle Paare berechnet und in einer Heatmap dargestellt. So kann sehr schnell
erkannt werden, welche Mutanten respektive Bedingungen sich gleichma¨ßig
(konkordant) und welche sich verschieden (diskordant) verhalten. Durch diese
Analysen werden Hypothesen u¨ber den funktionalen Pathway in der induzier-
ten Abwehr gewonnen.
In diesem Fall ist eine einfache paarweise Berechnung der Kendall-Kor-
relation als A¨hnlichkeitsmaß, aufwa¨ndigen Clusterverfahren, wie sie ha¨ufig
bei a¨hnlich gelagerten Fragestellungen angewandt werden (Catchpole et al.
[2005], Li et al. [2009], Guthke et al. [2007]), vorzuziehen. Tatsa¨chlich wurden
in der Vorbereitung der Arbeit verschiedene Clusterverfahren, wie hierarchi-
sches Clustern (Johnson [1967]) oder der k-Median-Algorithmus (MacQueen
[1967]), verwendet. Die Ergebnisse besta¨tigen die Ergebnisse der Korrelations-
analyse, sind aber aufgrund der komplexeren Struktur der Verfahren bei so
kleinen Datensa¨tzen viel anfa¨lliger fu¨r Artefakte (Yeung et al. [2001]).
Es ist auch denkbar, die A¨hnlichkeitsanalyse mit Korrelationskoeffizienten
deutlich zu erweitern. Analog zum Varianzfold (siehe Seite 19), der vom Autor
dieser Arbeit in der im Kapitel 3.1 angefu¨hrten Vero¨ffentlichung Identification
of intra-group, inter-individual, and gene-specific variances in mRNA expressi-
on profiles in the rheumatoid arthritis synovial membrane (Huber et al. [2008])
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definiert wird, ließe sich ein Korrelationsfold:
Corfold((x, y), (z,m)) =
 ρx,y ≥ ρz,m : ρx,y/ρz,mρx,y < ρz,m : -(ρz,m/ρx,y) (4.1)
definieren, um Unterschiede zwischen den Korrelationskoeffizienten zweier Grup-
penpaare (x, y) und (z,m) quantifizierbar zu machen. In der Praxis wa¨re ha¨ufig
der Fall x = z von Interesse, um die Korrelationsunterschiede zwischen einer
Referenzgruppe und zuna¨chst einer und dann einer anderen Gruppe zu quan-
tifizieren. So ko¨nnten Korrelationsunterschiede deutlicher dargestellt werden
und mit statistischen Tests auf ihre Signifikanz u¨berpru¨ft werden.
4.3 Fazit und Ausblick
Die in der Einleitung formulierten Fragestellungen werden in der vorliegenden
Arbeit vollsta¨ndig beantwortet.
Im Kapitel 2.1, in der Arbeit Creation and comparison of different chip de-
finition files for Affymetrix microarrays (Hummert et al. [2011]), wird gezeigt,
dass die kreuzhybridisierenden Sonden auf den Chips ohne Wert fu¨r die Aus-
wertung sind. Werden diese einfach nicht ausgewertet, verschlechtert sich das
Ergebnis nicht, obwohl weniger Sonden pro Probeset zur Verfu¨gung stehen.
Gleichzeitig wird mit den neuen Chip Definition Files (CDFs) ein Werkzeug
zur Verfu¨gung gestellt, um dieses Problem bei der Auswertung zu beru¨cksich-
tigen.
Als logische Schlussfolgerung dieser Arbeit wird nachfolgend, wie im Kapi-
tel 2.2 Optimization of a microarray probe design focusing on the minimizati-
on of cross-hybridization (Horn et al. [2011]) dargestellt, ein kreuzhybridisie-
rungsfreies Microarray geschaffen. Der Vergleich dieses neuen Arrays mit einem
schon vorhandenem Microarray, fu¨r denselben Organismus aber mit mo¨glichen
Kreuzhybridisierungen, zeigt, dass Kreuzhybridisierungen die Ergebnisse von
Microarray-Experimenten tatsa¨chlich erheblich beeinflussen. Die Varianz der
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technischen Replikate nimmt beim kreuzhybridisierungsfreien Array gegenu¨ber
dem vorhandenen Array mit mo¨glichen Kreuzhybridisierungen signifikant ab.
In der im Kapitel 3.1 angefu¨hrten Arbeit Identification of intra-group,
inter-individual, and gene-specific variances in mRNA expression profiles in
the rheumatoid arthritis synovial membrane (Huber et al. [2008]) wird ein
Microarray-Experiment mit Hilfe des neu definierten Varianzfolds und des
Brown-Forsythe-Tests (Siehe Seiten 18 und 19) ausgewertet. Es zeigt sich, dass
sich zwei Erkrankungen an Varianzunterschieden in der Genexpression diffe-
renzieren lassen. Durch Abbildung auf KEGG-Pathways zeigt sich, dass es
sich nicht um falsch positive Artefakte handelt, sondern tatsa¨chlich biologisch
relevante Transkripte gefunden werden. Bei einer auf Mittelwertvergleichen
basierenden Auswertung werden diese Gene teilweise nicht detektiert.
Die Ergebnisse der Auswertung eines Datensatzes mit Hilfe von Kendalls
τ als A¨hnlichkeitsmaß werden in der Arbeit im Kapitel 3.2, Quantification
of growth-defense trade-offs in a common currency: nitrogen required for phe-
nolamide biosynthesis is not derived from ribulose-1,5-bisphosphate carboxyla-
se/oxygenase turnover (Ullmann-Zeunert et al. [2013]), dargestellt. Dabei wer-
den Hypothesen u¨ber den funktionalen Pathway in der induzierten Abwehr
von wilden Tabakpflanzen (Nicotiana attenuata) gewonnen.
In zuku¨nftigen Arbeiten wa¨re es wu¨nschenswert, weitere Auswertungen mit
von der Varianz abgeleiteten Messgro¨ßen durchzufu¨hren. Denkbar sind dabei
nicht nur der auf Seite 84 vorgeschlagene Korrelationsfold, sondern auch das
Clustern von Varianzen oder die Verwendung alternativer A¨hnlichkeits- be-
ziehungsweise Abstandsmaße als Abstandsfunktionen in Clusterverfahren. Der
Autor der vorliegenden Arbeit hat sich bereits in der Arbeit Gene acquisition,
duplication and metabolic specification: the evolution of fungal methylisocitra-
te lyases (Mu¨ller et al. [2011]) mit alternativen Clusterverfahren bescha¨ftigt.
In dieser Arbeit werden die Sequenzabsta¨nde zwischen den Arten mithilfe der
LG-Matrix (Le and Gascuel [2008]) berechnet. Eine Weiterentwicklung der Va-
rianzvergleiche fu¨r biologische Daten wird sicher zu neuen Auswertestrategien
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und neuen Erkenntnissen in der Bioinformatik fu¨hren.
Neben diesen Publikationen hat sich der Autor der vorliegenden Dissertati-
on mit anderen Mo¨glichkeiten der Modellierung biologischer Daten bescha¨ftigt.
In der Arbeit Game theoretical modelling of survival strategies of Candida al-
bicans inside macrophages (Hummert et al. [2010]) wird die Interaktion von
Sporen des humanpathogenen Pilzes Candida albicans mit dem menschlichen
Immunsystem modelliert.
Daru¨berhinaus wa¨ren weitere Arbeiten zur technischen Varianz bei neuen
Verfahren der Genexpressionsmessung, im Besonderen der RNA-Seq-Technik,
wu¨nschenswert. Das beim RNA-Seq auftretende Cross-Alignment ist dem Ef-
fekt der Kreuzhybridisierungen sehr a¨hnlich (Mardis [2008], Pirovano [2010]).
Obwohl der Effekt experimentell nachgewiesen wurde (Valdes et al. [2013]),
gibt es bislang nur wenige technische Verfahren mit dem Problem umzugehen.
Zu nennen ist hier HAXAT (Homopolymer Aware Cross Alignment Tool), das
einen Ansatz bietet (Lysholm [2012]). An dieser Stelle ko¨nnte gepu¨ft werden,
ob sich aus den hier vorgestellten Techniken fu¨r Microarrays neue Methoden
fu¨r RNA-Seq ableiten lassen.
Mit Hilfe neu entwickelter Techniken wie Taqman-Arrays (Life Technologies
[2011]) oder Fluidigm-Chips kann fu¨r eine Auswahl von Genen kostengu¨nstig
die Genexpression bestimmt werden. Im Gegensatz zu Microarrays und RNA-
Seq wird hier aber nicht das komplette Transkriptom gemessen, sondern eine
kleinere Anzahl von Transkripten. Gebra¨uchliche Taqman-Arrays messen bei-
spielsweise 96 Transkripte gleichzeitig.
Eine Reihe von in neuerer Zeit vero¨ffentlichten Algorithmen befassen sich
mit der technischen Intergruppenvarianz (den sogenannten Batch-Effekten)
(Johnson et al. [2007], Kupfer et al. [2012]). Ziel dieser Algorithmen ist es,
zu verhindern, dass ungewollte Gruppen durch Messfehler oder Unterschiede
bei der Datenerhebung entstehen. Auch wenn es mit diesen Techniken nicht
mo¨glich ist, systematische Fehler, die der Technik immanent sind, zu beheben,
handelt es sich hierbei um ein wichtiges Forschungsfeld, das Bezu¨ge zur hier
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dargestellten Problematik aufweist.
Trotz neuer Entwicklungen existieren heute im Jahr 2014 nur zwei Tech-
nologien, die in der Lage sind das ganze Transkriptom in einem Experiment
zu messen. Dies sind Microarrays und RNA-Seq. Die RNA-Seq-Technologie ist
fortschrittlicher und wird von vielen Autoren als die Zukunft der Transkriptom-
Analyse angesehen. Jay Shendure titelte in seinem in Nature Methods erschie-
nenem Aufsatz bereits: The beginning of the end for microarrays? (Shendure
[2008]).
Die beim NCBI (National Center for Biotechnology Information) angesie-
delte GEO-Datenbank (Gene Expression Omnibus) speichert sowohl von Auto-
ren eingereichte Studienbeschreibungen als auch betreute Datensa¨tze mit Gen-
expressionsdaten (Barrett et al. [2007]). Es ist mo¨glich, die GEO-Datenbank
nach dem Datum der Eintragung (Submission Date) zu durchsuchen und nach
Array-Daten respektive RNA-Seq-Daten zu filtern. Tabelle 4.1 zeigt die Anzahl
der Datensa¨tze, die seit dem Jahr 2008, als Shendure das Ende der Microarrays
vorhersagte, bis heute eingetragen wurden.
Jahr der Eintragung Anzahl Microarray-Eintra¨ge Anzahl RNA-Seq-Eintra¨ge
2008 2797 17
2009 3969 34
2010 4043 136
2011 4771 316
2012 5266 565
2013 5578 1039
2014 (bis 27. Ma¨rz) 1290 301
Tabelle 4.1: Eintragungen zu Microarray-Experimenten beziehungsweise RNA-Seq-
Experimenten in der GEO-Datenbank nach Jahr.
Die Zahlen in der Tabelle geben nicht die tatsa¨chliche Anzahl an hybridi-
sierten Microarrays wieder, sondern die Anzahl der eingetragenen Experimen-
te. Die GEO-Datenbank unterscheidet zwischen
”
Series (GSE)“ und
”
Datasets
(GDS)“. Die Series enthalten die Zusammenfassungen von Experimenten. Die
Datasets sind die von GEO aufbereiteten Daten zu den Series, nicht alle ein-
getragenen Daten werden jedoch zu einem Dataset aufbereitet. Somit ist die
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Anzahl der Series aussagekra¨ftiger.1
Natu¨rlich sind nicht alle durchgefu¨hrten Genexpressionsexperimente in der
GEO-Datenbank gespeichert und es gibt auch andere Datenbanken, die Gen-
expressionsdaten speichern. Dennoch ist leicht zu sehen, dass die Verwendung
von Microarrays immer noch zunimmt und die Technologie nicht vor ihrem
Ende zu stehen scheint.
Microarrays sind in der Anschaffung gu¨nstiger. Sie erlauben eine deutlich
schnellere Messung und sind in der Durchfu¨hrung einfacher (Mockler et al.
[2005]). RNA-Sequencing ist genauer, erlaubt de-novo-Transkriptomanalyse
und weitergehende Untersuchungen wie SNP-Analysen oder Messungen von
microRNA (Priebe [2012]).
Viele Autoren sind zu dem Schluss gelangt, dass sich die Verfahren eher
gegenseitig erga¨nzen, als dass das eine das andere verdra¨ngen wird (Valdes
et al. [2013], Malone and Oliver [2011], Liu et al. [2007a]).
Bei beiden Technologien muss ein besonderes Augenmerk auf die Daten-
qualita¨t gelegt werden. Dies gilt sowohl fu¨r die Planung und Durchfu¨hrung
von Genexpressionsmessungen als auch fu¨r das Preprocessing und die weitere
Auswertung der Daten. In jedem Fall ist auf ho¨chste Datenqualita¨t zu achten.
1Der Suchstring, mit dem die Zahlen in der Tabelle abgefragt wurden,
lautet: "gse"[Filter] AND "Expression profiling by array"[Filter] AND
("JAHR/01/01"[PDAT] : "JAHR/12/31"[PDAT]) respektive "gse"[Filter] AND
("JAHR/01/01"[PDAT] : "JAHR/12/31"[PDAT]) AND "Expression profiling by high
throughput sequencing"[Filter]
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