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PERFORMANCE OF SEVERAL CONVOLUTIONAL AND BLOCK CODES 
WITH THRESHOLD DECODING 
By Frank Neuman and Dale R .  Lumb 
Ames Research Center  
SUMMARY 
The performance of  s e v e r a l  codes a p p l i c a b l e  t o  space communications telem- 
e t r y  l i n k s  was eva lua ted .  The s tudy  was l i m i t e d  t o  h igh  ra te  and r e l a t i v e l y  
s h o r t  c o n s t r a i n t  l eng th  codes.  E x p l i c i t l y ,  t h e  (15,7) and (73,45) b lock  codes 
and t h e  (24,12) and (44,22) convolu t iona l  codes were i n v e s t i g a t e d .  Two types  
of  t h re sho ld  decoding schemes, de r ived  by Massey, were a p p l i e d ,  namely, major- 
i t y  decoding and t h e  more powerful bu t  complex a p o s t e r i o r i  p r o b a b i l i t y  (APP) 
decoding. 
The gaussian d a t a  channel and t h e  decoders were s imula ted  on a genera l  
purpose computer. The r e s u l t s  show t h a t ,  f o r  t h e  codes considered,  APP decod- 
ing  has approximately a 1 .5  dB advantage ove r  ma jo r i ty  decoding. 
powerful code s t u d i e d ,  (73,45) with APP decoding, g ives  a 2 . 1  dB improvement 
over  a seventh b i t  p a r i t y  check code. Also,  new e r r o r  d e l e t i o n  schemes were 
designed and t e s t e d  f o r  t h e  codes s t u d i e d ,  
t i o n  r a t e ,  t h e s e  codes a r e  candida tes  f o r  high d a t a  r a t e  channels .  For t h e  
low d a t a  r a t e s  r equ i r ed  f o r  deep space missions such as Pioneer ,  however, t h e  
code performances r epor t ed  h e r e  form a b a s i s  o f  comparison with t h e  more 
powerful s e q u e n t i a l  decoding of  convolu t iona l  codes,  a v a r i a b l e  computation 
r a t e  decoding technique .  
The most 
Because of  t h e i r  cons t an t  computa- 
INTRODUCTION 
The purpose of  t h i s  i n v e s t i g a t i o n  was t o  e v a l u a t e  t h e  performance of  
s e v e r a l  c y c l i c  block and convolu t iona l  codes wi th  d i f f e r e n t  decoding t ech -  
niques in t roduced  by Massey i n  1963 ( r e f .  1 ) .  These techniques a r e  c a l l e d  
major i ty  th re sho ld  decoding and a p o s t e r i o r i  p r o b a b i l i t y  (APP) t h r e s h o l d  
decoding. 
Although f o r  t h e  gauss ian  channel an improvement i n  performance was 
expected f o r  APP decoding over  ma jo r i ty  decoding, no d a t a  were a v a i l a b l e  on 
t h e  amount o f  improvement p o s s i b l e  wi th  t h i s  more complex decoding scheme. 
Before t h i s  i n v e s t i g a t i o n ,  only t h e  gross  behavior  o f  t h e  codes was known f o r  
t h re sho ld  decoding. The d e t a i l  was i n s u f f i c i e n t  t o  a l low a deep space commu- 
n i c a t i o n  l i n k  des igne r  t o  dec ide  on t h e  a p p l i c a t i o n  of  t h e s e  codes.  For t h i s  
a p p l i c a t i o n  of  coding, it was found t h a t  t h e  measures of  performance given i n  
t h e  l i t e r a t u r e ,  namely, b lock  and b i t  e r r o r  p r o b a b i l i t y  e s t ima tes  ( f o r  block 
codes) and p r o b a b i l i t y  t o  f irst  e r r o r  ( f o r  convolu t iona l  codes) ,  were i n s u f -  
f i c i e n t  f o r  comparing codes.  
measures of  performance and has  been a p p l i e d  i n  t h i s  r e p o r t .  
A un i fy ing  measure i s  proposed i n  t h e  s e c t i o n  on 
The codes were s t u d i e d  i n  somewhat g r e a t e r  d e t a i l  than  i s  r equ i r ed  t o  
c a l c u l a t e  performance f i g u r e s  f o r  s e v e r a l  reasons : f i r s t ,  t o  p re sen t  s u f f i -  
c i e n t l y  d e t a i l e d  informat ion  t o  t h e  s p a c e c r a f t  communication des igne r  t o  a l low 
him t o  choose a code s u i t a b l e  f o r  h i s  p a r t i c u l a r  needs,  o r  even t o  r e j e c t  
t h e s e  coding schemes; second, t o  permi t  t h e  s tudy  o f  a d d i t i o n a l  p rocess ing  
s t e p s  t h a t  might improve t h e  performance o f  t h e  i n d i v i d u a l  codes beyond t h a t  
o f  t he  decoding procedures .  Some improvements a r e  i n d i c a t e d  i n  t h i s  r e p o r t ,  
along with the  r e s u l t s  o f  t r i a l  experiments .  
CODES AND DECODING TECHNIQUES INVESTIGATED 
The codes i n v e s t i g a t e d  were from t h e  c l a s s  o f  block and convolu t iona l  
codes which can b e  decoded by t h r e s h o l d  decoding. In  t h r e s h o l d  decoding, t h e  
va lue  of  each b i t  i s  decided by comparison with a predetermined p r o b a b i l i t y  
th re sho ld .  
more optimal s t r a t e g i e s .  The convolu t iona l  codes t h a t  a r e  t h r e s h o l d  decodable 
have been cons t ruc t ed  e s s e n t i a l l y  through t r i a l  and e r r o r  techniques ,  hence 
t h e  name " t r i a l  and e r r o r  codes" ( r e f .  1 ) .  The convolu t iona l  encoder i s  
a b ina ry  s h i f t  r e g i s t e r  o f  length  equal  t o  t h e  c o n s t r a i n t  l ength  o f  t h e  code. 
The s h i f t  r e g i s t e r  i s  tapped t o  c a l c u l a t e  m - 1  p a r i t y  b i t s  p e r  in format ion  b i t  
f o r  a ra te  l / m  code. 
This t ype  of  decoding i s  r e l a t i v e l y  s imple t o  implement compared t o  
A number of  c y c l i c  block codes have been found t o  be t h r e s h o l d  decodable .  
The encoder,  i n  t h i s  ca se ,  i s  a tapped c y c l i c  s h i f t  r e g i s t e r  o f  length  equal  t o  
t h e  number of  information b i t s  i n  a b lock .  
Of t h e  codes t h a t  a r e  t h r e s h o l d  decodable,  only r e l a t i v e l y  high r a t e  codes 
were considered i n  t h i s  s t u d y .  Compared t o  high r a t e  codes,  low r a t e  codes 
have a lower s igna l - to-noise-power  r a t i o  p e r  b i t  f o r  t h e  same informat ion  r a t e .  
This i s  not  c o n s i s t e n t  with t h e  requirement of  main ta in ing  coherent  d e t e c t i o n  
with s t a t e - o f - t h e - a r t  demodulation equipment. Also,  t h e  codes cons idered  were 
of r e l a t i v e l y  s h o r t  c o n s t r a i n t  l eng th ,  s i n c e  it i s  d e s i r a b l e  f o r  encoders f o r  
s p a c e c r a f t  a p p l i c a t i o n  t o  be r e l a t i v e l y  s imple.  
Threshold decoding was in t roduced  i n  1963 by Massey ( r e f .  l ) ,  who 
invented two types  o f  t h r e s h o l d  decoding: ma jo r i ty  decoding and a p o s t e r i o r i  
p r o b a b i l i t y  (APP) decoding o f  a s e t  o f  or thogonal  p a r i t y  check equa t ions .  In  
t h e  fol lowing s e c t i o n  t h e  procedure w i l l  be desc r ibed  b r i e f l y  i n  terms o f  t h e  
a l g e b r a i c  manipulat ions r equ i r ed  f o r  t h e  decoding p rocess .  The d e t a i l s  o f  
t h re sho ld  decoding a r e  shown by means of  examples f o r  t h e  (24,12) convolu- 
t i o n a l  code, and f o r  t h e  (15,7) block code i n  appendixes A and B .  
Major i ty  Decoding o f  a Convolut ional  Code 
Major i ty  decoding de r ives  i t s  name from t h e  fact  t h a t  a dec i s ion  about 
whether t o  c o r r e c t  a r ece ived  b i t  i s  based on t h e  ma jo r i ty  o f  a s e t  o f  p a r i t y  
check equat ions .  A f u n c t i o n a l  block diagram is  shown i n  f i g u r e  1. A p a r t  of  
t h e  decoder d u p l i c a t e s  t h e  encoder which uses  as inpu t  t h e  r ece ived  informa- 
t i o n  b i t  sequence t o  c a l c u l a t e  p a r i t y  check b i t s .  
2 
These a r e  summed Mod 2 with  
t h e  rece ived  p a r i t y  b i t s .  The r e s u l t i n g  equat ion ,  c a l l e d  an S equat ion ,  i s  
a func t ion  of  e r r o r  terms only .  An S equat ion  w i l l  be 0 when i t  con ta ins  
an even number and 1 i f  it con ta ins  an odd number o f  e r r o r  terms. There a r e  
as many S equat ions  as t h e  c o n s t r a i n t  l ength  o f  t h e  code. If  one assumes 
t h a t  decoding w i l l  c o r r e c t  a l l  e r r o r s ,  t h e  e r r o r  terms i n  t h e  S equat ion ,  
which were due t o  t h e  rece ived  b i t  b e f o r e  decoding, are removed by complementing 
t h e  S r e g i s t e r s .  With t h i s  assumption, t h e  S equat ions  are combined i n t o  a 
s m a l l e r  se t  o f  or thogonal  A equa t ions ,  each o f  which c o n s i s t s  o f  t h e  e r r o r  
term f o r  t h e  b i t  t o  be decoded nex t ,  as w e l l  as o t h e r  e r r o r  terms; bu t  none o f  
t h e  o t h e r  e r r o r  terms occur  more than  once i n  t h e  s e t  o f  A equat ions .  For 
ma jo r i ty  dec i s ion  decoding, when t h e  ma jo r i ty  o f  A equat ions  i n d i c a t e s  an odd 
number of  e r r o r s ,  t h e  dec i s ion  i s  made t o  c o r r e c t  t h e  b i t  t h a t  i s  be ing  decoded. 
In equat ion  form, t h e  r u l e  i s  expressed as 
i f  
i e l  = 1 
J 
1 Ai > J / 2  
i= 1 
i where e l  i s  t h e  e r r o r  term of  t h e  decoded b i t .  The decoder inco rpora t e s  an 
alarm c i r c u i t  (not  shown) which r e s e t s  t h e  S r e g i s t e r  when t h e  decoder has 
a t tempted t o o  many c o r r e c t i o n s  i n  a given i n t e r v a l .  The i n t e n t i o n  is  t o  reduce 
propagat ion of  e r r o r s  a f t e r  t h e  decoder has  made an i n i t i a l  e r r o r .  
APP Decoding of  a Convolutional Code f o r  t h e  Gaussian Channel 
Majori ty  decoding, i n  gene ra l ,  i s  not  optimum. The equat ions  f o r  t h e  
var ious  Ak 
i i ,  t h e  b i t  being decoded. 
equat ion  has ,  t h e  s m a l l e r  i s  t h e  p r o b a b i l i t y  t h a t  t h e  e r r o r  is  i n  i;, t h a t  i s ,  
e: = 1. 
case i n  which t h e  rece ived  b i t s  do not  a l l  have t h e  same e r r o r  p r o b a b i l i t y ,  bu t  
t h e  i n d i v i d u a l  p r o b a b i l i t i e s  a r e  known a t  t h e  r e c e i v e r .  An example o f  such a 
channel i s  one employing coherent  matched f i l t e r  d e t e c t i o n  of  a b ina ry  s i g n a l -  
ing  a lphabe t .  The matched f i l t e r  ou tput  i s  a gauss ian  d i s t r i b u t e d  n o i s e  v o l t -  
age added t o  t h e  b ina ry  s i g n a l .  The r e c e i v e r  t hen  uses  t h e  p o l a r i t y  o f  t h e  
rece ived  vo l t age  V t o  a s s ign  t o  t h e  r ece ived  b i t  t h e  more probable  value o f  
t h e  b ina ry  number t r a n s m i t t e d .  I n  a d d i t i o n ,  t h e  amplitude o f  t h e  r ece ived  
vo l t age  can be used t o  compute t h e  p r o b a b i l i t y  t h a t  t h i s  assignment w a s  
wrong. 
c a r r y  d i f f e r e n t  weights of  evidence t h a t  t h e r e  may be an e r r o r  i n  
On t h e  average,  when Ak = 1, t h e  more terms t h e  
Therefore ,  optimum t h r e s h o l d  decoding w i l l  be cons idered  he re  f o r  t h e  
I t  i s  shown by Massey and i s  a l s o  proved i n  appendix C t h a t  f o r  t h e  t i m e -  
varying channel ,  t h e  fo l lowing  decoding theorem ho lds :  
Choose 
i f  
i e l  = 1 
J 1 wiAi > T 
i= 1
Otherwise,  choose ef = o 
where w i  are weights  and T is t h e  th re sho ld .  Equation (2) i s  o f  t h e  same 
form as t h e  m a j o r i t y  decoding theorem, where i .  
For APP decoding, t h e  t h r e s h o l d  and t h e  weights  are c a l c u l a t e d  f o r  each b i t  
s e p a r a t e l y  from t h e  i n d i v i d u a l  b i t  e r r o r  p r o b a b i l i t i e s  i n  t h e  fo l lowing  manner: 
T = J / 2  and w i  = 1 f o r  a l l  
Define a new se t  o f  equat ions  t h a t  corresponds t o  t h e  Ai i n  equat ions  (2) and 
(A161 
B 
n 
j =i 
ci  = 1 c j  (3) 
where B denotes  e i t h e r  an informat ion  b i t  i o r  a p a r i t y  b i t  p ,  j i n d i -  
cates t h e  j t h  informat ion  o r  p a r i t y  b i t ,  depending on t h e  s u p e r s c r i p t ,  and 
t h e  summation s i g n  denotes  o rd ina ry  a d d i t i o n .  
i n g  t o  e i  a r e  missing from t h e  new s e t  of  equa t ions .  The c j  are c a l c u l a t e d  
from t h e  h i t  e r r o r  p r o b a b i l i t i e s  i n  t h e  fol lowing manner: 
Note t h a t  t h e  terms correspond- 
cy = -loge[l - ZPr(e;=l)] 
J 
and t h e  weights are de f ined  from 
w = 2  i 
w = 2  
0 
where 
- 
co - 
Then the  th re sho ld  i s  c a l c u l a t e d  
T 
f o r  each p a r t i c u l a r  b i t  as 
(4) 
Figures  2(a)  t o  2(c)  a r e  in tended  t o  c l a r i f y  t h e  above f u n c t i o n a l  r e l a t i o n s h i p s .  
Figure 2(a)  shows how, with inc reased  energy l e v e l  o f  t h e  r ece ived  s i g n a l  p l u s  
n o i s e ,  t he  i n d i v i d u a l  b i t  e r r o r  p r o b a b i l i t y ,  P r  e -1 , dec reases .  I t  decreases  
f a s t e r  f o r  lower average b i t  e r r o r  p r o b a b i l i t y .  i nc reases  with 
decreas ing  l e v e l  o f  t h e  r ece ived  b i t  ( see  f i g .  2 ( b ) ) .  Consequently, t h e  sum 
(1/2) C c j  is l a r g e  i f  many b i t s  have below average l e v e l s .  Figure 2(c)  shows 
t h a t  a l a r g e  (1/2)C c j  
i n t u i t i o n .  
appendix A. 
1 G-) 1 
However, c j  
r e s u l t s  i n  a low weight ,  a r e s u l t  t h a t  agrees  with 
The above g e n e r a l i z a t i o n  i s  i l l u s t r a t e d  by an example given i n  
4 
Majori ty  Decoding o f  a Cyc l i c  Block Code 
The decoding process  f o r  m a j o r i t y  decoding o f  a c y c l i c  block code i s  very 
similar t o  t h a t  f o r  t h e  convolu t iona l  code. However, t h e  A equat ions  a r e  
genera ted  d i f f e r e n t l y .  Af t e r  each decoded b i t  i n  a b lock ,  t h e  i n d i c e s  o f  t h e  
e r r o r  terms a r e  advanced by one (modulo t h e  block length)  t o  o b t a i n  t h e  A 
equat ions  f o r  t h e  next  b i t  t o  be decoded. 
t h e  decoder i s  t h e  c i r c u l a t i o n  o r  feedback 
The ma jo r i ty  decoding theorem is  i d e n t i c a l  
i Choose e l  = 1 
;c J -. 2' A i  5 / 2  I1 
i= 1
The c i r c u l a t i o n  o f  t h e  i n d i c e s  i n  
o f  t h e  b i t s  i n  a s h i f t  r e g i s t e r .  
t o  t h a t  f o r  t h e  convolu t iona l  code: 
(9) 
Otherwise,  choose i e l  = 0 
In t h e  decoding s h i f t  r e g i s t e r  t h e  decoded b i t s  can be f e d  back i n  one o f  
two ways, e i t h e r  as they a r e  r ece ived  o r  a f t e r  c o r r e c t i o n .  
APP Decoding o f  Cycl ic  Block Codes f o r  t h e  Gaussian Channel 
The APP decoding theorem f o r  t h e  c y c l i c  block code i s  i d e n t i c a l  t o  t h a t  
f o r  t h e  convolu t iona l  code, namely, 
i Choose e l  = 1 
i f  J 
i Otherwise,  choose e l  = 0 
where t h e  terms have t h e  same meaning as b e f o r e .  
Compared with t h e  b i n a r y  feedback, t h e  feedback o f  t h e  c; i n  t h e  analog 
s h i f t  r e g i s t e r  i s  more involved .  Here t h r e e  types  of  feedback were explored .  
B (1) S o f t  feedback.  The o r i g i n a l  c j  computed from t h e  r ece ived  b i t s  are 
c i r c u l a t e d  i n  t h e  r e g i s t e r .  This assumes t h a t  t h e  e r ro r  p r o b a b i l i t y  o f  t h e  
corresponding b i t  i n  t h e  b ina ry  s h i f t  r e g i s t e r  has  no t  changed. (This would 
have been a reasonable  feedback connect ion i f  it had been used with t h e  d o t t e d  
feedback connect ion (F ig .  32 o f  appendix B) f o r  t h e  b i n a r y  s h i f t  r e g i s t e r .  
However, s o f t  feedback was explored  i n  conjunct ion  with t h e  c o r r e c t e d  b i n a r y  
feedback, s i n c e  t h i s  technique  had been proposed i n  reference 1 . )  
( 2 )  Hard dec i s ion  feedback. After a b i t  i s  decoded i t s  e r r o r  p r o b a b i l i t y  
i s  assumed t o  be zero ,  which means t h a t  t h e  corresponding c B  i s  zero .  This j 
5 
I I 11 
causes a computing d i f f i c u l t y  toward t h e  end o f  each decoded block where t h e  
weights  approach i n f i n i t y .  
4 
This d i f f i c u l t y  was overcome by t h e  r u l e  of a s s ign -  
1 
i ng  t o  t h e  decoded cB a number corresponding t o  a low e r r o r  p r o b a b i l i t y .  ! 
j 
i (3) F u l l  APP feedback. The name impl ies  t h a t  af ter  each b i t  i s  decoded, 
B 
j *  
t h e  b i t  e r r o r  p r o b a b i l i t y  a f t e r  decoding is  f e d  back as i t s  corresponding c 
If one assumes b i t  f o r  b i t  independence, t h e  
Let 
cB can be c a l c u l a t e d  as fo l lows :  
j 
J 
x = 1 w . A  - T = - lOg[p/ ( l  - p ) ]  (11) 
j=1 J j  
where p is t h e  b i t  e r r o r  p r o b a b i l i t y  a f t e r  decoding 
However, it should be  noted  t h a t  b i t  e r r o r  p r o b a b i l i t y  a f t e r  decoding each b i t  
depends s t r o n g l y  on t h e  b i t  e r r o r  p r o b a b i l i t y  o f  many o t h e r  b i t s  and t h e r e f o r e  
t h e  independence between b i t  e r r o r  p r o b a b i l i t i e s  under which t h e  coding theorem 
has been developed does no t  s t r i c t l y  ho ld .  Never the less ,  t h i s  decoding method 
w i l l  be shown t o  perform somewhat b e t t e r  than  t h e  two o t h e r s  desc r ibed  
p rev ious ly  . 
MEASURES OF PERFORMANCE 
In  o r d e r  t o  compare t h e  e f f e c t i v e n e s s  o f  d i f f e r e n t  coding schemes, meaning- 
f u l  measures o f  performance must be found. The normal iz ing  assumptions as w e l l  
as t h e  c a l c u l a t i o n  o f  t h e  performance measures and curves a r e  shown i n  appen- 
d ix  D .  Here t h e  shortcomings and advantages o f  t h e  va r ious  performance mea- 
s u r e s  w i l l  be d i scussed ,  and t h e  j u s t i f i c a t i o n  f o r  t h e  ones chosen w i l l  be 
g iven .  One measure is t h e  output  b i t  e r r o r  p r o b a b i l i t y  f o r  a given s i g n a l  
energy p e r  b i t  p e r  n o i s e  s p e c t r a l  d e n s i t y ,  Eb/No. 
t h e  r a t e  l o s s  o f  codes wi th  var ious  r a t i o s  o f  in format ion  t o  p a r i t y  b i t s .  How- 
eve r ,  it does not  account f o r  t h e  f a c t  t h a t  va r ious  coding schemes w i l l  y i e l d  
d i f f e r e n t  output  e r r o r  s t reams with d i f f e r e n t  s t a t i s t i c a l  p r o p e r t i e s ,  t h e  r e l a -  
t i v e  d e s i r a b i l i t y  of  which w i l l  vary according t o  t h e  process ing  s t r a t e g y  o f  
t h e  decoded d a t a  t h a t  fo l lows .  
This  measure accounts  f o r  
S c i e n t i f i c  d a t a  from space probes a r e  gene ra l ly  not  s e n t  i n  u n i t s  o f  b i t s  
bu t  words (groups o f  b i t s ) .  For comparison o f  d i f f e r e n t  coding schemes, word 
e r r o r  P r o b a b i l i t y  w i l l  t h e r e f o r e  be chosen. 
mance of c e r t a i n  block codes has been publ i shed  i n  terms of  word e r r o r  proba- 
b i l i t y ,  with a word length  equal  t o  t h e  block length  o f  t h e  code, b u t  on ly  
because t h e  b i t  e r r o r  p r o b a b i l i t y  could no t  r e a d i l y  be  c a l c u l a t e d .  
s u r e  based on block l eng th  does not  permit  d i r e c t  comparison o f  codes o f  
Some informat ion  about t h e  p e r f o r -  
The mea- 
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var ious  block l eng ths .  For convolu t iona l  codes with t h r e s h o l d  decoding u s u a l l y  
t h e  p r o b a b i l i t y  t o  t h e  first e r r o r  p l ( e )  has  been computed. This measure i s  
no t  s a t i s f a c t o r y  f o r  t h e  comparison between d i f f e r e n t  k inds  o f  codes.  When t h e  
coding and decoding a r e  completely s imula ted ,  one can choose any word l eng th .  
The word length  chosen f o r  t h i s  s tudy  i s  s i x  informat ion  b i t s ,  s i n c e  t h i s  
length  has been used i n  t h e  p a s t  on s c i e n t i f i c  deep space probes ,  such as 
Pioneer  V I  and V I I .  For bo th  probes t h e  s i m p l e s t  e r r o r  d e t e c t i o n  codes a r e  
used,  t h a t  i s ,  one p a r i t y  check b i t  is added t o  each s i x - b i t  d a t a  word. I n  
such a code, words known t o  con ta in  e r r o r s  a r e  d e l e t e d .  For a space-to-ground 
t e l eme t ry  channel ,  s c i e n t i f i c  d a t a  r e s u l t i n g  from measurement o f  phys i ca l  quan- 
t i t i e s  a r e  t r a n s m i t t e d  a t  s p e c i f i e d  i n t e r v a l s .  As long as t h e  word d e l e t i o n  
r a t e  i s  small ( i n  t h e  o r d e r  o f  a few p e r c e n t ) ,  t h e  random d e l e t i o n s  may have 
l i t t l e  more e f f e c t  on t h e  use fu lness  o f  t h e  d a t a  than  a coding rate l o s s .  If  
one concedes t h i s ,  t h e  coding ga in  f o r  t h e  seven-b i t  p a r i t y  check code i s  shown 
i n  f i g u r e  3 .  The coding ga in  i s  g r e a t e r  t han  2 . 5  dB over  a s u r p r i s i n g l y  l a r g e  
range o f  s i g n a l - t o - n o i s e  r a t i o s .  One must keep i n  mind, however, t h a t  t h e  
d e l e t e d  words i n  e r r o r  occur  a t  random. Random d e l e t i o n  o f  words may have a 
much more s e r i o u s  e f f e c t  than  t h e  dB rate l o s s  equat ion  (10 log lo (1 -de le t ion  
r a t e ) )  would sugges t ,  s i n c e  f o r  many experiments ,  groups o f  words a r e  needed. 
(For an 8-percent  d e l e t i o n  r a t e  t h e  r a t e  l o s s  i s  only 0 . 3 7  dB.) Thus, i f  
another  s imple code with no d e l e t i o n s  had t h e  same word e r r o r  p r o b a b i l i t y ,  it 
might be p r e f e r r e d .  Allowable d e l e t i o n  r a t e s  a r e  somewhat s u b j e c t i v e  and 
depend on t h e  experiment t o  which t h e  d a t a  belong.  The c o s t  i n  d e l e t e d  words 
( see  f i g .  3 )  was not  t r e a t e d  as r a t e  l o s s  bu t  i n s t e a d  was marked on t h e  curves 
as a parameter .  
DESCRIPTION OF DECODING SIMULATIONS 
Most of  t h e  experiments were performed e n t i r e l y  on a genera l  purpose 
computer f o r  t h e  fol lowing r easons :  F i r s t ,  t h e  gauss ian  channel i s  e a s i l y  
s imula ted  on t h e  computer. Second, decoding equipment f o r  t h e  APP decoding may 
b e s t  be  s imula ted  by a computer. Thi rd ,  t h e  inpu t  t o  t h e  decoder and t h e  ou t -  
pu t  from it a r e  a v a i l a b l e  t o  t h e  computer f o r  immediate d e t a i l e d  comparison and 
a n a l y s i s .  Fourth,  f o r  low b i t  e r r o r  p r o b a b i l i t i e s ,  s imu la t ion  o f  t h e  d a t a  
stream t h a t  i nc ludes  e r r o r s  a l lows a computing economy i f  only  p o t e n t i a l  e r r o r -  
causing s i t u a t i o n s  are genera ted ,  and t h e  r e s u l t i n g  output  i s  decoded and 
analyzed.  This i s  expla ined  i n  d e t a i l  i n  appendix E .  
The o v e r a l l  experimental  procedure f o r  block code a n a l y s i s  i s  o u t l i n e d  i n  
t h e  accompanying flow c h a r t .  The flow c h a r t  has  been somewhat i d e a l i z e d  so 
t h a t  t h e  arrangement would au tomat i ca l ly  gene ra t e  s u f f i c i e n t  d a t a  t o  produce 
t h e  complete a n a l y s i s  f o r  a given code a t  a s p e c i f i c  i npu t  b i t  e r r o r  p robab i l -  
i t y .  This would not  have been d i f f i c u l t  t o  program as an execu t ive  r o u t i n e ;  
however, t h e  r a t h e r  unpred ic t ab le  computer t i m e  r equ i r ed  t o  gene ra t e  s u f f i -  
c i e n t  s ta t i s t ics  made t h i s  method i m p r a c t i c a l .  
Some o f  t h e  i n d i v i d u a l  b locks  i d e n t i f i e d  by r e fe rence  numbers on t h e  flow 
c h a r t  w i l l  now be d i scussed .  
Reod in the input bit error probability, the lowest number of errors per block,N. 
representing o potential error -causing situotion, the type o f  code, ond an 
estimote of the number of runs and the number of words per run, NW. to get 
significont stotislicol results 
APP decoding 
+s 
Calculate bi t  error probabilities for given received voltoge levels. o given 
overage b i t  error probability, and a given number o f  quantization steps 
@ -  
I lni t io l ize voriobles I 
on the porticulor informotion b i t  
sequence, the acluol informotion bit 
sequence is chosen oil 0's for 
simplicity of colculotion 
Generate o given number of errors, N, in the constrain1 length of the code under 
investigation wi th the errors rondomly selected (assign I to error b i ts )  
No 
3 
Y t 
Select corresponding I and D levels rondomly occordmg to their probabi l i ty  
of occurrence from the distribution of correct bits and from the distribution of 
error bits separately, depending on the receptlon of o correct bit and 
error bit, respectively 
I 
t 
Apply the decoding equations for the type o f  code and type of decoding to be 
tested 
I v Summarize the effect of the decoding strategy 
(I ) Number of correctly corrected errors 
(2)Number of errors not corrected (no oction) 
(3) Number of correction pulses in informotion bits 
(4) Number of errors generated in informotion bi ts (by false action) 
Sum the obove quantities to Iofols for o run o f  blocks with the some number 
I I of  input errors and overage error probabi l i ty  
& 
N o 0  printout on the s 
decoded word 
+ 
I Print out input error positions and output error positions os well os the obove quontit ies colculoted for the individuol block 
I 
8 
Q 
Store error locotion in the block divided into seven-bit intervals ond accumulate 
totols so thot Ihe following toble is generoted : 
Totol numberof words with o given number o f  errors 
Number o f  
errors in 
o word 
I 
2 
3 
4 
Totol number 
of error words 
in the - 
First 
seven-bit 
word 
First 
sevenbit 
word 
Second 
seven-bit 
word 
Second 
seven-bit 
word 
4 
. . .  
. .  . 
Abstract fur ther informotion resultino in the followino toble : 
Number of errors 
i n  the block 
0 
I 
2 
3 
Total number 
of errors 
Totol number 
of error 
words 
Totol number of correction pulses when 
decoding informotion and pority bi ts 
0 1 2 3 4 5 6 7 8  . . .  
Number of words with o given number of 
correction pulses ond output errors 
(Results ore pr inted af ter  eoch run) 
4 
End of one 
run (NW words 
generated) 
Colculote overage number of output errors per block ond its square for 
stotisticol evaluation of the fluctuotions of the dolo 
End of runs(NR 
runs with some number of 
T 
run  Onother I 
Combine tobles I ond Jl having identicol informotion for the larger number of 
words (equols words/run x number of runs 
Results ore printed o f fe r  eoch specified number of runs as well os af ter  the 
final run 
4 
I 
(Colculote the confidence intervol of the overage number of errors per block 1 
9 
Q 
(increose N)  to get on overage of at  least 
four output errorslrun in order to have o 
Fino1 analysis of the code performance for the given number of input errors 
per block 
Besides the table mentioned above. the following information is printed: 
Histogrom of the number of output errors in information bits against the 
number of blocks with a given number o f  output errors in the 
informotion b i t s  
Number of blocks with nonzero informotion errors 
Totol number of correction pulses 
Totol number of errors corrected correctly 
Totol number of correction pulses in por i ty 
Totol number of errors in information not octed upon 
Totol number of input error bi ts in the seven - bit words 
Sum of the correct I ond D levels 
Sumof error I and D levels 
A two- dimensional histogram of the number of correction pulses (horizontoll 
versus number of information output errors (vertical ) versus toto1 number 
of words with o given number of correction pulses ond o given number of 
errors in the information bits 
1 
I~ 
+ 3 
I to N t l  and start o new series of runs 1 j1 lChongenumber of errors in per block 
I ' I  
0 w s :  + 
Colculote bit error probability, block error probability, s ix-bi t  word error 
probobility, six- bit plus pority word error probability, six-bit plus pority deletion 
rote (odd number of errors in the word). and seven-bit word error probability 
in relation to the word posi t ion in the block 
bit error probobi l i ty  
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(1) As mentioned i n  t h e  Theory of  Operat ion s e c t i o n  t h e  code performances 
depend only on t h e  e r r o r  l o c a t i o n s  and not  on t h e  sequence of  zeros  and ones 
r ep resen t ing  t h e  informat ion .  For t h i s  reason  an a l l  0 in format ion  b i t  
sequence was used. E r ro r s  are then  e a s i l y  i d e n t i f i e d  by ones .  
(2 ) ,  (3) The method of  gene ra t ing  e r r o r s  has  been desc r ibed  elsewhere 
( r e f .  2 ) .  
(4) This in format ion  is  c o l l e c t e d  t o  g ive  c l u e s  as t o  how codes f a i l .  
(5) This  i s  an examination of  t h e  e r r o r  d i s t r i b u t i o n  throughout t h e  
b lock .  
(6) This i s  a tes t  of t h e  c o r r e l a t i o n  between number o f  ou tput  e r r o r s  and 
number of c o r r e c t i o n  p u l s e s .  If a l a r g e  number of c o r r e c t i o n  pu l ses  occur ,  
t h i s  impl ies  t h e r e  a r e  e r r o r s  i n  t h e  block and t h i s  block could be d e l e t e d .  
(7), ( 8 ) ,  (9) These were hand s imula ted .  The a c t i v i t y  desc r ibed  i n  
t h e s e  blocks se rves  t h e  purpose of ob ta in ing  s u f f i c i e n t l y  long d a t a  runs .  
t o t a l  run i s  p a r t i t i o n e d  so  t h a t  a meaningful t - t e s t  can be  app l i ed ,  and so  
t h a t  t h e  95-percent  confidence i n t e r v a l  i s  no t  g r e a t e r  than  *1/2 of t h e  mea- 
sured  parameter  f o r  p o t e n t i a l  e r ro r - caus ing  s i t u a t i o n s  of s i g n i f i c a n t  p robab i l -  
i t y  of occurrence.  This  i n t e r v a l  might seem l a r g e ,  b u t  when a l l  experiments 
a r e  combined (with d i f f e r e n t  numbers of  e r r o r s  p e r  block and d i f f e r e n t  input  
e r r o r  p r o b a b i l i t i e s ) ,  s t a t i s t i c a l  e r r o r s  tend  t o  cance l .  Also, knowing t h e  
average e r r o r  r a t e s  w i t h i n  a f a c t o r  of  2 i s  q u i t e  adequate  when one cons iders  
how small a change of s i g n a l - t o - n o i s e  r a t i o  changes t h e  e r r o r  r a t e  by a f a c t o r  
of  2 .  
The 
(10) For each type  of p o t e n t i a l  e r ro r - caus ing  s i t u a t i o n ,  a summary o f  t h e  
performance is  p r i n t e d .  In  a d d i t i o n ,  t h e  inpu t  b i t  s t ream i s  analyzed t o  
a s su re  t h a t  t h e  o v e r a l l  d i s t r i b u t i o n  of l e v e l s  i s  t r u l y  gauss ian .  
(11) S i g n i f i c a n t  in format ion  i s  added t o g e t h e r ,  weighted by t h e  p robab i l -  
i t y  of  occurrence of t h e  d i f f e r e n t  ou tpu t  e r ro r - caus ing  even t s .  
The flow c h a r t  f o r  t h e  decoding s imula t ion  of  t h e  convolu t iona l  code is  
similar except  t h a t  i t  a l s o  con ta ins  o t h e r  t a b u l a t i o n s  of  i n t e r e s t  which w i l l  
be  d iscussed  i n  t h e  s e c t i o n  on t e s t  r e s u l t s .  For h igh  e r r o r  p r o b a b i l i t i e s  it 
is more e f f i c i e n t  and a c c u r a t e  t o  s imula t e  a gauss ian  channel d i r e c t l y  r a t h e r  
than  use  only p o t e n t i a l  e r ro r - caus ing  even t s .  Data p o i n t s  ob ta ined  i n  t h i s  
manner have been shown as s o l i d  symbols on t h e  appropr i a t e  f i g u r e s .  
TEST RESULTS FROM HARDWARE ENCODING/DECODING SYSTEMS 
A hardware model of t h e  (24,12) ma jo r i ty  equa t ion  decoder was used t o  
determine t h e  performance of t h i s  t ype  of  coding scheme on t h e  b i n a r y  symmetric 
channel .  The t e s t  s imula ted  t h i s  channel .  
sequence gene ra to r ,  and e r r o r s  were in t roduced  randomly by synchronously g a t i n g  
a th re sho ld  d e t e c t o r  from a gauss ian  n o i s e  sou rce .  
Data c o n s i s t e d  of  a pseudo random 
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Experimental  d a t a  have been ob ta ined  on t h i s  code and p l o t t e d  i n  
f i g u r e  4. Channel b i t  e r r o r  p r o b a b i l i t y ,  Pe,  i s  p l o t t e d  a g a i n s t  t h e  output  
e r r o r  p r o b a b i l i t y  from t h e  decoder .  Each p o i n t  r e p r e s e n t s  a sample s i z e  of 
500,000 b i t s .  For t h e  (24,12) double  e r r o r - c o r r e c t i n g  code, f o r  example, a 
channel e r r o r  p r o b a b i l i t y ,  Pe = 5 ~ 1 0 - ~ ,  g ives  a decoded output  b i t  e r r o r  ra te  
o f  Pb i t  = 
code has been ob ta ined  and p l o t t e d  i n  f i g u r e  5 .  
however, are drawn from t h e  computer s imula t ion  d a t a  t o  show t h e  e x c e l l e n t  
agreement . 
Error  c o r r e c t i o n  performance from a mechanized (73,45) block 
The curves i n  f i g u r e s  4 and 5, 
TEST RESULTS FROM THE COMPUTER EXPERIMENT 
The tes t  r e s u l t s  are p resen ted  and d iscussed  i n  two s t a g e s .  F i r s t ,  t h e  
r e s u l t s  f o r  t h e  i n d i v i d u a l  codes are shown and second, t h e  codes a r e  compared 
t o  each o t h e r  and t o  no coding.  
s i t a t e s  superimposing some o f  t h e  performance curves a l r eady  g iven .  
For ease o f  comparison, t h e  second s t e p  neces-  
Performance o f  t h e  (15,7) Block Code 
Figures  6 and 7 r e p r e s e n t  t h e  raw d a t a  f o r  t h e  code. These f i g u r e s  show 
on a b i t  and on a word e r r o r  p r o b a b i l i t y  b a s i s  t h a t  APP decoding has a l a r g e  
e r r o r  reduct ion  c a p a b i l i t y  beyond t h a t  o f  unweighted (major i ty  dec i s ion )  decod- 
i n g ,  t h e  reason be ing  t h a t  APP decoding c o r r e c t s  many o f  t h e  o therwise  e r r o r -  
causing s i t u a t i o n s .  On t h e  o t h e r  hand, while  ma jo r i ty  decoding always c o r r e c t s  
two e r r o r s  i n  t h e  b lock ,  APP decoding w i l l  sometimes make output  e r r o r s  i n  such 
cases ,  which accounts  f o r  as many as 20 percent  o f  t h e  e r r o r s  made a t  an inpu t  
e r r o r  p r o b a b i l i t y  o f  3 p e r c e n t .  For h i g h e r  e r r o r  p r o b a b i l i t i e s ,  even more o f  
t h e  double e r r o r  words w i l l  be  i n c o r r e c t l y  decoded, which means t h a t  even tua l ly  
t h e  curves f o r  APP and ma jo r i ty  decoding i n t e r s e c t .  However, t h i s  happens a t  
an e r r o r  r a t e  a t  which n e i t h e r  decoding scheme is  o f  any use  f o r  t h i s  code. 
The curves have been t r a n s l a t e d  i n t o  p l o t s  o f  e r r o r  r a t e s  versus  
Figure 8 shows t h a t  ma jo r i ty  decoding has a very l i m i t e d  g a i n  o f  on ly  1 dB a t  
a b i t  e r r o r  p r o b a b i l i t y  o f  and t h e  coding ga in  reduces r a p i d l y  as 
Eb/No dec reases .  
reg ion  o f  i n t e r e s t ,  wi th  a ga in  o f  about 2.6 dB over  no coding. Note t h a t  
t h e r e  is  l i t t l e  d i f f e r e n c e  i n  performance between f u l l  APP and hard  d e c i s i o n  
feedback decoding. 
Eb/No i n  dB. 
APP decoding tends  t o  keep t h e  coding ga in  cons t an t  ove r  t h e  
S ince  t h e  s imple seventh  b i t  p a r i t y  check code seems t o  work s o  wel l  when 
a small d e l e t i o n  ra te  is  pe rmi t t ed ,  i t s  e f f e c t  when it is  concatenated with t h e  
d i f f e r e n t  codes was i n v e s t i g a t e d .  A s  f i g u r e  9 shows, t h e  performance, which 
inc ludes  t h e  r a t e  l o s s  o f  0 .67  dB, i s  s l i g h t l y  worse by 0 . 2  dB. I t  w i l l  be 
seen t h a t  t h i s  condi t ion  p r e v a i l s  f o r  a l l  t h e  codes t e s t e d .  The d a t a  a r e  
inc luded  s i n c e  i t  might be u s e f u l  t o  employ t h e  seventh  b i t  p a r i t y  check code 
b e f o r e  f u r t h e r  encoding i n  a s p a c e c r a f t ,  so  t h a t  i f  t h e  encoder should  f a i l  it 
could be switched o u t ,  whi le  t h e  p a r i t y  check would cont inue  t o  make t h e  
r ece ived  d a t a  u s e f u l .  Dele t ion  r a t e  with coding is  n e g l i g i b l e  compared t o  t h a t  
of t h e  seventh b i t  p a r i t y  check code, and t h e r e f o r e  i s  not  shown. While ha rd  
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dec i s ion  decoding performs s l i g h t l y  b e t t e r  t han  f u l l  APP when t h e  p a r i t y  check 
code is  no t  inc luded ,  t h e  s i t u a t i o n  i s  r eve r sed  when i t  i s  inc luded .  This i s  
expla ined  by t h e  fact  t h a t  compared t o  hard  dec i s ion  feedback, f u l l  APP gener- 
ates s i g n i f i c a n t l y  more s i n g l e  e r r o r  words whi le  producing fewer words with 
more than  one e r r o r .  
I t  w i l l  be  remembered t h a t  i n  t h e  c y c l i c  block codes,  it is  p o s s i b l e  t o  
decode t h e  p a r i t y  b i t s  f i r s t ,  and then  t h e  informat ion  b i t s .  This would be a 
u s e f u l  technique  f o r  t h e  f u l l  APP decoding, s i n c e  t h e  word e r r o r  p r o b a b i l i t y  
f o r  t h e  second seven-b i t  word is  about h a l f  t h a t  o f  t h e  f irst  word. The hard  
dec i s ion  feedback decoding has  t h e  same word e r r o r  p r o b a b i l i t y  f o r  t h e  two 
seven-b i t  words, and it would be was te fu l  o f  computer t ime t o  decode t h e  p a r i t y  
check bits  a l s o .  
Performance o f  t h e  (73,45) Block Code 
The raw d a t a  and t h e  d a t a  converted t o  t h e  performance curves are shown 
i n  f i g u r e s  10 through 13.  Most o f  t h e  remarks made f o r  t h e  (15,7) apply a l s o  
t o  t h e  (73,45) code, except  t h a t  t h e  performance o f  t h e  l a t t e r  i s  cons iderably  
b e t t e r .  
check code, a t  least  as far as APP decoding i s  concerned. For t h e  3-percent  
e r r o r  p r o b a b i l i t y  d a t a ,  t h e  f u l l  APP decoding i s  c l e a r l y  s u p e r i o r  t o  hard  dec i -  
s i o n  APP decoding. I t  was, t h e r e f o r e ,  t h e  only  method used f o r  t h e  1-percent  
runs s i n c e  they  must be  longer  than  t h e  3-percent  runs t o  ge t  s t a t i s t i c a l l y  
s i  gni  f i cant  d a t a .  
There i s  a l s o  a c l e a r  advantage compared t o  t h e  seventh b i t  p a r i t y  
Figure 14 shows t h e  word e r r o r  p r o b a b i l i t y  normalized t o  t h e  f i r s t  word as 
a func t ion  o f  t h e  word p o s i t i o n  i n  t h e  block f o r  var ious  decoding systems.  The 
f i g u r e  i l l u s t r a t e s  t h e  e f f e c t  o f  t h e  d i f f e r e n t  types  o f  feedback. Data p o i n t s  
f o r  ma jo r i ty  dec i s ion  decoding i n  which t h e  o r i g i n a l  b i t  dec i s ion  is  f e d  back 
( d o t t e d  connect ion i n  f i g s .  31(b) and 31(c) i n  appendix A) a r e  no t  shown s i n c e  
they  were not  measured. However, i t  is  c l e a r  t h a t  t h e  corresponding curve 
( f i g .  14) should  be t h e  h o r i z o n t a l  l i n e  I ,  s i n c e  t h e  word p o s i t i o n  i n  t h e  
b lock  w i l l  no t  a f f e c t  any coding d e c i s i o n s .  Curve I1 shows t h e  b e n e f i c i a l  
e f f e c t  of hard  dec i s ion  feedback on ma jo r i ty  decoding. This e f f e c t  becomes 
even more pronounced f o r  APP decoding with ha rd  dec i s ion  feedback (curve 111) .  
But t h e  improvement l e v e l s  o f f  r a p i d l y .  Curve I V  shows f u l l  APP decoding f o r  
i d e n t i c a l  d a t a .  A s  expected,  it begins  i n  a manner similar t o  t h e  one f o r  ha rd  
dec i s ion  APP feedback, b u t  t h e  improvement cont inues  a l l  through t h e  b lock .  
Consequently, it is worthwhile t o  decode t h e  p a r i t y  check b i t s  f irst  and then  
t h e  informat ion  b i t s .  Figures  1 2  and 13 g ive  t h e  performance f o r  decoding a l l  
73 b i t s .  The a d d i t i o n a l  improvement from t h e  e x t r a  e f f o r t  o f  decoding t h e  
p a r i t y  b i t s  f i rs t  can b e  e s t ima ted  from f i g u r e  14. 
Performance of  t h e  (24,12) Convolut ional  Code 
The raw d a t a  and t h e  d a t a  conver ted  t o  performance curves a r e  shown i n  
f i g u r e s  15 through 18. In  s p i t e  o f  i t s  h i g h e r  e r r o r  c o r r e c t i o n  c a p a b i l i t y  t h e  
performance o f  t h e  (24,12) convolu t iona l  code is  no t  much b e t t e r  t han  t h a t  o f  
t h e  (15,7) block  code f o r  ma jo r i ty  l o g i c  decoding. Figure 19 shows some o f  t h e  
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d e t a i l s  o f  t h e  e r r o r  d i s p e r s i o n .  The decoder s l i d e s  i n t o  a b i t  stream conta in-  
i n g  a p o t e n t i a l  e r r o r - c a u s i n g  s i t u a t i o n  w i t h i n  a c o n s t r a i n t  length o f  1 2  i n f o r -  
mation and 1 2  p a r i t y  b i t s .  Figure 19 (a )  shows t h a t  some output  e r r o r  p a t t e r n s  
are 35 b i t s  long.  A comparison o f  f i g u r e s  19(a)  and 19(b) shows t h a t  t h e  alarm 
indeed reduces t h e  average length  o f  t h e  e r r o r  p a t t e r n s .  E s p e c i a l l y ,  i t  
removes t h e  cur ious  peak a t  a d i s t a n c e  of 14 b i t s .  Even though t h e  alarm 
reduces t h e  average number o f  e r r o r s  p e r  p o t e n t i a l  e r r o r - c a u s i n g  s i t u a t i o n  , t h e  
a c t u a l  number o f  output  e r r o r  packets  is i n c r e a s e d .  For APP decoding t h e  alarm 
is  no t  u s e f u l .  The d i s p e r s i o n  f o r  APP decoding, as shown i n  f i g u r e  19(c)  , i s  
much l a r g e r  than f o r  major i ty  d e c i s i o n  decoding, b u t  i s  compensated f o r  by t h e  
much s m a l l e r  number o f  ou tput  e r r o r  packets  p e r  e r r o r - c a u s i n g  s i t u a t i o n .  
Another fact  worth not ing  i s  t h a t  t h e  shape o f  t h e  d i s p e r s i o n  curves seems t o  
be independent o f  t h e  number o f  input  e r r o r s  p e r  p o t e n t i a l  e r r o r - c a u s i n g  
s i t u a t i o n .  
Performance o f  t h e  (44,22) Convolut ional  Code 
The raw d a t a  and t h e  d a t a  converted t o  performance curves a r e  shown i n  
f i g u r e s  20 t o  2 3 .  A comparison o f  f i g u r e s  13 and 23 shows t h a t  f o r  t h e  convo- 
l u t i o n a l  code t h e r e  i s  a 0 . 4  dB d i f f e r e n c e  i n  performance between conca tena t ing  
t h e  seventh b i t  p a r i t y  check code and no t  conca tena t ing ,  while  f o r  t h e  (73,45) 
block code t h e r e  i s  only a very small d i f f e r e n c e .  This i s  expla ined  by t h e  
f a c t  t h a t  e r r o r s  occur more i n  bunches i n  t h e  (44,22) convolu t iona l  code t h a n  
i n  t h e  (73,45) block code; consequent ly ,  t h e  r a t i o  o f  double e r r o r  words t o  
s i n g l e  e r r o r  words i s  r e l a t i v e l y  h i g h .  A s  f a r  as e r r o r  d i s p e r s i o n  i s  concerned, 
t h e  remarks made f o r  t h e  (24,12) code h o l d ,  except  t h a t  t h e  average d i s p e r s i o n  
has  a l s o  increased  with t h e  i n c r e a s e d  c o n s t r a i n t  l ength  ( see  f i g .  24 ) .  
Summary o f  Tes t  Resul t s  
The performance o f  t h e  codes is  summarized i n  f i g u r e  25. To i l l u s t r a t e  
t h e  type  o f  r e s u l t s  ob ta ined ,  assume t h e  fol lowing c o n d i t i o n :  The s i x - b i t  word 
e r r o r  r a t e  i s  no t  t o  exceed Then, f o r  no coding t h e  Eb/No r e q u i r e d  is  
about 10.4 dB, while  t h e  undetec ted  word e r r o r  ra te  f o r  t h e  s i m  l e  p a r i t y  check 
code r e q u i r e s  only 7 . 8  dB, which, o f  course ,  i n c l u d e s  a 4 . 8 ~ 1 0 - ~  word d e l e t i o n  
r a t e  (due t o  p a r i t y  t a g g i n g ) .  I f  one cons iders  t h i s  d e l e t i o n  ra te  n e g l i g i b l e ,  
t h e n ,  f o r  major i ty  decoding, only t h e  (73,45) code shows a moderate improvement 
o f  0 . 8  dB over  t h e  seventh b i t  p a r i t y  check code. For APP decoding a l l  codes 
show an improvement: 0 . 2  dB f o r  t h e  (15,7) , 1 . 0  dB f o r  t h e  (24,12) ,  1 .5  dB f o r  
t h e  (44,22) ,  and 2 . 1  dB f o r  t h e  (73,45) code. For a l l  codes i n v e s t i g a t e d ,  APP 
decoding shows about a 1 . 5  dB ga in  over  m a j o r i t y  d e c i s i o n  decoding. 
Figure 26 he lps  t o  v i s u a l i z e  t h e  e r r o r  bunching t h a t  occurs  a f t e r  decoding. 
The f i g u r e  i s  e s s e n t i a l l y  a p l o t  o f  double e r r o r  seven-b i t  words versus  s i n g l e  
e r r o r  seven-b i t  words. The s t e e p e s t  curve i s  t h a t  of t h e  binomial channel (no 
coding) .  The remaining curves show t h a t  t h e r e  are many mory double e r r o r  words 
a f t e r  decoding than  a binomial d i s t r i b u t i o n  o f  e r r o r s  would s u g g e s t .  
least  e r r o r  c l u s t e r i n g  occurs  i n  t h e  (73,45) code, when it i s  f u l l  APP decoded. 
Consequently, except  f o r  t h e  (73,451 code, performance is  g e n e r a l l y  degraded 
when t h e  seventh b i t  p a r i t y  check code i s  superimposed on t h e  o t h e r  codes.  
The 
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ERROR DETECTION FOR BLOCK AND CONVOLUTIONAL CODES 
E r r o r  d e t e c t i o n  methods d i scussed  i n  t h i s  s e c t i o n  have been t e s t e d  only  
s u f f i c i e n t l y  t o  prove t h a t  they  w i l l  be  o f  va lue  when an extremely low e r r o r  
ra te  i s  r equ i r ed  with a cons t an t  computation r a t e .  
Suggest ions f o r  F u r t h e r  E r r o r  Detect ion f o r  Block Codes 
The (73,45) code was t h e  most powerful i n v e s t i g a t e d .  I t  gave an advantage 
o f  more than  1 dB ove r  t h e  s imple p a r i t y  check code, wi th  t h e  a d d i t i o n a l  advan- 
t a g e  o f  no d e l e t i o n .  However, i t  i s  l e g i t i m a t e  t o  a s k  i f  a s t i l l  lower e r r o r  
p r o b a b i l i t y  can be  achieved a t  a c o s t  of d e l e t i n g  a moderate number o f  words 
l i k e l y  t o  be  i n  e r r o r .  Some p re l imina ry  work regard ing  t h i s  ques t ion  w i l l  be  
p re sen ted  h e r e .  
The most obvious answer i s  t o  t r y  t o  conca tena te  two codes.  The s imple 
seven-b i t  p a r i t y  check code was conca tena ted  wi th  t h e  f o u r  codes i n v e s t i g a t e d  
i n  t h i s  r e p o r t ,  and, i n  g e n e r a l ,  o v e r a l l  performance decreased s l i g h t l y .  
Forney ( r e f .  3 ) ,  however, proved t h a t  conca tena t ing  two powerful codes can 
improve o v e r a l l  coding ga in  b u t  a t  t h e  c o s t  of i nc reas ing  complexity a t  t h e  
encoder as w e l l  as a t  t h e  decoder .  To ho ld  spacec ra f t  complexity a t  a minimum, 
it would be  d e s i r a b l e  t o  achieve  a coding g a i n  a t  t h e  c o s t  o f  i nc reas ing  
ear th-based  decoder  complexity a lone .  
ence 2 ,  where t h e  t r a d e  o f f s  between e r r o r  r a t e  and d e l e t i o n  r a t e  were empha- 
s i z e d  r a t h e r  t han  t h e  coding ga in ,  which was small. To r epea t  t h e  theme, space 
s c i e n t i s t s  o f t e n  choose t o  d i s r e g a r d  information with a h i g h e r  e r r o r  p robab i l -  
i t y  i n  o r d e r  t o  i n c r e a s e  t h e  r e l i a b i l i t y  o f  t h e i r  d a t a .  The same method seems 
a p p l i c a b l e  t o  f u l l  APP decoding, which l e a v e s ,  i n  t h e  
o f  b i t  e r r o r  e s t ima tes  a f t e r  decoding. For s e v e r a l  d a t a  runs t h e  e s t ima ted  
block e r r o r  p r o b a b i l i t i e s  were c a l c u l a t e d  f o r  each block from A t y p i c a l  
r e s u l t  i s  shown h e r e .  In  800 b locks  wi th  a p o t e n t i a l  e r ro r - caus ing  s i t u a t i o n  
o f  7 e r r o r s  p e r  b lock ,  and a 1 . 5  pe rcen t  average b i t  e r r o r  p r o b a b i l i t y ,  8 3  
e r r o r  b locks  occurred .  I f  a block e r r o r  p r o b a b i l i t y  t h r e s h o l d  o f  were 
chosen, a l l  t h e  e r r o r  b locks  would have been d e l e t e d  a t  t h e  c o s t  o f  d e l e t i n g  
50 pe rcen t  o f  t h e  b locks  wi th  7 input  e r r o r s  which were c o r r e c t l y  decoded. I t  
must be  remembered t h a t  a t  t h e  1 .5-percent  i npu t  e r r o r  p r o b a b i l i t y ,  only 1 pe r -  
cen t  o f  t h e  b locks  have p o t e n t i a l  e r ro r - caus ing  s i t u a t i o n s .  To g e t  an idea  of  
t h e  small d e l e t i o n  ra te ,  1 ,000  blocks con ta in ing  42 ,000  d a t a  words were decoded 
with one input  e r r o r  each.  Each o f  t h e  c a l c u l a t e d  output  b lock  e r r o r  p robab i l -  
i t i e s  was s m a l l e r  t han  i n d i c a t i n g  t h a t  v i r t u a l l y  no words a r e  removed 
from blocks  wi th  few inpu t  e r r o r s .  
A s imple example was given i n  r e f e r -  
c j  r e g i s t e r ,  a sequence 
c , .  
The d e l e t i o n  ra te  f o r  any chosen t h r e s h o l d  can be e s t ima ted  by determining 
t h e  d i s t r i b u t i o n s  o f  t h e  word e r r o r  p r o b a b i l i t i e s ,  given a c e r t a i n  number o f  
ou tput  e r r o r s .  For h igh  inpu t  b i t  e r r o r  p r o b a b i l i t i e s  t h e s e  d i s t r i b u t i o n s  can 
be  s imply ob ta ined  by gene ra t ing  t h e  e r r o r  s t ream i n  t h e  more n a t u r a l  way, 
where t h e  number o f  e r r o r s  i n  t h e  b lock  are n o t  predetermined.  This was done 
f o r  a d a t a  run wi th  a 7-percent  b i t  e r r o r  p r o b a b i l i t y ,  which s t r a i n s  t h e  pe r -  
formance o f  t h e  nominal ly  f o u r  e r r o r  c o r r e c t i n g  code. The cumulative d i s t r i b u -  
t i o n s  are shown i n  f i g u r e  27. Unfor tuna te ly ,  t h e  d i s t r i b u t i o n s  are no t  
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s u f f i c i e n t l y  well approximated by normal d i s t r i b u t i o n s ,  o r  one could now ca lcu-  
l a t e  d e l e t i o n  versus  e r r o r  rate f o r  a l l  p o s s i b l e  t h r e s h o l d s .  However, from t h e  
t a b u l a t e d  ou tpu t ,  f o r  a d e l e t i o n  t h r e s h o l d  with p r o b a b i l i t y  o f  no e r r o r  equal  
t o  0 . 4 ,  99.5 pe rcen t  o f  t h e  blocks i n  e r r o r  a f t e r  decoding were d e l e t e d  a t  a 
d e l e t i o n  r a t e  o f  29 .4  p e r c e n t .  I f  one i s  w i l l i n g  t o  accept  t h i s  d e l e t i o n  r a t e  
as a s imple r a t e  l o s s ,  10 l o g ( l / ( l - d e l e t i o n  r a t e ) )  = 1 . 5  dB, t h e  performance o f  
t h e  code would have improved by 3 . 3  dB. This might wel l  be a u s e f u l  technique  
o f  ga in ing  d a t a  from space  probes when swi tch ing  t o  a lower t ransmiss ion  rate 
i s  not  p o s s i b l e ,  and when t h e  e r r o r  r a t e  would have o therwise  been cons idered  
unacceptab le .  
Another a t tempt  t o  d e t e c t  e r r o r  b locks  was somewhat d i sappo in t ing  bu t  pro-  
vided va luable  i n s i g h t  i n t o  t h e  performance o f  t h e  decoder .  I t  was n o t i c e d  
t h a t  blocks i n  e r r o r  seemed t o  f a l l  i n t o  two groups,  e i t h e r  they  had very f e w  
e r r o r s  o r  a l a r g e  number o f  e r r o r s .  I t  was thought  t h a t  by applying ma jo r i ty  
decoding a f t e r  t h e  APP decoding o f  t h e  complete b lock ,  which, of  course ,  would 
e l i m i n a t e  e r r o r s  i n  a l l  t h e  b locks  with less than  f o u r  e r r o r s ,  one would e a s i l y  
d e t e c t  blocks con ta in ing  many e r r o r s  by t h e  behavior  o f  t h e  sum of  t h e  A 
equat ions  f o r  each decoded b i t .  But t h e  ma jo r i ty  decoder t r e a t e d  e r r o r  b locks ,  
which had 10 e r r o r s  a f t e r  APP decoding, e x a c t l y  as i f  no e r r o r s  were p r e s e n t ;  
t h a t  i s ,  each A equat ion  i s  equal  t o  zero .  This means t h a t  t h e  decoder 
would accept  t h e  e r r o r  s t ream e x a c t l y  as it  was. I t  has t h e r e f o r e  been demon- 
s t r a t e d  exper imenta l ly ,  t h a t  when t h e  decoder f a i l s ,  i t  tends  t o  decode t o  t h e  
n e a r e s t  c o r r e c t  neighbor  o f  t h e  a c t u a l l y  t r a n s m i t t e d  code word. This conclu- 
s i o n  i s  f u r t h e r  s t r eng thened  when one observes  t h a t  9 and.11 e r r o r  sequences 
from t h e  APP decoder a r e  t r e a t e d  as a 1 e r r o r  sequence by t h e  fol lowing major- 
i t y  decoder.  Most of  t h e  t ime t h e  ma jo r i ty  decoder w i l l  t h e r e f o r e  add ano the r  
e r r o r  t o  t h e  o t h e r s  i n  t h e  above-mentioned c a s e s .  While t h e  above method i s  
not  s a t i s f a c t o r y  f o r  e r r o r  d e t e c t i o n  and c o r r e c t i o n ,  it would t end  t o  reduce 
t h e  block e r r o r  p r o b a b i l i t y  t o  o n e - t h i r d  o f  what it was be fo re ,  and it  would 
reduce t h e  b i t  e r r o r  p r o b a b i l i t y  by about h a l f  i f  i t  were simply used f o r  
e r r o r  c o r r e c t i o n .  
Combining t h e  two e r r o r  d e t e c t i o n  schemes may r e s u l t  i n  v i r t u a l l y  e r r o r -  
f r e e  decoding. I f ,  from t h e  e r r o r  p r o b a b i l i t i e s  of  a l l  b i t s  i n  a b lock ,  one 
c a l c u l a t e s  t h e  block e r r o r  p r o b a b i l i t y  a f t e r  decoding and then  removes a l l  
blocks t h a t  have a h i g h e r  e r r o r  p r o b a b i l i t y  than  a given th re sho ld ,  one e l imi -  
n a t e s  v i r t u a l l y  a l l  blocks with l a r g e  numbers o f  output  e r r o r s .  The remaining 
blocks a r e  then  decoded by t h e  ma jo r i ty  decoder,  and a l l  remaining e r r o r  b locks  
with l e s s  than fou r  e r r o r s  a r e  c o r r e c t e d .  
An Er ro r  Detec t ion /Dele t ion  S t r a t e g y  f o r  Convolutional Codes 
The performance o f  ma jo r i ty  decoding o f  convolu t iona l  codes was shown t o  
be somewhat d i sappo in t ing .  Because o f  e r r o r  c l u s t e r i n g  and r a t e  loss,  concate-  
n a t i o n  o f  t h e  s i n g l e  p a r i t y  check code d i d  not  improve t h e  o v e r a l l  performance. 
Hence, a d e t e c t i o n / d e l e t i o n  scheme t h a t  w i l l  t a k e  advantage o f  t h e  e r r o r  
c l u s t e r i n g  i s  d e s i r a b l e .  
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The scheme t e s t e d  i n  o u r  s imula t ion  i s  based on t h e  fact  t h a t  t h e  S 
equat ions  can be combined i n  more than  one way t o  r e s u l t  i n  a s e t  o f  or thogonal  
equat ions .  For i n s t a n c e ,  Massey's A equat ions  f o r  t h e  (24,12) code are as  
fol lows : 
This se t  is  t o  be  compared with t h e  se t  o f  equat ions  used i n  t h e  hardware 
decoder (prev ious ly  d iscussed)  and a l s o  i n  a l l  our  computer experiments ( see  
e q .  (A15)). The important  d i f f e r e n c e  between t h e s e  two s e t s  o f  equat ions  is  
t h a t  t h e  e r r o r  terms o f  p r e v i o u s l y  decoded b i t s  ( terms with n e g a t i v e  s u b s c r i p t s  
i n  equat ions (A17) t o  (A20)) a r e  d i s t r i b u t e d  q u i t e  d i f f e r e n t l y  among t h e  A 
equat ions .  The decoding/de le t ion  scheme i s  now as f o l l o w s :  
Run two decoders with d i f f e r e n t  se t s  o f  A equat ions  i n  p a r a l l e l .  Delete 
a l l  seven-b i t  words when t h e  outputs  from t h e  two se t s  o f  decoding equat ions  
d i f f e r  by a t  l e a s t  one p o s i t i o n  p e r  word. Delete a l s o  t h e  two words preceding 
t h e  f i r s t  d e t e c t i o n  o f  an e r r o r .  The reason f o r  t h e  l a s t  p a r t  o f  t h e  s t ra tegem 
i s  t h a t  t h e r e  i s  a tendency f o r  decoding e r r o r s  t o  occur  a t  t h e  same p o s i t i o n s  
a t  the beginning o f  an e r r o r  packet .  This i s  unders tandable ,  s i n c e  fewer e r r o r  
terms a r e  involved a t  t h e  beginning o f  an e r r o r  packet .  These i n i t i a l  e r r o r s  
then  cause random genera t ion  o f  f u r t h e r  e r r o r s .  The e f f e c t i v e n e s s  o f  t h e  l a s t  
p a r t  o f  t h e  s t ra tegem i s  shown by t h e  fol lowing examples. 
S ince  APP decoding i s  o f  more i n t e r e s t ,  t h e  e f f e c t i v e n e s s  o f  t h e  above 
s t r a t e g y  was t e s t e d  wi th  t h e  more powerful decoding method. Runs with high 
e r r o r  p r o b a b i l i t i e s  were chosen s i n c e  t h e s e  d a t a  would be  o f  very l i m i t e d  use 
without  d e l e t i o n .  For t h e  (24,12) code a t  a b i t  e r r o r  p r o b a b i l i t y  o f  1 . 5  per -  
c e n t ,  1 2  e r r o r  words remained a f t e r  decoding. The d e l e t i o n  s t r a t e g y  caught a l l  
e r r o r s  a t  t h e  c o s t  o f  d e l e t i n g  1 . 5  percent  o f  a l l  words. The c o s t  i s  h igh  
because Massey's o r t h o g o n a l i z a t i o n  by i t s e l f  r e s u l t s  i n  a h i g h e r  e r r o r  ra te  
than  t h a t  o f  equat ions  (A15), and a word i s  d e l e t e d ,  o f  course ,  when e i t h e r  
decoder makes an e r r o r .  For a 7-percent  i n p u t  e r r o r  p r o b a b i l i t y  t h e r e  were 
349 e r r o r  words i n  12,000 seven-b i t  words. With t h e  d e l e t i o n  scheme, only 25 
e r r o r  words remained a t  a c o s t  o f  d e l e t i n g  16.6 p e r c e n t  o f  a l l  words. Without 
t h e  las t  p a r t  o f  t h e  s t ra tegem 116 e r r o r  words would have remained. 
F o r  t h e  (44,22) code only Massey's o r t h o g o n a l i z a t i o n  was a v a i l a b l e .  
Therefore ,  a second s e t  o f  A equat ions  was developed (appendix A ) .  For an 
input  e r r o r  p r o b a b i l i t y  o f  5 p e r c e n t ,  t h e r e  were 145 e r r o r  words i n  12,000 d a t a  
words. With t h e  s t ra tegem only 3 e r r o r  words were l e f t  a f t e r  446 d a t a  words 
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were removed (22 e r r o r  words would have been l e f t  wi thout  t h e  second p a r t  of  
t h e  s t r a t egem) .  
Depending on t h e  type  o f  decoder ,  t h e  above scheme doubles e i t h e r  decoder  
equipment o r  computer t ime.  A s i m p l i f i e d  e r r o r  d e t e c t i o n  c i r c u i t  i s  shown i n  
f i g u r e  2 8 .  Although t h e  c i r c u i t  has  no t  been eva lua ted ,  i t s  performance i s  
be l i eved  t o  be s imilar  t o  o r  b e t t e r  t han  t h a t  o f  t h e  p a r a l l e l  decoders .  The 
c i r c u i t  ope ra t e s  b e s t  by connec t ing  t o  t h r e s h o l d  element 1 t h e  s e t  o f  A equa- 
t i o n s ,  which i f  used a lone  would r e s u l t  i n  t h e  b e t t e r  decoder .  This  t h re sho ld  
element a lone  has  c o n t r o l  o f  complementing t h e  S r e g i s t e r  when it d e t e c t s  an 
e r r o r .  Threshold element 2 ,  wi th  i t s  d i f f e r e n t  s e t  o f  A equa t ions ,  only 
se rves  t o  d e t e c t  e r r o r  packets  f o r  comparison. Thus, o n l y  e r r o r  packets  
caused by t h e  b e t t e r  decoder w i l l  be  d e l e t e d .  The decoder  w i l l  s imply mark 
b i t s  no t  checked by t h e  comparator c i r c u i t  and leave  t h e  d e l e t i o n  up t o  t h e  
u s e r .  
CONCLUDING REMARKS 
The work r epor t ed  forms a b a s i s  f o r  comparing t h e  coding techniques  
eva lua ted  he re  wi th  o t h e r  coding and decoding t echn iques .  
desc r ibed  a r e  c h a r a c t e r i z e d  by a cons t an t  computation r a t e  p e r  decoded b i t ,  
independent o f  t h e  channel  n o i s e .  
codes,  maximum l i k e l i h o o d  decoding, has  not  been i n v e s t i g a t e d ,  s i n c e  computa- 
t i o n  t i m e  p e r  b i t  i s  t o o  l a r g e  t o  be p r a c t i c a l .  ' For convolu t iona l  codes,  an 
a lgor i thm f o r  s e q u e n t i a l  decoding2 i s  a v a i l a b l e ,  which c l o s e l y  approaches t h e  
performance o f  maximum l i k e l i h o o d  decoding. However, s e q u e n t i a l  decoding has  
a v a r i a b l e  computation r a t e ,  which might make it i n e l i g i b l e  f o r  h igh  b i t  r a t e  
coding.  Sequen t i a l  decoding of convolu t iona l  codes i s  p r e s e n t l y  under i n v e s t i -  
ga t ion  wi th  t h e  same r e s t r i c t i o n s  imposed on t h e  codes as on those  i n  t h e  
p re sen t  r e p o r t ,  namely, s h o r t  c o n s t r a i n t  l eng th  and h igh  r a t e .  The most power- 
f u l  of t h e s e  codes i n v e s t i g a t e d  ( r e f .  6)  i s  a (50,25) code which has  a gain 
over  t h e  (73,45) APP decoded code o f  1 . 9  dB over  a range o f  word e r r o r  
p r o b a b i l i t i e s  from t o  
The decoding methods 
The optimum decoding s t r a t e g y  f o r  t h e s e  
Ames Research Center  
Nat ional  Aeronaut ics  and Space Adminis t ra t ion  
Moffet t  F i e l d ,  C a l i f . ,  94035, S e p t .  29, 1967 
125-23-02-00-00-21 
- - - .  ' In  maximum l i k e l i h o o d  decoding one c a l c u l a t e s  f o r  each p o s s i b l e  message 
t h e  p r o b a b i l i t y  t h a t  a given rece ived  message i s  indeed t h a t  message. Then 
t h e  message with t h e  h i g h e s t  p r o b a b i l i t y  o f  having been s e n t  i s  chosen. For 
example, t h e  (73,45) code has  2 4 5  p o s s i b l e  messages. For convolu t iona l  coding 
one would have t o  t r u n c a t e  t h e  b i t  stream, and t h e  number o f  p o s s i b l e  messages 
i s  2N, where 
Again t h e  number of  p o s s i b l e  messages and a s s o c i a t e d  computing time i s  
enormous. 
h ighes t  p r o b a b i l i t y  message i n  an e f f i c i e n t  manner by pruning less l i k e l y  
branches.  
N i s  t h e  number o f  in format ion  b i t s  i n  t h e  t r u n c a t e d  b i t  stream. 
2Sequent ia l  decoding a lgo r i thm is  a t r e e  sea rch  procedure f o r  seeking  t h e  
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APPENDIX A 
MAJORITY DECODING AND APP DECODING OF A (24,12) 
THREE ERROR CORRECTING CONVOLUTIONAL CODE 
Figure 29 shows t h e  s t r u c t u r e  o f  t h e  t r i p l e  e r r o r  c o r r e c t i n g  encoder and 
decoder.  The encoding o p e r a t i o n  i s  t h e  fol lowing:  Information b i t s  a r e  f ed  
i n t o  a 12-stage s h i f t  r e g i s t e r  s e q u e n t i a l l y ,  as t h e y  come from t h e  source .  
Taps on t h e  s h i f t  r e g i s t e r  f e e d  t h e  most r e c e n t  b i t ,  i 1 2 ,  and t h e  f i v e  o l d e r  
b i t s  i n  t h e  r e g i s t e r ,  i l ,  i2, i s ,  is, and i6, t o  a modulo 2 adder ( p a r i t y  
g e n e r a t o r ) .  The output  o f  t h i s  adder  i s  zero i f  t h e r e  are an even number o f  
ones i n  i t s  i n p u t ;  i t s  output  i s  one if t h e r e  are an odd number o f  ones i n  i t s  
i n p u t .  
The output  o f  t h e  adder  i s  t h e  p a r i t y  b i t  p12, a s s o c i a t e d  with informa- 
t i o n  b i t  i 1 2 ,  and t h e s e  are both  ready f o r  t ransmiss ion  over t h e  channel .  
( I n  the a c t u a l  equipment they  are t r a n s m i t t e d  i n  sequence.)  I t  should be noted 
t h a t  it i s  t h e  most r e c e n t  in format ion  b i t  t h a t  i s  t r a n s m i t t e d ,  along wi th  i t s  
p a r i t y ,  so there is  n e g l i g i b l e  d e l a y  i n  t h e  encoder .  A s  soon a s  i 1 2  and p12 
are t r a n s m i t t e d ,  i 1 3  i s  read  i n t o  t h e  encoder ,  a l l  b i t s  s h i f t i n g  one p l a c e  t o  
t h e  r i g h t ,  and p13 = i 2 @ i 3 @ i q ~ i 6 @ i + i ~ ~  and i 1 3  are ready f o r  t r a n s m i s s i o n .  
Encoding cont inues  i n  t h i s  f a s h i o n .  
A t  t h e  decoder,  rece ived  information i s  f e d  i n t o  a d u p l i c a t e  of  t h e  
encoder,  b u t  rece ived  p a r i t y  i s  a l s o  f e d  i n t o  t h e  mod 2 adder .  The output  o f  
t h e  adder a t  t h i s  moment i s  denoted by S12.  
By d e f i n i t i o n ,  a t  t h e  encoder,  wi th  modulo 2 a d d i t i o n  always understood,  
Now a t  t h e  decoder t h e  r e c e i v e d  forms o f  t h e s e  information b i t s  a r e  added t o  
t h e  p a r i t y  b i t  p12; t h e r e f o r e ,  i f  t h e  b i t s  were c o r r e c t ,  p12 would be added 
t o  i t s e l f ,  t h u s  g e t t i n g  ze ro .  I f  one o f  t h e  b i t s  were wrong, S12 would equal 
one; i f  two were wrong, S12 would be  ze ro ,  and so on. Therefore  S12 is  
independent o f  t h e  a c t u a l  t r a n s m i t t e d  va lues  o f  t h e  seven b i t s  of  which it i s  
composed and depends only on t h e  number of e r r o r s  i n  t h e  rece ived  v e r s i o n s  o f  
those  b i t s ,  be ing  one i f  t h e  number o f  e r r o r s  i s  odd, and zero i f  t h e  number of  
e r r o r s  i s  even. 
I n  o r d e r  t o  analyze t h i s  p r e c i s e l y ,  denote  t h e  r e c e i v e d  b i t s  by 
i i i; = ik@ek and p; = p @ep ( t h e  e r r o r  t e r m ,  e o r  ep i s  zero i f  t h e  correspond- 
i n g  b i t  was r e c e i v e d  c o r r e c t l y ,  and one if it was r e c e i v e d  i n c o r r e c t l y ) ;  then  
k k  k k’  
(A2 1 i i i i i i  P = e l@e2@e 9 e $e 6c3e 1 2@ e 1 S 1 2 
Now, a t  t h e  moment shown i n  f i g u r e  29, i i  is  a t  t h e  r i g h t  end o f  t h e  
decoder cha in ,  and t h e  f u n c t i o n  o f  t h e  decoder a t  t h i s  i n s t a n t  i s  t o  dec ide  
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whether Si i s  c o r r e c t  o r  n o t ,  and change it i f  it i s  wrong. Another p a i r ,  
i i 3  and 1113, w i l l  then  e n t e r  t h e  decoder ,  i; 
t h e  same process  w i l l  decode i;. Decoding w i l l  cont inue  i n  t h i s  f a s h i o n .  I n  
o r d e r  t o  show how i; 
have been no e r r o r s  b e f o r e  
w i l l  be a t  t h e  s i g h t  end, and 
i s  decoded, make t h e  p r e l i m i n a r y  assumption t h a t  t h e r e  
i; and p i .  
With t h i s  assumption it can b e  seen  t h a t  when S1 was formed 12 b i t s  ago, 
t h e  o n l y  b i t s  involved t h a t  might have been wrong were i l  and p1, so  t h a t  
(A31 
i P  S1 = e lee l  
S i m i l a r l y ,  up t o  s6 
~5 = e5eeg i 
When t h e  next  b i t  e n t e r s  t h e  s h i f t  r e g i s t e r ,  i l  i s  i n  p o s i t i o n  7 o f  t h e  
r e g i s t e r  and w i l l  be  added modulo 2 t o  t h e  seventh  p a r i t y  and informat ion  b i t s .  
Thus , 
(A9 1 i i ~7 = e7eeYw1 
Again a l l  b i t s  s h i f t  by one and t h e  modulo 2 a d d i t i o n  g i v e s  
S i m i l a r l y ,  
and as i n  equat ion  (A2) 
Another way o f  s e e i n g  how t h e  S equat ions  are developed i s  t o  assume 
t h a t  i; has  been c o r r e c t l y  decoded i n t o  i y ,  which means t h a t  t h e  va lue  of  
e: i s  known i 
i 
e l  = 0 i f  i; = i l  c o r r e c t l y  rece ived  
e l  = 1 i f  i; # i l  e r r o r  received 
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Therefore ,  S12 can be complemented i f  e! = 1 t o  remove t h e  e f f e c t  of e;. 
In any case ,  
Now t h e  S equat ion r e g i s t e r  is  
t h e  ind ices  by 1 
s11 = 
Consecut ively removing t h e  t e r m  
s h i f t i n g  down by 1 w i l l  g ene ra t e  
advanced one s t e p  t o  t h e  r i g h t ,  t hus  lowering 
e; ( i f  it i s  p resen t  i n  t h e  S equat ion)  and 
t h e  remaining S equa t ions .  
The 1 2  S equat ions  are now combined t o  g ive  t h e  fol lowing s e t  of  
equat ions  : 
i 
= s1 = e1Bey 
i i  A, = s7 = elee7eeT 
1 
To s impl i fy  t h e  n o t a t i o n  f o r  APP decoding, t h e  above s e t  of equat ions  i s  
w r i t t e n  i n  abbrevia ted  form as 
where ni i s  t h e  number of  e r r o r  terms i n  t h e  given equat ion  minus one.  A l l  
a d d i t i o n  i s  modulo 2 .  The important  t h i n g  t o - n o t e  about t h i s  se t  of  equat ions  
i s  t h a t  it i s  “orthogonal  i n  i l ” ;  t h a t  i s ,  e i  occurs  i n  each equa t ion ,  and no 
o t h e r  term occurs  more than  once i n  t h e  whole a r r a y .  This  o r thogona l i ty  permi ts  
use of  t h e  fo l lowing  decoding r u l e  t o  determine e? ;  t h a t  i s ,  t o  determine i f  
i; 
then i; 
i s  r i g h t  o r  wrong, I f  more than three of the  six equations are equaZ t o  1, 
i; 
is wrong ( e l  = 1 )  and must be changed. 
I t  w i l l  be shown t h a t  t h i s  r u l e  w i l l  decode c o r r e c t l y  i f  no more than  
3 of  t h e  24 b i t s  i l .  . . p12 are wrong. ( In  f a c t ,  only 22 b i t s  a r e  con- 
cerned ,  s i n c e  p3 and pq are not  i n  t h e  e q u a t i o n s . )  To v e r i f y  t h a t  t h e  r u l e  
works i s  s imple.  I f  i l  is r i g h t  and one, two o r  t h r e e  o t h e r  b i t s  a r e  wrong, 
t h e r e  can be a t  most 3 ones among t h e  equa t ions ,  s i n c e  each o f  t h e  o t h e r  b i t s  
occurs  i n  only one p l a c e .  I f  
i; i s  wrong, it makes a l l  s i x  equat ions  one, and i f  i; and another  b i t  o r  
two a r e  wrong, t h e  o t h e r  b i t s  r e s t o r e  one o r  two o f  t h e  equat ions  t o  zero  but  
leave  a t  l e a s t  4 ones.  Each of  t h e s e  cases  g ives  more than  3 ones and thus  
leads  t o  c o r r e c t i n g  i;. 
But 3 o r  less ones i s  not  enough t o  change i;. 
2 1  
Thus i; w i l l  be decoded c o r r e c t l y  i f  no t  more than  3 of  t h e  2 2  b i t s  a r e  
wrong. Actua l ly  some combinations o f  more than  3 e r r o r s  w i l l  a l s o  be decoded 
c o r r e c t l y .  Now, when it i s  decided t h a t  i; i s  wrong, complement it and t h e  
va lues  of  S7 ,  Sa, S g ,  S l o ,  S11, and S12. This  removes thy  e: term. Thus, 
be fo re  a new p a i r  o f  b i t s  i s  e n t e r e d ,  t h e  e f f e c t  of  t h e  i l  , e r ro r  has  been 
e l imina ted ,  and f o r  decoding i 2 ,  t h e  decoder i s  i n  t h e  same s t a t e  it would 
have been i n  i f  i; had been c o r r e c t .  A s  f a r  as t h e  decoder i s  concerned, 
t h e r e  have been no previous  e r r o r s .  
The S r e g i s t e r  r e s e t t i n g  ope ra t ion  i s  c a l l e d  hard d e c i s i o n  feedback.  
Assume t h a t  t h e  decoded b i t  is always decoded c o r r e c t l y .  If e? i s  c a l l e d  
t h e  p o s s i b l e  e r r o r  i n  t h e  output  b i t ,  t hen  S12 a f t e r  decoding should  be 
r e w r i t t e n  as 
and s h i f t i n g  by one space ,  S11 a c t u a l l y  becomes 
l i kewise ,  
s i m i l a r l y  down t o  S I :  
In  o t h e r  words, t h e  S equat ions  a c t u a l l y  depend on p rev ious ly  decoded b i t s .  
This exp la ins  why once a decoding e r r o r  i s  made, more e r r o r s  t end  t o  be made 
even though only c o r r e c t  b i t s  may subsequent ly  e n t e r  t h e  decoder .  
Figure 30 shows t h e  APP decoder which inc ludes  an analog c i r c u i t  f o r  com- 
pu t ing  t h e  weight ing f a c t o r s .  The weight ing f a c t o r s  f o r  t h e  gaussian channel 
a r e  computed as fo l lows:  The incoming vo l t age  l e v e l s  V f o r  each b i t  are 
passed through a non l inea r  a m p l i f i e r  - t h a t  has  an output  
- loge (co th [  (v/02)  - ] V I ]  1 where V and o2 a r e  t h e  average r ece ived  vo l t age  
and i t s  va r i ance .  The top  analog s h i f t  r e g i s t e r  has as i n p u t s  t h e  set  of 
and t h e  bottom one has as inpu t s  t h e  set  of  cp.  The k t h  analog adder  above 
t h e  analog s h i f t  r e g i s t e r s  has  as i n p u t s  t h e  s e t  o f  c ' s  t o  form c k .  
pu t  o f  t h i s  adder  i s  f ed  t o  a non l inea r  dev ice  t h a t  has  an output  of  
2 l oge [co th (x /2 ) ]  f o r  an inpu t  of  x. This  i s  t h e  weight ing f a c t o r  f o r  t h e  
p a r i t y  check Ak. The th re sho ld  T i s  formed by t a k i n g  h a l f  t h e  sum of  t h e  
weight ing f a c t o r s  as c a l l e d  f o r  by equat ion  (8) .  S ince  t h e  analog c i r c u i t  
computes t h e  c o r r e c t  s e t  o f  weights  and t h e  t h r e s h o l d  T a t  any i n s t a n t ,  i t  i s  
combined with t h e  decoder of  f i g u r e  29 t o  g i v e  a complete APP decoding c i r c u i t ,  
c i  
The ou t -  
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APPENDIX B 
MAJORITY DECODING AND APP THRESHOLD DECODING OF THE 
(15,7) BOSE-CHAUDHURI CODE 
Decoding t h e  (15,7)  Bose-Chaudhuri code w i l l  be desc r ibed  as an example 
of t h r e s h o l d  decoding o f  a block code. This  i s  a type  o f  c y c l i c a l  block code 
t h a t  c o r r e c t s  two e r r o r s  i n  a b lock .  Figure 31 shows t h e  s t r u c t u r e s  of  t h e  
encoder and t h e  decoder .  The encoding ope ra t ion  i s  as fo l lows .  Information 
b i t s  are loaded i n  p a r a l l e l  i n t o  a seven-stage s h i f t  r e g i s t e r .  Taps on t h e  
s h i f t  r e g i s t e r  f eed  t h e  most r e c e n t  b i t  i l ,  a long  with i5 and i7 i n t o  a 
modulo 2 adder ,  and t h e  output  i s  t r a n s m i t t e d  as wel l  as f e d  back i n t o  p o s i t i o n  
7 of  t h e  s h i f t  r e g i s t e r .  The s h i f t i n g  and t r ansmiss ion  cont inue  through i n f o r -  
mation b i t  i7. The process  i s  cont inued u n t i l  e i g h t  p a r i t y  b i t s  a r e  
genera ted ,  namely, 
i = i @i @i k = 8,  9 ,  . . ., 15 (B1) k k -1  k - 3  k-7’  
Af t e r  a l l  15 code d i g i t s  have been s h i f t e d  o u t ,  t h e  7-s tage  r e g i s t e r  once again 
con ta ins  t h e  o r i g i n a l  in format ion ,  i l  t o  i 7 .  
A t  t h e  decoder ,  rece ived  informat ion  i s  f e d  i n  p a r a l l e l  i n t o  a 15-stage 
s h i f t  r e g i s t e r .  
t i o n s .  Major i ty  decoding, shown i n  f i g u r e  31 (b ) ,  i s  o r d i n a r i l y  used.  The 
equat ion  
Taps l ead  t o  fou r  mod 2 adders  t o  c a l c u l a t e  t h e  p a r i t y  equa- 
A i  = ii@i+@iA 
can be reduced t o  t h e  t r a n s m i t t e d  information p l u s  e r r o r  terms 
A; = i 5 ~ 5 c ~ i 7 ~ ~ e 7 ~ ~ i 8 c ~ e 8  
but  from equat ion  (Bl) 
i l  = i 5 @ i 7 @ i 8  
A; = i l ~ e S c ~ e 7 c ~ e 8  
thus  
Wri t ing a l l  p a r i t y  equat ions  i n  t h e  same manner r e s u l t s  i n  
A; = i l e e l  1 
2 3  
0 The ma jo r i ty  dec i s ion  r u l e  i s  i l  = 1 i f  
4 
C A f L 3  
0 
To produce a t h r e s h o l d  decoder which performs e x a c t l y  l i k e  t h e  ma jo r i ty  decoder 
(see f i g .  3 1 ( c ) ) ,  connect ions from i l  a r e  added. The f irst  p a r i t y  equat ion  
f o r  t h i s  decoder becomes 
A, = A;@il@el 
S i m i l a r l y ,  
The Ai are or thogonal  i n  e l  and a r e  independent of  t h e  va lue  o f  t h e  t r a n s -  
mi t t ed  b i t .  I f  t h e r e  are an odd number of  e r r o r s  i n  t h e  equat ion  A i  = 1; and 
i f  t h e r e  a r e  an even number, A i  = 0 . 
equat ions  i s  : 
The d e c i s i o n  r u l e  with t h e s e  p a r i t y  check 
I f  4 
i = 1  
C A i 2 3  
0 then  i i  i s  assumed t o  be i n  e r r o r ;  hence,  change it  t o  produce i l ,  t h e  ou t -  
pu t  b i t ,  which s t i l l  may con ta in  an e r r o r  ( i l  # i l ) .  0 
This dec i s ion  r u l e  i s  of  e x a c t l y  t h e  same form as t h a t  f o r  t h e  convolu- 
t i o n a l  code d i scussed  e a r l i e r .  I f  a l l  t h e  r ece ived  b i t s  were c o r r e c t ,  each 
equat ion  f o r  A i  would add t o  0 .  If one o r  two o f  t h e s e  b i t s  were wrong, a t  
most two of  t h e  A i  would equal  1, t h e  t h r e s h o l d  would not  be exceeded, and 
t h e  b i t  would be c o r r e c t l y  decoded. 
Af t e r  decoding t h e  f i r s t  b i t  i;, t h e  b i t  i s  c o r r e c t e d  and c i r c u l a t e d  t o  
p o s i t i o n  15.  I d e n t i c a l  decoding r u l e s  a r e  app l i ed  t o  decode i;. The process  
cont inues  u n t i l  a l l  in format ion  b i t s  a r e  decoded. The formal proof  f o r  t h e  
above i s  given by W .  H .  Peterson ( r e f .  4 ) .  However, it i s  simple t o  advance 
t h e  i n d i c e s  of  t h e  p a r i t y  equat ions  i n  s t e p s  of  1 (mod 16) and t o  show by sub-  
s t i t u t i o n  t h a t  t h e  equat ions  always form orthogonal  p a r i t y  checks f o r  t h e  b i t  
which i s  p r e s e n t l y  i n  p o s i t i o n  "one" i n  t h e  decoder .  Even t h e  p a r i t y  b i t s  can 
be decoded i n  t h i s  manner by s h i f t i n g  a f u l l  c y c l e ,  a f a c t  which is  shown t o  be 
use fu l  i n  t h e  d i scuss ion  o f  t h e  tes t  r e s u l t s .  
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Figures  31(b) and 31(c) show dashed and s o l i d  feedback l i n e s .  I t  i s  not  
a t  a l l  c l e a r  which connect ion should r e s u l t  i n  t h e  b e t t e r  performance. 
C l e a r l y ,  when t h e  number o f  e r r o r s  i n  t h e  block does no t  exceed t h e  e r r o r  c o r -  
r e c t i o n  c a p a b i l i t y ,  t h e  decoder w i l l  e l i m i n a t e  a l l  e r r o r s  with both types  of  
feedback. For p o t e n t i a l  e r ro r - caus ing  s i t u a t i o n s ,  it was found t h a t  t h e  feed-  
back of  t h e  decoded va lue  w i l l  r e s u l t  i n  a lower average e r r o r  p r o b a b i l i t y .  
This  i s  t h e  only  feedback connect ion of  t h e  b ina ry  s h i f t  r e g i s t e r  explored i n  
connect ion with APP decoding and w i l l  be. c a l l e d  b i n a r y  hard dec i s ion  feedback. 
The APP th re sho ld  decoder i s  shown i n  f i g u r e  3 2 .  The ope ra t ion  o f  t h i s  c i r c u i t  
i s  so similar t o  t h a t  i n  f i g u r e  30 t h a t  no d e t a i l e d  exp lana t ion  should be 
necessary .  
For completeness,  t h e  encoding and decoding equat ions  f o r  t h e  (73,45) code 
are given.  Encoding: 
i k = i  k-45  @i k - 4 3  @i k-35eik-21@ik-20@ik-16 @i k-9 @i k - 3  ( B 6 )  
where 
i = 46, 47, . . ., 73 
and decoding : 
The dec i s ion  r u l e  wi th  t h e s e  p a r i t y  check equat ions  i s :  
If  
9 
1 A * ’ 5  
i= 1 
1 -  
0 
i; i s  assumed t o  be i n  e r r o r ;  hence change i t  t o  produce i l .  
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APPENDIX C 
DERIVATION OF THE APP DECODING ALGORITHIII 
For optimum threshold decoding the rule is chosen to make the conditional 
probability that em is either 1 or 0 (i; is in error or not) a maximum given 
the set of J parity checks. 
Pr (e,=V/{Ai 1 )  maximum (cia> 
In other words, choose e, = 1. Then 
From Baye's rule, equation (Cla) is rewritten 
From the orthogonality on e, of the Ai and the digit to digit independence 
J 
i= 1 
Pr ({Ai }/em=V) = 17 Pr (Ai/em=V) 
When equations (C3) and (C4) are substituted into ( C 2 )  and the common term 
Pr((Ai1) is cancelled: 
J J 
i= 1 i=1 
Pr(em=l) n Pr(Ai/e,=l) > Pr(e,=O) 17 Pr(Ai/e,=O) 
or 
J n Pr(Ai/em=l)/Pr(Ai/em=O) > Pr(e,=O)/Pr(e,=l) 
i= 1 
Define 
Pr(e,=l) = po = 1 - qo = error probability of bit e, (decoded bit) 
pi = 1 - qi = probability (odd number of 1's among the noise 
bits that are checked by Ai, exclusive of em) 
then 
Pr (Ai=l/e,=l) = Pr (A. 1 =O/e,=O) = qi 
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Since Ai 
forms : 
is  e i t h e r  1 o r  0 each f a c t o r  i n  equat ion  (Clb) i s  i n  one of  two 
Equations (C7) and (C8) a r e  used t o  r e w r i t e  (Clb) a s  
o r  
S ince  t h e  e! a r e  independent random v a r i a b l e s  with 
B 
it can be shown t h a t  ( see  r e f .  1 )  
P i  - z [' - ; (1 - 2y9] 
j = 1  
where n i  i s  t h e  number of e r r o r  terms i n  A i  exc lus ive  of e,. Note t h a t  
t h e  product  does not  i nc lude  a term f o r  t h e  encoded b i t  
equa t ion  ( ~ 9 )  i s  a l s o  t r u e  f o r  
em; a l s o  no te  t h a t  
Now po = (1/2)[1 - (1 - 2y:)] = ~1 '. 
q i  
P i  
- =  -~ 
j = l  
Since  summation is  p r e f e r a b l e  t o  m u l t i p l i c a t i o n ,  de f ine :  
B c.  3 = - loge ( l  - Zyf) 
"i 2 = coth  ( -  1 C i )  
P i  j =1 
Then 
27 
and 
90 
PO 
- = c o t h  [ (1/2)Ci] 
Taking logari thms on both  s i d e s  of  equat ion  (Clc) 
and us ing  equat ions  (C12) and (C13) y i e l d s  
I f  t h e  weights are d e f i n e d ,  t h e  t h r e s h o l d  equat ion  becomes 
Fur ther ,  i f  
1 T = -  1 2 wi i = o  
t h e  f i n a l  form of  t h e  APP t h r e s h o l d  decoding equat ion  becomes 
C wiAi > T 
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APPENDIX D 
CALCULATION OF PERFORMANCE MEASURES FROM AN 
ENERGY E F F I C I E N C Y  STANDPOINT 
To compare d i f f e r e n t  coding schemes c o n s i s t e n t  measures of  performance 
must be found, and f i n d i n g  them r e q u i r e s  first a d e f i n i t i o n  o f  t h e  channel 
under c o n s i d e r a t i o n .  The fol lowing normalizing assumptions are thought t o  be 
reasonable  f o r  i n t e r p l a n e t a r y  channels  i n  t h e  S-band, where t h e  dominant 
source  of  n o i s e  i s  t h e  r e c e i v e r ,  and where p r o v i s i o n  f o r  b i t  r a t e  changes must 
be made because o f  t h e  changing d i s t a n c e  between t h e  s p a c e c r a f t  and e a r t h .  
(1) An i d e n t i c a l  modulator,  t r a n s m i t t e r ,  and r e c e i v e r  system w i l l  be 
assumed f o r  a l l  coding schemes cons idered .  (Thus r a t e  1 / 2  codes w i l l  n o t  be 
pena l ized  f o r  t h e i r  g r e a t e r  bandwidth requirement f o r  t h e  same information 
b i t  r a t e . )  
( 2 )  The system d e l i v e r s  a s t ream o f  b i t  l o g  l i k e l i h o o d  r a t i o s  t o  t h e  
decoder (matched f i l t e r  r e c e p t i o n ) ;  t h a t  i s ,  t h e  i n d i v i d u a l  b i t  e r r o r  p r o b a b i l -  
i t y  can be c a l c u l a t e d  from t h e  r e c e i v e d  v o l t a g e  a t  t h e  b i t  d e c i s i o n  t ime .  
( 3 )  The t ransmiss ion  r a t e  o f  in format ion  i s  assumed c o n s t a n t .  
(4) The n o i s e  i s  a d d i t i v e  white  gauss ian  and changes i n  average power a r e  
very slow. 
The r e c e i v e d  s i g n a l  power v a r i e s  very  s lowly wi th  t i m e .  I t s  magnitude a t  
any p a r t i c u l a r  t i m e  w i l l  be  denoted as S .  The time r e q u i r e d  t o  send a s i n g l e  
b i t  i s  T .  The energy p e r  t r a n s m i t t e d  b i t  is  t h e n  ST j o u l e s .  The n o i s e  
power has  a s p e c t r a l  d e n s i t y  o f  No W/Hz.  The t o t a l  n o i s e  power i n  a band of  
f Hz i s  p r o p o r t i o n a l  t o  N o f .  S ince t h e  bandwidth i s  i n v e r s e l y  p r o p o r t i o n a l  
t o  t h e  b i t  d u r a t i o n ,  t h e  n o i s e  power i n  t h e  t ransmiss ion  spectrum i s  a l s o  
No/T. The n o i s e  energy p e r  b i t  i s  t h e r e f o r e  No independent 
on. A convenient  normalized v a r i a b l e  f o r  t h e  ca c u l a t i o n s  
p r o p o r t i o n a l  t o  
of  t h e  b i t  d u r a t  
t o  fo l low i s  t h e  s i g n a l - t o - n o i s e  energy r a t i o  p e r  t r a n s m i t t e d  b i t  
E/No = ST/No 
I t  i s  w e l l  known ( r e f .  5 )  t h a t  under t h e s e  c o n d i t i o n s ,  t h e  output  o f  t h e  
matched f i l t e r  r e c e i v e r  i s  a gauss ian  random v a r i a b l e  y whose mean is  p o s i -  
t i v e  o r  n e g a t i v e  according t o  whether a 0 o r  1 was s e n t  i n  t h e  corresponding 
t i m e  p e r i o d .  
Under t h e s e  c o n d i t i o n s  t h e  average b i t  e r r o r  p r o b a b i l i t y  i s  
Pe 
1 
m - 
e 
X2 -
2 dx 
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where E/No is t h e  l i n e a r  s i g n a l - t o - n o i s e  power r a t i o .  For r e fe rence  f o r  
l a r g e  E/No t h i s  i s  approximated wi th in  1 pe rcen t  by 
f o r  - E > 5 
NO 
The p r o b a b i l i t y  t h a t  a rece ived  b i t  i t  i s  i n  e r r o r ,  given i t s  rece ived  
vo l t age  l e v e l ,  i s ,  from f i g u r e  33, j 
( I v I -3 
e 202 
e 202 + e  2 0 2  
(D4) 
- 
(lVl-0,2 - (-lVl-0,2 Pe - 
Having c h a r a c t e r i z e d  t h e  channel ,  one can now proceed t o  desc r ibe  t h e  
most o f t e n  used performance c r i t e r i o n  f o r  codes,  t h a t  o f  coding ga in .  In 
s h o r t ,  coding ga in  i s  t h e  i n c r e a s e  o f  t h e  r ece ived  power t h a t  would be 
r equ i r ed  t o  achieve  t h e  same b i t  e r r o r  p r o b a b i l i t y  f o r  no decoding as f o r  
coding. 
With t h e  r e l a t i o n s h i p  of  equat ion  (D4), a graph can be drawn of  b i t  e r r o r  
p r o b a b i l i t y  versus  E/No ( f i g .  34) corresponding t o  t h e  case  o f  no coding. 
In f i g u r e  34, t h e  performance o f  a h y p o t h e t i c a l  code i s  a l s o  shown. I t  can be 
seen t h a t  t h e  coding ga in  i s  reduced as E/No becomes sma l l e r ,  and e v e n t u a l l y ,  
t h e  code performs worse than  no coding. This i s  an un fo r tuna te  c h a r a c t e r i s t i c  
p a r t i c u l a r l y  o f  s imple codes,  where o therwise  they  would be most u s e f u l ,  t hey  
a r e  l e a s t  e f f e c t i v e .  
For t h e  above comparison, t h e  code performance curve i s  drawn i n  t h e  
fo l lowing  manner. I t  i s  assumed t h a t  t h e  decoded b i t  versus  input  b i t  e r r o r  
p r o b a b i l i t i e s  have somehow been determined (1) . I  Then by means o f  f i g u r e  34 
f o r  a given inpu t  b i t  e r r o r  p r o b a b i l i t y  (1) E/No i s  read  ( 2 ) .  
Since  codes c h a r a c t e r i s t i c a l l y  send more than  one b i t  p e r  information 
b i t ,  a ra te  l o s s  i s  added ( 2 - 3 )  
where R i s  t h e  r a t i o  o f  in format ion  b i t s  t o  in format ion  p 
t r a n s m i t t e d .  This  i s  t h e  E/No which would be r ece ived  by 
communication system and informat ion  ra te  i f  no coding were 
inc reased  s i g n a l - t o - n o i s e  r a t i o  t h e  input  b i t  e r r o r  probabi  
t han  t h e  input  b i t  e r r o r  p r o b a b i l i t y  t o  t h e  decoder (1) 
reduces t h e  output  b i t  e r r o r  p r o b a b i l i t y  (5) below t h i s  
us  p a r i t y  b i t s  
t h e  i d e n t i c a l  
used. For t h i s  
i t y  (4) i s  lower 
Only i f  t h e  decoder 
va lue  can one speak o f  
- - .  -~ 
INumbers i n  parentheses  refer t o  e n c i r c l e d  numbers on t h e  f i g u r e .  
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a coding ga in .  Above ( E / N o ) ~  t h e  output  b i t  e r r o r  p r o b a b i l i t y  i s  en te red  ( 5 ) .  
And t h e  h o r i z o n t a l  d i s t a n c e  between t h e  p o i n t  j u s t  drawn and t h e  curve f o r  no 
coding i s  t h e  coding ga in  (3-6) .  
While t h e  b i t  e r r o r  p r o b a b i l i t y  c r i t e r i o n  i s  s u f f i c i e n t  f o r  s e l e c t i n g  a 
small number of  i n t e r e s t i n g  codes f o r  a given a p p l i c a t i o n ,  d e t a i l e d  s imula t ion  
is r equ i r ed  f o r  t h e  f i n a l  choice .  A s  expla ined  i n  t h e  t e x t ,  word e r r o r  proba- 
b i l i t y  f o r  s i x - b i t  words has  been chosen as t h e  measure of  performance. 
Figure 35 shows t h e  s t e p s  o f  t h e  c a l c u l a t i o n s  f o r  t h e  s p e c i f i c  example of  t h e  
(7,6)  p a r i t y  check code. 
drawn by c a l c u l a t i n g  t h e  p r o b a b i l i t y  o f  e r r o r s  occurr ing  i n  a s i x - b i t  word 
(1-P(0E)) f o r  given b i t  e r r o r  p r o b a b i l i t i e s  ( 1 ) .  The c a l c u l a t e d  po in t  (3) is 
then  drawn v e r t i c a l l y  above t h e  E/No ( 2 )  f o r  t h e  s e l e c t e d  b i t  e r r o r  p robab i l -  
i t y .  The coding performance i s  c a l c u l a t e d  i n  t h e  fo l lowing  s t e p s .  S e l e c t  a 
b i t  e r r o r  p r o b a b i l i t y  ( 1 ) .  Find t h e  corresponding E/No ( 2 )  and add t h e  r a t e  
l o s s  of  10 log(7/6)  = 0.67 dB ( 4 ) .  The new inc reased  b i t  e r r o r  p r o b a b i l i t y  i s  
found (5) a t  which t h e  b i t s  w i l l  be rece ived  from t h e  same t r a n s m i t t e r  a t  t h e  
7/6 h igher  b i t  r a t e .  Ca lcu la t ing  t h e  p r o b a b i l i t y  o f  an even number of  e r r o r s  
i n  a word rece ived  a t  t h a t  average b i t  e r r o r  p r o b a b i l i t y  r e s u l t s  i n  t h e  word 
e r r o r  p r o b a b i l i t y  ( 6 ) .  However, p a r i t y  tagged words a r e  d i sca rded .  Therefore ,  
one must c a l c u l a t e  t h e  word e r r o r  p r o b a b i l i t y  on t h e  remaining words, which 
inc reases  t h e  word e r r o r  p r o b a b i l i t y  by a f a c t o r  l / ( l -P (odd  number of  e r r o r s ) )  
( 7 ) .  Also,  t h e  informat ion  ra te  has  decreased by t h e  a d d i t i o n a l  r a t e  l o s s  of 
10 log( l (1-P(oddE)) )  (8 ) .  However, t h i s  small a d d i t i o n a l  l o s s  i s  not  shown on 
the  above curve,  s i n c e  E/No i s  t h e  r ece ived  s i g n a l - t o - n o i s e  energy r a t i o  p e r  
in format ion  b i t  be fo re  decoding; i n s t e a d ,  t h e  d e l e t i o n  r a t e  is shown a s  a 
parameter  i n  t h e  t e x t .  
t h e  coding ga in  f o r  any d e s i r e d  word e r r o r  p r o b a b i l i t y .  
The word e r r o r  p r o b a b i l i t y  curve f o r  no coding i s  
From t h e  two curves  thus  genera ted ,  one can determine 
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APPENDIX E 
BIT ERROR CALCULATIONS FROM ERROR PACKET SIMULATIONS 
For a low b i t  e r r o r  p r o b a b i l i t y ,  block codes and convolu t iona l  codes 
c o r r e c t  most of  t h e  e r r o r s .  To o b t a i n  a s u f f i c i e n t  s t a t i s t i c a l  sample a very 
long b i t  stream would have t o  be examined. I t  would t a k e  hours of  IBM 7094 
computer t ime t o  e v a l u a t e  even one code a t  one b i t  e r r o r  p r o b a b i l i t y .  There- 
f o r e ,  a scheme was developed t o  c a l c u l a t e  code performances by examining only 
p o t e n t i a l  e r ro r - caus ing  s i t u a t i o n s .  
For block codes t h e  method i s  very s imple .  The b i t  s t ream is d iv ided  
i n t o  blocks o f  a given c o n s t r a i n t  l eng th  ( e . g . ,  7 3  f o r  t h e  (73,45) code) .  A 
given number o f  i npu t  e r r o r s  a r e  in t roduced  randomly i n t o  blocks of  d a t a  and 
t h e  average number of  ou tput  e r r o r s  a r e  c a l c u l a t e d  simply as t h e  weighted 
average 
i c  
i=i . min 
where 
b i t  e r r o r  p r o b a b i l i t y  
c o n s t r a i n t  1 ength 
minimum number o f  e r r o r s  which can g i v e  ou tpu t  e r r o r s  
'b i t  
i 
i 
P ( i )  p r o b a b i l i t y  o f  i e r r o r s  i n  a block 
C 
min 
block length Nb 1 
ei average number o f  ou tput  e r r o r s  i n  ic given i inpu t  e r r o r s  - 
I n  p r a c t i c e  only  a few terms a r e  needed s i n c e  P ( i )  decreases  r a p i d l y  with 
i n c r e a s i n g  i f o r  t h e  e r r o r  p r o b a b i l i t i e s  under c o n s i d e r a t i o n .  
For convolu t iona l  codes,  t h e  c a l c u l a t i o n s  a r e  not  so d i r e c t .  I n t u i t i v e l y ,  
it i s  c l e a r  t h a t  a convolu t iona l  code compared t o  a block code with i d e n t i c a l  
c o n s t r a i n t  l ength  and i d e n t i c a l  e r r o r - c o r r e c t i n g  c a p a b i l i t y  w i l l  encounter  
e r ro r - caus ing  s i t u a t i o n s  more f r e q u e n t l y .  A model w i l l  be developed which i s  
s u f f i c i e n t l y  accu ra t e  t o  p r e d i c t  t h e  average number o f  e r ro r - caus ing  s i t u a -  
t i o n s  which a r e  encountered when N in format ion  p l u s  p a r i t y  b i t s  a r e  
r ece ived .  
Consider a sequence o f  N zeros  and ones where t h e  zeros  r e p r e s e n t  c o r -  
r e c t l y  rece ived  and t h e  ones r e p r e s e n t  e r r o r  b i t s .  I f  one counts  t h e  number 
of  e r r o r s  conta ined  f o r  each c o n s t r a i n t  l eng th ,  a second sequence r e s u l t s .  
This  i s  
assumed 
Each nu 
shown i n  an example f o r  a c o n s t r a i n t  l e n g t h  o f  24, where it i s  
t h a t  a l l  zeros  border  t h e  sequence which i s  shown. 
. . 000000001010000010000001 . . . 
00000000112222223333333444444444332222221111111000000 . . . - 
b e r  on t h e  l a s t  l i n e  r e p r e s e n t s  t h e  number o f  e r r o r s  wi th in  t h e  s l i d -  
i n g  c o n s t r a i n t  l e n g t h .  Neglect ing end e f fec ts  f o r  l a r g e  N ,  t h e  second 
sequence has  t h e  same number o f  members as t h e  f i r s t ,  namely, N .  The average 
number o f  times each member o f  t h e  sequence occurs  i s  
One is  i n t e r e s t e d  o n l y  i n  how many times a maximum occurs ,  r e p r e s e n t i n g  an 
e r ror -caus ing  s i t u a t i o n .  One must t h e r e f o r e  c a l c u l a t e  t h e  average number of  
s h i f t s  t h a t  one s t a y s  i n s i d e  an e r r o r  c l u s t e r  o f  a given number o f  e r r o r s .  
( I n  t h e  above example, t h e  4 appears  n i n e  times i n  sequence.)  
j = i c - i + l  
I 
( ic-1)  
\ i - 1 J  
where d i  is t h e  average number o f  s h i f t s  w i t h i n  a c l u s t e r  of  i e r r o r s .  
Equation (E3) can b e s t  be understood when it i s  d e r i v e d  f o r  an example, 
( i  = 4, ic = 24) .  I t  i s  assumed t h a t  when t h e  e r r o r  c o n d i t i o n  i s  f i r s t  
reached t h e  o t h e r  i-1 
s t r a i n t  l eng th .  When t h e  f i r s t  and las t  b i t  a r e  i n  e r r o r  (d = 1) t h e  remain- 
i n g  i - 2  e r r o r s  may be  l o c a t e d  i n  any o r d e r  i n  t h e  i , - 2  b i t s .  There a r e  
(ici2) ways t o  d i s t r i b u t e  t h e  e r r o r s .  When t h e  l a s t  b i t  i n  e r r o r  i s  i n  t h e  
second p o s i t i o n  (d = 2 ) ,  t h e r e  are ( iCi3)  ways t o  d i s t r i b u t e  t h e  remaining two 
e r r o r  b i t s ,  e t c .  Hence, t h e  average d i s t a n c e  is 
e r r o r  b i t s  are  randomly d i s t r i b u t e d  over  t h e  con- 
1(y) + 2 ( 3  + 3 ( 3  + . . . + 2 0 ( 3  + 2 1 ( 3  - 
where (i3) is  t h e  t o t a l  number o f  ways t h e  i-1 = 3 e r r o r s  can be d i s t r i b u t e d  
over  t h e  23 p o s i t i o n s .  I t  can be shown by mathematical  induct ion  t h a t  
equat ion  (E3) can be  reduced t o  
- 
d -  = ic/i 1 
which i s  t h e  average d i s t a n c e  between e r r o r s ,  provided t h e r e  are i e r r o r s  
i n  ic. When c l u s t e r i n g  o f  more than  i e r r o r s  i n  i, has  n e g l i g i b l e  
33 
p r o b a b i l i t y  o f  occurrence compared t o  i e r r o r s  i n  ic, t h e  average t o t a l  
number o f  e r r o r - c a u s i n g  s i t u a t i o n s  i s  from equat ions  (E2) and (E3): 
- - 
Ni/d i  = P( i )N/d i  (E51 
When Fi i s  t h e  average number o f  o u t p u t  e r rors  i n  N R in format ion  b i t s ,  
and R i s  t h e  s i g n a l i n g  ra te  (equal t o  1 / 2  for t h e  codes cons idered  i n  t h i s  
r e p o r t )  , then  
Average t o t a l  number o f  e r r o r s  
by e r r o r  b u r s t s  o f  l e n g t h  
i n  N in format ion  b i t s  caused = NP(i )e i /Rai  (E61 
i 
A s  t h e  example shows, a peak i s  reached i n  s t e p s  o f  one.  Hence, when t h e  peak 
i s  o f  magnitude i on t h e  average ,  i t  is f lanked  by 2d i  ( i - 1 ) -  These must be  
s u b t r a c t e d  t o  count peaks of  magnitude i-1. 
N i - l  = [ P ( i - l ) N  - 2NP(i ) ] /d i - l  (E71 
and 
Average number o f  e r r o r s  i n  
N in format ion  b i t s  caused by = {N[P(i-1) - 2 P ( i ) ] / R d i - l ) E i  
e r r o r  b u r s t s  o f  l e n g t h  i-1 ( E 8 1  
For i - 2  e r r o r  b u r s t s  one would have t o  s u b t r a c t  terms conta in ing  P ( i -1 )  and 
P ( i ) .  However, equat ion  (E8) i s  s u f f i c i e n t l y  a c c u r a t e ,  s i n c e  P ( i )  decreases  
r a p i d l y  as i i n c r e a s e s  f o r  t h e  e r r o r  p r o b a b i l i t i e s  cons idered .  I t  i s  a l s o  
v a l i d  f o r  t h e  h i g h e s t  c l u s t e r i n g  t h a t  may be cons idered ,  s i n c e  P ( i + l )  = 0 
f o r  i + 1 > i,; t h u s ,  t h e  equat ion  f o r  convolu t iona l  codes f o r  b i t  e r r o r  
p r o b a b i l i t y  is  : 
1 _ -  - P ( i )  - 2 P ( i + l )  d i  'b i t  R m i  n 
A s  i n  equat ion  (El) o n l y  t h e  f i r s t  f e w  terms need t o  be cons idered .  
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Pr(ey = I )  = Probability that a received bit is in 
error, given its voltage level 
V = Voltage level of the received bit in 
units of V 
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(a) Error probability of a given bit versus voltage received. 
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(c) Calculation of the weights. 
Figure 2.- Illustration of the calculation of weights. 
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Figure 4 . -  Performance o f  majority d e c i s i o n  (24,12) hardware decoder .  
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Figure 7.-  (15,7) block code - s i x - b i t  word e r r o r  r a t e s .  
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Figure 9 . -  (15,7) block code - s i x - b i t  word e r r o r  performance. 
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Figure 10.-  (73,45) block code - b i t  e r r o r  r a t e s .  
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Figure 1 1 . -  (73,45) block code - s i x - b i t  word e r r o r  rates.  
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