Abstract-The goal of this study was to model the important individual differences to predict a user's performance when operating an assistive robotic manipulator for a general population. Prior research done led to the identification of ten potential human factors to be observed including dexterity (gross and fine), spatial abilities (orientation and visualization), visual acuity in each eye, visual perception, depth perception, reaction time, and working memory. Eighty-nine individuals completed a test battery of potential human factors and, then, completed several tasks using a robotic manipulator designed to simulate find-and-fetch/pick-andplace tasks. During interaction with the robot, time on task, number of moves, and number of moves per minute were recorded. We successfully developed statistical models predicting performance that revealed several important human factors. Speed of information processing, spatial ability, dexterity, and working memory were all seen to be significant predictors of task performance. For time on task, linear and polynomial models showed roughly similar predictive performance on unseen test data achieving root-meansquare percentage error of about 7.3%; for number of moves per minute, a polynomial model was best with 9.1% error; and for number of moves, a linear model was best with 12.8% error.
lower limbs [1] . For one-third of these mobility-assisted users, receiving regular assistance completing everyday tasks [also called activities of daily living (ADLs)] remains a critical need [2] . Furthermore, two-thirds of mobility device users have limitations in one or more instrumental ADLs-this includes activities such as grocery shopping, telephone use, meal preparation, light housework, etc. [3] . These findings directly underscore the need to implement solutions that improve users' quality of life by decreasing their need to rely on caregivers for assistance. Over the past few years, an increasing variety of assistive robotic manipulators (under the broad category of personal service robots) have emerged to augment the functional capacity of the disabled individual. While versions of these robots have been used for the past 40 years to improve the lives of those who are experiencing a disability [4] , not much is known about how much an assistive robot should assist its user. Several specific questions are currently unanswered: 1) how much autonomy or control should the user or robot have? and (2) how should the robotic device adapt to the user and compensate for specific physical and sensory limitations? To answer these questions, the factors that affect people's performance operating their assistive robotic device need to be identified first.
Since the introduction of the remote control and the creation of teleoperation, researchers have been looking at various aspects of a person's being (also known as human factors) to see which ones have an impact on performance. The majority of studies investigating human factors that affect performance look for ways to screen for potential adept operators and improve performance of others by identifying which factors are most important and then training individuals to improve those factors. Lathan and Tracy [5] found individuals with better spatial perception ability made fewer errors when controlling a teleoperated robotic system. Gomer and Pagano took it a step further and looked at the independent components of spatial abilities to determine how the performance relates not only to robotics but other fields as well [6] [7] [8] . Several studies have been done for NASA to determine how to screen for potential operators of the manipulators used on the shuttle [9] , [10] . However, most of these studies only examine a select few factors, predominantly spatial abilities, and the analysis is typically limited to correlations. A study by Gomer and Pagano [7] that does look at factors other than spatial abilities does not report on the results for the other factors apart from mentioning that they were tested for.
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was reported by Wang et al. [11] . Further work recently completed by Liu et al. [12] developed logistic models that would predict an astronaut's performance during teleoperation training based on their scores on various spatial abilities tests. However, the performance metrics used for each cannot be translated well to other fields, e.g., Liu et al. [12] used the astronauts' training scores developed by NASA to evaluate their performance, while Wang et al. [11] used metrics that are specific to the docking task such as docking accuracy and fuel consumption. Furthermore, as with other studies, these models only take into account the spatial abilities of the user and no other factors. Another issue with these studies is that they used a restricted population for their analysis, specifically astronauts, all of whom are kept to high standards of physical and mental conditioning. This makes it difficult to translate their results to a general population. Thus, the goal of the current work is to identify and create a statistical model to predict successful performance by determining which specific human factors are essential to the successful use of an assistive robotic device and create a reliable and parsimonious model predicting performance for a general population of individuals. We made this decision due to the fact that individuals with physical disabilities vary greatly from each other and this variability would confound our development effort by becoming a source of random error which may lead to added prediction errors. We also note that many potential users of assistive robotic manipulators may be in fact be healthy individuals such as those who experience either a temporary disability with mobility impairment or elderly users who may be otherwise healthy but experiencing normal age-related declines in physical ability. From this, future research can utilize this model as a starting point to develop models for various populations with disabilities.
The remainder of this paper is organized as follows. Section II goes over the initial choice of human factors and performance metrics for the study, Section III describes the experimental setup and results, Section IV presents the determination of the important human factors, Section V discusses the developed models, and Section VI presents the discussion of the current research and future work.
II. CHOICE OF HUMAN FACTORS AND PERFORMANCE METRICS
Based on a task analysis and literature search, several human factors [6] - [43] and performance metrics [4] were identified for inclusion in our study. In what follows, we describe the rationale behind the choice of human factors and performance metrics.
A. Human Factors Choice
The factors that were chosen to be analyzed are: visual acuity, depth perception (DP), spatial orientation (SO), spatial visualization, gross dexterity, fine dexterity (FD), reaction time (RT), working memory (WM), and visual perception (VP). These physical and cognitive factors cover the relevant characteristics of a person that would be controlling a robotic device.
1) Visual and Biomechanical Abilities:
Manually completing a reaching, pointing, grasping, or other psychomotor task requires complex coordination between the biomechanical systems to move the effector to a spatial target and the cognitive systems to process sensory feedback and guide the effector to the target correcting for movement variability [16] , [17] . Pointing tasks are the most simple and are completed in two phases: an initial ballistic phase consisting of a gross motor movement to guide the effector near the target, and a secondary corrective phase that uses visual and proprioceptive feedback to improve the movements' accuracy [17] [18] [19] . Successful performance of these tasks requires the balancing of the speed of the movement with accuracy to complete an efficient movement; thus, movement time is thought to be the main performance criterion of these tasks [20] . Movement time has further been found to be constrained in two ways based on 1) movement distance of the effector and 2) size of the target; this relationship is called Fitts' law. These two parameters determine the movement's difficulty called the index of difficulty. This relationship predicts that movements to smaller targets that are farther away take longer than targets that are closer and larger [20] , [21] . Reaching and grasping tasks are more complex because they also must include the calculations of an optimal motor trajectory that will result in a stable grip (spatial location of the hand and optimal grip pressure) on the target object to be grasped, called a forceclosure grasp [22] . Studies that removed visual feedback of the effector have showed the importance of vision for the performance of this task. One study showed that altering vision caused individuals to use suboptimal grip apertures [23] . Overall, these tasks are much more difficult and take longer for older adults to complete due to both age-related biomechanical declines (e.g., declines in dexterity) and cognitive changes such as decreases in spatial abilities and visual feedback processing ability [24] , [25] as well as decreases in cognitive processing speed [26] . These tasks may also be impossible for users with specific disabilities that impair the motor system, or users with decreased arm reach such as individuals in a wheelchair. Factors that are expected to predict performance during manual psychomotor tasks are also relevant for indirect psychomotor tasks such as using a keyboard and mouse (e.g., [27] ) or controlling a robot to grasp an object. In fact, they may be more important to the successful execution of these tasks because during indirect tasks, a user is completing the task without direct visual or proprioceptive feedback of the effector and instead must rely on a surrogate such as a cursor on the screen or a view of the robotic arm [63] . This situation is also common in robotic teleoperation tasks where users may be controlling a robot from a great distance.
We, therefore, hypothesize that biomechanical ability, visual ability, and visual feedback processing will be essential to the successful performance using the robotic manipulator to grasp objects in 3-D space and interacting with the computer interface to control the robot. To test our hypotheses, we plan to survey individuals' biomechanical efficiency by testing their gross and FD, their visual ability by testing their visual acuity, and their ability to perceive depth (stereopsis). Since these abilities may be linked to feedback processing ability, we also plan to test their simple RT as a measure of overall cognitive processing as well as measure their specific memory for visual shapes. This will allow us to test whether specific visual feedback mechanisms account for more unique variance during the task than speed of processing in general and provide a more robust estimate of an individual's ability.
2) Spatial Ability: In these situations, users often are required to view the robot from multiple camera angles and rotate their camera view during the task. These angles may lead to impoverished visual feedback and spatial transformations that lead the camera views to look drastically different than the task would look like as viewed in person [28] . For these tasks, spatial ability is a critical factor to successful performance. Spatial ability consists of two different oblique constructs [29] . The first is mental rotation also called spatial visualization. This facet consists of manipulation and completing spatial transformations of objects in one's WM. The second facet, SO which is also called perspective taking, involves one's ability to take an egocentric view that is different from either one's own view or an allocentric one, spatially transforming not an object but the environment. Previous research indicates that individuals with greater spatial skills were also more skilled at performing robotic navigation tasks [30] [31] [32] [33] [34] . Studies have shown that these individuals make fewer performance errors on robotic tasks [30] during both remote and direct line-of-sight navigation tasks [31] . Individuals with greater spatial abilities were also found, across several studies, to have greater attentional resources to engage in additional visual search tasks such as a threat detection task across several robot camera feeds [5] , [6] , and a vehicle identification task [32] while maintaining a greater awareness of the situation [34] . Overall, we hypothesize that both mental rotation and perspective taking abilities will be critical during the robotic navigation task, and our goal is to tease the several different types of spatial ability apart by using multiple measures of spatial abilities to predict performance.
3) Working Memory Capacity: While using the robot, individuals must interact with the interface and remember the commands needed to control the robot. They must also remember which object they wish to interact with and plan the best motor trajectory to allow the robot to achieve the goal. During manual grasping, this is all completed implicitly by an individual's biomechanical and sensory systems. While controlling the robot however, individuals must keep their movement plan and the commands needed to enact the movements in their WM during movement execution. Previous work has indicated that WM capacity is a key predictor of performance during robotic teleoperation tasks (e.g., [36] ). Individuals with fewer cognitive resources cannot hold as many pieces of information in memory at the same time; although this capacity is not well defined and can vary from person to person, it is thought to be roughly seven to ten items at a time (e.g., [37] ). When individuals' WM reaches its capacity, they must use additional effort to maintain the same level of performance as someone who can chunk more information in WM [38] . This WM capacity is thought to determine performance and workload while working with the robotic manipulator. We, therefore, hypothesize that WM ability will be positively associated with performance with the robotic manipulator. We will also be able to test if overall WM capacity is a better predictor of task performance than individuals' specific capacity for visual stimuli since we are utilizing both a digit span test and a visual memory test. Previous work such as the Baddeley and Hitch's [39] model of WM and Wickens' [40] multiple resource theory posit that people may have separate memory stores for visual, auditory, and typographic or haptic information. This would lead to the hypothesis that while these two facets of WM may overlap in their predictive ability, they will provide a unique perspective in their prediction of task performance. On the other hand, both theories also posit that the multiple memory stores are still limited by the need to cognitively process this information in executive functioning. Further, previous research has hypothesized that WM capacity may be task dependent [41] and vary with the difficulty or nature of the task. Therefore, we will need to measure both WM and VP separately to determine the ability of each to predict task performance on this specific robotic task.
B. Performance Metrics
Since the goal of the current study is to model the appropriate human factors predictive of users' ability to successfully utilize a WMRA to complete ADLs, we decided to measure performance using dependent measures both based on our analysis of the task and our search of the previous literature. The response time, the total amount of time required for a user to complete a task, and the number of mouse clicks on the interface were found to be common user performance metrics in the literature [4] . The results of our task analysis also indicated that these were relevant performance evaluation criteria because they both relate to the efficiency of the user and the effectiveness of the robotic manipulator, which are critically important for good usability of a system [42] . These two metrics have also been found to be relevant to user performance during our previous studies with spinal cord injury patients [43] . Further, because the number of moves (NoM) and time to completion can vary across tasks and task types, we decided to normalize these performance metrics by also calculating a number-of-moves-per-minute (NoM/min) metric, which is expected to provide a consistent metric across tasks.
III. METHODS

A. Participants
We recruited 89 able-bodied participants (45 males, 44 females) between the ages of 18 and 63 (M = 38.72, SD = 13.48) from the University of Central Florida and the surrounding metropolitan areas using word of mouth, flyers, and the university's subject pool. To be considered for this study, participants needed to not be considered part of one of the following vulnerable population as defined by the Internal Review Board: prisoners, disabled, cognitively impaired, elderly, or juvenile. This excluded people under 18 and over 65 years of age, those that were physically disabled, and those that were legally considered cognitively impaired. These restrictions kept the population as general as possible while not including individuals with disabilities.
B. Materials and Apparatus
1) Robotic Manipulator and Setup:
We used the A.R.M. assistive robotic manipulator (MANUS) developed by Exact Dynamics Inc. (Didam, The Netherlands), which is a commercially available six-degree-of-freedom robotic arm with a maximum reach of 80 cm and a maximum lifting capacity of 4.5 lbs. The end-effector is outfitted with a two-finger gripper with a maximal grip strength of 20 N. More information regarding the exact technical specifications of the robotic platform is available in our previous work [15] , [19] , [43] , [46] . Participants controlled the robot using a graphical user interface (GUI), which consisted of a view from the robot's gripper mounted camera, a feedback panel, and several buttons with their functions labeled. This software has previously been developed in the laboratory as an effective control method. All participants controlled the robotic manipulator manually using a mouse to click on desired functions on the screen. Users clicked and held the mouse button depressed to control the system. Once a function was clicked, the robot would perform the desired action after a brief delay and would continue to move until the user released their mouse click. The GUI was displayed on a 12 × 9 in color desktop monitor and the software ran on a Windows computer. The experimental setup was designed to mimic the placement of a WMRA attached to the side of a user's wheelchair. To achieve this, participants were required to sit in a chair positioned close to the robotic manipulator. A table and bookshelf were placed near the user. The table was placed in front of the robotic arm and the book-shelf was placed to the participants' right side next to the table. The setup as a whole can be seen in Fig. 1 .
Remark 1: Even though the robot GUI as seen in Fig. 2 is a hybrid interface that allows for both autonomous and manual operation of the robot, all interaction experiments were fully performed in manual mode.
Remark 2: While all users in this study employed the mouse as an input device, our previous work [43] has established that user performance in our system is agnostic to the type of access method employed.
2) Individual Differences Measurements a) Measurements of visual and biomechanical ability:
We measured individuals' vision and visual feedback processing efficacy in several ways. First, visual acuity for each eye was measured using a standard Snellen visual acuity chart [47] . Whichever eye was dominant (had the better score) was labeled as the strongest vision (SV) and the eye that performed worse was labeled as the weakest vision (WV). While the strongest eye will be predominantly used, the presence of a degraded visual receptor will have an effect on what visual cues are accurately recognized. Next, we measured individuals' ability to perceive DP using the Randot Stereotest (see [48] and [49] ). Participants wore a polarized filter and viewed a set of vectorgraphics to present visual disparities to measure individuals' stereo accuracy. Scores on the Snellen acuity and Randot test were normalized using a log scale transformation to linearize the data. We also measured individuals' VP using the Motorfree VP Test [50] , which has been shown as a reliable and valid method of testing for visuoperceptual defects [51] . Performance was determined by the number of items correct and used to create a standardized score based on the manufacturer's scoring instructions. Finally, speed of cognitive processing to perceptual stimuli was also administered using a simple RT test administered in MATLAB [52] . This test consisted of displaying a target stimuli and measuring participant's RT in milliseconds by pressing a button. Finally, we also measured individuals' biomechanical ability consisting of a measurement of their gross and FD using the Purdue Pegboard Test [53] . This test consists of a pegboard with four cups two filled with 25 pins each, another with 40 washers, and a final cup filled with 20 collars across the top and two vertical rows of 25 small holes down the middle of the board. Gross dexterity was determined summing the number of pins an individual was able to place using just their right hand, just their left hand, and both hands at the same time, while FD was individuals score on the assembly portion of the task. We used the default scoring and instructions for this task.
b) Measurements of spatial ability: We measured spatial ability using two measures. First, spatial visualization (V) was measured using the paper folding test (PFT) [54] . Second, SO was measured using the cube comparison test (CC) [54] . Both tests were administered and scored according to the manufacturer's recommended instructions. The PFT showed a series of folded pieces of paper along with several unfolded sheets of paper with holes punched in them. Participants' task was to mentally match the folded piece of paper to the potential unfolded ones and select the one that matched the hole-punch patterns in the folded piece of paper. The CC displayed two reference cubes and participants had to determine if both cubes were different or the same and displayed in a different orientation.
c) Measurements of working memory: Our final metric, WM capacity, was measured using the NAB backward digit span test [55] . This test consisted of the auditory presentation of a series of numbers of various lengths. Participants were required to listen to the digits hold them in memory and write them down in the backwards order of how they were presented. For example, 1, 2, 3 would become 3, 2, 1, etc. This test was presented using a computer, and each participant's score was the highest numbered sequence that they could accurately remember.
d) Measurements of performance metrics:
In accordance with previous research [4] , [5] , [7] , we decided to measure user performance using the total time duration it took for the participant to complete the task once they began moving the robot [called time on task (ToT)] and a measure of task efficiency, which was determined to be the number of button presses required for the user to complete the task (called NoM). NoM/min was measured by dividing NoM by ToT (measured in minutes). The final score was determined by averaging these metrics across all tasks performed. This was done to obtain measurement of the user's overall performance, which serves two purposes: 1) mitigate the effect of a user's state of being (are they stressed, distracted,etc.) during a task, and 2) obtain data that encompass more of the gamut of moves and sequences that are involved in ADL tasks.
C. Choice of Tasks (Simulated Activities of Daily Living)
Participants completed a total of six different tasks with the robotic manipulator. Tasks consisted of both find-and-fetch and pick-and-place tasks modeled after realistic ADLs, where the user was required to pick up a standardized object (.81 OZ travel sized cereal box), which was placed at standardized locations denoted by blue tape. Based on prior research by Stanger et al. [14] that found that both find-and-fetch and pick-and-place tasks were essential to ADLs that users would require help with, these tasks were designed to mimic those that would be encountered in day-to-day use of the robot. Each user was asked to operate the robot manually (i.e., using the white command buttons in the GUI seen in Fig. 2 ) to perform a standardized set of tasks. At the start of each task, the robot was reset to a predefined start position for the user. Specifically, the users were assigned the following six tasks.
T1: Retrieve an object from a tabletop and bring it the participant (find and fetch).
T2: Move object from one side of the table to the other (pick and place).
T3: Take object and move it from the top of the table to the bottom of the table (pick and place).
T4: Retrieve an object from the middle shelf on the bookcase and bring it to the participant (find and fetch).
T5: Take an object from the top of the bookshelf and move it to the middle shelf (pick and place).
T6: Take an object from the top of the bookshelf and move it to the tabletop (pick and place). 
D. Procedure
Upon arrival to the laboratory, all participants completed the informed consent, followed by an assessment of all potential demographic variables: vision screening (acuity and DP), demographics, RT test, spatial ability testing (visualization and orientation), dexterity (gross and fine), backward digit span, and VP tests. All tests were administered in a randomized order to prevent order effects and fatigue. The only exception was the RT test, which was always performed first due to prevent the effect of fatigue from influencing the results.
Participants were then seated in a chair positioned in front of a desk, which held the computer used to control the robotic manipulator. The WMRA was positioned to the right side of the participant's chair similarly to its position if it were mounted on their wheelchair. Following this, the participants were then introduced to the robot. A demonstration of the interface was given by first showing how the pan and tilt commands work, followed by demonstrating the translational buttons (forward, backward, left, right, up, and down) that correspond to the base frame of the robot (±x, ±y, ±z respectively. This can be seen in Fig. 3 ). After that, the translational buttons (approach and retreat) that correspond to the z-axis in the camera frame were demonstrated and the difference between them and the previous group of buttons was explained. Following this, the predefined position buttons were demonstrated for the user. Once the demonstration was finished, the participants were allowed to freely use the robot as they wished in order to gain a better understanding of the controls for up to ten minutes. Participants were permitted to use whichever hand that they were most comfortable with when operating the robot. Within this time, they were allowed to ask any questions they had regarding the robot and its operation. If the participants felt comfortable enough with their abilities before the 10 min were up, they could state so and the experiment would continue on to the next phase. Out of the 89 participants, only one used the whole ten minutes before moving on to the next phase. Following practice, all participants completed the series of six experimental tasks. Each task was described and acknowledged by the participant before they began and participants were instructed to move both quickly and efficiently. The tasks were given in a random order to help mitigate any effects of learning and fatigue on the outcomes. Following all tasks, participants were told about the purpose of the study and given an opportunity to ask questions about the study.
E. Results
The raw statistics for the human factors tests can be found in Table I . These results fall in line with the statistics given by the tests as representative of a general population. Raw statistics for performance metrics can be found in Table II . From these collected data, we can now look to determine which factors are important. 1 
IV. IMPORTANT HUMAN FACTORS
A machine learning technique known as random forest [57] was used for the analysis of the factors. Random forest originally started as a classification technique and has since moved to regression. The ensembles are useful for fitting a model to a set of data due to their robust nature that is derived from the by taking a sample of the training set to grow decision trees and then using the remainder of the set to validate the grown trees (known as out of bag). The results of the forest are the consensus of the various trees grown.
One of the benefits of using a random forest model is the importance index that it generates, which can be used to determine which human factors are relevant to which performance metrics. The importance index is created by analyzing the mean squared error of the trees developed when used with a particular variable and a randomly permuted version of that variable. If the original variable performs better than its randomized counterpart, it will have a positive importance index. If it performs equally or worse than the randomized variable, it will be given zero or negative importance. This was used as the basis for determining the important human factors. An exploratory analysis was conducted using methods described in [58] and [59] so that the importance indexes could be mathematically validated by other means. The importance indexes of the human factors for each of the performance metrics are given in Table III. The human factors (shown starred in Table III ) that are considered important for this interaction are the ones that will be used during model development in the following. From Table III and the pie charts located in Fig. 4 , it can be seen that all human factors are important for ToT except VP and DP, which have negative importance. The important factors for NoM/min are WM, FD, and DP. For NoM, the only important factors are RT and spatial visualization (V). From this, the predictive models for this interface can now be developed.
V. MODELING
Various modeling techniques were considered for developing the predictive model. A preliminary analysis using a 20-fold cross validation in the software environment R with the caret package was used to determine which models would be considered. General additive models (GAMs) [60] are models that generalize a linear regression in the form of y = Ax 1 + Bx 2 + Cx 3 + D to the form y = f 0 + f 1 (x 1 ) + f 2 (x 2 ) + f 3 (x 3 ), where f 0 is the mean value of y. These models provide more robust outputs than traditional regression techniques. For this study, three different bases for f i (x i ) were chosen to be analyzed to see which would provide the best model for predicting performance: Boost, Splines, and locally weighted scatterplot smoother (LOESS). As stated above, random forest models were also considered. The results of the cross validation can be seen in Table IV . The two models that were chosen from this cross validation were the random forest and a simple linear model. From the validation, the random forest outperformed all the other candidates. While the linear model did not perform as well as the other models, its performance was close enough to the others that were tested (excluding the random forest) that it could be used in place of the more complicated regressions while still obtaining similar results. The random forest is representative of a complex machine model that can be used. The linear regression model represents the simplest one available. The linear model developed was used as a basis for developing more complex polynomial models that reveal the relationships between the variables in a way that can be readily understood. For the development of the models, the data were divided into a training set and a test set. The data were first randomized, and ten samples were taken and used as the test set, while the rest were used as the training set. The root mean squared error (RMSE) and root mean squared percentage error (RMSPE) are given in the separate model sections for both the training and test sets. All models were developed in MATLAB.
A. Random Forest
Given that the random forest performed well during the model validation, it was used initially for the model development. The RMSE (RMSPE) for the random forest models are 17.20 (16.83%) for ToT, 10.42 (30.76%) for NoM, and 4.63 (20.91%) for NoM/min when used on the training set. The probability distribution functions (pdfs) of the percent errors were generated using MATLAB's "fitdist" and "pd" function with a Gaussian kernel and can be seen below in Fig. 5 .
These results appear to show at first glance that the random forest would serve well as our model, but it unfortunately does not pass muster when it is used to predict values for data outside of its training set. The resulting RMSE (RMSPE) for the random forests when used on the test data are 42.92 (35.69%) for ToT, 23.80 (44.04%) for NoM, and 9.69 (29.75%) for NoM/min. It is expected that the error values for the test set will be large than those from the training set, but the errors for predictions made by the random forest on the test set are nearly double those that were obtained on the training set. The prediction results for the linear regression (47.28 (42.99%), 23.66 (47.80%), and 9.17 (29.52%), respectively) were similar to those of the random forest even though the error for its training set was worse. This goes to show that while the random forest is good for fitting a model to a particular set of data, it is not suited for developing predictive models.
B. Linear Models
Linear models represent the simplest form of relationships between the human factors and performance. The initial examination of the modeling techniques demonstrated that linear models perform adequately when compared to more complex modeling techniques such as generalized additive models (GAMs). When initially conducting the regression, it was noted that the models suffered from heteroscedasticity. To rectify this, the performance metrics were converted to a log scale. This removed the issue of heteroscedasticity as seen by the QQ plots in Fig. 6 . The initial linear models were developed using the important factors determined by the random forest modeling to obtain a predictive model in the form of Y = CX + b, where
T are the important human factors that have been normalized to lie between 0 and 1. The resulting coefficients and constants for the log-linear models can be found in Table V. The RMSE (RMSPE) for the log models when used on the training set are 0.22 (4.80%) for ToT, 0.33 (9.30%) for NoM, and 0.22 (7.06%) for NoM/min with R 2 of 0.48, 0.27, and 0.28, respectively. From pdfs of the percent error in Fig. 7 and the resulting RMSPEs, it can be seen that there is a significant improvement in the predictability of the models given the improved normal shape of the curves. When used on the test dataset, the RMSE (RMSPE) for the models are 0.35 (7.32%) for ToT, 0.49 (12.79%) for NoM, and 0.34 (9.80%) for NoM/min. These are slightly worse than those of the training set, but that is to be expected. The coefficients of the model do follow the expected relationships between the human factors and performance metrics. If a user's spatial abilities are above average, it will result in more efficient movement (represented by the negative coefficients for NoM and ToT). The worse a person's RT, the worse their ToT and NoM. The relation to ToT is obvious in that if a person is slow to react, they will in turn take more time completing a task. This slow RT also means that any response to an unexpected event will more often than not result in a situation that requires greater correction, further increasing the NoM needed to complete a task. Given that the mouse was the input device used to operate the interface, it stands to reason that FD would have the relations expressed in the model. Greater expertise in operating the mouse will allow for quicker task completion as well as a more rapid pace of inputs to command the robot represented by the negative coefficient for ToT and the positive coefficient for NoM/min. This is also the reason for the coefficient for gross dexterity in ToT. Given that gross dexterity is not the main source of control, it stands to reason that it would contribute less than FD. The relation between weakest and SV is also shown. If a person has weaker visual acuity in one eye, the other will compensate for it. This can be seen in the model with the opposing coefficients of the two. If a person has good visual acuity in both eyes, then it will have little effect on ToT, but if one is stronger than the other, the stronger eye will dominate and compensate for the deficit of the weaker eye. Despite WM being given importance in the ToT model, it was left out of the linear model mainly due to its interaction with the other variables, predominantly RT and the spatial abilities, which will be discussed more in the next section.
C. Polynomial Models
The log-linear models performed adequately, but as noted in the choice of human factors section, there were interactions between the dependent variables that are not explained by using a linear model. To do this, bilinear and trilinear interaction terms in the form of x 1 * x 2 and x 1 * x 2 * x 3 were added to the models. Initial analysis using a forward/backward step regression based on Akaike information criterion [61] was done to determine which of the interaction terms were significant to the model. The important interaction terms (p < 0.05) were then added to the regression model. The resulting terms and their coefficients can be found in Table VI. As seen from the table, only ToT and NoM/min are modeled. This is due to the fact that the interaction terms for NoM were not considered significant. Each of the coefficients for the individual human factors are represented by a k i and the interaction terms are represented by k i,j or k i,j,l , where i, j, and l are the numbers assigned to the human factors based on their order in the X matrix:
T first presented in the previous section. For example, the coefficient for RT is k 1 given that it is the first variable in the matrix and the coefficient for the interaction term for RT and WM is k 1,4 since WM is the fourth variable.
The RMSE (RMSPE) for these polynomial models are 0.18 (3.97%) for ToT and 0.21 (6.73%) for NoM/min. These models show some improvement over their log-linear counter parts, which can be seen in the pdfs of the percent errors (red-dashed lines) in Fig. 7 . The results for the predictions on the test set are 0.33 (7.35%) for ToT and 0.31 (9.05%) for NoM/min. The benefit of these models comes from the explanation of the relationships between all the human factors involved. From Table VI, it can be seen that RT interacts with most of the other human factors. This is expected given that it is correlated with most of the other variables. As stated in the previous section, WM was left out of the linear model due to aberrant behavior 0.72 k 4 , 6 , 9 16.80 b 1.20 owing to its interaction with the other variables. By observing the raw data scatterplot in Fig. 8 (left) , it can be seen that WM has a parabolic relation with ToT; this parabola has a negative slope for the most part of the WM data range. However, observing the output of the random forest trace in Fig. 8 (middle) (while holding other variables at their mean value) shows that the parabola has now changed shape and it has a positive slope for the most part. More elaborate confirmation can be seen in Fig. 8 (right), which shows random forest traces of ToT versus WM as visualization is being varied. If we consider the WM terms in the polynomial model for ToT negative for interactions). The negative coefficients indicate that excellent spatial abilities and WM improve the ToT, while a high WM will help overcome poor RT. However, the parabolic relationship of WM with ToT results in the positive coefficient of the individual WM term in order for this relation to be properly expressed in the model. The polynomial model also shows that a poor RT can inhibit benefits of good visual acuity and FD.
VI. DISCUSSION
The objective of the current research was to create predictive models to determine the important human factors that influence individuals' performance when using an assistive robotic manipulator to complete object retrieval and pick-and-place tasks that are essential to ADLs. The findings from our work can be used to assist designers in determining how the robotic system can be improved to achieve higher performance and satisfaction. In this section, we summarize the results of the current study, discuss the limitations of the research, and provide recommendations on how an assistive robotic manipulator can compensate for each of the important human factors determined by our research.
A. Summary
Our analyses suggested that different human factors were important to each of our different performance measures. RT, spatial abilities (SO & V), WM, dexterity (GD & FD), visual acuity (SV & WV) were all important factors for ToT; RT and V were important factors to the NoM; while WM, FD, and DP were all found to be important human factors to the NoM/min. Our findings consolidate prior work that indicated spatial ability [5] , [6] , WM [36] , RT [26] , [27] , and visual processing ability [25] were all important to both using a robot and performing manual reaching tasks. Additionally, we found that both gross and FD were also important to the task. Dexterity is a critical biomechanical constraint to manual pointing and reaching tasks [22] , [23] and our findings extend this to include indirect reaching tasks using a robotic manipulator as well. It is also important to note that this factor may be interface dependent, and different interfaces may inherently (or via compensation) be more or less dependent on a user's dexterity.
The statistical models themselves predicted well. Both the linear and polynomial models provide excellent predictive values for the performance metrics being examined. The main difference in the models comes from their explanations of the relationships between the human factors and the performance metrics. The linear model offers the most basic explanation and assumes that the human factors are all independent of each other. This, however, is known not to be true for some of the factors (e.g., spatial visualization and SO). The strength of the polynomial models comes from the fact that these relations are taken into account with the addition of the interaction terms. This led to a decrease in the variance of the error of the models, both for TOT and NoM/min.
Since it is known that performance on our dependent variables decreases as an individual's age [62] [63] [64] [65] [66] [67] [68] , we performed a two-step hierarchical linear regression analysis to confirm this. In the first step, we used participant age to predict each of the dependent variables (ToT, NoM, and NoM/min). We followed this up, in a second step, by calculating a linear model using our predictor variables (RT, SO, V, VP, WM, GD, FD, WV, SV, and DP) to predict the residuals of the first analysis using age. For ToT, age was found to be an important factor. However, none of the other variables were found to be important to the prediction of ToT after the variability associated with age was removed. Therefore, the model with age alone was found to be the simplest model accounting for the most variability in the data for the prediction of ToT. This has also been found in prior research as RT, WM, spatial abilities and dexterity have all been found to decline with age [26] , [63] , and older adults have been shown to take longer to complete manual reaching and pointing tasks [27] . For NoM/min, age was found to be an important predictor along with a couple of our human factors. The resulting regression models had RMSEs (RMSPEs) of 0.25 (5.48%) and 0.21 (6.88%), respectively, for the training set and 0.359 (7.25%) and 0.27 (8.10%) for the test set. These findings go to show that for ToT and NoM/min, age does have significance and models based on age can be developed given that the results are comparable to those obtained by the linear models based on important human factors. However, age is not a variable that can be directly compensated for. On the other hand, since our aforementioned human factors can be compensated for in an interface, models of performance versus human factors such as the ones in this paper are essential to understanding teleoperation and allowing even older individuals to have a gainful relationship with assistive robots. Finally, age was not found to be an important factor for predicting NoM.
At the beginning of this paper, two questions were posed: 1) how much autonomy or control should the user or robot have? and 2) how should the robotic device adapt to the user and compensate for specific physical and sensory limitations? The second question can be answered by the identified important human factors. As an example, the visual abilities as well as spatial abilities can be compensated for by the use of multimodal feedback [69] . For this interface, it would come in the form of messages/suggestions displayed in a text box below the camera view screen on the GUI possibly accompanied by audio. The highlighting of potentially desired objects in the scene as well as displaying depth information in a meaningful way would also help in this respect. Another example is dexterity that can be compensated for by altering the sensitivity of the input device and RT that can be compensated for by adjusting the speed of the robot. To answer the first question, more empirical data would be needed by comparing the performance and satisfaction of users with and without these compensators in place. This is one of the subjects of our current research. While it may be tempting to assume that the amount of robot autonomy should be proportional to how significant the deficits in a user's human factors are, our previous research [15] , [43] has shown that users are much more sensitive to errors made by a robot than their own errors. Thus, we believe a tradeoff will need to be made between the need for robot intervention and the sensitivity of the user to robot intervention given that robot intervention in the real world is less than perfect.
B. Limitations
As stated above, user performance metrics in our system are agnostic to the type of access method (i.e., input device) employed. However, the dependence of these metrics on human factors can be different between different access methods. As an example, in our study, FD was determined to be of greater importance than gross dexterity, most likely due to the use of a mouse as the input device. However, if a touch screen were used, it could have easily been gross dexterity that was the considered the most important or if a speech-based interface were used, neither gross nor FD would have been considered important. The importance of visual acuity is another that can be affected by interface, e.g., if the robot is controlled via teleoperation, the binocular cues will not have an effect. Thus, our particular models may not be applicable to such setups. However, the methodology developed in this work to determine the important human factors and develop the predictive models is general enough to be applied to data collection and analysis for any setup.
Another limitation of this work is that the participants cannot definitively be considered trained in the sense of a learning plateau having been reached. While it was noted that the participants did display signs of learning throughout the completion of the tasks, the overall effect on task performance was negligible. Thus, in the short term, learning has no impact on the model results, but if a user was to consistently use the robot over an extended period, this could impact the results of the model. Given that the participants were still in the learning process, this learning could have also been impacted by their human factors.
This could mean that the detriments to performance caused by the human factors would be magnified if the model were used to predict the performance of someone who was an expert at using the machine.
The last limitation relates to the performance metrics. As stated earlier, ToT and NoM are task specific. Since the models are based on an average of these metrics across several tasks, they can be affected by the types of tasks that are being performed. If a person chooses to use the robotic arm for just complex tasks that would require a longer amount of time and significantly more moves, the average would be greater than if they chose to use the robot for just simpler tasks. This in turn would affect the error in the predictions of the models. As an alternative to NoM, NoM/min was developed to help combat this given that it is consistent from task to task. An alternative metric similar to NoM/min could also be developed in place of ToT, e.g., by normalizing the individual tasks depending on type or complexity before averaging to ensure homogeneity of the data regardless of task.
C. Future Research
Future research will look into generalizability of the current models by testing them on different interface configurations and developing them further to make applicable to a wider range of devices. It will also look into the development of inverse models based on the linear/polynomial models developed. These inverse models can then be used by the robot in question to predict which human factors the user has a deficit in and thereby implement appropriate compensators to reduce the effect of said deficits. How the robot will compensate for these human factors will also be the subject of ongoing research. More obvious solutions exist for physical human factors such as dexterity and visual acuity. For example, to compensate for poor dexterity, button size in the GUI can be increased so that less manual effort is required to select a target response and the sensitivity of the input devices being used can be adjusted as well. Visual acuity can be compensated by adding a multimodal feedback option, specifically one that uses sound [69] . WM can be compensated for by reducing the amount of information that is needed to be stored at one time. This can be accomplished through changes to the interface, the use of movement shortcuts, or different levels of automation. Martens and Antonenko [70] stated that if there is adequate information provided through a GUI that is intuitive to use, it can lessen the effect of certain cognitive factors. Adaptation to the interface through extended experience can also assist with decreasing WM load. As a user progressively uses the interface, the robot controller can become more automated, thereby requiring less effort. This may also be used to help compensate for poor RT.
We also plan to follow-up the findings of the current study by cross validating the results with a wider sample of users including users with specific disabilities. Additionally, we plan to test the predictive ability of the model further in a future study by providing automation assistance based on the key performance factors discovered during the current work; we plan to compare and contrast performance both with and without the automated system compensating for user's abilities.
