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Introduction
Wedge-shaped parts are common in industry, such as metal wedges, ramp pads. They are usually for the installation and leveling of equipment. Fig.1 shows the simplified wedge model. Under the impact of the temperature and humidity of complex environment, various defects occur near the tip of the wedge or in other parts. It is necessary to assess the health and determine the parameters of the wedge to replace the rusty wedge on time.
Elastic Wedge Wave (EWW for short) is the guided wave propagates along the tip of the wedge found by Lagasse and his co-workers [1] . Its anti-symmetrical flexural mode has many features, including low phase velocity (far less than Rayleigh velocity), energy concentration and the characteristic of dispersion [2] . These features make it possible to detect the wedge. Influenced by the angle and material parameters, multi-mode and dispersion will occur during the propagation. Dispersion character is an important index to assess and detect the wedge. Now, there are several approximate theories about wedge dispersion, McKenna's plate theory [3] and Krylov's geometrical-acoustic theory [4] . The dispersion contains information of wedge angle and material parameters. Nevertheless, approximate theories cannot clearly express the complicated relation between dispersion and parameters. Artificial neural network has a strong fault-tolerant, self-organization and generalization. It does not need the exact relationship between the input and output which make it suitable for solving complex nonlinear problem [5] . The first-order mode phase velocity of the elastic wedge wave was set as the neural network input and the corresponding parameters (wedge angles, density, and young's modulus) were set as outputs. The relationship between phase velocity and wedge parameters can be obtained after the neural network trained. Then the trained neural networks can be used to solve the wedge parameter inversion. For a single neural network, it has the shortcomings of slow convergence, long training time and low accuracy [6] . In this paper genetic algorithm was introduced to train the neural network. After the genetic algorithm being implied, the initial threshold and weight can be optimized, then the optimized values were taken to train the neural network to establish GA-BP inversion model [7] . Finally, the experimental results were taken into the inversion model to obtain experimental wedge angle, density, young's modulus. The results in this paper can provide a theoretical basis for the study of wedge wave dispersion.
EWW Dispersion and GA-BP Neural Network

Analysis of Eww Dispersion and Inversion
Lagasse's research on elastic wedge wave showed the wave velocity was influenced by VR、n、θ. VR is the Rayleigh wave velocity, n is the order of the wedge wave modes, θ is the wedge angle. VR is mainly affected by the young's modulus and density of the material. Lagasse's theory gives the constraint that n*θ <90 ° which can draw there are always the first-order modes in 0 ~ 90 ° wedge. Forward modeling can be established between the phase velocity and material parameters.
θ、ρ、E are the wedge angle, wedge density and wedge young's modulus. A1 is the corresponding first-order phase velocity. ∆f is the range of frequencies of first-order phase velocity; F is the mapping relationship between θ, ρ, E, ∆f and A1.
The aim of this paper is to get parameters of samples by GA-BP inversion model trained by simulation data. After taking first-order dispersion phase velocity of samples into the trained genetic BP neural network, we will get the parameters of the samples.
GA-BP Neural Network
BP (Back Propagation) neural network is currently the most widely used neural network. Using a gradient descent algorithm to adjust the weights and thresholds, the learning process will shock. Low convergence is another shortcoming [8] .
GA (genetic algorithm) is a global optimization iterative algorithm. GA has selection, crossover and mutation three processes. GA is often used in BP neural network to search optimum weight and threshold. The combination of GA and BP neural network can overcome the shortcomings of BP neural network, speed up the network training and improve the accuracy of the inversion of the network [9] . The phase velocity of A1 in ∆f=1~6MHz were set as the inputs and the corresponding parameters were set as the outputs. We totally applied two hundred simulation data with different parameters to train the inversion model. In the experiment, five samples were detected by the reflected optical difference technique system. Data processing method as previously described. Table. 1 gives the true parameter values of the experimental wedge GA-BP inversion results are shown in table.2. In order to verify the effect of inversion model we proposed in this paper, the single BP neural network is also adopted to the inversion, the results as shown in table .3. The relative errors of each parameters in two inversion models are shown in Fig 4~ Fig.6 . The relative error of each inversion parameter in GA-BP inversion is less than that in single BP inversion. Table. 4 shows the training time to reach the required convergence in two models Table 4 . Training time of two models.
The Inversion of Wedge Parameters
Inversion model Training time
GA-BP 11min34s
BP 30min2s Table.4 shows that the BP inversion need much more time to train the network which means the GA-BP is more efficient.
Summary
In this paper, the GA-BP neural network model was introduce on the inversion of the wedge angle, density, young's modulus, several conclusions can be drawn:
(1)Neural network combined with genetic algorithms can improve the inversion and reduce the calculation time.
(2)Inversion parameters with simulation data is feasible and has a certain engineering value.
