Abstract. The traveling-salesman problem is one of the most studied combinatorial optimization problems, because of the simplicity in its statement and the difficulty in its solution. We study the traveling salesman problem when the positions of the cities are chosen at random in the unit interval and the cost associated to the travel between two cities is their distance elevated to an arbitrary power p ∈ R. We characterize the optimal cycle and compute the average optimal cost for every number of cities when the measure used to choose the position of the cities is flat and asymptotically for large number of cities in the other cases. We also show that the optimal cost is a self-averaging quantity, and we test our analytical results with extensive simulations.
Introduction
Since many years [1, 2, 3, 4, 5, 6] we know that there is a deep relation between combinatorial optimization problems and statistical mechanics of disordered systems at zero temperature. This relation has been fully exploited in the case of random problems defined on graphs with weights associated to the edges of the graph, when these one are independent, identically distributed random variables [7, 8, 9, 10, 11, 12, 13, 14, 15] . With this version of randomness there is no effect due to the geometry of the underlying space. In the Euclidean problems, instead, the graph is embedded in a compact subspace of R d and the positions of the vertices of the graph are independent random variables while the weights associated to the edges are, generically, a function of the distance between the corresponding vertices. Therefore these weights are now correlated because of the Euclidean geometry. These correlations prevent us to obtain typical properties of the systems under analysis by exploiting the standard replica (or cavity) methods. Only in very high dimension d one can hope to deal with correlations as perturbation in the solution of the random-link case [16] . On the opposite side, the case d = 1
can be simple enough to allow exact solutions, at least when the cost function is a convex function of its argument, i.e. the length of the edges. This is the case for several random Euclidean optimization problems on the complete bipartite graph: the matching problem (or 1-factor, that is dimer covering) [17, 18, 19, 20, 21] , the 2-factor problem (or 2-matching that is loop covering) [22, 21] and finally the traveling salesman problem (that is covering of the lattice with a unique loop. i.e. an Hamiltonian cycle) [23, 21] . Interestingly enough, in all these problems, the optimal total costs are not self-averaging, and their values are simply related. The understanding of the d = 1 solution has been useful to allow some generalization in higher dimension, at least for some particular choices of the cost function [24, 25, 26, 27, 28] .
In the case d = 1 for the complete (monopartite) graph, only the matching problem has been analyzed [19] . In this paper we will study the traveling salesman problem (TSP) on the complete graph embedded in the unit interval [0, 1] , with open boundary conditions and a very general form of the cost function. We will derive the average cost for the optimal solution and look for the finite-size corrections.
From the point of view of computational complexity, the matching problem is simple, because there is an algorithm which finds the optimal solution also in the worst case in a time which scales polynomially with the number of vertices. At variance, the TSP is considered the archetypal "hard" problem in combinatorial optimization [29] . Nevertheless it can be stated in very simple terms: given N cities and N (N − 1)/2 values that represent the cost paid for traveling between all pairs of them, the TSP consists in finding the tour that visits all the cities and finally comes back to the starting point with the least total cost to be paid for the journey. The Euclidean TSP, where the costs to travel from one city to another are the Euclidean distances between them, remains NP-complete [30] . A closed formula for the average optimal cost for the TSP for the random-link model, in the monopartite case, has been obtained only using cavity method [14] since with replica method some technical problems arise [10] . For this reason an analytical study of the finite-size corrections in the random TSP, where replicas are a natural tool, is still lacking. This is contrary to what happens to similar problems like the matching problem, where, in the random-link approximation these issues do not arise [9] , and one can compute easily finite-size corrections [12, 31] , also for quite generic disorder distribution of the link variables [32] .
The paper is organized as follows. In Sec. 2 we define the combinatorial optimization problem in a generic graph. We introduce the random-link and the Euclidean stochastic version of the problem. In Sec. 3 we give a complete discussion of what are the possible optimal solutions in the different instances of the problem by changing the cost function. The evaluation of the average total cost and of its variance is presented and discussed in Sec. 4. Some conclusion are given in Sec. 5 . Technical details have been collected, as far as possible, in the appendices.
The problem
Given a generic (undirected) graph G = (V, E), a cycle of length k is a sequence of edges e 1 , e 2 , . . . , e k ∈ E in which two subsequent edges e i and e i+1 share a vertex for i = 1, . . . , k; in the i = k case the edge e k+1 must be identified with the edge e 1 . The cycle is simple if it touches every vertex only once, except for the starting and ending vertices. From now on when we will use the word cycle to mean a simple cycle. A cycle is said to be Hamiltonian when it passes through all the vertices of the graph. A graph that contains an Hamiltonian cycle is called an Hamiltonian graph. Determining if a graph is Hamiltonian is an NP-complete problem [29] . The complete graph with N vertices K N is Hamiltonian for N > 2. The bipartite complete graph with N + M vertices K N,M is Hamiltonian for M = N > 1.
We denote by H the set of Hamiltonian cycles of the graph G. Let us assign to each edge e ∈ E of the graph G a positive weight w e > 0. We can associate to each Hamiltonian cycle h ∈ H a total cost
In the (weighted) Hamiltonian cycle problem we search for the Hamiltonian cycle h ∈ H that minimizes the total cost in (1) i.e.
E(h
where we have denoted by h * ∈ H the optimal Hamiltonian cycle. The search of the Hamiltonian cycle h * that minimizes the total cost is also called traveling salesman problem (TSP), since the N vertices of the graph can be seen as cities and the weight for each edge can be interpreted as the cost paid to travel the route distance between them. One can introduce in different ways the weights. For example, consider when the graph
. . , N } we associate a point
, and for e = (i, j) with i, j ∈ [N ] we introduce a cost which is a function of their Euclidean distance
When p = 1, we obtain the usual Euclidean TSP. In statistical physics, one is interested in introducing randomness in the problem to study the typical properties of the optimal solution, as for example the average optimal cost E := E(h * ) .
We have denoted by a bar the average over the disorder. The simplest way to introduce it is to consider the weights w e independent and identically distributed random variables. In this case the problem is called random TSP and has been previously studied using the replica and the cavity method [7, 8, 4, 10, 11, 14, 33] . In particular, the results for the average optimal cost obtained were also proved rigorously [34] . In the random Euclidean TSP case [35, 36, 37, 38, 39] , instead, one extracts randomly the positions of the points. As a consequence, this is a more challenging problem due to the presence of correlations between weights. The weights w e can be chosen to be, in general, a function of the Euclidean distance between two points and, in this work, we will use the function given in equation (3) . Another problem related to the TSP that we have introduced in Sec. 1 is the so called 2-factor problem. It can be seen as a relaxation of the TSP since it does not have the single loop condition. In other words, the 2-factor problem corresponds to find the minimum loop-covering of the graph. In the following we will denote with M 2 the set of all possible 2-factors of the graph G.
Optimal Cycles on the complete graph
We shall consider the complete graph K N with N vertices, that is with vertex set V = [N ] := {1, . . . , N }. This graph has
Hamiltonian cycles. Indeed, each permutation π in the symmetric group of N elements, π ∈ S N , defines an Hamiltonian cycle on K N .
The sequence of points (π(1), π(2), . . . , π(N ), π(1)) defines a closed walk with starting point π(1), but the same walk is achieved by choosing any other vertex as starting point and also by following the walk in the opposite order, that is, (π(1), π(N ), . . . , π(2), π(1)). As the cardinality of S N is N ! we get that the number of Hamiltonian cycles in K N is
N ! 2N
. In this section, we characterize the optimal Hamiltonian cycles for different values of the parameter p used in the cost function. Notice that p = 0 and p = 1 are degenerate cases, in which the optimal tour can be found easily.
The p > 1 case
We start by proving which is the optimal cycle when p > 1, for every realization of the disorder. To do so, we will summarize here, first, some results, already obtained in [23] , for the TSP defined on a bipartite complete graph K N,N embedded on the interval Ω = [0, 1] ⊂ R, which will be useful in the following.
Let us call R := {r i } i=1,...,N ⊂ Ω and B := {b j } j=1,...,N ⊂ Ω two sets of points, both of cardinality N , in the interval Ω. All points are supposed to be realizations of random variables which are identically and independently distributed over Ω, according to the flat distribution.
Remember that the bipartite complete graph K N,N has
Hamiltonian cycles. Indeed, given two permutations σ, π ∈ S n the sequence of points Figure 1: Optimal solutions for N = 6, for the p > 1 (left) and 0 < p < 1 (right) cases. Notice how, in the 0 < p < 1 case, when all the arcs are drawn in the upper half-plane above the points than there is no crossing between the arcs.
defines a closed walk starting from σ(1) and therefore if we fix σ(1) = 1 this sequence or, equivalently, the sequence obtained by reversing the order defines an Hamiltonian cycle.
In [23] we proved that, if both red and blue points are ordered, i.e. r 1 ≤ · · · ≤ r N and b 1 ≤ · · · ≤ b N , the optimal cycle is defined by h
which is exactly the reverse ofσ. Therefore at fixed ordered set of red and blue points the optimal cost is exactly
for every realization of the disorder. Let us suppose, now, to have N points R = {r i } i=1,...,N in the interval [0, 1]. As usual we will assume that the points are ordered, i.e. r 1 ≤ · · · ≤ r N . Let us define the following Hamiltonian cycle
withσ defined as in (6) . In Appendix A we prove that Proposition 3.1. The Hamiltonian cycle which provides the optimal cost is h * .
The main ideas behind the proof is that we can introduce a complete bipartite graph in such a way that a solution of the bipartite matching problem on it is a solution of our original problem, with the same cost. Therefore, using the results known for the bipartite problem, we can prove Proposition 3.1.
A graphical representation of the optimal cycle for p > 1 and N = 6 is given in Fig. 1 , left panel.
The 0 < p < 1 case
We now prove that, given an ordered sequence R = {r i } i=1,...,N of N points in the interval [0, 1], with r 1 ≤ · · · ≤ r N , if 0 < p < 1 and if
where 1 is the identity permutation, i.e.:
then Proposition 3.2. The Hamiltonian cycle which provides the optimal cost is h * .
The idea behind this result is that we can define a crossing in the cycle as follows: let {r i } i=1,...,N be the set of points, labeled in ordered fashion; consider two links (r i , r j ) and (r k , r ) with i < j and k < ; a crossing between them occurs if i < k < j < or k < i < < j. This corresponds graphically to a crossing of lines if we draw all the links as, for example, semicircles in the upper half-plane. In the following, however, we will not use semicircles in our figures to improve clarity (we still draw them in such a way that we do not introduce extra-crossings between links other than those defined above). An example of crossing is in the following figure where we have not drawn the arcs which close the cycle to emphasize the crossing. Now, as shown in [17] , if we are able to swap two crossing arcs with two non-crossing ones, the difference between the cost of the original cycle and the new one simply consists in the difference between a crossing matching and a non-crossing one, that is positive when 0 < p < 1. Therefore the proof of Proposition 3.2, which is given in Appendix A, consists in showing how to remove a crossing (without breaking the cycle into multiple ones) and in proving that h * is the only Hamiltonian cycle without crossings (see Fig.   1 , right panel).
The p < 0 case
Here we study the properties of the solution for p < 0. Our analysis is based, again, on the properties of the p < 0 optimal matching solution. In [19] it is shown that the optimal matching solution maximizes the total number of crossings, since the cost difference of a non-crossing and a crossing matching is always positive for p < 0. This means that the optimal matching solution of 2N points on an interval is given by connecting the i-th point to the (i + N )-th one with i = 1, . . . , N ; in this way every edge crosses the remaining N − 1. Similarly to the 0 < p < 1 case, suppose now to have a generic oriented Hamiltonian cycle and draw the connections between the vertices in the upper half plain (as before, eliminating all the crossings which depend on the way we draw the arcs). Suppose it is possible to identify a matching that is non-crossing, then the possible situations are the following two (we draw only the points and arcs involved in the non-crossing matching):
In Appendix A, we discuss the move that allows to replace non-crossing matchings by crossing ones, in such a way that the cycle that contains the matching remains an Hamiltonian cycle. This move is such that the cost of the new configuration is lower than the cost of the old one, since the cost gain is the difference between the costs of a non-crossing and a crossing matching, which is always positive for p < 0. In this manner the proof for p < 0 goes on the same line of 0 < p < 1, but instead of finding the cycle with no crossings, now we look for the one or ones that maximize them. However, as we will see in the following, one must distinguish between the N odd and even case. In fact, in the N odd case, only one cycle maximizes the total number of crossings, i.e. we have only one possible solution. In the N even case, on the contrary, the number of Hamiltonian cycles that maximize the total number of crossings are 
This permutation defines the following Hamiltonian cycle:
Proposition 3.3. The Hamiltonian cycle which provides the optimal cost is h * .
The proof consist in showing that the only Hamiltonian cycle with the maximum number of crossings is h * . As we discuss in Appendix A, the maximum possible number of crossings an edge can have is N − 3. The Hamiltonian cycle under exam has N (N − 3)/2 crossings, i.e. every edge in h * has the maximum possible number Now, notice that an Hamiltonian cycle is a particular loop covering. However, if we search for a loop covering in the p < 0 case, we need again to find the one which maximizes the number of crossings. Since the procedure of swapping two non-crossing with two crossing arcs can be applied to each loop covering but h * it follows that: Corollary 1. h * provides also the optimal 2-factor problem solution.
An example of an Hamiltonian cycle discussed here is given in Fig. 2 .
The two possible optimal Hamiltonian cycles for p < 0, N = 4. For each specific instance one of them has a lower cost than the other, but differently from all the other cases (p > 0 or N odd) the optimal cycle is not the same for each disorder instance.
N even case In this situation, differently from the above case, the solution is not the same irrespectively of the disorder instance. More specifically, there is a set of possible solutions, and at a given instance the optimal is the one among that set with a lower cost. We will show how these solutions can be found and how they are related. In this section we will use the results obtained in Appendix B regarding the Monopartite Euclidean 2-factor for p < 0.
Given the usual sequence of points R = {r i } i=1,...,N of N points, with N even, in the interval [0, 1], with r 1 ≤ · · · ≤ r N , if p < 0, consider the permutation σ such that:
Given τ ∈ S N defined by τ (i) = i + 1 for i ∈ [N − 1] and τ (N ) = 1, we call Σ the set of permutations σ k , k = 1, ..., N defined as:
where
Thus we have the following result:
Proposition 3.4. The optimal Hamiltonian cycle is one of the cycles defined as
An example with N = 4 points is shown in Fig. 3 . In Appendix B the optimal solution for the Euclidean 2-factor in obtained. In particular, we show how the solution is composed of a loop-covering of the graph. The idea for the proof of the TSP is to show how to join the loops in the optimal way in order to obtain the optimal TSP. The complete proof of the Proposition 3.4 is given in Appendix B.
Before ending this section, we want to extend to more general cost functions some of our results. As it is shown in [19] , the cost function in (3), when p < 0, has the same matching properties of a class of functions that were called C-functions: Definition 3.1. We will say that a function f :
Eq. (17) implies that Ψ η (z) := f (η + z) − f (z) is an increasing function in the interval (0, 1 − η) for any value of η ∈ (0, 1). Moreover, if f is continuous, Eq. (17) is equivalent to convexity. Eq. (18) implies that Φ η (z) := f (η − z) − f (z) is increasing in the interval (0, η) for any value of of η ∈ (0, 1). If f is differentiable, this fact can be written as
which for η → 1 becomes
This implies, for example, that the convex function
is a C-function on the unit interval for α ≥ 1/2 only. In case the cost is a C-function, the expression for the weight in (1) becomes:
where f is a C-function. Since both in the N odd case and in the N even case the results obtained only depend on the properties of the matching for p < 0, and since the weight w e in (3) is a C-function for p < 0, our results for this case are valid in general for a C-function cost. It holds, then: Proposition 3.5. Given a cost function of the form:
with f a C-function, the optimal cycle is given by (13) when N is odd and by (16) when N is even.
Analytical and numerical results
In this section we will use the insight on the solution just obtained to compute typical properties of the optimal cost for various values of p.
Evaluation of the average costs
Given N random points chosen with flat distribution in the interval [0, 1] and we order them in increasing position, the probability for finding the l-th point in [x, x + dx] is given by
while the probability for finding the l-th point in [x, x + dx] and the s-th point in [y, y + dy] is given, for s > l by
see for example [18, App. A] . It follows that independently from l, and, therefore, in the case p > 1 we obtain
and in particular for p = 2
and for p = 1 we get
In the same way one can evaluate the average optimal cost when 0 < p < 1, obtaining
which coincides at p = 1 with (30) and, at p = 0, provides
The asymptotic cost for large N and p > 1 is 2(p + 1) times the average optimal cost of the matching problem on the complete graph K N which has been computed in [19] ; notice that in [19] the cost is normalized with N and the number of points is 2N , differently from what we do here. This factor 2(p + 1) is another difference with respect to the bipartite case, where the cost of the TSP is twice the cost of the (35) and (36) respectively. The dashed black line is the large N limit of all the curves. assignment problem [23] , independently of p. We report in Appendix C the computation of the average costs when the points are extracted in the interval [0, 1] using a general probability distribution. For p < 0 and N odd we have only one possible solution, so that the average optimal cost is
For large N it behaves as
which coincides with the scaling derived before for p = 0. Note that for large N the average optimal cost of the TSP problem is two times the one of the corresponding matching problem for p < 0 [19] . For N even, instead, there are N/2 possible solutions. One can see N/2 − 1 of these share the same average energy, since they have the same number of links with the same k of equation (27) . These solutions have 2 links with k = N/2, N/2 links with k = N/2 + 1 and N/2 − 2 links with k = N/2 + 1. We denote this set of configurations with h 1 (although they are many different configurations, we use only the label h 1 to stress that all of them share the same average optimal cost) and its average cost is
The other possible solution, that we denote with h 2 has 2 links with k = N/2 − 1, N/2 links with k = N/2 + 1 and N/2 − 1 links with k = N/2 + 1 and its average cost is
In Fig. 4 we plot the analytical results for p = 0.5, 1, 2 and in Fig. 5 we compare analytical and numerical results for p = −1. In particular, since
provides our best upper bound for the average optimal cost of the p = −1, N even case. The numerical results have been obtained by solving 10
4 TSP instances using its linear programming representation. In particular, for a given instance of the disorder, we first solve the corresponding 2-factor problem; then if the optimal 2-factor solution contains more than one loop, we add constraints in order to eliminate them; this is repeated until a solution with only one loop is achieved.
Self-averaging property for p > 1
An interesting question is whether the average optimal cost is a self-averaging quantity. Previous investigation regarding the matching problem [40, 41] showed that indeed the average optimal cost is self-averaging in every dimensions when the graph is the complete one, whereas it is not in the bipartite case in dimension 1. In addition, in [23] it was shown that also the average optimal cost of the one-dimensional random Euclidean TSP on the complete bipartite graph is not self-averaging. This difference between the bipartite and the complete case can be understood in terms of local fluctuations of blue and red point density, that make arguments as those given in [42] fail. This is the case, at least in the one dimensional case, also for the random Euclidean TSP. Again we collect in Appendix D all the technical details concerning the evaluation of the second moment of the optimal cost distribution E has been computed for all number of points N and, for simplicity, in the case p > 1 and it is given in equation (D.9). In the large N limit it goes like
i.e. tends to the square of the rescaled average optimal cost. This proves that the cost is a self-averaging quantity. Using (D.9) together with equation (28) one gets the variance of the optimal cost. In particular for p = 2 we get
which goes to zero as σ 2 E N 20/N 3 .
Conclusions
The TSP is one of the most important and studied problem in combinatorial optimization. In the present paper we have analyzed a specific version of the TSP from the point of view of statistical mechanics, which is focused on typical properties of the solution. We have considered the problem in one dimension, with a cost function which involves Euclidean distances between points to the power p. We have characterized the optimal cycles for every value of p. For p > 1 the optimal cycles follows directly from the bipartite case [23] ; for 0 < p < 1 the solution is the one that minimizes the number of crossings. For p < 0, instead, the optimal cycles are the ones that maximize the number of crossings; it turns out that when the number of points N to be visited is odd there is only one cycle maximizing the number of crossings; as a consequence the same cycle is the solution of the 2-factor problem. However, when N is even, there are N/2 cycles (connected by a cyclic permutation) that have the maximum number of intersections, so that the solution depends on the particular instance of the disorder, i.e. on the position of the points. In the last part of the work we have computed the average optimal cost and we have compared theoretical prediction with numerical results. Finally we have proved that, as happens for the matching problem, the average optimal cost is a selfaveraging quantity, by explicitly computing its variance. With this work we can add the TSP to those combinatorial optimization problems in a low dimension number for which we can study typical properties, despite the absence of a general method such as the replica method, which is spoiled by the Euclidean correlations.
Appendix A. Proofs
In this appendix we prove various propositions stated in the main text. so that
where k is such that σ(k) = N . We have therefore
In other words we are introducing a set of blue points such that we can find a bipartite Hamiltonian tour which only use link available in our monopartite problem and has the same cost of σ. Therefore, by construction (using (A.4)):
where the fact thatπ = πσ can be checked using (6) and (7) and (A.3).
Appendix A.2. Proof of Proposition 3.2
Before proving Proposition 3.2, we enunciate and demonstrate two lemmas that will be useful for the proof. The first one will help us in understand how to remove two crossing arcs without breaking the TSP cycle into multiple ones. The second one, instead will prove that removing a crossing between two arcs will always lower the total number of crossing in the TSP cycle.
Lemma 1.
Given an Hamiltonian cycle with its edges drawn as arcs in the upper halfplane, let us consider two of the arcs that cannot be drawn without crossing each other. Then, this crossing can be removed only in one way without splitting the original cycle into two disjoint cycles; moreover, this new configuration has a lower cost than the original one.
Proof. Let us consider a generic oriented Hamiltonian cycle and let us suppose it contains a matching as in figure:
There are two possible orientations for the matching that correspond to this two oriented Hamiltonian cycles:
where C 1 , C 2 and C 3 are paths (possibly visiting other points of our set). The other possibilities are the dual of this two, and thus they are equivalent. In both cases, a priori, there are two choices to replace this crossing matching (r 1 , r 3 ), (r 2 , r 4 ) with a non-crossing one: (r 1 , r 2 ), (r 3 , r 4 ) or (r 1 , r 4 ), (r 2 , r 3 ). We now show, for the two possible prototypes of Hamiltonian cycles, which is the right choice for the non-crossing matching, giving a general rule. Let us consider case 1: here, if we replace the crossing matching with (r 1 , r 4 ), (r 2 , r 3 ), the cycle will split; in fact we would have two cycles: (C 1 r 1 r 4 C 3 ) and (r 3 C 2 r 2 gives: (C 1 r 1 r 2 C 3 ) and (r 3 C 2 r 4 ). The general rule is the following: given the oriented matching, consider the four oriented lines going inward and outward the node. Then, the right choice for the noncrossing matching is obtained joining the two couples of lines with opposite orientation.
Since the difference between the cost of the original cycle and the new one simply consists in the difference between a crossing matching and a non-crossing one, this is positive when 0 < p < 1, as shown in [17] . Now we deal with the second point: given an Hamiltonian cycle, in general it is not obvious that replacing non-crossing arcs with a crossing one, the total number of intersections increases. Indeed there could be the chance that one or more crossings are removed in the operation of substituting the matching we are interested in. Notice that two arcs forms a matching of 4 points. Therefore, from now on, we will use expressions like "crossing matching" ("non-crossing matching") and "two crossing arcs" ("two noncrossing arcs") indifferently. We now show that it holds the following Lemma 2. Given an Hamiltonian cycle with a matching that is non-crossing, if it is replaced by a crossing one, the total number of intersections always increases. Vice versa, if a crossing matching is replaced by a non-crossing one, the total number of crossings always decreases.
Proof. This is a topological property we will prove for cases. To best visualize crossings, we change the graphical way we use to represent the complete graph that underlies the problem: now the nodes are organized along a circle, in such a way that they are ordered clockwise ( Proof. Consider a generic Hamiltonian cycle and draw the connections between the points in the upper half-plane. Suppose to have an Hamiltonian cycle where there are, let us say, n intersections between edges. Thanks to Lemma 1, we can swap two crossing arcs with a non-crossing one without splitting the Hamiltonian cycle. As shown in Lemma 2, this operation lowers always the total number of crossings between the edges, and the cost of the new cycle is smaller than the cost of the starting one. Iterating this procedure, it follows that one can find a cycle with no crossings. Now we prove that there are no other cycles out of h * and its dual with no crossings. This can be easily seen, since h * is the only cycle that visits all the points, starting from the first, in order.
This means that all the other cycles do not visit the points in order and, thus, they have a crossing, due to the fact that the point that is not visited in a first time, must be visited next, creating a crossing.
Appendix A.3. Proof of Proposition 3.3
To complete the proof given in the main text, we need to discuss two points. Firstly, we address which is the correct move that swap a non-crossing matching with a crossing one; thanks to Lemma 2, by performing such a move one always increases the total number of crossings. Secondly we prove that there is only one Hamiltonian cycle to which this move cannot be applied (and so it is the optimal solution). We start with the first point: consider an Hamiltonian cycle with a matching that is non-crossing, then the possible situations are the following two:
For the first case there are two possible independent orientations:
(ii) (r 1 r 4 C 2 r 3 r 2 C 3 ) .
If we try to cross the matchings in the first cycle, we obtain (r 1 r 3 C 3 )(r 2 [C 2 ] −1 r 4 ), and this is not anymore an Hamiltonian cycle. On the other hand, in the second cycle, the non-crossing matching can be replaced by a crossing one without breaking the cycle:
. For the second case the possible orientations are:
(ii) (r 1 r 2 C 2 r 3 r 4 C 3 ) .
By means of the same procedure used in the first case, one finds that the non-crossing matching in the second cycle can be replaced by a crossing one without splitting the cycle, while in the first case the cycle is divided by this operation.
The last step is the proof that the Hamiltonian cycle given in Proposition 3.3 has the maximum number of crossings.
Let us consider an Hamiltonian cycle h[σ] = r σ (1) , . . . , r σ(N ) on the complete graph K N . We now want to evaluate what is the maximum number of crossings an edge can have depending on the permutation σ. Consider the edge connecting two vertices r σ(i) and r σ(i+1) : obviously both the edges (r σ(i−1) , r σ(i) ) and (r σ(i+1) , r σ(i+2) ) share a common vertex with (r σ(i) , r σ(i+1) ), therefore they can never cross it. So, if we have N vertices, each edge has N − 3 other edges that can cross it. Let us denote with N [σ(i)] the number of edges that cross the edge (r σ(i) , r σ(i+1) ) and let us define the sets:
These two sets contain the points between r σ(i) and r σ(i+1) . In particular, the maximum number of crossings an edge can have is given by:
This is easily seen, since the maximum number of crossings an edge can have is obtained when all the points belonging to the smaller between A 1 and A 2 contributes with two crossings. This cannot happen when the cardinality of A 1 and A 2 is the same because at least one of the edges departing from the nodes in A 1 for example, must be connected to one of the ends of the edge (r σ(i) , r σ(i+1) ), in order to have an Hamiltonian cycle. Note that this case, i.e. |A 1 | = |A 2 | can happen only if N is even. Consider the particular case such that σ(i) = a and σ(i
(mod N ). Then (A.7) in this cases is exactly equal to N − 3, which means that the edges (r a , r a+
(mod N ) ) and (r a , r a+ N +1 2 (mod N ) ) can have the maximum number of crossings if the right configuration is chosen. Moreover, if there is a cycle such that every edge has N − 3 crossings, such a cycle is unique, because the only way of obtaining it is connecting the vertex r a with r a+
Appendix B. The 2-factor and TSP solution for p < 0 and even N We start considering here the 2-factor solution for p < 0 in the even-N case. After that, we proof Proposition 3.4. In the following we will say that, given a permutation σ ∈ S N , the edge (r
where A j (i) was defined in equation (A.6).
Appendix B.1. N is a multiple of 4
Let us consider the sequence of points R = {r i } i=1,...,N of N points, with N a multiple of 4, in the interval [0, 1], with r 1 ≤ · · · ≤ r N , consider the permutations σ j , j = 1, 2 defined by the following cyclic decomposition:
for integer a = 1, . . . , Proof. An edge can be involved, at most, in N − 3 crossing matchings. In the even N case, this number is achieved by the edges of the form (r a , r a+ +1 : suppose it is not connected to the point r N , but to the point r 2 , i.e., it has a different edge from the cycle h * 2 . We now show that this implies it is not possible to construct all the remaining edges of length N −1 , r N ) , which has null length. Therefore the edge (r 2 , rN 2 +1 ) cannot be present in the optimal 2-factor and so, necessarily, there is the edge (rN ) cannot be present, by the same reasoning done in the proof of Proposition B.1. The fact that, in this case, N is not a multiple of 4 makes it impossible to have a 2-factor formed by 4-vertices loops, as in the previous case. The first consequence is that, given • to take a 2-factor with 
• to take a 2-factor with − 2: in this case the theoretical maximum number of crossing matchings is (
Clearly the second option is better, at least in principle, than the first one. The cycles h * k belong to the second case and saturate the number of crossing matchings. Suppose, then, to be in this case. Let us fix the − 2, and so they are uniquely determined. They form the 6-points loop (r a , r a−1+ Proposition Appendix B.2, together with the fact that the optimal 2-factor has the maximum number of crossing matchings, guarantees that the optimal 2-factor is such that h
Appendix B.3. Proof of Proposition 3.4
Proof. Let us begin from the permutations that define the optimal solutions for the 2-factor, that is those given in Eqs. B.2 if is N a multiple of 4 and in Eq. B.3 otherwise. In both cases, the optimal solution is formed only by edges of length − 2. Since the optimal 2-factor is not a TSP, in order to obtain an Hamiltonian cycle from the 2-factor solution, couples of crossing edges need to became non-crossing, where one of the two edges belongs to one loop of the covering and the other to another loop. Now we show that the optimal way of joining the loops is replacing two edges of length (ii) to remove one edge of length − 1, and also this operation can be done in two ways:
• either with an edge of length (iii) the last chance is to remove two edges of length N 2 − 1, and also this can be done in two ways:
• either with two edges of length The last possibility is the optimal one, since our purpose is to find the TSP with the maximum number of crossings, in order to conclude it has the lower cost. Notice that the cases discussed above holds also for the 6-vertices loop and an adjacent 4-vertices loop when N is not a multiple of 4. We have considered here adjacent loops because, if they were not adjacent, then the difference in maximum crossings would have been even bigger. Now we have a constructive pattern for building the optimal TSP. Let us call O the operation described in the second point of (3). Then, starting from the optimal 2-factor solution, if it is formed by n points, O has to be applied • or at least one edge of length less than or equal to
This is easily seen, since it is not possible to build an Hamiltonian cycle with more than two edges or only one edge of length − 2: the proof is immediate. Consider then the two cases presented above: in the first case the cycle (let us call it H) is clearly not optimal, since it differs from h * k , ∀k by a matching that is crossing in h * k and non-crossing in H. Let us consider, then, the second case and suppose the shortest edge, let us call it b, has length N 2 − 3: the following reasoning equally holds if the considered edge is shorter. The shortest edge creates two subsets of vertices: in fact, called x and y the vertices of the edge considered and supposing x < y, there are the subsets defined by:
Suppose, for simplicity, that |A| < |B|: then, necessarily |A| = N 2 − 3 and |B| = N 2 + 1. As an immediate consequence, there is a vertex in B whose edges have both vertices in |B|. As a consequence, fixed an orientation on the cycle, one of this two edges and b are obviously non-crossing and, moreover, have the right relative orientation so that they can be replaced by two crossing edges without splitting the Hamiltonian cycle. Therefore also in this case the Hamiltonian cycle considered is not optimal. 
Appendix D. Calculation of the second moment of the optimal cost distribution
In this Appendix we compute the second moment of the optimal cost distribution. We will restrict for simplicity to the p > 1 case, where
We begin by writing the probability distribution for N ordered points Developing the square of (D.1) one obtains N 2 terms, each one describing a particular configuration of two arcs connecting some points on the line. We will denote by χ 1 and χ 2 the length of these arcs; they can only be expressed as a sum of 2 spacings or simply as one spacing. Because the distribution (D.5) is independent of i 1 , . . . , i k , these terms can be grouped together on the base of their topology on the line with a given multiplicity. All these terms have a weight that can be written as
where ρ is a joint distribution of χ 1 and χ 2 . Depending on the term in the square of (D.1) one is taking into account, the distribution ρ takes different forms, but it can always be expressed as in function of the distribution (D.5). As an example, we show how to calculate |r 3 − r 1 | p |r 4 − r 2 | p . In this case ρ(χ 1 , χ 2 ) takes the form ρ(χ 1 , χ 2 ) = dϕ 1 dϕ 2 dϕ 3 ρ 
