We investigate the relative significance of kernelization versus branching for parallel FPT implementations. Using the well-known vertex cover problem as a familiar example, we build and experiment with a testbed of five different classes of difficult graphs. For some, we find that kernelization alone obviates the need for parallelism. For others, we show that kernelization and branching work in synergy to produce efficient implementations. And yet for others, kernelization fails completely, leaving branching to solve the entire problem. Structural graph properties are studied in an effort to explicate this trichotomy. The NP-completeness of vertex cover makes scalability an extreme challenge. We mainly employ Hopper, named after the famous computing pioneer Admiral Grace Murray Hopper. The Hopper platform is currently one of the world's fastest supercomputers.
Introduction
Fixed-Parameter Tractability (FPT) has become a popular and powerful technique for dealing with the recalcitrance of NP-completeness. An amenable problem is FPT if it has an algorithm that runs in O(f(k)n c ) time, where n is the problem size, k is the input parameter, and c is a constant independent of n and k. Representative citations include [1] for theoretical development, [2] for previous work on parallel implementations, and [3] for historical perspective.
Vertex cover is probably the best known and most widely studied FPT problem. In its usual decision formulation, we are given a simple undirected graph G of order n and an integer k, and asked whether G contains a set S of at most k vertices so that every edge in G has at least one endpoint in S. Minimum vertex cover and its complementary dual, maximum clique, are highly appreciated for both their prominence in complexity theory and their wealth of practical applications.
Two tenets of FPT are kernelization, in which an input of size n is reduced to a compute core whose size depends only on k, and branching, whereby an efficient tree structure is used to explore the solution space. It would not be a gross oversimplification to say that kernelization is generally fast, while branching is not. That some part of the solution process is slow and exhaustive should not come as a surprise. After all, we are trying to solve enormous NP-complete problems exactly. On the other hand, the relative speed of kernelization should not belie its importance. Only by reducing the problem size dramatically can we hope for runtimes polynomial in n.
In recent work [4] , it has been shown that one can often obtain excellent parallel speedup on large-scale biological graphs, as primarily derived from transcriptomic data. These sorts of graphs tend to be relatively sparse, more or less scale free, and contain many highly overlapping cliques of various sizes. It was found that kernelization and branching tend to work together quite well for these types of inputs. Methods were in fact often interleaved [5] .
In this paper, we study these and other input domains in an effort to elucidate the relative significance of kernelization versus branching and the need for parallel FPT computation. To this end, we use reasonably straightforward sequential and parallel FPT vertex cover implementations and examine performance on large graphs of five general classes: physical infrastructure, social interaction, high-throughput biological, pseudorandom, and regularly structured. Despite their notoriety, we find that infrastructure and social graphs tend to succumb to mere kernelization. Biological graphs, meanwhile, benefit from both kernelization and branching. On the other hand, regularly structured and, to a lesser extent, pseudo-random graphs tend to be resistant to kernelization. Thus they benefit from highly efficient branching, parallelized implementations and effective load balancing strategies.
In the next two sections, we detail important relevant features of kernelization and branching. Section 4 contains descriptions and discussions of the various sources and sorts of domain data we use in this study. We also present sample timings for each. In Sections 5 and 6 we analyze these results and discuss directions for future study.
Kernelization Rules
Let us briefly review standard vertex cover kernelization reductions. The easiest to apply are the low degree rule, the high degree rule, and the degree two rule. It is noteworthy that the high degree rule alone ensures an O(k 2 ) kernel. Given G, n and k, we iteratively apply these rules, at each stage creating a new graph G′ with n′ ≤ n and k′ ≤ k.
The Low Degree Rule: Any isolated vertex cannot cover any edges and may be removed, reducing n′ by 1. In the case of a vertex of degree one, we can cover no fewer edges by discarding it and removing its parent and putting it in the cover. This reduces n′ by 2 and k′ by 1.
The High Degree Rule: If a vertex has degree greater than k then it must be included in an acceptable cover. Otherwise there would be at least k+1 edges, which could only be covered by including all its neighbors. Removing such a vertex and putting it in the cover reduces n′ by 1 and k′ by 1.
The Degree Two Rule:
This rule is considerably more complicated. There are two separate cases to consider. Suppose u has degree two, with neighbors v and w.
Case 1: v and w are neighbors. In this case, at least two of u, v, and w must be included in any satisfying cover in order to account for the edges of the triangle they form. Including u would cover only two edges, while v and w both cover at least two and possibly more. Thus, we are best served by removing all three vertices and including v and w in the cover. This reduces n′ by 3 and k′ by 2.
Case 2: v and w are not neighbors. In this case, we form G′ by folding u, v, and w into a new vertex, u′, whose neighborhood consists of the union of the other neighbors of v and w. It turns out that G′ contains a vertex cover of size k′ = k -1 if and only if G contains a vertex cover of size k. See Figure 1 for an example. (For completeness, we note that there are actually two options. If the cover of G′ contains u′, then v and w will be in the cover for G while u may be discarded. If the cover of G′ does not contain u′, then u will be in the cover for G while v and w may be discarded. With either option, n′ is reduced by 2 and k′ is reduced by 1. The specific option to choose is only relevant in backtracking, when solving the search not the decision version of the problem.) After applying these rules, we have reduced our original question of the existence of a cover for G of size no more than k to the search for a cover of G′ of size less than or equal to k′.
Branching Strategies
After kernelization, we are left with the computationally imposing task of exploring a search space whose size is exponential in k. The best current theoretical running time can be found in [6] . There, a limit of O (1.2738 k + kn) is achieved, but at the cost of excruciating branching techniques, some of which may actually work against us on average. Thus, we employ instead a relatively simple search tree strategy to traverse the possible covers. At each level in the tree, we choose the vertex, v, of highest degree and branch in two directions. For the left branch, we add v to the candidate cover. For the right branch, we discard v and place all of v's neighbors in the cover. This straightforward but easily parallelized technique is illustrated in Figure 2 . The search along each branch proceeds until either k vertices have been added to the candidate solution or all edges are covered. At that point, the validity of the cover is checked. If a satisfying cover has indeed been found, then all search paths are terminated and we return a "yes" decision. On the other hand, if the candidate cover is not a satisfying cover, then branching must continue until we find a solution or exhaust the search space. At each branching stage, we include at least one more vertex in the candidate solution. Thus, this process results in a search tree of depth bounded by k. Kernelization times are generally insignificant. Branching tends to be exhaustive, however, and so it is the usual focus for parallel FPT speedups.
Each branching path reduces graph size and complexity. It is therefore sometimes possible to rekernelize at branch points. We use this technique, known as interleaving [7] , in our implementations in an effort to reduce overall run times and enhance parallel speedups.
For parallel implementations, we perform search tree decomposition in MPI, using a master-slave paradigm. Each processor is initially assigned an independent branch to search. Without some form of load balancing, however, a processor may starve should it finish its branch early. Thus, we employ dynamic load balancing to keep all processors busy. Our approach designates a highest degree branch as a donor. When any branch completes, it receives additional work from the donor. Should the donor itself terminate early, a new donor is selected again based on highest degree. For a thorough description of the approach and an analysis of its effectiveness, see [2, 4] .
Data and Experiments
Large-scale experiments were conducted on the Hopper supercomputer, part of the National Energy Research Scientific Computing (NERSC) Center. The Hopper platform is ranked 16 th fastest in the world according to the TOP500 list for June, 2012. It is a CrayXE6 system rated at a peak speed of 1.28 PetaFLOPS, which it attains with 6,384 nodes made up of two 2.1 GHz twelve-core AMD 'MagnyCours' processors, for a total of 153,216 compute cores. Hopper is maintained at the Lawrence Berkeley National Laboratory.
We sought to test graphs from a broad variety of application domains. Our interest focused on finding graphs that are enormous and/or difficult enough to pose a challenge, even for our streamlined vertex cover FPT implementations. The graphs we finally selected fall into five general categories: physical infrastructure, social interaction, high-throughput biological, pseudo-random, and regularly structured. Three representative graphs were selected from each class. For each such graph, we computed the minimum vertex cover in the complement, and employed a simple binary search to determine the optimum parameter value. To identify the hardest instances, we report timings for the largest "no" parameter value. (Had we used instead the smallest "yes" value, runs could have encountered a satisfying solution early, biasing the results, whereas a "no" instance must exhaust the entire search tree.) Every graph was sequentially kernelized. As expected, no bottleneck was encountered during this process. Branching was performed sequentially and, when sequential times were sizable, in parallel. For standard comparisons, all parallel runs were timed on 24 cores.
Physical Infrastructure Graphs
We were able to obtain large-scale connectivity information on road systems, airport networks and power grids. The Road Graph comes to us from California. Its vertices denote intersections and destinations. Its edges represent connections between these sites. The Airport Graph is based on direct flight connectivity in the United States. The Power Graph was obtained from the high voltage power grid for the western states. All three sets of data were obtained from the Stanford Large Network Dataset Collection.
Both the Road Graph and the Airport Graph produce very small kernels, which complete branching in under a hundredth of a second. The Power Graph was solved completely through kernelization, requiring no branching whatsoever. We note that our physical infrastructure graphs have modest clique sizes and low average degree, and many of their cliques are disjoint. Therefore, the high degree rule applies to many vertices in their complements. The graphs are rapidly decomposed almost entirely. This sort of algorithmic behavior highlights the power of kernelization, and eliminates the need for heavyweight computations during branching. See Table 1 
Social Interaction Graphs
We obtained interaction graphs to cover three more or less unrelated social areas. The Enron Graph represents emails during the company's financial crisis. The arXiv Graph denotes a collaboration network, mainly for high-energy physics, whose edges link electrical preprint coauthorship. Finally, the Wiki-Vote Graph depicts votes for Wikipedia moderators. As before, all three sets of data were obtained from the Stanford collection.
As with the physical infrastructure graphs, social graphs kernelize so well that they can be solved easily by branching sequentially. There is no need for parallelism. In fact, the arXiv graph was solved completely through kernelization alone. It seems that low average degree again leads to a very effective application of the high degree rule in the complement. See Table 2 Table 2 . Computational experience with large social interaction graphs. Run times are reported in seconds. The graph derived from electronic preprints was solved completely during kernelization, and thus needed no branching at all.
High-Throughput Biological Graphs
We tried to focus on markedly different sorts of biological graphs, and ended up employing data about human proteomics, methylation and transcriptomics. PPI was created from a curated protein-protein interaction database. Colitis.98 was created using genomic methylation data from a study on Ulcerative Colitis while LRMS.8 was created from gene expression microarray data concerning Low-Risk Myelodysplastic Syndrome. Both data sets are publicly available on the Gene Expression Omnibus (GEO). The associated datasets are GSE27899 and GSE41130 respectively. For Colitis.98 a weighted graph was first created using methylation sites as vertices with edges weighted by p-values of the Pearson correlation between the methylation levels. The same was done for LRMS.8 using genes and gene expression levels. In each case, the graph was then converted to an unweighted graph by removing all edges whose weights fall below a certain threshold (p = .98 and p = .8 respectively). As with our physical infrastructure and social interaction experiences, kernelization nearly solved PPI. The other two graphs, Colitis.98 and LRMS.8, were each left with a fairly formidable kernel. Although effective parallel vertex cover algorithms have been tailored to such graphs in previous work [8, 9] , it is notable here that, like in the cases of the Enron and Wiki-Vote graphs, the kernels produced were such that sequential branching finished in a matter of a very few minutes without the need for parallelism. See Table 3 . Table 3 . Computational experience with large highthroughput biological graphs. Run times are reported in seconds.
Pseudo-Random Graphs
We created a pair of pseudo-random graphs using standard random graph models, the Erdös-Rényi model [10] and the Watts-Strogatz model [11] . The Erdös-Rényi graph, ER_5k, was constructed using an edge density of 0.1. Each potential edge was either present or absent based on this probability. The Watts-Strogatz graph, WS_800, began with a regular ring lattice, where every vertex had degree 300. One endpoint of each edge was then randomly rewired with probability 0.2. We tried to use the Barabási-Albert preferential attachment model [12] for a third pseudo-random graph. Unfortunately, this simple model never yields a clique of size greater than x+1, where x is the number of edges connecting each new node to the existing graph. For instance, when x=2, we obtain a graph with a maximum clique of size 3. Such graphs and their complements are solved very quickly by standard clique and vertex cover implementations. We therefore chose to create the graph Norm_900 by choosing normally distributed random degrees for the vertices and then setting edges with uniform probability. The structure of these pseudo-random graphs seems to be such that some reasonable modicum of speedup is possible with our balanced tree search. In the case of ER_5k, speedup seems to have been limited by its low density. Both the Erdös-Rényi and the Watts-Strogatz models produce graphs whose degree distribution is roughly normal, with mean centered at the average degree of the graph. We will say more about this issue in the next section. See Table 4 Table 4 . Computational experience with large pseudorandom graphs. Run times are reported in seconds.
Regularly Structured Graphs
We loosely define regularly structured graphs to be those with a narrow degree range. The limiting case is of course truly regular graphs, whose vertices all have the same degree. In fact two of the graphs we tested, 5x50_C and 90_Cycle_C, are truly regular. The third, a subgraph of a Hamming graph, is highly but not truly regular, with vertex degrees in the range [247, 270] . 5x50_C is the complement of the graph obtained by arranging 50 5-cliques in a circle and connecting the corresponding adjacent clique vertices. 90_Cycle_C was constructed by starting with an even cycle, connecting its opposite vertices, then taking its complement. That is, beginning with a cycle of length n, with vertices labeled 0,1,2,...,n-1, add edges (0,n/2), (1, n/2 + 1), (2, n/2 + 2), ... , (n/2-1, n-1). Figure 3 illustrates this notion with an example for n = 10. Ham_9_4 was obtained as a 350-node subgraph of a standard Hamming graph, constructed using parameters n=9 and d=4. In such a graph, vertices are viewed as binary vectors of length n, and an edge is present if and only if the Hamming distance between the two vectors is greater than or equal to d.
Because low and high degree vertices are absent, regularly structured graphs are notoriously difficult, and generally show no benefit whatsoever from kernelization. Moreover, such graphs tend to have topological symmetry and fill many branches of the search tree with nearoptimal solutions. Thus, many branches must be fully explored. Ironically, however, the very topological symmetry that makes such instances difficult makes them amenable to parallelization. In this study, regularly structured graphs produced the best speedup we see.
We emphasize that this efficiency is relative. These are not linear-time systolic problems that easily yield linear speedups. Instead, these are NP-compete problems. Their kernels require exhaustive search. They generally incur several penalties with respect to communication overhead, non-uniform memory access and so forth. Thus, we must temper our enthusiasm and lower our expectations. Nevertheless, the efficiencies we see are respectable for problems of this ilk. See Table 5 . 
Parallel Utilization
There seem to be at least two major factors influencing the relative effectiveness of our parallel branching strategy: average vertex degree and vertex degree distribution. If the average vertex degree in the complement is very high, then each time a vertex is added to a possible cover in a left branch, its many neighbors will be added to a possible cover in the right branch. This may result in a highly unbalanced search tree, and thus poor parallel speedup. In Table 4 , for example, we see that the density of ER_5k is 0.10006. Therefore the average degree in its complement is very high, and we witnessed only a modest speedup. In order to produce a balanced search tree without excessive load balancing, it seems from these experiments that the complement must exhibit a relatively tight vertex degree distribution about the mean, with the mean itself relatively low. This is precisely the case with the regularly structured graphs and with Norm_900. We also note that graph size will naturally limit the scalability we can expect to see. On Ham_9_4, for example, we saw speedups up to 48 cores that then leveled out quickly. On the other hand, we were able to scale up to 720 cores before leveling out on the larger Norm_900 graph. See 
Conclusion and Directions for Future Research
We have studied the significance of kernelization versus branching when solving the classic vertex cover decision problem on large graphs from five different application domains. For some, we found that kernelization alone sufficed. For others, we found that kernelization and branching could work together to find solutions quickly. And yet for others, we discovered that kernelization fails completely, leaving branching to solve the entire problem.
An important hallmark of problems amenable to kernelization appears to be a complement whose degree structure follows an inverse power law distribution. Such a graph may benefit from reductions by the high degree rule, while its compute kernel may have a similar distribution, which in turn increases the effectiveness of interleaving. Our physical infrastructure, social communication, and high throughput biological graphs all have this type of structure. See, for example, Figure 6 . On the other hand, graphs that do not kernelize were either pseudo-regular or those whose complements' degree distributions clustered tightly about a mean value low enough to avoid the high degree rule. See Figure 7 .
Turning now to branching, graphs benefiting most from our parallel strategy were those that had a relatively tight vertex degree distribution about a relatively low mean. It remains to be seen whether different branching strategies will behave in markedly different ways. In previous work, it has been shown that parallel vertex cover can be tailored to transcriptomic and other specific classes of graphs [2, 4, 9] . For a given branching strategy, it might prove fruitful to trace through numerous search trees in an attempt to identify cases for which the strategy is ideal and those for which it fails. 
