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ABSTRACT. In this paper we study fields satisfying N -point locality and their proper-
ties. We obtain residue formulae for N -point local fields in terms of derivatives of delta
functions and Bell polynomials. We introduce the notion of the space of descendants of
N -point local fields which includes normal ordered products and coefficients of operator
product expansions. We show that examples of N -point local fields include the vertex
operators generating the boson-fermion correspondences of type B, C and D-A. We apply
the normal ordered products of these vertex operators to the setting of the representation
theory of the double-infinite rank Lie algebras b∞, c∞, d∞. Finally, we show that the
field theory generated by N -point local fields and their descendants has a structure of a
twisted vertex algebra.
1. INTRODUCTION
Vertex operators were introduced in string theory and now play an important role in
many areas such as quantum field theory, integrable models, statistical physics, representa-
tion theory, random matrix theory, and many others. There are different vertex algebra the-
ories, each designed to describe different sets of examples of collections of fields. The best
known is the theory of super vertex algebras (see for instance [Bor86], [FLM88], [FHL93],
[Kac98], [LL04], [FBZ04]), which axiomatizes the properties of some, simplest, systems
of vertex operators. Locality is a property that plays crucial importance for super vertex al-
gebras ([Li96]) and the axioms of super vertex algebras are often given in terms of locality
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(see [Kac98], [FBZ04]). On the other hand, there are field theories which do not satisfy the
usual locality property, but rather a generalization. Examples of these are the generalized
vertex algebras ([DL93], [BK06], Γ-vertex algebras ([Li06b]), deformed chiral algebras
([FR97]), quantum vertex algebras (see e.g. [EK00], [Bor01], [Li06a], [Li08], [AB09]).
We consider λ ∈ C∗ to be a point of locality for two fields a(z), b(w) if a(z)b(w) is
singular at z = λw (for a precise definition see Section 4). The usual vertex algebra locality
is then just locality at the single point λ = 1. In this paper we study the following field
theory problems: First, if we start with fields which are local at several, but finite number of
points, then what are the properties that these fields and their descendants satisfy? Second,
what is the algebraic structure that the system of descendants of such N -point local fields,
in its entirety, satisfies?
In Section 3 we prove the basic property of N -point local distributions: that they can be
expressed in terms of delta functions at the points of locality and their derivatives (Theorem
3.2). A question in any field theory is: if we start with some collection of (generating)
fields, which fields do we consider to be their descendants? In this paper we take an
approach motivated by quantum field theory and representation theory and (as was the case
of usual 1-point locality) we consider derivatives of fields, Operator Product Expansion
coefficients and normal ordered products of fields to be among the descendant fields (for
precise definitions see Section 4, and in particular Definition 4.21). For N -point locality it
is also natural to consider substitutions at the points of locality to be among the descendant
fields, i.e., if a(z) is a field and λ ∈ C∗ is a point of locality, then a(λw) is a descendant
field (this of course trivially holds in the case of usual 1-point locality at λ = 1). In
Section 4 we study the descendant fields and their properties. We show that the Operator
Product Expansion (OPE) formula holds and we provide residue formulas for the OPE
coefficients. We also prove properties for the normal order products of fields, such as the
Taylor expansion property and the residue formulas. For two fields a(z), b(w) we give a
general definition of products of fields a(z)(j,n)b(w), where for n ≥ 0 these new products
coincide with the OPE coefficients and for n < 0 they coincide with the normal ordered
products (see Definition 4.18). This seemingly unjustified unification of these two types
of descendants is in fact explained later by Lemma 7.10, which shows that both the OPE
coefficients and the normal ordered products are just different residues of the same analytic
continuation, see Lemmas 7.8 and 7.9.) In Section 4 we also prove a generalization of
Dong’s Lemma: if we start with fields that are N -point local, then the products of fields
are also N -point local, thus the entire system of descendants will consist of N -point local
fields. We finish Section 4 by proving properties relating the OPE expansions of normal
ordered products of fields.
Among earlier studies of fields that satisfy properties closely related to N -point locality
as defined here, our work is most closely related to that of [Li06b]. Our definition of
products of fields (and thus descendant fields) is quite different, and as a result Li’s theory
of Γ-vertex algebras does not generally coincide with our twisted vertex algebras. See the
Appendix §8 for a detailed comparison between the two constructions. Our definition is
motivated from quantum field theory, and we specifically require that the OPE coefficients
and the normal ordered products be elements in our twisted vertex algebras. We provide
examples that demonstrate certain normal ordered products cannot be elements of Γ-vertex
algebra (see the Appendix §8). In general, for a finite cyclic group Γ, Γ-vertex algebras are
described by smaller collections of descendant fields, and are in fact subsets of the systems
of fields that we consider.
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In Section 5 we detail three examples of N -point local fields, and calculate examples
of their descendants fields. These three examples, although in some sense the simplest
possible, are particularly important due to their connection to both representation theory
and integrable systems. In Section 6 we show that the normal ordered products of the fields
from Section 5 produce representations of the double-infinite rank Lie algebras b∞, c∞ and
d∞. Although these representations have been known earlier (see [DJKM82], [You89] for
b∞, [DJKM81] for c∞, [KWY98], [KW94] for d∞), the proofs we present are written
in terms of normal ordered products and generating series, which is new for the cases
of b∞ and c∞. The case of d∞ is interesting because even though the operator product
expansion is 1-point local with point of locality 1, it is necessary to consider N -points of
locality in order to obtain the bozon-fermion correspondence in this case (which was done
in [Ang12]).
Finally, in Section 7 we state the definition of twisted vertex algebra [Ang12], and show
that it can be re-formulated in terms of N -point locality. This shows that twisted vertex
algebras can be considered a generalization of super vertex algebras. We finish with results
establishing the strong generation theorem for a twisted vertex algebra and the existence
of analytic continuations of arbitrary products of fields.
2. NOTATION AND PRELIMINARY RESULTS
In this section we summarize the notation that will be used throughout the paper. Let U
be an associative algebra with unit. We denote by U []z±1]] the doubly-infinite series in the
formal variable z:
U []z±1]] = {s(z) | s(z) =
∑
m∈Z
smz
m, sm ∈ U}.
An element of U []z±1]] is called a formal distribution. Similarly, U []z]] denotes the series
in the formal variable z with only nonnegative powers in z:
U []z]] = {s(z) | s(z) =
∑
m≥0
smz
m, sm ∈ U}.
Let s(z) ∈ U []z±1]]. The coefficient s−1 is ”the formal residue Reszs(z)”: Reszs(z) :=
s−1. We denote by U []z±1, w±1]] the doubly-infinite series in variables z and w:
U []z±1, w±1]] = {a(z, w) | a(z, w) =
∑
m,n∈Z
am,nz
mwn, am,n ∈ U}.
Similarly, we will use the notations U []z, w]], U []z±1, w]], U []z, w±1]] where for instance
U []z, w]] denotes the infinite series in variables z and w with only nonnegative powers in
both z and w:
U []z, w]] = {a(z, w) | a(z, w) =
∑
m,n≥0
am,nz
mwn, am,n ∈ U}.
Remark 2.1. For any a(z, w) ∈ U []z±1, w±1]] the formal residue Resza(z, w) is a well-
defined series in U []w±1]]:
Resza(z, w) =
∑
n∈Z
a−1,nw
n ∈ U []w±1]]
A very important example of a doubly-infinite series is given by the formal delta-
function at z = w (recall e.g., [Li96], [Kac98], [LL04]):
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Definition 2.2. The formal delta-function at z = w is given by:
δ(z, w) :=
∑
n∈Z
znw−n−1.
The formal delta-function at z = w is an element of U []z±1, w±1]] for any U –an as-
sociative algebra with unit, as each of the coefficients of δ(z, w) is equal to the unit of U .
To emphasize its main property (see the first part of Lemma 2.3), and in keeping with the
a common usage in physics we will denote this formal delta function by δ(z − w) (even
though this is something of an abuse of notation.)
Let λ ∈ C be a fixed complex number, λ 6= 0. In many cases (e.g., when U = End(V )
for a complex vector space V ) we can considerU to contain a copy of C. For the remainder
of this paper, we assume C ⊂ U . The formal delta-function at z = λw is given by:
δ(z − λw) := δ(z, λw) =
∑
n∈Z
λ−n−1znw−n−1.
Again, by abuse of notation we write δ(z − λw) even though it depends on two formal
variables z and w, and a parameter λ.
As is well known for the formal delta-function at z = w (see e.g., [Li96], [Kac98],
[LL04]) we have the following properties for the formal delta-function at z = λw:
Proposition 2.3. ([Li96], [Kac98] Prop. 2.1.) For n ∈ Z, n ≥ 0, λ ∈ C\{0},
(1) For any f(z) ∈ U []z±1]], one has f(z)δ(z − λw) = f(λw)δ(z − λw) and in
particular (z − λw)δ(z − λw) = 0.
(2) For any f(z) ∈ U []z±1]] we have Reszf(z)δ(z − λw) = f(λw).
(3) δ(z − λw) = δ(z, λw) = λ−1δ(w, λ−1z) = λ−1δ(w − λ−1z).
(4) (z − λw)∂(n)λw δ(z − λw) = ∂(n−1)λw δ(z − λw) for n ≥ 1.
(5) (z − λw)n+1∂nz δ(z − λw) = 0.
(6) ∂zδ(z − λw) = −λ−1∂wδ(w − λ−1z).
Notation 2.4. Divided powers For any a ∈ A, where A is an associative C algebra,
denote a(n) := a
n
n! .
In this work we encounter formal delta functions at z = λiw, for λi ∈ C, λi 6= 0,
λi 6= λj , 1 ≤ i, j ≤ N , which satisfy properties extending the properties above:
Lemma 2.5 (Factoring properties). For j, n ∈ Z, j, n ≥ 0,
(1) (z − λiw)δ(z − λjw) = (λj − λi)wδ(z − λjw)
(2)
(z − λiw)∂
(n)
λjw
δ(z − λjw) = ∂
(n−1)
λjw
δ(z − λjw) + (λj − λi) · w∂
(n)
λjw
δ(z − λjw).
(3)
∂
(n)
λjw
δ(z − λjw) =
(z − λiw)w
−n−1
(λj − λi)n+1
(
n∑
k=0
(−1)n−k(λj − λi)
kwk∂
(k)
λjw
δ(z − λjw)
)
.
Proof. Part (2) follows immediately from Proposition 2.3, (4):
(z − λiw)∂
(n)
λjw
δ(z − λjw) = (z − λjw)∂
(n)
λjw
δ(z − λjw) + (λj − λi) · w∂
(n)
λjw
δ(z − λjw)
= ∂
(n−1)
λjw
δ(z − λjw) + (λj − λi) · w∂
(n)
λjw
δ(z − λjw).
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From (2) we get
∂
(1)
λjw
δ(z − λjw) =
(z − λiw)
(λj − λi)w
∂
(1)
λjw
δ(z − λjw) −
1
(λj − λi)w
δ(z − λjw)
=
(z − λiw)
(λj − λi)w
∂
(1)
λjw
δ(z − λjw) −
(z − λiw)
(λj − λi)2w2
δ(z − λjw)
=
(z − λiw)
(λj − λi)2w2
(
(λj − λi)w∂
(1)
λjw
δ(z − λjw) − δ(z − λjw)
)
.
So we suppose that
∂
(n)
λjw
δ(z − λjw) =
(z − λiw)
(λj − λi)n+1wn+1
(
n∑
k=0
(−1)n−k(λj − λi)
kwk∂(k)w δ(z − λjw)
)
.
Then
∂
(n+1)
λjw
δ(z − λjw) =
(z − λiw)
(λj − λi) · w
∂
(n+1)
λjw
δ(z − λjw)−
1
(λj − λi)w
∂
(n)
λjw
δ(z − λjw)
=
(z − λiw)
(λj − λi)n+2wn+2
(
n+1∑
k=0
(−1)n+1−k(λj − λi)
kwk∂
(k)
λjw
δ(z − λjw)
)
.

For a rational function f(z, w) we denote by iz,wf(z, w) the expansion of f(z, w) in
the region |z| ≫ |w| (the region in the complex plane outside of all the points z = λiw,
λi ∈ C, 1 ≤ i ≤ n), and correspondingly for iw,zf(z, w).
Example 2.6.
iz,w
1
z − λw
=
∑
n≥0
λnz−n−1wn,(2.1)
iw,z
1
z − λw
= −
∑
n≥0
λ−n−1znw−n−1 = −
∑
n<0
λnz−n−1wn.(2.2)
Moreover
δ(z − λw) = iz,w
1
z − λw
− iw,z
1
z − λw
(2.3)
∂
(l)
λwδ(z − λw) = iz,w
1
(z − λw)l+1
− iw,z
1
(z − λw)l+1
(2.4)
For any a(z) =
∑
m≥0 amz
m ∈ U []z±1]] we use the following notation:
(2.5) a(z)− :=
∑
n<0
anz
n ∈ U []z−1]], a(z)+ :=
∑
n≥0
anz
n ∈ U []z1]].
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Similarly for any a(z, w) =
∑
m,n∈Z am,nz
mwn ∈ U []z±1, w±1]] we use the following
notation
a(z, w)z,− : =
∑
m<0,n∈Z
am,nz
mwn ∈ U []z−1, w±1]],(2.6)
a(z, w)z,+ : =
∑
m≥0,n∈Z
anz
n ∈ U []z, w±1]],(2.7)
a(z, w)w,− : =
∑
m∈Z,n<0
am,nz
mwn ∈ U []z±1, w−1]],(2.8)
a(z, w)w,+ : =
∑
m∈Z,n≥0
anz
mwn ∈ U []z±1, w]].(2.9)
Thus from (2.3) and (2.4) we see that
δ(z − λw)z,− = iz,w
1
z − λw
, δ(z − λw)z,+ = −iw,z
1
z − λw
,(2.10)
(
∂
(l)
λwδ(z − λw)
)
z,−
= iz,w
1
(z − λw)l+1
,
(
∂
(l)
λwδ(z − λw)
)
z,+
= −iw,z
1
(z − λw)l+1
.
(2.11)
Lemma 2.7. (Cauchy formulas) For any a(z) =∑m≥0 amzm ∈ U []z±1]] and λ ∈ C we
have
Resz
(
a(z)iz,w
1
(z − λw)n+1
)
= ∂
(n)
λw a(λw)+(2.12)
Resz
(
a(z)iw,z
1
(z − λw)n+1
)
= −∂
(n)
λw a(λw)−(2.13)
Lemma 2.8. (Linear independence property) Suppose λ1, . . . , λN are distinct nonzero
complex numbers and
N∑
k=1
nk−1∑
l=0
ckl(w)∂
(l)
λkw
δ(z − λkw) = 0.
Then ckl(w) = 0 for all 1 ≤ k ≤ N , 0 ≤ l ≤ nk − 1.
Proof. The proof of this is reminiscent of the part of the proof of the Chinese Remainder
Theorem. Fix 1 ≤ j ≤ N . We multiply both sides of the equality by
(z − λjw)
nj−1
∏
r=1,r 6=j
(z − λrw)
nr
then we obtain by Lemma 2.3 and Lemma 2.5
0 =
nj−1∑
l=0
cjl(w)(z − λjw)
nj−1
∏
r=1,r 6=j
(z − λrw)
nr ∂
(l)
λjw
δ(z − λjw)
=
∏
r=1,r 6=j
(z − λrw)
nr cj,nj−1(w)δ(z − λjw)
=
∏
r=1,r 6=j
(λj − λr)
nr wnrcj,nj−1(w)δ(z − λjw).
Taking Resz of both sides of the above gives us cj,nj−1(w) = 0 since the λk are distinct.

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3. N -POINT LOCALITY OF FORMAL DISTRIBUTIONS
The notion of locality is fundamental to development of conformal field theory and
vertex algebra theory, as seen in [Li96], [Kac98], and [FBZ04]. Our notion of N -point
locality is a direct generalization of these.
Definition 3.1. (N -point local) Given a(z, w) ∈ U []z±1, w±1]] we say that a(z, w) is N-
point local at the points λi ∈ C∗, λi 6= λj , for 1 ≤ i, j ≤ N if there exist exponents
n1, n2, . . . , nN ∈ N
∗ such that
(z − λ1w)
n1 (z − λ2w)
n2 · · · (z − λNw)
nN a(z, w) = 0.
We will refer to the distribution as being N -point local, and refer to the points λi ∈ C∗
as points of locality for a(z, w). We will refer to a formal distribution as satisfyingN -point
locality when we do not want to specify the points λi ∈ C∗.
The following theorem is a necessary technical result which will allow us to define the
operator product expansion and prove residue formulas for products of fields. This in turn
allows us to generalize results from vertex algebra theory to our setting of twisted vertex
algebras in the sections that follow. The proof given here has the advantage of being more
rudimentary than those appearing in [Kac98], [FBZ04] for example, in the sense that it
involves only induction and the factoring properties of delta functions.
Theorem 3.2. A formal distribution a(z, w) ∈ U []z±1, w±1]] satisfies N -point locality at
a set of points λi ∈ C∗ and exponents ni for i = 1 · · ·N if and only
(3.1) a(z, w) =
N∑
k=1
nk−1∑
l=0
ckl(w)∂
(l)
λkw
δ(z − λkw)
for some ckl(w) ∈ U []w±1]]. If N -point locality holds then the ckl(w) are unique and
defined by
cj,nj−r(w) = Resz

r−1∑
i=0
(z − λjw)
nj−r+iPi,j(w)
N∏
i=1,i6=j
(z − λiw)
nia(z, w)

 .(3.2)
for 1 ≤ r ≤ nj; where
P0,j(w) =
1
p0,j
, Pn,j(w) =
n∑
k=1
(−1)kk!
pk+10,j n!
Bn,k(p−1,j , p−2,j, . . . , pk−n−1,j), n ≥ 1.
and Bn,k(x1, x2, . . . , xn−k+1) are the Bell polynomials in the variables
p−i,j(w) = ∂
(i)
z

 N∏
r=1,r 6=j
(z − λrw)
nr

∣∣∣
z=λjw
.
In the formula for the coefficients ckl(w) above (z−λkw)l
∏n
i=1,i6=k(z−λiw) is short
for the binomial expansion
iz,w
(
(z − λkw)
l
∏n
i=1,i6=k(z − λiw)
)
= iw,z
(
(z − λkw)
l
∏n
i=1,i6=k(z − λiw)
)
.
We will present a proof by multi-induction on n1, n2, . . . nN . For the first step, we need
to proof the following lemma:
Lemma 3.3. Let a(z, w) ∈ U []z±1, w±1]] satisfy N -point locality for n1 = n2 = · · · =
nN = 1, i.e.,
(z − λ1w)(z − λ2w) · · · (z − λNw)a(z, w) = 0.
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Then
(3.3) a(z, w) =
N∑
k=1
ck(w)δ(z − λkw), where ck(w) ∈ U []w±1]].
Proof. The proof is by induction on N . For N = 1, suppose we have (for brevity denote
λ1 just by λ):
(z − λw)a(z, w) = 0,
where a(z, w) =
∑
k,l∈Z ak,lz
kwl, ak,l ∈ U . We have
(z−λw)a(z, w) =
∑
k,l
ak,lz
k+1wl−
∑
k,l
λak,lz
kwl+1 =
∑
k,l
ak−1,lz
kwl−
∑
k,l
λak,l−1z
kwl = 0.
Hence we have the recurrence relation
ak−1,l = λak,l−1, for any k, l ∈ Z.
Denote m := k + l, and Amk := ak,m−k = ak,l, hence we have
Am−1k−1 = A
m−1
k , for any m, k ∈ Z.
Since this is true for any m ∈ Z, we will suppress the index m and just write
Ak−1 = λAk, or Ak = λ
−1Ak−1,
which is a linear recurrence relation for the doubly infinite sequenceAk, k ∈ Z. As is well
known, the solution to such a linear recurrence relation is (since the solution to the linear
first order characteristic equation is r = λ−1):
Ak = A0 · λ
−k, A0 can be chosen arbitrarily.
Hence, for any m ∈ Z, we have Amk = Am0 λ−k. Thus we have
a(z, w) =
∑
k,l∈Z
ak,lz
kwl =
∑
m,k∈Z
Amk z
kwm−k =
∑
m,k∈Z
Am0 λ
−kzkwm−k
=
∑
m∈Z
Am0 λw
m+1
∑
k∈Z
λ−k−1zkw−k =
∑
m∈Z
Am0 λw
m+1δ(z − λw)
= c(w) · δ(z − λw).
Now assume the result holds for N , and consider
(z − λ1w)(z − λ2w) · · · (z − λNw)(z − λN+1w)a(z, w) = 0.
Regrouping (associativity applies here) and applying the induction hypothesis yields
(z − λN+1w)a(z, w) =
N∑
k=1
ck(w)δ(z − λkw), where ck(w) ∈ U []w±1]], k = 1, . . .N.
By Lemma 2.5 (1):
(z − λN+1w)a(z, w) = (z − λN+1w)
N∑
k=1
c˜k(w)δ(z − λkw),
where c˜k(w) = 1(λN+1−λk)w ck(w) ∈ U []w
±1]], k = 1, . . .N . Hence we have
(z − λN+1w)
(
a(z, w)−
N∑
k=1
c˜k(w)δ(z − λkw)
)
= 0
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which from the base case gives us
a(z, w)−
N∑
k=1
c˜k(w)δ(z − λkw) = c˜N+1(w)δ(z − λN+1w),
which proves the induction step and thus the lemma. 
Proof of Theorem 3.2: We will prove the theorem in two parts: first we will prove that
N -point locality implies
a(z, w) =
N∑
k=1
nk−1∑
l=0
ckl(w)∂
(l)
λkw
δ(z − λkw),
where ckl(w) ∈ U []w±1]]. In addition, we will obtain the particular form of the coefficients
ckl(w). For the first part we will use multi-induction on n1, n2, . . . , nN . The base of the
induction, n1 = n2 = . . . nN = 1, is Lemma 3.3. Now assume the result is true for some
N -tuple n1, n2, . . . , nm, . . . , nN , i.e.,
(z − λ1w)
n1 · · · (z − λmw)
nk · · · (z − λNw)
nN a(z, w) = 0
implies
a(z, w) =
N∑
k=1
nk−1∑
l=0
ckl(w)∂
(l)
λkw
δ(z − λkw),
with ckl(w) ∈ U []w±1]].
Suppose now we have for the tuple n1, n2, . . . , nm + 1, . . . , nN
(z − λ1w)
n1 · · · (z − λkw)
nm+1 · · · (z − λNw)
nN a(z, w) = 0.
We can regroup (associativity applies here):
(z − λ1w)
n1 · · · (z − λmw)
nk · · · (z − λNw)
nN
(
(z − λmw)a(z, w)
)
= 0.
Hence from the induction hypothesis we have
(3.4) (z − λmw)a(z, w) =
N∑
k=1
nk−1∑
l=0
ckl(w)∂
(l)
λkw
δ(z − λkw).
Now from the factoring properties Lemma 2.5 we can factor a (z − λmw) from each of
∂
(l)
λkw
δ(z − λkw)—with almost no expense for k 6= m, and with expense of raising the
order of the derivative ∂(l)λmwδ(z − λmw) for k = m:
N∑
k=1
nk−1∑
l=0
ckl(w)∂
(l)
λkw
δ(z − λkw) = (z − λmw)
( N∑
k 6=m,k=1
nk−1∑
l=0
c˜kl(w)∂
(l)
λkw
δ(z − λkw)
+
nm∑
l=1
c˜ml(w)∂
(l)
λmw
δ(z − λmw)
)
.
We can rewrite (3.4) as
(z−λmw)
(
a(z, w)−
N∑
k 6=m,k=1
nk−1∑
l=0
c˜kl(w)∂
(l)
λkw
δ(z−λkw)−
nm∑
l=1
c˜ml(w)∂
(l)
λmw
δ(z−λmw)
)
= 0
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which from Lemma 3.3 gives us
a(z, w)−
N∑
k 6=m,k=1
nk−1∑
l=0
c˜kl(w)∂
(l)
λkw
δ(z−λkw)−
nm∑
l=1
c˜ml(w)∂
(l)
λmw
δ(z−λmw) = cm0δ(z−λmw).
This is precisely the induction step we needed to prove.
Now we proceed to calculating the precise form of the coefficients from (3.2), which
we will do in two steps.
Suppose
a(z, w) =
N∑
k=1
nk−1∑
l=0
ckl(w)∂
(l)
λkw
δ(z − λkw).
First we write
N∏
i=1,i6=j
(z−λiw)
ni = p0,j(w)+p−1,j(w)(z−λjw)+· · ·+p−nj+1,j(w)(z−λjw)
nj−1+O(z−λjw)
nj
where p−i,j(w) = ∂(i)z

 N∏
r=1,r 6=j
(z − λrw)
nr

∣∣∣
z=λjw
.
Then
N∏
i=1,i6=j
(z − λiw)
nia(z, w) =
N∑
k=1
nk−1∑
l=0
ckl(w)
N∏
i=1,i6=j
(z − λiw)
ni∂
(l)
λkw
δ(z − λkw)
=
nj−1∑
l=0
cjl(w)
N∏
i=1,i6=j
(z − λiw)
ni∂
(l)
λjw
δ(z − λjw)
=
(nj−1∑
l=0
p−l,j(w)(z − λjw)
l
)
·
(nj−1∑
l=0
cjl(w)∂
(l)
λjw
δ(z − λjw)
)
Then we get the linear system
(3.5)
nj−1∑
l=r
cjl(w)pr−l,j(w) = Resz

(z − λjw)r N∏
i=1,i6=j
(z − λiw)
nia(z, w)

 .
This linear system is upper-triangular, and has a unique solution for the coefficients cjl.
Our formula (3.2) for the coefficients follows from the following consideration: Let
P (t) = p0,j + p−1,jt + . . . p1−nj ,jt
nj−1 be the polynomial in a formal variable t, where
p−i,j = p−i,j(w) are the partial derivatives defined above. Let also Ar := Ar(w) =
Resz
(
(z − λjw)
nj−r−1
∏N
i=1,i6=j(z − λiw)
nia(z, w)
)
and let A(t) = A0 +A1t+ · · ·+
Anj−1t
nj−1 be the polynomial in the formal variable t. Consider the problem of finding a
power series (or polynomial) Q(t) indexed as
Q(t) = qnj−1 + qnj−2t+ . . . q0t
nj−1 + . . .
satisfying the equation
(3.6) P (t) ·Q(t) = A(t).
The coefficients ql for l ≤ nj − 1 will satisfy the same linear system (3.5), and thus
ql = cjl for l = 0, . . . , nj − 1. On the other hand we can solve (3.6) (and thus (3.5)) by
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just inverting the power series:
Q(t) = A(t) ·
1
P (t)
.
The inversion 1/P (t) satisfies Faa di Bruno formula for f(P (t)), f(t) = 1/t:
1
P (t)
=
1
p0,j
+
∑
n≥1
n∑
k=1
(−1)kk!
pk+10,j n!
Bn,k(p−1,j , p−2,j, . . . , pk−n−1,j)t
n,
where Bn,k(x1, x2, . . . , xn−k+1) are the Bell polynomials (see e.g. [Bel28], [Com74]).
We denote the coefficients of this power series by
P0,j(w) =
1
p0,j
, Pn,j(w) =
n∑
k=1
(−1)kk!
pk+10,j n!
Bn,k(p−1,j , p−2,j, . . . , pk−n−1,j), n ≥ 1.
Hence the solution to the power series problem (3.6) is given by
Q(t) = A(t) ·
1
P (t)
= A(t) ·
∑
n≥0
Pn,j(w)t
n;
and thus
cj,nj−r =qnj−r =
r−1∑
i=0
AiPi,j(w)
= Resz

r−1∑
i=0
(z − λjw)
nj−r+iPi,j(w)
N∏
i=1,i6=j
(z − λiw)
nia(z, w)

 .
Note that since in the denominators of Pn,j(w) we have
p0,j =
N∏
i=1,i6=j
(λj − λi)
niwni = constant · w
∑
N
i=1,i6=j ni ,
the formula above ensures that the coefficients cj,nj−r(w) are distributions, cj,nj−r(w) ∈
U []w±1]]. This finishes the proof of the “if” part of Theorem 3.2. The converse follows
directly from the lemmas in Section 2. The uniqueness follows from Lemma 2.8. 
Remark 3.4. If a distribution a(z, w) is N -point local with exponents n1, n2, . . . , nN
as in Definition 3.1, then a(z, w) is also N -point local with exponents m1,m2, . . . ,mN
where mi ≥ ni for i = 1, . . . , N . From the uniqueness of the coefficients it follows that
ckl(w) = 0 for l ≥ nk.
4. N -POINT LOCAL FIELDS, OPERATOR PRODUCT EXPANSIONS (OPE’S), NORMAL
ORDERED PRODUCTS AND THEIR PROPERTIES
Definition 4.1. We say that a distribution a(z) ∈ U []z±1]] is even and N -point self-local
at λ1, λ2, . . . , λN if there exist n1, n2, . . . , nN such that
(4.1) (z − λ1w)n1(z − λ2w)n2 · · · (z − λNw)nN [a(z), a(w)] = 0.
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In this case we set the parity p(a(z)) of a(z) to be 0.
We set {a, b} = ab+ ba.We say that a distribution a(z) ∈ U []z±1]] is N -point self-local at
λ1, λ2, . . . , λN and odd if there exist n1, n2, . . . , nN such that
(4.2) (z − λ1w)n1 (z − λ2w)n2 · · · (z − λNw)nN {a(z), a(w)} = 0.
In this case we set the parity p(a(z)) to be 1. For brevity we will just write p(a) instead of
p(a(z)).
Remark 4.2. In physics the notion of parity of a distribution is tied to its operator product
expansion (see Lemma 4.11 below) which follows from its self-locality, and it was the
approach we took here as well.
Remark 4.3. If two elements a(z), b(z) ∈ U []z±1]] commute (one of the elements has
parity 0) or supercommute (both elements have parity 1), then they can be considered to
be local at any λ ∈ C. We call such points of locality removable.
We want to investigate the simplest examples of N -point self-local distributions. Of
course we start with N = 1. If the point of locality is at λ = 1, then this case is the usual
locality at z = w which is amply studied in the theory of vertex super algebras. On the
other hand the cases of other points of locality are not well understood.
Lemma 4.4. Let a(z) ∈ U []z±1]] be 1-point self-local at λ, of order 1, i.e.,
(z − λw)
(
a(z)a(w) − (−1)p(a)
2
a(w)a(z)
)
= 0, but a(z)a(w) − (−1)p(a)
2
a(w)a(z) 6= 0.
Then λ2 = 1.
Proof. From Theorem 3.2 we have that there exists c(w) ∈ U []w±1]] such that
a(z)a(w)− (−1)p(a)
2
a(w)a(z) = c(w)δ(z − λw).
Now if we interchange the formal variables z and w we get
0 =(w − λz)
(
a(w)a(z)− (−1)p(a)
2
a(z)a(w)
)
= −(z − λ−1w)(−1)p(a)
2
λ
(
a(z)a(w)− (−1)p(a)
2
a(w)a(z)
)
,
which means that exists d(w) ∈ U []w±1]] such that
a(z)a(w) − (−1)p(a)
2
a(w)a(z) = d(w)δ(z − λ−1w).
Comparing the two, we get that
c(w)δ(z − λw) = d(w)δ(z − λ−1w).
Now since we have that c(w) 6= 0 from a(z)a(w) − (−1)p(a)2a(w)a(z) 6= 0, Lemma 2.8
gives us λ2 = 1. 
There are of course a variety of cases even when λ2 = 1, depending on the coefficients
c(w) ∈ U []w±1]]. There are also restriction on the coefficients c(w) placed by the parity.
The easiest of these cases happen when the coefficients c(w) are simplest: the case of
λ = 1, c(w) = 1 is only possible for odd parity, and describes the neutral free fermion
(the free fermion of type D), see e.g. [Kac98], [Ang12], also Section 5. We will use this
example in Section 5, as even though it is in some sense the easiest of all examples, it gives
rise to the representations of several important infinite dimensional Lie algebras, and also
is a generating field for the boson-fermion correspondence of type D-A (see [Ang12]). The
case of λ = −1, c(w) = 1 is only possible for even parity, and describes the free boson of
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type C (considered in detail in [vOS11] as it gives rise to the CKP hierarchy). The case of
λ = −1 and odd parity only allows for odd coefficients c(w), thus the easiest such case is
c(w) = w; though for reasons of convenience we rescale and use λ = −1, c(w) = −2w.
This is the case of the free fermion of type B (see [Ang13], [Ang12]), and is described in
Section 5.
Remark 4.5. As a corollary to the proof of the Lemma above it is easy to see that if a
distribution a(z) has a non-removable point of locality λ ∈ C, λ 6= ±1, then a(z) also has
λ−1 as a non-removable point of locality.
Definition 4.6. Let a(z) ∈ U []z±1]] and b(z) ∈ U []z±1]]. We say that a(z) and b(z) are
N -point mutually local at λ1, λ2, . . . , λN if there exist n1, n2, . . . , nN ∈ Z≥0 such that
(4.3)
(z − λ1w)
n1(z − λ2w)
n2 · · · (z − λNw)
nN
(
a(z)b(w)− (−1)p(a)p(b)b(w)a(z)
)
= 0.
Remark 4.7. If two elements a(z), b(z) ∈ U []z±1]] are mutually local at λ1, λ2, . . . , λN ,
then if we choose n = max{n1, n2, . . . , nN} we have
(4.4) ((z − λ1w)(z − λ2w) · · · (z − λNw))n
(
a(z)b(w)− (−1)p(a)p(b)b(w)a(z)
)
= 0.
We will use the following notation:
Definition 4.8. Πz,w =
∏N
i=1(z − λiw).
Then we can restate the N -point locality as follows: There exists M ∈ N, such that
(4.5) ΠMz,w
(
a(z)b(w)− (−1)p(a)p(b)b(w)a(z)
)
= 0.
Let a(z), b(z) ∈ U []z±1]], we will use the indexing a(z) =
∑
n∈Z anz
−n−1
. Recall
(notation (2.5)) that with this indexing
(4.6) a(z)− :=
∑
n≥0
anz
−n−1, a(z)+ :=
∑
n<0
anz
−n−1.
Definition 4.9. (Normal ordered product) Let a(z), b(z) ∈ U []z±1]]. Define
(4.7) : a(z)b(w) := a(z)+b(w) + (−1)p(a)p(b)b(w)a−(z).
One calls this the normal ordered product of a(z) and b(w).
Remark 4.10. The indexing we adopted above is the traditional vertex algebra indexing,
and the definition of normal ordered product above is also the traditional one, and can be
found in many books on the subject, e.g., [FLM88], [Kac98], [LL04]. We include it for
completeness, as many of the usual properties of the normal ordered product remain valid
after appropriate modification in important cases of N -point locality.
Lemma 4.11. (Operator Product Expansions (OPE’s))
Suppose a(z), b(w) are N -point mutually local. Then we have
(4.8) a(z)b(w) = iz,w
N∑
j=1
nj−1∑
k=0
cjk(w)
(z − λjw)k+1
+ : a(z)b(w) :,
where cjk(w) ∈ U []w±1]], j = 1, . . . , N ; k = 0, . . . , nj − 1, are the coefficients from
Theorem 3.2.
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Proof. The N -point mutual locality of the distributions a(z), b(w) implies from Theorem
3.2 that there exists cjk(w) ∈ U []w±1]], j = 1, . . . , N ; k = 0, . . . , nj − 1 such that
(4.9) a(z)b(w)− (−1)p(a)p(b)b(w)a(z) =
N∑
j=1
nj−1∑
k=0
cjk(w)∂
(k)
λjw
δ(z − λjw)
We can separate the nonnegative powers of z from the negative powers and we will get
(4.10) a(z)±b(w)− (−1)p(a)p(b)b(w)a(z)± =
N∑
j=1
nj−1∑
k=0
cjk(w)∂
(k)
λjw
δ(z − λjw)z,±,
and from (2.10) we have then
(4.11)
a(z)±b(w)−(−1)
p(a)p(b)b(w)a(z)± =
{
−iw,z
∑N
j=1
∑nj−1
k=0
cjk(w)
(z−λjw)k+1
for subscript +
iz,w
∑N
j=1
∑nj−1
k=0
cjk(w)
(z−λjw)k+1
for subscript −
which we can rewrite as
(4.12) a(z)b(w)− : a(z)b(w) := iz,w
N∑
j=1
nj−1∑
k=0
cjk(w)
(z − λjw)k+1
.

Notation 4.12 (Operator Product Expansion (OPE) and contraction). Since for the
commutation relations only the singular part of the (4.8) matters, by abusing notation we
will write the above OPE as
(4.13) a(z)b(w) ∼
N∑
j=1
nj−1∑
k=0
cjk(w)
(z − λjw)k+1
.
The ∼ signifies that we have only written the singular part, and also we have omitted
writing explicitly the expansion iz,w, which we do acknowledge tacitly. Often also the
following notation is used for short:
(4.14) ⌊ab⌋ = a(z)b(w)− : a(z)b(w) := [a(z)−, b(w)],
i.e., the contraction of any two formal distributions a(z) and b(w) is in fact also the iz,w
expansion of the singular part of the OPE of the two distributions a(z) and b(w).
Remark 4.13. ((j,k) -products a(w)(j,k)b(w)) In the case of the usual 1 point locality
(at z = w) the coefficients cjk(w) require a single index, k, as the OPE expansion in that
case is:
a(z)b(w) = iz,w
n−1∑
k=0
ck(w)
(z − w)k+1
+ : a(z)b(w) : .
These coefficients ck(w) are used to define the k-products a(w)kb(w) := ck(w), for k =
0, 1, . . . n−1. In the case ofN -point locality we can define (j, k) -productsa(w)(j,k)b(w) :=
cjk(w) for j = 1, . . . , N ; k = 0, . . . , nj − 1. We can further define cjk(w) := 0 for
j = 1, . . . , N ; k ≥ nj , see Remarks 3.4 and 4.7.
We would like to define (j, k) -products a(w)(j,k)b(w) also for k < 0; j = 1, . . . , N ,
and as in the case of 1-point locality we will use normal ordered products to define these
new products. The definition of a normal ordered product : a(z)b(w) : gives an element
of U []z±1, w±1]]. If a(z) and b(z) are arbitrary elements of U []z±1]], we cannot apply the
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subsitution λz for w, (or λw for z). i.e., we cannot define elements : a(z)b(λz) :. But, if
we impose the following important restriction on the elements of U []z±1]] we consider, we
can define : a(z)b(λz) : and : a(λz)b(z) : for any λ ∈ C:
Definition 4.14. (Field) A field a(z) on a vector space V is a series of the form
(4.15) a(z) =
∑
n∈Z
a(n)z
−n−1, a(n) ∈ End(V ),
such that for any v ∈ V there exists n ≥ 0 with a(m)v = 0 for m ≥ n.
Remark 4.15. A field a(z) is a distribution in End(V )[]z±1]] which obeys the above finite-
ness condition. The coefficients a(n), n ∈ Z are usually called modes. The indexing above
is generally used in vertex algebras, as in a vertex algebra the nonnegative modes (the
modes in front of negative powers of z) annihilate a special vector called vacuum vector
(hence are called annihilation operators), and the negative modes (the modes in front of the
positive powers of z) are the creation operators.
Remark 4.16. Let a(z), b(z) ∈ End(V )[]z±1]] be fields on a vector space V . Then :
a(z)b(λz) : and : a(λz)b(z) : are well defined elements of End(V )[]z±1]], and are also
fields in V for any λ ∈ C∗.
The proof of this fact is the same as in the usual case of fields in a vertex algebra.
Lemma 4.17. Taylor expansion formula for normal ordered products Let a(z), b(z) ∈
End(V )[]z±1]] be fields on a vector space V , λ ∈ C∗. Then
(4.16) iz,z0 : a(λz + z0)b(z) :=
∑
k≥0
(
: (∂
(k)
λz a(λz))b(z) :
)
zk0
Note that the right hand side if this equality doesn’t make sense without the normal
ordered product, as without the normal ordered product a(λz))b(z) may not be a well
defined distribution at all.
Proof. From Proposition 2.4 in [Kac98] (for instance) we have that
iz,z0a(λz + z0) =
∑
k≥0
(∂
(k)
λz a(λz))z
k
0 ;
and we can again separate the nonnegative powers of z from the negative powers of z on
both sides and we will get(
iz,z0a(λz + z0)
)
z,±
=
∑
k≥0
(∂
(k)
λz a(λz))z,±z
k
0 .
But also, we have
iz,z0
(
a(λz + z0)λz+z0,±
)
=
{∑
n<0 aniz,z0(λz + z0)
−n−1, for +,∑
n≥0 aniz,z0(λz + z0)
−n−1, for −
=
(
iz,z0a(λz + z0)
)
z,±
,
since in iz,z0(λz + z0)n the negative powers of z are only occur when n < 0. Thus
iz,z0
(
a(λz + z0)λz+z0,±
)
=
∑
k≥0
(∂
(k)
λz a(λz))z,±z
k
0 ,
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and we have
iz,z0 : a(λz + z0)b(λz) :
= iz,z0
(
a(λz + z0)λz+z0,+b(z) + (−1)
p(a)p(b)b(z)a(λz + z0)λz+z0,−
)
=
∑
k≥0
(∂
(k)
λz a(λz))z,+b(z)z
k
0 + (−1)
p(a)p(b)
∑
k≥0
b(z)∂
(k)
λz (a(λz))z,−z
k
0
=
∑
k≥0
(
: (∂
(k)
λz a(λz))b(z) :
)
zk0 .

Definition 4.18. ((j, k) -products of fields) Let a(z), b(z) ∈ End(V )[]z±1]] be fields on a
vector space V . Define
a(w)(j,−1)b(w) :=: a(λjw)b(w) : for j = 1, . . . , N(4.17)
a(w)(j,−n−1)b(w) :=: (∂
(n)
λjw
a(λjw))b(w) : for j = 1, . . . , N, n > 0(4.18)
a(w)(j,n)b(w) = cj,n(w) for j = 1, . . . , N, n > 0(4.19)
It is easy to check that these products of fields are actually well defined and are in fact
fields on V .
Remark 4.19. We chose to define products of fields a(w)(j,n)b(w) in two separate ways:
by the OPE coefficients for n ≥ 0, and by the normal ordered products for n < 0. We
chose this definition because both the OPE’s and the normal ordered products are very
important concepts in mathematical physics and quantum field theory. The OPE’s are used
in quantum field theory to define (describe) the commutation relations and the parity of the
particles (bosons vs fermions are defined by the summetry/antisymmetry of the OPE’s).
The normal ordered products give one of the most important operations used to produce
new fields out of the given fields, and as such are used extensively both in quantum field
theory and representation theory, as we will see in the Section 5.
In the paper [Li06b] the author defines products of fields for “compatible” pairs of
vertex operators (see Definition 3.4 in [Li06b]). The definition of compatible pairs in
[Li06b] is more general than our definition of N -point local fields. However, even when
the two coincide our definition of products (given below) differs. In particular, in the case
of a single pole in the OPE the two definitions may coincide for some of the products, but
for multiple poles the definitions differ substantially (see the Appendix §8 for examples).
The definition below incorporates parity, enabling us to apply it for the boson-fermion
correspondences of type B, C and D-A.
Lemma 4.20. (Residue formulas for the products of fields)
The following formulas hold for n ≥ 0, any j = 1, . . . , N :
a(w)(j,n)b(w)
= Resz
(
M−n−1∑
i=0
Pi,j(w)
∏N
i=1,i6=j(z − λiw)
M
(z − λjw)−n−i
(
a(z)b(w)− (−1)p(a)p(b)b(w)a(z)
))
;
a(w)(j,−n−1)b(w)
= Resz
(
a(z)b(w)iz,w
1
(z − λjw)n+1
− (−1)p(a)p(b)b(w)a(z)iw,z
1
(z − λjw)n+1
)
.
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Proof. The formula for a(w)(j,n)b(w) and n ≥ 0 was established previously in Theo-
rem 3.2. The formula for a(w)(j,−n−1)b(w) and n ≥ 0 follows directly from the definition
of normal ordered products and the Cauchy formulas, Lemma 2.7. 
The goal of this paper is to determine what type of structure is generated from a given
number of fields which are mutually local at several points, if we incorporate all the descen-
dants of those fields: descendants obtained by using normal order products, operator prod-
uct expansions, derivatives and “substitutions” at the point of locality (i.e., at z = λiw).
For the case of usual 1-point locality the structure that one obtains from allowing these
operations (with imposing some additional auxiliary conditions) is a super vertex alge-
bra structure (this is called the “Reconstruction Theorem”, see e.g. [FKRW95], [Kac98],
[LL04]). We will prove that if one allows locality at several, but finitely many points, one
obtains instead the structure of a twisted vertex algebra.
Definition 4.21. (The Field Descendants Space FD{a0(z), a1(z), . . . ap(z)})
Let a0(z), a1(z), . . . ap(z) be given fields on a vector space W , which are self-local and
pairwise local with points of locality λ1, . . . , λN . Denote by FD{a0(z), a1(z), . . . ap(z)}
the subspace of all fields on W obtained from the fields a0(z), a1(z), . . . ap(z) as follows:
(1) IdW , a0(z), a1(z), . . . ap(z) ∈ FD{a0(z), a1(z), . . . , ap(z)};
(2) If d(z) ∈ FD{a0(z), a1(z), . . . , ap(z)}, then ∂z(d(z)) ∈ FD{a0(z), . . . , ap(z)};
(3) If d(z) ∈ FD{a0(z), a1(z), . . . , ap(z)}, then d(λiz) are also elements of
FD{a0(z), a1(z), . . . ap(z)} for i = 1, . . . , N ;
(4) If d1(z), d2(z) are both in FD{a0(z), a1(z), . . . ap(z)}, then : d1(z)d2(z) : are
also elements FD{a0(z), a1(z), . . . ap(z)}, as well as all products d1(z)(j,k)d2(z)
for any j = 1, . . . , N , k ∈ Z;
(5) all finite linear combinations of fields in FD{a0(z), a1(z), . . . , ap(z)} are still in
FD{a0(z), a1(z), . . . , ap(z)}.
Remark 4.22. The vector space FD{a0(z), a1(z), . . . ap(z)} is given structure of a super
vector space by the notion of parity of a field (see Definition 4.1).
Remark 4.23. If a0(z), . . . , ap(z) have points of locality λ1, . . . , λN , then the fields in
FD{a0(z), . . . , ap(z)} will have points of locality λ where λ is in the multiplicative sub-
group of C∗ generated by λ1, . . . , λN . If we want the total number of points of locality to
be finite, then this subgroup needs to be a finite cyclic subgroup of C∗.
For the following lemma, and the remainder of the paper, we will assume that the points
of locality λ1, λ2, . . . , λN ∈ C form a multiplicative group (and hence are roots of unity).
The proof of the lemma below uses only the group properties of the λis, and not that they
are specifically roots of unity. We present the proof in this form in the interest of generality.
Lemma 4.24 (Dong’s Lemma). Supposea(z), b(z), c(z) areN -point mutually local fields
on a vector space V , with points of locality λ1, λ2, . . . , λN ∈ C being the distinct elements
of a finite multiplicative group. Let a(w)(j,k)b(w), j = 1, . . . , N, k ∈ Z, be the products
of fields defined in 4.18. Then the field c(z) is N -point mutually local to a(w)(j,k)b(w) for
any j = 1, . . . , N , k ∈ Z.
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Proof. Our proof is a generalization of the argument given in [Kac98] and [LL04]. Using
the notation definition 4.8 by hypothesis there exists r ∈ N such that
Πrz1,z2a(z1)b(z2) = (−1)
p(a)p(b)Πrz1,z2b(z2)a(z1)(4.20)
Πrz2,z3b(z2)c(z3) = (−1)
p(b)p(c)Πrz2,z3c(z3)b(z2)(4.21)
Πrz1,z3a(z1)c(z3) = (−1)
p(a)p(c)Πrz1,z3c(z3)a(z1)(4.22)
We will prove the lemma separately for k ≥ 0 and k < 0, as we will use the Residue
formulas from Lemma 4.20. Let k ≥ 0. Recalling Lemma 4.20, we need to show that
there is an M ≫ 0 such that
(4.23) ΠMz2,z3A = (−1)p(c)(p(a)+p(b))ΠMz2,z3B
where
A := (z1 − λjz2)
k−nΠnz1,z2
(
a(z1)b(z2)c(z3)− (−1)
p(a)p(b)b(z2)a(z1)c(z3)
)
,
B := (z1 − λjz2)
k−nΠnz1,z2
(
c(z3)a(z1)b(z2)− (−1)
p(a)p(b)c(z3)b(z2)a(z1)
)
.
Note that in the above expressions when we write (z1 − λjz2)k−nΠnz1,z2 it is short for
iz1,z2(z1−λjz2)
k−nΠnz1,z2 , which equals iz2,z1(z1−λjz2)
k−nΠnz1,z2 , as these are positive
binomial powers. Indeed taking Resz1 and multiplying (4.23) by
z
−(N−1)n
2
∏N
i=1,i6=j(λj − λi)
−n we would get
ΠMz2,z3a(z2)(j,k)b(z2)c(z3) = Π
M
z2,z3c(z3)a(z2)(j,k)b(z2)
for k ≥ 0. To prove this one starts with the observation that for any i, j = 1, . . . , N
(z2 − λiz3)
2r =
2r∑
k=0
(
2r
k
)
(z2 − λjz1)
2r−k(λjz1 − λiz3)
k
=
2r∑
k=0
(
2r
k
)
λ2r−kj (z2 − λjz1)
2r−k(z1 −
λi
λj
z3)
k
=
2r∑
k=0
(
2r
k
)
λ4r−2kj (z1 − λ
−1
j z2)
2r−k(z1 −
λi
λj
z3)
k
so that for any i = 1, . . . , N
(z2 − λiz3)
2rN
=
2r∑
kj=0,1≤j≤N
(
2r
k1
)
· · ·
(
2r
kN
) N∏
j=1
λ
4r−2kj
j (z1 − λ
−1
j z2)
2r−kj
N∏
j=1
(z1 −
λi
λj
z3)
kj
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and
Π2rNz2,z3 = (z2 − λ1z3)
2rN · · · (z2 − λNz3)
2rN
=
N∏
i=1

 2r∑
ki,j=0,1≤j≤N
(
2r
ki,1
)
· · ·
(
2r
ki,N
) N∏
j=1
λ
4r−2ki,j
j (z1 − λ
−1
j z2)
2r−ki,j
N∏
j=1
(z1 −
λi
λj
z3)
ki,j


=
2r∑
ki,j=0,1≤i,j≤N
N∏
i,j=1
(
2r
ki,j
)
·
N∏
j=1
λ
(4rN−2
∑N
i=1
ki,j)
j (z1 − λ
−1
j z2)
(2rN−
∑N
i=1
ki,j)·
·
N∏
i,j=1
(z1 −
λi
λj
z3)
ki,j
Due to the group properties of the points of locality– by the conditions of the lemma
λ1, λ2, . . . , λN ∈ C are the distinct elements of a finite multiplicative group–we have
that
N∏
i,j=1
(z1 −
λi
λj
z3)
ki,j =
N∏
l=1
(z1 − λlz3)
∑
λi
λj
=λl
ki,j
In the above sum expansion of Π2rNz2,z3 then there two types of summands: the ones where
for each l = 1, . . . , N the sum
∑
λi
λj
=λl
ki,j is at least r; and the summands where exists
l ∈ {1, 2, . . . , N} such that
∑
λi
λj
=λl
ki,j < r. Now for the first type of summands we can
factor out of each such summand
N∏
l=1
(z1 − λlz3)
r = Πrz1,z3
Now we take M = 2rN + r. We have
Πrz2,z3Π
2rN
z2,z3
(
a(z1)b(z2)c(z3)− (−1)
p(a)p(b)b(z2)a(z1)c(z3)
)
= Π2rNz2,z3Π
r
z2,z3
(
(−1)p(c)p(b)a(z1)c(z3)b(z2)− (−1)
p(a)p(b)b(z2)a(z1)c(z3)
)
We interchanged b(z2) and c(z3) in the second summand due to the presence of Πrz2,z3 .
Further, the presence of Πrz1,z3 in the first type of summands will allow us also to inter-
change a(z1) and c(z3) and to get
Π2rNz2,z3Π
r
z2,z3
(
(−1)p(c)p(b)a(z1)c(z3)b(z2)− (−1)
p(a)p(b)b(z2)a(z1)c(z3)
)
= Π2rNz2,z3Π
r
z2,z3
(
(−1)p(c)(p(a)+p(b))c(z3)a(z1)b(z2)− (−1)
p(a)(p(b)+p(c))b(z2)c(z3)a(z1)
)
= Π2rNz2,z3Π
r
z2,z3
(
(−1)p(c)(p(a)+p(b))c(z3)a(z1)b(z2)
− (−1)p(a)(p(b)+p(c))+p(b)p(c)c(z3)b(z2)a(z1)
)
.
Thus on those first type of summands we have
Πrz2,z3Π
2rN
z2,z3
(
a(z1)b(z2)c(z3)− (−1)
p(a)p(b)b(z2)a(z1)c(z3)
)
= (−1)p(c)(p(a)+p(b))Πrz2,z3Π
2rN
z2,z3
(
c(z3)a(z1)b(z2)− (−1)
p(a)p(b)c(z3)b(z2)a(z1)
)
.
Now there remains to consider what happens with the second type of summands, those for
which there exists an l0 ∈ {1, . . . , N} such that the sum
∑
λi
λj
=λl0
ki,j is less than r. For
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any given l, and any given j is fixed, we have a choice of i for which λiλj = λl as they lie
in a group. Thus for any j ∈ {1, . . . , N} exists an ij such that kij ,j < r (since at least
for one choice of ij we will have kij ,j be a summand in
∑
λi
λj
=λl0
ki,j < r). Thus for any
j ∈ {1, . . . , N} we have
N∑
i=1
ki,j =
N∑
i=1,i6=ij
ki,j + kij ,j < (N − 1)2r + r = (2N − 1)r,
since each of the ki,j for i 6= ij are not greater than 2r. Hence 2Nr −
∑N
i=1 ki,j > r for
any j = 1, . . . , N , and we can factor
N∏
l=1
(z1 − λlz2)
r = Πrz1,z2 from
N∏
j=1
(z1 − λ
−1
j z2)
(2rN−
∑N
i=1
ki,j).
Thus the second type of summands of the binomial sum expansion of Π2rNz2,z3 will all have
a factor of Π2Nrz1,z2 . Thus those summands will allow us to interchange a(z1) and b(z2) and
will annihilate both
Πrz2,z3Π
2rN
z2,z3
(
a(z1)b(z2)c(z3)− (−1)
p(a)p(b)b(z2)a(z1)c(z3)
)
and
Πrz2,z3Π
2rN
z2,z3
(
c(z3)a(z1)b(z2)− (−1)
p(a)p(b)c(z3)b(z2)a(z1)
)
.
Thus as a result, for both type of summands of the binomial sum expansion of Π2rNz2,z3 we
have
Πrz2,z3Π
2rN
z2,z3
(
a(z1)b(z2)c(z3)− (−1)
p(a)p(b)b(z2)a(z1)c(z3)
)
= Πrz2,z3Π
2rN
z2,z3(−1)
p(c)(p(a)+p(b))
(
c(z3)a(z1)b(z2)− (−1)
p(a)p(b)c(z3)b(z2)a(z1)
)
.
Hence we can multiply with the positive-powered binomial product (z1 − λjz2)k−nΠnz1,z2
both sides and get
Π2Nr+rz2,z3 A = (−1)
p(c)(p(a)+p(b))Π2Nr+rz2,z3 B,
and we have have proved that the field c(z) is N -point mutually local to a(w)(j,k)b(w) for
any j = 1, . . . , N , k ≥ 0.
Now for the products a(w)(j,k)b(w) when k < 0. In this case the proof is very similar,
but since our residue formula for a(w)(j,−n−1)b(w) contains the negative binomial power
1
(z−λjw)n+1
, we will need to pick a larger power M = 2N(r+ n+1)+ r. In this case we
take
A :=
(
a(z1)b(z2)c(z3)iz1,z2
1
(z1 − λjz2)n+1
− (−1)p(a)p(b)b(z2)a(z1)c(z3)iz2,z1
1
(z1 − λjz2)n+1
)
,
B :=
(
c(z3)a(z1)b(z2)iz1,z2
1
(z1 − λjz2)n+1
− (−1)p(a)p(b)c(z3)b(z2)a(z1)iz2,z1
1
(z1 − λjz2)n+1
)
.
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The larger power M = 2N(r + n+ 1) + r will ensure that again we will have
Πrz2,z3Π
2(r+n+1)N
z2,z3
(
a(z1)b(z2)c(z3)iz2,z3
1
(z1 − λjz2)n+1
− (−1)p(a)p(b)b(z2)a(z1)c(z3)iz2,z1
1
(z1 − λjz2)n+1
)
= Πrz3,z3Π
2(r+n+1)N
z2,z3 (−1)
p(c)(p(a)+p(b))
(
c(z3)a(z1)b(z2)iz1,z2
1
(z1 − λjz2)n+1
− (−1)p(a)p(b)c(z3)b(z2)a(z1)iz2,z1
1
(z1 − λjz2)n+1
)
,
as we have
Π(r+n+1)z1,z2 iz1,z2
1
(z1 − λjz2)n+1
= Π(r+n+1)z1,z2 iz2,z1
1
(z1 − λjz2)n+1
,
and we can factor Πrz1,z2 out of both sides. The proof for the products a(w)(j,−n−1)b(w)
is then finished in the same way as for the positive (OPE) products a(w)(j,n)b(w). 
Corollary 4.25. Let a0(z), a1(z), . . . ap(z) be given fields on a vector spaceW , which are
self-local and pairwise local with points of locality ǫi, i = 1, . . . , N , where ǫ is a primitive
root of unity. Then any two fields in FD{a0(z), a1(z), . . . ap(z)} are self and mutually
N -point local.
Proof. The proof follows immediately from the results of §4, and in particular Dong’s
Lemma. 
The Dong’s Lemma above assures us that if we start with N -point mutually local fields
with points of locality the roots of unity, then all the products of these fields, in particular
their normal ordered products, will stay N -point mutually local. Thus we can calculate
OPE’s (4.8) between these normal ordered products. The next two results concern such
OPE’s. The first is a very useful theorem in representation theory, which we will use in §6
to prove that appropriate examples of normal ordered products give rise to representations
of the Lie algebras b∞, c∞ and d∞.
Theorem 4.26 (Wick’s Theorem, [BS83], [Hua98] or [Kac98] ). Let ai(z) and bj(z) be
formal distributions with coefficients in the associative algebra End(C[x] ⊗ C[y]), satis-
fying
(1) [⌊ai(z)bj(w)⌋, ck(x)±] = [⌊aibj⌋, ck(x)±] = 0, for all i, j, k and ck(x) = ak(z)
or ck(x) = bk(w).
(2) [ai(z)±, bj(w)±] = 0 for all i and j.
(3) The products
⌊ai1bj1⌋ · · · ⌊aisbis⌋ : a1(z) · · ·aM (z)b1(w) · · · bN (w) :(i1,...,is;j1,...,js)
have coefficients in End(C[x]⊗C[y]) for all subsets {i1, . . . , is} ⊂ {1, . . . ,M},
{j1, . . . , js} ⊂ {1, · · ·N}. Here the subscript (i1, . . . , is; j1, . . . , js) means that
those factors ai(z), bj(w) with indices i ∈ {i1, . . . , is}, j ∈ {j1, . . . , js} are to
be omitted from the product : a1 · · · aM b1 · · · bN : and when s = 0 we do not omit
any factors.
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Then
:a1(z) · · ·aM (z) :: b1(w) · · · bN (w) :=
min(M,N)∑
s=0
∑
i1<···<is,
j1 6=···6=js
±⌊ai1bj1⌋ · · · ⌊aisbjs⌋ : a1(z) · · ·aM (z)b1(w) · · · bN (w) :(i1,...,is;j1,...,js) .
Here the plus or minus sign is determined as follows: each permutation of an adjacent odd
field changes the sign.
The proof of Wick’s theorem is very similar to the proof in the case of usual locality,
thus we will not give it here.
The OPE of the N -point local fields (4.8) very much resembles the Partial Fraction
Theorem one uses in analysis. To make this more precise, we need some notations. Denote
by FNλ (z, w) the space of rational functions in the formal variables z, w with only poles at
z = 0, w = 0, z = λiw, i = 1, . . . , N . In other words
(4.24) FNλ (z, w) = C[z, w][z−1, w−1, (z − w)−1, (z − λ1w)−1, · · · , (z − λNw)−1].
In particular, if ǫ is a primitive N th root of unity, denote by FNǫ (z, w) the space of rational
functions in the formal variables z, w with only poles at z = 0, w = 0, z = ǫiw, i =
1, . . . , N . In other words
(4.25) FNǫ (z, w) = C[z, w][z−1, w−1, (z − w)−1, (z − ǫw)−1, · · · , (z − ǫN−1w)−1].
FNλ (z, w) the space of rational functions in the formal variables z, w with only poles at
z = 0, w = 0, z = λiw, i = 1, . . . , N . In other words
(4.26) FNλ (z, w) = C[z, w][z−1, w−1, (z − w)−1, (z − λ1w)−1, · · · , (z − λNw)−1].
Also, denote FNλ (z, w)+,w the space of rational functions in the formal variables z, w with
only poles at z = 0, z = λiw, i = 1, . . . , N . In other words
(4.27) FNλ (z, w)+,w = C[z, w][z−1, (z − w)−1, (z − λ1w)−1, · · · , (z − λNw)−1].
Note that we do not allow a pole at w = 0 in FNλ (z, w)+,w, i.e., if f(z, w) ∈ FNλ (z, w),
then f(z, 0) is well defined. Similarly if ǫ is a primitive N th root of unity we use the nota-
tion FNǫ (z, w)+,w.
Let FNǫ (z1, z2, . . . , zl) is the space of rational functions in variables z1, z2, . . . , zl with
only poles at zm = 0, m = 1, . . . , l, or at zi = ǫkzj , and i 6= j, 1 ≤ k ≤ N . In other
words
(4.28) FNǫ (z1, z2, . . . , zl) = C[zi | 1 ≤ i ≤ l][z−1m , (zi − ǫkzj)−1 | 1 ≤ m ≤ l , i 6= j].
And FNǫ (z1, z2, . . . , zl)+,zl is the space of rational functions in variables z1, z2, . . . , zl
with only poles at zm = 0, m = 1, . . . , l − 1, or at zi = ǫkzj , for i 6= j. In other words
(4.29)
FNǫ (z1, z2, . . . , zl)
+,zl = C[zi | 1 ≤ l ≤ l−1][z
−1
m , (zi−ǫ
kzj)
−1 | 1 ≤ m ≤ l−1 , i 6= j].
If N is clear from the context, or the property doesn’t depend on the particular value of N ,
we will just write Fǫ(z, w) or Fǫ(z, w)+,w. In the same way we define FNλ (z1, z2, . . . , zl)
and FNλ (z1, z2, . . . , zl)+,zl .
Note that Partial Fraction Decomposition in C[z] is a consequence of this ring being a
Euclidean domain while C[z, w] is not a Euclidean domain. None the less we have
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Lemma 4.27 (Partial Fraction Decomposition). Let
f(z, w) :=
p(z, w)
zmwn(z − w)n1 · · · (z − ǫN−1w)nN
∈ FNǫ (z, w).
where p(z, w) ∈ C[z, w]. Then there exists unique Ai,j(w) ∈ C[w,w−1] such that
f(z, w) = q(z, w) +
A−n−1,0(w)
zn
+ · · ·+
A−1,0(w)
z
(4.30)
+
A−n1,1(w)
(z − w)n1
+ · · ·+
A−1,1(w)
(z − w)
+
A−n2,ǫ(w)
(z − ǫw)n2
+ · · ·+
A−1,ǫ(w)
(z − ǫw)
.
.
.
.
.
.
+
A−nN ,ǫN−1(w)
(z − ǫN−1w)nN
+ · · ·+
A−1,ǫN−1(w)
(z − ǫN−1w)
where q(z, w) ∈ C[z, w,w−1].
Note: the Partial Fraction Decomposition can also be given more generally forFNλ (z, w)
without any change, but we will only use the case of FNǫ (z, w).
Proof. By the Partial Fraction Decomposition Theorem in one variable (view z/w as the
one variable) we have
1
wmzn
∏N−1
i=0 (z − ǫ
iw)ni
=
w−m−n−
∑N−1
i=0
ni(
z
w
)n∏N−1
i=0
(
z
w − ǫ
i
)ni
= wM
(
a−n−1,0w
n
zn
+ · · ·+
a−1,0w
z
+
a−n1,1(
z
w − 1
)n1 + · · ·+ a−1,1( z
w − 1
)
+
a−n2,ǫ(
z
w − ǫ
)n2 + · · ·+ a−1,ǫ( z
w − ǫ
)
.
.
.
.
.
.
+
a−nN ,ǫN−1(
z
w − ǫ
N−1
)nN + · · ·+ a−1,ǫN−1( z
w − ǫ
N−1
)
)
,
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where M = −m− n−
∑N−1
i=0 . Multiplying through by p(z, w) we get
p(z, w)
wmzn
∏N−1
i=0 (z − ǫ
iw)ni
= wM
(
a−n−1,0p(z, w)w
n
zn
+ · · ·+
a−1,0p(z, w)w
z
+
a−n1,1p(z, w)(
z
w − 1
)n1 + · · ·+ a−1,1p(z, w)( z
w − 1
)
+
a−n2,ǫp(z, w)(
z
w − ǫ
)n2 + · · ·+ a−1,ǫp(z, w)( z
w − ǫ
)
.
.
.
.
.
.
+
a−nN ,ǫN−1p(z, w)(
z
w − ǫ
N−1
)nN + · · ·+ a−1,ǫN−1p(z, w)( z
w − ǫ
N−1
)
)
.
Now the first summation we can rewrite as
a−n−1,0p(z, w)w
n
zn
+ · · ·+
a−1,0p(z, w)w
z
= q0(z, w) +
A−n−1,0(w)
zn
+ · · ·+
A−1,0(w)
z
,
where q0(z, w) ∈ C[z, w,w−1] and , A−n−1,0(w), . . . , A−1,0(w) ∈ C[w,w−1]. Similarly
a−nk,ǫkp(z, w)(
z
w − ǫ
k
)nk + · · ·+ a−1,ǫkp(z, w)( z
w − ǫ
)
= qk(z, w) +
A−nk,ǫk(w)(
z
w − ǫ
k
)nk + · · ·+ A−1,ǫk(w)( z
w − ǫ
)
where qk(z, w) ∈ C[z, w,w−1] and A−n−1,ǫk(w), . . . , A−1,ǫk(w) ∈ C[w,w−1]. Unique-
ness follows by induction on multiplying (4.30) by zk for various k and setting z = 0 or
multiplying by (z − ǫkw)l for various l and setting z = ǫkw. 
Define
(4.31) Resz=ǫkw
(
p(z, w)
zmwn(z − w)n1 · · · (z − ǫN−1w)nN
)
= A−1,ǫk(w).
Remark 4.28. Note that Ai,j(w) ∈ C[w,w−1] even if the initial function f(z, w) ∈
FNǫ (z, w)
+,w
, as exemplified by
1
(z − w)(z + w)
=
1
2w
z − w
−
1
2w
z + w
.
Thus we see that
Resz=±w
1
(z − w)(z + w)
= ∓
1
2w
Lastly in this section, we want to finish with the following lemma that calculates the
OPE between a field and a normal ordered product that doesn’t necessarily obey the con-
ditions of Wick’s theorem.
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Lemma 4.29. Let a(z), b(z), c(z) be fields on a vector space W satisfying the hypothesis
of Dong’s Lemma and suppose {λ1, . . . , λN} = {ǫi | 1 ≤ i ≤ N}. We have
a(z) : b(w)c(w) :∼ (−1)p(a)p(b)iz,w
N∑
m=1
M∑
p=0
: b(w)cacmp(w) :
(z − ǫmw)p+1
− (−1)p(a)p(b)
(
iz,w
N∑
m=1
M∑
p=0
cbacmp(w)
(z − ǫmw)p+1
)
,
where the triple coefficient cbacmp(w) is defined in the proof below.
Proof. First we note by (4.11)
b(w)+a(z)− (−1)
p(a)p(b)a(z)b(w)+ = −iz,w
N∑
m=1
M∑
p=0
cbamp(z)
(w − ǫmz)p+1
.
We have
a(z)
(
b(w)+c(w) + (−1)
p(b)p(c)c(w)b(w)−
)
=
(
a(z)b(w)+
)
c(w) + (−1)p(b)p(c)
(
a(z)c(w)
)
b(w)−
= (−1)p(a)p(b)b(w)+a(z)c(w) − (−1)
p(a)p(b)
(
iz,w
N∑
m=1
M∑
p=0
cbamp(z)
(w − ǫmz)p+1
)
c(w)
+ (−1)p(b)p(c)
(
iz,w
N∑
m=1
M∑
p=0
cacmp(w)
(z − ǫmw)p+1
)
b(w)− + (−1)
p(b)p(c)
(
: a(z)c(w) :
)
b(w)−
= (−1)p(a)p(b)b(w)+
(
iz,w
N∑
m=1
M∑
p=0
cacmp(w)
(z − ǫmw)p+1
)
+ (−1)p(b)p(c)
(
iz,w
N∑
m=1
M∑
p=0
cacmp(w)
(z − ǫmw)p+1
)
b(w)−
− (−1)p(a)p(b)
(
iz,w
N∑
m=1
M∑
p=0
cbamp(z)
(w − ǫmz)p+1
)
c(w)
+ (−1)p(a)p(b)b(w)+
(
: a(z)c(w) :
)
+ (−1)p(b)p(c)
(
: a(z)c(w) :
)
b(w)−.
Now we have to rearrange here the OPE
(
iz,w
N∑
m=1
M∑
p=0
cbamp(z)
(w − ǫmz)p+1
)
c(w) :
We use the OPE expansion of cbamp(z) and c(w)
cbamp(z)c(w) = iz,w
N∑
m=1
M∑
p=0
cc
ba
mpc(w)
(z − ǫmw)p+1
+ : cbamp(z)c(w) :
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so we have(
iz,w
N∑
m=1
M∑
p=0
cbamp(z)
(w − ǫmz)p+1
)
c(w) =
(
iz,w
N∑
m1=1
M∑
p1=0
1
(w − ǫm1z)p1+1
)(
iz,w
N∑
m2=1
M∑
p2=0
cc
ba
m2p2 (w)
(z − ǫm2w)p2+1
)
+ iz,w
N∑
m=1
M∑
p=0
: cbamp(z)c(w) :
(w − ǫmz)p+1
,
which we can rearrange further using the Partial Fractions Lemma 4.27 and Dong’s Lemma 4.24
to get
(
iz,w
N∑
m=1
M∑
p=0
cbamp(z)
(w − ǫmz)p+1
)
c(w) = iz,w
N∑
m=1
M∑
p=0
cb,acmp (w)
(z − ǫmw)p+1
+Regbac(z, w);
where we denote by cb,acmp (w) the coefficients in the combined singular part of the partial
fraction expansions (after the re-arrangement), and the Regb,ac(z, w) denotes the regular
(nonsingular) part of the partial fraction expansion. If we use this, we have
a(z) : b(w)c(w) :
= (−1)p(a)p(b)iz,w
N∑
m=1
M∑
p=0
b(w)+c
ac
mp(w) + (−1)
(p(a)+p(c))p(b)cacmp(w)b(w)−
(z − ǫmw)p+1
+ (−1)p(a)p(b)iz,w
N∑
m=1
M∑
p=0
cb,acmp (w)
(w − ǫmz)p+1
+ (−1)p(a)p(b)b(w)+ : a(z)c(w) : +(−1)
p(b)p(c) : a(z)c(w) : b(w)−
= (−1)p(a)p(b)iz,w
N∑
m=1
M∑
p=0
: b(w)cacmp(w) :
(z − ǫmw)p+1
− (−1)p(a)p(b)iz,w
N∑
m=1
M∑
p=0
cb,acmp (w)
(z − ǫmw)p+1
+ (−1)p(a)p(b)
(
b(w)+ : a(z)c(w) : +(−1)
(p(a)+p(c))p(b) : a(z)c(w) : b(w)−
)
+Regb,ac(z, w).
We can express the last two lines as a Taylor expansion of normal ordered triple products,
but that is unimportant, as they do not contribute to the OPE coefficients. The summands
contributing to the OPE coefficients are : b(w)cacmp(w) : and cb,acmp (w). 
We will use the triple OPE coefficient cb,acmp (w) later on in the paper, hence we formalize
the following:
Notation 4.30. (Triple OPE coefficients) Let a(z), b(z), c(z) be fields on a vector space
W satisfying the hypothesis of Dong’s Lemma. Denote by ca,bcmp (w) the coefficient in the
double OPE expansion of
(
iz,w
N∑
m=1
M∑
p=0
cabmp(z)
(w − ǫmz)p+1
)
c(w);
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see above, where cabmp is itself the coefficient from the OPE expansion (4.8) of the fields
a(w) and b(z), in particular
a(w)+b(z)− (−1)
p(a)p(b)b(z)a(w)+ = −iz,w
N∑
m=1
M∑
p=0
cabmp(z)
(w − ǫmz)p+1
.
Similarly, we denote by cab,cmp (w) the coefficient in the double OPE expansion of
(
iz,w
N∑
m=1
M∑
p=0
c(z)
cabmp(w)
(z − ǫmw)p+1
)
;
where cbcmp is itself the coefficient from the OPE expansion (4.8) of the fields a(z) and
b(w), in particular
a(z)−b(w)− (−1)
p(a)p(b)b(w)a(z)− = iz,w
N∑
m=1
M∑
p=0
cabmp(w)
(z − ǫmw)p+1
.
From the lemma above we see that ca,bcmp (w) appears in the OPE expansion of
b(z)(: a(w)c(w) :), and cab,cmp (w) appears in the OPE expansion of (: a(z)c(z) :)b(w) :.
Corollary 4.31. Let a(z), b(z), c(z) be fields on a vector spaceW satisfying the hypothesis
of Dong’s Lemma 4.24. We have
a(z) : b(ǫiw)c(w) :∼ (−1)p(a)p(b)iz,w
N∑
m=1
M∑
p=0
: b(ǫiw)cacmp(w) :
(z − ǫmw)p+1
− (−1)p(a)p(b)
(
iz,w
N∑
m=1
M∑
p=0
ǫ−(p+1)icbac[m+i],p(w)
(z − ǫmw)p+1
)
.
where in the index [m+ i] is the residue of m+ i modulo N .
5. EXAMPLES
We now will consider the simplest examples of N -point local fields and give selected
examples of elements of FD which can be used to obtain representations of certain Lie
algebras. As in the preceding section, the points of locality in all examples are cyclic
groups of roots of unity. Our first three examples will have points of locality {λ1, , λ2} =
{1,−1}, and the fourth has points of locality {λj = ǫj : j = 0, . . . , N − 1} where ǫ is a
primitive root of unity.
Example 5.1. Free neutral fermion of type B and bosonization of type B
Let {λ1, , λ2} = {1,−1}, we will consider elements of the space FD{φB(z)}, where
φB(z) is an odd self-local field, which we index in the form φB(z) =
∑
n∈Z φ
B
n z
n
. By
Lemma 4.11 to describe its self locality, it is necessary and sufficient to give its OPE
expansion:
(5.1) φB(z)φB(w) ∼ −2w
z + w
.
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This OPE expansion completely determines the commutation relations between the modes
φBn , n ∈ Z:
(5.2) {φBm, φBn } = 2(−1)mδm,−n1,
which show that the modes generate a Clifford algebra ClB .
Remark 5.2. One often (especially in physics) writes the OPE expansion (5.1) in the
following form
φB(z)φB(w) ∼
z − w
z + w
,
as it illustrates at a glance the fact that this field describes a fermion: the OPE z−wz+w is
antisymmetric with exchange of z and w.
With points of locality {1,−1} the following element are in FD{φB(z)}:
φB(w)(2,0)φ
B(w) = −2w,
and for n > 0
φB(w)(2,n)φ
B(w) = 0.
We have φ(w)B(1,n)φ
B(w) = 0 for n ≥ 0. There are no other nontrivial products with
n > 0 involving only the generating field φB(z) in FD{φB(z)}.
Remark 5.3. The OPE (5.1) of the field φB(z) displays a property that is new to N -
point local fields. Due to the powers of w in the numerator (called “shifts”) we have a less
symmetric OPEs on descendants, for example:
(5.3) (∂zφB(z))φB(w) ∼ 2w
(z + w)2
, φB(z)(∂wφ
B(w)) ∼
2w
(z + w)2
−
2
z + w
.
We want to note that the shifts change with application of the derivative operator: we
started with a shift w1 in the OPE of φB(z) and φB(w) for the pole at z = −w of order
1, we have no shift (shift of 1 = w0) in the OPE of φB(z) and ∂wφB(w) for the pole at
z = −w of order 1. This is important for the algebraic structure of twisted vertex algebra
that we establish in Section 7, see Remark 7.7.
Let FB be the highest weight representation of ClB with the vacuum vector denoted
|0〉, so that φBn |0〉 = 0 for n < 0. We call FB the Fock space, and note that φB(z) a field
on FB and thus we can form normal ordered products.
The first normal ordered product we consider is the normal ordered product : φB(z)φB(z) :.
Corollary 5.4. : φB(z)φB(z) : = φB(z)(1,−1)φB(z) = 1.
Proof. By definition
: φB(z)φB(z) : = φB(z)+φ
B(z) + (−1)p(φ
B)2φB(z)φB−(z)
=
(∑
n≥0
φBn z
n
)(∑
n∈Z
φBn z
n
)
−
(∑
n∈Z
φBn z
n
)(∑
n<0
φBn z
n
)
=
(∑
n≥0
φBn z
n
)(∑
n≥0
φBn z
n
)
−
(∑
n<0
φBn z
n
)(∑
n<0
φBn z
n
)
=
∑
k≥0
∑
m+n=k
φBmφ
B
n z
m+n −
∑
k<0
∑
m+n=k
φBmφ
B
n z
m+n.
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Note that the commutation relations (5.2) imply φBmφBn + φBn φBm = 0 if both m,n > 0, or
if both m,n < 0; also φB0 φB0 = 1. Thus all but one of the terms above equals 0,
: φB(z)φB(z) :=
∑
k≥0
∑
m+n=k
φBmφ
B
n z
m+n −
∑
k<0
∑
m+n=k
φBmφ
B
n z
m+n = φB0 φ
B
0 = 1.

The two-variable normal ordered product : φB(z)φB(w) : is very important to the repre-
sentation theory of infinite rank Lie algebras, as it gives a representation of the algebra b∞
([DJKM82], [You89], [vdLO09], see also next section). Note that from the OPE expansion
Lemma 4.11 we have a shorter formula for the normal ordered product : φB(z)φB(w) : :
: φB(z)φB(w) := φB(z)φB(w) + iz,w
2w
z + w
.
This formula allows us to calculate commutation relations and will be used in the next
§6. In this case we have for the contraction ⌊φBφB⌋ of the fields φB(z), φB(w) that
⌊φBφB⌋ = iz,w
2w
z+w , but even though this contraction satisfies condition (1) of Wick’s
theorem, condition (2) is not satisfied due to the presence of the shift (see Remark 5.3).
Thus Wick’s theorem cannot be used in this case, but instead we will use a direct compu-
tation instead (see §6).
Other elements of FD{φB(z)} are found by (3) substituting at points of locality, in this
case at λ = −1. Thus it is natural to consider the field φB(−z), and all of its descendants.
Of particular interest is then the normal ordered product : φB(z)φB(−z) :, which yields
the following:
Lemma 5.5. ( [DJKM82], [Ang13], [Ang12]) The field hB(z) given by:
(5.4) hB(z) = 1
4
(: φB(z)φB(−z) : −1).
has only odd-indexed modes, hB(z) =
∑
n∈Z h2n+1z
−2n−1 and moreover it is a Heisen-
berg field. I.e., it has OPE with itself given by:
(5.5)
hB(z)hB(w) ∼
zw(z2 + w2)
2(z2 − w2)2
∼
1
4
w2
(z − w)2
+
1
4
w
(z − w)
−
1
4
w2
(z + w)2
+
1
4
w
(z + w)
,
and its modes, hn, n ∈ 2Z + 1, generate a twisted Heisenberg algebra HZ+1/2 with
relations [hm, hn] = m2 δm+n,01, m,n are odd integers.
We have the product φB(w)(2,−1)φB(w) = −1 − 4hB(w), and the OPE yields the
(j, n)-products for hB(w)(j,n)hB(w) for n ≥ 0:
hB(w)(1,0)h
B(w) =
1
4
w, hB(w)(2,0)h
B(w) =
1
4
w(5.6)
hB(w)(1,1)h
B(w) =
1
4
w2, hB(w)(2,1)h
B(w) = −
1
4
w2(5.7)
hB(w)(1,n)h
B(w) = 0, hB(w)(2,n)h
B(w) = 0 for n ≥ 2(5.8)
The negative products hB(w)(j,n)hB(w) are also very important, as they give rise to rep-
resentations of the Virasoro algebra, but we will not consider them in this paper.
The twisted Heisenberg algebra HZ+1/2 has (up-to isomorphism) only one irreducible
highest weight module B1/2 ∼= C[x1, x3, . . . , x2n+1, . . . ]. The fermionic space of states
FB decomposes as FB = B1/2 ⊕B1/2 ([Ang13], [Ang12]) and thus cannot be realized as
a twisted module for a vertex super algebra.
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Example 5.6. Free twisted boson of type C
For {λ1, , λ2} = {1,−1}, we now consider elements of the space FD{φC(z)}, where
φC(z) is an even self-local field (see [DJKM81] and [vOS11]) with OPE:
(5.9) φC(z)φC(w) ∼ 1
z + w
.
We index the field as follows: φC(z) =
∑
n∈Z+1/2 φ
C
n z
n−1/2 (the half-integers are com-
monly used when indexing in this case, see [DJKM81] and [vOS11]). In modes, the OPE
leads to commutation relations:
(5.10) [φCm, φCn ] = (−1)n−
1
2 δm,−n1,
Despite the name of the field (φC(z)) the modes form a Lie algebra, not a Clifford algebra,
which we denote by LC . The two-variable normal ordered product : φC(z)φC(w) : is very
important to the representation theory of infinite rank Lie algebras, as it gives the represen-
tation of the algebra c∞ (see [DJKM81] and §6 below). Note that from the OPE expansion
Lemma 4.11 we have a shorter formula for the normal ordered product : φC(z)φC(w) ::
: φC(z)φC(w) := φC(z)φC(w) − iz,w
1
z + w
.
This formula allows us to calculate commutation relations very easily, and can be used
directly instead of Wick’s theorem. In this case we have for the contraction ⌊φCφC⌋ of the
fields φC(z), φC(w) that ⌊φCφC⌋ = iz,w 1z+w , which we will use for the application of
Wick’s theorem in §6.
Let FC be a the highest weight module of LC with the vacuum vector |0〉, such that
φCn |0〉 = 0 for n < 0. Then φC(z) is field on FC (which we call the Fock space) and
thus we can define normal ordered products, and compute elements of FD{φC(z)}. First
consider the normal ordered product : φC(z)φC(−z) :. We have
Lemma 5.7. ([DJKM81]) The field hC(z) given by:
(5.11) hC(z) = 1
2
(: φC(z)φC(−z) : −1).
has only odd-indexed modes, hC(z) =
∑
n∈Z h2n+1z
−2n−1 and moreover it is a Heisen-
berg field. I.e., it has OPE with itself given by:
(5.12) hC(z)hC(w) ∼ − (z
2 + w2)
2(z2 − w2)2
∼ −
1
4
1
(z − w)2
−
1
4
1
(z + w)2
,
and its modes, hn, n ∈ 2Z + 1, generate a twisted Heisenberg algebra HZ+1/2 with
relations [hm, hn] = −m2 δm+n,01, m,n are odd integers.
The above result appears in [DJKM81] and in [vOS11].
We have the product φC(w)(2,−1)φC(w) = 2hC(w), and the lemma gives the (j, n)-
products hC(w)(j,n)hC(w) for n ≥ 0:
hC(w)(1,0)h
C(w) = 0, hC(w)(2,0)h
C(w) = 0(5.13)
hC(w)(1,1)h
C(w) = −
1
4
, hC(w)(2,1)h
C(w) = −
1
4
(5.14)
hC(w)(1,n)h
C(w) = 0, hC(w)(2,n)h
C(w) = 0 for n ≥ 2(5.15)
The next pair of examples is based on a self-local generating field we which is in fact
well known as an example of a generating field for a super vertex algebra, and thus is
1-point local at λ = 1. If we allow though substitutions at new points of locality, at
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λ = ǫk, k = 0, 1, . . . , N − 1, where ǫ is a N -th root of unity, we get a new and interesting
structure which wasn’t otherwise possible— the boson-fermion correspondence of type
D-A ([Ang12]). We start with N = 2.
Example 5.8. Free neutral fermion of type D and bosonization of type D-A
For this example, we again take points of locality {λ1, , λ2} = {1,−1}. We consider a sin-
gle odd self-local field φD(z), which we index in the formφD(z) =
∑
n∈Z+1/2 φ
D
n z
−n−1/2
The OPE of φD(z) is given by
(5.16) φD(z)φD(w) ∼ 1
z − w
.
This OPE completely determines the commutation relations between the modes φDn , n ∈
Z+ 1/2:
(5.17) {φDm, φDn } = δm,−n1.
and so the modes generate a Clifford algebra ClD . We have thus just one nontrivial (j, n),
n nonnegative product for the generating field φD(w): the φD(w)(1,0)φD(w) = 1, and
φD(w)(1,n)φ
D(w) = 0 for n > 0; φD(w)(2,n)φD(w) = 0 for n ≥ 0.
In this example the Fock space is denoted FD and is the highest weight module of ClD
with vacuum vector |0〉, such that φDn |0〉 = 0 for n > 0. (The space FD can be given a
super-vertex algebra structure, as is known from e.g. [Kac98], [KW94].) Note that φD(z)
a field on FD and thus normal ordered products are defined. Consider the normal ordered
product : φD(z)φD(z) :.
Corollary 5.9. : φD(z)φD(z) := 0 = φD(z)(1,−1)φD(z).
Proof. By definition
: φD(z)φD(z) : = φD(z)+φ
D(z) + (−1)p(φ
D)2φD(z)φD−(z)
=
(∑
n≥0
φD−n−1/2z
n
)(∑
n∈Z
φD−n−1/2z
n
)
−
(∑
n∈Z
φD−n−1/2z
n
)(∑
n<0
φD−n−1/2z
n
)
=
(∑
n>0
φD−n−1/2z
n
)(∑
n>0
φD−n−1/2z
n
)
−
(∑
n<0
φD−n−1/2z
n
)(∑
n<0
φD−n−1/2z
n
)
=
∑
k≥0
k∈Z
∑
m+n=k
φD−m−1/2φ
D
−n−1/2z
m+n −
∑
k<0
k∈Z
∑
m+n=k
φD−m−1/2φ
D
−n−1/2z
m+n.
Note that the commutation relations (5.17) imply φD
−m−1/2φ
D
−n−1/2+φ
D
−n−1/2φ
D
−m−1/2 =
0 if both m,n > 0, or if both m,n < 0. Thus : φD(z)φD(z) := 0. 
The more general normal ordered product : φD(z)φD(w) : is again very important,
this time to the representation theory the infinite rank Lie algebra d∞ ([KW94], [Wan99]).
Again from Lemma 4.11 we have a shorter formula for the normal ordered product
: φD(z)φD(w) :
: φD(z)φD(w) := φD(z)φD(w) + iz,w
1
z − w
.
This formula allows us to calculate commutation relations for d∞. In this case we have for
the contraction ⌊φDφD⌋ of the fields φD(z), φD(w) that ⌊φDφD⌋ = iz,w 1z−w , which we
will use for the application of Wick’s theorem in §6.
The space FD{φD(z)} contains the normal ordered product : φD(z)φD(−z) : (for
which the point of locality λ2 = −1 is not removable). Here we calculate its OPE:
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Lemma 5.10. ([Ang13], [Ang12]) The field hD(z) given by:
(5.18) hD(z) = 1
2
: φD(z)φD(−z) :
has only odd-indexed modes, hD(z) =
∑
n∈Z hnz
−2n−1 and moreover it is a Heisenberg
field. I.e., it has OPE with itself given by:
(5.19) hD(z)hD(w) ∼ zw
(z2 − w2)2
∼
1
4
1
(z − w)2
−
1
4
1
(z + w)2
and its modes, hn, n ∈ Z, generate an ordinary, untwisted, Heisenberg algebra HZ with
relations [hm, hn] = mδm+n,01, m,n integers.
We have the productφD(w)(2,−1)φD(w) = −2hD(w), and the productshD(w)(j,n)hD(w)
for n ≥ 0:
hD(w)(1,0)h
D(w) = 0, hD(w)(2,0)h
D(w) = 0(5.20)
hD(w)(1,1)h
D(w) =
1
4
, hD(w)(2,1)h
D(w) = −
1
4
(5.21)
hD(w)(1,n)h
D(w) = 0, hD(w)(2,n)h
D(w) = 0 for n ≥ 2(5.22)
The negative products hD(w)(j,n)hD(w) are also very important, as they give rise to rep-
resentations of the Virasoro algebra, but we will not consider them in this paper. The fact
that the space FD is a representation of the Virasoro algebra with central charge c = 12 can
be found in [KW94], [Wan99]. The Virasoro field is given by : φD(w)∂wφD(w) :.
Unlike the twisted Heisenberg algebra, the untwisted Heisenberg algebra has infinitely
many irreducible highest weight modules, labeled by the action of h0. The fermionic space
of states FD decomposes as
(5.23) W = FD ∼= ⊕i∈ZBi ∼= C[eα, e−α]⊗ C[x1, x2, . . . , xn, . . . ] = BD,
where by C[eα, e−α] we mean the Laurent polynomials with one variable eα ([Ang13],
[Ang12]). The isomorphism above is as Heisenberg modules, where enα is identified as
the highest weight vector for the irreducible Heisenberg module Bn with highest weight
n.
We want to finish with the last example, which involves the primitive root of unity of
order N ∈ N.
Example 5.11. Bosonisation of type D-A (general order N)
In this example we extend the boson-fermion correspondence of type D-A from the pre-
vious example to a general order N as follows. Given a primitive N -th root of unity ǫ,
choose {λ1, λ2, . . . , λN} = {1, ǫ, . . . , ǫN−1}. We again consider the free field φD(z) =∑
n∈Z+1/2 φ
D
n z
−n−1/2
, with OPE’s with itself given by (5.16). Thus the descendent field
space FD{φD(z)} contains all T iǫφD(z) = φD(ǫiz), for any 0 ≤ i ≤ N − 1, with OPE’s
φD(ǫiz)φD(ǫjw) ∼
1
ǫiz − ǫjw
;
We note that for the above fields the points of localityλj = ǫj , j = 1, . . . , N − 1 are
not removable in the following normal ordered products, and in particular we have the
following lemma:
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Lemma 5.12. The field hD(z) given by
(5.24) hD(z) = 1
N
N−1∑
i=0
ǫi−1 : φD(ǫi−1z)φD(ǫiz) :=
∑
n∈Z
hnz
−Nn−1
can be indexed as
(5.25) hD(z) =
∑
n∈Z
hnz
−Nn−1
and is a Heisenberg field. I.e., it has OPE with itself given by:
(5.26) hD(z)hD(w) ∼ z
N−1wN−1
(zN − wN )2
,
and thus the commutation relations [hDm, hDn ] = mδm+n,01 for the Heisenberg algebraHZ
hold.
6. APPLICATIONS TO REPRESENTATION THEORY
In this section we consider the applications of the examples of normal ordered products
from the previous section to the representation theory of the three double-infinite rank Lie
algebras b∞, c∞ and d∞. The three representations given here also appear in the works of
Date-Jimbo-Kashiwara-Miwa (see [DJKM82] and [DJKM81]), and the representation of
d∞ is also considered in works of Wang (see [KW94], [KWY98], [Wan99]). We present
the proofs here for completeness, and as an application of the N-point locality OPEs, the
use of which generalizes the techniques already known for super vertex algebras.
First, we recall the definitions and notations for the double-infinite rank Lie algebras
a∞, b∞, c∞ and d∞ as in [Kac90]
The Lie algebra a¯∞ is the Lie algebra of infinite matrices
(6.1) a¯∞ = {(aij)| i, j ∈ Z, aij = 0 for|i− j| ≫ 0}.
As usual denote the elementary matrices by Eij .
The algebra a∞ is a central extension of a¯∞ by a central element c, a∞ = a¯∞ ⊕ Cc,
with cocycle given by
(6.2) C(A,B) = Trace([J,A]B),
where the matrix J =
∑
i≤0 Eii. In particular
C(Eij , Eji) = −C(Eji, Eij) = 1, if i ≤ 0, j ≥ 1
C(Eij , Ekl) = 0 in all other cases,
and we denote cijkl = C(Eij , Ekl)c.
The three algebras b¯∞, c¯∞ and d¯∞ are all defined as subalgebras of a¯∞, each preserving
different bilinear form ([Kac90]).
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6.1. The infinite dimensional Lie algebra b∞.
The infinite dimensional Lie algebra b¯∞ is the subalgebra of a¯∞ consisting of the infinite
matrices preserving the bilinear form B(vi, vj) = (−1)iδi,−j , i.e.,
(6.3) b¯∞ = {(aij) ∈ a¯∞| aij = (−1)i+j−1a−j,−i}.
Denote by b∞ the central extension of b¯∞ by a central element c, b∞ = b¯∞ ⊕ C 12c,
where c is the cocycle for a∞, (6.2) (see [Kac90]). Thus the commutation relations for the
elementary matrices in b∞ is
[Eij , Ekl] = δjkEil − δliEkj +
1
2
C(Eij , Ekl)c.
The generators for the algebra b∞ can be written in terms of these elementary matrices as:
{(−1)jEi,−j − (−1)
iEj,−i, c | i, j ∈ Z}.
We can arrange the non-central generators in a generating series
(6.4) EB(z, w) =
∑
i,j∈Z
((−1)jEi,−j − (−1)
iEj,−i)z
i−1w−j .
Lemma 6.1. The generating series EB(z, w) obeys the following relations:
(6.5) EB(z, w) = −EB(w, z)
and
[EB(z1, w1), E
B(z2, w2)] = −z2E
B(z1, w2)δ(w1 + z2) + w2E
B(z1, z2)δ(w1 + w2)
+ z2E
B(w1, w2)z1δ(z1 + z2)− w2E
B(w1, z2)δ(z1 + w2)
+
c
4
iw1,z2
w1 − z2
w1 + z2
iz1,w2
z1 − w2
z1 + w2
−
c
4
iw2,z1
w2 − z1
z1 + w2
iz2,w1
z2 − w1
z2 + w1
−
−
c
4
iw1,w2
w1 − w2
w1 + w2
iz1,z2
z1 − z2
z1 + z2
+
c
4
iw2,w1
w2 − w1
w1 + w2
iz2,z1
z2 − z1
z1 + z2
(6.6)
Proof. We begin with
[EB(z1, w1), E
B(z2, w2)] =
∑
i,j,k,l∈Z
[((−1)jEi,−j − (−1)
iEj,−i), ((−1)
lEk,−l − (−1)
kEl,−k)]z
i
1z
k
2w
j
1w
l
2
=
∑
i,j,k,l∈Z
(−1)j+l[Ei,−j , Ek,−l]z
i
1z
k
2w
j
1w
l
2 −
∑
i,j,k,l∈Z
(−1)j+k[Ei,−j , El,−k]z
i
1z
k
2w
j
1w
l
2
−
∑
i,j,k,l∈Z
(−1)i+l[Ej,−i, Ek,−l]z
i
1z
k
2w
j
1w
l
2 +
∑
i,j,k,l∈Z
(−1)i+k[Ej,−i, El,−k]z
i
1z
k
2w
j
1w
l
2
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=
∑
i,j,k,l∈Z
(−1)j+l(δ−jkEi,−l − δi,−lEk,−j)z
i
1z
k
2w
j
1w
l
2
+
1
2
c
∑
i≤0,j≥1
(−1)j+izi1z
j
2w
−j
1 w
−i
2 −
1
2
c
∑
j≤0,i≥1
(−1)j+izi1z
j
2w
−j
1 w
−i
2
−
∑
i,j,k,l∈Z
(−1)j+k(δ−j,lEi,−k − δi,−kEl,−j)z
i
1z
k
2w
j
1w
l
2
−
1
2
c
∑
i≤0,j≥1
(−1)j+izi1z
−i
2 w
−j
1 w
j
2 +
1
2
c
∑
i≥1,j≤0
(−1)j+i
1
2
zi1z
−i
2 w
−j
1 w
j
2
−
∑
i,j,k,l∈Z
(−1)i+l(δ−i,kEj,−l − δj,−lEk,−i)z
i
1z
k
2w
j
1w
l
2
−
1
2
c
∑
j≤0,i≥1
(−1)j+iz−i1 z
i
2w
j
1w
−j
2 +
1
2
c
∑
i≤1,j≥1
(−1)j+iz−i1 z
i
2w
j
1w
−j
2
+
∑
i,j,k,l∈Z
(−1)i+k(δ−ilEj,−k − δj,−kEl,−i)z
i
1z
k
2w
j
1w
l
2
+
1
2
c
∑
i≥1,j≤0
(−1)j+iz−i1 z
−j
2 w
j
1w
i
2 −
1
2
c
∑
i≤0,j≥1
(−1)j+iz−i1 z
−j
2 w
j
1w
i
2
= −z2E(z1, w2)δ(w1 + z2) + w2E(z1, z2)δ(w1 + w2)
+ z2E(w1, w2)z1δ(z1 + z2)− w2E(w1, z2)δ(z1 + w2)
+
1
2
c
∑
i≤0
(
−z1
w2
)i
∑
j≥1
(
−z2
w1
)j −
1
2
c
∑
i≥1
(
−z1
w2
)i
∑
j≤0
(
−z2
w1
)j
−
1
2
c
∑
i≤0
(
−z1
z2
)i
∑
j≥1
(
−w2
w1
)j +
1
2
c
∑
i≥1
(
−z1
z2
)i
∑
j≤0
(
−w2
w1
)j
−
1
2
c
∑
i≤0
(
−w1
w2
)i
∑
j≥1
(
−z2
z1
)j +
1
2
c
∑
i≥1
(
−w1
w2
)i
∑
j≤0
(
−z2
z1
)j
+
1
2
c
∑
i≤0
(
−w1
z2
)i
∑
j≥1
(
−w2
z1
)j −
1
2
c
∑
i≥1
(
−w1
z2
)i
∑
j≤0
(
−w2
z1
)j
= −z2E(z1, w2)δ(w1 + z2) + w2E(z1, z2)δ(w1 + w2)
+ z2E(w1, w2)z1δ(z1 + z2)− w2E(w1, z2)δ(z1 + w2)
+
1
2
c
∑
i≥0
(
−w2
z1
)i
∑
j≥1
(
−z2
w1
)j −
1
2
c
∑
i≥1
(
−z1
w2
)i
∑
j≥0
(
−w1
z2
)j
−
1
2
c
∑
i≥0
(
−z2
z1
)i
∑
j≥1
(
−w2
w1
)j +
1
2
c
∑
i≥1
(
−z1
z2
)i
∑
j≥0
(
−w1
w2
)j
−
1
2
c
∑
i≥0
(
−w2
w1
)i
∑
j≥1
(
−z2
z1
)j +
1
2
c
∑
i≥1
(
−w1
w2
)i
∑
j≥0
(
−z1
z2
)j
+
1
2
c
∑
i≥0
(
−z2
w1
)i
∑
j≥1
(
−w2
z1
)j −
1
2
c
∑
i≥1
(
−w1
z2
)i
∑
j≥0
(
−z1
w2
)j
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= −z2E(z1, w2)δ(w1 + z2) + w2E(z1, z2)δ(w1 + w2)
+ z2E(w1, w2)z1δ(z1 + z2)− w2E(w1, z2)δ(z1 + w2)
+ c
∑
i≥1
(
−w2
z1
)i
∑
j≥1
(
−z2
w1
)j − c
∑
i≥1
(
−z1
w2
)i
∑
j≥1
(
−w1
z2
)j
− c
∑
i≥1
(
−z2
z1
)i
∑
j≥1
(
−w2
w1
)j + c
∑
i≥1
(
−z1
z2
)i
∑
j≥1
(
−w1
w2
)j
+
1
2
c
∑
j≥1
(
−z2
w1
)j −
1
2
c
∑
i≥1
(
−z1
w2
)i −
1
2
c
∑
j≥1
(
−w2
w1
)j +
1
2
c
∑
i≥1
(
−z1
z2
)i
−
1
2
c
∑
j≥1
(
−z2
z1
)j +
1
2
c
∑
i≥1
(
−w1
w2
)i +
1
2
c
∑
j≥1
(
−w2
z1
)j −
1
2
c
∑
i≥1
(
−w1
z2
)i
Finally, we have
iz,w
z − w
z + w
= 1 + 2
∑
j≥1
(−1)jwjz−j = 1 + 2
∑
j≥1
(
−w
z
)j
iw,z
w − z
z + w
= 1 + 2
∑
j≥1
(−1)jw−jzj = 1 + 2
∑
j≥1
(
−z
w
)j

Proposition 6.2. Let the field φB(z) and the vector space FB are as in Example 5.1.
Define
Φ(z, w) =: φB(z)φB(w) : −1 = φB(z)φB(w) − iz,w
z − w
z + w
The assignment EB(z, w) → 12Φ(z, w), c → IdFB gives a representation of the Lie
algebra b∞.
Proof. First, we need to prove Φ(w, z) = −Φ(z, w):
−Φ(w, z) = −φB(w)φB(z) + iw,z
−2z
z + w
+ 1 = φB(z)φB(w) + 2wδ(z + w) + iw,z
−2z
z + w
+ 1
= φB(z)φB(w) + iz,w
2w
z + w
− iw,z
2w
z + w
+ iw,z
−2z
z + w
+ 1
= φB(z)φB(w) + iz,w
2w
z + w
− iw,z
2z + 2w
z + w
+ 1
= φB(z)φB(w) + iz,w
−2w
z + w
− 1 = Φ(z, w)
For the commutation relations of : φB(z)φB(w) : one would be tempted to use Wick’s the-
orem, but Wick’s theorem doesn’t apply here, due to the fact that φB0 φB0 = 1 (see Corollary
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5.4), i.e., φB(z)+ doesn’t anticommute with itself, which is a requirement for Wick’s the-
orem. Hence we do direct computation using Φ(z, w) := φB(z)φB(w) − iz,w z−wz+w :
[Φ(z1, w1),Φ(z2, w2)] = [φ
B(z1)φ
B(w1), φ
B(z2)φ
B(w2)]
= φB(z1){φ
B(w1), φ
B(z2)}φ
B(w2)− φ
B(z1)φ
B(z2){φ
B(w1), φ
B(w2)}
+ {φB(z1), φ
B(z2)}φ
B(w2)φ
B(w1)− φ
B(z2){φ
B(z1), φ
B(w2)}φ
B(w1)
= −2z2δ(w1 + z2)φ
B(z1)φ
B(w2) + 2w2δ(w1 + w2)φ
B(z1)φ
B(z2)
− 2z2δ(z1 + z2)φ
B(w2)φ
B(w1) + 2w2δ(z1 + w2)φ
B(z2)φ
B(w1)
= −2z2δ(w1 + z2)
(
Φ(z1, w2) + iz1,w2
z1 − w2
z1 + w2
)
+ 2w2δ(w1 + w2)
(
Φ(z1, z2) + iz1,z2
z1 − z2
z1 + z2
)
− 2z2δ(z1 + z2)
(
Φ(w2, w1) + iw2,w1
w2 − w1
w2 + w1
)
+ 2w2δ(z1 + w2)
(
Φ(z2, w1) + iz2,w1
z2 − w1
z2 + w1
)
= −2z2δ(w1 + z2)Φ(z1, w2) + 2w2δ(w1 + w2)Φ(z1, z2)
+ 2w2δ(z1 + w2)Φ(z2, w1)− 2z2δ(z1 + z2)Φ(w2, w1)
+
(
iw1,z2
w1 − z2
w1 + z2
− iz2,w1
w1 − z2
w1 + z2
)
iz1,w2
z1 − w2
z1 + w2
−
(
iw1,w2
w1 − w2
w1 + w2
− iw2,w1
w1 − w2
w1 + w2
)
iz1,z2
z1 − z2
z1 + z2
+
(
iz1,z2
z1 − z2
z1 + z2
− iz2,z1
z1 − z2
z1 + z2
)
iw2,w1
w2 − w1
w2 + w1
−
(
iz1,w2
z1 − w2
z1 + w2
− iw2,z1
z1 − w2
z1 + w2
)
iz2,w1
z2 − w1
z2 + w1
= −2z2δ(w1 + z2)Φ(z1, w2) + 2w2δ(w1 + w2)Φ(z1, z2)
+ 2w2δ(z1 + w2)Φ(z2, w1)− 2z2δ(z1 + z2)Φ(w2, w1)
+ iw1,z2
w1 − z2
w1 + z2
iz1,w2
z1 − w2
z1 + w2
− iw2,z1
w2 − z1
z1 + w2
iz2,w1
z2 − w1
z2 + w1
− iw1,w2
w1 − w2
w1 + w2
iz1,z2
z1 − z2
z1 + z2
+ iw2,w1
w2 − w1
w1 + w2
iz2,z1
z2 − z1
z1 + z2
= −2z2δ(w1 + z2)Φ(z1, w2) + 2w2δ(w1 + w2)Φ(z1, z2)
− 2w2δ(z1 + w2)Φ(w1, z2) + 2z2δ(z1 + z2)Φ(w1, w2)
+ iw1,z2
w1 − z2
w1 + z2
iz1,w2
z1 − w2
z1 + w2
− iw2,z1
w2 − z1
z1 + w2
iz2,w1
z2 − w1
z2 + w1
− iw1,w2
w1 − w2
w1 + w2
iz1,z2
z1 − z2
z1 + z2
+ iw2,w1
w2 − w1
w1 + w2
iz2,z1
z2 − z1
z1 + z2
A direct comparison then shows that 12Φ(z, w) indeed has the required commutation rela-
tions of EB(z, w).

6.2. The infinite dimensional Lie algebra c∞.
The infinite dimensional Lie algebra c¯∞ is the subalgebra of a¯∞ consisting of the infinite
matrices preserving the bilinear form C(vi, vj) = (−1)iδi,1−j , i.e.,
(6.7) c¯∞ = {(aij) ∈ a¯∞| aij = (−1)i+j−1a1−j,1−i}.
The algebra c∞ is a central extension of c¯∞ by a central element c, c∞ = c¯∞ ⊕ Cc,
where c is the cocycle for a∞, (6.2) (see [Kac90]). And the commutation relations for the
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elementary matrices in c∞ is
[Eij , Ekl] = δjkEil − δliEkj + C(Eij , Ekl)c.
The generators for the algebra c∞ can be written in terms of these elementary matrices as:
{(−1)jEi,j − (−1)
iE1−j,1−i, i, j ∈ Z; and c}.
We can arrange the non-central generators in a generating series
(6.8) EC(z, w) =
∑
i,j∈Z
((−1)jEij − (−1)
iE1−j,1−i)z
i−1w−j .
Lemma 6.3. The generating series EC(z, w) obeys the following relations:
EC(z, w) = EC(w, z)
and
[EC(z1, w1),E
C(z2, w2)] = E
C(z1, w2)δ(z2 + w1)− E
C(z2, w1)δ(z1 + w2)
− EC(w2, w1)δ(z1 + z2) + E
C(z1, z2)δ(w2 + w1)
+ 2ιz1,w2
1
z1 + w2
ιw1,z2
1
w1 + z2
c− 2ιw2,z1
1
w2 + z1
ιz2,w1
1
z2 + w1
c
+ 2ιz1,z2
1
z1 + z2
ιw1,w2
1
w1 + w2
c− 2ιz2,z1
1
z2 + z1
ιw2,w1
1
w2 + w1
c.
Proof. We present the proof here for completeness. The first property is very easy to check.
For the second property, we have:
[EC(z1, w1), E
C(z2, w2)]
=
∑
i,j,k,l∈Z
[((−1)jEij − (−1)
iE1−j,1−i), ((−1)
lEkl − (−1)
kE1−l,1−k)]z
i−1
1 z
k−1
2 w
−j
1 w
−l
2
=
∑
i,j,k,l∈Z
(−1)j+l[Eij , Ekl]z
i−1
1 z
k−1
2 w
−j
1 w
−l
2
−
∑
i,j,k,l∈Z
(−1)j+k[Eij , E1−l,1−k]z
i−1
1 z
k−1
2 w
−j
1 w
−l
2
−
∑
i,j,k,l∈Z
(−1)i+l[E1−j,1−i, Ekl]z
i−1
1 z
k−1
2 w
−j
1 w
−l
2
+
∑
i,j,k,l∈Z
(−1)i+k[E1−j,1−i, E1−l,1−k]z
i−1
1 z
k−1
2 w
−j
1 w
−l
2
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=
∑
i,j,l∈Z
(−1)j+lEilz
i−1
1 z
j−1
2 w
−j
1 w
−l
2 −
∑
i,j,k∈Z
(−1)j+iEkjz
i−1
1 z
k−1
2 w
−j
1 w
−i
2
−
∑
i,j,k∈Z
(−1)j+kEi,1−kz
i−1
1 z
k−1
2 w
−j
1 w
j−1
2 +
∑
i,j,l∈Z
(−1)j+1−iE1−l,jz
i−1
1 z
−i
2 w
−j
1 w
−l
2
−
∑
i,j,l∈Z
(−1)i+lE1−j,lz
i−1
1 z
−i
2 w
−j
1 w
−l
2 +
∑
i,j,k∈Z
(−1)i+1−jEk,1−iz
i−1
1 z
k−1
2 w
−j
1 w
j−1
2
+
∑
i,j,k∈Z
(−1)i+kE1−j,1−kz
i−1
1 z
k−1
2 w
−j
1 w
−i
2 −
∑
i,k,l∈Z
(−1)i+kE1−l,1−iz
i−1
1 z
k−1
2 w
−k
1 w
−l
2
+ 2
∑
l≤0,j≥1
(−1)j+lzl−11 z
j−1
2 w
−j
1 w
−l
2 c− 2
∑
l≥1,j≤0
(−1)j+lzl−11 z
j−1
2 w
−j
1 w
−l
2 c
− 2
∑
k≥1,j≥1
(−1)j+kz−k1 z
k−1
2 w
−j
1 w
1−j
2 c+ 2
∑
k≤0,j≤0
(−1)j+kz−k1 z
k−1
2 w
−j
1 w
j−1
2 c
= EC(z1, w2)δ(z2 + w1)− E
C(z2, w1)δ(z1 + w2)
− EC(w2, w1)δ(z1 + z2) + E
C(z1, z2)δ(w2 + w1)
− 2ιz1,w2
1
z1 + w2
ιw1,z2
1
w1 + z2
c+ 2ιw2,z1
1
w2 + z1
ιz2,w1
1
z2 + w1
c
− 2ιz1,z2
1
z1 + z2
ιw1,w2
1
w1 + w2
c+ 2ιz2,z1
1
z2 + z1
ιw2,w1
1
w2 + w1
c.

Proposition 6.4. Recall the field φC(z) on the highest weight module FC from Example 5
The assignment E(z, w) → i : φC(z)φC(w) :, c → 12IdFC gives a representation of the
Lie algebra c∞. (Here i is the imaginary unit.)
Proof. We will use Wick’s theorem to prove this proposition: First we check
[φC+(z), φ
C
+(w)] =
∑
m≥1/2,n≥1/2,m,n∈ 1
2
+Z
[φCm, φ
C
n ]z
m−1/2wn−1/2
=
∑
m≥1/2,n≥1/2,m,n∈ 1
2
+Z
(−1)n−1/2δm,−nz
m−1/2wn−1/2 = 0,
[φC−(z), φ
C
−(w)] =
∑
m<1/2,n<1/2,m,n∈ 1
2
+Z
[φCm, φ
C
n ]z
−m−1w−n−1
=
∑
m<1/2,n<1/2,m,n∈ 1
2
+Z
(−1)n−1/2δm,−nz
m−1/2wn−1/2 = 0.
As a direct application of Wick’s Theorem we have
: φC(z1)φ
C(w1) :: φ
C(z2)φ
C(w2) :
= ⌊φC(z1)φ
C(z2)⌋ : φ
C(w1)φ
C(w2) : +⌊φ
C(z1)φ
C(w2)⌋ : φ
C(z2)φ
C(w1) :
+ ⌊φC(w1)φ
C(z2)⌋ : φ
C(z1)φ
C(w2) : +⌊φ
C(w1)φ
C(w2)⌋ : φ
C(z1)φ
C(z2) :
+ ⌊φC(z1)φ
C(z2)⌋⌊φ
C(w1)φ
C(w2)⌋+ ⌊φ
C(z1)φ
C(w2)⌋⌊φ
C(w1)φ
C(z2)⌋
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and hence
[i : φC(z1)φ
C(w1) :, i : φ
C(z2)φ
C(w2)]
= −δ(z1 + z2) : φ
C(w1)φ
C(w2) : −δ(z1 + w2) : φ
C(z1)φ
C(w2) :
+ δ(z2 + w1) : φ
C(z1)φ
C(w2) : +δ(w2 + w1) : φ
C(z1)φ
C(z2) :
− ιz1,z2
(
1
z1 + z2
)
ιw1,w2
(
1
w1 + w2
)
− ιz1,w2
(
1
z1 + w2
)
ιw1,z2
(
1
w1 + z2
)
+ ιz2,z1
(
1
z2 + z1
)
ιw2,w1
(
1
w2 + w1
)
+ ιz2,w1
(
1
z2 + w1
)
ιw2,z1
(
1
w2 + z1
)
.
Note that we used (the rather peculiar) fact that for λ = −1 we have δ(z1 + z2) =
δ(z1,−z2) = −δ(z2 + z1) = −δ(z2,−z1). 
6.3. The infinite dimensional Lie algebra d∞.
The infinite dimensional Lie algebra d¯∞ is the subalgebra of a¯∞ consisting of the infinite
matrices preserving the bilinear form D(vi, vj) = δi,1−j , i.e.,
(6.9) d¯∞ = {(aij) ∈ a¯∞| aij = −a1−j,1−i}.
Denote by d∞ the central extension of d¯∞ by a central element c, d∞ = d¯∞ ⊕ Cc, with
the same cocycle as for a∞, (6.2). The commutation relations for the elementary matrices
in d∞ is
[Eij , Ekl] = δjkEil − δliEkj +
1
2
C(Eij , Ekl)c.
The generators for the algebra d∞ can be written in terms of these elementary matrices as:
{Ei,j − E1−j,1−i, i, j ∈ Z; and c}.
We can arrange the non-central generators in a generating series
(6.10) ED(z, w) =
∑
i,j∈Z
(Eij − E1−j,1−i)z
i−1w−j .
Lemma 6.5. The generating series ED(z, w) obeys the following relations:
ED(z, w) = −ED(w, z)
and
[ED(z1, w1),E
D(z2, w2)] = E
D(z1, w2)δ(z2 − w1)− E
D(z2, w1)δ(z1 − w2)
+ ED(w2, w1)δ(z1 − z2)− E
D(z1, z2)δ(w1 − w2)
+ ιz1,w2
1
z1 − w2
ιw1,z2
1
w1 − z2
c− ιz2,w1
1
z2 − w1
ιw2,z1
1
w2 − z1
c
− ιz1,z2
1
z1 − z2
ιw1,w2
1
w1 − w2
c+ ιz2,z1
1
z1 − z2
ιw2,w1
1
w2 − w1
c.
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Proof. We present the proof here for completeness. Again, the first property is very easy
to check. For the second property, we have:
[ED(z1, w1), E
D(z2, w2)] =
∑
i,j,k,l∈Z
[(Eij − E1−j,1−i), (Ekl − E1−l,1−k)]z
i−1
1 z
k−1
2 w
−j
1 w
−l
2
=
∑
i,j,k,l∈Z
[Eij , Ekl]z
i−1
1 z
k−1
2 w
−j
1 w
−l
2 −
∑
i,j,k,l∈Z
[Eij , E1−l,1−k]z
i−1
1 z
k−1
2 w
−j
1 w
−l
2
−
∑
i,j,k,l∈Z
[E1−j,1−i, Ekl]z
i−1
1 z
k−1
2 w
−j
1 w
−l
2 +
∑
i,j,k,l∈Z
[E1−j,1−i, E1−l,1−k]z
i−1
1 z
k−1
2 w
−j
1 w
−l
2
=
∑
i,j,l∈Z
Eilz
i−1
1 z
j−1
2 w
−j
1 w
−l
2 −
∑
i,j,k∈Z
Ekjz
i−1
1 z
k−1
2 w
−j
1 w
−i
2
−
∑
i,j,k∈Z
Ei,1−kz
i−1
1 z
k−1
2 w
−j
1 w
j−1
2 +
∑
i,j,l∈Z
E1−l,jz
i−1
1 z
−i
2 w
−j
1 w
−l
2
−
∑
i,j,l∈Z
E1−j,lz
i−1
1 z
−i
2 w
−j
1 w
−l
2 +
∑
i,j,k∈Z
Ek,1−iz
i−1
1 z
k−1
2 w
−j
1 w
j−1
2
−
∑
i,j,l∈Z
E1−j,lz
i−1
1 z
−i
2 w
−j
1 w
−l
2 +
∑
i,j,k∈Z
Ek,1−iz
i−1
1 z
k−1
2 w
−j
1 w
j−1
2
+
∑
i,j,k∈Z
E1−j,1−kz
i−1
1 z
k−1
2 w
−j
1 w
−i
2 −
∑
i,j,l∈Z
E1−l,1−iz
i−1
1 z
j−1
2 w
−j
1 w
−l
2
+
∑
i≤0,j≥1
zi−11 z
j−1
2 w
−j
1 w
−i
2 c−
∑
j≤0,i≥1
zi−11 z
j−1
2 w
−j
1 w
−i
2 c
−
∑
i≤0,j≥1
zi−11 z
−i
2 w
−j
1 w
j−1
2 c+
∑
i≥1,j≤0
zi−11 z
−i
2 w
−j
1 w
j−1
2 c
= ED(z1, w2)δ(z2 − w1)− E
D(z2, w1)δ(z1 − w2)
+ ED(w2, w1)δ(z1 − z2)− E
D(z1, z2)δ(w1 − w2)
+ ιz1,w2
(
1
z1 − w2
)
ιw1,z2
(
1
w1 − z2
)
c− ιz2,w1
(
1
z2 − w1
)
ιw2,z1
(
1
w2 − z1
)
c
− ιz1,z2
(
1
z1 − z2
)
ιw1,w2
(
1
w1 − w2
)
c+ ιz2,z1
(
1
z2 − z1
)
ιw2,w1
(
1
w2 − w1
)
c.

Proposition 6.6. Recall the field φD(z) on the highest weight module FD from Example
5.8 The assignment E(z, w) →: φD(z)φD(w) :, c → IdFD gives a representation of the
Lie algebra d∞.
Proof. We will use Wick’s theorem to prove this lemma. The conditions of Wick’s theorem
are satisfied (similarly to the case of c∞ case), and we have
: φD(z1)φ
D(w1) :: φ
D(z2)φ
D(w2) :
= −⌊φD(z1)φ
D(z2)⌋ : φ
D(w1)φ
D(w2) : +⌊φ
D(z1)φ
D(w2)⌋ : φ
D(w1)φ
D(z2) :
+ ⌊φD(w1)φ
D(z2)⌋ : φ
D(z1)φ
D(w2) : −⌊φ
D(w1)φ
D(w2)⌋ : φ
D(z1)φ
D(z2) :
− ⌊φD(z1)φ
D(z2)⌋⌊φ
D(w1)φ
D(w2)⌋+ ⌊φ
D(z1)φ
D(w2)⌋⌊φ
D(w1)φ
D(z2)⌋
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and hence
[:φD(z1)φ
D(w1) :, : φ
D(z2)φ
D(w2)]
= −δ(z1 − z2) : φ
D(w1)φ
D(w2) : +δ(z1 − w2) : φ
D(w1)φ
D(z2) :
+ δ(w1 − z2) : φ
D(z1)φ
D(w2) : −δ(w1 − w2) : φ
D(z1)φ
D(z2) :
− ιz1,z2
(
1
z1 − z2
)
ιw1,w2
(
1
w1 − w2
)
+ ιz1,w2
(
1
z1 − w2
)
ιw1,z2
(
1
w1 − z2
)
+ ιz2,z1
(
1
z2 − z1
)
ιw2,w1
(
1
w2 − w1
)
− ιz2,w1
(
1
z2 − w1
)
ιw2,z1
(
1
w2 − z1
)
.

7. TWISTED VERTEX ALGEBRAS
In this section we finally answer the following question: if we start with a given number
of generating fields ai(z) (see a precise definition at 7.11) , which are local at several but
finitely many points λ1, λ2, . . . , λN (also satisfying some auxiliary conditions), and we al-
low the operations of differentiation (∂zai(z)), substitutions at the locality points (a(λjz)),
normal ordered products (: ai(λkz)aj(λlz) :) and OPE coefficients on all those fields and
their descendants; and we further assume that all those descendants are still only local at
λ1, λ2, . . . , λN ; then what is the resulting structure that we get? The first observation is, as
we proved in §4, that in order for the descendants to stay local at finitely many points, then
the points of locality have to form a multiplicative group. The only finite multiplicative
subgroups of the complex plane C are the roots of unity cyclic groups. Hence if we want
to have the total number of points of locality stay finite, the only possible choice for
the N points of locality are the N -th roots of unity. Then the answer to our “generating
descendants” problem is: the fields ai(z) will generate a twisted vertex algebra. Twisted
vertex algebras of general order N were defined in [Ang12] (of order 2 in [Ang13]) in
order to answer the question: what are the boson-fermion correspondences of type B, C
and D-A? These correspondences must be isomorphisms between some type of structures,
and we wanted to understand those structures. Although the boson-fermion correspon-
dence of type A is an isomorphism of super vertex algebras (which are 1-point local), the
boson-fermion correspondences of type B, C and D-A are isomorphisms of twisted ver-
tex algebras (which are at least 2-point local). Before giving the definition of a twisted
vertex algebra, we want to mention one other very important difference between super
vertex algebras and twisted vertex algebras, and it is that the space of fields in a twisted
vertex algebra is larger than the space of states (unlike in super vertex algebras where there
is a state-field bijection); and by definition there is a strict surjective projection from the
space of fields to the space of states in a twisted vertex algebra. In this, twisted vertex
algebras resemble the concept of a deformed chiral algebras from [FR97], and differ from
the concept of a Γ-vertex algebra of [Li06b]. The Γ-vertex algebras were introduced in
[Li06b], and are indeed multilocal, but the number of fields included in a Γ-vertex algebra
is not enough to describe the examples of the boson-fermion correspondences for which
the concept of a twisted vertex algebra was introduced. Namely, there are fields which
are indispensable to the examples, like the Heisenberg-producing fields : φB(z)φB(−z) :
and : φD(z)φD(−z) : from §5, which cannot be incorporated in a Γ-vertex algebra of
[Li06b] (see §8 for a proof). This is mainly due to the fact that such nontrivial fields like
: φD(z)φD(−z) : are associated to elements with projection 0, see [Ang12]. With that
said, in this section we will recall the definition of twisted vertex algebra from [Ang12].
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We will work with the category of super vector spaces, i.e., Z2 graded vector spaces.
The flip map τ is defined by
(7.1) τ(a ⊗ b) = (−1)a˜·b˜(b⊗ a)
for any homogeneous elements a, b in the super vector space, where a˜ or p(a), b˜ or p(b)
denote correspondingly the parity of a, b.
Definition 7.1. (The Hopf algebra HD = C[D])
The Hopf algebra HD = C[D] is the universal enveloping algebra of the commutative
one-dimensional Lie algebra with even generator D, i.e., the polynomial algebra with a
primitive generator D. We have
(7.2) △D(n) =
∑
k+l=n
D(k) ⊗D(l).
Definition 7.2. (The Hopf algebra HNTǫ )
Let ǫ be a primitive root of unity of order N . The Hopf algebra HNTǫ is the Hopf algebra
with a primitive generator D and a grouplike generator Tǫ subject to the relations:
(7.3) DTǫ = ǫTǫD, and (Tǫ)n = 1
HNTǫ has HD as a Hopf subalgebra. Both HD and HNTǫ are entirely even.
Recall from §4 the space FNǫ (z, w)– the space of rational functions in the formal vari-
ables z, w with only poles at z = 0, w = 0, z = ǫiw, i = 1, . . . , N ; and FNǫ (z, w)+,w– the
space of rational functions in the formal variables z, w with only poles at z = 0, z = ǫiw,
i = 1, . . . , N (no pole at w = 0 in FNǫ (z, w)+,w). Similarly, FNǫ (z1, z2, . . . , zl) was
the space of rational functions in variables z1, z2, . . . , zl with only poles at zm = 0,
m = 1, . . . , l, or at zj = ǫijzk, for fixed k and j = 1, . . . , l, ij = 1, . . . , N . If N is
clear from the context, or the property doesn’t depend on the particular value of N , we will
just write Fǫ(z, w) or Fǫ(z, w)+,w.
Proposition 7.3. FNǫ (z, w) (andFǫ(z, w)+,w) areHNTǫ⊗HNTǫ (and consequently anHD⊗
HD) Hopf modules by
Dzf(z, w) = ∂zf(z, w), (Tǫ)zf(z, w) = f(ǫz, w)(7.4)
Dwf(z, w) = ∂wf(z, w), (Tǫ)wf(z, w) = f(z, ǫw)(7.5)
We will denote the action of elements h⊗ 1 ∈ HNTǫ ⊗HNTǫ on Fǫ(z, w) (and Fǫ(z, w)+,w)
by hz·, correspondingly hw· will denote the action of the elements 1⊗ h ∈ HNTǫ ⊗HNTǫ .
Definition 7.4. (Twisted vertex algebra of order N ) A twisted vertex algebra of order N
is a collection of the following data (V,W, πf , Y ):
• a super vector space V , which is anHNTǫ module, graded as anHD-module, called
the space of fields;
• a super vector space W ⊂ V , called the space of states;
• a linear surjective projection map πf : V → W , such that πf |W = IdW
• a linear map Y from V to the space of fields on W , called the vertex map;
• a distinguished vector, called the vacuum vector, denoted 1 = |0〉 ∈W ⊂ V .
Satisfying the following set of axioms:
• vacuum axiom: Y (1, z) = IdW ;
• modified creation axiom: Y (a, z)|0〉|z=0 = πf (a), for any a ∈ V ;
• transfer of action: Y (ha, z) = hz · Y (a, z) for any h ∈ HNTǫ ;
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• analytic continuation: For any a, b, c ∈ V exists
Xz,w,0(a⊗ b⊗ c) ∈ W []z, w]]⊗ Fǫ(z, w) such that
Y (a, z)Y (b, w)πf (c) = iz,wXz,w,0(a⊗ b ⊗ c)
• symmetry: Xz,w,0(a ⊗ b ⊗ c) = Xw,z,0(τ(a ⊗ b)⊗ c) where τ : V ⊗ V → V is
defined by τ(a⊗ b) = (−1)p(a)p(b)b⊗ a for a and b homogeneous;
• Completeness with respect to Operator Product Expansions (OPE’s): For each
i ∈ 0, 1, . . . , N − 1, k ∈ Z, any a, b, c ∈ V , a, b–homogeneous with respect to
the grading by D, there exist lk ∈ Z such that
(7.6) Resz=ǫiwXz,w,0(a⊗ b⊗ c)(z − ǫiw)k =
finite∑
s
wl
s
k,iY (vsk,i, w)πf (c)
for some homogeneous elements vsk,i ∈ V, lsk,i ∈ Z.
Remark 7.5. If V is an (ordinary) super vertex algebra, then the data (V, V, πf = IdV , Y )
is a twisted vertex algebra of order 1.
Remark 7.6. Any vertex algebra, be it super, twisted or quantum, is first a collection of
fields, as all these objects may be used to model various chiral quantum field theories. In
an (ordinary) super vertex algebra, the vertex map Y is a bijection from the vector space
of states W to the specific collection of fields on W (which collection in fact constitutes
the vertex algebra). Thus we can speak interchangeably about the (ordinary) super vertex
algebra as both the collection of fields Y (v, z), v ∈ W , constituting the super vertex
algebra, and the vector space W . For twisted vertex algebras this is not the case: the
collection of fields V that constitutes the twisted vertex algebra is usually strictly larger
that the space of states W on which those fields act. Thus, unlike for the ordinary super
vertex algebras, the map Y is a map from the super space V (which really is the collection
of fields constituting the twisted vertex algebra) to another, bijective, collection of fields.
The reason for the necessity of such a map Y , is that the OPE coefficients are always fields
in the collection V , but are often not quite vertex operators, they need a “shift”, see the next
remark. In this paper the space of fields V is really just an abstract vector space (given by
the collection of fields), which is given the structure of a vector super space by the parity
of each field, and is an HNTǫ module in the obvious way. In [Ang12] the spaces of fields V
for all the examples are given additional structure, in fact even a Hopf algebra structure.
Remark 7.7. (Shift restriction) The axiom/property requiring completeness with respect
to the Operator Product Expansions (OPE’s) is a weaker one than in the classical vertex
algebra case. We can express this weaker axiom as follows. Any field v(w) is characterized
by first, the doubly infinite sequence of the operators representing its modes (see remark
4.15); and second, by the indexing of that doubly infinite sequence. One can shift the
indexing of this sequence (i.e, place the 0 index at different modes), and each shift in the
indexing of the sequence of modes corresponds to a multiplication by an integer power of
w of the field v(w). For example, the OPE coefficient in (5.1) of example 5.1 is −2w =
−2wIdFB , (recall φB(z)φB(w) ∼ −2wz+w ). As a doubly-infinite sequence of modes, this is
the sequence
(. . . , 0, . . . , 0, 0|0 index,−2, 0, 0, 0, . . . ).
The distribution−2w is a field, but is not a vertex operator in any vertex algebra (it cannot
be a vertex operator as indexed for many well known reasons, for example if it was a vertex
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operator it would contradict creation and the D-invariance). But if we shift the place of the
0-index, to
(. . . , 0, . . . , 0, 0,−2|0 index, 0, 0, 0, . . . ),
this now represents the field −2 = −2IdFB , which is the vertex operator assigned to the
element −2|0〉. In other words, if we disregard the indexing place, but just look at the
doubly-infinite sequence, the sequence of modes
(. . . , 0, . . . , 0, 0,−2, 0, 0, 0, . . . )
is represented in the vertex algebra. The changing of the indexing place corresponds to
multiplying the original field −2w = −2wIdFB by a factor of w−1 in this case. This is
then the role of the vertex map Y : in this case the map Y maps the field −2wIdW ∈ V
to the vertex operator Y (−2|0〉, w) = −2IdW (here W = FB ). The shift restriction that
the completeness with respect to OPE’s axiom implies is that OPE’s such as a(z)a(w) ∼
−2w+w2
z+w , for example, are not allowed, as we wouldn’t be able to re-index the sequence
of modes. In any physical model of quantum field theory in two dimensions it is very im-
portant that we are able to recover the doubly-infinite sequence of operators corresponding
to different “excitations”. That is what the modified completeness with respect to OPE’s
ensures: that if we consider a product of fields (“excitation”) we can recover the vertex
operators to which the doubly infinite sequence of this products of fields corresponds to.
In an (ordinary) super vertex algebra we have a stronger property, there the products of
fields automatically are vertex operators in the same vertex algebra. This stronger property
cannot hold in the certain interesting examples, as one clearly sees in Example 5.1.
The “modified completeness with respect to OPE’s” axiom is in some sense the weakest
requirement one can impose, as in a physical theory on the one hand one needs to “close
the algebra”, but on the other hand it is the sequence of modes that is important, not so
much its indexing. The axiom then requires that the sequence of modes is “in” the twisted
vertex algebra, albeit after potential reindexing. The vertex map Y is what accomplishes
this reindexing.
Lemma 7.8. (Analytic continuation and symmetry imply N -point locality)
Let (V,W, πf , Y ) be a twisted vertex algebra of order N . Then for any a, b, c ∈ V there
exists M such that
(7.7) (zN − wN )M(Y (a, z)Y (b, w)− (−1)p(a)p(b)Y (b, w)Y (a, z))πf (c) = 0,
i.e., the fields Y (a, z), Y (b, w) are N -point local with points of locality 1, ǫ, . . . , ǫN−1,
where ǫ is a primitive N -th root of unity.
Proof. Since
Xz,w,0(a⊗b⊗c) ∈W []z, w]]⊗Fǫ(z, w) =W []z, w]][z
−1, w−1, (z−w)−1, . . . , (z−ǫN−1w)−1],
then exists M such that
(zN − wN )MXz,w,0(a⊗ b⊗ c) ∈ W []z, w]][z
−1, w−1],
as can be obtained by multiplying by a common denominator. Then we can write
ιz,w
(
(zN − wN )MXz,w,0(a⊗ b⊗ c)
)
= ιw,z
(
(zN − wN )MXz,w,0(a⊗ b⊗ c)
)
,
since in W []z, w]][z−1, w−1] the two expansions do not differ. But then
ιz,w(z
N − wN )M ιz,wXz,w,0(a⊗ b⊗ c) = ιw,z(z
N − wN )M ιw,zXz,w,0(a⊗ b⊗ c)
= ιw,z(z
N − wN )M ιw,zXw,z,0(τ(a ⊗ b)⊗ c),
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where we used the symmetry in the last equality. Thus we have
ιz,w(z
N−wN )MY (a, z)Y (b, w)πf (c) = ιw,z(z
N−wN )M (−1)p(a)p(b)Y (b, w)Y (a, z)πf (c)

In fact, the converse lemma is also true:
Lemma 7.9. (N -point locality implies analytic continuation and symmetry)
Let a(z), b(w) be fields on a vector space W which are N -point local with points of
locality 1, ǫ, . . . , ǫN−1, where ǫ is a primitive N th root of unity. Then there exists Xz,w,0 :
V ⊗ V ⊗ V →W []z, w]]⊗ Fǫ(z, w) such that
a(z)b(w)πf (c) = ιz,wXz,w,0(a⊗ b⊗ c);
and Xz,w,0(a⊗ b⊗ c) = Xw,z,0(τ(a⊗ b)⊗ c). Moreover, Xz,w,0(a⊗ b⊗ c) is the unique
such element in W []z, w]]⊗ Fǫ(z, w) for any a, b ∈ V , πf (c) ∈W .
Proof. Since the locality points are 1, ǫ, . . . , ǫN−1, ǫ is a primitive N th root of unity, we
have for the locality polynomial Πz,w = zN − wN . N -point locality then implies
ΠMz,w
(
Y (a, z)Y (b, w)− (−1)p(a)p(b)Y (b, w)Y (a, z)
)
πf (c) = 0.
Let
Az,w(a⊗b⊗c) = ιz,wΠ
M
z,wY (a, z)Y (b, w)πf (c) = (−1)
p(a)p(b)ιw,zΠ
M
z,wY (b, w)Y (a, z)πf (c).
Thus
Az,w(a⊗ b⊗ c) ∈ W ((w))((z)) ∩W ((z))((w)),
but we have
W ((w))((z)) ∩W ((z))((w)) =W [[z, w]][z−1, w−1],
so that
Az,w(a⊗ b⊗ c) ∈W [[z, w]][z
−1, w−1].
Let then
Xz,w,0(a⊗b⊗c) = Π
−M
z,w Az,w(a⊗b⊗c) ∈W []z, w]][z
−1, w−1, (z−w)−1, . . . , (z−ǫN−1w)−1],
and
W []z, w]][z−1, w−1, (z − w)−1, . . . , (z − ǫN−1w)−1] = W []z, w]]⊗ Fǫ(z, w).
Then
ιz,wXz,w,0(a⊗ b⊗ c) = ιz,wΠ
−M
z,w Az,w(a⊗ b⊗ c)
as required. Since we can also start from
Aw,z(b⊗ a⊗ c) = ιw,zΠ
M
z,wY (b, w)Y (a, z)πf (c),
we see that
Az,w(a⊗ b⊗ c) = (−1)
p(a)p(b)Aw,z(b⊗ a⊗ c) = Aw,z(τ(a ⊗ b)⊗ c),
which symmetry transfers immediately to Xz,w,0(a⊗ b⊗ c). 
These two lemmas imply that in the definition of twisted vertex algebra we can sub-
stitute the axioms of analytic continuation and symmetry with a single axiom of N -point
locality. The axiom requiring completeness with respect to OPE’s is though much more
easily expressible if we use the analytic continuation of fields (recall we have two differ-
ent expressions for products of fields if we use the fields themselves and not the analytic
continuation–see Lemma 4.20):
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Lemma 7.10. Let (V,W, πf , Y ) be a twisted vertex algebra of order N . Then for any
a, b, c ∈ V . We have
Resz=ǫjwXz,w,0(a⊗ b⊗ c)(z − ǫ
iw)k = Y (a, w)(j,k)Y (b, w)πf (c),
where the products Y (a, w)(j,k)Y (b, w) were the (i, k) products of the fields Y (a, z) and
Y (b, w) we defined in 4.18.
Proof. From the OPE of the fields Y (a, z) and Y (b, w) (which follows from locality), we
get from Lemma 4.11:
Y (a, z)Y (b, w) = iz,w
N∑
j=1
nj−1∑
k=0
Y (a, w)(j,k)Y (b, w)
(z − λjw)k+1
+ : a(z)b(w) : .
From the analytic continuation property (specifically the uniqueness property of 7.9) we
have
Xz,w,0(a⊗ b⊗ c) =
N∑
j=1
nj−1∑
k=0
Y (a, w)(j,k)Y (b, w)πf (c)
(z − λjw)k+1
+ : a(z)b(w) : πf (c)
From 4.17 we have
iw,(z−λjw) : a(λw + (z − λjw))b(w) :=
∑
k≥0
(
: (∂
(k)
λwa(λw))b(w) :
)
(z − λjw)
k.
Thus, the OPE part contains the residuesResz=ǫjwXz,w,0(a⊗b⊗c)(z−ǫiw)k for k ≥ 0,
and the other residues Resz=ǫjwXz,w,0(a ⊗ b ⊗ c)(z − ǫiw)k for k < 0 are contained in
the normal ordered product part. Thus we clearly have
Resz=ǫjwXz,w,0(a⊗ b⊗ c)(z − ǫ
iw)k = Y (a, w)(j,k)Y (b, w)πf (c),

Definition 7.11. (Generating fields for a twisted vertex algebra of orderN ) We say that
the fields {a0(z), a1(z), . . . ag(z), . . . } are a set of generating fields for a twisted vertex
algebra on a vector space of states W (where W contains the special vacuum vector |0〉)
if the following conditions are satisfied:
• The field a0(z) = IdW (i.e., the identity operator on W is always included, by
convention as a0(z));
• Each field ai(z), indexed by ai(z) = ∑n∈Z ai(k)z−k−1, obeys the modified cre-
ation axiom: ai(z)|0〉|z=0 = ai−1|0〉; we denote ai := ai−1|0〉 ∈ W ;
• The fields {a0(z), a1(z), . . . ag(z), . . . } are self and mutually N -point local with
points of locality 1, ǫ, . . . , ǫN−1, where ǫ is a primitive N th root of unity;
• The set of fields {a0(z), a1(z), . . . ag(z), . . . } is closed under OPE’s, which re-
quires two conditions:
(1) For any i, j = 1, . . . , g
(7.8) ai(z)aj(w) ∼
N∑
m=1
M∑
p=0
cijmp(w)
(z − ǫmw)p+1
,
where the OPE coefficients are uniformly shifted. We say that the OPE
coefficients are uniformly shifted if for any m, p, exists sp ∈ Z, such that
cijmp(w) = w
sp
∑g
l=0 C
m,p
i,j,la
l(w), where Cm,pi,j,l ∈ C are constants; but most
importantly sp ∈ Z is independent of the choice of i, j,m (the shift sp is the
same for any choice of the fields ai(z), aj(w) and any point of locality ǫm).
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(2) For any i, j = 1, . . . , g, . . . the resulting OPE triple coefficients1 ci,jkmp (w)
and cij,kmp (w) are also uniformly shifted and the shift sp is the same for each
OPE coefficient cijmp(w), ci,jkmp (w) and cij,kmp (w) for any choice of the fields
ai(z), aj(z), ak(z) and any point of locality ǫm).
• W = span{ai1(−n1)a
i2
(−n2)
. . . aik(−nk)|0〉 |i1, i2, . . . , ik ∈ {1, 2, . . . p}; ni ∈ N}
Remark 7.12. For any two N -point local fields we have a Residue formula for the OPE
coefficients, (4.18). In other words we can always express the OPE coefficients of two
fields through the fields themselves, their derivatives, and various shifts; but that formula
doesn’t allow us to control the shifts. For generating fields for a twisted vertex algebra we
require something more: that the OPE coefficients of two generating fields are expressible
only through the set of generating fields, that the shift is uniform, and that the uniformity
of the shift persists (Lemma 4.29 will ensure that). We will point out how that works
specifically in the examples.
Remark 7.13. The indexing set for the set of the generating fields can be infinite, though
the sum in the definition of uniformly shifted fields has to be finite.
Now we set up what are necessary preliminary results needed to prove the “Strong
Generation Theorem” for a twisted vertex algebra. If we start with a set of generating
fields {a0(z), a1(z), . . . , ag(z), . . . } on a vector space W , we will take as the super vector
space V for the twisted vertex algebra the collection FD{a0(z), a1(z), . . . ag(z), . . . } of
the field descendants of the generating fields (see Definition 4.21). We need to define the
vertex map Y and the projection map πf from the definition of a twisted vertex algebra.
We start with the vertex map Y . First, to the generating fields, which by the definition
above are indexed as required, we associate the same field as vertex operator (no shift is
necessary):
Y : ai(z) 7→ Y (ai, z), i = 0, 1, . . . , g, . . .
For their descendants, we proceed as follows:
Y : ∂za
i(z) 7→ Y (Dai, z) := ∂zY (a
i, z), i = 0, 1, . . . , g, . . . ;
Y : ai(ǫmz) 7→ Y (T ǫ
m
(ai), z) := Y (ai, ǫmz), i = 0, 1, . . . , g, . . . m = 0, 1, . . . , N − 1.
For the products of the generating fields: for the normal ordered products ai(w)(m,k)aj(w)
(i, j = 0, 1, . . . , g, . . . , m = 1, . . . , N , k < 0), i.e., for the products with negative k, each
normal ordered product maps to itself via the vertex map Y :
Y (ai(m,k)a
j, w) := ai(w)(m,k)a
j(w), i, j = 0, 1, . . . , g, m = 1, . . . , N, k < 0.
(Here we really write ai(m,k)aj just as a shorthand notation for ai(w)(m,k)aj(w) with no
further meaning).
For the OPE coefficients, i.e., for the products ai(w)(m,k)aj(w) with nonnegative k, we
have
Y (ai(m,k)a
j , w) :=
g∑
l=0
Cm,ki,j,l Y (a
l, w) =
g∑
l=0
Cm,ki,j,l a
l(w), m = 1, . . . , N, k ≥ 0.
Here we used the fact that for the generating fields {a0(z), a1(z), . . . , ag(z), . . . } the OPE
coefficients are uniformly shifted, see the definition 7.11 above.
We can proceed recursively as above for all the newly generated descendants in
1Recall we defined triple OPE coefficients in Lemma 4.29.
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FD{a0(z), a1(z), . . . ag(z)}, as the uniformly-shifted property holds for all the descen-
dants by Lemma 4.29.
Thus we can formulate an answer to the question that we started with in this paper:
Theorem 7.14. (Strong generation of a twisted vertex algebra)
Let {a0(z), a1(z), . . . ap(z)} be a set of generating fields for a twisted vertex algebra on
a vector space of states W . Then the data (V,W, πf , Y ) forms a twisted vertex algebra,
where V = FD{a0(z), a1(z), . . . ag(z)}, the map Y is defined as above, and the projection
map πf is given by
πf (v) := Y (v, z)|0〉|z=0, for any v ∈ V.
Proof. Since the space of fields V is defined recursively by adding new descendants to V =
FD{a0(z), a1(z), . . . ag(z)} (see Definition 4.21), we have to prove that in each recursive
step the new descendant fields obey the axioms. By Dong’s lemma all the new descendants
are N -point local, from Lemma 7.9 it follows they satisfy the analytic continuation and the
symmetry axioms. From Lemma 7.10 we know that the required residues are either OPE
coefficients, or the normal ordered products defined in 4.20. The only property we need
to prove is that the uniformity of the shift persists for the descendants. The uniformity
follows from Lemma 4.29 and the definition of generating fields, as the OPE coefficients
are finite linear combinations of the generating fields themselves. 
In some sense twisted vertex algebra is the unique object which is generated by a set of
generating N -point local fields on a space of states W , but also differs in essential ways
from an ordinary super vertex algebra:
Lemma 7.15. (Goddard uniqueness theorem for twisted vertex algebras)
Let (V,W, πf , Y ) be a twisted vertex algebra. Suppose b(z) is a field on W which is N -
point self-local, and also mutually N -point local with all the fields Y (a, z), a ∈ V , from
the twisted vertex algebra. Suppose also b(z) is indexed as b(z) =
∑
n∈Z b(k)z
−k−1 and
in addition
b(z)|0〉 = eǫ
mzDb,
where the vector b ∈ W is the vector
b := b(z)|0〉|z=0 = b(−1)|0〉.
Then
b(z) = Y (b, ǫmz).
(Here the exponential eA is the usual exponential of an operator).
There are a variety of different field theories, each of those theories is designed to de-
scribe different sets of examples of collections of fields. The best known is the theory of
super vertex algebras (see e.g. [FLM88], [Kac98], [LL04], [Bor86], [FBZ04]). The ax-
ioms of super vertex algebras are often given in terms of locality (see [Kac98], [FBZ04]),
but in all cases locality is a property that plays crucial importance for super vertex alge-
bras ([Li96]). On the other hand, there are vertex algebra like objects which do not satisfy
the usual locality property, but rather a generalization. Twisted vertex algebras are among
them, but there are also generalized vertex algebras, Γ-vertex algebras, deformed chiral
algebras, quantum vertex algebras. Unlike twisted vertex algebras, quantum vertex alge-
bras do not satisfy the symmetry condition, and thus a locality-type property is very hard
to write in that case. Thus the axioms for deformed chiral algebras ([FR97]) are given
in terms of requiring existence of analytic continuations, and then the braided symmetry
axiom is given in terms of the analytic continuations ([FR97]). Twisted vertex algebras
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occupy intermediate step between super vertex algebras and deformed chiral algebras. We
choose here to define twisted vertex algebras with axioms closer to the deformed chiral
algebra axioms, including the analytic continuation axiom. But twisted vertex algebras are
in fact closer to super vertex algebras, in many ways. For one, they satisfy N -point locality
(finitely many points of locality), unlike the deformed chiral algebras which have lattices
of points of locality. Also, like in super vertex algebras, the axioms requiring existence
of analytic continuation of product of two vertex operators plus the symmetry axiom do
in fact enforce the property that analytic continuation of arbitrary product of fields exist;
something that is not true for deformed chiral algebras (see [FR97]). We finish with that
property:
Proposition 7.16. (Analytic continuation for arbitrary products of fields)
Let (V,W, πf , Y ) be a twisted vertex algebra. For any ai ∈ V, i = 1, . . . , k, there exist a
rational vector valued function
Xz1,z2,...,zk : V
⊗k →W []z1, z2, . . . , zk]]⊗ F
N
ǫ (z1, z2, . . . , zk)
+,zk ,
such that
Y (a1, z1)Y (a2, z2) . . . Y (ak, zk)1 = iz1,z2,...,zkXz1,z2,...,zk(a1 ⊗ a2 ⊗ . . .⊗ ak)
Proof. The proof is by induction on the number of products k. For k = 2 we have the
axiom of analytic continuation: for any a1, a2, c ∈ V exists
Xz1,z2,0(a1 ⊗ a2 ⊗ c) ∈W []z1, z2]]⊗ Fǫ(z1, z2) such that
Y (a1, z1)Y (a2, z2)πf (c) = iz1,z2Xz1,z2,0(a1 ⊗ a2 ⊗ c)
If we take c = 1 = |0〉 we have the desired
Xz1,z2(a1 ⊗ a2) := Xz,w,0(a1 ⊗ a2 ⊗ 1) ∈W []z1, z2]]⊗ Fǫ(z1, z2).
Suppose the analytic continuation property holds for a product of k−1 fields, and consider
Y (a1, z1)Y (a2, z2) . . . Y (ak, zk)1. From Lemma 7.8 we know that the fields Y (a1, z1),
Y (a2, z2), . . . , Y (ak, zk) are N -point mutually local. Thus there exists a high enough
power M so that if we multiply by ΠMz1,z2,...,zk , where
Πz1,z2,...,zk =
k∏
i<j
(zNi − z
N
j )
we can interchange any two of the fields Y (a1, z1), Y (a2, z2), . . . , Y (ak, zk) in the prod-
uct. Also, by the induction hypothesis, we know there exists Xz2,...,zk(a2 ⊗ . . . ⊗ ak) ∈
W []z2, . . . , zk]]⊗ F
N
ǫ (z2, . . . , zk)
+,zk such that
Y (a1, z1)Y (a2, z2) . . . Y (ak, zk)1 = iz2,...,zkY (a1, z1)Xz2,...,zk(a2 ⊗ . . .⊗ ak).
Let Fz2,...,zk = W []z2, . . . , zk]]⊗ FNǫ (z2, . . . , zk)+,zk . We see that
Y (a1, z1)Xz2,...,zk(a2 ⊗ . . .⊗ ak) ∈ Fz2,...,zk((z1)).
But also
ΠMz1,z2,...,zkY (a1, z1)Y (a2, z2) . . . Y (ak, zk)1
= ΠMz1,z2,...,zkY (a2, z2) . . . Y (ak−1, zk−1)Y (ak, zk)Y (a1, z1)1.
But from the axioms of vertex algebra we know that Y (a1, z1)1 is regular in z1 (has no
negative powers of z1). Thus we see that the last line has no pole in z1. But that is also
true then for
ΠMz1,z2,...,zkY (a1, z1)Xz2,...,zk(a2 ⊗ . . .⊗ ak) ∈ Fz2,...,zk((z1)).
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Which forces
ΠMz1,z2,...,zkY (a1, z1)Xz2,...,zk(a2 ⊗ . . .⊗ ak) ∈ Fz2,...,zk [[z1]];
and thus the required expansion
Y (a1, z1)Y (a2, z2) . . . Y (ak, zk)1 = iz1,z2,...,zkXz1,z2,...,zk(a1 ⊗ a2 ⊗ . . .⊗ ak)
exists for an element
Xz1,z2,...,zk(a1 ⊗ a2 ⊗ . . .⊗ ak) ∈ W []z1, z2, . . . , zk]]⊗ F
N
ǫ (z1, z2, . . . , zk)
+,zk .

8. APPENDIX: COMPARISON OF TWISTED VERTEX ALGEBRAS AND Γ-VERTEX
ALGEBRAS.
In §4 we defined products of fields a(w)(j,k)b(w) for any j = 1, 2, . . . , N and k ∈ Z.
For k ≥ 0 these products were the coefficients of the OPEs, and for k < 0 they were the
normal ordered products.
As we mentioned in §4, in the paper [Li06b] Li also defines products of fields for “com-
patible” pairs of vertex operators (see Definition 3.4 in [Li06b]). We provide examples to
demonstrate that the products of fields differ in our approach.
In Example 5.1, we have φB(w)(2,0)φB(w) = −2w, φB(w)(1,−1)φB(w) = 1. Let
us calculate the corresponding products according to Definition 3.4 in [Li06b]. We will
denote the products in [Li06b] by φB(w)(α,k)φB(w). According to [Li06b] the pair of
fields (φB(x1), φB(x2)) is compatible by the polynomial f(x1, x2) = x1 + x2, since we
have from the OPE of the field φB(z) with itself
(x1 + x2)φ
B(x1)φ
B(x2) = −2x2 + (x1 + x2) : φ
B(x1)φ
B(x2) :,
and as always : φB(x1)φB(x2) : is an element of Hom(FB ,FB ((x1, x2))). Thus accord-
ing to Definition 3.4 in [Li06b], if we want to calculate the products at λ = 1 (α = 1 in
[Li06b]), we calculate
((x1 + x)φ
B(x1)φ
B(x))|x1=x+x0 = −2x+ (2x+ x0)(: φ
B(x+ x0)φ
B(x) :)
= −2x+ (2x+ x0)
∑
k≥0
xk0 : (∂
(k)
x φ
B(x))φB(x) : .
Next,
ix,x0(x0 + x+ x)
−1((x1 + x)φ
B(x1)φ
B(x))|x1=x+x0
= −2x
(∑
l≥0
(−1)lxl0
(2x)l+1
)
+
∑
k≥0
xk0 : (∂
(k)
x φ
B(x))φB(x) :
)
=
(
− 1+ : φB(x)φB(x) :
)
+ x0
( 1
2x
+ : (∂xφ
B(x))φB(x) :
)
+O(x20).
Thus, as we commented in §4, since we have a single pole in the OPE (at z = −w) here
our positive (the OPE) products coincide with the [Li06b] in that we have
φB(x)(1,k)φ
B(x) = φB(x)(1,k)φ
B(x) = 0 for k ≥ 0.
On the other hand, our negative (normal ordered products) differ from [Li06b], for instance
φB(x)(1,−1)φ
B(x) =: φB(x)φB(x) := 1 vs φB(x)(1,−1)φ
B(x) = −1+ : φB(x)φB(x) := 0;
φB(x)(1,−2)φ
B(x) =: (∂xφ
B(x))φB(x) : vs φB(x)(1,−2)φ
B(x) =
1
2x
+ : (∂xφ
B(x))φB(x) :
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Similarly, for λ = −1 (α = −1 in [Li06b]), we calculate
((x1 + x)φ
B(x1)φ
B(x))|x1=−x+x0 = −2x+ (x1 + x)(: φ
B(−x+ x0)φ
B(x) :)
= −2x+ x0
∑
k≥0
xk0 : (∂
(k)
−xφ
B(−x))φB(x) : .
Next we have
ix,x0(x0 − x+ x)
−1((x1 + x)φ
B(x1)φ
B(x))|x1=−x+x0
=
1
x0
(
− 2x+ x0
∑
k≥0
xk0 : (∂
(k)
−xφ
B(−x))φB(x) :
)
= (−2x)x−10 + (: φ
B(−x)φB(x) :) +
(
: (∂−xφ
B(−x))φB(x) :)x0 +O(x
2
0).
Since we have a single pole in the OPE (and precisely at α = −1) in this example our
products coincide with [Li06b], in that we have
φB(x)(−1,k)φ
B(x) = φB(x)(2,k)φ
B(x) = 0 for k ∈ Z.
We want to finish with a calculation of an example of products of [Li06b] in the case of
multiple poles in the OPE, and we will take as an example the OPE from (5.19). The pair
of fields (hD(x1), hD(x2)) is compatible by the polynomial f(x1, x2) = (x21−x22)2, since
we have from the OPE of the field hD(z) with itself
(x21 − x
2
2)
2hD(x1)h
D(x2) = x1x2 + (x
2
1 − x
2
2)
2 : hD(x1)h
D(x2) :,
and as always : hD(x1)hD(x2) : is an element of Hom(FD ,FD((x1, x2))). Thus accord-
ing to Definition 3.4 in [Li06b], if we want to calculate the products at λ = 1 (α = 1 in
[Li06b]), we calculate
((x21 − x
2)2hD(x1)h
D(x))|x1=x+x0 = (x+ x0)x + (x
2
1 − x
2)2(: hD(x+ x0)h
D(x) :)
= (x+ x0)x+ (2xx0 + x
2
0)
2
∑
k≥0
xk0 : (∂
(k)
x h
D(x))hD(x) : .
Next,
ix,x0(2xx0 + x
2
0)
−2((x21 − x
2)2hD(x1)h
D(x))|x1=x+x0
= (x + x0)x · ix,x0(2xx0 + x
2
0)
−2 +
∑
k≥0
xk0 : (∂
(k)
x h
D(x))hD(x) :
=
(x + x0)x
x20
(∑
l≥0
(l + 1)
(−1)lxl0
(2x)l+2
)
+
∑
k≥0
xk0 : (∂
(k)
x h
D(x))hD(x) :
=
1
4
x−20 + (
1
8x
x−10 +
(
−
1
16x2
+ : hD(x)hD(x) :
)
+O(x0).
Thus for the first three nontrivial products (hD(x)(1,k)hD(x) = 0 for k ≥ 2) we have
hD(x)(1,1)h
D(x) =
1
4
= hD(x)(1,1)h
D(x),
hD(x)(1,0)h
D(x) =
1
8x
vs hD(x)(1,0)h
D(x) = 0
hD(x)(1,−1)h
D(x) = −
1
16x2
+ : hD(x)hD(x) := −
1
16x2
+ hD(x)(1,−1)h
D(x).
Thus products in [Li06b] differ from ours, except at the highest order of the pole, where
hD(x)(1,1)h
D(x) = hD(x)(1,1)h
D(x) = 14 .
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As above, we can relate the products in [Li06b] to ours, and vice versa, however the
algebraic structures incorporating these fields are not equivalent. In [Li06b] the author de-
fines the notion of a Γ-vertex algebra, which is an algebraic structure incorporating certain
collections of multi-local fields. This structure however does not incorporate the examples
we want to consider, namely the boson-fermion correspondences of type B, C and D-A.
To see this consider the fields φB(z), φB(−z), : φB(z)φB(−z) : (and their descendants)
of §5. The field hB(z) = 14 (: φB(z)φB(−z) : −1), which has only odd-indexed modes,
hB(z) =
∑
n∈Z h2n+1z
−2n−1
, is not a vertex operator in a Γ-vertex algebra for the fol-
lowing simple reason: Γ-vertex algebras are comprised of vertex operators Yα(v, z), for
v an element of a given vector space V , and α an element of a subgroup of C, satisfying
certain properties such as:
[D,Yα(v, z)] = α
d
dz
Yα(v, z),
where D is a nontrivial linear operator D : V → V (see [Li06b], Lemma 6.5). Now if
hB(z) is a vertex operator in a Γ-vertex algebra, there should exists α and v ∈ V such that
hB(z) = Yα(v, z). The field h(z) has only odd powers of z, thus [D,Yα(v, z)] has only
odd powers of z (as D only acts on elements of V ), but the α ddzYα(v, z) have even powers
of z for all α. Thus there is no v ∈ V and α ∈ Γ such that hB(z) = Yα(v, z).
The boson-fermion correspondence of type B, C, and D-A require the presence of even
and odd fields. This motivates the definition of twisted vertex algebras. In general, for a
finite cyclic group Γ, Γ-vertex algebras are described by smaller collections of descendant
fields. The examples of Γ-vertex algebras in [Li06b] can be incorporated as subsets of the
corresponding spaces of fields of the related twisted vertex algebras.
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