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On a non-functorial subcomplex of the singular complex, 
inducing isomorphisms in homology. 
by 
John Johnsen 
P R 0 B L E M • 
0 1 tp be the standard ordered p-simplex with vertices v , v ,, 
in Hilbert Space H00 , and let fp be a singular p-simplex 
of the topological space X. 
DEFINITION~ We say that f separates vertices if vif :f vjf for 
i =F j. 
We denote by C the singular simplicial chain functor on the 
category of topological spaces and continuous maps. For every integer 
p >- 0, let C~(X) be the submodule of CP(X) generated by the singu-
lar p-simplexes of X which separate vertices. Denote by d the 
differential of C. Then 
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---+) op_ 1 (x), ct;_ 1 (x) for p> o, 
and consequently we may consider OA (X) = ll 0 (X) as a subcomplex of p 
O(X). Our problem is to find out when the singular homology group 
of X may be calculated from OA(X). That is, we want to know when 
the embedding 
----+) O(X) 
induces an iso~orfism in homology. 
The set of sungular simplexes of X may be considered as a semi-
simplicial set with an ordering given by the relation "face of". For 
any singular simplex fp of X , let fp be the semi-simplicial set 
consisting of fp together with all its faces. Similarly, with each 
standard s··mplex tp we may associate a semi-simplicial set tp. 
If fp separates vertices, there is an order-preserving 1-1 cor-
A 
" 
respondence between tp and fp Hence the sub-complex of C(X) 
generated by the members of fp is acyclic. ~rhis pleasant propertjl' 
of the generators of OA(X) is of importance as for order-theoretic 
considerations, and our problem was raised by O.A. Laudal in connection 
with applying the general theory of homology of ordered sets to singu-
lar homology of topological spaces. It seems natural to confine 
attention to OA(X), since this is the "largest sub-complex of C(X) 
generated by singular simplexes which trivially hav~the desired pro-
J2Brty". Moreover, we go on encouraged by 
PROPOSITION 1: H0 (CA(X)) = HJC(X)) 
PROOF: Obviously we have C~(X) = C0 (X). 
If f does not separate vertices, we have 
c1 ( X ) d 1 = C 1 ( X ) d 1 • 
Consider a map f ~t 1 ~ 
f 1d1=o. Hence also 
Q.E.D. 
x. 
'IJo solve the problem by means of acyclic models it is necessary 
.,................_, 
to define as a functor, such that . .::-:... beco±nes a natural em-
bedding. However, if h:X .._ > Y is a continuous map of topological 
spaces, it is easy to see that we can not in general define a chain 
map 
me.king natural. Therefore the 
theory of acyclic models is irrelevant to our situation. We shall 
here, by another procedure, prove that when X has suitable proper-
ties induces an isomorfism between homology groups. We first 
need an auxiliary result. 
NORMALIZATION. 
DEFINITION: We say that f'•t ~· p ~X is an M-map if f maps every 
1~face of t p into more the.n one point of x. 
For every p~o, let ClVI(X) p be the subrnodule of Cp(X) gene-
rated by all singular p-simplexes which are ]~-maps. Especially we 
have C~(X) = C0 (X). It is easily seen that 
dp maps c~O:). into c~_ 1 (X) for p > o, 
which allows us to consider CM(X) == 11 C~(X) as a sub complex of C (X). 
We shall now prove that the singular homology group of X may be 
calculated from CM(X) , i.e. that the embedding 
induces an isomorfism in homology. 
PROPOSITION 2 ~ CM(X) ~ C (X) for all topological spaces X. 
PROOF: 
1. If (Xi)iE. I is the family of maximal path-connected components 
of X , we have 
i i I , 
•'--'-
iE I 
and C(X) 
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!t is therefor sufficient to prove that 
i E I, and a simple ar~lillent shows that this is true if x. 
l 
for every 
consists 
of only one point• Consequently we may restrict our attention to a 
path-connected space X containing at least two poihts~ We select 
t 
two points x* and y* of X. 
For every basis element fp of C(X) we shall by induction 
on p define a homotopy H(f):I x tp ~X, I being the unit inter-
val, that deforms f into an M-map. As usual we associate with ev-ery 
H(f) a map H(f) : tp ~xi, defined by 
u(rH(f)) = (u,r)H(f) for u c I, r € tp, 
and we will use the 1-1 correspondence between H(f) and H(f'). 
For every u~I we have a continuous evaluation map 
defined by seu=us for s E xi. We shall also use the fact that 
We provide a simplicial dissection K of t 1 by selecting the 
points and let K consist of the 1-sim-
plexes v 0 a 9 ab 
1 
and together with the a-simplexes 0 v , a, b 
and v • 
g. Vle define 
( 1 ) ( u, v 0 ) H(f) 0 for every uEI for = v f p = o. 
For p=1 we consider two cases~ 
(2a) If f E CM(X) 1 1 we define H(f) by (u,r) H(f) = rf for every 
uEI, re.t1 • 
(2b) Suppose f 1¢ C~(X). We first define H(f) on P={O}x!Kiui xjK0 j 
where Ko is the zero--skeleton of K. We put (O,r) H(f) = rf 
for rE t 1 , ( u, vo) H(f) 0 (u, v 1) H(f) every = v f' 1 = v f for every 
u€I and ( 1 , a) H(f) = X.;~ ( 1 'b) H(f) = y*. Since X is 
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I 
path-connected, this map may be extended to a map H(f) on P. 
Now P is a retract of I x t 1 so there exists nn extension 
H(f) I of H(f) to I X t 1• 
Then suppose p > 1 a.11.d suppose that for every q~ p H(f) is 
defiped,satisfying the following conditions. 
(3a) 
(3b) 
(3c) 
(3d) 
H(f)e :::: f 
0 
H ( f ) e 1 € dM (X) 
viH(f) = H(Vif) 
H(f)eu = H(f)e 0 
for every 
for every 
face operator vi. 
U·~ I if f E. CM(X) q q • 
According to the previous definitions this is actually true for 
For p ~ 1, we then define H(f) for p+1: 
(4a) If fp+ 1 ~ C~+ 1 (X), we define H(f) by (u,r) H(f) = rf for 
(4b) 
every u E:. I, r E.. tp+1 
M 
Suppose fp+1( 0~+1 (X)~ We first define H(f) on P= 
is the boundary of 
. 
{o}x tp+1 u I x tp+1 where tp+1 
We put (O,r) H(f) = rf for every If r E tp+1 , we 
have r=r 1 vi for some r' E. t and some i. p We then define 
(u,r) H(f) = (u,r') H(Vif) and assert that this definition is 
unique. If also r=r 11 vi for some r 11 r= t p and som j 
' 
then r.r.: t vin t vj. ::;: + vkvi = t v1vj for exactly 
- p p up-1 p-1 
one k and one 1 satisfying Vk."~Ti = v1vj. Therefore r = 
s vkvi = s v1vj for some s ~ tp_1 , and r' = s vk , r"=sV1 • 
Invoking the induction hypotheses (3c) we get 
(u,r') H(Vlf):::: (u,s) H(vkvif) = (u,s) H(V1Vjf) = (u,r") H(Vjf) 
as required. 
With this H(f) is defined on P, and we define H(f) on all 
of I x tp+1 by means of a retraction onto P. 
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We now control that this definition is consistent with (3a)-(3d). 
There is no difficulty in verifying (3a). To verify (3c), let 
:M (. ') r E tp and u E. I, and notice that fp+ 1 ~ Cp+1 X implies 
(Vif) E CM(X) for every vi. Acco~di:ng to (4a) and (4b), then p p 
u(~ViH(f)) = (u,rv1 ) H(f) = (u,r) H(Vif) = u(r H(Vif)). 
Hehce vi H(f) = R(vif) anti our definition agrees with (3c). Con-
dition (3b) now foilow~ from (3c) and the observation that 
gp+ 1 <:t: C~+ 1 (X) if every (Vig)PE C~(X) for p ~ 1. Condition (3d) 
follows at once from the definition (4a~. 
3. By means of H we now define for each p .;>;. a homomorhism 
by fpflp = (H(f)P for every basis element 
linearly over Cp(X). Conditions (3a)-(3d) 
( 5a) 
(5b) 
(5c) 
(5d) 
2 C(e ) = 1 p 0 
C p (X) .Clp C ( e 1 ) C C~ (X) 
Q d - d n for p >- o p p - p~Lp-1 
12PC(e 1 ) jC~(X) = 1 
With this we have a chain map 
We us~ it to define a chain map 
fT.> and extends 
.1: 
yield at once 
from C{X) 
by putting QZ =11C(e 1 ). Because of (5d) we have 
( 6) ZQ = 1 
Since e 0~e 1 implies C(e 0 )~C(e 1 ), we also have 
llC(e 1 )~fl.c(e 0 ) = 1 and conseq_uently 
C 7) z-o ~1. 
The desired result now follows from (6) and (7). 
D. p 
to 
Q.E.D. 
ccx· 
SOLUTION FOR T1-SPACES 
We denote by CB(X) the degenerate subcomplex of C(X) and define 
a subcompleX cA+B(X) of C(X) by 
for p~ o. 
Let 
be the embedding of the subcomplex CA(X). 
~POSITION 3: ~ induces an isomorfism in homology. 
PROOF: Consider the homology sequence of the short exact sequence 
with embedding and projection of chain complexes. The assertion then 
follows from the wellknown fact that CB(X) is acyclic. 
PROPOSITION 4: If X is a T 1-space, then 
CA(X) ~C(X) 
PROOF: 
Q.E.D. 
1... Let c:;· be the category consisting of the standard simplexes 
tp and simplicial maps. We define a chain functor L on ~ by 
putting L(tp) the subcomplex of C(tp) generated by all linear maps. 
We remark that every 
which for every map 
i V : tp_ 1 ~ tp yields a chain map 
L(Vi) : L(tp_ 1 ) ~ L(tp) 
f : tp ----;;. X satisfies 
L(Vi) C(f) = C(Vif)!L(tp_ 1 ) 
If w tp ~ tn is a linear map, it is uniquely determined 
0 1 p by the image of the verices of tp , and we may write w=a a ••• a 
i i o1 p () with a =;;V w. For a E tn we write aw= aa a .•• a , thus awE. Lp+1 tn • 
If c -= L ( t ) c - '': 'r wi p ~ p n ' p -c.. i p 
With this notation we have 
(8) 
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we :put 
The identity map tp ~ tp is in the sequel denoted by 1. 
2. X is assumed to be a T1-space, A simple argument shows that 
a continuous map bf the unit interval into X may not have a finite 
image set without being constant. A corresponding statement is then 
true for every singular :p-simples of 
To every basis elem8nt fp of we now assign by indue-
tion on p a point a(f) €. tp and a finite set A( f) c tp, We start 
with 
a(f) 
For p>O 
o. 
= v ., for 
we first define a set 
p = o. 
p l i - i 
A' (f) = V LA(V f)J V • Then 
i=1 
A' (f) C tp and is finite, according to our induction hypotheses. Since 
f is not constant, t:pf contains infinitely many points. Therefore 
f- 1 [(A( f) )f] f. tp, and we may select a point a( f).::·. tp - f- 1C (i~(f) )f]. 
Finally, we put A(f) = A'(f)\J {a(f)} , and the definition is complete. 
2· For every p ·?.;- o we define by induction a homomorfism 
in the following way: 
(9a) 
(9b) 
f (T_. = 10 
0 ::s 0 
With this we obtain 
( 1 Oa) 
( 1 Ob) 
for p > o 
for p ·~· o 
for p > o 
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The assertion (10a) is plainly true for p=o, and is further 
a consequence of the definitions of a(f) and 
Let f 1 <C:::.C~(X). According to the definitions (9a) and (9b) 
above, we have 
f 1 <p, d 
1 
= (c.(f)[ z=; (~1 )i(Vif) 0 G:~0 L(Vi)j )d 
i=O J 
= (a(f)[~ 1 -v0 J)d 
1 0 
= v -v 
Hence (3b) is true for p=1. For p >1, we use (8) and we get 
with 
We then assume (3b) true for p-1, and may proceed with 
= 0 
since VjVi = vi- 1 Vj for j < i. .. :issertion ( 1 Ob) then turns out ot 
be true. 
Because of (10a) we are now able to define a sequence 
of homomorfisms 
qbp : C~ (X) ---7 C~(X) 
by 
( 11 ) fe\) =f (0 C(f) p -p p ,J p 
Invoking ( 1 Ob) for p / o, we get 
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= fp Cf pd C(f) 
= 0 (-1 )i(Vif)p_ 1 (_pp_ 1L(Vi) C(f) 
l ~ 
= L (-1 )i(Vif) (jJ C(Vif) i p-1 J p-1 
= f d rh p p 't" p-1 
I::r /'""'. h" .1ence -.,r. lS a c aln map •. 
4. For every p ~ o we define a homomorfism 
1 y c~11 ( x) ~ L ( t ) O'l_p : p p p 
by fp ttp = 1 p 
vVe notice that 
(12) f pirtp d = I: c-1)i vi = 2..: (-1)i 1 1L(Vi) i p-1 i p-
= ?_, ( -1 ) i (Vi f) H p-1 L(Vi) i p-1 
Then for every p::::> 0 we define by induction a homomorfism 
) o CM ( '.T ) T ( t ) \ p 0 p .1\.. ----7 J.Jp+ 1 p 
(13a) f 0 /1, 0 =o 
(13b) fp,\p = a(f)Lfpqlp- fp!{P- /f (-1)i (Vif)P_ 1 _)lp_ 1 L(Vi)j 
for p > o 
We now assert that 
( 14) 
Using the various definitions involved together with (10b) and (12), 
we verify directly that 
1 
f 1 /\ 1 d + Z C -1 ) i ( vi f ) 1\ 1 ( vi ) 0 0 i==o 
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1 . . . 
f 1 J·{ 1 - _2.: ( -11 ("Vlf) o f•, o ( yl )] ) d 
l=O 
= (a (f) t_ f 1 ·~ 1 - f 1 H 1]) d 
= f1 s:) 
,. 1 - f1 J11 ( )
r r, - r d a f Lf 1 ~'!{i - f 1tt 1 
., . 
= f1:1)1 - f1 ~-r' -'· 1 
1 . . 
a ( f ) [.2-2 ( -1 ) 1 ( V1 f ) 0 
l=O 
(0 
.l 0 
- I j; ) 1 \.Vi~ '"'j ~ '·. 0 
For p > 1 , we have 
Assuming (14) true for p-1, we may go on with 
e = a( f)[ 2:: c-1 )i L. c-1 )j 
i j . 
= a(f)[ 2 
i~j 
= 0 
(v jVif) A L(Vj) T..u(-rri)7 2 f\ 2 \ p- p- ... 
since VjVi = vi- 1 Vj for j < i. I-Ience ( 14) turns out to be true. 
by 
( 1 5) 
Now we define a ser~uence jl\ = ( /\ ) of homomorfisms 
-1. ..\. .... p p ~- 0 
To examine -~ j ~111-W +1 
. J p J 
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where each m. 
. J is an integer and is a basis element of 
We make the following induction hypotheses about each j wp+1 
in this expression; V:vj p+1 is either degenerate or w~+ 1 C(f) separates 
vertices. This assertion is obviously true if p = o. For p > o, we 
pay attention to the definition (13b). If the w~+ 1 above is due to 
a(f)[fp~Pp]' then w~+ 1 is degenerate, as is easily seen by invoking 
the definition (gb). Further, it follows from the definition of n(fJ 
that (a(f)[fPMP]) C(f)E:·c; (X). Now write (Vif)P_ 1 ;\P_ 1 =~mkw~. 
If w~ is degenerate, then a(f)[w~L(vi)] is still degenerate. At 
last an induction argument shows that the image of a(f) by f does 
k i Hence if w~c(vif) 
not coincide with the image of any vertex of wPL(V ) . (separates ver-
tices, then (a(f)Cw~ L(Vi)]) 
follows by noticing that if 
'I c (f) E c-b-p+1 
f :.- CA(X) pc. p ' 
By the preceding remark we have 
( 16) 
2· We now summarize. 
Let \....., : CA(X) ~CM(X) 
(X). Our assertion now 
then 
for p~o. 
be the chain map embedding the subcomplex c11 (X) in CM(X). vYe 
then have the following diagram sf chain maps 
r-·· L 
---··--- -·-----------7 
i li\ 
i I 
ct) I rl I 
r ~ 
..,v 
CA(X) -c.(--' 
··--.. - ~-------~--- =~------- ----···~} 
where I is the .obvious embedding. 
From (13) follows that 
C(X) 
p 
tr.. 
I il 
! 
i 
'7 
,; __ p for P> o. 
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That means 
( 17) 
We put so 
(16) tells us that 
A j' 
/ \ .n.d +d ·'' -~ = 
. \ p p+ 1 p .L .l p-1 for p > o. 
Consequantly 
( 18) 
From (17) and (18) together with propositions 2 nnd 3 we deduce 
that 
H ( ::::: ) ~ H ( CA ( X ) ) "-' H ( C ( X) ) 
Because we are dealing with free chain complexes, this may be restated 
I' 
as c~l.(X) ~C(X). (See theorem 3, 10.1 of [1]) 
Q.E.TI. 
Remark. To obtain the preceding result, it was sufficient to assume 
that the topological space under consideration satisfied the separation 
axiom T 1 ~ We close here with an example showing that there is no 
corresponding result for all T0 -spaces. 
Consider the simplest T0 -space which is not a T1-space, namely 
the space X consisting of two points x 1 and x 2 with the topology 
and the empty set. This space is contractible. Consequently 
HPC (X) = 0 for p > o. However 9 
easily seen. Accordingly we have 
A C,(X) = 0 
c._ 
H1 ( cA(x)) 
A ..L and Ker d 1 r 
$ H1 (C(X)) 
0, as is 
-14-
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