This paper concerns the Rayleigh{Ritz method for computing an approximation to an eigenspace X of a general matrix A from a subspace W that contains an approximation to X. The method produces a pair (N;X) that purports to approximate a pair (L; X), where X is a basis for X and AX = XL.
Introduction
Many methods for nding eigenvalues and eigenvectors of a large matrix A proceed by generating a sequence of subspaces W k containing increasingly accurate approximations to the desired eigenvectors. There are a number of methods for accomplishing this | e.g., the Arnoldi method, the nonsymmetric Lanczos method, subspace iteration, and the Jacobi{Davidson method (for more on these methods see 13, 14] hand, behave more erratically and may even fail to converge. This led the rst author to introduce certain re ned Ritz vectors for which the continuity argument is valid 6, 8, 9] . The re ned Ritz vectors have been used in some other cases 11, 12] . Unfortunately, the results just cited were proved under the restrictive hypothesis that the eigenvalues of A are distinct or A is diagonalizable. One of the contributions of this paper is to remove this restriction.
When A has a cluster of very close or multiple eigenvalues, the corresponding eigenvectors are ill-determined, and it makes better sense to approximate the eigenspace X spanned by the vectors instead of the vectors themselves. The Rayleigh{Ritz procedure can be extended to do this see (3.1) below]. A second contribution of this paper is to provide an analysis of this extended procedure. In fact, essentially the same results hold for eigenspaces as for eigenvectors, and we will present our results at this level of generality.
Our approach is to derive bounds in terms of the sine of the angle between X and the subspace W. (In practice, of course, the size of must be established from the properties of the underlying algorithm that determines W.) Sections 2 and 3 are devoted to background material and setting the stage for our analysis. In x4 we will consider the convergence of the Ritz values of the Rayleigh quotient. In x5 we will establish the convergence of Ritz pairs under a hypothesis that is computationally veri able. In x6
we treat the relation of residual vectors to the accuracy of an approximate eigenspace, and in x7, we consider the convergence of the re ned Ritz vectors mentioned above. The paper concludes with a brief summary.
Preliminaries
Background material for this paper can be found in 4, 15] . The norm k k will denote both the Euclidean vector norm and the subordinate spectral matrix norm. We will denote the spectrum of a matrix A by the multiset (A).
A 
This measure is a metric on any space of subspaces of xed dimension. If the dimension of W is greater than that of X, the measure is not symmetric in its arguments; in fact, sin 6 (W; X) = 1, although it may happen that sin 6 (X ; W) < 1.
We will cast our results in terms of a function sep that in some sense measures the distance between the spectra of two matrices. Speci cally, let L and M be matrices of order`and m, For de niteness we will suppose that the dimensions of X and W are`and p, so that the eigenblock L is of order`and the Rayleigh quotient B is of order p. Denoting the column space of X by X, we will set = sin 6 (X ; W) (3.2) and examine the behavior of the method as ! 0.
In the sequel the representation of X in the coordinate system speci ed by W will play a central role. 
The convergence of Ritz values
Although we will be primarily concerned with Ritz pairs, the only e ective way of choosing a pair from a Rayleigh quotient B is to examine the eigenvalues of B. We therefore need to know when the eigenvalues of a Rayleigh quotient converge.
It is a surprising fact that the hypothesis ! 0 is by itself su cient to insure that B in the algorithm (3.1) contains Ritz values that converge to the eigenvalues of L. We will establish this result in two stages. First we will show that if is small then (L) is a subset of the spectrum of a matrixB that is near B. We will then use Elsner's theorem to show that B must have eigenvalues that are near those of L. One way is to prove convergence of the Ritz spaces directly, after which we can choose converging bases for the spaces, whose associated Rayleigh quotients will naturally converge. The problem with this approach is that the convergence conditions must be phrased in terms of the eigenblock L, which is unknown before convergence. For this reason, we will take a less direct approach.
We will use the notation and results of The condition (5.1) of Theorem 5.1 is not automatically satis ed. Since the only assumption we have made about W is that it contains a good approximation to X, the eigenvalues of C can lie almost anywhere within a circle about the origin of radius kAk. In particular, it could happen that as ! 0 the matrix C has a rogue eigenvalue that converges to an eigenvalue of L so quickly that sep(N; C) is always too small for (5.1)
to be satis ed. From now on, we will assume that there is a constant independent of such that sep(N; C) > 0:
We will call this the uniform separation condition. It implies the condition (5.1), at least for su ciently small E. By (2.5) this condition is independent of the orthonormal bases Z and Z ? used to de ne N and C. Note that in principle the uniform separation condition can be monitored computationally by computing sep(N; C) during the Rayleigh{Ritz procedure.
To see how this theorem implies the convergence of eigenblocks, recall that B + E has the eigenpair (Q ?1 LQ;Ŷ ). By construction, as ! 0 the eigenvalues of N converge to those of L, and hence by Elsner's theorem so do the eigenvalues of the eigenblock N, which is an increasingly small perturbation of N. But by the the continuity of sep and the assumption that the spectra of N and C are disjoint, the eigenvalues of N are bounded away from those ofC. Hence the eigenvalues ofÑ are the same as those of Q ?1 LQ; i.e., (Ñ) = (L). But a simple eigenspace is uniquely determined by its eigenvalues. 1 Hence for some unitary matrix U,Z =Ŷ U,X = WŶ U, and N = U H (Q ?1 LQ)U. Since kN ?Ñk ! 0 and Q ! I, we have the following theorem. Theorem 5.2. Under the uniform separation condition, there is a unitary matrix U depending on , such that as ! 0, the eigenpair (UNU H ; ZU H ) approaches (L;Ŷ ). Consequently, by (3.4) the Ritz pair (UNU;XU H ) approaches the eigenpair (L; X).
Thus the uniform separation condition implies the convergence of Ritz pairs, up to unitary adjustments. In the sequel we will assume that these adjustments have been made and simply speak of the convergence of (N;X) to (L; X).
By combining the error bounds in Theorems 4.1 and 5.1 and the inequality (3.4) we can, after some manipulation, establish the following on the asymptotic rate of convergence of the Ritz pairs. In our applicationX = WZ andL = N. Hence the accuracy of the space spanned by WZ as an approximation to the space X is proportional to the size of the residual and inversely proportional to sep(N; M). If the uniform separation condition holds, then up to unitary similarities N ! L, so that by the continuity of sep, the accuracy is e ectively inversely proportional to sep(L; M). Unlike the bounds in the previous sections, these bounds cannot be computed, since M is unknown. Nonetheless they provide us some insight into the attainable accuracy of Ritz approximations to an eigenspace.
Re ned Ritz vectors
When`= 1, so that our concern is with approximating an eigenvector x and its eigenvalue , Theorem 6.1 has a suggestive implication. From Theorem 2.1, we know that there is a Ritz pair ( ; Wz) = ( ;x) such that converges to . Hence by Theorem 6.1, if the residual Ax ? x approaches zero,x approaches x, independently of whether the uniform separation condition (5.2) holds.
Unfortunately, if the uniform separation condition fails to hold, we will generally be faced with a cluster of Ritz values and their Ritz vectors, of which at most one (and more likely none) is a reasonable approximation to x. Now Theorem 6.1 does not require that ( ;x) be a Ritz pair | only that be su ciently near , and thatx have a su ciently small residual. Since the Ritz value is known to converge to , this suggests that we can deal with the problem of nonconverging Ritz vectors by retaining the Ritz value and replacing the Ritz vector with a vectorx 2 W having a suitably small residual.
It is natural to choose the best such vector. Thus we takex to be the solution of the problem minimize k(A ? I)xk subject tox 2 W; kxk = 1:
Alternatively,x = Wv, where v is the right singular vector of (A? I)W corresponding to its smallest singular value. We will call such a vector a re ned Ritz vector.
The following theorem shows that the re ned Ritz vectors converge as ! 0. There is a natural generalization of re ned Ritz vectors to higher dimensions. Specifically, given an approximate eigenblock N we can solve the problem minimize k(AX ?XN)k subject to R(X) W;X HX = I:
The resulting basis satis es a theorem analogous to Theorem 7.1. There are, however, two di culties with this approach. First, there seems to be no reasonably e cient algorithm for computing re ned Ritz bases. Second, for the bound on the re ned Ritz basis to converge to zero, we must have N ! L. However, the only reasonable hypothesis under which N ! L is the uniform separation condition, and if that condition is satis ed the ordinary Ritz bases also converge.
Discussion
We have considered the convergence of Ritz pairs generated from a subspace W to an eigenpair (L; X) associated with an eigenspace X. The results are cast in terms of the quantity = sin 6 (X ; W). An appealing aspect of the analysis is that we do not need to assume that eigenvalues of A are distinct or that A is nondefective. The rst result shows that as ! 0, there are eigenvalues of the Rayleigh quotient B that converge to the eigenvalues of L. Unfortunately, that is not su cient for the convergence of the eigenpairs, which requires the uniform separation condition (5.2) to separate the converging eigenvalues from the remaining eigenvalues of B. This condition, which can be monitored during the Rayleigh{Ritz steps, insures that the Ritz pairs (N;X) converge (with unitary adjustment) to the pair (L; X). The asymptotic convergence bounds (5.3) show that the convergence is linear in .
When X is one dimensional | that is when we are concerned with approximating an eigenpair ( ; x)| the Ritz blocks, which become scalar Ritz values, converge without the uniform separation condition. However, this condition is required for the convergence of the Ritz vectors. Alternatively, we can compute re ned Ritz vectors, whose convergence is guaranteed without the uniform separation condition. . If the ratio is near one, then the squaring will have little e ect. But if the ratio is fairly large | as it will be when we are attempting to resolve poorly separated eigenvalues | then considerable accuracy can be lost.
