Proposition 1. Let Ω be a connected open set in R
N and let f : Ω → R be a measurable function such that
then f is a constant.
The original motivation for such a proposition was twofold:
(i) Uniqueness of lifting. Given a (measurable) function u : Ω → C such that |u| = 1 a.e., there are many liftings ϕ, i.e., u = e iϕ . If ϕ 1 , ϕ 2 are 2 liftings then
Under further assumptions one may hope to prove that k is a constant function. For example, if ϕ 1 , ϕ 2 are continuous and Ω is connected, then k is constant. The message I wish to convey is that the continuity assumption can be replaced by a different type of condition, such as (1), which is much more natural in the framework of Sobolev spaces (see Remark 3) .
(ii) A degree theory for classes of discontinuous maps. The possibility of defining a degree for maps in Sobolev spaces (see H. Brezis and J.M. Coron [1] , H. Brezis, Y. Li, P. Mironescu and L. Nirenberg [1]), is based on the fact deg h t (·) remains constant along a homotopy h t (·), as t varies in [0, 1] (or more generally in a connected parameter space Λ). Such a conclusion holds possibly in situations where the dependence in t need not be continuous.
Remark 1. The conclusion of Proposition 1 is easy to state, but I do not know a direct, elementary, proof. Our proof is not very complicated but requires an "excursion" via the Sobolev spaces.
Remark 2.
The connectedness assumption is of course needed. The conclusion of Proposition 1 still holds if in (1) N + 1 is replaced by q ≥ N + 1. Indeed, it suffices to prove Proposition 1 when Ω is a ball B (and complete the general case via connectedness); then
(However the conclusion still holds in some non connected domains, for example Ω = G\Σ where G is connected and Σ is closed with meas Σ = 0. It would be interesting to study non connected domains where the conclusion of Proposition 1 holds).
On the other hand, if in (1) N + 1 is replaced by q < N + 1, then the conclusion fails. Indeed, for any Lipschitz function on B one has
There are many consequences and variants of Proposition 1. Here are a few.
Corollary 1. Assume Ω is a connected open set in R
N , and let f : Ω → Z be a measurable function such that
Remark 3. When p > 1, condition (2) 
[Proposition 1 corresponds to the case p = 1].
Still a further generalization
[Proposition 2 corresponds to the case ψ(r) = r −N ].
Here is one important generalization of Proposition 2.
Proposition 4.
Assume Ω is a connected open set in R N and f : Ω → R is a measurable function such that
Remark 4. Assumption (7) is clearly much weaker than (4) (when Ω is bounded) which says that
On the other hand (7) is optimal since for any Lipschitz function f on Ω (8)
Here is a final generalization, which brings us closer to the connection with Sobolev spaces.
Assume that, for some p ≥ 1,
Then f is a constant.
Note that Proposition 4 is a consequence of Theorem 1 when choosing
And Proposition 3 is also a consequence of Theorem 1 when choosing
where
Note that, in view of (5),
The proof of Theorem 1 involves an excursion into Sobolev spaces which we will now describe.
A new characterization of Sobolev spaces
For simplicity, we start with the case of all of
And conversely, if f ∈ L p (R N ) and if there exists a constant C such that 
and then (16) holds for all h ∈ R N with C = |∇f |dx. In particular, if ρ ε satisfies (9), (10) and f ∈ W 1,p , we have
Similarly, if f ∈ BV , we have
The heart of the matter is that (18) (resp. (19)) gives a characterization of W 1,p when p > 1 (resp. BV ).
where K p,N depends only on p and N .
Similarly for p = 1 we have 19) . Let (ρ ε ) be as in (9)- (10)- (11). Then f ∈ BV and
where the right-hand side denote the total mass of the measure ∇f .
An interesting consequence of Theorem 3 is the following

Corollary 3. Let A be a bounded measurable set in R N . Then A has finite perimeter (in the sense of De Giorgi) if and only if
and then
Proof of Theorem 2. The original proof of Theorem 2 is to be found in Bourgain, Brezis and Mironescu [3] . We present here a simpler argument suggested by E. Stein [1] . Assume f ∈ L p satisfies (18) an let (γ δ ) be any sequence of smooth mollifiers. Set
Note that (18) still holds when f is replaced by its translates 
where C is independent of ε and δ.
where ρ ε satisfies (9), (10), (11). We claim that
with C taken from (24) and
Proof of (25). Let K be any compact subset of R N . For x ∈ K and |h| ≤ 1 we have
From (24) we have
By (27) we have
and therefore, for every θ > 0
Combining this with (28) yields
On the other hand, it is clear from (10) and (11) that lim ε→0 |h|≤1 |h| p ρ ε (|h|)dh = 0.
Passing to the limit as ε → 0 in (29) we find
Since (30) holds for every θ > 0 and every compact set K (with C independent of θ and K) we obtain (25), that is,
On the other hand, if g ∈ C 2 0 (R N ) we have, as above,
We multiply this by ρ ε (|h|)/|h| p and integrate over the set {(x, h) ∈ R 2N : x or x + h ∈ supp g} to obtain
We first let ε → 0 and then θ → 0. This yields
Combining (31) and (32) 
, it is easy to conclude (using (14)) that (20) holds for every f ∈ W 1,p (R N ).
We may now complete the proof of Theorem 2. Assuming f ∈ L p (R N ) satisfies (18) and applying Claim (25) to g = f δ we see that
where C comes from (18). Finally, we pass to the limit in (33) as δ → 0 and obtain f ∈ W 1,p .
Proof of Theorem 3.
If f ∈ L 1 (R N ) and satisfies (19) and we proceed as above we are led to
Therefore f ∈ BV and
In other words we have proved that
On the other hand it is easy to see, using (16), that for f ∈ BV (35)
Unfortunately the constantK N in (35) is not the same as K 1,N . It is also clear that (21) holds when f ∈ C 2 0 (R N ). However we cannot conclude easily that (21) holds for every
This has been established by J. Davila [1] using new ideas which are not presented here.
Remark 5. There are statements similar to Theorem 2 and Theorem 3 when R N is replaced by a smooth bounded domain Ω in R N . However the same conclusion fails for a general bounded domain Ω if ∂Ω is not smooth. It is still true (for a general Ω) that
However, it may happen for p > 1 that f ∈ W 1,p (Ω) (so that the left hand side in (36) is finite) while the right-hand side in (36) is infinite. Here is such an example. Let Ω = D\Σ where D is a disc (in R 2 ) and Σ is a slit. Let f be a smooth function in Ω which is discontinuous across the slit (for example two different constants on each side of the slit). Clearly f ∈ W 1,p (Ω), but the RHS in (36) is infinite. This is so because
and if the RHS in (36) were finite we would conclude that f ∈ W 1,p (D) (by Theorem 2), which is obviously wrong. This example suggests the following Open problem 1. Let Ω ⊂ R N be a bounded connected set (not necessarily smooth). Let
Does it follow that f ∈ W 1,p and if so, does one have
Remark 6. The characterization of W 1,p (resp. BV ) given by Theorem 2 (resp. 3) suggests a definition of Sobolev spaces for maps f : M →M between metric spaces, where M is equipped with a measure µ, namely
Note that assumptions (10) and (11) 
with ρ ε as in (9), (10), (11) . Then f ∈ W 1,p (Ω) and
Sketch of proof. First assume that (37) holds. By a standard technique of reflection across the boundary and multiplication by a cut-off one constructs a functionf on R N , with compact support, such thatf = f on Ω and satisfying (39)
By Theorem 2 we conclude thatf ∈ W 1,p (R N ) and thus f ∈ W 1,p (Ω).
Next one shows that if
This choice yields
A variant is
and then we have
Still another choice yields
for every f ∈ W 1,p (with p > 1) and for every f ∈ BV (with p = 1). Applying this in the BV case with f = χ A we obtain a new characterization of sets of finite perimeter. Namely a measurable set A ⊂ Ω has finite perimeter if and only if
Back to constant functions
All the results of Section 1 are immediate consequences of the statements of Section 2 applied in a ball B ⊂ Ω. One concludes that f is constant on B and then that f is constant on Ω since Ω is connected.
Note that the assumption
implies first that f ∈ BV and then that ∇f = 0, so that f is a constant. By contrast, when p > 1, and f takes its values into Z it suffices to assumes that 
