This paper addresses the challenge of creating a new system to estimate the impression of an image. The proposed system combines the human annotated tags of images and an image classification method to discover "showing a photo, what are people looking at?". Then, to tackle the challenge "what are they thinking about the one they look at?", the semantic association strengths between adjectives and image keywords are computed by pointwise mutual information (PMI) and the pattern frequencies using a machine learning approach. To select the output, we use a rank aggregation method, Borda's method, to generate an acceptable ranking for a given set of rankings and the top n a adjectives (in this paper n a is 5) are chosen according to the estimated values. The main contribution of this method is to design an effective method for estimating the association of the impression adjectives with images. We evaluated the proposed approach using two tasks: the first one is the performance of the task of keyword extraction and the second one is the efficiency of the proposed method. For the performance of the proposed method, we carried out subjective experiments and obtained fairly good results.
INTRODUCTION
Image impression understanding plays a very important role in the social interaction on the Internet. Recently, common social web environments like Facebook, Twitter, or Flickr have been becoming more and more popular. They contain a huge amount of uploaded images which can evoke strong impression, emotion, or feeling in the viewers. By finding ways to give the machine systems the ability to be virtual empathic using adjectives to express the impression, we believe that the interaction between users and computers becomes much more natural.
Indeed, in the last few years, there has been a growing interest in using language to aid image understanding or to express emotions. Refs. [1] [2] [3] [4] [5] [6] [7] proposed to combine annotated tags associated with images and computer vision techniques to generate textual description. Although these texts are able to explain the content of the images accurately, studies on texts discussing the issue of the impression of the image are still lacking.
Previous studies [8] [9] [10] [11] [12] [13] indicate that adjective is one of the most important elements of the sentence. In [8] , adjectives are characterized as expressions or descriptions of feeling, and opinion which are very important in speaking and writing. They also help people understand others' opinions. Many researches on using adjectives to show emotional expression of images have been made. In image processing, [14] proposed Kobayashi theory on the association of adjectives and color schemes of images. The research indicated that the associations of colors of images to image words are based on the semantic axes e.g., cool -warm and soft -hard. Many researches [15, 16] adopted this theory to build the relation between affective words and color themes. However, most of the previous studies have not taken into account the analysis of the topic of the images whose emotional expression are mainly focused, before showing the affective words and adjectives related to the impression of the images. For example, in Fig. 1 , the white and black colors show the sad emotion of the image in general, but if we consider the topic of the image, the shot focusing on face, the sad emotion expression seems wrong in this situation.
Parts of this paper were presented at ISIS2015 [24] . This paper considers "What comes into our mind after seeing a photo?" as a main goal of the research. The paper presents the work explicitly addresses the challenges of understanding the topic of an image and showing the impression of the image after the system viewing. In this paper, we explore the possibility of the combination between the comments of images on social webs and image classification approaches in discovering the keyword (topic) of the image. Moreover, we propose to use statistical association methods to estimate the conditional probabilities of collected impression adjectives extracted from comments and Google N-gram in an image. The contributions of the proposed system are:
• Combining image processing method and image annotation to discover the topic of the image. • Proposing a new approach using the measurement of the association between adjective and word to estimate the impression of the image. • Modifying the method to measure their association combination between machine learning algorithm Linear Regression for training and the similarity measurements for the proposed system. The remainder of the paper is organized as follows: Section 2 describes the overview of the system. Section 3 shows the experimental results of this work and Section 4 draws conclusions. Figure 2 shows the flow of the proposed system. Specifically, there are four main steps: image topic selection, adjective collection, semantic association measurement, and adjective selection. First, we classify an image into categories which show the general topic of the image. Then human annotated tags are considered as important information of the content of the image. In this step, the system selects n k tags among the tags which have the highest relation with the category of the image as topic words of the image. Selected topic candidates are used to query the N-gram utterances (N = 5 in this paper) which are used in the next step -adjective candidates extraction. The dataset for the proposed system is a collection of keywords and the candidate adjectives that are queried based on Google N-gram. Based on the dataset, we combine the corpus based association measurement and semantic relationship between the topic words and adjectives to compute the correlation using a machine learning approach. In this step, we extract association pairs between adjectives and words from the database of free association made by Douglas L. Nelson and Cathy L.
OVERVIEW OF PROPOSED SYSTEM
McEvoy [17] and automatically generate non association pairs. For the strength between each collected adjective and keyword, the relatedness score is computed using corpus-based modified association measures. However, the corpus-based relatedness scores are not sufficient enough, so we adopt the method of Bollegala [18] that takes into account semantic relationships (patterns connecting words together) between two words into the features. We approach the machine learning Linear Regression method to combine both computational methods and word-pattern features to classify association and non-association word pairs between adjectives and keywords and to get their association scores. Consequently, we sort adjectives for each keyword based on the scores, and then combine these orders together. In this research, we adopt the classical positional method, Borda's rank aggregation method, to generate an acceptable ranking from computed rankings in the previous steps. The adjectives showing the impression of images can be considered as the output of our research. For example, when people see the picture shown in the Fig. 3 , it expresses like "wonderful", or "beautiful". Figure 4 presents the flow of image keyword extraction which mainly aims at finding "looking at the photo, what do people stare at?". Given a collection of images, the proposed method automatically discovers the visual categories presented in the data and localize them in the image. To understand how the algorithm works, we train on image collections.
Keyword Extraction

A. Image Classification
• Labelling the images: We collected all of the phrases using n-gram from the comments dataset retrieved from Flickr [19] . We believe that textual chunks involved both adjective and noun such as "dogs look lovely", "a sad face", "she is beautiful" are important and able to show the trend of the attention of the viewers for the objects of the images, so they are mainly analyzed and retrieved in the dataset. We collected all of nouns except for words happened frequently in every image such as "shot", "photo", "image", "composition", "portrait", and "capture". Then, we calculate the frequency of nouns. Finally, the one owning the highest frequency is chosen. We use Wordnet to find the highest class of the word and consider the class as the desired visual topic and used for labeling the images. • Image feature extraction: We adopted a bag of keypoints approach SIFT [20] to visual categorization, because of the simplicity and computational efficiency. The steps involved in training the system allow consideration of multiple possible vocabularies. Detection and description of image patches for a set of labeled training images using SIFT descriptors which depend on histograms of local orientation, gives some tolerance to illumination change. Vector quantization of these descriptors gives tolerance to morphology within an object category constructing a set of vocabularies: each is a set of cluster centers, with respect to which descriptors are vector quantized. The vector quantization is carried out here by k-means clustering computed from about 300 thousand regions. The regions are those extracted from random subsets. The number of clusters k helps to determine the words which give intra-class generalization. • Image Classification: we employed the Support Vector Machine (SVM) framework with a Radial Basis Function kernel, a popular kernel function widely mentioned in several papers, in Libsvm (a library for Support Vector Machines) [25] for the supervised learning of the different classes. The optimum scheme about the classifier can be obtained by through comparing the results. In the end the SVM classifier provides a total accuracy which is the percentage of the correctly recognized classes.
B. Image Annotations
Usage of only labels of an image in discovery is not suitable to cover all of situations of impression expression of the image. Depending on the situation, or circumstance, the impressions of the images are different. Therefore, knowing more details about the objects will help the impression of the image be more accurate. For example, for the class of people, if we know what people are doing or what event they are joining such as "bride, wedding", showing the impression "happy" or "beautiful" is easier. To tackle this task, we consider image annotations are the most helpful and the best solution to do that. Recently, social networking services such as Flickr [19] share photos and allow users to add tags uploaded by them freely. With pictures, a tag is an arbitrary word which associates with the image, and annotated by human aiming at describing a piece of data. In most images, there are tag words that are difficult to retrieve by image recognition. Also, the tags contain various types of information of the resource, such as content, context, attribute, ownership, purpose, etc. Therefore, tags are considered as rich, reliable and precise data of the image. And, to understand the content of the images, in the scope of the research, tags are used.
However, since manual tags are not always annotated into the images, to address the issue of the missing tags, we use Clarifai API [21] to do instead. Clarifai API stores photos then uses machine learning to organize them with granular detail. It automatically generates tags, mining from a database of some 11,000 terms both concrete (tree, dogs, cake) and quite abstract (idyllic, togetherness, love).
C. Topic Selection
From the image tags, n k words among them, that are likely related to the images, are selected. Words satisfying the following conditions are considered as important words to obtain: firstly, they are English words; secondly, they have a strong association with image's label.
To address this task, we perform the following processes:
• Select n k words among the input tag words and use Wordnet hierarchical structure to compare and cluster the concept of n k words • Calculate association score for two multivariate generalizations of pointwise mutual information between annotation clusters and the image label. • Sort the results based on the scores. • Select k concepts owning highest label and k concepts owning the lowest rank as the topic of the image. In this paper, k is 1.
Adjective Collection
Impression words are collected using comment collection. All of the comments involved both adjective and noun such as "cute baby", "amazing landscape" are mainly analyzed and retrieved in the dataset. We collect all of adjectives except those appearing with popular nouns such as "shot", "photo", "image", "composition", "portrait", and "capture".
Semantic association measurement A. Data collection
It is important to focus on the connections that show the co-occurrence between the topic words and the collected adjectives. The combination between topic words and each adjective is then used to create templates to query Google N-gram and their frequencies from Google N-gram corpus. The order of the words in the query is free. The result of the query is a list of N-gram chunks. To have an effective retrieval, keywords are changed to many forms such as form of nouns, tenses of verb. The connections showing the co-occurrence between the keywords and the collected adjectives are important.
B. Association Measurement
To measure the semantic similarity between key word (w k ) and adjective (w a ), we use Pointwise mutual information (PMI) which computes how often a lexeme and a feature co-occurrence, compared with what would be expected if they were:
(1)
C. Lexical Pattern Extraction
Although two words appear in the same group of words, they sometimes might not be associated with each other. Therefore, usage of the computational measurements is not sufficient and reliable. To address this issue, we claim that the semantic relationship between them is an important task also. We take patterns between two words extracted from chunks into consideration as a way to address the problems. In Ref. [18] , they claim that 95% of the lexical patterns extracted contain less than 5 words, so in this study, to speed up the experiment, we use Google N-gram corpus for patterns collection task. The method of our pattern collections is described in Fig. 5 . We first collect all of the patterns between the keyword and adjective from the data collected in the previous section. We count the occurrence patterns in different keywordadjectives. We experimentally selected the top N f patterns which occur more than t times. In this present case, we choose t = 100, and we obtained N f = 200. Some examples of patterns between 2 words (Word 1 ) and (Word 2 ) we generated are: "Word 1 and Word 2 ", "Word 1 , Word 2 ", "Word 1 to Word 2 ", "Word 1 or Word 2 ", "Word 1 -Word 2 ", "Word 1 is Word 2 ", "Word 1 as Word 2 ", and so on.
D. Training
The aim of this process is to implement machine learning algorithms to train classes, so we need to generate association and non-associations adjectives and word pairs. For association words, we use the list of adjective word pairs made by Douglas L. Nelson and Cathy L. McEvoy [17] . Since there is no dataset for non-association, we manually generate from collected association pairs in order to obtain them. From two pairs of association words (Word 1 , Adjective 1 ) and (Word 2 , Adjective 2 ) from the association list, we exchange their adjectives to create new pairs (Word 1 , Adjective 2 ) and (Word 2 , Adjective 1 ). Then, we calculate their frequency based on their queries using Google N-gram and the collected patterns. Words pairs whose frequency are less than α (α is a constant number) are considered as non-association pairs. In the present case, we use 5,000 adjective-word pairs: 2,500 association and 2,500 non association.
To train the data, the frequency of co-occurrence of the pairs words and selected patterns is counted. Next, we generate a vector of (N f + 1) corresponding to the dimensional features including PMI similarity measurements and N f pattern features. Finally, we approach Linear Regression to detect association and non-association pairs of words. It is the most popular regression model [20] .
The goal of this model is to fit a linear function to a set of input-output pairs given a set of training in which the input and output features are numeric. Linear Regression function of x is expressed as:
The linear regression finds the parameter values w i and constant w 0 that minimize the sum of the squares of the differences between the actual and predicted values.
E. Adjective Selection
Depending on the scores attributed to the association of adjectives with the topic words, we continue to select the one which is the most connected to all of the words. First, we obtain k ordered list (l i ) of the adjective candidates corresponding with each keyword i. For each adjective (a j ) in l i , we assign a score:
Then, the candidates are sorted in a decreasing order of the total Borda score method [22, 23]: (5) Finally, top na adjectives are obtained from the sorted order. As mentioned before, n a is 5 in the proposed system.
RESULTS AND EVALUATIONS
Dataset
We evaluate the proposed system on images chosen randomly from an image hosting Website and online community platform, namely Flickr dataset. The images are accompanied by rich surrounding textual descriptions including titles, tags, and categories. These photos were uploaded between 2004 and 2007. Flickr [19] offers tags of the images. The obtained collection consists of more than 188 million tags in total and about 3 million unique tags. The distribution of the number of tags in photos is shown in Fig. 6 . On average, each image has been associated with about 8 tags. However, based on the distribution of the number of tags in photos, it can be seen that there are many photos having no or only 1 annotation which seems not so informative for the proposed system mainly focusing on tags. Moreover, because of the requirement of the input: image and tags, it is better to use automatically annotating image tools to assist annotating images, and to help our evaluation work smoothly. Here, we use Clarifai [21] as an assistance example to annotate image and to input the system. After collecting images from Flickr and labeling images in the datasets, 6 categories chosen to do the experiment are landscape, city, people, animal, flower, and food. The number of images in each category varies from 1500 to 2500.
Experimental Result
In order to evaluate the effectiveness of the proposed method, we conducted an experiment with 20 images obtained from Flickr and analyzed the performance of the proposed method. Given an input, the result showing how the proposed method works is shown in Fig.7 .
Evaluation
Consider Fig. 8 , we have summarized the popular adjectives have been outputted in the proposed system and Fig. 9 shows some examples of the images, the keyword we discovered, and an output of each image. For the image classification task, we used the result to discover the keyword of the image. Table 1 shows the confusion table results of the task. In the confusion table, the rows represent the models for each class while the columns represent the ground truth categories. From the detailed result, it can be seen that the best classified classes are flower and street which share the same performance 86%. It means they had more outstanding scenes than the other images. The Bag of SIFT can describe their difference decently and make them easier to be predicted. On the other hand, the classes Animal and People perform more poorly (66% and 70% respectively). We can see that the prediction cannot differentiate Animal and People very well (confused accuracy is 17%) and this causes the low accuracy of prediction of these two labels. Apparently, the obtainable accuracy is strongly affected by the consistency and accuracy of images belonging to the class, and sometimes the confusion of the image labels are quite popular. In this case, this percentage can be explained by the fact that in our image data to evaluate, among the Animal images, there are many images containing a fair number of people whereas some People images also include some of animals. In addition, the scenes from Animal category were similar to People. Therefore, these reasons made the system difficult to differentiate. After obtaining the result, we carried out a subjective experiment to let the subjects judge the output. We use 20 images in 6 categories in this experiment. A subjective experiment for the evaluation was carried out by asking 15 subjects. We created and distributed the survey to let them judge keywords and the output of the proposed system corresponding to the given input image. We asked the subjects to imagine the ordinary value range to indicated pair of image and keywords, and pair of image and adjectives based on his/her common sense. The evaluation criteria are as follows: 5: All adjectives strongly relevant to his/her consideration. 4: Almost relevant to his/her consideration. 3: A half of the adjectives relevant to his/her consideration. 2: Completely different from his her consideration. 1: Difficult to imagine the adjectives. The common evaluation of the agreement for the topic and the impression result which we can see from the Table 2 are 3.43 and 3 .07, respectively. It means the outputs of the sentence fairly associated to the impression of the sentence. We have done some preliminary experiments and the results show that our system provides promising results of impression estimation. Nevertheless, an obvious limitation of this system is that in the adjective selection part, adjectives are not organized well, so it leads to some drawbacks such as time consuming, or not well connecting between output and input. Classification of adjectives should be taken into consideration as an important step and added in the future work.
CONCLUSION
In this paper, we proposed a system to estimate impression of images. In order to obtain the image information, we used human annotated tags and image classification method. We combine the computational measurements with semantic relationship between words and adjective to select the one matching with the input the most. After obtaining the association strength scores between adjectives and keywords, aggregation rank Borda's method is then adopted to sort the adjective candidates. Finally, top n a adjectives are considered as an output of the system. Experimental results have shown the effectiveness of the proposed system. The next stage of our work is towards the goal of classification of the dataset of adjectives into categories to obtain better match for input. We are going to investigate the possibility of adjective classes such as action, place, time, or feeling. We believe that it will help the system output more concisely and appropriately.
