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ABSTRACT
Among neurological patients, stroke is the most common cause of mortality. It is a health prob-
lem that is very costly all over the world. Therefore, the mortality due to the disease can be
reducedby identifyingandmodifying the risk factors. Controllable factorswhich are contributing
to stroke including hypertension, diabetes, heart disease, hyperlipidemia, smoking, and obesity.
Therefore, by identifying and controlling the risk factors, stroke can be prevented and the effects
of this disease could be reduced to a minimum. Therefore, for the quick and timely diagnosis of
the disease, we need an intelligent system to predict the stroke risk. In this paper, a method has
been proposed for predicting the risk rate of stroke which is based on fuzzy cognitive maps and
nonlinear Hebbian learning algorithm. The accuracy of the proposed NHL-FCM model is tested
using 15-fold cross-validation, for 90 actual cases, and compared with those of support vector
machine and k-nearest neighbours. The proposed method shows superior performance with a
total accuracy of (95.4± 7.5)%.
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Stroke is considered as a prominent problem in public
health and it is one of the major causes of mortality in
many countries, all over the world, especially in Iran.
There are huge annual costs for the diagnosis and treat-
ment of these patients in addition to the high rate of
mortality [1,2]. This shows the necessity of introduc-
tion and identification of the disease and providing
effective methods for better treatments. Therefore, it
is necessary to design an effective medical decision-
making system to help physicians to predict stroke
probability occurrence in order to take a small step
in controlling and preventing stroke. A fuzzy cogni-
tive map is one of the newest, most efficient and most
well-knownmethods of artificial intelligence and it can
be used to diagnose, predict, categorize and decide on
diseases. It has the main features of the neural net-
work and fuzzy logic [3]. Fuzzy Cognitive Map (FCM)
is provided as an alternative to display and study the
behaviour of complex systems and human beings [4].
The applications of the FCMs are widespread due to the
ease of construction and use, flexibility in analysing and
designing systems, adaptability, supporting uncertainty,
simple modelling, non-time-consuming, and decision-
making at a high level [5]. FCMs are used as the most
powerful tools in various scientific and industrial fields
such as robotics, environment, military, political, com-
puter sciences, engineering, expert systems, economics,
etc. [6–8]. There have been many studies in medicine
over the past years using the fuzzy cognitive map and
nonlinear Hebbian learning algorithm method. These
studies have included the classification of the autism
disorder [9], modelling the Parkinson’s disease [10],
classification of breast lesions [5,11], andGrading celiac
disease [12]. In a previous study [9], the onset of child-
hood autism was predicted with regard to 23 major
factors of the disease, such as enjoy being swung, take
an interest in other children, and climbing on things.
NHL algorithm was used for increasing efficiency of
FCM, as well as achieving the right answer and mak-
ing the right decision. Finally, the disease was classified
into 3 categories (definite autism, no autism, proba-
ble autism), and the system accuracy was reported by
79.9%. In another study [10], Parkinson mathemati-
cal modelling was provided based on 6 main factors of
the disease, such as tremor, rigidity, and posture. Then,
the disease was classified into 6 stages (healthy, stage 1,
stage 2, stage 3, stage 4, stage 5 and stage 6), the obtained
results were compared and simulated with and without
the use of NHL algorithm. In a study [5], breast can-
cer classification was proposed using a two-level FCM,
so that at the first level based on several risk factors
(age of patient, family history, BMI, number of chil-
dren, etc.), the degree of riskwas classified into 3 groups
(low, medium, and high) using NHL algorithm on 40
patients, and then the accuracy of NHL-FCM system
of classification was evaluated using 2 standard models
of viz. Gail and Tyrer-Cuzick. At the second level, also
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using 70 mammograms, 30 screening features and the
Data -Driven Non-linear Hebbian Learning (DDNHL)
algorithmwere classified into 3 classes (normal, benign
and malignant). Finally, the outputs of the two lev-
els of FCM were integrated using expert rules. In this
method, total accuracy was obtained by 94.3%. Also, in
one study [11], the classification of breast lesions was
proposed based on 10 major histological features in 3
groups of UDH, ADH and DCIS on 86 cases. In this
study, the accuracy of UDH classification was deter-
mined to be 88% and 86% for ADH and DCIS, respec-
tively, UDH was considered as a benign lesion, and
ADH and DCIS were considered as malignant lesions.
And in another research [12], celiac disease was graded
as A, B1 and B2 among 89 cases considering 7 major
determinant factors of the disease using FCM and Pos-
sibilistic Fuzzy C-Means (PFCM) clustering algorithm.
NHL algorithm was used to increase functionality and
accuracy of FCM classification. The accuracy obtained
from thismethodwas equal to 88.8% and 91% forA and
B1 and B2, respectively.
For the first time, this paper presents prediction
about the probability occurrence of ischemic stroke
based on controllable symptoms proposed by neu-
rologists using fuzzy cognitive maps and Nonlinear
Hebbian Learning algorithm (NHL). The nonlinear
Hebbian learning algorithm is a learningmethod based
on the Hebbian rule [13], which is used to train the
FCM model and help to predict the risk rate of stroke.
The risk rate of stroke has been identified on three
different levels (low, medium, high) for every individ-
ual over the next 5 years. The obtained results are
compared with the mean opinion of certain neurol-
ogists and also comparison between the results with
and without the nonlinear Hebbian learning algorithm
provided. Finally, the overall accuracy of the proposed
method is calculated and compared with the Sup-
portVectorMachine (SVM) andK-NearestNeighbours
(KNN) classifiers. By simulating the behaviour of sev-
eral neurologists, the proposed method is expected to
have a better performance than one individual neu-
rologist. This paper is composed of the following sec-
tions: Section 2 defines the fuzzy cognitive map. In
Section 3, the non-linear Hebbian learning algorithm is
explained for learning FCM. In Section 4, the definition
of stroke and the construction and development of an
FCMmodel is provided to predict the risk rate of stroke.
Finally, in Section 5, the simulation results and the eval-
uation of the method have been presented. Section 6
concludes the paper.
2. Fuzzy cognitive maps
Fuzzy cognitive map is one of the methods of soft
computing that is always attempted to imitate the
knowledge and reasoning of the experts. It was first
introduced by Kosko in 1986 as a fuzzy-signed directed
Figure 1. A simple FCM with 6 factors.
graph with feedback loops and it can describe the
behaviour of a complex system in the form of sev-
eral concepts. An FCM consists of a collection of con-
cepts/factors and weighted arches which are connected
between the concepts; and every concept or factor is a
major component of the system and is denoted by Ci,
where i = 1, . . . ,N (N is the number of all concepts).
The relations between the concepts of Cj and Ci are
determined by the weightsWji, which reflect the degree
of their causative effects. The weights are calculated
through converting fuzzy valueswhich have been deter-
mined by experts to numerical quantities and included
in the interval [−1, 1].What relationship exists between
the two concepts is shown byWji, such that ifWji > 0,
it shows a positive or direct relationship between two
concepts. If Wji < 0, it shows a negative or indirect
relationship between two concepts; and if Wji = 0, it
shows that there is no relationship between the two con-
cepts. A simple FCMmodel has been shown in Figure 1,
which has six factors and nineweighted arches. The val-
ues of each concept at each simulation step are obtained
using Equation (1) in which VK+1i is the value of each
concept, Ci in the (k+ 1) is the step of simulation, and
Vj is the value of each concept, Cj in the k-th step.





f is a sigmoid threshold functionwhichmaps the results
in the interval [0, 1] and is usually used in the Equation
(2). Here, ψ ≥ 0 is the parameter that determines the
slope of the function. The value of ψ in all the exper-
iments is considered 0.5. All values are computed and
the process is continued until the FCM converges to a
constant state after several iterations [3,14–15].
f = 1
1 + e−ψx (2)
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3. Non-linear Hebbian learning algorithm
Non-linear Hebbian learning algorithm is probably the
best-known unsupervised learning algorithm theory in
relations which was suggested by Papageorgiou in 2003
[9,16]. The NHL learning algorithm improves FCM
performance by adjusting the initial weights properly.
The mathematical equations used in the NHL algo-
rithms for learning FCM are presented in Equations
(3) and (4). These formulas express the concepts and
weights values in the FCMmodel.
Wji = αV(k−1)i (V(k−1)j − W(k−1)ji V(k−1)i ) (3)
α is a positive learning parameter and is determined by
the trial and error method to optimize the final solu-
tion. Equation (4) is the modified and adjusted version
of Equation (3) and is considered as the main NHL
equation for our FCMmodel as follows:
Wkji = sgn(W(k−1)ji )(β|W(k−1)ji | + αV(k−1)i (V(k−1)j
− sgn(W(k−1)ji )W(k−1)ji V(k−1)i ) (4)
here W(k)ji is the updated weight at the Kth iteration
step. β is the learning parameter of weight reduction.
In the NHL algorithm, the upper and lower limits of
the parameters α and β are determined by trial and
error. These two learning parameters quickly guarantee
the convergence to the optimal state. After conducting
a lot of simulations, we observe that the large value of
α makes significant changes in weights with frequent
changes in their signs.Moreover, simulationswith small
β also makes significant changes in weights, and con-
sequently, prevents FCM concepts from reaching the
desired area. Therefore, the values ofα andβ are limited
to the intervals 0 <α < 0.1 and 0.9 < β < 1, respec-
tively, and the corresponding values are obtained for
each problem after simulation.
The NHL algorithm continues until the termination
conditions are met. Two termination conditions have
been proposed for the NHL algorithm. The first termi-
nation condition is theminimization of the F1 function,
which consists of the decision concept, and it is consid-
ered by the specialists as the Decision Output Concept
(DOC) and is considered as the following equation.
F1 =
√
DOC(k)j − Tj2 (5)
Tj is the mean value of DOCj. This type of function
is suitable for NHL algorithms used in FCMs. In each
stage, the F1 function calculates the Euclidean distance






If we consider an FCM model that has m to DOCs.
We can calculate the F1 by obtaining the sum of






(DOCKj − Tj)2 (7)
The objective is to obtain the F1 minimum for a set
of weights. By minimizing F1, the optimal balance
point between FCMs and updated weights Wji can be
achieved. The second termination condition is based on
successive changes in the values of the concepts DOCj
for the kth iterations step and is considered as follows:
F2 = |DOC(k+1)j − DOC(k)j | < AC (8)
Where, e is a value constant. When the changes
between two successive values ofDOCj are less than this
e, continue the training is meaningless for the system.
When the algorithm ends and the final weight matrix,
WNHL, is obtained.
If the termination conditions are not met after 1000
iterations, specialists are asked to re-design a new FCM,
and then the steps above are repeated for the newweight
matrix and the reconstructed FCMmodel [12,17–18].
4. Definition of stroke and themethod for
constructing FCM to predict the risk of
ischemic stroke
After heart disease, stroke is the second major cause of
mortality in the world and it is one of the main causes
of motor, cognitive and neurological disabilities [19].
Themost common type of stroke is the ischemic stroke,
which accounts for over 85–90% of all strokes and it has
been caused by the closure of an artery with a blood clot
[2,20]. There are many factors that play a role in stroke,
which can be divided into controllable and uncontrol-
lable factors. Genetic factors (family history), blood
disorders, high age, metabolic diseases and gender are
uncontrollable factors in stroke. Hypertension (high
blood pressure), smoking, cardiac disorders such as
disturbance in normal rhythms and heart valves, hyper-
lipidemia (high blood cholesterol), diabetes (high blood
sugar), and obesity are controllable factors in stroke.
The risk rate of stroke can be reduced by controlling and
treating these factors [21]. In fact, these Controllable
Risk Factors (CRF) are the original concepts of FCM
that are required in its design and implementation and
play important roles in the occurrence of stroke. Neu-
rologists consider these risk factors in the diagnosis of
the stroke after a physical examination and observing
the results of individual tests. These CRF were deter-
mined by three neurologists in this paper, i.e. Dr Rahim
Mohammadzad, Dr. Ali Haghighat and Dr. Ali Asghar-
pour. They were collected from individuals who were
referring to Amiralmomenin Hospital in Iran.
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Table 1. FCMmodel factors for prediction of ischemic stroke.
Concepts Type of values
C1: Blood pressure Four fuzzy values (Low, Medium, High, Very high),
Low < 130, Medium 131-150, High 151-170,
Very high > 171
C2: Cholesterol Three fuzzy values (Low, Medium, High)
Low < 200, Medium 201-239, High > 240
C3: Blood sugar Three fuzzy values (Low, Medium, High)
Low < 100, Medium 101-120, High > 121
C4: Heart Disease Two fuzzy values (Yes, No)
C5: Smoking Two fuzzy values (Yes, No)
C6: BMI Three fuzzy values (Low, Medium, High)
C7: Risk of Stroke Three fuzzy values (Low, Medium, High)
5. Simulation results of the proposedmethod
The cause–effect relationship between concepts was
examined after determining the concepts or CRF. To
this purpose, specialists/ neurologists were individu-
ally asked to determine the positive or negative effect
of each concept on another concept (if any), as well as
on the output concept with a causal fuzzy degree. In
this method, each neurologist’s knowledge was repre-
sented as an FCM dynamic weight graph. Neurologists
defined the relationships between concepts and justi-
fied their opinions. Each neurologist determined the
effect of each concept on another, and then the degree of
effect with the linguistic variables (low, medium, high,
and very high, etc.) and then expressed it form the
“if–then” fuzzy rules. Each linguistic variable belongs
to the interval [0, 1].
Each linguistic variable belonged to the interval
[0, 1]. Thus, any relationship was defined by a special-
ist with a fuzzy linguistic variable that correlated the
relationship between the two concepts and determined
the degree of causality between the two concepts. For
example, a specialist indicated the causal relationship
between the two concepts of Ci and Cj with linguistic
variables and using the fuzzy rules as follows:
If the value of the concept Ci is A, then the value of
the concept Cj is B, and therefore, the linguistic weight
Wij is C. A, B and C are fuzzy linguistic variables [9,14].
As shown in Table 1, in this research, we used 6 fuzzy
linguistic variables that include 2, 3, or 4 fuzzy sets. For
example, for the concept of blood pressure, four lin-
guistic variables (low, medium, high, and very high)
were used. The low linguistic variable was considered
less than 130, the medium between 131 and 150, high
between 151 and 170 and very high more than 171.
There are several methods for converting fuzzy lin-
guistic variables because using triangular and trape-
zoidal membership functions in the medical context
is more common than other membership functions
[5,11–12]. The present study used triangular and trape-
zoidal membership functions, such that the member-
ship functions of the output concept of risk rate is
shown in Figure 2. Neurologists usually are not unan-
imous on the effect of some concepts on each other.
Therefore, in order to achieve a final linguistic weight,
Figure 2. Membership functions of output concept (C7).
three linguistic variables proposed by each neurologist
was combined and then, through the defuzzification
method, the centre of area of a general linguistic weight
is created.
The advantage of this method is that neurologists do
not use numerical values to define causal relationships
among concepts, but qualitatively describe the causality
degree among the concepts. The fuzzy rule is evaluated
for each interconnection using the fuzzy inference and
the inferred fuzzy weight is calculated using the cen-
tre of area defuzzification methodology and the FCM
initial weight matrix is obtained [3,12]. The following
example is presented to illustrate how the numerical
values of the weights proposed by the neurologists are
obtained:
Three neurologists defined the relationship between
the concept of C2 (cholesterol) and C7 (risk rate) using
fuzzy rules as follows:
• First neurologist: If the blood cholesterol (C2) is low,
then the risk rate (C7) is low.
• Second neurologist: If the blood cholesterol (C2) is
medium, then the risk rate (C7) is medium.
• Third neurologist: If the blood cholesterol (C2) is
medium, then the risk rate (C7) is medium.
Three linguistic variables (low, medium, medium) are
summed up using the SUM methodology and the ulti-
mate linguistic weight is created. Then the numerical
value of the computed weight fromC2 to C7 is obtained
to be equal to 0.35 through defuzzification by the “cen-
ter of area” methodology, as shown in Figure 3. By
applying the same process for other relationships, all
non-zero matrix weights are obtained, as it is shown
in Table 2 and Figure 4 they are, respectively, the ini-
tial weight matrix and FCMmodel for the prediction of
the risk of stroke with numerical values of the primary
weights.
Six CRF in the occurrence of stroke are taken into
account in this study by the neurologists for design-
ing the FCM model as the input concepts and the
concept of (C7) as the output concept that indicates
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Figure 3. Sum of the three linguistic variables suggested by neurologists for the concept of blood cholesterol (C2) and obtaining
numerical weights by defuzzification using the centre of area method.
Table 2. Initial weights values,Wij , proposed by neurologists.
Ci/Cj C1 C2 C3 C4 C5 C6 C7
C1 0 0 0.20 0.35 0 0 0.45
C2 0 0 0 0.40 0 0 0.35
C3 0 0 0 0.30 0 0 0.30
C4 0 0 0 0 0 0 0.40
C5 0.30 0 0.15 0.35 0 0 0.25
C6 0.20 0 0.25 0.30 0 0 0.20
C7 0 0 0 0 0 0 0
the risk rate of stroke. The output decision concept
(C7) as a variable of the fuzzy set is defined as “low”,
“medium” and “high” and according to the neurolo-
gist’s opinions it can be considered as: 0 ≤ low ≤ 0.15,
0.16 ≤ medium ≤ 0.32, 0.33 ≤ high ≤ 1. In generally
the neurologists’ knowledge has been used in labelling
the dataset, determining the input and output concepts,
designing the model of the FCM and obtaining the
initial weight matrix.
To explain the issue, here are two examples of test
data. Example 1: In this example, a person with Blood
pressure (170), Cholesterol (240), Blood sugar (95),
Heart disease (No), Smoking (Yes) and BMI (27.3) has
been examined. Neurologists predict the risk of stroke
for this person as “medium”.
Figure 4. FCMmodel for predicting the risk of ischemic stroke with numerical values of the initial weights.
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Figure 5. Subsequent values of concepts till convergencewith-
out applying NHL algorithm.
Table 3. Values of FCM concepts at 7 iterations.
C1 C2 C3 C4 C5 C6 C7
0.47 0.51 0.13 0 1 0.37 0.1
0.58258 0.55019 0.54594 0.58493 0.59749 0.53647 0.58345
0.58499 0.55412 0.58663 0.6478 0.55873 0.55278 0.66118
0.58442 0.5545 0.5904 0.65398 0.55495 0.55437 0.67095
0.58429 0.55454 0.59073 0.65455 0.55458 0.55453 0.67205
0.58427 0.55454 0.59076 0.6546 0.55455 0.55454 0.67216
0.58427 0.55454 0.59076 0.65461 0.55454 0.55454
Table 4. Updated weight matrix with NHL algorithm for the
first example.
Ci/Cj C1 C2 C3 C4 C5 C6 C7
C1 0 0 0.19 0.34 0 0 0.48
C2 0 0 0 0.38 0 0 0.33
C3 0 0 0 0.28 0 0 0.28
C4 0 0 0 0 0 0 0.43
C5 0.28 0 0.13 0.38 0 0 0.24
C6 0.19 0 0.23 0.28 0 0 0.24
C7 0 0 0 0 0 0 0
According to the mentioned equation in [5] these
values are normalized in the interval [0,1] and obtained
as: CInitial = [0.47 0.51 0.13 0 1 0.37 0.1]. These values
of the concepts and the initial weightmatrix which have
been shown in Table 2 are updated in accordance with
the Equation (1) so that FCM reaches a stable point. As
shown in Table 3, the values of FCM concepts do not
change after seven iterations, which indicate its steady
state. As it can be observed, the value of DOC reaches
to 0.67217. This gives a risk of 34.4% according to the
equation in [22], and it is a high risk according to the
neurologists. Therefore, the nonlinear Hebbian learn-
ing algorithm is used to adjust the relations between the
factors so that the system response approaches the real
value. As shown in Figure 5 which is the diagram of the
sequence of the values of concepts up to convergence.
When the training process is started, the initial val-
ues of the concepts and initial weights are updated
according to Equations (1) and (4) to achieve desired
and steady conditions, respectively. The updatedweight
matrix for this example is given in Table 4. The NHL
algorithm continues until the two termination condi-
tions achieve the values of 0.1 and 0.001 according to
Equations (7) and (8). Here the learning rate is equal to
0.001 and the parameter value β is equal to 0.98.
After applying the training process for the above
example, the value of DOC or risk rate of stroke
reaches 0.5991 after 47 iteration steps, indicating a
risk level of 20%, which according to neurologists are
considered as a medium risk and is belonged to the
“0.16 ≤ medium ≤ 0.32” range.
Example 2: In this example, a subject with Blood
pressure (140), Cholesterol (190), Blood sugar (90),
Heart disease (No), Smoking (Yes) and BMI (22) was
examined. Neurologists predict the risk rate of stroke
for this person as “low”. The values of the above con-
cepts are normalized as: CInitial = [0.25 0.34 0.11 0 1
0.16 0.1]. After simulation by the proposed tool FCM,
the initial values are obtained as: CFCM = [0.55313
0.5347 0.55705 0.59751 0.5347 0.5347 0.60818]. As it
can be observed, the value output concept or risk rate
of stroke converges to 0.60818 after seven iterations,
indicating a risk rate of 21%. By applying the non-
linear Hebbian learning algorithm, the system response
is close to real value and the decision is acceptable and
correct.
As shown, after applying the training process, after
23 iteration steps, the value final concept,CFinal, reaches
0.5646, which is indicating a risk rate of 0.12, which
is a low risk according to neurologists and is in the
“0 ≤ low ≤ 0.15” interval.
CFinal = [0.5392 0.5305 0.5412 0.5598
× 0.5305 0.5305 0.5646].
5.1. Evaluation of the proposedmethod
performance
Fifteen-fold cross-validation method was used for the
evaluation of the performance of the proposed method
for 90 real cases. In this method, 14 data sets were
considered for training and one data set for testing.
The accuracy and recognition rate for test data are cal-
culated at every run. After 15 iterations, the overall
accuracy of the algorithm is resulted by the mean of the
accuracies is achieved by (95.4± 7.5)%. Table 5 shows
the accuracy and recognition rate of algorithm itera-
tion. Table 6 shows the comparison of the neurologist’
opinions with proposed FCM for algorithm last step. In
Figure 6, the results of the output values of the proposed
FCMare applied, which are shown for the entire dataset
after the NHL. Also for better comparison, the data,
used in this paper, are classified by utilizing SVM and
KNN. Free parameters of SVM, such as kernel length
(C), were tuned by nested cross-validation method.
Table 7 shows the accuracy and recognition rate in each
algorithm iteration for the SVM classifier. In addition
to SVM, in order to further ensure the accuracy of the
proposed system, KNN classifier was also used. KNN
classifier is one of the traditional classifiers used for
machine learning, classifying a specific sample of the
data of this classifier, so that K finds a sample closer
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Fold 1 83% 0.5 1 0
Fold 2 100% 1 1 1
Fold 3 100% 0 1 0
Fold 4 100% 1 1 1
Fold 5 100% 0 1 0
Fold 6 83% 0 1 0.75
Fold 7 100% 1 1 1
Fold 8 100% 1 1 1
Fold 9 83% 1 0.8 0
Fold 10 100% 0 1 1
Fold 11 100% 1 1 0
Fold 12 100% 1 1 0
Fold 13 100% 0 1 1
Fold 14 100% 1 1 0
Fold 15 83% 0 1 0.5
Table 6. Comparison of the neurologists’ opinions with pro-
posed model FCM for algorithm last step.
The proposed model FCM
The mean opinion
of neurologists
Low Risk Medium Risk High Risk
Low Risk 0 0 0
Medium Risk 0 4 0
High Risk 0 1 1
Recognition rate low = 00+0+0 = 0, recognition ratemedium = 40+4+0 =
1.
Recognition rate high = 10+1+1 = 0.5, accuracy percentage = 0+4+16 =
83%.
Figure 6. Results of output values FCM for all people data after
application of NHL.
to the data and acts on the basis of voting. So, each of
those neighbours will regard those particular data as
members of their class. Usually, Euclidean distance cri-
terion is used to find the nearest sample K. The value
of K is equal to 10 [23,24]. Table 8 shows the accu-
racy and recognition rate in each algorithm iteration for
the KNN classifier. The numbers showed in Tables 5, 7,
and 8 indicate that the proposedNHL-FCMmodel out-
shined SVM and KNN classifiers in term of accuracy as
well as recognition rate.
6. Conclusion
Since rapid diagnosis and urgent treatment of stroke are
essential, and the rapid diagnosis increases the chance
of survival and recovery of the patient after treatment,










Fold 1 83% 0.5 1 0
Fold 2 83% 1 0.66 1
Fold 3 83% 0 0.83 0
Fold 4 83% 1 0.75 1
Fold 5 83% 0 0.83 0
Fold 6 83% 0 1 0.75
Fold 7 83% 1 0.75 1
Fold 8 83% 0.5 1 1
Fold 9 66% 1 0.6 0
Fold 10 83% 0 0.75 1
Fold 11 100% 1 1 0
Fold 12 83% 1 0.8 0
Fold 13 83% 0 0.8 1
Fold 14 83% 1 0.8 0
Fold 15 66% 0 0.75 0.5










Fold 1 66% 0.5 0.75 0
Fold 2 83% 1 0.66 1
Fold 3 66% 0 0.66 0
Fold 4 83% 1 0.75 1
Fold 5 66% 0 0.66 0
Fold 6 66% 0 0.5 0.75
Fold 7 83% 1 0.75 1
Fold 8 66% 0.5 0.66 1
Fold 9 83% 1 0.8 0
Fold 10 66% 0 0.75 0.5
Fold 11 83% 1 0.8 0
Fold 12 66% 1 0.6 0
Fold 13 83% 0 0.8 1
Fold 14 83% 1 0.8 0
Fold 15 83% 0 1 0.5
and protects the patient from injuries and complica-
tions of the severe strokes, this paper predicted the
risk of ischemic of stroke (the most common type of
stroke) with regard to CRF over the next 5 years using
fuzzy cognitive maps and nonlinear Hebbian learn-
ing algorithm. To this end, the results obtained from
method performance was compared with the opinions
of the three neurologists. The overall accuracy obtained
using the NHL-FCMmethod for 90 actual data is com-
pared with those of the SVM and KNN classifiers. The
results indicate that our proposed model has secured
an accuracy of (95.4± 7.5)%, which is higher than that
of SVM and KNN. The purpose of this study is not
to implement the system, but to use a predefined sys-
tem and extend it to a new area in order to extract new
knowledge in the field of stroke disease. Until now, no
other paper has proposed the use of fuzzy cognitive
maps for the classification of stroke patients. In other
words, using this tool is for a superior purpose, which is
the same as helping to extract knowledge in the field of
diagnosing and predicting of stroke. The results of our
research show that the proposedmethod is very close to
392 M. KHODADADI ET AL.
opinions of the neurologists and is capable of predict-
ing the risk rate of stroke over the next 5 years. Also, it
can be said that FCM is a reliable and flexible decision-
making support system for neurologists. So the paper
that we wrote is the beginning of a long way of solving
both of these problems.
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