Abstract. This paper is concerned with ground state solutions for the Hénon type equation
INTRODUCTION
In this paper, we consider the following problem
where x = (y, z) ∈ R k × R n−k , Ω = B k (0, 1) × B n−k (0, 1) ⊂ R n , B m (0, 1) denotes the unit ball in R m centered at the origin, and k ≥ 2, n ≥ 3, α > 0, 2 < p < 2 * . In [8] , M. Hénon proposed the following problem
where Ω is the unit ball in R n with n ≥ 3, α > 0 and p > 1, which stems from the study of rotating stellar structures and is called the Hénon equation. Such a problem has been extensively studied, see for instance [4, 11, 12] and [13] etc. Interesting phenomenon concerning problem (1.2) that was revealed recently includes, among other things, that the exponent α affects the critical exponent for the existence of solutions. Precisely, it was shown in [11] that for p ∈ (2, 2n+2α n−2 ), problem (1.2) admits at least one radial solution. One also notices that the moving plane method in [6] can not be applied to (1.2) since the weight function r α is increasing. So it can be expected that problem (1.2) possesses non-radial solutions. Such solutions were found in [13] for 2 < p < 2n n−2 and in [12] for p = 2n n−2 . Furthermore, it was proved in [4] that the maximum point of the ground state solution u p of (1.2) approaches a boundary point of ∂Ω as p → 2 * . On the other hand, the following Hardy-Sobolev-Mazya equation −Δu − λ u |y| 2 = |u| pt−1 u |y| t , u > 0, x ∈ Ω; u = 0, x ∈ ∂Ω (1.3)
was considered in [1] [2] [3] 5] and references therein, where
Various existence results were obtained in these papers.
Motivated by above mentioned works, in this paper we study problem (1.1). First of all, we show that all solutions of (1.1) are symmetric in z.
Next, we show that there exists a non-cylindrically symmetric solution. 
Theorem 1.4. There holds:
In section 2, we prove Theorem 1.1 by the moving plane method. Theorem 1.2, Theorem 1.3 and Theorem 1.4 are proved in section 3 and section 4, respectively.
PROOF OF THEOREM 1.1
We use the moving plane method developed in [6] to prove the result. It suffices to show that u is symmetric in the z 1 , the other directions can be done in the same way. Let Ω λ = {(y, z) ∈ Ω : z 1 > λ}, 0 < λ < 1 and define
Then, by the mean value theorem, we have
where
Now, let us show that w λ < 0 in Ω λ for any λ ∈ (0, 1). This implies in particular that w λ assumes along ∂Ω λ ∩ Ω its maximum in Ω λ .
For λ close to 1, the maximum principle for a domain with small volume [9, Theorem 2.32] yields w λ ≤ 0 in Ω λ . By the strong maximum principle [9, Theorem 2.10], we obtain w λ < 0 in Ω λ . Let λ 0 = inf{λ : w λ < 0 in Ω λ }. We will show that λ 0 = 0. Suppose on the contrary that λ 0 > 0, by continuity, w λ0 ≤ 0 in Ω λ0 and w λ0 ≡ 0 on ∂Ω λ0 . The strong maximum principle implies w λ0 < 0. We will show now that there is ε > 0 small enough such that
This is a contradiction to the choice of λ 0 , the assertion λ 0 = 0 then follows. Let δ > 0 to be determined and let K be a closed subset in Ω λ0 such that
By continuity, we obtain
For ε > 0 sufficient small, |Ω λ0−ε \ K| < δ. We choose δ > 0 in such a way that we can apply [9, Theorem 2.32] to w λ0−ε in |Ω λ0−ε \ K|. Hence, we obtain
and then by [9, Theorem 2.10], we obtain
Therefore, (2.2) holds. The proof is complete.
NON-CYLINDRICALLY SYMMETRIC SOLUTION
Let
. Consider the variational problem
One can verify that S αp is achieved by a positive function, which corresponds to a ground state solution of (1.1), that is the least energy solution. Since (1.1) and (3.1) are rotation invariant with respect to y, it is natural to consider the problem
We may verify that S C αp is also achieved by a positive function, which is a cylindrically symmetric solution of (1.1). Obviously, S αp ≤ S C αp . Now, we prove
which means that equation (1.1) has at least two positive solutions, one is cylindrically symmetric and another one is non-cylindrically symmetric. Hence, this proves Theorem 1.2. We define on
We may write h = u(r, z)f (θ), where f is a smooth function defined on the sphere S k−1 with zero mean. Since
which yields
Next, let α > 0 be fixed and u α be a minimizer of problem (3.2) such that
Proof. It follows from
By the Hopf lemma and the fact that u α is decreasing with respect to |y|,
For ε > 0, let m ∈ N satisfy 2R m−1 < ε, and
we may verify that
and
Equations (3.8) and (3.9) lead, with help of Hölder's inequality, to
Since R(v α ) ≥ R(u α ), by (3.10) and (3.11),
that is,
Hence, (3.12) yields
The proof is then completed by (3.7).
Lemma 3.3. If α → +∞, we have
Proof. For ε > 0, there exists 1) ), by the Hardy inequality,
By Lemma 3.2 and Lemma 3.3, lim α→+∞ I 1 = 0. Apparently, I 2 ≤ Cε 2 . For I 3 , recalling that u α (R) < ε and u α is decreasing with respect to |y|, we obtain
The proof is complete. 
ASYMPTOTIC BEHAVIOR OF GROUND STATE SOLUTIONS
Let u p be a minimizer of
In this section, we study the asymptotic behavior of u p , and the location of the maximum point of u p as p → 2 * . Denote by S = S 0,2 * the best Sobolev constant. It is well known that S can only be achieved in R n by
(1 + |x| 2 ) (n−2)/2 .
By Hölder's inequality, we readily have
For ε > 0 small enough, let
Proof. It is standard to verify that
where o(1) → 0 if p → 2 * and K 1 (ε) = C| ln ε| (n−2)p−n . Equations (4.2), (4.3), and (4.4) lead to
Similarly,
The assertion follows since
Proof. Suppose that S αp is achieved by u p and since |y| ≤ 1, by Lemma 4.2,
which implies the result. 
Proof. We argue indirectly. Suppose that there exists a constant C > 0 and a sequence {p i } with lim 
, we have, up to a subsequence, that
are uniformly bounded for p sufficiently close to 2 * . Hence, there is a subsequence
and v(0) = 1.
where 13) which is impossible. We conclude that x 0 ∈ ∂Ω. Denote x 0 = (y 0 , z 0 ). Next, we claim that |y 0 | = 1 and |z 0 | = 0. In fact, by Theorem 1.1, u(y, z) = u(y, |z|) if u is a solution of (1.1). Then, by Theorem 1.3, x 0 ∈ ∂Ω, then |y 0 | = 1, |z 0 | = 0. Now we straighten ∂Ω in a neighborhood of x 0 by a non-singular C 1 change of coordinates as in [7] . Let
be the equation of ∂B k (0, l). Define a new coordinate system:
Then, u p is again a solution of (1.1) and ∂Ω is contained in the hyperplane x k = y k = 0. Let d p be the distance from x p to ∂Ω (i.e. d p = x p · e k ). Note that for p → 2 * , v p is well defined in B k (0, δ/λ p ) × B n−k (0, δ/λ p ) ∩ {y k > d p /λ p } for some δ > 0 and satisfies (4.9). Moreover, sup v p (y) = v p (0) = 1.
We assert that dp λp → +∞ as p → 2 * . In fact, suppose on the contrary that dp λp is uniformly bounded. Then, we may assume dp λp → s with s ≥ 0. 
