Introduction
On the surface, the emergent descriptive theory of represented spaces is the extension of both classical [36] and effective [52] descriptive set theory from its usual setting of Polish spaces to the much larger class of represented spaces. There is far more to it, though: By extending the setting, suddenly connections to areas such as category theory (with a certain topos-theoretic flavour) and computability-theoretic degree theory appear at a fundamental level.
Initial results do inspire some hope that this new theory can help to solve existing open problems, elucidate further the core aspects of known theorems and provide both new questions and theorems in its own right. The present text is meant both as a survey of existing work relevant to (or part of) the descriptive theory of represented spaces, and to outline some exciting directions of further research.
The first step: Quasi-Polish spaces
A suitable formalism for extending core results from descriptive set theory to a larger class of spaces was provided by de Brecht in the quasi-Polish spaces [19] . These are Smyth-complete quasi-metrizable separable spaces, and in particular contain all the ω-continuous domains, which have seen some extensions of descriptive set theory before, in the work of Selivanov [79] .
de Brecht [19, 18] and others [53] have demonstrated that quasi-Polish spaces indeed are a suitable setting for pursuing descriptive set theory, without many fundamental changes. One relevant change that does occur is the necessity to slightly alter the usual definition of the Borel hierarchy in order to keep its desired properties, which was found out by Selivanov [78] .
Quasi-Polish spaces do have a nice characterization as represented spaces: They are precisely the countably based admissible spaces with a total Baire-space representation. This characterization may often be easier to work with than that via a Smyth-complete quasi-metric, and foreshadows the appearances of notions from the theory of represented spaces.
Category theory enters the fray
In its traditional construction, descriptive set theory refers to at least two very distinct types of objections: Polish spaces, and point classes. Apart from the lowest level, point classes are generally not metrizable. Thus, quite similar operations such as the maximum of two real numbers and the union of two Σ 0 n -sets cannot be seen in a common framework without extending the setting.
The category of represented spaces is not only cartesian closed, but has sufficient additional structure that given a represented space, each instance of the usual point classes is a represented space again. Note that this does require to work with the entire category of represented spaces, and to disavow the common restriction to admissibly represented spaces.
Once viewed in their natural place in the category of represented spaces, the usual constructions from descriptive set theory are closely tight to certain endofunctors. As observed by the author and de Brecht in [66] , it is even possible to develop parts of the theory without referring to any specific properties of the category of represented spaces, but to pursue synthetic descriptive set theory as the investigation of certain constructions on endofunctors in suitable cartesian closed categories. This is very similar to and in fact an extension of the realization that a significant part of topology can be developed in a suitable cartesian closed category in the form of synthetic topology, outlined by Escardó in [22] .
The fundamental notions of synthetic descriptive set theory (as far as already identified) are described in Section 3. A case study follows in Section 4.
From spaces to points
It has been observed that the computable counterparts to theorems in classical analysis holding almost everywhere actually make meaningful statements about points, namely about the random points. Instances of this are present in [4, 15] . A similar phenomenon happens for dimension, too: The point degree spectrum of a space as introduced by Kihara and the author in [38] is the collection of Medvedev degrees of its points, and characterizes a space up to countably computable isomorphisms. This both means that a single point can carry complexity (before relativization), and provides a convenient setting to explore properties of spaces linked to properties of names -potentially including randomness in settings beyond computable metric spaces. Section 5 introduces the fundamental definitions and results obtained so far.
A short introduction to represented spaces
We briefly present some fundamental concepts on represented spaces following [65] , to which the reader shall also be referred for a more detailed presentation. The concept behind represented spaces essentially goes back to Weihrauch and Kreitz [39] , the name may have first been used by Brattka [6] . A represented space is a pair X = (X, δ X ) of a set X and a partial surjection δ X :⊆ N N → X. A function between represented spaces is a function between the underlying sets. For f : X → Y and
if the following diagram commutes:
A map between represented spaces is called computable (continuous), iff it has a computable (continuous) realizer. Similarly, we call a point x ∈ X computable, iff there is some computable p ∈ N N with δ X (p) = x. A priori, the notion of a continuous map between represented spaces and a continuous map between topological spaces are distinct and should not be confused! We arrive at two categories of represented spaces, one equipped with the computable maps, and one equipped with the continuous maps. We call the resulting structure a category extension (cf. [63, 64] ), as the former is a subcategory of the latter, and shares its structure (products, coproducts, exponentials). In general, all results on represented spaces have two instances, one for the computable and one for the continuous maps, with the proofs being identical. Essentially, the continuous case can be considered as the relativization of the computable one, as a function on Baire space is continuous iff it is computable relative to some oracle. The presence of two categories with the same objects and the same structure was already observed by Bauer (in a slightly different setting) in 1998 [2] .
Given two represented spaces X, Y we obtain a third represented space C(X, Y) of functions from X to Y by letting 0 n 1p be a [δ X → δ Y ]-name for f , if the n-th Turing machine equipped with the oracle p computes a realizer for f . As a consequence of the UTM theorem, C(−, −) is the exponential in the category of continuous maps between represented spaces, and the evaluation map is even computable (as are the other canonic maps, e.g. currying).
This function space constructor, together with two represented spaces , N = (N, δ N ) and S = ({⊥, ⊤}, δ S ), allows us to obtain a model of Escardó's synthetic topology [22] . The representation are given by δ N (0 n 10 N ) = n, δ S (0 N ) = ⊥ and δ S (p) = ⊤ for p = 0 N . It is straightforward to verify that the computability notion for the represented space N coincides with classical computability over the natural numbers. The Sierpiński space S in turn allows us to formalize semi-decidability. The computable functions f : N → S are exactly those where f −1 ({⊤}) is recursively enumerable (and thus f −1 ({⊥}) co-recursively enumerable).
In general, for any represented space X we obtain two spaces of subsets of X; the space of open sets O(X) by identifying f ∈ C(X, S) with f −1 ({⊤}), and the space of closed sets A(X) by identifying f ∈ C(X, S) with f −1 ({⊥}). The properties of the spaces of open and closed sets, namely computability of the usual operations, follow from a few particular computable functions on Sierpiński space S and the fundamental function space properties. One useful consequence of staying within the category when forming the space O(X) is that we can iterate this to obtain O(O(X)), a space appearing in several further constructions. We introduce the space K(X) of compact sets by identifying a set A ⊆ X with {U ∈ O(X) | A ⊆ U } ∈ O(O(X). To ensure well-definedness, we restrict the sets A to saturated sets. As a dual notion, we find the space of overt set V(X) by identifying A ⊆ X with {U ∈ O(X) | A ∩ U = ∅} ∈ O(O(X). The canonization operation here is the topological closure.
There always is a canonic computable map
Using the spaces introduced above, we can read κ X : X → K(X) as κ X (x) = {x} ↑ or κ X : X → V(X) as κ X ({x}) = {x} instead. The image of X under κ X shall be denoted by X κ . The following definition essentially goes back to Schröder [74] and provides an effective counterpart to the definition in [75] : Definition 2. A space X is called computably admissible, if X and X κ are computably isomorphic.
Note that X κ is always computably admissible, i.e. isomorphic to (X κ ) κ . The computably admissible spaces are precisely those that can be regarded as topological spaces, based on the fact that the computable map
Some further properties of spaces we will require are being computably Hausdorff, iff x → {x} : X → A(X) is computable, being computably discrete iff x → {x} : X → O(X) is computable, being computably compact iff IsEmpty : A(X) → S is computable, and being computably overt iff IsNonEmpty : O(X) → S is computable.
To see that we may regard Polish spaces as a special case of represented spaces, we define computable metric spaces following Weihrauch's [83] . The computable Polish spaces, are derived from complete computable metric spaces by forgetting the details of the metric, and just retaining the representation (or rather, the equivalence class of representations under computable translations). Forgetting the metric is relevant when it comes to compatibility with definitions in effective descriptive set theory as shown in [27] by Gregoriades, Kispéter and the author. To be precise, a fundamental notion used in [52, 28] is a recursively presented metric space, and this is a more restrictive notion than a computable metric space. Rescaling the metric however is sufficient to overcome the distinction, thus the notions of a computable Polish space and of an effective Polish space do coincide.
Definition 3. We define a computable metric space with its Cauchy representation such that:
space and (a n ) n∈N is a dense sequence in (M, d).
The relation
3. The Cauchy representation δ M : N N ⇀ M associated with the computable metric space
3 Synthetic descriptive set theory
We will now see how to lift the notions from synthetic topology (instantiated with represented spaces) to obtain the relevant concepts for descriptive set theory. The presentation is taken from [66, Section 2] by the author and de Brecht, where also the missing proofs can be found. The fundamental new notion for synthetic descriptive set theory are endofunctors on the category of continuous functions between represented spaces. An endofunctor is an operation d from a category to itself which maps objects to objects, morphisms to morphisms, preserves identity morphisms, and is compatible with composition, i. In the same way, there is a map λ(df
this map is always computable, we call d computable 2 . In the following, d shall always be some computable endofunctor.
The typical examples relevant for our development of descriptive set theory will be operators that keep the underlying set of a represented spaces the same, and modify the representation in a sufficiently uniform way to ensure the requirements for computable endofunctors. Such operators have been called jump operators in [18] , and specific examples can be found both there, in [66, Section 3] and below. For computable endofunctors that do change the underlying sets in a significant way, the interpretation of many of the following definitions becomes less clear, but an example of a computable endofunctor that still produces sensible notions is given in [66, Subsection 3.5] .
The computable endofunctors we study correspond to classes of sets such as Σ 0 2 , Σ 0 3 , ∆ 0 2 , etc.; with the closure properties of the set-classes depending on how the endofunctor interacts with products. We say that d preserves binary products, if d(X × X) ∼ = dX × dX (where ∼ = denotes computable isomorphism) for any represented space X, and that d preserves products if dC(N, X) ∼ = C(N, dX) for any represented space X. 
The d-open sets
If d preserves binary products, we additionally obtain:
If d preserves products, we additionally obtain:
5.
:
d-continuity and d-measurability
Now we can introduce the notion of d-measurability: We call a function f : 
More generally, we can consider a second computable endofunctor e and obtain:
Taking into consideration the definition of O d (X) as C(X, dS), we get the special case:
Finally, we find that e-continuity uniformly implies e-measurability:
d-admissibility
Having seen that d-continuity always implies d-measurability, we now strive for conditions that make the converse implication true, as well. Noting that id-continuity is continuity of maps between represented spaces, and id-measurability (uniform) topological continuity, we see that we need a notion of d-admissibility.
As a special case of Proposition 5 (8) with X = 1 and using trivial isomorphisms, we obtain the computability of a canonic mapping
Proposition 6. The following are equivalent:
is computably invertible for any represented space X.
A space Y satisfying these equivalent conditions shall be called d-admissible. We observe the following:
Now, consider κ d as an operation on the whole category of continuous functions between represented spaces. It is not hard to verify that κ d itself is a computable endofunctor. Even more, we can consider d → κ d (=: κ) as an operation on computable endofunctors! As a consequence of Proposition 7 we obtain:
For a large class of spaces and computable endofunctors, we can provide admissibility results without having to resort to modifying the endofunctor. We start with the seemingly innocuous:
Corollary 15. Let d preserve products, and let X be countably based and admissible. Then X is d-admissible.
The preceding corollary relies on Weihrauch's observation [84] that the countably-based admissible spaces are just the subspaces of O(N), together with d-admissibility being closed under formation of subspaces. Additionally, it may be the reason that countably-based T 0 -spaces seem to form a natural demarkation line for the extension of descriptive set theory [19] . Combining its statement with Proposition 4, we see that any computable endofunctor preserving products nicely characterizes a Σ-like class of sets and the corresponding measurable functions on all countably based admissible spaces.
Further concepts
The other concepts from synthetic topology studied for represented spaces in [65] , namely Hausdorff, discreteness, compactness and overtness, can also be lifted along some endofunctor, and retain most of their nice properties. Rather than listing all of these statements and definitions, we shall only consider those used later in applications.
Proposition 17. The following are equivalent:
1. X is computably d-Hausdorff.
2. = : X × X → dS is computable. If d preserves binary products, then the following are also equivalent to those above: 
The Markov-variant
In effective descriptive set theory, the notion of affectivity between higher-order objects being employed often is not computability, but rather Markov computability. A function f : X → Y is called Markov-computable, if there is some computable partial function φ :⊆ N → N, such that whenever i is an index of a computable element in X, then φ(i) is an index of f (i). Any computable function is Markov-computable, while the converse fails.
Subsequently
We can define the Markov-variant of κ d via letting η d : dY → C Md (1, Y) be the canonic map, and subsequently obtain a notion of Markov-d-admissibility with just the same properties as before.
Adjoint endofunctors
A computable endofunctor d is computably-left-adjoint to a computable endofunctor e (and e is right-adjoint to d), if C(dX, Y) and C(X, eY) are computably isomorphic, and the isomorphisms are natural in X and Y.
Likewise, a Markov-computable endofunctor d is Markov-computably-left-adjoint to a Markovcomputable endofunctor d, if C(dX, Y) and C(X, eY) are Markov-computably isomorphic, and the isomorphisms are natural in X and Y. Note that a statement that X and Y are Markovcomputably isomorphic only refers to the cardinality (as there has to be a bijection) and to the computable elements. Note further that for computable endofunctors being Markov-computablyadjoint is a weaker condition than being computably adjoint (and that both concepts formally make sense).
At the current state, we do not have interesting examples of pairs of computably-adjoint computable endofunctors. We will discuss two cases of Markov-computably adjoint Markovcomputable functors later.
It is quite illuminating to see the special case of the definitions above where Y := S. We see that if d is (Markov)-computably-left-adjoint to e, then the (computably) e-open subsets of X are precisely the (computably) open subsets of dX. This aspect of our two examples below has been utilized before.
It is a central fact in the study of pairs of adjoint functors in category theory that their composition induces a monad. Some consequences of this of interest for our theory are the following:
Proposition 21. Let the (Markov)-computable endofunctor d be (Markov)-computably-leftadjoint to the (Markov)-computable endofunctor e. Then:
1. There is a canonic computable 5 unit map η X : X → edX.
2. eY and edeY are computably isomorphic.
3.
• : C(X, edY) × C(Y, eZ) → C(X, eZ) is well-defined and computable.
(de) ∼ = (de)(de).
Items (3.)&(4.) in the preceding proposition shows that if, given some endofunctor e, we can find a Markov-computably-left-adjoint d for it, then we obtain a class functions (namely the decontinuous ones) that is closed under composition, and that if composed with an e-continuous function from the right, again yield an e-continuous function. This seems to be the concept underlying the study of lowness notions in computability theory (e.g. [59] ): A recursion theoretic notion induces a Markov-computable endofunctor, and the corresponding lowness notion then is the monad obtained from a suitable adjoint endofunctor.
The importance of adjointness had already been noticed de Brecht in [18] .
The Borel-hierarchy and the ′ -operator
A central part of descriptive set theory is the Borel hierarchy. As a testimonial to its naturality, we will see how the underlying concept (as revealed by studying it in the context of represented spaces) shows up in a variety of settings. This includes the known close connection to the arithmetical hierarchy in recursion theory. For now, consider a Polish space X. Now let Σ 0
α -sets behave in some ways like the open set: They are closed under countable unions and finite intersections, and the preimages of a Σ 0 α -set under a continuous function is a Σ 0 α -set again. We also find that Σ 0 α (X) ⊆ Σ 0 α ′ (X) if α < α ′ . For non-metric topological spaces that are still countably based and T 0 , Selivanov [78] suggest a modified definition of the Borel hierarchy, using Σ 0
This modification ensures that Σ 0 α (X) ⊆ Σ 0 α ′ (X) if α < α ′ remains true, and is equivalent to the original definitions for metric spaces.
To see how to obtain the Borel hierarchy from a computable endofunctor, consider the map lim :⊆ N N → N N defined via lim(p)(n) = lim i→∞ p( n, i ). This map was studied in the context of Weihrauch reducibility by von Stein [82] , Mylatz [56] and Brattka [7, 8, 5] , with the latter noting in [8] the connections to the Borel hierarchy. It also appears in the context of model of hypercomputation as shown by Ziegler [88, 87] , and captures precisely the additional computational power certain solutions to general relativity could provide beyond computability [31] . Now lim induces a computable endofunctor ′ via (X, δ X ) ′ = (X, δ X • lim) and (f : X → Y) ′ = f : X ′ → Y ′ . We iterate this endofunctor, so let X (0) = X, X (α+1) = (X (α) ) ′ and X (β) = π 2 ( γ<β X (γ) ) for limit 6 ordinals β.
Proposition 22 ([66, Proposition 23]).
(α) is a computable endofunctor preserving binary products. Moreover, (α+1) even preserves products.
Besides a slight misalignment regarding the numbers, the (α) -open sets correspond to closely to the Σ 0 α -sets. Given some countable ordinal α > 0, let α = α − 1 for α < ω 0 and α = α + 1 otherwise.
Proposition 23 ([21]
, based on [73] ). For a quasi-Polish space X, the elements of O (α) (X) are precisely the Σ 0 α -sets in Selivanov's definition. It was shown by Gregoriades, Kispéter and the author in [27, Section 5] that the continuity structure the space O (α) (X) carries, does correspond precisely to the structure given by a good universal system used in effective descriptive set theory (for Polish spaces).
Now combining Proposition 22 with Corollary 15 gives us:
Corollary 24. Any admissible countably based space is (α+1) -admissible.
To spell it out, if X, Y are admissible and countably based, then a function
is continuous. This can be understood as a generalization of the Lebesgue-Hausdorff-Banach theorem for Polish spaces: Say that the Baire class 0 functions are the continuous functions, the Baire class 1 functions the Σ 0 2 -measurable functions 7 , the Baire class α functions the point-wise limits functions of Baire class < α. Now we can formulate the:
Theorem 25 (Lebesgue -Hausdorff -Banach). Let X, Y be separable metric spaces. Then a function f : X → Y is Baire class α iff it is Σ 0 α+1 -measurable. In Subsection 3.6 the role of adjointness was mentioned, including its connections to lowness notions in computability theory. Now ′ has a Markov-computably left adjoint, which we shall briefly consider. Let J : {0, 1} N → {0, 1} N be the Turing-jump (i.e. J(p) is the Halting problem relative to p), and then define via (X, δ X ) = (X, δ X •J −1 ) with the straight-forward extension to morphisms. This yields a Markov-computable endofunctor.
As observed in more general terms in Subsection 3.6, the computably open subsets of X are just the computably Σ 0 2 -subsets of X. Under this perspective, the space {0, 1} N had already been investigated in [50] .
Note that J −1 is computable, whereas J is not, hence id : X → X is computable, and id : X → X typically not. Now the low-endofunctor ∨ is defined via X ∨ = ( X) ′ . Both and ∨ were studied in [9, 5] by Brattka, de Brecht and the author. The results there are essentially special cases of Proposition 21: In particular, we see that ( ∨ )( ∨ ) ∼ = ∨ , and that if f is ′ -continuous and g is ∨ -continuous, then f • g is ′ -continuous again (hence the name low ). Note that p ∈ {0, 1} N is low in the traditional sense, iff p ∈ {0, 1} N ∨ is computable.
Theorem 26 ([66, Theorem 36]). A Polish space is
′ -overt iff it is K σ .
Point degree spectra of represented spaces
The concept of a point degree spectrum links the study of degree structures in computability theory to the study of dimension in topology. They were introduced by Kihara and the author in [38] , from where much of this section's material is taken.
In a broader context, there are various instances of properties of spaces and sets that start making sense for points in an effective treatment. Martin-Löf randomness of points corresponds to Lebesgue measure of sets and 1-genericity is the analogue to being co-meagre [59] . Likewise, effective Hausdorff dimension [45, 46, 47] is applicable to individual points. In all these cases, individual points can carry some amount of complexity -e.g. a Martin-Löf random point is in some sense too complicated to be included in computable Π 0 2 -set having effectively measure 0. Our work provides an effective notion corresponding to topological invariants such as small inductive dimension or metrizability, and e.g. allows us to say that certain points are too complicated to be (computably) a member of a (finite-dimensional) Polish space.
A cornerstone of the framework of point degree spectra are the Medvedev degrees M [49] . These are obtained by taking equivalence classes from Medvedev reducibility ≤ M , defined on subsets A, B of Baire space N N via A ≤ M B iff there is a computable function F : B → A. Important substructures of M also relevant to us are the Turing degrees T, the continuous degrees C and the enumeration degrees E, these satisfy T C E M.
Turing degrees are obtained from the usual Turing reducibility ≤ T defined on points p, q ∈ N N with p ≤ T q iff there is a computable function F :⊆ N N → N N with F (q) = p. We thus see p ≤ T q ⇔ {p} ≤ M {q}, and can indeed understand the Turing degrees to be a subset of the Medvedev degrees. The continuous degrees were introduced by Miller in [51] . Enumeration degrees have received a lot of attention in recursion theory, and were originally introduced by Friedberg and Rogers [25] . In both cases, we can provide a simple definition directly as a substructure of the Medvedev degrees later on.
Definition 27. For a represented space X, let
be the point degree spectrum of X.
We observe that if X ⊆ Y then Spec(X) ⊆ Spec(Y), and if X ∼ = Y, then Spec(X) = Spec(Y) (the latter making sure that the point degree spectrum is a well-behaved property of represented spaces).
Observation 28. Some spectra of known spaces:
This is essentially the definition of the continuous degrees given by Miller in [51] . As any separable metric space embeds into the Hilbert cube [0, 1] N , we find in particular that Spec(X) ⊆ C for any computable metric space X.
Spec(O(N)) =: E
A straight-forward comparison with the usual definition of enumeration degrees shows this.
As mentioned above, we shall use this observation as the definition of E. As any countably based admissible space embeds into O(N), we find that Spec(X) ⊆ E for all those spaces.
Theorem 29. The following are equivalent for a represented space X:
By combining this with a theorem by Hurewicz and Wallman [33, p50-51] , we obtain the following, which answer a long-standing question by Pour-El and Richards [71] : Corollary 30. The following are equivalent for a Polish space X:
3. X = n∈N X n where ∃p s.t. there are A n ⊆ {0, 1} N with A n ∼ = {p} × X n 4. X = n∈N X n where ∃p s.t. there are A n ⊆ {0, 1} N with A n ∼ = {p} × X n and any A n is Π 0 2 Corollary 31 (Miller [51] ). Spec(C ([0, 1], [0, 1]) ) T It follows from well-known results that for any uncountable Polish spaces X we find T ⊆ Spec(X) ⊆ C. Problem 32 (cf. [53] ). Does there exist an uncountable Polish space X such that
This question was answered in the affirmative by Kihara and the author in [38] drawing on a variety of results from dimension theory [42] , [69] , [72] , [43] . Recursion theoretic methods produce a much stronger result -there are even uncountably many distinct point degree spectra of Polish spaces between T and C, including uncomparable ones. Beyond that, the structure of the point degree spectra under inclusion of Polish spaces, quasi-Polish spaces and admissible spaces seems to be mostly unknown, and a promising target for further investigations drawing on both recursion theory and dimension theory.
Additions to the theory of represented spaces
Various diverse research endeavors recently highlighted the need for additional features in the theory of represented spaces, in particular there seem to be further fundamental properties of represented spaces that are likely to appear in requirements of theorems.
A rather straight-forward property is a generalization of completeness including in the requirements for Polish spaces. As shown by de Brecht in [19] , the following also generalizes Smyth-complete quasi-metrizability: Definition 33. We call a represented space X complete, if it admits a total representation δ X : N N → X.
Selivanov's [80] can be seen as an investigation of some basic aspects of complete represented spaces. A crucial consequence of completeness for descriptive set theory seems to be related to the countable ordinals. Given an appropriate represented space COrd of the countable ordinals, we can prove (similar to [27, Lemma 26 (5) ]): Theorem 34. Let X be a complete represented space. If f : X → COrd is continuous, then it is bounded, i.e. ∃α ∈ COrd ∀x ∈ X f (x) ≤ α.
What exactly is a suitable representation for the countable ordinals, and whether there is a representation that would make it possible to compute a bound from the function in the preceding theorem, is an open question at this stage (and should be one of the next questions to addressed within the proposed programme). Note that while the notion of a computable ordinal is rather robust, the various representation implicit in the usual characterizations are not equivalent.
In some cases, a far stronger notion is needed to make a theorem work:
Definition 35. We call a represented space X completely compact, if it admits a total representation δ X : {0, 1} N → X.
Every completely compact space is both compact and complete -the converse seems like a reasonable conjecture, which has however not been resolved so far.
Two further properties concern the complexity of the sets of names of points, and as such behave like converse notions to admissibility to some extent. We call a representation δ X effectively fiber-compact, if δ 1} N ) is computable, and effectively fiber-overt, if δ −1 X : X → V({0, 1} N ) is computable. Effectively fiber-compact representations are required for the approach to complexity theory suggested by Weihrauch in [85] , where is also shown that any computable metric space has an effectively fiber-compact representation. It is also the case that any computable metric space has a fiber-overt representation -however, in general both properties cannot be attained by the same representation! Effectively fiber-overt representations are required for some constructions used in [16] by Brattka and the author to make constructions of the represented space of continuous multi -valued functions between represented spaces well-behaved.
While it is still open how widespread effectively fiber-overt representations are available, for effectively fiber-compact representations this was classified precisely by Kihara and the author in [38] using a metrization theorem from [29, 86] :
Theorem 36. A represented space X admits a computably admissible effectively fiber-compact representation iff X embeds computably into a computable metric space.
7 The Jayne-Rogers theorem and the representability conjecture
Call a function f : X → Y Π 0 1 -piecewise continuous, if there is a cover (A i ) i∈N of X of closed sets (i.e. Π 0 1 -sets), such that any f |A i is continuous. Theorem 37 (Jayne & Rogers [34] ). Let X be Polish and Y be separable. Then a function f : X → Y is piecewise continuous iff it is ∆ 0 2 -measurable. The Jayne-Rogers theorem and its potential generalizations have received plenty of attention, e.g. [55, 35, 81] . Phrased in the terms of synthetic descriptive set theory it takes the form of stating that certain spaces are d-admissible for a certain endofunctor d, and as such is identified as a parallel result to the Banach-Lebesgue-Hausdorff theorem.
The endofunctor we need to consider is connected to computation with finitely many mindchanges or non-deterministic computation with discrete advice as studied by de Brecht, Brattka, Ziegler and the author in [9, 17, 20, 18, 89, 90, 87] .
Let the finite mindchange endofunctor be defined via (X, δ X ) ∇ = (X, δ X • ∆) and (f : X → Y) ∇ = f : X ∇ → Y ∇ . In ∇ we have a computable endofunctor that preserves binary products, but not countable ones. On Polish spaces, the ∇ -continuous functions are precisely the Π 0 1 -piecewise continuous ones, and the ∇ -open sets are the ∆ 0 2 -sets. The property of being ∇ -Hausdorff is a uniform version of the T D -separation axiom. In [68] , de Brecht and the author have shown the: Theorem 38 (Computable Jayne-Rogers-theorem [68] ). Let Y be computably admissible, completely compact and ∇ -Hausdorff. Then Y is ∇ -Hausdorff.
There is a certain catch here, which is that the computable Jayne-Rogers theorem does not imply its classical counterpart. The reason for this that any measurability notion in synthetic descriptive set theory is internal to the setting: The preimage-map will be continuous. In some situations this is unproblematic: Between countably-based spaces X,Y, a preimage function
is automatically continuous whenever it is well-defined. Now the classical Jayne-Rogers-theorem does indeed imply that this remains true for f −1 : O(Y) → O ∇ (X) whenever these spaces satisfy it -but a direct proof is unknown! This situation becomes even more aggravating when taking into consideration that Kihara in [37] was able to prove a computable version of a generalization of the Jayne-Rogers theorem which has long been an unattained goal in classical descriptive set theory. If only we knew that our approach takes into consideration all functions from classical descriptive set theory, this problem would be resolved.
To make these considerations slightly more precise we introduce some notation. Given two computable endofunctors c, d and represented spaces X, Y, let Theorem 39 (Kihara [37] ). Let X, Y satisfy Spec(X), Spec(Y) ⊆ T. Let α, β be countable ordinals with 1 < α ≤ β ≤ 2α, let γ be the smallest ordinal such that γ + 1 + α > β. Then there is a computable bijection between
Gregoriades (personal communication) has observed that a result by Louveau [44] can be used to show that any 
Using Kihara's result, it follows that the decomposability conjecture (with the corresponding restrictions on the parameters) is equivalent to the weak representability conjecture, which in turn would be implied by the strong representability conjecture. If the latter is true, it does not seem entirely unreasonable to hope for an elegant proof thereof.
Further connections and questions

Falsifiability in the philosophy of science
Popper famously used the notion of falsifiability in his attempt to formulate a both normative and descriptive theory of science [70] . In a synthetic reading, a falsifiable property is nothing but a closed set. A prominent concern in the reception of Popper's theory (e.g. [23, 1] ) then essentially boils down to the observation that not all sets of interest for science are necessarily either closed or open, with concrete examples usually being Σ 0 2 or Π 0 2 sets. A descriptive set theory freed from its constraint to Polish spaces may be very amenable for a deepened interaction with the philosophy of science. Moving the focus away from the logical form of a statement to a more process-orientated view as how to ascertain its truth (which is what underlies the approach via endofunctors) is probably beneficial, too.
Infinite games and Borel determinacy
Consider a full infinite binary tree, where each vertex is controlled by one of two agents. By choosing successors for the vertices they control, the two agents jointly pick an infinite path p through the tree. The game is further described by some set W ⊆ {0, 1} N : If p ∈ W , the first agent wins, if p / ∈ W the second agents wins. A celebrated result [48] by Martin states that whenever W is a Borel set, then either the first player has a strategy that forces the play to fall into W no matter what the second player does, or the second player has a strategy enforcing p / ∈ W regardless of the first players actions. Our more general framework now allows us to compare the complexity of the set W describing the game with the complexity of the mapping that takes the description of the game and returns a winning strategy for the appropriate player. Preliminary work by Le Roux and the author [?] shows that if the former climbs up the difference hierarchy, the latter climbs up the Borel hierarchy. The current proofs are rather technical (partly reusing constructions from [57] by Nemoto, MedSalem and Tanaka) -it would be very interesting to find more abstract proofs, maybe even synthetic ones!
Connections to Weihrauch reducibility
The Weihrauch degrees from the framework for the research programme to classify the computational content of mathematical theorems formulated by Brattka and Gherardi [10] (also Gherardi & Marcone [26] , P. [61] ). The core idea is that S is Weihrauch reducible to T , if S can be solved using a single invocation of T and otherwise computable means. The examples of computable endofunctors studied so far are all derived (via the concept of a jump operator, de Brecht [18] ) from well-studied Weihrauch degrees. Results in [16] suggest a rather general procedure to move from a Weihrauch degree to a computable endofunctor.
The numerous theorems that have been classified would then always yield natural examples of maps complete for d-continuity for a certain d. Some example are the separable HahnBanach theorem (Gherardi & Marcone [26] ), the Intermediate Value Theorem (Brattka & Gherardi [10] ), Nash's theorem for bimatrix games (P. [61] ), Brouwer's Fixed Point theorem (Brattka, Le Roux & P. [14] ), the Bolzano-Weierstrass theorem (Brattka, Gherardi & Marcone [13] ), the Radon-Nikodym derivative (Hoyrup, Rojas & Weihrauch [32] ), the Lebesgue Density Lemma (B., Gherardi & Hölzl [12] ), the Goerde-Browder-Kirk fixed point theorem (Neumann [58] ) and the Frostmann lemma (Fouché and P. [24] ).
As already noticed by de Brecht in [18] , it seems reasonable to expect that also the structure theory of Weihrauch degrees can be useful starting point to understand the structure theory of computable endofunctors. This should be rather straight-forward for the algebraic structure theory investigated by P. [60, 62] , Brattka &. Gherardi [11] , Higuchi and P. [30] and Brattka and P. [16] . However, also somewhat more idiosyncratic structure results such as the fractal absorption theorems from [40] by Le Roux and P. maybe useful -in particular seeing that the proof of the computable Jayne-Rogers theorem by P. and de Brecht [68] is using a very similar theorem from [9] by Brattka, de Brecht and the author.
