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Spatial variability of heterogeneities was estimated along a 12,000 ft (3.7 km) cross 
section in the unconfined aquifer on the Hanford Site, Richland, Washington, USA. 
Geologic logs, grain-size data, and geophysical logs from 9 wells were used to delineate 
sedimentary units with similar hydraulic properties (hydrofacies). Four hydrofacies were 
defined: clay and silt, sand, sandy gravel, and gravel. The spatial correlation of 
hydrofacies was approximated using vertical and horizontal indicator semivariograms. A 
multiple-indicator conditional stochastic-simulation algorithm was used to generate 
multiple, equiprobable realizations of the distribution of hydrofacies between wells within 
the section. Realizations were evaluated for spatial connectivity and were input to a ground­
water flow model and particle tracking program to compare ground-water travel times 
across the section and illustrate the effects of hydraulic connectivity.
Alternative geologic conceptual models were considered for the simulations: 1) the 
deposition of suprabasalt sediments occurred after the deformation of the basalt bedrock, 
yielding horizontal sediments; and 2) sediment deposition occurred before or during 
bedrock deformation, resulting in sedimentary strata dipping similarly to the bedrock 
(thicker in the synclines and thinner over the anticlines). Vertical and horizontal indicator 
semivariograms were modeled with nested semivariograms for each facies for both 
geologic conceptual models. For the dipping scenario (thought to be the more realistic 
alternative), conservative semivariogram ranges (low connectivity) were also considered 
for the gravel and the sand hydrofacies. Thus three scenarios were simulated: 1) 
horizontal strata, 2) dipping strata — high connectivity, and 3) dipping strata ~ low 
connectivity.
The simulations predict a greater probability of continuous high hydraulic 
conductivity (K) facies for the dipping strata model; however, the horizontal strata model
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reveals a greater probability of occurrence of a continuous high K path near the water table 
(where the bulk of the contaminants are thought to be concentrated). Minimum travel times 
calculated for simple hydraulic head conditions are on the order of tens of years and are 
shortest for the horizontal strata model, intermediate for dipping strata with high 
connectivity, and longest for the low connectivity case. Differences of minimum travel 
times for each set of simulations are minor (less than a factor of four). Simulations in 
three dimensions are expected to reveal a narrower range of minimum travel times. 
Maximum travel times are on the order of thousands to tens of thousands of years. Minor 
variation in the flow fields, resulting from the distinct geologic conceptual models, 
indicates that further field investigation along this two-dimensional cross-section has 
limited value. Simulations in three-dimensions is the next logical step.
Results of numerous flow and transport simulations of equiprobable stochastic 
realizations can be combined to produce frequency distributions of hydraulic heads, ground­
water velocities, and contaminant concentrations as a function of space and time. Such 
frequency distributions quantify uncertainty associated with subsurface characterizations. 
This quantified uncertainty can then be used to aid management decisions regarding 
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The Miocene- to Pliocene-aged Ringold Formation and the late Pleistocene-aged 
Hanford formation are the principal sedimentary units comprising the unconfined aquifer at 
the Hanford Site, near Richland Washington (Figure 1.1). Recent work (Gaylord and 
Poeter, 1988) demonstrates that these units, as defined, are too heterogeneous to be useful 
in contaminant transport analysis. Attempts to characterize these heterogeneities within the 
framework of standard fluvial models at the scale of interest have been unsuccessful. The 
complexity of fluvial systems (Miall, 1985,1987), compounded by the effects of erosion 
and redeposition by catastrophic Pleistocene-aged flooding (Bretz, 1959; Fecht and others, 
1985), limit the application of standard fluvial models for modeling and prediction. 
Gaylord and Poeter (1988) and Naugle (1989) researched alternative means to characterize 
the suprabasalt sediments at the Hanford Site, Richland, Washington. Their work 
correlated grain-size distributions with hydraulic conductivity measurements to define 
discrete flow units (hydrofacies). The results of these preliminary analyses show that 
hydrofacies may be delineated; however, estimations of hydrofacies interconnectedness 
must also be accomplished to predict rates and paths of contaminant migration.
Delineating and predicting the connectivity of hydrofacies is vital for estimating 
migration rates and dispersion patterns of contaminants in ground water. Hydrogeologists 
at the Hanford Site are concerned about contaminant migration in the vicinity of the study 
area (see enlarged section of Figure 1.1). Within this area, contaminated springs discharge 
along the Columbia River. Further, as evidenced by lobes of high tritium concentration, 











































(Poeter and Gaylord, 1990). Available, though limited, data regarding the contaminant 
distribution and hydraulic heads in the unconfined aquifer suggest that contaminants remain 
close to the water table on the Hanford Site (Gephart and others, 1979). However, 
because of the absence of well-constrained hydrogeologic data, there is concern that 
contaminants may migrate off-site, beneath the Columbia River.
This work defined hydrofacies along a 12,000 foot section, where contaminants 
were suspected to migrate beneath the Columbia River, and estimated their continuity with 
a multiple-indicator conditioned stochastic simulation. The simulated section was 
designated as representative of sections which parallel ground-water flow in the study area 
(see Figure 1.2).
The stochastic method used in this study estimated hydrofacies distributions based 
on the statistics and the spatial distribution of available data. Frequency maps were 
produced indicating the probability of occurrence of each hydrofacies. Maps indicating 
regions of high data uncertainty were also produced. These areas of high uncertainty 
associated with the data can be designated as critical regions with respect to accurately 
characterizing the rate and distribution of migrating contaminants. The quantified 
uncertainty in these critical regions can then be used to focus critical questions concerning 
the implementation and feasibility of additional data collection or modeling ground-water 
flow and contaminant migration with the available data. In short, this quantified 
uncertainty of the flow and transport system can assist decisions regarding financial 
investments in further characterization and/or remediation.
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Hanford Site Water 
Table Map
(Lindberg & Bond, 1979)
True North
0  Basalt Outcrop Above Water Table
_10 — Water Table Contours IB Feet Above Mean 
Sea Level
Miles
Figure 1.2 Regional water-table map for the Hanford Site (Lindberg and Bond, 1979).
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Purpose and Objectives
The purpose of this study was to expand on the work of Gaylord and Poeter (1988) 
and Naugle (1989) and begin the process of assessing the possibility of contaminant 
migration beneath the Columbia River by establishing the methodology. This task entailed 
automating the process of delineating hydrofacies and estimating the spatial distribution of 
hydrofacies.
An often neglected problem associated with subsurface characterizations is data 
uncertainty. The uncertainty is a result of limited data. Since limited data were available in 
the study area, a spatial estimation technique which considers data uncertainty was used to 
estimate the spatial distribution of hydrofacies. To consider uncertainty in the subsurface, 
alternative realizations of porous media heterogeneity were produced by a multiple-indicator 
conditioned stochastic simulator. Each realization honors the available data as well as the 
statistics of the data and has equal probability of occurrence. The advantage of this 
modeling approach is its ability to assess the presence and connectivity of relatively small 
discrete features (hydrofacies) which may control contaminant transport processes. In 
contrast, a deterministic modeling approach does not consider these discrete features unless 
there is specific data indicating their presence and location.
Methods
To achieve the goals of this research, many steps were taken in acquiring data, 
interpreting data, analyzing data, and producing a product The work presented herein 
followed the guidelines summarized in Table 1.1. Below is a brief review of the 
techniques used to accomplish these steps.
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Table 1.1 General outline of steps for porous media characterization employing the 
use of semivariogram and a stochastic simulation technique.













2. Previous Ground-Water Modeling Studies
a) conceptual models
b) description of porous media
c) description of flow units (hydrofacies)
II. Data Analysis
A. Delineation of Hydrofacies
1. Quantitative Analysis of Compiled Data
a) factor analysis
b) cluster analysis




B. Assign x, y, and z coordinates to hydrofacies
C. Develop Geologic Conceptual Models
1. Sediment Deposition Models
2. Deformation Models
3. Erosion Models
4. Sediment Compaction Models
III. Data Transformation
A. Estimate coordinate transformation function based on geologic 
conceptual model.
B. Apply transformations to data.
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(continued)
IV. Estimate Spatial Correlation Function (Semivariogram)
A. Assign indicators to hydrofacies or assign cutoff values to attribute 
being analyzed (i.e. hydraulic conductivity or porosity).
B. Calculate experimental indicator semivariogram and determine 
directional anisotropies of attribute.
C. Fit experimental semivariogram data with nested spherical, 
exponential, linear, gaussian, or power models.
V. Generate multiple realizations of attribute (hydrofacies) distribution with multiple- 
indicator conditional simulator.
VI. Confirm simulation results as reasonable with respect to geologic conceptual 
models.
VII. Generate maps (frequency distribution and variance) of attribute modeled
A. Determine regions of insufficient data.
B. Determine whether additional data collection is needed to meet the 
objectives of the study.
C. Collect additional data or continue with study.
VIII. Use results of study to aid management decisions in mitigation planning.
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Data from 9 wells was provided by Westinghouse Hanford Company and Battelle 
Pacific Northwest Laboratories in the form of geologic logs, gamma and neutron-neutron 
logs, and grain-size data. Delineation of hydrofacies was first attempted using Q-mode 
factor analysis, cluster analysis, and multiple discriminant analysis techniques. 
Unfortunately, the quality of the available sediment samples inhibited the delineation of 
hydrofacies using these methods. The poor quality of the sediment samples was attributed 
to the cable-tool drilling method (which commonly pulverizes sediments) and to the 
sampling techniques (coarse grain material were often unsampled). Thus the results of the 
statistical techniques were found to poorly correspond to both geologic logs and 
geophysical logs. Hence, a qualitative approach to sediment classification was pursued. 
Naugle’s (1989) hydrofacies definitions were used as a guideline to group sediments into 
hydrofacies in this study area. Geophysical logs and geologic logs were used to classify 
sediments in four hydrofacies: Clay and Silt (M), Sand (S), Sandy Gravel (SG), and 
Gravel (G). The spatial correlation of each hydrofacies was described by horizontal and 
vertical indicator semivariograms. The semivariograms were calculated with GAMUK 
(Knudsen and others, 1984), using 1500 data points with spacings of 1 to 2 feet and 1200 
to 2500 feet spacing in the vertical and horizontal directions, respectively. Experimental 
semivariograms were modeled using an EXCEL spreadsheet.
Large horizontal spacing of boreholes prevented a rigorous semivariogram analysis. 
A detailed analysis may have revealed multiple dip directions of the delineated hydrofacies. 
To compensate for the possibility of dipping hydrofacies in the porous media 
characterization process, two geologic conceptual models were considered: horizontal 
strata and dipping strata. Use of the horizontal strata model assumes that the sedimentary 
strata were deposited after deformation occurred in the Pasco Basin. Thus the data were
ER-4007 9
analyzed without transformation. To create the dipping-strata model, a simple data 
transformation based on section thickness was applied, producing sediments which 
roughly parallel the bedrock surface. The data are transformed and are used as input in the 
semivariogram analysis and in the stochastic simulations. Resultant equiprobable 
realizations were then converted to the original coordinate system.
Selected realizations were then imported to MODFLOW (McDonald and Harbaugh, 
1988) to simulate ground-water flow. Particles were tracked through the sections using 
MODPATH (USGS, 1989) to illustrate preferential flow paths (i.e. connected hydrofacies 
with high hydraulic conductivity) which may be the course of migrating contaminants.
Much of the computer work for this work was done on an IBM RISC/6000 
workstation. However, a variety of hardware was used to complete all aspects of this 
research. Table 1.2 lists the computer hardware used to execute programs and software 
required to complete the objectives of this research.















Geohvdrologic Studies at the Hanford Site
This section presents geologic and hydrologic studies at the Hanford Site which are 
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Figure 1.3 Outline of software usage required to complete the objectives of this 
research.
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analyses. Sediment correlation techniques, such as factor analysis, cluster analysis, and 
multiple discriminant analysis are also explained. Finally, stochastic prediction techniques 
are presented.
Lithofacies at the Hanford Site
Recent studies of the Ringold Formation (Lindsey and others, 1989; Lindsey and 
Gaylord, 1990) indicate that sediment body geometry, lithologic heterogeneities, and 
interconnectedness can be accurately portrayed by the study of lithofacies distribution. 
Lindsey and Gaylord (1990) described the Hanford sediments according to methods 
presented by Miall (1977,1978) and Rust (1978). Six lithofacies were defined based on 
geologic drill logs, textural analyses, and to a limited extent geophysical logs, cores, and 
outcrops (Lindsey and Gaylord, 1990). These lithofacies are: 1) mud (M), 2) mud and 
sand (MS), 3) sand (SS), 4) sand and gravel (SG), 5) granule to pebble gravel (G), 
and 6) cobble and boulder (CB). Lithofacies descriptions are as follows (Lindsey and 
Gaylord, 1990):
1) Mud(M) - The M lithofacies consists of both distinct beds and mixtures of 
clay and silt Up to 10% sand may be present within the lithofacies as 
lenticular interbeds and as matrix supported grains.
2) Mud and Sand (MS) - Lithofacies MS contains both distinctly 
interstratified beds and mixtures of clay, silt, and sand. Sand comprises 
from 10 to 80% of the lithofacies, but averages 50%. Generally the 
lithofacies consists of interbedded clay, silt, and sand beds 20 - 40 cm 
thick, and less commonly clay, silt, and sand occur in mixed heterogeneous 
layers.
3) Sand (SS) - Lithofacies SS consists primarily of fine- to coarse-grained 
sands that contain up to 20% clay and silt, granules, and pebbles.
4) Sand and Gravel (SG) - Lithofacies SG is dominantly gravel. Matrix and 
clast supported clay, silt and sand comprise less than 50% of SG, occurring 
as matrix and lenses up to 1 m thick.
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5) Granule to Pebble Gravel (G) - This lithofacies consists of 80% or more 
granules and pebbles with less than 20% clay, silt, sand, cobbles, and 
boulders. Subordinate clay, silt, sand, cobbles, and boulders are mixed 
with the gravels and occur as separate interbeds.
6) Cobble and Boulder (CB) - Strata containing greater than 20% cobbles and 
boulders (>64 mm) are designated lithofacies CB. Interstitial pore filling in 
these strata are composed primarily of sand and gravel.
The study of lithofacies distribution aids interpretation of depositional environments. 
With knowledge of depositional environments, estimating the nature of sediments between 
boreholes can be more easily applied and understood, thus assisting in the prediction of 
preferential pathways for contaminant migration (Lindsey and others, 1989; Lindsey and 
Gaylord, 1990).
Hvdrofacies in the 300 Area
Naugle (1989) and Gaylord and Poeter (1988) define hydrofacies similarly to 
lithofacies described by Lindsey and others (1989) and Lindsey and Gaylord (1990). 
Naugle proposes a procedure for delineating the geometry of porous media heterogeneities 
in the suprabasalt sediments in the 300 Area, The heterogeneities are defined by three- 
dimensional sediment bodies (hydrofacies) displaying distinct hydraulic properties. Naugle 
differentiates the hydrofacies into four groups based on a range of grain size and sorting 
characteristics. The hydrofacies descriptions are as follows:
1) Gravel Hydrofacies (G) - consists of greater than 80% gravel, boulders, 
and cobbles [corresponds to lithofacies G and CB of Lindsey and Gaylord, 
(1990)].
2) Sand Hydrofacies (S) - consists of 75% or greater sand (corresponds to 
lithofacies SS).
3) Clay and Silt Hydrofacies (MZ) - consists of greater than 25% clay and silt 
(corresponds to lithofacies M and MS).
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4) Sandy Gravel Hydrofacies - consists of any zone not defined by 
hydrofacies G, S, and M (corresponds to lithofacies SG and possibly 
lithofacies MS although the zones where this represents MS in the 300 Area 
are small and few and thus, can be neglected).
The application of hydrofacies is a viable alternative to more conventional methods of
subsurface characterization (i.e. time stratigraphic correlation) for the purpose of evaluating
potential for contaminant transport Hydrofacies better describe the spatial distribution of
hydraulically equivalent sediments which must be known in order to identify the
continuous, high hydraulic conductivity (K) units that are critical to contaminant transport.
Comparison of Hydraulic Conductivity Values 
from Aquifer Testing to the Hvdiofacies
Gaylord and Poeter (1988) state that only four of fourteen aquifer tests conducted in the
300 Area are both reliable and located within an individual hydrofacies delineated by
Naugle (1989). The open intervals tested in these wells occur within the gravel, sandy
gravel, sand, and clay and silt hydrofacies, respectively (Gaylord and Poeter, 1988).
Three different procedures for estimating hydraulic conductivities from transmissivity
are presented by Gaylord and Poeter (1988). The three values of K presented for each
aquifer test account for different interpretations on saturated thickness that is stressed by the
tests. The values were calculated by assuming the saturated thickness is
1) the open interval,
2) the interpreted hydrofacies thickness (includes the thickness of adjacent 
hydrofacies with K values equal to or greater than the hydrofacies being 
tested), and
3) the difference between the pre-test static water level and the top of the deepest 
clay-silt hydrofacies (Gaylord and Poeter, 1988).
The K values based on hydrofacies thickness appear most appropriate because
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1) active flow is assumed in surrounding units with higher K,
2) the K values are within the "expected" range for their grain sizes (Freeze and 
Cherry, 1979), and
3) the K values decrease from gravel to sandy gravel to sand to silt (Gaylord and 
Poeter, 1988).
The range of K values for the four facies given in Table 1.3 fall within expected 
values presented by Freeze and Cherry (1979). However, as Gaylord and Poeter (1988) 
explain, these K values should be considered to be only one value from within a range of 
values for each hydrofacies. Sorting, packing, and degree of lithification vary throughout 
each hydiofacies and consequently K will also vary.
Table 1.3 Comparison of hydraulic conductivity values estimated by aquifer tests using 
several assumed screened intervals (after Gaylord and Poeter, 1988).
HYDRAULIC CONDUCTIVITY
Hydrofacies Open Interval Facies Sat. Thick Typical Range
ft/day ft/day ft/day ft/day
Gravel 8E+04 4E+04 2E+04 10E+03 - 10E+06
Sandy Gravel 8E+03 1E+04 2E+03 10E+01 - 10E+05
Sand 1E+03 2E+02 2E+02 10E+00 - 10E+04
Clay & Silt 9E+00 6E-01 6E-01 10E-03 - 10E+01
Use of hydrofacies thickness for calculating K from T yields a preliminary value of
K which was assigned to each hydrofacies as follows (Gaylord and Poeter, 1988):
Gravel: 1.2 x 104 m/d (40,000 ft/d);
Sandy gravel: 3.0 x 103 m/d (10,000 ft/d);
Sand: 6.0 x 101 m/d (200 ft/d);
Clay and Silt: 2.0 x 10-1 m/d (0.6 ft/d).
ER-4007 15
It is unknown whether the K value utilized for each facies falls in the high, middle or low 
portion of the K distribution for the facies, so the values must be used with caution.
Hydraulic conductivities were also measured at a small scale using an air 
permeameter on outcrops of the same deposits approximately 8 miles to the southwest and 
on core from a hole about 3 miles to the north. Hydraulic conductivities of the clay and silt 
facies ranged from 0.03 to 0.9 m/d (0.1 to 3 ft/d) and the sand facies ranged from 1.2 to 90 
m/d (4 to 300 ft/d). Coarser grained sediments were not tested with the air permeameter 
with the exception of a few tests on the matrix of some sandy gravel. Both in outcrop and 
on the core, K of the sand matrix in sandy gravel ranged from 6 to 120 m/d (20 to 400 
ft/d). We can only assume that the bulk K of these sandy gravels are less than the K 
determined for the matrix because of the impervious nature of the numerous large clasts 
(estimated at 20-60%). However, the large scale tests, conducted 12 miles south of the 
study area, indicate K two orders of magnitude greater than the matrix hydraulic 
conductivities as measured by the air permeameter. The discrepancy between the large and 
small scale measurements may reflect that sandy gravels in the area where large scale tests 
were run have a more open or coarser matrix than the sandy gravels tested with the air 
permeameter. How these different measurements relate to sandy gravel below the study 
area remains to be determined. For now, it is best to evaluate the study area under two 
different assumptions: in one case that the sandy gravels are more hydraulically conductive 
than the sands, and in another case that the sandy gravels have similar K as the sands.
Sediment Grain-Shape Factor
Grain-shape parameters were investigated to include in hydrofacies definitions. 
However, available sediment sample quality limited the use of these parameters. Despite
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the fact that the shape data were not used of the study, the reader is provided with a brief 
description of other studies using this method and the shape parameters investigated so that 
it may be useful in cases when intact sample are available.
Grain-shape parameters have been shown to easily discriminate grain differences 
due to geographic, stratigraphic, and process factors (Ehrlich and Weinberg, 1970; Ehrlich 
and others, 1974; Seeland, 1976, 1978; Nieuwenhuise and others 1978; Brown and 
Ehrlich, 1979; Ehrlich and others, 1979; Mazzulo and Ehrlich, 1980). Seeland (1976, 
1978) demonstrated that grain-shape parameters can be used as an alternative to cross-bed 
measurements as indicators of dispersal patterns in fluvial sequences. Seeland 
(1976,1978) examined the grain-shape parameters A/P2 (shape factor) and S/L (elongation 
factor), where "A" is grain area, "P" is grain perimeter, "S" is the shortest diameter, and 
"L” is the longest diameter. A/P2 is a measure of the grain's regularity. A circle has an 
A/P2 value of 0.08; a square has an A/P2 of 0.06. Lower shape and elongation factors 
denote less regular grains, indicating the sediments are more proximal to the source area.
Numerical Correlation Techniques for Identifying Hvdrofacies
Factor analysis (Q-mode) and cluster analysis were explored as potential techniques 
for the delineation of hydrofacies in the suprabasalt sediments at the Hanford Site. The 
logic in choosing these methods was based on work conducted by Raper (1988). Raper 
determined sedimentologic facies using many parameters: grain-size distribution, density, 
color, and provenance. His technique makes use of the three techniques mentioned above. 
According to Raper (1988) the primary function of the Q-mode factor analysis was to 
reduce variance across the parameters and initiate a grouping of the described sediments 
objectively. Once the factor analysis was performed the resulting factors were then
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clustered. In many cases, the factoring procedure was unnecessary. In other words, data 
inserted directly into the clustering routine yielded similar results to data which were 
factored before being clustered. Multiple discriminant analyses were used as a tool for 
confirming the results of clustering.
Factor Analysis
Factor analysis is a computational procedure designed to reveal a simple underlying 
structure which is presumed to exist within a set of multivariate observations. This 
structure can be expressed by the pattern of variance and covariances between variables, 
and by the similarities between observations (Davis, 1986).
Factor analysis methods can be divided into two categories: R-mode and Q-mode 
techniques. R-mode considers the relationship between variables by extracting eigenvalues 
and eigenvectors from a covariance or correlation matrix (Davis, 1986). Q-mode considers 
the relationship between objects, by identifying patterns or groupings within their 
arrangement in multivariate space (Davis, 1986). The Q-mode analysis extracts 
eigenvalues and eigenvectors from a matrix of similarities between all possible pairs of 
objects. R-mode is considered a statistical procedure as the data are considered to be taken 
from a larger population, and the results reflect the general properties of the variables. Q- 
mode, however, focuses on the similarities between individuals in the data set, and is 
usually not amenable to statistical analyses (Davis, 1986).
Imbrie and Purdy (1962) showed how the Q-mode factor analysis could be applied 
in delineating lithofacies. Imbrie (1963) and Manson and Imbrie (1964) expanded the 
technique and created computer programs for its execution (Joreskog and others, 1976).
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Imbrie and Van Andel (1964), Klovan (1966), and Raper (1988) successfully solved 
several sedimentologic problems using the method.
A Q-mode method of factor analysis is logically suited for delineating relationships 
in stratigraphic units (inter-object similarities) based on sedimentologic properties that may 
reflect similar hydraulic properties.
Interpretations of Geologic Data
Input to a Q-mode analysis is usually an N x p data matrix. The rows (N) represent 
geological objects (sediment samples) and the columns (p) represent some properties of the 
objects (Joreskog and others, 1976). One possible way to view the objects of the data 
matrix is to consider them as combinations of some number of end-member compositions. 
In other words, the compositions of the objects in the data matrix could be achieved by the 
mixing of various proportions, several hypothetical, or real, objects of specific 
composition. The objects could then be described in terms of proportions of end-members, 
rather than amounts of various constituents (Joreskog and others, 1976). The objective of 
Q-mode factor analysis is not to minimize the number of common factors, but to determine 
the best estimate of the true number of common factors operating on the observed variables 
(Matalas and Reiher, 1967). In most instances, however, the number of distinct end- 
members is never known. For the general case the objectives of the Q-mode analysis may 
be specified as follows (after Joreskog and others, 1976):
1) To find the minimum number of "end-member" assemblages of which the 
observed objects may be considered combinations.
2) To specify the compositions in relation to the p constituents.
3) To describe each object in terms of the end-members.
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To accomplish the first objective, the minimum number of end-members is 
determined by approximating the N x p data matrix with a matrix of lesser rank. Meeting
the observed objects, have the most divergent compositions (Imbrie, 1963). An infinite 
number of end-member compositions can be obtained from the analysis; however, this 
method considers the theoretical end-members which are the most divergent observed 
objects in the data matrix. The third objective is achieved using the factor loadings matrix, 
commonly termed the eigen-analysis (Joreskog and others, 1976).
Q-mode Factor Analysis
This method employs an index of proportional similarity developed by Imbrie and 
Purdy (1962). This similarity coefficient is defined as:
It can be seen that equation {1.1] calculates the cosine of the angle between the two 
row vectors (n and m) as situated in p-dimensional space (Joreskog and others, 1976).
Cos 0 must be computed for each possible pair of objects (sediment samples) in an analysis
of N objects which are then arranged in an N x N matrix of associations. The cos 0
correlation matrix contains the relations between each sample (represented by vectors) but it 
does not display these relationships in an easily interpretable form (Klovan, 1966).




The factor analysis process determines the minimum number of independent 
dimensions which would account for the information described in the similarity matrix. 
Eigenvalues and eigenvectors are determined from the similarity matrix. The eigenvectors 
represent the dimensions needed to describe the information contained in the similarity 
matrix. The eigenvalues are the magnitudes of the respective eigenvectors. The 
eigenvectors are determined in such a way that each eigenvector is mutually perpendicular 
in multidimensional space: the first eigenvector accounts for the most information in the cos
0 similarity matrix, the second accounts for the most remaining information, etc. (Davis, 
1986).
There are many ways of determining the significant number of factors. Joreskog 
and others (1976) lists suggestions for choosing the optimal number of factors. Raper's 
technique was to consider only the factors which had eigenvalues greater than one; this 
value corresponds to the minimum variance represented by a single variable.
Significant factors are then rotated to align the factor axes which display the objects 
in a more interpretable arrangement. The orthogonal rotation method, such as the 
VARIMAX (Klovan, 1966), can be used to determine the significant number of factors. 
This is done by performing the rotation procedure with the factors, returning to the 
unrotated factors, dropping the last factor, and performing the rotation again. This 
procedure allows a comparison of various rotated matrices with decreasing numbers of 
factors. The number of significant factors are chosen by observing the rotated matrix 
which reveals no inconsequential factors and has not been distorted by having used too few 
factors (Joreskog and others, 1976).
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Alternative Numerical Methods
Peters (1981) used correlation analysis and principal coordinates analysis to 
confirm the choice of sample groupings (field mapping units) for a variety of altered 
sandstones in the Powder River Basin. Mineralogical data, including color were used as 
input in each of these methods. Neither technique is influenced by measurement units and 
can determine sample groupings based on qualitative data.
The correlation analysis uses the correlation coefficient, r, to assess the degree of 
linear relationship between two variables. The coefficient, r, is the ratio of the covariance 
of two variables and the product of their standard deviations (Davis, 1986):
COV#
^ sjsk [1.2]
COVjk is the covariance of overlapped portions of sequences j and k. "S" is the standard 
deviation of each respective variable (Davis, 1986). The coefficient ranges from -1.0 to 
+1.0. A value of +1.0 indicates a direct relationship between the two variables; a -1.0 
indicates that the variables have an inverse relationship. A zero indicates no relationship. 
Using the mineralogic data, Peters (1981) calculated the value of "r" for each variable 
combination and based general conclusions on variable relationships.
Principal coordinates analysis is a commonly used Q-mode factor analysis 
technique (Davis, 1986). Similar to Q-mode factor analysis, principal coordinates analysis 
determines whether a set of multivariate observations represents a sample from a single 
population or a mixture of data from several populations (Davis, 1986). The principal 
coordinates methods allows the analysis of several data forms, including continuously 
measured data (quantitative), multi-state data (qualitative), and binary (presence or absence) 
data (qualitative) (Peters, 1981). This technique produces eigenvalues and eigenvectors.
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The vectors containing the largest amount of information (usually the first two) are plotted 
and groupings of data samples are then delineated (Mather, 1976).
Cluster Analysis
’’Cluster analysis” is the term given to many techniques which assign observations 
of objects into groups so each group is homogeneous and distinct (Davis, 1986). 
Clustering routines produce dendrograms which graphically describe the groups of samples 
which are most similar. Several coefficients of similarity can be used in the clustering 
technique, including a correlation coefficient and a standardized Euclidean distance. The 
distance coefficient is usually preferred (Harbor, 1985) over the correlation coefficient. 
The correlation coefficient suffers less distortion in the dendrogram (Davis, 1986) by 
generating the greatest numerical range for the similarity coefficient which may lead to more 
distinct clusters (Mather, 1976). The groupings, in light of the original sample 
descriptions, provide an objective basis for determining the range and number of 
hydrofacies present locally at the study site. Below is a summary of a few of many 
clustering techniques: advantages and disadvantages are discussed.
Nearest Neighbor (single linkage)
This is the simplest clustering technique. Two cluster are separated by the smallest 
distance between two points in both clusters. Jardin and Sibson (1971) give this method 
much credit due to its sound mathematical basis; however, it is usually of limited use 
(Williams and others, 1971) because of its tendency to produce trees with long "chains." 
In other words, individual points tend not to nucleate new clusters but to be added to 
existing clusters (Woronow, 1987). However, in an analysis of sediments it is recognized 
that the parameterized records can only be formed into groups with distinct centers but with
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"fuzzy" edges (Padmore, 1987). Therefore, it is best to join cases rather than to separate 
them (Raper, 1988). The nearest neighbor algorithm suits this special situation. The 
‘approach is joining cases which are most similar without an averaging process in pre­
existing groups: this places marginal cases rigidly in the nearest group with the most similar 
case, leading to a consistent approach easily interpretable in the dendrogram (Raper, 1988).
Farthest Neighbor (complete linkage)
The farthest neighbor technique evaluates the distance between two clusters as the 
longest distance that can be found between any pair of points from the two corresponding 
clusters. This technique, relative to the nearest-neighbor technique, has a greater tendency 
to nucleate new clusters rather than to join individual points into existing clusters 
(Woronow, 1987). The farthest neighbor technique performs well with the exception of 
clustering "eccentric" or prolongated groups (Zupan, 1982).
Unweighted and Weighted Group Average
In both cases, the separation between two clusters is calculated as the average 
distance between all pairs of objects in the two groups. For the weighted method, the 
smaller cluster is scaled with the larger one by taking the same number of objects for both 
clusters, weighting the smaller cluster more than the larger one. Weighting enhances the 
influence of a small distant cluster (outlier) joining a larger group of objects: thus 
eliminating the possibility of a small cluster joining a larger one without any significant 
effect (Zupan, 1982). By these techniques, clusters tend not to grow by chaining nor to 
force individual specimens to nucleate their own clusters. For this reason, it is a commonly 
utilized method (Woronow, 1987).
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Centroid Method
In the centroid method a cluster of points is represented by a centroid. The 
separation between clusters is the distances between the corresponding centroid points 
(Zupan, 1982). Similar to the Group Average methods, the linking two clusters of 
considerably different sizes imposes a bias in the centroid methods. The calculated centroid 
point of two clusters remains near the centroid of the larger group so the influence of the 
smaller cluster is lost (Everitt, 1977). Weighting both groups to give the smaller one a 
larger influence on the shift of the centroid point is a method to avoid this (Zupan, 1982). 
This is a special case for the centroid method and is referred to as the median method 
(Lance and Williams, 1966a, 1966b).
Ward's Method
This method is based on statistical minimization of clustering "expansion." This 
method calculates the central point for any possible combination of two clusters then 
evaluates the total sum of squared distances from this point to all objects in the hypothetical 
cluster. Two clusters giving the smallest sum of squares forms the new cluster. 
Therefore, the separation of two clusters is a statistically evaluated parameter and has no 
meaning as a geometrical distance (Zupan, 1982). The Ward method generally favors the 
grouping of small clusters, but is regarded as a very efficient clustering method (Zupan,
1982).
Multiple Discriminant Analysis
A discriminant function differs from a cluster analysis in that clustering is internally 
based and does not depend on a priori knowledge about relations between samples as does
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a discriminant function (Davis, 1986). Any number of groups can emerge from a cluster 
analysis, but the number of groups is predetermined in a discriminant analysis (Davis, 
1986). The discriminant function transforms an original set of data on a sample into a 
single discriminant score. This transformed variable, or score, represents the sample's 
position on a line defined by a linear discriminant function. Therefore, the discriminant 
function can be thought of as a way of reducing a multivariate problem to a problem which 
involves only one variable (Davis, 1986).
Raper (1988) and Dowedswell and Morris (1983) used multiple discriminant 
analysis to examine the distinctness of cluster groupings. This procedure must be used 
with caution as described by Harbor's (1985) analysis of the methods used by Dowedswell 
and Morris (1983). Harbor notes that a discriminant analysis cannot be used as an 
independent test of cluster groupings when it is used with the same data used to cluster the 
samples. The only valid means of testing cluster groupings with discriminant analysis is to 
use one set of data to generate the clusters and another to test them (Harbor, 1985).
Geostatistical Porous Media Characterization Techniques
One of the most promising of current techniques for delineation of porous media 
heterogeneity is a conditional multiple-indicator stochastic simulation (Joumel and 
Huijbregts, 1978; Joumel, 1983; Alabert, 1987; Joumel and Alabert, 1988; Aasum and 
others 1990,; G6mez-Hemandez and Srivastava, 1990). Conditional simulation was first 
used by Delhomme (1979) to determine the effect of uncertainty in the transmissivity field 
of an aquifer. Neuman (1982) showed that conditioning of transmissivity can reduce the 
variance of hydraulic head predictions. Alabert (1987) presented SIS (Soft Indicator
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Simulation), a multiple indicator stochastic algorithm capable of generating realizations 
using hard (i.e., actual data samples) and soft data (i.e., geophysical data). Gomez- 
Hemandez and Srivastava (1990) used Alabert’s (1987) technique to generate three- 
dimensional simulations of a sand-shale sequence. In this study, G6mez-Hemandez and 
Srivastava (1990) used ISIM3D (an ANSI-C three-dimensional multiple indicator 
conditional simulation program). ISIM3D functions on the principle of Sequential 
Indicator Simulation (also given the acronym "SIS"). The reader should refer to G6mez- 
Hemandez and Srivastava (1990) for a description of the Sequential Indicator Simulator or 
to Chapter 2 of this thesis "Multiple-Indicator Conditional Stochastic Simulation (ISIM3D)" 
for a brief description.
Aasum and others (1990) used ISIM3D to characterize the spatial correlation of 
permeability and porosity in two layers of a dolomitic reservoir. Data from 18 wells were 
used for each layer. Four thresholds were used to transform porosity and permeability data 
into 5 indicator classes. Ergodic and non-ergodic semivariograms (see Chapter 2, 
"Semivariogram Theory") were calculated within each layer and for all 5 classes. Aasum 
and others (1990) concluded that the data spacing was not sufficiently dense to delineate 
structure of the variables analyzed. Spatial correlation of the data was assumed an artifact 
of a trend in the mean of the data. Thus, pure nugget effects were assumed in the 
conditional simulation process. Subsequently, the distribution of porosity and
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permeability were found to be effectively random. The results of only one semivariogram 
calculation (both ergodic and non-ergodic) for each layer was revealed. Also, the indicator 
class of these semivariograms results were not identified. Finally, there was no mention of 
attempts to vary the cut-offs for indicator transformation which may have proved crucial in 
delineating some spatial correlation of the variables.
Dreiss and Johnson (1988) used indicator geostatistics for interpretation of complex 
stratigraphy from qualitative borehole logs. Borehole logs were interpreted and a binary 
indicator function was applied to the data corresponding to low and high relative hydraulic 
conductivities. Indicator semivariograms were calculated for each indicator and indicator 
kriging was employed to estimate the distribution of each indicator class.
Fogg (1986) and Fogg and Lucia (1990) used a stochastic conditional simulation 
technique to estimate the spatial distribution of hydraulic conductivity in a fluvial multiple- 
aquifer system. Fogg’s work, however, did not apply indicator geostatistics.
An alternative technique to the estimation methods discussed above is a Markov 
simulation. This method has an element of randomness and assumes a "past event" (i.e., 
deposition of coarse grained sediments) has an influence on a "subsequent event” (i.e., 
deposition of fine grained sediments). The probability or frequency of an event occurring 
is the fundamental concern in the Markov process (Lin and Harbaugh, 1984). Markov 
theory is most easily applied in a one-dimensional analysis or "chain.” However, Lin and
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Harbaugh (1984) extend Markov theory to two and three dimensions. A Markov chain 
contains a finite number of states and the probabilities associated with the transition 
between states are stationary (i.e., the probabilities are constant with distance and time) 
(Lin and Harbaugh, 1984).
The frequency of a transition between events is known as a Markov transition. The 
Markov transitions can be arranged into a square matrix, where the matrix dimension 
corresponds to the number of states (i.e., number of sedimentologic units). The matrix 
represents the frequency of all possible transitions for a given number of states (Lin and 
Harbaugh, 1984). Conditional probabilities are used to apply a "memory concept" in the 
Markov chain. That is, the probability of one event is conditional on some other event. 
Many geologic processes can be modeled using the probabilities associated with each 
transition’s dependence on the immediately preceding state.
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Chapter 2
GEOSTATISTICS APPLICABLE TO THIS RESEARCH
Semivariograms
A semivariogram represents spatial variability or continuity of samples of a 
parameter over a continuum. More specifically, a semivariogram describes the expected 
difference between pairs of samples at a given spacing with a given relative orientation 
(Clark, 1979). Data pairs are grouped into classes based on the distance separating the 
pairs. Experimental semivariograms are calculated from field data according to the 
following equation:
where z is the known variable of interest, "x” is the position of one sample, x+h is the 
position of the other sample, and N(h) is the total number of pairs separated by the same 
approximate distance "h." Thus the semivariogram represents the mean squared difference 
of a parameter value of data pairs with given spacings. Equation 2.1 is often written for 
convenience as
and represents an experimental variogram. The term "experimental” variogram is used to 
indicate that the variogram is based on actual data calculated from a discrete set of data 
points for specific lag spacings ("lag" spacing refers to the distance between pairs of 
samples). A theoretical variogram is a continuous function that approximates the curve 
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Figure 2.1 illustrates the computation of the semivariogram and a common curve the 
experimental data forms (after Fogg, 1989).
The value of y* approaches zero at a small spacing ”h" and approaches a maximum
value called the "sill." The y-intercept of a semivariogram is the "nugget” which
represents random variation at small spacings. The spacing at which y* levels off to the sill
value is known as the "range.” Variability of the data pairs generally increases with 
distance. The range of the semivariogram is the distance where data pairs are not 
correlated. The sill is the variance of the sample data set. In general, a minimum of 30 to 
50 data pairs are required to develope a meaningful experimental semivariograms. Also, 
experimental semivariograms are considered valid for "h" less than half the areal extent of 
the data (Joumel and Huijbregts, 1978). Figure 2.2 illustrates typical experimental data 
and two possible semivariogram models to approximate the data.
In practice, it is desirable to have sufficient data which allows a directional 
experimental semivariogram analysis. This approach provides a method for analyzing the 
major trends in sediment deposition. This is accomplished by computing semivariograms 
constrained to single directions (albeit with a specified tolerance angle) to include boreholes 
askew to the direction specified (Figure 2.3). When the range of the semivariogram is 
maximized, the direction of search in the semivariogram routine should coincide with the 
approximate trend of the hydrofacies. The approximate dip angle was found by varying the 
dip angle in the search. Again, the range should be maximized to provide the best estimate 
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Figure 2.2 Exponential and spherical semivariogram models with experimental data 
(after Fogg,1989).
Figure 2.3 illustrates the function of lag cutoff, direction, tolerance, and maximum 
bandwidth parameters for the semivariogram computation program. The reader should 
refer to Englund and Sparks (1988) for a complete description of these parameters.
Semivariogram Restrictions
There are a number of restrictions that must be satisfied when semivariograms are 
applied to practical problems (Fogg, 1986). Second order stationarity of the data is 
desirable; it occurs when the mean and covariance of the variable are constant within the 
domain of interest (David, 1977). Second order stationarity also requires that the variance 
remains finite as the dimensions of the field increase. Without a finite variance, a unique 










Figure 2.3 Illustration of direction parameters for semivariogram search routine. Pair
PI, P4 will be included in the computation for lag 1. Pairs PI, P5 and PI, 
P2 will be included in the computation for lag 2 [after Englund and Sparks 
(1988)].
In nature, second order stationarity is often unsatisfied. The intrinsic hypothesis, 
however, is a less restrictive stationarity hypothesis and is the minimum requirement for 
semivariogram applications (Fogg, 1986). The intrinsic hypothesis requires the mean and 
semivariogram (rather than the covariance) to be constant over the domain of interest. In 
other words, the value Z(x)-Z(x+h) need only be finite (Fogg, 1986). Thus the intrinsic 
hypothesis is scale dependent. In many cases, however, as the dimensions of the study 
area are expanded, regional variations in the mean and semivariogram will occur. This 
problem can be avoided by doing one or both of the following:
1) delineating zones within the study area where the intrinsic hypothesis is met
and analyze each zone separately;
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2) apply the semivariogram over a moving neighborhood small enough to 
eliminate large scale non-intrinsic variations (Fogg, 1986).
The common sign of a non-intrinsic field is depicted in a semivariogram that never levels-
off to its sill value (Fogg, 1986).
Ergodic and Non-Ergodic Semivariograms
In application of an ergodic semivariogram one assumes the expected mean value of 
the variable does not change with location. Use of a non-ergodic semivariogram does not 
require the assumption stationarity of the lag mean for the variable (Izaaks and Srivastava, 
1988). Thus, use of a non-ergodic semivariogram is acceptable when the expected mean 
value of the variable varies with location (Izaaks and Srivastava, 1988). Non-ergodic 
semivariograms can also be modeled and used as correlation structures for estimation 
purposes (Englund and Sparks, 1988).
Indicator Theory
Weighted-moving-average interpolation algorithms, such as kriging, typically 
provide a smoothed representation of spatial structure. The spatial smoothing of kriging is 
confirmed by a smaller variance and the deficiency of extreme values in the kriged 
distribution as compared with the actual data set or an indicator simulation (Joumel and 
Alabert, 1988). When considering contaminant transport in the subsurface, it is imperative 
to produce an estimate of spatial connectivity of extreme valued attributes (i.e.,high 
hydraulic conductivity lithologic units).
Use of indicator geostatistics produces simulations which include zones of extreme 
values in interpretations and their pattern of spatial connectivity can then be analyzed. 
Indicator geostatistics involves transforming the data and estimate the probability that a 
variable will be less than or equal to a specified threshold value (Dreiss and Johnson,
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1988). A threshold may be a cut-off in hydraulic conductivity (K) values, separating high 
K units from low K units. For example, a binary indicator function at location "x" and for 
threshold zc is (Joumel, 1983)
is extremely robust with regard to extreme valued data because its estimation does not 
require the data values "Z." Instead, the experimental indicator semivariogram requires the 
ranked order of the data z(x) (indicator values) with regard to a given cutoff Zc (Joumel,
1983). For different threshold values, different spatial correlations of I(xi;zc) result (Dreiss 
and Johnson, 1988).
Interpreting Experimental Semivariograms
The value of y* at small distances is often greater than zero, indicating significant
variability between proximal data points. This phenomenon is known as the "nugget 
effect" and results from random variation in the data (Clark, 1979) or from random 
measurement error (Fogg, 1986). The "nugget constant" refers to the shift in the entire 
semivariogram due to small-scale variability (Fogg, 1986). A "pure nugget effect” occurs
[2.4]
The random function I(x;Zc) then has an expected value
£[/(x;zJ] = l*Prob[z(x)<rJ + 0*Prob[z(x)>zJ 
= P r o t { z ( x ) < 2 c\ [2.5]




when data are widely spaced which inhibits the detection of correlation, resulting in a 
horizontal semivariogram (Fogg, 1986).
A "hole effect" is often the cause of dampened sinusoidal experimental 
semivariograms. In layered sedimentary deposits, hole effects are more common in vertical 
semivariograms than in horizontal semivariograms due to the repetition of sediment layers 
of similar thickness in the vertical direction and to less repetitive geometries in the 
horizontal direction (Dreiss and Johnson, 1988). If repetitive layering is the cause of the 
hole effect, the wavelength of the sinusoid should be consistent with the lithofacies 
dimensions and structure (Dreiss and Johnson, 1988). Furthermore, the occurrence of 
nested structures, anisotropies, or trends in an experimental semivariogram should be 
consistent with the geologic setting (Dreiss and Johnson, 1988).
Figure 2.4 is a schematic example of how a typical deposit of alluvial sediments 
may be represented by indicator semivariograms. The geology is an idealized layered 
system with coarse-grained materials occurring as lenses in a fine-grained matrix. The 
layers dip slightly in the x direction and are anisotropic because the coarse-grained layers 
are more continuous in the x direction than in the y direction. The gravels, sands, and silty 
sands are classed as "high permeability" with an indicator of l(i.e., the hydraulic 
conductivity of each unit exceeds a specified threshold value). The silt and clay units are 
given an indicator value of 0 (i.e. the hydraulic conductivity of each unit is less than a 
specified threshold value). Figure 2.4a illustrates the actual geology and Figure 2.4b 
shows the resulting model after the indicator values have been assigned.
Figure 2.5 illustrates how a hole effect may appear from experimental 
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Figure 2.4 Block diagram of A) a complex deposit of alluvial sediments and B) the 
resulting sediment model after indicator values have been assigned. X = 
dimension of deposit unit structure (after Dreiss and Johnson, 1988).
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the x, y, and z directions. The x- and y-directional semivariograms are oriented along the 
strike and dip of the sediment layers. The z-direction semivariograms have been calculated 
from data pairs in a vertical orientation. Each semivariogram has a sill value equal to the 
indicator variance of the data, represented by the dashed line. The differences in ranges of 
the semivariograms computed in different directions reflect the anisotropy in the alluvial 
deposit. The x-direction semivariogram approaches the sill at the greatest distance due to 
greater interconnectedness or elongation of the "high" unit along the dip of the deposit. 
The y-direction approaches the sill at a range less than the x-direction because of the smaller 
degree of interconnectedness and elongation in the strike direction of the deposit. The z- 
direction semivariogram has an even smaller range (Dreiss and Johnson, 1988).
The three semivariograms reveal a hole effect due to the symmetry of the geology in 
the example. The first maxima of the x- and y-direction semivariograms occur where "h" is 
approximately one-half the average lens length and width, respectively. The oscillations of 
the semivariograms in these orientations also reflect the geology, where the wavelengths 
are approximately equal to the length and width of the lenses, respectively. The "z" 
semivariogram has a maxima at approximately the average layer thickness and has 
wavelength oscillations at about twice the layer thickness. The sinusoidal shape of all three 
semivariograms eventually diminishes with distance if the symmetry of the units is 
imperfect (Dreiss and Johnson, 1988).
Stochastic Modeling
A stochastic model is a probabilistic approach to quantifying uncertainty associated 
with available data. The reason for taking a probabilistic approach to subsurface 





Figure 2.5 Experimental semivariograms calculated from layered sedimentary deposits 
(see Figure 2.4) (after Dreiss and Johnson, 1988).
tial structure of porous media. Stochastic models produce multiple results based on the 
statistics of the data. In contrast, deterministic models produce a single result from a data 
set. Thus stochastic methods address the problem of data uncertainty in the subsurface. 
Stochastic simulations can honor known data and the statistics of the data, reflect geologic 
character through use of semivariograms, and address uncertainty by producing different 
realizations of the spatial distribution of porous media properties via a Monte Carlo 
process.
Advantage of Indicator Approach
The advantage of utilizing indicator simulations over kriged distributions is 
improvement in delineating the existence of the extreme values and their pattern of spatial 
connectivity. Interpolated results of kriging hydraulic conductivity (K) values can be used 
as input to flow and transport models. Kriging variances can be used to evaluate the
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uncertainty associated with the distribution of porous media properties, but cannot be used 
to assess uncertainty of flow velocities and contaminant concentrations. In addition, the 
kriged conductivity field will be unrealistically smooth. Smoothed interpretations of the 
hydrofacies ignore the complex and detailed spatial distributions of the extreme valued 
units. When considering contaminant transport in the subsurface, it is essential to estimate 
the connectivity of extreme valued units (both continuous high K units that serve as critical 
pathways and low K units that truncate them and drastically reduce flow velocities).
Advantage of Conditional Simulations
Conditional simulation is illustrated by a one-dimensional hypothetical example 
shown in Figure 2.6 which presents two interpretations of the distribution of K. The bold 
line represents the actual distribution of variable K, the circles represent locations of known 
values of z, the dashed line is an estimate (i.e. kriged) of K, and the remaining line 
represents a single realization of a conditional stochastic simulation. The kriged estimate is 
smoothed because the data spacing is greater than the scale of variability (Fogg, 1986). 
The conditional simulation, however, passes through the data points and exhibits similar 
variability as is observed in the actual field setting (Fogg, 1986). Each realization honors 
the available data at each location. Delhomme (1979) and Clifton and Neuman (1982) state 
caution against stochastic modeling without conditioning input data; Stochastic modeling 
without conditioning does not make full use of available data (Varljen and Shafer, 1991).
Multjple-Indicator Conditional Stochastic Simulator (ISIM3D1
The ISIM3D code (G6mez-Hemandez and Srivastava, 1990) was used in this 
work. The algorithm allows three-dimensional simulation of known values (hard data) and 








Figure 2.6 Example of a one-dimensional conditional stochastic simulation (after 
Joumel and Huijbregts, 1978).
heterogeneity. Soft information consists of both interpretive data (i.e., geologic 
descriptions of environment and history) or "fuzzy" data (i.e., seismic data), thus 
complementing the usually sparse, hard well data (Joumel and Alabert, 1988).
ISIM3D is a Sequential Indicator Simulator (SIS) which produces maps of 
connectivity of extreme values in space (Haldorsen and Hamsleth, 1990; Joumel, 1989; 
Joumel and Alabert, 1988). SIS honors the original data and reproduces the univariate and 
bivariate distributions (mean and semivariogram) of the variable simulated. The process 
involved in producing sequential indicator simulations in ISIM3D entails the following 
steps. First, the facies types are defined and assigned an indicator value. Then, 
semivariograms are computed for each indicator in each principle direction. Next, a 
random path is defined through the grid to be simulated (Figure 2.7). Grid blocks with 
hard data are defined as "1" (clay), "2” (sand), "3” (sandy gravel), and M4" (gravel) for
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Figure 2.7 Illustration showing the process of creating a stochastic realization using a 
random path technique. An undefined cell is randomly selected and kriged. 
The remaining undefined cells are randomly selected and kriged until all 
cells have been visited (Wingle and others, 1991).
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example. Indicator kriging calculations treat the indicator values other than 1 as 0. For 
each point on the path, the conditioning data in the search neighborhood are found, a 
kriging system is set up for each indicator threshold, and these are used to determine the 
conditional probability distribution function (cpdf). The cpdf represents the probability that 
a particular facies occurs at a location. Difficulties in the analysis may cause the cpdf to fail 
to be a continuously increasing function and hence an algorithm for correcting order 
relations is required (Alabert, 1987). Once the cpdf is constructed, a random number 
between zero and one is generated and the associated facies on the cpdf is selected to 
represent that location for that simulation (i.e., a Monte Carlo process). This simulated 
point is then incorporated into the conditioning data set. The process of selecting random 
grid locations and kriging them is continued until all grid locations are defined and a map of 
Is (clay) and Os (not clay) is created. The next indicator range is then selected (sand) and 
all the locations still containing 0 are re-kriged. This re-kriging process is repeated until all 
the indicator classes have been evaluated and every grid block has been assigned an 
indicator of 1, 2, 3, or 4. This simulated matrix represents one realization of the 
heterogeneous subsurface and the process is repeated with a new seed, following a 
different random path to obtain additional simulations (Wingle and others, 1991).
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Chapter 3
HANFORD SITE POROUS MEDIA CHARACTERIZATION
Location and Geologic Setting
The Hanford Site, comprising approximately 570 square miles, is located in the 
central and lowest part of the Pasco Basin of south-central Washington. The Pasco Basin, 
a synclinal trough within the Yakima fold belt, is bounded on three sides by basalt uplifts 
(DOE, 1988). These uplifts, consisting of the Rattlesnake Hills and Horse Heaven Plateau 
on the South, the Umtanum and Yakima Ridges on the West, and the Saddle Mountains on 
the north (Figure 3.1), are asymmetric anticlines that are commonly cut by thrust faults 
(DOE, 1988). The Pasco Basin is bounded to the east by the slightly deformed Palouse 
slope. The Pasco Basin is divided into northern and southern parts by Gable Mountain and 
Gable Butte, which are anticlinal structures located at the east end of the Umtanum Ridge 
Anticline. The Hanford Site is underlain by basalts, up to 1 mile thick, of the Miocene- 
aged Columbia River Group and by a heterogeneous sequence of terrigenous clastic 
sediments (the suprabasalt sediments) (Myers and Price, 1979; Tallman and others, 1979, 
1981; DOE, 1988).
The suprabasalt sediments at Hanford are divided into five formational units on the 
basis of grain size, mineralogy, and induration (DOE, 1988). These units are the, 1) late 
Miocene to Pliocene Ringold Formation, 2) unnamed Plio- Pleistocene unit, 3) 
Pleistocene-aged early "Palouse" soil, 4) late Pleistocene-aged Hanford formation, and 5) 
Holocene surficial deposits (see Figure 3.2).
The Ringold Formation disconformably overlies the Columbia River Group and 
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Figure 3.1. Geographic setting of south-central Washington and location of the Hanford 
Site (Lindsey and Gaylord, 1990).
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and clay deposited in fluvial, overbank, and lacustrine environments (Newcomb, 1958; 
Newcomb and others, 1972; Grollier and Bingham, 1971,1978; Myers and Price, 1979; 
Tallman and others, 1979; 1981; Bjomstad, 1984, 1985; Fecht and others, 1985; DOE, 
1988). An alternative stratigraphy, proposed by Webster and Crosby (1982), divides the 
Ringold Formation at the Hanford Site into four fining-upward cycles. This approach, 
however, has not been used by other investigators. Locally-derived basaltic conglomerate 
and a distinctive paleosol comprise the Plio-Pleistocene strata (DOE, 1988). This unit 
disconformably overlies the Ringold Formation and disconfbrmably underlies the eolian silt 
and fine-grained sand of the early "Palouse” soil. Unconsolidated gravel, sand, silt, and 
clay up to 240 feet (70 m) thick were deposited by the ancestral Columbia River and by 
catastrophic pro-glacial flooding creating the Hanford formation (Myers and Price, 1979; 
Tallman and others, 1979,1981; DOE, 1988). The terms Pasco gravels and Touchet Beds 
commonly are used to describe coarse and fine facies respectively in the Hanford formation 
(Myers and Price, 1979). Webster and Crosby (1981) also propose an alternate 
nomenclature for the Hanford formation. Their interpretation divides the Hanford strata 
into quartzose pre-Missoula and basalt-rich Missoula flood gravels. Holocene surficial 
deposits occur across much of the site as a thin continuous veneer of alluvial, fluvial, and 
eolian gravel, sand, silt, and clay deposits that are defined on the basis of lithology and 
topographic expression (Myers and Price, 1979; DOE, 1988).
The Ringold Formation and Hanford formation are present beneath most of the 
Hanford Site except locally on basalt uplifts (Myers and Price, 1979). The 
Plio-Pleistocene unit and the early "Palouse” soils are known from the subsurface in the 
central part of the site south of the Gable Mountain anticline (DOE, 1988).
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Figure 3.2. Generalized stratigraphy of the sediments at the Hanford Site (Lindsey and 
Gaylord, 1990).
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Suprabasalt sedimentation at Hanford began in the late Miocene (no later than 8.5 
Ma) as the Ringold was deposited by the ancestral Columbia and Salmon-Clearwater 
Rivers in the actively subsiding Pasco Basin (Fecht and others, 1985). Compression in the 
Pasco Basin began in the Miocene and continued into the Pliocene, resulting in the 
deformation of the Columbia River Basalt Group and the suprabasalt strata (Reidel and 
others, 1990). Ringold deposition ceased in the middle Pliocene (approximately 3.5 Ma) 
and was followed by down-cutting by the Columbia and Salmon-Clearwater Rivers, 
deposition of thin tributary stream gravels, and soil formation. The Plio-Pleistocene unit 
and early "Palouse" soil probably formed at this time. Beginning in the early Pleistocene, 
sediment aggradation probably was reestablished with deposition of parts of the Hanford 
formation [pre-Missoula gravels of Webster and Crosby (1982)] in fluvial environments. 
Pro-glacial flood deposits also probably began to accumulate at this time (Bjomstad and 
Fecht, 1989). Rood deposition culminated with formation of the late Pleistocene Missoula 
flood deposits (Pasco gravels and Touchet beds) (Myers and Price, 1979; Fecht and 
others, 1985). The Holocene has been characterized by incision of older deposits and 
deposition of thin eolian, fluvial, and alluvial strata.
Data Analysis (Hydrofacies Delineation)
Quantitative Approach
Early geologic characterization studies done at Hanford tend to constrain the 
suprabasalt sediments to a rigid stratigraphic framework (Newcomb 1958; Newcomb and 
others 1972; Myers and Price 1979; Webster and Crosby 1981). However, Grollier and 
Bingham (1978), Tallman and others (1979), Gaylord and Poeter (1988), Lindsey and 
others (1989), and Lindsey and Gaylord (1990) state that the stratigraphy of the
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glaciofluvial deposits and the Ringold Formation is best described as a complex sequence 
of interstratified lithofacies (Naugle 1988). Similar to the logic inherent to lithofacies 
descriptions, this study defines the suprabasalt stratigraphy with 
hydrofacies--sedimentologic units which exhibit similar hydraulic properties.
Giain-Shape Analysis
To improve Naugle’s (1989) definition of hydrofacies, sediment textural parameters 
and grain-size distributions were sought to define hydrofades. Sediment size distribution, 
grain shape, degree of cementation, and packing arrangement control hydraulic 
conductivity, specific yield, and dispersivity (Gaylord and Poeter, 1988; Bear, 1979, 
1987). Seeland’s (1976,1978) application of grain-shape analyses was considered ideally 
suited for areas such as Hanford where exposures are poor and most sediment comes from 
borehole sampling (Gaylord and Poeter, 1988). Thus a program for measuring sediment 
grain shape was undertaken.
With the aid of David Seeland (Sedimentologist, USGS, Denver, Colorado) and 
Mike Sawyer (Computer Scientist, US Bureau of Mines, Denver, Colorado), an electronic 
grain-measuring device was made operational. The machine had been dormant since 1979 
and required a substantial overhaul to become workable again. The machine is known as 
an automatic image analyzer (AIA) and is located at the USGS Federal Center, Denver, 
Colorado. The AIA consists of a microscope and a small computer that stores and records 
the data and performs statistical computations. The microscope is equipped with an 
electronic assembly that measures maximum and minimum grain length, grain perimeter, 
and grain area. For a more detailed explanation of the image analyzer see Sawyer (1977).
A program was written to calculate size statistics for each sample analyzed. The 
output of the shape analysis produced the following parameters and statistics:
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1) longest diameter (L), standard deviation, variance, skewness, and kurtosis;
2) S/L, standard deviation, and variance;
3) A/P2, standard deviation, and variance; and
4) mean area (average grain area of sample). .
The AIA was calibrated using a ball bearing of known dimension. The statistical 
calculations were double-checked by a standard USGS statistics package to insure reliable 
numbers resulting from the newly written program
Several core samples taken were analyzed by the AIA as practice samples to adapt a 
working procedure. The following is a brief explanation of the grain-shape analysis 
procedures used:
Step 1: Washington State University (WSU) sedimentologists obtained selected
samples from the Battelle PNL / Westinghouse Hanford sediment library and 
took them to WSU for sample preparation: determination of the degree of 
sediment induration, and sieving to a specific sediment size; various studies
show the grain size most susceptible to shape modifying factors is 0.125-0.50 
mm (Mazzulo and Ehrlich 1980; Brown and Ehrlich 1979).
Step 2: Samples within the 0.125-0.50 grain-size range were sent to CSM where they
were taken to the USGS Federal Center for shape analysis.
Step 3: Prepared samples were split until desired amount of grains were obtained for
analysis.
Step 4: Shape analysis program written to read information from the AIA is able to
analyze 25, 50, 100, or 200 grains per sample. 200 grains is preferred 
(Mazzulo and Ehrlich 1980; Brown and Ehrlich 1979) in the shape analysis 
due to the statistical validity (Seeland, pers comm., 1989).
Step 5: Data from the analysis was written to cassette tape and was printed to a hard
copy.
Step 6 : Grain-shape data was applied in the numerical correlation techniques of
hydrofacies.
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The grain-shape analysis was first attempted from boreholes in the 300 Area. It 
was discovered that the variability of grain shape from these holes was negligible in terms 
of discerning hydraulic properties. Subsequently, the pursuit of correlating textural 
parameters to sediment hydraulic properties was suspended due to the limited number of 
core samples available and the poor quality of samples taken during cable-tool drilling. 
Thus hydrofacies definitions were constrained to grain-size distributions.
Q-mode. Cluster, and Multiple Discriminant Analysis
Grain-size data from the ROCKSAN data base (Westinghouse Hanford Company) 
were analyzed using Q-mode factor analysis, cluster analysis, and multiple discriminant 
analysis techniques. It was assumed that sediments with similar grain-size distributions 
exhibit similar hydraulic properties. This statistical methodology of correlation was based 
on work by Raper (1988). Raper determined sedimentologic facies using grain-size 
distributions, density, color, and provenance. According to Raper (1988) the primary 
function of the Q-mode factor analysis is to reduce variance within the parameters and 
initiate a grouping of the described sediments. Initial groupings from the factor analysis are 
further grouped in a clustering routine. Clustering produces dendrograms which 
graphically illustrate the groups of sediments that are most similar. Unfortunately, the 
quality of the grain-size data inhibited the delineation of hydrofacies using this 
methodology. The results of the statistical techniques were found to poorly correspond to 
both drillers' logs and geophysical logs. Possible explanations for the failure in applying 
these techniques may have resulted from one or more of the following:
1) coarse-grain data (gravel and cobbles) in the samples analyzed were not 
sampled for sieve analyses
2 ) cable tool methods used for drilling the boreholes in the study area frequently 
produce pulverized samples, and
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3) the sampling technique associated with cable-tool methods often mixes 
samples from overlying intervals as the sample is withdrawn from the 
borehole.
Figure 3.3 illustrates the abandoned process used for the quantitative delineation of 
hydrofacies.
Qualitative Approach
With the failure of the statistical methods for delineating hydrofacies, it was decided 
to use qualitative sediment description classes similar to Naugle’s (1988). Neutron logs, 
gamma-gamma logs, and geologic logs were used to class sediments into four categories:
1) clays and silts, 2) sands, 3) sandy gravels, and 4) gravels. These classifications were 
applied to nine boreholes (see Figure 1.1 for well locations). Drillers’ logs for the 9 
boreholes contained minimal information regarding grain-size percentages. Thus a general 
guideline for hydrofacies descriptions was used. Guidelines for sediment classification are 
outlined in Table 3.1. In general, hydrofacies classifications are controlled mainly by the 
quantity of fine-grained material in the sample (i.e., more fines reflects a lower permeability 
material). Sediment descriptions were assumed most reliable for hydrofacies delineation. 
Geologic logs were used as hard data in classification of hydrofacies. Geophysical data 
supplemented missing geologic logs. For example, in well 699-40-13 geophysical data 
was used for sediment classification purposes. Appendix C contains the interpreted 
drillers’ logs and the hydrofacies assigned to the respective sedimentologic units.
In contrast to the hydrofacies defined in this study, the coarse grained lithofacies 
(SS, SG, G, and CB) proposed by Lindsey and Gaylord (1990) may comprise up to 20% 













Figure 3.3. Flow chart of program usage for abandoned hydrofacies delineation 
techniques.
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delineated in this study were based mainly on the percentage of clay and silt because it was 
believed the fine grained sediments have a dominant effect on hydraulic properties of the 
units (Fetter, 1980). Also, the definition of hydrofacies was accomplished with abrupt 
boundaries and so do not account for gradational conditions. Results of aquifer tests were 
also available for each hydrofacies (see Chapter 1, "Comparison of Hydraulic Conductivity 
Values from Aquifer Test Results to the Hydrofacies").
Table 3.1. Hydrofacies sediment classification guidelines
Sediment Classification Sediment Description
Gravels Clean gravels, trace of fines
Sandy gravels Gravel and sand, some silt
Sands Clean sand, trace of silt
Clays and Silts Silts and clays, some sand and gravel
Lithofacies introduced by Lindsey and Gaylord (1990) may contain vital 
information which determines the hydraulic character of sediments. However, additional 
aquifer testing is needed to characterize the hydraulic properties of the lithofacies for future 
work in ground-water flow and contaminant transport modeling. The estimation 
techniques used in this study are applicable to the lithofacies defined by Lindsey and 
Gaylord (1990) and could be modeled if measurements of their hydraulic properties were 
available.
Geologic Conceptual Models
Because the horizontal data spacing in the study area was large an exhaustive 
semivariogram analysis was inhibited. Too few points were available to identify potential 
dip angles of the hydrofacies. Dip angles which yield maximum semivariogram ranges are 
normally taken as the dip angles of the strata. To investigate the impact of assuming
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dipping beds on the simulations, two conceptual geologic models were simulated: 
horizontal stratigraphy and stratigraphy which dipped in concert with the surface of the 
basalt basement
The horizontal conceptual model assumes the suprabasalt sediments were deposited 
after deformation of the Columbia River Basalts. Evidence suggests, however, that 
suprabasalt sediments have been deformed in the Pasco Basin. Compression in the Pasco 
Basin began in the Miocene and continued into the Pliocene, resulting in the deformation of 
the Columbia River Basalt Group and the suprabasalt strata (Reidel and others, 1990). 
Therefore, it is possible that multiple dip directions (i.e generally in directions which 
coincide with the topography of the basalt surface) of sediment bedding exist as a result of 
the basalt deformation. Based on the age of the suprabasalt sediments and the period of 
deformation in the Pasco Basin, the dipping-strata model is considered a simplistic but 
more appropriate geologic conceptual model of the Pasco Basin.
In the dipping stratigraphy conceptual model, the original Cartesian coordinates of 
the delineated hydrofacies were transformed to stratigraphic coordinates. The objective of 
the coordinate transformation was to map the sediments prior to deformation (i.e., in a 
relatively horizontal plane). A zero degree dip was then used in the search routine of the
semivariogram code, allowing the maximum number of points in the y*(h) calculations.
The dipping-model data transformation assumes that sediment deposition occurred 
during compression in the Pasco Basin. The actual geologic settings probably lies between 
the two conditions. Therefore, the horizontal model and the dipping model may represent 
end members of sediment deposition scenarios relative to structural control. Erosion and 
compression components should also be considered to approximate an accurate scaling 
factor in the data transformation. However, limited understanding of the suprabasalt
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sediment stratigraphy prevented a more sophisticated transformation. In keeping with our 
level of understanding of the suprabasalt sediments, a simplistic data transformation was 
applied as a best estimate. Hydrofacies coordinate data were normalized (equation [3.1]) 
by total thickness at each well position, yielding a section extending from 0 feet to 525 feet 










More sophisticated data transformations may be more appropriate for other geologic 
conceptual models. G6 mez-Hemandez and Srivastava (1990) assumed continuity in the 
horizontal plane and sediment layers were conformable to layer tops. Thus the 
transformation was relative to local layer thickness.
Semivariogram Analysis
With the classification of the hydrofacies, vertical and horizontal semivariograms 
were computed using 1592 data points from 9 wells. GAMUK (Knudsen and others, 
1984) was used to compute vertical and horizontal experimental indicator semivariograms. 
The experimental semivariograms for each hydrofacies were plotted using the EXCEL
spreadsheet program. In other words, variance y*(h) was plotted versus distance (h).
Z1 (new) ~ ZB (new) 
zT(old)~zB(old) . {zx,2 (old)~zB(pld)) [3.1]
New vertical coordinate 
Elevation at top of well 
Elevation at bottom of well 








Figure 3.4 Illustration of the original simulated section boundary and the transformed 
section boundary.
Next, the equations for semivariogram models such as spherical, exponential, gaussian, or 
linear were programmed into the spreadsheet. The reader should refer to Joumel and 
Huijbregts (1978) for a more complete listing of semivariogram equations which may be fit 
to the experimental semivariogram data. Spherical semivariogram models provided the best 
fit to the experimental data in this study. The model used in this study is a nested spherical 
model. Isaaks and Srivastava (1989) refer to the spherical model as "the most commonly 
used model"; Royle and Hosgit (1974) note the spherical model’s ability to "characterize 
structures found in sand and gravel deposits." The semivariogram model fit to the 
experimental data can have several nested structures (i.e., separate models for different 
sections of the curve). A semivariogram model with two spherical nested structures is 
represented by equation 3.2.
A possible limitation to ISIM3D was encountered in the "isim3d.var" input data 
file. The input data for the semivariogram parameters requires the semivariogram model
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and the sill value to be the same in z-, x-, and z-directicms. In other words, if the vertical 
model requires three nested structures, the horizontal model should have the same structure 
type (i.e., spherical) and the same sill value for each structure. However, range values for 
each structure may vary. Therefore, the semivariogram modeling procedure must iterate 
between vertical and horizontal models. In this study, the resultant semivariogram models 
were defined primarily by the vertical semivariograms because they were calculated with 
data at much closer spacing.
3h (ft)3 ] ' c  [ 3ft (ft)3
2*i 2(«1)3} 2 [2a2 2 (a2):
V(h) -  Co+Cj]—  - - L ^ U C z    -L i- j  for(0<h< ai)
C0 + Cj + C2 for{h > Qq) £3.2]
where C'o = Nugget
Ci = Sill (structure #1)
C2 = Sill (structure #2)
ai = Range (structure #1)
a2 = Range (structure #2)
h = Distance (spacing)
Horizontal Stratigraphy Conceptual Model
Although the horizontal strata concept may be inappropriate, it was decided to 
pursue the estimation of spatial correlation of hydrofacies assuming horizontal facies for 
comparison of results with results from the deformed conceptual geologic model. 
Interpretation of the experimental semivariograms and modeling results follow.
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Vertical Experimental Semivariograms
The experimental semivariograms (data points), the semivariogram models (solid 
line), and the sill (dashed line) for the scenario of horizontal strata are illustrated in Figure 
3.5. Hole effects are evident in each experimental semivariogram. However, the sandy 
gravel unit shows the most pronounced hole effect. The first maxima of the experimental 
semivariogram for sandy gravel is at approximately 30 feet which would suggest an 
average layer thickness of approximately 30 feet. The wavelength of the hole effect also 
indicates an average layer thickness of approximately 30 feet. Inspection of the data reveals 
an average layer thickness of approximately 25 feet. Fogg (1989) used Bessel functions to 
model experimental semivariogram data which exhibited a sinusoidal shaped curve, 
characteristic of a hole effect. Simulation results using a spherical model versus a bessel 
function model were similar (Fogg, 1989).
Parameters defining the models used to approximate vertical indicator 
semivariograms, assuming a horizontal stratigraphy, are presented in Table 3.2. With the 
exception of gravel, each hydrofacies was modeled with 3 spherical structures in the 
semivariogram. The need for more structures to model the experimental data can be seen 
by an enlarged view of the sand experimental semivariogram (Figure 3.6). The clay and 
silt and sandy gravel hydrofacies also exhibit a need for several structures to model the 
experimental data near the origin. In addition, ISIM3D requires that the vertical and 
horizontal semivariogram models have identical structures and sill values; therefore, 3 
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Table 3.2 Parameters of indicator semivariogram models for horizontal stratigraphy.
H ydro­




























spherical 0.066 2 8 60 2 0 0
Sand 0 . 0 1 2 spherical 0.030 5 18 150 500
spherical 0.089 1 2 38 550 1800
Sandy spherical 0.070 3 1 0 60 2 0 0
Gravel 0 . 0 1 0 spherical 0.060 9 30 150 500
spherical 0.078 1 2 38 910 3000
Gravel 0.004 spherical 0.0554 6  19 180 600
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200 10 30 40
Distance (feet)
where:
C ' o  = Nugget
Ci = Sill (structure #1)
C2 = Sill (structure #2)
C3 = Sill (structure #3)
ai = Range (structure #1)
a2 = Range (structure #2)
a3 = Range (structure #3)
h = Distance (spacing)
Figure 3.6 Enlarged view of the vertical semivariogram for the sand hydrofacies, 
assuming the horizontal conceptual model. Sills and ranges are indicated 
for each portion of the nested spherical structure.
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Horizontal Experimental Semivariograms
Due to the limited number of boreholes and the large distance between each well, 
the number of data pairs in the horizontal semivariogram analysis is less than the number of 
pairs available in the vertical analysis. Therefore, more irregular experimental data were 
expected for the horizontal semivariograms. Search parameters with a zero degree dip, a 
one degree search angle, and a 50 foot maximum band width resulted in the best 
correlation. Horizontal indicator semivariograms are illustrated in Figure 3.7 and 
horizontal semivariogram parameters, assuming a horizontal stratigraphy, are presented in 
Table 3.2.
The horizontal experimental semivariograms have a larger degree of randomness 
(compare figures 3.5 and 3.7). The experimental semivariograms in the horizontal 
direction yield nearly pure nugget effect. The sand and gravel semivariograms exhibit 
particularly poor correlation. A possible explanation to the gravel experimental 
semivariogram is the rarity of the gravel unit. This hydrofacies represents approximately 
10% of the total data set and occurs at sporadic intervals throughout the nine wells. In 
other words, few data points are available in experimental semivariogram calculations for 
gravel. The remaining semivariograms indicate possible hole effects perhaps resulting 
from the section crossing several channel trends as illustrated in Figure 3.8. If data are not 
sufficiently dense or aligned along a channel trend, data pairs in the semivariogram 
calculation could easily lie in different hydrofacies, resulting in high variances associated 
with the hole effect (Fogg, 1986).
In order to model the horizontal experimental semivariograms, the nugget value was 
assumed to be equal to the nugget value for the vertical semivariogram of the same 
























































































Figure 3.8 Relationship of data and geologic feature locations that cause difficulty in 
developing representative semivariograms. (a) well spacing is greater than 
widths of hydrofacies, (b) well alignment does not match trend of 
hydrofacies, resulting in a hole effect and apparent lack of correlation (after 
Fogg, 1986).
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vertical and horizontal directions. Other researchers (Dreissen, 1989; G6mez-Hemandez, 
1990) modeled semivariograms based on the same assumption. Due to the large amount of 
data in the vertical direction, it appears logical that this nugget value would be the most 
appropriate estimate of the random variation in the data in the horizontal direction as well. 
In contrast, if this assumption was not made, the nugget value for each semivariogram in 
the horizontal direction could be fit easily to any point below each sill value with no 
justification.
Dipping Stratigraphy Conceptual Model
Similar to the semivariogram analysis for the horizontal stratigraphy conceptual 
model, the dipping stratigraphy semivariogram analysis presents "best estimate" 
semivariogram models of the experimental data. A "short range" (low connectivity) 
estimate, however, was also simulated in ISIM3D. Semivariogram parameters for the 
short range models are listed with the best estimate parameters in Table 3.3. The short 
range simulation used smaller ranges for sand and gravel hydrofacies while using the same 
range for sandy gravel and clay and silt hydrofacies.
Vertical Experimental Semivariograms
The experimental semivariograms (data points), the semivariogram models (solid 
line), and the sill of the data (dashed line) for the dipping strata conceptual model (best 
estimate) are illustrated in Figure 3.9. Structures of the experimental data are similar to 
those observed assuming flat-lying strata. However, ranges of the models are larger for 
the dipping strata model and sinusoidal shapes characteristic of a hole effect are less 
pronounced.
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Table 3.3 Parameters of indicator semivariogram models for dipping stratigraphy.
Range Range
Horizontal Horizontal
Hydro- Range best low
facies Nugget Structure Sill Vertical estimate connectivity
®m ft «m ft «m ft
Clay spherical 0.042 3 9 150 500 150 500
and 0.0 spherical 0.092 12 40 580 1900 580 1900
Silt spherical 0.081 88 290 1650 5400 1650 5400
spherical 0.050 2 8 120 400 120 400
Sand 0.0 spherical 0.100 9 30 760 2500 240 800
spherical 0.042 24 80 1200 3900 518 1700
Sandy spherical 0.060 8 25 90 300 90 300
Gravel 0.016 spherical 0.108 12 40 760 2500 760 2500
spherical 0.042 180 600* 910 3000 910 3000
spherical 0.0100 2 8 30 100 30 100
Gravel 0.0 spherical 0.0280 12 40 210 700 210 700
spherical 0.0395 15 50 2130 7000 370 1200
* Large vertical range used to match curve at 60-100 ft section. It must also be noted that 
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Similar to the horizontal semivariogram analysis, search parameters with a zero degree 
dip, a one degree search angle, and a 50 foot maximum band width resulted in the best 
correlation. The horizontal experimental semivariograms exhibit more variability than the 
vertical experimental semivariograms (Figure 3.10). Semivariograms for the dipping strata 
model indicate a better representation of the geologic setting than the horizontal model. 
Specifically, the clay and silt semivariogram exhibits a higher correlation between data 
points with spacings of 300 to 7000 feet. The gravel semivariogram, in general, 
exhibits a higher correlation and exhibits less hole effect. The sandy gravel semivariogram 
exhibits the least improvement in spatial correlation, displaying a more pronounced hole 
effect.
Similarly to the semivariogram analysis of the horizontal model, horizontal 
experimental semivariograms were modeled using an equivalent nugget value for vertical 
and horizontal directions. A third set of stochastic simulations were done using smaller 
ranges for the sand and gravel hydrofacies in a dipping strata conceptual model. This was 
for two reasons: 1) the semivariogram ranges for sand and gravel hydrofacies appeared too 
large, and 2) the results could be compared revealing a sensitivity to semivariogram input 
parameters.
Discussion of Semivariogram Analysis
The lack of correlation in the horizontal direction for the horizontal strata model (Figure 
3.7) may be an artifact of an inappropriate geologic conceptual model. Eliminating the 
basalt anticlinal structure (i.e., transforming data according to the dipping strata conceptual 











































































hole effect (between 3000 and 7000 feet). Thus the presence of the basalt anticlinal 
structure has an affect on the shape of the experimental semivariogram data, reducing the 
apparent correlation of hydrofacies. In general, by assuming a dipping stratigraphy as the 
conceptual model of the section, correlation of data in the horizontal direction improved.
Multiple-Indicator Conditional Stochastic Simulations
ISIM3D was used to generate one hundred realizations for each geologic conceptual 
model. Three cases were simulated, including 1) dipping stratigraphy with best estimate 
semivariograms, 2) dipping stratigraphy with short range semivariograms, and 3) 
horizontal stratigraphy. Simulations were generated on a 105 x 120 grid with regular 
spacing of 5 and 100 ft (1.52 and 30.48 m) respectively to represent a section up to 525 ft 
(160 m) deep and 12,000 ft (3.66 km) long. For the cases of dipping strata, the original 
Cartesian coordinates of the hydrofacies were transformed to a stratigraphic coordinate 
system by equation [3.1] and were input to ISIM3D. Upon completion of the simulations 
the transformed sections were converted back to original Cartesian coordinates.
After generating realizations with ISIM3D, the sections are evaluated for connectivity 
of the hydrofacies. The connectivity code, STAT, identified continuous paths of one or a 
combination of user specified facies. The scanning algorithm checks potential connections 
in 4 directions: up, down, forward, and backwards. Diagonal connections are not 
considered because
1) it is assumed the grid will be sufficiently fine to allow simulation of connected units 
via horizontal and vertical "stair steps" and
2) when the simulations are incorporated into numerical flow and transport models, 
computations are made for flow and transport across vertical and horizontal faces, 
but not on the diagonal.
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Currently the connectivity code identifies the entire connected facies even though there may 
be "dead end arms" or fringes of a low hydraulic conductivity facies (when more than one 
facies is included). STAT requires modification to define the critical path (i.e., the most 
rapid route for migration across the section). However, numerous "rules" must be 
determined in order to automate the process without overlooking some of the more unusual 
critical paths and to consider the prevailing hydraulic gradient.
Horizontal Stratigraphy Conceptual Model
Cross-sections simulated for the horizontal strata conceptual model are illustrated in 
Figure 3.11. These selected realizations represent the end members (with regard to facies 
continuity) of the simulations, including:
1) a cross-section in which the shallow highly permeable sediments are truncated and a 
deep connected path through sandy facies exists (Figure 3.1 la).
2) a disconnected cross-section (Figure 3.1 lb), and
3) a cross-section with a continuous high hydraulic conductivity zone near the water 
table (Figure 3.1 lc),
In Figure 3.11, the upper boundary of the outlined section corresponds to the 
ground surface, the lower boundary to basalt, and the sloping line across the middle of the 
section to the water table; ground water flows from left to right and the Columbia River is 
located in the upper right comer of the section.
Dipping Stratigraphy Conceptual Model
Selected simulated cross-sections for the dipping, best estimate semivariograms are 
presented in Figure 3.12. These three simulations represent the same end members 
presented in Figure 3.11.
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Continuous high hydraulic conductivity zones near the water table are of concern 
because it is suspected that contaminants are concentrated there due to the shallow nature of 
the sources; also, an upward hydraulic gradient is probable because the study area is 
located in a regional discharge area. Realizations displaying the character of Figure 3.12c 
are of concern because of the potential for contaminants to be driven deeper in the 
cross-section and transported beneath the Columbia River.
Simulations of cross-sections conducted using shorter semivariogram ranges for the 
gravel and sand facies are illustrated in Figure 3.13, representing the same end members 
presented in Figure 3.11. Cross-sections with dipping strata but shorter semivariogram 
ranges for the gravel and sand facies have very similar character to those generated with 
long ranges (compare Figures 3.12 and 3.13).
Analysis of Simulated Sections
Influence of Discontinuities in the Critical Path
In order to illustrate the influence of the discontinuities in a section, it is useful to 
consider the impact of various proportions of facies on the effective hydraulic conductivity 
(Keff) along the critical path. The critical path was determined by finding the path of 
highest hydraulic conductivity (K) that traverses the entire cross-section length regardless 
of tortuosity (i.e., the path with the most high K grid blocks). To accomplish this, a fully 
connected gravel path was sought first. As none were found in any of the simulated 
cross-sections, paths including the least amount of sandy gravel to complete the gravel 
connection were sought If necessary, grid blocks of sand were included in the path to 
connect continuous zones of gravel and sandy gravel until the path of least resistance that 
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paths, comprised of a variety of proportions of facies, were calculated using equation 3.1 
(Freeze and Cherry, 1979) and are presented in Table 3.4.
Keff
 100%_______________
% Sand % SandyGravel % Gravel>






Effective hydraulic conductivity 
Hydraulic conductivity of sand hydrofacies 
Hydraulic conductivity of sandy gravel hydrofacies 
Hydraulic conductivity of gravel hydrofacies.
The gravel portion of the connected paths was typically 25% of the critical path 
across the cross-section. Variations in the percent of gravel and sandy gravel yield nearly 
effective property of the critical path and not an effective property of the section as a whole. 
However, values of Keff calculated for a two dimensional section should be used with 
caution. Similar discontinuities would be required in the third dimension to yield such low 
Keff overall. It is likely that the low K zones are discontinuous in the third dimension and 
that contaminants will migrate laterally to circumvent such units. Silliman and Wright 
(1988) state that connected paths of high K material become more likely as rock volume 
increases. Consequently, Keff values of critical paths in three-dimensions will be higher 
than the values presented in Table 3.4.
Discontinuous Critical Paths in Simulated Cross-sections
Greater discontinuity was found in horizontal strata simulations compared with the 
dipping strata simulations. Thirty percent of the horizontal strata simulations were
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Table 3.4. Effective hydraulic conductivity (Keff) for selected proportions of hydrofacies 
along a critical path.
Sandy
Gravel Gravel Sand Silt Keff Keff% % % % (m/d) (ft/dav)
50 50 - - 4,900 16,00025 75 - - 3,750 12,300
10 90 - - 3,300 10,800
25 74 1 - 2,350 7,700
25 71 4 - 1,100 3,600
25 67 8 - 640 2,100
25 50 25 - 235 770
25 25 50 - 120 400
25 74 - 1 18 60
25 54 18 3 6 20
25 71 - 4 5 15
25 67 - 8 2 7
25 65 - 10 2 6
discontinuous (i.e., included silt and clay facies in the critical path). Critical paths in these 
the same Keff (i.e., less than a factor of 2 difference, see Table 3.4). Addition of 20% sand 
to such paths decreases the Keff by an order of magnitude. The presence of 4% clay and 
silt facies along the critical path decreases the Keff by three orders of magnitude. If it is 
determined that the sandy gravels are of the same order of magnitude of K as the sands (see 
Chapter 1, Previous Work, Comparison of Hydraulic Conductivity Values from Aquifer 
Test Results to the Hydrofacies), cross-sections connected by only sandy gravels and 
gravel will have the same character as those connected by gravel, sandy gravel and sand 
facies as listed in Table 3.4. In such case, the percent sand traversed across the path will 
be irrelevant and the only significant feature would be truncation of a section by a silt and 
clay unit.
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It is important to note that these Keff values are useful in evaluating the nature of 
ground-water flow through this two-dimensional cross-section because they are the 
discontinuous simulations include 0-8% sand and 1-5% clay and silt, averaging 2.5% of 
each of the two facies. A qualitative assessment of the significance of these percentages on 
the K of the cross-section can be obtained by referring to Table 3.4. In contrast, when 
dipping strata are assumed, only 8% of the simulations which used best estimate 
semivariograms for gravel and sand included silt and clay facies in the critical path. On the 
other hand, 6% of the simulations which used shorter semivariogram ranges were 
truncated. Given that 100 realizations were generated for each scenario, the difference 
between 6 and 8% is of little significance. For the disconnected cross-sections generated 
using the best estimate semivariograms, the critical path was 2.5 to 9% sand facies and 3 to 
6% silt and clay facies by length, averaging 5.5 and 3% each, respectively. Although there 
was no significant difference in the probability of connection, the Keff of the critical paths 
were lower when shorter semivariogram ranges were used. Disconnected cross-sections 
generated using the shorter ranges for gravel and sand facies exhibited critical paths with 2 
to 10% sand facies and 1 to 9% silt and clay facies by length, averaging 6 and 5% of each 
facies, respectively. Table 3.5 summarizes the discontinuous paths for each conceptual 
model and the percentages of sand and clay and silt hydrofacies in each discontinuous 
realization.
Continuous Critical Paths in Horizontal Strata
Continuous units of the highest K facies are of greatest interest because they 
provide a connected zone through which contaminants can migrate rapidly. However, in 
the case of the section simulated in this study, the gravel unit is non-continuous in every
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Table 3.5 Summary of the discontinuous paths for each conceptual model and the 
























8 2.5-9 5.5 3-6 3.0
Dipping
Short Range 6 2-10 6.0 1-9 5.0
realization. This is reasonable because the gravel facies constitutes only 10% of the data. 
Therefore, the connectedness of a combination of the sandy gravel and the gravel facies 
which represents the next highest Keff unit A separate assessment of the connectedness 
resulting from a combination of gravel, sandy gravel, and sand was also undertaken.
Horizontal strata simulations exhibited a higher probability of a continuous, high K 
hydrofacies near the water table compared to the dipping strata simulations. The horizontal 
simulations exhibited 23% probability of a continuous path of gravel and sandy gravel. In 
only one simulation the continuous path was not in the shallow zone near the water table. 
A total of 63% of the sections were continuous in the second or third highest conductivity 
facies along the shallow zone near the water table. These shallow paths are composed of 0 
to 12.5% sand facies with an average of 4% of their length being a sand facies. Seven 
percent of the simulations depict deep paths that either start about seventy feet below the 
water table at the left end of the section or divert downward a few hundreds of feet from the
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right end of the cross-section to about seventy feet below the water table. These deeper 
paths are 0 to 12.5% sand (averaging 4%) and are alternatives to shallower paths which 
traverse a combination of 0 to 7.5% sand and 1 to 5% silt and clay (averaging 2.5 and 2% 
each respectively).
Continuous Critical Paths in Dipping Strata
Overall continuity (at any depth) throughout the cross-sections via a combination of 
gravel, sandy gravel, and sand was greater for dipping strata than for horizontal strata. 
Ninety-two percent of the simulations generated with best estimate semivariograms and 
94% of the simulations using short range semivariograms for gravel and sand facies exhibit 
critical paths comprised of the two or three highest K facies. However, the likelihood of a 
shallow interconnected path of high K hydrofacies near the water table is smaller when 
dipping strata are assumed. For the best estimate semivariograms, 9% of the simulations 
of dipping strata exhibited continuous shallow paths near the water table (composed of an 
average length of 5% sand) and 83% of the simulated section were continuous via a deep 
path (composed of an average length of 50% sand) which exits the simulated section 
approximately 200 feet below the water table on the east end. For the case of the short 
range semivariograms for gravel and sand facies, 18% of the simulations exhibited 
continuous shallow paths (composed of an average length of 5% sand) near the water table 
and 76% of the simulations were continuous via a deep path (composed of an average 
length of 50% sand) which exits the simulated section approximately 200 feet below the 
water table on the east end. In both cases these deeper paths were alternatives to shallower 
paths consisting of approximately 4% sand and 4% clay and silt hydrofacies. Continuous
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paths for each conceptual model and the percentages of the sand hydrofacies in each 
continuous realization are summarized in Table 3.6.
Table 3.6 Summary of the continuous paths for each conceptual model and the 
percentages of the sand hydrofacies in each continuous realization, "s, sg" 
indicates sand and sandy gravel hydrofacies as continuous path. "s, sg, g" 










Horizontal 23 (sg, g) 0 1 0




9 (s,sg,g) 5 83 50
Dipping 
Short Range
18 (s,sg,g) 5 76 50
Summary of Critical Paths in Simulated Sections
In summary, a horizontal stratigraphy results in a higher probability of 
disconnection across the section (30%), compared to the dipping strata (8%), but yields a 
higher probability of connection along a shallow zone near the water table (i.e., 63% 
versus 9 to 18%). The Keff of the critical path in the disconnected cross-sections are of the 
same order of magnitude for all cases: averaging 7 m/d (23 ft/d) for the horizontal strata, 19 
ft/d (6 m/d) for the dipping strata using the best estimate semivariograms, and 11 ft/d (3 
m/d) for dipping strata with short range semivariograms. Similarly, the shallow connected 
paths yield the same order of magnitude of Keff, averaging 3600 ft/d (1100 m/d) for 
horizontal strata and 3100 ft/d (950 m/d) for both cases of dipping strata. When the three
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highest K facies were discontinuous in the shallow zone and a deeper path existed, the 
deeper paths for the horizontal strata had an Keff of approximately 3600 ft/d (1100 m/d), 
with the shallow disconnected path exhibiting an Keff of 30 ft/d (9 m/d). In simulations of 
dipping strata, the deeper paths averaged 400 ft/d (120 m/d) and were alternative routes to 
shallower paths with Keff values on the order of 14 ft/d (4 m/d). Again, it should be 
emphasized that the Keff is representative only of two dimensional flow conditions. Keff of 
the critical path in a three-dimensional simulation would be higher. Low K barriers in a 
two-dimensional cross-section will cause flow to be diverted laterally in the third 
dimension. Such flow patterns are confirmed by the lobate nature of tritium concentration 
contours in plan view (Poeter and Gaylord, 1990).
Perhaps these probabilities of connectedness along this two-dimensional 
cross-section reflect Similar probabilities of connectedness of facies within other 
cross-sections which parallel flow in the study area. Most of the wells used to sample 
ground water are terminated 5 to 15 ft (1.5 to 4.5 m) below the water table; therefore, data 
are not available to determine whether the zones of apparently slow contaminant migration 
illustrated by the lobed shape of the tritium concentration contours reflect differential 
ground-water velocities or are due to deflection of the plume deeper in the cross-section.
Locations of Discontinuities in the Critical Paths
Discontinuities in the critical paths occurred primarily at the middle of the 
cross-section (between wells 43-9 and 44-7) for both horizontal and dipping strata. This 
was the largest lateral gap in the field data, so few hard data were available to condition the 
simulations in this portion of the cross-section, and the data that were available in the 
shallow portion of wells 43-9 and 44-7 exhibited a greater occurrence of clay and silt facies
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than most other areas of the simulated section. In simulations produced under the 
assumption of horizontal strata, the second most likely area of discontinuity was between 
wells 46-5 and 46-3. Simulations of dipping strata indicated the second highest probability 
of disconnection occurs between wells 41-11 and 42-10. Portions of the cross-section 
which displayed the highest probability of disconnection corresponded with a lower 
combined probability of occurrence of gravel, sandy gravel, and sand. This high 
probability of discontinuity is revealed by the lower probability of occurrence of the gravel, 
sandy gravel, and sand facies in these portions of the cross-section as illustrated in the 
facies frequency map for dipping strata, using the best estimate semivariograms (Figure 
3.14). Maps of probability of occurrence for dipping strata with low connectivity, and 
horizontal strata are presented in figures 3.15 and 3.16, respectively.
Because of the high probability of discontinuity in these portions of the 
cross-section, exploration between these wells will probably provide the greatest reduction 
of uncertainty for the least economic investment. Exploration between wells 41-11 and 
42-10, and between 46-5 and 46-3 may also be of value due to the greater probability of 
discontinuity in these portions of the cross-section. Tests designed to differentiate between 
horizontal and dipping geology would reduce the uncertainty substantially by eliminating 
one of the possible conceptual models. Additional holes could be drilled, but perhaps a 
more effective and economical approach would be collection of soft data between holes. 
For example, geophysical data (i.e., from a shallow reflection seismic survey) would 
reduce the uncertainty of hydrofacies connection in these zones. The potential 
differentiation and resolution of the facies by the selected technique should be carefully 
evaluated before undertaking the work. Of course, if the resulting uncertainty of 
contaminant concentrations based on the distributions of hydrofacies predicted by the
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Figure 3.14 Probability of occurrence of facies for the dipping strata, best estimate 
semivariograms: A) gravel; B) sandy gravel; Q  sand; D) clay and silt; E) 
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Figure 3.15 Probability of occurrence of facies for the dipping strata, short range 
semivariograms: A) gravel; B) sandy gravel; C) sand; D) clay and silt; E) 
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Figure 3.16 Probability of occurrence of facies for the horizontal strata: A) gravel; B) 
sandy gravel; C)sand; D) clay and silt; E) combined gravel, sandy gravel, 
and sand; F) combined gravel and sandy gravel.
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simulations is sufficiently low to satisfy the risk assessment process for this area, then 
further testing would not be required.
Comparison of Critical Paths from Simulations and Kriging
Comparing the nature of critical paths as determined by the stochastic simulation 
and the kriged distribution of the log of K (Figure 3.17) reveals that the kriged version of 
the data omits the zones of interconnected extremely low and high K facies. To krige the 
data, each indicator was replaced by its associated K value and the section was contoured 
by SURFER (Golden Software). SURFER uses a linear semivariogram model with a 
range equivalent to the diagonal of the section being kriged. The broad range of parameter 
values, complex nature of the spatial distribution, and the close vertical spacing and large 
lateral spacing of the data yield an intricate kriged surface of doubtful utility. The gap near 
the middle of the section is characterized by K in the 100 to 300 ft/d (30 to 90 m/d) range. 
The highest Keff of critical paths crossing this zone was 13,000 ft/d (4000 m/d) and the 
lowest was 10 ft/d (3 m/d). Use of this kriged parameter distribution for flow and 
transport simulations ignores the high probability that contaminants may move rapidly in a 
high K connected zone near the water table. It also ignores the possibility of a low K 
barrier to this route and the possible driving of contaminants into a deeper section which 
may carry contaminants below the river. In essence, a smoothed interpretation leaves the 
modeler with a cross-section described by moderate Keff and a diffuse pathway for 
contaminants, while indicator simulations provide the opportunity to evaluate thin units of 
the extreme K values.
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Kriged Hydraulic Conductivity Data (LOG)
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Figure 3.17 Kriged map of the distribution of hydraulic conductivity using hard 
conditioning data for the stochastic simulations.
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Discussion of Hvdrofacies Simulations
Limited hard data was available for the purpose of characterizing porous media 
heterogeneities at the Hanford Site. Use of multiple indicator conditional stochastic 
simulation allowed a probabilistic, discrete simulation of hydrofacies. Simulations such as 
the ones presented here can be used to focus field studies on critical questions regarding the 
fate of the contaminants that cannot be resolved using currently available data. For 
example, hydrofacies probability maps can be used to assess the following:
1) potential for connected zones of high K units,
2) predict where these zones may exist, where the best place to collect additional 
data that will significantly reduce the uncertainty of connectivity, and
3) assess the probable risks (given the available data) using flow and transport 
models that incorporate the distribution of possible porous media 
configurations.
Quantified uncertainty associated with the flow system aids decisions regarding financial 
investment in further characterization and/or remediation. In this study, the connectivity of 
high K hydrofacies was analyzed to estimate the probability of contaminant migration 
beneath the Columbia River in the vicinity of the Hanford town site. In general, the 
dipping stratigraphy conceptual model indicates a high probability (76 - 83%) of deep 
contaminant migration. The horizontal stratigraphy conceptual model reveals a low 
probability (1 - 7%) of deep contaminant migration. Thus determining the most suitable 
conceptual geologic model is imperative with respect to the migration of contaminants. As 
shown by the analysis of section connectivity, the dipping strata model exhibits a higher 
probability of contaminant migration deep in the aquifer section and possibly beneath the 
Columbia River towards the predominantly agricultural region to the east.
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Chapter 4
GROUND-WATER MODELING AND PARTICLE TRACKING
Ground-Water Flow Simulations with MODFLOW
MODFLOW, a modular three-dimensional finite-difference ground-water flow 
model (McDonald and Harbaugh, 1984) was used to simulate flow through stochastic 
simulations of the Hanford unconfined aquifer section. Six realizations from the dipping 
stratigraphy conceptual model and three from the horizontal strata conceptual model were 
examined to illustrate the effects of hydraulic connectedness of hydrofacies on the flow 
paths of particles introduced to the system. The realizations chosen for ground-water flow 
modeling and the observed hydraulic connectedness of the section are listed in Table 4.1.
Boundary Conditions
Ground-water flow was simulated across the section from well 43-9 to the 
approximate shore of the Columbia River. Figure 4.1 illustrates the dimensions of the flow 
simulation grid relative to the facies simulation grid. Fully penetrating constant head 
boundaries are assigned to the west and east ends of the flow grid with heads of 390 feet 
and 360 feet, respectively. Zero recharge was assigned to the model because precipitation 
in the Pasco Basin is less than 6 inches per year and evapotranspiration is high, therefore 
recharge was assumed to be negligible relative to the regional flow.
In reality, these boundary conditions are too simplistic to approximate the flow 
regime in the Hanford unconfined aquifer. However, for the illustration of hydraulic 
connectivity, the boundary conditions sufficed.
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Table 4.1. Stochastic simulation realizations used to simulated ground-water flow and
track particles with observed hydraulic connectedness prior to flow 
modeling efforts.
Geologic
Realization Conceptual Observed Hydraulic
Number ______ Model_____  Connectedness
TM4 Dipping Strata 
(best estimate)
Deep connected section, moderate K
TM6 Dipping Strata 
(best estimate)
Discontinuous, high K facies
TM99 Dipping Strata 
(best estimate)
Well connected, high K facies
TL21 Dipping Strata 
(short range)
Deep connected section, moderate K
I'Ll Dipping Strata 
(short range)
Discontinuous, high K facies
TL90 Dipping Strata 
(short range)
Well connected, high K facies
H ll Horizontal Strata Deep connected section, moderate K
H23 Horizontal Strata Discontinuous high K facies


















































Several codes, developed by Gaylord and others (1991), were used in an automated 
process of converting stochastic simulation output to formatted MODFLOW files. For a 
detailed explanation of the conversion programs, see Appendix B. In general, the output 
conversion process entailed the following:
1) Execute TRANS to convert stochastic simulation output to horizontal (K) 
and vertical (VCONT) effective hydraulic conductivity, and to create a 
matrix defining the cell type for the finite-difference grid;
2) Execute F_ROTATE to place K data into MODFLOW format; and
3) Execute V_ROTATE to place VCONT data into MODFLOW format
TRANS transfers hydraulic conductivity values from the realizations to a user specified 
grid by calculating effective hydraulic conductivities with equation [3.1]. The reader 
should refer to McDonald and Harbaugh (1984) for the definition of the variable VCONT. 
Appendix B gives a detailed explanation for the execution of TRANS.
TRANS produces K and VCONT for the entire depth of the simulation grid (0 
through 525 ft MSL). However, ground-water flow simulations were conducted in a 
rectangular area below the highest water table elevation [390 through 0 ft (MSL)]. Thus 78 
layers and 120 columns were used to account for the spatial variability of hydrofacies from 
the stochastic simulation results. For a listing and description of TRANS, F_ROTATE, 
and VJROTATE see Appendix B.
MODFLOW Calibration
Values of K for the hydrofacies were taken from Gaylord and Poeter (1988) (see 
Table 1.1). These values were input into MATERIAL.DAT, an auxiliary data file used by 
TRANS. Using these K values, the MODFLOW simulations resulted in mass balance
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errors as high as 200%. In the ensuing model calibrations, the gravel and sandy gravel 
hydraulic conductivities were reduced approximately 25% and 90%, respectively. The 
sand hydrofacies was increased to 400 feet per day in simulation TL1 to obtain plausible 
results. The reduction in K resulted in a mass balance budget ranging from 0.5-1.9% 
error. It would be desirable to further reduce these mass balance errors further; this was 
not done because the ground-water flow models were conducted only for illustrative 
purposes. Hence model calibration was not considered a crucial task in fulfilling the 
objective of this research. The final values of horizontal and vertical K are in Table 4.2.
Ideally, results from the stochastic simulation process would be used as input to an 
inverse modeling routine. Inverse modeling would automate the process of model 
calibration with respect to K estimates and would constrain the number of realizations 
which were realistic representations of porous media heterogeneity given hydraulic data 
from the site. However, inverse modeling was not within the scope of this study.
Particle Tracking with MODPATH
The results of the simulated flow regimes through the 9 stochastic simulations were 
used as input into MODPATH, a particle tracking code. Accordingly, the particle tracking 
procedure follows.
MODPATH is a three-dimensional particle tracking program which uses binary 
output of head and budget data from steady-state MODFLOW simulations. MODPATH is 
capable of computing the following:
1) three-dimensional pathlines by back-tracking or forward tracking,
2) particle position at specified times,
3) discharge point coordinates, and
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4) total time of travel for each particle (USGS, 1989).
Table 4.2 Hydraulic conductivity parameters used in MODFLOW simulations of 











TL21 Dipping Strata SG 1,000 400






TL1 Dipping Strata SG 1,000 400
(low connectivity) Sand 400 20
M 0.6 0.006
MODPLOT generates graphical output of MODPATH results. However, 
MODPLOT requires DISSPLA graphics library subroutines (Computer Associates, 1981). 
In order to produce graphical results without DISSPLA, MODPATH was modified to write 
particle number, x-, and z-coordinates to a file. Program RWLINES.FOR was written to 
convert this output to a formatted file for input to ROCK WARE Geologic Software (1989). 
The pathlines for each particle were then overlaid onto the hydrofacies maps (see Appendix 
A, "Rockware Geologic Software").
In this study, MODPATH was used to forward-track particle paths through the 
sections simulated in MODFLOW. Five particles were introduced into each realization.
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The x-, z-coordinate data were added to Rockware graphics and the resultant particle paths 
were plotted. The particle tracking simulations are presented in figures 4.2 through 4.4. 
To assess the variation of travel time with depth and to identify minimum travel times 
particles were introduced at 5 foot intervals, totaling 75 particles. Figures 4.5 through 4.7 
illustrate the relationship of particle travel times with depth (i.e., the depth where the 
particle was introduced at the left side of the section).
Discussion of Ground-Water Flow Simulations 
and Particle Tracking
In general, MODPATH graphically illustrates the importance of the connectivity of 
high K units. As stated in Chapter 3, the horizontal strata simulations exhibit greatest 
connectivity near the water table; the dipping strata, best estimate, simulations exhibit 
greatest connectivity deep in the section; and the short range simulations exhibit greatest 
connectivity deeper in the section but less often than the best estimate simulations. These 
trends are also evident in the particle-tracking results (see Figures 4.2 to 4.4). A summary 
of flow paths and minimum particle travel times are presented in Figure 4.8. The 
differences in minimum travel times for each set of simulations are minor. Maximum 
travel times (not shown in Figure 4.8) range from 103 to 105 years for each set of 
simulations. When dealing with a conservative contaminant (analogous to the particles 
introduced in this study) minimum travel times provide insight on the first arrival of 
contaminants in the vicinity of the river; the distribution of travel times yield the bulk rate 
of arrival of contaminants; and the maximum travel times provide insight to the duration of 
contaminant arrival at the Columbia River.
The sinuous paths or divergence of particle paths in Figures 4.2 to 4.4 can be 
attributed mainly to inadequate calibration of the flow model. It was found that lower mass
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balance errors resulted in fewer particles traveling in radically sinuous paths. It is expected 
that a more exhaustive calibration effort of the ground-water models would eliminate these 
problems. However, for the purpose of illustrating the concept of hydraulic connectivity, 
the current level of calibration effort sufficed.
The concept of flow tubes is also evident in the particle-tracking diagrams. That is, 
discharge is constant between flow lines across the section. Particles flowing through the 
simulated sections typically deflect towards the units of high K and follow paths outside the 
low K zones. However, particles often enter the clay and silt facies despite its low K. 
Consequently, the flow lines diverge through the low K zones and converge in the high K 
zones.
The particles traveling through the low K zones also illustrate the need to consider 
the third dimension when considering contaminant transport. The particles would most 
likely flow through higher K units in the third dimension rather than flow through the clays 
and silts. Silliman and Wright (1988) state that extreme paths (i.e., connected paths of 
high K material) become more likely as rock volume increase. Consequently, Keff of 
critical paths in three dimensions will be higher than in two dimensions, reducing the 
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Figure 4.5 Depth of introduced particle versus travel time for simulations TM4 (deep 
connected section, moderate K), TM6 (discontinuous, high K facies), and 


















































1 53 4 62 71 10 1010 10 1010' 10
Time (Days)
Figure 4.6 Depth of introduced particle versus travel time for simulations TL21 (deep
connected section, moderate K), I ’Ll (discontinuous, high K facies, and 

















































Figure 4.7 Depth of introduced particle versus travel time for simulations H ll (deep 
connected section, moderate K), H23 (discontinuous, high K facies), and 







































































































Uncertainty associated with subsurface characterizations can be assessed with 
stochastic methods. In this study, a multiple-indicator conditional stochastic simulator, 
incorporating a Monte-Carlo approach, was used to quantitatively deal with this 
uncertainty. These stochastic simulations yield equiprobable hydraulic conductivity (K) 
maps, reflecting the variety of probable interpretations of filed data. These maps can be 
used as input to ground-water flow and contaminant transport models, to generate 
frequency distributions of hydraulic head and of contaminant concentration at specified 
points in space and time. This approach is an improvement over modeling flow and 
transport in a kriged conductivity field which fails to consider the continuous zones of 
extreme K values. Modeling of flow and transport in a kriged K field produces an 
averaged, or smoothed map of heads and contaminant concentrations. Under such 
conditions, the possibility of a "worst case" contaminant migration scenario would be 
drastically underestimated.
This study qualitatively delineated hydrofacies using geologic logs, borehole 
geophysical logs, and grain-size data from nine wells on a 12,000 foot section of the 
unconfined aquifer at the Hanford Site, Richland, Washington. Alternative geologic 
conceptual models, horizontal strata and dipping strata, were utilized for the multiple- 
indicator conditional stochastic simulations. The dipping strata geologic model was 
simulated with both best estimate semivariograms and a lower connectivity case using 
semivariograms with shorter ranges for the sand and gravel hydrofacies. One hundred
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realizations were simulated for each conceptual model. From these realizations, frequency 
maps of hydrofacies were produced, graphically illustrating regions most likely to contain 
the migration of contaminants. An inspection of the stochastic simulations of the Hanford 
Site unconfined aquifer section predict a greater probability of continuous high K 
hydrofacies in a deep path for the dipping strata conceptual model (low connectivity, 76%; 
best estimate, 83%). However, the horizontal strata conceptual model predicts a greater 
probability of a continuous high K hydrofacies near the water table (63%) where 
contaminants are believed to exist
Three realizations were chosen from each conceptual model to simulate ground­
water flow and obtain relative measures of ground-water travel times. These selected 
realizations were considered end members with regard to hydrofacies continuity. In other 
words, the distribution of possible flow fields was bracketed by these realizations. 
Simplistic boundary conditions were assumed for ground-water flow simulations. For 
instance, the Columbia River was assumed a fully penetrating constant head boundary and 
the basalt was assumed a no flow boundary. In reality, it is probable that an upward 
vertical gradient exists which increases closer to the Columbia River. Also, limited aquifer 
test data were available to accurately characterize the range of K values for each 
hydrofacies.
With the simplistic boundary conditions and limited hydraulic parameter data, 
minimum travel times were found to be smallest for the horizontal strata model (20-22 
years), intermediate for the dipping strata model with best estimate semivariograms (17-66 
years), and largest for the dipping strata model with short range semivariograms (48-78 
years). Again it should be noted that these ranges of minimum travel times are for three 
selected realizations from each conceptual model. The differences in minimum travel times
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are minor. Incorporation of the third dimension is expected to further reduce the range of 
minimum times. Also, results of particle tracking indicate the potential for contaminant 
migration beneath the Columbia River. However, the application of an upward hydraulic 
gradient should influence particle movement towards a shallow path and discharge to the 
Columbia River.
Stochastic simulation results can be used to focus field studies on critical questions 
regarding the fate of contaminants that cannot be resolved using available data. For 
example, what is the probability that a shallow high K zone is continuous? Where is the 
best place to collect additional data that will significantly reduce the uncertainty of 
connectivity? Does the bulk of contaminants discharge in springs along the Columbia 
River or do units of low K drive contaminants deeper in the section and beneath the 
Columbia River? Probable risks (given available data) can be assessed using flow and 
transport models that incorporate the distribution of possible aquifer configurations. This 
quantified uncertainty can then be used to aid management decisions regarding financial 
investments in further characterization and/or remediation.
Recommendations
One of the original goals of this research was to incorporate sediment induration 
data and grain-shape parameters in addition to grain-size data into the definition of 
hydrofacies. It is believed these factors influence the hydraulic character of sediments. A 
hydrofacies classification guideline should be established based on grain-size distribution, 
grain-shape, packing arrangements, and degree of sediment induration. Future studies 
should be concentrated on obtaining undisturbed, representative samples, estimating the 
relationship of these factors to hydraulic properties, and better defining hydrofades. Once
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hydrofacies are delineated, aquifer tests and permeameter tests should be done to estimate 
the range of hydraulic condiuctivity, storage, and porosity for each hydrofacies.
In addition to using hard data points from wells and boreholes, incorporating soft 
data (i.e., geophysical data) can improve the spatial distribution estimation of hydrofacies. 
This soft data may include seismic, resistivity, and tomography surveys.
Minor differences in ground-water travel times resulting from distinct conceptual 
models also indicate that further field investigations along this cross section may have 
limited value. A three-dimensional model of the aquifer would provide a more realistic 
interpretation with respect to the ground-water flow and contaminant transport systems. 
These simulations should incorporate more appropriate boundary conditions and a more 
thorough knowledge of hydraulic parameters for the hydrofacies. Simulations in three 
dimensions would yield information on total contaminant loading in the Columbia River 
and total migration of contaminants beneath the Columbia River towards agricultural 
regions. If the contaminant loading was determined to be unacceptable then three- 
dimensional simulations could be used to estimate the optimum location and geometry of a 
withdrawal-well field.
In addition to expanding the study to three dimensions, a more sophisticated 
conceptual model of the flow system should be used to more accurately approximate the 
flow regime at the Hanford Site. A realistic approximation of field conditions should 
consider an upward hydraulic gradient which is greater at locations closer to the Columbia 
River (currently no field studies have been conducted to investigate the possibility of 
upward hydraulic gradient). Also, the stochastic simulation region should be extended 
further east. The extension of the simulation region would benefit the application of 
boundary conditions which would better model the ground-water flow regime.
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Finally, inverse methods should be employed for parameter estimation prior 
to flow and transport model calibration. This process should decrease calibration efforts 
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COMPUTER CODES AND SOFTWARE
GAMUK.FOR
GAMUK.FOR (Knudsen and others, 1984) was used to calculate experimental 
semivariograms in this study. Modifications were required for the program to run in a PC 
environment. GAMUK is currently dimensioned to handle up to 3200 total data points 
within a single data group. Data format requirements are listed in GAMUK.
ISIM3D
ISIM3D (G6mez-Hemandez and Srivastava, 1990) is a multiple indicator stochastic 
simulation program. The program was developed on a Macintosh computer and has been 
tested thoroughly on a VAX 750 (G6mez-Hemandez, written comm., 1990). Almost no 
modifications were required to run it on an IBM mainframe, except for the input file names 
and shortening of lines longer than 80 characters (G6mez-Hemandez, written comm., 
1990). ISIM3D was run on an IBM RISC/6000 for this study. Input files include 
semivariogram data, geometry data, and attribute data. Data format documentation is listed 
in ISIM3D.
The output is controlled by the subroutine 'write_out_results.’ In this research, a 
subroutine similar to write_out_results was written to produce a matrix of indicators for 
each simulation. The first line of the output (isim3d.out) is the dimensions of the array 
(120 by 105 for this study).
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Rockware Geologic Software
Rockware Geologic Software was used to generate the cross-sections of the 
simulated sections. The display of particle tracking was also done with Rockware. 
RWGRID was required to convert simulation output to Rockware format. RWGRID is 
explained and listed in Appendix B.
A batch file was used to produce graphics of all the realizations. Several files were 
needed to execute the batch program: main.bat, batch.dem, pattem.dat, and wt.dat. 
Main.bat contains the directory locations of data files and batch files. The batch files 
contain Geologic Command Language (GCL) commands (commands to execute Rockware 
in batch mode). Batch.dem contains execution commands for Rockware; pattem.dat 
contains the pattern style commands for each hydrofacies; and wt.txt contains "LINE" 
commands to draw the water table and particle tracks for the specific section. Examples of 
these files are listed below. It should be noted that a colon (:) at the beginning of a 
Rockware GCL file is ignored by the program.
: Main.bat (colons indicate comment lines in Rockware)
: 1 = DOS COMMAND USED TO START THE SESSION (ROCK.EXE IS THE MAIN 
PROGRAM).
: 2 = SUBDIRECTORY IN WHICH TO STORE THE DEFAULT AND USER-MODIFIABLE
: SYSTEM FILES ARE TO BE STORED.
: 3 = SUBDIRECTORY IN WHICH TO STORE TEMPORARY FILES.
: 4 = NAME OF THE FILE THAT CONTAINS THE GCL (GEOLOGICAL COMMAND
: LANGUAGE)COMMANDS.
1 2 3 4











































indicate comment lines in Rockware)




DRAW LINE ON ANOTHER FILE 
FILE CONTAINING X,Y COORDINATES FOR LINE 
FILE OF PLOTTED LINE 
COMBINE TWO PLOT FILES 
PLOT FILE 1 
PLOT FILE 2 
COMBINED PLOT FILES 
AUTOMATICALLY ANNOTATE DIAGRAM 
EXISTING BINARY GRAPHICS FILE 
PRIMARY TITLE 
SECONDARY TITLE 
Distance (feet) TITLE 
Elevation (feet) t i t l e
HORIZONTAL TICK-MARK/LABELING INTERVAL 
VERTICAL TICK-MARK/LABELING INTERVAL 
SWITCH X AND Y COORDINATES WITHIN BINARY GRAPHICS 
FILE
EXISTING BINARY GRAPHICS FILE 
BINARY GRAPHICS FILE TO BE CREATED 
DELETE A FILE 
FILE TO BE DELETED
PRINT CONTENTS OF BINARY GRAPHICS FILE 
NAME OF BINARY GRAPHICS FILE TO BE PRINTED 




X-PIXELS: LOW=1200, MEDIUM=800, HIGH=1200#
ULTRA=2 400








END GEOLOGIC COMMAND LANGUAGE (BATCH)
PATTERN.DAT (colons indicate comment lines in Rockware) 
















1.9 2 .1 2 2.0 12
2.9 3.1 2 5.0 13
3.9 4.1 14 3.0 14
WT.TXT (colons indicate comment lines in Rockware)
Rockware Data file to draw water table on Hanford Cross-section
XI Y1 X2 Y2
LINE: 0 390 17 00 385
LINE: 17 00 385 2200 380
LINE: 2200 380 2700 37 5
LINE: 2700 37 5 10600 37 0
LINE: 10600 37 0 11000 365
LINE: 11000 365 11400 360
LINE: 11400 360 12000 360
MODFLOW
MODFLOW, a modular three-dimensional finite-difference ground-water flow 
model (McDonald and Harbaugh, 1988) was used to simulate ground-water flow in a two- 
dimensional section. No modifications to the source code were required to run the 
simulations.
MODPATH
MODPATH is written in FORTRAN 77 and required little conversion to run on an 
IBM RISC/6000. However, unit numbers defined in MODPATH were 100-109. To 




COMPUTER CODES DEVELOPED FOR RESEARCH
STAT.C
STAT is a connectivity program designed to track the connectedness of indicator 
data across a section. Continuous paths of one or a combination of facies may be 
identified. Diagonal connections are not considered to represent continuity of facies based 
on the following: 1) the grid is assumed to be sufficiently detailed to allow simulation of 
connected units via horizontal and vertical "stair steps," and 2) when the simulations are 
incorporated into numerical flow and transport codes, computations are made across 
vertical and horizontal faces, but not on the diagonal. If a grid block (which contains the 
indicator(s) of interest) is not attached to a path spanning the cross section, the program 
replaces the indicator value to zero which excludes the grid block from being included in 
any further calculations. STAT is listed below.
# p r o g r a m  s t a t . c  
# i n c l u d e  < s t d i o . h >
# d e f i n e b o o l e a n i n t
# d e f i n e TR U E 1
# d e f i n e F A L S E 0
# d e f i n e FOUND 1
# d e f i n e N O T  FOUND 0
c h a r  m a t c h [ 1 5 0 ]  [ 1 5 0 ]  ;  
c h a r  p a t h  [ 1 5 0 ]  [ 1 5 0 ] ;  
c h a r  l a y e r [ 1 5 0 ]  [ 1 5 0 ] ;  
c h a r  m a s k  [ 1 5 0 ]  [ 1 5 0 ] ;  
c h a r  v a l u e ;  
i n t  x ,  y ;
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
b o o l e a n  f i n d j p a t h  ( p x ,  p y ,  s u c c e s s )  
i n t  p x ,  p y ;  
b o o l e a n  s u c c e s s ;
{
b o o l e a n  f o u n d ,  s e t ; 
i n t  d i r ,  t x ,  t y ;
f o u n d  =  F A L S E ;
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Bet =  F A L S E ;
t x  =  p x ;
t y  =  p y ;
d i r  =  1 ;
i f  ( p a t h [ p x ] [ p y ]  =  ’ 1 ' )  
r e t u r n  (F O U N D );  
e l s e  i f  ( p a t h t p x ] [ p y ]  =  ' - ' )  
r e t u r n  (N C T _PO U N D ) ;
i f  ( ( l a y e r  [ p x ]  [ p y ]  = = ' . ' )  && ( p a t h [ p x ]  [ p y ]  1 =  ’ 1 ' ) )  
{
l a y e r  [ p x ]  [ p y ]  =  * t ' ;
w h i l e  ( ( d i r  < =  4 )  / *  && I f o u n d  * / )
{
p x  =  t x ;
p y  =  t y ;
s w i t c h  ( d i r )
{
c a s e  1 :
i f  ( + + p x  < x )
f o u n d  =  f i n d _ p a t h  ( p x ,  p y ,  s u c c e s s ) ;
e l s e
{
p a t h  [ t x ]  [ t y ]  =  ' 1 ' ;  
f o u n d  =  T R U E ;
}
b r e a k ;  
c a s e  2 :
i f  ( + + p y  < y )
f o u n d  =  f i n d _ p a t h  ( p x ,  p y ,  s u c c e s s ) ;  
b r e a k ;  
c a s e  3 :
i f  ( - - p x  > =  0 )
f o u n d  =  f i n d _ p a t h  ( p x ,  p y ,  s u c c e s s )  ;  
b r e a k ;  
c a s e  4 :
i f  ( - - p y  > =  0 )
f o u n d  =  f i n d _ j p a t h  ( p x ,  p y ,  s u c c e s s )  ;  
b r e a k ;
}
i f  ( f o u n d )
{
p a t h [ t x ]  [ t y ]  =  ' 1 ' ;  
s u c c e s s  =  T R U E ; 
s e t  =  T R U E ;
}
d i r + + ;
}
i f  ( s e t  I I s u c c e s s )
{
p a t h  [ t x ]  [ t y ]  =  ’ l 1 ; 
f i n d _ p a t h  ( t x ,  t y ,  s u c c e s s ) ;  
r e t u r n  (P O U N D );
}
e l s e
{
p a t h  [ t x ]  [ t y ]  =  '  -  • ;  




e l s e  i f  ( p a t h [ p x ]  [ p y ]  =  ' 1 ' )  
r e t u r n  (P O U N D ); 
e l s e
r e t u r n  (N O T _PO U N D ) ;
}
/ * * <
i n t  p a t c h _ p a t h  ( p x ,  p y )
i n t
{
p x ,  p y ;
i n t d i r ,  t x ,  t y ;
t x =  p x ;
t y =  p y ?
d i r =  l ;
h
i f  ( ( ( p a t h [ p x ]  [ p y ]  —  * 1 ’ ) I I  ( p a t h [ p X ]  [ p y ]  =  * -  
( m a t c h  [ p x ]  [ p y ]  1 =  ' 1 ' ) )
{
m a t c h  [ p x ]  [ p y ]  =  '  1  * ;
W h i l e  ( ( d i r  < =  4 ) )
{
p x  =  t x ;
p y  =  t y ;
s w i t c h  ( d i r )
{
c a s e  1 :if ( + + p x  < x )
p a t c h _ p a t h  ( p x ,  p y )  ;  
b r e a k ;  
c a s e  2 :
if (++py < y)
p a t c h _ p a t h  ( p x ,  p y )  ;  
b r e a k ;  
c a s e  3 :
if (--px >= 0)
p a t c h _ p a t h  ( p x ,  p y ) ; 
b r e a k ;  
c a s e  4 :
if (--py > 0)
p a t c h _ p a t h  ( p x ,  p y )  ;  
b r e a k ;
}
d i r + + ;
}
p a t h [ t x ]  [ t y ]  =  ’ 1 ' ;  
r e t u r n  (P O U N D );
}
e l s e
r e t u r n  (N O T _F O U N D ) ;
}
m a i n  ( )
{
b o o l e a n  c o n n e c t e d ,  s u c c e s s ;
c h a r  v a l ,  f i l e l [ 2 5 5 ] ,  f i l e 2 [ 2 5 5 ] ,  l i n e [ 2 5 5 ] ;  
F I L E  * s t r e a m l ,  * s t r e a m 2 ;





i n t  t o p ,  b o t t o m ;  
p r i n t f  ( “ \ n \ n " ) ;
p r i n t f  ( “ E n t e r  m a t e r i a l  d a t a  f i l e :  " ) ;  
g e t s  ( f i l e l )  ;
s t r e a m l  =  f o p e n  ( f i l e l ,  " r " ) ; 
f s c a n f  ( s t r e a m l ,  "% d  % d“ ,  & x , & y ) ; 
f g e t s  ( l i n e ,  2 5 5 ,  s t r e a m l ) ;
/ *  R E M ) I N  M A T E R IA L  D IS T R I B U T I O N . * /
f o r  ( i = 0 ; i < y ; i + + )
{
f o r  ( j = 0 ; j < x ; j + + )
{
f s c a n f  ( s t r e a m l ,  " % l c " ,  & l a y e r  [ j ]  [ i ] ) ;  
m a s k [ j ]  [ i ]  =  l a y e r  [ j ]  [ i ]  ;
}
f g e t s  ( l i n e ,  2 5 5 ,  s t r e a m l ) ;
}
f c l o s e  ( s t r e a m l ) ;
/ *  Z E R O  M ASKS FO R  L A T E R  C O M PU T A TIO N S */
f o r  ( i = = 0 ; i < y ; i + + )  
f o r  ( j = 0 ; j < x ; j + + )
{
m a t c h [ j ]  [ i ]  =  ' O ' ; 
p a t h t j ]  [ i ]  =  'O '  ;
}
/ *  MAKE MASK O F  M A T E R IA L S  TH A T A R E  O F  CO NC ERN , I . E .  A  M ASK O F  */
/ *  M A T E R IA L S  T H A T  A R E  B E IN G  T E S T E D  F O R  C O N E C T IV IT Y . * /
d o
{
p r i n t f  ( “ E n t e r  m a t e r i a l  v a l u e  t o  t e s t  c o n n e c t i v i t y  ( 0  t o  S T O P ) : “ ) ;  
s c a n f  ( “ % l c " ,  & v a l u e ) ;
i f  ( v a l u e  ! =  ’ O ’ )
f o r  ( i = 0 ; i < y ; i + + )  
f o r  ( j = 0 ; j < x ; j + + )
i f  ( l a y e r [ j ] [ i ]  =  v a l u e )  
l a y e r  [ j ]  [ i ]  =  ' .  * ; 
s c a n f  ( " % l c " ,  & v a l ) ;
}
w h i l e  ( v a l u e  1 =  ’ 0 ' ) ;  
p r i n t f  ( " > > % c < <  \ n " ,  v a l u e ) ;
/ *  MASK ARRAY ABOVE AND BELOW  W ELL L O G S . * /
p r i n t f  ( " E n t e r  w e l l  l o g  d a t a  f i l e :  “ ) ;  
g e t s  ( f i l e l ) ;
s t r e a m l  =  f o p e n  ( f i l e l ,  " r " ) ;
f o r  ( j = 0 ;  j < x ;  j  + + )
{
f s c a n f  ( s t r e a m l ,  " % 4 d % 4 d " , & t o p ,  S b o t t c m ) ;  
f g e t s  ( l i n e ,  2 5 5 ,  s t r e a m l ) ; 
f o r  ( i = 0 ; i < t o p - l ; i + + )  
l a y e r  [ j ]  [ i ]  =  ' O ’ ;
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f o r  ( i = b o t t c m ; i < y ; i + + )  
l a y e r  [ j ]  [ i ]  =  ' O ’ ;
}
/ *  COMMENTED O U T -  P r i n t s  o r i g i n a l  f i l e .
f o r  ( i = 0 ; i < y ; i + + )
I
p r i n t f  ( " % 2 d  " ,  i ) ;  
f o r  ( j = 0 ; j < x ;  j + + )
p r i n t f  ( " % l c " ,  l a y e r [ j ]  [ i ] ) ;  
p r i n t f  ( " \ n " ) ;
}
/ *  F IN D  P A T H S O F  C O N N E C T IV IT Y  * /
f o r  ( i = 0 ; i < y ; i + + )
{
s u c c e s s  =  F A L S E ;
s u c c e s s  =  f i n d j p a t h  ( 0 ,  i ,  F A L S E ) ;
i f  ( s u c c e s s )
{
c o n n e c t e d  =  T R U E ; 
p a t c h j p a t h  ( 0 ,  i ) ;
}
}
/ *  M U L T IL P Y  CONNECTED PA TH  ARRAY ( 0 ' s  AND l ' s )  W IT H  O R IG IN A L  * /  
/ *  M A T E R IA L  V A L U E S . T H I S  SHOWS CO NNECTED R O U T ES AND M A T E R IA L  
/ *  V A L U E S ALONG R O U T E . * /
p r i n t f  ( " \ n " ) ;  








p r i n t f  ( " % 2 d  " ,  i + 1 ) ;
f o r  ( j = 0 ; j  < x ; j + + )
{
i f  ( p a t h  [ j  ] [ i ]  —  '  -  • )  
p a t h [ j ]  [ i ]  =  'O '  ;  
p a t h [ j ]  [ i ]  =  ( ( p a t h [ j ] [ i ]  -  ’ O ' )  *  ( m a s k [ j j  [ i ]  -  ♦ 0 * ) )  + ' O ' ;
p r i n t f  ( " % l c " ,  p a t h [ j ] [ i ] ) ;
1
p r i n t f  ( " \ n " ) ;
}
/ *  SA V E  C O N N E C T IO N  ARRAY T O  D I S K .
p r i n t f  ( “ E n t e r  o u t p u t  f i l e :  " ) ;  
g e t s  ( f i l e 2 ) ;
0tream2 = f o p e n  ( f i l e 2 ,  "w ") ;  
f o r  ( i = 0 ; i < y ; i + + )
{
f o r  ( j = 0 ; j < x ; j  + + )
f p r i n t f  ( s t r e a m 2 ,  " % l c " ,  p a t h [ j ] [ i ] ) ;  
f p r i n t f  ( s t r e a m 2 ,  " \ n " ) ;
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}
s t r e a m l  =  f o p e n  ( " c o n n e c t e d . l i s t " ,  “ a " ) ;  
i f  ( c o n n e c t e d )
f p r i n t f  ( s t r e a m l ,  " % B \ n " ,  f i l e 2 ) ;
f c l o s e  ( s t r e a m l ) ;  
f c l o s e  ( s t r e a m 2 ) ;
}
TRANS.C
TRANS is a grid conversion program; its basic function is to assign indicator 
values from the stochastic simulation grid to another grid specified by the user. User grid 
blocks may overlay a number of grid blocks from the stochastic simulation. To cope with 
this situation the user must select one of the following four options when running TRANS:
1) Calculate effective Kv and Kh of user specified grid
Calculates effective horizontal and vertical hydraulic conductivity for 
each grid block based on the distribution of hydrofacies from the 
stochastic simulation grid in each user specified grid block. 
Equivalent K is determined by first calculating K in series for each 
different condition along the direction of interest and then combining 
those series K values in parallel. Governing equations for effective 
hydraulic conductivity calculations are presented by Fetter (1980), 
page 100 or Freeze and Cherry (1979), pages 33 and 34.
2) Determine nearest hydrofacies in relation to calculated Kv
Assigns indicator values to each grid block in the user specified grid 
based on the calculated effective vertical hydraulic conductivity 
calculations and the specified hydraulic conductivity ranges in 
Range.dat.
3) Determine nearest hydrofacies in relation to calculated Kh
Assigns indicator values to each grid block in the user specified grid 
based on horizontal hydraulic conductivity calculations and the 
specified hydraulic conductivity ranges in Range.dat.
4) Determine the hydrofades occupying the greatest percentage of 
the user specified grid block
Assigns indicator values to each grid block based on the hydrofades 
which occupies the largest portion of each user specified grid block.
5) Calculate effective Kh of user specified grid and write to output file 
formatted as MODFLOW input
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Calculates effective horizontal hydraulic conductivity for each grid 
block based on the distribution of hydrofacies from the stochastic 
simulation grid in each user specified grid block. Equivalent K is 
determined by first calculating K in series for each different 
condition along the direction of interest and then combining those 
series K values in parallel. Governing equations for effective 
hydraulic conductivity calculations are presented by Fetter (1980), 
page 100 or Freeze and Cherry (1979), pages 33 and 34. Use 
program f_rotate to write to MODFLOW format
6) Calculate VCONT parameter for MODFLOW of user specified grid
Calculates effective vertical hydraulic conductivity for each grid 
block based on the distribution of hydrofacies from the stochastic 
simulation grid in each user specified grid block. Equivalent K is 
determined by first calculating K in series for each different 
condition along the direction of interest and then combining those 
series K values in parallel. Governing equations for effective 
hydraulic conductivity calculations are presented by Fetter (1980), 
page 100 or Freeze and Cherry (1979), pages 33 and 34. VCONT 
parameter is calculated based on definitions in McDonald and 
Harbaugh, 1984). Use program v_rotate to write to MODFLOW 
format.
7) Defines block type (MODFLOW basic package)
• Define and write cells of grid (0=noflow, l=active). Use program 
i_rotate to write to MODFLOW format
These options are included in TRANS so the user can choose from several hydraulic 
conductivity values, where each may be a legitimate estimate for the block. The user may 
choose to compare the differences of flow and transport simulations using these different 
options.
Figure 4.1 shows the outline of the flow simulation grid in relation to the stochastic 
simulation region. The grid conversion program will report hydraulic conductivity values 
in the user specified grid blocks which are above the ground surface. These and other grid 
blocks beyond the simulated area will be assigned the hydraulic conductivity specified for 
the "out of bounds K." An example an indicator map used as input to TRANS is listed 
below.
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Executing TRANS.C
TRANS is written in standard C. TRANS has been compiled and executed on an 
IBM RISC / 6000 model 320 with 16 MBytes RAM. TRANS has not been compiled on a 







l O O . o u t
Options 2 and 3 of TRANS require all six data files. Options 1,4,5, 6, and 7 require all 
data files except Range.dat. TRANS has several screen prompts. A typical run may be the 
following:
Enter input material grid file name : l .o u t
Enter output file name : test.out
What is the mismatch of the right grid borders : 0.0
What is the out of bounds horizontal K : 0.0001
What is the out of bounds vertical K : 0.0001
Enter hydraulic conductivity output option
1. Calculated effective Kv and Kh
2. Nearest material to effective Kh
3. Nearest material to effective Kv
4. Material making up most of block
5. Calculate effective Kh and write to MODFLOW file
6. Calculate effective Kv and convert to VCONT parameter




This sample run of TRANS would produce an output file of approximately 1.2 MBytes. 
Formatted output statements in the subroutine "overlay grids" (located above main 
program) may need to be revised to allow for more decimal places if desired in the output 
The "out of bounds" K values refers to hydraulic conductivity values for the basalts 
below the stochastic simulation region. The "mismatch of right grid borders" refers to the 
offset of the simulation grid to the flow grid. A negative measurement refers to a mismatch 
from right to left The stochastic simulation grid is estimated to extend approximately 200 
feet into the Columbia River. Figure B1 illustrates an example grid geometry generated 
from the simulation region. The coordinates of each grid row and column are specified by 
the user (auxiliary data files x.grd and y.grd). Note the increasing negative x-coordinate 
values to the left. TRANS is listed below.
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/ *  P r o g r a m :  t r a n s . c
/ *
/ *  T i t l e :  G r i d  t o  G r i d  H y d r a u l i c  C o n d u c t i v i t y  T r a n s l a t o r .
/ *
/ *  P r o g r a m m e r :  B i l l  W i n g l e
/ *  D a t e :  J a n u a r y  2 ,  1 9 9 1
/ *
/ *  P u r p o s e :  T h i s  p r o g r a m  c o n v e r t s  h y d r a u l i c  c o n d u t i v i t i e s  f r o m  a  g r i d  w i t h
/ *  v a r i a b l e  x  a n d  y  d i m e n s i o n s  f r o m  c o l u m n  t o  c o l u m n  t o  e f f e c t i v e
/ *  h y d r a u l i c  c o n d u c t i v i t i e s  i n  a  s p e c i f i e d  b l o c k  c e n t e r e d  g r i d .
/*
/ *  R e q u i r e m e n t s :  T h i s  p r o g r a m s  r e q u i r e s  f i v e  o r  s i x  i n p u t  f i l e s .  T h e y  a r e
/ *  a s  f o l l o w s :
/ *
/ *  1 )  x . g r i d  -  X  c o o r d i n a t e s  o f  b l o c k  c o r n e r s  o f  b l o c k  c e n t e r e d
/ *  g r i d .
/ *
/ *  2 )  y . g r i d  -  Y  c o o r d i n a t e s  o f  b l o c k  c o m e r s  o f  b l o c k  c e n t e r e d
/ *  g r i d .
/ *
/ *  3 )  g r i d . t x t  -  T h i s  f i l e  s p e c i f i e s  t h e  l e f t  a n d  r i g h t  x -
/ *  c o o r d i n a t e  o f  e a c h  c o l u m n ,  t h e  w i d t h  o f  t h e
/ *  c o l u m n ,  t h e  t h i c k n e s s  o f  e a c h  b l o c k ,  a n d  t h e
/ *  t o p  o f  t h e  c o l u m n .
/ *
/ *  4 )  m a t e r i a l . d a t  -  T h i s  f i l e  s p e c i f i e s  t h e  h o r i z o n t a l  a n d
/ *  v e r t i c a l  K ' s  o f  e a c h  m a t e r i a l  t y p e .
/ *  M a t e r i a l s  s t a r t  a t  1 ,  a n d  t h e  c o d e
/ *  c u r r e n t l y  h a n d l e s  a  m a x im u m  o f  2 0
/ *  m a t e r i a l s .  Z o n e s  m u s t  b e  l i s t e d  f r o m
/ *  l o w  t o  h i g h  K  i f  o u t p u t  o p t i o n  2  o r  3  i s
/ *  u s e d .
/ *
/ *  5 )  M a t e r i a l  D i s t r i b u t i o n  F i l e :  T h i s  f i l e  d e s c r i b e s  t h e
/ *  m a t e r i a l  d i s t r i b u t i o n  o f  K ' s  i n  t h e  o r i g i n a l
/ *  v a r i a b l e  g r i d .  S e e  l . o u t  a s  a n  e x a m p l e .  N o t e ,  t h e
/*  f i r s t  l i n e  d e f i n e s  t h e  x  a n d  y  d i m e n s i o n s  o f  t h e
/ *  g r i d .
/ *
/*  6 )  H y d r a u l i c  C o n d u c t i v i t y  R a n g e  F i l e :  T h i s  f i l e  d e f i n e s
/ *  t h e  m in i m u m  K  t h a t  w i l l  b e  a l l o w e d  i n  t h e  h o r i z o n t a l .
/ *  a n d  v e r t i c a l ,  d i r e c t i o n  a n d  B t i l l  b e  o f  t h a t  m a t e r i a l
/ *  t y p e .  T h i s  i s  u s e d  o n l y  w i t h  K  o u t p u t  o p t i o n s  2  o r
/ *  3 .  M a t e r i a l  r a n g e s  m u s t  m a t c h  t h e  m a t e r i a l s  d e f i n e d
/  *  i n  m a t e r i a l . d a t .
/*/****************************************************************************/
# i n c l u d e  < s t d i o . h >
# d e f i n e  b o o l e a n  i n t
# d e f i n e  T R U E  1
# d e f i n e  F A L S E  0
# d e f i n e  O K  0
# d e f i n e  A B O V E _E R R O R  1
# d e f i n e  B E L 0 W _ E R R 0 R  2
# d e f i n e  R IG H T _ E R R O R  3
# d e f i n e  L E F T JE R R O R  4
# d e f i n e  N O T JP O U N D  5
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F I L E  * d x _ s t r e a m ,  * d y _ s t r e a m ;
f l o a t  d x m i n ,  d y m i n ,  d x m a x ,  d y m a x ;
f l o a t  d n x [ 6 0 0 ]  ,  d n y [ 1 1 0 ] ,  d x [ 6 0 0 ] ,  d y [ 1 1 0 ] ,  t o p ;
f l o a t  d k h ,  d k v ;
i n t  d x i , d y i ;
F I L E  * m g _ s t r e a m ,  * s l _ _ s t r e a m ,  * s 2 _ s t r e a m ,  * s m a t _ s t r e a m ;
f l o a t  s x m i n ,  s y m i n ,  s x m a x ,  s y n t a x ;
f l o a t  s x [ 1 2 1 ] ,  s y [ 1 2 1 ]  , s t q p [ 1 2 1 ] ,  s w i d t h [ 1 2 1 ]  ;
f l o a t  s k h [ 2 1 ] ,  s k v [ 2 1 ]  ;
f l o a t  r a n g e _ h [ 2 1 ]  ,  r a n g e _ v [ 2 1 ]  ;
i n t  s m a t  [ 1 2 1 ]  [ 1 0 6 ]  ;
i n t  s x i ,  s y i ,  n u m j n a t e r i a l s ;  .
c h a r  m a t e r i a l _ g r i d _ f i l e [ 2 5 6 ] ,  o u t _ f i l e [ 2 5 6 ] , r a n g e _ f i l e [ 2 5 6 ] ;  
F I L E  * o u t _ B t r e a m ;  
f l o a t  b o r d e r _ e r r o r ;
f l o a t  o u t _ o f _ b o u n d s _ k h ,  o u t _ o f _ b o u n d s _ k v ;  
f l o a t  m a t _ a r e a [ 2 0 ] ;
i n t  i ;
dx_stream =  f o p e n  ( " x . g r i d " ,  " r " )  ;  
dy_Btreeun =  f o p e n  (“y.grid", "rrt) ;
f s c a n f  ( d x _ e t r e a m < " % d  % f % f n / & d x i ,  & d x m in ,  & d x m a x )  ;  
f o r  ( i = 0 ; i < d x i ; i + + )
f s c a n f  {d x _ s t r e a m /  " % f w/  & d x [ i ] ) ;
f s c a n f  ( d y _ s t r e a m ,  " % d  % f % f " ,  S c d y i ,  & d y m in ,  & d y m a x )  ;  
f o r  ( i = 0 ; i < d y i ; i + + )
f s c a n f  ( d y _ s t r e a m /  " % f n /  5 c d y [ i ] ) ;
}
i n t  i ;
d x [ 0 ]  =  d x m i n  + s h i f t ;
d x [ d x i ]  =  d x m a x  + s h i f t ;  
f o r  ( i = l ; i « 2 x i ; i + + )
{
d x [ i ]  + =  s h i f t ;
d n x [ i ]  =  ( ( d x [ i - l ]  + d x [ i ] )  /  2 . 0 )  -  s h i f t ;  
}
d y [ 0 ]  =  d y m a x ;
d y [ d y i ]  =  d y m i n ;  
f o r  ( i = l ; i < d y i ; i + + )
d n y f i ]  =  ( < t y [ i - l ]  + d y [ i ] )  /  2 . 0 ;
}
/*********************
v o i d  r e a d _ d e  s t _ g r i  d  ( )
/
/ *     .............
v o i d  n o r m a l i z e _ d e s t _ g r i d  ( s h i f t )  
f l o a t  s h i f t ;
* /
/ * ..................................................
v o i d  r e a d _ e o u r c e _ g r i d  ( )
*/
{
c h a r  s t r i n g [ 2 5 5 ] ;  
f l o a t  d u m m y ; 
i n t  i ;
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B l _ e t r e a m  =  f o p e n  ( " g r i d . t x t " ,  " r " ) ;
f g e t s  ( s t r i n g ,  2 5 5 ,  s 2 _ s t r e a m ) ; 
e s c a n f  ( s t r i n g ,  "% d  % d " ,  & s x i ,  & s y i )  ;  
f o r  ( i = 0 ; i < s x i ; i + + )
f s c a n f  ( s l _ s t r e a m ,  " % f  % f % f % f % f u , & s x [ i ] ,  & d u m m y , & s w i d t h [ i ] ,
& s y [ i ] ,  & s t o p  [ i ] ) ;
s x m i n  =  s x [ 0 ]  ;
s x m a x  =  s x [ s x i - l ]  + e w i d t h [ e x i - 1 ]  ;
s y m i n  =  1 0 0 0 0 0 0 . 0 ;
s y m a x  — - 1 0 0 0 0 0 0 . 0 ;
b x  [ e x i ] *= s x m a x ;
s y [ s x i ]  =  s y m a x ;
f o r  ( i = 0 ; i < s x i ; i + + )
{
i f  ( s t o p [ i ]  > s y m a x )  
s y m a x  =  s t o p [ i ]  ;  
d u m m y  =  s t o p [ i ]  -  ( s y [ i ]  *  s y i )  ; 
i f  (d u m m y  < s y m i n )  
s y m i n  =  d u m m y ;
}
}
/ *     * /
v o i d  r e a d _ r a n g e s  ( )
{
c h a r  s t r i n g [ 2 5 5 ] ;  
i n t  i ,  j ,  t e m p ,  v a l u e ;
f g e t s  ( s t r i n g ,  2 5 5 ,  r n g _ s t r e a m ) ; 
s s c a n f  ( s t r i n g ,  " % d M, & n u m _ m a t e r i a l s ) ;
f o r  ( i = l ;  i  < = = n u m _ m a t e r i a l s ;  i + + )
{
f g e t s  ( s t r i n g ,  2 5 5 ,  m g _ s t r e a m )  ; 
s s c a n f  ( s t r i n g ,  " % d " ,  & v a l u e ) ;
s s c a n f  ( s t r i n g ,  " % d  % f % f M, & te m p ,  & r a n g e _ h [ v a l u e ] ,  & r a n g e _ v [ v a l u e ] ) ;
}
}
/ *          -  * /
v o i d  r e a d _ m a t e r i a l _ t y p e e  ( )
{
c h a r  s t r i n g [ 2 5 5 ] ;  
i n t  i ,  j ,  t e m p ,  v a l u e ;
s m a t _ s t r e a m  =  f o p e n  ( " m a t e r i a l . d a t " ,  " r " )  ;  
f g e t s  ( s t r i n g ,  2 5 5 ,  s m a t _ s t r e a m ) ; 
s s c a n f  ( s t r i n g ,  , ,% d , , ,  & n u m _ m a t e r i a l s ) ; 
f o r  ( i = l ; i  < = n u m _ m a t  e r i a l s ; i + + )
{
f g e t s  ( s t r i n g ,  2 5 5 ,  s m a t _ s t r e a m ) ; 
s s c a n f  ( s t r i n g ,  " % d " ,  & v a l u e ) ;




f o r  ( i = s y i - l ; i > = 0 ; i - - )  
f o r  ( i = 0 ; i < s y i ; i + + )
{
A RTH U R LAKES LIBRARY 
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f g e t s  ( s t r i n g ,  2 5 5 ,  s 2 _ s t r e a m )  ; 
f o r  ( j = 0 ; j < s x i ; j + + )
s s c a n f  ( s t r i n g * j ,  " S i d " ,  & s m a t  [ j ]  [ i ] ) ;
}
}
b o o l e a n  l o c a t e _ f i r s t _ i n t e r s e c t i o n  ( d c x ,  d c y ,  x  ,  y )  
i n t  * x ,  * y ,  d c x ,  d c y ;
{
b o o l e a n  f o u n d ;  
f l o a t  s _ e l e v ;  
i n t  e r r o r ;
s t a t i c  i n t  g x  =  0 ,  g y  =  0 ;
* x  -  * y  =  0 ;
e r r o r  =  O K ; 
f o u n d  =  F A L S E ;
i f  ( d x [ d c x + l ]  < s x [ 0 ] ) 
e r r o r  =  L E F T _ E R R O R ; 
e l s e  i f  ( d x [ d c x ]  > s x m a x )  
e r r o r  =  R IG H T _ E R R O R ; 




i f  ( ( d x [ d c x ]  > =  s x [ g x ] )  && ( d x t d c x ]  < s x [ g x + l ] ) )
{
g y  =  0 ;
i f  ( d y [ d c y + l ]  > s t q p [ g x ] )  
e r r o r  =  A B O V E _E R R O R  ; 




s _ e l e v  =  s t o p f g x ]  -  ( g y  *  B y [ g x ] ) ;  
i f  ( ( d y [ d c y ]  < =  s _ e l e v )  &&
( d y [ d c y ]  > ( s _ e l e v  -  s y [ g x ] ) ) )
{
* x  =  g x ;
*y = gy;
f o u n d  =  T R U E ;
}
g y + + ;
i f  ( ( g y  > =  s y i )  && I f o x m d )  
e r r o r  =  B E L O W JE R R O R ;
}
w h i l e  (1  f o u n d  && ( e r r o r  =  O K ) && ( g y  < =  s y i ) ) ;  
}
}
g x + + ;
}
w h i l e  ( !  f o u n d  && (error =  O K ) && ( g x  < =  s x i ) ) ;
}
i f  (1  f o u n d  && ( e r r o r  —  O K ))  
e r r o r  =  N O T _P O U N D ;
g x - - ;
r e t u r n  ( e r r o r ) ;
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}
/ *    ------------------------------------------------------------------------------------------
b o o l e a n  g e t _ k _ v _ s e c t i o n  ( d i ,  d j ,  s i ,  s j ,  k v ,  h e i g h t ,  w i d t h ,  m a t e r i a l )
f l o a t  * k v ,  * h e i g h t ,  * w i d t h ;
i n t  d i ,  d j ,  s i ,  s j ,  ♦ m a t e r i a l ;
{
b o o l e a n  i n _ b l o c k ;
f l o a t  b o t _ B _ e l e v ,  t c p _ s _ e l e v ;
/ ♦  D e t e r m i n e  w i d t h  o f  s e c t i o n  ♦ /
i f  ( d x [ d i ]  < s x [ s i ] )
i f  ( s x [ s i + l ]  < d x [ d i + l ] )
♦ w i d t h  =  s x [ s i + l ]  -  s x [ s i ] ;
e l s e
♦ w i d t h  =  d x [ d i + l ]  -  s x [ s i ]  ;
e l s e
i f  ( d x [ d i + l ]  < s x [ s i + l ] )
♦ w i d t h  =  d x [ d i + 1 ]  -  d x [ d i ]  ;
e l s e
♦ w i d t h  =  B x [ s i + 1 ]  -  d x [ d i ] ;
/ ♦  D e t e r m i n e  h e i g h t  o f  s e c t i o n  ♦ /
i n _ b l o c k  =  T R U E ;
t o p _ s _ e l e v  =  s t o p [ s i ]  -  ( s j  ♦  s y [ s i ] ) ;  
b o t _ s _ e l e v  =  t o p _ s _ e l e v  -  s y  [ s i ]  ;
i f  { ( d y E d j ]  < t o p _ s _ e l e v )  && ! ( b o t _ s _ e l e v  > =  d y [ d j ] ) )  
i f  ( d y [ d j + 1 ]  < b o t _ s _ e l e v )
♦ h e i g h t  =  d y [ d j ]  -  b o t _ e _ e l e v ;
e l s e
♦ h e i g h t  =  d y [ d j ]  -  d y [ d j + l ]  ;  
e l s e  i f  ( ( t o p _ s _ e l e v  > d y [ d j + l ] )  && ! ( b o t _ s _ e l e v  > =  d y [ d j ] ) )  
i f  ( b o t _ s _ e l e v  < d y  [ d j  + 1 ] )
♦ h e i g h t  =  t o p _ s _ e l e v  -  d y [ d j + 1 ]  ;
e l s e
♦ h e i g h t  =  t o p _ s _ e l e v  -  b o t _ s _ e l e v ;
e l s e
{
♦ h e i g h t  =  d y [ d j ]  -  d y [ d j + l ]  ;  
i n _ b l o c k  =  F A L S E ;
}
/ ♦  D e t e r m i n e  h y d r a u l i c  c o n d u t i v i t y  o f  s o u r c e  b l o c k
i f  ( i n _ b l o c k )
{
♦ m a t e r i a l  =  s m a t [ s i ] [ s j ] ;
♦ le v  =  s k v  [ ♦ m a t e r i a l ]  ;
r e t u r n  ( T R U E ) ;
}
e l s e
{
♦ m a t e r i a l  = 0 ;
♦ k v  =  o u t _ o f  _ b o u n d e _ k v  ;
r e t u r n  ( F A L S E ) ;
}
ER-4007
v o i d  f i n d _ n e x t _ d e p t h  { d j ,  e i ,  e j )  
i n t  d j ,  e i ,  * s j ;
{
f l o a t  d _ e l e v ;
d _ e l e v  =  s t o p [ s i ]  -  d y [ d j ] ;
* s j  =  ( i n t )  ( d _ e l e v  /  s y [ s i ] ) ;
}.
/*     --------------
v o i d  c a l c u l a t e _ e f f e c t i v e _ k h  ( d c x ,  d c y ,  x ,  y ,  k h )  
f l o a t  * k h ;
i n t  d c x ,  d c y ,  x ,  y ;
{
b o o l e a n  d o n e ;
f l o a t  b o t t c m [ 2 0 ] ,  w i d t h [ 2 0 ]  , d e p t h [ 2 0 ]  ,  n e x t _ d e p t h [ 2 0 ]  ,  k _ d e p t h [ 2 0 ]  ;
f l o a t  t h i c k n e s s [ 3 0 0 ] ,  s u n j k h ,  s u m _ k h e q ,  s u m _ t h i c k n e s 8 ,  s u m _ w i d t h ;
f l o a t  c u r r e n t  j i e p t h ,  d e l t a _ y ,  m i n ;
f l o a t  t e n p ;
i n t  s j _ w i d t h [ 2 0 ]  ;
i n t  b l o c k s j w i d e ,  l e v e l s ;
i n t  i ,  j ,  s i ,  s j ;
i n t  m a r k e r ,  t h i c k n e s s _ b l o c k e ;
i n t  m a t e r i a l  ;
/ *  D e t e r m i n e  w i d t h  o f  s e c t i o n s
s u m _ w i d t h  =  0 . 0 ;  
b l o c k s _ w i d e  = 0 ;  
s i  =  X ;
m i n  =  d x  [ d c x ]  ;
d o
{
i f  ( m i n  < s x [ s i ] )
i f  ( s x [ s i + l j  < d x [ d c x + l ] )
w i d t h  [ b l o c k s j w i d e ]  =  s x [ s i + l ]  -  s x [ s i ]  ;  
e l s e
w i d t h  [ b l o c k s j w i d e ]  =  d x [ d c x + l ]  -  s x [ s i ]  ;
e l s e
i f  ( d x [ d c x + l ]  < s x [ s i + l ] )
w i d t h  [ b l o c k s j w i d e ]  =  d x [ d c x + l ]  -  m i n ;  
e l s e
w i d t h  [ b l o c k s j w i d e ]  — s x [ s i + l ]  -  m i n ;
s i + + ;
s u m j w i d t h  + =  w i d t h  [ b l o c k s j w i d e ] ; 
b l o c k s  _ w i d e + + ; 
m i n  =  s x [ s i ] ;
}
w h i l e  ( m i n  < d x  [ d c x + 1 ] ) ;
/ *  D e t e r m i n e  d e p t h  o f  n e x t  s o u r c e  b l o c k  i n  e a c h  s o u r c e  b l o c k  c o l u m n  
/ *  a n d  t h e  h o r i z o n t a l  h y d r a u l i c  c o n d u c t i v i t y  o f  t h e  s o u r c e  b l o c k .
f o r  ( i = 0 ; i < b l o c k s j w i d e ; i + + )
{
f i n d _ n e x t _ d e p t h  ( d c y ,  x + i ,  & s j )  ; 
n e x t _ d e p t h [ i ]  =  s t o p  [ x + i ]  -  ( ( s j  + 1 )  *  e y [ x + i ] ) ;
s  j  j w i d t h  [ i ]  =  s  j  ;
i f  ( n e x t _ d e p t h [ i ]  > =  d y [ d c y ] )
{
n e x t j d e p t h [ i ]  - =  s y [ x + i ]  ;
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e j _ w i d t h  [ i ]  + +  ;
}
d e p t h  [ i ]  =  n e x t _ d e p t h f i ]  ;
b o t t o m  [ i ]  =  s t o p  [ x + i ]  -  ( s y i  *  s y [ x + i ] ) ;
k _ d e p t h [ i ]  =  s k h [ s m a t  [ x + i ]  [ s j _ w i d t h [ i ]  ] ] ;
}
/ *  D e t e r m i n e  t h i c k n e s s  o f  l e v e l s  s o  t h a t  t h e  b l o c k  b r e a k s  i n  o n e  c o l u m n  * /
/ *  d o  n o t  e x t e n d  b e l o w  a n  u n a c c o u n t e d  f o r  b r e a k  i n  a  l a t e r  c o l u m n  * /
/ *  w h i c h  i s  i n  t h e  e l e m e n t  b e i n g  c a l c u l a t e d .  * /
c u r r e n t _ d e s p t h  =  d y  [ d c y ]  ;  
s u m _ t h i  c k n e s  e  =  0 . 0 ;  
j  =  0 ;
d o n e  =  F A L S E ;
d o
{
t h i c k n e s s [ j ]  =  1 0 0 0 0 0 0 0 0 . 0 ;  
f o r  ( i = 0 ; i  < b l o c k s _ w i d e ; i + + )
{
d e l t a _ y  =  c u r r e n t _ d e p t h  -  d e p t h [ i ] ;
i f  ( d e l t a _ y  < t h i c k n e s s [ j ] )
{
t h i c k n e s s  [ j ]  =  d e l t a _ y ;  
m a r k e r  =  i ;
}
}
d e p t h  [ m a r k e r ]  - =  s y  [ x + m a r k e r ]  ;  
i f  ( ( d c y + 1 )  < d y i )
{
i f  ( ( c u r r e n t _ d e p t h  -  t h i c k n e s s [ j ] )  < =  d y [ d c y + 1 ] )
{
d o n e  — T R U E ;
t h i c k n e s s  [ j ]  =  c u r r e n t _ d e p t h  -  d y  [ d c y + 1 ]  ;
}
}
B u m _ t h i c k n e s s  + =  t h i c k n e s s [ j  ] ;  
c u r r e n t _ d e p t h  - =  t h i c k n e s s  [ j ]  ;
j + + ;}
w h i l e  ( I d o n e  && ( c u r r e n t _ d e p t h  > d y [ d c y + 1 ] ) ) ;  
t h i c k n e s s _ b l o c k s  =  j ;
/ *  D e t e r m i n e  h o r i z o n t a l  k  o f  e a c h  d e p t h  l e v e l .  * /
c u r r e n t _ d e p t h  =  d y [ d c y ]  ;
s u m _ k h e q  = 0 . 0 ;
f o r  ( j  = 0 ; j  < t h i c k n e s s _ b l o c k s ; j + + )
{
s u m _ k h  =  0 . 0 ;
/ *
p r i n t  f  ( " ------> % d % f % f % f \ n M, j ,  c u r r e n t  _ d e p t h , t h i c k n e s s  [ j ]  ,  s u m _ t  h i c k n e s s )  ;
* /
fo r  ( i = 0 ; i < b l o c k s _ w i d e ; i + + )
{
i f  ( ( c u r r e n t _ d e p t h - ( t h i c k n e s s [ j ] / 2 . 0 ) ) < n e x t _ d e p t h [ i ] )
{
s  j j w i d t h  [ i ]  + +  ;
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m a t e r i a l  =  e m a t [ x + i ] [ s j _ w i d t h [ i ] ] ;
n e x t _ d e p t h [ i ]  - =  s y [ x + i ]  ;
k _ d e p t h [ i ]  =  s k h [ m a t e r i a l ]  ;
}
i f  ( ( c u r r e n t _ d e p t h  -  ( t h i c k n e s s [ j ] /  2 . 0 )  < b o t t o m [ i ] ) && ( b o t t o m [ i ]  >
d y [ d c y + 1 ] ) )
s u m _ k h  + =  w i d t h  [ i ]  /  o u t _ o f _ b o u n d s _ k h ;
e l s e
s u m _ k h  + =  w i d t h  [ i ]  /  k _ d e p t h [ i ]  ;
/*
p r i n t f  ( "  > % f % f % f \ n , , / n e x t _ d e p t h [ i ]  , k _ d e p t h [ i ] ,  s u m _ k h ) ;
* / }
c u r r e n t _ d e p t h  t h i c k n e s s  [ j  ] ;
s u m _ k h e q  + =  ( s u m j w i d t h  /  s u m _ k h )  *  t h i c k n e s s  [ j ]  ;
}
* k h  =  s u m _ k h e q  /  s u m _ t h i c k n e s s  ;
}
/ *          * /
v o i d  c a l c u l a t e _ e f f e c t i v e _ k v  ( d c x ,  d c y ,  x ,  y ,  k v ,  m a t )  
f l o a t  * k v ;
i n t  d c x ,  d c y ,  x ,  y ,  * m a t ;
{
b o o l e a n  i n _ b l o c k ;  
f l o a t  h e i g h t ,  w i d t h ;
f l o a t  8 u m _ h e i g h t ,  s u m _ w i d t h ,  s u m _ k h ,  s u m j c v ;
f l o a t  s u m _ h ,  s u m _ k v e q ,  k v s ;
f l o a t  m a x ;
i n t  i ,  m a t e r i a l ;
/ *  C a l c u l a t e  E f f e c t i v e  V e r t i c a l  H y d r a u l i c  C o n d u c t i v i t y  * /
s u m j w i d t h  =  0 . 0 ;  
s u m _ h e i g h t  =  0 . 0 ;  
e u m _ k v e q  =  0 . 0 ;
f o r  ( i = 0 ; i < 2 0 ; i + + )  
m a t _ a r e a [ i ]  =  0 ;
d o
[
i f  ( d y [ d c y ]  > s t o p [ x ] )
{
h e i g h t  =  d y [ d c y ]  -  s t o p [ x ]  ; 
s u m _ h  =  h e i g h t ;
s u m _ k v  =  h e i g h t  /  o u t _ o f _ b o u n d s _ k h ;
}
e l s e
{
e u m _ h  =  0 . 0 ;  




i n _ b l o c k  =  g e t _ k _ v _ s e c t i o n  ( d c x ,  d c y ,  x ,  y ,  & k v s ,  & h e i g h t ,  & w i d t h ,
& m a t e r i a l )  ;
i f  ( i n _ b l o c k )
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{
m a t _ a r e a  [ m a t e r i a l ]  + =  h e i g h t  *  w i d t h ;  
e u m _ h  + =  h e i g h t ;
s u m _ k v  + =  h e i g h t  /  k v s ;
y + + ;
/*
p r i n t f  ( " = = >  % d % f % f % f % f % f \ n " , x ,  h e i g h t ,  s u m _
w i d t h )  ;
*/ i
}
w h i l e  ( ( i n _ b l o c k )  && ( y  < s y i ) ) ;  
i f  ( ( i n _ b l o c k )  && ( y  > =  s y i )  && ( d y  [ d c y + 1 ]  < ( e t o p [ x ]  -  ( s y i  *  
{
i f  ( d y [ d c y ]  < ( s t o p [ x ]  -  ( s y i  * s y [ x ] ) ) )
{
m a t _ a r e a  [ 0 ]  =  w i d t h  *  d y  [ d c y ]  -  d y  [ d c y + 1 ]  ; 
s u m _ h  =  d y [ d c y ]  -  d y  [ d c y + 1 ]  ;
s u m _ k v  =  s u m _ h  /  o u t _ o f _ b o u n d s _ k v ;
}
e l s e
{
h e i g h t  =  ( e t o p [ x ]  -  ( s y i  *  e y [ x ] ) )  -  d y  [ d c y + 1 ] ;
sum __h  + =  h e i g h t ;
s u m _ k v  + =  h e i g h t  /  o u t _ o f _ b o u n d s _ k v ;
m a t _ a r e a [ 0 ]  +— w i d t h  *  h e i g h t ;
}
/ *
p r i n t f  ( “ * * * >  % d % f % f % f % f % f % f \ n " ,  x ,  h e i g h t ,
w i d t h ,
d y  [ d c y + 1 ] ,  ( s t o p [ x ]  -  ( ( s y i  -  1 )  *  s y [ x ] ) ) ) ;
*/
}
x + + ;
s u m _ k v e q  + =  ( s u m _ h  /  s u m _ k v )  *  w i d t h ;  
s u m _ w i d t h  + =  w i d t h ;  
i f  ( d x [ d c x + l ]  > s x [ x ] )
{
f i n d _ n e x t _ d e p t h  ( d c y ,  x ,  & y) ;  
i n _ b l o c k  =  T R U E ;
}
e l s e
i n _ b l o c k  =  F A L S E ;
}
w h i l e  ( i n _ b l o c k ) ;
* 3 w  =  e u m _ k v e q  /  s u m _ w i d t h ;
m a x  = 0 . 0 ;
f o r  ( i = 0 ; i < 2 0 ; i + + )
i f  ( m a t _ a r e a [ i ]  > m a x )
{
m a x  =  m a t _ a r e a [ i ] ;
* m a t  — i ;
}
/ *
p r i n t f  ( "  > % f % f % f \ n " ,  * k v ,  s u m _ k v e q ,  s u m _ w i d t h ) ;
p r i n t f  ( "  % f % f % f \ n " ,  d x [ d c x ] ,  d x [ d c x + l ] , d y [ d c y ] ) ;
g e t c h a r  ( ) ;
*/ }
h ,  s u m _ k v ,  k v s ,
e y  [ x ] ) ) ) )
s u m _ h ,  s u m _ k v ,
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/ *       * /
v o i d  o v e r l a y _ g r i d e  ( s h i f t ,  o p t i o n )  
f l o a t  s h i f t ;  
i n t  o p t i o n ;
{
i n t  s t a t u s ;
i n t  i ,  i i ,  j ,  x ,  y ,  o n - l i n e ;  
i n t  m a t ;
s t a t u s  =  O K ;
f o r  ( i = 0 ; i < d x i - l ; i + + )
{
o n _ l i n e  =  0 ;  
f o r  ( j = 0 ; j < d y i - l ; j + + )
{
i f  ( s t a t u s  ! =  R IG H T _ E R R O R )
{
s t a t u s  =  l o c a t e _ f i r s t _ i n t e r s e c t i o n  ( i ,  j ,  & x , & y ) ;  
i f  ( s t a t u e  =  OK)
{
c a l c u l a t e _ e f f e c t i v e _ k v  ( i ,  j ,  x ,  y ,  & d k v ,  S m a t )  ; 
c a l c u l a t e _ e f f e c t i v e _ k h  ( i ,  j ,  x ,  y ,  & d k h ) ;
}
e l s e
{
m a t  =  0 ;
d k h  =  o u t _ o f _ _ b o u n d s _ k h ;  
d k v  =  o u t _ o f  _ b o u n d s _ k v ;
}
/ *
p r i n t f  ( " % 6 . O f  % 7 . 3 f  % 1 1 . 5 f  % 1 1 . 5 f  % d % d \ n w,  d n x [ i + l ] ,  d n y [ j + l ] , d k h ,  d k v ,  m a t ) ;  
g e t c h a r  ( ) ;
* /
s v d t c h  ( o p t i o n )
{
c a s e  1 :
f p r i n t f  ( o u t _ s t r e a m ,  " % 6 . 0 f  % 7 . 3 f  % 1 1 . 5 f  % 1 1 . 5 f \ n " ,  d n x [ i + l ] ,
d n y t j + l ] »  d k h /  d k v ) ;  
b r e a k ;  
c a s e  2 :
i f  ( m a t  1 =  0 )
{
m a t  = 0 ;
f o r  ( i i = l ; i i < = 5 i u m _ m a t e r i a l s ; i i + + )  
i f  ( d k v  > =  r a n g e _ v [ i i ] ) 
m a t  =  i i ;
}
f p r i n t f  ( o u t _ s t r e a m ,  M% 6 . 0 f  % 7 . 3 f  % 2 d \ n " ,  d n x [ i + l ] , 
d n y t j + 1 ] ,  m a t ) ;
b r e a k ;  
c a s e  3 :
i f  ( m a t  1 =  0 )
{
m a t  = 0 ;
f o r  ( i i = l ; i i < = n u m _ m a t e r i a l s ; i i + + )  
i f  ( d k h  > =  r a n g e _ h [ i i ] )  
m a t  =  i i ;
}
f p r i n t f  ( o u t _ s t r e a m ,  , , % 6 . 0 f  % 7 . 3 f  % 2 d \ n " ,  d n x [ i + l ]  , 
d n y t j + 1 ] ,  m a t ) ;
b r e a k ;  
c a s e  4 :
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f p r i n t f  ( o u t _ s t r e a m ,  " % 6 . 0 f  % 7 . 3 f  % 2 d \ n " ,  d n x [ i + l ]  , 
d n y [ j + l ] ,  m a t ) ;
b r e a k ;  
c a s e  5 :
f p r i n t f  ( o u t _ e t r e a m ,  "  % 1 1 . 5 f  " ,  d k h ) ; 
b r e a k ;  
c a s e  6 :
f p r i n t f  ( o u t _ s t r e a m ,  "  % 1 1 . 5 f  " ,  d k v )  ; 
b r e a k ;  
c a s e  7 :
i f  ( d k h  > o u t _ o f _ b o u n d s _ k h * 2 . 0 )  
f p r i n t f  ( o u t _ s t r e a m ,  " 1 " ) ;  
e l s e
f p r i n t f  ( o u t _ s t r e a m ,  " 0 " ) ;
}
}
o n _ l i n e + + ;
i f  ( ( ( o p t i o n  = 5 )  | |  ( o p t i o n  = 6 ) )  && ( o n _ l i n e  > =  1 0 ) )
{
o n _ l i n e  =  0 ;
f p r i n t f  ( o u t _ s t r e a m ,  " \ n " ) ;
}
}
i f  ( o p t i o n  > =  5 )
f p r i n t f  ( o u t _ s t r e a m ,  " \ n " ) ;
}
}
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
m a i n  ( )
{
c h a r  s t r i n g  [ 2 5 6 ]  ;  
i n t  o u t p u t _ o p t  i o n ;
p r i n t f  ( " E n t e r  i n p u t  m a t e r i a l  g r i d  f i l e  n a m e :  " ) ;  
g e t s  ( s t r i n g ) ;
s t r c p y  ( m a t e r i a l _ g r i d _ f i l e ,  s t r i n g ) ; 
s 2 _ s t r e a m  =  f o p e n  (m a t e r i a l _ g r i d _ f i 1 e , " r " ) ;
p r i n t f  ( " E n t e r  o u t p u t  f i l e  n a m e  : " ) ;
g e t s  ( s t r i n g ) ;
s t r c p y  ( o u t _ f i l e ,  s t r i n g ) ;
o u t _ s t r e a m  =  f o p e n  ( o u t _ f i l e ,  " w " )  ;
p r i n t f  ( " \ n " ) ;
p r i n t f  ( " W h a t  i s  t h e  m i s m a t c h  o f  t h e  r i g h t  g r i d  b o r d e r s :  " )  ;  
g e t s  ( s t r i n g ) ;
s s c a n f  ( s t r i n g ,  " % f " ,  S b o r d e r _ e r r o r ) ;
p r i n t f  ( " W h a t  i s  t h e  o u t  o f  b o u n d s  h o r i z o n t a l  K : " ) ;
g e t s  ( s t r i n g ) ;
s s c a n f  ( s t r i n g ,  " % f " ,  & o u t _ o f _ b o u n d s _ k h )  ;
p r i n t f  ( " W h a t  i s  t h e  o u t  o f  b o u n d s  v e r t i c a l  K : " )  ;
g e t s  ( s t r i n g ) ;
s s c a n f  ( s t r i n g ,  " % f " ,  & o u t _ o f _ b o u n d s _ k v )  ; 
p r i n t f  ( " \ n " ) ;
p r i n t f  ( " E n t e r  h y d r a l i c  c o n d u c t i v i t y  o u t p u t  o p t i o n : \ n \ n " ) ;
p r i n t f  ( "  1 .  C a l c u l a t e d  e f f e c t i v e  K v  a n d  K h . \ n " ) ;
p r i n t f  ( "  2 .  N e a r e s t  M a t e r i a l  t o  e f f e c t i v e  K v . \ n " ) ;
p r i n t f  ( "  3 .  N e a r e s t  m a t e r i a l  t o  e f f e c t i v e  K h . \ n " ) ;
p r i n t f  ( "  4 .  M a t e r i a l  m a k i n g  u p  m o s t  o f  b l o c k . \ n \ n " )  ;
p r i n t f  ( "  5 .  C a l c u l a t e  e f f e c t i v e  K h  a n d  w r i t e  t o  MODFLCW f o r m a t . \ n " ) ;
p r i n t f  ( "  6 .  C a l c u l a t e  e f f e c t i v e  K v  a n d  c o n v e r t  t o  V CON T p a r a m e t e r \ n " ) ;
ER-4007 147
p r i n t f  ( 11 i n  MODFLOW f o r m a t .  \ n " ) ;
p r i n t f  ( "  7 .  D e f i n e  a n d  w r i t e  c e l l s  o f  g r i d  ( 0 = n o f l o w ,  I n a c t i v e )  \ n 11) ;
p r i n t f  (■  f o r  MODFLOW. \ n \ n " )  ;
p r i n t f  ( "  S e l e c t i o n :  *') ;  
g e t s  ( s t r i n g ) ;
s s c a n f  ( s t r i n g ,  n % d " , & o u t p u t _ o p t i o n ) ;
i f  ( ( o u t p u t _ o p t i o n  =  2) I I (o u t p u t _ o p t i o n  =  3 ) )
{
p r i n t f  ( " \ n " ) ;
p r i n t f  ( " E n t e r  m a t e r i a l  r a n g e  f i l e  n a m e  : " ) ;  
g e t s  ( s t r i n g ) ;
s t r c p y  ( r a n g e _ f i l e ,  s t r i n g ) ; 
m g _ s t r e a m  =  f o p e n  ( r a n g e _ f i l e ,  " r " ) ; 
r e a d _ r a n g e s  ( )  ;
}
p r i n t f  ( “ \ n \ n " ) ;
p r i n t f  ( " C a l c u l a t i n g  . . . \ n n ) ;
r e a d _ d e s t _ g r i d  ( ) ;  
r e a d _ s o u r c e _ g r i d  ( ) ;  
r e a d _ m a t e r i a l _ t y p e s  ( ) ;
n o r m a l i z e _ d e s t _ g r i d  ( ( s x m a x  -  d x m a x )  + b o r d e r _ e r r o r )  ;
o v e r l a y _ j g r i d s  ( ( s x m a x  -  d x m a x )  + b o r d e r _ e r r o r , o u t p u t _ o p t i o n ) ;
}
F_ROTATE.C
This code rotates a matrix of real numbers, specifically designed to rotate TRANS 
output for MODFLOW input. Realizations from ISIM3D are converted to hydraulic 
conductivity data using TRANS. The data is then converted to MODFLOW format with 
F_ROTATE. No auxiliary data files are required
# Program F_ROTATE





char string[256], in_f ile[256], out_f ile[256];
FILE *in_stream, *out_stream; 
float k [130] [130]; 
float top;
int i, j, x, y, in_line;
printf ("Enter input file : "); 
gets (string); 
strcpy (in_file, string); 
in_stream = fopen (in_file, "r");
printf ("Enter output file; "); 
gets (string); 
strcpy (out_file, string); 
out_stream = fopen (out_file# " w " ) ;
printf ("Enter x dimension; "); 
scanf ("%d", &x); 




fscanf (in_stream# "%fM# &k[i][j]);
top = 525.0; 
for (j=0;j<y;j++)
{
in_line = 0 ;




fprintf (out_streamf "%ll,5f ", k[i][j]); 
in_line++; 





/* fprintf (out_stream, "
fprintf (out_stream, " 
-l\n");
0%9.Of.\n" , top-5.0); 
12 5.0(10F12.5)







Similar to F_ROTATE, this code rotates a matrix from TRANS and computes the variable 
VCONT used in MODFLOW simulations. No auxiliary data files are required.
#Program V_ROTATE




char string[256], in_file[256], out_file[256];
FILE *in_stream, *out_stream;
float k [130] [130];
float t, thick, top, vcont;
int i, j, x, y, in_line;
printf ("Enter input file : "); 
gets (string); 
strcpy (in_file, string); 
in_stream = fopen (in_file, "r");
printf ("Enter output file: "); 
gets (string); 
strcpy (out_file, string); 
out_stream = fopen (out_file, "w");
printf ("Enter x dimension: "); 
scanf ("%d", &x); 




fscanf (in_stream, "%f", &k[i][j]);
top = 525.0; 
thick = 5.0;
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vcont = 1 / ((t / k[i] [j]) + (t / k [i] [j + 1])) ;
/ *
fprintf (out_stream, "%d %d %f %f %f\nH,i, j, k[i][j], k[i][j + l]# 
vcont)?
*/
fprintf (out_stream, " %ll.5f", vcont);
in_line++; 
if (inJLine >= 10)
{








This code rotates a matrix of integers, specifically designed to rotate TRANS.C
output for MODFLOW input. Realizations from ISIM3D are converted to active (1) and
inactive (0) flow cells data using TRANS.C. The data is then converted to MODFLOW





char strmg[256], in_file[256], out_file[256];
FILE *in_stream, *out_stream; 
int k[130][130]; 
int i, j, x, y;




in_stream = fopen (in_file, *r");
printf ("Enter output file: "); 
gets (string); 
strcpy (out_file, string); 
out_stream = fopen (out_file, "w");
printf ("Enter x dimension: "); 
scanf ("%d", &x); 













FREQ2 scans realizations from ISIM3D and produces files containing 
x-coordinates, z-coordinates, and probability values. The probability values refer to the 
percent chance a hydrofacies or combination of hydrofacies exists in a grid block. The 
realizations are scanned for the following facies and combinations of facies:





5) sandy gravel and gravel, and
6) sand, sandy gravel and gravel.
The output from FREQ2 is written to an ASCII file in SURFER (Golden Software) 
format. In this study, the data was kriged on a 121x106 grid with SURFER (Golden 
Software), requiring approximately 4 hours on an IBM 386 33 MHz Machine. FREQ2 
requires the file grid.txt for a variable grid and the file column.dat for the uniform grid 
geometry. FREQ2 also records the cumulative distribution function (cdf) for the four 
hydrofacies in cdf.out. FREQ2 is listed below.
c
cr« PROGRAM freq2.fL
c Creates SURFER data files for frequency distribution maps
c of hydrofacies:
c mud.out = clay and silt
c sand.out = sand
c sg.out = sandy gravel
c grav.out = gravel
c sgg.out = sandy gravel and gravel








cdf.out = cumulative distribution function
c
character d u m m y
INTEGER IN(12 0,105),CB(120),CE(120), tic(120),trc(120), 
#,GSIZEX,GSIZEY
REAL OUT1<120,105),OUT2(120,105), OUT3(120,105),OUT4(120,105)
# , O U t 5 ( 1 2 0 , 1 0 5 ) ,out6 ( 1 2 0 , 1 0 5 ) ,WIDTH ( 1 2 0 ) ,THICK( 1 2 0 ) ,TOP ( 1 2 0 )
# ,tcdfm(ioi),tcdfs(101),tcdfsg(101),tcdfg(101),numb,sumcdf( 101)
# ,vnmud(l20,105),vnsand(l2 0,105),vnsg(l20,105),vngrav(l20,105)










open (UNIT=10, file='mud.out', status=1unknown') 
open(UNlT=ll, file='ssgg.out', status=1 unknown')
write ( * , *) 'Input variable grid=l; Input unifirm grid=2' 
read (*,199) gt 
199 FORMAT(II)
DO 99 J=1,105 









WRITE(*,*)' # OF REALIZATIONS'
READ(*,*)NCT
WRITE(*,*) 'INPUT FILENAME FOR COLUMN DATA?'
READ(*,2) COLDAT
OPEN(INFIL2,FILE=COLDAT,STATUS='OLD•)





C -------  CALCULATE FOR VARIABLE GRID
DO 30 ICT=1,NCT 
2 FORMAT(A20)


























































OUT2 (I, J) 
OUT5 (I, J) 









OUT3 (I, J) 


































CALCULATE FOR UNIFORM GRID-
777 DO 7 30 ICT=1,NCT
WRITE( * , *) ’Input filename for indicator data:1 




























































OUT5 (I, J) 
































tcdfm(ict) = cdfm/bt 






WRITE OUTPUT IN SURFER FORMAT FOR UNIFORM GRID 
AND WRITE CDF FOR UNIFORM GRID
1 1=1,GSIZEX
137 J==CB (I) ,GSIZEY
write (2,6) i*100.0, j *5.0, OUTl(i,j)
write (3,6) i*100.0, 3*5.0, OUT2 (i,j)
write (4,6) i*100.0, j *5.0, OUT3(i,j)
write (10,6) i*100.0, j*5.0, OUT4(i,j)
write (9,6) i*100.0, j*5.0, OUT5(i,j)
write (11,6) i*100.0, j *5.0, OUT6(i,j)
write (18,7) i*100.0, 3*5.0, vnmud(i,j)
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write (19,7) i*lOO.O, 3*5.0, vnsand(i,j)
write (20,7) i*100.0, j*5.0, vnsg(i,j)




6 format (lx, f 6 .0,2x, f 6. 0,2x, f 4.2)
7 format (lx,f6,0,2x,f6.0,2x,f6.4)
goto 500
READ FILE CONTAINING DIMENSIONS OF VARIABLE GRID 
TLC (top left coord, of top block in column)
TRC (top right coord, of top block in column) 
WIDTH (width of blocks in column)
THICK (thickness of blocks in column, z-dimension) 
TOP (elevation at top of top block in column)





DO 57 0 IX=1,GSIZEX
READ(INFIL3,503) TLC(IX), TRC(IX), WIDTH(IX), THICK(IX), TOP(IX) 
FORMAT(i5,i7,f6.0,f7.2,F7.0)
FORMAT(2OOil)
do 437 J=1 ,gsizey
ycoord= top (ix) -(105*thick(ix))+ (J*THICK(IX))
write 2,406) trc(ix), ycoord, OUTl(iX,j)
write 3,406) trc(ix), ycoord, OUT2(iX,j)
write 4,406) trc(ix), ycoord, OUT3(iX,j)
write 10,406) trc(ix), ycoord, OUT4(iX,j)
write 9,406) trc(ix), ycoord, OUT5(iX,j)
write 11,406) trc(ix), ycoord, OUT6(iX,j)
write 18,407) trc(ix), ycoord, vnmud(ix,j)
write 19,407) trc(ix), ycoord, vnsand(ix, j)
write 20,407) trc(ix) , ycoord, vnsg(ix,j)
write 21,407) trc(ix), ycoord, vngrav(ix,j)
437 cont inue
406 format (lx,i6 ,2x,f6.2,2x,f4.2)




-WRITE CDF OUTPUT TO "CDF.OUT"
500 open(unit=l5,file=’cdf.out *,status='unknown1) 
do ill kx=l,net
write(15,112)tcdfm(kx),tcdfs(kx),tcdfsg(kx),tcdfg(kx),sumcdf(kx) 
a cdf m=acdf m+1 cdf m (kx) 
acdfs=acdfs+tcdfs(kx)
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MODPATH was modified to print the coordinates of particles as they are tracked 
across the simulated sections. RWLINES converts this output into Rockware format. The 
particle tracks are then superimposed onto the hydrofacies maps. RWLINES is listed 
below.
C PROGRAM RWLINES.FOR
C Converts X-Z flownet points from MODPATH into




























This program converts realizations from ISIM3D into Rockware format for the 
graphic display of hydrofacies maps. Files grid.txt and col.dat are needed to execute 





















write (*,*) 'Do you want vertical cells grouped (No=0,Yes=l)' 
read (*,*) group
write (*,*) 'Input variable grid=l; Input unifirm grid=21 
read (*,199) gt 











C ....... READ TOP AND BOTTOM OF WELL LOCATIONS IN SYSTEM -------
WRITE(USER,*) 'INPUT FILENAME FOR COLUMN DATA?'
READ(USER,2) COLDAT
OPEN(INFIL2,FILE=COLDAT,STATUS='OLD')
DO 7 0 IX=1,GSIZEX 
READ(INFIL2,3) CB(IX), CE(IX)
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C write(*,*)’cb(ix)* 1,cb(ix),'ce(ix)= ’,ce(ix)
7 0 CONTINUE
write(*,*)'gsizex* 1,gsizex,'gsizey* ',gsizey 


















WRITE (OFILE, 5) XMIN, YMAX,XMAX, YMIN, DAT (IX, IY)
C 5 FORMAT(G10.4,’ ’,G10.4,‘ ',G10.4,‘ ’,G10.4,‘ f,i4)
5 FORMAT(i5, ’ ’,F6.1,‘ ',i5,‘ ’,F6.1,’ ',il)







c   Read variable grid---- ---




C READ FILE CONTAINING DIMENSIONS OF VARIABLE GRID
c ------- TLC (top left coord, of top block in column)
c ------- TRC (top right coord, of top block in column)
c ....... WIDTH (width of blocks in column)
c ------- THICK (thickness of blocks in column, z-dimension)
c ------- TOP (elevation at top of top block in column)












DO 27 0 IX=1,GSIZEX
READ(INFIL3,2 03) TLC(IX), TRC(IX), WIDTH(IX), THICK(IX), TOP(IX) 










if((iy-inc).It.1) goto 1298 
olddat = dat(ix,iy-inc) 
isame — 0
do 1296 iyy = iy-l-inc,1,-1
if (dat (ix, iyy) .eq.olddat) then 





1297 inc = inc + isame 
endif
ymin = ymax - ((isame +1) * thick(ix))
WRITE(OFILE,205)XMIN,YMAX,XMAX,YMIN,DAT(IX,IY-inc)







300 close (unit = 1) 
close (unit = 2) 
close (unit = 8) 





Each input data file listed above is explained below.
Grid.txt
Grid.txt contains block dimensions and coordinates for each column in the 
stochastic simulation grid. Grid.txt is located in Appendix A. The data are free format, 




side of grid 
column
120 entries 




side of grid 
column
120 entries 











blocks in grid 
column
120 entries 
(1 line per grid 
column)
Column 5
Elevation at top 
of grid column
120 entries 
(1 line per 
grid column)
An example of the information contained in this file is listed below.
0 100 1 0 0 . 5 . 0 0 5 1 0 .
100 200 1 0 0 . 5 . 0 0 5 1 0 .
200 300 1 0 0 . 5 . 0 0 5 1 0 .
300 400 1 0 0 . 5 . 0 0 5 1 0 .
400 500 1 0 0 . 5 . 0 0 5 1 5 .
500 600 1 0 0 . 5 . 0 0 5 1 5 .
■ ■ ■ ■ ■
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m ■ ■ m •
m ■ ■ m ■
11100 11200 1 0 0 . 5 . 0 0 3 8 5 .
11200 11300 1 0 0 . 5 . 0 0 3 8 5 .
113 0 0 11400 1 0 0 . 5 . 0 0 3 8 5 .
11400 11500 1 0 0 . 5 . 0 0 3 8 5 .
11500 11600 1 0 0 . 5 . 0 0 3 8 5 .
11600 1 1700 1 0 0 . 5 . 0 0 3 8 0 .
11700 11800 1 0 0 . 5 . 0 0 3 6 5 .
11800 11900 1 0 0 . 5 . 0 0 3 5 5 .
11900 12000 1 0 0 . 5 . 0 0 3 5 0 .
X .erid
X.grid contains the x-coordinates of the user specified grid. X.grid is presented in 
Appendix A. The data are free format, values are separated by one or more spaces. The 
contents of this file are described below:
Line 1 Number of columns * Minimum X- Maximum X-
coordinate block- coordinate block-
centered grid centered grid
Line 2 X-coordinate of block grid node (Left Side of grid)
Line 3 X-coordinate of block grid node
Line 4 X-coordinate of block grid node
Line * X-coordinate of block grid node (Right Side of grid)
An example of the contents of x.grid is listed below.
1 2 1 . 0 0 . 0  1 2 0 0 0 . 0  
0 . 0  
1 0 0 . 0  
2 0 0 . 0
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3 0 0 . 0
4 0 0 . 0
5 0 0 . 0
1 1 5 0 0 . 0
1 1 6 0 0 . 0
1 1 7 0 0 . 0
1 1 8 0 0 . 0
1 1 9 0 0 . 0
1 2 0 0 0 . 0
Y.grid
Y.grid contains the y-coordinates of the user grid. Y.grid is located on disk 3 and is 
presented in Appendix A. The data are free format, values are separated by one or more 
spaces. The contents of this file are described below:
Line 1 Number of columns * Minimum Y- Maximum Y-
coordinate of coordinate of
grid (left edge) grid (right edge)
Line 2 Y-coordinate of block grid node (Top of grid)
Line 3 Y-coordinate of block grid node
Line 4 Y-coordinate of block grid node
Line * Y-coordinate of block grid node (Bottom of grid)
An example of the contents of y.grd is listed below.
1 0 7 . 0 0 . 0  5 2 5 . 0
5 2 5 . 0
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5 2 0 . 0
5 1 5 . 0
5 1 0 . 0
5 0 5 . 0
5 0 0 . 0
3 0 . 0
2 5 . 0
2 0 . 0
1 5 . 010.0
5 . 0  
0.0
Mat.dat
Mat. dat contains horizontal hydraulic conductivity (Kh) and vertical hydraulic 
conductivity (Kv) data for each hydrofacies. The Kh and Kv values for each hydrofacies 
are used in effective hydraulic conductivity calculations for each block in the user specified 
grid. The Kh and Kv values listed below are referenced from Gaylord and Poeter (1988). 
The data are free format, values are separated by one or more spaces. The information 
contained in this file is listed below:
Line 1 Number of Hydrofacies
Line 2 Indicator Number; Kh; Kv;
Line 3 Indicator Number; Kh; Kv;
Line 4 Indicator Number; Kh; Kv;





An example of the contents of matdat follows.
4
4 10000.0 4000.0 - Gravel
3 1000.0 400.0 - Sandy Gravel
2 400.0 20.0 - Sand
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1 0.6 0.006 - Clay & Silt
Range.dat
Range.dat contains the minimum Kh and Kv values for each hydrofacies. Grid blocks 
with effective Kv or Kh below the minimum will be classified as that hydrofacies if options
2 or 3 are selected. This data file applies only to options 2 and 3 in TRANS. The data are 
free format, values are separated by one or more spaces. The information contained in this 
file is listed below.
Line 1 Number of Hydrofacies
Line 2 Indicator Number; Min. Kh; Min. Kv;
Line 3 Indicator Number; Min. Kh; Min. Kv;
Line 4 Indicator Number, Min. Kh; Min. Kv;





An example of a range.dat file follows.
4
4 10000.0 1000.0 - Minimum Gravel
3 1000.0 100.0 - Minimum Sandy Gravel
2 10.0 1.0 - Minimum Sand
1 0.006 0.0006 - Minimum Clay & Silt
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Column.Dat
Column.dat contains the top and bottom row for each column, defining the top and 
bottom surface for a uniform grid simulation. The file format is as follows:
Column 1 Column 2
Top of Column 1 Bottom of Column 1
Top of Column 2 Bottom of Column 2
120 entries 
(1 line per grid column)
120 entries 
(1 line per grid column)
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APPENDIX C 
FACTOR ANALYSIS SOFTWARE AND CODES
QMODE.FOR
The Q-mode factor analysis program was obtained from Davis (1973). Examples 
data sets from Davis (1986) were used to check the program. A number of subroutines 
were also required to run the program. All necessary subroutines can also be found in 
Davis (1973).
SYSTAT
Cluster analyses and multiple discriminant analyses were perfomed with SYSTAT 
(Wilkinson, 1988). This program was accessed through the geology computer network at 




Note: wells 699-45-6,699-41-11, and 699-46-3 have no geophysical data.
169
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OTHER DESIGNATIONS = GOLDER *1
HANFORD COORDINATES: N039829 U012977
f- ^  ^  UELL CASING (FT-MSL) : 507.66
K H H  ---   I j i  DEPTH TO BASALT (FT): *196
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Sandy Grave I; Med i urn qraveI 
some sand. (SG)
Coarse black SAND. (S)
Med Ium GRAVEL trace coarse sand. (G)
"SILT Fi ne eand and CLAY  (M)
SAND (S)
SILT: some Fi ne sand and CLAY. (M)
GRAVEL (G)
SILT med i um grave I, trace sand. (M)
Geophysi coI Sandy Grave Ii ntergretat i on.
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6 9 9 - ^ 1 0 - 1 3
OTHER DESIGNATIONS: 
HANFORD COORDINATES: 
UELL CASING (FT-MSL) : 
DEPTH TO BASALT (FT)= 





















280 Geophys i ca i i nterpretat i on, Sandy Gravel. (SG)
270
Geophys i ca i i nterpretat i on, r  i £. i c t i T *rm230
280
220




190 's ica I i nterpretat i on.320 SAND.
Geophysl ca I i nterpretat i oh, Sandy Grave I. (SG)180
330
170
Geophysical interpretation, SAND/ (S) r
Geophys i ca i i nterpretat i on,






jeoohys i caI i nterpretat i on.
120 Geophysicai interpretat i oh,




OTHER DESIGNATIONS; GOLDER ‘1
HANFORD COORDINATES N039829 W012977
WELL CASING (FT-MSL)= 507.66
^  ^    1 3  0EPTH T0 BASALT (FT) : A96
DEPTH TO WATER TABLE (FT): 117.66
NEUTRON-NEUTRON GAMMA
INDICATOR g






ra i eg I i nterpretat i on,SAND.100
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’s i ca I interpretation, 










6 g g - ^ o - i 2 B
OTHER DESIGNATIONS = 
HANFORD COORDINATES: 
UELL CASING (FT-MSL) 





DEPTH TO UATER TABLE (FT)= 131
NEUTRON-NEUTRON GAMMA














GRAVEL (sandy gravel?): Well rounded pebbles (90%) 
cobbles (10%). No sand recovered. (SG)
370 vvyvwv
O O O O O O O
o o o o o o o
o o o o o o o
o o o o o o o
o o o o o o o
o o o o o o o
150
360
160 Very Fi ne sand SILT (60-75%), well i.-.du; (Ml n rated.350 'CggrsetoFine^sroccvi (Mi /170
180
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OTHER DESIGNATIONS: 
HANFORD COORDINATES: 
HELL CASING (FT-MSL) 























































« f i f s
Fine - medium silty rounded Sandy Gravel (granules 10%, pebbles 70-80%, cobbles 10%). (SG)
SiIty coarse to medium Sandy Gravel, dominately pebbles (80*), < 10% granules,10% cobbles. (SG)
CLAY AND SILT: Very Finesandy siltstone (60%* silt; clay). (M)
Silty (30-90%) very fine sand and Fine SAND. Moderately indurated. (Ml
Most Iy Iost core. Med i um to coarse gravelly SAND. (S)
Med i um to coarse SAND. Moderately to we I I-sorted. (S)
Medium Sandy Grave) -■ Gravel predom i nately rounded bebbles (80%14 <10%granules, (cobbles ?). 60%§raveI by voIume < 10% iagenetic clays. (SG)
Medium Sandy Gravel: Wellrounded pebbles (80%), 10%granules, < 19% cobbles if present. (SG)
NOCORE RECOVERY
Sandy Gravel; 85% roundedpebbles, < 10% granules^ no evidence oF cobD (SG)
NO CORE RECOVERY
Weak Iy i ndurated SAND:SIane I am inot i ons to assive. (S)
WWE'̂ CCDYCRT"
CLAY and silt with some Fine sand stringers. (M)
•^CTY"l30-A0%TTThesand— very hard indurated locally with CaC03. (M)..
Prade to thin (< 5cm) very ine sand lenses or sheets.(M). . . . „ . . , . . . . _ . . . . _ . g ..... ..................................
very F i ne to F i ne sand.Locally indurated to hard. (S)
NO CORE RECOVERY
CLAY and silt: indurated. (M)
Med i um to coarse Sandy Grave I we I I rounded pebbIes 2-9 cm average(85%), < 10% granules, < 5% cobbles. (SG) 3
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& 9 9 - ^ 0 - 1 2 B
OTHER DESIGNATIONS: 
HANFORD COORDINATES: 
UELL CASING (FT-MSL) 









LITHOLOGYGROUPINGGAMMA H 8 BE G -9 0 0
no =
— 910









Inter I ens i ng oF very P i ne sandy silt T70%) and s iI+y (20-30%) very Fine to Fine SAND. Noncalcaeou9. (S)
_
gritty, noncaIcaeous. (M) 
NO “CORP RECOVERY"
Massive SIL.T AND CLAYstone (80-95%), noncaIcareous. (M) 
m “C0RE~RECOVERY  .... ....
Mass!vegiLfaNO CLAYstone (80-95%). trace or very Fine sand, (rf)
 ■('gQZggj,T
mass i ve, to some F i ne I am i nat i ons, genera I I y noncaIcareous. (M)
Isolated angular basicular bosolt Fragments in calcareous siltstone / mudstone with CLAY balls (mostly < 1cm diameter. (M) CALICHE INTERBED -960 -969 Ft: mass i ve, mottIed— hard and cemented.
(■leathered BASALT.
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OTHER DESIGNATIONS: GOLDER *101
HANFORD COORDINATES: N011053 W010610
f-^l ^ 1  -1 * 1 1  WELL CASING (FT-MSL): 512.78
I— s '-j y    ^-1 I DEPTH TO BASALT (FT) = -130
^  DEPTH TO WATER TABLE (FT) 77
NEUTRON-NEUTRON GAMMA
INDICATOR
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L < k ^ r >:a J > _ ; a O - :cgra&SS
l l l l l l
SAND: F i ne- tocoarse-qra i ned, subanguIor to subrounded. (SG)
NO SAMPLE RECOVERY
SiIty Sondy Grovel• Sand very Fi ne- and coarse- to very coarse-grained. (SG)
GRAVEL: No Matr i x . (G)
Sgndy Gravel: (Silty gravel)
S i I ty Sandy Grave I • Sand coarse- to very coarse-grained. (SG)
Srity SANCi: Coarse- to verycoarse-grained, rounded. (SI
SAND: Coarse- to verycoarse-grained, rounded. (S)
SiIty Sandy Gravel= Sand medium- to very coarse -grained, rounded. (SG)
SAND: Very F i ne-tocparse-gra i ned most Iy medium grained. (S)
Sandy Grave I : Sand veryFine- to very coarse­grained, subangulor. (SG)
SiIty Sandy Gravel: Sandvery Fine- to very coarse-qrained. TS6)
Sandy Grave I. Sandy F i ne- to vgry-coarse-grain, angular.
SiIty Sandy Gravel. Sand very-Fine to very-coarse -grained. (SG)
SiIty Sondy Gravel. (SG)
SAND. F i ne- to medium-grained, mostly medium grained. IS)
Sandy Gravel. Sand Fine- to medium-grained mostly medium-qrainea. (SG)
S i i ty  Sandy Grave I. Sand 
v ery -F  i ne to  med i um- g ra  i ned. 
F in in g  downwards. Matrix 
ad h e res  to  g rav e l c l a s t s .  (SG)
S|^t^ gravel to gravelly I t
SANG. F i ne- to medium-grained, mostly medium -qro i nea. SubanquI or to subrounded. (S)
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OTHER DESIGNATIONS: 
HANEORD COORDINATES:
UELL CASING (FT-MSL): 
OEPTH TO BASALT (FT): 
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Sondy Grave I. Sondy ri nds on clasts. (SG)
SAND” F i ne- to medium-grained, mostly medium- gra i ned. SubanguI or. (S)
SAND, w i th Fragments. sandy silt (S)
Sandy Grave I. Med i um- coarse-grained. (SG)
SAND, med i um- to coorse- grained. (S)
SAND, w i th silty clay Fragments, medium-grained.
SAND. Medium-groined. (S)
Sandy Gravel, with silt Fragments. Sand Fine- to medium-grained, mostly medium-grainea. Calcareous r i nds on cIasts and sand grains. (SG)
'Grave lTy Sand "Very F i ne- to medium-grained, mostly medium-grainea. SubanguIar tc subrounaed. (SG)
SAND], w i th sandy s i 11Fragments. Fine- to medium- grained. (S)
_ c
trace sand. Sand very- Fiine-grained. (M)
"SAND] iiTtF"sTl"t7'’sandFragments. Very-Fine- to medium-grained, mostly Fine-groined. (S)
SILT to sandy silt. Sand very-F i ne-gra i ned. (M)
Si ity sand to sandy SILT. Very-F i ne- to med i um- grained, mostly medium-grained. (M)
SILT to clayey silt. (M)
Si Ity SAND with silt Fragments. Very-Fine to Fine-grained. TS)
BASALT. Weathered.
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OTHER DESIGNATIONS: 
HANFORD COORDINATES: 
UELL CASING (FT-MSL) = 
DEPTH TO BASALT (FT)= 
DEPTH TO WATER TABLE (FT)
GOLDER *112 
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SAND. Very-Fi ne- to medium-grained. (S)
Grave i, S i It, basa I it c i asts. (SG)
GRAVEL, basaIt c I asts . (G)
Sandy Gravel, some silt. Coarse- to very-coarse -grained sand.(SG 
“GRAVEL":.. (G).......
SAND some silt. Subround to round sand. (S)
Sandy Gravel, some silt. Medium- to very-coarse sand. (SG) 7
SAND, some silt. Coarse- very-coorse-gra i ned. (S) to
Sandy Gravel, some silt. Coarse- to very-coarse sand. No s i11 85-75 Ft (SG)
SAND. Fine-to very coarse. (§)
Sandy Gravel, some silt. Coarse- to very-coarse sond. (SG)
SAND some silt. Coarse- very-coarse sand. (S)
Sandy Grave I some si It. Coarse- to very-coarse sand. (SG)
SAND some si It (odheres to sand). (S)
Sandy Gravel, some silt. Very- F i ne to very- coarse sand (adheres to gravel). (SG)
SILT some sand and gravel. (M)
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OTHER DESIGNATIONS = GOLDER *112
HANFORD COORDINATES; N041847 U009652
UELL CASING (FT-MSL): 495 50
  ^ 2  --  I Q  DEPTH TO BASALT (FT) = 220
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OTHER DESIGNATIONS = 
HANFORD COORDINATES:
WELL CASING (FT-MSL): 
DEPTH TO BASALT (FT): 
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SAND = Very F i ne- to coarse- grained, coarsening downnard.(S)
----"’ Si ity Sandy Gravel: Sand 
coarae-grained. (SG)
j & S & S & S
Sandy Gravel: 65% basalt clasts. (SG)
O O O O O O O
o o o o o o o
o o o o o o o
o o o o o o o
GRAVEL : No niatr i x . 75% basalt clasts. (G)
O O T f f i Si ity Sandy Gravel: No matrix 75% basaltd asts. Sand very coarse-grained 90% basalt. (SG)
O^OOO'To
o o o o o o o
GRAVEL : No Matrix,80% basalt clasts. (G)
DgaSgaDg
; a ^ K a $ > K a S > a :
i a S o i & S f e & S f e
Sandy Grave i: 60-80% basa11 clasts. Sand coarse- very coarse-qrained. Trace silt 70-75 Ft . (SG)
GRAVEL: No matrix. (G)
o o o o o o o
o o o o o o o Sandy Grave 1 : 75% basa 11 clasts. (SG)
si ity SAND to sandy silt. Very Fine- to coarse­grained. (S)
■ o i m s i
Siity Sandy Gravel. Sand very F i ne- to very coarse-grained. (SG)
Sandy Grave 1: Sand coarse- to very coarse- grained. (SG)
SAND; Coarse-graIned. (S)
; <k̂ K ^Pk Sandy Grave I: Sand very coarse-grained. (SG)
^p^ a ^ a ^ >
i a ^ a ^ a ^ K
% S $ 5 : | S
Sandy Grave 1: Sand med i um- to coarse-grained. No cement. (SG)
M S ®
Sandy Gravel. (SG)
/  v ' /  ' ✓ ' /  ' A /  x BASALT: Weathered to 285 Ft.
/ ' / V V ' / ' / ' / '
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OTHER DESIGNATIONS: 
HANFORD COORDINATES: 
UELL CASING CFT-flSL) : 
DEPTH TO BASALT (FT): 

















































I y SAND: L i ght o i t ve- F i ne- to mea i um-gra i ned.
SiIty Sandy Gravel. Basalt cIasts. Sand very- F i ne- and coarse- to very-coarse-qrained; 90% basalt. Si It adheres to gravel clasts at 75-80% Ft. (SG)
S i l t y  Sandy G ravel. (SG)
Si ity Sandy Grave I: Sand Fi ne-to medium-grained. (SG)
Sandy SILT to  s i l t y  sand. Sand 
v e ry -F in e -  to  m edium -groined. 
S i l t y  Fragments a t  100-105 Ft. (M)
SAND: Very-F i ne tomedium-grained. (S)
SILT:" Ye I Iow i sh gray.Very-Fine-qrained at 110-115 Ft and 120-125. (M)
SILT:" Yeiidwisih gray". (Pi)
SILT to ciayey silt. Very-iight- olive-gray to yellowish-gray.(M)
Silty CLAY to clayey SILT; Yellowish-grey. TM1
Sandy Gravel with sandy silt Fragments. Sand very-Fine- to Fine-grained. Sand adheres to clasts. Trace calcareous rinds.-1SG.L ..................... ...SILT to clayey silt. Yellowish gray. Gravelly at 195-200 Ft.(M)
^
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OTHER DESIGNATIONS = 
HANFORD COORDINATES:
HELL CASING (FT-MSL)= 
DEPTH TO BASALT (FT): 



















































_AY; Light tan clay clasts. ark-yeI Iowish-grey. (M)
StLT to c I ayey silt: Yellowish-gray. CM)
SAND: s i 11 Fragments ye I Iow i sh-gray, medium-grained. (S)
Sandy Gravel with si It Frags. Sand med i um-grai ned; sand adheres to cTasts. (SG)
SILT to sandy silt: Yellowish grey. Sand very-F i ne-gra i ned Pass i bIe wh i te ash at 260-265 Ft (M)
Gravelly SILT. (M)
SAND; Very-Ii ght-oI i ve-gray. Medium-grained. Very micaceous. Some large silt Fragments. (S)
Gravelly SAND: Very-light-oIi ve-gray. Med i um-grained. Sandy calcareous rina on gravel clasts. (S)
Silty SANO. L i ght-oIi ve-gray. Fine- to medium-grained. TS)
Gravelly SAND, with silty clay Fragments. Light-olive-gray. Fine- to medium-grained. (SI
SANO with silt Fragments. Light olive-gray. Medium-grained. (S)
Silty SAND: Ye I Iowish-gray.Fine- to medium-grained (S)
Gravelly SILT: Yellowishgrey. (M)
SILT : Ye Ii ow i sh-gr ey. (M)
NO CORE RECOVERY
jiIty CLAY to clayey SILT: sreen i sh-gray. (M)
SiIty CLAY: Greenish-grayto Iight-oIive-gray. (M)
SILT to clayey silt. Light-olive gray. Clay incr. with depth. (M)
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OTHER DESIGNATIONS: 
HANFORD COORDINATES: 
WELL CASING (FT-MSL) 









































WELL CASING (FT-MSL): 
DEPTH TO BASALT (FT): 
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o o o o o o o
o o o o o o o
o o o o o o o
o o o o o o o
o o o o o o o
o o o o o o o
o o o o o o o
ABBREVIATED 
SEDIMENT DESCRIPTIONS
GRAVEL: M i nor silt and sand.75% basalt clasts. (G)
GRAVEL: Trace silt, basaltclasts predominate. (G)
Sandy Grave I T r ac e  s i l t .Basalt clasts. Sand very- coarse-grained. (SG)
GRAVEL: Trace silt and sand.BasaIt clasts. Sand very-Fine- gra i ned. No cement. (G)
Sandy Grave I; Sand very-coarse-gra i ned, subrounded. (SG)
Silty SAND to sand: medium- tocoarse-grained, gravelly. (S)
o o o  
o o o o o o o
Sandy Gravel: ClastsRredominote Iy nonbasaltic. o cement. (SG)
GRAVEL: with silt to siltysand matrix. Trace yellow sand. (G)
SILT to clayey silt. Yellowish- gray. Minor sand and gravel. (M)
NO CORE RECOVERY
SILT to clayey silt. Yellowish- gray. Minor sand and gravel. (M)
NO CORE"RECOVERY
SILT to sandy silt. Yellowish- gray . Sand very-Fine-grained.(M)
Silty CLAY to clayey silt. Yellowish-gray. Minor sand. (M)
Sitty sand to sandy SILT:Ye I Iow i sh-gray. Sand-very-F i ne to F i ne-gra i ned. Some silty clay Fragments at 115-120 Ft. Sana witn rounded silty clay to c I °yejj s i 11 Fragments at 200-205
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OTHER DESIGNATIONS; 
HANFORD COORDINATES 
UELL CASING (FT-MSL): 
DEPTH TO BASALT (FT)= 




















































Sandy SILT with silty clay to clayey silt Fragments.Ye 11 o h ish-gray. Sand very-fine -grained. (rl)
SAND w i th s i1ty c 1 ay to clayey silt frogemnts. Yellowish-gray, very-Fine- to Fine-grained. Increasing sand at 230-235. (S)
jcfi&e&e&i
Sandy Grave 1: rounded sandy silt Praqments. Yellow sandy rinds. TSG)
SAND with silty clay to clayey silt Fragment's. Ye 11 ow i sh-gray . Very-F i ne-gra i ned, most 1y Fine. CS) a
GraveiIy SAND with si fty c 1 ay to clayey silt Fragments. Yellowish-gray. Fine- to medium -grained. (S)
NO CORE recovery
SAND with silty clay to clayey silt Fragments.Very-1 ight-ol i ve-gray. F me- to medium-grained. (S)
CffoC&aCj
Sandy Grave 1 w i th 3 i i ty sand to sandy silt Fragments. Fine- to coorse-grained sand. (SG)
SAND with clay to silty clay Fragments. Ye1Iowish-gray to very-1i ght-oIi ve-gray. Very-Fine- to Fine-grained. (S)
Silty CLAY to clayey SILT Fragments increase at 325 to 330 ft. (M)lllBll
" NO CORE RECOVERY
SAND with clay to silty clay Fragments. Very-1i ght-oIi ve-gra) to Tight-olive-gray. Some light- olive-green clay. (S)
BIB Green CLAY increases at 355-365 Ft. (M)
BASALT: weathered/ vesicular.
,W \ ,V W '
/ ' / V / ' / ' / ' / '
✓ w w ' x ' * '  
/ '/V '/N /'/ '/ ' 
/ ' / ' / V / ' / V
/ '/ '/ '/V V '/ '
/ ' / V '/ W ', '
/ '/V '/V ', '/ '
/VVVV'/V'
✓ W V '/V 'y '
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OTHER DESIGNATIONS: 
HANEORO COORDINATES: 
UELL CASING (FT-MSL) 





DEPTH TO UATER TABLE (FT) 9
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INDICATOR w  














































SAND. Very-F i ne- to Fine-grained. (S)
SILT, some very -F  i ne To F i ne sand! (M)
Gravel and silt. (SG)
Sandy Gravel, some silt. Sand very-Fine- To Fine -grained.
“GRAVEL. (G)
SILT, some gravel. (M)
'ND'TAMi^LrifECOVEREB"'
Gravel and silt. (SG)
Gravel and silt. (SG)
Sandy Gravel, some silt and clay/si It Frags. (SG)
SILT and c i ay’ some grave l . fil)
"SILT and CLAY mix. (M)
SILT, some sand. (M)
SILT, s a n d / s i l t  F ragm ents. tf13
Silt and very-F i ne SAND h i th grave I . IS)
■NnTAriFLE'"RiEdQVERY"  .......
Fine- to medium SAND, some silt (S)
Sandy G ravel, some s i l t .  (SG)
NO SAMPLE RECOVERED.
Sandy Grave I some silt. Sand medium-grained.(SG)
"Very-Fine- to’Pi he SAND, silt, and grave I . (S)
SILT, clay/si It. (M)
CLAY, s  i (t / c  I a y ,  y e  I I o w / g r a y  (M)
SILT and c l ay .  (Mj
Medium SAND, c l ay  Fragm ents
Med i urn SAND some s i l t . (S)
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OTHER DESIGNATIONS: 
HANFORD COORDINATES: 
UELL CASING (FT-MSL) 






OEPTH TO WATER TABLE (FT)= S
INDICATOR ^  23 £  INTERPRETED





Med i um SAND, cIean. i S)
210
170 W r y - n 'n e - - t6~T7ne"_S?MST (ST
220 'STLT'7 (Ml
ISO Medium SaMCJ. ' <S)
230 SILT, ' sand/sriT'' "(M)
150
NO"SAMPLE "RESOVErEO^
"SAND, "some si it 250-265. (S)250
130
2S0
120 Very-F i ne- to meid i um SAND, some
— . i 4 n rc i
270
110
■ S ID T ^ a F H T s T T t :  THT280
100 Very-F i ne- to med i um SAND, some
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OTHER DESIGNATIONS = 
HANFORD COORDINATES = 
WELL CASING (FT-MSL): 
DEPTH TO BASALT (FT)= 








GROUPINGGAMMA It 6 866 — 0 
370 io 
360 *  20 
350 -=- 30 
3-KJ -§- -10 
330 -5 -50  
320 -§• 60 
310 -5- 70 
300 -5-80 
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o o o o o o o
o o o o o o o
NO SAMPLE RECOVERED.
GRAVEL with sand matrix. Sand very-F i ne- to coarse
grained, angular to rounded, ravel clasts basaltic. (G)
NO SAMPLE RECOVERED.
SILT; gray i sh tan. Some very-Fine-grained sand. (M)
Sandy SILT: Tan to brown. Very F i ne-qrai ned sand. Some clay at 55260 Ft. (M)
NO SAMPLE RECOVERED.
Sandy SILT; as above. (fl)
S iIty SAND; Very-F i ne-gra i ned. Angular to subrounded. (S)
Gravelly SAND' Very-Fine- to coarse-gra i ned, mostly Fine- t i med i um-gra i ned. AnguIar to subrounded. Some coIcareous cement and m i nor silt clumps at 110-115 Ft. Yellow sandy caIcareouscaIcareous rind on some gravel clasts. (S)
SILT: Tan toIi ght-cjray i sh-green. Some
SAND w i th s i I ty c I ay Fragments. Lignt tan. Very-Fine to -medium-grained AnguI or to subrounded. CaTcareous rinds at 1 *15-150 Ft. Some silt binds sand into clumps ot 170-175 Ft. Silty sand 190-205 Ft. (S)
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HELL CASING (FT-MSL) 
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130 - | - 250
120 -5-260
110 -5-270

















Si fty SAND: Ught tan. (S)
NO SAMPLE RECOVERED.
NO SAMPLE RECOVERED.
BASALT.
