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Quantum Langevin equation from forward-backward path integral
H. Kleinert and S.V. Shabanov∗
Institut fu¨r Theoretische Physik, Freie Universita¨t Berlin, Arnimallee 14, D-14195 Berlin
(August 21, 2018)
The quantum Langevin equation is derived from the Feynman-Vernon forward–backward path
integral for a density matrix of a quantum system in a thermal oscillator bath. We exhibit the
mechanism by which the classical, c-valued noise in the Feynman-Vernon theory turns into an
operator-valued quantum noise. The quantum noise fulfils a characteristic commutation relation
which ensures the unitarity of the time evolution in the quantum Langevin equation.
I. INTRODUCTION
The quantum Langevin equation
m¨ˆxt + γ ˙ˆxt + V
′(xˆt) = ηˆt (1)
describes successfully the temporal behavior of a quantum mechanical point-like particle with the action
AS [x] =
t∫
0
dt′
[m
2
x˙2t − V (xt)
]
(2)
in the presence of dissipation [1,2]. The time argument is indicated by a subscript, for notational brevity. The
dissipation is accounted for in Eq. (1) by the two phenomenological terms: the friction term γ ˙ˆxt, and the quantum
noise operator ηˆt which satisfies the commutation rules
[ηˆt, ηˆt′ ] = 2ih¯γ∂tδ(t− t′) (3)
and has the expectation values
1
2
〈[ηˆt, ηˆt′ ]+〉ηˆ = KT (t, t′) , (4)
with
KT (t, t
′) =
γh¯
pi
∞∫
0
dωω coth
h¯ω
2kT
cosω(t− t′). (5)
The prefactor γ is once more the friction constant, in accordance with the fluctuation-dissipation theorem. As usual,
T denotes the temperature and k the Boltzmann constant. Remarkably, the temporal evolution governed by the
quantum Langevin equation preserves the canonical commutation relation, i.e., quantizing [xˆt, pˆt] = ih¯ with pˆt = m ˙ˆxt
at one time, this remains true at all times [3].
The quantum Langevin equation (1) has been derived [4–6] from the Heisenberg equations of motion of the quantum
system coupled to a thermal environment consisting of a bath of infinitely many harmonic oscillators. The coupling and
the spectral distribution of the oscillators are chosen in such a way that the Heisenberg equations for the environment
coordinates can be solved explicitly, and that the standard friction term arises in (1). The general procedure is
described in [7,8].
The quantum Langevin equation can be used to derive Kubo’s stochastic Liouville equation [9] for the temporal
evolution of the density matrix of the system [3]. Solutions of this equation are in agreement with experimental data.
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The same Kubo equation can be obtained [10] from a completely different description of the quantum system due
to Feynman and Vernon [12,11]. Here the density matrix of the quantum system in an oscillator bath is represented
by a path integral which contains a fluctuating noise variable ηt. In contrast to the quantum Langevin equation, the
fluctuating noise in this formulation is classical.
In ordinary quantum mechanical path integrals, there exists a simple way of going from fluctuating classical variables
to Heisenberg operators. For the classical fluctuating noise variable in the Feynman-Vernon path integral, on the other
hand, the relation to the quantum noise operator ηˆt is unknown. The purpose of this paper is to exhibit this relation
and to derive the quantum Langevin equation from the Feynman-Vernon path integral.
II. THE FORWARD–BACKWARD PATH INTEGRAL FOR THE DENSITY MATRIX OF A SYSTEM IN
A THERMAL BATH
Consider the quantum mechanical system described by the action (2) in contact with an oscillator bath. The density
operator ρˆt of the total system obeys the Neumann equation
ih¯∂tρˆt = [Hˆ, ρˆt] , (6)
where the Hamilton operator is the sum of three terms
Hˆ = HˆS + HˆB + HˆI . (7)
The first term HˆS describes the quantum system by itself, HˆB the oscillators in the heat bath, and HˆI the interaction
of the system with the bath. A formal solution to Eq. (6) reads
ρˆt = exp
(
− iHˆt
h¯
)
ρˆ0 exp
(
iHˆt
h¯
)
. (8)
Let X denote collectively an infinite set of oscillator coordinates in the heat bath. Then a matrix element of ρˆt has
the time evolution
〈xX |ρˆt|x′X ′〉 =
∫
dx¯dx¯′dX¯dX¯ ′〈xX |e−iHˆt/h¯|x¯X¯〉〈x¯X¯|ρˆ0|x¯′X¯ ′〉〈x¯′X¯ ′|eiHˆt/h¯|x′X ′〉. (9)
By time-slicing the matrix elements of the two evolution operators on the right-hand side (one of which working
forward, the other backward in time), they can be represented by corresponding path integrals [11–13],
〈xX |e−iHˆt/h¯|x¯X¯〉 =
∫
DxDXeiA[x,X]/h¯ , (10)
with the boundary conditions x0 = x¯, xt = x and X0 = X¯, Xt = X , and
〈x¯′X¯ ′|eiHˆt/h¯|x′X ′〉 =
∫
Dx′DX ′e−iA[x′,X′]/h¯, (11)
with the boundary conditions x′0 = x¯
′, x′t = x
′ and X ′0 = X¯
′, X ′t = X
′. The functional
A[x,X ] ≡ AS [x] +AB [X ] +AI [x,X ] (12)
is the classical action associated with the Hamiltonian (7) of the total system.
We are interested in the temporal behavior of the system coordinate xt regardless of the behavior of the environment
variablesXt, i.e., we look for the so-called reduced description of the total quantum system. This is obtained by tracing
out the environment coordinates in (9). The system and the bath may be assumed to be decoupled at some initial
time, say t = 0. At that time, ρˆ0 = ρˆ
S
0 ρˆ
B
0 , and we can rewrite (9) as
ρSt (x, x
′) ≡
∫
dX〈xX |ρˆt|x′X〉 =
∫
dx1dx
′
1Ut(xx
′, x1x
′
1)ρ
S
0 (x1, x
′
1) , (13)
where Ut(xx
′, x1x
′
1) has the forward–backwardpath integral representation (the hyphen is pronounced minus)
2
Ut(xx
′, x1x
′
1) =
∫
Dx+Dx− F [x+, x−] exp i
h¯
{AS [x+]−AS [x−]} (14)
with x+(0) = x1, x+(t) = x, x−(0) = x
′
1, x−(t) = x
′. For variables with subscripts ± we place the time arguments in
parentheses, to avoid a pileup of subscripts. The functional
F [x+, x−] =
∫
dX¯dX¯ ′ρB0 (X¯, X¯
′) (15)
×
∫
dX
∫
DX+DX− exp i
h¯
{AI [x+, X+]−AI [x−, X−] +AB [X+]−AB [X−]} (16)
is Feynman’s influence functional [11–13]. The forward–backward path integral over the bath coordinates is taken
with the boundary conditions X+(0) = X¯,X+(t) = X,X−(0) = X¯
′ and X−(t) = X .
The simplest bath action containing oscillators of frequency ω with coordinates Xω(t) is
AB[X ] = 1
2
t∫
0
dt′
∞∫
0
dω
[
X˙2ω − ω2X2ω
]
. (17)
Assuming an initial equilibrium density operator for the bath,
ρˆB0 = exp(−HˆB/kT ), (18)
the interaction leading to the correct quantum Langevin equation is [3,13,14]
AI [x,X ] = (2γ/pi)1/2
t∫
0
dt′x
∞∫
0
dωX˙ω . (19)
Since all integrals are Gaussian, the influence functional can be calculated explicitly [11–13]. The result is
F [x+, x−] = F0 exp

 iγ
h¯
t∫
0
dt′yx˙

 exp

− 1
2h¯2
t∫
0
dt′dt′′yt′KT (t
′, t′′)yt′′

 (20)
≡ exp

 iγ
h¯
t∫
0
dt′yx˙

Ffl[y] , (21)
where we have introduced new variables
x ≡ (x+ + x−)/2, y ≡ x+ − x−. (22)
The constant F0 = F [0, 0] in (20) is the initial value of the influence functional, where the system and bath are
decoupled, i.e., F0 = Trρˆ
B
0 =
∫
dXρB0 (X,X); the exponential in (21) is the dissipation part of the influence functional,
while the functional Ffl[y] describes thermal and quantum fluctuations. The two factors contribute in completely
different ways to the Langevin equation.
Introducing a new function ρ˜St (x, y) ≡ ρSt (x+ y/2, x− y/2) and substituting (20) into (14) and (13), we obtain the
evolution equation
ρ˜St (x, y) =
∫
dx′dy′U˜St (xy, x
′y′)ρ˜S0 (x
′, y′) , (23)
where U˜St (xy, x
′y′) is given by the functional integral
U˜St (xy, x
′y′) = F0
∫
DxDy exp iAT [x, y]/h¯ , (24)
with the boundary conditions x0 = x
′, xt = x, y0 = y
′, yt = y. The temperature-dependent action is
3
AT [x, y] =
t∫
0
dt′
[
my˙x˙− γyx˙− V (x+ y/2) + V (x− y/2) + i
2h¯
yKˆT y
]
. (25)
For brevity, we have written KˆT yt′ for the integral
∫ t
0
dt′′KT (t
′, t′′)yt′′ in the last term. Due to this term, the
temperature-dependent action is nonlocal in time. Note that at t = 0, US0 (xy, x
′y′) reduces to F0δ(x− x′)δ(y − y′).
The temporal nonlocality of the action (25) can be removed by means of a random noise variable with the correlation
function
〈ηtηt′〉η = KT (t, t′). (26)
We simply make use of the Gaussian identity
exp

− 1
2h¯2
t∫
0
dt′yKˆTy

 = ∫ Dη exp
t∫
0
dt′
(
−1
2
ηKˆ−1T η +
i
h¯
ηy
)
≡ 〈exp i
h¯
t∫
0
dt′yη〉η . (27)
associated with (26). Thus, if we agree to average all equations at the end with respect to the noise variable, we may
replace the effective action in the evolution operator (24) by
Aη[x, y] =
t∫
0
dt′ [my˙x˙− γyx˙− V (x+ y/2) + V (x− y/2) + yη] . (28)
In the limit of high temperatures, the noise fluctuations become large and local,
〈ηtηt′〉η = KT (t, t′) = 2kTγδ(t− t′) +O(1/T ) . (29)
Equation (27) shows that the average size of the fluctuating variable y goes to zero like h¯/
√
kT . Hence the action
(25) becomes local, the potential difference V (x+ y/2)− V (x− y/2) can be approximated by V ′(x)y, and (28) turns
into
Aη[x, y] =
t∫
0
dt′ [−mx¨− γx˙− V ′(x) + η] y . (30)
An integration by parts has been performed in the first term of the integrand in (28), absorbing a boundary term
in the prefactor of the path integral (24). We can now perform the functional integral over y and find the classical
version of the Langevin equation (1):
mx¨t + γx˙t + V
′(xt) = ηt , (31)
which describes classical Brownian motion. The classical behavior at large T is a consequence of h¯ and T appearing
in the combination h¯ω/2kT in (5), so that T →∞ is equivalent to h¯→ 0.
There have been attempts to include quantum effects into this classical equation by simply replacing the local
noise correlation (29) by the finite temperature one (26), while maintaining the linear approximation V ′(x)y to
V (x + y/2)− V (x − y/2). The result has been called a quasiclassical Langevin equation [14,15]. Obviously, such an
approximation can be reasonable only for nearly harmonic potentials (see also the remarks in Ref. [10], p. 589).
It is surprising that by converting the variables xt and ηt in (31) into operators in (1), all terms in the expansion
of V (x + y/2)− V (x− y/2) in powers of y can be accounted for, as we shall prove.
III. KUBO’S STOCHASTIC LIOUVILLE EQUATION
Equations (23) and (24) resemble the evolution equation of a Schro¨dinger wave function whose role is now played by
the density function ρ˜St (x, y). This analogy is helpful in deriving a Schro¨dinger-like differential equation for ρ˜
S
t . This
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equation is most easily found by going over from a Lagrange-type path integral (24) to a Hamiltonian one, expressed
in terms the position and canonical momentum variables [16]. The effective action (25) goes over into
AT [x, y]→ AT [px, py, x, y] =
t∫
0
dt′ (pxx˙+ py y˙ −HT ) , (32)
where
HT =
1
m
(px + γy) py + V (x+ y/2)− V (x− y/2)− i
2h¯
yKˆTy (33)
plays the role of a Hamiltonian. For the noise-dependent effective action (28) we find an analogous action
Aη[px, py, x, y] involving the Hamiltonian
Hη =
1
m
(px + γy) py + V (x + y/2)− V (x− y/2)− yη. (34)
Using the effective action (32), we obtain the alternative path integral representation for the time evolution operator
in (23):
U˜St (xy, x
′y′) = F0
∫
DpxDpyDxDy exp iAT [px, py, x, y]/h¯ . (35)
A similar equation holds for a fixed noise with the action Aη[px, py, x, y].
Since the action Aη[px, py, x, y] is local in time, we conclude that for a fixed noise η, the associated noise-dependent
(noisy) density matrix ρ˜St [η] obeys the Schro¨dinger-like equation
ih¯ρ˜St [η] = Hˆηρ˜
S
t [η] , (36)
with Hˆη being the operator arising from (34) by substituting px → −ih¯∂x, py → −ih¯∂y. The noise average of the
solution to (36) is the density matrix of the system:
ρ˜St (x, y) = 〈ρ˜St [η]〉η . (37)
Equation (36) supplemented by (26) and (37) is called Kubo’s stochastic Liouville equation [9], which we have thus
derived from the Feynman-Vernon forward–backward path integral.
Note that there is no analogous procedure to obtain a differential equation for the density matrix ρ˜St (x, y) from the
Hamiltonian (33), due to the nonlocality of the KˆT -term. Only in the limit of large temperatures, when HT becomes
local due to (29), there exists a Schro¨dinger-like equation which is the Fokker-Planck equation at finite friction.
It must be pointed out that the transition from the Hamiltonians HT and Hη to their operators has an ordering
ambiguity in the term γypy/m in HˆT and Hˆη [16]. In the time-sliced path integral we must decide whether to
write γynpy n/m or γynpy n−1/m where the subscript n numbers the time slice. Since the ordering is independent of
temperature, we resolve the ambiguity in the limit of large temperatures: from the well-known Fokker-Planck equation
we determine the correct operator ordering of the term γypy/m to be −ih¯γy∂y/m.
IV. CLASSICAL NOISE VERSUS QUANTUM NOISE
The noise in Kubo’s equation is a c-number, and its relation to an operator-valued noise of the quantum Langevin
equation (1) has been an outstanding puzzle, as pointed out in the Introduction. To find this relation, we observe
that it is possible to remove the temporal nonlocality in the initial effective action (25) just as easily with the help
of an operator-valued noise ηˆ. This was, in fact, how the Feynman-Vernon path integral was derived in Ref. [13] [see
Eq. (18.162)]. An operator-valued noise possessing the properties (3)–(4) can be chosen as a sum of all Heisenberg
operators of the oscillator velocities. Explicitly:
ηˆt =
√
2γ/pi∂t
∞∫
0
dωeiHˆ
Bt/h¯ Xˆω e
−iHˆBt/h¯ (38)
= i(γ/pi)1/2
∞∫
0
dω
√
ω
(
eiωtaˆ†ω − e−iωtaˆω
)
; (39)
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where a†ω and aˆω are time-independent creation and annihilation operators with the usual commutation rules:
[aˆω, aˆω′ ] = 0, [aˆ
†
ω, aˆ
†
ω′ ] = 0, [aˆω, aˆ
†
ω′ ] = h¯δ(ω − ω′) . (40)
The noise operator (39) satisfies the commutation rule (3). The correlation function (4) follows if we define ηˆ-
averages as bath averages:
〈[ηˆt, ηˆt′ ]+〉ηˆ ≡ Tr (ρˆB0 [ηˆt, ηˆt′ ]+) . (41)
Thus the operator (38) has precisely the properties of the quantum noise variable in the quantum Langevin equation
(1).
In the operator representation of the noise variable, the influence functional is given by [17]
F [x−, x+] = Tr
[
ρˆB0 TˆC exp
i
h¯
∫
C
dt′xC ηˆC
]
, (42)
where C is a closed-time contour encircling tightly the interval [0, t] in the complex t plane and TˆC is the ordering
operator along this contour. The subscript C distinguishes the upper and lower branches of the integration contour,
where xC(t) is equal to x+(t) and x−(t), respectively, whereas the operator ηˆC is equal to ηˆt on both branches.
Introducing the symbol Tˆ−1 to denote anti-time ordering, Eq. (42) takes the more explicit form
F [x−, x+] = Tr

ρˆB0 Tˆ−1 exp

− i
h¯
t∫
0
dt′x−ηˆ

 Tˆ exp

 i
h¯
t∫
0
dt′x+ηˆ



 . (43)
Assuming the explicit noise representation (38) through the heat bath operators we observe that the matrix element
〈X¯ |Tˆ exp(i ∫ t0 dt′x+ηˆ/h¯)|X〉 and the corresponding matrix element of the anti-time ordered exponential in (43) are
given by the path integrals overX+ and X− in (16), respectively, whereas the trace in (43) corresponds to the integrals
over X, X¯ and X¯ ′ in (16).
We now make the key observation that will allow us to derive the quantum Langevin equation (1): The fluctuation
part of the influence functional, defined in Eq. (21), is obtained from (43) by setting x = 0. Then both exponentials
in (43) carry the same argument (i/2h¯)
∫ t
0 dt
′yηˆ . When expanding the product of the two exponentials in a power
series and performing the proper time orderings, the bath average can be rewritten as
Ffl[y] = F [y/2,−y/2] = Tr

Tˆ exp

 i
h¯
t∫
0
dt′yt ad ηˆt

 ρˆB0

 , (44)
where ad ηˆt is the adjoining operator associated with the noise operator ηˆt. This is defined as follows. When acting
upon an arbitrary operator Oˆ, the adjoining operator is equal to half the anticommutator:
ad ηˆt Oˆ ≡ [ηˆt, Oˆ]+/2. (45)
The bath average (44) corresponds to defining a noise average of an arbitrary functional O[adηˆ] by
〈O[ad ηˆ]〉adηˆ ≡ Tr O[adηˆ]ρˆB0 . (46)
Note that the adjoining operator ad ηˆ acts also upon ρˆB0 . The ket superscript ad emphasizes this fact which is in
contrast to averages with respect to the ordinary noise operator defined as in (41). For example, the correlation
function is calculated as
〈ad ηˆtad ηˆt′〉adηˆ =
1
4
Tr [ηˆt, [ηˆt′ , ρˆ
B
0 ]+]+ =
1
2
Tr ρˆB0 [ηˆt, ηˆt′ ]+ = KT (t, t
′) . (47)
The adjoining operator ad ηˆt has an important property crucial to the further development: Although the original
noise operator ηˆt has a nontrivial commutator (3) with itself at a different time, two adjoining operators ad ηˆt and
ad ηˆt′ commute with each other, so that they can be treated as c-numbers. Indeed, for an arbitrary operator Oˆ we
verify that
[ad ηˆt, ad ηˆt′ ]Oˆ = [ηˆt, ηˆt′ ]Oˆ + Oˆ[ηˆt′ ηˆt] = 0. (48)
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In all such calculations, we may treat the quantum noise ad ηˆt as if it were a classical noise ηt.
Furthermore, it is clear from the action (17) that ad ηˆt is a Gaussian noise variable, just as the classical ηt. The
correlation functions of any number of operators ad ηˆt evaluated in the average (46) are completely specified by their
two-point function (47) following Wick’s expansion rule. Since the expectation values of the products of two ηt or
of two ad ηˆt are identical, < ηtηt′ >η≡< ad ηˆtad ηˆt′ >ηˆ, all correlation functions must be identical as well—quantum
and classical noises are completely equivalent.
Substituting (44) into (24) and repeating the arguments leading to Kubo’s equation in Section III, we again end
up with a modification of Kubo’s stochastic Liouville equation, in which the noise is operator-valued, i.e., ηt in (36)
and (37) is replaced by ad ηˆt.
Having shown how the operator-valued quantum noise turns into a classical noise in Kubo’s stochastic Liouville,
we are ready to derive the quantum Langevin equation (1).
V. QUANTUM LANGEVIN EQUATION
As the first step, we derive the evolution equation for the system’s density matrix operator ρˆSt whose matrix
elements are defined by (13). Its operator representation is ρˆSt = TrB ρˆt where TrB denotes the trace over bath
degrees of freedom. Returning in Kubo’s equation (36) to the initial forward–backword variables x± of (22), we find
the evolution equation for the noisy matrix elements associated with (13):
ih¯∂tρ
S
t (x+, x−) =
[
HˆS+ − HˆS− +
γ
2m
(xˆ+ − xˆ−)(pˆ+ − pˆ−)− (xˆ+ − xˆ−)ad ηˆt
]
ρSt (x+, x−) , (49)
where pˆ± ≡ −ih¯∂/∂x±, and HˆS± = HS(pˆ±, xˆ±) is the system Hamiltonian expressed in terms of the forward–backward
phase space variables.
Of course, this equation can also be obtained directly from Eq. (9). The Hamilton operators in the two exponentials
yield directly the difference HˆS+− HˆS− in (49), whereas the other two terms result from the dissipation and fluctuation
parts of the influence functional in the path integral (14).
Let |x〉 and |p〉 denote eigenvectors of the canonically conjugate system operators xˆ and pˆ, respectively. Then
ρSt (x+, x−) =< x+|ρˆSt |x− >. We have the following identies
(HˆS+ − HˆS−)〈x+|ρˆSt |x−〉 = 〈x+| [HˆS , ρˆSt ] |x−〉 ; (50)
(xˆ+pˆ+ + xˆ−pˆ−)〈x+|ρˆSt |x−〉 = 〈x+| (xˆpˆρˆSt − ρˆSt pˆxˆ) |x−〉 ; (51)
(xˆ−pˆ+ + xˆ+pˆ−)〈x+|ρˆSt |x−〉 = 〈x+| (pˆρˆSt xˆ− xˆρˆSt pˆ)|x−〉 , (52)
which can be proved by inserting suitable resolutions of unity,
∫
dp|p〉〈p| = ∫ dx|x〉〈x| = 1, between the operators on
the right-hand sides. Substituting Eqs. (50)–(52) into (49), we find the evolution equation for the operator ρˆSt [ad ηˆ]
ih¯∂tρˆ
S
t = [Hˆ
S, ρˆSt ] +
1
2
[xˆ, [γpˆ/m− ηˆt, ρˆSt ]+] . (53)
The average (46) of a solution to (53) gives the density matrix operator of the system
ρˆSt = 〈ρˆSt [ad ηˆ]〉ηˆ = TrB ρˆSt [ad ηˆ]ρˆB0 (54)
Now we turn directly to a derivation of equations of motion for system operators. Let us recall first that in
quantum mechanics there are two equivalent representations of the mean-value 〈Oˆ〉t of any dynamical variable Oˆ
(with or without explicit time dependence) at a time t
〈Oˆ〉t = TrOˆρˆt = TrOˆtρˆ0 , (55)
where ρˆSt is the density matrix operator at the time t, and Oˆt is the Heisenberg operator coinciding with Oˆ at t = 0.
The first equality expresses the mean-value in the Schro¨dinger picture, while the second one determines it in the
Heisenberg representation. Equation (55) can also be regarded as a definition of the Heisenberg operator Oˆt. The
consistency of this definition is guaranteed by the time independence of the commutation relations [Oˆ, Oˆ′] = [Oˆt, Oˆ′t]
for any two operators. This, in turn, is a consequence of the unitarity of the temporal evolution of the density matrix
described by the Neumann equation (6).
The evolution of a quantum systems with dissipation is determined by a generalization of the Neumann equation
(53). We shall demonstrate in analogy with (55), there exists a consistent definition of noisy Heisenberg operators,
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if the noise obeys the commutation relation (3). For any product of system operators OˆS =∏nk=1 Oˆ(k), a product of
noisy Heisenberg system operators is defined by the equality
TrSOˆS ρˆSt [adηˆ] = TrS
n∏
k=1
Oˆ(k)ρˆSt [adηˆ] ≡ TrS
n∏
k=1
Oˆ(k)t [ηˆ]ρˆS0 = TrSOˆSt [ηˆ]ρˆ0 , (56)
where the noisy density matrix operator satisfies Kubo’s stochastic equation (53), and TrS implies a trace over system
degrees of freedom. One can think of the relation (56) as a mapping of an algebra of system operators at the time
t = 0 onto their algebra at a time t. Taking a trace of the evolution equation (53), we see that the unit operator Iˆ
remains invariant under the mapping (56), i.e.,
˙ˆ
It[ηˆ] = 0, so that Iˆt[ηˆ] ≡ Iˆ. The consitency of the definition (56) is
guaranteed by the time independence of the commutation relations
[OˆS , Oˆ′S ] = [OˆSt [ηˆ], Oˆ′St [ηˆ]] , (57)
for any two OˆSt [ηˆ] and Oˆ′St [ηˆ]. At t = 0, equation (57) is trivially fulfilled. To prove the time independence, we derive
the noisy Heisenberg equation for OˆSt . Differentiating (56) with respect to time and making use of both (53) and
(56), we obtain
ih¯
˙ˆOtS = [OˆSt , HˆSt ] +
1
2
[
γpˆt/m− ηˆt, [OˆSt , xˆt]
]
+
, (58)
where HˆSt = H
S(pˆt, xˆt). For a noise operator satisfying the commutation rule (3), this equation leads indeed to (57)
(see [3]). Equivalently, we demonstrate that Eq. (58) coincides with the Heisenberg equations of motion of the entire
system (the particle in a heat bath), comprising the quantum Langevin equation (1).
For an arbitrary system operator we have
ih¯
˙ˆOtS = [OˆSt , Hˆt] = [OˆSt , HˆSt ] +
1
2
(
2γ
pi
)1/2  ∞∫
0
dω
˙ˆ
Xωt, [OˆSt , xˆt]


+
; (59)
ih¯
˙ˆ
Xωt = [Xˆωt, Hˆt] , ih¯
˙ˆ
Pωt = [Pˆωt, Hˆt] , (60)
where Hˆt is the canonical Hamilton operator corresponding to the total action (12) defined by (2), (17) and (19):
Hˆt = Hˆ
S
t + Hˆ
B
t + Hˆ
I
t = Hˆ
S
t +
1
2
∞∫
0
dω


[
Pˆωt −
(
2γ
pi
)1/2
xˆt
]2
+ ω2Xˆ2ωt

 . (61)
The ω-integral in this Hamiltonian produces a linearly divergent term ∝ xˆ2/2, the ”frequency shift term” discussed at
length in Ref. [10]. The divergence is due to the specific form of the interaction (19) which generates the desired time-
independent friction coefficient γ in the Langevin equation [7]. The same divergence appears also in the Hamiltonian
form of the forward-backward path integral (14). The divergence is canceled by an equal divergence in the dissipation
part of the influence functional arising from the coupling to momenta of heat bath oscillators (the term ∼ xPω in (61))
[10], p.602. For this reason, Kubo’s stochastic equation has only finite terms. This pleasant cancelation is absent if
the system is coupled directly to the positions of the bath oscillators rather than to their velocities, as in (19). In
that case, the initial potential V (x) requires a divergent counter term in order to obtain a finite Kubo equation. The
entire issue is, of course, somewhat academic since it is a consequence of insisting upon a constant friction, which is
physical only at low frequencies, much lower than the collision rate in the system. For larger frequencies, the physical
behavior is described by the Drude friction γ(ω) ∝ 1/(1 + ω2/ω2D), and there is no divergence at all [7], [18].
Imagining the presence of a frequency cutoff in (61), we solve the oscillator Heisenberg equations (60) and find
(
2γ
pi
)1/2 ∞∫
0
dω
˙ˆ
Xωt = γ ˙ˆxt − ηˆt = γpˆt/m− ηˆt , (62)
where we have used the representation (39) for the noise operator. Substituting (62) into (59) and comparing it with
(58) we conclude that
OˆSt [ηˆ] = eiHˆt/h¯OˆSe−iHˆt/h¯ = OˆSt . (63)
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Thus, the solutions of the evolution equation (58) coincide with Heisenberg system operators. Hence, the temporal
evolution is unitary and (57) is satisfied. Note that the system Hamiltonian is no longer an integral of motion,
dHˆSt /dt 6= 0, in contrast with the Hamiltonian driving the ordinary Heisenberg equations.
Setting OˆSt equal to xˆt and pˆt in Eq. (58) or, equivalently, in Eq. (59), we obtain the Heisenberg equations of
motion:
˙ˆxt = pˆt/m , (64)
˙ˆpt = −V ′(xˆt)− γpˆt/m+ ηˆt, (65)
which are equivalent to (1)
Equation (63) ensures the unitarity of the temporal evolution and the time independence of the canonical commu-
tation relation [xˆt, pˆt] = ih¯. This guarantees also that correlation functions of noisy operators within the ηˆ average
agree with the ordinary quantum-mechanical correlation functions of the system described by the Hamilton operator
(61):
TrS ρˆ
S
0 〈[OˆSt [ηˆ], Oˆ′St′ [ηˆ]]〉ηˆ = Tr ρˆ0[OˆSt , Oˆ′St′ ] . (66)
The property (3) of the quantum noise is crucial for the unitarity of the time evolution of the Heisenberg operators.
To see what happens if the noise were commutative, we replace ad ηˆ in (53) by a c-valued Gaussian noise η, which
we are apparently allowed to do after the above observations on the equivalence of averages. Then we can again
define the noisy Heisenberg representation by (56) and derive (58) in a similar way. However, we can never prove the
consistency of (58) and (56); Eqs. (57) and (63) are no longer valid. For a commutative noise, the violation of the
canonical commutation relation as time proceeds is seen from (64), (65), most simply for V = 0. This break-down of
the unitarity in the temporal evolution would prevent us from identifying (58) with the quantum Langevin equation.
Thus we have shown that the Feynman-Vernon path integral description of quantum Brownian motion is completely
equivalent to a description in terms of the quantum Langevin equation (1). Both descriptions can be used on equal
footing to study dissipative processes in quantum mechanics.
[1] J.R. Senitzky, Phys.Rev. 119 (1960) 670; 124 (1961) 642.
[2] M. Lax, Phys.Rev. 129 (1963) 2324.
[3] C.W. Gardiner, IBM J.Res.Develop. 32 (1988) 127.
[4] P. Ullersma, Physica 32 (1966) 27.
[5] R. Benguria and M. Kac, Phys.Rev.Lett. 46 (1081) 1.
[6] G.W. Ford, M. Kac and P. Mazur, J.Math.Phys. 6 (1965) 504.
[7] R. Zwanzig, J.Stat.Phys. 9 (1973)215.
[8] G.W. Ford and M. Kac, J.Stat.Phys. 46 (1987) 803.
[9] R. Kubo, J.Math.Phys. 4 (1963) 174;
R. Kubo, M. Toda and N. Nashitsume, Statistical Physics II (Nonequilibrium Statistical Mechanics), Springer-Verlag,
Berlin, 1985 (chp. 2).
[10] A.O. Caldeira and A.J. Leggett, Physica 121A (1983) 587.
[11] R. Feynman and A. Hibbs, Quantum Mechanics and Path Integrals (McGraw-Hill, New York, 1965).
[12] R. Feynman and F.L. Vernon, Annals of Physics 24 (1963) 118.
[13] H. Kleinert, Path Integrals in Quantum Mechanics, Statistics and Polymer Physics, sec. edition, World Scientific, Singapore,
1994.
[14] A. Schmid, J. Stat. Phys. 59 (1990) 855.
[15] A. Schmid, J. Low Temp. Phys. 49 (1982) 609;
U. Eckern, W. Lehr, A. Menzel-Dorwarth, F. Pelzer, and A.Schmid, J.Stat.Phys. 59 (1990) 855.
[16] See Section 18.6 in Ref. [13]
[17] See Eq. (18.162) in Ref. [13]
[18] See Eq. (3.156) in Ref. [13]
9
