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 1 
Povzetek 
V diplomski nalogi je opisana postavitev informacijskega sistema za manjše 
podjetje. Spoznamo postopke izgradnje sistema od strojnega nivoja do namestitve 
programske opreme na več nivojih. Informacijski sistem je zgrajen iz fizičnih 
strežnikov, omrežja podatkovnih shramb (SAN) in lokalne omrežne infrastrukture. Na 
fizičnih strežnikih teče virtualizacijsko okolje ESXi (Hypervisor), ki nam omogoča 
visok nivo izkoristka strojne opreme in tako zmanjšuje potrebo po prostoru in drugih 
virih, ki lahko prinašajo višje stroške vzdrževanja. Z izvedbo omrežja podatkovnih 
shramb na HP EVA strojni opremi sem dosegel sistemsko neodvisnost od strežnikov 
in druge opreme v informacijskem sistemu; s tem sem zagotovil zanesljivo in varno 
delovanje podatkovnega sistema. Kot programsko rešitev virtualnih strežnikov sem 
uporabil strežniške operacijske sisteme Windows, ki ponujajo zelo dobro in razširjeno 
paleto rešitev na tem področju. Implementacija sistema je bila zaključena z 
namestitvijo strežnikov za prenos datotek po omrežju FTP (File Transfer Protocol), 
elektronsko pošto, aktivni imenik in domenski strežnik za upravljanje domen v 
informacijskem sistemu. Delovanje posameznega strežnika v informacijskem sistemu 
je neodvisno od ostalih, kljub uporabi enake strojne osnove. V primeru težav, dogodki 
posameznega strežnika ne vplivajo na delovanje preostalih strežnikov. 
 
 
 
Ključne besede: informacijski sistem, SAN podatkovna shramba, programska oprema 
za virtualizacijo, virtualizacija strežnika, FTP strežnik, strežnik za elektronsko pošto, 
strežnik za aktivni imenik, domenski strežnik, neodvisnost posameznih delov 
informacijskega sistema. 
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 3 
Abstract 
The diploma thesis describes the installation of an information system for small 
companies, where we get to know the procedures for building a system from hardware 
level to installing software on several levels. The information system is built from 
physical servers, a data storage area network (SAN), and a local network 
infrastructure. ESXi virtualization environment runs on physical servers, which allows 
a high level of hardware utilization and thus reduces the need for space and other 
resources that can lead to higher maintenance costs. By implementing a data storage 
network on HP EVA hardware, I achieved system independence from servers and 
other equipment in the information system; this ensured the reliable and secure 
operation of the data system. Windows server operating system is used as a virtual 
server software solution, which offers a very good and extended range of solutions in 
this area. The implementation of the system was completed with the installation of 
servers for file transfer via FTP network, e-mail, active directory and domain server 
for domain management in the information system. Functioning of an individual server 
in the information system is independent of the others, despite the use of the same 
hardware basis. Possible problems on one server do not affect the remaining servers. 
 
 
 
Key words: information system, SAN data storage, software for virtualization, server 
virtualization, FTP server, e-mail server, active directory server, domain server, 
independence of individual parts of the information system. 
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 5 
1  Uvod 
Hiter razvoj informacijskih tehnologij v vsako podjetje prinaša potrebo po 
pridobivanju, shranjevanju, obdelavi in prikazovanju informacij, ki zahteva uporabo 
informacijskih sistemov. Veliko manjših podjetij se odloča za gostovanje pri 
ponudnikih, ki zagotavljajo od infrastrukture do celotne izvedbe informacijskega 
sistema. Večja podjetja se odločajo za postavitev lastnega informacijskega sistema, v 
lastnem delovnem okolju. Pri gostovanju informacijskega sistema, lahko pride do 
težav že v sami osnovi, ker pričakovanja uporabnikov in storitve ponudnikov niso 
usklajene. Zato sem odločil, da za diplomsko nalogo načrtam in postavim 
informacijski sistem za organizacijo z manjšim številom uporabnikov. Na ta način sem 
pridobil znanja, ki so potrebna tako na strani uporabnika kot ponudnika storitve. 
Pri postavitvi informacijskega sistema se soočamo s težavo, da vsaka aplikacija 
v večini primerov zahteva ločeno programsko okolje za delovanje in okolje za 
podatkovno shrambo, hkrati pa v večini primerov uporabljamo le majhen odstotek 
izkoriščenosti teh virov. Ta način postavitve zahteva zelo veliko fizičnih virov kar 
zahteva tudi veliko sredstev za vzdrževanje in delovanje. Da bi se temu izognili, 
uporabljamo virtualizacijo, ki nam omogoča zelo visoko izkoriščenost virov, hkrati pa 
omogoča zmanjšanje fizične velikosti infrastrukture informacijskega sistema. 
Cilj diplomske naloge je postaviti informacijski sistem, ki bo zadostil našim 
potrebam, hkrati pa bo zanesljiv in bo zagotovil visok odstotek izkoriščenosti 
uporabljenih virov. 
Pri analizi zahtev želenega informacijskega sistema in iskanju morebitne rešitve, 
moramo upoštevati tudi vire, ki jih imamo na voljo. Hkrati se opiramo na predznanja, 
ki jih imamo, zato sem se odločil postaviti omrežje podatkovnih shramb SAN (Storage 
Area Network), ki omogoča namestitev in delovanje informacijskega sistema tudi s 
pomočjo virtualizacije. Hkrati imamo na ta način boljši nadzor nad varnostjo ter 
olajšano upravljanje in nadgrajevanje sistema. 
Redko imamo priložnost postavitve informacijskega sistema v celoti, ne da bi 
bili pri tem omejeni na določeno področje delovanja. Motivacijo in rešitve sem iskal 
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tako na strojnem kot na programskem področju. V diplomski nalogi je predstavljen 
potek načrtovanja, postavitve in nastavitve informacijskega sistema, kot tudi zagon in 
delovanje informacijskega sistema. 
Opisane so metode, ki sem jih uporabil pri izvedbi, kot tudi druge morebitne 
rešitve. Izbira optimalne rešitve je omejena na opremo, ki jo imamo na voljo.  
Diplomska naloga je organizirana na sledeč način. V drugem poglavju so 
predstavljeni ključni strojni in programski gradniki našega informacijskega sistema. 
Poglavje 3 opisuje postavitev in namestitev strojne opreme informacijskega sistema. 
Poglavje 4 opisuje namestitev okolja za virtualizacijo, ki je ključnega pomena za naš 
informacijski sistem. V poglavju 5 je prikazan postopek namestitve in nastavitve 
strežniškega okolja Windows, kot programske rešitve na nivoju operacijskega sistema. 
Poglavje 6 opisuje postavitev aplikacijskih strežnikov za izmenjavo datotek, aktivni 
imenik in DNS (Domain Name Server) na skupni programski osnovi ter strežnik za 
elektronsko pošto. Poglavje 7 opisuje rezultate, ki so bili doseženi v diplomski nalogi 
in diskusijo, s katero najdemo nekatere možne alternativne rešitve, ki bi jih lahko 
uporabil pri projektu. Zaključek vsebuje mnenje o projektu, kot tudi pridobljena nova 
znanja na tem področju.
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V tem poglavju so predstavljene ključne teoretične osnove, ki so potrebne za 
razumevanje delovanja našega informacijskega sistema. Spoznali bomo osnovno 
terminologijo strojne in programske opreme, uporabljeno pri izvedbi diplomske 
naloge. Za lažje razumevanje prikazujemo arhitekturo informacijskega sistema na sliki 
2.1, kjer lahko od spodaj navzgor vidimo, kako so gradniki sistema medsebojno 
povezani, njihovo odvisnost ter komunikacijo pri delovanju informacijskega sistema. 
Poskrbeli smo za podatkovni prostor, na katerega je povezan fizični strežnik, ki hkrati 
omogoča komunikacijo med lokalnim omrežjem in podatkovnim prostorom. 
Strežnik lahko imenujemo proces ali strojno opremo, ki svoje vire deli z drugimi 
udeleženci v omrežju. Večinoma deluje po načelu odjemalec/strežnik. Strežnike, ki 
opravljajo točno določeno funkcijo imenujemo namenski strežniki. V praksi praktično 
lahko uporabimo vsak računalnik kot strežnik, vendar so namenski strežniki večinoma 
bolj zmogljivi in načrtovani posebej za določena opravila. Splošno znani namenski 
strežniki so: spletni strežnik, podatkovni strežnik, domenski strežnik, aplikacijski 
strežnik in veliko drugih. Strežniki so zgrajeni na način, da lahko posamezen strežnik 
opravlja eno ali več funkcij ali več medsebojno povezanih strežnikov izvaja eno 
funkcijo, končni rezultat zahteve pa mora biti enak. Od namenskih strežnikov 
pričakujemo zadostne strojne vire za njihov namen, kot so procesor, pomnilnik, disk, 
podpora velikemu številu odjemalcev, visoko razpoložljivost delovanja, zanesljivost, 
nadgradljivost, upravljanje in nadzor na daljavo. 
Podrobnejši opis posameznih gradnikov sledi v nadaljevanju poglavja. 
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Slika 2.1:  Arhitektura informacijskega sistema z vsemi gradniki. 
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2.1  Strežnik 
Zaradi vseh zahtev morajo biti strežniki opremljeni z zadostnim številom 
zmogljivih procesorjev, zadostno količino delovnega pomnilnika, hitrim in 
zanesljivim sistemom za shranjevanje podatkov, ki omogoča zaščito pred izgubo le teh 
ter postavljeni v primerno delovno okolje v katerem imamo kontrolirano vlago in 
temperaturo prostora. 
Poznamo tri osnovne oblike strežnikov: samostojni strežniki, samostojni vgradni 
strežniki in strežniške rezine. 
Samostojni strežniki so po obliki zelo podobni osebnim računalnikom, večinoma 
so to manj zmogljivi strežniki, ki so namenjeni manj zahtevnim aplikacijam in 
manjšemu številu zahtev. 
Samostojni vgradni strežniki se razlikujejo po svoji zmogljivosti, od osnovnejših 
do zelo zmogljivih, prednost je, da vsebujejo vse strojne komponente, ki jih 
potrebujejo za delovanje in jih ne delijo z drugimi strežniki [1]. 
Strežniške rezine so modularni strežniki, primerni za modularno vgradnjo v 
posebna ohišja, ki rezinam zagotavljajo potrebne vire za delovanje, kot so napajanje, 
hlajenje, povezljivost, nadzorne funkcije. Podatkovni sistemi, ki so povezani s 
strežniškimi razinami se navadno hranijo izven ohišja. 
2.2   Podatkovni sistem 
Za delovanje strežnika potrebujemo zanesljiv podatkovni sistem na katerem 
bodo shranjeni podatki, ki jih strežnik uporablja za lastno delovanje ali deljenje drugim 
uporabnikom na zahtevo. Večina strežnikov že ima vgrajeno določeno podatkovno 
shrambo, ki jo lahko uporabimo za namestitev operacijskega sistema strežnika. Zaradi 
zahtev po večji kapaciteti za shranjevanje, se odločamo za podatkovne shrambe, ki so 
samostojne, hkrati ponujajo modularno nadgradnjo in niso odvisne od delovanja 
strežnika. Večina podatkovnih shramb omogoča komunikacijo z večjih številom 
strežnikov, hkrati se obnašajo kot samostojni sistem ter ponujajo določeno varnost 
pred izgubo podatkov, ki so v informacijskih sistemih zelo dragoceni. 
Poznamo nekaj osnovnih podatkovnih shramb, ki jih uporabljamo v strežnikih 
glede na zahteve sistema: neposredno priključena shramba DAS (Direct Attached 
Storage), samostojno priključena shramba SAN (Storage Area Network) in samostojna 
shramba NAS (Network Attached Storage). 
DAS je neposredno povezana shramba na sistem, ki jo uporablja s pomočjo 
fizičnega vmesnika in ne omogoča povezave preko omrežja. 
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NAS je sistem, ki je samostojno priključen v omrežje, deluje na nivoju datotek. 
V splošnem je to podatkovni strežnik, ki omogoča souporabo datotek s pomočjo 
samostojnega datotečnega sistema. 
SAN shramba je skupek naprav, ki večjem številu strežnikov omogoča dostop 
do shrambe preko lastne omrežne infrastrukture, za povezavo do strežnikov uporablja 
optične vmesnike [1].  
Čeprav se SAN shramba obnaša kot del krajevnega omrežja, je potrebno 
poudariti, da je to popolnoma ločen samostojen sistem, ki ponuja le dostop drugim 
napravam do svojega diskovnega prostora. Prednosti SAN podatkovnega sistema so 
večja varnost na strojnem nivoju, redundanca, modularnost, neodvisnost od ostale 
strojne opreme v omrežju in lastni viri potrebni za delovanje. Odjemalci dostopajo 
neposredno, z naslavljanjem njim dodeljenega dela shrambe, pri čemer uporabljajo 
protokole, kot pri dostopu do DAS shrambe. 
Na sliki 2.2 prikazujemo izvedbo SAN shrambe, ki je vključena v 
informacijskem sistemu. SAN shramba omogoča na strojnem nivoju povezavo 
šestnajstih fizičnih diskov, razdeljenih v dve delovni skupini, v en logičen disk. Z 
uporabo RAID (Redundant array of independent disks) krmilnikov dosežemo 
redundanco in s tem, v primeru fizične odpovedi enega izmed diskov, podvojimo 
varnost. Shramba za komunikacijo s strežniki uporablja optične vmesnike, ki naprej 
komunicirajo z krajevnim omrežjem. 
2.3  Omrežna oprema 
Informacijski sistem za komunikacijo med podatkovnim sistemom SAN in 
strežniki uporablja optične vmesnike, ki zagotavljajo nizko zakasnitev ter hiter in 
zanesljiv prenos podatkov. Hkrati strežniki, kot vmesni člen komunikacije med 
shrambo in krajevnim omrežjem uporabljajo UTP (Unshielded twisted pair) kable za 
komunikacijo z krajevnim omrežjem. Če pogledamo shemo informacijskega sistema 
na sliki 2.1, vidimo da so povezave križno povezane, kar zagotavlja redundančno 
varnost. V primeru odpovedi enega izmed omrežnih gradnikov informacijskega 
sistema tako poskrbimo za delovanje vsaj ene fizične povezave. 
Pri fizični izvedbi omrežnih povezav je potrebno poudariti, da so optični kabli, 
ki jih uporabljamo za komunikacijo SAN sistema in strežnika, zelo občutljivi na 
pregibni kot, kar lahko povzroči poškodbo vlakna, zato zahtevajo previdno ravnanje. 
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Slika 2.2:  SAN podatkovna shramba kot del informacijskega sistema, ki komunicira s strežniki. 
Strežniki omogočajo vmesno komunikacijo med krajevnim omrežjem, v katerega so priključeni 
računalniki, in podatkovno shrambo SAN. 
2.4  Virtualizacija 
Na področju informacijskih sistemov tvorbo navidezne verzije nečesa 
imenujemo virtualizacija. S pomočjo virtualizacije lahko navidezno razdelimo ali 
združimo različne strojne ali programske vire. Navidezno lahko razdelimo procesor, 
delovni pomnilnik, podatkovno shrambo ali omrežje. 
Ko govorimo o virtualizaciji strojne opreme govorimo o porazdelitvi strojnih 
virov med uporabniki ali med operacijskimi sistemi [1]. 
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Virtualizacija podatkovnih shramb nam omogoča združevanje notranjih diskov 
shrambe v enega ali več navideznih, ki jih končni sistem vidi kot eno podatkovno 
shrambo. 
Pri virtualizaciji omrežja lahko porazdelimo pasovno širino na posamezne 
kanale, odvisno od potreb sistema. 
Programsko opremo, ki nadzira strojno opremo, in hkrati ponuja storitve 
končnemu sistemu imenujemo hypervisor. To je programska oprema, ki dovoljuje 
gostujočim sistemom popolno izolirano samostojno delovanje od drugih sistemov na 
isti strojni osnovi. 
Razlogi za uporabo virtualizacije so različni; najbolj pogosti so manjša poraba 
energije zaradi manjšega števila strojne opreme, manjša poraba prostora, manjši 
stroški vzdrževanja in večja izkoriščenost strojne opreme. 
Za večjo izkoriščenost strojne opreme lahko namestimo večje število manjših 
samostojnih virtualnih strežnikov na isto strojno opremo, kjer hkrati uporabimo le eno 
zmogljivejšo opremo. Virtualizacija omogoča, s pomočjo namenske platforme, 
centraliziran nadzor nad strežniki z oddaljene lokacije. Omogoča tudi enostavno 
dodajanje ali brisanje virtualnih strežnikov, brez vpliva na ostale strežnike na isti 
strojni opremi. Danes praktično virtualizacijo najdemo povsod, tako v manjših kot 
večjih sistemih. Računalništvo v oblaku praktično temelji na virtualni infrastrukturi, 
kjer najdemo skoraj vse vire v najemu, kot so namenski strežniki, podatkovne 
shrambe, gostujoči sistemi, spletne strani in drugo.
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3  Postavitev in namestitev strojne opreme informacijskega 
sistema 
Predem začnemo s spoznavanjem posameznih gradnikov, je pomembno imeti že 
vizijo končnega sistema, da lahko načrtujemo njegovo izvedbo. Da bi dobili končno 
fizično podobo konkretnega sistema, glede na opremo, ki jo imamo na razpolago, 
poglejmo sliko 3.1. 
Slika 3.1 prikazuje konkretno izvedbo informacijskega sistema, vgrajenega v 
namenski klimatizirani omari. Oznaka (1) prikazuje terminalno opremo, ki jo 
uporabljamo za fizičen dostop do strežnikov ter omrežnih nastavitev posameznega 
strežnika. Oznaka (2) prikazuje SAN podatkovni sistem HP EVA P6000 [2], ki 
omogoča povezavo šestnajstih fizičnih diskov kapacitete 900 GB v logični disk. Diski 
so povezani v RAID6 načinu, kar omogoča dve skupini po 8 diskov z enotno 
navidezno kapaciteto 7,2 TB. Zaradi redundance, ki jo uporabljamo za varnost in 
obnovo podatkov v primeru okvare, je končnemu uporabniku dostopno 3,6 TB 
podatkovnega prostora, ki ga lahko poljubno razdeli strežnikom. 
Oznaka (3) prikazuje uporabljena vgradna strežnika HP ProLiant DL360G5 [3], 
ki imata osem jedrni procesor Xeon, 36 GB oziroma 22 GB delovnega pomnilnika ter 
dodeljen podatkovni prostor v SAN sistemu velikosti 2,4 TB in 1 TB. 
Na strežnikih teče programska oprema za virtualizacijo ESXi zgrajena na Linux 
jedru, ki za delovanje zahteva vsaj 4 GB delovnega pomnilnika, dvojedrni procesor in 
mrežno kartico zmogljivosti vsaj enega gigabita. 
Programska oprema ESXi omogoča večji izkoristek strojne opreme tako, da 
omogoča izvajanje več programskih strežnikov na isti strojni opremi. Strežniki so 
lahko različni, odvisno od potreb in namena, in tečejo neodvisno drug od drugega. Ker 
so programsko popolnoma ločene logične enote, delovanje enega ne vpliva na 
delovanje drugega, kljub deljenju strojnih virov [4]. V ESXi opremi teče več 
strežnikov na Windows operacijskemu sistemu. ESXi programska oprema omogoča 
tudi vmesno komunikacijo med krajevnim omrežjem, strežniki in podatkovno 
shrambo SAN [1]. 
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Slika 3.1:  Končna fizična oblika informacijskega sistema, vgrajenega v klimatizirano namensko 
omaro. Oznake prikazujejo terminalno opremo za dostop (1), podatkovni sistem (2), strežnike (3) ter 
stikala za povezavo v omrežje (4). 
3.1  Namestitev strojnih komponent strežnikov 
Eden izmed temeljnih gradnikov našega informacijskega sistema je strežnik. 
Posamezne komponente, ki tvorijo naš strežnik so opisane v nadaljevanju. Za lažje 
razumevanje zgradbe strežnika si poglejmo sliko 3.2. 
Komponente na sliki 3.2 so označene, in sicer RAM pomnilnik (Random Access 
Memory) z oznako (1), procesor za obdelavo podatkov z oznako (2) in napajalnik z 
oznako (3). Vse komponente povezuje osnovna plošča, na kateri so nameščene. 
 RAM pomnilnik uporabljamo za shranjevanje podatkov programske kode, do 
katerih zelo pogosto dostopamo in rabimo hiter odziv pomnilnika. Procesor uporablja 
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strežnik za obdelovanje podatkov, različnih matematičnih funkcij, omogoča tudi 
osnovno delovanje samega strežnika [3]. Napajalnik skrbi za dovajanje elektrike vsem 
komponentam. V primeru odpovedi napajalnika, sta zaradi redundance vgrajena dva. 
 
 
 
Slika 3.2: Namestitev strojnih komponent strežnika, kot so delovni pomnilnik (1), procesor (2) in 
napajalnik (3). 
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3.2  Namestitev omrežne opreme 
Če želimo doseči komunikacijo med posameznimi deli informacijskega sistema, 
moramo poskrbeti za fizično povezavo med njimi. Uporabljena omrežna oprema 
zahteva zaradi občutljivosti na zunanje sile previdno ravnanje.  
Slika 3.3 prikazuje povezovanje komponent za komunikacijo med krmilniki 
diskovnega polja, sistemom za shranjevanje podatkov in strežniki. 
 
 
Slika 3.3:  Povezovanje optičnih vmesnikov (1) za komunikacijo med podatkovno shrambo, krmilniki 
podatkovne shrambe in strežniki. Uporaba križnih povezav zaradi zagotavljanja redundance (2). 
Krmilniki, strežniki ter diskovno polje so medsebojno povezani s pomočjo 
optičnih vlaken (1), kar nam omogočajo namenske kartice, vgrajene v sistem. Prednost 
optične povezave je hitrost prenosa podatkov ter nizka zakasnitev dostopnih časov. 
Komponente so križno povezane s pomočjo namenskih vmesnikov (2), kar nam 
zagotavlja podvojeno varnost v primeru fizične odpovedi.  
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3.3  Vgradnja strojne opreme v omaro 
Ko imamo pripravljene vse gradnike našega informacijskega sistema, lahko vse 
povežemo v delujočo celoto. Slika 3.4 prikazuje vgradnjo strežnika v strežniško 
omaro. Strežniki (2) so medsebojno povezani ter priklopljeni na omrežje (3), kar nam 
omogoča upravljanje s fizičnim ali oddaljenim dostopom (ang. remote control). Omara 
je klimatizirana zaradi uravnavanja temperature, saj strežniki med delovanjem 
oddajajo toploto. 
Na sliki vidimo tudi omrežna stikala (1) in druge elemente omrežja velikosti 1U 
v omrežni omari, ki omogočajo povezavo strežnikov v omrežje. Vse povezave so 
zaradi lažjega ločevanja v primeru težav barvno ločene. Zeleno uporabljamo za javno, 
belo pa za lokalno omrežje. 
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Slika 3.4:  Vgradnja strežnikov in drugih gradnikov informacijskega sistema v namensko omaro, ki 
zagotavlja uravnavanje temperature in zmanjšanje hrupa v okolici. 
3.4  Postavitev in nastavitev diskovnega polja 
Postavitev diskovnega polja HP P6000 začnemo z modularno vgradnjo 
posameznih fizičnih diskov v namensko ohišje, ki ga vgradimo v klimatizirano omaro, 
namenjeno vgradnji strežnikov (2), kot prikazuje slika 3.1 [2]. Ohišje s pomočjo RAID 
krmilnikov povezuje šestnajst fizičnih diskov v dve skupini. Nastavitev opravimo 
preko vgrajene programske opreme, do katere dostopamo preko terminalne opreme, 
povezane v krajevno omrežje. Za lažje razumevanje vidimo fizično implementacijo 
šestnajstih diskov v namensko ohišje na sliki 3.5. 
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Slika 3.5:  Fizična implementacija trdih diskov razdeljenih v dve logični skupini v namenskem ohišju 
EVA podatkovnega sistema. 
Ko imamo vse komponente informacijskega sistema povezane, kot to prikazuje 
slika 3.1, lahko začnemo s konfiguracijo EVA podatkovnega sistema s pomočjo 
vgrajene namenske programske opreme. Dostop je omogočen preko brskalnika 
terminalne opreme.  
Slika 3.6 prikazuje meni za dostop do diskovnega polja HP EVA P6000 [5]. Do 
programske opreme za nastavitev diskovnega polja dostopamo na daljavo s pomočjo 
brskalnika, ki podpira izvajanje programa Adobe Flash. S pomočjo brskalnika 
vpišemo naslov IP za oddaljen dostop, kar je mojem primeru 192.168.10.200. Naslov 
za dostop se da v nastavitvah EVA sistema po potrebi tudi spremeniti.  
 V meniju, kot ga prikazuje slika 3.6, izberemo gumb za dostop do nastavitev 
diskovnega podsistema. V njem vidimo tudi nekatere informacije, ki se nanašajo na 
splošno delovanje sistema, in opozorila glede podvojene varnosti v samem sistemu.  
V mojem primeru slika 3.6 prikazuje opozorilni klicaj ter rumeni trikotnik, kar 
pomeni, da naj preverimo fizično povezavo in po potrebi zamenjamo del povezave, ki 
moti delovanje sistema 
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Slika 3.6:  Meni za dostop EVA diskovnega polja, ki nam omogoča neodvisno konfiguracijo 
podatkovnega prostora. Hkrati tudi omogoča delovanje brez vpliva strežnikov, ki ga uporabljajo. 
Oznaka (1) prikazuje gumb za zagon menija za namestitev 
3.5  Ustvarjanje skupin fizičnih diskov 
Da bi programski opremi omogočili dostop do fizičnih diskov podatkovnega 
sistema, je potrebno najprej diske povezati v logično skupino v vidno vgrajeni 
namenski opremi. Naslednji korak namestitve bo omogočil logično razdelitev 
podatkovnega prostora kot enotnega. 
  
 
Slika 3.7:  Meni »Skupina fizičnih diskov« (1) omogoča povezovanje fizičnih diskov v enega 
logičnega. 
Na sliki 3.7 vidimo glavni meni, ki omogoča ustvarjanje skupine fizičnih diskov 
sistema EVA [5]. Ustvarimo lahko več različnih skupin, odvisno od fizične kapacitete 
diskov. V mojem primeru sem uporabil 16 diskov kapacitete 900 GB. 
Ustvaril sem dve skupini po 8 diskov, kar je tudi minimalna vrednost za 
ustvarjanje skupine pri klasičnih diskih. Za uporabo SSD (Solid State Drive) diskov je 
minimalna zahtevana vrednost za ustvarjanje skupine 6. 
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V tem meniju vidimo tudi splošne informacije, ki nam povedo koliko prostora 
je rezerviranega na diskih v drugih skupinah ter koliko ga lahko uporabimo.  
Na sliki 3.7 vidimo tudi rumeni trikotnik, kateri nas opozarja, da je prišlo do 
napake ali okvare na enem izmed diskov v skupini, ki je že v pogonu. Podatkovni 
sistem nam omogoča zamenjavo le tega brez izgube podatkov, zaradi uporabe 
programskega sistema za shranjevanje pri ustvarjanju skupine. 
3.6  Ustvarjanje logičnega diska iz fizične skupine 
Po povezovanju fizičnih diskov v logičnega, je potrebno še namestiti logično 
velikost diska. Programska oprema omogoča uporabo celotnega fizičnega prostora kot 
eno ali več logičnih kapacitet. 
 
Slika 3.8:  Ustvarjanje logičnega diska (1) in izbira RAID sistema podvojene varnosti. 
Ko ustvarimo fizično skupino diskov, sledi ustvarjanje logičnega diska, ki ga 
sistem razume kot enotno logično kapaciteto. Če tega ne bi naredili, bi bili omejeni na 
fizično velikost posameznega diska, kar znaša 900 GB.  
Slika 3.8 prikazuje meni, ki omogoča povezovanje 8 fizičnih diskov v enega 
logičnega, ki ga končni sistem vidi kot enotnega. V teoriji lahko na ta sistem 
prenesemo datoteko z večjo kapaciteto od 900 GB, katera se porazdeli na več diskov, 
vendar jo sistem vidi kot enotno datoteko na enotnem disku. 
Meni omogoča tudi izbiro stopnje podvojene varnosti zaradi zaščite podatkov v 
primeru, da bi prišlo do fizične odpovedi enega izmed diskov. 
Sistem podvojene varnosti imenujemo RAID. Višji kot je RAID sistem, manj 
dejanskega prostora ostane končnemu uporabniku, vendar nam omogoča višjo stopnjo 
varnosti. 
V mojem primeru uporabljam sistem RAID6, kateri omogoča odpoved dveh 
fizičnih diskov brez izgube podatkov. V primeru, da disk odpove, ga lahko brez težav 
modularno zamenjamo, sistem pa ga bo samodejno obnovil iz preostalih šestih diskov. 
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V polju »velikost diska« lahko vpišemo poljubno velikost, če želimo narediti 
disk po meri, ali pustimo prazno, da naredimo disk v polni velikosti skupine. 
3.7  Predstavitev diska gostiteljem 
Zaradi varnosti dostopa do podatkovnega sistema v programski opremi moramo 
omogočiti logično pot strežniku, da bi lahko začel uporabljati dodeljeno kapaciteto. 
 
Slika 3.9:  Predstavitev diska gostiteljem (1). 
V mojem primeru imam 2 fizična strežnika, na katerih tečejo različni operacijski 
sistemi. Da je to bilo mogoče, smo morali fizično in logično povezati diskovno polje 
s strežniki. Logična povezava je mogoča le, če sta strežnika pravilno fizično povezana. 
Na sliki 3.9 v meniju vidimo »Server21« in »Server22«. Ti dve oznaki 
predstavljata moja fizična strežnika, katera je potrebno prezentirati logičnem disku v 
diskovnem polju. Da bi logični disk postal viden ter da ga lahko strežnika uporabljata 
kot privzeti disk, morata biti omogočena v nastavitvah sistema EVA. 
Ko to naredimo, kot je prikazano na sliki 3.9, lahko iz strani strežnika začnemo 
uporabljati virtualni disk, katerega strežnik vidi kot enotno kapaciteto in ne ve kako je 
strukturno zgrajen disk. 
Celotna zgradba fizične skupine, posledično tudi virtualnega diska, je vidna 
izključno sistemu diskovnega polja EVA. Noben izmed strežnikov ne vidi arhitekture 
diskovnega polja, uporabljata lahko le virtualno dodeljeno velikost diska.  
Po uspešni namestitvi fizične opreme lahko začnemo z namestitvijo programske 
opreme za virtualizacijo, na kateri bodo tekli naši strežniki. Podroben postopek bomo 
spoznali v nadaljevanju.
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4  Namestitev okolja za virtualizacijo ESXi 
 Po končani nastavitvi diskovnega polja imamo osnovo na kateri lahko zgradimo 
okolje za virtualizacijo ESXi. Okolje nam omogoča istočasno uporabo več 
operacijskih sistemov na katerih tečejo strežniki, hkrati pa si delijo enako strojno 
osnovo. V praksi se izkaže, da lahko izkoristimo celoten potencial strojne opreme, saj 
lahko ustvarimo več virtualnih strežnikov, ki se obnašajo kot posamezni strojni 
strežniki. 
4.1  Nalaganje ESXi programske opreme na strežnik 
Prvi korak pri postavitvi našega okolja za virtualizacijo je namestitev 
programske opreme, ki bo omogočala neodvisno souporabo več operacijskih sistemov. 
Strežnik zaženemo iz zagonske .iso datoteke ESXi, ki jo dobimo na uradni 
spletni strani proizvajalca programske opreme [4]. Slika 4.1 prikazuje postopek 
nalaganja programske opreme na strežnik, ki nam omogoča uporabo več operacijskih 
sistemov na isti strojni opremi [6]. 
Skozi postopek pravilno izberemo vse nastavitve, ki so ključne za delovanje 
okolja ESXi. Pri izbiri diska za nalaganje programske opreme večinoma izberemo 
lokalni disk, ki je bil že prej pripravljen na uporabo. Programska oprema nam omogoča 
tudi izbiro diska na oddaljeni lokaciji. 
Slika 4.2 prikazuje izbiro primarnega pogona za zagon in končno namestitev 
programske opreme ESXi. 
Po končanem nalaganju programske opreme na lokalni disk, ESXi zahteva 
nastavitev gesla za kasnejši dostop do programskega okolja, kot prikazuje slika 4.3. 
Geslo mora biti sestavljeno iz vsaj 7 simbolov in mora zaradi varnosti vsebovati 
kombinacijo črk, številk ter vsaj enega znaka. Geslo si mora uporabnik zapomniti, ker 
ga mora vpisati vsakič, ko želi spremeniti katero izmed nastavitev ESXi okolja. 
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Slika 4.1:  Nalaganje zagonskih datotek ESXi gostitelja, potrebnih za njegovo končno namestitev. 
 
Slika 4.2:  Nastavitev virtualnega diska kot primarnega pogona ESXi okolja. 
Ko vpišemo želeno geslo počakamo, da postopek nalaganja steče do konca. Po 
končani namestitvi se bo programska oprema znova zagnala in nam prikazala osnovni 
zaslon za nastavitev parametrov, kot ga prikazuje slika 4.4. 
Iz osnovnega zaslona lahko spreminjamo poljubne nastavitve okolja. Lahko 
spremenimo geslo, ki smo ga prej nastavili ali zamenjamo naslov IP, ki ga uporabljamo 
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za dostop do okolja ESXi s pomočjo brskalnika. V primeru, da imamo težave z 
oddaljenim dostopom, lahko preko fizične terminalne opreme poskušamo rešiti težavo, 
ponastavimo nastavitve omrežja ali dostopamo do dnevnika dogodkov v katerem so 
zapisani vsi posegi programskega okolja. 
 
Slika 4.3: Nastavitev gesla za dostop do ESXi okolja zaradi varnosti, ker lahko do njega dostopamo 
tudi preko fizične terminalne opreme. 
 
Slika 4.4:  Osnovni zaslon ESXi okolja na katerem so prikazani parametri, ki omogočajo 
konfiguracijo omrežnih nastavitev in drugih parametrov. 
Na desni strani slike 4.4 vidimo vrednosti naslova IP, ki jih uporabljamo za 
dostop preko brskalnika. Vrednosti poljubno spremenimo na nespremenljivo vrednost, 
da bo naslov IP ves čas enak, pri čemere s tem ne izgubimo naslova IP ob naslednjem 
ponovnem zagonu. Ko imamo nastavljen naslov IP in masko omrežja, lahko s pomočjo 
brskalnika oddaljeno dostopamo do ESXi sistema. Privzeto uporabniško ime je root, 
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geslo smo si pa nastavili v prejšnjem koraku med nalaganjem ESXi programske 
opreme. 
 
4.2  Uporaba okolja ESXi 
Po namestitvi okolja vpišemo statični naslov IP v poljubni brskalnik, vpišemo 
zahtevano uporabniško ime in geslo ter vstopimo v okolje ESXi [6]. 
Da lahko dostopamo do okolja skozi brskalnik, mora zaradi varnosti biti 
računalnik povezan v istem omrežju kot naš gostitelj, pri čemer lahko omogočimo tudi 
dostop preko javnega naslova IP, vendar v mojem primeru ni potrebe. 
Slika 4.5 prikazuje osnovni zaslon ESXi okolja, na katerem vidimo osnovne 
informacije gostitelja in grafični vmesnik s pomočjo katerega namestimo virtualna 
okolja za posamezen strežnik. 
 
Slika 4.5:  Osnovni zaslon ESXi okolja, ki omogoča ustvarjanje posameznih virtualnih okolij za 
strežnike. 
Na osnovnem zaslonu izberemo gumb »ustvari« ali »registriraj novo virtualno 
okolje«. V meniju izberemo želene nastavitve strežnika, ki ga ustvarjamo. Strežniku 
dodelimo število procesorskih jeder, ki jih lahko uporablja, velikost virtualnega diska, 
količino RAM pomnilnika, povezavo do omrežja, ki je lahko javno ali lokalno, 
odvisno od potrebe strežnika.  
Po končani nastavitvi strojnega dela, strežniku dodelimo še povezavo do .iso 
datoteke, na kateri se nahaja operacijski sistem za strežnik, v mojem primeru je to 
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Windows Server 2019. Datoteke uradno snamemo iz uradne spletne strani Microsofta 
[7]. Celoten postopek lahko vidimo na sliki 4.6. 
 
Slika 4.6:  Nastavitev strojne opreme strežnika ter podajanje poti do zagonske datoteke operacijskega 
sistema za strežnik.
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5  Namestitev okolja Windows Server  
Po končani namestitvi virtualnega strežnika, lahko pričnemo z namestitvijo 
okolja Windows Server. To je operacijski sistem, razvit posebej za strežnike, ki nam 
omogoča veliko več funkcionalnosti od komercialne verzije sistema. V mojem primeru 
bom uporabljal dve verziji Windows Server 2019 za aktivna imenika, strežnik za 
izmenjavo datotek ter Windows Server 2016 za elektronsko pošto. 
 Sami postopki namestitve Windows okolja so enaki, razlikujejo se samo v 
številu razširitev za posamezen strežnik. Razširitve namestimo v obliki nadgradenj 
preko osnovnega menija v okolju Windows Server. Slika 5.1 prikazuje namestitev 
Windows Server sistema na virtualni strežnik iz .iso datoteke, katero smo določili že 
pri nastavitvah strežnika [7]. Postopek je enostaven in grafično voden in med 
nastavitvijo ne dopušča veliko posegov s strani uporabnika. 
 
Slika 5.1:  Končna namestitev operacijskega sistema Windows Server 2019. 
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Ko je okolje Windows nameščeno na strežnik, dobimo na zaslonu obvestilo, da 
nastavimo geslo skrbnika strežnika. Geslo določimo sami, ki je lahko kombinacija črk, 
številk ali znakov. Geslo pri tem uporabniškem računu je obvezno zaradi dostopa do 
določenih nastavitev sistema Windows, hkrati s tem povečamo varnost. 
Zadnji korak namestitve v katerem izberemo geslo za skrbnika sistema vidimo 
na sliki 5.2, pri čemer je s tem končana namestitev operacijskega sistema Windows. 
Po pritisku na gumb »končano« zaključimo namestitev okolja Windows Server 2019. 
 
Slika 5.2:  Nastavitev gesla za uporabniški račun, ki omogoča dodatno varnost in je obvezen v primeru 
uporabe oddaljenega dostopa. 
5.1  Uporaba okolja Windows Server  
 Na začetnem zaslonu sistema Windows vidimo osnovne informacije, kot so 
pripadnost delovni skupini, nastavitve naslova IP, nastavitve varnosti ter informacije 
o strojni opremi. S pomočjo grafičnega vmesnika lahko spreminjamo nastavitve in 
konfiguriramo strežnik po svojih potrebah. Slika 5.3 prikazuje osnovni zaslon 
Windows Server operacijskega sistema. 
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 Glede na to, da gre za strežniški sistem, so vse nastavitve, ki jih pogosto 
uporabljamo zbrane na osnovnem zaslonu. Vidimo tudi funkcije, ki nam omogočajo 
nadgradnjo sistema glede potreb strežnika. Vse nadgradnje so brezplačne z 
zagotovljeno podporo razvijalca. 
 
Slika 5.3:  Osnovni zaslon Windows server operacijskega sistema, ki omogoča dostop do najbolj 
pogosto uporabljenih parametrov za nastavitev in dostop. 
5.2  Nastavitev naslova IP 
 Pri strežniškem sistemu si ne želimo naslova IP, ki se spremeni z vsakim 
odklopom strežnika iz napajalnega omrežja. Zato imamo možnost nastavitve stalnega 
naslova IP, ki bo kljub ponovnem zagonu strežnika ostal enak. Če imamo vedno isti 
naslov IP, lahko s pomočjo istih nastavitev nemoteno dostopamo preko oddaljenega 
dostopa do strežnika. Tako bodo drugi sistemi, ki so povezani z našim strežnikom znali 
komunicirati kljub ponovnem zagonu. Dovolj je, da iz osnovnega menija izberemo 
naslov IP, pri čemer se nam odpre okno mrežne kartice, v katerem izberemo protokol 
IP verzija 4 ter vpišemo novo vrednost naslova IP, ki ga kot skrbnik omrežja določimo 
glede na arhitekturo omrežja v katerem se nahaja strežnik. Po vpisu naslova IP, 
vpišemo masko omrežja in privzeti prehod, pri čemer dobimo vse zahtevane 
informacije od skrbnika omrežja. Slika 5.4 prikazuje nastavitve naslova IP strežnika. 
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Slika 5.4: Dostop do nastavitev statičnega naslova IP, maske omrežja in prevzetega prehoda. 
5.3  Omogočanje oddaljenega dostopa do strežnika 
 Windows Server sistem omogoča upravljanje strežnika na daljavo. Ker je 
strežnik večinoma zaprt v namenski omari, imamo oviran fizičen dostop, zato je 
uporaba funkcije za oddaljen dostop več kot smiselna. Da bi lahko dostopali do 
strežnika preko drugega računalniškega sistema, moramo v nastavitvah operacijskega 
sistema to omogočiti. Ko omogočimo funkcijo upravljanja na daljavo, na končnem 
sistemu preko katerega dostopamo vpišemo naslov IP strežnika, ki ga uporablja za 
dostop do interneta. Slika 5.5 prikazuje omogočanje funkcije za oddaljen dostop. 
 Funkcijo najdemo v meniju lastnosti sistema, nato izberemo nastavitve 
oddaljenega dostopa. V meniju za oddaljen dostop lahko tudi nastavimo kateri 
uporabniki lahko dostopajo do sistema na ta način, ali uporabimo privzete nastavitve 
sistema, da lahko dostopajo vsi tisti, ki so v delovni skupini ali domeni sistema [8]. 
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Slika 5.5:  Omogočanje oddaljenega dostopa do strežnika preko oddaljene terminalne opreme in 
nastavitev pravic dostopa za posamezne uporabnike.
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6  Namestitev aplikacijskih strežnikov 
Aplikacijski strežniki temeljijo na enaki programski osnovi. Uporabil bom 
operacijske sisteme MS Windows Server. Razlika je v razširitvah, ki nam omogočajo 
dodatne funkcionalnosti glede na potrebe posameznega strežnika. Operacijski sistem 
je potrebno namestiti na vsak aplikacijski strežnik posamezno, potem ga poljubno 
razširimo z nadgradnjami. 
6.1  Strežnik za izmenjavo datotek 
Začel bom z namestitvijo strežnika za izmenjavo datotek s pomočjo protokola 
FTP [9]. Strežnik FTP nam omogoča brskanje ali prenos datotek skozi omrežje na 
oddaljeno terminalno opremo. Programsko opremo enostavno namestimo iz 
namenskega okna, ki je že vgrajeno v operacijski sistem Windows Server. 
Najprej dodamo nove funkcionalnosti sistema, kot prikazuje slika 6.1. Potrdimo 
nastavitve in izberemo gostitelja, ki ima nastavljen statični naslov IP 192.168.10.30. 
Enak naslov uporablja IP strežnik za dostop do omrežja, hkrati ga uporabljamo še za 
dostop do datotek v namenski FTP mapi. 
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Slika 6.1:  Dodajanje FTP funkcionalnosti s katerimi lahko ustvarimo strežnik za izmenjavo datotek 
skozi omrežje. 
Ko imamo izbran naš strežnik FTP, potrdimo z gumbom naprej, ter označimo 
katere dodatne funkcije sistema želimo prenesti na obstoječi sistem. V mojem primeru 
sem namestil dve novi funkcionalnosti WEB Server in FTP Server, potrebni za 
delovanje FTP strežnika. Ko enkrat izberemo funkcionalnosti, izberemo gumb naprej, 
da dokončamo namestitev, kot prikazujeta slika 6.2 in slika 6.3. 
 
Slika 6.2:  Izbira in namestitev WEB razširitve, potrebne za delovanje strežnika za izmenjavo datotek. 
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Slika 6.3:  Namestitev FTP razširitve, ki omogoča končno namestitev strežnika za izmenjavo datotek. 
Po končani namestitvi iz ISS menija izberemo gumb za ustvarjanje FTP strani, 
na kateri se bo odzival naš strežnik za izmenjavo datotek glede na zahteve omrežja, 
kot prikazuje slika 6.4. 
 
Slika 6.4:  Nastavitev FTP spletne strani, na kateri se bo odzival strežnik 
Podati moramo še pot do mape v kateri bodo shranjene datoteke za prenos ali v 
katero bomo prenašali datoteke iz oddaljenega računalnika, kot to prikazuje slika 6.5. 
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Slika 6.5:  Pot do mape z datotekami za prenos skozi omrežje. 
Ko je FTP stran za dostop ustvarjena, moramo poskrbeti za varnost in 
uporabniške račune, ki lahko dostopajo do strežnika. Glede na to, da želimo ustvariti 
strežnik FTP, v nastavitvah izberemo brez SSL (Standard Security Label) certifikata, 
drugače bi ustvarili SFTP (Secure File Transfer Protocol). Razlika je v številki porta 
21 za FTP in 22 za SFTP ter načinu šifriranja datotek katere prenašamo. Slika 6.6 
prikazuje nastavitve FTP varnosti. 
 
Slika 6.6:  Ustvarjanje FTP strežnika brez SSL certifikata. 
 V naslednjem koraku sem dodal še uporabnike, ki lahko dostopajo do strežnika. 
Njihove pravice dostopa lahko spreminjamo v operacijskem sistemu, kjer za dostop 
uporabljamo lokalna uporabniška imena. V mojem primeru je to uporabnik Anton01 z 
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administratorskimi pravicami za dostop. Uporabniku dodamo še pravici, da lahko 
dodaja ali briše vsebino mape z datotekami, kot je prikazano na sliki 6.7. 
 
Slika 6.7:  Dodajanje pravic brisanja in dodajanja datotek v mapi strežnika za izmenjavo. 
Ko so nastavitve varnosti končane, lahko strežnik uporabljamo v vgrajenem 
odjemalcu datotek sistema Windows ali kateri drugi namenski aplikaciji drugega 
proizvajalca. 
V odjemalcu enostavno dodamo omrežni naslov IP preko katerega se 
neposredno povežemo v FTP mapo z datotekami. V mojem primeru je to 
ftp://192.168.10.30, kot je prikazano na sliki 6.8. 
 
Slika 6.8:  Podajanje naslova IP odjemalcu datotek v sistemu Windows. 
Ko smo povezani v našo FTP mapo, moramo poskrbeti še za avtorizacijo 
uporabnika. Prijavimo se z uporabniškim imenom in geslom, kar omogoči uporabo 
strežnika FTP, kot je prikazano na sliki 6.9. 
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Slika 6.9:  Prijava v FTP strežnik s pomočjo uporabniškega imena in gesla za dostop. 
6.2  Strežnik za aktivni imenik in DNS 
Postavitev aktivnega imenika začnemo v osnovnem meniju operacijskega 
sistema, kjer izberemo razširitve in tako dodamo funkcionalnosti našem sistemu. V 
najnovejši različici operacijskega sistema za strežnike tečeta aktivni imenik in strežnik 
za domenske naslove v isti programski razširitvi [10][11]. Zato je priporočljivo, da obe 
funkcionalnosti namestimo hkrati, kot to prikazuje slika 6.10. 
 
Slika 6.10:  Namestitev DNS in AD razširitev, nujnih za delovanje strežnika. 
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Ko označimo nove funkcionalnosti, preprosto sledimo postopku namestitve 
dokler je ne zaključimo. 
Po namestitvi funkcionalnosti začnemo s konfiguracijo nastavitev aktivnega 
imenika. Vmesnik nam ponuja več možnosti, kjer lahko dodamo nov strežnik v 
omrežno domeno, dodamo novo domeno v obstoječo omrežje ali ustvarimo 
popolnoma novo hierarhijo z novo domeno, kar bom naredil v tem primeru. 
Ker sistem zahteva vnos domenskega naslova, sem kot ime domene nastavil 
testiramo.com, kar bom uporabljal skozi celoten postopek postavitve.  
Ko imamo nastavljeno ime domene, moramo še nastaviti stopnje funkcionalnosti 
domene ali skupine domen, ki so medsebojno povezane. V tem trenutku okolje 
Windows Server 2019 ne omogoča stopnje funkcionalnosti 2019, zato sem prisiljen 
izbrati stopnjo 2016, katera je združljiva z različicami za nazaj. 
Postopek namestitve vidimo na sliki 6.11 in sliki 6.12. 
 
Slika 6.11:  Ustvarjanje nove domene in dodajanje novega gozda domene. 
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Slika 6.12:  Nastavitev stopnje funkcionalnosti. 
V mojem primeru izberemo način ,da se obnaša kot domenski strežnik ter 
katalog objektov za lažje in hitrejše iskanje po naši domeni. 
Ko imamo nameščen aktivni imenik, poskrbimo še za konfiguracijo sistemskih 
datotek, ki omogočajo pravilno oglaševanje ter delovanje domenskega strežnika. Ko 
imamo nastavljene vse parametre vidimo, da naš strežnik posluša samega sebe, ker 
deluje kot strežnik in domenski strežnik v enem. 
Zdaj, ko imamo dokončan še domenski strežnik, ki je povezan z aktivnim 
imenikom, poskrbimo še za nastavitev načina pretvarjanja naslova IP v domensko ime. 
V DNS zavihku vidimo, da ima naš DNS strežnik ustvarjeno samo iskalno cono, ki 
omogoča pretvarjanje domenskih imen v naslove IP. Če bi želeli na obraten način 
poiskati strežnik, to ne bi bilo možno, ker DNS ne bi znal poiskati končnega sistema s 
pomočjo vpisa naslova IP. V tem primeru sem ustvaril še obratno iskalno cono, ki 
omogoča pretvorbo naslova IP v domensko ime, s čimer zagotovimo popolno 
funkcionalnost našega domenskega strežnika iz obeh strani. Slika 6.13 prikazuje 
ustvarjanje obratne iskalne cone domenskega strežnika. 
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Slika 6.13:  Ustvarjanje obratne iskalne cone DNS. 
Zdaj imamo popolnoma delujoča strežnika za aktivni imenik ter DNS. S 
pomočjo aktivnega imenika lahko upravljamo vse objekte v naši domeni, DNS pa 
poskrbi za omrežno vidnost strežnikov v domeni. Lahko imamo sistem z več tisoč 
strežniki, hkrati dodajamo uporabnike in objekte le z enega fizičnega terminala ali 
strežnika, ki se obnaša kot domenski upravitelj. Potrebno je še v omrežnih nastavitvah 
dodati naslov IP domenskega strežnika, ki je popolnoma enak naslovu gostitelja 
strežniškega sistema, ker strežnik in DNS uporabljata isti naslov. 
 
Slika 6.14:  Dodajanje DNS naslova. 
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 Če želimo upravljati strežnik s pomočjo našega domenskega upravitelja, 
moramo strežnik vključiti v našo domeno. Ko je strežnik vključen v domeno, ga lahko 
upravljamo kot da bi imeli fizičen dostop. Pogoj, da strežnik dodamo v domeno, je 
nastavitev DNS naslova, tako da strežnik povežemo na DNS, ki smo ga ustvarili na 
strežniku za aktivni imenik. V našem primeru v polje domene vpišemo testiramo.com, 
sistem pa nas vpraša po uporabniškem imenu in geslu skrbnika domene, s pomočjo 
katerega dovolimo dostop do domenskega upravitelja. Ko povežemo strežnik v 
domeno, se lahko prijavimo z domenskim uporabniškim imenom in ne le z lokalnimi 
uporabniškimi imeni. V večini primerov se moramo vpisati kot upravitelj domene, 
zaradi pravic dostopa uporabniškega računa. Ko imamo povezane vse računalnike v 
domeno, lahko preprosto ustvarimo novega uporabnika na domenskem upravitelju, kar 
bo samodejno ustvarilo uporabnika na vseh drugih strežnikih. Slika 6.15 prikazuje 
dodajanje strežnika v domeno. 
 
Slika 6.15:  Dodajanje strežnika v domeno zaradi centraliziranega upravljanja. 
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6.3  Strežnik za elektronsko pošto 
Pri postavitvi strežnika za elektronsko pošto najprej poskrbimo za programske 
razširitve, ki jih Exchange dodatno zahteva. Pripraviti moramo tudi DNS in aktivni 
imenik za priključitev strežnika za pošto. 
Najlažji način, da to naredimo je iz ukazne vrstice z naborom ukazov, v 
nasprotnem primeru moramo posebej namestiti vsako razširitev, kar je časovno 
zamudno. Ko namestimo vse dodatne razširitve, lahko začnemo z namestitvijo 
Exchange-a iz namenske datoteke, katero dobimo na uradni spletni strani [12]. 
Slika 6.16 prikazuje nabor ukazov namestitve razširitev iz ukazne vrstice. 
 
Slika 6.16:  Nabor ukazov v opravilni vrstici za namestitev razširitev, nujnih za delovanje strežnika za 
pošto. 
Prednost namestitve na takšen način je, da lahko več razširitev namestimo 
istočasno, saj pri zagonu namestitev, sistem samodejno poišče in namesti vse 
razširitve. Pri tem moramo biti pozorni na to, da smo prijavljeni v sistem kot skrbnik 
domene zaradi pravic dostopa. 
Ko imamo pripravljen operacijski sistem z vsemi zahtevanimi razširitvami lahko 
začnemo z namestitvijo Exchange-a. Namestitev poteka enako kot pri izvršni .exe 
datoteki. Postopek je zelo enostaven, saj moramo le odpreti .iso datoteko ter zagnati 
setup.exe program za namestitev. Sledimo grafično vodenem postopku.  
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Ko imamo nameščen Exchange, ga lahko upravljamo iz vgrajene spletne strani, 
ki je namenjena skrbniku strežnika. Le namestitev ni dovolj za delovanje, saj je 
potrebno strežnik konfigurirati za nemoteno delovanje. Najprej sem ustvaril vmesnik 
za pošiljanje, da lahko našo elektronsko pošto pošiljamo v lokalno in globalno 
omrežje. 
Pri ustvarjanju vmesnika izberemo možnost, da želimo ustvariti vmesnik za 
pošiljanje pošte v internet, ne le za uporabo v lokalnem omrežju. Slika 6.17 prikazuje 
ustvarjanje vmesnika za pošiljanje. 
 
Slika 6.17:  Ustvarjanje vmesnika za pošiljanje, ki omogoča pretok elektronske pošte v lokalnem in 
globalnem omrežju. 
Po ustvarjanju vmesnika za pošiljanje, ustvarimo v našem domenskem strežniku 
novo cono DNS, ki skrbi za zapise domene, ki so v našem primeru potrebni za dostavo 
pošte odjemalcu ter vse ostale nastavitve našega strežnika. 
V zapisih cone povemo strežniku kam naj dostavi pošto, kakšne so prioritete ter 
kako naj obravnava posamezno prejeto zahtevo. Na sliki 6.18 vidimo kako ustvariti 
novo DNS cono. 
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Slika 6.18:  Ustvarjanje in konfiguracija nove DNS cone v strežniku za elektronsko pošto. 
Ko je cona ustvarjena poskrbimo še za nastavitvene zapise strežnika in na ta 
način zaključimo nastavitev DNS-a. Slika 6.19 prikazuje nastavitvene zapise 
strežnika. 
 
Slika 6.19:  DNS zapisi nastavitev. 
Po končani nastavitvi zapisov nadaljujemo nastavitev na strežniku za pošto, na 
katerem spremenimo nastavitve dostopa do strežnika. 
Strežniku podamo nove parametre DNS cone, s tem konfiguriramo na katerem 
naslovu se bo strežnik odzival. Doseči želimo, da se odziva na naslovu 
»testiramo1.com« kot je naslov nove ustvarjene cone. Vse privzete nastavitve 
spremenimo v zapisih strežnika za pošto na novo domensko cono. Spreminjanje 
nastavitev na novo cono vidimo na sliki 6.20. 
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Slika 6.20:  Sprememba nastavitev nove domene na kateri želimo doseči odzivnost našega strežnika 
za elektronsko pošto. 
Po končani namestitvi domene, se bo strežnik s pomočjo DNS-a odzival na 
spletnem naslovu mail.testiramo1.com. Zato nastavimo uporabo nove DNS cone kot 
privzete domene. Nastavitev privzete domene vidimo na sliki 6.21. 
 
Slika 6.21: Sprememba in nastavitev privzete domene na kateri se odziva strežnik  
Cilj je doseči, da se strežnik odziva na novem domenskem naslovu, hkrati za 
pošiljanje uporablja privzeti domenski naslov našega omrežja. Na sliki 6.22 vidimo 
uporabo obeh domenskih naslovov hkrati v popolnoma delujočem strežniškem okolju 
za pošiljanje elektronske pošte Microsoft Exchange. 
6.3  Strežnik za elektronsko pošto 49 
 
 
 
Slika 6.22:  Končni uporabniški grafični vmesnik elektronske pošte, ki je pripravljen za uporabnika. 
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7  Rezultati in diskusija 
V diplomski nalogi sem obravnaval načrtovanje in postavitev informacijskega 
sistema za srednje veliko organizacijo. Po pregledu že obstoječe infrastrukture in 
razpoložljive strojne opreme, sem pridobil informacije in izdelal načrt za izvedbo 
projekta. Ugotovil sem na kakšen način bom implementiral sistem in kakšna bo 
njegova strojna ter programska arhitektura. Zaradi združljivosti z že obstoječim 
okoljem, sem uporabil znano programsko opremo za virtualizacijo, ki deluje zanesljivo 
in zadosti potrebam mojega projekta. Kot rezultat sem dobil možnost postavitve več 
navideznih strežnikov na isti strojni osnovi. 
Programska oprema za virtualizacijo dosega visoko stopnjo izkoristka strojne 
opreme, hkrati pa ponuja zanesljivo in neodvisno delovanje posameznih strežnikov v 
svojem okolju. Zaradi predznanja in dobre uradne podpore sem se odločil za ESXi 
programsko opremo, čeprav je na tržišču visoka konkurenčnost glede ponujenih 
možnosti in kakovosti drugih okolij za virtualizacijo. Ob uporabi kakšne druge 
programske rešitve na tem nivoju informacijskega sistema, bi pričakoval enak ali 
primerljiv rezultat.  
Na področju podatkovne shrambe sem se odločil za postavitev SAN 
podatkovnega sistema, ki nudi podatkovni prostor drugim objektom v omrežju, hkrati 
pa deluje neodvisno od preostale arhitekture. Lahko bi uporabil druge načine 
shranjevanja kot so NAS ali DAS, vendar v tem primeru ne bi imel centralizirane 
shrambe podatkov, ki je neposredno povezana s strežniki in omogoča takšne hitrosti 
prenosa preko optičnih vmesnikov, hkrati pa nudi visok nivo zaščite na strojnem 
nivoju.  
Pri implementaciji programske opreme končnih strežnikov sem se zanašal na 
programsko opremo MS Windows, ki je prirejena za uporabo na strežnikih. Zagotavlja 
dobro končno uporabniško izkušnjo, zanesljivo delovanje in visoko stopnjo 
prilagoditve sistema. V primeru uporabe drugih programskih rešitev ni nujno, da bi 
dosegel nivo združljivosti s preostalim delom že obstoječe arhitekture, zato sem opustil 
možnost uporabe brezplačnih rešitev na osnovi sistema Linux.  
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Za končno programsko opremo na nivoju aplikacijskih strežnikov sem se odločil 
za rešitve podjetja Microsoft. Glede na uporabo izdelkov podjetja Microsoft že na 
prejšnjih nivojih arhitekture informacijskega sistema je bila izbira več kot logična z 
vidika združljivosti in uradne podpore. Aplikacijski strežniki so že integrirani v sam 
sistem in ponujajo visoko stopnjo funkcionalnosti in zanesljivosti, hkrati pa zelo 
prijetno grafično izkušnjo. Vsi opisani aplikacijski strežniki v prejšnjem poglavju so 
vgrajeni kot del operacijskega sistema ali kot razširitev, razen strežnika za elektronsko 
pošto, ki ga prenesemo iz uradne spletne strani proizvajalca. Lahko bi uporabil na tem 
nivoju odprtokodne rešitve aplikacijskih strežnikov, vendar bi lahko naletel na težave 
z združljivostjo različnih platform, kar bi lahko pomenilo korenite posege v že 
delujočo arhitekturo. 
Uporaba Microsoftovih izdelkov se je izkazala kot pravilna rešitev, saj vsi 
aplikacijski strežniki delujejo po pričakovanjih, kot je bilo načrtovano že na začetku 
projekta.  
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8  Zaključek 
Kljub začetnim težavam mi je uspelo postaviti delujoči informacijski sistem. 
Začel sem na strojnem nivoju, kjer sem uspešno sestavil vse strojne komponente, 
potrebne za delovanje sistema. Postavil sem SAN podatkovno polje, ki s svojo 
neodvisnostjo dopušča veliko možnosti za izkoristek in uporabo podatkovnega 
prostora v navezi z virtualizacijskim okoljem. Menim, da je SAN najboljša izbira v 
mojem primeru, glede na ponujeno stopnjo strojne in programske varnosti. Pri 
povezovanju strojnih komponent podatkovnega sistema sem se soočal z določenimi 
težavami, na katere nas SAN sistem opozori ter s povratnimi informacijami pomaga 
pri njihovem reševanju. Vgrajen način obveščanja o težavah mi je zelo olajšal njihovo 
odpravljanje. Pri implementaciji virtualnega okolja ni bilo posebnih težav. 
Virtualizacijska programska oprema je izpopolnjena, podpira široko paleto strojne 
opreme in ponuja visok nivo funkcionalnosti. Uporabnik ima na voljo grafično voden 
postopek namestitve, ki je preprost za uporabo. Pri tem sem spoznal novo programsko 
okolje, na katerem imamo možnost implementirati veliko več, kot je bil končni cilj 
mojega projekta.  
Pri implementaciji Windows Server okolja tudi ni bilo posebnih težav. Okolje 
ima zelo dobro uradno podporo, vse razširitve v večini primerov delujejo brez težav, 
razen tistih, ki zahtevajo poseg in prilagoditev v posameznem delu informacijskega 
sistema. Menim, da obstaja še veliko prostora za nadgraditev in popravke programske 
opreme, čeprav v večini primerov deluje po pričakovanjih. Potrebnih je le še nekaj 
vmesnih korakov prilagoditve, da bi okolje grafično približali končnemu uporabniku. 
Hkrati sem spoznal še veliko več možnosti sistema, ki jih nisem imel priložnosti 
uporabiti zaradi omejenih zahtev projekta, vendar se veselim njihove uporabe v 
prihodnje. Okolje je grafično izpopolnjeno, omogoča hitro ter učinkovito uporabo.  
Projekt sem nadaljeval z implementacijo virtualnega strežnika za prenos datotek 
po omrežju. Naredil sem lastno storitev v oblaku, ki nam zagotavlja uporabo 
podatkovnega prostora v zanesljivi arhitekturi. Spet sem se opiral na rešitev podjetja 
Microsoft, ki je vgrajena v sistem kot razširitev v samem Windows Server sistemu. 
54 8  Zaključek 
 
Nalaganje ter prilagoditev FTP razširitve je potekala brez večjih težav, ravno tako 
povezovanje z agentom za brskanje datotek, ki jih prenašamo preko FTP storitve.  
Naslednji korak je bil implementacija aktivnega imenika, odgovornega za 
urejanje vseh objektov v naši domeni. Spoznal sem kako deluje in na kakšen način 
olajša uporabo in administracijo objektov skrbniku sistema. Sistem je implementiran 
na dveh ločenih strežnikih, kar nam zagotavlja podvojeno varnost, hkrati strežnika 
samodejno izmenjujeta informacije, ki jih kot skrbnik ustvarjamo v sistemu. V 
sodelovanju z aktivnim imenikom sem namestil še strežnik za domenske naslove, ki si 
delita isto programsko zasnovo, vendar imata ločeni funkcionalnosti. Strežnik za 
domenske naslove skrbi za vidnost sistema v omrežju in uporabniku ponuja bolj 
prijazen zapis spletnih naslovov, za katerimi se skrivajo informacije potrebne za 
komunikacijo med končnimi sistemi. Pri implementaciji ni večjih težav, oprema je 
lepo grafično urejena in omogoča enostavno nastavitev. Funkcionalnosti delujejo po 
pričakovanjih.  
Končni cilj projekta je bil strežnik za elektronsko pošto, ki se navezuje na 
celotno implementirano arhitekturo. Čeprav je zaradi varnosti implementiran kot ločen 
strežnik, zelo tesno sodeluje z aktivnim imenikom in strežnikom za upravljanje 
domenskih naslovov. Pri implementaciji sem uporabil Windows Server 2016 okolje, 
ki zaenkrat ponuja najvišjo stopnjo podpore Exchange okolju. Odločil sem se za 
verzijo iz leta 2016 zaradi licenc, ki bi jih težko pridobili za novejšo različico. 
Programska oprema zahteva nekaj strokovnih posegov pri namestitvi, zato pričakujem, 
da bo podjetje za podporo v prihodnosti spremenilo način namestitve in na ta način 
olajšalo upravljanje končnem uporabniku. Ko sem rešil vse tehnične težave, sem 
ugotovil, da je sistem zelo prijazen do uporabnika in ponuja zelo visoko stopnjo 
funkcionalnosti, vendar obstaja še veliko možnosti za izboljšave. Sistem deluje zelo 
zanesljivo, brez nepričakovanih težav, sam pa sem spoznal podroben postopek 
implementacije celotnega informacijskega sistema. Razširil sem svoje znanje in 
spoznal širok nabor strojne in programske opreme. Prej sem imel izkušnje le na 
določenih področjih informacijskega sistema, zdaj imam ustvarjeno celotno sliko. 
Pridobljena znanja bom izkoriščal v prihodnje pri drugih projektih in po potrebi 
spremenil način izvedbe z uporabo drugih alternativnih rešitev. 
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