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1. INTRODUCTION 
The classical approach to large parts of multivariate analysis is based on 
the multivariate normal distribution N,(,u, V) with location vector p and 
scatter matrix V. The maximum likelihood estimators of these parameters 
are the sample mean and covariance matrix, respectively. However, it is 
well known that slight departures from this model, in the form of a small 
proportion of outliers, may completely distort the estimators. Some 
interesting examples are shown by Devlin et al. [2]. It is thus desirable to 
study estimators which remain stable when the data are “contaminated” by 
a small proportion of outliers. 
The breakdown point E* of an estimator (to be defined more precisely 
below) is a useful concept in robustness. Loosely speaking, E* is the largest 
proportion of arbitrary outliers that may be added to the sample, such that 
the estimator remains bounded. The classical estimators have E* = 0. 
Robust equivariant M-estimators of multivariate location and scatter 
were defined and studied by Maronna [9] and generalized by Huber 
[4, 51. However, it was found that these scatter estimators have 
breakdown point E* not larger than l/p, even if the location vector is 
known, whereas if the scatter matrix is known, the location estimators have 
E* = f. This points out a lack of robustness for large p, which affects the 
scatter matrix rather than the location vector. Within this class, Tyler [ 141 
studied an estimator with breakdown point exactly equal to l/p. 
Stahel [ 131 and Donoho [3] defined a class of equivariant multivariate 
estimators with E* = 4 independent of p, but little is known about their 
properties. Rousseeuw [ 111 defined the “minimum volume ellipsoid” 
(MVE) estimator which has E* = i for all p; later Davies [ 1 ] generalized 
this idea by defining multivariate S-estimators, with E* independent of p. Li 
and Chen [6] proposed an estimator based on robustifying principal com- 
ponents by replacing the variance by a robust scale estimator like the 
median deviation. This estimator has a breakdown point independent of p, 
although it is not affine equivariant. The relationship between S- and 
M-estimators was investigated by Lopuhaa [7]. 
The asymptotic bias (in a sense to be made precise below) of 
Rousseeuw’s estimator under contamination was calculated by Yohai and 
Maronna [16], and it turned out that, although bounded, it may be so 
high as to make the estimator unreliable, even for small amounts of 
contamination. Thus our goal is to develop estimators which do not only 
have a high breakdown point (i.e., a bounded bias) but also a moderate 
bias under contamination. 
If the random vector X has a nonsingular covariance matrix V and A is 
such that V= (ATA))‘, then Z= AX has covariance matrix I. If X is 
normal, then the distribution of Z is spherically symmetric (invariant with 
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respect to orthogonal transformations). A basic idea for defining robust 
equivarialtt estimators is therefore as follows. Choose a suitable criterion 
g(Z) of “degree of spherical asymmetry” of a random variable Z. Define the 
functional A(X) on the distribution of X as the matrix which minimizes the 
criterion for the transformed variable A(X)X, 
4-V = arg yEi; g(AX), (1) 
where A ranges over the set d of nonsingular matrices. Then define the 
scatter matrix of Xas 
V(X) = [A(X)TA(X)] ~ I. (2) 
For a sample (x,, x2, . . . . x,) the estimate is defined, as usual, as V(X) with 
X-J’,, where F,, is the empirical distribution. 
Remark 1.1. Since spherical symmetry is a quality which remains 
invariant under orthogonal transformations Q, natural versions of g fulfill 
g(QX) =g(X). Then A(X) is defined only up to an orthogonal matrix. To 
mend this, d can be restricted to, for example, the lower triangular 
matrices with positive diagonal. V(X) is often unique without such a 
restriction. 
Remark 1.2. The idea of finding A rather than V is also used for 
computation of M-estimators [S, 8-J. 
Estimators of this form are affine equivariant: 
LEMMA 1.1. For any g, V( CX) = CV(X) CT. Zf X is spherically symmetric 
and V(X) is unique, then V(X) is a multiple of the identity matrix Z,. 
All proofs are given in the Appendix. 
The criteria which we propose in this paper are based on examining the 
scatter of the projections of the data in all directions, i.e., the linear com- 
binations uTZ of Z = AX, where u is any constant vector with norm 
[lull = 1 and uT denotes the transpose of u. Note that if the random vector 
Z has covariance matrix Z, then var(UTZ) = 1. Let s be any (robust) 
estimator of scale. The idea is that s(uTZ), where Z= A(X)X, should 
remain “as constant as possible” when u ranges over all u with [lull = 1. 
This idea is made precise in Section 2. Section 3 deals with the 
breakdown point and with asymptotic bias. As exact calculation of the 
estimates defined in Section 2 is not feasible, we propose an algorithm 
which is meant to approximate them (Section 4). A small simulation 
compares the results of this algorithm with some other estimators 
(Section 5). 
683/42/l-10 
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2. DEFINITIONS AND GENERAL RESULTS 
Let s be a scale equivariant functional of univariate distributions. We 
write s(R) for the scale of a univariate random variable R, and s{ri} for 
the scale of a sample. Thus s(R) = s{ri} if RN FH {r,} and F,, {r;} is the 
empirical distribution defined by the sample (rl, rz, . . . . r,). 
A criterion g for spherical asymmetry, suitable for the minimization task 
(11, is 
gl(X) = sup (S(U?Y) - 11. 
Ilull = 1 
Alternatively, one can minimize 
g*(X)= sup S(UV) 
Ilull = 1 
under a restriction of the form g,(AX) > 1, where 
g3(X) = ,, if!, s(uTX) 
u 
-or vice versa: maximize g,(AX) under g,(AX) < 1. When 
g‘%(X) =&(xMm 
is used as a criterion without restrictions, then A (and hence V) is deter- 
mined only up to a scalar factor. This can be mended by requiring 
g,(AX) = 1 or g,(AX) = 1. 
These definitions lead to the same estimators, up to a scalar factor: 
LEMMA 2.1. There are some constant c2, c3 (which depend on X) such 
that the following statements are equivalent: 
(Pl) A solves (1) with g=g, 
(P2) c,A solves (1) with g=g, under g,(AX)> 1 
(P3) c,A solves (1) with g= -g, under g,(AX)< 1 
(P4) c,A solves (1) with g=g, under g,(AX)= 1 
(P5) c,A solves (1) with g=g, under g,(AX) = 1 
(P6) A solves (1) with g=g, under i[g,(AX) +g,(AX)] = 1. 
The estimators can also be formulated directly in terms of V, avoiding A: 
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LEMMA 2.2. Zf A is nonsingular and solves (Pl ), then V= (ATA)- ’ 
minimizes 
t-f;; ~s(UTX)/(U=VU)1’2- 11. 
over the set -Ir of all symmetric, positive definite matrices. 
Here, one looks for a matrix V such that the quadratic form U’VU is “as 
close as possible” to s(u’X). 
DEFINITION 2.1. The projection estimator V based on the scale 
functional s maps X to the set 
V(X)= {[A(X)TA(X)]-l(A(X)solves (1) withg=g,underg,(AX)= 1). 
THEOREM 2.3. Zf g,(X)=~up,,~,,=~ {s(uTX)} is finite and gs(X)= 
inf,,,,,=, {s(uTX)} ~-0, then a solution to all problems (Pl) through (P6) 
exists. 
Remark 2.1. If g,(X)=O, then solutions to (Pl) and (P3) still exist, 
but they are virtually meaningless. 
The assumption about g*(X) is met if X stands for a sample and s{xi) 
is continuous or monotone in all xi and finite. 
LEMMA 2.4. In general, these estimators are not unique. 
This can be seen by considering the distribution in R3 which is uniform 
on the two circles ‘&={x~x,=O, x:+x:=1} and %z={xIxl=O, 
xi + x: = l} and s(X) = range (X)/2. Clearly, g2(X) = 1, and g3(X) = 
s((c, c, 0)=X) = c with c = 2- ‘I*. Two solutions of (P3) are Z and 
diag(1, 1, c), as is shown in the Appendix. 
Although this example sounds very artificial, it illustrates the basic 
difficulty: In a typical situation, the minimum of g,(AX) may essentially 
fix the directions u0 and ui for which s(uTAX) assumes its minimum and 
maximum. The elements of A which determine the components of AX 
orthogonal to these two directions can then vary as long as no s(uTAX) 
falls outside these limits. 
For the special situation of a contaminated elliptical distribution 
X-Fe=(l -E)F+EH, (3) 
which we shall study in more detail below, we find that the estimator is 
unique if s has the following property. 
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DEFINITION 2.2. The functional s is monotone (non-decreasing) if it has 
the following property: If 1x1 is stochastically smaller than 121 in the sense 
that F(x)>F(x) for all x, 1x1 -F and 181 -i?, then s(X),(s(z). 
If s is monotone in this sense, then s{,Y~} is monotone in each xi. Unfor- 
tunately, ifs is translation invariant (and scale equivariant), then it cannot 
be monotone. The following theorem therefore applies only if location is 
fixed or estimated separately. 
THEOREM 2.5. Zf s is monotone and X- F, with F spherical and H 
concentrated on a straight line through 0, say the x”‘-axis, then V(X) is 
unique and diagonal with vji = v22 for j B 2. 
These results still leave the question of uniqueness largely open. Our 
research leads us to the following conjecture. 
Conjecture. The projection estimator, if applied to samples, is unique 
with probability 1 for p = 2. For p > 2 it is, with probability 1, non-unique, 
but equal to a connected, compact set. 
Some basic properties of V(X&unique or non-unique-are given by 
Lemma 1.1 and the following statements. 
LEMMA 2.6. Zf the scale functional s is translation invariant, then so is the 
scatter V. 
LEMMA 2.7. Zf X is spherically symmetric, then V(X) is unique and equals 
a multiple of the identity. Moreover, V is Fischer-consistent for elliptical 
distributions, in the sense that, if X = CZ + t with spherical Z, then V(X) 
is a multiple of CC?. In particular, V is a multiple of the covariance matrix 
of X if the latter exists. 
3. RESISTANCE AND ASYMPTOTIC BIAS 
The gross error breakdown point of V at F is defined as 
E*( V, F) = sup {E I for some compact Kc ^Y-, V(X) c K if 
X-(l-s)F+sHwitharbitraryH} (4) 
(where Y is the set of all symmetric, positive definite matrices as before). 
It measures the amount of contamination needed to carry V over all 
bounds or making it “almost singular.” The condition number of V is the 
ratio y(V) = A, (V)/A,( V), where S(V) (j = 1, . . . . p) are the eigenvalues of V 
in descending order. The matrix V remains in a compact set of non- 
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singular matrices if and only if n,(V) and 3Lp( V) are bounded away from cc 
and 0. This implies that the condition number is bounded, too. 
The breakdown point of projection estimators can be obtained from a 
suitably defined breakdown point of the underlying scale functional. 
DEFINITION 3.1. The uniform breakdown point 6*(s, F) of a scale 
functional s at a distribution F on Rp is 
6*(s, F) = sup {E > 0 1 there exist 0 KS, < s2 < cc such that 
(X-(1-E)F+EH, Harbitrary, (IuI( = 1 
implies s, < s(uTX) < sz)}. 
For example, if s is the median deviation and F is such that 
F(uTX# 0) > c( for all u # 0, then 6*(s, F) 2 0: - 0.5. 
THEOREM 3.1. E*( V, F) > 6*(s, F). 
Remark 3.1. Intuitively, the reversed inequality would be more 
plausible. In fact, equality can be shown up to a rather strange potential 
behavior of the estimator: We could not exclude the case that the value of 
the criterion g, might tend to infinity while the solution A remains 
bounded. 
Asymptotic bias can be measured in the following afline equivariant way. 
Assume that the solution for X-F is unique, V(X) = V,, say. Then define 
for any G with the set V(Y), Y w  G, of solutions to (P4), 
b(F, G)= sup y(B-‘l’[BT]-‘), 
YE V(Y) 
where B is such that BBT = V,. The log of this function b is a measure of 
the discrepancy between V(Y) and VO. Since the condition number remains 
the same if a matrix is multiplied by a factor, only the shape of V is 
relevant for this measure of bias, and the bias is the same for the solutions 
to problems (Pl) through (P6). 
We shall study the bias of the estimator V, based on the cr-quantile of 
absolute values as the scale functional: Let F, be the distribution of a real 
random variable R, while F, denotes the distribution of its absolute value 
IRJ. Use s(R)=p:,‘(cr). When F, is contaminated by a mass E, then the 
one-dimensional scale estimate is bounded by the quantiles corresponding 
to a, = (c( - E)/( 1 -E) and to ~1~ = c1/( 1 - E). We denote these quantiles by 
$d=F;‘(~o) and Jb,=F’;‘(cc,). Th e o f 11 owing results for the bias are 
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THEOREM 3.2. Let F be elliptical. Then, with the foregoing definitions, 
b(F, (1 -E)F+EH)<(bl/b,)* 
for all H. 
THEOREM 3.3. Let F be elliptical and H the point mass at X~E R* with 
xtV(F)-lx,, = c. Then 
(1 if c<b, 
b(F, (l-E)F+EH)= clbo 
1+ c(b, - bollbob, 
(b,(c-b,)/[b,(c-b,)] if ca226,. 
Hence, the maximal bias for pointwise contamination corresponds to c = 2b, 
and equals 26, lb, - 1. 
The maximal biases for pointwise contamination of the standard normal 
distribution are given in Table I for three estimators: 
PE. The projection estimator taking for s the median (CI = 0.5); 
MVE. Rousseeuw’s [ 111 minimum volume ellipsoid estimator; and 
TY. The extreme M-estimator described by Tyler [14]. 
The results show that the maximum bias of our estimator is much lower 
than that of Rousseeuw’s, and for p > 2 compares favorably with Tyler’s 
estimator. 
TABLE I 
Maximum Asymptotic Condition Numbers 
P 0.05 0.10 0.20 0.25 
All PE 1.5 2.3 5.5 9.1 
2 TY 1.2 1.6 2.8 4.0 
MVE 6.3 14.2 58.3 129.0 
3 TY 1.3 1.8 4.3 8.7 
MVE 4.6 9.5 32.0 60.5 
4 TY 1.4 2.1 9.0 00 
MVE 4.1 8.1 25.8 46.9 
5 TY 1.5 2.5 CG 
MVE 3.9 7.5 23.1 
10 TY 2.2 cc CL 
MVE 3.6 6.7 19.3 
20 TY m 
MVE 3: 6.8 l?O 
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4. COMPUTATION 
The computation of our estimators for samples {xi : i = 1, . . . . n} seems 
extremely awkward, because of the double optimization required. In 
general, there are multiple local extrema in both optimizations, thus 
making ordinary optimization methods useless. 
The following algorithm is based on subsampling ideas similar to those 
proposed for multivariate estimators by Stahel [ 133 and used for regres- 
sion estimators by Maronna and Yohai [lo] and Rousseeuw and Leroy 
[ 121, to yield an approximate solution to problem (P4). The idea is to 
restrict the sets of u’s and of A’s over which extrema are calculated to finite 
sets, To make the idea more precise, we first define a more general version 
of the estimator, which allows for such restrictions. 
Let d* cd be a set of potential solutions to (P4), possibly depending 
on the sample. For each AE&‘* let %*(A)c (a: J/U/~ = l} be a set of 
projection directions, depending on A and possibly on the sample. 
Define g:(A) and g:(A) as the maximum and minimum of s(uTAX) over 
u~~*(A),andg,*(A)=g:(A)/g:(A).Finally,findA*=argmin,.,,gg(A) 
and A=A*/g:(A*) and define the estimator as V* = (A”Ta)-’ = 
(A*=A*)-’ g:(A*)*. If &* = d and %*(A) = {U : llul\ = l}, then I/* is the 
estimator defined by (P4). 
We suggest generating finite sets d* and %*(A) as follows: For a 
number L of random subsamples of size p + 1 from {x1, . . . . x,}, determine 
the covariance matrix C,, I = 1, . . . . L. Let d* = {A,, . . . . AL), where A, is a 
square root of C;‘, (ATA,)-’ = Cl. The set d* is also used to generate 
&*(A). Given A, compute the eigenvectors corresponding to the smallest 
and the largest eigenvalues of A(AzAk)-lAT = ACkAT for k = 1, . . . . L with 
A,# A. Then, %*(A) will be the set of these 2(L- I) unit vectors. 
The rationale for this choice of %*(A) is the following. Let A be 
the exact solution to (P4). If n and L are large, some subsamples will 
have an empirical covariance matrix C, approximately proportional to 
V= (ATA)- ‘, even if the sample is contaminated. In order to evaluate g, 
for A, corresponding to such a C,, we need to find directions u which 
approximately minimize and maximize s(u=z~}, where zi= Alxi. In the case 
of contamination by outliers, many subsamples k #I will be contaminated 
by “extreme” observations. The first principal component of such a sub- 
sample, transformed to Z coordinates, is a candidate for a large value of 
T(u’z~>. If the contamination is concentrated near a linear subspace 
through the center of the sample, then the last principal component of the 
transformed contaminated subsample is a candidate for a small value of 
s{u’z~). These principal components are given, in 2 coordinates, by the 
eigenvectors of A,CkAT. Similarly, if E is a contaminated subsample, the 
first and last principal components of A,CkAT are candidates for extreme 
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values of s{u~z;) if Ck corresponds to a “good” sample (C, is proportional 
to V). Of course, this is not a “proof” that the procedure will yield a 
sensible result-this has to be checked experimentally. 
This procedure would require L(L - 1) eigen analysis calculations, but 
this number can be reduced as follows. Define g,,, = maxi< k s(uT ,4,X)/ 
mm,., s(uJA,X). This is a non-decreasing function of k. If g,,, becomes 
larger than the current lowest value of g$(Aj), j< 1, we may discard A, as 
a candidate for the minimum. It is easy to prove, as in Maronna and Yohai 
[16], that the average number of computations becomes Y L log L, which 
is remarkable saving. 
Summing up, the algorithm is the following: 
1. For I= 1, . . . . L do: 
(a) Take a random subsample {xi, :j = 1, . . . . p + I} of size p + 1 
without replacement from the original sample. 
(b) Compute its covariance matrix C,. 
(c) Let.4,besuchthatA;‘(A;1)T=CI. 
end do. 
2. Let g* := 00. For I= 1, . . . . L do: 
(a) Let zi := Alxi, i= 1, . . . . n, and t(O) := co, t(l) :=O. 
(b) For k= 1, ..,, L, k#I do until gag*: 
i. Compute the eigenvectors z&O) and u(i) of AICkAT 
corresponding to the smallest and the largest eigenvalue, 
respectively. 
ii. For h = 0, 1, let S(~’ :=,s{u(~‘~z~ : i= 1, . . . . n}, and t(O) := 
min([(O), ~(0) , s (0 ), t”’ := max(t”‘, s(O), s(‘)), 
iii. Let g := t(l )/t(O). 
end do. 
(c) If k = L and g < g*, then let g* := g, r := t(O), and m := 2. 
end do. 
3. Estimate V by C,r2. 
Remark 4.1. It is easy to verify that this choice of d* and %*(A) 
makes the result of the algorithm affme equivariant as well as independent 
of the particular choice of the matrix square root A, of C,. 
Remark 4.2. The choice of L depends on p and n. A criterion might be 
to choose it such that, if the maximal proportion of outliers in the sample 
is assumed to be known, then the probability of picking a prescribed 
amount of subsamples free of outliers be larger than some prescribed value. 
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However, numerical experiments showed that, even for samples without 
outliers, a substantial number of subsamples is needed to get a sensible 
result. 
We have thus used a more empirical approach to choose L: For each p, 
take L such that increasing it further produces remarkable changes in V 
only very rarely. Numerical experiments showed that L = 200 suffices for 
p = 2, and L = 500 for p = 5. Of course, a more rational approach deserves 
being developed. 
The algorithm was implemented in Fortran on an IBM 3032 computer, 
using the IMSL routines for linear algebra. The computer time required for 
p = 5, n = 40, and L = 500 was about one minute. 
In order to compare the behavior of this subsampling approximation 
with the “exact”’ estimator, a better approximation was also computed for 
p = 2. Here it suffices to take u of the form uT = (cos cp, sin cp) for cp E r= 
( -7c/2, n/2). A symmetric positive definite 2 x 2 matrix V with unit deter- 
minant may be represented by its largest eigenvalue I, and the direction of 
the corresponding eigenvector ul, i.e., 
v= A, v, VT + A,v,v;, 
where 1, = l/A,, v1 = (cos 1,6, sin I++)=, and v2 = (cos $I, -sin I,+)~, with $ E r. 
The extrema in u were computed by means of a grid search over N, evenly 
spaced cp’s in r; the minimum in V was also computed over N, evenly 
spaced I& in r and N, values of 1, in (1, /1). To save computing effort, the 
same trick for discarding v’s as in Step 2 of the former algorithm was used; 
a random permutation of the cp’s the I& and the 1,‘s was performed 
previous to calculations. The values N, = 100, N, = NA = 30, and ,4 = 4 
were found to suffice. In general, the estimators obtained by the sub- 
sampling algorithm were not very different from the more exact ones 
obtained in this way. 
5. SIMULATION RESULTS 
The following estimators were compared in a simulation study. Location 
was not assumed to be known, but was estimated along with the scatter 
matrix. 
PE. The approximate P-estimator as obtained by the subsampling 
algorithm, taking as scale s the median deviation. 
MVE. Rousseeuw’s [ 111 minimum volume ellipsoid, also computed 
by a subsampling scheme. In analogy with PE, the algorithm used was the 
following: 
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1. Same as Part 1 of the algorithm for the P-estimators. 
2. For 1= 1, . . . . L do: 
Let yi := A,xi (i = 1, . . . . n). Let p be the vector of coordinatewise 
medians of the yi, and u, := median{ 11 yi - ,DLJI }, s, := v, det(C,)‘lP. 
3. The estimator is vaC,, where I, := arg min, s,. 
CAU. The maximum likelihood estimator for the p-variate Cauchy 
distribution defined by 
aVe{U(df)(Xi - ,U)(Xj - p)‘} = V, 
ave{w(df)(xi-p)} =O, 
(5) 
where & = (xi- PL)~ VP’(x, - p), and the weight functions u and w  are 
defined by 
u(u)=w(u)=(p+l)/(u+l) 
[9]. The estimators are computed by means of an iterative reweighting 
algorithm (see Tyler [15] for a convergence proof). 
TY. Tyler’s [14] M-estimator. To make it shift-invariant, a location 
vector p is needed. Although Tyler in his paper does not recommend any 
particular location estimator as a “natural” companion to his proposed 
matrix, we thought that a sensible choice would be to define p and V as 
solutions to a system of the form (5) with v(u)= w(u”)=p/u. For 
this particular choice, V is determined only up to a scalar factor, 
which can be fixed by requiring median(&) = 1, for example. Thus if 
zi = p + (p/&)(x,-p), then p and V (times a constant) are the mean and 
covariance matrix of the zi)s, respectively. 
COV. The ordinary empirical covariance matrix. 
The sampling situations considered were point mass contaminations of 
the standard normal distribution. For given p, n, E, and k, (1 - s)n observa- 
tions xi were generated according to N,(O? I), and the remaining sn equal 
to k( 1, 0, . . . . O)T. The positions k of the contaminating points were chosen 
in order to include the worst behavior of the estimators. Since, as Table I 
shows, PE and MVE have a “redescending” behavior (i.e., the bias is not 
a monotonic function of the position of the contamination), some trials 
were needed. 
For each estimator, the condition number of the matrix was computed 
as a measure of its departure from the identity. While in the asymptotic 
case this served as a measure of bias, now it was affected by both bias and 
variability, as would happen in other situations with mean squared error. 
It was observed that the empirical distribution of the condition numbers 
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was very asymmetric and heavy tailed-especially for PE and MVE. 
Averages of logarithms of the condition numbers are therefore reported. 
(Medians were also computed. In general, they did not differ much from 
these means.) 
The number of replications was 200 in all cases. For each sampling situa- 
tion, all estimators were computed from the same set of samples. For each 
p and E, the same samples were used for the different k’s. 
The results in Table II show that: 
l MVE is the worst estimator in many cases. 
l TY is generally better than the “high breakdown point estimators” 
PE and MVE for p = 2 and for p = 4 and E = 0.10, but it behaves worse for 
p = 4 and E = 0.20, i.e., near its breakdown point. 
l CAU is very eflicient, but it is far from robust. For E = 0.20, it 
behaves even worse than COV! This coincides with the results of Devlin et 
al. [2], whose simulations pointed out a lack of robustness of CAU for 
p = 6 under asymmetric contamination. 
TABLE II 
Monte Carlo Averages of Log Condition Numbers 
PC k 
2 0 
0.1 
0.2 
4 0 
0.1 
0.2 
1 
2 
4 
8 
15 
2 
4 
8 
15 
4 
6 
8 
10 
20 
PE MVE TY CAU cov 
0.71 1.33 0.62 0.45 0.43 
0.81 1.45 0.80 0.51 0.45 
0.97 1.97 0.80 0.64 0.54 
0.88 1.24 0.81 0.98 1.15 
0.80 1.22 0.80 1.10 2.12 
0.80 1.22 0.80 1.17 3.12 
0.95 1.45 1.34 0.56 0.46 
1.71 2.42 1.34 0.94 0.71 
1.59 2.89 1.34 1.30 1.13 
1.57 2.60 1.33 1.60 1.51 
1.39 1.20 1.34 2.02 2.11 
1.32 1.14 1.34 3.43 3.92 
1.75 2.29 1.17 0.93 0.92 
2.10 2.60 1.70 1.38 1.38 
2.30 3.19 1.74 1.67 1.61 
2.13 2.19 1.74 2.65 2.68 
2.06 2.16 1.74 3.73 3.97 
3.15 3.59 4.30 2.11 1.97 
3.23 4.36 4.99 2.76 2.62 
3.28 4.05 5.50 3.27 3.13 
2.99 3.48 5.84 3.62 3.50 
2.35 2.15 7.12 5.00 4.89 
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l PE outperforms the other estimators for p = 4 and E = 0.20. It is for 
situations with highly contaminated data in moderate dimensions that it 
ought to be comparatively most advantageous. 
APPENDIX: PROOFS 
Notation. We denote (A-‘)T by KT and by ,$(A), the absolute 
eigenvalues of A in descending order. 
Proof of Lemma 1.1. Let Y = CX. Because the set d of all A equals the 
set of all AC, g(A(X)C-‘Y) =g(A(X)X) = min, g(AX) = min, g(ACX) = 
min, g(AY), and, hence, A( Y)=A(X)C’. The first result follows from 
(2). If X is spherically symmetric and Q orthogonal, X and QX have the 
same distribution, and therefore V(X) = QV(X)QT for every orthogonal Q. 
Using the Q’s which correspond to a change of sign in a single coordinate 
and an interchange of two coordinates, we obtain the second result. 
Proof of Lemma 2.1. If A solves (P2), it has g3( AX) = 1, since 
g,(AX) > 1 would imply g2( [A/g,(AX)] X) < g,(AX). Therefore, (P4) is 
equivalent to (P2). It is clear that if A solves (P4), then A/g,(AX) solves 
(P5) and A/c(A) with c(A)=$[g,(A)+g3(A)] solves (P6). If A solves 
(Pl), then c(A)= 1. This is seen as follows: c(A)> 1 implies g,(AX)= 
g,(A-U-1, s,(CAlc(A)lX)=g,(AX)/c(A)-l >g,(AW-l =g,WQ, and 
A does not minimize g,. A similar argument holds for c(A) < 1. Since 
c(A)= 1 implies g,(AX)=(l +gi(AX))/(l -g,(AX)), (P6) and (Pl) are 
equivalent. 
Proof of Lemma 2.2. Noting that 9’= { (ATA)-’ ( AE~} the proof 
follows from 
s( UT/Y) 
(6) 
II4 = 1 ,,TA -‘A -To - 1 ’ 
Proof of Theorem 2.3. Let c=g*(X). Then g,(X/c) = 1 and g,(X/c)= 
c”>O. In view of Lemma 1.1 it suffices to show that problem (P3) has a 
solution for Y = X/c instead of X. We first show that the maximization of 
g, can be restricted to a compact set of A’s, 
do= (AI?+,(A)< ‘.. <1,(A)<?-’ and g,(AX)= l}, 
and then use the standard continuity argument. 
First note that 
s(uTY) Ilull ~2 min s(ijTY).~ 
I(A -T~I/ l~all = I IA- 4 
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for all u #O. Therefore the restriction in (P3) leads to 
1 > g,(A Y) = max 
s(uTY) 
( ) 
IMI 
___ ag,(Y)max- 
(‘ (IA-=ol( ” WT41 
=2(,,mi~, I(A-=U(I)-l =22,(A). 
Thus, I,(A) < l/c’. Similarly, 
s(vTY) II4 -< max s(cTY).~ 
IIA -Tull 
for all v # 0, 
II4 = 1 IL- VII 
Ml 
g,(AY)%g,(Y)min--- t, ((A -Tull = AP(A)’ 
Thus, 1,(A) < i: would lead to g,(A Y) < g3( Y), such that A could not solve 
(P3). Therefore, the eigenvalues of all solutions of (P3) are bounded away 
from 0 and co, and the maximization can be restricted to LX&. 
Second, we show that g, is continuous in A if A is non-singular. We have 
(7) g,(AX) = min 
s(u=AX) . s(oTX) 
u -= m,‘n 1(/j -Tg/( Ilull 
IIA -T4I - =g3(X) .&(A). 
Ml 
(8) 
Interchanging X and AX, this implies g,(AX) d g,(X)I, (A). Choosing 
A= BC-‘, these two bounds for 8= CX prove lim,,. g,(BX)= 
lim A+, g3(AW)=g3(f)=g3(CX) which proves the continuity of g,, and 
similarly of g,. The theorem follows since an argument A which maximizes 
a continuous function on a compact set do always exists. 
Proof of Lemma 2.4. For the example mentioned after the lemma, we 
need to show that the two matrices I and C = diag( 1, 1, c) do indeed solve 
(P3). A sketch of proof is as follows: 
First, s(u’AX) d 1 with [lull = 1 leads to llAxl\ Q 1 for all x E G?$ u %$. If 
llAx\l < 1 for such an x, there is an A” 2 A with Ilax\\ = 1 for all such x. 
Since g,(aX) 2 g,(AX), A can only solve (P3) if A” does, and therefore, 
there must be a solution with 11 AxlJ = 1 for all x = %, u %‘*. It is clear that 
g,(AX) is only a function of the angle cp between the planes through Awl 
and AQ$;, and it can be shown that cp = 1~12 maximizes g,(AX). Therefore, 
Z is a solution. Finally, it is easy to check that g,(CX) < 1 (since C < I) and 
that g,(U) =g3(X). 
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Proof of Theorem 2.5. We prove the statement for problem (P2). Note 
that 
s( VT*) 
g,(M)= sup - 
l/ull=l II~~ll ’ 
where B = A -T, and similarly for g,. 
We treat the case of p = 2 first. Write rV = (cos cp, sin cp)‘, and 
2, 0 
B=Q, o 1 [ 1 Q;, 2 Q, = [“,I ; --” “1 cos tjb 
with 1, > A,, $ E r= (-742,71/2]. Then 
IIBv,,,pli2 = A: cos2(q - $j + 1: sin’(cp - I/) 
=h2(~-~J,J2) 
and s(vzX) =s”(cp), say. In order to solve (P2), we need to find $, A,, i, 
which minimize 
subject to 
The task is illustrated in Fig. 1. We want to find a pair of proportional 
functions of the form h( .- $, A,, &) and gh(. - I,+, A,, A,) which bound the 
function s” from below and above, such that g is minimal. Note that s”(q) 
-r/2 -P1 0 4 PO 
FIG. 1. Illustration of the optimization task for the proof of Theorem 2.5. 
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is symmetric and monotone non-increasing in 0 6 rp 6 x/2, since the 
projections of F and iY on U, are constant and decreasing, respectively. 
Let s+(cp)=lim,t. s”(a) and s-(cp)=lim,l, @a) be left- and right- 
continuous versions of 1 for 0 < cp G 742 (which exist for monotone func- 
tions), and s+(-q)=s+(q), S-(-p)=s-(q), s’(O)=S(O), SK(7~/2)=s”(rc/2). 
Clearly, for any pair of functions which solve the minimization problem 
there is a ‘pO for which h(cp,-IC/, I,, 2,) =s-(cp,) and a ‘pl with 
gh(cp i - $, I,, A,) = S+ (cpi). Otherwise, g could be decreased by resealing 
the lower or upper bounding function. 
We now show that I+!I = 0 if A1 > A, for such pairs. Assume 0 < rl/ < 42. 
We show that g can be decreased. For q with 1+9 < lcp( Q x/2, 
If for all cp the corresponding inequality were strict, we could improve g 
as before. Equality can only hold for cp = 0, and only if s”(q) is constant 
for 0~ cp 6 y3 and h(0, A,, &)=A1 =s”(O). In this case, we still have 
h(cp, izl, 1,) <s-(q) for all cp ~0. Then, & can be increased: There is a 1, 
with &<x,<J, and h(cp, I,, 1,)~s~(cp) for all cp. Then gh(cp, A,, 1,) > 
gMcp, 4, A,) B i(cp) for cp Z 0, and gW, 1,,~2) > gh($, A,, 1,) > 
gh($, I,, &) > s”($) = s”(0). Therefore g can be decreased. 
If A1 = &, $ is arbitrary. Thus, we can assume 1+5 = 0 in all cases. 
To complete the proof for p = 2, we need to show that the pair (A,, A,) 
which solves the minimization problem is unique. Let 
@- = {0<4mc/2lh(cp,A,, &)=s-(so)}, 
@+ = (O~cp~~/2lgh(cp,~,,~,)=s+(cp)}, 
cp,=min P, cp,=min@+. 
We first show an auxiliary statement about cpO and ‘pl : If ‘pO 6 cp,, then 
cpi <n/2 and there is a (p2> ‘pi in @-. In order to see this, assume the 
contrary, either (pl = rc/2 or 
h(cp> 4, n,)<s-(cp) forall (p>(pl. 
Let &=max(@-n{cp<cp,)). If &,=(pi, then g=l, and uniqueness is 
obvious. Otherwise, the lower bound h( ., A,, 2,) is not strict for cp 2 I&,, 
and the upper bound gh( ., il,, 2,) is not strict for cp c ‘pl with &, e ‘pi. 
Then it is easy to see in Fig. 1 and not difficult to prove that there is a pair 
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(xi, 1,) and a g <g with the required properties. This proves the auxiliary 
statement. 
Assume now that there were two different solutions (A,, ;1,, g) and 
(xi, x,, g), g =g. Since the lower bounds both touch SC, the lower curves 
ht., A,12) and ht., x,, 1,) must have a point in common in [0, n/2], and 
because of the nature of h, this is a unique point with rp = (p*, say. Without 
loss of generality, assume A1 > 1,. Then 
h(% 4, A,)<h(cp, L m~-w forall cp>cp*, 
and therefore cpO< qp*. Similarly, ‘pi 3 ‘p*. Then, there is, by the auxiliary 
statement, a ‘P~>cP~~cP* with s~(cp,)=h(cp,,1,, A,), and this is 
<h(cp,, xi, I,)<s-(cJJ~), because of the last equation. The combined 
inequality is a contradiction. This proves uniqueness for p = 2. 
Finally, let p > 2. The projection of F onto any two-dimensional 
subspace which includes the x”‘-axis is the same. Let (A,, A,, go) be 
the solution of the minimization problem for this subspace, and 
B=diag(l,, &, . . . . A,), V= B’. For any 8= B*B # V there is a u* with 
IlBu,ll # II&J. If p satisfies the side condition in (PZ), then 
s(u’X)/((&(( 3 1 for all u. Focussing on the u’s in the subspace Y spanned 
by (1, 0, . . . . O)T and u*, we obtain, by the uniqueness in the case p = 2, that 
max,{s(o*X)/(IBul(} =g,<max,.,,(s(u*~)/IIBo(I), and therefore P does 
not solve (P2). 
Proof of Lemma 2.6. The statement follows immediately from the 
definitions. 
Proof of Lemma 2.7. The first statement follows from the preceding 
theorem. An easy proof procedes by noting that V= VI with u = s(X’“) is 
a solution of (P4), yielding the minimum 1, and showing that it is unique: 
Let VE 9” have eigenvalues AT 2 . ’ . 2 2: with respective eigenvectors 
2.41) . ..) up. Then A = Cp=, n,:‘u,uf is a square root of VP’. The sphericity 
of X implies that J,ufAX= ufX has the same distribution as 
u,TX= &u,TAX, and hence s(uTAX) = s(u,TAX)$/1,. If V is not a multiple 
of Z, then ,?, > ip, and hence g,(A) > 1,/A,, > 1, which implies that A does 
not minimize g,. 
The second statement of the lemma follows from the first one and 
Lemma 1.1. 
Proof of Theorem 3.1. We prove the result for problem (P2). Let 
E<~*(s, F), X-(1 -E)F+EH, and V= V(X). Let A be the symmetric 
positive definite square root of V-‘, with eigenvalues /1,> . . . > ;1,, and 
corresponding eigenvectors ui, . . . . up. The restriction on A implies that 
lQg,(AX)~:(u,TAX)=;l,s(u$X),<~,g,(X), (9) 
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and, hence, I, L l/g,(X) $1/s, > 0 for all H. On the other hand, note that 
the matrix Z/g,(X) fulfills the restriction g3( [Z/g,(X)]X)> 1. Since A 
minimizes g, under this restriction, it follows that g,(AX) d g2(X/g3(X)) = 
g2Wg3(W. Since 
it follows that 
21 aawMm* a*/.$ (10) 
for all H. This shows that the eigenvalues of A and, therefore, those of V 
are bounded away from 0 and co. 
Proof of Theorem 3.2. In view of Lemma 1.1 and Lemma 2.7 we assume 
that F is spherically symmetric. Combining (9) and (10) we obtain 
Y(A) G k2Wg3m’. 
We shall calculate a bound for the right-hand side. For any u with llull = 1, 
Iu~XJ has distribution function P, under X- F. Hence under F,, the 
quantile s(uTX) satisfies (1 - &)F,(s) < c1< (1 - &)I;, (s) + E, and hence 
,,&<s(~~X)<fi. This implies &<g3(X) and g2(X)<&, which 
yields the desired result since y(V) = y(A)*. 
Proof of Theorem 3.3. Since F is elliptical, we can assume F is spheri- 
cally symmetric, x,=&(1,0, . ..) O)T, and in view of Theorem 2.5, 
V(X) = diag(u,, u2, . . . . u2). Using the notation of the proof of Theorem 2.5, 
we are left with calculating the pair (A,, A,) which solves the minimization 
problem mentioned there for the special case, where s is the a-quantile 
and H is a point mass, since y(V)= (A,/&)‘. In this case, S(q) = 
min(max(& cos cp, J&J, A). 
If c Q bO, then S(q) = ,,/& f or all 50, and I/= Z, y(V) = 1. Otherwise, s” has 
“corners” at 
q. = arc cos m 
ql = arc cos(min( 1, a)). 
Examining Fig. 1, modified to show this simple function 5, and the 
argument given in the proof of Theorem 2.5, it is easy to see that for the 
solution (A,, A,, g), the bounds h(cp, A,, A,) and gh(cp, il,, A,) must touch 
J’(q) in three points 
h(vl,> &>A,) = S(rlo), (11) 
gh(vl, 4 2 A,)=s”(v,) (12) 
683/42/l-11 
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and either 
h(O,1,,II,)=qo)=J/i;r=I, (13) 
or 
g4d2,Iz, 9 22) = s”(71/2), (14) 
whichever gives the lower value of g. 
If b0 -CC d b,, then q, = 0 and gh(0, Ar, A,) =g12, = & = i(O). It can be 
checked by calculating both cases that (14) gives the lower value of g. 
Therefore g12, = & and y( V) = c/b,. Finally, for c > b,, we have, by (11) 
and (12), 
L;b,/c + A;(1 - b,/c) = b. 
g*~~b,/c+g*1;(1 -b,/c)=b,. 
Then, (13) leads to A: = b,, 1: = (b, - bl b,/c)/( 1 - b,/c), and g* = 
WCb:lc+bo(l -b,lc)*/U -h,lc)l = b,(l -b,lc)l(b:/c-2b,bllc+b,), 
whereas (14) implies gzl: = b,, g*Af = [b, - b,(l - b,/c)]/(b,/c), g* = 
2 - b,/b,. It is straightforward to check that the former g is larger than the 
latter for c > 2b, and vice versa, and that the ratios AT/A: coincide with the 
formulas given in the theorem. 
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