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Single-electron effects have been widely investigated as a typical physical phenomenon in nanoelectronics. The single-
electron effect caused by trap sites has been observed in many devices. In general, traps are randomly distributed and not
controllable; therefore, different current–voltage characteristics are observed through traps even in silicon transistors
having the same device parameters (e.g., gate length). This allows us to use single-electron effects as fingerprints of
chips. In this study, we analyze the single-electron effect of traps in conventional silicon transistors. At sufficiently
low temperatures at which single-electron effects can be observed (in this case, 1.54 K), we show that current–voltage
characteristics can be used as fingerprints of chips through image recognition algorithms. Resonant tunneling parts in
the Coulomb diagram can also be used supportively to characterize each device in a low-temperature region. These
results show that single-electron effects can provide a quantum version of a physically unclonable function (quantum-
PUF).
Single-electron tunneling (SET)1–14 is experimentally ob-
served when electrons are confined in a small space and the
number of electrons is countable. Since the 1990s, many stud-
ies have used SET to investigate Kondo effects15,16 and, more
recently, quantum computing17–20. Single-electron effects are
also observed through trap sites in metal-oxide-semiconductor
field-effect transistors (MOSFETs). The single-electron effect
caused by a trap site is understandable when trap sites are re-
garded as quantum dots (QDs), that is, a confined region of
electrons with discrete energy levels (Fig. 1). When a single
QD is weakly coupled to both the source and the drain elec-
trodes and capacitively coupled to the gate electrode, the mea-
surement of the drain current ID as a function of source voltage
VS and gate voltageVG reveals a series of diamond-shaped re-
gions where ID is strongly suppressed (see Fig.1 caption for
measurement set up).
The features of the diamond-shaped regions, called
Coulomb diamonds (CDs), indicate the threshold character-
istics of SET. The size of the CD measured in VS is the en-
ergy of Coulomb charging and/or quantum confinement for
the dot. When more than two trap sites are coupled to the
source and drain electrodes and contribute to SET, the CD
shows a more complicated pattern comprising jagged corner
lines21. Such complicated CD patterns represent the details of
single-electron transport in multiple-QD devices2,6,8,18.
Because the spatial positions, density, and energy levels of
trap sites are not controllable, the features of CDs can differ in
devices produced by the same fabrication process. Therefore,
one application of single-electron effects is the use of CDs as
a “fingerprint" of devices.
In general, the fingerprint of a device can be considered a
physically unclonable function (PUF) if it is unique, unclon-
able, and reliable. Emerging Internet of Things (IoT) tech-
nologies require a stable security system to protect users’ per-
sonal information. PUFs are considered an important mech-
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FIG. 1. Schematic of metal-oxide-semiconductor field-effect tran-
sistor (MOSFET) channel with three trap sites marked as small cir-
cles around the channel region. We measure the current between the
source and the drain as we vary the source-drain voltage (VS), gate
voltage (VG), and substrate voltage (Vsub). Trap sites can be treated
as quantum dots having discrete energy levels.
anism for providing a unique and inexpensive identification
(ID) for each device. A PUF outputs a response ID when a
challenge signal is inputted from a server or an authorized sys-
tem. PUF signals mostly originate from process variations of
transistors and circuits. Basic static random access memory
(SRAM) consists of two cross-coupled inverters and has fixed
memory values only after a 0 or 1 datum is inputted. There-
fore, the initial memory value is determined by the threshold
variations of the transistors; this is the operating principle of
SRAM-PUF22,23. The initial defects of memories24,25 or the
circuit delay26–28 can also be used for generating PUFs.
Roberts et al. investigated PUFs using the quantum phe-
nomena of resonant tunneling29. Škoric´ proposed a quantum
readout PUF in which a classical PUF is changed by the quan-
tum state of photons 30. Chen et al. proposed a PUF using
traps in transistors (trap-PUF), in which the fingerprint of a
chip is created by allocating 0 or 1 to each transistor depend-
ing on whether the trap site can be detected or not, respec-
tively, in the range of the given voltage region31. In the trap-
PUF, when a 128-bit ID is requested, at least 128 transistors
and related amplifying circuits are needed. The individuality
of chips in the trap-PUF is based on the fact that trap distribu-
2FIG. 2. dID/dVS (differential conductance) characteristics of trap
states in conventional 220-nm-wide transistors. In our measurement,
|ID| > 120 pA is not measured as values saturate in these regions.
Thus, dID/dVS is nominally zero (white color) in these regions.
dID/dVS is calculated from measured current ID as a function of
source voltage VS. The operating temperature in this study is 1.54 K.
(a) and (b) show the results for pMOSFETs having the same layout
with 125-nm gate length. (c) and (d) show the results for pMOS-
FETs having the same layout with 125-nm gate length and a silicon
oxynitride gate dielectric. Although these two devices have the same
layout parameters (L andW ), their CDs show different characteristics
and can therefore be used to identify each device.
tions cannot be controlled precisely using current fabrication
technologies.
In this study, we aim to further extend the use of trap sites in
PUFs by using the single-electron effect of traps. We use the
features of CDs of traps as fingerprints of devices. When we
use single-electron effects as a PUF, one transistor is expected
to be sufficient for use as a fingerprint of the whole chip,
thereby reducing the trap-PUF circuit area in the chip. We
further propose using image-matching algorithms32 to iden-
tify different CDs of transistors. For this purpose, character-
istic key points are abstracted by treating CDs as images as
in conventional human fingerprint detection. We demonstrate
that this approach simplifies the identification process.
We prepared conventional p-type metal-oxide-
semiconductor field-effect transistors (pMOSFETs) fab-
ricated on our prototype production line. These pMOSFETs
have gate length L = 125–145 nm and fixed gate width W =
220 nm. Coulomb blockade is observed at low temperature,
and it disappears as the temperature increases to room
temperature. Figure 2 shows examples of the output of
dID/dVS through trap sites in pMOSFETs with L = 125 nm.
FIG. 3. Most CD images can be separated into three regions based
on the physical tunneling mechanism. Region (I): Sub-threshold re-
gion. Region (II): Coulomb blockade caused by a couple of traps.
Region (III): Coulomb blockade caused by many traps. The blue part
shows dID/dVS > 0. The red part shows dID/dVS < 0 where we con-
sider that resonant tunneling occurs. The quantum region (resonant
tunneling region) is mainly observed in region (I).
FIG. 4. CD image changes when substrate voltage Vsub changes.
The differential conductance is measured in a conventional pMOS-
FET with 220-nm width and 125-nm length. (a)Vsub = 0.0 V, (b)Vsub
= 0.05 V, and (c) Vsub = 0.1 V. The red circles show an example of a
changed part with different Vsub.
As a reference, the average threshold voltage variations of
transistors with L = 125–135 nm are generally calculated in
the range of 25–50 mV33. Figure 2(a) and (b) show the results
for wafers with identical L and W that were simultaneously
fabricated with the same process conditions. Figure 2(c) and
(d) show the results for wafers with identical L and W and
an additional silicon oxynitride layer in the gate layer but
fabricated with different process conditions.
Trap sites, which are often defects, are generally removed
to the greatest extent possible because they cause undesirable
noises and nonuniformity in device characteristics. These trap
3sites are constructed at an atomic level; therefore, their CDs
are uncontrollable and unclonable by current CMOS tech-
nologies. Thus, even if we fabricate transistors in the same
product line, the features of the Coulomb blockade caused by
single-electron effects can serve as a unique ID for each de-
vice. A CD image is obtained by measuring the current ID as
a function of gate voltage VG and source voltage VS and then
numerically estimating the differential conductance dID/dVS.
We divide the experimental data into three regions based on
their different physical mechanisms of Coulomb blockade. As
seen in Fig. 3, CD images can be divided into three parts de-
pending on the magnitude of the gate bias. Region (I): When
VG is low, the current flows exponentially as a function of
drain voltage. Region (II): When VG is applied beyond the
subthreshold region, the current increases linearly as a func-
tion of VS. Region (III): When VG is sufficiently large, the
current saturates. Regions (I) and (III) correspond to the sub-
threshold and saturation region of conventional MOSFET op-
eration, respectively. In the subthreshold region, we can see
the quantum aspect of the SET. Without quantum effects, the
ID-VS characteristics show a step structure. This results from
classical Coulomb blockade in which the current is hindered
until the applied voltage exceeds the potential at which the
next energy level is occupied.
The CD images in Figs. 2 and 3 have many similar jagged
corner lines. These features make identification difficult if we
compare CD images numerically using conventional data such
as (VS,VG,dID/dVS). In ID applications, unstable output val-
ues are not desirable. However, the output signals of devices
do not always have identical values. Devices degrade owing
to aging effects.
The repetition of measurements between room tempera-
ture and low temperature might also change the device condi-
tion. Thus, the current-voltage (I-V ) characteristics will likely
change every time the devices are measured. The electronic
states of QD devices are generally affected by both Vsub and
VG values. A change in Vsubs changes the energy levels of
trap sites and the carrier densities of electrodes, resulting in
changes in CD images. Therefore, we can emulate the effects
of device conditions by changingVsub.
Figures 4 showCD images of a pMOSFETwith L = 135 nm
and W = 220 nm when the substrate bias Vsub changes from
0.0 to 0.1 V. The details of the CD images clearly change with
changes in Vsub. Two transistors can be distinguished success-
fully if the two CD images can be distinguished under changes
in Vsub. For example, in the detection of human fingerprints,
the surface condition of human fingers changes depending on
both internal and external conditions such that human fingers
are sometimes wet and sometimes oily. However, fingerprints
should be identified every time they are measured. To identify
fingerprints, key points in images of fingers are detected and
compared with the image stored in the database. Similarly,
detecting key points should be effective for finding the simi-
larity of CD images. Although error-correction methods such
as fuzzy algorithms can be used for this purpose37, we pro-
pose a direct method to find the similarity and difference by
regarding measurement data as images. Then, experimental
data can be compared more flexibly using images in a manner
similar to comparing human fingerprints or pictures.
Many advanced recognition algorithms have been devel-
oped for feature detection and image matching over the
years38,39. Image matching software usually detect three im-
age features: edge, corner, and flat. An edge is a line or bor-
der at which a surface terminates, a corner is a place where
two converging lines or surfaces meet, and a flat is a surface
without any structures or marks. We apply the AKAZE40,
BRISK41, and ORB42 recognition algorithms to obtain the
key points of CD images. The AKAZE40 algorithm uses
a nonlinear diffusion filtering technique whose scale spaces
are constructed using a computationally efficient mathemati-
cal framework called fast explicit diffusion (FED). ORB42 is
an extended algorithm using other algorithms that is rotation-
invariant and noise-resistant. In the BRISK algorithm, key
points are detected in octave layers of the image pyramid as
well as in in-between layers, and the sampling pattern consists
of concentric circles in the neighborhood of each key point.
In this study, we used Open Source Computer Vision Library
(OpenCV ver.3)43 based on Python 3. The main advantage
of using image matching software is that we can express the
difference between two images by a single numerical value
called distance that is obtained as the output of each algo-
rithm.
Figures 5 show an example of the extraction of characteris-
tic key points between the two CD images of the same device
((a) and (b)) and different devices ((c) and (d)). The connected
lines between key points in Figs. 5(a) and (b) look more con-
densed than those in Figs. 5(c) and (d). To understand the
statistical characteristics, it is better to use histograms. Fig-
ure 6 shows histograms of the distances between the two CD
images. The blue and yellow data show the distributions of the
same and different devices, respectively, with different Vsubs.
The results show that the two devices can be distinguished by
calculating the distance of two CD images. Each recognition
algorithm has its own specific parameters such as a threshold
and number of feature points. As long as we chose several sets
of parameters, we could not see any prominent improvement
for some specific parameter sets. Thus, we used the default
parameters of each algorithm. The two peaks in the distribu-
tions of the same devices (Figs. 6 (b) and (c)) are considered
to originate from some detailed data structure in the same de-
vices; we cannot explain the reason at present. Figure 7 shows
histograms of the distances between the two CD images for
devices with different Ls. The distances in devices with the
same Ls are clearly smaller than those in devices with differ-
ent Ls, and we can distinguish device IDs by using the CD
images. At present, we could not judge which algorithm is
best, and therefore, it is better to use a couple of algorithms.
Single-electron effects include various quantum tunneling
processes such as cotunneling3–5. Here, we simply investigate
quantum effects where dID/dVS has negative values. This is
the result of resonant tunneling effects using the discrete en-
ergy levels of trap sites. Because the resonant tunneling re-
gion is too small for using the image recognition algorithms,
we use histograms over data of negative differential conduc-
tance (dID/dVS < 0), as shown in Fig. 8. Each figure includes
several distributions of the negative differential conductance
4FIG. 5. Examples of extraction of key points from CD images in
regions (I) and (II) using AKAZE recognition algorithm. The dis-
tance between (a) and (b) is 46.52 (Vsub = 0.5 V and 0.6 V)and that
between (c) and (d) is 95.40 (Vsub = 0.1 V and 0.14 V). pMOSFETs
with L = 125 nm.
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FIG. 6. Comparison of histograms of distances of two images using
three recognition algorithms ((a) ORB, (b) BRISK, and (c) AKAZE)
for changing Vsubs. The scan region is restricted to 0.15 V. “Same
device” shows the results for different Vsubs with the same devices.
“Different device” shows the results for different Vsubs with different
devices.
with different Vsubs in the range of ±0.1 V. The histogram is
divided into 50 regions in each of which values of the standard
deviation are divided by their average. The calculated devia-
tion resulting from Vsub variations is 0.176% for Fig. 8(a) and
0.385% for Fig. 8(b). The relative difference of the two tran-
sistors is calculated by
|Average(Fig.(a))−Average(Fig.(b))|
|Average(Fig.(a))+Average(Fig.(b))|/2
= 0.83%. (1)
Thus, the difference is not large. For increased effectiveness,
methods such as that discussed in Ref.29 should be applied.
The present method can be applied easily and can be used
supportively with the image recognition algorithms. A de-
tailed analysis of resonant tunneling will be conducted in fu-
ture work.
In this study, CDs are measured at cryogenic temperatures.
Note that single-electron effects can be observed even at room
temperature if the device is designed appropriately34–36. How-
ever, this requires additional fabrication processes and incurs
higher cost. There is a trade-off between the fabrication cost
and the operating temperature. In this study, the number of
tested transistors with the same L andW is limited because of
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FIG. 7. Comparison of histograms of distances of two images using
three recognition algorithms ((a) ORB, (b) BRISK, and (c) AKAZE)
for changing Vsubs. Devices with L = 125 nm, L = 135 nm, and L =
140 nm are measured.
FIG. 8. Histogram of differential conductance dID/dVS < 0 data in
two devices A and B with L = 125 nm and W = 220 nm). We can
see differences between two devices even if they are made from the
same transistors. The different colors corresponds to various Vsubs.
the limited fabrication resources for wafers. Themain purpose
of this study was to present the concept of a quantum PUF in
single-electron devices. An examination of many transistors
will be performed in a future study.
In summary, we have proposed a quantum PUF based on
single-electron devices. In particular, we showed that we can
distinguish two devices by using the distances calculated from
CD images. In contrast with the trap-PUF31 in which many
transistors need to be measured, only one transistor is needed
to generate the fingerprint of the chip, and thus, the number
of devices to be measured is reduced greatly. Note that elec-
trons in traps can be treated as spin-qubits18. Because trap
distributions differ depending on the transistor, corresponding
spin-qubit behaviors are also expected to differ depending on
the transistor. Thus, the quantum behavior of an electron in a
trap site can also be used as a fingerprint of a chip. This will
be explored in a future study.
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