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PIV Particle Image Velocimetry
POD Proper Othogonal Decomposition
RANS Reynolds Averaged Navier Stokes
SIMCOS advanced SIMulation and COntrol of dynamic Stall
TR-PIV Time-Resolved PIV
URANS Unsteady Reynolds Averaged Navier Stokes
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“Cela ne rime à rien, se disait-il, abandonnant délibérément
un anchois durement gagné à un vieux goéland affamé qui lui
donnait la chasse. Dire que je pourrais consacrer toutes ces
heures à apprendre à voler. Il y a tant et tant à apprendre !”
Richard Bach, Jonathan Livingston le Goéland
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Introduction
Depuis Icare, voler est resté des siècles durant un fantasme de savant, d’ingénieur, et de poète. L’aérostat
a donné corps à ce rêve, l’aéroplane a permis de maîtriser réellement le déplacement aérien, et l’hélicoptère -
dernier venu parmi les machines volantes - a rendu le vol stationnaire accessible. Si le principe de la voilure
tournante est imaginé dès 1490 par Léonard de Vinci, sa mise en œuvre fut particulièrement longue. Il a
fallu en effet attendre près de vingt-huit années entre le premier saut de puce incontrôlé de Louis Bréguet
en 1907 1 et le premier vol maîtrisé en circuit fermé du Bréguet-Dorand Gyroplane en 1935.
(a) La Vis de Léonard de Vinci (1490) (b) Breguet n˚ 2 (1907) @Breguet
(c) Pescara 4S (1925) @Pescara (d) Autogire Cierva C-34 (1931) @Cierva
En effet, un élément s’avère critique dans la réalisation effective d’un hélicoptère : le rotor, dont les diffi-
cultés techniques seront surmontées progressivement, par différents acteurs de cette industrie naissante. Le
Marquis Raúl Pateras de Pescara comprend tout d’abord dès 1919 la nécessité de faire varier la portance des
pales du rotor de l’hélicoptère en fonction de leur position dans le cycle pour assurer sa stabilité, équilibrer la
portance et rendre l’appareil contrôlable 2. Juan de la Cierva réalise ensuite dans les années 1930 que pour ne
pas sur-contraindre la liaison entre le rotor et les pales, celles-ci doivent être libres dans les trois dimensions 3.
1. Son contemporain Paul Cornu a effectué un saut de puce similaire qui est resté dans les esprits comme précurseur, mais
suit de plusieurs mois les tentatives de Louis Bréguet. La question de l’envol de Paul Cornu ainsi que celle de l’antériorité du
premier vol d’un hélicoptère reste toutefois éminemment controversée.
2. Le Marquis Raúl Pateras de Pescara “invente” alors le pas cyclique et le pas collectif, et sera le premier à théoriser le
“coup de frein” de l’autorotation comme moyen de se poser en cas de panne moteur.
3. Juan de la Cierva imagine alors pour son autogire un dispositif d’articulation de pales qui est encore utilisé sur les
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Réalisant en 1935 une brillante synthèse technique, Louis Bréguet ferme ainsi la boucle et ouvre une ère où
le vol stationnaire devient possible. La seconde guerre mondiale empêchera le développement ultérieur de
cet hélicoptère, mais qu’importe : la route est désormais tracée. Les travaux de Henrich Focke en Allemagne,
et surtout d’Igor Sikorsky aux Etats-Unis lanceront définitivement l’hélicoptère dans le grand cirque aérien.
L’idée esquissée sur un coin de parchemin par Léonard de Vinci est aujourd’hui réalité : l’hélicoptère fait
partie du paysage aéronautique pour le plus grand bénéfice de nombreuses activités humaines.
(e) Bréguet-Dorand Gyroplane (1935) @Breguet (f) Vought-Sikorsky 300 (1939) @Sikorsky
Capable de décoller et de se poser verticalement, de rester stationnaire comme de voler à vitesse relative-
ment élevée, l’hélicoptère est le seul moyen d’intervention et de transport rapide sur les sites d’accidents et
sur des emplacements où un accès terrestre est impossible. L’hélicoptère doit ses appréciables capacités à sa
voilure tournante dont l’architecture et la dynamique sont très complexes. En effet, grâce au long apprentis-
sage technique réalisé par les pionniers évoqués, la tête du rotor est notamment conçue de manière à assurer
la stabilité de l’hélicoptère. Pour cela, l’angle d’incidence des pales varie selon la position dans le cycle afin
d’équilibrer le différentiel de portance généré par la vitesse d’avancement de l’hélicoptère. Ainsi à grande
vitesse ou à forte charge, la pale reculante qui se déplace dans le sens opposé à l’avancement de l’hélicoptère
subit un écoulement instationnaire à grande incidence. Dans ces conditions une perte brutale de portance
peut se produire, le décrochage étant alors répété pour chaque rotation de la pale. Le cycle décrochage-
recollement se produisant dans des conditions instationnaires, on parle donc de décrochage dynamique.
Le décrochage dynamique est un phénomène complexe, encore mal compris, et pouvant surtout induire du
flutter sur la pale ainsi que des efforts de fatigue sur les commandes de pied de pale. De telles contraintes
sont susceptibles de mettre en danger l’intégrité de l’hélicoptère, et le domaine de vol correspondant au
décrochage dynamique est considéré comme dangereux 4. Le décrochage dynamique constitue donc une des
limites 5 contraignant l’enveloppe de vol et les performances de l’hélicoptère. Si la plupart des hélicoptère
conservent une marge afin de ne pas entrer dans ce domaine de vol potentiellement dangereux, la remotori-
sation d’hélicoptères plus anciens ainsi que l’apparition de nouveaux modèles plus rapides tend à réduire
cette marge.
C’est pourquoi l’étude du décrochage dynamique et la possibilité de son contrôle a fait l’objet de nombreux
travaux de recherche depuis plusieurs décennies. Suivant la méthodologie proposée dès 1972 par McCroskey
et Fischer [74], le décrochage dynamique est généralement étudié dans une configuration simplifiée qui vise à
reproduire la variation d’incidence cyclique de la pale. Ce mode opératoire consiste en un profil de pale mis
en oscillation de tangage. Le principe du contrôle d’écoulement appliqué au décrochage dynamique a été
mis en œuvre sur cette configuration depuis les années 1980 avec un relatif succès [16, 19, 44, 68, 69]. Mais
les méthodes de contrôle les plus efficaces restent encore très difficilement implémentables sur un rotor du
fait de leur complexité mécanique, et surtout de leur incompatibilité avec la survitesse observée sur la pale
avançante. La recherche de moyens efficaces pour réduire les effets pénalisants du décrochage dynamique
reste ainsi d’actualité.
hélicoptères actuels. L’autogire est de plus le premier appareil à voilure tournante suffisamment au point pour connaitre un
développement industriel.
4. Il faut préciser que ce domaine de vol n’est pas exactement défini, l’action du décrochage dynamique n’étant pas forcément
perceptible aux commandes d’un hélicoptère.
5. La survitesse observée sur la pale avançante constitue aussi une limite à l’enveloppe de vol, car la vitesse atteinte en
bout de pale est généralement transsonique. L’apparition d’ondes de choc peut alors générer de fortes vibration potentiellement
dangereuses.
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rotor, et notamment les bielettes de commande de pas. Le domaine de vol correspondant à ce phénomène
est donc extrêmement dangereux ; la vitesse maximale, la charge maximale et la manoeuvrabilité d’un héli-
coptère (globalement l’enveloppe de vol, voir Fig. 1.4) sont donc restreintes par le décrochage dynamique.
Ce phénomène aérodynamique peut s’avérer par ailleurs positif, dans le cas du vol des insectes : le bourdon
par exemple ne pourrait pas voler si le décrochage dynamique ne générait pas une surportance sur ses ailes.
Le décrochage dynamique apparaît également dans diverses applications qui mettent en oeuvre un dispositif
rotatif générant des forces aérodynamiques : les pales d’éolienne ou encore les aubes d’une turbomachine.
En ce qui concerne les hélicoptères, le décrochage dynamique est de nos jours fréquemment approché par
les appareils de conception ou de remotorisation récente, pour lesquels les performances ont été améliorées
autant que possible. Le décrochage dynamique reste cependant une limite physique à l’extension du domaine
de vol des hélicoptères. On comprend donc l’intérêt des hélicoptéristes à mieux connaître un tel phénomène
et à tenter d’en réduire les effets.
1.2 Le décrochage dynamique : un phénomène complexe
1.2.1 De la pale en rotation au profil oscillant
La recherche relative aux comportements aérodynamiques instationnaires a historiquement débuté par
l’étude du flottement dans les années 1920 et 1930. Le flottement se rapporte aux vibrations aéroélastiques
auto-entretenues pouvant endommager la structure d’un aéronef lorsqu’elles sont divergentes. Ces vibrations
sont initialement de petite amplitude, et ces études théoriques comme expérimentales reposaient donc sur
des hypothèses simplificatrice fortes : petits déplacements, profils minces, écoulements non visqueux. Par la
suite, ces études furent étendues avec un certain succès à des phénomènes de plus grande amplitude. Dans
les années 1950 ces hypothèses devinrent cependant trop restrictives, en particulier en ce qui concernait les
études portant sur l’aérodynamique de nouveaux types d’engins volants 1 : les hélicoptères.
Dans le domaine de la recherche aérodynamique, on vit donc une distinction se faire entre le flottement
d’une part, et les études portant sur des fréquences plus basses et des amplitudes plus importantes avec dé-
collements plus ou moins massifs d’autre part. La dénomination de “dynamic stall” (décrochage dynamique)
apparaît dès 1967 mais toujours en lien avec des études de flottement [46]. Plusieurs auteurs présentent des
recherches sur la configuration de la pale reculante d’un hélicoptère en approchant la cinématique du rotor
par un mouvement de profil oscillant [11]. Mais c’est seulement en 1972 que McCroskey et Fisher [74] étab-
lissent que le mouvement d’un élément de pale d’hélicoptère peut être approché par un profil 2D oscillant
selon une loi sinusoïdale. En comparant les données issues d’essais réalisés sur un rotor instrumenté et sur un
profil bidimensionnel mis en oscillation de tangage, les auteurs mettent en lumière une analogie qui permet
d’étudier le décrochage dynamique de la pale reculante du rotor dans des conditions expérimentales bien
plus favorables.
1.2.2 Phénoménologie du décrochage dynamique sur un profil oscillant
Les paramètres physiques du décrochage dynamique étudié sur un profil 2D correspondent donc à l’é-
coulement de la pale reculante d’un rotor d’hélicoptère en vol d’avancement. L’écoulement est donc plutôt
de faible ou moyen nombre de Mach (0.1 ≤ Ma ≤ 0.4) et de relativement grand nombre de Reynolds
(1.104 ≤ Re ≤ 3.106), la fréquence d’oscillation comprise entre 1Hz et 4Hz. L’incidence moyenne et l’ampli-
tude des oscillations sont par contre des paramètres plus variables dans la littérature consacrée au sujet, et
l’incidence maximale peut ainsi dépasser 20˚ . Les profils testés sont souvent de faible épaisseur car adaptés
à la partie la plus externe de la pale, et définis ainsi pour éviter de générer trop de traînée à grande vitesse
lors de la phase avançante du cycle rotor.
La caractérisation et la phénoménologie du décrochage dynamique a été élaborée par Ham [46] et com-
plétée par McCroskey et al. [73]. Le décrochage dynamique se caractérise par une portance maximale
supérieure à la portance maximale avant décrochage statique, un pic de moment de tangage négatif plus
important que celui enregistré dans le cas statique, ainsi qu’une large boucle d’hystérésis qui apparaît dans
l’évolution de la portance et du moment au cours du cycle d’oscillation (Fig. 1.5(b)). La phénoménologie
qu’ils déduisent de leurs résultats peut alors se décrire selon le schéma de la Fig. 1.5(b). A la suite d’une
1. Comme relaté en introduction de ce mémoire, le premier hélicoptère fonctionnel capable de contrôler son mouvement
est en 1935 le Breguet Gyrodyne qui comporte deux rotors contra-rotatifs. L’invention de la très efficace formule actuellement
usuelle, avec un rotor de queue pour contrer le couple du rotor principale, date 1939 avec le Sikorsky S300.
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précautions, car elle élimine une certaine quantité d’informations sur l’écoulement de décrochage dynamique.
La transition laminaire-turbulent provoquée par un bulbe de décollement laminaire fait partie des candi-
dats susceptibles de participer au déclenchement du décrochage dans les conditions d’oscillation de tangage
[116]. L’étude d’un tel bulbe de décollement laminaire sur un profil, très proche de la paroi, ne peut pas
faire l’objet de mesures du fait des limitations intrinsèques aux méthodes expérimentales. C’est pourquoi
les chercheurs se sont tournés vers les simulations numériques précises de type DNS et LES [93], faisant le
lien avec les théories de développement d’instabilités dans la couche limite. Utilisant ces résultats pour des
méthodes de calcul RANS moins coûteuses mais moins précises, le développement de modèles de transition
par bulbe de décollement laminaire [40] a permis d’améliorer partiellement les capacités de prédiction des
codes de calcul utilisant la résolution des équations de Navier-Stokes moyennées (RANS et URANS) pour le
décrochage dynamique. Les résultats de ces simulations numériques de décrochage dynamique restent cepen-
dant sujettes à de nombreux biais : tout d’abord la modélisation de la turbulence actuellement disponible
est peu adaptée à la représentation d’écoulements massivement décollés. Ensuite, l’extrême sensibilité au
maillage du décrochage est rapportée par Costes et Szydlowski [24], sur un profil NACA0015. Il est enfin
nécessaire d’utiliser des petits pas de temps pour ces calculs afin de correctement discrétiser le cycle d’oscil-
lation, comme montré par Richter et al. [94] sur un profil OA209. Les calculs de décrochage dynamique sont
donc encore relativement coûteux, et les codes de calcul sont encore loin d’être capable de simuler correcte-
ment ce phénomène très complexe pour tous les paramètres de vol.
Plus récemment, Karen Mülleners a pour la première fois utilisé la PIV résolue en temps à fréquence
suffisamment élevée pour pouvoir detecter le transport de structures tourbillonnaires au dessus d’un profil
OA209 soumis au décrochage dynamique [83]. Raisonnant en terme de vorticité, l’auteur met en évidence le
développement d’instabilités dans la couche de mélange entre les zones visqueuses et non-visqueuses grâce
à une méthode originale de détection des structures tourbillonnaires. Faisant suite aux travaux de Reynolds
et Carr [92], l’auteur considère alors que le tourbillon de décrochage dynamique (Dynamic Stall Vortex ou
DSV) résulte de l’accumulation de vorticité à proximié du bord d’attaque. La relative soudaineté et brutalité
des effets du décrochage dynamique résulte alors du détachement soudain du DSV suite à l’accumulation de
vorticité mentionnée. On notera de plus dans cette analyse qu’aucun rôle majeur n’est attribué au bulbe de
décollement laminaire.
1.2.3 S’affranchir du décrochage dynamique
McCroskey avait posé dès 1972 la question de savoir si le décrochage dynamique pouvait être tempéré,
en particulier si le très fort moment piqueur peut être réduit. Ainsi près de quarante ans plus tard, cette
question est encore d’actualité.
Comme on l’a vu, la grande complexité du décrochage dynamique le rend à ce jour difficile à simuler
numériquement. Si le design d’un profil de pale a pu par le passé être réalisé en prenant en compte le
décrochage statique, cette démarche n’est donc pas possible avec le décrochage dynamique. Jusqu’à aujour-
d’hui, les constructeurs et utilisateurs d’hélicoptères doivent donc composer avec le décrochage dynamique
et la limitation du domaine de vol que cela implique. Dès lors, comment s’affranchir à l’avenir du décrochage
dynamique ? Tout d’abord en étudiant le phénomène lui-même, ce qui permet d’enrichir les modèles util-
isés en simulation numérique ainsi que de mieux cerner les points critiques sur lesquels s’appuyer pour
modifier le comportement aérodynamique du profil en décrochage dynamique. Ensuite en modifiant la con-
figuration aérodynamique de l’aéronef, pour laquelle la limite de vitesse d’avancement est le fait d’autres
facteurs. C’est l’option explorées par plusieurs constructeurs d’hélicoptères (Bell, Sikorsky, Eurocopter) qui
testent des prototypes explorant de nouvelles configurations : rotor et hélice propulsive pour le Bell AH-56
Cheyenne en 1969, aéronef de type convertible avec rotors pivotants comme le V-22 Osprey (Fig. 1.6(a)),
rotors contrarotatif avec hélice de propulsion pour le Sikorsky X2 en 2009 (Fig. 1.6(b)), et rotor avec doublet
d’hélices de traction pour le Eurocopter X3 en 2010 2.
La conception de ces aéronefs, qui ne sont pas stricto sensu des hélicoptères, autorise en effet une vitesse
d’avancement étendue par rapport à une configuration d’hélicoptère classique. La seule approche possible sans
2. Il est cependant à préciser que dans le cas des démonstrateurs X2 et X3, il est probable que la vitesse de rotation du ou
des rotor(s) soit ralentie pour réduire la vitesse maximale en bout de pale avançante. Dans ce cas, le décrochage dynamique
peut s’avérer en fait plus prononcé, avec un cercle d’inversion couvrant la majeure partie de la pale reculante.
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(a) Aéronef de type convertible V-22, à la fois
hélicoptère et avion selon l’orientation de ses
hélices/rotors. @Boeing-Vertol
(b) Hélicoptère hybride avec hélice propulsive : le dé-
monstrateur Sikorsky X2. @Sikorsky
Figure 1.6 – Autres concepts d’aéronefs à voilure tournante.
modifier radicalement la configuration de l’aéronef consiste à appliquer les méthodes de contrôle d’écoulement
pour chercher à réduire le décrochage dynamique sur un rotor conventionnel.
1.3 Le contrôle des écoulements
1.3.1 Bref historique du contrôle des écoulements
Le contrôle des écoulements est un sujet d’étude et de recherche depuis de nombreuses années pour les
aérodynamiciens. Un des plus anciens cas (involontaire) de contrôle recensé datant des années 1880 n’est rien
de moins que la balle de golf dont les aspérités de surface reculent le décollement de couche limite, réduisant la
traînée et augmentant de fait la portée maximale. La notion de couche limite et la compréhension du forçage
de la transition laminaire-turbulente ne sont cependant introduits qu’au début du XXeme siècle, quand
Ludwig Prandtl propose en 1904 le concept de couche limite et montre également les premiers résultats
d’expérience mettant en évidence la possibilité de manipulation de la couche limite laminaire ainsi que
l’analyse de son décollement 3. Par la suite, Prandtl et Tietjens [90] expérimentent l’aspiration continue pour
modifier l’écoulement autours d’un cylindre. Ils montrent alors qu’une petite perturbation peut modifier
l’écoulement dans sa globalité : la notion de contrôle d’écoulement était alors formalisée.
Les Vortex Generators
Les avancées dans la compréhension des phénomènes liés à la couche limite interviennent initialement dans
les années 1920 avec notamment les travaux de Tollmien et Schichtling [97], mais comme souvent le transfert
vers des applications se fait plus tardivement. Le contrôle se développe ainsi à partir des années 1940, avec
notamment l’introduction par Taylor des Vortex Generators (VGs) ou générateurs de tourbillons en 1947
[108], lesquels seront utilisés par McFadden et al. [77] pour corriger le cabrage associé à un décollement
d’extrados sur le prototype du bombardier XB-47 Stratojet.
En étudiant cet effet les chercheurs de l’époque s’aperçoivent que l’action perturbatrice des tourbillons
générés par ces appendices situés sur la paroi peut considérablement modifier les caractéristiques du décolle-
ment d’un fluide en mouvement. Dans les années 1950 et 1960, les travaux de Schubauer et Spangenberg [98]
puis Pearcey [85], proposent les premières analyses de cet effet de contrôle. Leurs travaux qui constituent
une référence explorent expérimentalement l’optimisation des paramètres d’utilisation des Vortex Genera-
tors : dimension, espacement transversal, configuration co- ou contra-rotative... etc. La mise en application
industrielle de tels actionneurs connait alors un vif succès à partir des années 60 et 70, car ils permettent
de corriger des conceptions aérodynamiquement insuffisantes : par exemple sur le bec d’hypersustentation
du A-4 Skyhawk (Fig. 1.7) ou encore sur l’extrados de l’aile pour éliminer un défaut de stabilité en roulis
3. Lors du troisième Congrès International de Mathématiques à Heidelberg, Prandtl présente une publication majeure “Über
Flüssigkeitsbewebung bei sehr kleiner Reibung”, où en huit pages il introduit les notions de couche limite et d’auto-similarité,
puis donne une explication au phénomène de décollement stationnaire bi-dimensionnel. En fait il révolutionne tout simplement
la mécanique des fluides, et la fait entrer dans une nouvelle ère en rendant possible scientifiquement l’étude des fluides réels
(D’après Gad-el-Hak dans [35]).
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1.5 Contrôler le décrochage dynamique par Vortex Generator
L’application du contrôle d’écoulement au décrochage dynamique correspond dans notre cas à un contrôle
passif par Vortex Generator. Ce type d’actionneur est décrit et analysé en détail dans la présente section.
Dans un premier temps la physique du décollement de couche limite est rappelée afin de définir plusieurs
concepts utilisés par la suite tout au long de ce mémoire. Dans un second temps les mécanismes physiques
liés à la présence concommitante d’une couche limite et de tourbillons sont évoqués.
1.5.1 Le décollement de couche limite
Écoulement stationnaire
Pour un cas bidimensionnel stationnaire, les particules proches de la paroi sont freinées par le frottement
de la surface, et éventuellement par un gradient de pression adverse (ou GPA, crée par une variation
géométrique de la surface considérée ou par une cause externe). Si le fluide proche de la paroi n’a plus assez
d’inertie pour poursuivre son mouvement, un point d’arrêt apparaît. Si les lignes de courants pariétales sont
divergente et qu’elles ne recollent pas à l’intérieur de la couche limite, celle-ci est alors dite décollée. En aval
du point de décollement, les forces de pression adverses provoquent un écoulement à contre-sens (Fig. 1.12).
Les conditions de Prandtl définissant le décollement de la couche limite en un point p de la paroi située à
z = 0 sont :
τw = 0 (1.1)
∂τw
∂x
< 0 en z = 0 (1.2)
avec τw contrainte exercée à la paroi, définie par τw = µ∂u/∂z|z=0. Le décollement est associé à un épaississe-
ment de la zone rotationnelle proche de la paroi et une éjection de vorticité. En aval du point de décollement,
on observe soit une recirculation où le fluide se ré-attache à la paroi, soit un sillage décollé. Dans ce dernier
cas, la dimension caractéristique du sillage est souvent grande, de l’ordre du maître couple de la hauteur du
corps plongé dans le fluide.
Figure 1.12 – Décollement de la couche limite par gradient de pression adverse.
Écoulement instationnaire
Dans un cas d’écoulement instationnaire et dans le cadre de la description Eulérienne, les conditions de
Prandtl décrites par les relations 1.1 et 1.2 ne suffisent plus à décrire le décollement de couche limite. En
effet, Moore [82], Rott [95] puis Sears [99] ont observé que l’annulation de la contrainte pariétale n’était pas
synonyme de décollement dans le cadre d’un écoulement instationnaire, où la paroi peut être effectivement
mobile. Les trois auteurs ont donc proposé un nouveau critère définissant le décollement de couche limite,
connu sous le nom de critère MRS. D’après celui-ci, le décollement instationnaire est caractérisé par une an-
nulation de la contrainte pariétale en un point qui se déplace selon une vitesse de décollement. L’inconvénient
majeur d’un tel critère est la nécessité de connaitre a priori la vitesse de décollement. Néanmoins, cette de-
scription représente une percée majeure en ce qui concerne la compréhension des décollements instationnaires.
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significative d’une paroi est donc rendue largement plus complexe que le cas d’un tourbillon isolé loin de
toute influence extérieure. Dans la pratique, ces spécificités rendent difficile la mise au point d’un système
d’actionneur utilisant des VGs, car les dimensions du VG, l’écartement entre les VGs et les grandeurs de
l’écoulement amont sont autant de paramètres interdépendants jouant avec beaucoup de sensibilité sur
les potentielles interactions tourbillonnaires. C’est pourquoi plusieurs auteurs ont accordé une attention
particulière à ces paramètres. Dans un ouvrage largement cité, Pearcey [85] fait une revue du contrôle de
décollement induit par l’interaction choc-couche limite. Les VGs sont bien entendu l’un des actionneurs
décrit, et la trajectoire des tourbillons en fonction de la configuration co- ou contra-rotative des VGs est
examinée. L’auteur note de plus que la stabilité du système est très fortement dépendante de l’uniformité
des tourbillons générés. En effet, un léger écart va inévitablement modifier les mouvements tourbillonnaire,
où des interactions supplémentaires peuvent intervenir : enroulement d’un tourbillon par rapport à un autre,
fusion éventuelle de tourbillons... etc. L’action théorique de mélange peut en être affectée, et l’efficacité du
procédé de contrôle avec. Dans cette optique, Schubauer et Spangenberg [98], et plus récemment Godard et
Stanislas [42] explorent l’espace des paramètres géométriques mentionné précédemment afin de déterminer la
meilleure configuration de contrôle, pour laquelle les potentielles interactions tourbillonnaires sont minimisées
ou utilisées à bon escient.
1.5.5 Utilisation de Vortex Generators pour le contrôle du Décrochage Dy-
namique
Si les Vortex Generators “mécaniques” (en exluant les VG “fluidiques” où un jet transverse à l’écoulement
produit un tourbillon longitudinal) sont les parmis les premiers actionneurs de contrôle d’écoulement mis en
oeuvre par l’industrie, ils n’ont été testés dans le cadre du décrochage dynamique que de manière très tardive.
(a) Visualisation 3D de l’écoulement derrière un LEVoG. (b) LEVoGs au bord d’attaque d’une pale d’hélicoptère.
Figure 1.19 – Images de LEVoGs - courtoisie DLR.
Mai et al. [68] introduisent en 2006 des VGs situés près du point d’arrêt d’un profil OA209 à faible inci-
dence. Ainsi les actionneurs sont actifs que pour des incidences plus élevées, autrement dit lors de la phase
reculante du cycle de la pale. Ces actionneurs sont nommées LEVoGs (pour Leading-Edge Vortex Genera-
tors) et sont complètement passifs. Les auteurs supposent que les LEVoGs introduisent dans l’écoulement
des tourbillons longitudinaux, sensés ré-énergiser la couche limite. Les LEVoGs ont un effet significatif sur le
décrochage dynamique, car le moment piqueur est réduit jusqu’à 50% pour certaines configurations d’écoule-
ment (Fig. 1.20). Cependant, la poursuite de l’étude des LEVoGs par Heine et al. [47] et en particulier une
étude expérimentale de mesure PIV 3D en aval d’un LEVoG comme illustré dans la Fig. 1.19(a) [48] montrent
que les tourbillons longitudinaux engendrés sont de très petite dimensions, et peu susceptibles d’avoir l’effet
jusque-là supposé. Heine propose une nouvelle dénomination de l’actionneur, appelé DGs pour Disturbance
Generators. En effet, une série de mesures PIV met en évidence un effet de probable déstructuration des
tourbillons transversaux, notamment le tourbillon de décrochage dynamique, présents dans l’écoulement. Ces
travaux, actuellement en cours n’apportent cependant pas de conclusion définitive quant au mode opératoire
de l’effet de contrôle. Enfin, les LEVoGs font l’objet récent d’une campagne d’essais en vol sur un appareil
afin de déterminer les éventuelles améliorations que cet actionneur pourrait apporter à l’enveloppe de vol
d’un hélicoptère (Fig. 1.19(b)).
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Figure 1.23 – Schéma et vue 3D du Deployable Vortex Generator.
1mm et inclinées de 18˚ par rapport à l’axe vertical y. Les lames s’encastrent dans le bord d’attaque, et
sont actionnées par un vérin linéique d’axe longitudinal x permettant de contrôler leur hauteur de sortie
h, ce qui justifie leur appellation de Deployable. Lorsque la hauteur est réglée à zéro, le bord d’attaque est
théoriquement similaire à un bord d’attaque lisse. Lorsque le profil est en incidence, le point d’arrêt est situé
vers l’intrados et l’écoulement contourne le bord d’attaque en passant entre les DVGs qui sont espacés de
11,5mm (Fig. 1.23). Toutes les dimensions des DVGs ont été définie par A. Le Pape d’après la littérature
disponible sur le sujet.
Figure 1.24 – Photos des Deployable Vortex Generator et de la maquette de profil OA209.
Les DVGs sont supposés générer des tourbillons longitudinaux, qui doivent réduire la sensibilité au dé-
collement de la couche limite au dessus de l’extrados du profil. Dans le cadre du projet SIMCOS, deux cam-
pagnes expérimentales ont permis de déterminer les performances de cet actionneur pour différents réglages
de hauteurs ou lois d’activation des DVGs. Pour ce faire, les mesures de pression permettent d’établir par
intégration et interpolation les coefficients de portance et de moment issus de forces de pression exercées
sur le profil. Trois zones de mesures de pression sont présentes : une ligne de capteurs située à mi-envergure
de la maquette couvrant l’intégralité de l’intrados et de l’extrados. Deux lignes de capteurs sont situées à
20 cm de part et d’autre de cette ligne médiane, mais ne couvrent l’intrados et l’extrados que de 25% de
corde au bord de fuite. Des mesures de vitesse sont de plus disponibles : dans un premier temps avec une
fenêtre Laser Doppler Velocimetry (LDV) située au-dessus du bord d’attaque du profil (Fig. 1.25(a)) ; dans
un second temps par la technique Time-Resolved Particle Image Velocimetry (TR-PIV) avec une fenêtre
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Figure 1.26 – Résultat expérimental des essais de contrôle de décrochage statiques avec DVG pour
h=1,5 mm.
ment instationnaire (voir 2.2 pour plus de détails à ce sujet), et pour le moins très variable, cette dernière
conclusion est rassurante. On s’attend donc à ce que les modèles aient une meilleure capacité prédictive dans
le cas contrôlé par DVG que dans le cas de référence “clean”.
1.6.3 Mesures expérimentales en décrochage dynamique
L’effet du DVG sur le décrochage dynamique est présenté dans la Fig. 1.27. La portance et le moment
sont représentés en fonction de l’incidence, formant des boucles d’hystérésis. Les données sont le résultat de
moyennes de phase, l’écart-type à la moyenne étant représenté par les barres d’erreur. Le cas “clean” montre
un décrochage dynamique typique de profil mince. Concernant la portance, la phase ascendante est presque
linéaire, et la perte de portance dans la phase descendante est très importante (Le coefficient de portance CL
passe de 1,7 en haut de la boucle à 0,5 au milieu de la phase descendante. Concernant le moment de tangage,
la phase ascendante montre un moment proche de zéro, qui devient brutalement piqueur (Le coefficient de
moment CM passe de -0,02 à -0,2) lorsque débute la phase descendante. Le moment devient progressivement
moins piqueur avec la diminution de l’incidence. Le DVG modifie considérablement ce comportement. La
portance est ainsi plus régulière, puisque la perte est moins grande (CL passe de 1,5 à 0,9), au prix d’une
portance maximale plus faible (réduction du CL de 12% par rapport au cas “clean”). Le moment piqueur
minimal est considérablement réduit, (CM passe de -0,25 à -0,12, soit une réduction de 52% par rapport au
cas “clean”). De plus la boucle d’hystérésis est très réduite par la présence du DVG.
30
Chapitre 1. Le décrochage dynamique et son contrôle
Figure 1.27 – Résultat expérimental des essais de contrôle de décrochage dynamique avec DVG pour
un h=1,5 mm. L’oscillation correspond à α = 13± 5 et la fréquence réduite à k=0,1
Le DVG a donc un effet considérable sur le décrochage dynamique. Il réduit en particulier le moment de
tangage piqueur de manière significative, ce qui est très positif car il s’agit du phénomène le plus pénalisant
dans un contexte relatif à une voilure tournante.
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2.1 Le code elsA de l’ONERA
Toutes les simulations numériques présentées dans le cadre de ce travail sont réalisées avec le code de
calcul elsA, pour ensemble logiciel de simulationAérodynamique. Le champ d’application de ce solveur, ainsi
que ses performances ont été précisées par Cambier et Gazaix [36] puis Cambier et al. [14]. Le code elsA
est un projet initié par l’ONERA (Office National d’Etudes et de Recherche Aérospatiale) puis développé en
collaboration avec le CERFACS (Centre Européen de Recherche Avancée en Calcul Scientifique). Il s’agit d’un
code de calcul basé sur une structure de programmation orientée objet, ce qui permet de faciliter l’évolution
du logiciel ainsi que l’implémentation de nouvelles fonctions et modèles physiques. Le code est dédié à
la simulation numérique stationnaire et instationnaire d’écoulements de fluides visqueux compressibles et
turbulents, sur des maillages tridimensionnels structurés multi-blocs.
2.2 Choix de la modélisation
On ne s’attardera ici que sur les arguments présidant aux choix des modélisations et des méthodes
numériques employées. Pour un aperçu plus détaillé des modèles et méthodes en question, le lecteur peut se
référer aux annexes A.1 et B.1.
2.2.1 Modélisation des équations de Navier-Stokes
Si les équations de Navier-Stokes sont le modèle couramment admis pour représenter un écoulement
turbulent, la question se pose du niveau de simplification nécessaire à leur résolution. Rappelons que le
nombre de Reynolds associé au problème du décrochage dynamique posé est de l’ordre de grandeur du
million (106). Une résolution de toutes les échelles de structures dans l’écoulement nécessite un maillage
dont l’ordre de grandeur du nombre de points évolue en Re9/4. De ce fait, les méthodes directes de type DNS
restent dans le cadre de notre étude inaccessible pour au moins plusieurs décennies [105]. Les méthodes de
résolution des grandes échelles de structures de type LES sont pour le moment difficilement envisageables.
En effet, la fréquence d’oscillation du profil est de 3, 5Hz, et comme il est de plus nécessaire d’effectuer une
simulation sur plusieurs oscillations afin d’éliminer les variations transitoire présentes lors de l’initialisation
du calcul, le temps physique atteint facilement une durée de l’ordre de plusieurs secondes. Or le pas de temps
physique de telles simulations est couramment de l’ordre de 10−7 secondes. Les méthodes LES sont donc
beaucoup trop chères en temps de calcul CPU ainsi qu’en ressources mémoire. Les méthodes hybrides de
type RANS/LES ou DES permettent de réduire les ressources nécessaires, mais restent inaccessibles pour
les même raisons. Ainsi seules les méthodes moyennées de type RANS sont susceptibles de permettre la
résolution d’au moins une partie de la physique mise en jeu pour un coût de calcul accessible.
2.2.2 Modèles pour la turbulence et de la transiton
La modélisation RANS étant sélectionnée, comment prendre en compte la turbulence ? Plusieurs études
ont montré que dans le cas du décrochage dynamique sur le profil OA209 et sur les profils minces en général,
la turbulence et transition laminaire-turbulent avaient une influence importante sur l’écoulement. Utilisant
le même code que les présents travaux, Gleize et al. [40] montrent que la modélisation de la transition peut
donc avoir un rôle critique quand à la capacité du code à simuler correctement l’écoulement. Dans le cas de
décollement par bulbe laminaire se produisant au bord d’attaque d’un profil mince, les modèles de turbulence
reposant sur l’hypothèse de Boussinesq et à deux équations de transport surestiment systématiquement la
production de viscosité turbulence µt. Ceci peut avoir pour conséquence une modification profonde de la
topologie de l’écoulement et entraîne en particulier le retardement du décollement de la couche limite, et
donc du décrochage. Ainsi, les polaires statiques obtenues en simulation numérique dans le cadre du projet
SIMCOS ne montrent pas un décrochage brutal comme c’est le cas pour les données expérimentales, et le
décrochage est franchement arrondi [94].
Le problème du décrochage dynamique dans le cadre de la configuration et de l’écoulement cités précédem-
ment (profil mince décrochant au bord d’attaque, nombre de Reynolds élevé, nombre de Mach faible) est
probablement mal posé au sens de Hadamard, c’est à dire que que pour un problème donné, il n’est pas
certain que les équations de Navier-Stokes possèdent une solution unique. De plus, les phénomènes physiques
mis en jeu se confrontent aux limites des modélisations RANS et URANS. La modélisation RANS suppose
en effet l’existence d’un écoulement moyen stationnaire, ce qui peut ne pas être le cas dans le cadre d’écoule-
ments décollés. La modélisation URANS est ensuite connue pour induire une séparation d’échelle à basse
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fréquence, ce qui implique un découplage entre l’instationnarité du champ moyen et de la turbulence [43]. La
solution idéale consisterait évidemment à changer de paradigme de simulation en utilisant des méthodes plus
précises (LES, DES). Cette possibilité ayant été considérée comme impraticable, il est nécessaire de choisir
les outils les moins inadaptés au problème. Pour ce faire, on partira du constat que les relations de fermeture
du type modèles de turbulence à deux équations de transport produisent trop de viscosité turbulente dans
le cas d’écoulement décollés - où sont présentes de nombreuses structures cohérentes. Suivant en cela les
travaux antérieurs de Costes et Szydlowski [107] un modèle de turbulence parmi les moins productifs en µt
a été sélectionné. Il s’agit du modèle k− ω de Wilcox[117] modifié par Kok [59]. Afin de réduire encore plus
la production de viscosité turbulente, la correction SST de Menter [79] est utilisée avec le limiteur de Zheng
[119]. Le critère de transition d’Arnal et al. ou critère AHD [6], ainsi que sa modification apporté par Gleyze
[41] donnent globalement de bons résultats dans des travaux antérieurs [40, 94] et sont utilisés dans cette
étude.
2.3 Choix des méthodes numériques
2.3.1 Méthodes de résolution numériques employées
Suivant toujours les usages des travaux antérieurs de Costes et Szydlowski [107] ainsi que la thèse de
doctorat de J. Szydlowski [106], les flux convectifs sont discrétisés par un schéma décentré AUSMP+(P), qui
a la particularité d’être peu dissipatif dans les zones de faible vitesses car la dissipation est proportionnelle
au nombre de Mach. Ce schéma du premier ordre est étendu au second ordre par une reconstruction MUSCL
utilisant un limiteur de type Van Leer - Albada. En effet, dans les conditions de calcul présentes la recon-
struction au troisième ordre n’est pas limitée et s’avère insuffisamment robuste. Ce schéma a été initialement
développé pour des méthodes de type LES [31, 70], mais a été utilisé avec succès dans les études RANS et
URANS relatives au décrochage dynamique mentionnées précédemment. Les flux diffusifs sont discrétisés
par un schéma classique centré au centre des cellules. Les calculs stationnaires utilisent pour l’avance en
pseudo pas de temps un schéma de type Euler rétrograde.
Dans le cas de calculs instationnaires URANS, la méthode de discrétisation temporelle de type New-
ton/Gear avec factorisation LU est appliquée, les sous-itérations Gear permettant de converger vers une
solution temporaire représentative de l’écoulement moyen. Le choix du Gear par rapport à d’autre méthodes
de type Dual Time Stepping (DTS) permet d’obtenir une plus grande robustesse et des pas de temps plus
grand. Ainsi, le coût de calcul est théoriquement réduit de près de 30% en utilisant la méthode Gear par
rapport à une méthode DTS, tout autres paramètres étant conservés.
2.3.2 Paramètres généraux et types de conditions limites
Dans les calculs présentés par la suite, plusieurs paramètres supplémentaires sont conservés inchangés
tout au long de ce mémoire. Tout d’abord, les maillages utilisés ont tous une distance de 20 cordes entre le
profil et les conditions limites extérieures. Ces conditions limites sont de type non-réflectives, afin de limiter
leur influence possible sur l’écoulement proche du profil. Les maillages 2D comme 3D représentent un profil
OA209 dont le bord de fuite est d’épaisseur finie. Un culot est donc présent, mais sa paroi est modélisée
comme une paroi glissante. Ceci permet d’éviter un maillage trop dense dans l’alignement du bord de fuite
du fait du caractère structuré des maillages, et constitue une approximation acceptable.
2.4 Méthodes spécifiques de post-traitement et d’analyse
2.4.1 Calcul de la circulation du tourbillon généré par le DVG
L’étude bibliographique relative aux interactions entre tourbillons, et aux interactions entre tourbillons
et paroi de la section 1.5.4 montre l’importance d’un outil permettant d’évaluer celles-ci. Pour cela, une
méthode a été développée, qui permet une détection du centre des tourbillons longitudinaux présents dans
les simulations numériques de DVG. Cette méthode permet en outre de calculer la circulation du tourbillon
principal de l’écoulement et de donner la position et la distance de son centre par rapport à la paroi. Les
principes et hypothèses retenus pour cette méthode de post-traitement sont présentés ci-après.
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Figure 2.1 – Plans de coupe pour estimation de la circulation.
L’étude qualitative de l’écoulement des simulations numériques préliminaires permet de simplifier le
traitement du problème. Tout d’abord, l’analyse se fera sur des plans de coupe orthogonaux à la paroi du
profil OA209, comme illustré dans la Fig. 2.1. Le vecteur vitesse principal est en effet presque confondu avec
le vecteur normal à ces plans de coupe. Cette approximation permet de simplifier la définition des plans
de coupe. Ensuite, la vorticité est projetée sur le vecteur vitesse, ce qui assure la détection des structures
vorticitaires longitudinales. La vorticité ainsi définie correspond à l’hélicité. La détection des valeurs maxi-
males de vorticité donne une bonne approximation de la position du centre de ces structures tourbillonnaires.
Cependant, les valeurs de vorticité situées à très grande proximité de la paroi sont souvent les plus grandes,
mais sans lien avec les structures recherchées. Afin de contourner ceci, la détection du centre des tourbillons
est réalisée à partir d’une distance minimale, déterminée par l’expérience et au besoin ajustée pour prendre
en compte des structures très proches de la paroi. La mesure de l’intensité du tourbillon positif est faite par
le calcul de la circulation positive :
Γ =
˛
∂S
V ds (2.1)
D’après le théorème de Green, la circulation peut s’exprimer comme une intégrale de vorticité :
Γ =
ˆ
S
rot(V ) · dS (2.2)
où dS est le vecteur normal à la surface de coupe S. Ainsi, seule la composante normale de la vorticité V n
est prise en compte. L’intégration se fait de manière discrète pour des éléments de surface ∆S :
Γ =
∑
i
V ni∆Si (2.3)
La partie positive de la circulation est filtrée comme suit :{
Γ+ =
∑
i V ni∆Si
si V ni < 0 alors V ni = 0
(2.4)
Le calcul de la circulation positive suppose qu’un seul tourbillon est présent dans l’écoulement à la po-
sition des plans de coupe. Sans dévoiler pour le moment la topologie de l’écoulement, notons que l’analyse
préliminaire des simulations numériques montre un tourbillon principal de signe positif (en prenant pour
référence le sens horaire du vecteur vitesse) au-dessus de l’extrados. Les potentielles erreurs de mesures ou
discussions sur la significations de la circulation pour plus d’un tourbillon seront traitées avec l’analyse des ré-
sultats des simulations numériques. La méthode de post-traitement est également valable pour les éventuelles
structures de signe négatif (il suffit d’inverser le filtrage). Les valeurs de vorticité aux centres des tourbillons
sont également disponibles. Il faut noter que d’une manière générale le terme de “circulation” employé dans
la suite de cette étude en ce qui concerne le post-traitement des résultats numériques correspond, par abus
de langage, à la circulation positive totale.
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2.4.2 Proper Orthogonal Decomposition
La décomposition orthogonale aux valeurs propres d’un signal (Proper Othogonal Decomposition ou POD)
est une méthode d’analyse dont le principe découle de la notion de Systèmes Dynamiques et développement
de la théorie de la bifurcation. Son application à l’analyse des écoulements et en particulier à la turbulence a
permis d’ouvrir de nouvelles perspectives quand à la compréhension des écoulements instationnaires, turbu-
lents et comportant des structures dites cohérentes. Lumey [66] est en particulier connu pour avoir introduit
la POD dans le contexte de la turbulence. La POD a depuis fait l’objet de nombreuses utilisations portant
notamment sur l’étude des écoulements turbulents aussi variés que la couche de mélange d’un jet [23], le
buffeting d’un empennage [58]. On peut aussi mentionner une revue concernant l’utilisation de la POD
dans les écoulements turbulents proposée par Berkooz et al. [9]. Il est à noter que dans d’autres disciplines,
la POD est connue sous des appellations différentes recouvrant cependant le même traitement mathéma-
tique : Karhunen-Loeve Decomposition (KLD), Principle Component Analysis (PCA) ou encore Singular
Value Decomposition (SVD). Le grand intérêt de la POD est de fournir une base “optimale” du point de
vue énergétique pour représenter le signal traité. Ceci permet par exemple de capturer les aspects-clef du
signal avec un nombre réduit de modes, ou encore de distinguer certaines parties du signal présentant une
cohérence particulière autrement difficile à mettre en évidence.
La méthode POD employée ici est une version indirecte de la méthode POD originale. Elle permet de
résoudre le système aux valeurs propres non pas sur la grille du signal, mais sur l’ensemble des échantillons
- ou Snapshots - afin de réduire la dimension de la matrice du système. Cette méthode a été proposé par
Sirovitch [103] et a pour particularité de résoudre les structures de manière graphique, les échantillons étant
constitués de visualisations de l’écoulement. Une formulation de la méthode est présentée ci-dessous. Pour
plus de précisions concernant les fondements mathématiques de la formulation, le lecteur pourra utilement
se référer aux références [88, 21].
Soient M échantillons ou Snapshots de la vitesse de l’écoulement instationnaire 1 issus de données expéri-
mentales (PIV résolue en temps) ou numériques (champs de vitesse instantané extraits à plusieurs instants
d’une solution URANS). Ces champs de vitesse sont décomposés en une valeur moyenne et une partie fluc-
tuante :
U(x, y, t) = Û(x, y) + U ′(x, y, t) (2.5)
avec Û la valeur moyenne et U ′ la partie fluctuante. Cette séparation correspond à la décomposition de
Reynolds. Û est donc calculée à partir des M échantillons comme une moyenne d’ensemble :
Û(x, y) =
1
M
M∑
i=1
U(x, y, ti) (2.6)
A partir des équations précédentes la grandeur fluctuante peut être définie comme :
U ′(x, y, t) = U(x, y, t)− Û(x, y) (2.7)
D’après Sirovitch [103] il est alors possible de décrire les fonctions empiriques ou fonctions propres φi comme
combinaisons linéaires des champs fluctuants U ′(x, y, t) issus de l’ensemble des échantillons :
φk(x, y) =
M∑
i=1
akiU
′x, y, ti, k ∈ 1..M (2.8)
Les coefficients aik sont les k-ièmes vecteurs propres pour la valeur de t choisie du problème algébrique de
valeurs propres défini comme :
CA = λA (2.9)
La matrices λ est celle des valeurs propres λk, et la matrice A celle des vecteurs propres ak. C est une matrice
symétrique quadratique réelle de dimension M ×M dont les éléments peuvent être calculés comme suit :
Cmn =
1
M
ˆ
Ω
Fmn(x, y, t)dΩ (2.10)
avec Ω le domaine de calcul et Fmn le produit scalaire suivant :
Fmn = U ′m(x, y, tm) · U ′n(x, y, tn) (2.11)
1. Il est tout à fait possible d’écrire une formulation de la POD à partir d’autres grandeurs comme la vorticité...etc.
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Ainsi le problème eux valeurs propres peut être résolu et les valeurs propres λ1, λ2... λM ainsi que les
vecteurs propres a1, a2, ... aM sont connus à partir de la matrice C. Toutes les valeurs propres sont réelles,
non-négatives, et peuvent être rangées en ordre croissant, telles que λ1 ≥ λ2 ≥ ... ≥ λM . Chaque valeur
propre représente l’énergie cinétique de la fonction propre associée. Chaque coefficient ak peut être estimé
comme une projection des champs de fluctuation U ′(x, y, t) sur la base Φ ainsi définie par les fonctions φk :
ak(t) =
ˆ
Ω
U ′(x, y, t) · φk(x, y)dΩ (2.12)
De cette estimation des coefficient ak il est possible de redéfinir le champ de fluctuation à partir des N
coefficients et fonctions propres :
U ′(x, y, t) =
N∑
k=1
ak(t)φk(x, y) (2.13)
Le champ de vitesse instationnaire est donc approximé en fonction des N premiers modes issus de la décom-
position selon la formulation finale :
U(x, y, t) = Û(x, y) +
N∑
k=1
ak(t)φk(x, y) (2.14)
Suivant cette formulation, N donne le nombre de modes qui sont utilisés pour définir une approximation
de l’écoulement sachant que N est nécessairement plus petit que M. Le nombre d’échantillons initiaux définit
donc la précision de la reconstruction réalisée à partir de la POD. Il est de plus à noter que cette décomposition
permet de définir le signal spatio-temporel comme une somme de produits d’un coefficients temporel ai(t) et
d’une fonction propre spatiale φi(x, y). Dans le cas d’un signal correspondant à un champ de vitesse 2D, les
fonctions propres seront donc des champs de vecteurs vitesse “propres” dont la présence temporelle dans le
signal d’origine est donnée par le coefficient. Dans le cadre de l’étude du contrôle du décrochage dynamique
la POD sera appliquée aux champs de vitesses issus des mesures PIV - comme illustré dans la Fig. 2.2 - ainsi
que des simulations numériques. La décomposition du signal en une partie spatiale et une partie temporelle
sera particulièrement mise en avant, dans la mesure ou elle permet de déterminer la présence temporelle
d’un mode particulier.
Figure 2.2 – Coefficient (à gauche) et fonction propre (à droite) du cinquième mode issu de la POD
des champs PIV du cas de contrôle de décrochage dynamique mentionné dans la section 1.6.
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Chapitre 3
Modélisation Navier-Stokes du DVG
Une première approche pour prendre en compte l’effet de contrôle dans la simulation numérique con-
siste à intégrer la géométrie du DVG dans le maillage. Cette approche directe autorise, après validation
des calculs, l’analyse physique de l’effet de contrôle du DVG dans les limites de la modélisation RANS de
l’écoulement. Dans ce cas, le maillage sera nécessairement 3D pour pouvoir décrire la géométrie du DVG.
L’évaluation d’un maillage 2D permettant de rendre compte de la physique de l’écoulement pour un coût
de calcul raisonnable est donc nécessaire et est exposée dans la section 3.1. Une première validation des
calculs incluant un DVG dans le maillage puis une étude partielle de l’influence du raffinement en maillage
est présentée dans la section 3.2. Puis une validation plus étendue est développée dans la section 3.3.
Cette validation permet par la suite de se servir des résultats de calculs pour réaliser une analyse des
mécanismes physiques mis en jeu par le contrôle d’écoulement dans le chapitre suivant.
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3.1 Cas de référence statique, maillage 2D et critères de conver-
gence
Plusieurs travaux menés dans le cadre de la recherche sur le décrochage dynamique à l’Onera ont tenté de
rendre compte de l’influence du maillage sur les calculs RANS. En particulier Szydlowski et Costes [107, 24]
ont examiné l’influence du raffinement de maillage pour les calculs en décrochage statique et dynamique
2D d’un profil NACA0015. La convergence en maillage n’était cependant atteinte que pour des maillages
extrêmement fins au regard des standards industriels. Un compromis peut néanmoins se dégager, avec un
maillage discrétisant le profil en 1900 points. Dans la présente étude, en vue de calculs instationnaires 3D
incluant le DVG, prendre un tel maillage 2D pour base d’une grille 3D rendrait le coût de calcul prohibitif.
Or la présente étude est orientée vers l’exploration des capacités nécessaire à la simulation numérique du
contrôle de décrochage dynamique au moyen du DVG. Ceci nécessite de tester de nombreux paramètres
et de réaliser de nombreuses simulations. Le temps de restitution est donc une donnée importante, voire
prioritaire. Un maillage 2D plus grossier, servant de base à un futur maillage 3D incluant le DVG, est ainsi
souhaitable. La présente section est donc dédiée à l’évaluation d’un tel maillage grossier par rapport à la
référence [107]. Les simulations 2D réalisées avec ce maillage grossier serviront de plus comme référence de
calcul statique sans contrôle.
Rappelons que les paramètres physiques choisis correspondent à un nombre de Reynolds basé sur la corde
Re = 1, 8 × 106, un nombre de Mach M = 0, 1617, un taux de turbulence à l’infini amont de 0,05%, ainsi
qu’une modélisation de la transition laminaire-turbulent. Les études citées, et par la suite les travaux de
François Richez [93] ont en effet montré l’utilité de celle-ci dans le décrochage statique et dynamique, et
particulièrement l’importance de la prise en compte d’un bulbe de décollement laminaire au bord d’attaque.
La transition permet en effet d’améliorer sensiblement la précision de la simulation. Des calculs avancés
de décrochage dynamique 2D menés en collaboration entre l’ONERA et le DLR ont par la suite utilisé la
transition avec un certain succès [94].
3.1.1 Elaboration d’un maillage 2D comme base pour les maillages 3D ultérieurs
Le maillage de référence 2D auquel sera comparé le nouveau maillage dégradé comporte 1900 points
autours du profil, pour un total de 422389 points. Ce maillage constitue une variante du maillage O3 men-
tionné dans les références bibliographiques précédentes, et pour lequel la discrétisation au bord d’attaque a
été resserrée sans modifier le nombre total de points. Ce maillage est noté O3N5 pour New5 dans la nomen-
clature de cette étude établie dans la Table 3.1.
Les simulations du cas de référence sans contrôle (ou encore cas “clean”) pour le décrochage statique sont
réalisées sur un maillage 2D représentant un profil OA209. Le profil est discrétisé en 316 points, et l’espace
entre le profil et les conditions limites extérieures est discrétisé en 121 points comme illustré dans la Fig. 3.1.
Le maillage inclus un bord de fuite avec culot, lequel est discrétisé mais dont la surface est modélisée par une
paroi glissante. Cet artifice permet d’éviter la discrétisation nécessaire à la simulation d’une couche limite.
Un nombre de points de maillage important est ainsi économisé, sans que cela influence significativement la
solution. Ce maillage est noté 04M1.
Dénomination O3 O3N5 ou New5 O4M1
Discrétisation du bloc principal en C 2142x209 2142x209 558x121
Discrétisation du profil 1900 1900 316
Taille totale du maillage 447678 447678 67518
Table 3.1 – Discrétisations et nomenclature des différents maillages 2D.
La construction d’un maillage de type Navier-Stokes, c’est à dire permettant la prise en compte des effets
visqueux et notamment de la couche limite, doit respecter une condition de taille de première maille. La
quantité y+ est définie telle que :
y+ =
uτy
ν
avec uτ =
τ
ρ
(3.1)
où uτ est la vitesse de frottement, calculé à partir du tenseur de contrainte à la paroi τ , ν la viscosité
cinématique et y la distance à la paroi du premier point de maillage. La valeur de y+ vaut 1 dans le cas d’un
maillage Navier-Stokes, et est usuellement plus grande (de l’ordre de 30) pour définir l’utilisation d’une loi
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Figure 3.1 – Maillage 2D du profil 0A209 et détail du culot.
de paroi simulant l’effet d’une couche limite. La quantité x+ permet de visualiser l’effet de la discrétisation
longitudinale sur la couche limite, et est définie à partir de y+ comme :
x+ =
δ
δy
y+ (3.2)
Ainsi l’estimation des grandeurs y+ et x+ à partir du calcul des frottements de paroi permet de déterminer
si le maillage est correctement discrétisé dans le sens normal à la paroi du profil, et notamment d’estimer si la
première taille de maille est suffisamment petite. Dans le cas présent, la valeur de y+ ne dépasse pas 1, ce qui
indique que le maillage est suffisamment discrétisé près de la paroi du profil. La différence en y+ être les deux
maillages tient au fait que la taille de la première maille a été légèrement réduite dans le nouveau maillage
O4M1. Par ailleurs, la valeur x+ du nouveau maillage est comprise entre 0 et 4500, ce qui est un ordre de
grandeur raisonnable pour de simulations de type RANS (Fig. 3.2). La différence entre la nouveau maillage
O4M1 et l’ancien maillage O3N5 est pour x+ particulièrement visible, car l’essentiel du dé-raffinement a été
opéré dans le sens longitudinal, i.e. dans le sens de la corde du profil.
Figure 3.2 – Grandeurs y+ et x+ des maillages 03N5 et 04M1. Le trait plein correspond à l’extrados,
le trait pointillé à l’intrados.
3.1.2 Cas de référence “clean” 2D et évaluation de la convergence
Il est ensuite nécessaire d’évaluer la convergence des calculs réalisés avec le nouveau maillage O4M1 dans
le cas du décrochage statique. Les résultats obtenus avec le maillage O4M1 seront de plus comparés avec
l’ancien maillage O3N5.
L’évaluation de la convergence de la solution n’est pas une chose aisée. Le premier élément permettant
d’établir la convergence est bien sûr les résidus issus du processus itératif de résolution des équations RANS.
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Ceux-ci doivent tendre vers zéro, et on considère généralement qu’une décroissance monotone de trois or-
dres de grandeurs au moins correspond à une bonne approximation de la solution. Cependant, dans le cas
présent la présence d’un culot force un décollement de couche limite et une recirculation en aval du profil,
comme montré dans la Fig. 3.3(a). Pour une incidence α = 10˚ cette recirculation reste globalement sta-
tionnaire, et les équations RANS sont capables de converger de manière satisfaisante dans les conditions de
schéma numérique présentes (Fig. 3.4(a)). Pour une incidence de 12˚ et 15˚ la convergence des résidus n’est
malheureusement plus aussi nette. Les résidus décroissent rapidement mais atteignent une valeur plancher
autours de laquelle ils oscillent. Dans ce cas, il est logique de postuler l’existence d’un décollement instation-
naire, pour lequel les équations RANS sont inadaptées.
(a) α = 10˚ (b) α = 12˚
(c) α = 15˚ (d) α = 16,7˚
Figure 3.3 – Écoulement au bord de fuite du profil pour différentes incidences.
(a) Convergence des résidus (b) Evolution de la portance en fonction des itérations
Figure 3.4 – Convergence des calculs RANS pour le cas clean.
L’observation de l’évolution de quantités intégrées telles que le coefficient CL dans la Fig. 3.4(b) mon-
tre une stabilisation de la portance qui peut être quantifiée par ∆CL / CL < 0.02 % (Fig. 3.5). Le faible
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Figure 3.5 – Ecarts de portance ramenés à la valeure de celle-ci ∆CL/CL.
écart de portance illustre la prééminence d’une solution moyenne. Dans ce cas, la convergence de la solu-
tion n’est pas acquise, mais la solution stationnaire considérée constitue une approximation acceptable, qui
se révèle d’ailleurs en très bon accord avec les mesures expérimentales de pression (Fig. 3.6(a) et Fig. 3.6(b)).
(a) α = 12,0˚ . (b) α = 15,0˚ .
Figure 3.6 – Comparaison des pressions experimentales et numériques pour le cas clean.
Pour l’incidence α = 16, 7˚ la recirculation présente sur le bord de fuite du profil est importante
(Fig. 3.3(d)). De plus, l’incidence dépasse largement l’angle d’attaque critique de décrochage. Un calcul
instationnaire URANS semble donc nécessaire pour obtenir une simulation numérique plus proche de l’é-
coulement réel. Dans ce cas, le résultat instationnaire montre : 1) de petites oscillations confirmant le car-
actère instationnaire de l’écoulement, et 2)∼ 3% de différence sur le coefficient de portance. Il est à noter
que le calcul stationnaire utilise un pas de temps local dépendant de la taille des cellules pour accélérer la
convergence. Ainsi, le taux de convergence peut être différent d’une cellule à l’autre si le maillage n’est pas
assez régulier. De ce fait, des gradients artificiels peuvent apparaître et la solution de la simulation peut
s’avérer non-physique. En utilisant un pas de temps global, la modélisation URANS résout ce problème. A
partir de l’incidence α = 17, 2˚ les résidus d’un calcul stationnaire restent à un niveau élevé dès les premières
itérations, ce qui semble indiquer que pour les paramètres choisis, et en particulier le modèle de turbulence,
il n’existe pas de solution au problème stationnaire discret. De plus la portance tend à diverger, ce qui est
illustré dans la Fig. 3.5 par une très grande valeur - située hors cadre. Ceci souligne le caractère hautement
instationnaire de l’écoulement. Un calcul URANS utilisant un pas de temps adimensionné suffisamment pe-
tit, de l’ordre de ∆tc/V inf ∼ 10−4 permet d’obtenir une convergence des résidus d’au moins deux ordres de
grandeur dans les sous-itérations Gear. La Fig. 3.7(a) montre alors une claire stabilisation de la portance.
La comparaison entre les solutions stationnaire et instationnaire sur la Fig. 3.7(b) illustre bien le change-
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ment radical de topologie apporté par le calcul URANS : La solution stationnaire présente des discontinuités
non-physiques (telles qu’indiqué par la flèche blanche dans la Fig. 3.7(b)), la solution instationnaire est par
contre consistante.
(a) Evolution temporelle de la portance.
(b) Topologie de l’écoulement au-dessus du bord de fuite pour α = 18˚ .
Figure 3.7 – Calculs URANS pour le cas de référence statique clean.
Dans le cas du présent maillage, et avec les paramètres d’écoulement choisis, la solution numérique ne
peux être mathématiquement considérée comme convergée que pour l’incidence de α ≤ 10˚ . Pour 12 ≤ α ≤
15˚ la solution stationnaire n’est pas convergée mais constitue une approximation acceptable, ce qui permet
de limiter le coût de calcul en évitant de réaliser des simulations instationnaires. Il est en effet à noter qu’un
calcul instationnaire dans ce cas est environ 100 fois plus coûteux qu’un calcul stationnaire. A partir de α ≥
16,7˚ les solutions stationnaire et instationnaires sont trop différentes et une simulation instationnaire est
indispensable afin d’obtenir une solution physiquement acceptable.
La méthodologie adoptée est résumée dans la Fig. 3.8, il s’agit d’une combinaison de simulations station-
naires et instationnaires en fonction de l’incidence. Dans le cas des calculs incluant le DVG cette méthodologie
pourra être mise en oeuvre, avec des calculs stationnaires pour les faibles incidences, et instationnaires à
plus grandes incidences. La portance et le moment de tangage sont tracés en fonction de l’incidence dans
la Fig. 3.8 et sont comparés à la référence expérimentale. La barre d’erreur correspond dans le cas expéri-
mental à l’écart-type de la moyenne, et dans le cas numérique à l’écart min-max atteint. Pour α ≤ 15˚ les
solutions stationnaires sont en très bon accord avec les données expérimentales. Pour α ≥ 16,7˚ la simulation
numérique ne présente pas la chute brutale de portance et de moment typique du décrochage de bord d’at-
taque se produisant sur le profil OA209. La simulation numérique n’est en effet pas capable de reproduire ce
décrochage de bord d’attaque. Cette déficience n’est pas inattendue, car les modèles de turbulence à deux
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Figure 3.8 – Polaires de portance et de moment pour le cas de référence statique “clean”.
équations de transport sont connus pour produire un excès de viscosité turbulente. La couche limite est
donc plus résistante au gradient de pression adverse que dans la réalité. Le décollement de couche limite
est ainsi retardé, ce qui modifie la topologie de l’écoulement. Les corrections telles que la correction Shear
Stress Transport de Menter ou le limiteur de Zheng permettent de réduire partiellement la quantité de µt.
Cependant, la présente modélisation numérique reste peu précise lorsque l’écoulement est décollé, ce qui
reflète finalement les limites actuelles de la modélisation RANS.
Dans le cadre de la simulation numérique du contrôle de décrochage statique par le DVG, ces calculs 2D
pourront être pris comme référence “clean” pour des incidences plus faibles que l’incidence de décrochage
statique expérimentale αS ∼15˚ .
47
Chapitre 3. Modélisation Navier-Stokes du DVG
3.2 Evaluation de l’influence de la discrétisation du maillage
Afin de pouvoir réaliser une analyse physique de l’action du DVG sur l’écoulement en se basant sur des
résultats de simulations numériques, il est nécessaire que les résultats obtenus soient aussi indépendants que
possible du maillage utilisé. Afin d’évaluer l’influence du maillage sur les calculs incluant la géométrie du
DVG, cette section s’attache à comparer les résultats obtenus pour différents raffinements de maillage.
Tous les résultats présentés dans cette section concernent un DVG dont la hauteur est de 1,5 mm. Les
paramètres physiques pris en compte dans les simulations numériques concernant le DVG sont identiques
à celles exposées dans le cadre des simulations 2D “clean”. La seule différence réside dans la non prise en
compte de la transition laminaire-turbulent : étant donné la présence d’un obstacle tel que le DVG au bord
d’attaque, on postule le déclenchement de la transition par le DVG.
Les maillages utilisés sont tous basés sur le maillage 2D du profil OA209 présenté et testé dans la section
qui précède (3.1). Le maillage 2D est extrudé dans la direction de l’envergure sur une distance égale à
l’intervalle présent entre deux DVG, soit 11,5 mm ou 2,3% de la corde. Les blocs composant le maillage
sont alignés avec la géométrie du DVG : la topologie du maillage est choisie afin de limiter au maximum les
distorsions de mailles et permet une discrétisation suffisante des zones de proche paroi à la surface du DVG
(Fig. 3.9). Une condition limite de périodicité est appliquée entre les deux extrémités latérales du maillage,
pour tenir compte des effets 3D et en particulier de la déviation transversale de l’écoulement induite par le
DVG.
Figure 3.9 – Aperçu de la topologie du maillage autour du Deployable Vortex Generator (DVG).
Le maillage 2D précédemment évalué ainsi est exclusivement utilisé comme base, et il semble évident que
la convergence en maillage n’est pas atteinte dans son sens strict. Cependant, l’influence de trois éléments
supposés influents du maillage sont considérés dans la présente étude : 1) la discrétisation du maillage dans
la zone de proche paroi du DVG, 2) la discrétisation en envergure pour un maillage incluant un DVG, et 3)
la dimension de l’envergure du maillage.
Pour réaliser ces tests, on a choisi une incidence de 16,7˚ . Suivant les conclusions de la section 3.1, un
calcul instationnaire serait nécessaire pour assurer la consistance du calcul. Cependant (le lecteur pourra
se référer à la Fig. 3.19) l’incidence choisie reste inférieure à l’incidence de décrochage du cas contrôlé. On
postule alors que si le calcul n’est pas complètement convergé avec une simulation stationnaire, la solution
constituera néanmoins une bonne approximation de la solution convergée et pourra servir de référence afin
d’évaluer les effets du raffinement ou du relâchement de certains parties du maillage. Ainsi, afin de minimiser
les coûts de calculs dans cette phase préliminaire, la modélisation stationnaire RANS est retenue. La validité
de ce choix est confirmée a posteriori dans la section 3.2.4.
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3.2.1 Discrétisation de la zone proche du DVG
L’évaluation du raffinement en maillage à proximité de la paroi du DVG se fait en comparant les résultats
obtenus avec trois maillages présentés dans la Table 3.2. La différence entre les solutions visibles dans la
Fig. 3.10 est une plus grande valeur maximale ( 7) de y+ pour le maillage le moins raffiné sur les parois du
DVG. Ceci correspond à une épaisseur très grande pour la première cellule à la paroi, une valeur proche de
1 étant en effet usuellement nécessaire.
Mesh Name Initial Mod 2 Mod 3
Nombre de points dans l’épaisseur du bloc en O entourant le DVG 19 26 33
Nombre de points dans l’envergure maillage 37 37 61
Table 3.2 – Discrétisations en zone de couche limite pour les différents maillages de DVG.
Figure 3.10 – Valeurs de y+ pour les trois raffinements de maillage. α = 16.7˚ .
L’effet du raffinement de maillage est une meilleure prise en compte de l’influence du tourbillon émis par
les arêtes supérieures du DVG sur la pression. Cependant, l’intensité du tourbillon émis, sa concentration et
sa position en aval du DVG n’est que peu affectée, ce qui se manifeste par la forte similarité des champs de
pression en aval du DVG dans la Fig. 3.11, ainsi que des profils de vitesse dans la Fig. 3.12. Pour les tests
suivants, la discrétisation du maillage Initial est donc utilisée.
3.2.2 Discrétisation en envergure sur une période spatiale
L’influence de la discrétisation du maillage dans son envergure est ensuite examinée. Cinq maillages sont
générés et les différentes discrétisations en envergure testées sont résumées dans la Table 3.3. La Fig. 3.13
montre la variation du coefficient de portance en fonction du nombre de points présents dans l’envergure du
maillage. Il apparaît que le raffinement a une claire influence sur le résultat de la simulation, et une tendance
asymptotique se dégage.
Maillages Coarsed 2 Coarsed 1 Initial Mod 3 Mod 4
Discrétisation de l’envergure 21 29 37 61 79
Table 3.3 – Discrétisation en envergure pour les maillages considérés.
Ainsi, dans le cadre des paramètres numériques utilisés, il semble nécessaire d’adopter un maillage com-
portant au moins 61 points dans l’envergure afin de s’affranchir de l’influence du maillage. Cependant un
tel maillage imposerait un coût de calcul très important, notamment dans le cadre de futurs calculs insta-
tionnaires de décrochage dynamique. Le choix d’un maillage comportant 37 points en envergure semble un
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Figure 3.11 – Comparaison des distributions de pression pour les trois maillages, pour α = 16.7˚ .
Figure 3.12 – Profils de couche limite à la surface frontale du DVG pour les trois raffinements de
maillage. A gauche : à mi-longueur du DVG, à droite : à l’extrême aval de la paroi frontale du DVG.
compromis satisfaisant entre la précision et le coût de calcul au prix d’un erreur relativement petite (2%) sur
le coefficient de portance. Les simulations numériques qui suivent utilisent donc le maillage qui comprend 37
points dans son envergure.
3.2.3 Influence de la taille de l’envergure
Le maillage utilisé jusqu’ici peut être qualifié de “quasi 2D” dans la mesure où une envergure de 2,3% de
corde réduit très fortement les capacités de la simulation numérique à restituer la formation de structures
tridimensionnelles dans la zone de décollement du profil. L’extension en envergure du maillage Initial permet
d’une part de vérifier si la périodicité spatiale des DVG va de pair avec une périodicité de leur écoulement
aval et d’autre part de donner plus d’ampleur aux éventuelles structures tridimensionnelles présentes dans
le décollement du profil.
Pour la présente étude, les solutions issues de trois simulations numériques utilisant chacune un maillage
dédié sont comparées. Le premier maillage, correspondant à celui utilisé précédemment, prend en compte
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Figure 3.13 – CL comme fonction du nombre de points en envergure. α = 16.7˚ .
un DVG. L’envergure a alors une dimension égale à 2,3% de la corde. Le second maillage consiste en une
quadruple duplication du premier permettant de prendre en compte quatre DVG dans l’écoulement ; il couvre
9,2% de la corde. Le troisième maillage comporte similairement seize DVG, l’envergure couvrant 36,8% de
la corde. La Table 3.4 résume les dimensions des maillages. La répétition de la géométrie est assurée par les
conditions limites de périodicité latérale, et ce pour les trois maillages présentés.
Nombre de DVG 1 4 16
Dimension de l’envergure ( en % de c) 2,3 9,2 36,8
Discrétisation de l’envergure totale 37 148 592
Taille totale du maillage (x106 points) 2,4 9,6 38,4
Table 3.4 – Discrétisation en envergure pour les maillages considérés.
Nombre de DVG 1 4 16
Portance (% d’écart à a référence expérimentale) 3,9 3,8 3,4
Moment (% d’écart à a référence expérimentale) 106,9 77,4 78,1
Table 3.5 – Ecarts relatifs de portance et de moment pour les maillages considérés. α = 16.7˚ .
Figure 3.14 – Coefficient de friction longitudinal sur l’extrados pour les trois maillages. α = 16.7˚ .
Les coefficients de portance et de moment sont exposés dans la Table 3.5 pour l’incidence de 16,7˚ . On
constate que l’augmentation de l’envergure du maillage n’a qu’un effet peu significatif sur la portance, dont
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l’écart avec la référence expérimentale reste faible, et du même ordre de grandeur pour les trois maillages.
Le coefficient de moment est par contre plus contrasté. Si les écarts avec la référence sont dans les trois cas
relativement grands, c’est parce que les valeurs de moment sont très petites. Les écarts sont cependant de
nouveau d’un ordre de grandeur similaire. La visualisation des coefficients de frottements dans la Fig. 3.14
ne montre de plus aucune variation majeure dans les sillages d’un DVG à l’autre pour les maillages intégrant
4 DVGs et 16 DVGs. Une très légère différence de la ligne de changement de signe de la friction est per-
ceptible, ce qui permet d’expliquer le moment de tangage différent pour le maillage n’incluant qu’un DVG.
Ainsi, l’hypothèse de périodicité spatiale de l’écoulement peut être considérée comme valide, et un maillage
n’incluant qu’un seul DVG apparaît suffisant.
Il est à préciser que l’étude détaillée et approfondie de l’influence de l’envergure du maillage n’est pas
l’objectif principal poursuivi. Une telle étude, serait en effet très gourmande en ressources de calcul, et ce
d’autant plus que l’expérience des calculs 2D montre la nécessité de simulations instationnaires pour des
incidences élevées où le profil est plus massivement décollé. Un calcul instationnaire pour une configuration
décollée permettrait de compléter cette analyse. Ces calculs a priori très coûteux et longs à faire converger
n’ont cependant pas pu être réalisés par manque de temps.
3.2.4 Convergence et modélisation : stationnaire ou instationnaire ?
Similairement à ce qui a été fait dans le cas 2D “clean”, il est utile de quantifier la convergence des calculs,
et de déterminer la méthodologie adaptée pour obtenir des simulations numériques ayant un sens physique.
Suivant pour cela le travail réalisé en 2D, la modélisation stationnaires RANS est utilisée pour réaliser des
simulations avec DVG à des incidences de plus en plus grandes. Le rapport ∆CL/ CL montré dans la figure
Fig. 3.15 est analysé pour les calculs stationnaires et fournit un critère afin de déterminer si l’usage d’une
modélisation instationnaire est nécessaire.
Figure 3.15 – Evolution de la portance en fonction des iterations (gauche) ; rapport entre la portance
et sa marge d’erreur pour différentes incidences (droite).
Ainsi pour α ≤ 15˚ , la modélisation RANS est satisfaisante. Pour α ≥ 17.2˚ la modélisation URANS
est nécessaire. Dans le cas de α = 16.7˚ les simulations numériques RANS et URANS sont qualitativement
et quantitativement très proches. Les solutions RANS et URANS possèdent en effet une topologie presque
identique. D’autre part les répartitions de pression et les coefficients aérodynamiques sont comparés et de
faibles différences sont observables (∼6%) dans la Fig. 3.16. Cette incidence confirme a posteriori la validité
de la convergence en maillage évoquée plus haut. Dans la mesure où la simulation instationnaire est consid-
érée comme plus précise, on utilisera par la suite la méthode URANS pour les incidence supérieurs ou égales
à α = 16.7˚ .
Dans le cas d’une modélisation instationnaire, on considérera la convergence en temps du calcul en
observant la stabilisation autour d’une valeur moyenne des coefficients aérodynamiques, comme illustré dans
la Fig. 3.17. Ainsi la convergence peut être considérée comme atteinte pour les incidences de 16,7˚ et 17,2˚ .
Le calcul pour l’incidence de 18˚ présente cependant une instationnarité très importante et les coefficients
aérodynamiques ne convergent pas. La raison de ce comportement en convergence sera discuté dans la section
3.3.1.
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Figure 3.16 – Répartition de pression comparée entre les calculs RANS et URANS pour α = 16.7˚ .
Figure 3.17 – Evolution temporelle de CL (à gauche) et CM (à droite) pour les calculs DVG URANS.
3.2.5 Conclusion : quel maillage et quelle méthodologie pour la suite de l’étude ?
Les tests présentés permettent donc de choisir un maillage correspondant au meilleur compromis entre
précision et coût de calcul minimal compte tenu des ressources informatiques disponibles à ce jour. Il ap-
paraît donc que : 1) une discrétisation très fine du volume de calcul situé à proximité du DVG n’est pas
nécessaire, 2) une discrétisation de 37 points dans l’envergure du maillage d’un DVG est acceptable, et 3)
un maillage n’intégrant qu’un seul DVG, et simulant la périodicité spatiale de plusieurs DVG corotatifs par
une condition limite périodique est suffisante. Le maillage ainsi défini sera utilisé pour les calculs mentionnés
dans la suite l’étude.
Suite à l’étude de convergence menée pour le cas “clean” 2D de référence et poursuivie pour le maillage
3D incluant le DVG, la convergence des calculs est montrée comme étant dépendante de l’incidence choisie.
Ainsi, la méthode stationnaire RANS est utilisée pour les incidences inférieures ou égale à 15˚ , et la méthode
instationnaire URANS est utilisée pour les incidences supérieures afin d’assurer la consistance de la simulation
numérique.
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3.3 Validation étendue de la simulation numérique du contrôle de
décrochage statique par DVG
Les calculs préliminaires sont réalisés pour un DVG de hauteur égale à 1,5 mm. Suivant les recomman-
dations émises suite à l’étude préliminaire de convergence en maillage, la grille prends en compte un DVG
sur une envergure de 2,3% de corde. La tridimensionnalité de l’écoulement est prise en compte grâce aux
conditions limites de périodicité.
Les calculs de DVG sont ainsi comparés à des données expérimentales issues des campagnes d’essais du
projet SIMCOS. Si la comparaison montre la correspondance des calculs avec des données expérimentales
de références - et donc la capacité prédictive du calcul - il sera ensuite possible de procéder à une analyse
détaillée des mécanismes physiques mis en œuvre dans le contrôle de décrochage statique par DVG du
profil OA209. Pour effectuer cette validation, les résultats des simulations numériques sont comparées à
trois types de résultats expérimentaux disponibles, à savoir : 1) des mesures de pression issues de capteurs
instationnaires de type “Kulites” 1 positionnés le long de la corde du profil, 2) un champ de vitesse acquis
par Laser Doppler Velocimetry (LDV) dans une fenêtre positionnée au dessus du bord d’attaque du profil,
et 3) un champ de vitesse acquis par Particle Image Velocimetry résolue en temps (TR-PIV) restituant
l’écoulement bidimensionnel dans un domaine situé au dessus de l’extrados.
3.3.1 Comparaison de la pression surfacique
Afin de confirmer l’effet de la présence du DVG, les distributions de pression de la référence de calcul
2D “clean” et du calcul incluant le DVG sont comparées dans la (Fig. 3.18) pour une incidence for α =
15.0˚ où la simulation “clean” est encore valable. La calcul 2D est en effet en excellent accord avec la pression
expérimentale. Le calcul DVG est pour sa part en bon accord avec les données expérimentales. L’effet du
DVG est ainsi globalement restitué de manière très satisfaisante. Ce cas test valide de plus l’hypothèse d’un
écoulement complètement turbulent qui est prise en compte dans la simulation.
(a) Vue générale. (b) Détail de bord d’attaque. (c) Détail de bord de fuite.
Figure 3.18 – Comparaison des pressions surfaciques calculées (traits pleins) et expérimentales
(points) pour le cas “clean” (rouge) et controllé (vert). α = 15˚ .
Les coefficients de moment et de portance expérimentaux sont calculés par intégration des mesure de
pression selon la méthode décrite par Le Pape et al. [60] et sont exposés dans la Fig. 3.19. Les coefficients
de portance et de moment numériques sont calculés par intégration de la pression à la paroi. Usant de la
méthodologie décrite précédemment, les simulations numériques concernant les incidences de 16,7˚ , 17,2˚ et
18˚ sont instationnaires. Dans le cas de données expérimentales, l’écart type lié à la moyenne réalisée sur la
portance apporte une information appréciable sur l’instationnarité de la mesure. Dans le cas d’une simula-
tion numérique stationnaire RANS, le calcul ne peut pas fournir une telle information, mais les variations
de la portance au fil des dernières itérations du calcul donnent la mesure de la convergence de la simulation
numérique autour d’une solution pseudo-stable. Pour un calcul URANS, le temps physique de la simulation
1. A l’instar du Frigidaire dans la vie courante, les Kulites (nom du fabriquant de ces capteurs de pression) sont passées
dans le langage courant de l’aérodynamicien expérimentateur.
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Figure 3.19 – Polaires expérimentales et numériques pour le cas contrôlé par DVG.
reste trop court pour donner une signification à un calcul d’écart type. C’est pourquoi la barre d’erreur dans
les polaires correspond à un écart type pour les données expérimentales, et à un écart min-max pour les
données numériques.
Entre 12˚ et 16,7˚ d’incidence, la simulation numérique est en bon accord avec l’expérience, tant en ce qui
concerne la portance que le moment. La barre d’erreur reste très limitée, montrant une bonne convergence
des calculs. A 17,2˚ l’évolution de la portance issue de la simulation correspond à un décrochage d’amplitude
limitée. Un tel décrochage est visible sur la polaire expérimentale, mais se produit à une incidence légèrement
plus élevée ( 17,8˚ ). Le décrochage prédit par la simulation et le décrochage expérimental sont d’amplitude
très semblable (∼6% et ∼7% de la portance). A 18˚ le coefficient de portance est largement surestimé dans
la simulation. Le moment de tangage est, lui, sous-estimé. De plus, la grande valeur min-max indique dans
ce cas que l’écoulement est très fortement instationnaire comme cela a été montré dans la Fig. 3.17. Cette
instationnarité provient du fait qu’entre 17,2˚ et 18˚ le décrochage s’est produit et l’écoulement a changé
de nature, passant d’un écoulement partiellement décollé à un écoulement essentiellement décollé. La mod-
élisation numérique est donc inadaptée à 18˚ d’incidence. Ce constat confirme cependant la capacité de la
simulation numérique à restituer le décrochage à une incidence assez proche de ce qui est observé expéri-
mentalement.
En résumé, jusqu’à l’incidence de 18˚ la simulation numérique est en excellent puis bon accord avec
les données expérimentales de référence. En particulier, la simulation est capable de prédire correctement
la faible augmentation du moment à 15˚ d’incidence, puis la diminution progressive du moment vers des
valeurs négatives de 15˚ à 17.2˚ . Néanmoins, à partir de 18˚ la simulation numériques n’est plus capable de
prédire un résultat expérimental de façon correcte. Globalement, les calculs avec DVG sont cependant très
satisfaisants, dans la mesure où les aspects qualitatifs du décrochage de profil avec DVG sont bien rendus.
3.3.2 Comparaison avec les champs de vitesse LDV
Les données de Laser Doppler Velocimetry (LDV) donnent accès aux trois composantes de la vitesse
moyenne dans une fenêtre d’acquisition située au dessus du bord d’attaque du profil (Fig. 3.20). Un seul cas,
à une incidence de 16,7˚ est disponible pour effectuer une comparaison avec la simulation numérique URANS
correspondante. Les champs de vitesse expérimentaux et issus du calcul sont comparés dans la Fig. 3.21.
L’extraction des vitesses selon une ligne verticale située à x/c = 0.08 permet de comparer plus finement les
données (Fig. 3.22). Les vitesses sont adimensionnées par la vitesse infini amont V inf . L’énergie cinétique
turbulente expérimentale est calculée à partir de l’écart type des trois composantes de la vitesse.
La comparaison montre que la simulation numérique est en très bon accord avec la mesure expérimentale
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Figure 3.20 – Fenêtre LDV au dessus du bord d’attaque.
(a) Vx/Vinf (b) Vy/Vinf
(c) Vz/Vinf (d) k/V inf2
Figure 3.21 – Mesures expérimentales LDV (haut) et simulation numérique URANS (bas). α = 16.7˚ .
dans la partie extérieure de l’écoulement. Dans la zone proche de la paroi, la rapide variation de vitesse lon-
gitudinale V x/V inf ainsi que la brusque augmentation de k/V inf2 permettent d’identifier la partie externe
de la couche limite de l’écoulement. Or, dans cette zone de l’écoulement, la résolution de la fenêtre LDV
ne permet pas de donner un aperçu des variations spatiales de la vitesse avec suffisamment de précision car
seulement trois points de mesure sont disponibles. La solution numérique permet d’identifier les changements
de signe de la vitesse transversale V z/V inf qui sont caractéristiques de la présence d’un tourbillon. La trop
faible discrétisation des données LDV ne permet pas de réaliser une comparaison qualitative avec la simula-
tion numérique dans cette zone. Néanmoins, les points de mesure expérimentaux sont quantitativement très
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proches de la solution numérique.
(a) Vx/Vinf (b) Vy/Vinf
(c) Vz/Vinf (d) k/V inf2
Figure 3.22 – Mesures expérimentales LDV (points) et simulation numérique URANS (lignes). α =
16.7˚ . Pour (a),(b) et (c), les barres d’erreur correspondent aux écart types ou valeurs RMS.
La comparaison des énergies cinétiques turbulentes issues de la simulation numérique et des données
LDV doit être considérée avec précaution. En effet, la supposée énergie cinétique turbulente expérimentale
est calculée à partir des valeurs d’écart type (ou valeurs RMS), dont la corrélation avec les fluctuations
turbulentes n’est pas établie. Les mesures LDV sont effectuées sur un temps d’acquisition relativement long
- de l’ordre de ∆t×V inf/c compris entre 110 et 2200, en fonction de la position du point d’acquisition. Les
variations de la vitesse par rapport à sa moyenne peuvent ainsi contenir : 1) des fluctuations turbulentes 2)
une variation de l’écoulement moyen (par exemple des fluctuations de la position du tourbillon généré par le
DVG), 3) des variations issues du passage de structures cohérentes dans la fenêtre de mesure, 4) des erreurs
de mesure. De plus la relativement faible fréquence d’acquisition de la LDV ne permet pas de capturer tout
le spectre. C’est pourquoi il est prudent de considérer l’estimation expérimentale de k/V inf2 non comme
une énergie turbulente, mais comme une mesure de la variabilité temporelle (ou MVT) de l’écoulement. De
plus, la solution URANS n’est pas moyennée en temps, ce qui signifie que les possibles légères variations de
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l’écoulement moyen dans la simulation ne sont pas mesurées, ce qui peut accentuer l’écart avec la mesure
expérimentale. Il est cependant à noter que l’énergie cinétique turbulente de la solution numérique k/V inf2
correspond à une variabilité temporelle de l’écoulement restituée par le modèle de turbulence. Ainsi un com-
paraison qualitative a un sens, et on notera la très grande similarité des épaisseurs correspondant à une
énergie cinétique turbulente k/V inf2 et à une MVT non nulle dans la Fig. 3.22(d).
Globalement la comparaison entre les mesures LDV et la simulation numérique est satisfaisante car la
solution numérique est quantitativement très proche de la mesure. Le manque de résolution de la mesure
LDV ne permet pas de comparer efficacement la zone proche de la paroi.
3.3.3 Comparaison avec les champs de vitesse PIV
(a) V x/V inf (b) V y/V inf
(c) k/V inf2
Figure 3.23 – Mesures PIV (haut) et simulation RANS (bas) pour α = 12˚ .
La principale limite des mesures LDV réside dans la petite taille de la fenêtre d’acquisition. Afin de
comparer plus largement la simulation numérique à différentes incidences, il a été possible de réaliser l’ac-
quisition par Particle Image Vélocimetry résolue en temps (TR-PIV) sur une fenêtre couvrant l’écoulement
au-dessus de toute la longueur de la corde. Une coupe de la simulation numérique située à l’exacte position
de la nappe laser expérimentale assure une comparaison la plus rigoureuse possible. Il est à signaler que
le coin situé en haut à droite des champs PIV ne doit pas être pris en considération, car dans cette zone
la faible illumination laser rend la méthode de mesure PIV très peu fiable. Pour plus de renseignements
58
Chapitre 3. Modélisation Navier-Stokes du DVG
sur la méthode et le protocole de mesure, le lecteur est invité à se référer à la publication de Heine et al.
[47]. Dans le cas présent, la PIV résolue en temps est moyennée et donne accès à des valeurs RMS. Les
solutions numériques sont comparées aux champs PIV pour les incidences de 12˚ (Fig. 3.23), 15˚ (Fig. 3.24),
16.7˚ (Fig. 3.25) et 17.2˚ (Fig. 3.26). Les mesures PIV sont de type 2D-2C (2 dimensions - 2 composantes),
c’est à dire que deux composantes (V x : vitesse longitudinale, V y : vitesse verticale) sont disponible dans le
plan de l’illumination laser.
Similairement à ce qui a été noté dans le cas des mesures LDV, l’estimation expérimentale de l’én-
ergie cinétique turbulence k/V inf2 est à considérer avec précaution. De plus, la fréquence d’acquisition des
champs PIV est de 1080 Hz, ce qui ne permet pas de capturer les plus petites structures de l’écoulement. La
moyenne temporelle effectuée sur les champs PIV résolus en temps autorise donc un parallèle avec la mesure
LDV. Ainsi, suivant les arguments exposés précédemment, la quantité expérimentale k/V inf2 reflète plus
rigoureusement une mesure de la variabilité temporelle (ou MVT) de l’écoulement. Une comparaison quan-
titative avec l’énergie cinétique turbulente issue du modèle de turbulence est donc à éviter, une comparaison
qualitative étant cependant justifiée.
(a) V x/V inf (b) V y/V inf
(c) k/V inf2
Figure 3.24 – Mesures PIV (haut) et simulation RANS (bas) pour α = 15˚ .
Ainsi, à 12˚ et 15˚ d’incidence, la simulation numérique est en très bon accord avec la PIV. Les contours
de vitesse V x/V inf et V y/V inf sont en particulier très similaires. Le décollement de bord de fuite pour α
= 15˚ est correctement reproduit dans la simulation. Pour les deux cas d’incidence, les positions de grandes
valeurs de k/V inf2 numériques et de MVT expérimentales sont en très bon accord.
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(a) V x/V inf (b) V y/V inf
(c) k/V inf2 (d) V x/V inf , Détail du bord d’attaque.
Figure 3.25 – Mesures PIV (haut) et simulation URANS (bas) pour α = 16.7˚ .
Pour une incidence de 16.7˚ la solution numérique montre des différences significatives par rapport aux
mesures PIV. Il est à noter que la solution numérique est issue d’un calcul URANS, et ne constitue donc
pas un champ moyenné en temps. C’est pourquoi la solution numérique révèle la présence d’une fluctuation
de vitesse verticale V y correspondant à des lâchers de tourbillons dans le sillage du profil. Cependant, la
topologie globale de l’écoulement est respectée dans la simulation : un décollement se produit au-dessus du
bord de fuite du profil. La solution numérique comporte cependant un décollement situé plus en amont, et
donc une recirculation plus grande que ne le montre la mesure PIV. Cette différence dans la topologie de
l’écoulement se traduit par une survitesse plus importante au dessus du bord d’attaque dans la simulation
numérique (Fig. 3.25(d)). Du fait de la faible compressibilité de l’écoulement, le pic négatif de pression
pariétale est par conséquent de plus grand, ce qui concorde avec une portance plus élevée de la simulation
numérique par rapport à la mesure de pression. Il est à noter que la présence du DVGmodifie le comportement
au décrochage du profil, celui-ci passant d’un décollement de bord d’attaque à un décollement de bord de
fuite.
A 17.2˚ d’incidence les différences entre la simulation et la mesure PIV s’accroissent. Le battement tour-
billonnaire - ou “vortex shedding” qui est observé dans la solution numérique est en effet très marqué et
visible dans la Fig. 3.26(b). L’absence de moyenne temporelle de la simulation rend ainsi la comparaison
moins rigoureuse. La taille de la zone de recirculation est surestimée par la simulation, et le point de décolle-
ment est situé largement plus en amont dans la simulation par rapport à la PIV.
Il est à noter que la survitesse située au-dessus du bord d’attaque est plus grande dans le cas de la
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(a) V x/V inf (b) V y/V inf
(c) k/V inf2 (d) V x/V inf , Détail du bord d’attaque.
Figure 3.26 – Mesures PIV (haut) et simulation URANS (bas) pour α = 17.2˚ .
simulation (Fig. 3.26(d)). Cette observation est à mettre en relation avec la comparaison des coefficients de
portance développée dans la section 3.3.1. En effet, pour cette incidence la portance obtenue par la sim-
ulation numérique est légèrement plus faible que la mesure de portance expérimentale. Or en écoulement
incompressible, une telle survitesse est liée à un pic de dépression de plus grande amplitude, ce qui souvent
augmente la portance. Dans ce cas, l’écoulement obtenu par simulation numérique est plus largement dé-
collé au bord de fuite. Il est logique de supposer que le gain de portance au bord d’attaque de la solution
numérique est compensé par une perte de portance au bord de fuite. La mesure expérimentale de la portance
montre que le profil subit un léger décrochage à 18˚ . Ce décrochage se produit plus tôt, à 17.2˚ d’incidence
dans la simulation.
Les différences importantes observées à 17.2˚ reflètent un changement de topologie, la mesure PIV
représentant un état pré-décroché, la solution numérique un état post-décroché.
Les différences observées entre la simulation numérique et les mesures PIV relatives au changement de
topologie peuvent être résumées grâce à la figure Fig. 3.27 où la position estimée du point de décollement est
tracée en fonction de l’incidence. La simulation surestime ainsi constamment la taille du décollement dès que
celui-ci apparaît. La surestimation de la taille du décollement provoque ainsi un décrochage précoce dans la
simulation numérique.
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Figure 3.27 – Position du point de décollement.
3.3.4 Conclusions relative à la validation des calculs de DVG
Dans cette section, les solutions numériques sont comparées aux mesures expérimentales : pression,
mesures LDV et mesures PIV permettent de constater la bonne capacité prédictive de la simulation. Ainsi,
l’influence du DVG est correctement simulée jusqu’à l’incidence de 17.2˚ : la portance et le moment issus des
calculs montrent le bon comportement caractéristique d’un décrochage de bord de fuite, et la topologie de
l’écoulement est très semblable entre les calculs et les mesures PIV. La comparaison des champs de vitesse
situés au-dessus du bord d’attaque à 16.7˚ montre que la solution numérique est très bon accord avec la
mesure LDV.
Cependant, la simulation numérique sous-estime l’incidence de décrochage et surestime la taille de re-
circulation de bord de fuite. De plus, la simulation numérique n’a pas pu être validée pour de plus grandes
incidences. La comparaison des coefficients de portance laisse douter de la capacité prédictive de la simula-
tion à 18,0˚ d’incidence. La comparaison des énergies cinétiques turbulentes est délicate, car la signification
physique de cette grandeur quand elle est issue d’une mesure d’écart-type reste à déterminer, et les simula-
tions URANS n’ont pas fait l’objet d’une moyenne temporelle.
Notons que la simulation numérique, s’appuyant sur les mêmes méthodes numériques et le même modèle
de turbulence, semble bien plus à même de restituer les caractéristiques d’un écoulement contrôlé par DVG
que d’un écoulement libre “clean”, ce qui confirme l’analyse faite a priori et mentionnée dans la section 1.6.
Au final, la simulation numérique peut être considérée comme satisfaisante, car l’effet global du DVG est
bien reproduit, et ce pour une large plage d’incidence.
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La comparaison des données expérimentales disponibles avec les solutions numériques a permis de valider
ces dernières, c’est à dire de les considérer comme représentatives de la réalité de l’écoulement. L’exploitation
des solutions numériques permet ensuite d’explorer les mécanismes physiques mis en jeu dans le contrôle
du décrochage statique. Cela tout d’abord en expliquant l’effet global de la présence de l’actionneur sur
l’écoulement dans la section 4.1. Le mode d’action du DVG, et notamment le rôle essentiel de son épaisseur
sont ensuite caractérisés, grâce à une étude détaillée de la topologie de l’écoulement, dans la section 4.2.
Enfin, différentes hauteurs de DVG sont considérées dans la section 4.3.
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4.1 Analyse de l’effet de contrôle global
Afin d’analyser l’effet global du DVG sur le décrochage statique du profil, deux solutions numériques sont
comparées. La première correspond au cas 2D de référence “clean”, et la seconde au cas de DVG. Les calculs
du cas “clean” n’étant en accord avec les mesures expérimentales que jusqu’à l’incidence de 15˚ , celle-ci est
sélectionnée. La comparaison porte sur le profil de la vitesse de l’écoulement au-dessus de l’extrados du profil
OA209.
4.1.1 Méthodologie de mesure des profils de vitesse
Pour que les résultats soient comparables, une étude préalable sur le cas DVG permet de produire un
profil de vitesse moyenné sur l’envergure du maillage. En plusieurs positions, le profil de la vitesse est ainsi
comparé entre la moyenne obtenue et les valeurs extraites du plan de coupe situé à l’exacte position de la
tranche laser des mesures PIV (c’est à dire à mi-distance entre deux DVGs). La Fig. 4.1 illustre ainsi la
forte tridimensionnalité de l’écoulement du fait de la présence du DVG. A x/c = 0,1, le profil moyen est très
différent du profil de vitesse original. Ce dernier fait indirectement apparaître la présence du tourbillon émis
par le DVG, auquel est imputable le déficit de vitesse marqué entre les distances à la paroi y/h=1 et y/h=3.
Le tourbillon est uniquement présent sur une partie de l’envergure, c’est pourquoi la moyenne opérée lisse
fortement le déficit de vitesse. A partir de x/c = 0,35 il n’y a plus de différence notable entre le profil de
vitesse moyennée et le profil de vitesse d’origine.
(a) x/c = 0.10 (b) x/c = 0.25 (c) x/c = 0.35
Figure 4.1 – Vitesses V x/V inf pour trois positions longitudinales. α = 15˚ .
4.1.2 Effet de la présence du DVG sur la couche limite
Les profils de vitesses issus du cas DVG après moyenne et du cas “clean” sont ainsi comparés en plusieurs
positions longitudinales dans la Fig. 4.2 pour la vitesse longitudinale V x/V inf , et dans la Fig. 4.3 pour l’én-
ergie cinétique turbulente issue du modèle de turbulence utilisé dans les simulations numériques. L’effet du
DVG est mis en évidence, dans la mesure où les profils de vitesse et d’énergie cinétique turbulence diffèrent
significativement. L’épaisseur de la couche limite n’est pas immédiat, car la vitesse infini amont V inf est
bien plus faible que les vitesses présentes dans les profils extraits des solutions numériques, à cause de la
survitesse engendrée par le contournement du nord d’attaque du profil. Dans le cas présent, l’épaisseur de
la couche limite sera définie telle que : V x = 0.99× V max où V max est la plus grande vitesse longitudinale
locale (ce qui constitue une approximation suffisante pour la présente comparaison qualitative).
Du fait de la présence du vortex induit par le DVG à proximité de la paroi, le profil de vitesse situé à x/c
= 0,05 présente un déficit de vitesse, puis un excès de vitesse lorsqu’on s’éloigne de la paroi. De plus, l’épais-
seur de la couche limite (telle que définie précédemment) est considérablement augmentée par la présence
du DVG, passant de y/h ∼ 0, 5 à y/h ∼ 3. Cet épaississement de la couche limite se propage, puisqu’il est
toujours perceptible à x/c = 0,45 et x/c = 0,85. Il est à noter une très légère recirculation (V x/V inf devient
négatif à la paroi) pour x/c = 0,85.
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(a) x/c = 0.05 (b) x/c = 0.45 (c) x/c = 0.85
Figure 4.2 – Vitesses V x/V inf pour trois positions longitudinales. α = 15˚ .
(a) x/c = 0.05 (b) x/c = 0.45 (c) x/c = 0.85
Figure 4.3 – Energie cinétique turbulente k/V inf2 pour trois positions logitudinales. α = 15˚ .
De prime abord, l’analyse des profils de vitesse laisse penser que le DVG n’est pas efficace : il induit
en effet une perte de vitesse et ajoute une recirculation au bord de fuite du profil. Cependant, la couche
limite plus épaisse va dans le sens d’une couche limite moins sensible à un gradient de pression adverse. Il
est de plus à noter que l’incidence choisie est naturellement favorable au cas “clean” puisque située avant le
décrochage du profil. Afin de mieux cerner l’effet du tourbillon induit par le DVG sur la couche limite, il est
nécessaire de comparer les grandeurs intégrales de couche limite, et notamment le facteur de forme Hi tel
que définit plus haut dans la section 1.5.4.
Le facteur de forme Hi = δ∗θ∗ résume la sensibilité de la couche limite aux perturbations qu’elle subit : si
le facteur de forme est grand, soit l’inertie de la couche limite est grande, soit l’énergie de la couche limite
est faible, soit les deux se produisent simultanément. Le facteur de forme étant fourni par le code de calcul
elsA, la comparaison des cas “clean” et DVG est aisée. Le cas DVG a été traité afin d’obtenir des grandeurs
intégrales de couche limite 2D (la solution a été moyennée sur l’envergure puis utilisée par le code comme
solution initiale d’un calcul à zéro itérations. Ce procédé permet d’écrire les données de sorties calculées à
partir de la solution moyennée, et non l’inverse, dans la mesure où la linéarité des opérations n’est pas établie).
L’influence globale du DVG sur la tendance au décollement de la couche limite de l’extrados est ainsi
résumée par la variation longitudinale du facteur de forme Hi dans la Fig. 4.4 pour deux incidences dif-
férentes. Pour α = 15˚ , le cas “clean” non contrôlé possède un facteur de forme plus grand jusqu’à 45%
de la corde. Ce constat montre le potentiel effet bénéfique du DVG pour contrer un décollement proche
du bord d’attaque, car une plus petite valeur de Hi est liée à une plus grande capacité de résistance de
la couche limite à un gradient de pression adverse. En aval de la mi-corde cependant, le facteur de forme
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(a) α = 12˚ (b) α = 15˚
Figure 4.4 – Facteurs de forme Hi pour les cas “clean” et contrôlé par DVG.
du cas DVG devient plus important, et dépasse la valeur de 4 dès 80% de corde. Cette valeur correspond
à un décollement de couche limite, ce qui est parfaitement cohérent avec la recirculation constaté dans l’-
analyse des profils de vitesse. La couche limite de l’écoulement contrôlé est donc plus sensible à un gradient
de pression adverse en aval des 50% de corde, et décolle alors que ce n’est pas le cas pour l’écoulement
non contrôlé. La modification du facteur de forme induite par le DVG est également concordante avec l’effet
théorique d’un Vortex Generator sur la couche limite, tel qu’il a été décrit dans la section 1.5.4 et la Fig. 1.15.
Le comportement au décrochage a été décrit et défini par des études antérieures, notamment par Jones
[53] puis McCullough et Gault [76]. Le changement apporté par la présence du DVG correspond ainsi à une
modification du comportement au décrochage du profil. En effet, le profil OA209 sans contrôle décroche du
bord d’attaque, c’est à dire que le décollement de couche limite induisant le décollement massif et la perte
subite de la de portance se produit à proximité du bord d’attaque dès qu’une incidence critique est atteinte.
A l’inverse, l’écoulement contrôlé par le DVG correspond à un décrochage de type “bord de fuite”, où une
recirculation originaire du bord de fuite remonte progressivement vers le bord d’attaque lorsque l’incidence
augmente.
4.2 Caractéristiques du contrôle d’écoulement induit par le DVG
Il a été montré : 1) que le DVG avait un effet global positif quand à l’extension de l’incidence de décrochage
en portance et en moment du profil, 2) que le DVG induisait cet effet par une modification des caractéristiques
de la couche limite. Pour progresser vers une meilleure compréhension de l’effet du DVG, il est nécessaire
d’analyser plus en détail la manière dont le tourbillon est généré, et éventuellement de mesurer l’influence
des dimensions spécifiques de la géométrie du DVG. Cette analyse est réalisée pour deux incidences du profil
OA209 : 16,7˚ et 12˚ .
4.2.1 Phénoménologie de la génération... des tourbillons
Une première étape consiste à observer le détail de la topologie tourbillonnaire autour du DVG. Cette
analyse se révèle instructive, car la topologie s’avère complexe, avec la présence de non pas un seul tour-
billon, mais d’un véritable système de tourbillons contra-rotatifs. La topologie tourbillonnaire en aval DVG
est montrée dans la Fig. 4.5 et la génération de vorticité observée autours du DVG est schématisée dans
la Fig. 4.6. Le sens des tourbillons est positif ou négatif selon le sens horaire, en prenant pour référence le
vecteur vitesse incident.
On observe pour les deux incidences cinq tourbillons principaux visibles dans les coupes de l’écoulement
présentées dans la Fig. 4.7, et identifiables comme suit : 1) une paire de tourbillons positifs, donc co-rotatifs,
notés P1 et P2 et issus des deux arêtes longitudinales supérieures du DVG, 2) un tourbillon positif P3 isolé
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(a) α = 16,7˚ .
(b) α = 12˚ .
Figure 4.5 – Topologie de l’écoulement issu du DVG : Coupes de vorticité.
sur le côté gauche du DVG et semblant provenir de l’extrémité aval du DVG, et 3) une paire de tourbillons
négatifs notés N1 et N2, dont le premier résulte de l’interaction entre l’écoulement principal et le coin au
raccord entre le DVG et le profil ; le second est issu de l’interaction tourbillon-couche limite du plus gros
tourbillon issu de la fusion ultérieure de P1 et P2. Ce système pourrait être vu comme un système de tour-
billon en “fer à cheval” qui se développe au raccord d’un obstacle et d’un plan. Il est toutefois remarquable
que l’effet de l’écoulement secondaire - du à la composante de la vitesse normale au DVG - reste dominante
sur une partie importante du tourbillon pendant sa convection en aval, et n’est pas seulement confiné à la
zone de génération. En aval du DVG, ces tourbillons s’éloignent rapidement avec l’écoulement principal et
interagissent : d’abord avec une fusion rapide entre les tourbillons co-rotatifs P1 et P2 - on nommera le
produit de cette fusion P1+2 - puis avec l’enroulement de N1 autour du tourbillon P1+2. Selon l’incidence
considérée, le tourbillon P3 persiste loin en aval du DVG et interagit avec la couche limite, ou bien se dissipe
très rapidement. Cette différence et ses conséquences sur la dynamique tourbillonnaire sont discutées dans
le paragraphe suivant.
L’origine du tourbillon P3 reste pour le moment l’objet de conjectures. Plusieurs hypothèses sont pos-
sibles, qui ne sont d’ailleurs pas contradictoires. La première possibilité suppose un lien entre un éventuel
tourbillon en “fer à cheval” qui pourrait être présent à l’extrémité amont du DVG et mentionné avec un
point d’interrogation dans la Fig. 4.6. Le sens de rotation du tourbillon P3 est en effet compatible avec cette
hypothèse, mais la simulation numérique n’est pas assez précise ou trop dissipative pour valider ou invalider
ce scénario en confirmant la présence d’un tourbillon en “fer à cheval”. Le tourbillon en “fer à cheval” pur
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l’extrémité aval du DVG. La recirculation provoquée par cette marche descendante que constitue le DVG à
cet endroit pourrait en effet produire une structure dont la déviation par l’écoulement principal donnerait
P3. Enfin, une nappe tourbillonnaire est observée sur le côté gauche du DVG du fait de la déviation latérale
de l’écoulement, ce qui constitue une troisième source de vorticité et une hypothèse supplémentaire. Dans
tous les cas, le rapport entre la densité du tourbillon émis par rapport à la densité du tourbillon ambiant
pilote la visibilité de l’émission des structures produisant P3 dans la solution du calcul. Il est ainsi fort
possible que ces sources de vorticité évoquées se combinent pour former P3.
Il faut ici évoquer la discrétisation des tourbillons dans le cas de simulations numériques. Il a souvent
été observé que la circulation d’un tourbillon reste assez proche de la réalité, et ce même dans le cas de
maillages relativement grossiers. En revanche, le maximum de vorticité est la plupart du temps sous-estimé
dans les simulations numériques RANS et URANS [118, 28], ce qui affecte directement la capacité de telles
simulation à produire un tourbillon réaliste. La Fig. 4.8 montre ici que les tourbillons P1 et P2 sont discrétisés
sur une dizaine de cellules dans l’envergure du maillage, et que pour α = 12˚ le tourbillon P3 s’étale sur
seulement sept cellules. Il est possible qu’une telle discrétisation soit insuffisante, étant donné l’importance
des gradients de vitesse, pression...etc. présents dans cette zone, ainsi qu’en comparaison avec d’autres
simulations numériques concernant des tourbillons longitudinaux à l’écoulement principal [22]. Il est ainsi
fort possible que la la dissipation numérique soit importante et que la viscosité numérique, pilotée par le
modèle de turbulence, ajoute à la dissipation des structures avec pour conséquence un taux de décroissance
tourbillonnaire surestimé. Les discussions ultérieures relatives aux interactions tourbillonnaires sont ainsi
à considérer à travers ce possible biais introduit par la simulation numérique. Cependant, s’il est possible
qu’une grille plus fine puisse améliorer le résultat de la simulation dans ce domaine, les contraintes de coût
de calcul évoquées plus haut ne semblent pas compatibles avec une tel raffinement du maillage. La validation
des simulations présentée dans la section 3.3 montre de plus qu’une plus grande précision du maillage n’est
pas nécessaire pour produire un résultat satisfaisant d’un point de vue global.
(a) α = 16,7˚ . (b) α = 12˚ .
Figure 4.8 – Vue en coupe de la discrétisation des tourbillons à x/c = 0,012.
Un tel système tourbillonnaire n’a semble-t-il jamais été observé jusque là dans le cas de Vortex Gen-
erators, s’agissant de simulations numériques ou de mesures expérimentales. Le système est cependant très
similaire à ce qui a été rapporté pour le cas de tourbillons marginaux d’ailes, et en particulier lorsque le
saumon est de section anguleuse. Ceci paraît logique car le DVG n’est rien d’autre qu’une surface portante
en incidence produisant un tourbillon marginal. Ainsi, une étude expérimentale d’Anderson et al. [4], et
plus récemment une étude numérique de Uzun et Hussaini [111] montrent une topologie de l’écoulement
comportant deux tourbillons positifs se détachant respectivement du bord inférieur et supérieur du saumon
de l’aile. Les deux tourbillons fusionnent en aval du bord de fuite de l’aile pour ne laisser qu’un tourbillon
de sillage. La génération de tels systèmes tourbillonnaires est semble-t-il caractérisée par la forme anguleuse
du saumon, car pour une forme arrondie un tourbillon unique est émis, comme cela apparait dans une étude
numérique de Churchfield et Blaisdell [22]. Ces descriptions ne font cependant pas état de tourbillons négat-
ifs. La principale différence entre les études citées et le présent cas d’étude est le très faible allongement de la
surface portance qu’est le DVG. On peut légitimement supposer que la présence proche de la paroi du profil
OA209 change significativement l’écoulement par rapport à une aile, notamment en y ajoutant des struc-
tures propres à un écoulement de jonction ainsi que des interactions entre tourbillons et parois, lesquelles
interactions sont à l’origine de structures tourbillonnaires secondaires. Celles-ci sont à mettre en relation
avec l’étude bibliographique portant sur l’interaction tourbillon-paroi évoquée dans la section 1.5.4. Ainsi
les interactions tourbillons-parois modifient considérablement la couche limite en aval du DVG. Considérant
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(a) Distance inter-centre adimensionnée par l’épaisseur du DVG b/e entre les tour-
billons P1 et P2.
(b) Circulation positive totale dans la zone de fusion des tourbillons corotatifs P1 et
P2.
Figure 4.10 – Processus de fusion des tourbillons P1 et P2 pour α = 16, 7˚ . Le bord d’attaque est
situé à x/c = 0 et l’extrémité aval du DVG est située à x/c = 0.008.
très nette dans la Fig. 4.10(b), la distance pendant laquelle l’interaction P1-P2 est présente peut être reliée
à une dissipation plus importante, matérialisée par une plus grande pente négative de la circulation. En aval
de la position de jonction des tourbillons, la décroissance tourbillonnaire est en effet immédiatement moins
rapide. Il faut néamoins préciser que la rupture de pente de la circulation intervient lorsque les perturbations
correspondant à la phase 3 de la Fig. 4.9 sont achevées, en une position située à 3,5% de corde.
Comme il a été noté dans la section 1.5.4 la décroissance de circulation est liée à la dissipation et aux
frottements à la paroi qui ralentissent la rotation des tourbillons. Suivant les variations de la décroissance
de circulation positive, il est possible de distinguer trois phases dans l’évolution des tourbillons positifs
(Fig. 4.11). Dans la phase co-rotative (Phase C), l’interaction des tourbillons co-rotatifs augmente le mouve-
ment hélicoïdal général de la vorticité positive, et maximise les frottement pariétaux. Cette phase s’achève
avec la fusion des principaux tourbillons positifs, approximativement pour x/c ≈ 0, 03. Dans une seconde
phase négative (Phase N) l’interaction entre le tourbillon négatif éjecté dans la partie externe de la couche
limite et le tourbillon positif issu de la fusion précédente confine ce dernier près de la paroi du profil. Ceci
maximise les pertes par frottement et la décroissance tourbillonnaire se poursuit à un taux moyen. Cette
phase s’achève lorsque le tourbillon négatif a bouclé sa révolution et rejoint la vorticité négative proche de la
paroi vers x/c ≈ 0,1 (Fig. 4.12). Le tourbillon positif prend alors une forme plus axisymétrique et la troisième
phase visqueuse (Phase V) commence. Le tourbillon positif est désormais soumis à la dissipation et aux pertes
induites par le frottement pariétal encore présent. A ce stade on n’observe plus d’interactions tourbillonnaires
susceptibles d’accroitre la perte d’énergie du tourbillon, ce qui explique le taux de décroissance de circulation
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Figure 4.11 – Circulation positive totale en fonction de la position longitudinale x/c.
(a) x/c = 0.05 (b) x/c = 0.07
Figure 4.12 – Vorticité normale au plan de coupe durant la Phase N.
plus faible par rapport aux phases précédentes.
Étude de la topologie pour α = 12˚
Pour α = 12˚ le tourbillon P3 est significativement intense comparé aux autres structures, et persiste
assez loin en aval du DVG dans les Fig. 4.5(b) et Fig. 4.7(b). Ce tourbillon est cependant à proximité immé-
diate de la paroi du profil et perd ainsi une partie de son énergie du fait de la dissipation et des frottements
pariétaux en aval immédiat du DVG. Parallèlement, les deux tourbillons principaux P1 et P2 sont ici égale-
ment sujet à une interaction co-rotative comportant un mouvement de rotation orbital et se terminant par
leur fusion. La Fig. 4.13 ainsi montre d’une part l’évolution de la distance entre les tourbillons et d’autre
part l’évolution de la circulation positive estimée dans les coupes normales à la paroi. Il est à noter que dans
ce cas le mode de calcul de la circulation prendra en compte la vorticité du tourbillon P3. La circulation ne
reflète donc pas uniquement les interactions P1-P2.
Cette fusion a lieu très rapidement en aval du DVG, puisqu’elle est achevée à 2,5% de corde, alors que
la fusion se termine vers 3,5% de corde pour le cas α = 16,7˚ . La jonction entre P1 et P2 coïncide ici
aussi avec une nette rupture de pente de la circulation dans la Fig. 4.13(b). Un décalage est cependant
observé entre la jonction mesurée des cœurs de tourbillons et la rupture de pente de la circulation. Comme
mentionné précédemment, le maillage reste relativement lâche et ne permet pas de décrire finement les
structures tourbillonnaires. Dans ce cadre, il semble logique de supposer que des perturbations dans le cœur
nouvellement formé peuvent être présentes, mais que le maillage n’est pas assez précis pour les prendre en
compte. En revanche, la rupture de pente de la circulation, positionnée légèrement plus en aval que la jonction
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(a) Distance inter-centre adimensionnée par l’épaisseur du DVG b/e entre les
tourbillons P1 et P2.
(b) Circulation positive totale dans la zone de fusion des tourbillons corotatifs
P1 et P2.
Figure 4.13 – Processus de fusion des tourbillons P1 et P2 pour α = 12˚ . Le bord d’attaque est situé
à x/c = 0 et l’extrémité aval du DVG est située à x/c = 0, 008.
des tourbillons, témoignerait de l’existence de telles perturbations. Une première phase co-rotative (Phase
C) au cours de laquelle la décroissance de la circulation est forte peut ici aussi être associé à l’interaction
co-rotative des tourbillons P1 et P2. L’évolution de la circulation sur une plus grande distance en aval du
DVG est ensuite montrée dans la Fig. 4.15 et est comparée avec celle du cas α = 16,7˚ . Il est tout d’abord à
noter que la circulation initiale est plus élevée pour α = 12˚ , ce qui s’explique par l’inclusion d’une source de
vorticité supplémentaire, en l’occurrence le tourbillon P3, dans le calcul de la circulation. Une fois cette phase
terminée, la circulation du cas α = 12˚ est alors la plus faible. Dans le cas présent l’interaction tourbillonnaire
spécifique de la Phase N du cas α = 16,7˚ n’est pas présente dans la Fig. 4.5(b), et le taux de décroissance
moyen de la circulation ne peut pas voir la même origine. L’observation des deux tourbillons positifs P1+2
et P3 entre les deux positions de la Fig. 4.15 montre alors que : 1) l’agencement des tourbillons à la suite de
leurs interactions crée en effet un “mur” de vorticité négative - qui correspond à la structure N2 - entre P3 et
P1+2, ce qui empêche toute jonction de ces deux tourbillons et explique la relative longévité du tourbillon
P3 ; et 2) la réponse visqueuse due à l’interaction entre P3 et la couche limite bien visible à x/c = 0,065
par un épaississement local de la couche limite est très réduite à x/c = 0,1, ce qui indique que le tourbillon
n’interagit presque plus, et a donc perdu la quasi-totalité de son énergie. C’est pourquoi il semble judicieux
de définir une phase Double (Phase D) durant laquelle les deux structures P1+2 et P3 agissent conjointement
sur la couche limite au-dessus du profil, avec pour conséquence une décroissance moyenne de la circulation.
A l’issue de cette phase le tourbillon P3 n’a plus d’effet, seul le tourbillon P1+2 persiste. Cette dernière
phase correspond donc à la Phase V décrite précédemment et au cours de laquelle la circulation décroit le
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Figure 4.14 – Circulation positive totale en fonction de la position longitudinale x/c.
plus lentement.
(a) x/c = 0,065 (b) x/c = 0,1
Figure 4.15 – Vorticité normale au plan de coupe durant la Phase D.
Quelle différence sur l’effet de contrôle ?
Les deux topologies exposées peuvent donc avoir une effet de contrôle différent, dans la mesure où
l’intensité des tourbillons utilisés pour la ré-énergisation de la couche limite varie d’un cas à l’autre. La
comparaison des facteurs de forme issus de solutions moyennées en envergure permet de qualifier l’effet du
DVG sur la couche limite. La Fig. 4.16 illustre ainsi les différence d’évolution du facteur de forme : les deux
cas α = 15˚ et α = 16,7˚ dont les topologies tourbillonnaires sont identiques ont un effet sur la couche
limite très semblable, notamment en aval proche du DVG. Un accroissement du facteur de forme à partir
de 20% de corde est visible pour α = 16,7˚ à cause du plus fort gradient de pression adverse. En revanche,
le cas α = 12˚ a un effet plus prononcé sur la couche limite car son facteur de forme reste le plus petit. La
différence est cependant relativement faible et doit être relativisée car le gradient de pression adverse est
moins important dans ce cas. Force est donc de conclure que l’effet est globalement similaire pour les deux
topologies, et bénéfique comme cela a été montré plus haut dans la Fig. 4.4.
De l’origine des différentes topologies
L’analyse de simulations numériques pour d’autres incidences indique que la première topologie est
présente pour α ≥ 15˚ tandis que la seconde l’est dès que α ≤ 12˚ . La différence la plus évidente entre
ces différentes configurations est la position du point d’arrêt qui varie entre l’extrémité amont du profil et
l’intrados du profil quand α est positif. Or le point d’arrêt de l’écoulement infini amont se rapproche du
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Figure 4.16 – Facteur de forme Hi pour différentes incidences statiques.
DVG selon l’incidence considérée (Fig. 4.17). Ainsi le point d’arrêt se situe sur le DVG pour 10˚ environ.
Il semble donc logique de relier le changement topologique avec l’évolution de la position du point d’arrêt.
Comme évoqué plus haut, la simulation numérique n’est pas assez précise pour établir un lien clair entre
les structures émises le plus en amont sur le DVG et celles observées en aval du DVG - et décrites en détail
précédemment. Toutefois, la variation de la position du point d’arrêt influence nécessairement l’épaisseur et
l’état de la couche limite vue par le DVG dans son ensemble, ainsi que la couche limite de la paroi frontale
du DVG. Ceci a nécessairement un impact sur la génération tourbillonnaire issue des arêtes longitudinales
du DVG, c’est à dire P1 et P2 qui constituent les structures principales produites par le DVG. Une rétroac-
tion est ici possible, car la position du point d’arrêt est étroitement liée à l’extension de la recirculation au
bord de fuite du profil qui est à son tour fonction de l’effet de contrôle induit par les tourbillons émis par DVG.
(a) α = 12,00˚ . (b) α = 16,70˚ .
Figure 4.17 – Point d’arrêt illustré par le coefficient de pression.
Il faut finalement remarquer que les variations longitudinales de la circulation diffèrent significativement
de ce qui a été observé par d’autres auteurs, notamment par Yao and Lin [118], Dudek [28] ou encore
Allan et al. [2], pour lesquels la décroissance de la circulation du tourbillon principal est plus progressive,
et où aucune interaction tourbillonnaire n’est mentionnée. Si comme cela a été évoqué le maillage influence
probablement la décroissance tourbillonnaire, il est indubitable que pour le cas présent l’évolution de la
circulation, et donc l’évolution de l’effet de mélange provoqué par les tourbillons, est fortement marquée par
les interactions tourbillonnaires des différentes topologies observées. Ces interactions sont liée à la présence
initiale de multiples tourbillons, et donc une conséquence directe de la géométrie caractéristique du DVG,
en particulier son épaisseur.
Que se passe-t-il alors pour un DVG plus fin ? C’est ce qui est exploré dans la section suivante.
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4.2.2 De l’importance de l’épaisseur du DVG
Le moyen le plus simple de vérifier le rôle que joue éventuellement l’épaisseur du DVG dans l’effet de
contrôle est de réaliser une simulation numérique avec DVG fin (thin DVG ou tDVG). L’épaisseur est ainsi
réduite à 0,2 mm, c’est à dire 1/5 ème de la dimension d’origine (Fig. 4.18(a)). Le maillage est légèrement
modifié afin de prendre en compte ce changement et obtenir des mailles les plus régulières possibles - surtout
en ce qui concerne la zone enrobant le tDVG. Toute les autres dimensions du maillage restent inchangées.
Il est à noter que la simulation numérique montre une bien meilleure convergence stationnaire que lors des
calculs DVG (Fig. 4.18(b)). La modélisation RANS est donc suffisante et sera utilisée pour les calculs de
tDVG présentés par la suite.
(a) Topologies des maillages autour du tDVG
(gauche) et du DVG (droite).
(b) Evolution de la portance selon les itérations pour
le cas tDVG.
Figure 4.18 – Topologie du maillage et convergence pour le tDVG.
Figure 4.19 – Polaires numériques comparées entre le DVG et le tDVG.
La Fig. 4.19 permet de comparer les polaires de portance et de moment pour le DVG et le tDVG. A 12˚
les deux cas sont très semblables. A partir de 15˚ , des différences entre le DVG et le tDVG sont présentes,
et s’accentuent avec l’incidence croissante. Le tDVG possède systématiquement une plus grande portance et
un moment moins piqueur. Si l’incidence de décrochage du DVG a pu être estimée à 17,2˚ , les calculs du
tDVG n’atteignent pas d’incidence de décrochage qui est probablement repoussée au-delà de 18˚ . Ainsi, cette
plus faible épaisseur permettrait de retarder encore plus le décrochage statique, pour une perte de portance
maximale réduite. Ce résultat prometteur doit cependant être confronté à une référence expérimentale. Dans
le cadre des essais SIMCOS un test a pu être conduit avec des DVGs dont l’épaisseur a été réduite à 0,2
mm. Dans ce test, les tDVGs ne sont pas rétractables et une seule hauteur de 1,5 mm a été utilisée.
76
Chapitre 4. Analyse des phénomènes physiques mis en oeuvre par le DVG
Figure 4.20 – Polaires expérimentales et numériques comparées pour le tDVG.
Figure 4.21 – Polaires expérimentales comparées pour le DVG, le tDVG et le cas “clean”.
De la validité des mesures expérimentales
Les polaires expérimentales de portance et de moment sont montrées dans la Fig. 4.20 et comparées au
résultat de la simulation numérique. La simulation numérique diffère largement de la mesure expérimentale.
Les coefficients de portance et de moment montrent que le tDVG subit un premier décrochage à 15˚ d’inci-
dence. La portance est ensuite plus élevée que dans le cas DVG, mais un second décrochage intervient vers
18˚ , tandis que le moment du tDVG reste plus piqueur que pour le cas DVG. Il semblerait que la simulation
rende compte d’un effet complètement différent. Cependant, la comparaison entre les polaires du cas “clean”
et des cas DVG et tDVG dans la Fig. 4.21 montre que le premier décrochage du tDVG se produit pour
la même incidence que le décrochage massif et brutal du cas “clean”. La comparaison de la distribution de
pression sur l’extrados des trois lignes de mesure 1 dans la Fig. 4.22 permet de constater des anomalies. En
particulier, l’écoulement n’est pas homogène dans l’envergure du profil, car la distribution de pression du
cas tDVG change selon la position centrale, de gauche ou de droite. On observe dans les Fig. 4.22(a) et
Fig. 4.22(b) que les distributions de pression centrale et de gauche du tDVG sont très semblable à celle du
cas “clean”. A l’opposé, la répartition de pression de droite montrée dans la Fig. 4.22(c) est plus proche de
celle du cas DVG. Or le cas “clean” est décollé alors que le cas DVG est attaché pour l’incidence considérée
de 17˚ . Ainsi, une partie de l’écoulement du tDVG est décollée, à gauche et au centre,tandis qu’une autre
est attachée à droite. Le biais à considérer est le suivant : les mesures de pression pour le tDVG ont été
effectuées avec un nombre limité d’actionneurs, situés dans une zone au centre de la maquette. Le reste du
bord d’attaque profil est en configuration “clean”. Les zones latérales sont donc à priori affectées par un dé-
collement se produisant dès l’incidence de décollement du cas “clean”, tandis que le centre reste attaché pour
de plus grandes incidences. De larges recirculations sont ainsi prévisibles, comme indiquées sur le schéma
de la Fig. 4.23(a). Ces recirculations sont probablement importantes à l’échelle de la maquette, ce qui est
susceptible de bouleverser l’écoulement. Et surtout, les tDVG induisent une déviation de l’écoulement vers
la droite, ce qui accentue la possibilité que les capteurs de pression le la ligne centrale soient le témoin d’un
écoulement décollé. Or ces capteurs sont utilisés pour calculer les coefficients de portance et de moment qui
1. La position des différents capteurs de pression disponibles sur la maquette est explicitée dans la section 1.6.1
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de structures tourbillonnaires près de la paroi du profil. En aval du DVG (x/c = 0.012 dans la Fig. 4.26(a)),
les deux structures P1 et P2 sont bien distinctes. Ces deux tourbillons induisent localement deux décolle-
ments longitudinaux mis en lumière par les deux pics de Hi, alors que le tDVG n’induit qu’un tourbillon
et un seul décollement. Plus loin, pour x/c = 0.02 (Fig. 4.26(b)), les tourbillons P1 et P2 sont en cours de
fusion. A cause du mouvement orbital mentionnée, la vorticité positive reste confinée près de la paroi. De ce
fait un décollement longitudinal est toujours présent et visible par le pic de Hi. En comparaison, le tourbillon
émis par le tDVG est plus éloigné de la paroi et aucun décollement n’est observé. Encore plus en aval, pour
x/c = 0.046 (Fig. 4.26(c)), la fusion des tourbillons issus du DVG est complète. On n’observe plus de pic
de Hi indiquant un décollement, et les facteur de forme deviennent plus similaires, celui du tDVG restant
plus faible. Pour x/c = 0.15 (Fig. 4.26(d)), les tourbillons générés par les DVG et tDVG sont beaucoup plus
larges du fait de la diffusion visqueuse à l’œuvre, et les facteurs de forme ne varient presque plus dans la
direction transverse. Le facteur de forme du tDVG reste cependant plus petit que celui du DVG.
(a) x/c = 0.012 (b) x/c = 0.20
(c) x/c = 0.046 (d) x/c = 0.15
Figure 4.26 – Comparaison de Hi et de la vorticité sur des coupes transverse à l’écoulement pour les
DVG et tDVG, α = 16,7˚ .
Des décollements longitudinaux sont donc observés en aval du DVG du fait de l’interaction tourbillon-
naire. Celle-ci induit en effet une plus forte réponse visqueuse que pour le tDVG, ce qui se traduit notamment
par des valeurs de frottements pariétaux plus élevées pour le DVG dans la Fig. 4.27. Suivant l’analyse relative
à la circulation produite précédemment, le tourbillon émis par le DVG possède une intensité qui diminue
plus rapidement que pour le tDVG (Fig. 4.28). La différence se fait dans les premiers 10% de corde, ce qui
confirme l’influence majeure de l’interaction tourbillonnaire dans l’évolution de l’intensité tourbillonnaire du
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DVG. Après 10% de corde (marqué par une ligne en pointillé dans la Fig. 4.28), l’évolution de la circulation
du tDVG est extrêmement similaire à celle du DVG.
Figure 4.27 – Coefficient de frottement Cf sur l’extrados du profil pour les cas DVG et tDVG, α =
16,7˚ .
Figure 4.28 – Circulation positive pour les DVG et tDVG, α = 16,7˚ .
La comparaison détaillée de la circulation entre les cas DVG et tDVG montre cependant qu’en aval, très
proche de l’actionneur, une variation du taux de décroissance de la circulation est également présente pour
le tDVG. Ceci laisse penser qu’une interaction pourrait être également à l’œuvre. Or un seul tourbillon a été
identifié dans la description topologique de la Fig. 4.25. La seule interaction possible est donc celle entre le
tourbillon et son image dans le “miroir” formé par la paroi. Une telle interaction est connue et a été pris en
compte par Pearcey [85] dans les calculs de trajectoire de tourbillons issus de Vortex Generators. Dans le cas
présent, une instabilité coopérative de type Crow est possible. Ce type d’instabilité apparaît notamment dans
le sillage d’avions de ligne et concerne l’interaction de tourbillons marginaux de sens de rotation opposés. Une
telle instabilité a pour résultats la modification des structures tourbillonnaires qui évoluent d’une forme de
tube tourbillonnaire coaxial à l’écoulement principal à une suite d’anneaux tourbillonnaires d’axe orthogonal
à l’écoulement principal ; dont l’énergie se dissipe plus rapidement. Dans le cas présent, on notera cependant
qu’un tel mécanisme d’instabilité est dépendant de la circulation du tourbillon, qui à son tour est dépendante
de la diffusion. Or, celle-ci n’est probablement pas conforme à la réalité, compte tenu du nombre relativement
faible de mailles sur lequel le tourbillon s’étend, et des caractéristiques dissipatives du schéma numérique
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employé pour la discrétisation des flux convectifs. D’après Bristol et al.[13] le temps caractéristique d’une
telle instabilité est fonction de la circulation et de la distance entre les tourbillons :
τ =
2pib2
Γ
avec b = 2× h (4.1)
Le post-traitement présenté dans la section 2.4.1 et utilisé ici donne accès pour chaque plan de coupe à
la circulation du tourbillon Γ, à la distance estimée du cœur de tourbillon h par rapport à la paroi, ainsi
qu’à la composante de la vitesse normale au plan de coupe Vnormale, et donc approximativement tangente
à la surface du profil. Il est ainsi possible d’estimer le temps caractéristique τ d’une telle instabilité, ainsi
qu’une longueur caractéristique égale à :
L = τ × Vnormale (4.2)
Cette longueur caractéristique est présentée dans la Fig. 4.29. Il est à noter que cette longueur varie avec
la diminution de Γ et la croissance de h. A proximité du bord d’attaque, cette longueur adimensionnée par
la corde du profil est faible (de l’ordre de 0,001) mais plus plus grande que les cellules du maillage dans
le cas tDVG. La dimension caractéristique ainsi que la discrétisation spatiale permet donc le développe-
ment d’une telle instabilité dans le cas du tDVG dans les premiers 6% de corde. De plus, rien n’empêche
théoriquement la formation d’un telle instabilité dans le cadre de simulations numériques RANS, car le
phénomène est d’origine potentielle et parce que le tourbillon longitudinal est advecté par l’écoulement :
son évolution pseudo-temporelle peut donc être prise en compte dans un calcul stationnaire. Cette possible
instabilité pourrait expliquer la décroissance tourbillonnaire initiale dans le cas du tDVG. En revanche, la dis-
crétisation ne semble pas assez fine pour permettre le développement de cette instabilité dans le cas du DVG.
Figure 4.29 – Longueur caractéristique d’une instabilité coopérative pour les DVG et tDVG comparée
à la discrétisation du maillage Dx/c. La circulation Γ est tracée en pointillé pour référence.
Afin de synthétiser les effets comparés du DVG et du tDVG sur le décollement du profil, le facteur de
forme longitudinal est analysé dans la Fig. 4.30. Similairement à ce qui a été discuté dans la section 4.1, les
facteurs de forme sont issus de champs moyennés en envergure afin de représenter l’état moyen de la couche
limite au-dessus de l’extrados pour les cas DVG et tDVG. Le facteur de forme du tDVG est systématiquement
plus faible que celui du DVG, ce qui est cohérent avec la meilleure capacité de contrôle du tDVG observée
dans la Fig. 4.19. Le facteur de forme du DVG montre en proche aval du DVG des irrégularités qui ne sont
pas physiques. Ainsi qu’il a été montré précédemment, la hauteur de la couche limite est sujette à discussion
lorsque le profil de vitesse varie de manière importante. Ainsi le code peut avoir du mal à estimer les grandeurs
intégrales de couche limite lorsque des décollements longitudinaux apparaissent localement. Cette difficulté
à estimer les grandeurs intégrales de couche limite est liée à la présence des tourbillons longitudinaux à
proximité de la paroi, ce qui peut être interprété comme une indication qualitative de perturbation de la
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Il est clairement visible que pour une hauteur de 0,5 mm l’influence du DVG est plutôt faible, car l’incidence
de décrochage est légèrement réduite et la portance maximale est diminuée. Pour une hauteur de 1,0 mm, l’ef-
fet est positif avec une incidence de décrochage portée de 15˚ à 16,5˚ au prix d’une portance maximale avant
décrochage plus faible de 6%. Les hauteurs de 1,5 et 1,7 mm donnent des résultats très similaires, décalant
l’incidence de décrochage de 15˚ à 18˚ , tandis que la portance maximale avant décrochage est réduite de 10%.
Figure 4.31 – Polaires expérimentales pour différentes hauteurs de DVG.
Étant donnée la difficulté à restituer un écoulement réaliste pour le cas “clean”, une hauteur de 0,5 mm
semble hors de portée de la modélisation mise en œuvre. Les simulations numériques s’attachent donc à cal-
culer les cas h = 1, 0 mm, h = 1, 5 mm et h = 1, 7 mm. Dans le cadre de ces simulations, une seule incidence
de 16,7˚ a été prise en compte, et une modélisation stationnaire RANS a été choisie. Ceci permet d’obtenir
rapidement des résultats préliminaires, l’étude menée dans la section 3.2.4 montrant que la simulation est à
même de donner des solutions qualitativement acceptable. La comparaison avec les répartitions de pression
expérimentales dans la Fig. 4.32 permet de valider ces calculs. Les cas expérimentaux ont étés choisis afin
de correspondre qualitativement à la topologie pré-décrochage de l’écoulement en acceptant de légers écarts
sur l’incidence. Ainsi, pour 1,0 mm la répartition de pression expérimentale correspond à l’incidence de 16˚ .
Pour 1,5 mm et 1,7 mm les répartitions de pression expérimentales correspondent à une incidence de 16,5˚ .
(a) Pression au bord d’attaque. (b) Pression au bord de fuite.
Figure 4.32 – Distribution de pression comparée entre essais (points) et simulation numériques (lignes)
pour trois hauteurs de DVG.
Les écarts constatés entre les simulations numériques et leurs références expérimentales respectives sont
du même ordre de grandeur que ce qui a été constaté précédemment dans l’étude du DVG pour h = 1, 5mm :
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Hauteur de déploiement du DVG (mm) 1,0 1,5 1,7
Incidence expérimentale (˚ ) 16,0 16,5 16,5
Portance CL - Mesure expérimentale 1,322 1,251 1,228
Portance CL - Calcul RANS 1,332 1,290 1,280
Écart (%) 0,7 3,1 4,1
Moment CM - Mesure expérimentale -0.0198 -0,0147 -0,0169
Moment CM - Calcul RANS -0,0005 -0,008 -0.0095
Écart (%) 97 45 43
Table 4.1 – Portance et moment expérimentaux et numériques pour les différentes hauteurs de DVG.
ces écarts reflètent donc simplement les limites de la modélisation RANS. En ce qui concerne le cas 1,0 mm,
la différence entre la simulation numérique et sa référence est accentuée car leurs incidences respectives
sont légèrement différentes. Néanmoins, pour l’incidence choisie la répartition de pression numérique est
consistante avec la description de la polaire expérimentale de portance. Avant le décrochage, le cas 1,0 mm
montre en effet une portance plus grande que les cas 1,5 et 1,7 mm. Or le pic de dépression numérique est
le plus grand pour le cas 1,0 mm et plus faible pour les deux autres cas. Au bord de fuite, la dépression
expérimentale du cas 1,0 mm est la moins grande, avant le cas 1,5 mm et enfin le cas 1,7 mm, ce qui est
également le cas pour la répartition numérique de pression. Ainsi la simulation numérique reste imprécise,
mais l’écart relatif entre les cas est qualitativement respecté. En fonction de la hauteur du DVG, la portance
et le moment de tangage expérimentaux de la Table 4.1 montrent une tendance qui est respectée par la
simulation numérique. L’analyse des différences entre les solutions numériques pourra donc également être
considérée comme qualitativement valable.
4.3.2 Analyse de l’effet du DVG pour différentes hauteurs
Procédant de manière similaire à ce qui a été exposé lors de la comparaison DVG/tDVG, il est utile
de comparer différentes caractéristiques entre les trois cas. Les topologies respectives sont donc étudiées,
puis l’effet du DVG sur la couche limite est décrit pour les différentes hauteurs de déploiement, enfin les
éventuelles interactions tourbillonnaires sont analysées.
Comparaison des topologie d’écoulements
Ces structures tourbillonnaires présentes sont montrées dans les Fig. 4.33 et Fig. 4.34. En comparaison
avec la topologie décrite et schématisée précédemment pour le DVG de hauteur égale à 1,5 mm, il est tout
d’abord à noter que la structure est globalement la même : deux tourbillons de signe positif P1 et P2 sont
générés par les arêtes latérales aval et amont du DVG. Un tourbillon positif P3 est présent à gauche du DVG,
sans que son origine ait pu être définitivement éclaircie. Deux structures tourbillonnaires de signe négatif
sont visibles, N1 provenant du coin formé par les parois du DVG et du profil, N2 étant issue de l’interaction
tourbillon-paroi observée en aval du DVG. Des différences quantitatives sur les niveaux de vorticité générés
sont remarquées entre les trois cas ; ce qui n’est pas étonnant car les DVG de hauteurs différentes constituent
des surfaces portantes d’aire différentes et donc les intensités tourbillonnaires générées en sont quantitative-
ment proportionnelles. Dans tous les cas, la paire de tourbillons co-rotatifs P1 et P2 interagissent en initiant
un mouvement de rotation conjoint et fusionnent comme cela a été détaillé plus haut. En conséquence de
cette interaction et de ce mouvement orbital, le tourbillon négatif N1 est entrainé vers la zone externe de
l’écoulement, ce qui a pour conséquence de maintenir le tourbillon P1+2 près de la paroi. Cette description
correspond donc à la première topologie décrite précédemment pour le cas h = 1, 5 à 16,7˚ d’incidence. En
revanche, le tourbillon P3 est visiblement non négligeable pour les hauteurs h = 1, 0 et h = 1, 7 mm, et
persiste relativement loin en aval du DVG. Comme constaté dans le cas h = 1, 5 à 12˚ ce tourbillon ajoute
son effet à la couche limite, mais augmente les pertes du système tourbillonnaire en raison des frottements
à la paroi. La topologie tourbillonnaire observée ici pour les hauteurs de DVG h = 1, 0 et h = 1, 7 mm
correspond donc à une association des deux topologies décrites initialement.
La présence d’un tourbillon P3 significativement intense et pouvant influencer l’écoulement permet d’ap-
profondir la réflexion quand à son origine. Pour une petite hauteur de DVG - h = 1, 0 mm, l’obstacle présent
au niveau de l’extrémité amont du DVG est donc petit. Un tourbillon de type “fer à cheval” serait donc
logiquement de faible intensité, ce qui laisse penser que la présence de P3 a ici une autre origine. La faible
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(a) h = 1, 0 mm (b) h = 1, 5 mm. (c) h = 1, 7 mm.
Figure 4.33 – Topologie tourbillonnaire de l’écoulement autours du DVG pour différentes hauteurs.
Les isosurfaces correspondent à l’hélicité. Les DVGs sont ici présentés de face.
(a) h = 1, 0 mm (b) h = 1, 5 mm. (c) h = 1, 7 mm.
Figure 4.34 – Coupes de vorticité de l’écoulement pour différentes positions longitudinales.
hauteur du DVG fait que les tourbillons P1 et P2 sont émis à proximité de la paroi du profil, générant une
réponse visqueuse d’autant plus marquée. Le tourbillon P3 pourrait être dans ce cas le produit de l’interac-
tion entre le tourbillon négatif N1 et la paroi. Pour une hauteur de DVG moyenne - h = 1, 5 mm - l’obstacle
en amont est plus important, mais pas assez pour laisser la possibilité à une tourbillon en “fer à cheval” de se
former à cette incidence. La plus grande distance entre les tourbillons émis et la paroi du profil empêcherait
alors le renforcement de P3, qui reste limité et sans influence sur l’écoulement. Enfin pour la plus grande
hauteur de DVG - h = 1, 7 mm - l’obstacle plus significatif formé par le DVG rend la présence d’un tourbillon
en “fer à cheval” plus probable. Le tourbillon P3 qui en serait issu est alors assez intense pour ajouter ses
interactions avec les autres structures, et surtout interagir avec la couche limite de l’écoulement principal
en ajoutant sa propre action de mélange à celle du tourbillon principal P1+2. Il faut néanmoins préciser
qu’un tel scénario suppose une modélisation correcte des petites structures tourbillonnaires, ainsi que de
leurs interactions avec la paroi. Or ces structures ne sont pas visibles, et d’après la discussion relative à
l’origine du tourbillon P3 développée dans la section 4.2 cette visibilité est conditionnée par le maillage et la
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viscosité introduite avec la modélisation turbulente. Il convient donc de rester prudent concernant l’analyse
de l’effet de la hauteur du DVG sur l’origine des différences dans les structures tourbillonnaires observées.
Comparaison des effets sur la couche limite
Similairement à l’analyse présentée lors de la comparaison entre le DVG et le tDVG pour une hauteur
de 1,5 mm, la Fig. 4.35 montre des coupes du champ d’hélicité mises en relation avec le facteur de forme Hi
pour les trois hauteurs de DVG, et pour différentes positions longitudinales x/c.
(a) x/c = 0, 014 (b) x/c = 0, 023 (c) x/c = 0, 05
Figure 4.35 – Comparaison des facteurs de forme pour trois hauteurs de DVG en relation avec les
champs d’hélicité en diverses positions longitudinales x/c.
En particulier un pic de Hi est visible pour les hauteurs de DVG de 1,0 et 1,7 mm à gauche des variations
identifiées en lien avec les interactions du principal système d’interaction tourbillonnaire entre P1+P2 et
la paroi, tandis que ce pic est absent pour le cas h = 1, 5 mm. Ce pic correspond à une tendance au
décollement provoquée par la présence dans les deux cas d’un tourbillon de signe positif P3. Suivant le
raisonnement précédemment élaboré lors de la comparaison entre le DVG et le tDVG, cette perturbation
supplémentaire de la couche limite peut rendre celle-ci plus sensible au décollement pour les cas h = 1, 0
mm et h = 1, 7 mm en comparaison avec le cas h = 1, 5 mm. Enfin, les facteurs de forme calculés à partir
d’un champ moyenné en envergure pour les trois cas dans la Fig. 4.36 permet de résumer les tendances au
décollement identifiées localement dans les coupes de champ d’hélicité. Comme précisé lors de la comparaison
DVG/tDVG, les oscillations de Hi pour x/c ≤ 0, 01 ne sont pas physiques mais témoignent de la difficulté
du code pour estimer l’épaisseur de la couche limite lorsque celle-ci tend à décoller localement dans le sens
longitudinal, ce qui peut être interprété comme une indication de la déstabilisation de la couche limite par
les tourbillons longitudinaux. Pour x/c ≤ 0, 1 la hauteur de 1,5 mm permet d’obtenir la plus petite valeur de
Hi, montrant que cette hauteur est plus efficace pour ré-énergiser la couche limite en aval proche du DVG.
Pour 0, 1 ≤ x/c ≤ 0, 2 les hauteurs 1,5 mm et 1,7 mm font jeu égal et sont plus efficace que la hauteur de
1,0 mm. Pour x/c > 0, 2 h = 1, 5 mm est par contre la moins efficace.
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Figure 4.36 – Comparaison des facteurs de forme moyennés en envergure pour les trois hauteurs de
DVG en fonction de x/c et pour α = 16,7˚ .
Quel effet sur les interactions tourbillonnaires ?
La mesure de la distance entre P1 et P2, ainsi que la mesure de la circulation totale positive telle qu’elle a
été définie précédemment permettent de mettre en lumière l’effet de la hauteur du DVG sur les interactions
tourbillonnaires. Ainsi la Fig. 4.37(a) montre que dans le cas de DVG pour h = 1, 5 la fusion entre P1 et
P2 se produit légèrement plus en aval que dans les autres cas. Ceci est la conséquence d’une distance inter-
tourbillons adimensionnée b/e initialement plus grande. Aucun élément n’apparaît cependant clairement
pour expliquer cette distance initiale plus grande. De tels systèmes tourbillonnaires semblant très sensibles
à de petites variations, les interactions supplémentaires occasionnées par la présence du tourbillon P3 sont
potentiellement de bons candidats pour initier certaines des différences observées. Le mécanisme physique
qui serait à l’œuvre reste néanmoins à établir.
La distance inter-tourbillons est à analyser en relation avec la circulation positive totale. Dans la Fig. 4.37(b),
celle-ci a été adimensionnée par la circulation initiale calculée sur le premier plan de coupe. Le point de jonc-
tion des tourbillons permet de délimiter la première Phase C de la seconde phase pour les trois cas. Cette
seconde phase serait donc un combinaison de Phase N et de Phase D selon la hauteur de DVG considérée.
Il est à noter que la perte de circulation n’est pas la même dans les trois cas. En effet, le cas h = 1, 5 mm
présente le taux de décroissance tourbillonnaire le plus faible, ce qui permet à la circulation adimensionnée
de cette configuration de rester la plus élevée. Ceci est cohérent avec le frottement pariétal observé en aval
proche du DVG dans la Fig. 4.38, où les flèches mettent en évidence les zones de plus forts frottements à
gauche en aval du DVG (au niveau supérieur dans la figure), ce qui correspond à la présence significative
d’un tourbillon P3 dans les cas h = 1, 0 mm et h = 1, 7 et permet d’expliquer les plus grandes pertes de
circulation constatées par rapport à h = 1, 5 mm.
La présente analyse montre que les interactions tourbillonnaires sont très sensibles, et qu’une variation
de paramètre a priori insignifiante peut en réalité : 1) modifier considérablement le processus de fusion des
deux tourbillons principaux P1 et P2, 2) favoriser l’apparition de structures tourbillonnaires supplémentaire,
3) faire significativement varier le taux de décroissance tourbillonnaire et donc l’efficacité du DVG sur le
contrôle de décollement de la couche limite.
4.3.3 Vers un critère d’évaluation de l’efficacité de l’effet de contrôle
Comment illustrer au mieux l’efficacité du tourbillon dans le processus de contrôle de décrochage ? Le
contrôle utilisant un tourbillon généré par un Vortex Generator a été décrit dans la section 1.5.4 comme
pouvant apporter de l’énergie à la couche limite, mais aussi déstabiliser celle-ci et lui faire perdre de l’énergie.
D’une part la capacité à injecter de l’énergie dans la couche limite peut être résumée par la valeur initiale
Γ0 de la circulation totale positive émise. D’autre part les pertes induites par la présence de tourbillons,
leurs interactions et leurs interactions avec la paroi peut être résumée par un taux de décroissance de la
circulation. Dans le cas présent, il semble approprié de considérer la différence de circulation entre l’émission
du tourbillon et la fin des interactions spécifiques au DVG, c’est à dire jusqu’à la fin de la Phase N/D, ce
qui revient à prendre la position approximative x/c = 0, 1 comme montré dans la Fig. 4.39(a). Cette perte
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(a) Distance b/e entre les tourbillons P1 et P2.
(b) Circulation positive totale adimensionnée par la circulation initiale.
Figure 4.37 – Processus de fusion des tourbillons P1 et P2 pour trois hauteurs de DVG. Le bord
d’attaque est situé à x/c = 0 et l’extrémité aval du DVG est située à x/c = 0.008 ; α = 16,7˚ .
Figure 4.38 – Coefficient de frottement Cf sur l’extrados du profil pour différentes hauteurs de DVG,
α = 16,7˚ .
de circulation est ainsi proportionnelle à un taux de décroissance moyen sur les premier 10% de corde.
Par suite, un rapport est construit entre les grandeurs citées Γ0 et ∆Γ telle que la différence se fasse sur
10% de la corde :
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(a) Mesure de la perte de circulation (b) Rapport circulation initiale
sur perte de circulation.
Figure 4.39 – Mesure de l’efficacité du tourbillon émis par le DVG pour le contrôle de décrochage
statique.
fvortex =
Γ0
∆0,1Γ
(4.3)
Ce rapport est calculé pour les trois hauteurs et présenté dans la Fig. 4.39. Il montre une allure en cloche,
avec un optimum atteint pour h = 1, 5 mm. En effet, le DVG génère une faible circulation pour h = 1, 0 mm
mais engendre également un tourbillon perturbateur qui augmente les pertes par frottement à la paroi. On
peut également spéculer sur d’éventuelles interactions tourbillonnaires supplémentaires, qui augmenteraient
encore la décroissance tourbillonnaire. Pour h = 1, 7 mm la circulation initiale est grande, mais les pertes
également, et pour les mêmes raisons que le cas h = 1, 0 mm. Le DVG de hauteur égale à 1,5 mm génère une
circulation initiale moyenne, mais engendre également le moins de structures perturbatrices, ce qui rend la
décroissance tourbillonnaire réduite et en fait le meilleur compromis. Si l’explication mentionnée plus haut
concernant le tourbillon P3 s’avère correcte, l’élément significatif de l’efficacité du DVG ne serait donc pas
le profil de couche limite à hauteur d’injection du tourbillon principal, mais la capacité du DVG à générer -
ou pas - un tourbillon en “fer à cheval”. Le cas h = 1, 5 mm constitue alors un cas intermédiaire entre : d’une
part à h = 1, 0 mm des - trop - fortes interactions de paroi limitant l’effet du tourbillon sur la couche limite,
et d’autre part à h = 1, 7 mm l’apparition d’un tourbillon en “fer à cheval” qui viendrait limiter l’effet du
tourbillon principal.
Il est à noter que la polaire de la Fig. 4.31 laisse penser qu’une hauteur de 1, 7 mm a le même effet qu’une
hauteur de 1, 5 mm. Mais une hauteur de déploiement du DVG égale à 1, 7 mm donne le même résultat que
pour 1, 5 mm, au prix de perturbations supplémentaires, ce qui indique une moindre efficacité de contrôle.
En accord avec ce qui a été évoqué dans la section 1.5.4 au sujet des travaux de Lögdberg et al. [64], le
meilleur système de contrôle d’écoulement est donc celui qui réalise l’objectif correcteur avec introduction
de la plus faible perturbation.
4.3.4 Conclusion relative aux différentes hauteurs de DVG
Cette étude permet de mettre en évidence des topologies supplémentaires par rapport à ce qui a été
observé précédemment, et par suite des différences de l’effet du DVG sur la couche limite pour les trois
hauteurs (1, 0 mm, 1, 5 mm et 1, 7 mm) de DVG testées. Une hauteur de déploiement de 1, 5 mm procure
la meilleure efficacité en terme de contrôle de décrochage statique grâce à une minimisation des structures
tourbillonnaires présentes. Cette efficacité est résumée par un critère comparant le circulation initiale générée
avec la perte de circulation induite par les interactions tourbillonnaires et les frottements à la paroi identifiées.
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4.4 Conclusion du chapitre
Dans le cadre de la simulation numérique du contrôle de décrochage dynamique au moyen du DVG,
une première étape a donc consisté à réaliser, valider et analyser les simulations numériques du contrôle de
décrochage statique par DVG. L’analyse montre que plusieurs tourbillons sont générés, et que les interac-
tions tourbillonnaires jouent un rôle majeur dans l’effet de contrôle du DVG. Il est aussi mis en évidence
que l’épaisseur notable du DVG est la cause primaire de ces interactions, et donc aussi celle de la limita-
tion de l’efficacité de l’actionneur. Un actionneur d’épaisseur plus faible nommé tDVG fait alors l’objet de
simulations numériques qui démontrent sa meilleure efficacité pour le contrôle de décrochage statique. Enfin
différentes hauteurs de DVG font l’objet de comparaisons, et cette analyse montre l’existence d’une hauteur
optimale donnant sa meilleure efficacité au DVG pour les paramètres d’écoulement choisis. Il faut enfin noter
la très grande sensibilité des interactions tourbillonnaires dont la topologie semble étroitement dépendante
de l’incidence et de la hauteur du DVG notamment.
L’étude de l’effet de contrôle du DVG pourrait cependant être poursuivie et étendue en suivant plusieurs
fils conducteurs. Tout d’abord l’étude préliminaire comparant plusieurs hauteurs de déploiement devrait être
étendue car le mécanisme proposé expliquant les écarts constatés reste à compléter. De plus, des simulations
instationnaires pour des incidences plus grandes permettraient d’évaluer la capacité du code à reproduire une
polaire complète pour différentes hauteurs de DVG. Ensuite, l’étude de l’écoulement produit par différentes
épaisseurs de DVG pourrait apporter d’autres éclaircissements, et notamment permettre d’établir la valeur
d’une éventuelle épaisseur critique en-dessous de laquelle les interactions tourbillonnaires qui réduisent l’effi-
cacité de l’actionneur seraient minimisées. Une amélioration de la forme du DVG pour plus d’efficacité dans
son effet de contrôle semble alors envisageable.
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Chapitre 5
Modélisation de l’effet du DVG
Une seconde approche pour prendre en compte l’effet de contrôle dans la simulation numérique consiste à
modéliser l’effet du DVG sans que celui-ci ne soit intégré dans le maillage. Par rapport à la méthode directe,
les avantages escomptés de cette méthode indirecte sont : 1) une complexité de mise en œuvre moindre,
dans la mesure où le maillage d’origine peut être utilisé, le modèle de DVG s’y ajoutant sans nécessiter de
génération de maillage supplémentaire ; 2) un coût de calcul moindre, car le maillage est moins complexe,
et comporterait moins de points, et 3) une plus grande souplesse d’utilisation autorisant à terme la prise en
compte de la présence variable dans le temps du DVG (autrement dit, l’aspect déployable de l’actionneur)
dans la simulation numérique.
Ce chapitre expose les résultats de cette modélisation du DVG, mise en œuvre dans le cadre du contrôle
de décrochage statique, et sans encore prendre en compte la possible variabilité temporelle du modèle dans
la simulation.
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5.1 Justification de l’utilisation d’un modèle de Vortex Generator
Les simulations numériques relatives au contrôle de décrochage statique présentées dans les chapitres
précédents sont globalement satisfaisantes et ont permis d’élucider un certain nombre de points relatifs à
l’effet de contrôle du DVG. Cependant, ces calculs Navier-Stokes sont relativement coûteux, et ce d’autant
plus que des simulations instationnaires peuvent s’avérer nécessaires. De plus, la prise en compte de certaines
caractéristiques du DVG dans le simulations numériques - notamment son aspect “déployable”, autrement
dit sa présence variable en fonction du temps - sont a priori lourdes et complexes à mettre en place. Si
les techniques de type chimères sont susceptibles d’être utilisées, elles sont coûteuses à mettre en place, et
encore plus en termes de ressources de calcul. C’est pourquoi une modélisation du DVG apparaît comme
une solution permettant de restituer l’aspect déployable des DVGs à moindre coût de calcul. A la méthode
directe constituée par les calculs incluant la géométrie du DVG dans le maillage, il est donc intéressant de
comparer une approche indirecte où le maillage, plus simple, ne prends pas la géométrie du DVG en compte,
et laisse au modèle la génération des tourbillons.
La démarche envisagée pour la modélisation peut s’exprimer comme suit : comment reproduire dans une
section choisie un écoulement secondaire aussi proche que possible d’un écoulement cible ? L’idée sous-jacente
est que dans une section donnée, la dynamique des tourbillons est ensuite essentiellement transversale et que
l’on peut faire une hypothèse de petite perturbation de l’écoulement axial. Une telle hypothèse peut paraître
osée dans la mesure où le DVG est destiné à contrôler le décollement qui est lui une perturbation franche-
ment longitudinale. Néanmoins, une telle hypothèse peut être valable pour le mécanisme de création et de
décroissance du tourbillon et cela suppose donc que la rétroaction - influence de l’écoulement décollé sur
l’écoulement autour du DVG - est faible. Une telle analyse a déjà été conduite par Smith [104] dans le cadre
d’une démarche de modélisation théorique de l’effet d’un VG sur la couche limite, ce qui laisse supposer
qu’une telle modélisation est également possible dans le cas présent.
D’après May [71], le modèle devrait idéalement satisfaire aux critères suivants pour être considéré comme
efficace :
• Il ne nécessite pas de maillage différent de la configuration non contrôlée.
• Il est utilisable sur n’importe quel type de maillage.
• Il requiert un minimum de données d’entrée de la part de l’utilisateur.
• Il permet d’obtenir une bonne représentation du tourbillon (en particulier de la circulation) généré par
l’actionneur.
A ces critères, il semble logique d’ajouter que le modèle devrait :
• Assurer un effet identique à sa référence (expérimentale ou numérique).
• Permettre de diminuer globalement les coûts de calculs et/ou de mise en place de la simulation
numérique.
Bien évidemment ces critères seront plus ou moins difficiles à satisfaire en fonction des spécificités de l’ac-
tionneur et de son usage. De plus, certaines caractéristiques des modèles de VG évoquées ci-après sont plus
ou moins pénalisantes pour satisfaire ces critères.
5.1.1 Revue des modèles de Vortex Generators existants
Modélisation du tourbillon et injection d’un terme source de vitesse
Le premier modèle à avoir été proposé dès 2001 résulte de l’étude extensive par Wendt et Reichert
[115] de tourbillons émis par des Vortex Generators dans une veine coudée. Ces travaux, poursuivis par
Wendt [114], Dudek [28] puis May [71], ont permis l’élaboration d’un modèle de VG. Le tourbillon émis est
représenté par un modèle de Lamb-Oseen, ce qui nécessite de connaître à priori la circulation et la position
du tourbillon émis. Le tourbillon ainsi modélisé est ensuite introduit dans la simulation numérique en aval
de la position réelle du VG comme un terme source de vitesse. Ce modèle de VG a pour avantages d’être très
simple à implémenter et de produire un tourbillon réaliste. Il a cependant pour inconvénient de nécessiter
la connaissance préalable des caractéristiques du tourbillon émis par le VG, telle que la circulation et le
diamètre du cœur du tourbillon. Afin de palier à cet inconvénient, Wendt et Dudek produisent une large
base de donnée expérimentale PIV du tourbillon émis par le VG de leur cas d’étude. Ils supposent de plus
que des calculs avec VGs intégralement maillés suffiront à l’avenir à caractériser les tourbillons de VG pour
d’autres configurations d’étude. Il est à noter qu’un modèle de ce type ne reproduit que le tourbillon émis
en aval du VG et non la génération de vorticité elle-même à l’emplacement du VG.
94
Chapitre 5. Modélisation de l’effet du DVG
Modélisation par méthode de ligne portante et injection d’un terme source d’effort
Un second modèle a été proposé par Bender et al. [8] (dit modèle de BAY) et consiste à mettre en place
un obstacle virtuel dans l’écoulement. Partant de la formulation simplifiée de l’effort généré par une ligne
portante, les efforts aérodynamiques du VG sont modélisés par un terme source de force ajouté dans les équa-
tions discrétisées de Navier-Stokes. La surface portante ainsi modélisée génère un tourbillon à son extrémité.
Ce modèle de VG a pour avantage de ne nécessiter aucune connaissance préalable des caractéristiques du
tourbillon émis. De plus, la génération initiale du tourbillon est effectivement présente dans l’écoulement.
Cependant, ce modèle a pour inconvénient d’être fortement dépendant du maillage sur lequel il est appliqué.
Une correction partielle a été proposée à ce sujet par Jirasek [52]. Ce modèle a été comparé au précédent
par May [71], qui note que le modèle de ligne portante est plus gourmand en ressources que la modélisation
par terme source de vitesse de Wendt et al., et a tendance à sous-estimer la force du tourbillon généré.
Il est à préciser que ce type de modèle ne doit pas être confondu avec les conditions limites de type
immergées ou immerged boundary conditions, qui visent à introduire dans un maillage de fond une condition
limite équivalente à une paroi, et utilisée dans des études similaires [101]. Une telle condition limite serait
d’ailleurs inadaptée dans le cas présent, dans la mesure où les “frontières immergées” nécessitent une de-
scription correcte de la couche limite à la paroi virtuelle, ce qui est difficile étant donné le relativement grand
nombre de Reynolds de l’écoulement incident qui pilote l’épaisseur de couche limite et donc la capacité à la
représenter correctement.
Modélisation par manipulation des équations turbulentes
Une dernière modélisation consiste à manipuler les grandeurs turbulentes pour restituer l’effet du VG
sur la couche limite, tel que cet effet a été décrit dans la section 1.5.4. C’est la méthode mise en place
dans un code de type couplage fluide parfait-fluide visqueux par Kerho et Kramer [57]. Cette modélisation
a plus récemment été redéfinie par Törnblom et Johansson [109] puis évaluée par Von Stiellfried et al. [113]
dans le cadre de simulations Navier-Stokes de type RANS en utilisant le modèle de turbulence RSM de
Wallin-Johansson. Dans ce cas, la production et la dissipation turbulente sont manipulées pour reproduire
l’effet de mélange de différentes configurations de Vortex Generators en aval de leurs position. Ce modèle
statistique a pour avantage de pouvoir être utilisé sur des maillages bidimensionnels. Un tel modèle suppose
néanmoins la connaissance préalable de la circulation du tourbillon émis, et donc une étude approfondie de
la configuration de Vortex Generators utilisée. Son utilisation bidimensionnelle ne permet cependant pas de
rendre compte de la topologie tri-dimensionnelle de l’écoulement car aucun tourbillon n’est de fait réellement
présent.
5.1.2 Choix du modèle de Vortex Generator
L’étude présentée dans le chapitre précédent montre la complexité des structures tourbillonnaires générées
par le DVG. et l’importance des interactions entre ces structures sur les caractéristiques de la couche limite
et sur le contrôle de décrochage. De ce fait, il apparait nécessaire qu’un modèle de DVG ait à prendre en
compte ces interactions pour restituer fidèlement l’effet de contrôle. Étant donné que l’on souhaite capturer
des mécanismes d’émission tourbillonnaires très fins à des nombre de Reynolds élevés, ceci exclue l’utilisation
de “frontières immergées”. Il est ainsi nécessaire de recourir à une modélisation du mécanisme d’interaction
tourbillonnaire lui-même ainsi que de reproduire au mieux la génération initiale des tourbillons car les
interactions mentionnées ont lieu dans la zone immédiatement en aval du DVG. De ce fait, la reproduction
du DVG par modélisation du tourbillon semble inadaptée car trop dépendante d’une parfaite connaissance a
priori des tourbillons émis. Une modélisation par modification des grandeurs turbulentes semble inadaptée
pour les même raisons, et parce qu’elle ne permet pas de rendre compte des effets tridimensionnels dont
il a été montré l’importance. Le très faible allongement du DVG pourrait ne pas être compatible avec les
hypothèses du modèle de ligne portante, mais seul ce type de modélisation prends effectivement en compte
l’émission des tourbillons. C’est pourquoi le modèle de type ligne portante parait, malgré ses inconvénients,
le plus prometteur pour modéliser le DVG.
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mouillées de grandes dimensions caractéristiques par rapport à celles du VG. On peut citer par exemple les
VGs contrarotatifs testés dans le cadre d’optimisations de voilures hypersustentées par Meunier et Brunet
[80] et illustrés par la Fig. 5.2. Dans ce cas, le code applique le terme source calculé avec la formulation
mentionnée dans les cellules marquées dont un exemple est visible dans le coin inférieur droit de l’image de
gauche de la Fig. 5.2. Le marquage englobe la géométrie réelle des Vortex Generators : ce modèle de VG est
donc sensible à la taille des cellules du maillage dans la zone d’application du terme source.
L’adaptation de ce modèle à un DVG dans le cadre de l’utilisation du code elsA nécessite donc en premier
lieu donc de : 1) prendre en compte la forte courbure du bord d’attaque, 2) définir l’influence du maillage
sur la génération du tourbillon, et 3) évaluer l’influence de la constante de calibration Cvg sur la génération
du tourbillon.
5.2.2 Modèle préliminaire de DVG
Une première étape dans la modélisation du DVG consiste tout d’abord à mettre en place la simulation
numérique incluant un modèle de Vortex Generator. Celui-ci devra être de dimension et de forme longitu-
dinales similaires à celles du DVG au bord d’attaque du profil OA209. Il sera alors possible de définir une
méthodologie d’utilisation du modèle de BAY adaptée. Les résultats seront comparés à ceux obtenus avec
les simulations numériques de DVG intégralement maillé précédemment validées.
L’implémentation du modèle de BAY dans le code elsA a été réalisée 1 afin de permettre une certaine
souplesse d’utilisation. Les paramètres sur lesquels l’utilisateur peut jouer sont les suivants :
• La possibilité de gérer plusieurs sous-modèles simultanément dans le même maillage,
• Le marquage des cellules du maillage concernées par les sous-modèles,
• La valeur des couples Svg-Cvg,
• Les positions d’application des modèles.
Tous les maillages sont construits par extrusion en envergure du maillage bidimensionnel O4M1 précédem-
ment présenté. L’envergure du maillage correspond à une période spatiale de DVG, soit 11,5 mm.
Pris en compte de la courbure de la paroi
L’implémentation du modèle de BAY dans le code elsA permet de prendre facilement en compte des
géométries simples positionnés sur une surface approximativement plane. Dans le cas du DVG, la géométrie
incurvée de l’actionneur et son positionnement sur la surface fortement courbée du bord d’attaque rend plus
le modèle complexe à mettre en œuvre. De plus, la vitesse variant d’une manière importante entre l’amont
et l’aval du DVG, le modèle de DVG doit pouvoir prendre en compte ce gradient de vitesse.
Figure 5.3 – Approximation de la géométrie du DVG incluant six sous-VGs dans un maillage discrétisé
avec 16 points (à gauche) et 37 points (à droite) dans l’envergure. Chaque couleur correspond à un
sous-modèle de VG.
Pour ce faire, la géométrie du DVG est discrétisé longitudinalement en six sections correspondant à six
zones de marquage adjacentes représentées par des couleurs différentes dans la Fig. 5.3. Chaque section
1. Ce travail a été essentiellement réalisé par Vincent Brunet de l’équipe ACI/DAAP de l’ONERA, que l’auteur remercie
grandement pour ses précieux conseils et informations relatives au présent modèle de VG.
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correspond à un sous-modèle de VG, prenant en compte une vitesse locale et un trièdre de vecteurs (n,
t, b) local. Cette discrétisation du Vortex Generator permet d’adapter l’implémentation disponible à la
forte courbure de la paroi. Cette configuration est utilisée pour réaliser des calculs préliminaires servant à
déterminer l’influence de la discrétisation du maillage et de la constante Cvg.
Influence du maillage
Un raffinement du maillage dans la seule direction de l’envergure est évalué. Cinq maillages sont générés,
avec respectivement 11, 16, 21, 37 et 61 points dans l’envergure. La simulation numérique est réalisée pour
une incidence de 16,7˚ et une hauteur de DVG h = 1, 5 mm, avec une modélisation de l’écoulement station-
naire de type RANS. Pour ces tests, la constante Cvg est fixée à 10, suivant en cela les pratiques en vigueur
dans les études mentionnées dans [80]. Le raffinement montre une influence non négligeable sur le modèle de
BAY, dont la somme totale des termes sources est tracée en fonction de la discrétisation dans la Fig. 5.4(a).
Pour les deux maillages les plus grossier comprenant 11 et 16 points en envergure, le terme source génère une
force plus faible, alors que dès 21 points en envergure l’effort généré devient quasi-constant. L’estimation de
la circulation totale positive générée par le modèle permet de confirmer le comportement asymptotique du
modèle à mesure que le maillage est plus raffiné dans la Fig. 5.4(b). Dans le cas de la circulation, on peut
considérer que l’asymptote est atteinte pour un maillage de 37 points en envergure.
(a) Variation de la somme des terme
sources du modèle.
(b) Variation longitudinale de la circulation
positive totale.
(c) Influence du maillage sur la por-
tance.
Figure 5.4 – Evaluation de l’influence du maillage sur le modèle de BAY pour h = 1, 5 mm et
α = 16.7˚ .
La variation de la portance en fonction du raffinement en envergure présentée dans la Fig. 5.4(c) apporte
plusieurs informations supplémentaires. Tout d’abord, la large barre d’erreur montre qu’avec 11 points en
envergure, la simulation numériques ne converge pas de manière satisfaisante. La portance montre ensuite
un comportement non-asymptotique pour une incidence de 16,7˚ . Ceci provient logiquement de l’association
de deux effets qui sont tous les deux fortement influencés par la discrétisation du maillage : 1) d’une part la
génération de vorticité est entièrement dépendante des cellules marquées, ce qui avec un maillage peu dense
produit une vorticité étalée et peu concentrée, et 2) plus le maillage est fin, plus il est capable de reproduire
les forts gradients de vitesse et de vorticité présents dans un tourbillon, et donc par voie de conséquence
l’effet de contrôle du tourbillon sur la couche limite et sur la portance du profil. L’observation des coupes
d’hélicité dans la Fig. 5.5 pour les trois maillages les plus raffinés illustre cette influence du maillage sur
l’axisymétrie du tourbillon obtenus et sur la valeur de vorticité maximale au cœur du tourbillon. Il est à
noter que pour ces trois maillages la circulation est quasiment identique, ce qui indique que la circulation
ne doit pas être le seul critère d’évaluation du modèle de VG. Une densité minimale de maillage est ainsi
nécessaire afin de générer une vorticité concentrée correspondant à un tourbillon réaliste.
Les coupes de la Fig. 5.5 ne montrent qu’un seul tourbillon. Il est donc intéressant de comparer l’hélicité
produite par le modèle avec celle observée dans les simulations numériques précédentes ne comportant qu’un
seul tourbillon : le cas du tDVG. La Fig. 5.6 illustre la distribution d’hélicité selon une ligne horizontale
passant par le maximum d’hélicité issue des coupes de la Fig. 5.5. La discrétisation ne semble pas suffisante
au regard de l’hélicité observée dans le cas du tDVG pour obtenir une solution réaliste grâce au modèle
de BAY. Ce résultat illustre de plus l’intérêt du maillage utilisé pour les simulations numériques avec un
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(a) 21 points en envergure. (b) 37 points en envergure. (c) 61 points en envergure.
Figure 5.5 – Evaluation de l’influence du maillage sur le tourbillon généré pour h = 1, 5 mm et
α = 16.7˚ , sur une coupe située à x/c = 0,012.
Figure 5.6 – Evaluation de l’influence du maillage sur la distribution d’hélicité.
DVG ou un tDVG complètement maillé, où la topologie de la grille est adaptée et alignée avec la géométrie
de l’actionneur. Une telle topologie permet effectivement de générer correctement les tourbillons du fait du
raffinement localisé au milieu de l’envergure, et qui de plus suit la trajectoire des structures tourbillonnaires
en aval de l’actionneur. Le maillage utilisé pour le modèle de BAY ne présente pas une telle topologie et un
tel raffinement. Seul un maillage très dense est donc adéquat pour restituer correctement le tourbillon.
Il est envisagé de reprendre le principe d’une telle topologie pour le modèle de DVG. Deux objections
majeures sont cependant rapidement soulevées : 1) avec un maillage ainsi dédié, le modèle de DVG perd sa
capacité potentielle à être utilisé sur des maillages “classiques” où la topologie n’est initialement pas pensée
pour un tel actionneur ; et 2) il s’avère qu’une telle topologie pose des problèmes numériques dans sa mise en
œuvre. En effet, des test préliminaires montrent que l’utilisation du modèle de BAY sur un maillage aligné
dans la direction du Vortex Generator est très peu robuste. On observe en effet des oscillations numériques
du fait de l’alignement du maillage avec la direction principale du vecteur force ajouté par le terme source
du modèle. Les isosurfaces de la Fig. 5.7 illustrent bien ce problème. La convergence d’une telle configuration
est donc très difficile à obtenir quand bien même le calcul n’est pas interrompu par de trop grandes erreurs
numériques. Cette configuration n’est donc pas retenue pour élaborer un modèle de DVG.
Pour la suite de cette étude, un compromis est choisi entre la précision de la simulation numérique et le
coût de calcul. C’est pourquoi le maillage le plus grossier permettant d’obtenir une structure a priori correcte
du tourbillon est sélectionné. En l’occurrence, le maillage comportant 37 points dans son envergure permet
d’obtenir une forme axisymétrique du tourbillon, une circulation du tourbillon ainsi qu’une distribution
d’hélicité qualitativement bonne par rapport au maillage le plus fin. Ce maillage comportant 37 points sera
donc utilisé pour la suite des calculs préliminaires du modèle de BAY.
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Figure 5.7 – Evaluation de l’influence de la topologie du maillage sur le modèle de BAY : maillage
initial (à gauche) et aligné dans la direction du DVG (à droite). Isosurfaces de densité colorés par le
nombre de Mach.
Influence de la constante Cvg
La constante de calibration a été précédemment fixée à 10 dans le cadre d’études CFD impliquant le
même code et modèle de VG [80]. Il semble nécessaire d’évaluer pour le cas présent le comportement du
modèle pour différentes valeurs de la constante. Les calculs sont réalisés sur le maillage discrétisé avec 37
points en envergure, la hauteur correspondante du DVG est de 1,5 mm et l’incidence 16,7˚ . La constante de
calibration est identique pour tous les sous-modèles de VG, et varie entre 0,01 et 18. La circulation positive
totale en x/c = 0,012 ainsi que la portance sont tracés en fonction de la valeur de Cvg dans la Fig. 5.8. Pour
Cvg < 2 la circulation croît de manière quasi-linéaire avec la constante. Pour 2 < Cvg < 5 la circulation
croit plus lentement, puis décroît légèrement, pour enfin atteindre un palier et rester quasi-constante quand
5 < Cvg < 18. L’explication de ce comportement est la suivante : avec une grande valeur de Cvg, le terme
source prédomine dans les équations discrétisées de Navier-Stokes, ce qui provoque un alignement de l’é-
coulement sur le vecteur force ajouté dès que Cvg > 5. De ce fait, une plus grande valeur de la constante ne
changera plus l’écoulement, et la génération de vorticité restera la même. La portance décroit linéairement
pour Cvg < 2, puis décroit de manière plus lente quand 2 < Cvg < 15. Pour Cvg = 18 la portance croît
brutalement sans que ce puisse être lié à une variation de la circulation du tourbillon généré. Or l’implémen-
tation du terme source du modèle de BAY n’est pas implicitée, c’est à dire que le terme source est ajouté
dans les équations sans être linéarisé. De ce fait, une trop grande valeur de la constante peut détériorer
la robustesse des schémas numériques employés, et générer des erreurs numériques non négligeables. Ceci
explique de plus que pour une valeur de Cvg supérieure à 18, la simulation numérique ne puisse pas converger.
Figure 5.8 – Circulation en x/c = 0,012 et coefficient de portance CL en fonction de Cvg.
Ainsi la constante Cvg sera choisie selon deux considérations : 1) soit une valeur pour laquelle la généra-
tion tourbillonnaire sera peu influencée par une variation de la constante ; c’est le choix qui a été fait dans
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les travaux mentionnés [80], et effectivement pour une valeur de 10 la constante se situe dans le domaine
adéquat, 2) soit comme un facteur d’ajustement et de calibration. Pour ce faire, dans le cadre des simula-
tions numériques présentées, la circulation du tourbillon généré est ajustable pour des valeurs de constante
comprises entre 0 et 3.
5.2.3 Résultats et analyse du modèle préliminaire
(a) DVG (b) Modèle de BAY (c) tDVG
Figure 5.9 – Comparaison des topologies présentes dans les simulations de DVG maillé, du modèle
de BAY et du tDVG, avec isosurfaces d’hélicité et plans de coupe colorés par l’hélicité.
Figure 5.10 – Comparaison des polaires entre le modèle de BAY et les calculs de DVG et tDVG
maillés.
Comme cela a été évoque plus haut, il est intéressant de constater que la topologie du tourbillon généré
par le modèle de BAY tel qu’il est utilisé dans ces simulations numériques est très différente de ce qui a été
observé pour le DVG. En effet, un seul tourbillon de sens de rotation positif est présent, et ce de manière
très similaire à ce qui a été décrit pour le tDVG. Cette analogie est flagrante dans la Fig. 5.9, et laisse penser
que le modèle de BAY ainsi mis en œuvre est capable de reproduire la génération du tourbillon du cas
tDVG, mais est par contre incapable de produire les différentes structures tourbillonnaires observées dans le
cas du DVG. La similarité entre la simulation numérique du tDVG et celle utilisant le modèle de BAY est
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Figure 5.11 – Comparaison de la circulation entre le modèle de BAY et les calculs de DVG et tDVG
maillés.
également quantitative, puisque les coefficients de portance et de moment de ces deux cas sont très proches
dans la Fig. 5.10. Cette comparaison est confirmée par la mesure de la circulation positive du tourbillon
émis dans la Fig. 5.11 où le modèle de BAY est en excellent accord avec le tDVG et ne présente pas le fort
taux de décroissance tourbillonnaire initial qui a été identifié comme caractéristique du DVG et causé par
les interactions tourbillonnaires.
Le modèle de BAY tel qu’il a été utilisé dans les simulation numériques présentées est donc capable de
reproduire qualitativement la structure tourbillonnaire du tDVG et d’induire quantitativement des niveaux
de portance, moment et circulation très similaires à ceux du cas tDVG. Ce modèle préliminaire de DVG, ou
modèle de tDVG, permet de tirer plusieurs enseignements : 1) La génération de vorticité par le tDVG ne fait
pas intervenir les composantes diffusives et le phénomène est donc essentiellement convectif, 2) l’utilisation
du modèle de BAY et en particulier la discrétisation du modèle en sous-modèles de Vortex Generators est
concluante, et 3) afin de poursuivre la modélisation vers un modèle de DVG fonctionnel, il est nécessaire de
générer plusieurs tourbillons.
5.3 Redéfinition de l’usage du modèle de BAY
5.3.1 Une génération tourbillonnaire multiple
Le plus simple moyen de (re)produire les interactions tourbillonnaires observées dans la simulation de
référence incluant un DVG maillé consiste donc à générer plusieurs tourbillons en utilisant plusieurs sous-
modèles de BAY. Pour ce faire, trois phases d’élaboration du modèle de DVG explorent la génération de
tourbillons dans l’écoulement. Une première phase permet de tester l’effet de la génération d’une paire de
tourbillons positifs co-rotatifs et de mesurer les interactions tourbillonnaires associées. Cette approche est
étendue dans une seconde phase à un maillage plus fin, ce qui permet d’obtenir un résultat plus proche
de l’écoulement cible de référence. Enfin, une troisième phase montre l’effet bénéfique de la génération d’un
tourbillon négatif supplémentaire. Dans les résultats qui suivent, les deux approches mentionnées permettant
de régler le modèle de BAY sont utilisées : en premier lieu l’adaptation du marquage des cellules, et pour
tenter d’améliorer le résultat, une variation des constantes de calibration de chaque sous-modèle de VG.
Toutes les simulations numériques présentées dans cette section correspondent à une hauteur de DVG de 1,5
mm et une incidence de 16,7˚ . Il faut ici rappeler que l’écoulement cible correspond à un DVG de hauteur
h = 1, 5 mm pour une incidence de 16,7˚ . Comme cela a été observé dans la section 4.2, différentes topologies
tourbillonnaires sont présentes en fonction de l’incidence et de la hauteur du DVG. La modélisation du DVG
se limitera donc à un seul cas de figure.
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Phase 1 : Génération double
Partant du modèle de VG utilisant le maillage doté de 37 points dans son envergure, il est aisé d’ajouter
une rangée de cellules marquées supplémentaire ainsi qu’il est montré dans la Fig. 5.12(a) pour de générer un
second tourbillon positif à proximité du premier (Fig. 5.13). Ce marquage - nommé Mark 1 - pose cependant
plusieurs problèmes. En effet, il est très difficile de régler les sous-modèles afin d’obtenir une interaction
tourbillonnaire correcte. Si le marquage écarte trop les deux rangées de sous-VGs, la fusion co-rotative se
produira trop tard, et si le marquage rapproche trop les deux rangées la fusion est immédiate. De plus, la
structure qui est possède le plus grand maximum de vorticité et qui devient dominante dans l’interaction
tourbillonnaire est dans ce cas le tourbillon P2, ce qui implique une dynamique tourbillonnaire très différente
de celle observée dans la référence.
(a) Double Génération Mark 1. (b) Double Génération Mark 2.
Figure 5.12 – Marquage des cellules pour les cas Mark 1 et Mark 2 sur un maillage comportant
37 points en envergure. Les couleurs des cellules correspondent aux ensembles de marquage des sous-
modèles de VGs.
(a) Référence DVG (b) Double Génération Mark 1. (c) Double Génération Mark 2.
Figure 5.13 – Topologie de la double génération de tourbillons positifs en phase 1, isosurfaces d’hélicité
positive (orange) et négative (bleue).
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Afin de tenter de palier aux défauts mentionnés, un autre marquage est testé. S’appuyant sur l’obser-
vation des zones de génération des tourbillons dans la référence du calcul de DVG intégralement maillé,
le marquage des sous-modèles de VGs associés à la génération des tourbillons P1 et P2 est répartie dif-
féremment comme illustré dans la Fig. 5.12(b) et nommée Mark 2. Ainsi, le tourbillon P1 sera issu d’une
ligne de sous-VGs située en amont, et P2 sera généré par une ligne de sous-VGs située en aval. Ce faisant,
les deux tourbillons sont plus proches et les tourbillons générés sont topologiquement moins éloignés de la
référence (Fig. 5.13(c)) puisque le tourbillon P1 devient dominant, et qu’un tourbillon négatif N1 apparaît.
Ce tourbillon négatif est cependant bien moins intense dans la Fig. 5.14(c) comparé à celui de la Fig. 5.14(a).
(a) Référence DVG (b) Double Génération Mark 1. (c) Double Génération Mark 2.
Figure 5.14 – Coupes d’hélicité normales à la paroi en x/c = 0,012 pour la phase 1.
(a) Variation longitudinale de la circulation. (b) Hélicité sur une ligne inter-centres issue
de la coupe située à x/c = 0,012.
Figure 5.15 – Comparaison des marquages Mark 1 et Mark 2 avec la référence DVG. Dans la figure
(b), l’origine des abscisses est centrée sur le maximum du premier tourbillon.
Cette première phase est instructive, car elle permet de cerner le maniement des sous-modèles de VGs.
Il est notamment utile de constater que les paramètres suivant possèdent une influence respectivement
décroissante sur la génération des tourbillons : 1) le marquage, c’est à dire la localisation géométrique de
la génération de vorticité ; 2) l’orientation des vecteurs n, t, b ; et 3) la valeur du produit Cvg × Svg. Les
variations possibles de la constante Cvg sont donc à réserver à des fins de calibrage précis lorsque le modèle
de DVG sera déjà assez proche d’une solution acceptable. Dans les simulations suivantes, les constantes de
calibration de chaque sous-VG sont choisies en fonction du comportement qui a été identifié précédemment,
afin d’optimiser la modélisation du DVG.
La variation de circulation positive totale exposée dans la Fig. 5.15(a) montre que l’interaction des
tourbillons co-rotatifs est capable de reproduire la perte de circulation initiale observée pour le cas de
référence. Les niveaux de circulation sont cependant trop élevés, et ce malgré une hélicité maximale bien
plus faible que dans la référence (Fig. 5.15(b)). Les tourbillons générés ne sont pas assez concentrés : soit
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parce que les sous-modèles de VG sont répartis en envergure sur un trop grand nombre de cellules, soit parce
que la diffusion est trop importance sur le maillage utilisé, soit les deux à la fois. Cette répartition d’hélicité
trop étalée est par ailleurs concordant avec le constat illustré par la Fig. 5.6 de la section 5.2.2. Ainsi, le
maillage comportant 37 points en envergure n’est plus assez fin pour restituer fidèlement les interactions
tourbillonnaires. La section suivante s’attache donc à tester un marquage sur maillage comportant 61 points
dans son envergure.
Phase 2 : Raffinement du maillage et marquage amélioré
A partir d’un marquage de type Mark 2 comportant deux rangées de sous-VGs décalées entre amont et
aval, le marquage Mark 5 2 de la Fig. 5.16(b) est élaboré sur une grille comportant 61 points en envergure
dans l’optique de : 1) donner au tourbillon P1 la prééminence, 2) ajuster la distance initiale entre P1 et
P2 ainsi que leur distance à la paroi, et enfin 3) ajuster les forces respectives des deux tourbillons. Pour ce
faire, la génération de P2 est notamment décalée vers l’amont par addition de deux sous-modèles de VGs.
De plus, un sous-VG supplémentaire de plus faible hauteur est ajouté pour renforcer P1 et lui donner une
trajectoire plus proche de la paroi du profil. Cette dernière modification ne correspond cependant pas à un
élément “physique” de la génération de P1 issu de l’observation du cas de référence.
(a) Double Génération Mark 2 sur un
maillage comportant 37 points en enver-
gure.
(b) Double Génération Mark 5 sur un
maillage comportant 61 points en enver-
gure.
Figure 5.16 – Marquage des cellules pour les cas Mark 2 et Mark 5. Les couleurs des cellules corre-
spondent aux ensembles de marquage des sous-modèles de VGs.
La solution de la simulation utilisant ce marquage est présentée dans la Fig. 5.17. La topologie tourbil-
lonnaire du DVG est comparée à celles obtenues pour les marquage Mark 2 et Mark 5. Le Mark 5 possède
un tourbillon P1 effectivement dominant, puisque P2 vient s’enrouler autours de lui. Il est à noter qu’un
tourbillon négatif N1 est présent, mais reste beaucoup moins intense que dans la référence. La Fig. 5.18 mon-
tre de plus que le marquage Mark 5 permet de reproduire correctement la disposition des deux tourbillons
P1 et P2 : l’un relativement à l’autre, ainsi que par rapport à la paroi. Cela permet de plus d’obtenir une
évolution de la circulation plus conforme à la référence, avec notamment une pente de décroissance initiale
très proche de celle du cas de référence (Fig. 5.19(a)). Le raffinement du maillage permet de générer des
tourbillons plus concentrés, ce qui est très nettement visible dans la Fig. 5.19(b). Cependant, le tourbillon
principal P1 reste trop intense en aval du point de fusion des tourbillons. De plus, la circulation positive
mesurée est à l’origine trop faible, et la décroissance secondaire observé entre 3% et 10% de corde n’est pas
présente. Enfin, les deux tourbillons P1 et P2 sont initialement légèrement trop rapprochés (Fig. 5.19(b)).
La comparaison de la topologie tourbillonnaire issue de la simulation de DVG avec celle du modèle Mark 5
met en évidence l’absence du tourbillon N2 et la présence d’un tourbillon N1 comparativement faible. Il est
à noter d’une part que la nécessité d’un raffinement du maillage revient en fait à modéliser les arêtes de du
DVG. D’autre part, l’absence de la paroi du DVG dans l’écoulement ne permet en effet pas au tourbillon P1
2. Pourquoi Mark 5 (et non Mark 3) ? Le lecteur aura perçu le caractère éminemment itératif de la démarche de modéli-
sation, qui procède par tâtonnements, et explore nécessairement des voies sans issue. Par souci de concision, seules les étapes
significatives de l’évolution de la modélisation du DVG sont présentées.
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(a) Référence DVG (b) Double Génération Mark 2. (c) Double Génération Mark 5.
Figure 5.17 – Topologie de la double génération de tourbillons positifs en phase 2, isosurfaces d’hélicité
positive (orange) et négative (bleue).
(a) Référence DVG (b) Double Génération Mark 2. (c) Double Génération Mark 5.
Figure 5.18 – Coupes d’hélicité normales à la paroi du profil en x/c = 0,012 pour la phase 2.
de générer en réaction une structure de sens de rotation opposé, comme c’est le cas pour la solution obtenue
avec le DVG maillé. Si comme cela a été proposé dans le chapitre précédent le tourbillon N1 est à rattacher
à une topologie de type tourbillon en “fer à cheval”, alors sa relative faible intensité serait à relier à l’absence
d’une telle topologie dans le cadre du modèle de DVG.
Enfin, la portance du profil dans le cas Mark 5 est encore relativement éloignée de la portance mesurée
pour la solution de référence (Table 5.1). Ceci est cohérent avec un point de décollement 3 de la couche limite
plus éloigné du bord d’attaque dans la simulation utilisant le modèle de DVG par rapport à la solution de
référence (Table 5.1). En effet, le tourbillon P1 généré par le modèle de DVG produit un effet de contrôle
encore trop fort, et plus proche de celui observé pour le tDVG. Le tourbillon P1 devrait idéalement être
l’objet de pertes supplémentaires, afin de ne pas induire une effet de contrôle trop puissant. Afin de respecter
l’interaction co-rotative de P1 et P2 et la circulation initiale, il est difficile d’agir sur les constantes Cvg. Il
est par contre possible d’induire artificiellement de l’hélicité négative, en renforçant notamment N1 qui a été
identifié dans la section 4.2.2 comme un facteur significatif de décroissance tourbillonnaire.
3. Le point de décollement est estimé en relevant la position d’inversion du signe des frottements pariétaux dans le sens de
la corde du profil ; c’est à dire quand Cfx = 0.
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(a) Evolution longitudinale de la circulation. (b) Hélicité sur une ligne inter-centres issue
de la coupe située à x/c = 0,012.
Figure 5.19 – Comparaison des marquages Mark 2 et Mark 5 avec la référence DVG. Dans la figure
(b), l’origine des abscisses est centrée sur le maximum du premier tourbillon.
Marquage Référence DVG Mark 1 Mark 2 Mark 5
Portance CL 1,287 1,369 1,397 1,398
Ecart de portance avec la référence (%) - 6,3 8,5 8,6
Moment de tangage CM -0,007 -0,001 0,003 0,162
Point de décollement (% de la corde) 0,41 0,52 0,59 0,66
Table 5.1 – Portance, moment et point de décollement pour les cas Mark 1, Mark 2 et Mark 5.
Phase 3 : Génération supplémentaire de vorticité négative
Afin de reproduire le plus fidèlement possible les interactions tourbillonnaires spécifiques au DVG, il est
donc nécessaire de générer des tourbillons négatifs en plus de la génération de tourbillons positifs. Dans la
solution de référence du DVG, la génération des tourbillons négatifs est localisée 1) dans le coin formé par les
parois du DVG et du profil, ainsi que 2) au niveau du culot aval du DVG. Pour modéliser le plus fidèlement le
DVG, ces localisations sont prises en compte. Ainsi, à partir du marquage Mark 5, deux nouveaux marquages
sont élaborés en ajoutant des sous-VGs destinés à générer des tourbillons de sens négatif. Pour ce faire, ces
rangées de cellules marquées ont une orientation différente avec une normale dirigée dans le sens positif de
l’axe Oz, comme cela est visible dans la Fig. 5.20. Le marquage Mark 6/a comporte ainsi un sous-VG négatif
au niveau de la position aval du DVG, en rouge sombre dans la Fig. 5.20(a) afin de modéliser la génération
d’hélicité négative issue du culot. Dans la variante Mark 6/d montrée dans la Fig. 5.20(b) un sous-VG négatif
supplémentaire est ajouté entre les deux rangées génératrices de P1 et P2 afin de modéliser la génération
d’hélicité négative entre P1 et la parois du DVG. Cette dernière variante Mark 6/d comporte donc deux
zones génératrices négatives.
Le résultat des simulations numériques obtenues avec ces marquages est montré dans les Fig. 5.21 et
Fig. 5.22. Pour le marquage Mark 6/a, la topologie visible dans la Fig. 5.21(b) est clairement très proche de
la référence en Fig. 5.22(a). Le tourbillon négatif est bien visible, celui-ci s’enroulant autour des structures
positives à cause du mouvement orbital induit par la fusion des tourbillons co-rotatifs. L’écart initial entre
les tourbillons est relativement bien respecté. Cependant, le tourbillon N1 est bien plus intense que dans la
référence, ainsi que plus éloigné de la paroi. Il persiste donc plus longtemps. Le tourbillon P1 est également
plus persistant que dans la référence. En ce qui concerne le marquage Mark 6/d, la topologie visible dans la
Fig. 5.21(c) est clairement différente de ce qui est observé dans la référence. Les deux tourbillons P1 et P2
sont en particulier complètement distincts dans la Fig. 5.22(c), du fait de la présence d’hélicité négative entre
les deux tourbillons positifs. De ce fait, la fusion des tourbillons co-rotatifs est perturbée, et le mouvement
de rotation orbitale est bien plus lent, laissant le tourbillon N1 proche de la paroi.
La comparaison des variations longitudinales de circulation dans la Fig. 5.23(a) conforte l’analyse précé-
dente. Le cas Mark 6/a montre une évolution de la circulation en bon accord qualitatif avec la référence.
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(a) Double Génération Mark 6/a. (b) Double Génération Mark 6/d.
Figure 5.20 – Marquage des cellules pour les cas Mark 6/a et Mark 6/d sur un maillage comportant
61 points en envergure. Les couleurs des cellules correspondent aux ensembles de marquage des sous-
modèles de VGs.
(a) Référence DVG (b) Triple Génération Mark 6/a. (c) Quadruple Génération Mark 6/d.
Figure 5.21 – Topologie de la multiple génération de tourbillons positifs et négatifs en phase 3,
isosurfaces d’hélicité positive (orange) et négative (bleue).
Il est en particulier à noter qu’entre 3% et 10% de corde, un affaiblissement local du gradient longitudinal
de circulation est visible, et très semblable à ce qui est observé dans le cas du DVG maillé de référence. La
circulation initiale est cependant toujours trop faible par rapport à la référence. Le cas Mark 6/d montre
en revanche une forte pente initiale de circulation qui se prolonge jusqu’à 10% de la corde, ce qui montre
que la Phase C - correspondant à la présence d’interactions co-rotatives - est ici prolongée bien au-delà de
ce qui a été observé dans la solution de référence. Le sursaut de circulation mentionné est alors plus tardif.
La comparaison des cas Mark 6/a et Mark 6/d avec le Mark 5 montre clairement que le renforcement des
tourbillons négatifs permet d’ajouter une seconde zone de décroissance de la circulation entre 3% et 10%
de corde, ce qui est conforme à la référence. La visualisation de l’hélicité sur la ligne inter-centres de la
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(a) Référence DVG (b) Triple Génération Mark 6/a. (c) Quadruple Génération Mark 6/d.
Figure 5.22 – Coupes d’hélicité normales à la paroi du profil en x/c = 0,012, pour la phase 3.
(a) Variation longitudinale de la circulation. (b) Hélicité sur une ligne inter-centres issue
de la coupe située à x/c = 0,012.
Figure 5.23 – Comparaison des marquages Mark 6/a et Mark 6/d avec la référence DVG. Dans la
figure (b), l’origine des abscisses est centrée sur le maximum du premier tourbillon.
Fig. 5.23(b) montre le très bon accord du cas Mark 6/a avec la référence. Le marquage Mark 6/d ajoute
de l’hélicité négative entre les deux tourbillons positifs, ce qui forme une barrière entre eux et perturbe leur
interaction.
Marquage Référence DVG Mark 5 Mark 6/a Mark 6/d
Portance CL 1,287 1,398 1,343 1,341
Ecart de portance avec la référence (%) - 8,6 4,3 4,2
Moment de tangage CM -0,007 0,016 0,014 0,012
Point de décollement (% de la corde) 0,41 0,66 0,58 0,57
Table 5.2 – Portance, moment et point de décollement pour les cas Mark 5, Mark 6/a et Mark 6/d.
En comparaison avec le Mark 5, le Mark 6/a permet donc d’obtenir une topologie et une circulation en
très bon accord qualitatif avec la référence. La Table 5.2 et la Fig. 5.24 montrent de plus que la portance et
le moment, ainsi que la répartition de pression du cas Mark 6/a sont plus proches de la référence. Les écarts
de topologie apportés par le mark 6/d soulignent la très grande sensibilité des interactions tourbillonnaires,
et donc de l’effet de contrôle, aux variations de paramètres testés.
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(a) Pression au bord d’attaque. (b) Pression au bord de fuite.
Figure 5.24 – Comparaison des Cp entre la référence et les différents marquages du modèle de DVG.
5.4 Conclusions du chapitre
Le modèle de DVG n’est donc pas encore totalement abouti. Les résultats obtenus sont cependant posi-
tifs et montrent la faisabilité d’un tel modèle, dans la mesure où les principales caractéristiques liées aux
interactions tourbillonnaires ont pu être reproduites. En fait, la modélisation du DVG se heurte au prob-
lème suivant : la circulation du système tourbillonnaire semble être facilement reproductible globalement,
au contraire de la dynamique tourbillonnaire. Celle-ci est en effet liée à la structure fine de la répartition des
tourbillons, ainsi qu’à des mécanismes d’instabilités. Dans ces conditions, améliorer le modèle revient à le
complexifier en ajoutant des paramètres de contrôle. Le risque est que la valeur et l’action de ces paramètre
soit de plus en plus difficiles à maîtriser. Cette évaluation est en partie confirmée, puisqu’en ajoutant de
la complexité au modèle - avec notamment un marquage plus spécifique - on constate une amélioration
significative du modèle. En particulier, la génération de deux tourbillons co-rotatifs de sens positifs, alliés
à la génération d’un tourbillon négatif donne une évolution de circulation qualitativement très proche de
celle observée pour le cas de référence, c’est à dire le calcul avec DVG maillé. A ce stade, des modifications
mineures du modèle peuvent être envisagées dans un avenir proche afin que l’effet de contrôle induit par le
modèle de DVG produise une portance et un moment plus proche de ce qui est attendu. Dans l’ordre estimé
d’influence sur la solution, il semblerait ainsi profitable de :
1. Décaler la génération d’hélicité négative vers la paroi du profil,
2. Optimiser la génération d’hélicité positive pour obtenir des tourbillons les plus concentrés possibles
3. Re-calibrer les constantes Cvg de chaque sous-VGs.
4. Et enfin réaliser des simulations instationnaires URANS.
Moyennant ces modifications, un modèle de DVG acceptable semble accessible.
Il est à noter que le modèle présenté n’est capable de reproduire qu’une seule topologie tourbillonnaire,
laquelle correspond à l’écoulement cible choisi. Ceci n’est cependant pas problématique, car l’effet de contrôle
du DVG n’est effectif que pour des incidences supérieures à 15˚ , ce qui permet de négliger la topologie décrite
pour des incidences inférieures. La topologie des tourbillons émis en régime de décrochage dynamique pourra
potentiellement présenter des différences par rapport au cas statique. Suivant le raisonnement avancé, il sera
alors possible de proposer une modélisation en adaptant la génération des tourbillons dans le modèle en
prenant pour référence l’écoulement cible observé dans la partie du cycle d’oscillation la plus concernée par
le contrôle d’écoulement.
Plusieurs difficultés sont en cependant à anticiper. En effet, le marquage Mark 6/a, qui est le plus
prometteur, est optimisé pour une incidence particulière et une hauteur de DVG donnée. En particulier,
les sous-VGs ajoutés pour donner au tourbillon P1 une forme, une position et une trajectoire conforme, ne
sont pas forcément adaptés pour une hauteur et une incidence différente. De plus, le raffinement nécessaire à
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l’émission correcte des tourbillons est un inconvénient majeur puisqu’il réduit a priori le gain en ressources
nécessaires pour la simulation numérique. Cependant, le raffinement n’étant utile que pour l’émission des
tourbillon, l’utilisation d’une “boite” (éventuellement de type chimère) limitant le raffinement à la zone du
bord d’attaque pourrait permettre l’usage du modèle sans augmenter le coût de calcul nécessaire.
Enfin pour conclure cette partie, notons que la possibilité de générer des structures tourbillonnaires posi-
tives et négatives constitue un avantage considérable lorsqu’il est besoin de mesurer l’influence respectives de
chaque structure. Le lecteur aura bien évidemment compris que le processus itératif ayant conduit au présent
modèle de DVG a permis d’enrichir considérablement la compréhension de l’écoulement induit par le DVG,
qui a été détaillée dans la section 4.2.2. En particulier, le rôle important joué par les structures tourbillon-
naires négatives a été chronologiquement envisagé d’abord à travers l’élaboration du modèle. L’analyse des
structures observées dans l’écoulement induit par le DVG a ainsi procédé par allers-retours entre les cas de
DVG modélisés et de DVG maillés. En plus de l’intérêt que représente un modèle de DVG en soi, il est donc
à mentionner que l’élaboration de ce modèle de DVG fait partie intégrante du processus de compréhension
de l’écoulement, des interactions qui y sont présentes, ainsi que de l’effet de contrôle de décrochage sur un
profil en incidence statique.
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Troisième partie
Le Contrôle de décrochage dynamique
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Chapitre 6
Simulation numérique de l’écoulement
autours d’un profil oscillant
Afin d’analyser l’effet de contrôle induit par le DVG sur le décrochage dynamique, une première étape
consiste à valider les simulations numériques en les confrontant aux données expérimentales. Dans cette op-
tique, le présent chapitre s’attache à évaluer la capacité du code calcul à simuler deux configurations : tout
d’abord un cas de décrochage dynamique “clean” sans contrôle, ensuite un cas de décrochage dynamique
incluant le DVG et son effet de contrôle.
Une première section est ainsi dédiée à l’étude de l’influence de plusieurs paramètres sur les simulations
numériques des deux cas de décrochage dynamique : “clean” et contrôlé par DVG. La seconde section s’at-
tache à comparer les résultats numériques avec les données expérimentales disponibles : mesures de pression
et coefficients aérodynamiques ainsi que des mesures de Particle Image Velocimetry résolue dans le temps
(TR-PIV). Il est à préciser que la simulation numérique du cas “clean” ne constitue en aucun cas une ten-
tative approfondie de simulation du décrochage dynamique, vaste sujet déjà abordé dans une précédente
thèse [106], et débordant du cadre du présent travail. La troisième section engage une discussion quant à la
nature de la modélisation URANS dans le cadre de la simulation du décrochage dynamique et de son contrôle.
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“Il ne parvenait pas à maîtriser son coup d’aile ascendant. Dix fois il s’y essaya,
et dix fois, à l’instant où il dépassait les cent dix kilomètres à l’heure, il perdait sa
sustentation dans un éperdu désordre de plumes et allait s’abattre sur l’eau.”
Richard Bach, Jonathan Livingston le Goéland
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6.1 Evaluation de l’infuence de différents paramètres numériques
Rappelons que la configuration correspond à un écoulement de nombre de Reynolds Re = 1, 8× 106, un
nombre de Mach M = 0, 16, et que la fréquence d’oscillation du profil est f = 3, 5Hz, soit une fréquence
réduite k = 0, 1. Cette configuration de décrochage dynamique est intrinsèquement difficile à simuler, dans la
mesure où il s’agit d’un cas “tangent” qui est à la limite entre le décrochage léger, qui ne présente qu’une légère
hystérésis ainsi qu’un très faible moment piqueur, et le décrochage profond, qui présente typiquement un pic
de sur-portance en haut de la phase ascendante ainsi qu’un très fort moment piqueur avec éventuellement
un “double décrochage”. De ce fait, de petites variations de paramètres physiques ou numériques peuvent
donner des résultats très différents, autrement dit le problème est très sensible aux conditions initiales. A
contrario, il s’agit d’un cas test intéressant pour évaluer la capacité prédictive du code de calcul.
Dans le cadre de la simulation numérique du décrochage dynamique comme cas de référence, il est
nécessaire pour mettre en place le calcul d’évaluer l’influence de certains paramètres. Ainsi, l’expérience
accumulée des simulations numériques permet d’établir une liste non exhaustive des paramètres pouvant
significativement influencer le calcul de décrochage dynamique : 1) le maillage, 2) le modèle de turbulence et
la modélisation de la transition laminaire-turbulent, 3) la discrétisation du cycle d’oscillation, 4) le nombre
de sous-itérations Newton, 5) le schéma de discrétisation spatial employé. Dans le cadre du présent travail,
l’évaluation systématique de tous ces paramètres n’est pas possible. Certains paramètres pourront être fixé
en fonction de travaux antérieurs, notamment l’étude de Richter et al.[94] et Costes et al. [24]. C’est pourquoi
seuls quelques tests ciblant certains paramètres dont l’influence est jugée a priori prédominante sont réalisés
et présentés dans la section suivante.
Tout d’abord, en ce qui concerne le cas de décrochage dynamique “clean”, l’étude se concentre sur l’influ-
ence du maillage, la comparaison entre deux modèles de turbulences ainsi que la présence d’une modélisation
de la transition laminaire-turbulent. Ensuite pour le cas de décrochage dynamique avec DVG, trois maillages
d’envergure différentes sont comparés.
6.1.1 Influence du maillage, du modèle de turbulence et de la transition sur le
cas de décrochage dynamique “clean”
Pour les simulations numériques du cas sans contrôle, un maillage 2D est utilisé. La modélisation bidi-
mensionnelle de l’écoulement présente comme avantage un coût de calcul relativement faible pour une bonne
précision, notamment dans la résolution d’écoulements attachés. La topologie d’écoulements décollés est en
revanche connue pour être intrinsèquement tridimensionnelle [96], ce qu’un maillage 2D ne permet pas de
restituer.
(a) Maillage 03M1 au bord d’attaque. (b) Maillage 03N5 au bord d’attaque.
Figure 6.1 – Comparaison des maillages O3M1 et O3N5 au bord d’attaque.
Les simulations numériques de décrochage dynamique des travaux cités [94, 24] sont basées sur un mail-
lage nommé O3M1 comprenant 1900 points autours du profil, et un bloc en C entourant le profil comprenant
2141x209 points. Le maillage O3N5 est construit en resserrant le maillage dans la dimension normale à la
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paroi près du bord d’attaque sans modifier ni le nombre de points dans la direction normale à la paroi, ni
la répartition de points autours du profil. Un aperçu du resserrement de ce maillage appelé O3N5 est visible
dans la Fig. 6.1(b). La relative finesse du maillage près du bord d’attaque permet de mieux capturer le bulbe
de décollement laminaire qui apparait au bord d’attaque et qui déclenche la transition laminaire-turbulent.
Pour ces calculs, le critère de transition AHD mentionné dans la section 2.2 est employé. Le maillage a donc
une grande influence sur la transition laminaire-turbulent, puisque l’allure du bulbe est très différente selon
le maillage employé, comme montré entre les Fig. 6.2(a) et Fig. 6.2(b). En conséquence, l’épaisseur de la
couche limite turbulente peut légèrement varier entre les deux maillages, ce qui a pour conséquence une
altération significative du comportement au décrochage, comme le montre la Fig. 6.3.
(a) Rapport µt/µ pour le maillage O3M1. (b) Rapport µt/µ pour le maillage O3N5.
Figure 6.2 – Comparaison des transitions par bulbe de décollement laminaire pour le cas “clean” à
l’incidence de 16˚ statique pour les deux maillages.
Figure 6.3 – Portance et moment de tangage comparés entre les deux maillages. Le modèle de tur-
bulence ici employé est le k − ω de Wilcox avec prise en compte de la transition.
L’effet du choix de deux modèles de turbulence différents, ainsi que l’effet de la prise en compte de la
transition laminaire-turbulent pour l’un d’entre eux est montrée dans la Fig. 6.4. Le modèle de Wilcox ne
produit pas de décrochage important, à l’inverse du modèle de Kok qui produit moins d’énergie cinétique et
est ainsi à même de mieux restituer une couche limite plus sensible au gradient de pression adverse. Il est
de plus à noter que la transition laminaire-turbulent est indispensable pour obtenir dans cette configuration
d’écoulement un comportement au décrochage qualitativement correct. Ces tests illustrent de plus l’extrême
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sensibilité de l’écoulement aux conditions initiales et à des changements de paramètres physiques fins, étant
donnée la relative proximité théorique des modèles de Wilcox et Kok.
Figure 6.4 – Portance et moment de tangage comparés pour le maillage O3N5 entre deux modèles de
turbulence.
L’analyse de l’effet de ces paramètres sur le décrochage du cas “clean” converge vers un point commun,
qui est l’extrême importance de la modélisation de l’écoulement au niveau du bord d’attaque. Plusieurs
auteurs[40, 94] attribuent au bulbe de décollement laminaire un rôle de déclencheur du décollement de bord
d’attaque, et donc du décrochage. Or une structure d’aussi petite taille que le bulbe de décollement laminaire,
qui est de plus située à très grande proximité de la paroi, est très sensible au maillage qui conditionne la
discrétisation du gradient de pression dans la solution. Si le rôle du bulbe de décollement laminaire dans le
décrochage n’est pas tranché, il n’en reste pas moins que la modélisation d’éventuelles instabilités présentes
dans la couche limite est également très fortement influencé par la discrétisation du gradient de pression à
la paroi. De plus la transition provoquée par le bulbe de décollement laminaire influence la couche limite
turbulence en aval du bulbe, et par suite sa sensibilité au décollement. L’importance d’un maillage assez
précis apparait ainsi, et ce dans un cas uniquement bidimensionnel ; notons donc que la modélisation du
décrochage dynamique en 3D nécessiterait un coût de calcul relativement élevé.
Les paramètres sélectionnés pour la suite de cette étude sont ceux qui semblent les plus adaptés pour
obtenir un décrochage dynamique qualitativement comparable aux mesures expérimentales. Il s’agit ainsi de
l’utilisation du maillage O3N5, du modèle de turbulence de Kok ainsi que de la transition laminaire-turbulent.
6.1.2 Influence de la taille de l’envergure du maillage sur le cas DVG
Les simulations numériques de décrochage dynamique avec DVG sont réalisées avec le maillage issu de
la grille O4M1 présentée dans la section 3.1. Cette grille a ainsi fait l’objet d’une étude de convergence en
maillage partielle, ainsi que d’une large validation en conditions de décrochage statique. Afin de minimiser
les différences entre les deux configurations, le modèle de turbulence utilisé est le même que pour le cas
“clean”. En revanche, comme cela a été mentionné dans la section 3.2, la transition est supposément dé-
clenchée par l’obstacle constitué par le DVG. La proximité entre le point d’arrêt de l’écoulement sur le profil
et la géométrie du DVG est telle que l’écoulement est supposé complètement turbulent. Cette hypothèse est
confortée par la validation de la simulation du contrôle de décrochage statique.
Le maillage utilisé pour les calculs de décrochage statique ne comporte qu’un seul DVG et prend en compte
le caractère répétitif de la présence de plusieurs DVGs co-rotatifs par une condition limite de périodicité
entre les parois latérales du maillages. De ce fait, l’envergure du domaine de calcul est égale à 2,3% de
corde. Diverses études [96, 102] montrent l’importance de l’envergure du domaine de calcul pour reproduire
correctement les efforts aérodynamiques générés par un écoulement décollé. Breuer et al. [12] montrent
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Nombre de DVG inclus 1 4 16
Envergure totale (% de corde) 2,3 9,2 36,8
Nombre de points total (×106) 2,4 9,6 38,4
Table 6.1 – Grilles utilisés pour tester l’influence de l’envergure du maillage dans le cas DVG.
notamment qu’une envergure de la taille d’une corde de profil est nécessaire pour que la tridimensionnalité
de l’écoulement soit respectée. Des calculs préliminaires sont réalisés pour tenter d’améliorer la prédictibilité
de la simulation numérique. Un maillage de plus grande envergure, et donc incluant plus de DVGs pourrait
éviter la surestimation de la force des structures tourbillonnaires générées par le décollement dans le calcul,
du fait leur confinement en deux dimensions. Il est de plus possible que des interactions aient lieu entre les
tourbillons issus de DVGs distincts, et que cela influence significativement l’écoulement, à la manière de ce
qui a été observé pour les LEVoGs du DLR [68]. Or de telles interactions ne sont pas possible au travers de
la condition limite de raccord périodique, ce qui impose un maillage incluant plusieurs DVGs.
Figure 6.5 – Portance et moment de tangage comparés pour trois envergures de maillage du cas DVG.
Ainsi, pour mesurer l’influence de la taille de l’envergure du maillage sur la simulations numériques du
cas DVG, des simulations préliminaires sont réalisées avec trois maillages dont les dimensions sont présentées
dans la Table 6.1. Basés sur la grille qui inclue un seul DVG, ces maillage sont obtenus par extension en
envergure à 4 DVGs et 16 DVGs, en conservant une condition limite de raccord périodique adapté à la nouvelle
dimension de l’envergure. La Fig. 6.5 montre les coefficients de portance et de moment pour ces trois cas. On
n’observe pas de différences notables entre les trois maillages. Ce résultat peut avoir plusieurs significations
différentes : 1) d’une part le maillage le plus étendu ne l’est peut-être pas assez pour laisser suffisamment
de liberté à l’écoulement, celui-ci resterait alors relativement confiné ; 2) si le maillage incluant 16 DVGs
est suffisamment large en envergure, cela pourrait signifier que les oscillations des efforts aérodynamiques
observées sont liées à la modélisation URANS de l’écoulement, et ce indépendamment du caractère quasi-2D
du maillage. L’observation des champs de vitesse et leur comparaison avec les données expérimentale de
TR-PIV ci-dessous permet d’enrichir cette analyse.
Finalement, la taille de l’envergure s’avérant sans influence sur le résultats pour les maillages testés, le
maillage incluant un seul DVG sera utilisé dans les simulations mises en œuvre pour les comparaisons et
analyses présentées par la suite.
6.1.3 Quelle convergence ?
En s’appuyant sur les travaux antérieurs de Szydlowski [106] puis Costes et al. [24] et enfin Richter et al.
[94] sur les simulations de décrochage dynamique, le cycle d’oscillation est divisé en 18000 pas de temps, soit
un pas de temps d’une durée de l’ordre de 1, 58×10−5s. Chaque pas de temps est résolu en 25 sous-itérations
Newton.
La convergence est usuellement considérée comme atteinte lorsque les coefficients de forces aérody-
namiques sont similaires d’un cycle sur l’autre, ce qui est généralement le cas après trois ou quatre cycles.
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Dans le cas de calculs tout turbulents qui ne décrochent presque pas, cette répétition d’un cycle à l’autre est
excellente. Dans le cas où l’écoulement décroche significativement - comme c’est le cas présentement d’après
les résultats expérimentaux montrés dans la section 6.2.1 - les coefficients peuvent être qualitativement sim-
ilaires d’un cycle à l’autre sans être identiques, et parfois présenter des différences importantes. Ceci peut
à la fois signifier que la simulation n’est pas convergée, ou encore que le critère usuel de convergence n’est
pas adapté. Or dans les calculs présentés ci-après, l’observation des résidus issu des sous-itérations Newton
ne montre pas de diminution significative, gage habituel de la convergence du schéma itératif, mais atteint
rapidement un plancher. Il est néanmoins à noter comme cela a été argumenté dans la section 3.2 que ceci
ne signifie pas systématiquement que la simulation n’est pas valable. L’observation des coefficients aérody-
namiques durant le processus itératif de Newton permettrait de qualifier la convergence des sous-itérations,
mais ces valeurs ne sont malheureusement pas disponibles. Comment procéder ?
Une rapide évaluation de la période des oscillations physiques les plus petites - par exemple apparaissant
derrière le culot du profil ou dans le sillage du DVG - à partir d’un nombre de Strouhal St = 0, 2, une vitesse
de 55m.s−1 et d’une dimension d’un millimètre permet d’obtenir une période T = 10−5 s. De ce fait, la
discrétisation du cycle d’oscillation du profil ne permet pas de prendre en compte ces petites oscillations,
qui nécessiteraient au moins un pas de temps de l’ordre de 5 × 10−6s pour être suffisamment discrétisées
dans le temps. Cette hypothèse mériterait l’objet d’une étude particulière sur l’influence du pas de temps,
car les simulations numériques actuelles montrent en tout état de cause une convergence insuffisante. Une
telle étude sort cependant du cadre du présent travail. De plus, avec un pas de temps décroissant les calculs
nécessiteraient un temps de restitution de plus en plus important. Si on considère la résolution de ces petites
structures comme d’effet négligeable sur l’écoulement simulé, il semble donc acceptable de considérer que la
solution est globalement bonne avec la discrétisation choisie. Ainsi, la discrétisation de 18000 pas de temps
par cycle sera conservée pour les simulations suivantes.
Il est toutefois à noter que le critère de convergence mentionné implique une hypothétique tendance à la
convergence d’un cycle à l’autre. Ceci introduit une interrogation sur la nature de modélisation URANS dans
le cas du décrochage dynamique. Cette question sera étendue puis développée dans les sections suivantes.
6.2 Validation des simulations numériques
6.2.1 Cas de décrochage dynamique “clean”
Coefficients aérodynamiques
A partir des données expérimentales issues des capteurs de pression, les coefficients de portance et de
moment de tangage sont calculés par interpolation. La comparaison cycle à cycle entre les données expéri-
mentales et la simulation numérique est visible dans la Fig. 6.6. De grandes disparités entre les cycles sont
mises en évidence pour les données expérimentales comme pour la simulation numérique.
Afin de comparer globalement la simulation numérique avec les mesures expérimentales, les coefficients
expérimentaux et numériques font l’objet d’une moyenne de phase dont le résultat est montré dans la Fig. 6.7.
Il faut préciser que la moyenne de phase réalisée pour la simulation numérique prend en compte sept cycles,
tandis que la moyenne de phase expérimentale est obtenue à partir d’une trentaine de cycles, et une simulation
numérique portant sur un plus grand nombre de cycles permettrait certainement d’obtenir une moyenne de
phase plus régulière. La comparaison montre tout d’abord que la simulation numérique est en très bon accord
dans la phase ascendante, mais présente ensuite des écarts importants avec la référence expérimentale dans
la phase descendante. Il est en particulier à noter d’une part que le décrochage se produit dans la simulation
avec du retard sur l’expérience, le décrochage étant initié après que soit atteint le maximum de portance ce
qui est le cas expérimentalement dès 17,99˚ en phase descendante mais à 17˚ descendant environ dans la
simulation. D’autre part le moment de tangage piqueur est largement surestimé. Enfin de larges oscillations
sont bien visibles dans la phase descendante de la simulation, oscillations dont l’amplitude est différente selon
le cycle considéré. Quantitativement, la simulation numérique ne peut pas produire de résultat prédictif.
Qualitativement le décrochage est plutôt bien reproduit étant donné la sensibilité de l’écoulement, et la
difficulté de modélisation qui en découle.
Comparaison avec les mesures TR-PIV
La comparaison des champs de vitesse issus de la PIV et de la simulation numérique apporte des infor-
mations complémentaires aux précédentes observations. Étant donnée la faible répétabilité des coefficients
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Figure 6.6 – Portance et moment comparés entre expérience et calcul sur quatre cycles.
Figure 6.7 – Portance et moment de tangage moyennés en phase comparés entre expérience et calcul.
aérodynamiques expérimentaux et numériques d’un cycle sur l’autre, il semble pertinent de considérer les
mesures de PIV instantanées - ou TR-PIV - pour les comparer aux champs de vitesse issus des simulations
numérique.
La simulation est en excellent accord avec la TR-PIV pendant la phase ascendante du cyle, c’est à dire
tant que l’écoulement n’est pas décollé, dans la Fig. 6.8(a). Au tout début de la phase descendante, l’écoule-
ment de la simulation reste attaché, tandis que la PIV montre l’initiation d’une recirculation à environ 15%
de corde sur l’extrados du profil dans la Fig. 6.8(b). Il faut attendre 17,38˚ dans la phase descendante du
cycle pour observer l’initiation d’un décollement dans la simulation numérique à environ 25% de corde, suivi
du développement d’un décollement à proximité immédiate du bord d’attaque. A cette même incidence, la
TR-PIV montre un décollement massif qui s’est étendu à l’ensemble de l’extrados et partant presque du
bord d’attaque dans la Fig. 6.8(c). Plus tard à 16,42˚ d’incidence l’extrados du profil est entièrement décollé
pour la simulation et pour la PIV dans la Fig. 6.8(d). Lorsque l’incidence atteint des valeurs plus faibles,
l’écoulement se réattache petit à petit, partant du bord d’attaque et progressant vers le bord de fuite comme
illustré par la Fig. 6.8(e). Il faut attendre l’incidence de 11,25˚ pour retrouver un écoulement presque com-
plètement attaché, illustré par la Fig. 6.8(f).
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(a) 16,34˚ ascendant. (b) 17,99˚ descendant. (c) 17,38˚ descendant.
(d) 16,42˚ descendant. (e) 14,34˚ descendant. (f) 11,25˚ descendant.
Figure 6.8 – Vitesse longitudinale Vx comparée entre TR-PIV et simulation numérique pour le cas
“clean”.
L’observation des structures vorticitaires présentes dans l’écoulement lors de la phase descendante apporte
un éclairage supplémentaire. En effet, il est aisé de relier ces structures aux variations de la portance et le
moment de tangage, en utilisant les coefficients aérodynamiques temporellement recalés par rapport à la TR-
PIV. Ainsi, dans la Fig. 6.9 chaque incidence considérée est matérialisé dans le diagramme de gauche par
une ligne verticale en pointillé, et les champs de vorticité de droite correspondent pour l’un à la simulation
numérique, et pour l’autre au champ de TR-PIV correspondant temporellement à la mesure des coefficients.
Pour 18˚ dans la Fig. 6.9(a) le champ TR-PIV montre le développement de structures tourbillonnaires à une
distance d’environ 10% de corde du bord d’attaque, l’écoulement dans la simulation est attaché. A 17,43˚
dans la Fig. 6.9(b) le champ TR-PIV est complètement décollé, et de nombreuses structures éparpillées sont
visibles. La simulation montre une déstabilisation de la couche limite aboutissant à la génération de structures
extrêmement similaires à celles observées dans la TR-PIV à 18˚ . A 16,03˚ dans la Fig. 6.9(c) le moment
expérimental est à son minimum, ce qui est est à mettre en relation avec la présence d’une importante zone
de vorticité positive au-dessus du bord de fuite du profil. Dans la même figure la portance de la simulation
atteint son maximum, ce qui est à mettre en relation avec la présence d’un large tourbillon de vorticité
négative issu du décollement de bord d’attaque. A 14,44˚ dans la Fig. 6.9(d) la portance expérimentale
atteint un maximum local, et une tache de vorticité négative est présente majoritairement au-dessus du bord
de fuite. Dans la même figure, le moment numérique atteint son minimum, et ceci correspond à l’extension
maximale du tourbillon positif issu du bord de fuite qui est situé au-dessus de l’extrémité du profil. A 13,62˚
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dans la Fig. 6.9(e) le moment numérique est croissant, ce qui est concomitant avec l’advection du tourbillon
positif de bord de fuite vers l’aval dans le sillage du profil.
(a) Position dans le cycle à 18,00˚ . (b) Position dans le cycle à 17,43˚ descendant.
(c) Position dans le cycle à 16,03˚ descendant. (d) Position dans le cycle à 14,44˚ descendant.
(e) Position dans le cycle à 13,62˚ descendant.
Figure 6.9 – Vorticité comparée entre TR-PIV et simulation numérique pour le cas “clean”.
Le lien entre les structures tourbillonnaires et les variations des coefficients de portance et de moment de
tangage du profil est illustré par la Fig. 6.10. Du fait de la continuité fluide, les cœurs des tourbillons sont
le siège de pressions plus faibles que leur environnement immédiat. Dans le cas présent, il est notable que le
tourbillon issu du bord de fuite est beaucoup plus intense que celui issu du bord d’attaque. Le décrochage
dynamique ainsi décrit par la simulation numérique montre un écoulement dont le tourbillon de décrochage
dynamique provoque la sur-portance observée, tandis que le tourbillon de bord de fuite, lorsqu’il est le plus
développé, bloque le tourbillon de bord d’attaque à hauteur du bord de fuite, ce qui provoque le pic de
moment négatif. Les tourbillons observés dans la simulation numérique sont bien plus cohérents et intenses
que dans les mesures TR-PIV. De ce fait, leur effet sur le profil en sera d’autant plus grand, et exagéré
par rapport aux mesures expérimentales. Néanmoins, si la comparaison entre la TR-PIV et le calcul est
faite en tenant compte du retard induit par le décollement tardif dans la simulation, celle-ci est en bon
accord qualitatif avec les champs de vorticité TR-PIV. En effet, outre la forme des structures issues de la
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(a) Pression (haut) et Vortic-
ité (bas).
(b) Pression à la surface du profil.
Figure 6.10 – Vorticité et Pression dans la simulation numérique “clean” pour 14,84˚ descendant.
déstabilisation de la couche limite déjà mentionnée, la domination exercée successivement par le tourbillon
de bord de fuite lors du minimum de moment, puis par la vorticité négative lors de l’advection de ce dernier
semble extrêmement similaire entre la simulation et la TR-PIV.
Mesure de la position du point de décollement
Afin de quantifier la comparaison entre PIV et simulation, la position du décollement de couche limite
est mesurée pour la simulation et les mesures PIV. Pour cela, une ligne est tracée au plus près de la position
du profil dans le champ de vitesse PIV. La vitesse est relevée sur cette ligne partant du bord d’attaque
vers le bord de fuite, et le changement de signe de la vitesse longitudinale Vx donne la position amont de
la recirculation. Cette position est une approximation qui décale la mesure exacte du point de décollement
vers l’aval, car la ligne de mesure est située à certaine distance du profil. Néanmoins, la même méthode étant
employée pour mesurer la position du point de décollement dans la simulation numérique, la comparaison
est acceptable.
La position du point de décollement est moyennée en phase et montrée pour le cas “clean” dans la
Fig. 6.11. Le point de décollement varie brusquement du bord de fuite vers le bord d’attaque quand l’in-
cidence dépasse 18˚ , tant pour la mesure PIV que dans la simulation. La position extrême du point de
décollement est très semblable dans les deux cas, et située à quelques % de corde du bord d’attaque, et le
recul du point de décollement vers le bord de fuite se fait ensuite avec un taux de variation comparable. La
différence majeure consiste en fait en un décalage temporel global de la simulation numérique comparée à
la référence expérimentale, ce qui est parfaitement cohérent avec les remarques issues de la comparaison des
coefficients aérodynamiques et des champs de vitesse PIV.
6.2.2 Conclusion sur la validation du cas “clean”
Pour conclure sur la validation de la simulation de décrochage dynamique, notons que : la comparaison des
champs de vitesse montre globalement une forte similarité de l’écoulement simulé avec les mesures TR-PIV,
avec un décollement de bord d’attaque initié par l’apparition d’une recirculation en aval du bord d’attaque,
puis un réattachement progressif du bord d’attaque vers le bord de fuite. La comparaison des champs de
vitesse et de vorticité montre de plus de très grandes similarités qualitatives entre l’écoulement mesuré et la
simulation. Des différences sont cependant notables, avec notamment un retard au décrochage parfaitement
cohérent avec la description des coefficients aérodynamiques. Les structures vorticitaires générées sont de
plus beaucoup plus dispersées dans la TR-PIV alors qu’elle sont très concentrées et beaucoup plus intenses
dans la simulation. La raison possible de cette différence dans l’aspect et l’effet des structures tourbillonnaires
entre la TR-PIV et la simulation URANS sera discutée dans la section 6.3. Notons finalement que, compte
tenu de la difficulté de la configuration d’écoulement, ainsi que des limites de la modélisation URANS, cette
simulation numérique constitue un très bon résultat.
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Figure 6.11 – Approximation du point de décollement comparé entre expérience et calcul.
6.2.3 Cas de contrôle de décrochage dynamique par DVG
Coefficients aérodynamiques
Les coefficients de portance et de moment de tangage pour le cas DVG sont présentés dans la Fig. 6.12
pour quatre cycles instantanés expérimentaux et numériques. Les mesures expérimentales montrent des
différences significatives d’un cycle à l’autre, notamment dans la partie descendante du cycle d’oscillation.
La simulation numérique est en revanche très similaire d’un cycle à l’autre, les quatre cycles se superposant
presque exactement. Par conséquent, la moyenne de phase des coefficients numériques dans la Fig. 6.13 est
très semblable aux coefficients instantanés.
Figure 6.12 – Portance et moment de tangage pour cas DVG comparés entre expérience et calcul sur
4 cycles.
Dans la phase ascendante du cycle, la simulation numérique est en excellent accord avec l’expérience. La
perte progressive de portance et de moment à l’approche de l’incidence maximale du cycle est en particulier
très bien reproduite. Le moment de tangage piqueur est cependant largement surestimé dans la simulation,
avec des valeurs environ deux fois plus grandes en valeur absolue. De plus, la phase descendante du cycle
voit les coefficients de la simulation numérique osciller avec une grande amplitude. Si des oscillations sont
visibles pour les coefficients expérimentaux, leur amplitude est cependant bien plus faible.
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Figure 6.13 – Portance et moment de tangage moyennés pour cas DVG comparés entre expérience
et calcul.
Comparaison avec les mesures TR-PIV
La comparaison entre les mesures PIV et les champs de vitesse issus de la simulation numérique du cas
DVG sont montrés dans la Fig. 6.14. Pour que la comparaison soit la plus juste possible, le champ de vitesse
numérique présenté est issu d’une coupe longitudinale de la solution de la simulation 3D située à l’emplace-
ment exact de la nappe laser PIV. Pendant la phase ascendante du cycle, l’écoulement décolle au bord de
fuite dès 15,9˚ , ce qui provoque une zone de recirculation qui s’étend vers le bord d’attaque à mesure que
l’incidence s’accroît. Dans cette phase, la simulation est en très bon accord avec les mesures expérimentales,
comme le montrent les Fig. 6.14(a), Fig. 6.14(b) et Fig. 6.14(c). Pendant la phase descendante du cycle, l’é-
coulement recolle progressivement du bord d’attaque vers le bord de fuite à mesure que l’incidence décroit.
Il faut attendre de redescendre à une incidence de 13˚ pour retrouver un écoulement complètement attaché.
Lors de la phase descendante du cycle la simulation numérique produit une solution proche de la référence
expérimentale, mais des différences sont observables. On note en particulier une zone de recirculation plus
grande pour la simulation dans la Fig. 6.14(d), puis un retard dans le réattachement se produisant avec
l’incidence décroissante.
Similairement à ce qui a été fait pour le cas “clean”, la vorticité est montrée dans la Fig. 6.15. Le champ
de vorticité numérique est issu de le même coupe précédemment évoquée, située à l’emplacement exact de la
nappe laser PIV. Dans le cas du décrochage dynamique avec contrôle d’écoulement, la vorticité est répartie
d’une part entre une nappe négative issue du bord d’attaque et qui s’enroule en une recirculation située au-
dessus de l’extrados du profil, et d’autre part en une zone de forte vorticité positive située au bord de fuite
du profil. L’observation des champs de vorticité numérique en corrélation avec les coefficients de portance et
de moment montre que les fortes oscillations de portance et de moment mentionnées sont directement liées
à la dynamique du tourbillon positif de bord de fuite. Le maximum de portance est atteint dans le cycle
vers 17˚ ascendant environ, et dès l’incidence de 17,75˚ les oscillations de coefficients sont visibles dans la
Fig. 6.15(a). A ce stade, la comparaison entre le calcul et la PIV montre un excellent accord, en relation
avec ce qui a été observé pour toute la phase ascendante. A 17,99˚ ascendant la Fig. 6.15(b) illustre le début
des différences entre la PIV et la simulation numérique, qui montre l’advection d’un tourbillon de bord de
fuite précédemment formé ainsi que la génération d’un second tourbillon positif au bord de fuite, alors que
simultanément la portance augmente et le moment décroit. Lorsque le tourbillon a atteint son stade de
développement maximal à l’incidence de 17,91˚ et se détache du bord de fuite comme illustré dans dans la
Fig. 6.15(c), la portance décroit et le moment remonte. Le début de la génération du tourbillon suivant mon-
tré dans la Fig. 6.15(d) pour une incidence de 17,75˚ correspond ainsi au minimum de portance ainsi qu’au
maximum de moment locaux. Ce cycle se répète pour chaque oscillation des coefficients aérodynamiques
tout au long de la phase descendante du cycle, jusqu’à ce que l’incidence soit suffisamment faible et que le
décollement commence à se réduire, comme montré dans la Fig. 6.15(f). Les structures générées sont alors
moins intenses, et l’amplitude des oscillations se réduit progressivement. Ce synchronisme entre le battement
tourbillonnaire et les oscillations de portance et de moment indique clairement une relation de cause à effet,
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(a) 15,94˚ ascendant. (b) 17,75˚ ascendant. (c) 17,99˚ ascendant.
(d) 17,52˚ descendant. (e) 15,92˚ descendant. (f) 14,84˚ descendant.
Figure 6.14 – Vitesse longitudinale Vx comparée entre PIV et simulation numérique pour le cas DVG.
les variations des coefficients aérodynamiques étant ainsi engendrées par le battement tourbillonnaire issu
du décollement de bord de fuite observé sur le profil.
Pour autant, les mesures PIV ne sont pas aisément interprétable, car similairement à ce qui a été observé
pour le cas “clean” les structures tourbillonnaires sont très éparpillées et beaucoup moins discernables que
dans la simulation numérique. Il est toutefois à noter que : d’une part 1) la PIV montre également la présence
de fortes structures tourbillonnaires de signe positif au bord de fuite, ce qui laisse penser qu’un phénomène
de battement tourbillonnaire est présent ; d’autre part 2) les coefficients de portance et de moment montrent
aussi des variations de type oscillatoires, mais de bien plus faible amplitude en comparaison avec la simulation.
Le battement tourbillonnaire observé dans la simulation étant de plus physiquement justifié, il n’est pas
illogique de s’attendre à le retrouver dans les mesures expérimentales. Il est ainsi cohérent d’interpréter les
faibles oscillations des coefficients de pression et de moment expérimentaux comme une confirmation de
la présence expérimentale d’un tel battement tourbillonnaire. La différence d’amplitude proviendrait ainsi
de la représentation dans la simulation des structures tourbillonnaires, où celles-ci sont très concentrées et
beaucoup plus intense que dans les mesures PIV. La question de la pertinence de la modélisation turbulente
dans les calculs URANS est ainsi de nouveau mise en avant, et sera abordée dans la section 6.3.
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(a) Position dans le cycle à 17,75˚ ascendant. (b) Position dans le cycle à 17,99˚ ascendant.
(c) Position dans le cycle à 17,91˚ descendant. (d) Position dans le cycle à 17,75˚ descendant.
(e) Position dans le cycle à 17,52˚ descendant. (f) Position dans le cycle à 14,84˚ descendant.
Figure 6.15 – Vorticité comparée entre TR-PIV et simulation numérique pour le cas DVG.
6.2.4 Mesure de la position du point de décollement
Pour le cas DVG, on observe également une très bonne correspondance entre simulation et mesure ex-
périmentale dans la partie ascendante du cycle. Cependant, comme cela a été noté dans l’observation des
champs de vitesse, la recirculation est plus large dans la simulation numérique d’environ 10%. Ce plus grand
décollement est probablement un résultat du choix de modèle de turbulence effectué pour le cas “clean” et
conservé pour la simulation du cas DVG. En effet, le modèle de Kok produit relativement peu d’énergie
cinétique, ce qui a pour conséquence de rendre la couche limite plus sensible au gradient de pression adverse.
Ce qui était recherche pour le cas “clean” afin d’obtenir un décrochage brutal est dans ce cas un inconvénient.
De plus, la présence des tourbillons longitudinaux issus du DVG peut altérer l’équilibre de la turbulence,
phénomène exploré dans plusieurs études expérimentales [5, 50, 100] et numériques [63], mais qui ne peut
pas être pris en compte par la modélisation de la turbulence employée.
Ce plus grand décollement provoque le décalage dans la phase descendante du cycle, et le point de
décollement se déplace plus vite dans la simulation numérique pour atteindre le bord de fuite en même temps
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Figure 6.16 – Approximation du point de décollement comparé entre expérience et calcul.
que dans l’expérience. Qualitativement, la simulation numérique reproduit bien le mouvement progressif du
point de décollement dans les deux phases ascendante et descendante du cycle, et respecte en particulier la
temporalité du début et de la fin du décollement du bord de fuite.
6.2.5 Validation de l’effet de contrôle dans la simulation numérique
Une validation complémentaire consiste à comparer l’effet du DVG dans la simulation avec l’effet du DVG
dans les mesures expérimentale, autrement dit d’effectuer la comparaison en terme de delta. Pour ce faire, la
Fig. 6.17 montre d’une part les coefficients de moment numériques, et d’autre part les coefficients de moment
expérimentaux pour les deux cas “clean” et DVG. Ainsi le gain apporté par le DVG en terme de moment
minimal est d’environ 52% dans la simulation, alors qu’il est d’environ 54% pour les mesures de coefficient
de moment expérimental. En tenant compte des défauts de la simulation numérique dans la modélisation
des structures tourbillonnaires, et ainsi dans la sur- ou sous-estimation des coefficients aérodynamiques, la
simulation numérique est quantitativement capable de donner le bon delta du gain en moment apporté par
le DVG.
6.2.6 Conclusion sur la validation du cas DVG
Pour conclure sur la validation des simulations numériques de décrochage dynamique contrôlées au moyen
de DVG, les calculs montrent un très bon accord qualitatif avec les mesures expérimentales. La phase
ascendante du cycle est très bien reproduite, ce qui valide complètement la méthodologie de prise en compte
des DVGs dans le calcul. La phase descendante et décollée du cycle montre un bon accord qualitatif, avec
toutefois la surestimation de la force des tourbillons générés par le battement tourbillonnaire observé en
aval de la recirculation de bord de fuite. Cette surestimation conduit à une surestimation de l’amplitude des
oscillations observées pour les coefficients de portance et de moment. La mesure de la position du point de
décollement, ainsi que la mesure en delta de l’effet de contrôle du DVG sur le moment de tangage permet
de valider les simulations dans la mesure ou l’effet global de contrôle est très bien reproduit.
6.3 Discussion sur la nature des simulations URANS
Les observations relatives à la validation des simulations numériques URANS ont fait apparaître plusieurs
points significatifs qu’il est intéressant de discuter. La question de la répétabilité de l’écoulement, tant
expérimental que numérique, a été posée ; la modélisation de la turbulence dans un contexte instationnaire
a été également amenée. Sans avoir la prétention d’apporter des réponses définitives, la présente section
s’attache à discuter de ces éléments, avant d’engager un débat quand à la signification de la simulation
numérique dans le cas du décrochage dynamique.
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Figure 6.17 – Effet du DVG sur le coefficient de moment de tangage (moyennes de phase) dans la
simulation (à gauche) et dans les mesures expérimentales (à droite).
6.3.1 Questions relatives à la physique de l’écoulement en décrochage dynamique
De la répétabilité de l’écoulement d’un cycle à l’autre
La question de la répétabilité de l’écoulement d’un cycle à l’autre a déjà été évoquée dans la cadre du
décrochage dynamique, notamment par Wernert et al.[116]. Dans cet article, les auteurs mettent en évidence
expérimentalement au moyen de mesures PIV l’absence de reproductibilité stricto sensu de l’écoulement.
Les structures tourbillonnaires générées et advectées dans la phase décrochée du cycle ne se retrouvent en
effet pas au même moment ni à la même position d’un cycle à l’autre, comme illustré par la Fig. 6.18.
Karen Mülleners 1 a également montré dans son travail de thèse [83] que plusieurs cycles présentant des
différences marquées sur les coefficients aérodynamiques correspondaient à un état physique différent, avec
l’apparition de différents mécanismes d’instabilité dans la couche limite décollée. De ce fait, la méthode
usuelle consistant à capturer l’écoulement en moyenne de phase - méthodologie certes moins complexe et
coûteuse en comparaison de la TR-PIV utilisée dans le présent mémoire - a pour effet de laisser de côté une
quantité non négligeable d’informations relatives à l’écoulement. Les mesures présentées plus haut vont dans
le même sens, et montrent le très grand intérêt de disposer de mesures résolues dans le temps, ce qui certes
n’est pas sans contraintes techniques et économiques. Si cette remarque est valable pour la configuration de
décrochage dynamique testée, d’autres cas de décrochage dynamique - notamment lorsque celui-ci est plus
prononcé - peuvent comporter certaines structures tourbillonnaires dominantes qui se retrouvent quasiment
au même endroit lors de chaque cycle.
De manière remarquable la simulation de décrochage dynamique “clean” propose elle aussi une forte
variabilité d’un cycle sur l’autre. Ceci semble amplifié par une modélisation de la turbulence éventuellement
inadaptée, qui en tout état de cause produit des tourbillons trop intenses comparativement à ce qui est
observé dans les mesures PIV. La forte variabilité est à associer à une grande dépendances aux conditions
initiales du problème modélisé. En effet, dans le cas de décrochage dynamique “clean” plusieurs éléments
physiques et numériques sont susceptibles de faire légèrement varier l’écoulement d’un cycle à l’autre. En
particulier, le bulbe de décollement laminaire a été observé dans certaines simulations comme pouvant être le
siège d’instabilités, avec notamment un changement possible de forme et de topologie au cours du temps. La
transition laminaire-turbulent en est bien entendu affectée avec notamment des modifications de la couche
limite turbulente en aval du bulbe, ce qui a été identifié comme un élément critique dans le déclenchement
du décrochage. Ensuite, des erreurs numériques dues à un maillage trop lâche dans certaines zones peuvent
également provoquer localement des altérations artificielles du gradient de pression. Il a été de plus noté que
le maillage, et par suite la discrétisation du gradient de pression au bord d’attaque était d’une grande impor-
tance pour capturer dans la simulation le décrochage. Enfin, il n’est pas exclu que la faible convergence dans
1. Doctorante au DLR à Göttingen entre 2007 et 2011.
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Quelle définition de la turbulence ?
La turbulence est un concept introduit pour décrire les écoulements fluides présentant un caractère insta-
tionnaire et instable localement mais un caractère stationnaire globalement. Pour un écoulement globalement
stationnaire, ce concept permet de décomposer les grandeurs - vitesse, énergie - en une partie moyennée dans
le temps et une partie fluctuante dépendante du temps : f(t) = f + f ′(t). La partie fluctuante est alors
considérée comme la turbulence de l’écoulement. Ce concept introduit par Reynolds permet de simplifier
la résolution des équations de Navier-Stokes afin de réaliser la simulation d’un écoulement turbulent plus
facilement : c’est le sens de la modélisation RANS - pour Reynolds Averaged Navier-Stokes - qui sépare
l’écoulement moyen à résoudre, et modélise la partie fluctuante avec un modèle de turbulence. Dans le cadre
de la modélisation de l’écoulement, la moyenne temporelle est remplacée par une moyenne d’ensemble dans
les équations de Navier-Stokes 2. L’équivalence entre les deux moyennes - ou ergodicité - est donc un hy-
pothèse forte, valable pour les écoulements stationnaires.
La définition de la turbulence utilisée dans les équations RANS est donc uniquement valable d’un point
de vue théorique si l’écoulement moyen ne varie pas, et implique que toutes les structures fluctuantes dans
l’écoulement sont prises en compte par le terme de fluctuations f ′(t), et donc par le modèle de turbulence.
En particulier, des structures dites cohérentes feront partie de la turbulence. Ce problème a d’ailleurs été
mentionné dans ce mémoire dans la section 3.3 lors de la comparaison entre mesures moyennées dans le
temps et calculs stationnaires. Dans ce cadre, que considérer comme “turbulence” et que considérer comme
“structures de l’écoulement” lorsque l’écoulement est manifestement instationnaire, et doit être modélisé
comme tel afin de produire un résultat au moins qualitativement proche de la réalité ?
La modélisation de type LES a pour avantage de ne pas avoir à résoudre ce problème, dans la mesure où
l’écoulement est dans ce cas considéré comme intrinsèquement instationnaire et qu’une partie des structures
“turbulentes” sont résolues, et une autre modélisée, la séparation étant réalisée par le filtrage du maillage.
A ce jour, le coût d’une simulation numérique de décrochage dynamique en LES est cependant prohibitif.
La modélisation de type URANS constitue une approche intermédiaire, beaucoup moins onéreuse en terme
de coût de calcul. Cependant, cette approche repose sur une définition de la turbulence provenant de l’é-
tude d’écoulement stationnaires et utilisée telle quelle dans le cadre de problèmes instationnaires. Le risque
d’employer une définition et une modélisation de la turbulence inadaptée est donc bien présent.
6.3.2 Réflexion sur le sens de la simulation URANS dans le cas du décrochage
dynamique
Comme le font remarquer Travin et al. [110] en introduction d’une publication comparant dans le détail
la modélisation URANS avec une modélisation LES du décollement en aval d’un cylindre, la justification
théorique de la modélisation URANS n’apparaît pas comme établie. Dans le contexte d’un écoulement insta-
tionnaire forcé comme le décrochage dynamique, faire la moyenne de l’écoulement n’a pas de sens physique,
puisque l’ensemble de l’écoulement varie au cours du temps. La méthode URANS consiste alors à considérer
la variation de la moyenne telle que f(t) = f(t) + f ′(t). Cependant, la résolution quasi-stationnaire de l’é-
coulement entre deux pas de temps laisse la possibilité à des structure cohérentes de se développer, surtout si
leur échelle de temps est proche de celle de l’écoulement moyen. La présence de telles structures peut s’avérer
physiquement justifiée, ce qui a encouragé l’utilisation de la modélisation URANS. Ce comportement fait
écrire à Shur et al. [102] que la méthode URANS pourrait être plus justement renommée “Very Large Eddy
Simulation”.
Cependant, ces éventuelles structures cohérentes sont de fait déconnectée de la modélisation turbulente
qui est pour sa part uniquement justifiée dans le cadre de la résolution par sous-itérations du problème quasi-
stationnaire. Autrement dit, la méthode URANS opère une une séparation d’échelle qui ne permet plus les
échanges entre les grandes structures de l’écoulement et les petites structures représentées par le modèle de
turbulence. Ce dernier pourra donc avoir une production et dissipation de turbulence non physique, avec
un impact important sur la topologie de l’écoulement, comme par exemple des décollement de couche limite
incorrects et des recirculations non conformes. De plus, la cascade énergétique théorisée par Kolmogorov
n’étant plus assurée dans la modélisation à cause de la séparation entre les échelles de la turbulence, il est
possible que les grandes structures ne dissipent pas autant d’énergie qu’elles le devraient, malgré la présence
de viscosité turbulente et numérique. Ceci pourrait expliquer la présence de tourbillons trop intenses dans les
2. Pour rappel des équations RANS, le lecteur pourra consulter l’annexe A.2
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simulations analysée précédemment. Enfin, lorsque la simulation numérique est bidimensionnelle ou quasi-
bidimensionnelle, les structures tourbillonnaires sont confinées dans le plan de l’écoulement. L’absence d’une
troisième dimension assez étendue pour permettre l’éventuelle déformation des structures tourbillonnaires
réduit ainsi les possibilités de dissipation des tourbillons, qui restent trop intenses.
Dans le cas du décrochage dynamique, l’écoulement moyen est structurellement fluctuant. La moyenne
d’ensemble - ou encore la moyenne des écoulements dont les conditions sont identiques - ne peut se concevoir
que dans le cadre d’une moyenne de phase, et l’hypothèse d’ergodicité n’est valable que si l’écoulement est
reproductible d’un cycle à l’autre. Cette ergodicité n’est concevable que si aucune structure cohérente ne
vient perturber l’équilibre pris en compte dans la modélisation de la turbulence. En effet, si de telles struc-
tures apparaissent la forte sensibilité du problème aux conditions initiales ainsi que les erreurs numériques
mentionnées peuvent alors suffire à altérer ces structures ainsi que leur moment d’apparition. La répétabilité
est alors détruite, et l’écoulement ne représente plus une moyenne d’ensemble. La convergence portant sur
la répétabilité de cycle à cycle et mentionnée plus haut pour les simulations de décrochage dynamique serait
alors justifiée, mais uniquement en l’absence de structures cohérentes. Dans le cas présent, la répétabilité
d’un cycle sur l’autre n’est donc pas un gage de convergence.
Aucune autre modélisation n’est cependant disponible pour simuler des cas instationnaires tels que ceux
étudiés dans le cadre de ce mémoire. Il est ainsi nécessaire de s’accommoder des limitations de la modélisa-
tion URANS, et de “faire avec”. Quel crédit accorder alors aux résultats obtenus ? La comparaison avec les
données expérimentales montre que malgré les limitations de la modélisation mises en évidence, les solutions
numériques sont qualitativement représentatives. Certaines précautions sont cependant à prendre lorsqu’il
s’agit de comparer les simulations numériques aux mesures expérimentales. Tout d’abord 1) en l’absence
de répétabilité d’un cycle sur l’autre, il convient de considérer la solution URANS à chaque pas de temps
comme une photo “instantanée” de l’écoulement plutôt que comme une solution moyennée en phase. Ensuite
2) il est nécessaire de ne pas considérer les variables turbulentes - l’énergie cinétique turbulente k et le taux
de dissipation ω pour un modèle de turbulence de type k−ω - pour ces comparaisons, du fait de l’incertitude
mentionnée sur la définition de la turbulence. La comparaison des grandeurs de type vitesse ou vorticité
semble ainsi plus adaptée.
6.4 Conclusions du chapitre
La mise en place des simulations de décrochage dynamique avec et sans contrôle permet de mettre en
évidence leur grande sensibilité à divers paramètres physiques et numériques. La comparaison des solutions
numériques avec les données expérimentales issus de la campagne d’essai SIMCOS autorise la validation des
simulations numériques ; en particulier le cas de décrochage dynamique avec contrôle d’écoulement par DVG
est qualitativement bien reproduit. Il est enfin à noter que l’extrême richesse des données - en particulier la
disponibilité de mesures PIV résolues en temps - permet une comparaison adaptée, c’est à dire sans moyenne
de phase, entre les solutions numériques et les données expérimentales. Cette comparaison ouvre une “boite
de pandore”, un questionnement restant sans réponse définitive sur la nature des simulations URANS et la
définition de la turbulence dans un cadre instationnaire.
Néanmoins, la validation des simulations numériques permet leur utilisation pour chercher à mettre en
lumière les mécanismes de contrôle d’écoulement dans le cadre du contrôle de décrochage dynamique par
DVG. C’est l’objet du dernier chapitre de ce mémoire.
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Chapitre 7
Analyse locale et globale du contrôle
de décrochage dynamique par DVG
Grâce à la validation des simulations numériques de décrochage dynamique effectuée dans le chapitre
précédent, les solutions numériques sont utilisées afin d’analyser le mécanisme de contrôle d’écoulement
du DVG. Dans un premier temps, la méthodologie issue de l’analyse du contrôle de décrochage statique
est reprise et la topologie de l’écoulement induit par le DVG est étudiée dans le détail. Dans un second
temps, l’effet global du DVG sur l’écoulement est étudié grâce à la décomposition en modes propres - Proper
Orthogonal Decomposition ou POD - du champ de vitesse situé au-dessus de l’extrados du profil. Les décom-
positions des données expérimentales et numériques sont comparées, et permettent de mettre en évidence
les altérations de la topologie de l’écoulement causées par le DVG.
Sommaire
7.1 Étude de l’écoulement induit par le DVG en décrochage dynamique . . . . . 136
7.1.1 Description et analyse des interactions tourbillonnaires . . . . . . . . . . . . . . . . 136
7.1.2 Effet des interactions tourbillonnaires sur la couche limite . . . . . . . . . . . . . . 142
7.1.3 Remarques conclusives relatives aux interactions tourbillonnaires . . . . . . . . . . 145
7.2 Analyse de l’effet de contrôle global . . . . . . . . . . . . . . . . . . . . . . . . . 146
7.2.1 POD et décrochage dynamique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
7.2.2 Comparaison de l’énergie des modes POD expérimentaux et numériques . . . . . . 147
7.2.3 Analyse des modes POD numériques . . . . . . . . . . . . . . . . . . . . . . . . . . 148
7.2.4 Discussion de l’effet induit par le DVG . . . . . . . . . . . . . . . . . . . . . . . . . 152
7.3 Conclusion du chapitre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
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se sent très sûr de lui. Mais invariablement, le cours des jours l’éloigne de
cette mainmise sur le destin.”
Philippe Delerm, Mister Mouse ou la Métaphysique du Terrier
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7.1 Étude de l’écoulement induit par le DVG en décrochage dy-
namique
L’écoulement secondaire produit par le DVG a été précédemment étudié dans le cadre du régime de
décrochage statique, ce qui a permis l’identification de structures tourbillonnaires spécifiques en lien avec
l’épaisseur particulière de l’actionneur. Cette étude montre ainsi l’influence majeure des interactions tour-
billonnaires présentes en aval du DVG sur l’efficacité de l’actionneur en terme de contrôle d’écoulement. Il
a par ailleurs été démontré que les interactions tourbillonnaires sont différentes selon l’incidence considérée
de l’écoulement infini amont. Dans le cadre du contrôle de décrochage du profil OA209 en oscillation de
tangage - où l’incidence varie périodiquement sur de grandes amplitudes - la physique du contrôle d’écoule-
ment est donc probablement variable dans le cycle. Il est par conséquent nécessaire d’étudier en détail la
phénoménologie de l’écoulement tourbillonnaire induit par la présence du DVG en régime de décrochage
dynamique.
7.1.1 Description et analyse des interactions tourbillonnaires
En régime de décrochage dynamique, l’écoulement est : d’une part similaire à ce qui a pu être observé
dans le cas du décrochage statique, avec la génération d’un véritable système tourbillonnaire incluant des
interactions entre tourbillons co-rotatifs et contra-rotatifs, et d’autre part différent car les interactions ob-
servées ne sont pas les mêmes. Ainsi, les visualisations de vorticité en aval du DVG dans les Fig. 7.2, Fig. 7.3,
Fig. 7.4 et Fig. 7.5 montrent des arrangements entre tourbillons différents de ceux exposés en analysés dans
la section 4.2.
Figure 7.1 – Rappel de la nomenclature proposée des tourbillons émis par le DVG.
Deux topologies principales
Les tourbillons émis par le DVG sont principalement longitudinaux à l’écoulement principal, et une
coupe de l’écoulement en aval immédiat du DVG révèle que ceux-ci sont toujours les mêmes au cours du
cycle d’oscillation. Les variations cycliques observées concernent en effet les intensités tourbillonnaires, ainsi
que la distance des tourbillons entre eux ainsi que par rapport à la paroi du profil. Ces variations agissent donc
sur les interactions tourbillonnaires résultantes en aval du DVG. Les différentes structures tourbillonnaires
initiales sont rappelées dans la Fig. 7.1. Deux tourbillons co-rotatifs de signe positif P1 et P2 sont émis par
le DVG, et sont soumis l’interaction co-rotative aboutissant à leur fusion plus loin en aval. Un tourbillon
solitaire P3 est à noter à gauche du sillage du DVG. Ce sillage est marqué par la présence de N1 et N1b,
tourbillons co-rotatifs de sens négatifs. Les centres de ces deux tourbillons sont très rapprochés, et leur fusion
se produit en aval très proche du DVG. Le tourbillon N2 n’est pas visible car il apparaît plus loin en aval
en réponse visqueuse de la couche limite avec le tourbillon issu de la fusion entre P1 et P2. Ces tourbillons
forment globalement trois groupes : une premier groupe P1/P2, une second N1/N1b, et un composée de P3
uniquement. Deux principales topologies peuvent être définies dans le cas présent et sont décrites ci-après.
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(a) α = 10,06˚ ascendant.
(b) α = 17,75˚ ascendant.
Figure 7.2 – Topologies de l’écoulement issu du DVG pour deux incidences ascendantes dans le cycle :
Coupes de vorticité normale au plan de coupe à diverses positions longitudinales en aval du DVG.
(a) α = 10,06˚ ascendant. (b) α = 17,75˚ ascendant.
Figure 7.3 – Vorticité normale à plusieurs plans de coupe pour deux incidences ascendantes dans le
cycle. Les figures sont à lire de bas en haut, dans le sens des positions longitudinales croissantes en aval
du DVG.
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(a) α = 16,85˚ descendant.
(b) α = 8,24˚ descendant.
Figure 7.4 – Topologie de l’écoulement issu du DVG pour deux incidences descendantes dans le cycle :
Coupes de vorticité normale au plan de coupe à diverses positions longitudinales en aval du DVG.
(a) α = 16,85˚ descendant. (b) α = 8,24˚ descendant.
Figure 7.5 – Vorticité normale à plusieurs plans de coupe pour deux incidences descendantes dans
le cycle. Les figures sont à lire de bas en haut, dans le sens des positions longitudinales croissantes en
aval du DVG x/c.
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1. Une première topologie est observée à 10,06˚ dans la phase ascendante de l’oscillation de tangage du
profil et illustrée par les coupes de vorticité en aval du DVG dans la Fig. 7.3(a). Pour cette incidence
la faible persistance de N1 et N1b est notable. L’intensité prolongée du tourbillon P3 est par contre
remarquable dans la Fig. 7.2(a). Celui-ci reste en effet très actif jusqu’à une distance relativement
éloignée du DVG - 9% de corde environ - et participe vraisemblablement à l’action de mélange entre la
couche limite et la zone de l’écoulement externe. Une réponse visqueuse de la couche limite est en effet
visible sous le tourbillon à x/c = 0,04 dans la Fig. 7.3(a). Le tourbillon P3 est opportunément associée
à une barrière de vorticité négative correspondant au tourbillon N2 à x/c = 0,04 dans la Fig. 7.3(a).
Ce tourbillon N2 empêche une trop grande proximité entre P3 et le tourbillon P1+2 issu de la fusion
entre P1 et P2, ce qui peut en partie expliquer la relative persistance de P3 à 13˚ d’incidence. Notons
finalement que cette topologie se rapproche fortement de celle décrite à 12˚ dans le cas statique.
2. Une seconde topologie est visible à 17,75˚ dans la phase ascendante du cycle dans les Fig. 7.2(b) et
Fig. 7.3(b). Les tourbillons P1 et P2 sont ici plus intenses, ce qui se traduit par une plus grande
vitesse de rotation de l’ensemble formé P1/P2 car leur vitesse de rotation est proportionnelle à leur
circulation [81]. En conséquence, l’ensemble tourbillonnaire N1/N1b est éjecté plus rapidement vers la
couche externe de l’écoulement par rapport à la première topologie. Ces tourbillons négatifs ne peuvent
donc plus se joindre au tourbillon N2 qui se développe entre P1/P2 et la paroi du profil. La barrière
de vorticité négative est donc absente entre P1/P2 et P3, lequel ne subsiste pas très loin en aval du
DVG mais est rapidement absorbé par P1/P2 dans la Fig. 7.2(b). Sans être complètement identique,
cette topologie n’est pas sans rappeler celle décrite pour 16,7˚ dans le cas statique.
Variations cycliques
Le repérage de la position des structures tourbillonnaires au cours du cycle d’oscillation du profil permet
de situer la présence respective des deux topologies pour différentes plages d’incidence. Ainsi, à 16,85˚ dans
la phase descendante, la seconde topologie est toujours présente ce qui est visible dans les Fig. 7.4(a) et
Fig. 7.5(a). Plus loin dans le cycle à 8,24˚ la première topologie est de retour et montrée dans les Fig. 7.4(b)
et Fig. 7.5(b). La prédominance de ces deux topologie est rapportée dans les sous-figures de la Fig. 7.6 par
les différentes couleurs en arrière-plan des courbes, et notées “Topologie 1” (zone gris froncé) et “Topologie
2” (zone blanche). Le lecteur trouvera en complément dans les annexes D.1 et D.2 des visualisations de
l’écoulement au cours du cycle complet. Les zones en gris clair représentent pour leur part des intervalles de
transition entre les deux topologies décrites ci-dessus. Afin de mieux cerner les interactions en jeu entre les
tourbillons, plusieurs relevés ont été effectués sur l’ensemble du cycle. L’intensité de chaque tourbillon est
usuellement définie par sa circulation, mais l’estimation de cette grandeur nécessiterait dans le cas présent
de pouvoir distinguer avec précision les contours de chaque tourbillons. Or ceux ci sont souvent entrelacés
et le développement d’un tel outil, capable de distinguer chaque tourbillon est a priori une tâche complexe
dont les ressorts scientifiques dépassent le cadre d’étude choisi. La vorticité maximale dans une coupe en
aval immédiat du DVG est en revanche facilement accessible. De plus, il est aisé de vérifier que la surface
en coupe occupée par les différents tourbillons ne varie pas significativement au cours du cycle. La vorticité
maximale sera ainsi utilisée dans le cas présent comme un indicateur qualitatif de l’intensité tourbillonnaire.
Les variations de la vorticité maximale pour les tourbillons P1, P2, P3 et N1b sont montrées dans la Fig. 7.6,
et la Fig. 7.6(a) rappelle la définition de chaque tourbillon mentionné en aval immédiat du DVG.
• La Fig. 7.6(b) montre la variation de vorticité maximale des tourbillons P1 et P2 au cours du cycle.
La vorticité mesurée montre pour les deux tourbillons un pic remarquable atteignant son maximum
peu avant 17,75˚ . Cet extremum coïncide remarquablement avec la portance maximale atteinte dans le
cycle, dont l’évolution est visible en arrière-plan. La vorticité de P1 et de P2 est plus faible et globale-
ment stable au cours du reste du cycle. La génération de vorticité des deux structures tourbillonnaires
principales est donc directement corrélée à la portance, ou plus précisément au gradient de pression lié
au pic de pression négative situé sur l’extrados du profil au bord d’attaque.
• En ce qui concerne l’ensemble de vorticité négative formé par N1 et N1b, la plus grande vorticité néga-
tive mesurée est de loin celle de N1b. Dans la mesure où ces deux tourbillons fusionnent très rapidement
en aval du DVG, seule la valeur de vorticité de N1b a été ici prise en compte dans la discussion relative
aux interactions tourbillonnaires et montrée dans la Fig. 7.6(c). La valeur de vorticité maximale de
N1b (en valeur absolue) chute notablement entre 13˚ ascendant et 13˚ descendant. La valeur mini-
male de vorticité de N1b dans le cycle est approximativement atteinte lorsque l’incidence est maximale.
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(a) Définition des principaux tourbillons. (b) Evolution de la vorticité maximale de P1 et P2.
(c) Evolution de la vorticité maximale de P3 et N1b
(valeur inversée).
(d) Evolution du rapport de vorticité maximale de
(P1+P2) par rapport à N1b.
Figure 7.6 – Définition des principaux tourbillons et évolution de leur vorticité maximale en x/c =
0,012 tout au long du cycle d’oscillation du profil. La sinusoïde en arrière-plan ainsi que trait plein gris
foncé montrent respectivement la variation d’incidence et de portance. Les zones blanches et gris foncé
délimitent les plages d’incidences où les deux topologies décrites sont prédominantes.
• La Fig. 7.6(c) montre d’autre part que l’intensité du tourbillon P3 est remarquablement corrélée avec
la portance du profil. Cette observation permet d’affirmer que la persistance du tourbillon P3 dans
la Topologie 1 n’est pas liée à son intensité initiale, car ce tourbillon produit de loin sa plus grande
vorticité au cours de l’intervalle correspondant à la Topologie 2.
Il est de plus à noter que les tourbillons sont modulés en fonction de l’oscillation du profil. On peut
donc se poser la question de la présence d’une composante tourbillonnaire transversale correspondant à ces
variations mesurées des tourbillons émis. Dans ce cas l’analyse des tourbillons émis ne serait plus uniquement
bidimensionnelle, et l’effet des tourbillons sur la couche limite serait à associer à un effet sur la composante
de vorticité transverse. Or celle-ci est possiblement liée au mécanisme de formation du DSV qui apparaît à
l’extrados du profil dans le cas “clean”. On comprend donc qu’une relation entre les composantes de vorticité
permettrait ainsi de déterminer un lien entre les structures tourbillonnaires générées par le DVG et celles
caractérisant le décrochage dynamique. Dans ce cas, l’analyse des tourbillons émis par le DVG ne serait
plus uniquement bidimensionnelle mais tridimensionnelle. Un tel lien n’a cependant pas été mis en évidence,
ce qui laisse supposer que la composante transverse de vorticité générée par le DVG reste négligeable. En
revanche, un effet indirect du DVG sur la composante transverse de la vorticité plus loin en aval au-dessus
de l’extrados reste tout à fait envisageable, et sera discutée dans la section 7.2.
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Scénario d’interactions tourbillonnaires
Si le tourbillon P3 n’est pas le plus intense lorsqu’il est le plus persistant, les autres structures tour-
billonnaires sont logiquement indirectement responsables du changement topologique observé au cours du
cycle d’oscillation. Il a été précédemment observé un effet apparemment significatif lié aux tourbillons P1
et P2. Leur mouvement de rotation consécutif à leur interaction réciproque est en effet bien plus lent dans
l’intervalle correspondant à la Topologie 1. Le croisement des courbes de vorticité maximales de P1 et P2
dans la Fig. 7.6(b) laisse même penser que le centre de rotation du binôme se déplace vers le tourbillon P2.
Ceci a pour effet de moins éloigner les structures tourbillonnaires P1, P2, ainsi que N1 et N1b de la paroi.
Cette dynamique tourbillonnaire coïncide de plus avec la faible vorticité maximale des tourbillons négatifs
N1 et N1b. En considérant que la surface occupée par N1/N1b est approximativement similaire à celles
occupées respectivement par P1 et P2 dans la coupe à x/c = 0,012 de la Fig. 7.6(a), on peut obtenir une
estimation grossière du rapport des intensités tourbillonnaires entre d’une part l’ensemble P1/P2 et d’autre
part N1b. Ce rapport est présenté dans la Fig. 7.6(d) et montre une nette prééminence du couple P1/P2
dans l’intervalle du cycle correspondant à la Topologie 2. En revanche, le rapport est favorable au tourbillon
négatif N1/N1b dans l’intervalle de la Topologie 1. Le scénario qui suit semble ainsi le plus à même de décrire
les interactions tourbillonnaires en jeu.
1. Quand le gradient de pression au bord d’attaque est relativement faible - c’est à dire lorsque l’inci-
dence est comprise entre 10,06˚ descendant et 13˚ ascendant - les tourbillons P1 et P2 n’interagissent
que faiblement : leur mouvement de rotation induit par l’interaction co-rotative lent, et l’éjection de
l’ensemble N1/N1b vers la partie externe de l’écoulement ne se fait quasiment pas. Ce dernier ensemble
tourbillonnaire, qui est relativement intense, reste donc confiné entre la paroi du profil et la vorticité
positive qui la surplombe. Ce confinement a pour conséquence de faciliter la jonction de N1/N1b avec
le tourbillon N2 se qui apparaît plus loin en aval du DVG, ce qui forme au final une barrière de vorticité
négative entre les ensembles de vorticité positive P1/P2 et P3. D’autre part le confinement de N1/N1b
a semble-t-il également pour effet de de renforcer la vorticité négative présente entre la paroi et le
tourbillon P3. Ce dernier est alors muni d’un “coussin” de vorticité négative lui évitant un contact
direct avec la paroi. Le tourbillon P3 se dissipe ainsi assez lentement pour persister relativement loin
en aval du DVG et pouvoir interagir avec la couche limite du profil.
2. Lorsque le gradient de pression au bord d’attaque est suffisamment important - ce qui est le cas entre
17,75˚ ascendant et 15,94˚ descendant - les tourbillons P1 et P2 dominent l’écoulement, et leur mou-
vement de rotation commun éjecte le faible tourbillon N1/N1b vers la zone externe de la couche limite.
Le tourbillon P3, bien que très intense, reste très proche de la paroi et perd son énergie en peu de
distance parcourue en aval du DVG. De plus, la forte vitesse de rotation de P1/P2 empêche la jonction
entre N1/N1b et le tourbillon N2 qui se forme plus loin en aval. Par suite la jonction entre P1/P2 et
P3 peut en revanche avoir lieu et le tourbillon P3 est rapidement absorbé par son imposant voisin.
Figure 7.7 – Coefficient de frottement adimensionné par la valeur maximale pour deux incidences du
cycle.
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L’une des topologies présente-elle des inconvénients ou avantages par rapport à l’autre ? Afin de tenter une
comparaison entre les topologies observées pour des conditions d’écoulement différentes la Fig. 7.7 montre
sur l’extrados le coefficient de frottement adimensionné par sa valeur maximale atteinte en aval du DVG,
et ce pour deux incidences représentant les deux topologies décrites. Il s’avère que la Topologie 1 génère
relativement plus de frottement que la Topologie 2. Ces pertes visqueuses sont liée au tourbillon P3 qui est
initialement très proche de la paroi du profil. Sa forte intensité initiale est donc dans les deux cas très réduite
après avoir parcouru une distance assez courte en aval du DVG. Cependant, dans le cas de la Topologie 1,
le tourbillon P3 persiste plus longtemps et provoque une interaction visqueuse avec la couche limite plus
importante. En comparaison, la Topologie 2 possède une valeur de frottement maximale plus élevée mais
les frottements visqueux relatifs sont moins importants. La seconde topologie serait ainsi légèrement plus
efficace, dans la mesure ou le système tourbillonnaire émis perdrait relativement moins d’énergie.
Discussion sur l’origine des tourbillons P3, N1 et N1b
Si les tourbillons P1 et P2 ont une origine parfaitement identifiée, il faut rappeler que la génération des
tourbillons P3 et N1 reste floue dans le cas du décrochage statique. Plusieurs hypothèses ont été émises
dans ce cas sans qu’il puisse y être apportée une réponse définitive. L’analyse des structures tourbillonnaires
dans le cas du décrochage dynamique apporte de éléments d’analyse supplémentaires pouvant enrichir la
discussion à ce sujet, et qui méritent d’être mentionnés.
En effet, avec l’incidence du profil la position du point d’arrêt varie et il est possible qu’un tourbillon en
“fer à cheval” se forme entre le point d’arrêt et l’extrémité amont du DVG. Cette structure donnerait deux
branches, l’une de sens de rotation positif partant sur la gauche du DVG lorsque celui-ci est vu de front,
l’autre de sens négatif partant sur la droite. Cette hypothèse a pour avantage de faire correspondre les sens
de rotation des deux branches du tourbillon en fer à cheval avec d’un côté le tourbillon P3 et de l’autre le
tourbillon N1. Les tourbillons N1 et P3 sont cependant toujours présents, même lorsque le point d’arrêt se
positionne sur le DVG. L’écoulement au point d’arrêt - ou dans ce cas tridimensionnel à la ligne d’arrêt -
provoque alors deux recirculations de chaque côté du DVG. Celle-ci ne correspondent alors pas au sens de
rotation attendu pour P3 et N1. Une seconde hypothèse a été mentionnée, qui attribuerait comme origine
commune aux tourbillons P3 et N1 un décollement se produisant à l’extrémité aval du DVG. En effet, l’angle
formé par le DVG avec à la paroi du profil est à cet endroit assez important, un décollement s’y produit
et une recirculation y est visible. La déformation de ce tourbillon par l’écoulement de chaque côté du DVG
donnerait d’une part P3, et d’autre part N1 et/ou N1b, comme illustré par les Fig. 7.8 et Fig. 7.9. Cette
hypothèse est soutenue par des valeurs de vorticité maximale mesurée au cours du cycle pour P3 et N1 qui
varient de manière très similaire, suggérant ainsi une origine commune. Si les sens de rotation sont dans
ce cas compatibles quelle que soit l’incidence du profil, l’origine d’une distinction entre N1 et N1b n’est en
revanche pas encore élucidée. Enfin, une troisième hypothèse considère la vorticité générée de part et d’autre
du DVG à cause de la déviation de l’écoulement induite par le DVG. On observe en effet une nappe d’hélicité
positive à gauche du DVG, ainsi qu’une nappe d’hélicité négative à droite du DVG dans chaque coin formé
par le DVG et la paroi du profil, qui pourraient être à l’origine des tourbillons P3 et N1. Dans le cadre d’une
variation cyclique de l’incidence comme c’est le cas en décrochage dynamique, les conditions d’apparition de
certaines structures comme un tourbillon en “fer à cheval” sont donc variables. Il est ainsi possible que les
trois mécanismes évoqués se combinent et soient chacun à leur tour prépondérant selon l’intervalle consid-
éré dans le cycle. Il est également possible qu’un tourbillon en “fer à cheval” soit à l’origine topologique des
tourbillons discutés, mais que leur intensité soit esnuite alimentée par les mécanismes secondaires mentionnés.
Soulignons enfin que le maillage visible à la paroi dans les Fig. 7.8 et Fig. 7.9 n’est peut-être pas assez pré-
cis pour permettre de capturer correctement les structures tourbillonnaires mises en évidence. La complexité
de l’écoulement à l’extrémité aval du DVG rend de plus toute interprétation délicate car la schématisation
proposée de l’écoulement, qui correspond à un écoulement de type fluide parfait, est alors fortement per-
turbée dans les calculs - au moins par la viscosité turbulente. Il convient donc de rester prudent dans la
discussion concernant l’origine des tourbillons.
7.1.2 Effet des interactions tourbillonnaires sur la couche limite
Les tourbillons décrits et analysés ci-dessus ont un impact important sur les caractéristiques de la couche
limite au-dessus de l’extrados du profil OA209. En effet, comme cela a pu être montré et analysé dans la sec-
tion 4.1 la présence d’un tourbillon épaissit la hauteur moyenne de couche limite et accroit son énergie. Cela
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Figure 7.8 – Lignes de courant en rubans colorées par l’hélicité (à gauche) et critère Q (à droite) à
l’extrémité aval du DVG à 8,24˚ ascendant.
Figure 7.9 – Lignes de courant en rubans colorées par l’hélicité (à gauche) et critère Q (à droite) à
l’extrémité aval du DVG à 17,75˚ ascendant.
se traduit par une diminution locale du facteur de forme Hi, lequel représente la tendance au décollement de
la couche limite. Les valeurs de Hi sont ainsi établies à partir d’un champ de vitesse moyenné en envergure.
L’observation du facteur de forme en aval proche du DVG dans le cas du décrochage statique a mis en
évidence de fortes oscillations, qui sont sont à considérer avec prudence car le facteur de forme est fonction
d’une estimation de l’épaisseur de la couche limite. Or, une telle valeur est difficile à établir en présence de
tourbillons longitudinaux perturbant le profil moyen de vitesse longitudinale, et les oscillations du facteur
de forme ne reflètent pas nécessairement un décollement mais sont la conséquence de la difficulté à établir
l’épaisseur locale de la couche limite. Il est ainsi prudent de ne considérer quantitativement les facteurs de
forme que pour x/c > 0,05, domaine pour lequel les oscillation sont très réduites. Il est cependant à noter
que cette difficulté à estimer Hi est directement liée à la présence des tourbillons longitudinaux émis par
le DVG, lesquels produisent effectivement des décollement longitudinaux locaux en aval proche du DVG.
Les oscillations du facteur de forme peuvent donc être qualitativement interprétées comme une indication
de la perturbation de la couche limite en aval du DVG. Les perturbations de la couche limite ainsi mises
en évidence sont le revers de la médaille du contrôle d’écoulement par Vortex Generators, car le principe
d’échange énergétique entre la couche limite et la couche externe fonctionne dans les deux sens : une partie
de l’énergie de la couche limite lui est ôtée par les tourbillons, ce qui rend celle-ci plus sensible à un gradient
de pression adverse en aval plus lointain.
La même observation peut être faite pour le facteur de forme de la couche limite à l’extrados du profil en
régime de décrochage dynamique visible dans la Fig. 7.10(a). En effet, les premiers 5% de corde de l’extrados
où sont observées ces oscillations du facteur de forme correspondent à la phase co-rotative telle qu’elle a été
définie dans la section 4.2. Cette phase est en effet caractérisée par l’interaction co-rotative des deux tourbil-
lons P1 et P2 ainsi que par une décroissance élevée de la circulation totale positive. Cette phase se termine
par la fusion des deux tourbillons, qui est marquée par un changement remarquable du taux de décroissance
de la circulation. Cette évolution caractéristique de la circulation est bien visible pour l’ensemble du cycle
d’oscillation dans la Fig. 7.10(b).
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(a) Facteur de forme moyen en envergure.
(b) Variation longitudinale de la circulation positive totale.
Figure 7.10 – Variation longitudinale (a) du facteur de forme Hi, et (b) de la circulation positive
totale Γ+ pour différentes incidences du cycle.
L’effet de contrôle du DVG en décrochage dynamique serait ainsi très similaire dans son essence à celui
décrit pour le décrochage statique pour ce qui concerne l’effet sur la couche limite. D’une part une stabilisation
du facteur de forme en aval proche du DVG en présence d’un gradient de pression adverse, et en lien avec la
présence du tourbillon généré par le DVG. D’autre part une déstabilisation de la couche limite augmentant sa
sensibilité au gradient de pression adverse plus loin en aval du bord d’attaque exacerbée par les interactions
tourbillonnaires observées en aval proche du DVG et mise en évidence par les oscillation du facteur de
forme Hi. C’est la raison pour laquelle le décrochage dynamique du profil change de type, passant d’un
décrochage de bord d’attaque où le gradient de pression adverse montre un effet de seuil provoquant le
décrochage lorsque l’incidence critique est dépassée, à un décrochage de bord de fuite ayant pour sa part une
effet progressif. En régime dynamique, ce changement de type de décrochage est bien visible en mesurant la
position du point de décollement, montré dans la section 6.2.4. L’effet du DVG peut être ainsi caractérisé :
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dans la phase ascendante du cycle une perte de portance est induite par les perturbations qu’amène le DVG
et elles rendent le profil sensible au gradient de pression adverse en bord de fuite ; dans la phase descendante
du cycle la couche limite est “protégée” du gradient de pression adverse dans une région proche du bord
d’attaque, ce qui permet de conserver une zone de portance alors que le reste de l’extrados ne porte plus.
Cette “protection” de la couche limite est bien visible dans la Fig. 7.10(a) où même à 15,94˚ en pleine phase
descendante les premiers 10% de corde conservent un facteur de forme quasi-constant correspondant à une
couche limite attachée.
7.1.3 Remarques conclusives relatives aux interactions tourbillonnaires
La forte similarité entre l’étude concernant le décrochage statique et la présente analyse du contrôle de
décrochage dynamique ouvre la question de l’efficacité du DVG, et d’une éventuelle comparaison avec un
tDVG. Les interactions tourbillonnaires étudiées réduisent globalement l’efficacité du contrôle, et proviennent
pour la plupart de la spécificité géométrique du DVG : son épaisseur. Réduire l’épaisseur du DVG revient en
effet à attribuer un plus grand rôle au tourbillon P1 au détriment des autres. Or ce tourbillon est le principal,
celui dont l’effet sur la couche limite est manifestement le plus important. Étant remarquablement efficace
en décrochage statique, on peut donc légitimement supposer que dans le cadre du décrochage dynamique un
tDVG serait également plus adapté. Enfin, si l’origine de certains tourbillons est comme proposée au moins
partiellement localisée sur l’extrémité aval du DVG, l’analyse exposée ouvre la possibilité d’une optimisa-
tion du DVG dans son épaisseur actuelle. Suivant en cela les résultats remarqués pour des cas de saumons
de voilures d’avions [4, 22], un affinement ou au moins une géométrie arrondie à l’extrémité aval du DVG
permettraient potentiellement de réduire certaines interactions tourbillonnaires qui complexifient le contrôle
d’écoulement et lui font perdre une partie de son efficacité.
Ces conclusions sont cependant contraintes par la capacité du code de calcul à reproduire un écoule-
ment réaliste. Il semble ainsi nécessaire de modérer l’enthousiasme apporté par les possibles améliorations
mentionnées en rappelant que la convergence des simulations numériques de décrochage dynamique prête à
discussion. Il faut notamment redire que le pas de temps instationnaire n’est probablement pas assez fin pour
discrétiser temporellement d’éventuelles oscillations qui se produiraient derrière l’extrémité aval du DVG. Il
n’est ainsi pas absolument certain que les structures observées soient présentes dans l’écoulement réel, même
si la très bonne reproduction de l’effet de contrôle dans la phase ascendante du DVG et illustré notamment
par l’excellent accord entre calcul et mesures expérimentales pour la portance permet de conclure que l’effet
global de ces interaction est dans l’ensemble bien simulé.
Il se peut cependant que le cas test choisi et ayant fait l’objet de simulations numériques dans la présente
étude représente un cas particulier et favorable. A la lueur de cette expérience numérique, il est semble
prudent de supposer que le succès d’une modélisation numérique du contrôle du décrochage dynamique pour
d’autres paramètres n’est pas acquis, en particulier des hauteurs de DVG différentes. L’extrême sensibilité
de l’écoulement aux interactions tourbillonnaires observées, ainsi que la possible difficulté à reproduire ces
interactions dans la simulation numérique rend en effet leur modélisation a priori difficile, et ce d’autant
plus qu’aucune données expérimentales permettant de valider ces interactions fines n’est pour le moment
disponible.
145
Chapitre 7. Analyse locale et globale du contrôle de décrochage dynamique par DVG
7.2 Analyse de l’effet de contrôle global
Si l’étude des coefficients aérodynamiques permet de quantifier l’effet du DVG sur l’écoulement en terme
de performance, une compréhension plus complète peut être obtenue en analysant globalement l’écoulement
situé au-dessus de l’extrados. De manière complémentaire à l’étude précédente, il est ici proposé d’analyser
l’effet global du DVG sur l’écoulement du décrochage dynamique contrôlé en utilisant la méthode de décom-
position en mode propres orthogonaux, appelée Proper Othogonal Decomposition ou POD. Cette méthode
dont la formulation est présenté dans la section 2.4.2, permet de décomposer un signal spatio-temporel f(x, t)
en une somme de fonctions propres φi(x), composantes uniquement spatiales et pondérées par des coefficients
temporels ai(t), de telle sorte que le signal original soit égal à :
f(x, t) =
∞∑
i
ai(t)φi(x)
Chaque fonction propre φi correspond dans le cas présent à un champ de vecteurs vitesse de composantes
eV x, eV y. Ces champs de vitesse représentent chacun une structure de l’écoulement dont la présence tem-
porelle est précisée par son coefficient associé ai(t). Chaque mode possède une énergie donnée par la valeur
propre λi issue de la matrice de décomposition. La POD a été appliquée pour les deux cas “clean” et DVG
aux mesures PIV comme aux résultats numériques validés dans le chapitre précédent. Ce post-traitement
est réalisé sur la totalité de l’échantillonnage disponibles, c’est à dire sur les mesures PIV et les champs de
vitesse équivalents issus de solutions numériques couvrant plusieurs cycles complets d’oscillation du profil.
Ceci représente 16 cycles pour chaque cas de mesure PIV, 6 pour la simulation du cas de décrochage dy-
namique “clean” et 3 pour la simulation du cas de décrochage dynamique contrôlé par DVG. Dans tous les
cas, la résolution temporelle de l’écoulement est de 1050 Hz soit 300 images par cycle ; l’extraction temporelle
des solutions numériques a en effet été accordée avec la résolution temporelle de l’acquisition TR-PIV. Les
modes obtenus après décomposition sont rangés selon leur niveau d’énergie, ce qui permet ainsi d’isoler des
structures présentes en fonction de leur importance et se révèle précieux dans le présent contexte, car comme
évoqué en fin du chapitre précédent la notion de turbulence et de structures cohérentes n’est pas évidente
en ce qui concerne le décrochage dynamique.
7.2.1 POD et décrochage dynamique
Le présent usage de la POD s’appuie sur les études de Mulleners et al.[84] ainsi que Heine et al.[47] portant
d’une part sur l’analyse du décrochage dynamique, et d’autre part sur le contrôle de décrochage dynamique
au moyen d’actionneurs de type LEVoGs - mentionnés dans la section 1.5.5. Ces études considèrent la POD
comme un moyen privilégié permettant d’isoler les structures principales de l’écoulement et en particulier le
tourbillon de décrochage dynamique - Dynamic Stall Vortex ou DSV - lequel est décrit par plusieurs auteurs
[74, 73, 27] comme l’élément caractéristique de l’écoulement au-dessus d’un profil en oscillation de tangage.
Les auteurs appliquent la POD à des images PIV sur plusieurs cycles complets d’oscillation, et l’analyse des
coefficients comme des champs de vitesse représentés par les fonctions propres les amènent à proposer la
signification suivante concernant les premiers modes POD :
1. Le premier mode est donc corrélé au type d’écoulement statistiquement le plus énergétique sur l’ensem-
ble du cycle. Or la phénoménologie du décrochage dynamique fait état de la présence d’un écoulement
attaché sur la majeure partie du cycle. En terme d’énergie cinétique, ce type d’écoulement est donc le
plus important et est associé au premier mode POD. Pour confirmation, il est à noter que le champ de
vitesse de la fonction propre représente dans ce cas un écoulement attaché.
2. Dans le cadre d’un décrochage dynamique profond, la large recirculation présente dès le bord d’attaque
du profil est le second écoulement le plus énergétique. L’analyse des champs de fonctions propres montre
effectivement un écoulement comprenant une très large recirculation.
3. Le troisième mode est pour sa part plus complexe à interpréter car le champ de vitesse de la fonction
propre n’est pas directement physiquement compréhensible. Les valeurs du troisième coefficient POD
varie en forte corrélation avec les pics de portance/moment attribuées à la présence du tourbillon de
décrochage dynamique. C’est pourquoi ce troisième mode a été associé à la troisième structure la plus
énergétique de l’écoulement, c’est à dire le DSV.
4. Les modes de niveau supérieurs, de moindre énergie, sont difficilement interprétables. Il s’agit pour les
auteurs mentionnés de tourbillons de petite taille jusqu’à des petites structures turbulentes.
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Heine et al. [47] s’attachent de plus à analyser les différences induites sur les modes POD par l’introduction
dans l’écoulement d’un dispositif de contrôle. En suivant cet exemple, il est espéré dans le cas présent que
l’analyse des modes POD issus de la décomposition des simulations numériques “clean” et DVG puisse mettre
en évidence l’effet global de contrôle induit par le DVG.
7.2.2 Comparaison de l’énergie des modes POD expérimentaux et numériques
La décomposition conjointe des données PIV et numériques permet une confrontation supplémentaire
des simulations avec les mesures expérimentales. Les valeurs propres issus de la POD des cas “clean” et
DVG expérimentaux comme numériques sont montrées dans la Fig. 7.11. L’énergie des 100 premiers modes
est illustrée par la Fig. 7.11(a) et confirme la prééminence des quelques premiers mode dans l’écoulement.
Ces modes les plus énergétiques sont différemment reproduits dans la simulation numérique selon que l’on
considère le cas “clean” ou le cas DVG. Une tendance globale est cependant à noter : l’énergie des quinze pre-
miers modes de chaque simulation concorde assez bien avec l’énergie déployée par les modes expérimentaux
correspondants, ce qui n’est pas le cas pour les modes plus élevés. Dans la mesure où les simulations de type
URANS ne sont capables de simuler que de très larges structures tourbillonnaires, cette tendance s’explique
donc par le fait que des petites structures faiblement énergétiques sont uniquement prises en compte par la
modélisation de la turbulence. Or celle-ci n’est pas restituée dans la simulation comme une composante du
vecteur vitesse. Par conséquent la POD - telle qu’elle est mise en œuvre - ne peut pas prendre en compte
cette composante de l’énergie présente dans l’écoulement de la simulation numérique. L’observation des 20
premiers modes dans la Fig. 7.11(b) permet de plus de constater que la simulation numérique du cas “clean”
présente un premier mode en très bon accord avec l’expérience mais une sur-estimation de l’énergie des dix
modes suivants. Le cas DVG montre pour sa part un très bon accord avec l’expérience pour les les 5 pre-
miers modes, une sur-estimation des modes 6 à 9, et enfin une sous-estimation de l’énergie des modes suivants.
(a) 100 premiers modes.
(b) Détail des 20 premiers modes.
Figure 7.11 – Énergie des modes propres issus de la POD des mesures PIV et des simulations.
L’une des possibilités offerte par la POD consiste en une reconstruction du signal original en ne prenant
en compte qu’un nombre fini et limité de modes. Cette reconstruction permet d’obtenir un modèle d’ordre
réduit (Reduced Order Model) de l’écoulement et autorise le “filtrage” des structures les moins énergétiques,
c’est à dire les moins susceptibles d’être prépondérantes dans l’écoulement. Elle permet également de mieux
comprendre la signification des modes POD en leur redonnant un sens physiquement interprétable. L’obser-
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(a) Vue générale des 12 premiers modes. (b) Détail des 5 premiers modes.
Figure 7.12 – Énergie cumulée rapportée à l’énergie totale E des modes propres issus de la POD des
mesures PIV et des simulations.
vation de l’énergie modale cumulée est montrée dans la Fig. 7.12 et donne une première idée du nombre de
modes nécessaires à une reconstruction qualitativement fidèle à l’original. Pour les mesures PIV, il est à noter
que l’énergie cumulée des deux premiers modes pour les cas “clean” et DVG s’élève respectivement 96,4%
et 98,8% de l’énergie totale E. Ces totaux s’élèvent à 94,5% et 98,9% pour les simulations numériques, qui
respectent donc assez bien l’ordre de grandeur de la répartition énergétique cumulée pour les deux premiers
modes.
L’énergie cumulée par les modes 1 à 6 est détaillée dans la Fig. 7.12(b) et permet d’affiner les comparaisons
entre résultats expérimentaux et numériques. Pour la simulation numérique du cas “clean” il est à noter que
l’énergie cumulée des 6 premiers modes reste inférieure à son équivalent expérimental. En revanche, pour un
plus grand nombre de modes, la simulation numérique surestime l’énergie de l’écoulement. Pour le cas DVG,
la simulation numérique permet en revanche de retrouver la tendance correcte où les modes supérieurs à 2
apportent relativement peu d’énergie et sont globalement bien reproduits. Ces observations indiquent que :
1) la répartition d’énergie modale est différente entre les décompositions expérimentale et numériques, 2) le
cas DVG est bien plus correctement reproduit par la simulation numérique que le cas “clean”.
7.2.3 Analyse des modes POD numériques
Comme évoqué plus haut les champs de vitesse des fonctions propres ne représentent pas nécessairement
un écoulement directement interprétable physiquement. Les modes de la POD ne prennent en effet un sens
physique que lorsqu’une reconstruction est effectuée. Il faut de plus rappeler que la décomposition de l’é-
coulement porte sur plusieurs cycles complets d’oscillation du profil ; et c’est pourquoi il est nécessaire de
raisonner sur l’écoulement global du cycle afin de donner une signification aux modes considérés.
Le premier mode est le plus énergétique et contient 85,8% et 94,5% de l’énergie totale cumulé E des cas
“clean” et DVG : sur l’ensemble du cycle cette partie de l’écoulement correspond pour le cas “clean” comme
pour le cas DVG à l’écoulement attaché présent dans la majeure partie du cycle en phase ascendante ainsi
que dans une partie de la phase descendante. Cette analyse est confirmée par la topologie des champs de
vitesse dde la fonction propre φ1 dans la Fig. 7.13(a). De plus, les coefficients a1 montrés dans la Fig. 7.13(b)
possèdent sur l’ensemble du cycle une valeur haute traduisant la prédominance de ce mode hors de la phase
descendante du cycle. Celle-ci correspondant physiquement à l’écoulement décollé, le coefficient a1 y est
significativement réduit. Le deuxième mode est présenté dans la Fig. 7.14, et correspond dans les cas “clean”
et DVG à respectivement 8,7% et 4,4% de l’énergie totale E. Il est visible que la topologie de ce mode
correspond à une large recirculation. Le deuxième type d’écoulement statistiquement le plus énergétique cor-
respond en effet au décollement de l’ensemble de l’extrados du profil présent lors de la phase descendante du
cycle - et ce pour le cas “clean” comme pour le cas DVG. Ce mode domine l’écoulement dans la phase descen-
dante du cycle car les grandes valeurs de son coefficient a2 correspondent aux faibles valeurs du coefficient a1.
A ce stade de l’analyse la POD met déjà en évidence des différences entre le cas “clean” et le cas DVG,
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(a) Fonction propre φ1 pour les cas “clean” et DVG. (b) Coefficients a1.
Figure 7.13 – Comparaison “clean” - DVG du premier mode POD des simulations numériques.
(a) Fonction propre φ2 pour les cas “clean” et DVG. (b) Coefficients a2.
Figure 7.14 – Comparaison “clean” - DVG du second mode POD des simulations numériques.
car le niveau globalement plus élevé du coefficient a1 pour le DVG indique dans l’ensemble une plus grande
prépondérance de l’écoulement attaché. Logiquement, le niveau globalement plus faible du coefficient a2
indique pour le DVG un écoulement statistiquement moins décollé. De plus, si les topologies des fonctions
propres sont très similaires, il faut toutefois noter que la recirculation du cas DVG est initiée plus loin du
bord d’attaque que pour le cas “clean”. Enfin, le décalage temporel entre les deux cas pour a1 et a2 signifie
l’apparition plus précoce du décollement pour le cas DVG. Ces remarques sont heureusement en parfait
accord avec la comparaison de l’écoulement de deux cas développée dans le chapitre précédent.
Le troisième mode est montré dans les Fig. 7.15(a) et Fig. 7.15(b) et correspond respectivement à 1,54% et
0,54% de l’énergie totale cumulée E des cas “clean” et DVG. La signification de ce mode n’est pas évidente car
contrairement aux deux modes précédents les fonctions propres ne se laissent pas interpréter immédiatement
et sont de plus très différents d’un cas à l’autre. Afin de donner un sens physique aux troisièmes modes, il
est cependant possible de s’appuyer d’une part sur : d’une part la chronologie donnée par les coefficients a3,
et d’autre part les reconstructions de l’écoulement basées sur un nombre croissant de modes.
Le coefficient a3 du cas “clean” est en effet visible dans la Fig. 7.15(b) et peut être mis en corrélation
avec le niveau de portance rapporté en trait pointillé. Le pic de surportance est ici parfaitement synchronisé
avec le pic de a3, ce qui permet d’établir un lien de causalité : la variation de portance est la conséquence
de l’importance prise dans l’écoulement par la structure représentée avec le troisième mode POD. De plus,
l’observation de l’évolution du coefficient en relation avec le déplacement des structures tourbillonnaires
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permet d’affirmer que : d’une part le maximum de a3 est causé par l’irruption de la structure tourbillonnaire
représentée par le troisième mode dans la fenêtre PIV, et que le pic minimum est lié à la disparition de cette
même structure en aval de la fenêtre PIV.
(a) Fonction propre φ3 pour les cas “clean” et DVG. (b) Coefficients a3.
Figure 7.15 – Comparaison “clean” - DVG du troisième mode POD des simulations numériques.
Les reconstructions de l’écoulement “clean” pour l’incidence de 16,7˚ descendant - et donc pour une
valeur élevé de a3 - avec successivement 2, 3, 5, 6, 10 et 50 modes sont présentées dans la Fig. 7.16. La
reconstruction pour deux modes permet de retrouver la recirculation générale au-dessus de l’extrados du
profil. Avec les trois premiers modes, l’apparence du décollement change et montre un épaississement de la
recirculation à proximité du bord d’attaque. Il faut prendre les six premiers modes en compte pour voir
apparaitre des tourbillons plus conformes à l’écoulement d’origine et obtenir une représentation correcte
de ce dernier. En effet, les reconstruction basée sur 10 et 50 modes ne font plus apparaitre de différences
significatives à cette incidence. Il a été vu que l’analyse de la POD décrite dans la littérature et appliquée de
manière similaire aux mesures PIV associe le troisième mode avec le tourbillon de décrochage dynamique.
Dans le cas de la présente simulation numérique, le tourbillon de décrochage dynamique est plutôt à associer
à la combinaison des modes 3, 4, 5 et 6. Dans cet ensemble le troisième mode en est cependant la base
énergétique, et à ce titre les variations de son coefficient a3 au cours du cycle restent un bon indicateur de
la présence du tourbillon de décrochage dynamique.
Dans le cas DVG, les reconstructions de l’écoulement effectuées pour une incidence de 17,4˚ descendant
et montrée dans la Fig. 7.17 prouvent que les trois premiers modes suffisent à décrire convenablement
l’écoulement. On notera que ce constat va tout à fait dans le sens de la remarque précédente concernant
l’analyse de l’énergie modale. Dans le cas présent, il est difficile d’associer les maximums positifs et négatifs du
coefficient a3 dans la Fig. 7.15(b), car la reconstruction de l’écoulement ne laisse pas apparaître de structure
tourbillonnaire en déplacement dans la fenêtre PIV. En revanche, la plus faible amplitude des variations du
coefficient a3 montre la moindre variabilité de l’écoulement contrôle par le DVG par rapport au cas “clean”.
De plus l’évolution dans le temps du coefficient a3 dénote l’activité de ce troisième mode en avance par
rapport à son homologue du cas “clean”. Comme le décollement de bord de fuite est le phénomène physique
lié à l’évolution précoce des coefficients a1 et a2 pour le cas DVG, force est de conclure que le troisième mode
POD du cas DVG lui est également lié. Enfin, il est à noter que a3 présente des oscillations de fréquence
identique à celles remarquées pour la portance du cas DVG au cours la phase descendante du cycle. Or ces
oscillations de portance ont été attribuées au lâcher de tourbillons observé en aval de la recirculation de bord
de fuite. Comme la POD a été appliquée à une fenêtre de l’écoulement n’incluant pas cette zone en aval
du profil, le troisième mode est donc probablement lié au battement de la recirculation générale en bord de
fuite. Ce battement est en effet provoqué par la génération et l’advection des tourbillons émis en aval du
bord de fuite. Il est évident que ce troisième mode constitue la différence principale entre le cas “clean” et
le cas DVG, laquelle traduit l’effet du DVG sur l’écoulement.
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(a) Modes 1 à 2 (94,5%). (b) Modes 1 à 3 (96,1%).
(c) Modes 1 à 5 (97,7%). (d) Modes 1 à 6 (98,1%).
(e) Modes 1 à 10 (99,2%). (f) Modes 1 à 50 (99,95%).
Figure 7.16 – Reconstruction du champ de vitesse pour le cas “clean” à 16,7˚ descendant. Le pour-
centage entre parenthèses indique le niveau d’énergie cumulée représenté par chaque reconstruction par
rapport à l’énergie totale E.
(a) Modes 1 à 2 (98,9%). (b) Modes 1 à 3 (99,5%).
(c) Modes 1 à 10 (99,95%). (d) Modes 1 à 50 (99,9995%).
Figure 7.17 – Reconstruction du champ de vitesse pour cas DVG à 17,4˚ descendant. Le pourcentage
entre parenthèses indique le niveau d’énergie cumulée représenté par chaque reconstruction par rapport
à l’énergie totale E.
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7.2.4 Discussion de l’effet induit par le DVG
La comparaison des décompositions effectuées sur les deux configurations “clean” et DVG montre en effet
que la différentiation entre le cas “clean” et le cas DVG s’opère dès le troisième mode POD. Le lien étant
établi entre le tourbillon de décrochage dynamique et le troisième coefficient du cas “clean”, l’action du DVG
consiste donc au moins à modifier ce mode qui dans le cas du DVG ne fait plus du tout apparaitre de struc-
ture typique d’un tourbillon de décrochage dynamique. Avec la disparition de cette structure caractéristique
l’écoulement présent au-dessus de l’extrados est bouleversé, ce qui par ailleurs modifie nécessairement les
charges aérodynamiques du profil. Un lien entre l’effet de contrôle global ainsi mis en lumière et l’action
locale du DVG est discuté ci-dessous.
D’une manière générale, l’étude de la couche limite du profil dans la section 7.1.2 montre que la région du
bord d’attaque en aval du DVG est “protégée” d’un décollement par la présence de tourbillons longitudinaux
qui réduisent localement la sensibilité de la couche limite au gradient de pression adverse. Un décollement de
bord d’attaque n’est alors plus possible. L’effet du gradient de pression adverse se trouve ainsi nécessairement
décalé vers l’aval et agit en premier lieu sur le bord de fuite car si tourbillons longitudinaux accroissent en
aval de la “zone protégée” la sensibilité de l’écoulement au gradient de pression adverse. Le décollement de
la couche limite se produit donc toujours, mais la présence du DVG en change les caractéristiques ainsi que
l’amplitude en le faisant passer du bord d’attaque au bord de fuite. La modification du troisième mode POD
reflète ce changement, car sa signification passe d’un mode tourbillonnaire renforçant la recirculation au
bord d’attaque à un mode relatif au décollement en bord de fuite. Or l’analyse POD de l’écoulement révèle
le rôle significatif de la vorticité transverse à l’écoulement principal. Si la présente étude n’a pas permis de
mettre en évidence un lien apparent entre la vorticité longitudinale émise par les DVGs, deux hypothèses
sont cependant envisageables, permettant de lier cette altération de la composante de vorticité transverse à
la présence de tourbillons longitudinaux.
Un modèle vorticitaire de l’effet du DVG sur la couche limite
D’une part, il est possible de considérer que cette “protection” de la couche limite permet l’altération des
conditions propices à l’apparition du tourbillon de décrochage dynamique. La modélisation vorticitaire d’une
couche limite soumise à une gradient de pression adverse proposée par Reynolds et Carr [92] et illustrée par
la Fig. 7.18 permet en effet d’attribuer une origine au tourbillon de décrochage dynamique. Son mécanisme
de formation peut être présenté comme suit : de la vorticité est émise principalement au bord d’attaque du
profil. Tant que le gradient de pression adverse n’est pas trop important cette vorticité est advectée vers
l’aval par l’écoulement principal. Les tourbillons proches de la paroi sont cependant soumis à l’influence de
leur images respectives par rapport à la paroi du profil, ce qui leur impulse une force de sens opposé à celui
de l’écoulement principal. Lorsque le gradient de pression adverse est assez fort et/ou lorsque la vorticité
produite est suffisamment importante, le recul provoqué par l’interaction entre les tourbillons et leur images
peut devenir assez fort pour localement stopper l’écoulement à la paroi, ce qui est illustré par l’inversion du
sens des vecteurs donnant la vitesse des tourbillons dans la Fig. 7.18(b). Un blocage de l’écoulement appa-
rait ainsi à la paroi et forme une recirculation dont la taille est croissance. Ce tourbillon primaire appelle
d’après Doligalski et al. [27] une réponse visqueuse de la couche limite et provoque l’éjection de fluide vers
l’écoulement externe. Le tourbillon ainsi renforcé devient dominant dans l’écoulement et s’apparente alors
au tourbillon de décrochage dynamique. Sa présence au-dessus du profil puis son passage au dessus du bord
de fuite provoquent des variations de la portance puis le moment piqueur caractéristique du décrochage
dynamique.
Quelle pourrait être alors l’action du DVG dans ce scénario ? L’explication proposée est la suivante : les
tourbillons longitudinaux prélèvent la vorticité dans la couche limite pour l’éjecter vers la couche externe
comme illustré par le schéma de principe de la Fig. 7.19, ce qui a pour effet d’éloigner une partie de la
vorticité de la paroi et par conséquent réduit le mouvement de recul causé par l’interaction des tourbil-
lons avec leurs images. La vorticité est ainsi mieux évacuée de la zone du bord d’attaque, ce qui retarde
un possible “blocage” initiateur du tourbillon de décrochage dynamique. D’une manière surprenante et à
l’inverse du mode opératoire habituellement proposé pour expliquer l’action d’un Vortex Generator, l’effet
de mélange consistant à injecter de l’énergie dans la couche limite serait dans ce cas moins important que
l’effet secondaire des tourbillons longitudinaux, c’est à dire les décollements locaux qui, comme cela a été
évoque plus haut, provoquent une déstabilisation de la couche limite. Dans cette grille de lecture des évène-
ments caractérisant le décrochage dynamique, l’ajout des tourbillons longitudinaux à l’écoulement principal
annihile le mécanisme qui initie le tourbillon de décrochage dynamique, ce qui dans la POD se traduit par
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Chapitre 7. Analyse locale et globale du contrôle de décrochage dynamique par DVG
7.3 Conclusion du chapitre
L’étude détaillée des écoulements secondaires induits par le DVG et l’analyse de la décomposition en
modes propres de l’écoulement présent au-dessus de l’extrados du profil mis en oscillation de tangage permet
de proposer un lien entre la cause : l’émission de tourbillons longitudinaux à l’écoulement principal, et les
conséquences : le changement topologique majeur entre l’écoulement “clean” et le cas contrôlé par DVG.
Une première hypothèse suppose en effet une relation dans le mouvement de brassage opéré par les tourbil-
lons longitudinaux, qui d’une part peut apporter de l’énergie dans la couche limite, et d’autre part éviter
à la couche limite une concentration de vorticité transversale à même d’initier la formation d’un tourbillon
de décrochage dynamique. La seconde hypothèse suppose une déstructuration des structures vorticitaires
transverses par la présence des tourbillons longitudinaux. Ces explications proposées restent cependant à
vérifier. Pour ce faire, une piste est notamment envisageable : la réalisation de simulations numériques avec
des paramètres d’écoulement et de dimension de DVG différents permettraient potentiellement de mieux
corréler les altérations topologiques globales avec les caractéristiques locales des tourbillons longitudinaux.
Cette exploration sera cependant contrainte par les capacité de la modélisation URANS à reproduire cor-
rectement les principales caractéristiques de cet écoulement instationnaire si particulier. Afin de minimiser
les incertitudes concernant la validité de telles simulations numériques, il serait notamment bénéfique de
considérer un décrochage dynamique plus profond où le décollement de couche limite serait moins sensible
aux paramètres numériques tels que le maillage ou le modèle de turbulence.
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La remarque la plus frustrante que l’on puisse se faire au
moment de conclure est que : “Tiens, c’est très intéressant, ça...”
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L’étude présentée a consisté à mettre en place et étudier des simulations numériques de décrochage
dynamique prenant en compte un actionneur de contrôle d’écoulement. Un tel dispositif de type Vortex
Generator, nommé DVG, a été auparavant conçu et testé avec succès, et l’étude numérique ici présentée a
permis d’en mieux comprendre le mode d’action. La démarche adoptée au cours de ce travail s’est articulée
selon deux axes correspondant aux problématiques posées en introduction de ce mémoire : tout d’abord la
mise en place et l’étude de simulations numériques prenant en compte le DVG dans un cas de décrochage
statique, ensuite la simulation numérique de contrôle du décrochage dynamique ainsi que l’analyse de l’effet
de contrôle induit par le DVG. Au regard de ces axes de recherche, le travail exposé dans le présent mémoire
a permis de mettre en évidence les points principaux qui sont décrits en détail dans cette conclusion.
Synthèse
Le premier axe de recherche s’est intéressé à la manière de prendre en compte le DVG dans les sim-
ulations numériques de contrôle du décrochage statique. Dans ce cadre, deux approches ont été explorées
conjointement :
• D’un côté une approche directe de la prise en compte du DVG dans les simulations a été privilégiée.
Pour cela, le DVG a été directement inclus dans la grille discrétisant le domaine de calcul au moyen
d’une topologie de maillage adaptée. L’utilisation des données expérimentales issues de la campagne
d’essais SIMCOS a permis de valider ces simulations numériques. Celle-ci se sont avérées capables de
reproduire l’effet de contrôle d’écoulement caractérisé par une incidence de décrochage portée de 15˚
à 17˚ et une perte de portance maximale de l’ordre de 10%. Cette validation a ainsi montré que les
hypothèses simplificatrices suivantes sont valables : tout d’abord le domaine de calcul a été réduit à
une période spatiale contenant un seul DVG, la périodicité de la géométrie étant prise en compte grâce
à une condition de raccord périodique entre les parois latérales du maillage. La transition laminaire-
turbulent a ensuite été supposée être déclenchée par la présence du DVG au bord d’attaque, ce qui
a ôté le besoin de prendre en compte la transition. La comparaison satisfaisante des résultats de la
simulation avec les données expérimentales a enfin permis de considérer que la modélisation de type
RANS/URANS comme capable de restituer les principales caractéristiques de l’écoulement.
L’étude des solutions issues des simulations numériques a apporté un éclairage particulier concernant
l’écoulement secondaire induit par le DVG. Notamment, l’émission d’un véritable système tourbillon-
naire comportant des interactions co-rotatives et contra-rotatives s’est avérée critique. L’efficacité du
DVG en terme de contrôle du décrochage statique est en effet pilotée par ces interactions qui ont pu être
synthétisées grâce à une analyse détaillée de la circulation positive estimée sur des coupes transversales
à l’écoulement en aval du DVG. Une première phase dite phase Co-rotative correspond à une chute
rapide de la circulation due à l’interaction entre les deux tourbillons principaux, co-rotatifs de sens
de rotation positif et émis par les arêtes longitudinales du DVG. La seconde phase Negative ou phase
Double dépend de l’incidence du profil ou la hauteur du DVG considérée. Des tourbillons secondaires
sont en effet émis de part et d’autre du DVG et interagissent en aval de ce dernier avec la paire de
tourbillons précédente, ce qui rend le taux de décroissance de circulation moyen. Enfin, une troisième
phase Visqueuse n’est plus dépendante d’interactions tourbillonnaires mais uniquement de la viscosité
totale de l’écoulement ainsi que de la dissipation turbulente, et la décroissance de circulation est faible.
La présence de multiples tourbillons et en particulier l’interaction co-rotative a été identifiée comme
un facteur de déstabilisation de la couche limite du profil en aval du DVG. L’effet du tourbillon longi-
tudinal principal émis par le DVG a ainsi été décrit d’une part comme une ré-énergisation de la couche
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limite en aval proche du DVG, et d’autre part comme une déstabilisation simultanée de la couche
limite. Celle-ci est rendue ainsi plus sensible au gradient de pression adverse plus loin en aval du DVG.
Ce mécanisme a permis d’expliquer le changement de topologie du décollement observé sur le profil, qui
passe d’un décrochage de bord d’attaque à un décrochage de bord de fuite. Il a donc été montré que les
interactions constatées pilotent l’évolution de la circulation, laquelle traduit l’intensité du tourbillon
principal émis par le DVG. Les interactions conduisent donc à réduire différemment l’efficacité du tour-
billon principal, ce qui a finalement permis de retenir la hauteur de DVG de 1,5 mm comme optimale
en terme d’efficacité de contrôle. L’efficacité du DVG a enfin été identifiée comme intrinsèquement liée
à son épaisseur géométrique, ce qui conduit à étudier le cas d’un DVG dont l’épaisseur a été réduite
à 1/5ème de sa dimension originale. Dans ce cas, l’absence de structures tourbillonnaires a produit un
meilleur effet de contrôle puisque l’incidence de décrochage a été reculée au-delà de 18˚ sans réduction
de la portance maximale.
• Dans un second temps, une approche indirecte de la prise en compte du DVG dans les simulations a été
évaluée. Partant du modèle de BAY [8] qui suppose le Vortex Generator infiniment fin et sans frotte-
ments pariétaux, un modèle de DVG a été élaboré. L’idée a consisté à introduire dans la simulation un
écoulement secondaire au moyen de termes source, ce qui a évité l’inclusion la géométrie du DVG dans
le maillage. Grâce à la compréhension de l’écoulement induit par l’actionneur, le modèle de BAY a été
adapté afin d’émettre un système tourbillonnaire correspondant à l’écoulement cible observé dans les
simulations de l’approche directe. La génération des différentes structures tourbillonnaires identifiées
comme prépondérantes a effectivement permis de reproduire qualitativement les interactions tourbil-
lonnaires mentionnées et d’obtenir quantitativement des charges aérodynamiques proches de celles de
l’écoulement cible. Ce modèle de DVG s’est ainsi révélé prometteur mais reste à finaliser afin qu’un
usage étendu en soit possible.
Le second axe de recherche a prolongé l’étude menée dans le cas statique au cas de contrôle du
décrochage dynamique du DVG, pour une hauteur donnée de l’actionneur. Seule l’approche directe a été
considérée.
Les calculs de décrochage dynamique sans et avec contrôle ont été comparés aux données expérimentales,
lesquelles comprennent des mesures temporelles de pression ainsi que des mesures temporelles de Particle
Image Velocimetry ou TR-PIV. La comparaison des mesures de pression intégrées pour obtenir les charges
aérodynamiques a permis de quantifier la capacité de la simulation numérique à reproduire l’écoulement
observé expérimentalement.
• Pour le cas sans contrôle, la simulation numérique s’est montrée en excellent accord avec les mesures
expérimentales dans la phase ascendante du cycle et bon accord qualitatif dans la phase descendante
du cycle. Il a été noté que le décrochage se produit en retard dans la simulation, et que les charges
aérodynamiques montrent dans la phase descendante du cycle de larges oscillations dont l’amplitude
est largement sur-estimée par rapport aux mesures expérimentales. Le moment de tangage piqueur
s’est en particulier révélé largement sur-estimé.
• Pour le cas contrôlé, la simulation s’est avérée en excellent accord avec les mesures dans la phase as-
cendante, et en bon accord qualitatif dans la phase descendante. Dans ce dernier cas, la simulation n’a
pas été à même de reproduire quantitativement les charges aérodynamiques et a également montré de
larges oscillations absentes des mesures expérimentales. Néanmoins, l’écart relatif entre les cas sans et
avec contrôle a été mesuré comme similaire au même écart observé expérimentalement.
Ces résultats ont permis de constater les limites de la modélisation URANS utilisée pour ces calculs. Cette
modélisation s’est en effet signalée par une large sur-estimation de l’intensité des tourbillons transversaux à
l’écoulement, lesquels sont générés par les décollements de bord d’attaque ou de bord de fuite du profil. La
sur-estimation de ces structures a été identifiée comme la source des écarts constatés sur les charges aéro-
dynamiques. Néanmoins, le bon accord qualitatif entre simulations et données expérimentales de référence
ainsi que le bon écart relatif a rendu possible une analyse physique de la solution numérique des cas de
décrochage dynamique avec et sans contrôle.
Une première analyse a traité de l’effet du DVG observé localement. Cette étude a fait également appa-
raitre un système tourbillonnaire émis par le DVG, qui présente des similarités avec ce qui a pu être observé
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dans le cas de contrôle du décrochage statique. L’interaction co-rotative décrite est en effet toujours présente,
de même que les tourbillons secondaires évoqués. Selon la position du profil dans le cycle d’oscillation, les
différents tourbillons ont présenté des intensités variables. Dans la phase “basse” du cycle où l’incidence est
la plus petite, la topologie tourbillonnaire a montré l’influence prépondérante des structures définies comme
secondaires, alors que dans la phase “haute” du cycle les structures principales ont été perçues comme pré-
dominantes. L’effet des tourbillons longitudinaux sur la couche limite du profil a ensuite été mis en évidence.
L’étude a montré qu’une ré-énergisation de la couche limite est induite de manière permanente sur les pre-
miers 10% de corde du profil, ce qui confère à cette partie du profil une protection contre un décollement.
La conséquence de cet effet local a été explorée au niveau global dans une seconde analyse qui s’est attachée
à comparer les structures émises au-dessus de l’extrados du profil dans les simulations sans et avec contrôle.
Pour cela, usage a été fait de la décomposition en modes propores orthogonaux (ou POD) des champs de
vitesse instationnaires. La POD a en effet permis de décomposer l’écoulement instationnaire selon des modes
énergétiquement décroissants. En particulier, le troisième mode du cas sans contrôle a été identifié comme le
tourbillon de décrochage dynamique, qui est à l’origine des fortes charges aérodynamiques caractéristiques
de ce type d’écoulement. L’altération significative de ce troisième mode par la présence du DVG a ainsi été
mise en évidence. Finalement, en considérant l’écoulement selon le point de vue tourbillonnaire de Reynolds
et Carr [92], un lien a pu être proposé entre l’altération des conditions nécessaires à l’apparition du tourbillon
de décrochage dynamique et la présence de tourbillons longitudinaux à l’écoulement principal.
Perspectives de recherches...
Ce travail de thèse a permis de lever le voile sur un certain nombre de points concernant les simulations
numériques de contrôle du décrochage dynamique par DVG. De nombreux points restent cependant à abor-
der afin de compléter la connaissance de l’écoulement induit par cet actionneur de contrôle.
• Concernant l’amélioration de la qualité des simulations numériques, il semble que les travaux présentés
touchent les limites de la modélisation URANS classique. Afin d’obtenir numériquement une meilleur
prédictibilité des charges aérodynamiques, il semble essentiel de modifier l’approche concernant la
modélisation des écoulements massivement décollés. Une piste pourrait être l’utilisation de maillages
incluant une envergure beaucoup plus large que ce qui a été testé. L’utilisation de différentes relations
de fermetures de équations, ou modèle de turbulence, en est une autre.
• Concernant l’extension des résultats obtenus avec la méthodologie présentée, il apparaît que la com-
préhension des interactions tourbillonnaires que ce travail a permis d’acquérir ouvre des possibilités
pour améliorer l’efficacité du DVG. Un DVG de faible épaisseur semble notamment très prometteur,
mais peut poser des difficultés de réalisation matérielle. Une seule épaisseur de DVG a été testée et
de nouvelles simulations numériques de décrochage dynamique incluant différentes épaisseurs de DVG
permettrait de déterminer si une épaisseur critique peut être définie et utilisée dans d’éventuels futurs
essais, comme cela est évoqué dans l’annexe C.1. Dans le but de minimiser le nombre et l’importance
des tourbillons secondaires émis, plusieurs variations de la forme du DVG semblent intéressantes et
sont décrites dans l’annexe C.2. L’extension de cette compréhension passe ensuite par la réalisation
de calculs pour des hauteurs de DVG différentes, qui permettraient également de mieux cerner le do-
maine de validité de la simulation numériques. Enfin, les simulations numériques ne portent que sur
un cas d’écoulement particulier et il serait profitable de tester le dispositif sur une plus large gamme
de paramètres en faisant varier le nombre de Reynolds, le nombre de Mach et la fréquence d’oscillation.
• Par manque de temps, le modèle de DVG n’est pas complètement achevé. Finalisé, il pourrait être
utilisé en décrochage dynamique, où la possibilité de le rendre déployable prendrait tout son sens.
En l’activant ou désactivant selon la position dans le cycle d’oscillation, le modèle de DVG ouvrirait
la voie à une simulation numérique de contrôle du décrochage dynamique, tout d’abord sur une pale
d’envergure finie, puis finalement sur un rotor prenant réellement en compte la vitesse d’avancement
et la rotation dans la simulation numérique.
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... Vers quelles applications ?
Ce travail de recherche a permis d’obtenir une compréhension étendue des mécanismes physiques présents
dans le contrôle d’écoulement réalisé au moyen du DVG. Si cette première étape est indispensable pour
améliorer l’efficacité du DVG, il s’agit ensuite se tourner, dans une étape suivante, vers l’application concrète
de contrôle du décrochage dynamique sur une pale d’hélicoptère. Pour ce faire, le chemin est encore long
mais le travail ici présenté apporte une base solide qui permettra : d’une part l’amélioration la géométrie de
l’actionneur ; d’autre part la réalisation des simulations numériques nécessaires à l’évaluation du DVG sur
une pale d’hélicoptère ; et enfin la prise en compte de cet actionneur dans une modélisation plus complète de
la dynamique de vol d’un hélicoptère. Ce faisant, il sera enfin possible de mesurer l’amélioration apportée à
l’enveloppe de vol. La suite de cette histoire appartiendra alors aux constructeurs d’hélicoptère pour lesquels,
peut-être, le décrochage dynamique ne sera plus autant contraignant.
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Annexe A
Modélisation de l’écoulement
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Annexe A. Modélisation de l’écoulement
A.1 Equations de Navier-Stokes
Le modèle décrivant l’écoulement d’un fluide visqueux et conducteur de chaleur retranscrit le principe
fondamental de conservation de la masse, de la quantité de mouvement et de l’énergie :
∂ρ
∂t
+ div(ρu) = 0 (A.1)
∂ρu
∂t
+ div(ρu⊗ u) =− grad p+ div τ (A.2)
∂ρE
∂t
+ div(ρuE) =− div q + div[u · (τ − pI)] (A.3)
Où t, ρ, u, p, τ , q et I sont respectivement le temps, la masse volumique, le vecteur vitesse, la pression,
le tenseur des contraintes visqueuses, le vecteur du flux de chaleur et la matrice identité. On notera que la
gravité est négligée dans le bilan de quantité de mouvement, ces équations ne concernant que les écoulements
gazeux. L’énergie totale E comprend l’énergie interne e et l’énergie cinétique de masse :
E = e+
1
2
u · u (A.4)
Le système d’équations ainsi formé est ouvert, le nombre d’équations étant inférieur au nombre d’incon-
nues. Afin de fermer le problème, il est nécessaire d’avoir accès à des informations sur les propriétés du fluide.
Plusieurs hypothèses sont posées : le fluide (dans ce cas : l’air) est supposé avoir les caractéristiques d’un
gaz parfait. La loi des gaz parfaits permet de lier la pression et la température par la constante spécifique
de l’air r : p = ρrT . Les chaleurs spécifiques à pression constante Cp et volume constant Cv sont considérées
comme constantes. L’énergie interne e et l’enthalpie h peuvent alors s’écrire e = CvT et h = CpT . Enfin,
dans l’hypothèse d’un fluide newtonien le tenseur des contraintes visqueuses est une fonction linéaire du
tenseur des déformations S. En supposant valide l’hypothèse de Stokes qui relie la viscosité volumique à la
viscosité dynamique par la relation : 3λ+ 2µ = 0, le tenseur des contraintes visqueuses s’écrit alors :
τ = 2µ(S − 1
3
(div u)) avec Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
) (A.5)
La viscosité dynamique µ est donnée en fonction de la température par la loi de Sutherland tandis que
le vecteur de chaleur q est donné par la loi de Fourier :
µ = µ0
√
T
T0
1 + C0T0
1 + C0T
q = −KT grad(T ) (A.6)
où KT est le coefficient de conductivité thermique. En introduisant le nombre de Prandtl Pr, ce coefficient
peut s’exprimer en fonction de la viscosité dynamique et du coefficient de chaleur spécifique à pression
constante Cp par la relation Pr = µCp/KT . Le nombre de Prandlt est supposé constant. Le tableau A.1
regroupe les différentes constantes présentes dans les lois de comprtament et dans les lois d’état de l’air
considéré comme un gaz parfait.
En tenant compte des lois d’état et de comportement, et au prix des hypothèses mentionnées, le système
d’équations forme les équations de Navier-Stokes et peut être fermé. Il est donc théoriquement résolvable.
r 287 J.kg−1.K−1
γ 1.4
C0 110,4 K
T0 288,15 K
µ0 1.78938 . 10−5 kg.m−1.s−1
Pr 0.72
Table A.1 – Constantes de lois de comportement et d’état pour l’air.
Les équations de Navier-Stokes décrivent un problème d’équations aux dérivées partielles, de type mixte
hyperbolique-parabolique en espace et en temps. La résolution du système d’équations pour des cas non
triviaux n’est possible qu’avec l’aide de calculateurs, grâce à des méthodes numériques de résolution de
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systèmes matriciels et après adaptation du problème continu en problème discret. Selon la complexité du
problème traité et les méthodes de résolution des équations, le besoin en ressources informatiques (mémoire
de stockage, puissance de calcul) peut être très important. La question de la représentativité de la solution
du calcul, de sa précision, de sa robustesse et surtout de son coût se pose alors.
L’approche la plus évidence consiste à résoudre le système de Navier-Stokes et toutes les échelles spatio-
temporelles actives au sein de l’écoulement, depuis les plus grandes imposées par la taille du problème
jusqu’aux plus petites, liées à la turbulence. Mais cette approche de Simulation Numérique Directe (ou DNS
pour Direct Numerical Simulation) requiert un coût de calcul beaucoup très important. En effet, le mail-
lage doit être très serré et le pas de temps très petit afin de capturer les plus petites échelles, ce qui se
traduit par un nombre de points dans le maillage 3D évoluant en Re9/4 et un pas de temps évoluant en
Re11/4. Pour des application d’aérodynamique externe les Re sont de l’ordre de 106. La DNS est donc à ce
jour en pratique restreinte à des cas simples à très faibles nombres de Reynolds. Afin de pouvoir mettre en
oeuvre des simulations numériques d’écoulement turbulent représentatifs des problèmes industriels, il faut
donc avoir recours à des modèles pour réduire le coût de calcul, tout en garantissant une précision acceptable.
L’alternative consiste à résoudre les équations de Navier-Stokes sur une les plus grandes échelles et de
modéliser l’action des autres. Cette séparation d’échelles peut déboucher sur différents niveaux d’approxi-
mation de la turbulence. Trois types de modélisation sont classiquement rencontrés :
• Proche de la DNS, les méthodes de Simulation des Grandes Echelles (ou LES pour Larges Eddies Simu-
lation) utilisent un filtrage spatial : les échelles les plus énergétiques sont résolues et les petites échelles
sont modélisées par un modèle de sous-maille. La taille des mailles constitue le critère de séparation
d’échelles. Cette méthode est cependant relativement coûteuse du fait des très petites mailles et pas
de temps nécessaires pour capturer la physique de la turbulence.
• Le traitement statistique des équations de Navier-Stokes (ou RANS pour Reynolds Averaged Navier-
Stokes) utilise une décomposition des variables en une grandeur moyenne et une grandeur fluctuante. Le
système d’équations est alors remplacé par un système d’équations sur les valeurs moyennes du champ.
Les petites structures de l’écoulement ne sont plus résolues, et le calcul est alors moins coûteux. Du
fait de la modification des équations, les non-linéarités des termes convectifs du système initial font
cependant appraître des termes supplémentaires associés aux produits de fluctuation : les tensions de
Reynolds ρ̂u′iu
′
j , le flux de chaleur turbulent ρ̂u
′
ie
′ (ainsi que d’autres termes pouvant être négligés.
Voir section suivante.). La fermeture du système nécessite donc une ou des équations supplémentaires,
donnant un valeur aux produits de fluctuations et formant un modèle de turbulence.
• Les méthodes hybrides RANS/LES (parfois appellées DES) mettent en oeuvre zonalement l’une ou
l’autre des deux précédentes méthodes afin d’obtenir un meilleure précision que le RANS mais pour
un coût de calcul moindre que celui d’une LES.
A.2 La modélisation statistique RANS
L’approche statistique RANS utilise la décomposition proposée par Reynolds en 1883. Le champ f(x, t)
est décomposé en un champ moyen f̂ et un champ fluctuant f ′ tel que f(x, t) = f̂ + f ′. Dans le cas
d’équations incompressibles, la décomposition des équations de Navier-Stokes donne un système similaire
à l’originale. Dans le cas compressible, les équations deviennent très complexes. Afin de simplifier la for-
mulation, on a recours à l’utilisation de la moyenne d’ensemble sur les variables pondérées par la masse
volumique. Cette moyenne a été proposée par Reynolds en 1895 et popularisée par Favre en 1965 et est
définie par f = f˜ + f ′′ avec f˜ = ρ̂f/ρ̂.
L’application de la moyenne pondérée par la masse aux équations de Navier-Stokes instantanées conduit
à des équations moyennes dont la forme est très semblable à celle du système d’équations initial. L’équation
de continuité donne :
∂ρ̂
∂t
+ div(ρ̂u˜) (A.7)
L’équation de quantité de mouvement s’écrit :
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ρ̂
∂û
∂t
+ gradu˜ · ρ̂u˜ = −gradp̂+ div(τ̂ − ̂ρu′′ ⊗ u′′) (A.8)
L’équation de l’énergie devient :
∂ρ̂E˜
∂t
+ div(ρ̂u˜E˜) = −divq̂ + div[ ̂u · (τ − pI)] + div(−ρ̂u′′E′′) (A.9)
En comparant les équations de quantité de mouvement instantanées et moyennées, un nouveau terme
̂ρu′′ ⊗ u′′ apparait, provenant de la moyenne des termes non linéaires. Il s’agit du tenseur des contraintes
turbulentes, appelé tenseur de Reynolds. Il représente le flux de quantité de mouvement pour le champ de
vitesse moyen, dù au mélange par le mouvement turbulent. On remarque également un terme énergétique
supplémentaire ρ̂u′′E′′, représentant la diffusion d’énergie due au mouvement turbulent. Compte tenu de
ces termes additionnels, le système des équations de Navier-Stokes moyennées est donc ouvert. Il est donc
nécessaire de modéliser ces termes en restituant de plus autant que possible l’information perdue du fait du
passage à la moyenne.
Selon les hypothèses prévalant sur le modèle de turbulence utilisé, les termes supplémentaires sont mod-
élisés de manière plus ou moins complexe. Les modèles à une et deux équations de transport (Comme les
modèle de Spalart-Allmaras, le k-ε ou le k-ω) sont formulés dans le cadre de l’hypothèse de Boussinesq.
Celle-ci permet de faire une analogie entre le tenseur des contraintes visqueuses et le terme apparaissant
dans les équations par le passage à la moyenne. La notion de viscosité turbulente µt permet alors de faire
le lien entre ces tensions turbulentes inconnues et le gradient des vitesses moyennes. Boussinesq exprime la
tension de cisaillement û′iu
′
j en fonction du cisaillement dans le cas d’un écoulement cisaillé plan :
−ρ̂u′iu′j = µt
∂u
∂y
(A.10)
Le flux de chaleur est également associé à la viscosité turbulente via le nombre de Prandtl turbulent Prt
par une relation similaire à la loi de Fourier.
qt = ρ̂u′′E′′ = − µt
Prt
Cpgrad T (A.11)
A.3 Cas d’écoulements instationnaires : la modélisation URANS
La méthodologie URANS consiste simplement à résoudre les équations RANS en prenant en compte le
terme instationnaire δ/δt figurant dans la formulation RANS, sans que la valeur des constantes du modèle de
turbulence ne soit modifiée par rapport au cas stationnaire. Il a été montré que les simulations URANS sont
capables de capturer des structures cohérentes à grande échelle dans divers écoulements, avec notamment
un ordre de grandeur correct pour le nombre de Strouhal caractéristique de l’écoulement instationnaire. De
ce fait, lorsqu’il s’agit de modéliser un écoulement instationnaire, une solution URANS moyennée dans le
temps s’avère plus proche de la réalité que le calcul RANS stationnaire, par exemple pour estimer la longueur
moyennes de recirculation dans les écoulements décollés. Cette approche permet d’obtenir des fréquences car-
actéristiques d’un écoulement à très faible coût en comparaison des besoins informatiques de l’approche LES.
De ce fait, cette modélisation est couramment utilisée dans un contexte industriel de conception, où le faible
temps de restitution d’une simulation numérique est essentiel et où les grandeurs moyennes suffisent générale-
ment au dimensionnement.
Cependant, la décomposition utilisée dans le cadre du URANS ne peut plus être celle proposée par
Reynolds, mais sera considérée comme un filtre. Le traitement statistique de Reynolds induit en effet dans
ce cas une séparation d’échelles à basse fréquence qui ne permet au mieux que de représenter les phénomènes
de basse fréquence (inférieure au kHz). L’approche URANS sous-entend ainsi qu’il y a un découplage entre
instationnarité du champ moyen et turbulence. D’autre part l’hypothèse d’ergodicité n’est plus valide lorsque
l’écoulement moyen est instationnaire. Or les modèles de turbulence classiques à deux équations de transport
sont fondés sur un équilibre spectral de la turbulence (énoncé par Kolmogorov) et sont tous calibrés pour des
écoulements stationnaires. La présence de structures cohérentes en écoulement instationnaire peut modifier
cet équilibre. En conséquence, il est souvent constaté que les modèles classiques produisent trop de viscosité
turbulente. Ceci a pour effet de modifier la topologie de l’écoulement, de réduire les décollement et de limiter
168
Annexe A. Modélisation de l’écoulement
le développement des instationnarités [43].
Plusieurs solutions sont envisageables pour tenter de réduire la viscosité turbulente :
1. La correction SST de Menter : valable en 2D.
2. Un limiteur arbitraire (rabot) sur le µt.
3. Une condition de réalisabilité, qui exprime les conditions nécessaires pour qu’une quantité puisse être
une corrélation de grandeurs fluctuantes.
4. Changer de paradigme en utilisant des modèles de turbulence modélisant plus finement les tensions de
Reynolds (RSM) ou encore utiliser les méthodes plus précises comme la LES ou la DES.
Il est important de noter que la signification physique de l’approche URANS ne fait pas consensus au
sein de la communauté scientifique. L’interprétation de la modélisation URANS est ainsi différente selon les
auteurs et leurs points de vue. Le présent mémoire en propose d’ailleurs une interprétation particulière au
cas de la simulation numérique du décrochage dynamique. Le lecteur pourra utilement consulter le mémoire
de thèse d’Atabak Fadai-Ghotbi [32] à ce sujet.
A.4 Le modèle de turbulence
A.4.1 Le modèle de k-ω de Kok
La viscosité turbulente peut être vue comme le produit d’échelles de vitesse et de longueur turbulente.
Les modèles à deux équations de transport déterminent l’évolution de ces échelles. Pour l’échelle de vitesse
turbulente, comme u′2 ∼ k, l’énergie cinétique turbulente est généralement utilisée. Pour la seconde échelle,
plusieurs variables sont possibles : le taux de dissipation de l’énergie cinétique ε, l’échelle de longueur l, le
taux de dissipation spécifique ω, etc. Seul le modèle de turbulence k-ω de Wilcox modifié par Kok est ici
présenté.
Le modèle de Kok consiste en une modification du modèle de Wilcox de 1993. Ce modèle utilise deux
équations de transport pour fermer le système des équations de Navier-Stokes moyennées, donnant leur valeur
aux variables k et ω introduites pour modéliser la turbulence. Le modèle de Wilcox est connu pour sa forte
sensibilité aux valeurs de ω en sortie de couche limite. En 2000, Kok étudie le cas monodimensionnel d’une
interface entre des régions turbulentes et non turbulentes. Il en déduit que le modèle de Wilcox ne respecte
pas des conditions sur les constantes du terme de diffusion. Kok propose alors une version du modèle k − ω
permettant de résoudre le problème. Il considère la même formulation que Wilcox mais ajoute un terme de
diffusion croisé dans l’équation de w. Le modèle k − ω de Kok s’écrit :
µt = ρ
k
ω
(A.12)
Dρk
Dt
= ρPk − β∗ρωk + ∂
∂xj
[(µ+ σ∗µt)
∂k
∂xj
] (A.13)
Dρω
Dt
=
α
νt
Pk − β∗ρω2 + ∂
∂xj
[(µ+ σµt)
∂k
∂xj
] +
ρσd
ω
max(
∂ω
∂xj
∂k
∂xj
; 0) (A.14)
Les constantes numériques pour ce modèle prennent les valeurs suivantes :
σ∗ = 2/3 σ = 1/2 β∗ = 0, 09 β = 3/40 σd = 1/2 α = β/β∗ − σκ2/
√
β∗
A.4.2 Le limiteur de Zheng
Zheng et al. supposent que le problème de sensibilité du modèle de Wilcox aux condition limites provient
du fait que la valeur de ω à l’infini peut conduire a surestimer les tensions de Reynolds dans la zone externe
de le couche limite. Ils proposent une modification au modèle original de Wilcox pour limiter sa dépendance
aux valeurs de ω dans la zone externe à la couche limite. Cette modification consiste à contrôler directement
la valeur de ω et non à transformer les équations de transport du modèle de Wilcox. Partant de la définition
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de l’énergie cinétique turbulente k et des fluctuations de vitesse û′iu
′
j les auteurs déduisent de l’inégalité
û′iu
′
j ≤
√
û′2i û
′2
j la condition sur ω suivante :
ω ≥ φ
√
2Sij
∂ui
∂xj
avec φ =
√
3/2 (A.15)
A.4.3 La correction SST (Shear Stress Transport) de Menter
Menter constate que les modèles de turbulence à deux équations de transport utilisant le concept de
viscosité turbulente expriment le rapport entre la contrainte turbulente de cisaillement τij = ρ̂u′iu
′
j et ρk par
la relation :
τij
ρk
= a1
√
Pk
ε
(A.16)
où a1 ≈ 0, 3 et Pk/ε le rapport de la production sur la dissipation de k. Dans la région logarithmique de la
couche limite, ce rapport Pk/ε vaut 1, et τ12 = ρa1k. Dans le cas d’une couche limite soumis à un gradient
de pression adverse, on constate que ce rapport peut être nettement supérieur dans la couche externe tandis
que le rapport τij/ρa1k diminue. La relation précédente conduit donc à une incohérence. Menter propose une
correction qui limite le coefficient de viscosité turbulent afin que le rapport τij/ρa1k ne puisse pas dépasser
1.
µt =
ρk
max(ω;F2Ω/a1)
avec a1 = 0, 31 Ω = ‖rotu‖ (A.17)
F2 = tanh(max(2
√
k
0, 09ωy′
:
500ν
ωy2
))2 (A.18)
où la fonction F2 est construire pour donner 0 à la paroi et 1 dans la zone externe de la couche limite ainsi
que dans les sillages.
A.4.4 La transition laminaire-turbulent
La transition d’un écoulement entre les états laminaires et turbulent a été décrit pour la première fois
par Reynolds en 1883 en étudiant l’apparence d’un filet de colorant dans une conduite d’eau. En faisant
varier la vitesse de l’écoulement, il identifie plusieurs régimes qui sont fonction d’un nombre adimensionnel
Re = U∞L/ν qui porte désormais son nom. A faible de nombre de Reynolds le filet de colorant reste rec-
tiligne et est définit comme laminaire, tandis que lorsqu’une valeur critique du nombre de Reynolds - laquelle
dépend de la nature de l’écoulement et des perturbations extérieures - est dépassée le filet se met à osciller
et présente un comportement fortement instationnaire et fluctuant décrit comme turbulent. La transition
décrit le processus menant du régime laminaire au régime turbulent. La transition fait appel à différents
mécanismes qui diffèrent selon les conditions de l’écoulement, notamment à des mécanismes d’instabilités
identifiés au sein des structures tourbillonnaires internes à la couche limite. La description de ces mécanismes
ainsi que leur modélisation est en partie connue et décrite dans de nombreux ouvrages 1, mais reste un champ
de recherche encore riche et actif.
Dans le cadre du décrochage dynamique, il a été montré que la transition laminaire-turbulent est sus-
ceptible de jouer un rôle non négligeable dans la physique de l’écoulement et doit être prise en compte dans
la réalisation de simulations numériques [107, 40]. Une des méthodes les plus employées par l’industrie aéro-
nautique pour prévoir la position de la transition laminaire-turbulent est la méthode dite du eN ou méthode
du facteur N . Cette méthode est basée sur la théorie de la stabilité linéaire de la couche limite laminaire,
où N représente le facteur d’amplification de l’instabilité provoquant la transition laminaire-turbulent. Le
début de la transition est atteint lorsque le facteur N atteint un seuil NT , lequel est fortement dépendant
des conditions d’écoulement et doit être déterminé expérimentalement pour la plupart des cas. En fonction
des caractéristiques du niveau de turbulence de l’écoulement infini amont, plusieurs formulations du facteur
1. A toutes fin utiles, le lecteur trouvera un aperçu extensif de ces mécanismes de transition dans l’ouvrage de J. Cousteix :
Turbulence et couche limite [26], Chapitre VIII.
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N ont été élaborées, d’une part par Arnal et al. [6] qui proposent un critère de transition pour les écoule-
ments attachés (le critère AHD), puis par Gleyze et al. [41] qui étendent la formulation afin de prendre en
compte les gradients de pression menant à un décollement de la couche limite, ce qui permet notamment de
reproduire l’apparition d’un bulbe de décollement laminaire. La combinaison de ces deux critères (nommée
AHD-GL) permet de mettre en œuvre chacune des deux formulations dans son domaine de prédilection : la
critère de Gleyzes est utilisé pour déterminer le facteur N dans les écoulements à fort gradient de pression,
et le critère AHD dans les zones à faible gradient de pression.
Une fois que la position de la transition est déterminée, il reste à définir le développement de la turbulence
au sein de la couche limite. La modélisation de ce développement fait appel au concept d’intermittence
physique γ, lié à la production de spots turbulents : la fonction d’intermittence γ vaut 0 lorsque la couche
limite est laminaire et 1 lorsqu’elle est pleinement turbulente. La prise en compte du caractère transitionnel de
la couche limite est ainsi effectué en pondérant la viscosité turbulente µt par cette fonction d’intermittence :
la viscosité effective µeff vaut alors : µeff = µ + γµt. Plusieurs modèles algébriques ont été développés
pour définir la fonction γ, dont le plus connu est celui d’Abu Ghannam et Shaw [39]. Il a cependant été
noté que le couplage de la fonction d’intermittence avec des modèles de turbulence à équations de transport
conduit à une zone de transition trop étalée, ce qui se traduit par une sous-estimation du développement de
la turbulence dans la couche limite. C’est pourquoi la formulation de la fonction d’intermittence utilisée dans
les présentes simulations numériques compense cette sous-estimation en utilisant un overshoot de production
turbulente, ce qui se traduit par des valeurs de γ supérieures à 1.
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B.1 Méthodes numériques de résolution
Le code elsA utilise la méthode des Volumes Finis pour la discrétisation des équations de Navier-Stokes.
Cette discrétisation des équations sous forme intégrale permet d’assurer de la conservation des grandeurs de
masse, quantité de mouvement et énergie, ce qui autorise la capture de discontinuités telles que les chocs.
Parmi les approches possibles, elsA utilise la formulation dite cell-center où les variables sont calculées au
centre des cellules. Cette approche autorise une bonne précision de calcul car le volume de contrôle sur lequel
s’appliquent les lois de conservation correspond directement au volume de la cellule. Cette méthode rend
cependant l’implémentation des conditions limites complexes. En particulier, l’extraction des variables à la
paroi nécessite des interpolations. Les lois de conservation s’écrivent sous la forme intégrale suivante avec W
vecteur colonne des inconnues (variables conservatives et turbulentes) :
d
dt
ˆ
Ω(t)
WdΩ+
˛
∂Ω(t)
[
Fc(W, s) + Fd(W, gradW )
]
.n(t)dΣ =
ˆ
Ω(t)
T (W, gradW )dΩ (B.1)
où Ω(t) est le domaine de calcul (éventuellement variable au cours du temps) de frontière ∂Ω(t) de normale
sortante n(t) et se déplaçant dans le repère absolu à la vitesse s(t). Cette vitesse de déplacement se décompose
en vitesse d’entraînement sE(t) et en vitesse de déformation du maillage sD(t) telle que s(t) = sE(t)+sD(t).
Dans notre cas la vitesse de déformation est nulle donc s(t) = sE(t), et le domaine de calcul et sa frontière
ne sont pas modifiés au cours du temps. Les termes Fc et Fd sont les flux convectifs et diffusifs. T (t) est le
terme source contenant les termes d’entraînement et de coriolis si le repère est en mouvement. Le domaine
de calcul est discrétisé en cellules hexahédriques de volume V (Ω) et de facettes Σi avec :
V (Ω) =
ˆ
Ω
dΩ et ∂Ω =
6∑
i=1
Σi (B.2)
L’indice i fait référence à la numérotation de cellules adjacentes. Les inconnues W étant localisées au
centre des cellules, on définit respectivement la valeur moyenne des inconnues dans la cellule, des flux à
travers la surface Σi interface entre Ω et Ωi et des termes sources en utilisant la normale sortante de norme
non unitaire NΣi =
´
Σi
ndΣ comme :
W =
1
V (Ω)
ˆ
Ω
W (t)dΩ) (B.3)
FΣi(t) = F (W,W i).NΣi =
ˆ
Σi
[
Fc(W, s) + Fd(W, gradW )
]
.ndΣ (B.4)
T =
1
V (Ω)
ˆ
Ω
T (t)(W, gradW )dΩ) (B.5)
la valeur moyenne du vecteurW est supposé constante à l’intérieur de la cellule Ω. On écrit ensuite l’équation
des lois de conservation sous la forme d’un système faisant apparaitre les résidus RΩ :
d
dt
(V (Ω)WΩ) = −
[
6∑
i=1
FΣi − V (Ω)TΩ
]
= −RΩ (B.6)
Le résidu permet d’évaluer la convergence de la simulation puisqu’à convergence le vecteur des inconnues
n’est plus modifié. Ainsi, afin d’exprimer le résidu RΩ il faut évaluer les flux numériques convectifs et diffusifs
à chaque interface. L’intégration en temps du terme des résidus permet alors de déterminer les inconnues W
à l’instant suivant.
B.1.1 Discrétisation spatiale
Les flux convectifs et diffusifs sont à évaluer sur les facettes Σi. Cette opération est réalisée à l’aide de
schémas de discrétisation spatiale. Le schéma utilisé dépend du flux traité.
Discrétisation spatiale des flux convectif
Le schéma AUSM+(P) est exclusivement utilisé dans les travaux présentés. En ce qui concerne la justi-
fication du choix de ce schéma, le lecteur est invité à se reporter à la section 2.3. Le schéma AUSM+ (pour
Advection Upstream Splitting Method) constitue un solveur approché du problème de Riemann constitué
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par les états aérodynamiques de part et d’autre d’une interface de la cellule de contrôle. Ce schéma se révèle
cependant peu adapté pour les problèmes de basse vitesse du fait de sa dissipation numérique qui occasionne
une perte de précision ou de stabilité. L’évolution de ce schéma, appelé AUSM+(P) modifie la dissipation
numérique dans les zones subsoniques. Il entre dans la catégorie des schémas de type Flux Vector Splitting
où le flux est séparé en un terme convectif et un terme de pression aux interfaces des cellules de contrôle :
F ausmi+1/2 = Fci+1/2 + P i+1/2 (B.7)
Le schéma AUSP+(P) proposé par Edward et Liou [31] est une évolution du schéma AUSM+, adapté afin
de garantir un couplage vitesse/pression efficace en même temps qu’une précision suffisante pour tous les
régimes d’écoulement, du supersonique aux faibles nombres de Mach [70]. Dans le cadre de ce travail, une
version simplifiée du schéma ne prenant pas en compte la capture de choc est présentée. Par la suite les
indices i + 1/2 repérant les interfaces de chaque coté de la cellule sont omis afin de clarifier le propos. Le
flux convectif s’écrit selon la formulation suivante :
Fc = U1
WL +WR
2
−max(U1int;C1Uref )(WR −WL) + 12
(
pR − pL
2
)
0
1
0
0
0
 (B.8)
où sont les états droit WR et gauche WL de part et d’autre de l’interface. U1 représente une vitesse locale
qui caractérise l’action de la dissipation intrinsèque du schéma et U1int la vitesse normale à l’interface :
U1 =
uL1 + u
R
1
2
− C2(p
R − pL)
ρrefUref
(B.9)
U1int =
uL1 − uR1
2
−max(0, 1− 2M1int)C2C2(p
L − pR)
ρrefUref
avec M1int =
uL1 − uR1
2c
(B.10)
Les constantes C1 et C2 sont choisies aussi petites que possible pour minimiser la dissipation numérique mais
ne peuvent être annulées afin de garantir la stabilité. Ivan Mary [] a déterminé les valeurs optimales de ces
deux constantes à 0, 04.
Les états à droite et à gauche de l’interface de la cellule de contrôle peuvent être interpolés de différentes
manières. Une formulation d’ordre un (WL/R = W i/i+1) conduit à un schéma précis à l’ordre un, robuste
mais trop dissipatif. La méthode MUSCL (Monotonic Upstream Schemes for Conservation Laws) permet
alors de réévaluer les termes à gauche WL et droite WR des interfaces. Cette reconstruction suppose que
les variables conservatives ne sont plus constantes dans chaque cellule mais varient linéairement. Il s’agit de
reconstruire les valeurs à l’interface en partant du centre des cellules. Ce peut être faite de manière centrée
ou décentrée afin d’obtenir un schéma du second ordre. La formulation peut se faire à l’aide d’un paramètre
pondérateur Φ et les variables conservatives à droite et à gauche de l’interface i+ 1/2 s’écrivent :
WLi+1/2 =W i +
1− Φ
4
Γi−1/2 +
1 + Φ
4
Γi+1/2 (B.11)
WRi+1/2 =W i+1 −
1 + Φ
4
Γi+1/2 −
1− Φ
4
Γi+3/2 avec Γi+1/2 =
(
W i+1 −W i
)
(B.12)
Cette formulation générale permet de construire différents schémas selon la valeur de Φ. La gestion des
interfaces limitrophes aux frontières du domaine de calcul nécessite une adaptation de B.11 car le stencil de
l’interpolation est trop grand. Dans ce cas une interpolation centrée (Φ = 1) permet d’obtenir les valeurs
à l’interface. Le paramètre Φ permet de plus de piloter la précision : Φ = −1 donne un schéma décentré à
l’ordre deux et Φ = 1/3 un schéma partiellement décentré à l’ordre trois.
Afin d’éviter les oscillations autour des discontinuités, il est nécessaire que le schéma suive le concept
introduit par Harten (1984) appelé TVD (pour Total Variation Diminishing). Cette condition permet d’éviter
l’introduction d’une viscosité artificielle et est définie par :
TV (W ) =
∑
i
|W i+1 −W i| (B.13)
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Suivant le second principe thermodynamique, la condition TVD stipule que la variation totale ne peut pas
augmenter au cours du temps :
TV (Wn+1) ≤ TV (Wn) (B.14)
Cette limitation fait que l’augmentation locale d’un gradient sera compensée à un endroit différent du
domaine au cours de l’intégration en temps, ce qui est incompatible avec l’apparition d’oscillations. Ce
concept associé à la reconstruction MUSCL amène l’introduction de non linéarités sous la forme de limiteurs
de pente. Ceux-ci limitent les gradients lors de la détermination des états droit et gauche en le comparant
aux valeurs des cellules voisines. Localement le schéma repasse au premier ordre en cas de trop fort écarts
afin d’éviter l’apparition d’oscillations. La reconstruction MUSCL se réécrit alors :
WLi+1/2 =W i +
1− Φ
4
φ(rL) Γi−1/2 +
1 + Φ
4
φ(1/rL) Γi+1/2 (B.15)
WRi+1/2 =W i −
1 + Φ
4
φ(rR) Γi+1/2 −
1− Φ
4
φ(1/rR) Γi+3/2 (B.16)
avec rL = Γi+1/2Γi−1/2 er r
R = Γi+1/2Γi+3/2 . Plusieurs limiteurs de pente sont décrits dans la litérature ; dans le cadre
de ce mémoire le limiteur utilisé pour le schéma AUSM+(P) reconstruit au second ordre est celui de Van
Leer - Albada qui peut s’écrire sous la forme :
φ(r) = max(0 :
r + r2
1 + r2
) (B.17)
On notera que dans le cas de la reconstruction MUSCL au troisième ordre dans le code elsA, aucun
limiteur de pente n’est présent. Ce manque peut laisser le champ libre à l’apparition d’oscillations et donc
provoquer d’éventuels problèmes de convergence.
Flux diffusifs
La discrétisation des flux visqueux utilise un stencil de 5 points, se basant sur les cellules (i-2),(i-1), i,
(i+1), (i+2) pour le calcul de flux dépendant de gradients. Dans une première étape les gradients nécessaires à
l’évaluation du flux visqueux au centre des cellules sont évalués (gradients de vitesse, température, grandeurs
turbulentes). Au centre C de la cellule Ω, et d’après le théorème de Green-Ostrogradski, le gradient du vecteur
vitesse s’écrit : (
grad(U)
)
C
=
1
V (Ω)
ˆ
Ω
grad(U)dΩ =
6∑
i=1
1
V (Ω)
ˆ
Σi
U ⊗ ndΣ (B.18)
Les gradient de quantités scalaires sont obtenues similairement en replaçant le produit tensoriel par un
produit scalaire. Dans une seconde étape les flux diffusifs sont évalués à partir des gradients au centre des
cellules. Les flux diffusifs sont enfin calculés à l’interface Σi dans une troisième étape en faisant la moyenne
des flux aux centre des cellules :
ˆ
Σi
Fd · ndΣ = 1
2
(
Fd
Ω
+ Fd
Ωi
)
·NΣi (B.19)
B.1.2 Intégration temporelle
Le terme de résidu de la modélisation RΩ contient les contributions de la discrétisation spatiale des flux
convectifs et diffusifs. Il est maintenant nécessaires d’intégrer temporellement ces équations afin de déter-
miner le vecteur des grandeurs conservatives et turbulentes. On notera que cette procédure est découplée de
la discrétisation spatiale. L’intégration temporelle se fait quel que soit le régime temporel du calcul, station-
naire ou instationnaire.
Intégration explicite de type Runge-Kutta
Les méthodes de type Runge-Kutta (Runge, 1895 ; Kutta, 1901) sont des techniques d’intégration tem-
porelles explicites. Elles sont utilisées dans le cadre de la résolution des équations d’Euler ou de Navier-Stokes
stationnaires et instationnaires. Elles se basent sur l’évaluation du terme de résidu entre deux instants n et
n+ 1. Cette évaluation se fait généralement en plusieurs étapes, ce qui permet d’améliorer la précision et la
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stabilité [51].
Dans le cadre de ce mémoire, les simulations numériques utilisent le schéma d’Euler retrograde (Backward
Euler). Il s’agit d’un cas particulier des méthodes Runge-Kutta en une seule étape, et précis à l’ordre un. Le
schéma s’écrit :
W (n+1) −W (n) = − ∆t
V (Ω
R
(n)
Ω (B.20)
Notons que sous une forme explicite et couplé à un schéma de discrétisation spatiale décentré amont, ce
schéma est stable sous certaines conditions dictées par le nombre de Courant-Friedriech-Levy (noté nombre
de CFL). La stabilité du schéma est donc dépendant du pas de temps, car le CFL s’écrit :
CFL = u
∆t
∆x
(B.21)
En pratique l’existence d’un CFL maximal qui est fonction des propriétés de stabilité du schéma ne permet
pas de choisir un pas de temps très grand. Selon le nombre de Reynolds de l’écoulement principal dans la
simulation numérique, une intégration temporelle implicite pourra être utilisée afin de réduire le nombre
d’instants calculés, et donc le coût et le temps de restitution du calcul.
Méthode implicite et résolution de système linéaire
La méthode implicite permet de conserver les propriétés conservatrices et de précision de la solution
explicite, et accélérant la convergence du calcul. Son emploi permet d’augmenter le CFL sans perte de
stabilité.
La linéarisation des équations implicites non linéaires est une méthode de contruction de schémas im-
plicites qui sont inconditionnellement stables [49]. On suppose que le volume V (Ω) du domaine de calcul
ne varie pas au cours du temps. L’incrément du vecteur des variables conservatives et turbulentes est noté
∆WΩ = W
n+1
Ω −WnΩ. En considérant une discrétisation temporelle implicite du premier ordre, l’équation
B.6 devient :
V (Ω)∆WΩ
∆t
= −Rn+1Ω (B.22)
où le terme de résidu est pris à l’instant n+ 1. En négligeant les ordres élevés en temps, le terme de résidus
implicite Rn+1Ω est linéarisé par rapport à la variable temporelle :
Rn+1Ω =R
n
Ω +
∂RΩ
∂t
∆t+©(∆t2) (B.23)
Rn+1Ω ≈RnΩ +
∂RΩ
∂W
∆WΩ +
6∑
i=1
∂RΩ
∂WΩi
∆WΩi (B.24)
On note δΩΩi l’opérateur de translation d’indices sur l’incrément ∆WΩ tel que ∆WΩi = δΩΩi · ∆WΩ et
l’opérateur J tel que :
J =
∂RΩ
∂W
+
6∑
i=1
∂RΩ
∂WΩi
δΩΩi (B.25)
Et l’équation B.22 peut s’écrire : [
V (Ω)
∆t
I + J
]
·∆WΩ = RnΩ (B.26)
où I est la matrice identité. Ainsi le membre de droite de l’équation est le résidu explicite et le membre de
gauche contient l’opérateur implicite
[
V (Ω)
∆t I + J
]
. On dispose alors d’un système d’équations à résoudre et
qui fournit un schéma précis à l’ordre un en temps. Le système linéaire est à résoudre à chaque itération. Ce
système peut être résolu de manière directe par inversion de l’opérateur implicite, ce qui est cependant trop
coûteux. Il est possible de simplifier l’opérateur implicite en faisant appel à une méthode de factorisation
approchée de type LU.
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Résolution implicite LU-SSOR
La méthode implicite de résolution de systèmes LU-SSOR se base sur la factorisation de la matrice afin de
simplifier son inversion. La matrice originale est factorisée en une matrice triangulaire strictement supérieure
U , une diagonale D et une triangulaire strictement inférieure L. Le système matriciel devient alors [49] :(
L+D + U
) ·∆WΩ = −RnΩ (B.27)
Il s’agit d’une méthode symétrique de relaxations successives (SSOR, soit Symmetric Successive Over Relax-
ation). Elle s’écrit sous la forme de deux étapes répétées à chaque cycle de relaxation, dans notre cas quatre
cycles sont réalisés entre deux itérations :(
L+D
) ·∆W p+1/2 = −RnΩ − U∆W p (B.28)(
D + U
) ·∆W p+1 = −RnΩ − U∆W p+1/2 (B.29)
où p est le numéro de cycle.
Intégration temporelle pour calculs instationnaires
Le problème RANS instationnaire peut s’écrire comme suit, en considérant une approximation utilisant
trois niveaux temporels n, n− 1 et n− 2 :
∆Wn,m
∆τ
+ P
(
Wn,m,Wn−1,Wn−2,∆t
)
+
1
V (Ω)
[
6∑
i=1
(Fc− Fd) ·NΣi − V (Ω) · TS
]n+1/2,m
= 0 (B.30)
Il est possible d’utiliser la méthode proposée par Jameson et al. [51] faisant appel au pas de temps dual
(DTS pour Dual Time Stepping). Cette méthode fait appel à un pseudo pas de temps, et utilise les méthodes
explicite de type Runge-Kutta pour faire converger le système d’équation lors de l’avance en temps. Dans ce
cas, il est nécessaire de déterminer un pas de temps global et un nombre de CFL. La méthode de Newton
ou méthode de Gear est une alternative. Cette méthode de résolution nécessite également le choix d’un
pas de temps global. La méthode de Gear utilise une approximation au premier ordre lors de la première
sous-itération. Cette initialisation assure une initialisation consistante, ce qui rend le schéma de Gear plus
robuste comparé à la méthode DTS. La méthode de Gear utilisée dans ces travaux est ici présentée. Elle est
équivalente à un algorithme de Newton adapté à une fonction non linéaire. n décrit le pas de temps physique
et m l’itération Newton. La formulation est la suivante 1 :
F (Wn+1,m) =
V (Ω)
∆t
(
3
2
Wn+1,m − 2Wn,m + 1
2
Wn−1,m
)
+Rn+1,mΩ = 0 (B.31)
Ce qui amène au schéma implicite suivant :
dF (Wn+1,m)
dW
∆Wn,m = −F (vectWn+1,m) avec dF (W
n+1,m)
dW
∆Wn,m =
3
2
V (Ω)
∆t
I +
dRn+1,mΩ
dW
(B.32)
Ce système peut s’écrire sous la forme suivante :[
3
2
V (Ω)
∆t
I +
dRn+1,mΩ
dW
]
∆Wn,m = −Rn+1,mΩ (B.33)
Le système implicite est alors résolu avec la méthode LU-SSOR décrite précédemment.[
3
2
V (Ω)
∆t
I + Jn+1,m
]
∆Wn,m = Rn+1,mΩ (B.34)
J = (B.35)
La convergence est atteinte lorsque le critère de tolérance est satisfait :
∆t
V (Ω)n+1
||Rn+1,mΩ −Rn+1,m−1Ω ||
|ρn| ≤ εNewton (B.36)
1. Source : présentation Powerpoint de Betrand Michel, Formation elsA-Expert 2010.
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C.1 Influence de l’épaisseur du DVG
C.1.1 Épaisseur critique inférieure
L’influence de l’épaisseur du DVG a été mise en évidence par un DVG d’épaisseur e h qui ne produit
aucune des interactions tourbillonnaires identifiées comme influant sur l’efficacité du contrôle d’écoulement.
Il pourrait être utile de déterminer quelle épaisseur de DVG constitue une limite inférieure à l’émission du
système tourbillonnaire mentionné. L’annexe ici présente propose ds pistes de réflexion en ce sens.
Partant de l’observation du processus de fusion pour différentes hauteurs de DVG dans la Fig. C.1, il
semble que la fusion des tourbillons co-rotatif P1 et P2 soit déclenchée lorsqu’un seuil de distance entre les
tourbillons est franchi. Les données fournies par les simulations numériques ne permettent pas de d’identifier
une tendance, car mis à part un calcul préliminaire examiné dans la section suivante, une seule épaisseur de
DVG produisant plusieurs tourbillons a été prise en compte et étudiée en détail. La description de la fusion
telle qu’elle a été faite dans la section 4.2 en s’appuyant sur la référence [81] montre le caractère non-linéaire
de l’évolution de la distance entre les tourbillons, et surtout un effet de seuil. En effet, la fusion se produit
dans un laps de temps assez court une fois qu’une distance minimale entre les tourbillons a été atteinte. On
peut raisonnablement supposer que pour d’autres épaisseurs de DVG, la fusion suivra globalement le même
processus. Il est à préciser qu’une valeur caractéristique serait plus probablement le rapport entre la distance
inter-tourbillons et le diamètre moyen de ces tourbillons. En effet, le processus de fusion suppose un échange
de vorticité entre les tourbillons ce qui ne peut se faire que lorsque les deux structures sont assez proches au
regard de leur diamètres respectifs. La question du diamètre est étroitement liée à celle de la détermination
de la limite des tourbillons, travail qu’il n’a pas été possible de mener à bien dans le cadre de la présente
thèse par manque de temps.
Figure C.1 – Distance entre tourbillons co-rotatifs pour différentes hauteurs de DVG.
Notons de plus que le tDVG correspond à une épaisseur b = 0,2 mm marquée par le trait en pointillé
inférieur dans la Fig. C.1. Pour la circulation émise et la taille des tourbillons correspondants, l’épaisseur
critique devrait donc se trouver entre 0,2 mm d’une part et une borne supérieure, plus petite que 1,0 mm, qui
reste à déterminer. La simulation numérique de cas d’épaisseurs comprises entre ces deux valeurs permettrait
d’apporter une réponse et de définir l’épaisseur critique en-deçà de laquelle les interactions tourbillonnaires
sont minimisées et l’efficacité du contrôle d’écoulement maximisée.
C.1.2 Épaisseur critique supérieure
Si l’importance de l’épaisseur est acquise, et si une épaisseur minimale permet de réduire les pertes liées
aux interactions tourbillonnaires, il est également intéressant de postuler l’existence d’une limite supérieure
à l’épaisseur du DVG. En effet, le calcul préliminaire pour une épaisseur de DVG de 2,0 mm et une hauteur
de 1,5 mm montre un écoulement encore différent de ce qui a été observé dans les analyses de résultats
présentés dans ce mémoire. Dans la Fig. C.2, il est visible que le tourbillon initialement le plus intense est
la structure située à gauche du DVG, c’est à dire le tourbillon identifié comme P3 dans la section 4.2. Ce
tourbillon est prépondérant, et les autres structures de même signe viennent successivement fusionner avec
lui, comme cela est apparent dans la Fig. C.4.
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(a) e = 1,0 mm. (b) e = 2,0 mm.
Figure C.2 – Vorticité normale à plusieurs plans de coupe pour les deux épaisseurs de DVG calculées à
h = 1,5 mm . Les figures sont à lire de bas en haut, dans le sens des positions longitudinales croissantes
en aval du DVG x/c.
Figure C.3 – Lignes de courant en rubans colorées par l’hélicité (à gauche) et critère Q (à droite) à
l’extrémité aval du DVG dont l’épaisseur est de 2,0 mm pour h = 1,5 mm à 16,7˚ d’incidence.
Comme cela a été mentionné, un lien apparaît comme possible entre le tourbillon P3 et le décollement
observé au niveau de l’extrémité aval du DVG. Or l’extension de l’épaisseur augmente justement la surface
de la marche descendante ainsi formée, ce qui n’est pas sans conséquence sur le décollement s’y produisant.
En effet, les structures tourbillonnaires issues de cette marche sont d’intensité plus importante que ce qui a
été observé avec une épaisseur plus petite. En particulier, le tourbillon de signe positif identifié comme P3
est dans ce cas particulièrement massif dans la Fig. C.3. Il se trouve que la présence d’une telle structure,
si intense, à proximité de la paroi, aura des conséquences importantes sur les frottements à la paroi, et il
semble logique que ce mode de génération tourbillonnaire puisse être qualifié de peu efficace au regard du
critère élaboré dans la section 4.3.
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Ces remarques semblent ainsi fonder le postulat suivant : une limite supérieure à l’épaisseur du DVG
semble exister, qui lorsqu’elle est atteinte ou dépassée génère un tourbillon P3 prédominant, en raison de
sa position par rapport à la paroi du profil, il n’est pas à même d’induire un effet de contrôle efficace. Ce
postulat semble être confirmé par la valeur de la portance atteinte pour ce cas statique où α = 16,7˚ : dans
ce cas CL = 1,24 alors que pour une épaisseur de 1,0 mm CL = 1,29 à conditions de calcul identiques. Ainsi
le profil 0A209 est plus décroché avec le DVG de grande épaisseur, ce qui d’après l’étude présentée dans les
sections 4.2.2 et 4.3 est significatif d’une plus grande déstabilisation de la couche limite.
(a) e = 1,0 mm.
(b) e = 2,0 mm.
Figure C.4 – Vorticité normale à plusieurs plans de coupe en aval du DVG pour les deux épaisseurs
calculées.
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D.1 Coupes de vorticité en aval du DVG au cours du cycle
Note : la vorticité est projectée sur le vecteur normal aux plans de coupe.
Figure D.1 – α = 13˚ ascendant.
Figure D.2 – α = 15,99˚ ascendant.
Figure D.3 – α = 17,75˚ ascendant.
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Figure D.4 – α = 17,99˚ ascendant.
Figure D.5 – α = 17,75˚ descendant.
Figure D.6 – α = 16,85˚ descendant.
187
Annexe D. Données dynamiques complémentaires
Figure D.7 – α = 15,94˚ descendant.
Figure D.8 – α = 13,00˚ descendant.
Figure D.9 – α = 10,06˚ descendant.
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Figure D.10 – α = 8,00˚ descendant.
Figure D.11 – α = 8,24˚ ascendant.
Figure D.12 – α = 10,06˚ ascendant.
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D.2 Coupes en aval proche du DVG au cours du cycle
(a) α = 13˚ ascendant. (b) α = 15,99˚ ascendant.
(c) α = 17,75˚ ascendant. (d) α = 17,99˚ ascendant.
Figure D.13 – Vorticité projetée sur le vecteur normal aux plans de coupe : phase ascendante haute
du cycle. Les figures se lisent de bas en haut selon les positions longitudinales croissantes.
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(a) α = 17,75˚ descendant. (b) α = 16,85˚ descendant.
(c) α = 15,94˚ descendant. (d) α = 13,00˚ descendant.
Figure D.14 – Vorticité projetée sur le vecteur normal aux plans de coupe : phase descendante médiane
du cycle. Les figures se lisent de bas en haut selon les positions longitudinales croissantes.
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(a) α = 10,06˚ descendant. (b) α = 8,00˚ descendant.
(c) α = 8,24˚ ascendant. (d) α = 10,06˚ ascendant.
Figure D.15 – Vorticité projetée sur le vecteur normal aux plans de coupe : phase descendante
puis ascendante basse du cycle. Les figures se lisent de bas en haut selon les positions longitudinales
croissantes.
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D.3 Comparaison des fonctions propres et coefficients de la POD
D.3.1 Cas "Clean"
(a) Fonction propre expérimentale (b) Fonction propre numérique (c) Coefficients.
Figure D.16 – Clean : mode 1.
(a) Fonction propre expérimentale (b) Fonction propre numérique (c) Coefficients.
Figure D.17 – Clean : mode 2.
(a) Fonction propre expérimentale (b) Fonction propre numérique (c) Coefficients.
Figure D.18 – Clean : mode 3.
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(a) Fonction propre expérimentale (b) Fonction propre numérique (c) Coefficients.
Figure D.19 – Clean : mode 4.
(a) Fonction propre expérimentale (b) Fonction propre numérique (c) Coefficients.
Figure D.20 – Clean : mode 5.
(a) Fonction propre expérimentale (b) Fonction propre numérique (c) Coefficients.
Figure D.21 – Clean : mode 6.
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D.3.2 Cas DVG
(a) Fonction propre expérimentale (b) Fonction propre numérique (c) Coefficients.
Figure D.22 – DVG : mode 1.
(a) Fonction propre expérimentale (b) Fonction propre numérique (c) Coefficients.
Figure D.23 – DVG : mode 2.
(a) Fonction propre expérimentale (b) Fonction propre numérique (c) Coefficients.
Figure D.24 – DVG : mode 3.
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(a) Fonction propre expérimentale (b) Fonction propre numérique (c) Coefficients.
Figure D.25 – DVG : mode 4.
(a) Fonction propre expérimentale (b) Fonction propre numérique (c) Coefficients.
Figure D.26 – DVG : mode 5.
(a) Fonction propre expérimentale (b) Fonction propre numérique (c) Coefficients.
Figure D.27 – DVG : mode 6.
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Simulation numérique du contrôle de décrochage dynamique
d’un profil en oscillation de tangage
L’enveloppe de vol des hélicoptères est limitée par le décrochage dynamique, que le contrôle d’écoulement
permet de surmonter. Malgré de nombreuses études, aucun dispositif de contrôle ne s’est révélé utilisable sur
un rotor. Conçu par l’ONERA, un Vortex Generator déployable (DVG) s’est révélé efficace pour limiter les
effets du décrochage dynamique d’un profil OA209 en oscillation de tangage. Mais l’étude de cet actionneur
est nécessaire avant son application.
Le travail exposé dans le présent mémoire s’attache à reproduire par simulations numériques l’écoulement
du décrochage dynamique contrôlé par DVG afin d’identifier les phénomènes physiques en jeu.
Après une première partie bibliographique dédiée au contrôle de décrochage dynamique et aux Vortex Gen-
erators, une seconde partie a été consacrée à valider et étudier la simulation numérique du contrôle du
décrochage statique. L’écoulement induit a pu être ainsi caractérisé par les interactions tourbillonnaires
présentes du fait de l’épaisseur du DVG et qui réduisent l’efficacité du contrôle. Cette analyse a permis
d’élaborer une modélisation préliminaire du DVG. Dans une troisième partie, la validation et l’étude de la
simulation numérique du contrôle du décrochage dynamique a mis en évidence un effet de contrôle similaire
au cas statique, et la décomposition en modes propres orthogonaux de l’écoulement contrôlé a montré une
altération du mode lié au tourbillon de décrochage dynamique.
Ce travail valide la simulation numérique mise en place, laisse entrevoir des perspectives d’amélioration du
dispositif de contrôle et permet la simulation numérique ultérieure du contrôle de décrochage dynamique de
voilure tournante.
Mots-clefs : Décrochage dynamique, Simulation Numérique, Contrôle d’écoulement, Généra-
teur de tourbillons, Interactions tourbillonnaires.
Numerical simulation of pitch-oscillating airfoil dynamic stall control
The helicopter flight envelope is limited by dynamic stall, which can be reduced by flow control actuation.
Numerous studies are dedicated to the alleviation of dynamic stall, however no actuator has ever been used
on real rotor configuration. A new deployable Vortex Generator-type actuator called DVG has been de-
signed by the ONERA and proved its efficiency over pitch-oscillating dynamic stall control of an OA209
airfoil. However, the control effect must be in-depth analyzed before further application.
Therefore, the present works aims at reproducing the dynamic stall control through numerical simulations,
in order to investigate the physics involved.
After a first part dedicated to the literature review of dynamic stall control and Vortex Generators, a sec-
ond part considered the validation and investigation of the static stall control. DVG-induced secondary flow
has been characterized by its vortex interactions, which reduce the control efficiency because of the DVG
thickness. This analysis made a preliminary modeling of the DVG possible. In a third part, validation and
investigation of the dynamic stall control have been performed, and the actuation showed strong similarities
with the static case. Eventually, Proper Orthogonal Decomposition of the flow brought evidence of Dynamic
Stall Vortex mode distortion thanks to DVG presence.
This work validates the numerical simulation methodology, lets hope possible improvement of the actuator
design and allows further numerical simulations of dynamic stall control over real helicopter blades.
Keywords : Dynamic Stall, Numerical Simulation, Flow control, Vortex generator, Vortex
interactions.
