A multi-camera setup for a surveillance system enables a larger coverage area, especially when a single camera has limited monitoring capability due to certain obstacles. Therefore, for large-scale coverage, multiple cameras are the best option. In this paper, we present a method for detecting multiple objects using several cameras with large overlapping views as this allows synchronization of object identification from a number of views. The proposed method uses a graph structure that is robust enough to represent any detected moving objects by defining their vertices and edges to determine their relationships. By evaluating these object features, represented as a set of attributes in a graph, we can perform lightweight multiple object detection using several cameras, as well as performing object tracking within each camera's field of view and between two cameras. By evaluating each vertex hierarchically as a subgraph, we can further observe the features of the detected object and perform automatic separation of occluding objects. Experimental results show that the proposed method would improve the accuracy of object tracking by reducing the occurrences of incorrect identification compared to individual camera-based tracking.
Introduction
When indoor surveillance systems such as those in banks, convenience stores, retail shops, etc. are deployed in a room the area of which is too large to be monitored by a conventional camera, a wide-angle camera can be used as an alternative to enable larger coverage of a monitored area without having to install more than one camera. However, when the monitored area has many obstacles such that it cannot be entirely covered by a single camera, a multiple camera setup might be a preferable solution to reduce the risk of causing blind spots due to such obstacles.
However, this type of installation configuration needs the detected objects to be identified by each camera. There is a high possibility that the detection and tracking result (i.e. assigning identification labels to objects) for each camera would be different due to different viewpoints. In this paper, a synchronized multi-camera object detection and tracking method is proposed. The main purpose of our work is to solve the re-identification problem, which may occur when there is a large overlap between cameras, by utilizing a detection and tracking method for individual cameras such as reported in [1] - [3] . We utilize overlapping views from two Manuscript cameras in an indoor environment as a reference in assigning correct identification labels to the same objects in different views. By having consistent labeling, we can track the objects from frame to frame with better accuracy. The proposed method utilizes graph representation, namely a weighted-undirected graph (WUG), to define the extracted features of the detected objects in all cameras. Its main purpose is to maintain correct identification of those objects for each camera view throughout the monitoring period. As illustrated in Figs. 1 and 2, the WUGs are bipartite graphs that represent a pair of observation sources in two domains: from two cameras for the spatial domain and from two consecutive frames for the temporal domain, where an object is represented as a vertex of the graph. Each vertex contains attributes denoting the object's features such as its position, color information and moving direction. An undirected edge between a pair of vertices determines the similarity of those vertices based on their attributes via graph Copyright c 2019 The Institute of Electronics, Information and Communication Engineers matching identification methods. By doing so, the identities of the objects are maintained across the camera views and the floor map throughout the sequence. This paper is structured as follows: we first briefly revisit similar work in object detection tracking where multicamera views are utilized as well as previous work of object tracking with graphs as the main tool. In Sect. 3, descriptions of the definition of graph representations utilized for spatial-domain and temporal-domain identification are explained while a discussion of graph matching is provided in Sect. 4. More technical aspects of our method are described in Sect. 5, especially on how the graph representations are constructed. The results of experiments are provided in Sect. 6 and finally we conclude our paper in Sect. 7.
Related Work
A graph-based approach is widely used in computer vision, where a graph representation can represent relationships between objects of interest from visual information (e.g. pixels, moving objects, regions of images, etc.). Particularly in object detection and tracking, graph structure has been used to represent detected moving objects as the vertices of a graph. Most graph-based methods [4] - [9] make use of the properties of attributed graphs, as tracking is performed by finding similar attributes to efficiently compare and identify similar objects (i.e. each object is defined as a vertex). An attributed graph, as its name implies, defines a set of values (attributes) for each vertex in a graph to represent the features extracted from the input video/image frame. The graph representation is utilized in combination with a particle filter [4] , feature extraction using DCT coefficients [5] , utilizing geometric transformation [6] , learning-based structured graph matching [7] , global-modeling graph with similarity metric for non-overlapping multi-camera object tracking [8] , or utilizing non-RGB information in graph-based object tracking [9] .
In identification of objects across more than one camera view (commonly known as re-identification), considerable research has been conducted to reduce the occurrences of incorrectly identifying the same objects in different views [10] - [15] . Color histograms of objects in HSV color space are utilized in [10] by matching its Local Binary Pattern (LBP) features to identify objects between cameras. Rather sophisticated neural network-based methods are utilized in [11] - [13] by training the color and position information from datasets. More specifically, in [11] , a deep Convolutional Neural Network (dCNN) is utilized, upon which a series of procedures are implemented to detect objects based on the predicted attributes. On the other hand, the method in [12] utilizes graph representation to model the position of objects in which a graph cut-based technique is utilized to determine whether an object is identical in the temporal and spatial domains. A VGG-16 Net architecture is then utilized to train the edge-based similarity features. In [13] , a Bayesian filter is applied based on the positions of objects to determine the identity of objects from one camera to another. They utilize LuNet as the model where the filter is fed with information for re-identification. A graph model is also utilized in [14] where identification is performed by finding the optimal solution for the edges based on their weights that are constructed from the objects' color histogram. An approach involving observation of the topology of the camera installation network was proposed in [15] where identification of the detected objects is performed by analyzing the labeled objects using the random forest method.
The object re-identification studies referred to above have been conducted with the aim of maintaining the identity of objects when they move from an area detected by one camera to another area covered by another camera. By utilizing small or no overlap, these methods enable reliable and correct re-identification of the moving objects. Nevertheless, our study addresses a situation that is different from those described in the aforementioned studies. In this paper we address the issue of detection and tracking of multiple moving objects within an indoor area where there is a large overlap between multiple omnidirectional cameras. Compared to camera with conventional (i.e. nonomnidirectional) lens, wider coverage area enables detection of objects with less number of cameras; an object that might be missed for tracking in conventional camera when it is getting far from the camera. The detection might suffer from distortion for such object, but its identification can still be maintained as long as the object is present in the camera coverage area.
Large overlapping area obtained from multiple omnidirectional cameras contributes to easier re-identification problem, to which our identification method specifically handles problems in such camera setups. For example, our contribution lies in how the entangled detection results from different cameras need to be correctly identified in the overlapping area. Thus we might distinguish our performance in terms of measuring the correct identification of objects from one camera view to another (or in other words, calculating how much identification switching could be reduced), compared to multi object tracking performance measurement such as in [18] and [19] . Moreover, utilizing multiple cameras has an advantage in detecting objects in a room even when one of the cameras has a blind spot that blocks its view thus preventing it from detecting the same objects.
Graph Representation
A general definition of a WUG is denoted by G D = (V, E) where D denotes the domain (S for spatial or T for temporal) which the graph represents. In our definition, G D shall always be a bipartite graph where its vertices
where a and b denote the different sources of the objects according to its domain. Each vertex has a set of attributes representing the object's position, dominant color representation, motion flow, and its identification. The attributes determine the weight of the edges to be examined to identify the similarity between two objects from sets a and b. The edge E ⊆ E a × E b indicates the similarity between two objects. The edges are undirected, so the weights of E D (m, n) and E D (n, m), i.e. the edge between the m-th vertex in G b and the n-th vertex in G a , are identical. Detailed definitions of the vertex attributes and weighted edges are described for each domain in the following subsections.
Spatial Domain Graph Representation
Graph representation in the spatial domain allows identification to match the identity of objects across the two cameras. Let G S = (V S , E S ) be a bipartite graph where its subgraphs G 1 ∩ G 2 = ∅ represent the detected objects in camera 1 and camera 2, respectively. The vertices
Attribute λ σk is the assigned object identification. Attribute p σk = {p x , p y } is the object's position in the camera view specified by the middle-bottom part of the object's region (i.e. the foot), and c σk is the object's color information in the Lab color space for all pixels of the object's region. The object's region, denoted by A σk = [a x a y a w a h ], determines the rectangular area that encapsulates an object specified by its top-left position a x , a y and its size a w and a h as its width and height, respectively.
To match objects across camera 1 and camera 2, the weighted edges of G S are determined by calculating the similarity between the n-th object in set G 1 and the m-th object in set G 2 as
where δ( p mn ) = p 2m − p 1n is the position similarity measurement between objects in camera 1 and camera 2; and δ(c mn ) is the color distribution similarity function between the two objects calculated using Bhattacharyya distance.
Temporal Domain Graph Representation
Identification of objects between two consecutive frames is performed by examining the graph representation in the temporal domain. Let G T = (V T , E T ) be a bipartite graph with two sets of subgraphs G f −1 ∩ G f = ∅ that represent the already identified objects in camera 1 and camera 2 for the preceding and current frame, respectively. The vertices
Attribute λ φk is the assigned object identification. Attributes p 1 φk and p 2 φk are the object's positions in camera 1, camera 2, respectively, while p φk is its projection in the floor map views defined by
where adjustment parameters α and β are determined based on the relative position of the objects in the camera view. Projection matrix Ψ is computed from p 1n and p 2m by calibrating the camera views and the floor map. The adjustment parameters are calculated based on camera and room measurements calibration so that the projected position p φk has the smallest discrepancy from the original camera views positions.
The motion vector m φk denotes the moving direction of the object, which is calculated as the displacement of all pixels in the area A σk between the current frame and the previous frame.
To match objects between frames f − 1 and f , the weighted edges of G T are determined by calculating the similarity distance between the m-th object in set G f −1 and the n-th object in set G f as
where δ(P mn ) is the position correlation among the views (camera 1, camera 2, and the floor map) defined as
It should be noted that Eq. (6) would maintain proportionality in measurements among δ f , δ 1 , and δ 2 according to the adjustment parameters α and β, which are correlated with how the floor map is designed based on camera calibration data (e.g. one meter in a room, when viewed by camera 1 corresponds to 15 pixels in the floor map).
Graph Matching

Direct Graph Matching
Given the WUG representations defined in Sect. 2, identification of objects is performed by finding a pair of vertices in G D having the smallest edge weight. The optimization method to find such edges is loosely based on the bipartite graph matching algorithm [16] and is implemented as follows. Let matrix M |V a |×|V b | be a matrix initially set to zero that determines the solution of matching between sets in G D , where its row and column sizes are the orders of G a and G b , respectively; the graph matching process aims to assign nonzero values to the matrix M to exactly match a pair of one row and one column (a perfect matching matrix).
For all vertices in G a and G b , a matrix Π |V a |×|V b | is constructed so that its entries are based on sets of a pair of the edges of G D where Π D (m, n) = E D (m, n). Next, by initially setting each entry of matrix M with M(m, n) = 0, ∀n ∈ |V a |, ∀m ∈ |V b |, for each column and its corresponding row in Π, we find the minimum pair value Π D (m, n) that is smaller than the distance threshold T match . If the pair value is found, the corresponding matching matrix is set as M(m, n) = 1.
The matching is performed until perfect matching matrix M is achieved, and each label attribute λ of the pairs is updated accordingly.
In spatial domain identification, the minimum pair value Π S (m, n) is determined under the condition δ( p mn ) < T S . If no pair value satisfies the condition, a second round of matching is performed by finding the pair value that satisfies the conditions δ( p mn ) < 2T S and δ(c mn ) < T S color ; otherwise, the pair Π S (m, n) is not a matching pair. In temporal domain identification, the smallest pair value Π T (m, n) is determined under the condition δ( p mn ) < T T . If such condition is not satisfied, the pair Π T (m, n) is not a matching pair. The values for thresholds T S and T T are determined based on camera and room measurements calibration so that an acceptable distance between two identical objects between two cameras and between two frames should not be larger than the distance between two shoulders; while the value for color threshold T S color = 25 is determined heuristically.
Graph Matching with Augmentation
There are conditions where one or more objects are missing or appear in an observation (e.g. objects located in the blind spot of one of the cameras in the spatial domain, or objects enter or leave the room in the temporal domain). As a result, the matrix M will not be a square matrix and there will be some rows and/or columns without matched entries. Suppose there are four objects in camera 1 and one of those objects is not detected in camera 2, the initial graph matching method produces a result that at least one object is not matched because the matrix is not square (hence not a perfect matrix). Therefore, the matrix is augmented with a reconstructed vertex so that the unmatched object can be paired with the reconstructed object by an edge with the smallest weight values and finally a perfect matching matrix is obtained.
The augmentation process is determined as follows. After initial matching produces non-square matrix M, new rows and/or columns that correspond to a set with smaller order are augmented to the matrix. In the spatial domain, suppose |V 1 | > |V 2 |, letv 2m be a vertex that needs to be reconstructed in G 2 , its attributes (1) are determined by calculating p 2m = ΨΨ −1 p 1n for the position attribute and simply c 2m = c 1n for the color attribute. This process also applies for |V 1 | < |V 2 |.
In the temporal domain, the reconstruction process is performed according to time flow and is performed prior to graph matching. This is to avoid the possibility of matrix M becoming a square but not a perfect matrix, especially when |V f −1 | > |V f | is observed. For example, if an occlusion occurs at the same time a new object is entering the room, the number of objects in preceding frame would be the same as the number of objects in the current frame (i.e. |V f −1 | = |V f |). But in this case, the new object would be in a different position from the occluded object. Thus matrix M would have some pairs that cannot be matched because the matching condition is larger than the threshold T T .
Therefore, when |V f −1 | > |V f | is observed, reconstruction ofv f n is performed by calculating position attributes (3) as p 1 f n = p 1 f −1m + m f −1m and p 2 f n = p 2 f −1m + m f −1m , for position attributes in camera 1 and camera 2, respectively. Similarly, the position attribute for the floor map is determined by p f n = p f −1m + m f −1m , while the reconstructed motion vector attribute is calculated as
Otherwise, when |V f −1 | < |V f | is observed, new objects are assumed to appear, thus attributes ofv f −1m are simply a copy of the corresponding unmatched v f n .
Implementation
In brief, the main procedure of our proposed method is shown in Fig. 3 . Graph matching for identification in each of the spatial and temporal domains is conducted via matrix matching, where the rows and columns of the constructed matrix represent the number of vertices of the two graphs to be matched. In our implementation, the graph matching is performed on-line, that is, the spatial-and temporal-domain identifications are performed once the images from two consecutive frames become available. Note that the following conditions are assumed in our method: 1) all objects always tend to be detected during the sequence in all cameras; and 2) the objects would have a higher probability of having their body parts occluded with each other over a longer period.
Detection Method
As already mentioned, our graph representation in the spatial domain defines the objects (in this case, the persons) to be detected and those objects shall be automatically extracted from the input sequence. This means that the attributes in Eq. (1) are generated by utilizing the detection method. Here we utilized the Single Shot Multibox Detector (SSD) method [2] for automatic object detection to produce spatial domain graph representation.
Since the direction of objects in a frame captured by an omnidirectional camera could vary within 360 degrees, the objects might not be able to be detected if we are Fig. 3 Overall procedure of the proposed detection and tracking.
using a publicly available SSD model pre-trained using conventional datasets, which usually contain persons with their heads positioned at the top of the image. Thus, we have generated our own SSD model from roughly 220,000 images of training data obtained from sequences captured with omnidirectional cameras in various rooms and under various conditions, and used the SSD model to detect the objects.
Adaptive Motion Calculation
As mentioned in Sect. 3.2, the motion vector m φk is calculated as the displacement of all pixels in the area A σk between the current frame and the previous frame. From our preliminary experiments we found that calculating motion vectors sequentially during the sequence would require extra processing time, even when the calculation is performed only within the objects' area. Furthermore, we also found that utilizing motion information is effective only in matching two objects when occlusion is occurred as exhibited by the graph in Fig. 4 .
The graph shows the similarity distance between the positions of an object in two consecutive frames, which implies consistent object identification. When no occlusion occurs, there is no difference between the positions of the object calculated with and without motion vectors. However, when occlusion occurs, motion information could recover the correct identification of the object by examining its motion history in several frames before the occlusion occurred. When no motion information is calculated, identity switching tends to occur, thus an incorrect identity may be assigned to the object (identified as another object that occludes it).
After occlusion, we manually fix the identity switching and found that consistent identification continues when no occlusion occurs. Based on this observation, automatic occlusion determination is introduced to adaptively turn on/off the calculation of motion information. In order to recall an object's position in the floor map as represented by temporal graph G T given by p φk , two objects j and k are considered to be occluded in frame f if their positions satisfy
where Θ f is the closeness threshold in the f -th frame. Fig. 4 The effect of motion vector.
Because the objects' positions in the floor map are projected onto their foot positions in camera view, it can be presumed that two (or more) closely located p φ can be correlated with occluded objects, given that their positions in two consecutive frames are getting closer to each other. Here, the value of closeness threshold Θ f −1 in the previous frame is determined by first evaluating the overlap area between A f −1k and A f −1 j (the area of the occluded objects j and k in camera view). If it is larger than 50% of each area's size, the distance of p f −1k and p f −1 j is measured. Finally the value of Θ f −1 is the distance of p f −1k and p f −1 j .
Based on the above condition, motion calculation is performed between two frames in the areas of the occluded objects (the j-th object and the k-th object in frame f ).
Experiments Results
Experiments with Omnidirectional Camera
To the best of our knowledge, currently there are no publicly available datasets that provide an environment where multiple omnidirectional cameras with overlapping views are utilized. Most of the related work dealt with multiple conventional cameras with slight or no overlap among them and the objects are moving between the cameras. Therefore, we have created our own datasets for the experiments. Overall, we have collected and analyzed roughly 20,000 frames in rooms of various sizes and with various furniture setups where two omnidirectional cameras are mounted on the ceilings of the rooms so that each camera covers different areas of the room. We asked up to four volunteers to walk around inside each room to mimic the actual conditions found in a shop where various behaviors and movements are recorded. The frames are compiled into two sequences: Small Room and Large Room; the environment in both sequences can be seen in Fig. 5 .
Each camera has the angular field of view of 180 • in both the horizontal and vertical directions, and produces 1280 × 960 pixels frames at a rate of 15fps. The setup of a pair of cameras provides a significant overlapping area between them when up to four persons are present in a room. For each room, calibrations were conducted to determine the projection matrix between cameras and the room and to determine matching thresholds values. The room in the Small Room sequence has an area of 36 m 2 (4 meters wide x 9 meters long), while the Large Room sequence covers an area of 183.6 m 2 (10.2 meters wide x 18 meters long). In most cases, these values correspond to roughly 16 to 32 pixels and 12 to 24 pixels for T S and T T , respectively. As already mentioned, the initial detection of objects in each camera was performed using the SSD method [2] , [3] to determine initial attributes values for objects represented in graph G S .
We compared our method with the detection and tracking result using the Deep SORT method [1] for each camera and show that identification mismatching (ID switching) can be reduced if more information is available for the tracking observation. Table 1 shows the performance of our method by measuring the total number of identity switches that occurred throughout all test sequences (note that since the proposed method has synchronized identification between cameras, the resulting number of mismatches is the same). The proposed method reduced the number of mismatches from 120 to 62 (roughly a 50% decrease) occurrences in camera 1 and up to a 5% decrease or more in camera 2, respectively for Small Room sequence; it achieved up to around 60% decrease for Large Room sequence. The spatial domain identification ensures that there are always a pair of objects as long as the detected objects do not leave the room (e.g. during occlusion between objects or when the objects are occluded by a static object such as a wall or pillars). Compared to [1] , our method has slower performance (20 fps, compared to 40 fps).
Examples of qualitative results are shown in Fig. 6 and Fig. 7 where the camera views are cropped for better evaluation. It shows (from left to right) the frames produced by camera 1 and camera 2 from the Small Room sequence, and the corresponding floor map that represents a room where the cameras are installed, as well as the depictions of the furniture and the walls. From the figure it can be seen that the proposed method performs well to correctly identify all detected objects that are moving around the room while the objects are detected by both cameras. After several frames, initial SSD detection could detect only three objects (out of four) in camera 1 and only two objects in camera 2. On the other hand, the proposed method maintained stable identification from the first time the objects were detected and successfully identified all objects in both cameras with correct identification across the cameras. When occlusion occurred, two or more occluded objects might be detected as a single detection when the SSD method was used. However, by applying reconstruction in the temporal-domain identification, their identity could be separately maintained so that each object could be correctly identified during the occlusion period. This can be seen in Figs. 6 and 7 where the initially detected objects were recognized as occluded (object 6 and object 4 in the Small Room sequence, and object 1 and object 2 in the Large Room sequence), thus only single detection entry was produced for both objects. In the proposed method, the identity of both objects was obtained before occlusion and maintained during the occlusion.
Experiments with a Conventional Camera
To evaluate the robustness of our method, we also tested our detection and tracking method in sequences produced by multiple conventional (i.e. non-omnidirectional) cameras with a large overlapping area between them. We utilized Hall public datasets provided by the University of Amsterdam [17] . This dataset contains a recording of an indoor hall captured by four cameras with a conventional lens (with a focal length wide enough to ensure large overlapping areas among them). Each frame is captured at a frame rate of 20fps and has resolution of 1024 × 768 [16] . For the experiment, we selected three pairs of sequences from the dataset: a pair of sequences from camera 1 and camera 2, camera 1 and camera 3, and camera 2 and camera 3. Roughly 6,500 frames were examined from each camera where up to 12 objects are detected. For the Hall dataset, we utilized the same values for T S and T T as the omnidirectional dataset and found no significant differences in the tracking accuracy. Similar to the omnidirectional dataset, we performed object detection individually for each sequence from each camera in the Hall dataset by utilizing the SSD method. The measurement acquired from pairs of cameras in the Hall dataset shows that the number of identity switches can be significantly reduced by employing tracking information provided individually from each camera. The tracking results from the pair of camera 1 and camera 2 reduced ID switching by 85% or more compared to individual tracking, while roughly 90% less ID switching can be achieved for the pairs of camera 1 and camera 3, and camera 2 and camera 3. From Table 2 , it can be seen that identification from different pairs of cameras produces different performances in terms of reducing mismatching. This result clearly implies that the position of cameras would affect the performance of object monitoring, especially when utilizing multiple cameras. Evaluating such conditions would provide insight that helps to determine the best position as well as the number of cameras needed to monitor an area for a surveillance system. Examples of qualitative results from the Hall sequence are as shown in Fig. 8 . It shows (from left to right) the frames produced by camera 1 and camera 2, and the corresponding floor map that represents a room where the cameras are installed, as well as the depictions of the furniture and the walls. From the figures, it can be seen that the proposed method performs well in correctly identifying all detected objects that are moving around the room while the objects are detected by both cameras.
Conclusions
We have shown in this paper the reliability of utilizing graph representation to perform synchronized object detection across two omnidirectional cameras. The objects detected in two cameras can be correctly paired with the same identity by matching their position and color features, while the identification of those objects in time is made possible by matching their positions across the camera views and the floor map. Our future work includes examining the possibility of utilizing more than two overlapping cameras to achieve synchronized object identification. This includes the observations of the results of detection and tracking from a pair of cameras that can be interpolated with the results from another pair of cameras in the same room.
