Abstract. An integral domain is said to have the IDF property when every non-zero element of it has only a finite number of non-associate irreducible divisors. A counterexample has already been found showing that IDF property does not necessarily ascend in polynomial extensions.
Introduction
An integral domain is called IDF if every non-zero element of it has only a finite number of non-associate irreducible divisors. These domains were introduced by Grams and Warner in [11] . They are also one of the generalizations of UFD's that were studied in the seminal paper [1] . Another important subclass of IDF domains are domains that contain no atoms at all; these domains were named antimatter and studied in [7] . The class of IDF domains also includes FFD's. An integral domain is an FFD if every non-zero element of it has only a finite number of non-associate divisors. If D is an FFD, then D[X] is also an FFD (see [1, Proposition 5.3] ). A question first posed in [1] is whether the IDF property ascends in polynomial extensions. Malcolmson and Okoh in [13] , answered this question in the negative. They actually proved that:
Theorem 1.1 ([13, Theorem 2.5]). Every countable domain can be embedded in a countable antimatter domain R ∞ such that R ∞ [X] is not an IDF domain.
essential property of these domains sufficient for the IDF property to ascend is that any finite set of non-zero elements of such domains has only a finite (possibly zero) number of non-associate maximal common divisors (MCD for short); in this paper, we call any such domain MCD-finite. Actually, Theorem 2.1 shows that being MCD-finite is also a necessary condition for the ascent of IDF property. In Theorem 2.5, we use a modified version of a technique originally introduced by Roitman in [15] to get a stronger version of Theorem 1.1. In Section 3, we provide some more results and examples regarding MCD-finite domains.
In the remainder of this section, we state some terminology that are needed for the rest of the paper.
For a domain D, the set of its non-zero elements, units and non-zero non-units are denoted by D * , U(D) and D # , respectively. We call two elements x, y ∈ D associates, and write x ∼ y, if there exists u ∈ U(D) such that a = ub. For x, y ∈ D, we say that x divides y, and write x | y, if there exists z ∈ D such that y = xz. Also, we use the notations a ∼ D b and a | D b to emphasize the underlying domain. Two elements a, b ∈ D * are called incomparable if a ∤ b and b ∤ a (i.e., the principal ideals a and b are incomparable). Also, following the notation and terminology of [14] , the set of atoms of D is denoted by A D and we call a subset A of D unit-closed if for every u ∈ U(D) and a ∈ A, we have ua ∈ A.
A domain D is called atomic if every x ∈ D # can be written as a product of irreducible elements (atoms). If the set of principal ideals of D satisfies the ascending chain condition, then D is called an ACCP domain. We refer the reader to [1] for more on these and other domains with factorization properties.
Let D be a domain and S ⊆ D * . The set of all the common divisors of S is denoted by
The set of all the maximal common divisors of S is denoted by MCD D (S ). As in [15] 
Also, T is torsion-free if for all a, b ∈ T and n ∈ N, if na = nb, then a = b. Finally, T is reduced if it has no non-trivial units; i.e., if a + b = 0 for some a, b ∈ S , then a = b = 0. All the concepts defined in the two previous paragraphs can be extended to cancellative monoids in an obvious way. We also recall that the monoid ring R[X; T ] is a domain if and only if T is cancellative and torsion-free and D is a domain (see [10, Theorem 8.1 
]).
We say that an extension of domains A ⊆ B is division-preserving if for all x, y ∈ A * , if x | B y, then x | A y. This can also be stated concisely by saying B ∩ K = A where K is the field of fractions of A (For some properties of these extensions that are relevant to this paper, see [15, Remark 2.2] ).
Finally, we recall some definitions from [12] . Let D be a domain,
n with k i ∈ N ∪ {0} is called a monomial. If we denote the set of all the monomials of R by Mon(R), then f = u∈Mon(R) a u u for some elements a u ∈ D. The support of f is defined as the set {u ∈ Mon(R) : a u 0}. By a monomial order on R, we mean a total order < on the set Mon(R) such that (1) for every u ∈ Mon(R), if u 1, then 1 < u, and (2) if u, v ∈ Mon(R) and u < v, then uw < vw for all w ∈ Mon(R). For example, we can consider the pure lexicographic order (induced by the ordering
n if the leftmost nonzero component of (a 1 − b 1 , . . . , a n − b n ) is negative (see [12, Example 2.1.2(c)]). For a fixed monomial order, the leading coefficient of f , denoted by lc( f ), is defined as the coefficient of the largest monomial in the support of f .
Main Results
We begin with the following theorem, which states a necessary and sufficient condition for the ascent of IDF property in polynomial extensions. 
Therefore, we only need to prove this implication for the case where X is finite.
Let f ∈ R # be such that there exists an infinite set { f i } i∈I of non-associate irreducible divisors of f . Let K be the field of fractions of D and
Since R ′ is a UFD, there exists an infinite subset J of I such that the elements of { f i } i∈J are associate in R ′ . Hence, there exists a set S of monomials such that for every i ∈ J the support of f i is S . There are two types of irreducible elements in R with a support of size 1. First type, up to associates, consists of the elements X 1 , . . . , X n . Obviously, f cannot have an infinite number of non-associate irreducible divisors of this type. The second type consists of every a ∈ A D . If an element a ∈ A D divides f , then a divides every single coefficient of f in D, and since D is IDF, f cannot have an infinite number of non-associate irreducible divisors of the second type. Therefore, 2 ≤ |S |, and so since for every i ∈ J, f i ∈ A R , the GCD of the coefficients of each f i is equal to 1. Now, we fix a monomial order. For all i, j ∈ J, there exists an element u i, j ∈ K * such that f i u i, j = f j , and so
Using the definition of monomial order, it is not difficult to see that lc(
, and so f i ∼ R f j , which is a contradiction. Since for every i ∈ J, the GCD of the coefficients of f i is equal to 1, the set
is an infinite set of non-associate maximal common divisors of the coefficients of lc( f ) f t , and hence D is not MCD-finite. (3 =⇒ 2) This is obvious.
Now, let both of the domains D and D[X]
be IDF domains, but there exist n ∈ N and elements a 0 , a 1 , . . . , a n in D * with infinitely many non-associate maximal common divisors {c i } i∈I .
Let f = a 0 + a 1 X + · · · + a n X n . For every i ∈ I, there exists an
Since the GCD of the coefficient of each f i is 1, no element of D can appear in a factorization of f i into non-units. Hence, there exists a factorization of f i with maximum number (bounded by deg( f i )) of non-unit factors; say f i = h 1 · · · h k . It follows that each h i is necessarily an atom. Therefore, each f i has an atomic factorization in D [X] . But every irreducible divisor of each of the elements f i is an irreducible divisor of f too. Therefore, since D[X] is an IDF domain, there exists a finite set {g 1 , . . . , g m } of non-associate irreducible divisors of f such that every f i , up to associates, is equal to a product of the elements g i . Hence, for every i ∈ I, there exist
Hence, for 1 ≤ j ≤ m, the set {t j,i } i∈I is finite, and so there exist k, ℓ ∈ N such that k ℓ and Before going on, it is worthwhile to compare the notions of IDF and MCD-finite domains ideal-theoretically. A domain D is IDF if and only if for any non-zero principal ideal I, there only exists a finite number of ideals containing I that are maximal with respect to being principal (see [1, p. 12] ). On the other hand, a domain D is MCD-finite if and only if for any finitely generated ideal I, there only exists a finite number of ideals containing I that are minimal with respect to being principal. Now, we are going to find a way to embed an arbitrary domain D in a domain R such that R is not MCD-finite. The task of finding monoids that are not MCD-finite is more straightforward than finding domains that are not MCD-finite. Next, we give two examples of such monoids. Now, using monoid domains, we can easily embed any domain into a domain which is not MCD-finite (another way for doing this is given in Example 3.4). Explicitly:
. In this case, A has an infinite number of MCD's. Finally, if 2 is the minimum element of A, then MCD(A) = {1}. (2) Let S be a cancellative, torsion-free and reduced monoid and suppose that there exist s, t ∈ S such that MCD(s, t) contains at least two (non-associate) elements b and d (An elementary example of such monoid is the additive monoid

Lemma 2.3. Let D be a domain and let S be a torsion-free, cancellative monoid that is not MCD-finite. Let R = D[X; S ]. Then R is not MCD-finite, the extension D ⊆ R is divisionpreserving and A D ⊆ A R . Also, in the special case where S is reduced, we additionally have U(D) = U(R).
Proof. The essential observation is that if S is torsion-free and cancellative, then any divisor of a monomial of R = D[X; S ] is itself a monomial (see [10, Theorem 11.1]). All the parts can be deduced from this (see also [8, Lemma 3.1]).
Finally, we are going to embed a domain which is not MCD-finite into a domain that is IDF and has the same unit elements in such a way that the MCD's of elements of the original domain is preserved in the new domain (thus ensuring that the new domain is not MCD-finite). For doing this, we use a modified version of a powerful construction originally used by Roitman in [15] (this technique was used to construct an atomic domain such that its polynomial extension is not atomic).
This technique has also been used in [8] , [9] and [14] .
Let D be a domain and
Rand in [14] proved the following result which we restate by adding the construction used in the proof.
Theorem 2.4 ([14, Theorem 2.7]). Let D be a domain and let S be a subset of A D that is unit-closed. For every n ∈ N ∪ {0}, we define a domain T n (D) inductively as follows:
(
Now, we are ready to prove the stronger version of Theorem 1.1.
Theorem 2.5. Let D be a domain and let S be a unit-closed subset of A D . Then there exists a domain R containing D such that R is not MCD-finite, A R = S and D ⊆ R is division-preserving. In particular, if S does not contain an infinite set of non-associate elements, then R is an IDF domain.
Proof. Let T be a cancellative, torsion-free and reduced monoid which is not MCD-finite (e.g., Example 2. 
More on MCD-finite domains
We begin this section by a result on the behavior of MCD-finite domains under the D + M construction. First, we mention some general properties of the D + M constructions. 
It can easily be proved that for all x, y ∈ T , where x M, if x | T y, then x | R y. 2 and vm 2 . Therefore, R is not an MCD-finite domain. Now suppose on the contrary that T is not MCD-finite. So assume that there exist non-associate elements x 1 , . . . , x n ∈ T # with infinite number of non-associate MCD's; say {y i } i∈I . If for some i ∈ I, y i M, then y i | R x j for 1 ≤ j ≤ n and y i ∈ MCD R ( x 1 , . . . , x n ). So we may assume that y i ∈ M for every i ∈ I. Suppose that
Theorem 3.2. Let T be a domain that can be written in the form K + M, where K is a field and M is a non-zero maximal ideal. Let D be a subfield of K and R
Since K * /D * is finite, we may assume that for every 1 ≤ j ≤ n, the elements k i, j belong to the same coset. Hence, there exists z j ∈ K * such that y i | R z j x j for every i ∈ I. Now
and so {y i } i∈I is also an infinite set of non-associate MCD's of z 1 x 1 , . . . , z n x n in R, which is a contradiction. (2) Suppose that x 1 , . . . , x n ∈ R # and, up to associates in T , y 1 , . . . , y m are the MCD's of x 1 , . . . , x n in T . Suppose that z ∈ MCD R (x 1 , . . . , x n ). If
. . , x n /z. Note that d must be in M since otherwise z d would be a common divisor of x 1 , . . . , x n in R, which is a contradiction. For a similar reason, d must be an atom and also an MCD of the elements x 1 /z, . . . , x n /z in T . Hence, zd ∼ T y i for some 1 ≤ i ≤ m. Now, by the hypothesis, the set
up to associates in T , is finite. We proved that for some
As we have already mentioned in the paragraph after Theorem 2.1, pre-Schreier domains are MCD-finite, and in fact, any finite set of a pre-Schreier domain, up to associates, has at most one MCD. Hence, every pre-Schreier domain that is not a GCD domain (see, e.g., the paragraph after [ A trivial example of MCD-finite domains are FFD's. In particular, every Krull domain is an MCD-finite domain (see [1, p. 14] ). In fact, the stronger result [11, Proposition 1] also holds for MCD-finite domains. Actually, the proof of that theorem shows that any domain satisfying the hypothesis of the theorem has the following property: ( * ) The intersection of every infinite set of incomparable principal ideals is 0 and this property implies being both IDF and MCD-finite. Now, we give an example of a domain with property ( * ) that is neither pre-Schreier nor MCD domain. Finally, we mention another way to embed a domain D into a domain R which is not MCD-finite. This time, for a finite non-singleton subset A of D # that does not generate D, we construct the domain R in such a way that the set MCD R (A), up to associates, becomes infinite. 
