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Abstract—We propose a novel multi-source direction of
arrival (DOA) estimation technique using a convolutional neural
network algorithm which learns the modal coherence patterns of
an incident soundfield through measured spherical harmonic co-
efficients. We train our model for individual time-frequency bins
in the short-time Fourier transform spectrum by analyzing the
unique snapshot of modal coherence for each desired direction.
The proposed method is capable of estimating simultaneously
active multiple sound sources on a 3D space using a single-source
training scheme. This single-source training scheme reduces
the training time and resource requirements as well as allows
the reuse of the same trained model for different multi-source
combinations. The method is evaluated against various simulated
and practical noisy and reverberant environments with varying
acoustic criteria and found to outperform the baseline methods
in terms of DOA estimation accuracy. Furthermore, the proposed
algorithm allows independent training of azimuth and elevation
during a full DOA estimation over 3D space which significantly
improves its training efficiency without affecting the overall
estimation accuracy.
Index Terms—Convolutional neural network, DOA estimation,
spatial audio processing, spherical harmonics
I. INTRODUCTION
THE task of a direction of arrival (DOA) estimator is toidentify sound source directions from the output of a
microphone array. DOA estimation is typically a prerequisite
for several signal processing algorithms such as beamforming,
power spectral density (PSD) estimation, and spatial audio
coding, which in turn are integral parts of many practical
applications such as multi-source separation [1]–[3], speech
recognition [4], robot audition [5], [6], bio-diversity monitor-
ing [7], [8], audio surveillance and smart home applications
[9], [10]. In many practical environments, we face a sce-
nario where multiple sound sources from different directions
contribute to the acoustic scene. In such mixed recording
scenarios, different sound sources can overlap on each other
partially (e.g., teleconference) or fully (e.g., cocktail party
problem, bioacoustic) over time. In this paper, we utilize
the modal coherence of the spherical harmonic coefficients
of a reverberant soundfield to train a convolutional neural
network (CNN) for DOA estimation of multiple sound sources
irrespective of their overlapping nature.
This work is supported by the Australian National University Strategic
Research Funds.
A. Literature review
DOA estimation is a decade-old problem with a number
of algorithms developed over the years to accurately estimate
sound source locations. However, while different algorithms
have shown their usefulness under certain environments, they
all have their own constraints and limitations and hence,
DOA estimation remains an active problem in acoustic signal
processing. A large number of DOA estimation techniques
have been developed in the parametric domain [11]. There
are subspace-based methods like multiple signal classification
(MUSIC) [12] or the estimation of signal parameters via
rotational invariance technique (ESPRIT) [13] which utilizes
the orthogonality between the signal and noise subspaces to
estimate the source DOAs. MUSIC algorithm was originally
developed for narrowband signals, however, it has been ex-
tensively used with wideband processing using a frequency
smoothing technique [14] or by decomposing the signal into
multiple narrowband subspaces [15]. It is common knowl-
edge that the performance of the subspace-based methods
are susceptible to strong reverberation and background noise
[16]. Recently a variation of MUSIC was proposed in [17]
to improve its robustness in a reverberant room assuming the
prior knowledge of room coupling coefficients.
There also exist beamforming-based methods for DOA
estimation where the output power of a beamformer is scanned
in all possible directions to find out when it reaches the
maximum. A popular formulation of the beamformer-based
technique is the steered response power (SRP) method which
formulates the output power as a sum of cross-correlations
between the received signals. Dibiase proposed an improve-
ment to SRP in [18] using the phase transform (PHAT) variant
of the generalized cross-correlation (GCC) model [19]. The
beamforming-based methods experience degradation in their
performance for closely-spaced sources due to the limitation
of the spatial resolution. Furthermore, both subspace and
beamforming based techniques require to scan for all possible
DOA angles during the run time which can be both time and
resource intensive. Several modifications have been proposed
to reduce the computational cost of SRP-PHAT by replacing
the traditional grid search with region-based search [20]–[23],
however, this increases the probability of missing a desired
source in reverberant conditions.
Another group of parametric approaches to DOA estimation
uses the maximum likelihood (ML) optimization with the
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statistics of the observed data which usually requires accurate
statistical modeling of the noise field [24]–[26]. In more recent
works, DOA estimation, posed as a ML problem, was sepa-
rately solved for reverberant environments [27], [28] and with
unknown noise power [29] using expectation-maximization
technique. A large number of localization techniques are
based on the assumption of non-overlapping source mixture
in the short-time Fourier transform (STFT) domain, known
as W-disjoint orthogonality (WDO) [30]. Li et al. adopted a
Gaussian mixture model to estimate source locations using
ML method on the basis of WDO [31]. The sparsity of
speech signals in the STFT domain was exploited in [32],
[33] to localize broadside sources by mapping phase difference
histogram of the STFT coefficients. The works in [34], [35]
imply sparsity on both signals and reflections to isolate time-
frequency (TF) bins that contain only direct path contributions
from a single source and subsequently estimate source DOAs
based on the selected TF bins. Recently, there has been an
increase in efforts for intensity-based approaches where both
sound pressure and particle velocity are measured and used
together for DOA estimation [36]–[39].
Lately, the application of spatial basis functions, especially
the spherical harmonics, is gaining researchers’ attention in
solving a wide variety of acoustic problems including DOA
estimation. Among the works we have referred so far in
this paper, [14], [17], [38], [39] were implemented in the
spherical harmonic domain. Tervo et al. proposed a technique
for estimating DOA of the room reflections based on a ML op-
timization using a spherical microphone array [40]. Kumar et
al. implemented MUSIC and beamforming-based techniques
with the spherical harmonic decomposition of a soundfield for
nearfield DOA estimation in a non-reverberant environment
[41]. A free-field model of spherical harmonic decomposition
was used in [42] to perform an optimized grid search for
acoustic source localization. The spherical harmonics are the
natural basis functions for spatial signal processing and con-
sequently offers convenient ways for recognizing the spatial
pattern of a soundfield. Furthermore, the spherical harmonic
coefficients are independent of the array structure, hence, the
same DOA algorithm can be used with different shapes and
designs of sensor arrays as long as they meet a few basic
criteria of harmonic decomposition [43]–[48].
Over the past decade, the rapid technology advances in
storage and processing capabilities led researchers to lean
towards machine learning in solving many practical problems
including DOA estimation. Being a data-driven approach,
neural networks can be trained for different acoustic environ-
ments and source distributions. In the area of single source
localization, significant progresses have been made in solving
the limitations in the parametric approaches by incorporating
machine learning-based algorithms. The authors of [49]–[51]
derived features from different variations of the GCC model to
train a neural network for single source localization. Ferguson
et al. used both cepstrogram and GCC to propose a single
source DOA estimation technique for under-water acoustics
[52]. Inspired by the MUSIC algorithm, the authors of [53]
utilized the eigenvectors of a spatial correlation matrix to train
a deep neural network. Conversely, multi-source localization
poses a more challenging problem to solve, especially with
overlapping sources. In the recent past, a few algorithms have
been proposed for multi-source localization based on CNN.
A CNN-based multi-source DOA estimation technique was
proposed in [54] where the authors used the phase spectrum
of the microphone array output as the learning feature. The
method in [54] was implemented in the STFT domain and
all the STFT bins for each time frame were stacked together
to form the feature snapshot. On the contrary, Adavanne et
al. considered both magnitude and phase information of the
STFT coefficients and used consecutive time frames to form
the feature snapshot to train a convolutional recurrent neural
network (CRNN) and performed a joint sound event detection
and localization [55]. Both [54] and [55] require the model
to be trained for unique combinations of sound sources from
different angles in order to accurately estimate the DOA of
simultaneously active multiple sound sources.
B. Contribution of this paper
In this paper, we propose a CNN-based framework to esti-
mate DOAs of simultaneously active multiple sound sources.
We use a novel feature to train a CNN which utilizes the
modal coherence of a reverberant soundfield in the spherical
harmonic domain. We show that modal coherence represents
a unique pattern for each direction which can be learned and
used for estimating source DOAs in a composite acoustic
scene. Note that, previously we developed a parametric multi-
source separation algorithm in [56] using the modal coherence
model, hence, the proposed method offers an efficient way of
joint multi-source localization and separation in a reverberant
environment.
We design the algorithm to perform multi-source DOA
estimation while being trained for the single-source case only.
To the best of our knowledge, this approach has not been
taken in the learning-based DOA estimation so far as most
of the existing techniques require the training data to contain
different angular combinations from the desired DOA grid.
The single-source training model of the proposed method
offers multiple advantages during training and testing stages.
As the number of unique combinations increases rapidly with
the number of audio sources and size of the DOA grid1,
a requirement for multi-source training causes a significant
increment of time and resource requirements compared to
the single-source training model. Furthermore, the adoption
of single-source training allows us to train the model for once
and use the same model in the testing environment irrespective
of the number of sound sources in the mixed acoustic scenario.
Unlike the existing methods in the CNN domain, we treat
individual STFT bins separately for training. The proposed
algorithm uses the W-disjoint orthogonality assumption [30]
for multi-source separation and proposes a probability-based
post-filtering of the CNN output to address any violation of
W-disjoint orthogonality. Furthermore, as the training stage
of the proposed algorithm involves single-source scenarios
1For a perspective, 250 distinct DOA points contribute to approximately
2.5 million and 160 million unique combinations for 3 and 4 source-mixtures,
respectively.
Fig. 1. A graphical impression of a spherical microphone array setup in the
presence of multiple sound sources. Array shape may differ depending on the
spherical harmonic decomposition technique.
only, we can independently train our model for azimuths and
elevations based on the same input dataset provided that we
measure the soundfield for various source positions in each
intended azimuth and elevation planes. Hence, we can share
the same convolutional layers and perform joint azimuth and
elevation estimation with two separate fully connected heads.
In the results section, we include a demonstration for such a
joint estimation along with a complete performance evaluation
of the proposed method with a wide range of criteria such
as different practical and simulated room conditions with a
variable number of sources. We also compare and analyze the
results with another state of the art CNN-based algorithm for
DOA estimation.
The remainder of the paper is structured as follows. Section
II contains the problem statement and defines the objective
of the work. In Section III, we briefly describe the existing
frameworks for spherical harmonic decomposition and modal
coherence of a reverberant soundfield. Section IV contains a
detailed description of the proposed model including different
aspects of feature selection. Finally, in Section V, we evaluate
and analyze the performance of the proposed algorithm and
compare it with a contemporary method based on objective
metrics and graphical aid.
II. PROBLEM FORMULATION
Consider L sound sources concurrently emitting sound in a
reverberant room. The sound pressure observed by an omnidi-
rectional microphone placed at a coordinate x′q ≡ (r′q, θ′q, φ′q)
inside the room, where r′q , θ
′
q , and φ
′
q are the radius, elevation,
and azimuth of point x′q in the spherical coordinate system,
respectively, is expressed by
p(x′q, t) =
L∑
`=1
h`(x
′
q, t) ∗ s`(t) (1)
where t is the discrete time index, h`(x′q, t) is the room
impulse response (RIR) between the `th source position and
x′q , s`(t) is the `
th source signal, and ∗ denotes the convolution
operation. The corresponding frequency domain representation
of (1) in STFT domain can be obtained using the multiplicative
model of convolution and is formulated as
P (x′q, k, τ) =
L∑
`=1
S`(k, τ)H`(x
′
q, k) (2)
where {P, S,H} represent the corresponding signals of
{p, s, h} in the STFT domain, τ is the timeframe index,
k = 2pif/c, f denotes the frequency, and c is the speed of
sound propagation. Henceforth, τ is omitted for brevity as we
shall treat each of the time frames independently.
In this work, we intend to estimate the individual DOAs
in the presence of multiple concurrent sound sources, i.e., we
want to estimate xˆ` ≡ (θˆ`, φˆ`) ∀` ∈ [1, L], given a set of mea-
sured sound pressure p(x′q, t) ∀q ∈ [1, Q] or the corresponding
spherical harmonic coefficients2 of a mixed soundfield. We
pose the DOA estimation as a CNN classification problem
where we sample the intended DOA range into discrete sets
Θ =
{
θa
}
a∈[1,I] for elevations and Φ =
{
φb
}
b∈[1,J] for
azimuths. Thereafter, we propose a feature unique to each
angle and train a CNN framework individually for each of the
members of Θ and Φ. Finally, during the evaluation, the CNN
model finds the closest match of the true DOA xˆ` ≡ (θ`, φ`)
∀` in the DOA sets Θ and Φ based on its learning and
accurately combines the independent estimations θˆ` and φˆ`
for each individual source to achieve full DOA estimation.
III. MODAL FRAMEWORK
In this section, we describe a few established concepts in
the spherical harmonic domain that is used as the framework
for the proposed DOA estimation technique.
A. Spherical harmonic decomposition of a soundfield
A continuous soundfield on a sphere can be decomposed
using the spherical harmonic basis functions as [57]
P (x′q, k) =
∞∑
nm
αnm(k) bn(kr
′
q) Ynm(xˆ
′
q) (3)
where
(·)∑
nm
≡
(·)∑
n=0
n∑
m=−n
, αnm(k) is the sensor-independent
soundfield coefficient of order n and degree m, the position
vector x′q ≡ (r′q, xˆ′q), and the unit vector xˆ′q ≡ (θ′q, φ′q). The
infinite summation of (3) is often truncated at the soundfield
order N = dkr′qe [58], [59], where d·e denotes the ceiling
operation, due to the high-pass nature of the higher-order
Bessel functions. The complex spherical harmonic basis func-
tion Ynm(·) is defined as
Ynm(xˆ
′
q) =
√
(2n+ 1)
4pi
(n− |m|)!
(n+ |m|)! Pn|m|
(
cos θ′q
)
eimφ
′
q
(4)
2The spherical harmonic decomposition technique is described in Section
III-A.
where |·| denotes absolute value, (·)! represents factorial,
Pn|m|(·) is an associated Legendre polynomial, and i =
√−1.
Furthermore, the dependency on array radius comes through
the function bn(·) which is defined as
bn(ξ) =
{
jn(ξ) for an open array
jn(ξ)− j
′
n(ξ)
h′n(ξ)
hn(ξ) for a rigid spherical array.
(5)
The spherical harmonic coefficients αnm can be estimated
using different kinds of arrays where the process and the
formulation depend on the array geometry. E.g., utilizing the
orthonormal property of the spherical harmonics, a spherical
microphone array allows us to calculate αnm from (3) as [43],
[46]
αnm(k) =
1
bn(kr)
∫
S2
P (x, k) Y ∗nm(xˆ) dxˆ (6)
≈ 1
bn(kr)
Q∑
q=1
wq P (x
′
q, k) Y
∗
nm(xˆ
′
q) (7)
where r is the array radius, x = (r, xˆ), and xˆ denotes an
arbitrary direction on the spherical shell S2. Obviously, it is
impractical to realize a spatially continuous microphone array
as required by (6), hence, (7) is used as an approximation
of (6) with Q microphones. wq ∀q are suitable microphone
weights that ensure the validity of the orthonormal property
of the spherical harmonics with a limited number of sampling
points, i.e.,
Q∑
q=1
wq Ynm(xˆ
′
q) Y
∗
n′m′(xˆ
′
q) ≈ δnn′δmm′ (8)
where δnn′ and δmm′ are the Kronecker delta functions.
The same spherical harmonic decomposition can be
achieved using alternate array geometries and formulation,
[43]–[48] are a few examples of such procedures.
B. RTF in the spatial domain
The room transfer function (RTF) can be decomposed into
two parts
H`(x
′
q, k) = H
(d)
` (x
′
q, k) +H
(r)
` (x
′
q, k) (9)
where H(d)` (·) and H(r)` (·) are the corresponding direct and
reverberant path components of the RTF. The RTF components
are modeled in the spatial domain as
H
(d)
` (x
′
q, k) = G
(d)
` (k) e
ik xˆ`·x′q (10)
H
(r)
` (x
′
q, k) =
∫
S2
G
(r)
` (k, xˆ) e
ik xˆ·x′q dxˆ (11)
where G(d)` (k) represents the direct path gain between the
origin and the `th source and G(r)` (k, xˆ) is the reflection gain
at the origin along the direction of xˆ for the `th source. Hence,
we obtain the spatial domain equivalent of (2) by substituting
the spatial domain RTF from (9) - (11) as
P (x′q, k) =
L∑
`=1
S`(k)
(
G
(d)
` (k) e
ik xˆ`·x′q
+
∫
S2
G
(r)
` (k, xˆ) e
ik xˆ·x′q dxˆ
)
. (12)
C. Modal coherence model
The spherical harmonic expansion of the far-field approxi-
mation of the Green’s function is given by [60, pp. 27–33]
eik xˆ`·x
′
q =
∞∑
nm
4piin Y ∗nm(xˆ`) bn(kr) Ynm(xˆ
′
q). (13)
Using (13) in (12) and then by comparing it with (3), we
obtain an analytical expression for αnm in a reverberant room
as [56]
αnm(k) = 4pii
n
L∑
`=1
S`(k)
(
G
(d)
` (k) Y
∗
nm(xˆ`)
+
∫
S2
G
(r)
` (k, xˆ) Y
∗
nm(xˆ) dxˆ
)
. (14)
Taking into account the autonomous behavior of the reflective
surfaces in a room (i.e., the reflection gains from the reflective
surfaces are independent) and imposing the assumptions of
uncorrelated sources, we previously established [56] a closed
form expression for the modal coherence of a reverberant
soundfield as
E
{
αnm(k)α
∗
n′m′(k)
}
=
L∑
`=1
E
{∣∣∣S`(k)∣∣∣2}(Υn′m′nm (xˆ`)
E
{∣∣∣G(d)` (k)∣∣∣2}+ V∑
vu
E
{
γ(`)vu (k)
}
Ψm,m
′,u
n,n′,v
)
(15)
where E{·} denotes expected value and
V∑
vu
E
{
γ(`)vu (k)
}
Yvu(xˆ) = E
{∣∣∣G(r)` (k, xˆ)∣∣∣2} (16)
Υn
′m′
nm (xˆ`) = Cnn′ Y
∗
nm(xˆ`) Yn′m′(xˆ`) (17)
Ψm,m
′,u
n,n′,v = Cnn′ W
u,m,m′
v,n,n′ (18)
Cnn′ = 16pi
2in−n
′
(19)
Wu,m,m
′
v,n,n′ = (−1)m
√
(2v + 1)(2n+ 1)(2n′ + 1)
4pi
×(
v n n′
0 0 0
) (
v n n′
u −m m′
)
(20)
where (·) in (20) represents Wigner-3j symbol [61]. Note that,
though (15) was developed using a far-field sound propagation
model, it can easily be written for near-field sound sources
by replacing (13) with its near-field counterpart [56]. Further-
more, for the temporal processing, it is common to estimate the
expected value by applying the exponential moving average
technique on the instantaneous measurements, i.e.,
E
{
αnm(k, τ)α
∗
n′m′(k, τ)
}
= (1− β) αnm(k, τ)×
α∗n′m′(k, τ) + β E
{
αnm(k, τ − 1) α∗n′m′(k, τ − 1)
}
(21)
where β ∈ [0, 1] is a smoothing factor.
IV. CNN-BASED DOA ESTIMATION
CNN is a popular technique in the deep learning domain,
and is predominantly used in computer vision applications.
The input, often a 2D or 3D tensor, goes through multiple
convolution filters followed by a traditional fully-connected
neural network. In this work, we pose the DOA estimation
problem as an image-classification problem where the input
image represents the modal coherence of the soundfield.
A. Feature selection
Intuitively, the soundfield coefficients αnm work as natu-
ral beamformers in the modal domain due to the inherent
properties of the spherical harmonic functions. Hence, the
energy distribution of αnm among different modes can be
used as a clue for understanding the source directionality.
However, there only exists a limited number of active modes
in the low frequencies which might prove insufficient to train a
neural network for high spatial resolution scenario, especially
in a reverberant environment. Therefore, we use the modal
coherence model of (15) to construct our input feature. For
a multi-source scenario, it is common to assume W-disjoint
orthogonality [30] in the STFT domain, i.e., only a single
sound source remains active in each TF bin of the STFT
spectrum. Under the W-disjoint orthogonality assumption, (15)
takes the following form
E
{
αnm(k)α
∗
n′m′(k)
}
= E
{∣∣∣S`′(k)∣∣∣2}(E{∣∣∣G(d)`′ (k)∣∣∣2}
Υn
′m′
nm (xˆ`′) +
V∑
vu
E
{
γ(`
′)
vu (k)
}
Ψm,m
′,u
n,n′,v
)
(22)
where `′ ∈ [1, L]. Note that, (22) remains true for a single-
source scenario as well.
When dealing with audio signals having variable spectral
densities, e.g., speech signals, it is intuitive to select a feature
based on the relative transfer function to make the feature in-
dependent to the variations in the input signal [62]. Following
a similar reasoning, we define the relative modal coherence
(RMC) as
E
{
αnm(k)α
∗
n′m′(k)
}/
E
{
α00(k)α
∗
00(k)
}
=
E
{∣∣∣G(d)`′ (k)∣∣∣2} Υn′m′nm (xˆ`′) + V∑
vu
E
{
γ
(`′)
vu (k)
}
Ψm,m
′,u
n,n′,v
E
{∣∣∣G(d)`′ (k)∣∣∣2} Υ0000(xˆ`′) + V∑
vu
E
{
γ
(`′)
vu (k)
}
Ψ0,0,u0,0,v
=
E
{∣∣∣G(d)`′ (k)∣∣∣2} Υn′m′nm (xˆ`′) + V∑
vu
E
{
γ
(`′)
vu (k)
}
Ψm,m
′,u
n,n′,v
4pi E
{∣∣∣G(d)`′ (k)∣∣∣2}+ 16pi2√4pi E{γ(`′)00 (k)}
(23)
where (23) is derived using (17) - (20). From (23) it is
evident that the relative modal coherence has a direct relation
with the source position in a particular room. However, with
multiple active sources in a strong reverberant environment,
(23) introduces additional complexity due to the additive terms
in the denominator. On the other hand, the modal coherence
of (22) offers a simpler alternative to train a CNN due to
the fact that the mode-independent term
{∣∣∣S`′(k)∣∣∣2} of (22)
acts merely as a constant scaling factor across different TF
bins without altering the relative strength between different
modes inside a TF bin. The use of (22) as a feature reduces
the complexity by eliminating location-dependency from the
denominator compared to RMC. Hence, we pose the DOA
estimation problem as an image-identification problem for
CNN where the feature snapshot is defined as the modal
coherence of the soundfield in the individual TF bins of the
STFT spectrum
Fˆmc(k) =
{
E
{
αnm(k)α
∗
n′m′(k)
}
: n ∈ [0, N ],
m ∈ [−n, n], n′ ∈ [0, N ],m′ ∈ [−n′, n′]
}
(24)
where Fˆmc is considered as an image consisting of [N ×N ]
complex-valued pixels with N = (N+1)2 is the total number
of modes. Note that, Fˆmc is a frequency-dependent function
due to the frequency dependency of αnm, hence, we need
to collect Fˆmc from different frequency bands for training so
that the model can learn the frequency variations of the feature
for the same source position. This deviation is analogous to
the transformed image conundrum in an image-identification
problem.
We also need to train the CNN model for various ampli-
fication levels due to the presence of the source PSD term
E
{∣∣∣S`′(k)∣∣∣2} in Fˆmc (analogous to train a neural network to
accommodate the differences in brightness of the same image).
This can be achieved through training the CNN model with
any non-white random audio signal such that the signal has
a variable PSD in both time and frequency directions of the
STFT spectrum.
Finally, since a CNN model is best suited to work with
real data, we convert our 2D complex-valued feature Fˆmc into
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Fig. 2. Normalized
∣∣∣Fˆmc∣∣∣ at different time instants. The snapshot is taken at 1500 Hz with a speech source present at (a)-(b) (θ, φ) = (60◦, 60◦) and
(c)-(d) (θ, φ) = (60◦, 120◦).
corresponding 3D tensor Fmc of [N ×N ×2] dimension such
that
Fmc =
〈〈
R{Fˆmc}, I{Fˆmc}〉〉
3
(25)
where 〈〈·, ·〉〉3 stacks two matrices in the 3rd dimension
and R{·} and I{·} denote the real and imaginary part,
respectively.
Fig. 2 shows the normalized snapshots of Fmc captured at
random time instants at 1500 Hz. For a CNN model to work
with our input features, we want them to be time-independent
for the same source position in a room irrespective of the
nature of the audio signal. Indeed, as we observe from Fig. 2,
Fmc changes as a function of source angle and remains fairly
constant across time.
B. TF bin processing
During both training and evaluation phases, the proposed
CNN framework processes each TF bin independently, i.e., it
learns the directional patterns based on the spatial distribution
of the TF bin energy. Hence, it is important to consider only
the TF bins with a significant energy level to avoid misleading
the neural network. However, due to the sparse nature of
speech signals in both time and frequency, a large proportion
of the TF bins usually ends up having low energy. The sparsity
in time can be addressed with a suitably designed voice activity
detector, but the sparsity along the frequency can still mislead
the CNN. Hence, to exclude the low-energy TF bins from the
training and evaluation datasets, a energy-based pre-selection
of TF bins is required where we drop all the TF bins with
an average energy below a certain threshold. If Tall is denoted
as the collection of all the TF bins, we can define a new set
Tact ⊆ Tall such that
Tact = {κ ∈ Tall : Eκ ≥ Emin} (26)
where Eκ is the average energy of the spatial coherence
matrix for the κth TF bin and Emin is the minimum energy
threshold. This lowest energy threshold can be a preset based
on empirical measurements, or it can be set dynamically based
on the average energy of all the TF bins in the processing
block. However, the average energy of the processing block
can be low when the number of low-energy TF bins is high.
We can also set the minimum energy level at the Kth percentile
of the average energy distribution of all TF bins, where K is
usually large for speech signal, as long as we are able to make
at least a high-level prediction about the energy distribution
among the TF bins. Note that, (26) should be applied at both
training and evaluation stage, however, Emin does not need to
be the same.
A second issue may arise when a TF bin violates the W-
disjoint orthogonality principle. In the proposed algorithm,
CNN predicts the most dominant source in each TF bin which
are later combined in a clustered histogram to reach a global
outcome. However, as shown in [30], the number of TF bins
violating the W-disjoint orthogonality increases as the number
of simultaneous sources increases. When a TF bin contains
significant energy from multiple sources, the prediction of the
CNN model can be arbitrary. To circumvent the uncertainty
in prediction due to the violation of W-disjoint orthogonality
principle, we only consider the predictions in the TF bins
where the CNN model predicts a single DOA with a high
confidence level. Hence, if we define the probability score for
each TF bin as
Pκ,Θ =
{Pκ(θ)}θ∈Θ (27)
Pκ,Φ =
{Pκ(φ)}φ∈Φ (28)
where Pκ(θ) and Pκ(φ) are the probability scores of the
corresponding elevation and azimuth classes at the κth TF
bin, the final DOA estimation at the evaluation stage should
be based on the set Ttest ⊆ Tact such that
Ttest =
{
κ ∈ Tact : max
{Pκ,Θ} ≥ Pmin and
max
{Pκ,Φ} ≥ Pmin} (29)
where Pmin denotes the minimum confidence level.
C. CNN Architecture
We utilize a CNN to estimate source DOA based on the
local connectivity of the modal coherence coefficients. A CNN
topology typically consists of multiple convolution layers
followed by fully-connected networks. For DOA estimation,
we perform multi-output multi-class classification where we
share the same convolution layer structure to predict both the
azimuth and elevation using separate fully connected heads at
the last stage - each responsible for predicting either azimuth
or elevation. We opt for a classification-based approach due
to the limited resolution of the practical dataset. However, the
proposed technique can be studied with a regression-based
model subject to the availability of a denser training grid to
learn the evolution of dynamic reverberation characteristics.
In each convolutional layer, we use 64 spatial filters of 2×2
size to learn the spatial coherence pattern for each desired
point in a predefined DOA grid. As our feature is defined
as the modal coherence for each TF bin, it is important to
consider 2D filters in the convolution layers. A rectified linear
unit (ReLU) activation follows the convolution layer at each
stage. The evaluation is done with 8 convolution layers with
zero padding to keep the output size same for each layer. The
final convolution layer is connected to 2 fully-connected layers
that use ReLU activation. Finally, two separate fully connected
heads responsible for azimuth and elevation estimation, respec-
tively, are used with Sigmoid activation. A Sigmoid activation
is chosen over Softmax in the last stage as it allows us to
perform prediction-based TF bin selection to remove the bins
with low confidence, as described in Section IV-B.
Due to the W-disjoint orthogonality assumption, ideally
each TF bin is designated with a single DOA and can be
classified using a multi-class classification network using a
Softmax activation-based categorical cross-entropy loss. How-
ever, in a practical environment with multiple simultaneously
active sources, it is unrealistic to expect each of the TF bins
to honor the W-disjoint orthogonality. Therefore, it is possible
to find occasional TF bins whose energy are contributed by
multiple sound sources. Such a TF bin produces a feature
snapshot which does not match with any of the patterns learned
by the model during the single-source training stage. In such
cases it is expected that the output will not have a large
prediction score for any of the classes. Hence, we use binary
cross-entropy loss function with Sigmoid activation instead
of categorical cross-entropy in order to independently predict
the probability of each individual class in every TF bin. This
approach allows us to enforce the criterion mentioned in (29).
Detailed parameter settings are included in the experimental
results section.
D. Training the model
In the training stage, we train the model based on the
feature snapshots in a single source scenario. Each training
data is labeled independently for azimuths and elevations. The
model is trained for the elevation set Θ and the azimuth set Φ
in different azimuth and elevation planes, respectively. Once
the model learns the patterns for each of the intended direc-
tions, we independently predict the elevations and azimuths
for any number of concurrent sources as long as the W-
disjoint orthogonality principle majorly holds. This is a more
realistic approach than training the model for each possible
angular combination [54], [63] which becomes a resource-
intensive operation as the number of classes or the number
of simultaneous sources increases. Furthermore, the proposed
method does not require retraining the model every time an
additional source appears in the mixture.
Algorithm 1: Algorithm for DOA estimation - training
stage
Data: Θ,Φ, αnm(θ, φ) ∀nm, ∀θ ∈ Θ, ∀φ ∈ Φ
1 Calculate spatial coherence E
{
αnm(k)α
∗
n′m′(k)
}
in each
TF bin using (21);
2 Get Fˆmc ∀θ ∈ Θ, ∀φ ∈ Φ using (24);
3 Apply (26) to filter out low energy TF bins and get Tact;
4 Use Tact to train the model using the parameters in Table
I independently for Θ and Φ;
5 Save the model
Algorithm 2: Algorithm for DOA estimation - evaluation
stage
Data: αnm ∀nm
1 Calculate spatial coherence E
{
αnm(k)α
∗
n′m′(k)
}
in each
TF bin using (21);
2 Get Fˆmc using (24);
3 Apply (26) to filter out low energy TF bins and get Tact;
4 Calculate the probability of each classes in Θ and Φ for
the TF bins in Tact using the model saved during
training;
5 Apply (29) to get Ttest;
6 Apply (30) to form the prediction multiset X ;
7 if L == 1 then
8 Use (31) to estimate DOA;
9 else
10 Using a suitable clustering algorithm, divide X into
L clusters;
11 Use (32) to estimate L source directions.
12 end
E. DOA estimation
First, we jointly pick the highest probable elevation and
azimuth classes for each TF bin in Ttest to form prediction
multiset X
X =
{(
arg max
θ∈Θ
{
f : θ 7→ Pκ(θ)
}
,
arg max
φ∈Φ
{
f : φ 7→ Pκ(φ)
})
: κ ∈ Ttest
}
. (30)
Subsequently, the simplest way of multi-source DOA estima-
tion is to pick L largest peaks from the 2D histogram of X ,
i.e., {
xˆ
}
=
{
(θ, φ) of L largest peaks in X}. (31)
However, in case of a noisy prediction for a multi-source
environment, the aforementioned technique can cause erro-
neous results. For example, in a 2-source environment, if the
true DOA of the prominent source lies between two adjacent
classes, both the adjacent classes for the prominent source
might occur more frequently than the true class corresponding
to the weaker source. To avoid such a scenario, a more robust
technique is to apply a suitable clustering algorithm, such as
TABLE I
EXPERIMENTAL PARAMETER SETTINGS
Name Value
Model parameters
Pmin 0.5
Emin Percentile-based
K 90
N 1
CNN parameters
Input size [4× 4× 2]
# Convolution layers 8
# Conv. filters 64 ([2× 2])
# Dense layers 2 (512)
k-means [64] or density-based [65] clustering, to divide X into
L clusters and pick the peak in each cluster, i.e.,{
xˆ
}
=
{
(θ, φ) of the peak of L clusters in X}. (32)
The training and evaluation steps are outlined in Algorithm
1 and 2, respectively.
V. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we present the experimental results, com-
parison, and discussion of the proposed algorithm with the
contemporary counterparts.
A. Experimental methodology
We evaluated the proposed method in simulated and practi-
cal environments under different room conditions. The param-
eter settings used in the evaluation are listed in Table I. We
assessed the performance of the model in 3 simulated room
environments (room S1, S2, and S3 in Table II) generated
using a RIR Generator [66] as well as with the recordings
from a practical room (room P1 in Table II) in the presence
of babble noise. The training and the tests were performed
under the same room environment. The reverberation time
(T60) and direct to reverberation ratio (DRR) shown in Table II
for room P1 were calculated using the techniques outlined in
[67]. We only considered the first-order harmonic coefficients
which need at least 4 microphones to calculate, however, in
the result section, we used recordings from 9 microphones
oriented on a spherical grid suggested in [68] for evaluating
the proposed as well as the competing methods.
We used random mixed-gender speech signals from the
TIMIT corpus [69] to synthesize the reverberant signals from
the measured/simulated RIRs. The spherical harmonic decom-
position, as described in Section III-A, was performed on
the reverberant signals to calculate the spherical harmonic
coefficients up to first order. Note that, the proposed method
is independent of the type and shape of the sensor array as
long as the array is capable of performing spherical harmonic
decomposition3.
The CNN architecture has been discussed and presented in
Section IV-C and Table I. The implementation was done in
3A number of alternate array structures are available in the literature for
capturing spherical harmonic coefficients, a few can be found in [43]–[48].
TABLE II
TEST ENVIRONMENTS. dsm DENOTES SOURCE TO MICROPHONE
DISTANCE.
Room Dimension T60 DRR dsm
P1 [11× 7.5× 2.75] m 640 ms −0.6 dB 2.8 m
S1 [6× 4× 3] m 200 ms - 1 m
S2 [7× 6× 3] m 300 ms - 1 m
S3 [8× 6× 3] m 500 ms - 1 m
Python using Keras [70] running on top of TensorFlow [71].
For the proposed method, the TF bin-level predictions were
accumulated and clustered using k-means algorithm (step 10
in Algorithm 2) assuming that the number of active sources
was known as a priori, however, certain algorithms offer to
cluster the data without the advance knowledge of the number
of sources [65]. Furthermore, as k-means algorithm works with
the Euclidean geometry, we converted the predicted DOAs to
corresponding Cartesian coordinates on a unit sphere before
clustering the data.
The processing was done at 16 kHz sampling frequency.
The STFT used a 16 ms Hanning window, 50% overlap, and
256-point discrete Fourier transform (DFT). We only utilized
the frequencies ranged 500−2000 Hz for DOA estimation. A
30s long speech was used to synthesize the data for training,
however, the actual number of features reduced significantly
after applying (26) to filter out low-energy TF bins. The
majority of the results and discussions in this section are
presented for azimuth estimation only considering the fact that
the estimation of evaluation is independent of the azimuth
estimation and follows the same mechanism. However, in
Section V-C3, we have demonstrated how a joint azimuth
and elevation estimation can be performed using the proposed
method.
B. Baseline methods and evaluation metrics
The performance of the proposed algorithm is compared
with a recent CNN-based DOA estimation method proposed
in [54] (subsequently denoted as “CNN-PH”) where it was
already shown that “CNN-PH” outperforms conventional para-
metric methods like MUSIC and SRP-PHAT. For a fair com-
parison, we kept the CNN architecture and other evaluation
criteria same in all possible ways. We used the same 9-
microphone setup as described in Section V-A for the com-
peting methods unless mentioned otherwise. The convolution
filter size for “CNN-PH” was set to [2 × 1] as per the
recommendation of the authors [54] whereas we applied [2×2]
filters with the proposed method. The difference in filter size
between the competing methods comes from the fact that the
feature used in “CNN-PH” spans across the frequency band
where multiple active sources can be present in the horizontal
dimension. On the other hand, the proposed method uses the
modal coherence snapshot of a single TF bin as a feature where
only one active source is expected due to the assumption of
W-disjoint orthogonality.
To evaluate the performance, we first defined the prediction
error for the `th source in a single test by the angular difference
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Fig. 3. Azimuth estimation under different simulated reverberant and noisy environments on a 45◦ elevation plane.
between the true and the estimated points at the origin of a
unit sphere, i.e.,
∆` = cos
−1
[
cos(θˆ`) cos(θ`) + sin(θˆ`) sin(θ`) cos(φˆ` − φ`)
]
.
(33)
As we are posing the DOA estimation as a classification
problem, the mean error can be misleading unless the angular
difference between adjacent classes are very small. Hence,
instead we propose to use performance metrics based on
estimation accuracy. At first, we define the multi-source DOA
classification accuracy as the percentage of the correct predic-
tions, i.e.,
ηacc =
M{{∆`}}(0)
{{∆`}}
× 100% (34)
whereMX (ϑ) denotes the multiplicity of ϑ in the multiset X ,
{{∆`}} is a multiset containing ∆` ∀` for all the tests, and
· denotes the cardinality of the underlying multiset. Note
that, for a single test, the sequence of the true and estimated
DOAs need not be in the same order, hence, we map them in
such a way that M{{∆`}}(0) is maximized.
Occasionally, the definition of (34) may fail to offer the
full picture as it does not take it into consideration how far
a wrong prediction deviates from the true value although the
adjacent classes are highly correlated in a DOA classification
task. Hence, we define another accuracy metric, termed as
adjacent accuracy, where we consider the predictions for
adjacent classes as true positives as well, i.e.,
ηadj =
M{{max[0,∆`−∆Ω]}}(0)
{{∆`}}
× 100% (35)
where ∆Ω is the angular separation between two adjacent
classes. A high ηadj with low ηacc indicates that the transition
of the feature pattern is not very sharp between the adjacent
classes, a phenomenon expected in a noisy environment.
All the results presented in the subsequent sections are based
on the accumulation of the results of 50 random experiments
in each test case. Each experiment was evaluated with ran-
dom source positions and subsequently added with random
Gaussian noise unless specified otherwise.
C. Results and discussions
In this section, we discuss and compare DOA estimation
performances under different criteria and room environments.
During the experiments, the microphone array was placed
at the center of the room at 1 m height. For the proposed
method, we completed the training once per room considering
a single-source scenario and used the same trained model at
the testing stage irrespective of the number of simultaneously
active sources. A 30s long speech data were synthesized during
the training stage, however, we only used the top 10% STFT
bins based on TF bin energy to train the network4.
1) Azimuth estimation for a fixed elevation: The first set
of experiments considered the same elevation plane at 45◦
for both training and testing. We considered uniformly spaced
azimuth points at 10◦ interval (i.e., J = 36) which makes
the angular separation between adjacent classes ∆Ω = 7.07◦
on the 45◦ elevation plane. For each room, we emulated 2
different signal to noise ratio (SNR) by adding white Gaussian
noise and evaluated the performance for up to 3 active sources,
i.e., L = [1, 3]. As “CNN-PH” was originally designed to be
trained for all possible angular combinations in an L-source
DOA estimation, we trained “CNN-PH” for 36 and 1260
unique angular combinations based on 36 azimuth classes for
L = 1 and 2, respectively5. However, for testing with L = 3,
we trained “CNN-PH” for 2-source mixture (1260 angular
combinations) to understand the performance in a dynamic
acoustic scenario. In contrast, the proposed method was always
trained for the single-source scenario, e.g., 36 unique cases for
this experiment, irrespective of the number of sources in the
testing environment.
Fig. 3 shows DOA accuracy of the competing methods
under different scenarios. At SNR = 30dB in Fig. 3, we
observe that both the methods perform well for L = 1
and 2 although the proposed method consistently exhibits
slightly better performance. For 3-source combination under
stronger reverberation, the proposed method holds the level of
adjacent accuracy ηadj while “CNN-PH” shows performance
degradation for both the metrics. For the noisy environments of
SNR = 20dB and 10dB in Fig. 3, the performance distinctions
are more prominent where the proposed algorithm outperforms
“CNN-PH” in each scenario. The use of modal coherence as
learning feature ensures steady performance of the proposed
algorithm at low SNR. We can also observe “CNN-PH” suffers
significant performance issues for L = 3 due to the fact
that we did not train “CNN-PH” for all possible 3-source
combinations.
For reference, Fig. 4 plots the TF bin prediction histogram in
room S3 for L = 2 and 3 along with the true azimuths. The
histogram shows a clear peak at each true azimuth location
which can be separated using a suitable clustering algorithm.
2) Performance in a practical room with babble noise:
We conducted the next set of experiments in a big hall with
strong reverberation, we named it room P1 in Table II. The
recording was performed with an Eigenmike [72], however,
4As an instance, the average size of the training dataset in Section V-C1
was 10, 505 samples per class, each being a [4× 4× 2] tensor.
5The training process for “CNN-PH” is outlined in [54, pp. 13]
(a) L = 2
(b) L = 3
Fig. 4. TF bin prediction histogram in room S3 (T60 = 500 ms). Red crosses
denote the ground truths.
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Fig. 5. Azimuth estimation accuracy with practical recordings with babble
noise at 10dB SNR. The tests were performed on 95◦ elevation plane.
only first-order harmonics were captured for this task. The
source was placed at a 2.8 m distance from the array in a
uniform azimuth grid of 30◦ interval (J = 12) on a 95◦
elevation plane. Directional babble noise was added to the
recordings at 10dB SNR from multiple random locations.
This time we trained “CNN-PH” with all possible angular
combinations for both L = 2 (132 angular combinations)
and L = 3 (1320 angular combinations) while the proposed
method used the same strategy of single-source training for
12 classes. The comparative performance is shown in Fig.
5 where the proposed algorithm shows a significantly better
accuracy than “CNN-PH”, especially for L = 3, despite
“CNN-PH” being trained for all possible angular combinations
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Fig. 6. A block diagram for joint estimation of azimuth and elevation.
in each case. Note that, we found no significant performance
improvement for higher harmonic orders. This can be due to
low spatial resolution of the training data. The higher order
modes can be useful with a denser source distribution, at high
frequencies, or when a regression-based model is used.
3) Joint estimation of azimuth and elevation: So far, we
have shown results only for azimuth estimation based on the
proposition that the proposed algorithm can estimate azimuth
and elevation simultaneously without interfering with each
other. In this section, we are going to validate this proposition
by performing a full DOA estimation in room S2. We designed
a 3D uniform spatial grid with 30◦ resolution for azimuths
(J = 12) and 20◦ resolution for elevations. Furthermore, we
considered the elevation range 30◦−150◦. That makes a total
of 7 unique elevation classes (I = 7) and a total 84 points on
the 3D DOA grid. The rest of the simulation criteria remain
the same as Section V-C1.
We slightly modified the CNN architecture for this section
to accommodate the joint estimation in an efficient manner.
As in the previous experiments, we calculated the feature
snapshot for each TF bin, but this time we labeled them
separately for azimuth and elevation. The CNN architecture
remains the same for the most part except at the last layer when
we branched out 2 identical but separated fully connected
heads and supplied them with azimuth and elevation labels,
respectively. Hence, at the testing stage, the system outputs
two separate prediction sets for azimuth and elevation - one
from each separated head. Note that, due to the independent
estimation strategy, it is important to jointly pack the predicted
(a) L = 2
(b) L = 3
Fig. 7. Color map for joint estimation of azimuth and elevation with the
proposed method in room S2 at 30dB SNR. Red crosses denote the ground
truths. The accuracy of a joint estimation over 50 tests was found to be similar
compared to the standalone azimuth estimation.
azimuths and elevations for each TF bin so that the estimated
angles from the same source remain together. Subsequently,
we clustered the prediction outcomes using the bivariate k-
means clustering algorithm. A block diagram for the joint
estimation of azimuth and elevation is shown in Fig. 66. It
is worth mentioning that the proposed algorithm can readily
be expanded for full source localization through additional
training for radius-dependency or corresponding Cartesian
coordinates due to its ability of independent estimation of
different location parameters.
The outcome of the experiments is shown in Fig. 7 in terms
of colored heat map based on the number of predicted TF bins
for each DOA. It is clear from the figure that the proposed
method had no difficulties in predicting full DOA in the same
manner as with the azimuth predictions. More importantly,
the accuracy of the joint DOA estimation was found to be
similar to that of a standalone azimuth estimation of Fig. 3
(and hence, the accuracy plots are not shown separately for
this section). This is expected behavior as the azimuth and
elevation estimation processes are independent and should not
be affected due to the joint processing.
4) Azimuth estimation on a different elevation plane: In
this section, we analyze the performance of the proposed algo-
rithm when training and testing were performed on different
6Fig. 6 does not necessarily depict the actual processing flow, rather a visual
aid for understanding the task.
L = 1 L = 2 L = 3
# Active sources
0
20
40
60
80
100
D
O
A 
ac
cu
ra
cy
 (%
)
Fig. 8. Azimuth estimation on 60◦ elevation plane when training was
performed on different elevation plane. TRAIN-45 denotes the case when
training was performed on 45◦ elevation only whereas for TRAIN-45-75,
training was performed with data from 45◦ and 75◦ elevations.
elevation planes. For the purpose of this section, we used room
S2 at 30dB SNR. The tests were performed for sources on 60◦
elevation plane while the training data were obtained from a
different elevation. In Fig. 8, we show the estimation accuracy
for 2 distinct cases - when training data were obtained from
(case 1) 45◦ elevation plane only and (case 2) 45◦ and 75◦
elevation planes. We observe a clear improvement in case 2
over case 1 due to the fact that when we trained the network
on 2 different elevation planes, the model learned the evolution
of feature for change in elevation and predicted azimuths in
an arbitrary elevation plane more accurately. As the machine
learning algorithms take a data-driven approach, it is possible
to further improve the performance by training on additional
planes.
It is worth noting that the proposed feature snapshot Fmc
is mostly comprised of the spherical harmonics where the de-
pendency on θ and φ come through independent Legendre and
exponential functions, respectively, as shown in (4). Therefore,
the impact of elevation change on Fmc comes mainly as a
constant scaling factor. For this reason, even for case 1 when
training and testing were done in separate individual elevation
planes, the model didn’t entirely fail, rather gets confused by
the reverberation, noise and other non-linear distortions. This
is apparent from Fig. 8 where we observe a better accuracy in
terms of ηadj but a significant difference with ηacc.
5) Impact of source to microphone distance: We investi-
gate the impact of the varying source to microphone distance
on the proposed algorithm. We used the same simulated room
S2 with the exception that we increased the dimension of the
room to [8 × 8 × 4] m for this particular section in order to
have a larger range for distance variation. The microphone
array position remained at the center of the room, however,
we varied the source position between 0.5 − 3 m from the
microphone array. The training was performed at a fixed
distance of 1 m. The plots in Fig. 9 suggests that there is no
significant change in estimation accuracy for varying source
to microphone distances during the test. To understand the
behavior, we examine the analytical expression of αnm for
the direct path for `th source [60, pp. 31]
α(`)nm(k, r) = ikhn(kr`)Y
∗
nm(xˆ`) (36)
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Fig. 9. Azimuth estimation performance of the proposed algorithm with
different source to microphone distances. The training was performed with
sources at 1 m distance from the array center on a 45◦ elevation plane.
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Fig. 10. Azimuth estimation performance of the proposed algorithm with
different number of active sources on a 45◦ elevation plane.
where hn(·) is the spherical Hankel function of the first kind.
From (36) it is clear that the radial dependency comes through
the Hankel function hn(kr`) together with the frequency-
dependent k. As we trained our model for different frequen-
cies, the impact of varying hn(kr`) on the feature pattern is
already captured during the training even with a fixed radius,
hence, any radial change does not pose a major threat to the
performance of the proposed algorithm.
6) Number of active sources: In the last set of experiments,
we tried increasing the number of sources on the same 45◦
elevation plane in the acoustic scene of room S2 at 30dB SNR.
As we observe in Fig. 10, the accuracy gradually decreases
with the increasing number of sources. The performance issue
can be contributed by an increased violation of W-disjoint
orthogonality with an increased number of sources. However,
examining the histograms of random individual tests, we also
found many instances when the performance degradation was
caused by the failure of the k-means clustering algorithm
and the ambiguity in the histogram for nearby sources. It is
possible to improve the performance with a careful selection of
a more robust clustering algorithm, however, the investigation
for a better clustering algorithm is out of the scope of this
work. To avoid ambiguity due to nearby sources, we can
impose a restriction for maintaining a minimum distance
between two sources before applying this algorithm.
VI. CONCLUSIONS
In this paper, we proposed a modal coherence based feature
to train a convolutional neural network for DOA estimation
realized in the spherical harmonic domain. We offered a new
perspective by introducing a single-source training scheme
for multi-source localization in a reverberant environment.
The proposed strategy saves significant time and resources
during the training stage as well as allows us to reuse the
same trained model during the testing stage irrespective of
the number sources in the acoustic mixture. Furthermore, the
proposed method is capable of performing parallel azimuth
and elevation estimation, hence, allows us to perform full
DOA estimation without affecting the estimation accuracy
compared to standalone azimuth estimation. Several existing
works have already shown that the application of deep learning
algorithms in DOA estimation can alleviate the limitations
of the parametric approaches such as MUSIC. We further
contribute to the cause by proposing a method that performs
better than the contemporary CNN-based methods in dynamic
acoustic environments, requires significantly less resource and
time for training, and predict the DOA based on a single
training model for a room irrespective of the number of
sources.
This work presents multiple future research directions. The
proposed technique can be studied with a regression-based
prediction model to achieve DOA estimation over a continuous
grid. It can also be investigated to develop a generalized
model for different reverberant scenarios which is capable of
predicting DOA in versatile room environments.
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