Introduction {#Sec1}
============

Photosynthesis is the main mechanism by which solar energy is converted into chemical and biological energy on earth. The captured sunlight (electronic excitation) is transferred from the antenna system to the reaction center, by transporting the electronic excitation that can be used for the charge separation initiating a bunch of biochemical processes^[@CR1]^. This light harvesting and exciton transport by the photosynthetic protein complexes occurs with a surprisingly high efficiency. It is believed that this is quantum mechanical effect and should be accordingly explained by models based on quantum theory^[@CR2]--[@CR11]^. In fact, some of the states of molecular vibration of the chromophores facilitate the transfer of energy during the process of photosynthesis and contribute to its effectiveness^[@CR11]^. Thus, for example, when two chromophores vibrate, it happens that certain energies associated with these collective vibrations of the two molecules are such that they correspond to transitions between two levels of electronic energy of the molecules. A resonance phenomenon occurs and a transfer of energy flows between the two chromophores^[@CR8]^.

Several studies have reported the quantum coherence effect in excitonic transport in Fenna-Matthews-Olson (FMO) complexes. This was even experimentally proved in the seminal study of Engel and Scholes in 2007^[@CR2]^ using 2D Fourier transform electronic spectroscopy^[@CR12],[@CR13]^. Generally, the community concentrated on studying these effects on the FMO complex, that consists of Bacteriochlorophyll (BChl) pigments bound to a protein scaffold^[@CR14]^. FMO is generally found in green sulfur bacteria and is a simple system that can be adequately described theoretically and numerically. This complex is a trimer, where each monomer consists of eight BChl molecules, where the 8*th* BChl is though weakly bound^[@CR15]^. The interest fueled among the community on FMO is justified by its well-documented structure, as well as its solubility in water, facilitating thus experimental uses^[@CR16]^.

Soon after, several theoretical studies have been proposed in order to explain these somewhat counter-intuitive and unexpected features, i.e. highly efficient energy transfer at physiological temperatures. In fact, one would expect that a very fast decoherence due to strong interaction between the system and bath of oscillators occurs, and therefore leads to energy and phase relaxation, thus allowing for downhill directed transfer of energy^[@CR17],[@CR18]^. However, experimental works (seminal work of Engel^[@CR2]^) showed that decoherence times in FMO very much exceeded expected values calculated using traditional line-widths of electronic transitions^[@CR19]^. This evidence means that the coupling to the vibrational bath must be more important than anticipated, in particular the vibrational modes with frequencies near the electronic frequency gaps between the BChl sites (to accurately model the energy transfer dynamics in the FMO complex). To this purpose, many theoretical studies used different methods to study the excitonic dynamics, e.g. hierarchy equation of motion^[@CR20]--[@CR22]^, multi-configuration TD Hartree^[@CR17]^, Redfield modified equations^[@CR23]--[@CR25]^, path integral approach^[@CR26]^.

Unlike Markovian quantum systems, where deriving memory-less equations of motion is a feasible task^[@CR27]--[@CR29]^, the study of open quantum systems with random memory (or quantum feedback) effect is more elusive, because of the absence of systematic tools independent of the system-environment specific interaction^[@CR30],[@CR31]^. In this context, Carmichael, Gardiner, and Sokolov, independently developed the theory of cascaded quantum open systems^[@CR32]--[@CR34]^ where typically the output from one system is fed into another one. Conversely, coherent quantum feedback is completely different in the sense that it is not mediated by a sensor or measurement whose results are supplied to the quantum system, but rather it is a consequence of the dynamics of the system-bath coupling^[@CR35]^. In this context Grimsmo *et al*. have proposed a control scheme designed to reduce the time a damped, driven system takes to reach a steady state^[@CR36],[@CR37]^.

In this report, we utilize the modeling where delay is introduced to quantum open systems (bosonic and fermionic, alike) as in ref.^[@CR38]^ and we propose to study a general example of a dimer, i.e. a two-level system basically (that can be used as a benchmark for describing a system of two specific BChl, as was done for example in refs^[@CR39]--[@CR41]^). and the population beating due to feedback in the interaction with a bath of phonons. We believe that such memory effect (non-Markovianity) can have a role in the excitonic dynamics of more complex FMO systems and that this simple model shows that taking into account this effect, one is able to reduce the coupling to vibrations (in coherence with the expected line-widths). We believe also that a more complete treatment taking into account this feedback can help in shedding new light towards the understanding of efficient energy transfer in photosynthetic organisms and to be able to propose artificial devices based on this concept^[@CR10],[@CR42],[@CR43]^.

The outline of this manuscript is the following, in the first section we derive the theoretical model describing delay in the interaction between a two-level system and its environment (bath of phonons). In next section, we use this simplified model of dimer to study the dynamics of the populations. We finally, investigate the role of the delay $\documentclass[12pt]{minimal}
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Theoretical modeling {#Sec2}
====================
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System Hamiltonian and approximations {#Sec3}
-------------------------------------

The Hamiltonian that describes the complete dynamics of Frenkel excitons is given in the form^[@CR11]^ $$\documentclass[12pt]{minimal}
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The system-environment (sites-bath) interact via the Hamiltonian^[@CR4]^ $$\documentclass[12pt]{minimal}
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The initial state of the total system (sites-bath) is given in terms of the decoupled density matrix^[@CR29]^ $$\documentclass[12pt]{minimal}
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At time *t* and due to excitation number conservation, the sate $\documentclass[12pt]{minimal}
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Substituting Eq. ([7](#Equ7){ref-type=""}) in the Schrödinger equation, one can get the differential equation for the amplitudes of the system^[@CR29]^ $$\documentclass[12pt]{minimal}
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System and discrete delay {#Sec4}
-------------------------

In particular, we consider in this study a simplified system, i.e. a system consisting of two sites. Each of these sites can be approximated by a two-level system (as depicted in Fig. [1(a)](#Fig1){ref-type="fig"})^[@CR39]^. And since the intensity of incident light excitation is generally weak, one can further approximate these two sub-systems by an effective other two-level system (see Fig. [1(a)](#Fig1){ref-type="fig"})^[@CR41]^ coupled to a bosonic environment at two spatial different locations (as schematically depicted in Fig. [1(b)](#Fig1){ref-type="fig"}), forming a coherent feedback loop with time delay $\documentclass[12pt]{minimal}
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Using this form for the dissipation kernel, it is straightforward to show that using Eq. ([8](#Equ8){ref-type=""}), the time evolution of the system amplitude obeys the delay differential equation$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\frac{d}{dt}c(t)=-i{\delta }_{0}c(t)\,-\,{\gamma }_{0}c(t)\,-\,\theta (t-\tau ){\gamma }_{0}{e}^{-i\varphi }c(t\,-\,\tau ),$$\end{document}$$with the right-side parameters normalized with respect to the Planck's constant *ħ*, and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\theta (t)$$\end{document}$ the Heaviside function. Also the detuning term $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\delta }_{0}$$\end{document}$ is assumed to be zero, i.e. the coupling between sites occurs only through their mutual coupling to the environment.

Results {#Sec5}
=======

Population beating and decoherence in the dimer system {#Sec6}
------------------------------------------------------

We are now in a position to discuss the role played by time delay in the interaction between the two-level system (TLS) and the environment on the evolution of the populations dynamics and coherence, after initial excitation of the first site. Equation ([14](#Equ14){ref-type=""}) can be solved analytically, by Fourier transforming it (in the frequency-domain) and extracting the eigenvalues. This class of differential equations is also known to possess an infinite number of complex eigenvalues, leading to some stability issues related to stiffness^[@CR44],[@CR45]^. Here we solve it numerically using the delay differential equation solver of Matlab^[@CR46]^, in order to obtain the relation between different parameters of the TLS and amplitudes.
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These results show the importance of taking into account the role played by delay in the interaction of a TLS with phononic environment, in contrast to previous studies that only considered the effect of non-Markovianity^[@CR40]^, the environment timescale^[@CR48]^, and the temperature^[@CR49]^.

To better illustrate the effect of environment feedback, the population of the donor site is given versus time and coupling constant $\documentclass[12pt]{minimal}
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Discussion {#Sec7}
==========

In conclusion, we wish to emphasize the usefulness of taking into account the coherent feedback effect for modeling open quantum systems (e.g. a two-level system) interacting with a bosonic environment (e.g. a bath of phonons). In the simple example that we have considered in this work, i.e. a two-level system interacting with a phononic bath a two spatial locations, the role of delay was shown to be detrimental in the quantum beating and long-lived coherence. Although this model is very simple (described by Eq. ([14](#Equ14){ref-type=""})) one can gain from it considerable insight into the behavior of more complex system, e.g. the FMO molecules by extending it. In fact, we believe that such delay could have significant effect on the population quantum beatings of FMO systems, permitting thus to avoid unrealistically high values for the coupling to vibrational modes.
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