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Abstract. In this note we characterize those unitary one-parameter groups (Uct )t∈R which
admit euclidean realizations in the sense that they are obtained by the analytic continuation
process corresponding to reflection positivity from a unitary representation U of the circle group.
These are precisely the ones for which there exists an anti-unitary involution J commuting with
Uc. This provides an interesting link with the modular data arising in Tomita–Takesaki theory.
Introducing the concept of a positive definite function with values in the space of sesquilinear
forms, we further establish a link between KMS states and reflection positivity on the circle.
1. Introduction
In this note we continue our investigations of the mathematical foundations of reflection
positivity, a basic concept in constructive quantum field theory ([GJ81, JOl98, JOl00, JR08,
JR07a, JR07b]). Originally, reflection positivity, also called Osterwalder–Schrader positivity,
arises as a requirement on the euclidean side to establish a duality between euclidean and
relativistic quantum field theories ([OS73]). It is closely related to “Wick rotations” or “analytic
continuation” in the time variable from the real to the imaginary axis.
The underlying fundamental concept is that of a reflection positive Hilbert space, introduced
in [NO14a]. This is a triple (E , E+, θ), where E is a Hilbert space, θ : E → E is a unitary
involution and E+ is a closed subspace of E which is θ-positive in the sense that the hermitian
form 〈θu, v〉 is positive semidefinite on E+.
1 Let N := {v ∈ E+ : 〈θv, v〉 = 0}, write Ê for the
Hilbert space completion of the quotient E+/N and q : E+ → Ê , v 7→ v̂ for the canonical map. If
T : D(T ) ⊆ E+ → E+ is a linear or antilinear operator with T (N ∩D(T )) ⊆ N , then there exists
a well-defined operator T̂ : D(T̂ ) ⊆ Ê → Ê defined by T̂ (v̂) = T̂ v for v ∈ D(T ). The ̂ is the
OS-quantization functor.
To see how this relates to group representations, let us call a triple (G,H, τ) a symmetric
Lie group if G is a Lie group, τ is an involutive automorphism of G and H is an open subgroup
of the group Gτ of τ -fixed points. Then the Lie algebra g of G decomposes into τ -eigenspaces
g = h⊕ q and we obtain the Cartan dual Lie algebra gc = h⊕ iq. If (G,H, τ) is a symmetric Lie
group and (E , E+, θ) a reflection positive Hilbert space, then we say that a unitary representation
π : G→ E is reflection positive with respect to (G,H, τ) if the following three conditions hold:
(RP1) π(τ(g)) = θπ(g)θ for every g ∈ G.
1 We write 〈v, w〉 for the scalar product in a complex Hilbert space and we assume that it is linear in the first
argument.
(RP2) π(h)E+ = E+ for every h ∈ H.
(RP3) There exists a subspace D ⊆ E+∩E
∞, dense in E+, such that dπ(X)D ⊂ D for all X ∈ q.
A typical source of reflection positive representations are the representations (πϕ,Hϕ)
obtained via GNS construction (cf. Theorem A.4) from τ -invariant positive definite functions
ϕ : G → B(V), respectively the kernel K(x, y) = ϕ(xy−1), where V is a Hilbert space (cf.
Appendix A). If G+ ⊆ G is an open subset with G+H = G+, then ϕ is called reflection positive
for (G,G+, τ) if the kernel Q(x, y) = ϕ(xτ(y)
−1) is positive definite on G+. For E = Hϕ, the
subspace E+ is generated by the functions K(·, y)v, y ∈ G+, v ∈ V, and Ê identifies naturally
with the Hilbert space HQ ⊆ V
G+ (cf. [NO14a, Prop.1.11], [MNO14, Ex. 5.17a]). If the kernels
〈Q(x, y)v, v〉 are smooth for v in a dense subspace of V, then (RP1-3) are readily verified.
If π is a reflection positive representation, then πcH(h) := π̂(h) defines a unitary representation
of H on Ê . However, we would like to have a unitary representation πc of the simply connected
Lie group Gc with Lie algebra gc on Ê extending πcH in such a way that the derived representation
is compatible with the operators id̂π(X), X ∈ q, that we obtain from (RP3) on a dense
subspace of Ê . If such a representation exists, then we call (π, E) a euclidean realization of the
representation (πc, Ê) of Gc. Sufficient conditions for the existence of πc have been developed
in [MNO14]. The prototypical pair (G,Gc) consists of the euclidean motion group Rd ⋊ Od(R)
and the simply connected covering of the Poincare´ group P↑+ = R
d ⋊ SO1,d(R)0.
In [NO14b] we studied reflection positive one-parameter groups and hermitian contractive
semigroups as one key to reflection positivity for more general symmetric Lie groups and their
representations. Here a crucial point is that, for every unitary one-parameter group U ct = e
itH
with H ≥ 0 on the Hilbert space V, we obtain by ϕ(t) := e−|t|H a B(V)-valued function on R
which is reflection positive for (R,R+,− idR) and which leads to a euclidean realization of U
c.
From this we derive that all representations of the ax + b-group, resp., the Heisenberg group
which satisfy the positive spectrum condition for the translation group, resp., the center, possess
natural euclidean realizations.
The present note grew out of the attempt to extract the representation theoretic aspects from
the discussion of reflection positivity for the circle group T in [KL81]. Here we continue our
project by exploring reflection positive functions ϕ : T→ B(V) for (T,T+, τ), where τ(z) = z−1
and T+ is a half circle. This leads us naturally to anti-unitary involutions, an aspect that
did not show up for triples (G,G+, τ), where G+ is a semigroup. We start in Section 2 with
a discussion of the integral representation of reflection positive operator-valued functions for
(T,T+, τ) due to Klein and Landau ([KL81]) and in Section 3 we characterize those unitary
one-parameter groups (U c,H) which admit euclidean realizations in this context as those for
which there exists an anti-unitary involution J commuting with U c (Theorem 3.4). Any such
pair (J,U c) with U ct = e
itH can be encoded in the pair (J,∆), where ∆ = e−βH is positive
selfadjoint with J∆J = ∆−1, a relation well-known from Tomita-Takesaki theory. Such pairs
are closely linked to real standard subspaces, a connection discussed in Section 4. In Section 5
we finally explain how all this connects to KMS states for C∗-dynamical systems (A,R, α) and
conclude with a short discussion of perspectives. To establish the connection with KMS states,
we need the concept of a positive definite function on a group G with values in the space Sesq(V)
of sesquilinear forms on a real or complex vector space V. This concept is briefly developed in
Appendix A, where we explain in particular how the GNS construction works in this context.
Appendix B provides some tools to obtain integral representations of positive definite functions
on convex sets which sharpen some known results in this context.
We hope that this note will prove useful in the further development of the representation
theoretic side of reflection positivity under the presence of anti-unitary involutions which occur
in many recent constructions in Quantum Field Theory (see in particular [BS04, p. 627], [Bo92],
[BGL02]).
2. Reflection positivity on the circle group T
Let G := Tβ := R/βZ, where β > 0, so that Tβ is a circle of length β. We write [t] := t + βZ
for the image of t in Tβ and write T
+
β := {[t] ∈ Tβ : 0 < t < β/2} for the corresponding
semicircle. We further fix the involutive automorphism τβ(z) = z
−1 given by inversion in Tβ.
In the following we identify functions on Tβ with β-periodic functions on R.
Definition 2.1. Let V be a Hilbert space. A weak operator continuous function ϕ : Tβ → B(V)
is called reflection positive w.r.t. (Tβ,T
+
β , τβ) if and only if it is positive definite and the kernel
(ϕ(t + s))0<t,s<β/2 is positive definite, which is equivalent to the positive definiteness of the
kernel
Qϕ(t, s) := ϕ
( t+ s
2
)
, 0 < t, s < β on ]0, β[. (1)
Remark 2.2. The reflection positivity of ϕ ensures that the corresponding β-periodic GNS-
representation of R on the reproducing kernel Hilbert space E := Hϕ ⊆ VTβ ⊆ VR by
πϕ(t)f := f(·+ t) is reflection positive with respect to (θf)(x) = f(−x) and the closed subspace
E+ generated by ϕ(−t)v, t ∈ T
+
β , v ∈ V (cf. Proposition A.4). Here τβ(x) = −x and H = {0}.
Conditions (RP1/2) are obvious, and (RP3) is satisfied because the restriction of ϕ to ]0, β[ is
automatically smooth (Theorem 2.4). For the basis element X = 1 ∈ L(Tβ) ∼= R, the operator
d̂π(X) acts on Ê ⊆ VT
+
β by ddt .
Example 2.3. Basic examples of reflection positive functions are given by
fλ(t) = e
−tλ + e−(β−t)λ = 2e−βλ/2 cosh((β2 − t)λ)
for 0 ≤ t ≤ β and λ ≥ 0. The corresponding kernel Qfλ is positive definite on all of R because
fλ is a Laplace transform of the positive measure δλ+ e
−βλδ−λ. A direct calculation shows that
the Fourier series of the β-periodic extension of fλ to R (also denoted fλ) is given by
fλ(t) =
∑
n∈Z
cne
2πint/β with cn =
2βλ(1 − e−βλ)
(λβ)2 + (2πn)2
. (2)
As cn ≥ 0 for every n ∈ Z, the function fλ on Tβ is positive definite. This shows that fλ is
reflection positive.
Theorem 2.4. ([KL81, Thm. 3.3]) A β-periodic weak operator continuous function
ϕ : R → B(V) is reflection positive w.r.t. (Tβ,T
+
β , τβ) if and only if there exists a Herm(V)+-
valued measure µ+ on [0,∞[ such that
ϕ(t) =
∫ ∞
0
e−tλ + e−(β−t)λ dµ+(λ) for 0 ≤ t ≤ β. (3)
Then the measure µ+ is uniquely determined by ϕ.
Proof. If ϕ is given by (3), then the kernel ϕ
(x+y
2
)
is clearly positive definite. To see that ϕ is
a positive definite function of Tβ, we use the Fourier expansion fλ(t) =
∑
n cn(λ)e
2πint/β from
(2) to obtain
ϕ(t) =
∑
n∈Z
e2πint/β
∫ ∞
0
cn(λ) dµ+(λ).
Now the positivity of the operators
∫∞
0 cn(λ) dµ+(λ) shows that ϕ is positive definite, hence
reflection positive.
If, conversely, ϕ : [0, β] → B(V) is reflection positive, then it can be written as a Laplace
transform ϕ = L(µ) of a Herm(V)+-valued measure µ on R ([Gl03, Thm. 18.8]; see also
Theorem B.3 below). Since the reflection in β/2 is the composition of the reflection r(t) = −t in
0 and the translation by β, the function ϕ is also symmetric with respect to β2 . This symmetry
requirement is equivalent to r∗µ = e−βµ for eβ(λ) = e
βλ, so that ϕ can be written as in (3).
Remark 2.5. (a) It is often more convenient to work with the measure µ on R defined by
dµ(λ) = dµ+(λ) + e
βλdµ+(−λ), which satisfies r∗µ = e−βµ for r(λ) = −λ. (4)
We thus obtain the description ϕ(t) =
∫
R
e−tλ dµ(λ) = L(µ)(t) of ϕ as the Laplace transform
L(µ). The existence of these integrals for 0 ≤ t ≤ β only requires that the measure µ is finite.
We then have µ(R) = ϕ(0) = ϕ(β) by (4).
(b) In view of (4), the measure ν := e−β/2µ is symmetric. For the Fourier transform
µ̂(z) =
∫
R
eizλ dµ(λ) which is defined on the closed strip Dβ = {z ∈ C : 0 ≤ Im z ≤ β}, we
thus obtain the relations
µ̂(iβ − z) = µ̂(z), z ∈ Dβ , and ν̂(t) = ν̂(−t) = µ̂
(
t+ i
β
2
)
, t ∈ R. (5)
Remark 2.6. (The representation U c on Ê) With the integral representation from Theorem 2.4,
we can make the unitary one-parameter group U c of the dual group (Tβ)
c ∼= R on Ê more explicit.
From Remark 2.2, we recall that Ê can be identified with the reproducing kernel Hilbert space
corresponding to the kernel ϕ
(x+y
2
)
on the real interval [0, β] (cf. (1)).
(a) In view of Theorem B.3, Ê can be identified with the vector-valued L2-space L2(R, µ;V)
with the scalar product 〈ξ, η〉 =
∫
R
〈dµ(λ)ξ(λ), η(λ)〉. On this space we have a natural unitary
one-parameter group defined by
(U ct f)(λ) := e
itλf(λ) for t, λ ∈ R.
Since L2(R, µ;V) contains the constant functions, we obtain a bounded operator j : V →
L2(R, µ;V), j(v)(λ) := v. Then j(V) is U c-cyclic in L2(R, µ;V) ([Ne98, Lemma III.8]), and
we have
〈U ct j(v), j(w)〉 =
∫
R
eitλ〈dµ(λ)v,w〉 = 〈ϕ(−it)v,w〉 for v,w ∈ V, t ∈ R, (6)
where we have used the analytic continuation of ϕ to the strip {z ∈ C : 0 ≤ Re z ≤ β}
that follows from the integral representation (Theorem 2.4) and Theorem B.3. Therefore
(U c, L2(R, µ;V)) can be identified with the vector-valued GNS representation corresponding to
the positive definite function µ̂(t) = ϕ(−it) on R obtained by analytic continuation from ϕ (cf.
Proposition A.4). If (Hf)(λ) = λf(λ) is the infinitesimal generator of U ct = e
itH , then, for every
v ∈ V, we have v ∈ D(e−βH/2) because
∫
R
e−βλ〈dµ(λ)v, v〉 = 〈ϕ(β)v, v〉 is finite (Lemma B.4).
For 0 ≤ t ≤ β and v,w ∈ V, we now obtain 〈ϕ(t)v,w〉 =
∫
R
e−tλ〈dµ(λ)v,w〉 = 〈e−tHv,w〉,
resulting in the dilation formula
ϕ(t) = j∗e−tHj for 0 ≤ t ≤ β. (7)
Further, (Jf)(λ) := e−βλ/2f(−λ), is a unitary involution on L2(R, µ;V) with JHJ = −H,
and
R := eβH/2J = Je−βH/2, (Rf)(λ) = f(−λ)
is an involution with domain D(R) = D(e−βH/2) and V ⊆ Fix(R) := {v ∈ D(R) : Rv = v}.
(b) Alternatively, we can use j˜ : V → L2(R, µ;V), j˜(v)(λ) = e−βλ/4v to obtain
〈U ct j˜(v), j˜(w)〉 =
∫
R
eitλe−βλ/2〈dµ(λ)v,w〉 =
〈
ϕ
(β
2
− it
)
v,w
〉
,
which exhibits U c as the GNS representation of the symmetric positive definite function
ψ(t) := ϕ
(β
2 − it
)
.
3. Existence of euclidean realizations
The following proposition provides various characterizations of unitary one-parameter groups
with reflection symmetry. As we shall see below, these are precisely the ones with a euclidean
realization from (Tβ,T
+
β , τβ).
Proposition 3.1. For a unitary one-parameter group (Ut)t∈R on H with spectral measure
E : B(R)→ B(H), the following are equivalent:
(i) There exists an anti-unitary involution J on H with JUtJ = Ut for t ∈ R.
(ii) For H± := E(R
×
±)H, the unitary one-parameter groups U
+
t := Ut|H+ and U
−
t := U−t|H−
are unitarily equivalent.
(iii) The unitary one-parameter group (U,H) is equivalent to a GNS representation (πψ,Hψ),
where ψ : R→ B(V) is a symmetric positive definite function.
(iv) There exists a unitary involution R on H with RUtR = U−t for t ∈ R.
Proof. Every cyclic unitary one-parameter group is isomorphic to L2(R, µ) with (Utf)(λ) =
eitλf(λ). Then Kf = f is an anti-unitary involution. Decomposing into cyclic subspaces, we
thus obtain an anti-unitary involution K on H satisfying KUtK = U−t for t ∈ R. As (i)-(iv) hold
for the trivial representation on the subspace H0 = E({0})H of fixed points, we may w.l.o.g.
assume that H0 = {0}, so that H = H+ ⊕H−.
(i) ⇒ (ii): The operator W := KJ is unitary and satisfies WUtW
−1 = U−t for t ∈ R.
Therefore WH± = H∓ and we obtain a unitary intertwining operator (U
+,H+)→ (U
−,H−).
(ii) ⇒ (iii): We write H = K ⊕ K with Ut = Wt ⊕W−t and (W,K) ∼= (U
+,H+). Then the
representations on both summands are disjoint. Put V := {(v, v) : v ∈ K} and letW ⊆ H be the
closed U -invariant subspace generated by V. SinceW is invariant under all spectral projections,
it contains the projection of V onto both factors, so that W = H. The corresponding positive
definite function ψ(t) := PVUtP
∗
V obtained from the orthogonal projection PV : H → V satisfies
〈ψ(t)(v, v), (w,w)〉 = 〈(Wtv,W−tv), (w,w)〉 = 〈(Wt +W−t)v,w〉 for v,w ∈ K,
so that ψ is symmetric. Hence (iii) follows from Proposition A.4.
(iii) ⇒ (iv): If ψ is symmetric, then R : Hψ → Hψ, (Rf)(t) := f(−t) is a unitary involution
with the required properties because the kernel Q(t, s) = ψ(t − s) satisfies Q(−t,−s) = Q(t, s)
(cf. [Ne00, Rem. II.4.5(c)]).
(iv) ⇒ (ii) follows from R(H±) = H∓.
(ii) ⇒ (i): As above, we write H = K ⊕ K with Ut = Wt ⊕W−t and (W,K) ∼= (U
+,H+)
and let K : K → K be an anti-unitary involution with KUtK = U−t for t ∈ R. Then
J(v,w) := (Kw,Kv) has the required properties.
Remark 3.2. Let Ut = e
itH be a continuous unitary one-parameter group on the complex
Hilbert spaceH with infinitesimal generator H and J an anti-unitary involution with JUtJ = Uεt
for ε ∈ {±1}. Then JHJ = −εH. If the operator H is non-negative, then so is JHJ , which can
only happen for ε = −1.
Definition 3.3. We have seen in Remark 2.2 that every weakly operator continuous reflection
positive function ϕ : Tβ → B(V) leads to a reflection positive unitary representation (U, E) of Tβ
(Remark 2.2). If (U c, Ê) is the corresponding unitary one-parameter group from Remark 2.6,
then we call (U, E) a euclidean realization of U c. We have already seen in Remark 2.6 that it can
be obtained by the GNS construction from the positive definite function R→ B(V), t 7→ ϕ(it) or
the symmetric function ϕ(it+ β2 ). In this sense it is obtained from U by an analytic continuation
process.
At this point it is a natural question which unitary one-parameter groups (U c,H) have a
euclidean realization in the sense of Definition 3.3. This can now be stated in terms of the
conditions discussed in Proposition 3.1:
Theorem 3.4. (Realization Theorem) A unitary one-parameter group (U ct )t∈R on a Hilbert
space H has a euclidean realization in terms of a reflection positive representation of (Tβ,T
+
β , θ)
if and only if there exists an anti-unitary involution J on H commuting with U c.
Proof. Since the assertion is trivial for the trivial representation, we may assume that there are
no non-zero fixed vectors, i.e., HU
c
= {0}.
From Proposition 3.1 we know that the existence of an anti-unitary involution commuting
with U c is equivalent to the realizability of U c by the GNS construction from a symmetric positive
definite function. If U c has a euclidean realization as in Definition 3.3, then ψ(t) := ϕ
(β
2 + it)
is such a function (Remark 2.6(b)).
Suppose, conversely, that there exists an anti-unitary involution J on H commuting with
U c. As in the proof of Proposition 3.1, we write H = V ⊕ V with U ct = e
itA ⊕ e−itA
for a positive selfadjoint operator A on V. For β > 0, we consider the bounded operator
j : V → H, j(v) = (v, e−
β
2
Av). Since the projection P (v1, v2) = (v1, 0) onto the first component
is E(R×+) for the spectral measure E of U
c (here we use that E({0}) = 0), the closed U c-invariant
subspace generated by j(V) is adapted to the decomposition H = V ⊕ V. Hence its cyclicity
follows from the fact that the range of e−
β
2
A is dense in V. As j(V) is cyclic,
ψ : R→ B(V), ψ(t) := j∗U ct j = j
∗eitHj for U ct = e
itH ,
is a positive definite function for which the GNS representation is equivalent to (U c,H)
(Proposition A.4). Now j∗(w1, w2) = w1 + e
−β
2
Aw2 yields
ψ(t) = eitA + e−
β
2
Ae−itAe−
β
2
A = eitA + e(−it−β)A.
Since A ≥ 0, ϕ(z) := ψ(iz) = e−zA+ e−(β−z)A defines a bounded operator for 0 ≤ Re z ≤ β. For
0 ≤ t ≤ β, we thus obtain the positive definite function
ϕ(t) = e−tA + e−(β−t)A = j∗e−tHj, 0 ≤ t ≤ β, satisfying ϕ(β − t) = ϕ(t). (8)
Hence ϕ defines a reflection positive function on Tβ for which ϕ(−it) = ψ(t), so that by (6) the
corresponding representation of the dual group (Tβ)
c ∼= R is equivalent to U c.
Remark 3.5. (a) In [NO14b, Prop. 6.1], we have shown that a unitary one-parameter group
(Ut)t∈R with Ut = e
itH has a euclidean realization in terms of the triple (R,R+,− idR) if and
only if H ≥ 0, and then ϕ(t) := e−|t|H is a corresponding reflection positive function.
(b) For the function ϕ from (8), a Herm(V)+-valued measure with L(µ) = ϕ is obtained
as in (4) from the spectral measure E+ of A by dµ(λ) = dE+(λ) + e
βλdE+(−λ). Here
e−tH = e−tA ⊕ etA, so that j(v) = (v, e−βA/2v) ∈ D(eβH/2).
(c) Let U ct = e
itH be a unitary one-parameter group on H and J be a unitary involution on
H with JHJ = −H. Then R := Je−βH/2 is an unbounded involution with D(R) = D(e−βH/2).
We further assume that j : V → H is a bounded operator with cyclic range contained in
Fix(R) = {v ∈ D(R) : Rv = v}. Then
ϕ(t) := j∗e−tHj ∈ B(V), 0 ≤ t ≤ β (9)
defines a function on [0, β] for which the kernel ϕ
(
t+s
2
)
is positive definite, and we further have
ϕ(t) = j∗e−tHj = j∗R∗e−tHRj = j∗e−βH/2Je−tHJe−βH/2j
= j∗e−βH/2etHe−βH/2j = j∗e−(β−t)Hj = ϕ(β − t).
Therefore ϕ defines a reflection positive function on Tβ. In view of (9), it is the Laplace transform
of the measure j∗Ej, where E is the spectral measure of H.
4. Standard subspaces
To connect reflection positivity on Tβ with the modular theory of von Neumann algebras, we
now take a closer look at standard real subspaces of a complex Hilbert space H.
Definition 4.1. A closed real subspace V ⊆ H is said to be standard if V ∩ iV = {0}
and V + iV = H. Then we define the corresponding Tomita operator on the dense subspace
VC := V + iV of H by SV (x+ iy) := x− iy for x, y ∈ V (cf. [BGL02]).
Lemma 4.2. If V ⊆ H is a standard real subspace and S := SV , then
(i) S is a closed densely defined antilinear involution.
(ii) If ∆ := S∗S and S = J∆1/2 is the polar decomposition of S, then ∆ is a positive selfadjoint,
J is an anti-unitary involution and J∆J = ∆−1.
(iii) S∗ = JSJ is the complex conjugation with respect to the standard subspace J(V ).
(iv) The real orthogonal complement of V w.r.t. Re〈·, ·〉 is iJ(V ). In particular, H = V ⊕ iJ(V )
as a real Hilbert space.
(v) J(V ) = V ⊥,ω for the symplectic form ω := Im〈·, ·〉.
Proof. (i), (ii): For x, y ∈ V and z := x+ iy, we have
‖(z, S(z))‖2 = ‖x+ iy‖2 + ‖x− iy‖2 = 2(‖x‖2 + ‖y‖2), (10)
so that the graph of S is closed because V ⊕ V is complete, which in turn follows from the
closedness of V . We conclude that S is a closed densely defined operator on H, so that S
has a polar decomposition as in (ii). Since im(S) = VC is dense, J is an isometry. With the
same arguments as in [BR02, Prop. 2.5.11], it now follows that J is an anti-unitary involution
satisfying J∆J = ∆−1.
(iii) This further leads to S∗ = ∆1/2J = JSJ, which shows that S∗ = SJV is the complex
conjugation corresponding to the standard subspace J(V ).
(iv) For w ∈ H, we have the following chain of equivalences:
Re〈iV, w〉 = {0} ⇔(∀v ∈ VC)Re〈v,w〉 = Re〈Sv,w〉 = Re〈w,Sv〉
⇔(∀v ∈ VC)〈v,w〉 = 〈w,Sv〉 ⇔ w ∈ D(S
∗) & S∗w = w ⇔ w ∈ J(V ).
(v) follows immediately from (iv) because iV ⊥,ω is the orthogonal complement w.r.t. Re〈·, ·〉.
Remark 4.3. By Lemma 4.2, the scalar product 〈·, ·〉 is real-valued on V × V if and only if
V ⊆ J(V ), which is equivalent to J(V ) = V . This happens only if S∗ = S, and this in turn is
equivalent to ∆ = 1, i.e., J = S.
Lemma 4.4. Let ∆ be an injective positive selfadjoint operator on H and J an anti-unitary
involution with J∆J = ∆−1. Then
(i) S := J∆1/2 : D(∆1/2)→ H is a closed antilinear involution and V := {v ∈ D(S) : Sv = v}
is a standard real subspace of H with SV = S.
(ii) The selfadjoint operator H := log∆ satisfies JHJ = −H and U(t,ε) := e
itHJε = ∆itJε
defines an anti-unitary representation of the direct product group R× Z/2Z.
Proof. That S is an involution follows from S2 = J∆1/2J∆1/2 = ∆−1/2∆1/2 = idD(S). Further,
the closedness of the selfadjoint operator ∆1/2 implies that S is closed. Now (i) follows from
(10), and (ii) is clear.
Example 4.5. (Modular data of von Neumann algebras) Tomita–Takesaki theory ([BR02,
§2.5]) starts with a cyclic separating vector Ω for a von Neumann algebra M ⊆ B(H). Then
V := {MΩ: M∗ =M ∈ M} is a standard real subspace of H, and for S = SV , ∆ := S
∗S is the
modular operator and αt(M) := ∆
−itM∆it defines a one-parameter group of automorphisms of
M (the modular group). Further, the modular involution J satisfies JMJ =M′.
The preceding two lemmas imply that we have a one-to-one correspondence between the
following data.
(a) standard closed subspaces V ⊆ H.
(b) pairs (∆, J), where 0 < ∆ = ∆∗ and J is an anti-unitary involution satisfying J∆J = ∆−1.
(c) pairs (H,J), where H = H∗ and J is an anti-unitary involution satisfying JHJ = −H.
(d) strongly continuous anti-unitary representations of R× Z/2Z ∼= R×.
Remark 4.6. Let U ct = e
itH be a unitary one-parameter group on H and J be an anti-unitary
involution on H with JHJ = −H. Then S := Je−βH/2 is an unbounded antilinear involution
with D(S) = D(e−βH/2). We further assume that V is a real vector space and that j : V → H is
a linear map with cyclic range contained in Fix(S) = {v ∈ D(S) : Sv = v}. As the operators U ct
commute with S, Fix(S) is a closed U c-invariant subspace. Now ϕ(z)(v,w) := 〈e−zHj(v), j(w)〉
defines for 0 ≤ Re z ≤ β an element ϕ(z) ∈ Sesq(V). It is easy to see that the kernel ϕ
(
z+w
2
)
is
positive definite. For v,w ∈ V, we further have:
ϕ(z)(v,w) = 〈e−zHj(v), j(w)〉 = 〈e−zHSj(v), Sj(w)〉 = 〈e−zHJe−βH/2j(v), Je−βH/2j(w)〉
= 〈JezHe−βH/2j(v), Je−βH/2j(w)〉 = 〈e−βH/2j(w), ezHe−βH/2j(v)〉
= 〈j(w), e−(β−z)Hj(v)〉 = ϕ(β − z)(v,w). (11)
This means that, for 0 ≤ Re z ≤ β, the relation ϕ(β− z) = ϕ(z) holds in Sesq(V). From that we
derive in particular that Reϕ defines a reflection positive function Tβ → Herm(V). Note that
all functions ϕv,v(t) := ϕ(t)(v, v) are real-valued, hence reflection positive. The function ϕ itself
admits a β-periodic extension to R if and only if ϕ(0) is real-valued on V × V . Since the scalar
product of H is in general not real-valued on V × V , the form ϕ(0) need not be symmetric
5. KMS states
Let (A,R, α) be a C∗-dynamical system, i.e., α : R → Aut(A) is a homomorphism defining a
continuous R-action on the C∗-algebra A. We recall from [BR96, Props. 5.3.3, 5.3.7] that an
α-invariant state ω of A is a KMS state at value β > 0 if, for all A,B ∈ A, there exists a
bounded holomorphic function FA,B : Dβ → C extending continuously to Dβ , such that
FA,B(t) = ω(Aαt(B)) and FA,B(t+ iβ) = ω(αt(B)A) for t ∈ R. (12)
The following lemma links our concept of a positive definite function with values in
sesquilinear forms to invariant states of A (Definition A.3).
Lemma 5.1. (a) Let (A, G, α) be a C∗-dynamical system and ω be a G-invariant state of A.
Then
ψ : G→ Sesq(A), ψ(g)(A,B) := ω(B∗αg(A))
is a positive definite function.
Proof. Let (πω, U,Hω,Ω) be the cyclic covariant representation with UgΩ = Ω for g ∈ G ([BR02,
Cor. 2.3.17]). For the R-equivariant linear map j : A→ Hω, j(A) = π(A)Ω with dense range we
then have
ψ(g)(A,B) = 〈π(B∗αg(A))Ω,Ω〉 = 〈Ugπ(A)Ω, π(B)Ω〉 = 〈Ugj(A), j(B)〉,
Therefore the assertion follows from Proposition A.4.
Proposition 5.2. For G = R, an invariant state ω is a KMS state if and only if ψ extends to
a function Dβ → Sesq(A) which is pointwise continuous and pointwise holomorphic on Dβ on
A×A and satisfies
ψ(t+ iβ)(A,B) = ψ(−t)(B∗, A∗) = ψ(t)(A∗, B∗) for t ∈ R. (13)
Proof. The fact that ψ is positive definite implies in particular that ψ(−t) = ψ(t)∗:
ψ(−t)(A,B) = ω(B∗α−t(A)) = ω(αt(B
∗)A) = ω(A∗αt(B)) = ψ(t)
∗(A,B).
Comparing with (12), we see that ψ(t)(A,B) = FB∗,A(t), so that the assertion follows from
ω(αt(A)B
∗) = ω(Aα−t(B
∗)) = ψ(−t)(B∗, A∗) and [BR96, Props. 5.3.3, 5.3.7].
Remark 5.3. (a) By analytic continuation, the relation (13) implies that
ψ(iβ − z)(A,B) = ψ(z)(B∗, A∗) = ψ(−z)(A∗, B∗) for z ∈ Dβ.
For ϕ(t) := ψ(it), we obtain in particular
ϕ(β − t)(A,B) = ϕ(t)(B∗, A∗) = ϕ(t)(A∗, B∗) for 0 ≤ t ≤ β.
Using the notation from Appendix A, we define ϕA,B(t) := ϕ(t)(A,B). Then ϕA,A(t) :=
ϕ(t)(A,A) is real for A ∈ A and that ϕA,A
∗
(β − t) = ϕA,A
∗
(t). For A = A∗, it follows in
particular that the function ϕA,A on [0, β] defines a reflection positive function on Tβ.
(b) In the situation of the proof of Lemma 5.1(b), for G = R, Lemma B.4 implies that
π(A)Ω ⊆ D(e−βH/2) and that
ϕ(t)(A,B) = 〈e−tHπ(A)Ω, π(B)Ω〉 for 0 ≤ t ≤ β.
(c) In the context of Tomita–Takesaki theory (Example 4.5), we put Ut := ∆
−it and
H = − log∆, so that ∆1/2 = e−H/2, which corresponds to β = 1. For the state ω(M) := 〈MΩ,Ω〉
and ψ(t)(AΩ, BΩ) = 〈UtAΩ, BΩ〉 = ϕ(−it)(AΩ, BΩ), we obtain from (11) for A = A
∗, B = B∗
ψ(t+ i)(AΩ, BΩ) = ϕ(1 − it)(AΩ, BΩ) = ϕ(−it)(AΩ, BΩ) = ψ(t)(AΩ, BΩ),
which is the KMS condition (13) for β = 1 ([BR96, Prop. 5.3.10]).
6. Perspectives
The main outcome of the present note is that it clarifies the connection between reflection
positivity for the triple (Tβ,T
+
β , τβ) and the modular data (J,∆) arising naturally in Tomita–
Takesaki theory, resp., the theory of KMS states. We hope that this will serve as a basis for a
deeper understanding of reflection positivity for higher dimensional groups.
Relativistic KMS states: One interesting direction is to connect the relativistic KMS
states for a d-dimensional space time introduced by J. Bros and D. Buchholz in [BB94] to
reflection positivity for the group Rd (see also [GJ06] for d = 2). Here the strip Dβ ⊆ C is
replaced by tube domain
Tβ := {z ∈ C
d : Im z ∈ V+ ∩ (βe− V+)},
where V+ is the open forward light cone and e ∈ V+ is a timelike vector of unit length. One
expects a duality between Gc = Rd and G = Tβ × R
d−1 and a suitable domain G+ ⊆ G for
reflection positivity.
ax+b-group and generalizations: There are still several aspects of reflection positivity
for the ax + b-group G ∼= R ⋊ R× (the affine group of the real line) that are not covered by
the discussion in [NO14b]. Here the only non-trivial involution is given by τ(b, a) = (−b, a). In
[NO14b] we have seen how reflection positivity for (G,G+, τ), where G+ = {(b, a) : b > 0, a > 0},
leads to euclidean realizations of those representations πc of Gc ∼= R ⋊ R×+ satisfying a positive
spectrum condition for translations. For any anti-unitary involution J satisfying Jπ(b, a)J =
π(−b, a), these representations extend naturally by π(0,−1) := J to anti-unitary representations
of the non-connected group R ⋊ R×. Such representations arise naturally in the context of
Borchers’ triples ([BLS11], [Bo92]), where they actually extend to anti-unitary representations
of Gc := Rd ⋊γ R
× ∼= (R2 × Rd−2) ⋊ SO1,1(R) and J = π(0, 0,−1) acts on Minkowski space
Rd ∼= R2 ⊕ Rd−2 by Jπ(b, c,1)J = π(−b, c,1), where R2 is 2-dimensional Minkowski space and
Rd−2 is space-like. The dual group is the subgroupG ∼= (R2×Rd−2)⋊SO2(R) of the d-dimensional
motion group. This should provide a natural framework for extending the reflection positivity
for the circle discussed here in which one can also treat relativistic KMS states. Clearly, the
crucial case to be understood is d = 2. On G ∼= Rd ⋊ SO2(R), the involution induced by the
time reflection θ is given by τ(b, a) = (θ(b), a−1) and likewise on Gc. Note that this involution
commutes with the action of J .
Reflection positivity on the side of Gc: Classically, reflection positivity is a condition
imposed in the euclidean model where we have a unitary representation (π, E) of the group
G, whereas on the dual side we have a representation (πc, Ê) which has no specific reflection
symmetry. However, in the theory of modular inclusions, one encounters anti-unitary
representations of the ax + b-group corresponding to a modular pair (J,∆) and a unitary one-
parameter group U which satisfy the commutation relations
∆itU(s)∆−it = U(e−2πts) and JU(s)J = U(−s) for t, s ∈ R.
In [BGL02, Thm. 3.2] it is shown that, in this context, the infinitesimal generator H of
U(s) = eisH satisfies H ≥ 0 if and only if U(s)V ⊆ V holds for s ≥ 0, where V is the standard
real subspace specified by (J,∆) (cf. Lemma 4.4). This situation has a remarkable similarity
with the reflection positivity for (R,R+,− idR), where we have a unitary one-parameter group
(Ut)t∈R of E whose positive part acts by isometries on the subspace E+ and the spectrum of the
generator of the dual one-parameter group U c is positive ([NO14b]). However, here the subspace
V is real, 〈Jv, v〉 ≥ 0 for v ∈ V and (U(s))s≥0 acts by real isometries on V .
More general reflection positive functions: For a symmetric Lie group (G, τ), the
notion of a reflection positive function ϕ : G→ C has been introduced with the idea that these
should be positive definite functions corresponding to unitary representations U on a reflection
positive Hilbert space (E , E+, θ) such that ϕ(g) = 〈π(g)v, v〉 holds for a θ-fixed vector v ∈ E+.
Then reflection positivity with respect to a domain G+ ⊆ G corresponds to π(G+)−1v ⊆ E+
(cf. [NO14a]) and is encoded in the positive definiteness of the kernel ϕ(gτ(h)−1) on G+. For
(R,R+,− idR) and (Tβ,T
+
β , τβ), this implies that ϕ is real-valued (cf. Theorem 2.4 for dimV = 1).
But this condition is too restrictive to cover the β-periodic functions ϕA,A
∗
from Remarks 4.6
(see also Remark 5.3). This suggests to work with a more general concept where we give up
the θ-invariance of v, so that ϕ need no longer be τ -invariant. Extending π : G → U(E) to a
representation π̂ of the group Gτ := G ⋊ {1, τ} by π(1, τ) := θ, the condition π(G
+)−1v ⊆ E+
corresponds to the positive definiteness of the kernel 〈θπ(h−1)v, π(g−1)v〉 = 〈π̂(gτ(h)−1, τ)v, v〉,
which can be expressed in terms of the positive definite function ϕ̂(g) := 〈π̂(g)v, v〉 on the non-
connected group Gτ . It is therefore desirable to obtain an explicit description of the so specified
functions for (R,R+,− idR) and (Tβ,T
+
β , τβ) and thus a generalization of the corresponding
results in [NO14a] for R and Theorem 2.4 for Tβ. Of course, it would be of particular interest
to see if the functions ϕA,A
∗
from Remarks 4.6 fall into this larger class.
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Appendix A. Form-valued kernels
Classically, reproducing kernels arise from Hilbert spaces H of functions f : X → C (X a set)
for which the evaluations f 7→ f(x) are continuous, hence representable by elements Kx ∈ H
by f(x) = 〈f,Kx〉, and then K(x, y) := Ky(x) = 〈Ky,Kx〉 is called the reproducing kernel of
the space H. Then K determines H uniquely. Accordingly, we write HK ⊆ C
X for the Hilbert
space determined by K. It is a classical result that a kernel function K : X × X → C is the
reproducing kernel of some Hilbert space if and only if it is positive definite in the sense that, for
any finite collection x1, . . . , xn ∈ X, the matrix (K(xj , xk))1≤j,k≤n is positive semidefinite (cf.
[Ar50], [Ne00, Ch. 1]). There is a natural generalization to Hilbert spaces H of functions with
values in a Hilbert space V, i.e., H ⊆ VX . Then Kx(f) = f(x) is a linear operator Kx : H → V
and we obtain a kernel K(x, y) := KxK
∗
y ∈ B(V) with values in the bounded operators on V.
However, there are also situations where one would like to deal with kernels whose values are
unbounded operators, so that one has to generalize this context further. As we shall explain
below, the concept of a positive definite kernel with values in the space Sesq(V) of sesquilinear
complex-valued forms on V provides a natural context to deal with all relevant cases. 2
For a real or complex vector space V, we write V♯ for the complex vector space of antilinear
maps V → C.
Definition A.1. Let X be a set. We call a map K : X×X → Sesq(V) a positive definite kernel
if the associated scalar-valued kernel
K♭ : (X × V)× (X × V)→ C, K♭((x, v), (y,w)) := K(x, y)(w, v)
is positive definite. For elements f of the corresponding reproducing kernel Hilbert space
HK♭ ⊆ C
X×V , we then have
f(y,w) = 〈f,K♭y,w〉 with K
♭
y,w(x, v) := K
♭((x, v), (y,w)) = K(x, y)(w, v).
Therefore v 7→ K♭x,v is linear, and this implies that f(x, ·) is antilinear. We identify HK♭ with a
subspace of (V♯)X by identifying f ∈ HK♭ with the function f
♯ : X → V♯, f ♯(x) := f(x, ·). We
call
HK := {f
♯ : f ∈ HK♭} ⊆ (V
♯)X
the (vector-valued) reproducing kernel space associated to K. The elements
Kx,v := (K
♭
x,v)
♯ = K(·, x)(v, ·), x ∈ X, v ∈ V,
then form a dense subspace of HK with
〈Ky,w,Kx,v〉 = K
♭((x, v), (y,w)) = K(x, y)(w, v). (A.1)
2 If V is a real space, then Sesq(V) is the space of bilinear maps V × V → C, and if V is complex, it stands for
those maps V × V → C which are linear in the first and antilinear in the second argument. The uniqueness of
sesquilinear extension leads to Sesq(V) = Sesq(VC) for a real space V. If V is complex, then polarization shows
that every ϕ ∈ Sesq(V) is uniquely determined by its values on the diagonal.
Example A.2. (a) If K : X ×X → B(V) is an operator-valued kernel, where V is a complex
Hilbert space, then we obtain a Sesq(V)-valued kernel by Q(x, y)(v,w) := 〈K(x, y)v,w〉. We
have a natural inclusion B(V) →֒ Sesq(V), A 7→ 〈A·, ·〉, whose range is the space of continuous
sesquilinear forms. All the functions f ♯ : X → V♯ in HQ take values in continuous functionals,
hence can be identified with V-valued functions. This leads to the realization HK →֒ V
X (cf.
[Ne00, Ch. 1]).
(b) For a one-point set X = {∗}, a positive definite Sesq(V)-valued kernel is simply a positive
semidefinite K ∈ Sesq(V). The corresponding Hilbert space HK ⊆ V
♯ is generated by the
elements Kv = K(v, ·) with 〈Kv ,Kw〉 = K(v,w).
In particular, if V is a Hilbert space, then the natural inclusion V →֒ V♯, v 7→ 〈v, ·〉,
corresponds to the kernel K(v,w) = 〈v,w〉.
(c) If V = C, then Sesq(V) ∼= C and Sesq(V)-valued kernels are complex-valued kernels.
(d) If A is a C∗-algebra and ω ∈ A∗ a positive functional, then Kω(A,B) := ω(B
∗A) is a
positive semidefinite sesquilinear kernel for which the corresponding Hilbert spaceHKω ⊆ A
♯ can
be obtained from the GNS representation (πω,Hω,Ω) ([BR02, Cor. 2.3.17]) by the embedding
Γ: Hω → A
♯, Γ(ξ)(A) := 〈ξ, π(A)Ω〉 because 〈π(A)Ω, π(B)Ω〉 = ω(B∗A) = Kω(A,B).
Note that A has a natural representation on A♯ by (A.β)(B) := β(A∗B) and that Γ is equivariant
with respect to this representation.3
Definition A.3. Let G be a group. A function ϕ : G → Sesq(V) is said to be positive definite
if the Sesq(V)-valued kernel K(g, h) := ϕ(gh−1) is positive definite.
Proposition A.4. (GNS-construction) (a) Let ϕ : G→ Sesq(V) be a positive definite function.
Then (πϕ(g)f)(h) := f(hg) defines a unitary representation of G on the reproducing kernel
Hilbert space Hϕ ⊆ (V
♯)G with kernel ϕ(gh−1) and the range of the map j : V → Hϕ, j(v)(g) :=
ϕ(g)(v, ·) is a cyclic subspace, i.e., π(G)j(V) spans a dense subspace of H. We then have
ϕ(g)(v,w) = 〈πϕ(g)j(v), j(w)〉 for g ∈ G, v,w,∈ V.
(b) If, conversely, (π,H) is a unitary representation of G and j : V → H a linear map whose
range is cyclic, then
ϕ : G→ Sesq(V), ϕ(g)(v,w) := 〈π(g)j(v), j(w)〉
is a Sesq(V)-valued positive definite function and (π,H) is unitarily equivalent to (πϕ,Hϕ).
Proof. (cf. [Ne00, Sect. 3.1]) (a) For the kernel K(g, h) := ϕ(gh−1) and v ∈ V, the right
invariance of the kernel K implies that π(g)Kh,v = Khg−1,v, and from that one easily derive
the invariance of Hϕ under right translations and the unitarity of their restrictions to Hϕ. Then
j(v) = ϕ(·)(v, ·) = K1,v and π(g)j(v) = Kg−1,v imply that j(V) ⊆ Hϕ is cyclic. Finally we note
that
〈π(g)j(v), j(w)〉 = 〈Kg−1,v,K1,w〉 = K(g)(v,w) = ϕ(g)(v,w).
(b) The positive definiteness of ϕ follows easily from the relation ϕ(gh−1)(v,w) =
〈π(h)−1j(v), π(g)−1j(w)〉. Since j(V) is cyclic, the map
Γ(ξ)(g)(v) := 〈ξ, π(g)−1j(v)〉
defines an injection H →֒ (V♯)G whose range is the subspace Hϕ and which is equivariant with
respect to the right translation action πϕ.
3 This realization of the Hilbert space Hω has the advantage that we can see its elements as elements of the space
A♯ (see [Ne00] for many applications of this perspective). Usually, Hω is obtained as the Hilbert completion of a
quotient of A by a left ideal which leads to a much less concrete space.
Remark A.5. If V is a Hilbert space and j is continuous, then we have the adjoint operator
j∗ : H → V is well-defined and we obtain the B(V)-valued positive definite function ϕ(g) :=
j∗π(g)j which can be used to realize H in VG (cf. Example A.2(a)).
Appendix B. Integral representations
For a more concrete realization of unitary representations associated to positive definite functions
in L2-spaces, integral representations are of crucial importance. The following result is a straight-
forward generalization of Bochner’s Theorem for locally compact abelian groups. Here we write
Sesq(V)+ ⊆ Sesq(V) for the convex cone of positive semidefinite forms.
Proposition B.1. Let G be a locally compact abelian group. If ϕ : G → Sesq(V) is a positive
definite function for which all functions ϕv,w := ϕ(·)(v,w), v, w ∈ V, are continuous, then there
exists a uniquely determined Sesq(V)+-valued Borel measure µ on the locally compact group Ĝ
such that µ̂(g) :=
∫
Ĝ χ(g) dµ(χ) = ϕ(g) holds for every g ∈ G pointwise on V × V.
Proof. First, Bochner’s Theorem for scalar-valued positive definite functions yields for every
v ∈ V a finite positive measure µv on Ĝ such that ϕv,v = µ̂v. By polarization, we obtain
complex measures µv,w, v,w ∈ V, on Ĝ with ϕv,w = µ̂v,w. Then the collection (µv,w)v,w∈V of
complex measures on Ĝ defines a Sesq(V)+-valued measure by µ(·)(v,w) := µ
v,w for v,w ∈ V,
and this measure satisfies µ̂ = ϕ.
Remark B.2. Suppose that E is the spectral measure on the character group Ĝ for which
the continuous unitary representation (π,H) is represented by π(g) =
∫
Ĝ χ(g) dE(χ). Then, for
v ∈ H, the positive definite function πv(g) := 〈π(g)v, v〉 is the Fourier transform of the measure
Ev,v = 〈E(·)v, v〉. This establishes a close link between spectral measures and the representing
measures in the preceding proposition.
We say that a subset D in the real vector space E (contained in EC = E + iE) is finitely
open if, for each finite-dimensional subspace F ⊆ E, the intersection F ∩ D is open in F . If V
is a Hilbert space, then a function f : TD := D + iE → E on the corresponding tube domain
is called Gateaux holomorphic if the restriction to each tube domain TF∩D is holomorphic. We
write OG(TD,V) for the space of all Gateaux holomorphic V-valued functions on TD. For the
theory of holomorphic functions on domains in infinite dimensional spaces we refer to Herve´’s
monograph [He89] or [Ne00] for the connections to representation theory.
Theorem B.3. (Laplace transforms and positive definite kernels) Let E be a real vector space
and D ⊆ E a non-empty convex finitely open subset. Let V be a Hilbert space and ϕ : D → B(V)
such that
(L1) the kernel Qϕ(x, y) = ϕ
(x+y
2
)
is positive definite.
(L2) ϕ is weak operator continuous on very line segment in D, i.e., all functions
t 7→ 〈ϕ(x+ th)v, v〉, v ∈ V, are continuous on {t ∈ R : x+ th ∈ D}.
Then the following assertions hold:
(i) There exists a unique Herm+(V)-valued measure µ on the smallest σ-algebra on E∗ for
which all point evaluations are continuous such that
ϕ(x) = L(µ)(x) :=
∫
E∗
e−λ(x) dµ(λ) for x ∈ D.
(ii) The map
F : L2(E∗, µ;V)→ OG(TD,V), 〈F(f)(z), v〉 := 〈f, e− z
2
v〉
is unitary onto the reproducing kernel space Hϕ := HQϕ corresponding to the kernel
associated to ϕ. It intertwines the unitary representation
(π(u)f)(α) := eiα(u)f(α) on L2(E∗, µ) and (π˜(u)f)(z) := f(z − 2iu) on Hϕ.
(iii) ϕ extends to a unique Gateaux holomorphic function ϕ̂ on the tube domain TD which is
positive definite in the sense that the kernel ϕ̂
(
z+w
2
)
is positive definite.
Proof. (i) follows from [Gl03, Thm. 18.8] and (ii) from [NOr02, Thm. I.7], provided we show
that (L2) implies that, for every trace class operator S ∈ B1(V), the function x 7→ tr(ϕ(x)S) is
continuous on line segments in D. To this end, we may assume that E = R and D =]a, b[. Since
B1(H) is spanned by positive operators with trace 1, we may w.l.o.g. assume that S = S
∗ ≥ 0
with trS = 1. We may further assume that dimV =∞; otherwise the assertion is trivial. Then
there exists an orthogonal sequence (vn)n∈N in V with Sv =
∑
n〈v, vn〉vn. This leads to
tr(ϕ(x)S) =
∑
n
ϕn(x) with ϕn(x) := 〈ϕ(x)vn, vn〉.
By assumption, all functions ϕn are continuous. Applying [NOr02, Thm. I.7] to the case V = C,
we obtain positive measures νn on R with with ϕn = L(νn) on ]a, b[. Let ν :=
∑
n νn. Then
L(ν)(x) =
∑
n
L(νn)(x) =
∑
n
ϕn(x) = tr(ϕ(x)S),
and the continuity (actually the analyticity) of L(ν) on ]a, b[ follows from [Ne00, Cor. V.4.4].
The preceding theorem generalizes in an obvious way to Sesq(V)-valued functions, where the
corresponding measure µ has avalues in the cone Sesq(V)+. One can use the same arguments
as in the proof of Bochner’s Theorem.
The following lemma sharpens the “technical lemma” in [KL83, App. A].
Lemma B.4. Let Ut = e
itH be a unitary one-parameter group on H, E the corresponding
spectral measure, v ∈ H, Ev := 〈E(·)v, v〉, β > 0 and ϕ(t) := 〈Utv, v〉 =
∫
R
eitλ dEv(λ). Then
the following are equivalent:
(i) There exists a continuous function ψ on Dβ, holomorphic on Dβ, such that ψ|R = ϕ.
(ii) L(Ev)(β) =
∫
R
e−βλ dEv(λ) <∞.
(iii) v ∈ D(e−
β
2
H).
Proof. That (i) implies (ii) follows from [Ri66, p. 311]. If, conversely, (ii) is satisfied, then
ψ(z) := L(Ev)(−iz) is defined on Dβ, holomorphic on Dβ and ψ|R = ϕ. Finally, the equivalence
of (ii) and (iii) follows immediately from the definition of e−
β
2
H in terms of the spectral
measure E.
Lemma B.5. (Criterion for the existence of L(µ)(x)) Let V be a Hilbert space and µ be a finite
Herm(V)+-valued Borel measure on R, so that we can consider its Laplace transform L(µ),
taking values in Herm(V), whenever the integral
tr(L(µ)(x)S) =
∫
R
e−λx dµS(λ) for dµS(λ) = tr(dµ(λ)S),
exists for every positive trace class operator S on V. This is equivalent to the finiteness of the
integrals L(µv)(x) for every v ∈ V, where dµv(λ) = 〈dµ(λ)v, v〉.
Proof. For x ∈ E, the existence of L(µ)(x) implies the finiteness of the integrals L(µv)(x) for
v ∈ V. Suppose, conversely, that all these integrals are finite. Then we obtain by polarization a
hermitian form
β(v,w) :=
∫
R
e−λx 〈dµ(λ)v,w〉
on V. We claim that β is continuous. As V is in particular a Fre´chet space, it suffices to show
that, for every w ∈ V, the linear functional λ(v) := β(v,w) is continuous ([Ru73, Thm. 2.17]).
The linear functionals λn(v) :=
∫ n
−n e
−λx 〈dµ(λ)v,w〉 are continuous because µ is a bounded
measure and the functions ex are bounded on bounded intervals. By the Monotone Convergence
Theorem, combined with the Polarization Identity, λn → λ holds pointwise on V, and this
implies the continuity of λ ([Ru73, Thm. 2.8]).
For a positive trace class operators S =
∑
n〈·, vn〉vn with trS =
∑
n ‖vn‖
2 < ∞, we now
obtain
L(µS)(x) =
∑
n
L(µvn)(x) =
∑
n
β(vn, vn) ≤ ‖β‖
∑
n
‖vn‖
2 <∞.
References
[Ar50] Aronszajn, N., Theory of reproducing kernels, Trans. Amer. Math. Soc. 68 (1950), 337–404
[Bo92] Borchers, H.-J., The CPT-Theorem in two-dimensional theories of local observables, Comm. Math. Phys.
143 (1992), 315–332
[BR96] Bratteli, O., and D. W. Robinson, “Operator Algebras and Quantum Statistical Mechanics II,” 2nd ed.,
Texts and Monographs in Physics, Springer-Verlag, 1996
[BR02] Bratteli, O., and D. W. Robinson, “Operator Algebras and Quantum Statistical Mechanics I,” 2nd ed.,
Texts and Monographs in Physics, Springer-Verlag, 2002
[BB94] Bros, J., and D. Buchholz, Towards a relativistic KMS-condition, Nuclear Phys. B 429:2 (1994), 291–318
[BGL02] Brunetti, R., Guido, D., and R. Longo, Modular localization and Wigner particles, Rev. Math. Phys. 14
(2002), 759–785
[BS04] Buchholz, D., and S. J. Summers, An algebraic characterization of vacuum states in Minkowski space.
III. Reflection maps, Comm. Math. Phys. 246:3 (2004), 625–641
[BLS11] Buchholz, D., Lechner, G., and S. J. Summers, Warped convolutions, Rieffel deformations and the
construction of quantum field theories, Comm. Math. Phys. 304:1 (2011), 95–123
[GJ06] Ge´rard, C., and C. Ja¨kel, On the relativistic KMS condition for the P (ϕ)2 model, arXiv:math-ph/0609088
[GJ81] Glimm, J., and A. Jaffe, “Quantum Physics–A Functional Integral Point of View,” Springer-Verlag, New
York, 1981
[Gl03] Glo¨ckner, H., “Positive Definite Functions on Infinite Dimensional Convex Cones,” Mem. Amer. Math.
Soc. 789, Amer. Math. Soc., Rhode Island, 2003
[He89] Herve´, M., “Analyticity in infinite dimensional spaces,” de Gruyter, Berlin, 1989.
[JR08] Jaffe, A., and G. Ritter, Reflection positivity and monotonicity, J. Math. Phys. 49:5 (2008), 052301, 10
pp.
[JR07a] — , Quantum field theory on curved backgrounds. I. The euclidean functional integral, Comm. Math.
Phys. 270 (2007), 545–572
[JR07b] —, Quantum field theory on curved backgrounds. II. Spacetime symmetries, arXiv:hep-th/0704.0052v1
[JOl98] Jorgensen, P. E. T., and G. O´lafsson, Unitary representations of Lie groups with reflection symmetry, J.
Funct. Anal. 158 (1998), 26–88
[JOl00] Jorgensen, P. E. T., and G. O´lafsson, Unitary representations and Osterwalder-Schrader duality, in “The
Mathematical Legacy of Harish-Chandra,” R. S. Doran and V. S. Varadarajan, eds., Proc. Symp. in
Pure Math. 68, Amer. Math. Soc., 2000
[KL81] Klein, A., and L. Landau, Periodic Gaussian Osterwalder–Schrader positive processes and the two-sided
Markov property on the circle, Pac. J. Math. 94:2 (1981), 341–367
[KL83] —, From the Euclidean group to the Poincare´ group via Osterwalder-Schrader positivity, Comm. Math.
Phys. 87 (1983), 469–484
[MNO14] Merigon, S., K.-H. Neeb and G. Olafsson, Integrability of unitary representations on reproducing kernel
spaces, Preprint, arXiv:math.RT.1406.2681
[Ne98] Neeb, K.-H., Operator valued positive definite kernels on tubes, Monatshefte fu¨r Math. 126 (1998),
125–160
[Ne00] —, “Holomorphy and Convexity in Lie Theory,” Expositions in Mathematics 28, de Gruyter Verlag,
Berlin, 2000
[NO14a] Neeb, K.-H., G. O´lafsson, Reflection positivity and conformal symmetry, J. Funct. Anal. 266 (2014),
2174–2224
[NO14b] Neeb, K.-H., G. O´lafsson, Reflection positive one-parameter groups and dilations, to appear in Complex
Analysis and Operator Theory; arXiv:math.RT.1312.6161
[NOr02] Neeb, K.-H., and B. Ørsted, Representations in L2-spaces on infinite-dimensional symmetric cones,
J. Funct. Anal. 190 (2002), 133–178
[OS73] Osterwalder, K., and R. Schrader, Axioms for Euclidean Green’s functions. 1, Comm. Math. Phys. 31
(1973), 83–112
[Ri66] Richter, H., “Wahrscheinlichkeitstheorie”, 2nd edition, Grundlehren der math. Wiss. 86, Springer Verlag,
1966
[Ru73] Rudin, W., “Functional Analysis,” McGraw Hill, 1973
