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Abstract 
In a graph G with maximum clique size 09, a clique-pair means two cliques of size co 
whose intersection is 09 - 1. The subject of this paper is the so-called clique-pair conjecture 
(CPC) which states that if a uniquely colorable perfect graph is not a clique then it contains 
a clique-pair. We study the structure of the possible counterexamples to this conjecture, and, 
combining our results with those in Fonlupt and Zemirline (1987), we obtain a new proof 
of the CPC for 3-chromatic graphs. Theorem 2 states the validity of the CPC for claw-free 
graphs. 
1. Introduction 
Let G be a finite graph and let z(G) and co(G) denote its chromatic number and 
the maximum number of vertices forming a clique in G, respectively. Obviously, 
z(G) >~ co(G). (1) 
There are several classes of graphs such that 
z(G) = co(G), (2) 
e.g. bipartite graphs, their line graphs and complements, interval graphs, comparability 
graphs, etc. 
Berge [5] has introduced the following concept: a graph is perfect if equality (2) 
holds for every induced subgraph of it. The above-mentioned special classes of graphs 
have this property, since every induced subgraph of them belongs to the same class. 
A chordless cycle C2k+1 with 2k+ 1 ~>5 is obviously not perfect, and the same holds 
for complements C2k+1 of these graphs. If a graph contains neither a C2k+1 nor a (~2k+1 
(with 2k + 1/>5) then we call it a Berge graph. Clearly, a perfect graph is always 
a Berge graph. 
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Berge presented a conjecture in 1960, which we formulate as follows: 
Strong Perfect Graph Conjecture (SPGC). Every Berge graph is perfect. 
After more than 30 years, this conjecture remains open. However, some significant 
weaker forms of it has been proved and, several new branches of combinatorics were 
inspired or even generated by the SPGC. 
Here we formulate three strong results, related to the SPGC. (The definitions for the 
further part of the Introduction can be found in the Preliminaries.) 
Perfect Graph Theorem (Lov~isz [15]). A graph is perfect if and only if its comple- 
ment is perfect. 
Lov~sz's Theorem (Lovfisz [16]). I f  a graph is minimal imperfect then it is 
partitionable. 
We have chosen the following form of Padberg's theorem because it is the most 
convenient form of our purposes: 
Theorem (Padberg [18]). I f  we delete an arbitrary vertex of a minimal imperfect 
graph then the remaining raph is uniquely colorable. 
Here we mention two implications: 
SPGC =~ Lov~isz's Theorem => Perfect Graph Theorem 
Lov~isz's Theorem had many consequences, among others the proof of Padberg's 
theorem uses it, and in 20 years since 1972 many publications appeared on the prop- 
erties of the partitionable graphs, consequently also of the minimal imperfect graphs. 
But if we only use the fact that these graphs are partitionable we cannot hope a proof 
for the SPGC since there are many partitionable graphs besides the traditional minimal 
imperfect graphs (see [6, 8, 9, 25]). 
Padberg's theorem suggests: a possible way, to utilize the fact that, deleting any 
vertex of our graph, we obtain a perfect one, is 
to look for more information about perfect uniquely colorable graphs. 
This job has been started - -  as far as the author knows - -  in a paper of Tucker [21]. 
Refs. [12, 13, 17] followed this line. 
Among the possible benefits of 'this job', besides the contribution to the SPGC, we 
can mention here the hopes of recognizing perfect graphs and of combinatorial methods 
for coloring them. 
Many specific conjectures were published (or extended in the personal communica- 
tion) in this subject. There exist conjectures on the combinatorial characterization f 
uniquely colorable perfect graphs too (see Tucker's conjectures, e.g. [21]). A simple 
linear algebraic haracterization already exists [12], we shall formulate it below (see 
Section 4, Theorem E). 
G. Bacs6/Discrete Mathematics 176 (1997) 1-19 3 
Anyway, there is a conjecture which is weaker than all the others and is still not 
proved: 
Clique-Pair Conjecture (CPC). If G is a uniquely colorable perfect graph, and not 
a clique then it contains a clique-pair. 
This conjecture is the subject of the paper. 
Here we note that the condition of perfectness cannot be omitted. 
The only disadvantage of the CPC is that it does not give a characterization. Besides 
the reasons above, the significance of the CPC can be illustrated by a statement in [1] 
which shows that the CPC, together with another conjecture, would imply the SPGC. 
We mention here only that this other conjecture can also be formulated using only 
co-cliques. 
In Tucker's paper [21], for comparability graphs and their complements, for tri- 
angulated graphs and their complements, the CPC (in fact, a stronger conjecture) is 
proved. 
Furthermore, CPC is proved for a class, containing all triangulated graphs, the class 
of so-called Meyniel graphs and their complements [20], and for complements of line 
graphs of bipartite graphs also Tucker's conjecture is proved [2] (see the Preliminaries). 
For the line graphs of bipartite graphs the CPC can be easily proved, using the linear 
algebraic haracterization. Let us remark that the proof for co-Meyniel graphs uses 
a theorem from [14]. 
The deepest result, in connection with the CPC, is 
Theorem A (Fonlupt and Zemirline [13], and Fonlupt [11]). The CPC is true for 
graphs G with m(G)~<3. 
There are several proofs of Theorem A. In this paper we will mention a statement 
(Theorem 1 ~) which can be combined with the characterization f diamond-free perfect 
graphs [13], to make a proof for Theorem A. We will show two other versions of 
Theorem 1'. (Theorems 1 and 1"). All the three can be applied for graphs of arbitrary 
clique size. 
The notion of the auxiliary graph G) is the generalization of G' in [13]. 
The class of claw-free graphs was one of the first classes for which the SPGC 
was proved. Generally, many results are known on such graphs, among others, the 
recognition problem of claw-free perfect graphs is solved and this class is characterized 
in a nice theorem [10, here: Theorem D]. The second part of the paper proves the CPC 
for claw-free perfect graphs, using this result. 
2. Definitions and notation 
Every graph in the paper is simple and undirected. The vertex set of a given graph 
G will be denoted by V(G), and the edge set by E(G). We denote a graph with vertex 
set V and edge set E, by (V,E). 
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A clique in a graph is a subgraph with pairwise adjacent vertices. (It has not to be 
maximal with respect o inclusion.) If the whole graph on q vertices is a clique, it will 
be denoted by Kq. For a clique Z, sometimes we will denote the set of vertices in Z 
simply by Z, instead of V(Z). 
A stable set (independent set) is a vertex set with pairwise nonadjacent vertices. 
~(G) is the maximum size of a stable set in G. For z(G), co(G), see the Introduction. 
A clique-pair in a graph G with co(G) = co: two cliques of size co, whose intersection 
has size co-  1. This notation is the 'star of the show'. If the whole graph is a clique- 
pair, it is denoted by Kq - e. 
A diamond is a four-vertex graph with exactly one nonadjacent pair of vertices. In 
a graph G with co(G)= 3, a diamond yields a clique-pair. 
A (good) (vertex-)coloration of a graph is a partition of its vertex set into stable 
sets. 
A graph is uniquely colorable if its vertex set has only one partition which is a 
(good) minimum coloration. Kq -e  is the simplest example. This is another central 
notion of the paper. 
A number which is useful in characterizing uniquely colorable perfect graphs: r(G) 
is the linear rank of the set {vQ: VQ is the incidence vector of a maximum size clique 
in G}. 
If G=(V,E)  and SC V then GIS is the subgraph of G induced by S. We say that 
we delete a vertex x of G=(V,E)  if the remaining raph is GIV-x .  A vertex of a 
graph is trivial if it is adjacent to all the other ones. 
For a clique Z with IZl = co(G) -2 ,  an edge e =xy is a Z-edge if Z U {x, y} induces 
a clique in G. For such a Z, G~ is the graph with vertex set V -Z  and with edge-set 
E(GI V -Z )  - {Z-edges}. For a vertex Z, G~z means G~z }. 
A graph G has the clique connectivity property if, taking any clique Z in G with 
size co(G) - 2, G~ is connected. This property is the star of Section 1. 
A clique cutset is a vertex cutset which induces a clique. Pk(Ck) is the chordless 
path (cycle) on k vertices. 
A minimal imperfect graph is a graph which is not perfect and, deleting any vertex 
from it, the remaining graph is perfect. A traditional minimal imperfect graph is 
a C2k+l or a C2k+l with 2k + 1/> 5. A monster is a counterexample for the SPGC, i.e. 
a Berge graph which is not perfect. 
A class of graphs which surely contains all minimal imperfect graphs (by Lovfisz's 
Theorem): A graph P is partitionable if [V(P)[ = ~(P)co(P) + 1 and for any vertex x 
of P, 
z(P - x) = co(P), z(P - x) = ~(P). 
Here we define some special types of perfect graphs which were mentioned in the 
Introduction or will occur later: comparability graph can be obtained from a POSET 
(partially ordered set) by joining the comparable pairs with an undirected edge. A 
triangulated graph is a graph without cycles Ck with k ~>4 as induced subgraphs. A
Meyniel graph is a graph in which every odd cycle of length at least 5 has at least 
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two chords. The line graph LG of a graph G = (V,E) is the graph LG = (E,F), where 
F= {e f :  e , f  are adjacent edges in G}. Here for G we allow multiple edges too! 
A claw is a four-vertex-graph with three edges which join one of the vertices to the 
others. A graph is claw-free if it does not contain any claw as an induced subgraph. 
3. A property of the minimum eounterexample 
When one tries to prove some graph-theoretical statement, often considers a minimum 
(or minimal) counterexample for this statement. This happened in the case of the SPGC 
too, so was born the minimally imperfect graph, and, as Lov~sz's theorem shows, not 
in vain. Analogously, in this section, we consider minimum counterexamples for the 
CPC and we prove a type of connectivity property for them. 
Theorem 1. Let G be a counterexample for the CPC with minimum number of ver- 
tices - -  if any counterexample exists. Then G has the clique connectivity property 
(see the notation in the preliminaries). 
Proof of Theorem 1. Let G=(F ,E ) ,  with the assumptions of the theorem and 
~(G) = ~. Let us suppose by way of contradiction that for some clique Z of G with 
[Z I = o9 - 2, G~ is disconnected. Then, clearly, there is a partition of V - Z into two 
nonempty sets A and B s.t. all the edges of G between A and B are Z-edges. (The set 
of the edges in the cut will be denoted by T.) 
Now we make a new graph G + (see Figs. l(a) and (b)). G + can be obtained from 
G by contracting all the edges in the cut in G (related to A and B). We state 
Proposition 1. G + is a counterexample for the CPC 
Before the proof of the proposition, we deduce Theorem 1 from it. 
If there is no edge in the cut then Z is a clique cutset in G. It can be easily seen 
that a minimal (and a minimum) counterexample cannot have a clique cutset. 
Thus, the cut is not empty and the graph G + will have less vertices than G. Using 
the proposition, the contradiction with the minimality of G implies Theorem 1. 
Proof of Proposition 1. It is enough to prove the following statements: 
Fact 1. G + is perfect. 
Fact 2. e~(G ÷) = o(G). 
Fact 3. G ÷ is uniquely colorable. 
Fact 4. G + is clique-pair free. 
Fact 5. G ÷ is not a clique. 
Before proving Facts 1-5, we state 
Fact 6. The Z-edges yield an induced matching of G. 
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Fig. 1. 
Proof. Clearly, it is enough to prove that the Z-edges are independent. Suppose there 
are two Z-edges with a common endpoint. Obviously, we obtain a clique with co + 1 
vertices or a clique-pair in G, which would be a contradiction. [] 
Throughout he further proof of  Proposition 1, for an edge e in T, we shall de- 
note by e + the vertex obtained from e by contraction. T + is the set of  vertices 
e + with e ET.  Fact 6 can be stated also in the form that T + is a stable set 
in G +. 
Those vertices of  G + which are not in T + will be identified with the original 
ones. 
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We denote by ,~,/~ the set of those vertices in A,B, respectively, which are not the 
endpoints of any edge in the cut. 
Proof of Fact 1 (The graph G +, defined above, is perfect). First suppose indirectly, 
that 
(a) G + has a chordless cycle C of 2k + 1 vertices with 2k + 1 >/5 as an induced 
subgraph. 
Let U be the vertex set of C. 
First, we distinguish some special vertices in the set T + M U. Let xy = e E T, e + E U, 
and let c and d be the neighbors of e + on C. In the graph G, by the definition of the 
contraction, both c and d have at least one neighbor in the set {x, y}. Let I be the set 
of those vertices e + in T + N U for which (using the notation above), both c and d 
have exactly one neighbor in {x, y} and these two neighbors are different. 
We state that III is odd. Let us suppose the opposite. Then, omitting an appropriate 
endpoint of every edge e with e ÷ E (T + M U) - I and keeping both endpoints of the 
edges e with e + E/, we obtain a long chordless odd cycle in G which is a contradiction 
because G is perfect. 
Secondly, we prove Z fq U = 0. If z was a vertex in Z ~ U, all the points in T + N U 
would be one of the two neighbors of z on C. But none of them can be in I since the 
endpoints of any Z-edge are adjacent o Z. 1 = 0 contradicts the result above. 
We state that for any segment S of the cycle C, not containing vertices from /, 
S - T ÷ C_.~ or S - T ÷ C_/~. 
In a segment, having no points from Z, we can 'go from .4 to B' or, conversely, 
only by using a vertex e + = t in T + s.t. one of its neighbors on C, say a, is in .4 and 
the other one, say b, is in/}. But if t ~ I then, in the graph G, a and b will have some 
common neighbor in the set {x, y} where e---xy. This contradicts the definition of A 
and B. 
So we have a cycle with an odd number of segments entirely contained in T + U,4 
or in T + U/~ and separated by vertices from I. In such vertices we 'change from .~ to 
/~' and conversely. But this is impossible, because the number of segments i  odd. 
We have obtained a contradiction from the assumption of a long odd induced cycle 
in G +. 
Thus we may assume that 
(b) G + contains an induced subgraph P which is a minimal imperfect graph, not 
isomorphic to a cycle. 
We shall exclude this possibility, by using a result of Tucker. For this purpose, we 
need the following statement. 
Lemma 1. Let P be a minimal imperfect graph which is an induced subgraph of G +. 
Then P has a stable cutset. 
Proof of Lemma 1. Let us consider 
z(P) n (z  u T+) = S. 
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We state that S is a cutset of P, namely both (V(P) - S) N A and (V(P) - S) n 
are nonempty. Suppose, e.g., (V (P )n /~) -  S=~.  In this case we show an induced 
subgraph R of G which is isomorphic to P. 
For this purpose, we pick those cut-edges e for which e+E S and the vertex set 
of R will consist of the endpoints of these edges being in A, from Z N V(P) and 
from A N V(P). R is obviously isomorphic to P and thus G would contain a minimal 
imperfect graph which is a contradiction. 
Thus, in fact, S is a cutset. If S N Z ¢ ~ then S is a so-called star-cutset: 
Definition. A vertex set S in a graph P is a star-cutset tf it is a vertex cutset and 
there exists some s in S s.t. s is the neighbor of  any other vertex in S. 
The notion of star-cutset is useful in the investigation of perfect graphs. It is related 
also to graph domination (see [4]). The first result about it was the following. 
Star-cutset Lemma (Chv~ital [7]). A minimal imperfect graph has no star-cutset. 
S is a cutset of P; thus, applying this lemma, we get a contradiction from the 
assumption Z N S ¢ 0. So we may assume Z n S---0. But then S is an independent set 
and we have proved Lemma 1. [] 
Now we may apply the following result. 
Theorem B (Tucker [23, Corollary 1]). A minimal imperfect graph, not isomorphic 
to a chordless cycle, cannot contain stable cutsets. 
Thus, Fact 1 is proved. [] 
Here we remark that Seb6 [19] has a nice proof for Fact 1. 
Proof of Fact 2 (co(G +) = co(G)). Let a minimum coloration of G be given. Because 
of the definition of Z-edges, the endpoints of the edges in the cut have got two colors. 
Let us delete the cut-edges and pick these two colors, they are, say, red and green. 
Now we change red to green and green to red in B. After identifying the endpoints of 
the cut-edges, we get a good coloration of G +. Hence z( G+ ) <~ z( G). 
Conversely, let a coloration of G + be given with x(G +) colors. We shall make a 
coloration of G with at most z(G +) colors. 
First, for any xy = e E T we color both x and y with the color of e in the coloration 
of G + and all the other vertices get the same color as in G +. So, this is not a good 
coloration of G. 
We make it good. The vertices in T + have got at most two colors, say red and 
green, similarly as above. The coloration of G will be good if we change red to green 
and green to red in B. Furthermore, the number of colors will be at most z(G+). We 
have proved also z(G) <~z(G+). 
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Thus, from the perfectness of G + and G, o9(G +) = z(G +) = z(G) = co(G) and Fact 2 
is proved. [] 
Proof of Fact 3 (G + is uniquely colorable). In the proof of Fact 2, we have obtained 
more: a one-to-one mapping of the minimum colorations of G on those of G +. (Here 
two colorations may be different even if they give the same partition of the vertex set.) 
Consequently, G and G + have the same number of colorations. G has (z(G))! = o9! 
of them since it is uniquely colorable. So G + also has o9! =(x(G+))! minimum col- 
orations; thus G + is also uniquely colorable. [] 
Proof of Fact 4 (G + is clique-pair-free). Let us assume, by way of contradiction, that 
G + has a clique-pair P as an induced subgraph. 
First we prove that P fq A ~ 0 and P M B ~ 0 (see the notations at the beginning of 
the proof of Proposition). 
Suppose .g. P M/~ = 0. In this case we show an induced subgraph R of G which is 
isomorphic to P. 
For this purpose, we pick those cut-edges e for which e + E P. The vertex set of R will 
consist of the A-endpoints of these edges, from Z M V(P) and from .4 fq V(P). R is 
obviously isomorphic to P and co(G)=o9(G+), so this contradicts the clique-pair- 
freeness of G. 
Thus, we may assume there exist vertices a E.~ and b E B in P. This is possible 
only so that ab is the unique 'non-edge' of P. Furthermore, denoting P - {a, b} by 
Q, QC_ZUT +. 
T + is a stable set thus IQ n T+I~<I. Ia l=o9- 1 and IZl--o9- 2, consequently 
Q=Zu{t}  where t6T  +, t=e  +, e=xy.  
In this case ZU {a,x,y} would be a clique-pair in G, contradicting the assumptions. 
We have completed the proof of Fact 4. [] 
Proof of Fact 5 (G + is not a clique). Suppose G + is a clique. It is clear that o9>~3 
and so Z ~ ~. Let z E Z. Obviously, z is adjacent o all the other vertices in G since 
G + is a clique. But then G -z  would be a counterexample to the CPC with a smaller 
number of vertices. 
Facts 1-5 have been shown and thus Proposition 1 and Theorem I are proved. 
Here we present another version of Theorem 1. 
Let us recall from the preliminaries that a vertex is trivial if it is adjacent to all the 
other ones. [] 
Theorem 1'. Let o9 be a fixed number, G be a counterexample for the CPC, og(G)= 09 
and let G have minimum number of vertices among such graphs. I f  G has no trivial 
vertices then G has the clique connectivity property. 
Theorem 1' can be proved similarly, by proving a 'Proposition 1' as for Theorem 1, 
only the proof of Fact 5 is slightly different. 
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Here we show an application of Theorem 1', promised in the Introduction. 
Fonlupt and Zemirline [13] proved. 
Theorem C. Let G be a diamond-free perfect graph. Then at least one o f  the fol- 
lowing statements is valid: 
- -  G is bipartite or the line graph o f  a bipartite graph. 
- -  G has a clique cutset. 
- -  G has a two-element vertex cutset. 
- -  There exists a vertex z in G s.t. G'~ is disconnected. 
Now we prove Theorem A, applying Theorem C and our Theorem 1'. 
Let us consider a graph G which is a counterexample to Theorem A with minimal 
number of vertices. Then 09(G)~<3, G is uniquely colorable, clique-pair-free and not 
a clique. Obviously, og(G)= 3. 
G is clique-pair-free, consequently diamond-free, thus we may apply Theorem C. 
By the results, mentioned in the Introduction, the first statement in Theorem C cannot 
be valid for G and it can be easily seen that for a minimal counterexample also the 
second and the third case is impossible. 
Consequently, the fourth statement is valid for G. In other words, for some clique 
Z of size 1 =og(G) -  2,G~ is disconnected! So we are at Theorem 1'. Obviously, 
G has no trivial vertices, so we may apply Theorem 1 t, for G. 
The disconnectivity of G~ found with the help of Theorem B contradicts Theorem 1 t. 
and proves Theorem A. 
If we deal with Berge graphs, instead of perfect graphs (which is the same if the 
SPGC is true), we obtain Theorem 1", the third version of Theorem 1 [3]. Before 
stating Theorem 1", we need some definitions. 
By a graph with a large rank we mean a graph G with r(G) >>. IV(G)I - o~(G) + 1. 
We construct a class c~o of graphs, for every fixed o~ ~> 3. 
Let ~,o be the class of all clique-pair-free Berge graphs G with z (G)= ~o(G), with 
a large rank and different from a clique. 
Theorem 1". Let G be in the class ~o~. Let 09 be the minimal index with fgo~¢O and 
let G have minimum number o f  vertices among the graphs in qqo~. Then G has the 
connectivity property. 
4. The conjecture is true for claw-free graphs 
As we have mentioned, the CPC is already proved for some not too small classes 
of perfect graphs. The line graphs of bipartite graphs were always 'exceptional'. Many 
of their properties are different from those of other perfect graphs. So is the class of 
claw-free perfect graphs, a class containing the former one. Anyway, from the point 
of view of CPC, they are not exceptional: the CPC is true for them. It will be proved 
in this section. 
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Given a graph G=(V,E) with at least one edge, the Gallai graph F(G) of G is 
a graph with E(G) as a vertex set and for e, f  in E(G), e and f are adjacent in F(G) 
iff they induce a P3 in G. 
A graph G is called elementary if its Gallai graph F(G) is bipartite. The two- 
coloration of the edges in G, made from the two-coloration of the vertices in F(G) is 
called an elementary coloration. 
Chv~ital and Sbihi introduced the notion of peculiar graphs [10]. A graph is called 
peculiar if it can be obtained as follows (see Fig. 2). 
Let K be a complete graph. We split the set of vertices in K into pairwise disjoint 
nonempty sets A1,A2,A3,B1,B2,B3. For each i ( i= 1,2,3), we remove at least one 
edge with one endpoint in Ai and the other endpoint in Bi+l (subscript 4 is interpreted 
here as 1). Finally, we add pairwise-disjoint onempty cliques K1,K2,K3, and for each 
i = 1,2,3, we join each vertex in Ki to all the vertices in K-  (AiUBi). Vertices from 
different Ki's will be nonadjacent. Fig. 2 shows the smallest peculiar graph. 
We will apply the following result. 
Theorem D (Chv~ital nd Sbihi [10, Theorem 2, p. 28]). Claw-free perfect graph has 
no clique cutset hen it is either elementary or peculiar. 
Theorem 2. The CPC is true for claw-free perfect graphs. 
Proof. It can be easily proved that a minimal counterexample for the CPC cannot 
have clique cutsets. (Minimal means here minimal with respect to induced subgraphs.) 
Thus, Theorem D can be applied, indirectly assuming that a claw-free counterexample 
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for the CPC exists, and taking a minimal one say G. Later, however, we shall not use 
the minimality of G. 
(a) First we deal with the case of elementary graphs. 
In fact, we shall prove the following statement: 
Proposition 2. I f  G is a uniquely colorable elementary graph then G is co-bipartite 
or z(G) ~<3. 
This will imply Theorem 2 for case (a) since the CPC is proved for co-bipartite 
graphs (see [21], e.g.) and, as Theorem A shows, also for graphs G with x(G)~<3 (we 
shall see that in the latter case Theorem A is not necessary). 
Proof of Proposition 2. 'Color classes of G' mean here always the color classes in 
the unique vertex coloration of G. 
Fact 7. Let B be the bipartite graph induced by two color classes of G. B is a 
chordless path or cycle. 
Proof. B is connected, because of the unique colorability of G. B cannot have vertices 
with degree at least 3, otherwise it would contain some claw. This implies Fact 7. [] 
Fact 8. Either all the color classes in G have the same size or, for some integer k, 
the sizes are k and k + 1. 
Proof. The even cycles and the even paths have two color classes of equal size and 
the path on 2k + 1 vertices has a color class of size k and another one of size k + 1. 
Thus, Fact 7 implies Fact 8. [] 
Fact 9. We obtain an elementary 2-coloration of the edges of a chordless cycle or 
path only by alternately coloring its edges. [] 
Let an elementary coloration of G be given with red and green. 
A triangle T with edges e, f and g is called homogeneous if e , f  and g have the 
same color and inhomogeneous otherwise. In the latter case, one of the two colors 
occur exactly once. The edge, colored by this color, will be called the main edge of T. 
Fact 10. Let L be the graph, induced by any three color classes D1,192 and D3 in 
G, T be an inhomogeneous triangle of L, let e be the main edge of T and let us call 
the color classes, containing the endpoints of e by D1 and D3. Then either the graph 
induced by D1 tO D3 is a path P and e contains an endpoint of P - -  or all the color 
classes of L have at most two points. 
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Proof. Let us suppose, by way of contradiction, that Fact 10 is not true. Then, not 
all the color classes have at most two points and, clearly, the graph induced by 
Dl U D3 contains two edges f and 9, having common end points with e. The end- 
points of e will be x E D3 and y E DI, f - -wx ,  9 = yz, the third vertex of T will 
be t. Let the color of e be green, thus the color of the two other edges in T is red 
(see Fig. 3). 
wt and tz are edges, because we have an elementary coloration. They are green, 
because of Fact 9. 
By the properties of the edge coloration, wz is an edge. 
The vertices x,y,z,w induce a Ca in G[D1 U D3; consequently, GID1 U D3 is iso- 
morphic to C4. So lOll---2 and IDa I - -2.  By Fact 8, [D21~<3. 
It can be easily seen that in this case all the color classes have at most two points. 
Fact 10 is proved. [] 
Lemma 2. In the subgraph L above, for any two color classes C and D, there exist 
at most two inhomogeneous triangles with the main edge in C U D. 
Proof. If all color classes have at most two points, it is easy to prove Lemma 2. 
If any main edge in C U D exists, C U D induces a path, by Fact 10. This path 
has two 'end-edges' and only these two edges are the candidates to be a main edge, 
repeatedly by Fact 10. For a given edge e, at most one triangle exists with main 
edge e - -  because the degree of the vertices in the graph induced by C U D is at most 
two. [] 
Fact 11. In L above, for color class sizes k + 1,k + 1,k, we have k~<2; for sizes 
k + 1, k, k, we have k <~ 3 and for sizes k, k, k we have k <~ 4. 
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Proof. G is uniquely colorable, thus so is L. L is perfect; consequently we may apply 
the following result [12]: 
Theorem E. A perfect graph G is uniquely colorable if and only if 
r(G) = I V(G)I - og(G) + 1. 
The number of triangles in L is at least r(L). 
Let us enumerate now the triangles of L in another way. Let C be a color class of 
size k, let the other two classes be Dl and D2. Let us pick any vertex c in C. How 
many triangles can contain c? 
If for a triangle cdld2, the edges cdl and cd2 have the same color then we call it 
a triangle of Type 1 and of Type 2 otherwise. 
By Facts 7 and 9, c is the endpoint of at most 2 red edges and of at most 2 green 
edges. 
Thus, c can be contained in at most two triangles of Type 1. 
Given a red edge e = cd, with d in DI, at most one triangle of type 2 can contain e 
since there is at most one green edge from c to D2. Consequently, c can be contained 
in at most two triangles of type 2. 
Now let c E C be a vertex contained in at least 3 triangles. Then either C has 
(i) two triangles of type 2 and at least one of type 1 or 
(ii) two of type 1 and at least one of type 2. 
Let us make the proof for case (i). Let rj (gj) be the vertices in Dj joined to c by 
a red (green) edge ( j=  1,2). crlg2 and cr2gl will be the two triangles of type 2. But, 
because of the properties of the edge coloration, rlr2 and 9192 are edges. Consequently, 
rlg2r2gl induces a Ca, k is at most 2 and we are done. Furthermore, we have obtained 
that all the vertices in C are contained in at most three triangles. 
So we may suppose Case (ii). The notation of the vertices can be the same as 
above, crlr2 and Cglg 2 are the two triangles of Type 1. It can be easily seen that if 
both triangles are homogeneous or both of them are inhomogeneous then no triangle 
of Type 2 exists for c. 
Thus, we may suppose, e.g., that rlr2 and gig2 are red. Here, gig2 is the main 
edge of triangle cglg2 and is in the subgraph GID~ U 1)2. Consequently, we have 
obtained that for all the vertices c in C, contained in 3 triangles, there exists some 
main edge in the subgraph G[D1 td 192, inducing a triangle with c. Clearly, given a 
main edge, it cannot be good for more than one c. Furthermore, from Fact 10, at 
most two such main edges may exist in D1 tA/92. This implies that at most two 
vertices of C can be contained in three triangles. Denoting the number of such ver- 
tices by y and the number of the other vertices by fl, we have 7 ~< 2, fl + 7---k and 
2fl + 37 ~>r(L). 
By Theorem E, the latter value is 3k, 3k - 1 and 3k - 2, respectively, according to 
the three cases in Fact 11. This implies the upper bound for all the three cases and 
Fact 11 is proved. [] 
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Fact 12. There is no uniquely colorable elementary graph L with color class sizes 
4,4,4 or 3,3,3 or 3,2,2,2. Furthermore, the only such graph with sizes 4,3,3 is the 
graph Go in Fig. 4 and the only such graph with sizes 3,2,2 is the graph Gl in 
Fig. 5. 
The proof is left to the reader since it is easy using Facts 7 and 9. 
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We return to the proof of Proposition 2. 
If all the color classes are of size at most 2 then Proposition 2 is valid. The reason 
is that, if such a graph was not co-bipartite, by its perfectness it would contain some 
empty triangle, consequently an induced subgraph, isomorphic to the graph L1 (see 
Fig. 6). F(L1) is C9, thus neither L1 nor G are elementary. 
Now, let us consider some counterexample for Proposition 2. 
This is a graph G with z(G)~>4, and, by Fact 11, all of its color classes have sizes at 
most 4. For g(G)>/5, there exist three color classes of the same size. As we have seen 
above, the existence of some color class greater than 2 can be assumed. By Fact 12, 
this is impossible. 
So x(G) is exactly four and the sizes are 4,4,3,3 or 3,3,2,2. The first version can be 
excluded because of the subgraph with sizes 4, 4, 3 by Fact 11 and the second version 
is left to the reader. 
We have proved Proposition 2 and thus also Theorem 2 for case (a). 
Remark. For g(G) = 3, an elementary proof of Theorem 2 is possible in Case (a). The 
existence of some inhomogeneous triangle implies that we have a diamond (which is 
a clique-pair in the graph). 
(b) Now we prove Theorem 2 for the case of peculiar graphs. First we reduce 
the problem to special peculiar graphs. It can be easily seen that if some peculiar 
counterexample exists, then also we have one in which all the three cliques consist of 
one vertex, say xi. 
Let us consider now such a special peculiar graph G. We show the CPC for G 
in such a way that either we find a clique-pair in G or we construct wo different 
minimum colorations of G. 
Let N~ be the graph induced by the vertex set Ai UBi+l in G. (i = 1,2,3, interpreting 
the indices always modulo 3.) N will be the graph induced by U V(Ni). Two cases 
are possible: 
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Subcase 1: z (G)=x(N ). Now we prove Theorem 2 for this subcase of Case (b). 
First, let us suppose, the graph Nl, e.g., contains a clique-pair P. Obviously, co(N)= 
co(N1 ) + co(N2) + co(N3 ). 
Thus, taking any maximum cliques Q2, Q3 of N2 and N3, respectively, P U Q2 to Q3 
is a clique-pair in G because we are in Subcase 1. So we are done if Nl (or N2 or 
/73) contains ome clique-pair. 
As we have mentioned above, the CPC is true for co-bipartite graphs. The graphs N,- 
are co-bipartite graphs. Thus, the CPC is true for the graphs Ni. They are not cliques 
and, as we have seen, we may assume they have no clique-pairs. Consequently, the 
graphs Ni have more than one (minimum) coloration. 
Let us consider a minimum coloration c~ of/71, e.g., different from the coloration 
obtained by restricting the (unique) coloration of G (the 'inherited' coloration). We 
state that this coloration can be extended to a coloration of the whole graph G. 
We are in Subcase 1, thus in the coloration of G, all the three vertices Xl,X2,X3 
are colored with a color used also in N. Thus, the following statement can be easily 
proved. 
Fact 13. For i = 1,2, 3, Ai contains a one-element color class in the coloration of Ni 
inherited from G or Bi contains a one-element color class in the inherited coloration 
of Ni-1. 
Fact 13 implies 
Fact 14. For i :  1,2,3, Ai contains a one-element color class in any minimum col- 
oration of Ni or B i contains a one-element color class in any minimum coloration 
of s,_l. 
Proof. If, e.g., Ai does not contain any one-element color class in some minimum 
coloration of Ni then z(Ni) = IBi+ll and Ai cannot contain any one-element color class 
in any minimum coloration of N~, namely in the inherited coloration which contradicts 
Fact 13. [] 
Now we construct a minimum coloration of G from the coloration cg of N1 given 
above, which will be an extension of ~. 
In c~, we use the same colors, as in the original coloration. These were different 
from the colors used in N2 and N3 because any vertex in N1 is adjacent to any vertex 
in N2 and N3. Thus, coloring N2 and N3 in the same manner as former we get a good 
coloration of the graph N. 
Only xl,x2 and x3 have to be colored. By Fact 14, for all these three vertices, we 
find some vertex Yi in N s.t., coloring xi with the color of Yi, we get a good minimum 
coloration of G. 
We have obtained an extension of cg and this is different from the original coloration 
of G and thus we have proved the CPC for Subcase 1. 
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Subcase 2: z(G)>z(N).  Let us suppose first that in the (unique) minimum coloration 
of G, for some i = 1,2 or 3, Ni has got more than z(Ni) colors. We may assume that 
this is N1. We say that xj is matched to N,. if its color is used also in Nz-. 
Let us change the coloration in such a way that we color N1 with z(N1 ) colors and 
we color those vertices from Xl,X2,X3 which are matched to N~, with a color, different 
from the color of all other vertices. 
Thus, we obtain a good minimum coloration of G, different from the original one. 
We are ready, assuming that we are in Subcase 2 and furthermore, for some i, N,. 
gets more than z(Ni) colors. 
So we may assume all the three Ni's get ;t(Ni) colors. We are in Subcase 2, conse- 
quently there exists some xj which gets a color different from all the colors in N. Let 
w be any vertex in Aj tJ Bj. Since wxj is not an edge so, changing the color of w to 
the color of xj, we obtain a good minimum coloration, different from the original one. 
We have achieved the proof also for Subcase 2 of Case (b) and thus we have proved 
Theorem 2. 
Remark. In fact, for Subcase 2 we have proved that G always has more than one 
coloration. 
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