We outline a method for distributed Monte Carlo optimisation of computational problems in networks of agents, such as peer-to-peer networks of computers. The optimisation and messaging procedures are inspired by gossip protocols and epidemic data dissemination, and are decentralised, i.e. no central overseer is required. In the outlined method, each agent follows simple local rules and seeks for better solutions to the optimisation problem by Monte Carlo trials, as well as by querying other agents in its local neighbourhood. With proper network topology, good solutions spread rapidly through the network for further improvement. Furthermore, the system retains its functionality even in realistic settings where agents are randomly switched on and off.
INTRODUCTION
Currently, there is a lot of interest for developing approaches to utilise the computational power of networks of computers. The idle processor capability of computers connected to the Internet has been utilised to carry out tasks such as discovering Mersenne prime numbers [1] , analysing radio-telescope data in the Search for Extraterrestrial Intelligence [2] and calculating protein folding [3] . These methods usually depend on centralised scheduling and task allocation solutions; often, the analysis task is divided into subtasks, which may be processed by single computers, such as chunks of radiotelescope data in the SETI@home project [2] . Recently, there has been interest in developing novel methods and protocols for decentralised computation on peer-to-peer networks (see, e.g., Ref. [4] ), so that no central scheduler or task overseer is required.
On the other hand, there has recently been much advance in understanding the properties of complex networks, such as social and biological networks as well as the Internet [5, 6, 7, 8] . Many natural and man-made networks display the "small-world" property, i.e. the average distance between network elements along the links of the network is short, even in the case of very large networks and sparse connectivities. Because of this, spreading of e.g. information, rumours, and viruses is rapid on such networks. In addition, the broad connectivity distributions of many networks, well approximated by power laws, make them resilient to random damage [9] or unavailability of elements for communication (e.g. server crashes). These properties have inspired novel methods for information dissemination (see, e.g., Refs. [11, 12] ), where messages spread like benign epidemics through local interactions in networks such as peer-to-peer networks of computers.
Here, we combine elements of the above lines of thinking and sketch a method for decentralised Monte Carlo optimisation in a network of agents; these agents may represent, e.g., member computers of a peer-to-peer network. The method is especially designed for such optimisation problems where there is no evident way of dividing the problem into subtasks. The idea is loosely based on how human beings solve problems in a social network, and has some conceptual similarities with the Particle Swarm Optimiser [13] . In the outlined method, each network element seeks for better solution(s) to the optimisation problem using Monte Carlo trials, as well as by querying its local neighbourhood for better solutions. We also discuss messaging related to scheduling, i.e. optimisation task initiation, propagation of tasks and task termination, and show simulation results utilising an example Travelling Salesman problem as the optimisation task. Furthermore, we illustrate the effect of unavailability and congestion of agents on convergence time, and show the available computational power of the network is effectively utilised without a central scheduler even with the simplest type of "gossip messaging".
METHOD OUTLINE The Monte Carlo procedure
We define the optimisation problem which the agents are trying to solve loosely as follows: given a rule which calculates the value of a function F(x) from x = x i , together with possible constraints on x i , find the values of x i which minimise F(x). The agents seek for solutions iteratively, following the common Monte Carlo approach which in its simplest form goes as follows: at the beginning of the iteration, each agent picks random values for the x i . Then, at every iteration step, the agents vary some of the values randomly, taking the constraints into account. If the resulting value of F(x trial ) is lower, the new solution is accepted. If the value is higher, the original solution x orig is retained, or replaced by the new solution with some probability, which may depend on ∆F = F x trial − F x orig , on time t, and a temperature-like quantity T (t), such as used in simulated annealing. The above random trial procedure is then repeated.
In addition to attempting to improve the solution by Monte Carlo trials, each agent may utilise solutions in possession of agents in its nearest neighbourhood in the network. Each agent periodically communicates with its nearest neighbours, querying for better solutions for the optimisation task at hand. If a better solution is found, then with some probability p(t) the agent replaces its previous solution with the better one. Alternatively, to avoid premature convergence on local minima, each agent may process a pool of solutions, so that only the worst solution(s) in the pool are replaced by better ones available at the agent's neighbourhood.
This procedure is illustrated schematically in Fig. 1 . To summarise, each agent 1. tries to improve its solution(s) using random trials, and 2. utilises information available in its local neighbourhood by adopting the best available solution(s). 
Network topology
The rules described above result in good solutions spreading in the network in an "epidemic" fashion, and set requirements for the topology of the network connectivity. The main requirement is a short average distance between agents along the network links, guaranteeing that most of the network elements are reached in a short time by solutions spreading through nearest-neighbour communication. In addition, robustness to element failure is crucial, especially if we envision using this method in real-world peer-to-peer networks of computers, where computers may sometimes be unavailable (e.g., when not having idle processing capacity).
Both of these requirements are met by the most common kinds of scale-free networks, for example networks generated by the Barabási-Albert-algorithm [10, 9] . However, in the spirit of "local-rules-only", we require that the scale-freeness of the network emerges from growth processes where only local information is utilised [14, 15] ; for large-scale networks, this requirement is rather necessary, if the system is to be built without central overseers. An easy way is to use the method presented in Ref. [15] , and define the following rules for agents joining the network: This procedure is illustrated in Fig. 2 . Networks grown with the above rules are (asymptotically) scale-free, with degree exponent γ = 3 and average number of nearest neighbours per vertex k = 2m. However, for practical purposes it might be reasonable to modify the above algorithm to limit the maximum number k max of nearest neighbours per agent, as the communication load might otherwise become too high for some agents. This can be simply incorporated to step 2, so that only links to agents which can still take additional neighbours are allowed. Naturally, this results in deviations from the scalefree distribution; however, as long as k max k the robustness requirement should still be fulfilled to a reasonable extent. 
Scheduling: task initiation and termination
As we require that the system is decentralised, the optimisation tasks to be processed by the network, identified by task IDs, should be allowed to originate at any member agent. This task originator should also have the power to terminate the task. For communicating the tasks and termination messages across the network, an epidemic-style or gossiping protocol (see, e.g., Ref. [16, 17] ) can be utilised. In principle, this is similar to the spreading of good solutions: each agent forwards the task initiation/termination messages it receives to its neighbours (or a subset of those), until some criteria is met (e.g., a large enough number of neighbours have already received the message).
In the very simplest "flooding" variant of epidemic-style messaging, each network element which is capable of handling additional tasks periodically queries its nearest neighbours for new tasks. If such exist, it then copies the tasks together with their current best solutions and starts working on these. Now, any agent wishing to initiate a task simply defines the task and starts the iteration -as the task is new, it is then picked up by the agent's neighbours. In this manner, the optimisation tasks quickly spread throughout the network. Task termination can be realised in a similar way: every computational element periodically queries for task termination messages within its nearest neighbourhood. If the task originator wishes to terminate the task, it can simply display a task termination message with the proper task ID. Starting from its local neighbours, this message then spreads through the network. Elements receiving the message terminate the corresponding tasks, if any, and pass on the message.
When the network-wide optimisation reaches a minimum which no longer is improved by the Monte Carlo method or is improved only very slowly, every element will (after a while) be processing the same solution. This provides one possible way for the task originator to decide when to terminate the task. When the originator's own best solution is no longer improved or is improved only slowly, the task can be terminated, and the final solution is already in possession of the originator.
SIMULATION RESULTS
To verify that the optimisation method works, we have implemented the networked optimisation system on a single computer. We have used networks generated with the local-rules algorithm presented above, with N = 500 agents having an average number of nearest neighbours k = 6, and the maximum number of allowed nearest neighbours k max = 25. As the toy optimisation problem to be solved, we have used a small geographical Travelling Salesman problem with 51 cities (eil51 from the TSP Library [18] ), with known shortest tour length L = 426. Our aim here is merely to illustrate the proposed method; hence we have kept the mechanism simple and not tried to obtain optimal results (i.e. to reach the global minimum). In the simulations, each agent is working on a single solution per task and if a better solution exists in its neighbourhood, it always replaces the current solution. Multiple simultaneous optimisation tasks are allowed to circulate in the network, such that all agents can handle several tasks, up till a predefined maximum number. Although all of these tasks consist of optimising the same eil51 problem, they are handled separately and no solutions are exchanged between tasks.
Here, the candidate solutions processed by the agents are coded as sequences of cities in the tour. The optimisation tasks are started by randomly selected originators, using a random tour, i.e. a random permutation of city indices, as the initial solution. The originators are only allowed to initiate tasks if they themselves are currently processing less tasks than a maximum predefined number; otherwise new tasks are held in queue; likewise, neighbour agents are only allowed to adopt new tasks if they have spare capacity left. The total number of tasks being processed and waiting in queue is kept constant.
The random Monte Carlo trials performed by the agents in order to improve their solutions are i) switching the location of two cities in the tour sequence, ii) switching a part of the tour sequence with another, or iii) reversing a part of the tour sequence. A trial sequence with a shorter tour length always replaces an agent's previous solution sequence.
The simulations are done with discrete time steps, such that at every time step, each agent performs N t of the above Monte Carlo trials, evenly distributed among the tasks it is currently processing. Hence, all agents have the same "processing power" of N t trials per time step. In addition, each agent queries its neighbours for tasks, termination messages and better solutions once in P = 5 −15 simulation time steps, where the values for P are randomly drawn for each agent. Agents are handled in random sequential order.
First, we illustrate the time-line of two optimisation runs in Figure 3 . In both runs, the network was working on a single optimisation task which was initiated at t = 0. The agents were limited to processing one Monte Carlo trial per time step (N t = 1). The upper panel depicts development of the tour length of the task originator's solution and the lower panel the number of agents participating in processing the task as a function of time. The dash-dotted line in the upper panel illustrates the known optimal tour length. The dotted lines, displayed for reference, indicate development of solutions optimised by a single agent with processing power equal to one networked agent, N t = 1 (upper line), and the whole network, N t = 500 (lower line), averaged over 100 runs. In the optimisation run represented by the solid lines, every agent was constantly available for task processing and messaging. On the contrary, the dashed lines indicate a case where agents randomly disappeared from the network for 30 time steps, so that on the average only ∼ 300 agents were present. In both cases, one can see that the task spreads around the network quickly (lower panel), as does the task termination message. Here, the task termination criterium used by the task originator was simply to terminate the task if no improvement was made to its solution during the last 100 rounds. As expected, the convergence of the networked system is slower than that of a single reference agent endowed with processing power equal to that of the whole system due to communication latency. However, this is rarely to be avoided in any realistic settings. Comparing the two runs, one also sees that the convergence is slower by ∼ 30% in the run where on the average ∼ 60% of the agents were available; however, the system can still be viewed as relatively robust as the task is still accomplished within a reasonable time. Figure 4 illustrates the intrinsic scheduling capability of the system. In this case, the number of simultaneous tasks circulating in the network was kept at five. Every agent FIGURE 4 . Part of the time-line of an optimisation run, where the number of tasks processed by single agents was limited to three, and where the number of simultaneous tasks in the network was constantly kept at five. Agents were randomly removed from the network, so that the average fraction of operational agents was ∼ 85 percent. Various symbols denote the number of agents processing particular tasks, each symbol corresponding to a unique task ID, demonstrating the automatic scheduling capability of the network. As soon as a task is terminated (the number of agents processing it decreases, as termination messages are received), other tasks quickly take up the spare capacity and the number of agents processing them increases.
was endowed with a processing power of N t = 10 Monte Carlo trials per simulation round. In addition, the maximum number of tasks each agent was allowed to adopt was limited to three. Agents were randomly removed for 30 rounds with probability p = 0.01 per round, so that on the average ∼ 85 percent of the agents were operational. The symbols represent one task each, indicating the number of agents working on that particular task. One can clearly see that as soon as a task is terminated by the originator and the number of agents processing it decreases towards zero, other tasks take up the spare capacity, and the number of agents working on them increases. Thus, besides the short periods between tasks, each agent is working on a maximum number of tasks it can handle.
Finally, Figure 5 displays the average processing times per task of the same system, averaged over completion of 100 tasks, as a function of the number of tasks circulating in the system. The task termination criterium was again to terminate if there was no improvement during the last 100 rounds. As expected, the convergence slows down as the number of tasks is increased. However, the increase in processing time appears only linear in this particular case.
SUMMARY
We have outlined a method which allows distributed Monte Carlo optimisation in networks of agents, such as peer-to-peer networks of computational elements. The method is decentralised, so that generating the network and running optimisation tasks rely only on communication between nearest neighbours. No central overseer or scheduler is required. However, although only nearest neighbours are directly visible to any member of the network, the optimisation process efficiently utilises the collective capacity of the networked system. In addition, with a proper network topology, the system can be made relatively robust against random absence of agents as well as congestion.
