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NUMERICAL SIMULATION OF 2.5-SET OF MULTIPLE STRATONOVICH
STOCHASTIC INTEGRALS OF MULTIPLICITIES 1 TO 5
DMITRIY F. KUZNETSOV
Abstract. In this article we construct effective procedures of mean-square approximation
of multiple Stratonovich stochastic integrals of multiplicities 1-5, based on multiple Fourier-
Legendre series. The results of the article can be used for realizations of numerical methods
with order of strong convergence 2.5 for Ito stochastic differential equations with multidi-
mensional non-additive noise.
1. Introduction
Хорошо известно [1]-[5], что численное интегрирование стохастических дифференциальных
уравнений (СДУ) Ито, исходя из сильного критерия сходимости приближений [1], широко при-
меняется при численном моделировании выборочных траектории решений СДУ (что необходимо
при построении новых математических моделей на основе данных уравнений), численном реше-
нии задачи фильтрации сигнала на фоне случайной помехи в различных постановках (линейная
фильтрация Калмана-Бьюси, нелинейная оптимальная фильтрация, фильтрация марковской
цепи с непрерывным временем и конечным пространством состояний и т.д.), задачи стохасти-
ческого оптимального управления (в том числе по неполным данным), задачи тестирования
процедур оценивания параметров стохастических систем и некоторых других задач.
В настоящей статье применяется перспективный подход [1], [2], [6]-[8] к численному интег-
рированию СДУ Ито, основанный на стохастическом аналоге формулы Тейлора (разложении
Тейлора-Стратоновича) [1], [9], [10] для решений СДУ Ито. Этот подход подразумевает конеч-
ную дискретизацию временнo´й переменной и численное моделирование решения СДУ Ито в
дискретные моменты времени с помощью указанного стохастического аналога формулы Тейло-
ра.
В ряде работ [1], [2], [6], [7] содержатся численные схемы с порядами сильной сходимости 1.5,
2.0 и 2.5 для СДУ Ито, однако без эффективных процедур среднеквадратической аппроксима-
ции, входящих в них, повторных стохастических интегралов (ПСИ) для случая многомерного
неаддитивного шума.
В настоящей работе особое внимание уделяется заполнению указанного пробела, т.е. методам
численного моделирования ПСИ Стратоновича кратностей 1–5, входящих в раccматриваемый
численный метод. Также поясняются достоинства и недостатки применения унифицированно-
го разложения Тейлора-Стратоновича [10] к постороению численных методов для СДУ Ито в
сравнении с его аналогом — унифицированным разложением Тейлора-Ито [11].
В статье применяется, так называемое, унифицированное разложение Тейлора–Стратоновича
[10], позволяющее (в отличии от своего классического аналога [9]) использовать минимальную
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совокупность ПСИ Стратоновича, что является упрощающим фактором на стадии реализа-
ции численного метода. Для аппроксимации ПСИ Стратоновича, входящих в рассматривае-
мую численную схему с порядком сильной сходимости 2.5, используется метод кратных рядов
Фурье-Лежандра, рассмотренный в ряде работ автора [8], [12]-[15]. Важно отметить, что указан-
ный метод кратных рядов Фурье не приводит к дроблению промежутка интегрирования [t, T ]
упомянутых ПСИ Стратоновича, который представляет собой шаг интегрирования численных
методов для СДУ Ито и поэтому является уже достаточно малой величиной без дополнитель-
ного дробления.
Ряд численных экспериментов показывает [8], что применение методов численного модели-
рования ПСИ (в которых применяется дробление промежутка [t, T ]) приводит к неприемлемо
большим вычислительным затратам и накоплению ошибок вычислений.
Пусть задано фиксированное вероятностное пространство (Ω, F, P), неубывающая совокуп-
ность σ-алгебр {Ft, t ∈ [0, T ]} на нем и Ft-измеримый при всех t ∈ [0, T ] m-мерный стандартный
винеровский процесс f t с независимыми компонентами f
(i)
t ; i = 1, . . . ,m.
Рассмотрим СДУ Ито в интегральной форме:
(1) xt = x0 +
t∫
0
a(xτ , τ)dτ +
t∫
0
B(xτ , τ)dfτ , x0 = x(0, ω),
где xτ ∈ ℜn — случайный процесс, являющийся сильным решением уравнения (1); второй инте-
грал в правой части (1) понимается как стохастический интеграл Ито [16]; a : ℜn× [0, T ]→ ℜn,
B : ℜn × [0, T ] → ℜn×m — функции, для которых существует правая часть (1) и которые удо-
влетворяют стандартным условиям существования и единственности сильного решения xt ∈ ℜn
уравнения (1) [16]; x0 и ft − f0 (t > 0) предполагаются независимыми, причем x0 ∈ ℜn — F0-
измеримая случайная величина, для которой M{|x0|2} < ∞; M — оператор математического
ожидания.
2. Явная одношаговая численная схема с порядком сильной сходимости 2.5,
основанная на унифицированном разложении Тейлора–Стратоновича
Дадим определение сильной сходимости численного метода для СДУ Ито [1], [7].
Рассмотрим разбиение {τp}Np=0 промежутка [0, T ] с рангом дробления ∆N такое, что 0 =
τ0 < τ1 < . . . < τN = T. Через yτp
def
= yp; p = 0, 1, . . . , N обозначим дискретную аппроксимацию
процесса xt, t ∈ [0, T ] (решение СДУ Ито (1)), соответствующуюмаксимальному шагу дискрети-
зации ∆N .
Определение 1 [1], [7]. Будем говорить, что дискретная аппроксимация (численный ме-
тод) yp; p = 0, 1, . . . , N, соответствующая максимальному шагу дискретизации ∆N , сходится
сильно с порядком γ > 0 к процессу xt, t ∈ [0, T ], если существуют постоянная C > 0, которая
не зависит от ∆N и p (p = 0, 1, . . . , N), а также число δ > 0 такие, что
(2) M{|xp − yp|} ≤ C(∆N )γ (p = 0, 1, . . . , N)
для всех ∆N ∈ (0, δ).
В (2) мы положили: xτp
def
= xp; p = 0, 1, . . . , N.
В ряде публикаций [2], [6] авторы рассматривают вместо сильной сходимости среднеквадра-
тическую сходимость, которая в силу неравенства Ляпунова влечет сильную сходимость.
Достаточно нетривиален вопрос, какие ПСИ (Ито или Стратоновича) целесообразно приме-
нять для численного моделирования решений СДУ Ито. В разд. 3 настоящей статьи приведен
ряд теорем, сформулированных и доказанных автором в [8], [12]-[15], которые демонстририруют,
что аппроксимации ПСИ Стратоновича (в рамках метода кратных рядов Фурье-Лежандра [8],
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[12]-[15]) существенно проще, чем соответствующие аппроксимации ПСИ Ито. Однако, процеду-
ра оценки среднеквадратической погрешности аппроксимации наоборот оказывается проще для
ПСИ Ито, нежели для ПСИ Стратоновича.
Рассмотрим явную одношаговую численную схему для СДУ Ито, основанную на унифици-
рованном разложении Тейлора–Стратоновича [10] и имеющую при стандартных условиях [1]
порядок сильной сходимости равный 2.5:
yp+1 = yp +
m∑
i1=1
Bi1I
∗(i1)
(0)τp+1,τp
+∆a¯+
m∑
i1,i2=1
Gi2Bi1I
∗(i2i1)q
(00)τp+1,τp
+
+
m∑
i1=1
(
Gi1 a¯
(
∆I
∗(i1)
(0)τp+1,τp
+ I
∗(i1)
(1)τp+1,τp
)
− L¯Bi1I∗(i1)(1)τp+1,τp
)
+
+
m∑
i1,i2,i3=1
Gi3Gi2Bi1I
∗(i3i2i1)q
(000)τp+1,τp
+
∆2
2
L¯a¯+
∆3
6
LLa+
+
m∑
i1,i2=1
(
Gi2 L¯Bi1
(
I
∗(i2i1)q
(10)τp+1,τp
− I∗(i2i1)q(01)τp+1,τp
)
− L¯Gi2Bi1I∗(i2i1)q(10)τp+1,τp+
+Gi2Gi1 a¯
(
I
∗(i2i1)q
(01)τp+1,τp
+∆I
∗(i2i1)q
(00)τp+1,τp
))
+
+
m∑
i1,i2,i3,i4=1
Gi4Gi3Gi2Bi1I
∗(i4i3i2i1)q
(0000)τp+1,τp
+
+
m∑
i1=1
(
Gi1 L¯a¯
(
1
2
I
∗(i1)
(2)τp+1,τp
+∆I
∗(i1)
(1)τp+1,τp
+
∆2
2
I
∗(i1)
(0)τp+1,τp
)
+
+
1
2
L¯L¯Bi1I
∗(i1)
(2)τp+1,τp
− LGi1 a¯
(
I
∗(i1)
(2)τp+1,τp
+∆I
∗(i1)
(1)τp+1,τp
))
+
+
m∑
i1,i2,i3=1
(
Gi3 L¯Gi2Bi1
(
I
∗(i3i2i1)q
(100)τp+1,τp
− I∗(i3i2i1)q(010)τp+1,τp
)
+
+Gi3Gi2 L¯Bi1
(
I
∗(i3i2i1)q
(010)τp+1,τp
− I∗(i3i2i1)q(001)τp+1,τp
)
+
+Gi3Gi2Gi1 a¯
(
∆I
∗(i3i2i1)q
(000)τp+1,τp
+ I
∗(i3i2i1)q
(001)τp+1,τp
)
−
−L¯Gi3Gi2Bi1I∗(i3i2i1)q(100)τp+1,τp
)
+
(3) +
m∑
i1,i2,i3,i4,i5=1
Gi5Gi4Gi3Gi2Bi1I
∗(i5i4i3i2i1)q
(00000)τp+1,τp
,
где ∆ = T/N (N > 1) — постоянный шаг интегрирования; τp = p∆ (p = 0, 1, . . . , N); I
∗(i1...ik)q
(l1...lk)s,t
—
аппроксимация ПСИ Стратоновича вида:
(4) I
∗(i1...ik)
(l1...lk)s,t
=
∗∫
t
s
(t− τk)lk . . .
∗∫
t
τ2
(t− τ1)l1df (i1)τ1 . . . df (ik)τk ;
a¯(x, t) = a(x, t) − 1
2
m∑
j=1
GjBj(x, t);
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L¯ = L− 1
2
m∑
j=1
GjGj ;
L =
∂
∂t
+
n∑
i=1
ai(x, t)
∂
∂xi
+
1
2
m∑
j=1
n∑
l,i=1
Blj(x, t)Bij(x, t)
∂2
∂xl∂xi
;
Gi =
n∑
j=1
Bji(x, t)
∂
∂xj
(x, t); i = 1, . . . ,m;
l1, . . . , lk = 0, 1, 2; i1, . . . , ik = 1, . . . ,m; k = 1, 2, . . . , 5; Bi – i-й столбец, а Bij — ij-й элемент
матричной функции B соответственно; ai — i-й элемент векторной функции a, а xi — i-й эле-
мент столбца x; столбцы Bi1 , a¯, Gi2Bi1 , Gi1 a¯, L¯Bi1 , Gi3Gi2Bi1 , L¯a¯, LLa, Gi2 L¯Bi1 , L¯Gi2Bi1 ,
Gi2Gi1 a¯, Gi4Gi3Gi2Bi1 , Gi1 L¯a¯, L¯L¯Bi1 , L¯Gi1 a¯, Gi3 L¯Gi2Bi1 , Gi3Gi2 L¯Bi1 , Gi3Gi2Gi1 a¯, L¯Gi3Gi2Bi1 ,
Gi5Gi4Gi3Gi2Bi1 вычислены в точке (yp, p).
Хорошо мзвестно [1], что при стандартных условиях численная схема (3) имеет порядок силь-
ной сходимости 2.5. Отметим здесь лишь условие, которому должны удовлетаорять аппрокси-
мации ПСИ Стратоновича, входящие в численную схему (3):
(5) M
{(
I
∗(i1...ik)
(l1...lk)τp+1,τp
− I∗(i1...ik)q(l1...lk)τp+1,τp
)2}
≤ C∆6,
где I
∗(i1...ik)q
(l1...lk)τp+1,τp
— аппроксимация ПСИ I
∗(i1...ik)
(l1...lk)τp+1,τp
, а постоянная C не зависит от ∆.
На основе численной схемы (3) можно строить ее неявные или многошаговые аналоги [1], [2],
[6], [7]. При этом набор ПСИ Стратоновича, необходимый для реализации указанных численных
методов, будет таким же как и для численной схемы (3).
Отметим, что усеченное унифицированое разложение Тейлора–Стратоновича (на основе ко-
торого построена численная схема (3)) [10] содержит 12 различных типов ПСИ Стратонови-
ча, которые не могут быть связаны линейными соотношениями [10]. Аналогичное класическое
разложение Тейлора–Стратоновича [1], [9] содержит уже 17 различных типов ПСИ Стратоно-
вича, часть из которых связаны друг с другом линейными соотношениями и часть из которых
имеют большую кратность нежели ПСИ Стратоновича из (3). Данное обстоятельство обуслав-
ливает мотивацию применения численной схемы (3) на основе унифицированого разложения
Тейлора–Стратоновича [10].
Основной проблемой на стадии численной реализации численной схемы (3) является проблема
совместного численного моделирования ПСИ Стратоновича, входящих в (3).
В следующем разделе рассмотрим эффективный метод численного моделирования ПСИСтра-
тоновича.
3. Теоремы о разложениях и оценке среднеквадратической погрешности
аппроксимации ПСИ Стратоновича и Ито
В настоящем разделе приведен формулировки теорем о разложениях и оценке среднеквадра-
тической погрешности аппроксимации ПСИ Стратоновича и Ито методом кратных рядов Фурье-
Лежандра и тригонометрических рядов Фурье, сформулированных и доказанных автором в [8],
[12]-[15].
Введем в рассмотрение следующие ПСИ Стратоновича и Ито
(6) J∗[ψ(k)]T,t =
∗T∫
t
ψk(tk) . . .
∗t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk
,
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(7) J [ψ(k)]T,t =
T∫
t
ψk(tk) . . .
t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk
,
где ψl(τ) (l = 1, . . . , k) — непрерывные на промежутке [t, T ] функции; wτ — случайный вектор с
m+ 1 компонентой вида: w
(i)
τ = f
(i)
τ при i = 1, . . . ,m и w
(0)
τ = τ ; величины i1, . . . , ik принимают
значения 0, 1, . . . ,m; f
(i)
τ (i = 1, . . . ,m) — независимые стандартные винеровские процессы; k —
кратность ПСИ;
∗∫
и
∫
— стохастические интегралы Стратоновича и Ито соответственно.
Введем в рассмотрение следующую функцию
K(t1, . . . , tk) =
{
ψ1(t1) . . . ψk(tk), t1 < . . . < tk
0, иначе
; t1, . . . , tk ∈ [t, T ]; k ≥ 2
и K(t1) = ψ1(t1).
Рассмотрим разбиение {τj}Nj=0 промежутка [t, T ] такое, что
(8) t = τ0 < . . . < τN = T, ∆N = max
0≤j≤N−1
∆τj → 0 при N →∞,
где ∆τj = τj+1 − τj .
Теорема 3.1 [8]. Пусть выполнены следующие условия:
1. ψi(τ); i = 1, 2, . . . , k — непрерывные на промежутке [t, T ] функции;
2. {φj(x)}∞j=0 — полная ортонормированная система полиномов Лежандра или тригономет-
рических функций в пространстве L2([t, T ]).
Тогда ПСИ Ито J [ψ(k)]T,t вида (7) разлагается в сходящийся в среднеквадратическом смысле
кратный ряд
J [ψ(k)]T,t = l.i.m.
p1,...,pk→∞
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
−
(9) − l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1)∆w
(i1)
τl1
. . . φjk(τlk)∆w
(ik)
τlk
)
,
где l.i.m. — предел в средневадратическом смысле,
Gk = Hk\Lk, Hk = {(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1},
Lk =
=
{
(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1; lg 6= lr (g 6= r); g, r = 1, . . . , k
}
,
Cjk...j1 =
∫
[t,T ]k
K(t1, . . . , tk)
k∏
l=1
φjl(tl)dt1 . . . dtk,
ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s
— независимые стандартные гауссовские случайные величины при различных i или j (если
i 6= 0), ∆w(i)τj = w(i)τj+1 −w(i)τj (i = 0, 1, . . . ,m), {τj}N−1jl=0 — разбиение промежутка [t, T ], удовлет-
воряющее условию (8).
Выпишем в несколько преобразованной и более удобной для применения на практике форме
частные случаи теоремы 3.1 для k = 1, . . . , 5 :
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(10) J [ψ(1)]T,t = l.i.m.
p1→∞
p1∑
j1=0
Cj1ζ
(i1)
j1
,
(11) J [ψ(2)]T,t = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
− 1{i1=i2 6=0}1{j1=j2}
)
,
J [ψ(3)]T,t = l.i.m.
p1,...,p3→∞
p1∑
j1=0
. . .
p3∑
j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
−
(12) − 1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 − 1{i2=i3 6=0}1{j2=j3}ζ
(i1)
j1
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2
)
,
J [ψ(4)]T,t = l.i.m.
p1,...,p4→∞
p1∑
j1=0
. . .
p4∑
j4=0
Cj4...j1
(
4∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4} + 1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}+
(13) + 1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}
)
,
J [ψ(5)]T,t = l.i.m.
p1,...,p5→∞
p1∑
j1=0
. . .
p5∑
j5=0
Cj5...j1
(
5∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
ζ
(i5)
j5
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
ζ
(i5)
j5
− 1{i1=i5 6=0}1{j1=j5}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
ζ
(i5)
j5
−
−1{i2=i5 6=0}1{j2=j5}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
ζ
(i5)
j5
−
−1{i3=i5 6=0}1{j3=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
− 1{i4=i5 6=0}1{j4=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4}ζ
(i5)
j5
+ 1{i1=i2 6=0}1{j1=j2}1{i3=i5 6=0}1{j3=j5}ζ
(i4)
j4
+1{i1=i2 6=0}1{j1=j2}1{i4=i5 6=0}1{j4=j5}ζ
(i3)
j3
+ 1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}ζ
(i5)
j5
+1{i1=i3 6=0}1{j1=j3}1{i2=i5 6=0}1{j2=j5}ζ
(i4)
j4
+ 1{i1=i3 6=0}1{j1=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i2)
j2
+1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}ζ
(i5)
j5
+ 1{i1=i4 6=0}1{j1=j4}1{i2=i5 6=0}1{j2=j5}ζ
(i3)
j3
+1{i1=i4 6=0}1{j1=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i2)
j2
+ 1{i1=i5 6=0}1{j1=j5}1{i2=i3 6=0}1{j2=j3}ζ
(i4)
j4
+1{i1=i5 6=0}1{j1=j5}1{i2=i4 6=0}1{j2=j4}ζ
(i3)
j3
+ 1{i1=i5 6=0}1{j1=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i2)
j2
+1{i2=i3 6=0}1{j2=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i1)
j1
+ 1{i2=i4 6=0}1{j2=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i1)
j1
(14) + 1{i2=i5 6=0}1{j2=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i1)
j1
)
,
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где 1{A} = 1, если условие A выполнено и 1{A} = 0 в противном случае.
В ряде работ автора [13]-[15] теорема 3.1 адаптирована для ПСИ Стратоновича вида (6)
кратности 2–5 при различных условиях гладкости функций ψl(τ) (l = 1, . . . , k) и различных
способах суммирования рядов в (11)–(14). Сформулируем некоторые из этих результатов в виде
следующей теоремы.
Теорема 3.2 [13]-[15]. Пусть {φj(x)}∞j=0 — полная ортонормированная система полиномов
Лежандра или система тригонометрических функций в пространстве L2([t, T ]). При этом,
ψ2(s) — непрерывно дифференцируемая на интервале [t, T ] функция, а ψ1(s), ψ3(s) — дважды
непрерывно дифференцируемые на интервале [t, T ] функции. Тогда
(15) J∗[ψ(k)]T,t = l.i.m.
p→∞
p∑
j1,...,jk=0
Cjk...j1ζ
(i1)
j1
. . . ζ
(ik)
jk
,
где k = 2, 3, 4, 5, причем ψ1(s), . . . , ψk(s) ≡ 1 и i1, . . . , ik = 0, 1, . . . ,m в (15) при k = 4, 5,
а i1, . . . , ik = 1, . . . ,m в (15) при k = 2, 3; другие обозначения соответствуют обозначениям
теоремы 3.1.
Несмотря на относительную сложность разложений (11)–(14) (в сравнении с разложения ПСИ
Стратоновича (теорема 3.2)), именно для ПСИ Ито удается эффективно оценить и даже вычис-
лить точно соеднеквадратическую погрешность аппроксимаций вида
J [ψ(k)]qT,t =
q∑
j1,...,jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
−
(16) − l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1)∆w
(i1)
τl1
. . . φjk(τlk)∆w
(ik)
τlk
)
,
где J [ψ(k)]qT,t — допредельное выражение в (9) при p1 = . . . = pk = q.
В частности справедлива следующая теорема.
Теорема 3.3 [12]. Пусть выполнены условия теоремы 3.1 при i1, . . . , ik = 1, . . . ,m. Тогда
M
{(
J [ψ(k)]T,t − J [ψ(k)]qT,t
)2}
=
∫
[t,T ]k
K2(t1, . . . , tk)dt1 . . . dtk−
(17) −
q∑
j1,...,jk=0
Cjk...j1M

J [ψ(k)]T,t
∑
(j1,...,jk)
T∫
t
φjk (tk) . . .
t2∫
t
φj1 (t1)df
(i1)
t1 . . . df
(ik)
tk

 ,
где J [ψ(k)]qT,t имеет вид (16), а ∑
(j1,...,jk)
— сумма по всем перестановкам (j1, . . . , jk), причем, если jr в перестановке (j1, . . . , jk) поме-
няется местами с jq, то и ir в перестановке (i1, . . . , ik) поменяется местами с iq; остальные
обозначения такие же, как в теореме 3.1.
Поскольку
M
{
J [ψ(k)]T,t
T∫
t
φjk(tk) . . .
t2∫
t
φj1 (t1)df
(i1)
t1 . . . df
(ik)
tk
}
=
=
T∫
t
ψk(tk)φjk (tk) . . .
t2∫
t
ψ1(t1)φj1 (t1)dt1 . . . dtk = Cjk...j1 ,
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то по теореме 3.3 для случая попарно различных чисел i1, . . . , ik получим:
M
{(
J [ψ(k)]T,t − J [ψ(k)]qT,t
)2}
=
(18) =
∫
[t,T ]k
K2(t1, . . . , tk)dt1 . . . dtk −
q∑
j1,...,jk=0
C2jk ...j1 .
Следует отметить, что ПСИ Стратоновича и Ито вида (6) и (7) совпадают с вероятностью
1 при попарно различных i1, . . . , ik = 1, . . . ,m. Этот факт означает, что формула (18) может
применяться для вычисления среднеквадратической погрешности аппроксимации ПСИ Стра-
тоновича вида (6) при попарно различных i1, . . . , ik = 1, . . . ,m. Заметим также, что правая
часть (18) стремится к нулю при q →∞ в силу равенства Парсеваля.
При фиксированном k и различных сочетаниях i1, . . . , ik = 1, . . . ,m формула (17) порождает
достаточно большое количество своих частных случаев, отвечающих конкретным i1, . . . , ik. В
связи с этим может оказаться полезной следующая оценка [12], [14]:
M
{(
J [ψ(k)]T,t − J [ψ(k)]qT,t
)2}
≤
≤ k!
( ∫
[t,T ]k
K2(t1, . . . , tk)dt1 . . . dtk −
q∑
j1,...,jk=0
C2jk ...j1
)
,
где сохранен смысл обозначений теоремы 3.3 и i1, . . . , ik = 1, . . . ,m.
4. Аппроксимация ПСИ Стратоновича с помощью кратных рядов
Фурье-Лежандра
Отметим, что в [12] показано преимущество системы полиномов Лежандра перед системой
тригонометрических функций при аппроксимации ПСИ Стратоновича и Ито в рамках метода
кратных рядов Фурье (теоремы 3.1, 3.2).
Рассмотрим аппроксимации ПСИ Стратоновича, входящие в численную схему (3), с помощью
кратных рядов Фурье-Лежандра (теорема 3.2):
I
∗(i1)
(0)τp+1,τp
=
√
∆ζ
(i1)
0 ,
I
∗(i1)
(1)τp+1,τp
= −∆
3/2
2
(
ζ
(i1)
0 +
1√
3
ζ
(i1)
1
)
,
I
∗(i1)
(2)τp+1,τp
=
∆5/2
3
(
ζ
(i1)
0 +
√
3
2
ζ
(i1)
1 +
1
2
√
5
ζ
(i1)
2
)
,
(19) I
∗(i1i2)q
(00)τp+1,τp
=
∆
2
(
ζ
(i1)
0 ζ
(i2)
0 +
q∑
i=1
1√
4i2 − 1
(
ζ
(i1)
i−1 ζ
(i2)
i − ζ(i1)i ζ(i2)i−1
))
,
I
∗(i1i2)q
(01)τp+1,τp
= −∆
2
I
∗(i1i2)q
(00)τp+1,τp
− ∆
2
4
(
1√
3
ζ
(i1)
0 ζ
(i2)
1 +
(20) +
q∑
i=0
(
(i+ 2)ζ
(i1)
i ζ
(i2)
i+2 − (i + 1)ζ(i1)i+2 ζ(i2)i√
(2i+ 1)(2i+ 5)(2i+ 3)
− ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
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I
∗(i1i2)q
(10)τp+1,τp
= −∆
2
I
∗(i1i2)q
(00)τp+1,τp
− ∆
2
4
(
1√
3
ζ
(i2)
0 ζ
(i1)
1 +
(21) +
q∑
i=0
(
(i+ 1)ζ
(i2)
i+2 ζ
(i1)
i − (i + 2)ζ(i2)i ζ(i1)i+2√
(2i+ 1)(2i+ 5)(2i+ 3)
+
ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
(22) I
∗(i1i2i3)q
(000)τp+1,τp
=
q∑
i,j,k=0
Ckjiζ
(i1)
i ζ
(i2)
j ζ
(i3)
k ,
(23) I
∗(i1i2i3)q
(100)τp+1,τp
=
q∑
i,j,k=0
C100kji ζ
(i1)
i ζ
(i2)
j ζ
(i3)
k ,
(24) I
∗(i1i2i3)q
(010)τp+1,τp
=
q∑
i,j,k=0
C010kji ζ
(i1)
i ζ
(i2)
j ζ
(i3)
k ,
(25) I
∗(i1i2i3)q
(001)τp+1,τp
=
q∑
i,j,k=0
C001k,j,iζ
(i1)
i ζ
(i2)
j ζ
(i3)
k ,
(26) I
∗(i1i2i3i4)q
(0000)τp+1,τp
=
q∑
i,j,k,l=0
Clkjiζ
(i1)
i ζ
(i2)
j ζ
(i3)
k ζ
(i4)
l ,
(27) I
∗(i1i2i3i4i5)q
(00000)τp+1,τp
=
q∑
i,j,k,l,r=0
Crlkjiζ
(i1)
i ζ
(i2)
j ζ
(i3)
k ζ
(i4)
l ζ
(i5)
r ,
где ∆ = τp+1 − τp — шаг интегрирования численного метода (3) и
Ckji =
τp+1∫
τp
φk(z)
z∫
τp
φj(y)
y∫
τp
φi(x)dxdydz =
=
√
(2i+ 1)(2j + 1)(2k + 1)
8
∆3/2C¯kji,
C001kji =
τp+1∫
τp
(τp − z)φk(z)
z∫
τp
φj(y)
y∫
τp
φi(x)dxdydz =
=
√
(2i+ 1)(2j + 1)(2k + 1)
16
∆5/2C¯001kji ,
C010kji =
τp+1∫
τp
φk(z)
z∫
τp
(τp − y)φj(y)
y∫
τp
φi(x)dxdydz =
=
√
(2i+ 1)(2j + 1)(2k + 1)
16
∆5/2C¯010kji ,
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C100kji =
τp+1∫
τp
φk(z)
z∫
τp
φj(y)
y∫
τp
(τp − x)φi(x)dxdydz =
=
√
(2i+ 1)(2j + 1)(2k + 1)
16
∆5/2C¯100kji ,
Clkji =
τp+1∫
τp
φl(u)
u∫
τp
φk(z)
z∫
τp
φj(y)
y∫
τp
φi(x)dxdydzdu =
=
√
(2i+ 1)(2j + 1)(2k + 1)(2l + 1)
16
∆2C¯lkji,
Crlkji =
τp+1∫
τp
φr(v)
v∫
τp
φl(u)
u∫
τp
φk(z)
z∫
τp
φj(y)
y∫
τp
φi(x)dxdydzdudv =
=
√
(2i+ 1)(2j + 1)(2k + 1)(2l+ 1)(2r + 1)
32
∆5/2C¯rlkji,
где
C¯kji =
1∫
−1
Pk(z)
z∫
−1
Pj(y)
y∫
−1
Pi(x)dxdydz,
C¯100kji = −
1∫
−1
Pk(z)
z∫
−1
Pj(y)
y∫
−1
Pi(x)(x + 1)dxdydz,
C¯010kji = −
1∫
−1
Pk(z)
z∫
−1
Pj(y)(y + 1)
y∫
−1
Pi(x)dxdydz,
C¯001kji = −
1∫
−1
Pk(z)(z + 1)
z∫
−1
Pj(y)
y∫
−1
Pi(x)dxdydz,
C¯lkji =
1∫
−1
Pl(u)
u∫
−1
Pk(z)
z∫
−1
Pj(y)
y∫
−1
Pi(x)dxdydzdu,
C¯rlkji =
1∫
−1
Pr(v)
v∫
−1
Pl(u)
u∫
−1
Pk(z)
z∫
−1
Pj(y)
y∫
−1
Pi(x)dxdydzdudv,
где Pi(x); i = 0, 1, 2, . . . — полиномы Лежандра и
φi(x) =
√
2i+ 1
∆
Pi
((
x− τp − ∆
2
)
2
∆
)
; i = 0, 1, 2, . . .
В работах [8], [12], [14] отмечалось, что коэффициенты Фурье C¯kji, C¯lkji, C¯
001
kji , C¯
010
kji , C¯
100
kji ,
C¯rlkji могут быть вычислены точно с помощью компьютерных пакетов символьных преобра-
зований таких, как, например, DERIVE или MAPLE. В монографии [8] составлены таблицы
точно вычисленых с помощью программы DERIVE указанных коэффициентов Фурье. Отметии,
что указанные коэффициенты Фурье не зависят от шага интегрирования τp+1 − τp численного
метода, который может быть и переменным.
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Вообще говоря, минимальные числа q, обеспечивающие выполнение условия (5) для каждой
из аппроксимаций (19) – (27), различны и резко убывают с ростом порядка малости аппрокси-
мации ПСИ Стратоновича по величине ∆.
Рассмотрим более подробно вопрос выбора указанных чисел q.
В силу стандартных соотношений между стохастическими интегралами Стратоновича и Ито
[1] с вероятностью 1 справедливы следующие равенства:
I
(i1i2)
(00)τp+1,τp
= I
∗(i1i2)
(00)τp+1,τp
− 1
2
1{i1=i2}∆,
I
(i1i2)
(10)τp+1,τp
= I
∗(i1i2)
(10)τp+1,τp
+
1
4
1{i1=i2}∆
2,
I
(i1i2)
(01)τp+1,τp
= I
∗(i1i2)
(01)τp+1,τp
+
1
4
1{i1=i2}∆
2.
Это означает, что среднеквадратические погрешности аппроксимации ПСИ Стратоновича
I
∗(i1i2)
(00)τp+1,τp
, I
∗(i1i2)
(01)τp+1,τp
, I
∗(i1i2)
(10)τp+1,τp
будут равны соответствующим среднеквадратическим погреш-
ностям аппроксимации ПСИ Ито I
(i1i2)
(00)τp+1,τp
, I
(i1i2)
(01)τp+1,τp
, I
(i1i2)
(10)τp+1,τp
, которые могут быть вычис-
лены по теореме 3.3 [12]-[14]:
(28) M
{(
I
(i1i2)
(00)τp+1,τp
− I(i1i2)q(00)τp+1,τp
)2}
=
∆2
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
,
M
{(
I
(i1i2)
(10)τp+1,τp
− I(i1i2)q(10)τp+1,τp
)2}
= M
{(
I
(i1i2)
(01)τp+1,τp
− I(i1i2)q(01)τp+1,τp
)2}
=
=
∆4
16
(
5
9
− 2
q∑
i=2
1
4i2 − 1 −
q∑
i=1
1
(2i− 1)2(2i+ 3)2−
(29) −
q∑
i=0
(i + 2)2 + (i + 1)2
(2i+ 1)(2i+ 5)(2i+ 3)2
)
(i1 6= i2),
M
{(
I
(i1i1)
(10)τp+1,τp
− I(i1i1)q(10)τp+1,τp
)2}
= M
{(
I
(i1i1)
(01)τp+1,τp
− I(i1i1)q(01)τp+1,τp
)2}
=
(30) =
∆4
16
(
1
9
−
q∑
i=0
1
(2i+ 1)(2i+ 5)(2i+ 3)2
− 2
q∑
i=1
1
(2i− 1)2(2i+ 3)2
)
.
Рассмотрим вопрос об оценке среднеквадратических погрешностей апрпроксимации ПСИ
Стратоновича 3–5 кратности, входящих в численную схему (3).
Согласно (28) имеем:
M
{(
I
∗(i1i2)
(00)τp+1,τp
− I∗(i1i2)q(00)τp+1,τp
)2}
=
∆2
2
∞∑
i=q+1
1
4i2 − 1 ≤
(31) ≤ ∆
2
2
∞∫
q
1
4x2 − 1dx = −
∆2
8
ln
∣∣∣∣1− 22q + 1
∣∣∣∣ ≤ C1∆2q ,
где C1 — постоянная.
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Поскольку (как уже отмечалось ранее) величина ∆ играет роль шага интегрирования в чис-
ленных методах для СДУ Ито, то эта величина достаточно мала. Принимая во внимание это
обстоятельство, нетрудно заметить, что существует такая постоянная K1, что
(32) M
{(
I
∗(i1...ik)
(l1...lk)τp+1,τp
− I∗(i1...ik)q(l1...lk)τp+1,τp
)2}
≤ K1M
{(
I
∗(i1i2)
(00)τp+1,τp
− I∗(i1i2)q(00)τp+1,τp
)2}
,
где I
∗(i1...ik)q
(l1...lk)τp+1,τp
— аппроксимация ПСИ Стратоновича I
∗(i1...ik)
(l1...lk)τp+1,τp
из семейства (4), получен-
ная по теореме 3.2 при i1, . . . , ik = 1, . . . ,m; k = 3, 4, 5.
Из (31) и (32) мы окончательно получаем:
(33) M
{(
I
∗(i1...ik)
(l1...lk)τp+1,τp
− I∗(i1...ik)q(l1...lk)τp+1,τp
)2}
≤ K∆
2
q
,
где K — постоянная, которая не зависит от ∆.
Заметим, что оценка типа (33) была получена в [1], [2], [6], [17] для случая тригонометрической
системы базисных функций и метода аппроксимации ПСИ Стратоновича, основанного на триго-
нометрических разложениях Фурье компонент векторного винеровского процесса по которым
строится ПСИ Стратоновича [2], [6].
Отметим, что существенно больше информации о числах q, входящих в формулы (22)–(27)
можно получить с помощью (18) при попарно различных i1, . . . , i5. В частности, уже при q = 6
в (22), q = 2 в (23)–(26) и q = 1 в (27) имеем:
(34) M
{(
I
∗(i1i2i3)
(000)τp+1,τp
− I∗(i1i2i3)6(000)τp+1,τp
)2}
=
∆3
6
−
6∑
i,j,k=0
C2kji ≈ 0.01956000∆3,
(35) M
{(
I
∗(i1i2i3)
(100)τp+1,τp
− I∗(i1i2i3)2(100)τp+1,τp
)2}
=
∆5
60
−
2∑
i,j,k=0
(
C100kji
)2 ≈ 0.00815429∆5,
(36) M
{(
I
∗(i1i2i3)
(010)τp+1,τp
− I∗(i1i2i3)2(010)τp+1,τp
)2}
=
∆5
20
−
2∑
i,j,k=0
(
C010kji
)2 ≈ 0.01739030∆5,
(37) M
{(
I
∗(i1i2i3)
(001)τp+1,τp
− I∗(i1i2i3)2(001)τp+1,τp
)2}
=
∆5
10
−
2∑
i,j,k=0
(
C001kji
)2 ≈ 0.02528010∆5,
(38) M
{(
I
∗(i1i2i3i4)
(0000)τp+1,τp
− I∗(i1i2i3i4)2(0000)τp+1,τp
)2}
=
∆4
24
−
2∑
i,j,k,l=0
C2lkji ≈ 0.02360840∆4,
(39) M
{(
I
∗(i1i2i3i4i5)
(00000)τp+1,τp
− I∗(i1i2i3i4i5)1(00000)τp+1,τp
)2}
=
∆5
120
−
1∑
i,j,k,l,r=0
C2rlkji ≈ 0.00759105∆5.
Отметим, что в формулах (34)–(39) коэффицикеты Фурье вычислялись точно с помощью
программы DERIVE [8]. Соотношения (34)–(39) показывают, что достижение приемлемой точ-
ности среднеквадратических аппроксимаций (22)–(27) для ПСИ Стратоновича 3–5 кратности
достигается уже при небольших значениях q.
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