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Abstract—In this work, we provide non-asymptotic, proba-
bilistic guarantees for successful sparse support recovery by
the multiple sparse Bayesian learning (M-SBL) algorithm in
the multiple measurement vector (MMV) framework. For joint
sparse Gaussian sources, we show that M-SBL perfectly recovers
their common nonzero support with arbitrarily high probability
using only finitely many MMVs. In fact, the support error
probability decays exponentially fast with the number of MMVs,
with the decay rate depending on the restricted isometry property
of the self Khatri-Rao product of the measurement matrix.
Our analysis theoretically confirms that M-SBL is capable of
recovering supports of size as high as O(m2), where m is the
number of measurements per sparse vector. In contrast, popular
MMV algorithms in compressed sensing such as simultaneous
orthogonal matching pursuit and row-LASSO can recover only
O(m) sized supports. In the special case of noiseless measure-
ments, we show that a single MMV suffices for perfect recovery
of the k-sparse support in M-SBL, provided any k + 1 columns
of the measurement matrix are linearly independent. Unlike
existing support recovery guarantees for M-SBL, our sufficient
conditions are non-asymptotic in nature, and do not require the
orthogonality of the nonzero rows of the joint sparse signals.
Index Terms—Sparse Signal Processing, Sparse Bayesian
Learning, Joint Sparsity, Restricted Isometry Property, Khatri-
Rao product, Statistical Learning Theory.
I. INTRODUCTION
In recent years, joint sparsity has emerged as one of the most
important and versatile signal structures in the field of sparse
signal processing. Two or more vectors are said to be jointly
sparse if their nonzero coefficients belong to the same index
set, i.e., they share a common nonzero support. Joint sparsity
arises naturally in multi-modal or multi-channel analysis of
signals residing in low dimensional signal subspaces. The un-
derlying joint sparsity can be exploited to resolve ambiguities
which may arise due to erroneous estimation of the support of
the individual sparse vectors from noisy measurements. This
idea has been exploited in several practical scenarios such as
MIMO channel estimation [1]–[3], distributed source coding
[4], [5], multi-task compressive sensing [6], distributed event
localization [7], array signal processing [8], and cooperative
spectrum sensing [9]–[11].
In the sparse signal recovery literature, the estimation of
jointly sparse signals is referred to as the multiple measurement
vector (MMV) problem [12] where the signal of interest is a
matrix X ∈ Rn×L whose columns are jointly sparse vectors
in Rn. As a result, X is a row sparse matrix with only a
fraction of its rows containing nonzero elements and the rest
of the rows made up entirely of zeros. In the MMV problem,
the goal is to recover X from its noisy, linear measurements
Y ∈ Rm×L. The measurement matrix Y (each column is
called a single measurement vector (SMV)) is generated as
Y = AX+W, (1)
where A ∈ Rm×n is a known measurement matrix and W ∈
R
m×L is the unknown noise matrix. For m < n, the above
linear system is under-determined and therefore has infinitely
many solutions forX. However, ifA satisfies certain restricted
isometry properties, a unique row-sparse solution can still be
guaranteed [12]–[15].
In many applications, the performance of a joint sparse
signal recovery algorithm is judged on the basis of how
accurately it can identify the true support or the locations of
the nonzero rows of X. This gives rise to the joint sparse
support recovery (JSSR) problem where the goal is to recover
the row support of X givenY and A. Interestingly, unlike the
nonzero coefficients in a k-sparse X which can be recovered
only if m ≥ k, the nonzero support can be recovered even
from m < k measurements. In fact, for i.i.d. Gaussian entries
in both A and X, a non-iterative, correlation based algorithm
called One Step Greedy Algorithm (OSGA) [16] is capable of
recovering the true support using only m ≥ 1 measurement
per signal with probability approaching one as L→∞.
A majority of the existing MMV algorithms [12], [14], [17]–
[21] implicitly assume that the number of nonzero rows in
X is less than the number of measurements per signal, i.e,
k < m. Currently, M-SBL [22], Co-LASSO [23] and RD-
CMP [24] are the only MMV algorithms which have been
theoretically or empirically shown to be capable of recovering
a k-sparse support from fewer than k measurements per signal.
However, a theoretical understanding of when these algorithms
are guaranteed to be successful is far from complete. In
this work, we derive non-asymptotic guarantees for M-SBL’s
performance in the JSSR problem. Specifically, we derive the
sufficient conditions for exact support recovery in terms of the
number of MMVs and properties of A.
M-SBL’s support recovery performance has been investi-
gated in [25] for k < m, and in [22] for k ≥ m. In both stud-
ies, the orthogonality of the nonzero rows of X is identified
as one of the sufficient conditions for exact support recovery.
For finite L, the row-orthogonality condition is too restrictive
for a deterministic X and almost never true for a continuously
distributed random source. Thus, the existing support recovery
guarantees for M-SBL are in reality only applicable in the
asymptotic sense when L→∞. Furthermore, the earlier anal-
ysis is restricted only to noiseless measurements. In contrast,
the new sufficient conditions derived in this work are non-
asymptotic in nature and do not assume row orthogonality
2in the signal matrix X. Our analysis also accounts for the
presence of measurement noise. While our focus here is on
sufficient conditions for exact support recovery, the necessary
conditions have been partly covered in [26] and [27].
A. Existing Theoretical Guarantees for Support Recovery
The earliest theoretical work focused on seeking guarantees
for a unique joint sparse solution to the canonical ℓ0 norm
minimization problem:
L0 : min
X∈Rm×L
||X||0 s.t. AX = Y, (2)
where ||X||0 denotes the number of nonzero rows in X.
In [12], [13], the authors showed that for spark1(A) = m+1
and rank(Y) ≤ m, the L0 problem admits a unique k-sparse
solution if k < ⌈(spark(A) − 1 + rank(Y)) /2⌉. This result
confirmed that the SMV bottleneck of k < m/2 for ℓ0 norm
based support recovery is not applicable when multiple mea-
surement vectors are used. Furthermore, the sparsity bound
suggests that supports of size k < m are potentially uniquely
recoverable. Since this result, numerous JSSR algorithms have
been proposed in the quest to meet the k < m sparsity bound.
To circumvent the combinatorial hardness of the L0 prob-
lem, [17] proposed minimizing the mixed-norm ℓp,q norm
of X instead of the ℓ0 norm. Variants of the ℓp,q norm
minimization problem with different combinations of p and
q have been investigated independently in several works [12],
[13], [28], [29]. For p ≥ 1, q = 1, [13] has shown that ℓp,q
norm minimization problem has a unique k-sparse solution,
provided A satisfies
∣∣∣∣∣∣A†Saj∣∣∣∣∣∣
1
< 1, for all j /∈ S and for
all S ⊂ [n], |S| ≤ k, where A†S =
(
ATSAS
)−1
ATS . This
also serves as a sufficient condition for exact support recovery
in Simultaneous Orthogonal Matching Pursuit (SOMP) [14],
a greedy support reconstruction algorithm. In [18], support
recovery performance of various correlation based greedy and
iterative hard-thresholding type algorithms is studied in the
noiseless MMV setup. The sufficient conditions for exact
support recovery are specified in terms of the asymmetric
restricted isometry constants of the measurement matrix A.
A limitation of the aforementioned support recovery tech-
niques and associated guarantees is that only supports of size
up to k < m/2 are uniquely recoverable. In [30], rank aware
OMP and rank aware order recursive matching pursuit are
proposed and analyzed, and it is shown that both these algo-
rithms perfectly recover any k-sparse support from noiseless
measurements as long as k < spark(A)−1 and rank(X) = k.
For the rank defective case, i.e., rank(X) < k, compressed
sensing MUSIC [20] and subspace-augmented MUSIC [19]
are still capable of recovering any k < spark(A) − 1 sized
support as long as k−rank(X) partial support can be estimated
by another sparse signal recovery algorithm.
In [31], the support recovery problem is formulated as a
multiple hypothesis testing problem. Necessary and sufficient
conditions for perfect support recovery with high probability
are derived under the assumption that the columns of X are
1Spark of a matrix A is the smallest integer p such that there exist p
linearly dependent columns in A.
i.i.d. N (0, diag(1S)), where S denotes the unknown support
set. For m = Ω
(
k log nk
)
, it is shown that L ≥ O
(
logn
log logn
)
suffices for diminishing support error probability with increas-
ing L. One of our contributions in this paper is to extend this
result to a more general signal prior on X and show that the
support error probability vanishes even if m scales sublinearly
in the support size k.
In [32], the support recovery problem is analyzed as a
single-input-multi-output MAC communication problem. For
number of nonzero rows fixed to k, m = lognc(X) is shown to be
both necessary and sufficient for successful support recovery
as the problem size tends to infinity. The quantity c(X) is
a capacity like term which depends on the elements of the
nonzero rows in X and the noise power. Even fewer mea-
surements m = Ω( kL logn) suffices when each measurement
vector is generated using a different measurement matrix [33].
In the above discussion, in particular about algorithm-
specific support recovery guarantees, the number of nonzero
rows in X is typically assumed to be less than m, the number
of measurements per MMV. In the following subsection, we
review the covariance matching framework, which is capable
of recovering supports of size k greater than m.
B. Covariance Matching Based Support Recovery
A key insight was propounded in [23], that there often exists
a latent structure in the MMV problem: the nonzero entries
of X are uncorrelated. This signal structure can be enforced
by assuming each column of X to be i.i.d. N (0, diag(γ)),
where γ ∈ Rn+ is a non-negative vector of variance parameters.
Under this source model, identifying the nonzero rows of X
is tantamount to estimating the support of γ. In [23], the
Co-LASSO algorithm was proposed for the recovery of γ.
Instead of working directly with the linear observations, Co-
LASSO uses their covariance form, 1LYY
T , as input, and γ
is recovered by solving the following non-negative ℓ1 norm
minimization problem:
min
γ∈Rn
+
||γ||1 s.t. (A⊙A)γ = vec
(
1
L
YYT − σ2Im
)
. (3)
In (3), the linear constraints are the vector form of the
second order moment constraints, i.e., the covariance matching
equation: 1LYY
T = Adiag(γ)AT + σ2Im, where σ
2Im
denotes the noise covariance matrix. Since the constraints in
(3) comprise up to (m2+m)/2 linearly independent equations,
sparsity levels as high as O(m2) are potentially recoverable.
To recover the maximum level of sparsity, k = (m2 +m)/2,
a necessary condition derived in [23], [27] is that the colum-
nwise self Khatri-Rao product matrix A ⊙A must have full
Kruskal rank,2 i.e., Krank(A⊙A) = (m2 +m)/2.
The M-SBL algorithm [25], our focus in this paper, also
imposes a common Gaussian prior N (0, diag(γ)) on the
columns of X and hence implicitly exploits the latent uncor-
relatedness of the nonzero entries in X. Interestingly, similar
to Co-LASSO, the support recovery performance of M-SBL is
closely related to the properties of the self Khatri-Rao product
2The Kruskal rank of an m×n matrix A is the largest integer k such that
any k columns of A are linearly independent.
3A ⊙ A. Making this relation explicit is one of the main
contributions of this paper.
C. Contributions
Following are the main contributions of this work.
1) A new interpretation of the M-SBL algorithm as a
Bregman matrix divergence minimization problem, which
opens up new avenues to exploit the vast literature on
Bregman divergence minimization for devising faster,
more robust algorithms towards minimizing the M-SBL
cost function.
2) New sufficient conditions under which M-SBL exactly
recovers the true support of the joint sparse vectors
with high probability in the noisy MMV problem. The
conditions are specified in terms of the number of MMVs
and the properties of the measurement matrix.
3) The support error probability in M-SBL is theoretically
shown to decay exponentially with the number of MMVs.
The error exponent is related to the restricted isometry
property of A ⊙ A, the self Khatri-Rao product of A.
Explicit upper bounds on the number of MMVs sufficient
for vanishing support error probability in M-SBL for both
noisy as well as noiseless measurements are derived.
A key feature of our analysis is that our sufficient conditions
are expressed in terms of the restricted isometry property (RIP)
constants of the measurement matrix A and that of its self-
Khatri-Rao product A⊙A. This makes our results applicable
to both random as well as deterministic constructions of A.
The remainder of the paper is organized as follows. In
section II, we formulate the JSSR problem and introduce our
signal model for X. We also review the M-SBL algorithm
[25] and interpret the M-SBL cost function as a Bregman
matrix divergence. In section III, we cover some preliminary
concepts which are used while analyzing the support recovery
performance of M-SBL. In section IV, we derive an abstract
upper bound for the support error probability, which is used
in section V to derive our main result, namely, the sufficient
conditions for vanishing support error probability in M-SBL.
In section VI, we discuss the implications of the new results
in the context of several interesting special cases. Our final
conclusions are presented in section VII.
D. Notation
Throughout this paper, scalar variables are denoted by
lowercase alphabets and vectors are denoted by boldface low-
ercase alphabets. Matrices are denoted by uppercase boldface
alphabets and uppercase calligraphic alphabets denote sets.
Given a vector x, x(i) represents its ith entry. supp(x)
denotes the support of x, the set of indices corresponding
to nonzero entries in x. Likewise, R(X) denotes the set of
indices of all nonzero rows in X and is called the row-
support of X. For any n ∈ N, [n] , {1, 2, . . . , N}. For any
n dimensional vector x and index set S ⊆ [n], the vector
xS is an |S| × 1 sized vector retaining only those entries
of x which are indexed by elements of S. Likewise, AS
is a submatrix comprising the columns of A indexed by S.
Null(A) and Col(A) denote the null space and column space
of the matrix A, respectively. The spectral, Frobenius and
maximum absolute row sum matrix norms of A are denoted
by |||A|||2, ||A||F , and |||A|||∞, respectively. P(E) denotes
the probability of event E . N (µ,Σ) denotes the Gaussian
probability density with mean µ and covariance matrix Σ.
For any square matrix C, tr(C) and |C| denote its trace and
determinant, respectively. Lastly, Sn++ denotes the set of all
n× n positive definite matrices.
II. SYSTEM MODEL AND M-SBL ALGORITHM
A. Joint Sparse Support Recovery (JSSR)
Suppose x1,x2, . . . ,xL are L distinct joint-sparse vectors
in Rn with a common nonzero support denoted by the index
set S∗ ⊆ [n]. Let K be the maximum size of the common
support, i.e., |S∗| ≤ K . In JSSR, we are interested in re-
covering S∗ from noisy underdetermined linear measurements
y1,y2, . . . ,yL generated as
yj = Axj +wj , 1 ≤ j ≤ L. (4)
The measurement matrix A ∈ Rm×n is assumed to be a
non-degenerate matrix, with m ≤ n. By non-degeneracy
of A, it is implied that any m columns of A are linearly
independent, or spark(A) = m+1. The noise vector w ∈ Rm
is assumed to be zero mean Gaussian distributed with diagonal
covariance matrix σ2Im. The measurement matrix A and
the noise variance σ2 are assumed to be known. The linear
measurement model in (4) can be rewritten in a compact
MMV form as Y = AX+W, where Y = [y1,y2, . . . ,yL],
X = [x1,x2, . . . ,xL] and W = [w1,w2, . . . ,wL] are the
observation, signal and noise matrices, respectively. Since the
columns of X are jointly sparse, with common support S∗, X
is a row sparse matrix with row support R(X) = S∗.
B. Source Signal Model
We assume that if the ith row of the unknown signal matrix
X nonzero, then it is a Gaussian ensemble of L i.i.d. zero mean
random variables with a common variance γ∗(i) belonging
to the interval [γmin,γmax]. In the sequel, we refer to this as
Assumption (A1). An immediate consequence of (A1) is that
there exists a bounded, nonnegative, and at most K sparse
vector, γ∗ ∈ Rn+, such that the columns xj are i.i.d. N (0,Γ∗)
with Γ∗ , diag(γ∗). Furthermore, R(X) and supp(γ∗) are
the same and equal to S∗.
C. M-SBL Algorithm
In this section, we review the M-SBL algorithm [25], a
type-II maximum likelihood (ML) procedure for estimation
of joint sparse signals from compressive linear measure-
ments. In M-SBL, the columns of X are assumed to be
i.i.d. N (0,Γ) distributed, where Γ = diag(γ), and γ =
[γ(1),γ(2), . . . ,γ(n)]
T
is an n × 1 vector of non-negative
variance parameters. The elements of γ are collectively called
hyperparameters as they represent the parameters of the signal
prior. Since the hyperparameter γ(i) models the common
variance of the ith row ofX, if γ(i) = 0, it drives the posterior
4estimate of xj(i) to zero for 1 ≤ j ≤ L. Consequently, if γ
is a sparse vector, it induces joint sparsity in X.
In M-SBL, the hyperparameter vector γ is chosen to max-
imize the Bayesian evidence p(Y;γ), which is tantamount to
finding the maximum likelihood (ML) estimate of γ. Let γˆML
denote the ML estimate of γ, i.e.,
γˆML = arg max
γ∈Rn
+
log p(Y;γ). (5)
The Gaussian prior on xj combined with the linear measure-
ment model induces Gaussian observations, i.e., p(yj ;γ) =
N (0, σ2Im + AΓAT ). For a fixed γ, the MMVs yj are
mutually independent. Hence, it follows that
log p(Y;γ) =
L∑
j=1
log p(yj ;γ)
∝ −L log |Σγ | − Tr
(
Σ−1
γ
YYT
)
, (6)
where Σγ = σ
2Im +AΓA
T . The log likelihood log p(Y;γ)
in (6) is a non convex function of γ and its global maximizer
γˆML is not available in closed form. However, its local
maximizer can still be found via fixed point iterations or the
Expectation-Maximization (EM) procedure.
In [25], it is empirically shown that the EM procedure
faithfully recovers the true support S∗, provided m and L
are sufficiently large. In this paper, we derive new sufficient
conditions for supp (γˆML) = S∗, i.e., for perfect support
recovery via maximization of M-SBL’s log-likelihood cost.
D. The M-SBL cost is a Bregman Matrix Divergence
We now present an interesting interpretation of M-SBL’s
log-marginalized likelihood cost in (6) which facilitates a
deeper understanding of what is accomplished by its maxi-
mization. We begin by introducing the Bregman matrix di-
vergence Dϕ(X,Y) between any two n× n positive definite
matrices X and Y as
Dϕ(X,Y) , ϕ(X) − ϕ(Y)− 〈∇ϕ(Y),X −Y〉, (7)
where ϕ : Sn++ → R is a convex function with ∇ϕ(Y)
as its first order derivative evaluated at point Y. In (7), the
matrix inner product 〈X,Y〉 is evaluated as tr (XYT ). For the
specific case of ϕ(·) = − log | · |, a strongly convex function,
we obtain the Bregman LogDet matrix divergence given by
Dlogdet(X,Y) = tr
(
XY−1
)− log ∣∣XY−1∣∣− n. (8)
By termwise comparison of (6) and (8), we observe that the
negative log likelihood− log p(Y;γ) and Dlogdet(RY,Σγ) are
the same up to a constant. In fact, it is shown in [34], [35] that
every regular exponential family of probability distributions is
associated with a unique Bregman divergence.
In the divergence term Dlogdet(RY,Σγ), the first argument
RY ,
1
LYY
T is the sample covariance matrix of the
observations Y and the second argument Σγ = σ
2I+AΓAT
is the parameterized covariance matrix of Y. This connec-
tion between M-SBL’s log likelihood cost and the LogDet
divergence reveals that by maximizing the M-SBL cost, we
seek a γ which minimizes the distance between RY and
Σγ , with point wise distances measured using the Bregman
LogDet divergence. Thus, the M-SBL algorithm, at its core,
is essentially a second order moment matching or covariance
matching procedure which selects γ such that the associated
covariance matrix Σγ is closest to the sample covariance
matrix, in the Bregman LogDet divergence sense. In a later
section, we theoretically show that if the second moment
matching equations are too ill-conditioned, then M-SBL fails
to recover the true support of the joint sparse columns of X.
This new interpretation of the M-SBL cost as a Bregman
matrix divergence beckons two interesting questions:
i Are there other matrix divergences besides LogDet Breg-
man matrix divergence which are better suited for covari-
ance matching?
ii How to exploit the structural similarities between the M-
SBL cost and the Bregman (LogDet) matrix divergence
to devise faster and more robust techniques for the type-2
maximum likelihood procedure?
We believe that evaluating the performance of other matrix
divergences for covariance matching is a worthwhile exercise
to pursue and can lead to development of new, improved
algorithms for the JSSR problem. Our preliminary results in
this direction can be found in [24].
III. PRELIMINARY CONCEPTS
In this section, we introduce a few key definitions and
results which are used in the later sections.
A. Restricted Isometry Property
A matrix A ∈ Rm×n is said to satisfy the restricted
isometry property (RIP) of order k if there exists a constant
δAk ∈ (0, 1) such that
(1 − δAk ) ||x||22 ≤ ||Ax||22 ≤ (1 + δAk ) ||x||22 (9)
holds for any k-sparse vector x ∈ Rn. The smallest such δAk
is called the kth order restricted isometry constant (RIC) of A.
B. ǫ-Cover, ǫ-Net and Covering Number
Suppose T is a set equipped with a pseudo-metric d. For
any set A ⊆ T , its ǫ-cover is defined as the coverage of A with
open balls of radius ǫ and centers in T . The set Aǫ comprising
the centers of these covering balls is called an ǫ-net of A. The
minimum number of ǫ-balls which can cover A is called the
ǫ-covering number of A, and is given by
N ǫcov (A, d) = min {|Aǫ| : Aǫ is an ǫ-net of A} (10)
In computational theory of learning, ǫ-net constructs are often
useful in converting a union over the elements of a continuous
set to a finite sized union.
Proposition 1 ( [36]). Let B(0, 1) be a unit ball in Rn centered
at 0. Then, its ǫ-covering number with respect to the standard
Euclidean metric is bounded as N ǫcov (B(0, 1), ||·||2) ≤ (3/ǫ)n.
5C. Strong Convexity of − log det
A differentiable function f is called strongly convex with
strong convexity constant mf > 0 if the following inequality
holds for all points x, y in the domain.
f(y) ≥ f(x) + 〈∇f(x), y − x〉 + mf
2
||y − x||22 , (11)
where ||·||2 is the Frobenius norm.
Proposition 2. Let MK ⊆ Sm++ be the collection of ma-
trices of form Σγ = σ
2I+AΓAT , where Γ = diag(γ),
γ ∈ Rn+, ||γ||0 ≤ K , and A ∈ Rm×n. The matrix func-
tion ψ(·) = − log det(·) is strongly convex in the domain
MK with strong convexity constant mψ given by mψ =(
sup
γ∈Rn
+
,||γ||
0
≤2K |||Σγ ◦Σγ |||2
)−1
, where ◦ denotes the
Hadamard product.
Proof. See Appendix A.
D. Re´nyi Divergence
Let (X ,F) be a measurable space and P and Q be two
probability measures on F with densities p and q, respectively,
with respect to the dominating Lebesgue measure µ on F .
For α ∈ R+\1, the Re´nyi divergence of order α between P
and Q, denoted Dα(p||q), is defined as
Dα(p||q) = 1
α− 1 log
∫
X
p(x)αq(x)1−αµ(dx). (12)
For p = N (0,Σ1) and q = N (0,Σ2), the α-Re´nyi
divergence Dα(p||q) is available in closed form [37],
Dα(p||q) = 1
2(1− α) log
|(1− α)Σ1 + αΣ2|
|Σ1|1−α |Σ2|α
. (13)
E. A Lower Bound on the α-Re´nyi Divergence Between Mul-
tivariate Gaussian Distributions
The strong convexity of − log det(·) can be used to derive a
lower bound on the Re´nyi divergence between two multivariate
Gaussian distributions, stated below as Theorem 1.
Theorem 1. Let p1 and p2 be two multivariate Gaussian
distributions with zero mean and positive definite covariance
matrices Σ1 and Σ2, respectively. Then, for α ∈ [0, 1), the
α-Re´nyi divergence between p1 and p2 satisfies
Dα(p1, p2) ≥ 1
4
αm∗ ||Σ2 −Σ1||2F , (14)
where m∗ is the strong convexity constant of the matrix
function ψ(Σ) = − log |Σ| over the domain Θ(Σ1,Σ2), the
collection of all convex combinations of Σ1 and Σ2.
Proof. See Appendix B.
F. Concentration of Sample Covariance Matrix
Proposition 3 (Vershynin [38]). Let y1,y2, . . . ,yL ∈ Rm
be L independent samples from N (0,Σ), and let ΣL =
1
L
∑L
j=1 yjy
T
j denote the sample covariance matrix. Then, for
any ǫ > 0,
|||ΣL −Σ|||2 ≤ ǫ |||Σ|||2 , (15)
holds with probability exceeding 1− δ provided L ≥ Cǫ2 log 2δ .
Here, C is an absolute constant.
IV. SUPPORT ERROR PROBABILITY ANALYSIS
We now proceed with the analysis of support recovery per-
formance of M-SBL algorithm. We derive an M-SBL specific
Chernoff bound for the support error probability in the JSSR
problem under assumption (A1). We begin by introducing
some of the frequently used notation in the following table.
K Maximum number of nonzero rows in X
Sk Collection of all support sets of k or lesser
size, i.e., Sk = {S ⊆ [n], |S| ≤ k}
Θ(S) A bounded hyperparameter set associated with
the support set S, formally defined as Θ(S),{
γ ∈ Rn+ : supp(γ) = S,γmin  γS  γmax
}
.
ΘK Collection of all nonnegative K or less sparse
vectors in Rn+ whose nonzero elements belong
to [γmin,γmax]. Also, ΘK =
⋃
S∈SK Θ(S).
S∗ True row support of X.
γ
∗ Principal diagonal of the common covariance
matrix Γ∗ of the i.i.d. columns in X.
Also, supp(γ∗) = S∗.
By assumption (A1) on X, we have γ∗ ∈ ΘK . Thus, in
order to recover γ∗ fromY, we consider solving a constrained
version of the M-SBL optimization problem in (5):
cM-SBL(K): γˆ = arg max
γ∈ΘK
L(Y;γ). (16)
In (16), the objective L(Y;γ) , log p(Y;γ) is the same as
the M-SBL log-likelihood cost in (6). The row support of X
is then estimated as supp(γˆ), where γˆ is the solution of (16).
We define the set of bad MMVs,
ES∗ ,
{
Y ∈ Rm×L : supp (γˆ) 6= S∗} , (17)
which result in erroneous estimation of the true support. We
are interested in identifying the conditions under which P(ES∗)
can be made arbitrarily small.
Note that ES∗ is the collection of undesired MMVs for
which the log-likelihood objective is globally maximized by
γ ∈ Θ(S), for S 6= S∗. Based on this interpretation, ES∗ can
be rewritten as
ES∗ =
⋃
S∈SK\{S∗}
{
Y : max
γ∈Θ(S)
L(Y;γ) ≥ max
γ′∈Θ(S∗)
L(Y;γ ′)
}
.
(18)
Since max
γ′∈Θ(S∗)
L(Y;γ ′) ≥ L(Y;γ∗), we have
ES∗ ⊆
⋃
S∈SK\{S∗}
{
Y : max
γ∈Θ(S)
L(Y;γ) ≥ L(Y;γ∗)
}
=
⋃
S∈SK\{S∗}
⋃
γ∈Θ(S)
{Y : L(Y;γ)− L(Y;γ∗) ≥ 0} .(19)
The continuous union over infinitely many elements of Θ(S)
in (19) can be relaxed to a finite sized union by using the
following ǫ-net argument.
Consider Θǫ(S), a finite sized ǫ-net of the hyperparameter
set Θ(S), such that for any γ ∈ Θ(S), there exists an element
γ
′ ∈ Θǫ(S) so that |L(Y;γ)− L(Y;γ ′)| ≤ ǫ. Proposition 4
gives an upper bound on the size of such an ǫ-net.
6Proposition 4. Given a support set S ⊆ [n], there exists a
finite set Θǫ(S) ⊂ Θ(S) such that it simultaneously satisfies
(i) For any γ ∈ Θ(S), there exists a γ ′ ∈ Θǫ(S) such that
|L(Y;γ)− L(Y;γ ′)| ≤ ǫ.
(ii) |Θǫ(S)| ≤ max
{
1,
(
3CL,S(γmax − γmin)
√|S|/ǫ)|S|},
where CL,S is the Lipschitz constant of L(Y;γ) with
respect to γ in the bounded domain Θ(S).
The set Θǫ(S) is an ǫ-net of Θ(S).
Proof. See Appendix C.
From Proposition 4-(ii), we observe that the construction
of Θǫ(S) depends on the Lipschitz continuity of the log-
likelihood L(Y;γ) with respect to γ over the domain Θ(S).
By virtue of the data-dependent nature of L(Y;γ), its Lip-
schitz constant CL,S depends on the instantaneous value of
Y. To make the rest of the analysis independent of Y, we
introduce a new MMV set G such that CL,S can be uniformly
bounded solely in terms of the statistics of Y. A possible
choice of G could be
G ,
{
Y ⊂ Rm×L :
∣∣∣∣
∣∣∣∣
∣∣∣∣ 1LYYT
∣∣∣∣
∣∣∣∣
∣∣∣∣
2
≤ 2E [y1yT1 ]
}
. (20)
For Y ∈ G, L(Y;γ) is uniformly Lipschitz continuous
irrespective of Y, and hence the ǫ-net Θǫ(S) can now be
constructed entirely independent of Y.
Since for arbitrary sets A and B, A ⊆ (A ∩ B) ∪ Bc, the
RHS in (19) relaxes as
ES∗⊆


⋃
S∈SK\S∗
⋃
γ∈Θ(S)
{L(Y;γ)− L(Y;γ∗) ≥ 0} ∩ G

∪ Gc.
(21)
Let Θǫ(S)|G denote an ǫ-net of Θ(S) constructed under the
assumption thatY ∈ G. Then, the continuous union over Θ(S)
relaxes to a finite sized union over Θǫ(S)|G as shown below.
ES∗⊆


⋃
S∈SK\S∗
⋃
γ∈Θǫ(S)|G
{L(Y;γ)−L(Y;γ∗)≥−ǫ} ∩ G

∪ Gc
⊆


⋃
S∈SK\S∗
⋃
γ∈Θǫ(S)|G
{L(Y;γ)− L(Y;γ∗) ≥ −ǫ}

∪ Gc.
By applying the union bound, we obtain
P (ES∗) ≤ P (Gc)+
∑
S∈SK\S∗
∑
γ∈Θǫ(S)|G
P (L(Y;γ)−L(Y;γ∗)≥−ǫ)
(22)
From (22), P(ES∗) will be small if each of the constituent
probabilities P (L(Y;γ)− L(Y;γ∗) ≥ −ǫ), γ ∈ Θǫ(S)|G are
sufficiently small so that their collective contribution to the
double summation in (22) remains small. In Theorem 2, we
show that each event within the summation is a large deviation
event which occurs with an exponentially decaying probability.
Theorem 2. Let pγ(y) denote the marginal probability density
of the columns of Y induced by the joint sparse X with
columns drawn independently from N (0, diag(γ)). Then, the
log-likelihood L(Y;γ) = ∑Lj=1 log pγ(yj) satisfies the fol-
lowing large deviation property.
P (L(Y;γ)− L(Y;γ∗) ≥ −ǫ) ≤ exp (−Lψ∗ (−ǫ/L)),
(23)
where ψ∗(·) is the Legendre transform3 of ψ(t) , (t −
1)Dt(pγ , pγ∗), and Dt is the t-Re´nyi divergence (of order
t > 0) between the probability densities pγ and pγ∗ .
Proof. See Appendix D.
Note that, when the measurement noise is Gaussian, the
marginal density pγ(yj) of the individual observations is
also Gaussian with zero mean and covariance matrix Σγ =
σ2Im+AΓA
T . If σ2 > 0, both marginals pγ and pγ∗ are non-
degenerate and hence the Re´nyi divergence term Dt(pγ , pγ∗)
in Theorem 2 is well defined. We now restate Theorem 2 as
Corollary 1, which is the final form of the large deviation
result for L(Y;γ) that will be used in bounding P(ES∗).
Corollary 1. For an arbitrary γ ∈ Rn+, and the true variance
parameters γ∗, let the associated marginal densities pγ and
pγ∗ be as defined in Theorem 2, and suppose σ
2 > 0. Then, the
log-likelihood L(Y;γ) satisfies the large deviation property
P
(L(Y;γ)− L(Y;γ∗) ≥ −LD1/2(pγ , pγ∗)/2)
≤ exp (−LD1/2 (pγ , pγ∗)/4). (24)
Proof. The large deviation result is obtained by replacing
ψ∗
(− ǫL) in Theorem 2 by its lower bound − tǫL − ψ (t),
followed by setting t = 1/2 and ǫ = LD1/2(pγ , pγ∗)/2.
Note that, in the above, we have used the sub-optimal
choice t = 1/2 for the Chernoff parameter t, since its
optimal value is not available in closed form. However, this
suboptimal selection of t is inconsequential as it figures only
as a multiplicative constant in the final sample complexity. By
using Corollary 1 in (22), we can upper bound P (ES∗) as
P(ES∗) ≤
∑
S∈SK\S∗
κcov exp
(
−LD∗1/2(S)/4
)
+ P (Gc) , (25)
where D∗1/2(S) is the minimum value of D1/2 (pγ , pγ∗) across
all ǫ-net points γ in Θǫ(S)|G . A new constant κcov is intro-
duced in (25) which denotes the maximum size of the ǫ-nets
Θǫ(S)|G ,S ∈ SK , i.e.,
κcov , maxS∈SK
∣∣Θǫ(S)|G∣∣. (26)
Proposition 5 presents a lower bound for D∗1/2(S) for S ∈ SK .
Proposition 5. Let pγ denote the parameterized multivariate
Gaussian density with zero mean and covariance matrixΣγ =
σ2I+AΓAT , Γ = diag(γ). For any pair γ1,γ2 ∈ ΘK such
that supp(γ1) differs from supp(γ2) in exactly kd locations,
the α-Re´nyi divergence between pγ1 and pγ2 satisfies
Dα
(
pγ1 , pγ2
) ≥ α
4
(
γmin
σ2 + γmax
)2
kd(1− δ⊙2K)
Ka2∗ sup
S:|S|=2K
∣∣∣∣∣∣ATSAS∣∣∣∣∣∣2 ,
3For any convex function f : X → R on a convex set X ⊆ Rn, its
Legendre transform is the function f∗ defined by
f∗(z) = sup
x∈X
(〈z,x〉 − f(x)) .
7where δ⊙2K is the 2K
th order restricted isometry constant of
the self Khatri-Rao product A⊙A, and a∗ = ||vec(A)||∞.
Proof. See Appendix E.
Using Proposition 5 with α = 1/2 in (25), we obtain
P(ES∗) ≤
∑
S∈SK\S∗
exp
(
−LkS,S∗d
(
η
4
− log κcov
L
))
+ P (Gc) ,
(27)
with η =
1
8
(
γmin
σ2 + γmax
)2
1− δ⊙2K
Ka2∗ sup
S:|S|=2K
∣∣∣∣∣∣ATSAS∣∣∣∣∣∣2 . (28)
Theorem 3. Suppose S∗ is the true row support of the
unknownX satisfying assumption A1 and with |S∗| ≤ K .
Then, for any δ ∈ (0, 1), P(ES∗) ≤ 2δ, if
L ≥ max
{
8
η
log
(
3enK
(
1 + δ
δ
))
,
8
η
log κcov, C log
2
δ
}
,
(29)
where κcov and η are as defined in (26) and (28), respec-
tively, and C > 0 is a universal numerical constant.
Proof. Since L ≥ C log (2/δ), by Proposition 3, P(Gc) ≤ δ.
Combined with L ≥ 8 logκcov/η, (27) can be rewritten as
P(ES∗) ≤
∑
S∈SK\S∗
exp
(
−ηLkS,S∗d /8
)
+ δ. (30)
The total number of support sets belonging to SK\S∗
which differ from the true support S∗ in exactly kd loca-
tions is
∑kd
j=0
(
n−|S∗|
j
)( j+|S∗|
min(kd,j+|S∗|)
)
, which is further upper
bounded by (3enK)
kd . Thus, we can rewrite (30) as
P(ES∗) ≤ δ +
K+|S∗|∑
kd=1
∑
S∈SK\S∗,
|(S\S∗)∪(S∗\S)|=kd
exp
(
−ηLkd
8
)
≤ δ +
K+|S∗|∑
kd=1
(3enK)
kd
(
e−
ηL
8
)kd
. (31)
Since L ≥ 8η log
(
3enK
(
1+δ
δ
))
, P(ES∗) can be upper
bounded by a geometric series as
P(ES∗) ≤ δ +
K+|S∗|∑
kd=1
(
δ
1 + δ
)kd
≤ δ + δ = 2δ.
In Theorem 3, we finally have an abstract bound on the
sufficient number of MMVs, L, which guarantee vanishing
support error probability in cM-SBL(K), for a fixed true
support S∗. The MMV bound is meaningful only when η is
strictly positive. We now proceed to show that by imposing
certain isometry conditions on the self Khatri-Rao product
A⊙A, the following can be ensured.
i. η > 0 (a positive support error exponent),
ii. η and κcov scale favorably with the system dimensions.
A. Lower Bound for η
From (28), it is evident that if the self Khatri-Rao product
A⊙A satisfies the RIP condition: δ⊙2K < 1, then η is strictly
positive. Furthermore, η can be lower bounded as
η ≥ 1
8
√
2K3/2a2∗
(
γmin
σ2 + γmax
)2
1− δ⊙2K√
1 + δ⊙2K
, (32)
by noting that for all S ⊆ [n], |S| = 2K ,∣∣∣∣∣∣ATSAS∣∣∣∣∣∣2 ≤
√
tr
(
ASATSASA
T
S
)
=
∣∣∣∣vec(ASATS )∣∣∣∣2
=
∣∣∣∣(AS ⊙AS)1|S|∣∣∣∣2 ≤
√
1 + δ⊙2K
√
2K. (33)
B. Upper Bound for κcov
By setting ǫ = LD∗1/2/2 in Proposition 4, we have
κcov ≤ max
{
1,
(
6
√
K(γmax − γmin)CKL /ηL
)K}
, (34)
where CKL = maxS∈SK CL,S denotes the Lipschitz constant
of L(Y;γ) with respect to γ over the bounded domain ΘK .
Proposition 6 characterizes the Lipschitz property of L(Y,γ).
Proposition 6. For S ∈ SK , the log-likelihood L(Y;γ) :
Θ(S)→ R is Lipschitz continuous in γ as shown below.
|L(Y,γ2)−L(Y,γ1)| ≤
LK
γmin
(
1 +
|||RY|||2
σ2
)
||γ2 − γ1||2 ,
for any γ1,γ2 ∈ Θ(S). Here, RY , 1LYYT .
Proof. See Appendix F.
Under 2K-RIP compliance of A ⊙A and for Y ∈ G (as
defined in (20)), |||RY|||2 ≤ 2
(
σ2+γmax
√
K(1+δ⊙K)
1/2
)
. By
using Proposition 6 in (34), combined with the lower bound
for η in (32) yields the following upper bound for κcov.
κcov ≤ max
{
1,
(
K7/2a2∗ζ(γmax − γmin)/σ2
)K}
, (35)
where ζ = 48
√
2
(
1+δ⊙
2K
1−δ⊙
2K
)(
σ2+γmax
γmin
)2 (
3σ2+2γmax
γmin
)
.
V. SUFFICIENT CONDITIONS FOR SUPPORT RECOVERY
Equipped with explicit bounds for η and κcov, we now
state the sufficient conditions for vanishing support error
probability in cM-SBL(K) as the following theorem.
Theorem 4. Under assumption (A1), supposeX has row
support S∗, |S∗| ≤ K . Let γˆ be the solution of cM-
SBL(K). Then, supp (γˆ) = S∗ with probability exceeding
1− 2δ, for any δ ∈ (0, 1), provided
C1. A is non-degenerate, and A ⊙ A satisfies the RIP
of order 2K , i.e., δ⊙2K < 1.
C2. The number of MMVs, L, satisfies
L ≥ K3/2a2∗ξmax {log (3enK(1 + δ)/δ) , log κcov}
where ξ = 64
√
2
(
σ2 + γmax
γmin
)2
(1 + δ⊙2K)
1/2
1− δ⊙2K
,
8a∗ = ||vec(A)||∞ and κcov is bounded as in (35).
Proof. C1 ensures that η in (28) is strictly positive. Further,
C2 ensures that the abstract MMV bound in (29) is satisfied.
Therefore, by Theorem 3, P(ES∗) ≤ 2δ.
In the following corollary, we state an extra condition
besides C1 and C2 which extends the above cM-SBL result
to the M-SBL cost function.
Corollary 2. For the same setting as Theorem 4, let γˆ be
the output of M-SBL optimization in (5). If γˆ ∈ ΘK , and
the conditions C1 and C2 hold for a given δ ∈ (0, 1),
then supp(γˆ) = S∗ with probability exceeding 1− 2δ.
Proof. Since γˆ belongs to ΘK and also maximizes the M-
SBL objective log p(Y;γ), it follows that γˆ is a solution to
the constrained cM-SBL(K) optimization in (16). Hence, the
statement of Corollary 2 follows directly from Theorem 4.
According to Corollary 2, M-SBL has vanishing support error
probability under conditions C1 and C2, however only in a
retrospective sense, i.e., when the M-SBL output γˆ belongs to
the bounded hyperparameter set ΘK .
So far, we have analyzed the support error probability for the
case where the true row support of X is fixed to S∗. In reality,
R(X) can assume any one of the (n1)+(n2)+· · ·+(nK) possible
supports in the collection SK . The support error probability
averaged over all possible supports can be evaluated as
P erravg =
∑
S∗∈SK
P(R(X) = S∗)P (ES∗) , (36)
where ES∗ is as defined in (17). For example, if all supports
in SK are equiprobable, then P erravg ≤ 2δ under C1 and C2.
VI. DISCUSSION
In this section, we interpret the sufficiency conditions C1
and C2 in Theorem 4 in the context of various interesting
cases.
A. Column Normalized Measurement Matrices
According to C2 in Theorem 4, the number of sufficient
MMVs grows quadratically with a∗, the largest absolute value
of entries in A. If A has unit norm columns, then a∗ scales
inversely with the number of rows in A as O
(
1√
m
)
. For
example, ifA is a random matrix with i.i.d.N (0, 1√
m
) entries,
then |a∗| ≤ O
(√
logn
m
)
with high probability. Likewise, if
A is a partial DFT sensing matrix, then |a∗| = 1√m .
Often, column normalization is essential for accurate mod-
elling of the norm-preserving nature of the application specific
measurement modality. In light of this, if A has normalized
columns, then one must account for O( 1√
m
) scaling of a∗
while interpreting the sufficient number of MMVs in C2.
B. Continuous versus Binary Hyperparameters
In [31], Tang and Nehorai formulated support recovery
using MMVs as a multiple hypothesis testing problem by
assuming that each column of X is i.i.d. N (0, diag(1S∗)),
where S∗ is the k-sparse support of X. For this choice of
signal prior, finding the true support via type-2 likelihood
maximization as in (5) is no longer a continuous variable
optimization but rather a combinatorial search over all k-sparse
vertices of the hypercube {0, 1}n, as described below.
γˆ = arg max
γ∈{0,1}n,||γ||
0
=k
log p (Y;γ). (37)
Binary valued hyperparameters can be accommodated as a
special case by setting γmin = γmax = 1 in our source signal
model. For γmin = γmax, according to Proposition 4, the ǫ-
net Θǫ(S) collapses to a single point for all S ∈ SK , which
ultimately amounts to κcov = 1. Thus, for binary γ and column
normalized A, by setting κcov = 1 and a∗ = 1√m in C2, we
can conclude that the support error probability decays expo-
nentially fast with increasing L provided L ≥ O
(
K3/2 log n
m
)
.
For continuous valued γ, i.e. γ(i) ∈ [γmin,γmax] ∪ {0},
the number of sufficient MMVs must scale as L ≥
O
(
max
(
K3/2 logn
m ,
K5/2 logK
m
))
.
C. On the Restricted Isometry ofA⊙A and Support Recovery
Guarantees for m ≤ K
After L surpasses the MMV threshold in C2, the support
error probability is guaranteed to decay exponentially with L,
provided η is strictly positive. The positivity of η (as defined
in (28)) is contingent upon the self Khatri-Rao productA⊙A
satisfying the 2K-RIP condition: δ⊙2K < 1.
Suppose A is an m × n sized random matrix comprising
i.i.d. subgaussian entries with zero mean and variance equal to
1√
m
. Then, according to [39, Theorem 3], the self Khatri-Rao
product A⊙A satisfies the RIP condition: δ⊙2K ≤ t with high
probability for any t ∈ (0, 1) provided m ≥ O
(√
K log3/2 n
t
)
.
Thus, for a subgaussian A, it is sufficient for m to scale as
O(√K) in order to guarantee vanishing error probability for
M-SBL based reconstruction of all K or less sparse supports.
Furthermore, in [39, Theorem 3], it is also shown that the
self Khatri-Rao product A ⊙ A satisfies K-RIP for K as
high as O
(
m2
log3 n
)
. This implies that for a fixed n, O(m2)
sized supports can be perfectly recovered by M-SBL with high
probability using only finitely many MMVs. The exact number
of sufficient MMVs is given by C2. An order-wise sufficient
MMV condition is reported in Table I.
D. Support Recovery from Noiseless Measurements
For K < spark(A) − 1, it can be shown that as the noise
variance σ2 → 0, the support error exponent D1/2 (pγ , pγ∗) in
(24) grows in an unbounded fashion for all γ ∈ ΘK\Θ(S∗).
This is formally proved below.
The 1/2-Re´nyi divergence between two multivariate Gaus-
sian densities pγi(y) = N (0,Σγi), i = 1, 2 is given by
D1/2
(
pγ1 , pγ2
)
= log
∣∣∣∣Σγ1 +Σγ22
∣∣∣∣− 12 log
∣∣Σγ1Σγ2 ∣∣
9= log
∣∣∣0.5(H 12 +H− 12)∣∣∣. (38)
where H , Σ
1
2
γ1
Σ−1
γ2
Σ
1
2
γ1
is referred to as the discrimination
matrix. Since H is a normal matrix, it is unitarily diagonal-
izable. Let H = UΛUT , where Λ = diag(λ1, . . . , λm) with
λi’s being the strictly positive eigenvalues of H, and U being
a unitary matrix with the eigenvectors of H as its columns.
The 1/2-Re´nyi divergence can be expressed in terms of λi as
D1/2
(
pγ1 , pγ2
)
=
m∑
i=1
log
((
λ
1/2
i + λ
−1/2
i
)
/2
)
≥ log
(
1
2
(
(λmax(H))
1/2 + (λmax(H))
−1/2
))
. (39)
The above inequality is obtained by dropping all positive terms
in the summation except the one term which corresponds to
λmax(H), the maximum eigenvalue of H. Proposition 7 below
relates λmax(H) to the noise variance σ
2.
Proposition 7. If K < spark(A) − 1, then, for any pair
γ1,γ2 ∈ ΘK such that supp(γ1)\supp(γ2) 6= φ, the maxi-
mum eigenvalue ofH , Σ
1
2
γ1
Σ−1
γ2
Σ
1
2
γ1
satisfies λmax (H) ≥ c1σ2
for some constant c1 > 0 independent of σ
2.
Proof. See Appendix G.
According to Proposition 7, in the limit σ2 → 0,
λmax(H) → ∞, and consequently, D1/2
(
pγ1 , pγ2
)
grows
unbounded (due to (39)) whenever supp(γ1) 6= supp(γ2) and
K < spark(A) − 1. Based on this observation, we now state
Theorem 5 which lays forward the sufficient conditions for
exact support recovery in the noiseless case.
Theorem 5. Consider the noiseless MMV problem, with
observations Y = AX corresponding to an unknown
X satisfying assumption (A1). Suppose S∗ is the true
nonzero row support of X with |S∗| ≤ K . Then, if a
solution γˆ to the M-SBL optimization problem in (5)
satisfies γˆ ∈ ΘK , then supp(γˆ) = S∗ almost surely,
provided that K < spark(A)− 1. This result holds even
in the SMV case, i.e., when L = 1.
Proof. Under assumption A1, there exists a γ∗ ∈ ΘK
such that every column in X is i.i.d. N (0, diag(γ∗)), and
supp(γ∗) = S∗. Since γˆ globally maximizes the M-SBL
objective L(Y;γ), it follows that L(Y; γˆ) ≥ L(Y;γ∗) if
γˆ 6= γ∗. Moreover, the following chain of implications holds.
{supp(γˆ) 6= S∗} = {supp(γˆ) 6= supp(γ∗)} ⊆ {γˆ 6= γ∗}
⊆ {L (Y; γˆ) ≥ L (Y;γ∗)} .
By applying Corollary 1, this further implies that
P (supp(γˆ) 6= S∗) ≤ P (L (Y; γˆ) ≥ L (Y;γ∗))
≤ exp (−LD1/2 (pγˆ , pγ∗) /4).
By using the lower bound (39) for D1/2 (pγˆ , pγ∗), we have
P (supp(γˆ) 6= S∗) ≤
[
1
2
(√
λmax(H) +
1√
λmax(H)
)]−L
4
,
(40)
where H = Σ
1/2
γˆ
Σ−1
γ∗
Σ
1/2
γˆ
. Since both γˆ and γ∗ belong to
ΘK , as long as K < spark(A)− 1, by Proposition 7, σ2 → 0
results in λmax (H)→∞ which in turn drives the RHS in (40)
to zero for L ≥ 1.
From Theorem 5, we conclude that, in the noiseless scenario
and for X satisfying assumption A1, M-SBL requires only a
single measurement vector (L = 1) to perfectly recover any
K < spark(A)−1 sized support. This result is in line with the
sufficient conditions identified for successful support recovery
by M-SBL in [25, Theorem 1]. However, unlike in [25], the
nonzero rows of X need not be orthogonal. Also, our result
improves over the k ≤ m/2 condition shown in [31].
E. Impact of Measurement Noise on Sufficient MMVs
For σ2 > 0, the error exponent term D∗1/2 in (25) is always
bounded. This implies that unlike in the noiseless case, a single
MMV is no longer sufficient, and multiple MMVs are needed
to drive the error probability close to zero.
A close inspection of the abstract MMV bound in (29)
reveals that the noise variance influences the error probability
in a twofold manner: (i) through η, and (ii) through the ǫ-net
cardinality bound κcov. As σ
2 increases, η decreases polynomi-
ally (see (28)) while log κcov increases at most logarithmically
(see (35)). The overall effect is captured by condition C2
in Theorem 4, which suggests that if the noise variance is
very high relative to γmax, it is sufficient to have a roughly
quadratically larger number of MMVs to guarantee the desired
probability of error. As the noise variance approaches zero, the
MMV bound in C2 loosens and is not informative.
F. Support Recovery using RIP Compliant A
If the measurement matrix A is itself 2K-RIP compliant,
then the support error probability vanishes for fewer MMVs
than specified by C2. In [31], the authors showed that for 2K-
RIP compliant A, and binary hyperparameters γ in M-SBL,
O
(
logn
log logn
)
MMVs suffice for error probability to vanish.
Here, we consider the general case of continuous valued γ.
If A has unit norm columns, then δ⊙2K ≤ (δA2K)2 by [39,
Theorem 1], which results in tighter bounds for η and κcov:
η ≥ 1
8Ka2∗
(
γmin
σ2 + γmax
)2 (
1− (δA2K)2
1 + δA2K
)
, (41)
κcov ≤ max
{
1,
(
K5/2a2∗(γmax − γmin)ζ′
γmin(1 − δA2K)
)K}
, (42)
where ζ′ = 144
γ
2
min
(
1+δAK
1−δAK
)
(σ2+γmax)
3
σ2+γmin
. By using (41) and (42) in
Theorem 3, we obtain the following condition on the number
of MMVs to guarantee P(ES∗) ≤ 2δ:
L ≥ 64Ka
2
∗
(1−δA2K)
(
σ2+γmax
γmin
)2
max
{
log
(
3enK(1+δ)
δ
)
, log κcov
}
,
(43)
where κcov is bounded as in (42).
From (43), we conclude that forA with unit norm columns,
P(ES∗) can be driven arbitrarily close to zero if L exceeds
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TABLE I
SUFFICIENT CONDITIONS FOR EXACT SUPPORT RECOVERY OF K OR LESS
SPARSE SUPPORT IN M-SBL WHEN ITS OUTPUT γˆ ∈ ΘK .
General A with
unit norm columns
|a∗|=O(1/√m)
Noise
Sufficient number of MMVs
Binary γ Continuous γ
δA
2K
< 1
σ2 = 0 L ≥ 1 L ≥ 1
σ2 > 0 L ≥ O
(
K log n
m
)
L ≥ O
(
K
2 logK
m
)
δ⊙
2K
< 1 σ2 ≥ 0 L ≥ O
(
K
3
2 log n
m
)
L ≥ O
(
K
5
2 logK
m
)
A with i.i.d.
N (0, 1√
m
) entries Noise
Sufficient number of MMVs
Binary γ Continuous γ
m = Ω(K logn)
σ2 = 0 L ≥ 1 L ≥ 1
σ2 > 0 L ≥ O (logn) L ≥ O (K logK)
m=O(√K log 32 n) σ2 ≥ 0 L ≥ O(K√logn) L ≥ O(K2 logK
log3/2 n
)
O
(
max
(
K logn
m ,
K2 logK
m
))
. For A with i.i.d. N (0, 1√
m
)
entries, the sufficient MMV condition is reported in Table I.
VII. CONCLUSIONS
In this work, we presented new sufficient conditions for
exact support recovery by M-SBL in the joint sparse support
recovery problem. The sufficient conditions are expressed in
terms of the number of MMVs and the restricted isometry
constants of the measurement matrix and its self Khatri-Rao
product. The new conditions cater to a wider, more useful
class of Gaussian signals, and dispenses with the restrictive
row-orthogonality condition on the signal matrix required in
the previous results [22], [25].
We have shown that M-SBL is capable of recovering k-
sparse support from fewer than k measurements per MMV
for both noiseless and noisy measurements. In the noiseless
case, a single MMV suffices for perfect recovery of any k-
sparse support, provided that spark(A) > k + 1. In case of
noisy measurements, M-SBL can perfectly recover any k-sized
support with vanishing error probability using finitely many
MMVs, provided thatA⊙A satisfies the RIP condition: δ⊙2k <
1. For random subgaussian A, the RIP condition δ⊙2k < 1 is
satisfied with high probability for k as high asO
(
m2
log3 n
)
[39],
which suggests that M-SBL can successfully recover O(m2)
sized supports for fixed n.
There still remain the following open questions about M-
SBL’s support recovery performance:
(i) What are necessary conditions for exact support recovery
in terms of the number of required MMVs?
(ii) Under what conditions do all local maxima of the M-SBL
objective yield the correct support estimate?
(iii) How is the support recovery performance impacted by
inter and intra vector correlations in the signals?
APPENDIX
A. Proof of Proposition 2
Let Σγ1 ,Σγ2 ∈ MK . From Taylor’s expansion of
ψ(Σγ2) = − log det
∣∣Σγ2∣∣ around Σγ1 , we have
ψ(Σγ2) = ψ(Σγ1) + 〈∇ψ(Σγ1),Σγ2 −Σγ1〉
+ ∇2ψ(Σγt)[Σγ2 −Σγ1 ] (44)
with Σγt , tΣγ1 + (1 − t)Σγ2 for some t ∈ [0, 1].
The Hessian operator ∇2ψ(Σγt)[Σγ2 −Σγ1 ] is evaluated as
tr
(
Σ−1
γt
(Σγ2−Σγ1)Σ−1γt (Σγ2−Σγ1)
)
. To prove the strong
convexity of ψ over Mk, one needs to show the existence
of a positive constant mψ such that
∇2ψ(Σγt)[Σγ2 −Σγ1 ] ≥ mψ
∣∣∣∣Σγ2 −Σγ1 ∣∣∣∣2F (45)
for all Σγ1 ,Σγ2 ∈ MK . Note that Σγt = σ2Im +AΓtAT ,
where Γt = diag(γt) and γt = tγ1 + (1 − t)γ2 is at most
2K-sparse. Further, let S denote the nonzero support of ∆γ =
γ2 − γ1, and let ∆Γ = diag(∆γ). Then, we have Σγ2 −
Σγ1 = AS∆ΓSA
T
S . Using these new definitions, the Hessian
term in (44) can be lower bounded as
tr
(
Σ−1
γt
(Σγ2 −Σγ1)Σ−1γt (Σγ2 −Σγ1)
)
= tr
(
Σ−1
γt
AS∆ΓSATSΣ
−1
γt
AS∆ΓSATS
)
(a)
= vec (∆ΓS)
T
(
ATSΣ
−1
γt
AS ⊗ATSΣ−1γt AS
)
vec (∆ΓS)
(b)
= ∆γTS
(
Σ
− 1
2
γt
AS ⊙Σ−
1
2
γt
AS
)T(
Σ
− 1
2
γt
AS ⊙Σ−
1
2
γt
AS
)
∆γS
(c)
= ∆γTS
(
ATSΣ
−1
γt
AS ◦ATSΣ−1γt AS
)
∆γS
(d)
= ∆γTS (AS ◦AS)T
(
Σγt ◦Σγt
)−1
(AS ◦AS)∆γS
≥
(
∆γTS (AS ◦AS)T (AS ◦AS)∆γS
)
/
∣∣∣∣∣∣Σγt◦Σγt ∣∣∣∣∣∣2
(e)
≥ ||(AS ⊙AS)∆γS ||
2
2∣∣∣∣∣∣Σγt ◦Σγt ∣∣∣∣∣∣2 =
∣∣∣∣AS∆ΓSATS ∣∣∣∣2F∣∣∣∣∣∣Σγt ◦Σγt ∣∣∣∣∣∣2
≥
(
sup
γ∈Rn
+
,||γ||
0
≤2K
|||Σγ ◦Σγ |||2
)−1 ∣∣∣∣Σγ2−Σγ1∣∣∣∣2F . (46)
In above, steps (a) and (d) follow from facts 7.4.9 and 8.21.49
in [40], respectively. Step (b) is due to Columnwise Khatro-
Rao product (⊙) being a submatrix of the Kronecker product
(⊗). Step (c) is a consequence of the property: (A⊙A)T (A⊙
A) = ATA◦ATA satisfied by any matrix A. Step (e) is due
to Hadamard product (◦) being a submatrix of the columnwise
Khatri-Rao product matrix (⊙).
From (46), mψ =
(
sup
γ∈Rn
+
,||γ||
0
≤2K |||Σγ ◦Σγ |||2
)−1
>0
is a valid choice for the strong convexity constant of ψ over
domain MK , thereby establishing the Proposition.
B. Proof of Theorem 1
From Proposition 2, − log det(·) is a strongly convex func-
tion in Θ(Σ1,Σ2) with strong convexity constant m
∗. Any
strongly convex function f : X → R with strong convexity
constantmf satisfies tf(x)+(1−t)f(y) ≥ f (x+ (1 − t)y)+
0.5mf t(1− t)‖x−y‖22 for t ∈ [0, 1] and x,y ∈ X . Thus, for
Σ1,Σ2 ∈ Θ(Σ1,Σ2),
− log |(1 − α)Σ1 + αΣ1| ≤ −(1− α) log |Σ1| − α log |Σ2|
−1
2
m∗α(1 − α) ||Σ2 −Σ1||2F .
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By rearranging terms, we obtain
1
2(1− α) log
|(1 − α)Σ1 + αΣ1|
|Σ1|1−α |Σ2|α
≥ 1
4
m∗α ||Σ2 −Σ1||2F .
The left hand side in the above equation is precisely
Dα(p1, p2) Thus, we have the desired result.
C. Proof of Proposition 4
The following stepwise procedure shows how to construct a
δ-net of Θ(S) (with respect to the Euclidean distance metric)
which is entirely contained in Θ(S).
1) Consider an δ-blow up of Θ(S), denoted by Θ↑δ(S) ,
{x : ∃x′ ∈ Θ(S) such that ‖x− x′‖2 ≤ δ}.
2) Let Θδ↑δ(S) be a δ-net of Θ↑δ(S). Some points in Θδ↑δ(S)
may lie outside Θ(S).
3) Let P denote the set containing the projections of all
points in Θδ↑δ(S) ∩ Θ(S)c onto the set Θ(S). By con-
struction, P ⊂ Θ(S), and |P| ≤ |Θδ↑δ(S) ∩Θ(S)c|.
4) Then, Θδ(S) ,
(
Θδ↑δ(S) ∩Θ(S)
)
∪ P is a valid δ-net
of Θ(S) which is entirely contained in Θ(S).
To prove the validity of the above δ-net construction, we
need to show that for any γ ∈ Θ(S), there exists an element a
in Θδ(S) such that ‖γ−a‖2 ≤ δ. Let γ be an arbitrary element
in Θ(S). Then, γ also belongs to the larger set Θ↑δ(S), and
consequently, there exists γ ′ ∈ Θδ↑δ(S) such that ‖γ−γ′‖2 ≤
δ. Now, there are two cases. (i) γ′ ∈ Θ(S), and (ii) γ′ /∈ Θ(S).
In case (i), γ′ ∈
(
Θδ↑δ(S) ∩Θ(S)
)
, and hence also belongs
to Θδ(S). Further, ‖γ − γ′‖2 ≤ δ. Hence a = γ′ will work.
In case (ii), γ′ ∈ Θδ↑δ(S)∩Θ(S)c. Let γ ′′ be the projection
of γ ′ onto Θ(S), then γ′′ must belong to P , and hence must
also belong to Θδ(S). Note that since γ ′′ is the projection
of γ′ onto the convex set Θ(S), for any γ ∈ Θ(S), we have
〈γ − γ′′,γ′ − γ′′〉 ≤ 0. Further, we have
δ ≥ ||γ − γ′||22 = ||(γ − γ ′′) + (γ′′ − γ ′)||22
= ||γ − γ′′||22 + ||γ ′′ − γ ′||22 + 2〈γ − γ ′′,γ′′ − γ ′〉
≥ ||γ − γ′′||22 . (47)
The last inequality is obtained by dropping the last two
nonnegative terms in the RHS. From (47), a = γ′′ will work.
Since case (i) and (ii) together are exhaustive, Θδ(S) in
step-4 is a valid δ-net of Θ(S) which is entirely inside Θ(S).
Cardinality of Θδ(S): The diameter of Θ(S) is√|S|(γmax − γmin). Based on the construction in step-
4, the cardinality of Θδ(S) can be upper bounded as:
|Θδ(S)| = |Θδ↑δ(S) ∩Θ(S)|+ |Θδ↑δ(S) ∩Θ(S)c|
= |Θδ↑δ(S)| ≤ |δ-net of ℓ2 ball of radius√
|S|(γmax − γmin) in R|S|
∣∣∣
≤ max
(
1,
(
3
√
|S|(γmax − γmin)/δ
)|S|)
. (48)
The last step is an extension of the volumetric arguments in
[36] to show that the δ-covering number of a unit ball B1(0) in
R
k with respect to the standard Euclidean norm ||·||2 satisfies
N δcov (B1(0), ||·||2) ≤ (3/δ)k. The max operation with unity
covers the case when δ is larger than the diameter of Θ(S).
Now consider the modified net Θǫ/CL,S (S) obtained by
setting δ = ǫCL,S in steps 1-4, where CL,S is the Lipschitz
constant of L(Y,γ) with respect to γ ∈ Θ(S). We claim
that Θ
ǫ/CL,S
S is the desired set which simultaneously satisfies
conditions (i) and (ii) stated in Proposition 4.
To show condition (i), we observe that since Θ
ǫ/CL,S
S is
an (ǫ/CL,S)-net of Θ(S) with respect to ||·||2, for any γ ∈
Θ(S), there exists a γ′ ∈ Θǫ/CL,S (S) such that ||γ − γ ′||2 ≤
ǫ/CL,S . Since L(Y,γ) is CL,S-Lipschitz in Θ(S), it follows
that |L(Y,γ)− L(Y,γ′)| ≤ CL,S ||γ − γ′||2 ≤ ǫ.
Condition (ii) follows from (48) by setting δ = ǫ/CL,S .
D. Proof of Theorem 2
For continuous probability densities pγ and pγ∗ defined on
the observation space Rm, the tail probability of the random
variable log (pγ(Y)/pγ∗(Y)) has a Chernoff upper bound
with parameter t > 0 as shown below.
P
(
log
pγ(Y)
pγ∗(Y)
≥ −ǫ
)
= P

 L∑
j=1
log
pγ(yj)
pγ∗(yj)
≥ −ǫ


≤ Epγ∗

exp

t L∑
j=1
log
pγ(yj)
pγ∗(yj)



 exp (tǫ)
=
(
Epγ∗
[
exp
(
t log
pγ(y)
pγ∗(y)
)])L
exp (tǫ)
=
(
Epγ∗
[(
pγ(y)
pγ∗(y)
)t])L
exp (tǫ)
=
(∫
y∈Y
pγ(y)
tpγ∗(y)
1−tdy
)L
exp (tǫ)
= exp
(
−L
[
t
(
− ǫ
L
)
− (t− 1)Dt(pγ , pγ∗)
])
.(49)
In the above, the first and third steps follow from the indepen-
dence of yj . The second step is the application of Chernoff
bound. The last step is obtained by using the definition of the
Re´nyi divergence and rearranging the terms in the exponent.
By introducing the function ψ(t) = (t− 1)Dt(pγ , pγ∗), the
Chernoff bound (49) can be restated as
P
(
log
pγ(Y)
pγ∗(Y)
≥ −ǫ
)
≤ exp
(
−L
[
t
(
− ǫ
L
)
− ψ(t)
])
.
(50)
For t = arg supt>0
(
t
(− ǫL)− ψ(t)), the upper bound in (50)
attains its tightest value exp (−Lψ∗(−ǫ/L)), where ψ∗ is the
Legendre transform of ψ.
E. Proof of Proposition 5
From Theorem 1, Dα
(
pγ1 , pγ2
) ≥ αm∗4 ∣∣∣∣Σγ2−Σγ1 ∣∣∣∣2F .
In the following arguments, we derive separate lower bounds
for m∗ and
∣∣∣∣Σγ2−Σγ1∣∣∣∣2F .
The term
∣∣∣∣Σγ2 −Σγ1 ∣∣∣∣2F can be lower bounded as:∣∣∣∣Σγ2 −Σγ1∣∣∣∣2F = ∣∣∣∣A (Γ2 − Γ1)AT ∣∣∣∣2F
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= ||(A⊙A) (γ2 − γ1)||22 ≥ (1− δ⊙2K)kdγ2min.(51)
The last inequality is a consequence ofA⊙A satisfying RIP of
order 2K with RIC δ⊙2K and the fact that ||γ2−γ1||22≥kdγ2min.
Next, we derive a lower bound for m∗. We note that
|||Σγ ◦Σγ |||2 =
∣∣∣∣∣∣(σ2Im +AΓAT ) ◦ (σ2Im +AΓAT )∣∣∣∣∣∣2
≤ σ4 + 2σ2γmax
∣∣∣∣∣∣ASATS ◦ Im∣∣∣∣∣∣2
+ γ2max
∣∣∣∣∣∣ASATS ◦ASATS ∣∣∣∣∣∣2 , (52)
where S = supp(γ) and |S| ≤ 2K . The last step follows from
the triangle inequality. Let a∗ denote the maximum absolute
value of elements in A. Then, it can be shown that∣∣∣∣∣∣ASATS ◦ Im∣∣∣∣∣∣2 ≤ a2∗K, (53)∣∣∣∣∣∣ASATS ◦ASATS ∣∣∣∣∣∣2 ≤ a2∗K ∣∣∣∣∣∣ATSAS∣∣∣∣∣∣2 . (54)
Using (53) and (54) in (52), and by Proposition 2, we have
m∗ ≥
(
Ka2∗
(
σ2 + γmax
)2 ∣∣∣∣∣∣ATSAS ∣∣∣∣∣∣2
)−1
. (55)
Finally, we get the desired result by using Theorem 1, and
combining the lower bounds for m∗ and
∣∣∣∣Σγ2 −Σγ1∣∣∣∣2F in
(55) and (51), respectively.
F. Proof of Proposition 6
The log-likelihood L(Y;γ) can be expressed as the sum
f(γ) + g(γ) with f(γ) = −L log |Σγ | and g(γ) =
−Ltr (Σ−1
γ
RY
)
. Here, Σγ = σ
2Im +AΓA
T .
First, we derive an upper bound for the Lipschitz constant of
f(γ) = −L log |Σγ | for γ ∈ Θ(S). By mean value theorem,
any upper bound for ‖∇γf(γ)‖2 also serves as an upper bound
for the Lipschitz constant of f . So, we derive an upper bound
for ‖∇γf(γ)‖2. Note that
∣∣∣∂f(γ)
γ(i)
∣∣∣ = L(aiΣ−1γ ai) for i ∈ S,
and 0 otherwise. Here, ai denotes the i
th column of A. Then,
‖∇γf(γ)‖2 can be upper bounded as shown below.
‖∇γf(γ)‖2 ≤ ‖∇γf(γ)‖1 = L
∑
u∈S
aTi Σ
−1
γ
ai
= L
(
tr
(
ATS (σ
2Im +ASΓSATS )
−1AS
))
= L
(
tr
(
Γ
−1/2
S A˜
T
S (σ
2Im + A˜SA˜TS )
−1A˜SΓ
−1/2
S
))
(a)
= L
∣∣∣∣∣∣Γ−1S ∣∣∣∣∣∣2 tr
(
A˜TS (σ
2Im + A˜SA˜TS )
−1A˜S
)
(b)
≤ (Lmin (m, |S|)) /γmin. (56)
where A˜S = ASΓ
1/2
S . In the above, step (a) follows from
the trace inequality tr(AB) ≤ ‖|A‖|2tr(B) for any positive
definite matrices A and B. Step (b) follows from the obser-
vation that input argument of trace operator has min (m, |S|)
nonzero eigenvalues, all of them less than unity.
We now shift focus to the second term g(γ) of the loglike-
lihood. Note that
∣∣∣∂g(γ)∂γ(i) ∣∣∣= L(aTi Σ−1γ RYΣ−1γ ai) for i ∈ S,
and 0 otherwise. Then, ‖∇γg(γ)‖2 can be upper bounded as
‖∇g(γ)‖2 ≤ ‖∇γg(γ)‖1 = L
∑
i∈S
aTi Σ
−1
γ
RYΣ
−1
γ
ai
= L
(
tr
(
ATSΣ
−1
γ
RYΣ
−1
γ
AS
))
≤ L |||RY|||2 tr
(
ATSΣ
−1
γ
Σ−1
γ
AS
)
= L |||RY|||2 tr
(
Γ
−1/2
S A˜
T
SΣ
−1
γ
Σ−1
γ
A˜SΓ
−1/2
S
)
≤ (L |||RY|||2 /γmin) tr
(
A˜TSΣ
−1
γ
Σ−1
γ
A˜S
)
≤
(
L |||RY|||2
∣∣∣∣∣∣Σ−1
γ
∣∣∣∣∣∣
2
/γmin
)
tr
(
A˜TSΣ
−1
γ
A˜S
)
(a)
≤
(
L |||RY|||2
∣∣∣∣∣∣Σ−1
γ
∣∣∣∣∣∣
2
min (m, |S|)
)
/γmin
(b)
≤ (L |||RY|||2min (m, |S|)) /γminσ2. (57)
where A˜S , ASΓ
1/2
S . The inequality in (57a) follows from(
A˜TSΣ
−1
γ
A˜S
)
having min (m, |S|) nonzero eigenvalues, all
of them less than unity. The last inequality in (57b) is due to∣∣∣∣∣∣Σ−1
γ
∣∣∣∣∣∣
2
≤ 1/σ2. Finally, the Lipschitz constant CL,S can
be bounded as CL,S ≤ ‖∇γf(γ)‖2 + ‖∇γg(γ)‖2. Thus, by
combining (56) and (57), and noting that min(m, |S|) ≤ K ,
we obtain the desired result.
G. Proof of Proposition 7
Let µ∗ be the largest eigenvalue of Σ
1
2
γ1
Σ−1
γ2
Σ
1
2
γ1
. Then,
µ∗≥
tr
(
Σ−1
γ2
Σγ1
)
m
=
1
m
[
σ2Tr
(
Σ−1
γ2
)
+ Tr
(
Σ−1
γ2
AΓ1A
T
)]
≥ 1
m
tr
(
Σ−1
γ2
AΓ1A
T
)
. (58)
Here, the second step is setting Σγ1 = σ
2Im+AΓ1A
T . The
last inequality is obtained by dropping the strictly positive
σ2
m tr
(
Σ−1
γ2
)
term.
Let S1 and S2 be the nonzero supports of γ1 and γ2, respec-
tively. Further, let the eigendecomposition of Σγ2 be UΛU
T ,
where Λ = diag(λ1, . . . , λm), λi’s are the eigenvalues of Σγ2
and U is a unitary matrix with columns as the eigenvectors
of Σγ2 . Then, U can be partitioned as [U2 U2⊥ ], where the
columns of U2 and U2⊥ span the orthogonal complementary
subspaces Col(AS2) and Col(AS2)
⊥, respectively. Further, let
Λ2 and Λ2⊥ be |S2| × |S2| and ((m − |S2|) × (m − |S2|))
sized diagonal matrices containing the eigenvalues in Λ cor-
responding to the eigenvectors in U2 and U2⊥ , respectively.
We observe that Λ2⊥ = σ
2Im−|S2|.
By setting Σ−1
γ2
= U2Λ
−1
2 U
T
2 +U2⊥Λ
−1
2⊥
UT2⊥ in (58), we
get
µ∗ ≥ 1
m
(
tr
(
U2Λ
−1
2 U
T
2AΓ1A
T
)
+ tr
(
U2⊥Λ
−1
2⊥
UT2⊥
AΓ1A
T
)) ≥ 1
m
tr
(
Λ−1
2⊥
UT2⊥AΓ1A
TU2⊥
)
,
where the last inequality is due to nonnegativity of the dropped
first term. Since UT2⊥AS2 = 0 by construction of U2⊥ ,
µ∗ ≥ 1
m
tr
(
Λ−1
2⊥
UT2⊥ASc2Γ1,Sc2A
T
Sc
2
U2⊥
)
=
1
mσ2
m−|S2|∑
i=1
(u2⊥,i)
TASc
2
Γ1,Sc
2
ATSc
2
u2⊥,i
=
1
mσ2
m−|S2|∑
i=1
(u2⊥,i)
TAS1\S2Γ1,S1\S2A
T
S1\S2u2⊥,i. (59)
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In the above, u2⊥,i denotes the i
th column of U2⊥ . The last
equality is obtained by observing that the nonzero elements of
γ1,Sc
2
are located in the index set S1\S2.
We now prove that if K < spark(A) − 1, then there exists
at least one strictly positive term in the above summation. Let
us assume the contrary, i.e., let each term in the summation
in (59) be equal to zero. This implies that the columns of
U2⊥ belong to Null(Γ
1/2
1,S1\S2A
T
S1\S2), which means that they
also belong to Null(AS1\S2Γ1,S1\S2A
T
S1\S2). Since, for a
symmetric matrix, the row and column spaces are equal and
orthogonal to the null space of the matrix, it follows that
Col(AS1\S2Γ1,S1\S2A
T
S1\S2) (same as Col(AS1\S2Γ
1/2
1,S1\S2))
is spanned by the columns of U2, or equivalently by columns
of AS2 . Thus, every column in AS1\S2 can be expressed
as a linear combination of columns in AS2 . This contradicts
our initial assumption that K + 1 < spark(A), implying that
any K + 1 or fewer columns of A are linearly independent.
Therefore, we conclude that there is at least one strictly
positive term in the summation in (59), and consequently there
exists a constant c1 > 0 such that µ
∗ ≥ c1/σ2.
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