We study the statistical consistency of conjugate gradient applied to a bounded regression learning problem seen as an inverse problem defined in a reproducing kernel Hilbert space. This approach leads to an estimator that stands out of the well-known classical approaches, as it is not defined as the solution of a global cost minimization procedure over a fixed model nor is it a linear estimator. Instead, approximate solutions are constructed by projections onto a nested set of data-dependent subspaces. We study two empirical stopping rules that lead to universally consistent estimators provided the kernel is universal. As conjugate gradient is equivalent to Partial Least Squares, we therefore obtain consistency results for Kernel Partial Least Squares Regression.
Introduction
In numerical analysis, a (linear) ill-posed inverse problem refers to the linear operator equation Lx = z , where L is a selfadjoint, continuous operator over a Hilbert space H whose inverse is not continuous. The standard assumption is that only an approximation z of z is known, with z − z ≤ δ ; the operator L is known, or possibly only an approximation L of it is available. The perturbed equation is denoted (with some abuse)
The goal is to recover an as good as possible approximation for the true w (solution of the original equation), given this information. Statistical inverse problems deal with the same kind of equation, where z = z + δε and ε is a random noise variable with partially known structure. Ill-posed problems are generally solved using regularization or approximation techniques (see e.g. Engl et al. (1996) for an overview). The standard problem of finite-dimensional regression from an i.i.d. sample ((X i , Y i ) 1≤i≤n ) under the linear model Y i = X i , β + ε i can be seen as an inverse problem when written as Xβ = Y , where X is the n × d design matrix, leading to the so-called normal equation
corresponding to L = X ⊤ X (equal up to a factor n to the uncentered covariance matrix) and z = X ⊤ Y in (1). Although a finite-dimensional problem is not strictly speaking illposed, it is relevant to apply regularization techniques such as ridge regression when the dimension d is large.
Kernel regression as an inverse problem
In general, the relation between X and Y cannot assumed to be linear and the model is Y i = f (X i ) + ε i ; the regression function
is only assumed to belong to L 2 (P X ) , where P X denotes the X marginal distribution.
To tackle this nonparametric case, following the kernelization principle, the data X ∈ X can be mapped to some reproducing kernel Hilbert space H k with bounded kernel k, via the canonical kernel mapping φ(x) : X → H k : x → φ(x) = k(x, ·) . For a function f ∈ H , the reproducing property yields φ(x), f = f (x) , and thus the analogue of the finite-dimensional linear equation Xβ = Y becomes in kernel space
where T is the inclusion operator
where P X,n denotes the empirical X-marginal. This can be seen as a "perturbation" of the noiseless, population equation
with the self-adjoint kernel integral operator of L 2 (P X )
Alternatively, applying T * to the left of (4) leads as in the finite-dimensional case to the normal equation
with S = E [φ(X) ⊗ φ(X) * ] , in other terms
denoting the covariance operator of the kernel mapping. For more insight about the connections of kernel learning to inverse problems, see in particular De Vito et al. (2006)). The empirical, "perturbed" versions of the population equations (5) and (6) are obtained by replacing in the left and right hand sides noisy the estimates from the data , i.e., T is replaced by T and f by Y . In general, these problems are ill-posed, and regularization techniques are needed. E.g. the highly popular Tikhonov regularization controls the complexity of the approximate solution by penalizing its norm, leading in the current setting to kernel ridge regression.
At this point we need to point out two important differences between the standard setting of statistical inverse problems and that of learning seen as an inverse problem:
• in inverse problems, the focus is on recovering the solution w of (1). In the learning setting, when the criterion is prediction error, the goal is rather to recover f itself rather than, say, w in (5) or g in (6).
• in fact, generally the formal population equations (5) and (6) do not have a solution (since the regression function f does not generally belong to the RKHS).
Thus, putting the learning problem as an inverse problem is mainly formal; it allows to draw a parallel and apply methods devised for the inverse problem setting. Since the unperturbed equations do not have a solution, it is expected that such methods will output divergent sequences of (w i ) (for equation (5)) or of (g i ) (for equation (6)); but the hope is that Kw i , respectively T g i converge to f in L 2 (P X ) (in particular in the latter case, g i might diverge in RKHS norm but converge in L 2 (P ) norm). In this sense, when analyzing the behavior of such methods it is not generally possible to directly import results from the inverse problems literature.
Conjugate gradient
In this work we study conjugate gradient (CG) methods for kernel based learning. In CG methods, approximate solutions of inverse problems are iteratively constructed from successive projections on a nested set of subspaces, so-called Krylov subspaces, and the dimensionality of the subspace (i.e. the number of iterations) acts as a regularization parameter. These Krylov subspaces are constructed in a supervised fashion, meaning that they depend on the right hand side of the operator equation as well. The class of CG methods depends on a free parameter, namely the order l ∈ N 0 . In a nutshell, it determines the norm in which the size of the residuals is minimized over the Krylov subspaces.
We study universal consistency properties of the original CG algorithm proposed by Hestenes and Stiefel (1952) applied to the perturbation of the normal equation (6), corresponding to an order of l = 0. This particular algorithm minimizes the ℓ 2 -norm over the nested subsets, and it in fact corresponds to Partial Least Squares (PLS) regression (Wold, 1975; Wold et al., 1984) , a supervised dimensionality reduction technique. While this correspondence is well-known (see e.g. Phatak and de Hoog (2002) or Eldén (2004) for overviews), studies of the statistical properties of PLS such as consistency are relatively few. Recent work (Naik and Tsai, 2000; Chun and Keles, 2007) use this correspondence to study model consistency of PLS in the linear case and with a fixed and predefined number of iteration steps, but where the dimensionality can grow with the number of data. Here, we focus on universal prediction consistency in the infinite dimensional case. In particular, we have to define suitable stopping criteria to ensure consistency.
To motivate the interest of studying the statistical properties of CG of its own, we want to underline that it does not fit into some previously well-studied classes of methods. First, CG cannot be written as a (possibly regularized) cost minimization procedure, which are common in machine learning or statistics (e.g. SVM, maximum likelihood). This is because the subspace on which Y is projected depends itself strongly on Y , so that it is not a fixed model. Secondly, we contrast CG with the class of linear spectral methods for statistical inverse problems, which use estimators of the form w λ = F λ (A) z to solve (1). In this context F λ is a fixed family of "filter functions", which are regularizing approximations of the real function x → x −1 (acting on the spectrum of A). Such methods have been studied in great generality by Bissantz et al. (2007) in a statistical inverse problem context, and by Lo Gerfo et al. (2008) in a statistical learning context. To name a few examples, this last class contains kernel ridge regression (using the function F λ (x) = 1/(x + λ), also known as Tikhonov regularization for inverse problems); kernel PCA projection (using F λ (x) = 1{x ≥ λ}/x, also known as spectral cut-off), and L 2 boosting (Bühlmann and Yu, 2002) 
i , also known as Landweber iteration). In fact, CG can also be written as an iterative approximation of the inverse of A in terms of a polynomial representation q m (A), but the essential difference with spectral filtering methods is that the polynomial q m is not fixed but itself depends strongly on the data Y . Hence, CG does not fit into this class of methods either. (On the other hand, standard gradient descent is strongly related to Landweber iteration and has been studied in a statistical learning context by Yao et al. (2007).) Finally, from an algorithmic point of view, in contrast to (for example) Tikhonov regularization, which involves the inversion of an operator, CG only depends on repeated applications of the operator, and additional sparsity properties lead to an efficient storage of the results. Hence, CG methods pose an algorithmically efficient alternative to the more wide-spread regularization techniques. (Of course, this advantage is shared with other iterative methods such as Landweber iteration.)
The paper is organized as follows. We briefly recapitulate the main properties of CG type methods in Section 2. In Section 3, we present the conjugate gradient algorithms for kernel based statistical inverse problems. The convergence of the population approximation is discussed in Section 4, and the two consistent stopping rules are presented in Sections 5 and 6 respectively.
Notation and Assumptions
By convention, we will denote population versions of quantities involved with a bar and empirical one without. We have already defined the operators T , T * , K, S and T in the introduction. The empirical version of the integral operator T * is given by
The empirical covariance operator S = T * T is defined in the same way but acting on H . As for the empirical kernel operator K = T T * , since there is an isometry
where K is the kernel Gram matrix,
We will denote by . 2 , . 2,n , . H , the Hilbert norms in L 2 (P X ), L 2 (P x,n ) and H , respectively and the indices can be dropped when there is no ambiguity. For an (HilbertSchmidt) operator A : H 1 → H 2 , A denotes the usual operator norm and A HS the Hilbert-Schmidt norm, defined as A In the remainder of the paper we will make the two following important assumptions: (B) boundedness of the data and kernel: Y ∈ [−1, 1] almost surely and sup x∈X k(x, x) ≤ 1 .
(U) universality of the kernel: for any distribution
The notion of universal kernel was first introduced in Steinwart (2001) . It is well-known that it is for example satisfied by the Gaussian kernel on a compact subset of R d . See Miccheli et al. (2006) for more general conditions for universality. Finally, remark that (U) implies S HS ≤ 1 as well as S HS ≤ 1 .
Background: Conjugate Gradient Methods
The material presented in this section is taken from Hanke (1995) . Conjugate gradient type methods of order l (which we denote by CG(l)) are iterative, approximate solutions for linear operator equations of the form Lx = z , with L : H → H a self-adjoint linear operator on a Hilbert space H . The sequence x m of approximate solutions are constructed from a nested set of Krylov subspaces
This implies that the approximate solution x m can be identified with an element q m (λ) of the set Π m−1 of polynomials of degree ≤ m − 1 via
This implies that the residuals
can be identified with an element p m (λ) of the set Π 0 m of polynomials of degree ≤ m with constant term equal to 1 via
The sequence of x m is constructed in such a way that the residuals are orthogonal with respect to the inner product defined by L l , i.e.
for j = k. This is convenient as the polynomials p m follow a three-term recurrence relation. This in turn leads to a recursive formula for the polynomials q m and the approximate solutions x m respectively. In this paper, we study conjugate gradient methods of order l = 0 and l = 1, and we present the corresponding algorithms below. The following fact is very useful (Hanke, 1995) For a fixed l ∈ N ≥1 , the approximate solution x m of the CG(l) algorithm is defined by the minimizing property
def.
= arg min
This shows that for l ≥ 1, CG minimizes the size of the residual z − Lx over the Krylov subspace K m (z, L), and the order l corresponds to the choice of the norm in which the size of the residual is measured. Note furthermore that by definition of the CG algorithm, the approximate solution (9) is a polynomial in L, applied to the right-hand side. In this sense, one can interpret CG as an action on the eigenvalues of the operator L. As the polynomial q m is not fixed but depends on the right-hand side as well, CG is not a linear estimate, and it cannot be cast into the framework studied by Bissantz et al. (2007) or by Lo Gerfo et al. (2008) .
Conjugate Gradient Methods for Statistical Inverse Problems
We propose to approximate f by applying conjugate gradient methods to the empirical normal equation
Note that for any order l, there is a duality between CG(l) applied to the normal equation and CG(l + 1) applied to the kernel equation (7). For l ≥ 1, this follows immediately from the minimization property (13) that defines the CG-solutions, and this correspondence can be extended to the case l = 0 (Hanke, 1995) . In this paper, we focus on the the CG-algorithm of order l = 0 applied to the normal equation. The motivation for this particular choice of the order is three-fold. First, the minimization property (14) implies that the approximate solution minimizes the ℓ 2 norm of the residuals over a Krylov subspace, and the ℓ 2 -norm is a natural measure in this context. Second, for higher orders l, the CG-algorithm requires a repeated application of the operator, leading to higher computational costs. Third, and most importantly, the particular choice of the order l corresponds to Kernel Partial Least Squares Regression (Rosipal and Trejo, 2001; Rosipal et al., 2003) . PLS is a standard tool e.g. for analyzing chemical data (Martens and Naes, 1989) , and recent years have seen applications in various other scientific fields such as chemoinformatics, neuro-physiology or bioinformatics (Saigo et al., 2008; Martınez-Montes et al., 2004; Boulesteix and Strimmer, 2007) . In short, there is a vast amount of evidence that conjugate gradient methods perform successfully in real-world applications.
Partial Least Squares (PLS) (Wold, 1975; Wold et al., 1984 ) is a supervised dimensionality reduction technique. It iteratively constructs an orthogonal set t 1 , . . . , t m of latent features which have maximal covariance with the target variable y. This low-dimensional representation of the data is then used for prediction. e.g., for fitting a linear regression model or as an input for other learning algorithm as the Support Vector Machine (Rosipal et al., 2003) . It follows readily from the iterative definition of Kernel PLS that the latent components t 1 , . . . , t m span the Krylov space defined by Ky and K. As Kernel PLS projects the response onto the space spanned by the latent components, its equivalence to CG(l = 1) in the kernel case follows from the minimization property (14) (See also Krämer and Braun (2007) for a discussion on the shift of the order l for the transit from normal to kernel equation.)
We present the empirical CG-algorithm in two equivalent formulations. The first representation (algorithm 1) is stated in terms of the covariance operator S and the function T * y. While this representation is convenient for the theoretical analysis below, a representation in terms of the kernel matrix K and the response y (algorithm 2) can actually be computed.
In a nutshell, the algorithm iteratively constructs an S-orthogonal basis d 0 , . . . , d m−1 of the Krylov space of interest
by orthogonalizing the residuals with respect to this basis.
Algorithm 1 Empirical Conjugate Gradients in H k
Initialize:
We remark that in the original NIPALS algorithm for PLS, instead of (16), an orthogonal basis of K m (T * y, S) is constructed, leading to the same approximate solutions (see Phatak and de Hoog (2002) for details.)
The equivalence between these algorithms 1 and 2 can be shown e.g. by noting that We note that algorithm 2 can be shown to be equivalent to the sparse Kernel PLS algorithm derived in Krämer and Braun (2007) .
As the two algorithms are equivalent, we have
Population versions of x m and w m can be derived by replacing all empirical quantities in algorithm 1 and 2 by their population versions. Finally, in the absence of any additional stopping rule, algorithms 1 or 2 can stop in one of two cases. First if the maximum iteration number fixed by the user m max is reached. We will assume that m max (n) is growing to infinity with the number of data n , and silently forget about this condition in the sequel when we introduce early stopping rules (all consistency results remaining true if the stopping rules introduced in the sequel are in fact capped at m max ). The second stopping condition can happen (theoretically) if one of the denominators in the ratios appearing in the algorithm is exactly equal to zero (in which case the estimate of the previous step is returned). It can be shown (Hanke, 1995) that this happens iff the decomposition of u 0 = T * y on the eigenvectors of S has only a finite number κ of terms (in which case there are exactly κ steps in the algorithm). While this particular case does not present an essential problem for our analysis, we will assume below for simplicity that this is not the case for the population version.
Convergence in the Population Case
In this section, we study the convergence of the CG-method in the population case. In this section, we do not assume that the kernel is universal. Note that in general, if f is not in the range of the kernel operator K, the sequence x m does not converge in H k . However, one can show that
converges to the projection of f onto the closure of H in L(2) . Under (U), this projection is f itself and this implies asymptotic consistency of the population version. To show this, we first generalize the minimization property (14). As announced earlier, we will assume for simplicity in the sequel (I) the regression function f has infinitely components in its decomposition over the eigenfunctions of S , which implies that the population version of the algorithm can theoretically be run indefinitely without exiting. Again, if this condition is not satisfied the population algorithm stops after a finite number of steps κ , at which points it holds that f κ = f so that the rest of analysis would hold with only minor modifications.
Lemma 0.1. Let us denote by P the orthogonal projection onto the closure of the range of the kernel operator in L 2 (P ). Then, the polynomial q m ∈ Π m that defines the conjugate gradient solution (9) fulfills
and hence, using the Pythagorean theorem,
As the second term does not depend on the polynomial q, we conclude that we can replace f by Pf in the minimization property (14).
This leads to the following convergence result.
Theorem 1. Let us denote by f m the projection of f onto the first m principal components of the operator L k . We have
In particular,
This theorem is an extension of the finite-dimensional results by Phatak and de Hoog (2002).
Proof. We construct a sequence of polynomials q m ∈ Π m−1 such that
and then exploit the minimization property (Lemma 0.1) of the polynomial q m . Let us consider the first m eigenvalues λ 1 , . . . , λ m of the operator K with corresponding eigenfunctions φ 1 , . . . , φ m . Then, by definition
fulfills p m (0) = 1, hence it defines a polynomial q m ∈ Π m−1 via
As the zeroes of p m are the first m eigenvalues of K, the polynomial q m has the convenient property that it "cancels out" the first m eigenfunctions, i.e.
By construction of the polynomial p m ,
and hence
As the principal components approximations f m converge to Pf , this concludes the proof.
As the rate of convergence is at least as good at the rate of the principal components approximations, this theorem shows in particular that the conjugate gradient method is less biased than Principal Components Analysis. This fact is known for linear PLS in the empirical case (De Jong, 1993; Phatak and de Hoog, 2002) . However, empirical findings suggest that for PLS, the decrease in bias is balanced by an increased complexity, e.g. in terms of degrees of freedom (Frank and Friedman, 1993; Krämer and Braun, 2007) . The goal of the next two sections is to introduce a suitable control of this complexity.
Note furthermore that we can use the same reasoning as in Theorem 1, based on the minimization property (Lemma 0.1), to upper bound f m − Pf with any other fixed polynomials p m ∈ Π 0 m . E.g. Hanke (1995) shows convergence by choosing the polynomial p m (λ) = (1 − λ) m instead of (19). By the same token, since the method of Landweber iteration is equivalent to using the fixed polynomial q m (t) = m−1
i , CG is less biased than Landweber iteration.
First Consistent Stopping Rule: Error Monitoring
In this section, we show that we can control the error between the population case and the empirical case by iteratively monitoring upper bounds on this error. Since this bound only involves known empirical quantities, it is possible to design a stopping criterion based on the bound. This then leads to a globally consistent procedure.
The key ingredient of the stopping rule is to bound the differences for u, x, d (defined in algorithm 1) if we replace the initial quantities S and T * y by their population versions. Note that algorithm 1 involves products and quotients of the perturbed quantities. The error control based on these expressions can hence be represented in terms of the following three functions.
Definition 1.1 (error control). For any positive reals
and for any positive reals (x, y, δ x , δ y ) define
The usefulness of these definitions is justified by the following standard lemma for bounding the approximation error of inverse and products, based only on the knowledge of the approximant: Lemma 1.1. Let α, α be two invertible elements of a Banach algebra B , with α − α ≤ δ and
Let B 1 , B 2 be two Banach spaces and assume an assocative product operation exists from B 1 ×B 2 to a Banach space B 3 , satisfying for any (x 1 , x 2 ) ∈ B 1 ×B 2 the product compatibility condition x 1 x 2 ≤ x 1 x 2 . Let α, α in B 1 and β, β ∈ B 2 , such that α − α ≤ δ α and β − β ≤ δ β . Then αβ − αβ ≤ ξ( α , β , δ α , δ β ) .
In the same situation as above, if it is known that α ≤ C , then
Furthermore, we can bound the deviation of the starting values S and T * y:
Then, if (B) holds, with probability at least 1 − n −2 ,
Algorithm 3 Error Control for Algorithm 1 Initialize: δ x 0 = 0; ε n = 4 (log n)/n; δ
The second result is is well-known, see e.g. Shawe-Taylor and Cristianini (2003); Zwald and Blanchard (2006) , and the first one is based on the same argument.
The error monitoring updates corresponding to algorithm 1 are then displayed in algorithm 3.
Notice that the error monitoring initialization and update only depend on observable quantities. Now fix 0 < γ < 1 2 and consider running the main algorithm along with the error monitoring and let m (n) + 1 denote the first time where either the procedure exits, or δ x m (n) +1 > n −γ . Here, the subscript (n) indicates that the step is data-dependent. Output the estimate at the previous step, that is, the estimate f m (n) = T x m (n) (remember T is just the inclusion operator of H into L 2 (P ) , so we are in essence returning the function x m (n) ). The next theorem states that this (random) stopping rule leads to a universally consistent learning rule for bounded regression.
Theorem 2. Assume (B) and (U) are satisfied. Denote by f (n) the output of the CG algorithm run on n independent observations while using the above stopping rule. Then almost surely lim
where f m denotes the "ideal" m-iteration estimate obtained by applying the CG algorithm to the population case. The proof consists in two steps. First, we establish that the second term is bounded by n −γ with high probability, which is essentially a consequence of the error monitoring construction. Second, we prove that the random variable m (n) → ∞ almost surely, which ensures that the first term goes to zero (via the result on the population case).
First Step: We have
(we drop the superscript (n) for m to lighten notation) Now, we prove that the construction of the error monitoring iterates ensure that x m − x m ≤ δ x m for any m before stopping, with probability at least 1 − 2n −2 . First for m = 0 note that x 0 − x 0 = 0 = δ x 0 is obvious; on the other hand, u 0 − u 0 ≤ δ u 0 = ε n holds with probability at least 1−n −2 . This is due to Lemma 1.2 as
This also
Once this is established, we have to check that the construction of the error monitoring iterates follow step by step the main algorithm. Lemma 1.1 recalls error control update formulas for products and inverse of quantities with controlled error. It is straightforward to show that ε m,1 controls the error for Sd m (using the fact that the operator norm is upper bounded by the Hilbert-Schmidt norm; and that S ≤ 1); ε m,2 controls the error for d k , Sd k (the Cauchy-Schwarz inequality ensuring the compatibility condition of norm and product in Lemma 1.1); ε m,3 controls the error for the inverse of the latter; δ for the inverse of the latter. In particular, with probability at least 1 − 2n −2 we have
by definition of the stopping rule. Since the probabilities that this inequalities are violated are summable, by the Borel-Cantelli lemma, almost surely this inequality is true from a certain rank n 0 on. This conludes the first step of the proof.
Second
Step: This is in essence a minutely detailed continuity argument. We consider a fixed iteration m and prove that this iteration is reached without exiting and that δ x,(n) m < C(m)ε n a.s. from a certain rank n 0 on (here the superscript (n) once again recalls the dependence on the number of data). The constant C(m) is deterministic but can depend on the generating distribution. This obviously ensures m (n) → ∞ a.s.
We prove by induction that this property is true for all error controlling quantities ε * ,m and δ * m appearing in the error monitoring iterates. Obviously, from the initialization this is true for δ and hence from a certain rank on, remains in a fixed neighborhood of this point where ξ has a local Lipschitz constant L(κ) . We have ξ(κ) = 0 and κ − κ ≤ c.C(m)ε n for some absolute constant c by the induction assumption, hence ε m,2 ≤ cL(κ)C(m)ε n for n big enough, and the induction is proved. For update steps involving ζ , for example ε m,5 = ζ( u m 2 , ε m,4 ) , the reasoning is the same, observing that the input parameters converge to the fixed point ( u m 2 , 0) of the domain of ζ ; from a certain rank on the input parameters belong to the domain and this step won't cause the exit from the procedure.
6 Second Consistent Stopping Rule: direct empirical complexity estimation
In this section we propose an alternate stopping rule based on using directly the minimization property (13) of CG for controlling the estimation error at a given step, rather than following the main algorithm 1 step by step. This has the advantage of resulting in a more explicit stopping rule.
To understand the construction of the stopping rule, remember that the CG outputs at step m is defined by
Let us define the operator R m :
Then, we can rewrite x m = R m w m , where
from this it is easily seen that
where M m is the m × m matrix M m = R * m SR m . This random m × m matrix has (i, j) entry equal to y ⊤ K i+j y , as = ∞ .) Although M m itself can be efficiently computed from the data, the stopping criterion involves inverting this matrix (or estimating its lowest eigenvalue). This might be computationally inefficient compared to the error monitoring stopping rule, which did not involve additional substantial computational burden with respect to the main algorithm. Therefore, once again the main interest of this second stopping rule is its explicit formula as a data-dependent complexity.
Theorem 3. Assume (B) and (U) are satisfied. Denote by f (n) the output of the cg algorithm run on n independent observations while using the above stopping rule. Then almost surely lim
For the population version x m of the algorithm, equation (20) is true with the population quantities. Therefore, to upper bound the difference between the population and empirical versions it is sufficient to control the error on the different terms appearing in the above formula (20). This boils down to perturbation analysis and is closely related to techniques employed by Chun and Keles (2007) in a finite dimensional context.
The following lemma summarizes the error control:
Lemma 3.1. Put ε n = 4 (log n)/n . There exists an absolute numerical constant c such that, with probability at least 1 − n −2 , whenever cε n m 3 M −1 m ≤ 1 , the following holds:
Postponing the proof of the Lemma, we first show how this result entails the consistency theorem.
(of Theorem 3). Let c be the universal constant appearing in Lemma 3.1. At the stopping step m = m ′ (n) it holds by construction that
Choosing some positive γ < 1 2 − ν , for n large enough the above RHS is bounded by n −γ . By Lemma 3.1 and a reasoning similar to that of the proof of Theorem 2, this implies the bound on the estimation error with respect to the population version (valid with probability at least 1 − n −2 ):
By the Borel-Cantelli lemma, this inequality is therefore almost surely satisfied from a certain rank n 0 on.
To conclude, one must establish that m (To simplify the final expression we have used m M −1 m ≥ 1 again) Finally from the explicit expression for x m we obtain
Conclusion
We proposed conjugate gradient methods for the solution of statistical learning problems.
In the context of kernel regression, we proved universal prediction consistency for conjugate gradient of order 0, which is equivalent to Kernel Partial Least Squares Regression. The two stopping rules that lead to consistent estimates are based on the rationale that one can control the difference between the empirical approximate solutions and their population counterparts based on the knowledge of the discrepancy of the starting values, namely the empirical covariance operator and T * Y . While the first stopping rule monitors the error by following the iterative CG algorithm 1, the second stopping rule uses a closed-form representation of the approximate solution.
We would like to add a few remarks on extensions to arbitrary orders l of the CG algorithm. While the monitoring of the discrepancy between the population and empirical solutions can be extended to higher orders in a straightforward way, the convergence to the optimal function in the population case deserves special treatment, as the extension of our results would only imply convergence with respect to the norm defined by K l−1 . Hence, more refined arguments or additional assumptions (see e.g. Hanke (1995) ) are probably needed to ensure consistency. We conjecture that the two stopping rules lead to non-optimal convergence rates, and that superior rates might be achieved by exploiting in more detail the properties of CG and its connections to orthogonal polynomials. E.g., if we reformulate the closed form solution in terms of an orthogonal basis W m of K m (T * Y, S) instead of the columns of R m , the eigenvalues of the matrix W * m SW m are interlacing approximations of the eigenvalues of S (called Ritz values), and results from numerical linear algebra indicate that the behavior of these Ritz values are a natural measure of complexity. The investigation of optimal convergence rates is therefore an exciting future research direction.
Additional proofs
Proof of Lemma 1.1. Write α −1 −α −1 = α −1 (α−α)α −1 implying α −1 − α −1 ≤ α −1 α −1 δ . By the triangle inequality this implies α −1 ≤ α −1 /(1 − α −1 δ) . Plugging this inequality back into the RHS of the first one yields the first part of the result. For the second part we write αβ − αβ = α(β − β) + (α − α)β = α(β − β) + (α − α)β + (α − α)(β − β) . Using the compatibility condition in either of these two equalities leads to the result.
Proof of Lemma 1.2. For the first inequality, note that T * f * = E [φ(x)f * (x)] , where φ(x) is the canonical kernel mapping; while T * y = 1 n φ(X i )Y i . Moreover, φ(X)Y ≤ φ(X) = k(X, X) ≤ 1 .
Therefore, we can apply lemma 3.2 below to yield the announced inequality.
For the second inequality, we apply Lemma 3.2 to the operator S , which is the empirical covariance operator of variable φ(X) in kernel space, i.e. S = 1 n n i=1 φ(X i ) ⊗ φ(X i ) ; while S is the corresponding population covariance operator. Furthermore φ(X) ⊗ φ(X) HS = k(X, X) ≤ 1 (where the norm · HS is the operator Hilbert-Schmidt norm). Lemma 3.2 then yields the desired inequality.
The following lemma is based on an application of McDiarmid's inequality and can be found e.g. in Shawe-Taylor and Cristianini (2003) 
