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I. INTRODUCTION 
The detection of the presence of flaws in structural materials 
is the most important function which Non-Destructive Evaluation 
(NDE) performs. As structures are designed to higher performance 
criteria and as safety and life cycle cost factors become more im-
portant, it becomes necessary to detect smaller and more difficult 
to find flaws. This paper presents a practical approach to the 
optimum detection of flaws in the presence of noise signals. A 
decision theoretic approach (described in more detail in a compan-
ion paper by Fertig, et al. 1) is used to derive a detection algo-
rithm which is adapted to the noise environment in which a parti-
cular measurement is being made. An automatic procedure for char-
acterizing the noises and developing the optimum detection algo-
rithm is presented. Two implementations of this approach have been 
tested on experimental data and show substantial improvement over 
conventional detection techniques. One is a flexible algorithm 
used for research purposes, and the other is a real-time algorithm 
suitable for field implementation. 
This work was sponsored by the Center for Advanced Nondestructive 
Evaluation, operated by the Ames Laboratory, USDOE, for the Defense 
Advanced Research Projects Agency at the Air Force Wright Aeronau-
tical Laboratories/Materials Laboratories under Contract No. 
W-7405-ENG-82 with Iowa State University. 
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II. THEORY 
Ultrasonic measurements of small flaws are usually limited by 
the presence of one or a number of noise processes. The problem of 
flaw detection (or flaw characterization) is therefore one of dis-
tinguishing the flaw information from the accompanying noise infor-
mation. The statistical approach to NDE involves taking specific 
account of the statistical nature of the noise processes when de-
signing flaw detection or flaw characterization algorithms. The 
statistical approach has been used to develop a number of flaw 
characterization algorithms. 2- S This paper describes the use of 
the same approach for flaw detection. 
The first step in developing a statistical approach to flaw 
detection (or characterization) is to create a measurement model 
which describes both the signals due to the flaw and the signals 
due to noise sources. The second step is to calibrate the model by 
performing a set of measurements which determine the instrumental 
properties of the measurement system and the statistical properties 
of the noise mechanisms. The third step is to derive an algorithm 
which performs the detection (or characterization) in an optimal 
manner with respect to the signals and noises present. 
The measurement model used in this paper is the following 
(expressed in the frequency domain): 
where 
M 
X 
(1) 
is the measured signal, 
is the response of the transducer and its associated elec-
tronics, 
includes the diffraction, attenuation and other factors in-
volved in the propagation of the sound to the flaw and back, 
is the scattering amplitude of the flaw, 
describes the material noise scatterers, including propaga-
tion factors, 
describes "echo" noise such as geometrics or ringdown, and 
is random electronic noise. 
This notation differs from that used in Ref. 1 in that Ref. l's 
term p is the product of our terms "X" and "n" and that we ex-
plicitely include a term which describes the "echo noise". 
The derivation of an optimum detection algorithm is done in a 
decision theoretic manner. A detailed description of this deriva-
tion is given in Ref. 1. A summary follows: The full problem of 
distinguishing all flaws larger than a certain size from smaller 
flaws or no flaw at all generally leads to a mathematically intrac-
table problem. Therefore, a key simplification has been made which 
leads to detection algorithms which can be implemented in real time 
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hardware. This assumption is based on the observation that much of 
the energy scattered from flaws comes from localized areas of the 
flaw, such as the front surface of a volumetric flaw or the tip 
diffraction of a crack. As a result, this scattering is impulse-
like. We have therefore used a simplified flaw model in which the 
impulse response of the flaw is modeled as a delta function or a 
set of a small number of delta functions. This leads to detection 
algorithms which are of the form of a convolution of the measured 
signal with a filter function. For the case of modeling the flaw 
as a single delta function, the filter function is: 
* * F(w) = X(w~(w~(w) (2) 
where C(w) is the power spectrum of the noise sources which can't 
be eliminated by preprocessing and * indicates complex conjugation. 
Detection then consists of thresholding the quantity: 
Set) = L M(w) F(w) exp (jwt) 
w 
(3) 
This corresponds to a type of matched filter for the detection 
of impulsive scatterers. 
The advantages of the statistcal approach are the following: 
1. More accurate detection and characterization of flaws. 
2. Automatic adaptation to the particular sample being tested and 
to the particular instrumentation being used. 
3. Statistical algorithms can give confidence measures which can 
indicate the level of confidence which should be placed in any 
given estimate which the algorithm makes. 
Among the practical implications of the statistical approach are: 
1. The ability to detect and size smaller flaws. 
2. The ability to detect and size flaws in noisier materials. 
3. Increased inspection speed because less highly focussed 
transducers are needed to detect a given flaw. 
4. Less exacting requirements on instrumentation, because the 
algorithms adapt to the properties of the instrumentation. 
The limitations of the statistical approach include: 
1. Large flaws can be detected by conventional means. The 
statistical approach is not needed. 
2. Very small flaws will not be detected even by the statistical 
approach. There is, therefore, a range of flaw sizes for which 
the technique is appropriate. 
3. The statistical approach requires digital processing of the 
measured data. Currently, this requires more expensive hard-
ware than analog processing, but the margin is narrowing. 
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III. IMPLEMENTATION ON MEASURED DATA 
In order for statistical flaw detection to be of practical use, 
two things must be proven. First, it must be shown that a signifi-
cant improvement in flaw detection can be achieved on experiment-
ally measured data, given the limitations of this data. Second, it 
must be possible to implement the method in algorithms and hardware 
which operate fast enough to be of use in practical NDE situations. 
In this program, we have developed two implementations of sta-
tistical flaw detection. The first is a "research algorithm" which 
is written in the ISP signal processing language and provides a 
flexible vehicle for examining the performance of a variety of 
forms of detection algorithms, statistical and conventional. The 
second is a real time algorithm which is implemented in the Digital 
Ultrasonic Instrument (DUI). 
A. Research algorithm 
The first form in which the statistical approach to flaw detec-
tion has been implemented is a general purpose algorithm, written 
in ISP, by means of which a number of variations of the algorithm 
were tested and evaluated. The algorithm consists of a setup or 
training phase, followed by a testing phase. 
1. The setup phase consists of the following parts: 
a. Estimate electrical and AID converter noise from a set of 
waveforms collected at a single location on the sample. The 
algorithm calculates the mean waveform and the variance 
waveform of this set. The variance waveform is used to es-
timate of the power spectrum of the electrical and AID con-
verter noise and can be used to select the amount of signal 
averaging to be used in subsequent measurements so as to 
reduce the amount of these noises to a desired level. 
b. Estimate echo noise and material noise from a set of wave-
forms collected at a variety of nominally identical flaw 
free locations in the specimen. The algorithm again cal-
culates the mean and variance waveforms. The mean waveform 
is an estimate of the echo noise (noise which is independent 
of position). It is saved and subtracted from each new data 
waveform that is acquired. The variance waveform is used to 
estimate of the power spectrum of the remaining noises and 
is used for C(w) in the detection filter. 
c. The system response X(w) is measured by means of the 
reflection of the sound beam from a flat surface in the far 
field of an unfocussed transducer or at the focus of a 
focussed transducer. 
d. The diffraction 0(00) which the sound beam undergoes in 
reaching the flaw location is calculated using formulae 
developed by Thompson, et.al. 9 
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Note that if the flaw is sufficiently in the far field of the 
transducer at all frequencies of interest, then D(w) is the same 
for flaw and system response measurements and can be ignored. To 
the extent that the flaw is not in the far field, the diffraction 
can be determined theoretically, as described in the previous para-
graph, or experimentally, by means of a scatterer of known proper-
ties at the exact distance of the flaw. Both of these approaches 
are limited because, in practice, it is difficult either to know 
the sound field well enough to reproduce near field effects theo-
retically, or to have a scatterer whose properties and position are 
known accurately enough to reproduce them theoretically. 
e. The detection filter F(w) (Eq. 2) is now calculated from the 
quantities determined above. 
f. A detection threshold must be set. This can be done either 
theoretically using the measurement model or experimentally 
using reference specimens as is currently done in most NDE 
measurements. Neither approach is entirely satisfactory 
because in neither case can one be sure that the conditions 
in the test piece have been accurately duplicated. Because 
the purpose of our measurements was to study the algorithms 
rather than to detect specific flaws, a threshold was not 
selected, but rather the detection function itself was 
displayed for analysis. 
2. The test phase consists of the following parts: 
a. A candidate waveform is acquired. 
b. The echo noise is subtracted from it. 
c. Two detection algorithms are then applied to the data: video 
detection and statistical detection. Video detection is 
performed by rectification followed by low pass filtering 
using a frequency domain Hanning window centered at zero 
frequency and with halfwidth equal to twice the transducer 
center frequency. The statistical detection is performed by 
filtering the signal using the filter F(w) defined above. 
d. A display is provided of the waveforms at various steps in 
the computation process and of the waveforms output by each 
algorithm. 
B. Real-time algorithm 
In order for a detection technique to be of practical use, it 
must be able to be implemented in a form which will operate at the 
speed at which conventional ultrasonic inspections are performed. 
In order to demonstrate this capability and in order to provide for 
more rapid testing of the statistical approach, a real-time version 
of these algorithms has been implemented. This part of the work 
was funded by the CANDIS program. lO The algorithms were implemen-
ted on the Digital Ultrasonic Instrument (DUI),ll which is a high 
speed all-digital instrument for performing sophisticated calcula-
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tions on ultrasonic signals. The DUl controls the motion of the 
Ultrasonic Test Bed12 in order to scan over the specimens under 
test. The detection algorithms implemented on the DUl are simpler 
than the research algorithm described above and therefore serve as 
a test of what simplifications can be made in the original algor-
ithm in order to speed the computations without significantly re-
ducing the quality of the results. The real-time algorithm also 
consists of a set-up or training phase, and by a testing phase. 
1. In the set-up phase, the DUI guides the operator through the 
series of measurements required to design the detection filter: 
a. The DUl first asks the operator to provide an echo from a 
flat surface in order to determine the system response. The 
DUl provides an oscilloscope display of the waveform to 
guide him in his adjustments of the instrument. When the 
operator signals that he has the correct signal, the DUI 
acquires it, calculates its frequency spectrum and inserts 
it into the detection filter. No attempt is made to correct 
for diffraction in this algorithm, as it is assumed that the 
flaw is sufficiently in the far field of an unfocussed 
transducer or sufficiently close to the focus of a focussed 
transducer that such a correction is not needed. 
b. The DUI then asks the operator for a region of the sample 
over which to make a coarsely spaced scan in order to deter-
mine the noise present in the sample. It is desirable that 
there be few or no flaws in this region. The DUI scans the 
region, calculates the variance of the noise waveforms and 
thus determines C(w). In this algorithm the echo noise was 
not estimated and saved for the purpose of later subtrac-
tion, although this capability has been demonstrated in the 
DUl before. 
c. The DUI then calculates the detection filter. 
d. Because the algorithm also calculates the video detection 
waveform, it is necessary to calculate the required lowpass 
filter. In order to do this, the DUI asks the operator the 
center frequency of the transducer, although it could as 
well have measured this from the system response spectrum. 
2. In the testing phase, the DUI performs the following steps: 
a. The Testbed is scanned to the next position to be measured. 
b. The waveform is acquired, with optional signal averaging. 
c. Three detection algorithms are applied to the waveform: 
Peak of the sampled rf waveform 
Peak of the video waveform 
Peak of the statistical waveform 
The three peak values are stored for each point inspected. 
The sampled rf waveform is included in the set because it 
would be the easiest to implement in a digital system. 
d. At the end of the scan, three graphs are plotted. Each is 
the peak output of one of the detection algorithms. 
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IV. RESULTS 
This section presents two sets of results. First are the re-
sults of applying the research version of the statistical detection 
algorithm to a set of data in which the level of electrical and AID 
converter noise have been varied by changing the amount of signal 
averaging used in acquiring the data. Second, we present the re-
sults of using the real time algorithm while scanning a specimen. 
The specimen used in these measurements is a block of plastic 13 
in which crack-like flaws have been induced by laser damage (Fig-
ure 1). The sample has a cylindrically cut surface which simulates 
the borehole of turbine engine components. The flaw on which these 
measurements is based is a crack 0.5 mm in diameter. Optical in-
spection shows it to be very flat and very nearly circular. The 
normal to the crack is inclined at an angle of 60° with respect to 
the normal to the cylindrical surface. 
A. Results of the research version of the algorithm 
The flaw is fairly easy to detect using a properly selected 
focussed transducer. In order to provide a greater challenge for 
the detection algorithm, the measurements were performed in a less 
than optimum manner. First, an unfocussed transducer was used, 
giving a smaller SiN than a focussed one would have. Recall that 
one of the benefits which is expected from the use of the statisti-
cal approach is that faster scanning will be possible by the use of 
less highly focussed transducers. Second, the transducer diameter 
was large (0.5 in), further decreasing the flaw signal relative to 
the noise. Third, the flaw was located at the first near-field 
null of the transducer at approximately the transducer's center 
frequency (5 MHz). The result is that the flaw signal is only 
approximately 1 LSB in amplitude at the input to the AID converter. 
Figure 2 shows a set of 6 waveforms acquired with varying 
amounts of signal averaging while the transducer was aimed at the 
flaw. Each is labled with a relative signal-to-noise ratio based 
on the amount of signal averaging used. The flaw is visible at 
34 ps in the higher SiN cases. At the beginning of the waveform is 
some "echo" noise due to the ringdown of the front surface echo. 
In the lower SiN cases, the quantization noise of the AID converter 
is clearly visible. 
The analysis of the noise processes gave the following results: 
Figure 3 shows the mean and the power spectrum of the variance of a 
set of waveforms collected with the transducer at a fixed position. 
The mean contains echo noise, material noise and the flaw. The 
noise power spectrum is a measure of the electrical and AID conver-
ter noise. The sharp structure at 12.5 Mhz is due to clock noise 
in the AID converter (Biomation 8100). Figure 4 shows the mean and 
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Fig. 1. Plastic test 
specimen with laser 
induced crack. 
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Fig. 2. Set of flaw signals with 
varying amounts of noise pro-
vided by varying the amount of 
signal averaging. 
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Fig. 3. Mean and noise power 
spectrum of a set of waveforms 
collected at a fixed position. 
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Fig. 4. Mean and noise power 
spectrum of a set of waveforms 
collected at various flaw free 
positions. 
the power spectrum of the variance of a set of waveforms collected 
as the transducer was moved to a variety of flaw free locations. 
The mean in this case is the echo noise which can be removed from 
measured data by subtraction. The variance contains all of the 
random noises present in the signal, including material, electrical 
and AID converter. It is this waveform that is used as the basis 
for the noise power spectrum C(w) in the detection filter. 
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Figure 5 shows the steps involved in determining the system re-
sponse function. The first two curves are the reference waveform 
obtained from a flat surface echo and its spectrum. The third 
curve is the calculated diffraction D for the flaw location. Note 
the near field null at 5 MHz. The fourth curve is the product XD. 
Figure 6 contains the remainder of the steps involved in pre 
paring the detection filter. The first curve is the measured noise 
spectrum (from figure 4). Because it is an estimate based on a 
small number of samples, it not as smooth as the expectation of the 
noise process itself. We have therefore smoothed it by means of a 
low pass filter applied to the spectrum (second curve). Finally, 
the filter function F is calculated (third curve). Note that the 
AID clock noise will be completely eliminated from the measured 
data because the transducer has no energy at 12.5 MHz and therefore 
the filter ignores this frequency. 
Figure 7 shows the results of applying the algorithm to the 
waveform labeled "6dB". The upper curve is the measured waveform. 
The middle curve is the result of applying video (envelope) detec-
tion and the lower curve is the result of the statistical detection 
algorithm. Video detection does not clearly distinguish the flaw, 
but a significant response due to the front surface ringdown is 
seen. The statistical approach, on the other hand, shows the flaw 
clearly standing out above all the other noises. 
I : , : , Jy~ , ,EFE,EN:E ,AV,FOR,M I 
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Fig. 5. Signals used in calibra-
tion of detection algorithm: 
a) system response from flat sur-
face echo, b) spectrum Ixl of a), 
c) calculated diffraction IDI at 
flaw location, d) IXDI. 
FREQUENCY (MHz, 
Fig. 6. Additional calibration 
signals: a) Estimated noise 
spectrum C(w), b) smoothed 
noise spectrum, c) filter 
function I(XD)*/cl. 
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Fig. 8. Performance of 
statistical and video 
detection algorithms 
vs noise level. 
Solid curves are theo-
retical fits to data. 
Statistical algorithm 
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The results of applying the two algorithms to the six data 
waveforms are summarized in Fig. 8. The horizontal axis is the 
nominal signal-to-noise of the waveform. The vertical axis is the 
measured performance of the algorithm, expressed as the peak height 
of the detected signal at the time when the flaw is known to be 
present, divided by the peak height of the detected signal at any 
other time during the measurement. (In computing this measure, the 
detected signal due to front surface ringdown has been ignored, 
since this is not present in many measurement situations.) The 
circles show the results for the statistical detection algorithm. 
For the two lowest SIN cases, the flaw was not detected. The 
squares show the results for the video detection algorithm. It is 
likely that this algorithm did not detect the flaw in any of the 
four lowest SIN cases. The solid curves are a theoretical calcu-
lation of the expected (s+N)/N for various values of SIN. Each 
curve was fit to the corresponding set of results by varying S 
(i.e. sliding the curve horizontally). The curves for the two 
algorithms are separated by 16 dB, indicating that the inherent 
ability of the statistical algorithm to separate signals from noise 
is about 16 dB better than for video detection in this case. 
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Fig. 9 Results of angular scan over 
crack using real time algorithm. 
Statistical algorithm successfully 
detects crack. 
B. Results of the Real-Time Algorithm 
The real time algorithm was used in conjunction with the Ultra-
sonic Testbed to scan a transducer over the specimen containing the 
flaw described above. The pivot point of the transducer manipula-
tor was positioned at the center of curvature of the cylindrical 
surface of the sample and the transducer was then scanned over a 
25° angular range which included the flaw. Figure 9 shows the peak 
amplitude of the signals produced by each of the three detection 
algorithms as a function of position. Neither the raw digitized 
r.f. waveform nor the video waveform detected the presence of the 
crack. The statistical algorithm, on the other hand, did detect 
it, with a signal-to-noise of about 12 dB. 
V. CONCLUSIONS 
The method presented here makes use of an explicit knowledge of 
the noise processes in order to design a flaw detection algorithm 
which optimally detects flaws in the presence of such noise. A key 
assumption which makes the approach implementable in a simple form 
is to model the flaw as having an impulse response function which 
consists of a set of delta functions. 
Experimental results using this statistical approach show a 
significant improvement in the detectability of a crack-like flaw 
relative to the results obtained with conventional video detection. 
This approach promises to provide a number of advantages in practi-
cal testing situations, including detection of smaller flaws, fas-
ter scanning due to the use of less highly focussed transducers, 
and less need for operator optimization of the measurement process. 
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DISCUSSION: 
From the Floor: You mentioned getting rid of the echo noise by sub-
traction. If there's any motion in the transducer, that turns 
into a differentiation that can be a very noisy process. Do 
you anticipate any problems with that? 
R.K. Elsley: The question was about the practical aspect of imple-
menting subtraction. Of course, you can do the subtraction 
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either in the time or frequency domain because it is a linear 
process. 
Now about jiggles in the transducer which produce the effect 
that the signal doesn't arrive at quite the same time when you 
do subtraction. That certainly does happen. One of the tech-
niques that we have used in some of this processing is to speci-
fically time align the signal before doing the subtraction. 
Again, it requires a little extra computation capability, but 
by doing time aligning, we can use subtraction in a variety 
of areas such as in this kind of processing and phased array 
imaging. We can often get 25 DB of suppression of unwanted 
signals by careful subtraction. 
P.M. Gammell (Sigma Research): I notice you are looking for signals 
which are below the least significant data recorded. Am I 
correct that this process actually requires the existence of 
noise and requires that the noise have certain statistics? 
R.K. Elsley: Yes, I would agree. 
such measurements, of course. 
get added signal-to-noise for 
agree with your statement. 
That's not my choice for doing 
It was just a trick to use to 
testing the algorithm, but I 
J.A. Simmons (National Bureau of Standards): Can you use this method 
to improve on time resolution or positioning resolution for 
the flaw? 
R.K. Elsley: Yes. For example, one of the items that is needed 
to do the Born inversion is a very accurate measure of the 
location of the center of the flaw. The correct way to do that 
is by using the low frequency data. We have a statistically 
based approach for making an optimal estimate of where the 
center of the flaw is based on low frequency data. That's one 
that is specifically addressed by this technique. 
