In this paper, we consider a nonlinear model describing crystal surface growth. For the equation, the finite element method is presented and a nice error estimate is derived in the L 2 norm by means of a finite element biharmonic projection approximation.
Introduction
The finite element method is essentially a discretization method for the approximate solution of partial differential equations. It has the natural advantage of keeping the physical properties of the primitive problems. There are many papers that have already been published to study the finite element method for a fourth-order nonlinear parabolic equation (see [-] ).
In this paper, we consider the finite element analysis for the following problem: 
where γ is a positive constant. Problem () arises in epitaxial growth of nanoscale thin films [, ] , where u(x, t) denotes the height from the surface of the film in epitaxial growth. The term u xxxx denotes the capillarity-driven surface diffusion, u xx denotes diffusion due to evaporationcondensation and |u x |  u x corresponds to the upward hopping of atoms. During the past years, many authors have paid much attention to problem (), for example [, -].
Here, we give the existence and uniqueness of a global solution for problem () (see [] ). 
Theorem . Suppose that H
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Throughout this paper, we denote the
| · | ∞ , and · k . Define the inner product of L  space as (·, ·), we have the space
On the other hand, the letters C, C denote generic constants independent of the finite element division size and not necessarily the same at different occurrences.
Semi-discrete approximation
h be the piecewise polynomial spline space with the degree k ≥ , and
The weak formulation of problem () reads . Based on (), we define the semi-discrete finite element approximation to problem (). Find u h (t) :
It is clear that the conservation of mass for () holds as it does for the classical solution.
where C is a positive constant depending only on γ and u h ()  , independent of h.
Proof 
Integrating () with respect to the time t, we get
Setting v h = u h,t in (), we deduce that
Differentiating F h (t) with respect to t, using (), we get
We also have
By (), (), and (), we complete the proof of Theorem ..
Remark . By the above argument, we can obtain a better result. Let
It then follows from () that
Furthermore, we have
where C  is a positive constant dependent only on γ , independent of u h () and h.
In order to consider the error estimate, we first introduce a finite element approximation projection for a steady-state problem.
It then follows () that
where c  is a positive constant depends only on γ and μ. Hence, a(u, v) is a symmetrical positive determined bilinear form, and there exists a unique solution u h ∈ S (k) h for problem ().
Based on the standard finite element method for a biharmonic equation (see [] ), we have
Now, we consider the error estimate for the semi-discrete finite element solution. Let u be the solution of (), and u h be the solution of (). Denote η(t) = u -R h u and θ (t) = R h u -u h , then
Combining () and () gives
that is
It then follows from () and () that
Lemma . Let u be the solution of (), u h be the solution of
Proof First of all, we give some estimates which will be used in this proof. It follows from Theorem ., (), and () that
and
We notice that
By Sobolev's embedding theorem, we have H  (I) → W ,∞ (I). Hence
Thus, using the method of integration by parts, we get
Then the proof of Lemma . is completed. 
Then we have the following error estimate:
where the constant C = C (u, u h (), γ ).
Proof By ()-() and Lemma ., we only need to estimate θ (t). Setting v h = θ in (), using Cauchy's inequality, we immediately conclude that
It then follows from the above inequality that
By Gronwall's inequality, we deduce that
Combing () and () (noticing that (R h u) t = R h u t ), and using the triangle inequality, we complete the proof of Theorem ..
Remark . In Theorem ., we give the L  -norm error estimate for the semi-discrete approximation. In fact, we want to obtain some better result for the error estimates. Our best guess on the H  -norm error estimate is
where the constant C = C (u, u h (), γ ). We will prove it in the next step. http://www.boundaryvalueproblems.com/content/2014/1/46
Full-discrete approximation
For any given positive integer M, let t = T/M denote the size of the time discretization. Denote U n = U(x, t n ) for t n = n t, n = , , . . . , M. Introduce the forward Euler difference formula,
where u n = u(t n ). Now, we define the full-discrete finite element form to approximate problem (): Find
For the above form, if U n- is known and t sufficiently small, by solving a positive definite system of linear equations which is equal to (), we can obtain U n . Let
Using () and (), R h u n satisfies
Adding () and (), ∀v h ∈ S (k) h , we have
where i = , . Then if h is sufficiently small, there exists a constant C = C(u, γ ) which is independent of h, t, and n, such that
Proof First of all, we give a posterior hypothesis: There exists a h  ; when  < h ≤ h  , we have
We will prove the correctness of () in the end of this proof. http://www.boundaryvalueproblems.com/content/2014/1/46
Setting v h = θ n in (), we derive
By Theorem . and Sobolev's embedding theorem, we have
We have used the posterior hypothesis in (). Adding ()-() gives
Taking the above estimates into (), we derive
Taking the sum of n, noticing that Dθ In Table  , it is easy to see that the third column , and use the discrete L  norm to obtain the error err(., h) for t = .. Then the error is shown in Table  .
In Table  , it is easy to see that the fourth column 
