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SHARP ERROR TERM IN LOCAL LIMIT THEOREMS AND MIXING
FOR LORENTZ GASES WITH INFINITE HORIZON
FRANC¸OISE PE`NE AND DALIA TERHESIU
Abstract. We obtain sharp error rates in the local limit theorem for the Sinai billiard
map (one and two dimensional) with infinite horizon. This result allows us to further obtain
higher order terms and thus, sharp mixing rates in the speed of mixing of dynamically Ho¨lder
observables for the planar and tubular infinite horizon Lorentz gases in the map (discrete
time) case.
In the process, we study families of transfer operators for infinite horizon Sinai billiards
perturbed with the free flight function and obtain higher order expansions for the associated
families of eigenvalues and eigenprojectors.
Introduction
We recall that discrete time Lorentz gases can be understood as Zd extensions, d = 1, 2 of
the Sinai billiard map by the free flight function κ. A precise description of the terminology
is provided in Section 1. Limit properties of discrete time Lorentz gases with bounded κ,
referred to as finite horizon Lorentz gases, have been obtained in several recent works, among
which we mention [24, 25, 18, 19, 20, 21, 22]. Very recent notable progress for continuous
time (not considered in the present work) Lorentz gases with finite horizon has been made
by Dolgopyat and Nandori [6, 7] and Dolgopyat, Nandori, Pe`ne [8].
Local limit theorems (LLT) for the free flight function in the finite horizon case has been
obtained by Sza´sz and Varju´ in [24]. Sharp error rates in the LLT for the finite horizon case
has been obtained by Pe`ne [18] and further refined to Edgeworth expansions of any order
by the same author in [20]. As shown in [20, Theorems 1.2 and 1.3], Edgeworth expansions
in the LLT lead to similar expansions in mixing for dynamically Ho¨lder observables for
the infinite measure preserving, finite horizon Lorentz maps, providing, in particular, sharp
estimates for observables with null integral, including coboundaries.
Previous results on LLT and mixing for the infinite measure preserving, infinite horizon
Lorentz maps reduce to first order terms. Roughly, infinite horizon means that the free
flight function is not L2 with respect to the Liouville measure of the Sinai billiard. Precise
definitions and statements are provided in Section 1. Here we recall that a LLT (without
error term) has been established by Sza´sz and Varju´ in [25, Theorem 13] via the abstract [2,
Theorem 2] of Ba´lint and Goue¨zel, which gives the non standard Gaussian limit law for the
stadium billiard. First order mixing for dynamically Ho¨lder observables and infinite horizon
Lorentz maps was obtained in [20, Theorems 1.1].
In the present work we obtain higher order terms in both, the LLT [25, Theorem 13] and
mixing [20, Theorem 1.1]. LLT for Sinai billiards with infinite horizon goes via establishing
the LLT for the associated Young tower as in [25], which is possible due to the work of
Young [27] and Chernov [5]. We recall that a classical tool for establishing LLTs for Young
Key words and phrases. local limit theorem with speed, rates of mixing, infinite measure, Lorentz gases
with infinite horizon.
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towers is the perturbed transfer operator method. As clarified in Section 1, a challenge for
obtaining error terms in the LLT in [25, Theorem 13] comes from obtaining ’sufficiently high’
expansions (not just continuity) for the families of eigenvalues and eigenprojectors associated
with the transfer operator perturbed with non L2 functions. Propositions 1.5 and 1.7 provide
such expansions. The required proof builds on the framework put forward in [2] using several
geometrical estimates established in [25]. Under assumptions specific to Young towers for
Sinai billiards with infinite horizon, Propositions 1.7 and 1.5 can be viewed as refined version
of some technical results of [2]. Another challenge is to use Propositions 1.5 and 1.7 and
in obtaining sharp mixing rates for dynamically Ho¨lder observables for the infinite measure
preserving, infinite horizon Lorentz maps. Our main results in this sense are Theorems 1.1
and 1.2. Moreover, in Theorem 1.3, we obtain improved error terms for particular zero
mean functions, including coboundaries, with leading terms (non null in general) of different
orders.
At the end of this introductory section we remark that the mechanism for obtaining mixing
and mixing rates for infinite measure preserving Lorenz gases (with finite or infinite horizon)
are quite different from the one proper to deal with Markov or non Markov infinite measure
preserving intermittent interval maps (and more complicated versions of them such as 2D in-
vertible systems and suspension flows over such maps). Very roughly, periodic Lorentz gases
are highly non trivial generalizations of symmetric random walks, while the latter mentioned
classes are generalizations of Markov chains. Sharp mixing rates for (not necessarily Markov)
infinite measure preserving intermittent interval maps have been obtained by Melbourne and
Terhesiu [16], Terhesiu [26]; such results have been generalized to suspension flows in [17, 3].
We mention that the results on mixing rates for zero integral functions and coboundaries in
the setup of Lorentz maps (in [20] and also in Theorem 1.3 therein) have no existing direct
analogue in the set up of infinite measure preserving intermittent interval maps; the previous
results [16, 26, 17, 3] for zero integral observables are confined to big O error terms.
Our manuscript is organized as follows. In Section 1, we introduce the Z2-periodic billiard
model with infinite horizon and state our main results Theorems 1.1, 1.2 and 1.3 together
with the key technical results Propositions 1.5, 1.7. In Section 2, we obtain an expansion for
the probability of long free flights. In Section 3, we prove our first key result Proposition 1.5,
stating an expansion of the dominating eigenprojector. In Section 4, we prove our second
key result 1.7, which gives an expansion of the eigenvalue using results contained in the
two previous sections. In Section 5, we state an expansion in the LLT and in a general
context and use it to prove our main result as well as a general decorrelation result for some
Zd-extensions. Some further technical estimates are included in the Appendix.
1. Model and main results
We consider a planar billiard domain Q given by:
Q := R2 \
⋃
j∈J , `∈Z2
Oj,` ,
with J a non empty finite set and with Oj,` := Oj+`, where the Oj are open convex set with
boundary C3 and with nonzero curvature, such that Oj,` have pairwise disjoint closures.
We assume that the billiard has infinite horizon, i.e. that the interior of Q contains at least
one line.
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Figure 1. A periodic billiard domain with 4 infinite horizon directions
We denote by (M,T, µ) the original billiard dynamical system map corresponding to col-
lision times. We recall that the configuration space M is the set of position-speed couples
(q, ~v) with q ∈ ∂Q and ~v a unit reflected vector, i.e. a unit vector ~v oriented inside Q. The
billiard map T maps a configuration (q, ~v) corresponding to a collision time to the configu-
ration corresponding to the next collision time. The measure µ is the measure on M with
density proportional to cosϕ, where ϕ is the angle of ~v with the normal vector to ∂Q directed
inside Q, normalized so that µ({(q, ~v) ∈M : q ∈ ⋃j∈J ∂Oj}) = 1.
The infinite measure preserving dynamical system (M,T, µ) is canonically isomorphic to the
Z2-extension of (M¯, T¯ , µ¯) by κ : M¯ → Z2, where (M¯, T¯ , µ¯) is the probability preserving bil-
liard dynamical system in the billiard domain in Q¯ = Q/Z2 and µ¯ the probability measure
with density proportional to cosϕ.
It is known that (M¯, T¯ , µ¯) is a factor, under a projection written p1 : ∆¯→ M¯ , of a Young
tower (∆¯, f¯ , µ¯∆) with stable and unstable curves. By factorizing/collapsing the stable curves
we can reduce it to a one-dimensional Young tower (∆, f, µ∆) by p2 : ∆¯ → ∆. Throughout
we let κˆ : ∆→ Z2 be the version of κ on ∆, that is κˆ ◦ p2 = κ ◦ p1 (the existence of such a κˆ
comes from the fact that κ is constant on the stable curves).
Let P be the transfer operator for (∆, f, µ∆). We consider the family (Pt)t∈R of pertur-
bations of P given by Pt := P
(
eit·κˆ·), where · denotes the standard scalar product on Rd.
Note that P0 ≡ P .
As shown in [25] thanks to [27, 5] there exist β ∈ (0, pi] and θ ∈ (0, 1) such that for every
t ∈ [−β, β]d,
(1) P nt = λ
n
t Πt +N
n
t ,
with
(2) sup
t∈[−β,β]d
‖Nnt ‖B + sup
t∈[−pi,pi]d\[−β,β]d
‖P nt ‖B = O (θn) ,
where B is a complex Banach space of C-valued functions (considered by Young in [27]). As
shown in [25, Proposition 6], µ¯(κ = L+N ~w) ∼ CL,~wN−3(1+o(1)) for some CL,~w ≥ 0, strictly
positive for some L if there exists a line of direction ~w contained inside Q. Combining this
with (1), (2), several lemmas obtained inside [25, Proof of Theorem 13] and [2, Proposition
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4.17], Sza´sz and Varju´ established in [25] the following estimate
(3) λt = 1− At · t log(1/|t|)(1 + o(1)), as t→ 0 .
Inside the proof of our Proposition 1.7 below, which gives a higher order expansion of λt
at t = 0, we provide a precise summary of the results in [25] needed to obtain (3). The above
expansion of λt implies the LLT for T¯ and thus first order mixing (speed of mixing) for T
as in [20, Theorem 1.1]. Here we are interested in higher order terms in both the LLT and
mixing for suitable classes of functions.
We state our main result for the two dimensional maps T and T¯ and mention the difference
in the one dimensional case (more detailed results in dimension 1 and 2 are given in Section
5.3). To do so we need to introduce some notation. Let R0 ⊂ M be the set of reflected
vectors that are tangent to ∂Q. The billiard map T defines a C1-diffeomorphism from
M \ (R0 ∪ T−1R0) onto M \ (R0 ∪ TR0). For any integers k ≤ k′, we set ξk′k for the partition
of M \⋃k′j=k T−jR0 in connected components and ξ∞k := ∨j≥k ξjk. For any φ : M → R and
any η ∈ (0, 1), we set
Lφ,η := sup
A∈ξk−k
sup
x,y∈A
|φ(x)− φ(y)|
ηk
and ‖φ‖(η) := ‖φ‖∞ + Lφ,η .
By a slight abuse of notations, we define the same notions with same notations with (M¯, T¯ )
instead of (M,T ).
Set
Σ2 = (ai,j)i,j=1,...,d =
1
4|∂Q¯|
∑
(A,w)∈A
d2A
|w|w ⊗ w =
1
2|∂Q¯|
∑
C∈C
nCd
2
C
|wC | wC ⊗ wC ,
with the notations introduced at the begining of Section 2 and where w ⊗ w represents the
matrix
(
w21 w1w2
w1w2 w
2
2
)
if w = (w1, w2). Roughly speaking, C is the set of different ”cor-
ridors” (distinct modulo Z2) that can be drawn in Q; for each corridor C ∈ C, dC is its
length, wC a vector in Z2 in the direction of the corridor with coprime coordinates and nC
is the number of different (distinct modulo Z2) points of tangencies of ∂Q with the corridor C.
Theorem 1.1 (Local limit theorem). Let (M,T, µ) be the Lorentz map with infinite horizon
in dimension d = 2. Assume that the interior of Q contains at most two lines not parallel
to each other.
Let N ∈ Zd and φ¯, ψ¯ : M¯ → C be two measurable functions such that ‖φ‖(η) +‖ψ‖(η) <∞,
then, uniformly in N ∈ Zd,
∫
M¯
φ1{κn=N}ψ ◦ T¯ n dµ¯
(4)
=
e−
1
2
Σ−2N ·N/a2n√
(2pi)d det Σ2 (n log n)
d
2
{
Eµ¯[φ]Eµ¯[ψ]
(
1−
(
Σ−2N ·N
n log n
− d
)
log log n
2 log n
+O
(
1
log n
))(5)
+
A−1N√
n log n
· K(φ, ψ)
(n log n)
d+1
2
(
1− 1
2
(
d+ 2− Σ
−2N ·N
n log n
)
log log n
log n
)}
+O
(
a−d−1n / log n
)
,
SHARP ERROR TERM IN LLT AND MIXING FOR LORENTZ GASES WITH INFINITE HORIZON 5
with
K(φ, ψ) := Eµ¯[ψ]
∑
j≥0
Eµ¯[κ ◦ T−jφ] + Eµ¯[φ]
∑
j≤−1
Eµ¯[κ ◦ T−jψ] .
For any N ∈ Z2, we write MN for the set of (q, v) ∈M such that q ∈
⋃
j∈J ∂Oj,N .
Theorem 1.2 (Decorrelation in infinite measure). Let η, γ ∈ (0, 1). Let (M,T, µ) be the
Lorentz map with infinite horizon in dimension d = 2. Assume that the interior of Q
contains at most two lines not parallel to each other.
Let φ, ψ : M → R be two measurable observables such that∑
N∈Z2
(1 + |N |γ) (‖φ1MN‖∞ + ‖ψ1MN‖∞) <∞ and
∑
N∈Z2
Lφ1MN ,η <∞ .
Then∫
M
φ.ψ ◦ T n dµ = 1 +
d
2
log logn
logn√
(2pi)d det Σ2 (n log n)
d
2
∫
M
φ dµ
∫
M
ψ dµ+O
(
1
(n log n)
d
2 log n
)
.
If moreover ∑
N∈Z2
(1 + |N |1+γ) (‖φ1MN‖∞ + ‖ψ1MN‖∞) <∞ ,
then∫
M
φ.ψ ◦ T n dµ = 1√
(2pi)d det Σ2 (n log n)
d
2
(
1 +
d
2
log log n
log n
+O
(
1
log n
))∫
M
φ dµ
∫
M
ψ dµ
+O
(
1
(n log n)
d+1
2 log n
)
.
When φ or ψ has zero integral, then Theorem 1.2 only provides an estimate in O(·).
Nevertheless, the spectral method used here enables us to establish of sharp decorrelation
rates for a reasonably large class of zero integral observables of the Zd-extension, including
smooth coboundaries.
Theorem 1.3 (Sharper decorrelation rates for particular functions with zero integral). Let
(M,T, µ) be the Lorentz map with infinite horizon in dimension d = 2. Assume that the
interior of Q contains at most two lines not parallel to each other.
(a) Let φ, ψ : M → C be bounded observables such that
∃γ ∈ (0, 1),
∑
N∈Z2
(1 + |N |γ) (‖φ1MN‖∞ + ‖ψ1MN‖∞) <∞ and
∑
N∈Z2
Lφ1MN ,η <∞ .
Then∫
M
φ.ψ ◦ (id− T )m ◦ T n dµ
= −(log n+ log log n)
m
∫
M
φ dµ
∫
M
ψ dµ
2m
√
(2pi)d det Σ2(n log n)
d
2
+m
∑
N1,N2∈Z2
(
∆mG(0)−∆m+1G(0)log log n
2 log n
)
+O
(
(n log n)−
d
2
−m(log n)m−1
)
,
with ∆ the Laplacian operator and with G : x 7→ e−x·x2 .
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(b) Let N ∈ Zd. If φ : M → C is invariant by translation of positions by Zd by and
satisfies ‖φ‖(η) <∞ and if
∃δ ∈ (0, 1],
∑
N∈Zd
(‖ψ1MN‖(η) +N δ‖ψ1MN‖∞) <∞ ,
then∫
M
φ(1MN + 1M−N − 2× 1M0).ψ ◦ T n dµ
= −
∫
M0
φ dµ
∫
M
ψ dµ√
(2pi)d det Σ2(n log n)
d
2
+1
(
(Σ−2N ·N)
(
1 +
(d+ 2) log log n
2 log n
)
+O((log n)−1)
)
+O
(
log n
(n log n)
d+3
2
+ a−d−2−δn
)
.
Let us make several observations on this last result.
First, whereas in the finite horizon case, we only have leading terms in n−d/2−m in the
decorrelation of smooth functions, in the infinite horizon case we can have leading terms in
n−
d
2
−m log n−d/2 but also in n−
d
2
−1 log n−d/2−1. Other orders are possible. For example, we
can easily adapt our proof to obtain sharp decorrelation rate in n−
d
2
−m−1 log n−d/2−1 in case
(b) with ψ a coboundary of order m.
Observe that, when m = 1, Case (a) of Theorem 1.3 corresponds to the study of
∫
Ω
φ.ψ ◦
Sn dν−∫
Ω
φ.ψ ◦Sn−1 dν and the dominating term given by (a) is equivalent to the difference
between the two leading terms of
∫
Ω
φ.ψ ◦ Sn dν and of ∫
Ω
φ.ψ ◦ Sn−1 dν obtained in Theo-
rem 1.2. The leading term is of order (n log n)−d−((n+1) log(n+1))−d ∼ d(n log n)− d2−1 log n.
Let us observe that the case when φ is a coboundary and the case of two coboundaries is
included in item (a) of theorem 1.3. Indeed, by T -invariance of µ,∫
M
φ ◦ (id− T ).ψ ◦ T n dµ =
∫
M
φ.ψ ◦ T n dµ−
∫
M
φ.ψ ◦ T n−1 dµ
= −
∫
Ω
φ.ψ ◦ (id− T ) ◦ T n−1 dµ ,
and thus∫
M
φ ◦ (id− T )r.ψ ◦ (id− T )s ◦ T n dµ = (−1)r
∫
M
φ.ψ ◦ (id− T )r+s ◦ T n−r dµ .
Remark 1.4. The assumption that the corridors are not parallel ensures that det Σ2 6= 0.
The above results hods true when d = 1 for the billiard in the tubular domain Q/({0}×Z),
up to replacing Σ2 by a1,1 provided a1,1 6= 0 (i.e. provided the interior of Q contains at least
one non vertical line).
We focus on the case d = 2 for all the preliminary results used in the proof of Theorem 1.2
since the similar results in the case d = 1 follow from them.
Theorems 1.1 and 1.2 are contained in the more technical Theorems 5.6 and 5.7 (valid
for a class of less regular observables) which are consequences of Theorem 5.1 that gives
higher order terms in LLT and speed of mixing under abstract assumptions on families of
eigenvalues and eigenprojectors. Most of our work consist in proving the two following results
enabling the application of Theorem 5.1 to the quotiented tower (∆, f, µ) and κˆ. These two
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results are higher order versions of the results in [24] and do not require the assumption that
the corridors are not parallel.
Proposition 1.5. Let η ∈ (0, 1) and fix p > 2. There exists a functional Banach space
B0 ↪→ B ↪→ Lp(µ∆) such that, for every p′ ∈ [1, 43), for every γ ∈ (1,min(2p−1p , 4p′ − 2)), there
exists C > 0 such that for every w ∈ B0, there exists Π′0w belonging in Ls(µ∆) for every
s ∈ [1, 2) and such that
‖(Πt − Π0 − t · Π′0)(w)‖Lp′ (µ∆) ≤ C |t|γ‖w‖B0 as t→ 0 .
Remark 1.6. A precise formula for Π′0 is given by (13) of Proposition 3.2 together with (16)
of Proposition 3.3.
Proposition 1.7. As t→ 0,
λt = 1− Σ2t · t log(|t|−1) +O(t2) .
with the notations introduced at the begining of Section 2.
Let us point out the fact that, since the norms of Rd are all metrically equivalent, Propo-
sition 1.7 is true for any choice of norm | · | on Rd.
2. Estimate of the probability of long free flights
Our proof of Proposition 1.7 provided in Section 4 is based on estimates established in
Section 3 and on an higher order expansion of the tail of the free flight κ. Lemma 2.1 below
gives the required expansion. We mention that Lemma 2.1 can be regarded as a refinement
of [25, Proposition 6]. First, it provides higher order of the tail of the free flight and second,
we compute the dominating term without any restriction on the number of types of scatterer
at the boundary of a given corridor.
As in [25], we introduce the notion of corridor. We call corridor C a strip contained in Q
delimited by (A+Rw)∪ (B +L+Rw) for some A,B ∈ ⋃j∈J ∂Oj and L,w ∈ Z2. We write
C for the set of corridors. For any corridor C ∈ C, we write dC for its width and wC for its
direction that is the prime w ∈ Z2 \ {0} with non negative integer coordinates such that the
C contains a line of direction wC . We also write nC for the number of points E ∈
⋃
j∈J ∂Oj
such that E + Z2 intersects the boundary of the corridor C.
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Figure 2. Corridors for two different periodic billiard domains
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B
w
A
A+w
B+L
Figure 3. A corridor
Observe that a corridor is fully determined by A and that, given A defining a corridor,
there are two possible choices of prime w ∈ Z2, one being the opposite of the other. We
write A for the finite set of (A,w) ∈ (⋃j∈J ∂Oj)× Z2, with w prime, such that there exists
(B,L) as above and dA for the length of the corresponding corridor.
Note that if (A,w) ∈ A then (A,w/|w|) is in T 1∂Q as well as its iterates in the past and
in the future under T k. But the set of points of
⋂
k∈Z T
k(T 1∂Q) is locally finite. Therefore
A is finite.
Given L,w ∈ Z2, we write EL,w for the set of (A,B) such that (A,w) ∈ A and B ∈ ∂Q is
as described above (on the other line delimiting the corridor).
Lemma 2.1. Let w ∈ Z2 prime and L ∈ Z2, then µ¯(κ = L+Nw) = ∑(A,B)∈EL,w d2A a(A,B)2|∂Q¯| |w|N3 +
O(N−4) , with
a(A,B) := w · −−→B”B/|w|2 ,
where cE is the curvature of ∂Q at E for any E ∈
⋃
i∈I ∂Q and where B” is the first point
of ∂Q met by the half-line B − R+w.
Remark 2.2. Fix some (A,w) ∈ A. Note that, the set {B ∈ ⋃j∈J ∂Oj : ∃L ∈ Z2, (A,B) ∈
EL,w} is finite and can be ordered (Bi)i∈Z/NAZ in such a way that, for all i, B”i = Bi−1 + `i
for some `i ∈ Z2, with
∑
i
−−−→
B”iBi = ~w (up to fix an admissible B1 and to label the points B
met in the segment [B1, B1 + w] in the meeting order, starting from B1). Therefore
(6)
∑
i
a(A,Bi) = 1 .
Proof. Observe first that, for every ε, outside the ε-neighbourhood of
⋂
k∈Z T
k(T 1∂Q), κ
is uniformly bounded. Moreover, outside the ε-neighbourhood of points (A0, w/|w|) with
(A0, B) ∈ EL,w, for some N0 large enough, κ 6∈ L + (N0 + N)w. Therefore, it is enough to
prove that, for any (A0, B) ∈ EL,w and any i0, i1 ∈ J so that A0 ∈ ∂Oi0 and B ∈ ∂Oi1 ,
µ(M(i0,0) ∩ T−1(M(i1,L+Nw))) =
d20
2|∂Q¯| |w|N3 +O(N
−4) ,
where we write, for every (i, `) ∈ J ×Z2, M(i,`) for the set of elements of M based on a point
in ∂Oi,`. Set B0 := B + L. Because of the invariance of µ¯ under billiard collisions, we know
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that
µ(M(i0,0) ∩ T−1(M(i1,`1+Nw)) =
1
2|∂Q¯|
∫
AN
cosϕdr dϕ ,
where AN corresponds to the image set of M(i0,0) ∩ T−1(M(i1,`1+Nw)) by the projection map
(q, ~v) 7→ (q′, ~v) where q′ is the intersection point of q + R~v with the line A0 + Rw⊥, where
w⊥ is the unit vector perpendicular to ~w directed inside Q at A0.
Figure 4. Projected point A.
We write O′ for the first obstacle touched by A0 +R+w (at A′0 ∈ ∂O′) and O” for the first
obstacle touched by B0 − R+w (at B” ∈ ∂O”).
Let us write ~vα for the unit vector making angle α with w, for α ∈ [0, pi/2] and we consider
x > 0 small. For a given position A = A0 − xw⊥ close to A0, the point (A,~vα) is in AN if
and only if the first obstacle (other than O(i0,0)) met by the half-line A+~vαR+ is O(i1,`1+Nw),
that is if and only if
max(β, αN) ≤ α < α′N ,
where we write β for the angle such that the line A+ ~vβR is tangent to O′ from above, αN
for the angle such that the line q+~vαNR is tangent to O(i1,`1+Nw) from underneath (at some
point B′N) and α
′
N for the angle such that the line q + ~vαNR is tangent to O” + Nw from
underneath (at some point B”N) .
’α 1
A
w
β
B0 B1
B’1B’0
α1α0 α4
’α 4
Figure 5. Corridors for two different periodic billiard domains
Observe first that
(7) β = AA0/A0A
′
0(1 +O((AA0)
2)) .
For a given position A = A0 + xw
⊥ close to A0, the point (A,~vα) is in AN if and only if
the first obstacle met by the half-line A+ ~vαR+ is O(N,1) and if A+ ~vαR− intersects O(0,0),
that is if
max(β′, αN) ≤ α < α′N ,
with β′ the smallest positive angle such that A + ~vβ′R is tangent to ∂Oi0 . Note that β′ =
O(
√
AA0).
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We have to estimate angles αN and α
′
N . Note that α
′
N is either αN+m1 for another choice
of point B0 and for some m1 ∈ Z2 (depending on B1). Therefore it is enough to estimate
αN . The notation O(...) below will be uniform in A. Let BN := B0 +Nw. The tangent line
to ∂O(i1,`1+Nw) at BN is parallel to w, so that(
TBN∂O(i1,`1+Nw),
−−−→
ABN
)
= arcsin
d0 +
−−→
A0A · w⊥
|−−→AB′0 +Nw|
=
d0 +
−−→
A0A · w⊥
|−−→AB′0|+N |w|
+O(N−3) .
Moreover
(8)
αN =
(
TBN∂O(i1,`1+Nw), TB′N∂O(i1,`1+Nw)
)
= cB0
(
BNB
′
N +
1
2
c′B0(BNB
′
N)
2 +O
(
(BNB
′
N)
3
))
,
where cB0 denotes the curvature of ∂O(i1,`1) at B0 and c′B0 its derivative with respect to
arclength (since ∂O(i1,`1) is C4). Also
(9)
(
TBN∂O(i1,`1+Nw),
−−−→
AB′N
)
= arctan
w⊥ · −−−→AB′N
w · −−−→AB′N/|w|
=
w⊥ · −−−→AB′N
w · −−−→AB′N/|w|
+O(N−3) .
Since (8) and (9) are equal, we obtain that
BNB
′
N +
1
2
c′B0(BNB
′
N)
2 +O
(
(BNB
′
N)
3
)
=
1
cB0
w⊥ · −−−→AB′N
w · −−−→AB′N/|w|
(
1 +O(N−2)
)
=
1
cB0
d0
w · −−−→ABN/|w|
1 +
w⊥·(−−−−→BNB′N+
−−→
A0A)
d0
1 +
w·−−−−→BNB′N
w·−−−→ABN
(
1 +O(N−2)
)
=
1
cB0
d0
N |w|+ w · −−→AB0/|w|
1 +
w⊥·(−−−−→BNB′N+
−−→
A0A)
d0
1 +
w·−−−−→BNB′N
w·−−−→ABN
(
1 +O(N−2)
)
,
since BN = B0 + Nw. In particular BNB
′
N = O(N
−1) and thus A0A = O(N−1). Therefore
since BN ∈ ∂O(i1,`1+Nw) and since TBN∂O(i1,`1+Nw) = BN +Rw, it follows that w⊥ ·
−−−−→
BNB
′
N =
O(N−2) and w · −−−−→BNB′N = O (N−1). Therefore BNB′N = 1cB0
d0+w⊥·−−→A0A
|w|N +O (N
−2) and thus
αn
cB0
= BNB
′
N
(
1 +
c′B0
2cB0
d0 + w
⊥ · −−→A0A
N |w| +O
(
N−2
))
=
1
cB0
d0 + w
⊥ · −−→A0A
N |w|+ w · −−→AB0/|w|
(
1 +O(N−2)
)
=
1
cB0
d0 + w
⊥ · −−→A0A
N |w|
(
1− w ·
−−→
AB0/|w|2
N
+O
(
N−2
))
.
This leads to
(10) αN =
d0 + w
⊥ · −−→A0A
N |w|
(
1− a(A0,B0,A)
N
+O
(
N−2
))
,
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with
a(A0,B0,A) := w ·
−−→
AB0/|w|2 .
Therefore, we also have
(11) α′N =
d0 + w
⊥ · −−→A0A
N |w|
(
1− a(A0,B”,A)
N
+O
(
N−2
))
.
Hence
α′N − αN =
d0 + w
⊥ · −−→A0A
|w|N2
(
a(A0,B0,A) − a(A0,B”,A)
)
+O(N−3) = O(N−2) .
Moreover (11) combined with (7) implies that β < α′N holds true if and only if a condition
of the following form is satisfied:
AA0 < A0A
′
0
d0
|w|N +O(N
−2) ,
and that β′ < α′N if and only AA0 = O(N
−2).
Note moreover that the set β < αN has also the form
AA0 < A0A
′
0
d0
|w|N +O(N
−2) ,
and thus the µ¯-measure of (r, α) such that αN < β < α
′
Nand αN < α < α
′
N is in O(N
−4).
Observe moreover that a(A0,B0,A) = a(A0,B0,A0) + O(N
−1) (since AA0 = O(N−1)). Therefore,
using the fact that the µ¯-measure is invariant,
1
2|∂Q|
∫
AN
cosϕdr dϕ =
1
2|∂Q|
∫ O(N−2)
−A0A′0 d0|w|N +O(N−2)
(∫
(αN ,α
′
N )
cosα dα
)
dr +O(N−4)
=
1
2|∂Q|
∫ 0
−A0A′0 d0|w|N
(∫ d0+r
|w|N (1−
a(A0,B”,A0)
N
)
d0+r
|w|N (1−
a(A0,B0,A0)
N
)
cosα dα
)
dr +O(N−4)
=
1
2|∂Q|
∫ 0
−A0A′0 d0|w|N
d0 + r
|w|N2
(
a(A0,B0,A0) − a(A0,B”,A0)
)
dr +O(N−4)
=
d20
(
a(A0,B0,A0) − a(A0,B”,A0)
)
2|w| |∂Q|N3 +O(N
−4) .
To conclude, observe that
a(A0,B0,A0) := w ·
−−→
AB0/|w|2 .

3. Regularity of the projector t 7→ Πt at t = 0
In this section we prove Proposition 1.5 and even a more general result Proposition 3.2.
We write pi0 : ∆ → Y for the vertical projection from ∆ to its base Y = ∆0 given by
pi0(x, `) = (x, 0) and ω : ∆ → N for the level map given by ω((x, `)) = `. To simplify
notations we write µ∆(h) for
∫
∆
h dµ∆.
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3.1. Banach spaces and regularity of the dominating eigenprojector. We start by
recalling results from [4, 27, 5, 25]. First recall that the operator P can be written as follows
(12) ∀h ∈ L1(µ∆), Ph(x) =
∑
Y ∈f−1(x)
e−α(y)h(y) , x ∈ ∆ ,
with α ≡ 0 outside the base of ∆. We write s0(·, ·) for the separation time for f on ∆
corresponding to the separation time s(·, ·) in [27]. In particular, if s0(x, y) ≥ n then the
corresponding elements in M¯ (or in MN) are in the same atom of ξ
n
0 .
Recall the class of η ∈ (0, 1)-Ho¨lder functions defined before the statement of Theorem 1.2.
Choose β ∈ (η, 1) large enough so that |α(y1)− α(y2)| ≤ Cαβs0(y1,y2)+1 if s0(y1, y2) ≥ 1. The
condition β > η will ensure that the Banach spaces B0 and B described below will be tailored
to the approximation of observables considered in Theorem 1.2.
We define the space B0-of Lipschitz functions with respect to the metric βs0(·,·), with norm
‖h‖B0 := ‖h‖∞ + ess supx,y∈∆ : s0(x,y)≥1
|h(x)− h(y)|
βs0(x,y)
.
Let p > 2 and choose ε > 0 small enough so that in particular
∑
`≥0 e
`εθ`1 <∞. Write ∆`
for the `-th floor of the tower ∆. We let B be the space of functions f : ∆ → C such that
the following quantity is finite
‖h‖B := sup
`≥1
e−`ε
(
‖h|∆`‖∞ + ess supx,y∈∆` : s0(x,y)≥1
|h(x)− h(y)|
βs0(x,y)
)
.
The choice of ε so that so that
∑
`≥0 e
`εθ`1 < ∞ ensures that the Young Banach space B
can be continuously injected in Lp(µ∆). In what follows we exploit that B is continuously
embedded in Lp(µ¯) and satisfies (1) and 2.
Using just the information on big tail µ¯(|κ| > N) = O(N−2), we have
Lemma 3.1. Let q ∈ [1, 2p
p+2
) (so that 2(1
q
− 1
p
) > 1) and γ ∈ (1, 2
(
1
q
− 1
p
)
), there exists
C = C(q, γ) > 0 such that for all t ∈ [−pi, pi]2,
‖Pt − P0 − t · P ′0‖B→Lq ≤ Ctγ ,
with P ′0 := P (iκ·).
Proof. Note that q < p. Set r := qp
p−q so that
1
q
= 1
p
+ 1
r
. With this notation, the upper
bound on γ can be rewritten γr < 2 and
‖Pt − P0 − t · P ′0‖B→Lq  ‖Pt − P0 − t · P ′0‖Lp→Lq
≤ ∥∥v 7→ P ((eitκˆ − 1− it · κˆ)v)∥∥
Lp→Lq
≤ ∥∥v 7→ (eitκˆ − 1− it · κˆ)v∥∥
Lp→Lq
≤ ∥∥eitκˆ − 1− it · κˆ∥∥
Lr
≤ ‖tγκˆγ‖Lr = tγ (E [κˆγr])1/r = O(tγ) ,
where we used the Ho¨lder inequality at the penultimate line and the fact that κˆ admits
moments of every order smaller than 2 at the last line.
When estimating ‖eitκˆ−1− it · κˆ‖Lr we have used that |eix−1− ix| ≤ min(|x|, |x|2) ≤ |x|γ
for any γ ∈ [1, 2] and for all x and that γr < 2. 
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Note that, given q ∈ [1, 2) up to taking p > 2q/(2 − q) large enough (and so up to our
choice of B), we can adjust γ so that γ < 2/q is as close to 2/q as we wish (in particular as
close to 2 as we wish if we take q = 1). Let Y := ∆0 be the base of the tower ∆. Throughout,
we let µY = µ∆(·|Y ). As shown in [5, 25], the height of the tower (∆, f, µ∆), which we denote
by σ : Y → N, has exponential tail µY (σ > n) θn1 for some θ1 ∈ (0, 1).
Using Lemma 3.1 and building on the arguments used in [2], we will prove that
Proposition 3.2. Let b ∈ (p,+∞]. For every w ∈ B0, every v ∈ Lb(µ∆) constant on each
(a, `) (with a ∈ α and 0 ≤ ` < σ(a)) such that vw ∈ B, there exists Π′0(vw) belonging to
Lη(µ∆) for every η ∈ [1, 2) such that 1Y Π′0(vw) ∈ B0.
Moreover, for every p′ ∈ (1, 4/3) and every γ ∈ (1,min(2p−1
p
, 4
p′ − 2)), there exists C > 0
such that, for every (v, w) as above and all t ∈ Bδ(0),
‖(Πt − Π0 − t · Π′0)(vw)‖Lp′ (µ∆) ≤ C |t|γ(‖vw‖B + ‖w‖B0‖v‖Lb(µ∆)).
Moreover Π′0 satisfies
(13) Π′0(vw)(x) = Π
′
0(vw) ◦ pi0(x) + i
ω(x)−1∑
m=0
κˆ ◦ fm(pi0(x))
∫
∆
vw dµ∆ .
Proposition 1.5 follows directly from Proposition 3.2 by taking v = 1∆.
We postpone the proof of Proposition 3.2 to the end of this section. We remark that
Proposition 3.2 cannot be proved merely via the continuity arguments in [15], which is why
we resort to building on the arguments in [2].
The key elements used in the proof of Proposition 3.2 are: i) Lemma 3.10, which gives the
expansion of t 7→ ∫
Y
Πt dµY ; ii) define 1Y Π
′
0 and control ‖1Y Π′0v‖B0 for suitable functions
v in Proposition 3.3; iii) use i) and ii) together with formula (13) to control Π′0v in L
p′ for
suitable v and p′.
3.2. Regularity of t 7→ 1Y Πt. Recall that σ corresponds to the first return time of f to the
base Y . In what follows, we let F = fσ : Y → Y with F (y) = fσ(y)(y) for all y ∈ Y be the
first return map. Recall that (Y, F, µY ) is a Gibbs Markov map with respect to a suitable
countable partition Y and that σ is constant on each atom of Y (the required definitions are
recalled below). Let R : L1(µY ) → L1(µY ) be the transfer operator of the Gibbs Markov
base map (Y, F = fσ, µY ) given by
(14) Rv(x) :=
∑
y :Fy=x
χ(y)v(y) ,
with χ = dµY
dµY ◦F : Y → R. The transfer operator R of F is related to the transfer operator
P of f via the following relation
R(·) =
∑
n≥1
P n(1Y ∩{σ=n}·) .
Observe in particular that, on f−1(Y ), e−α = χ ◦ pi0.
Define dβ(y, y
′) = βs(y,y
′) where the separation time for F , s(y, y′), is the least integer n ≥ 0
such that F ny and F ny′ lie in distinct partition elements in α. The partition Y separates
trajectories with s(y, y′) = ∞ if and only if y = y′; so dβ is a metric. The map F is a
(full-branch) Gibbs-Markov map, which means that
• F |a : a→ Y is a measurable bijection for each a ∈ Y , and
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• | logχ(y)− logχ(y′)| ≤ Cαdβ(y, y′) for all y, y′ ∈ a, a ∈ Y (since s(·, ·) ≤ s0(·, ·)).
A consequence of this definition is that there is a constant C > 0 such that
χ(y) ≤ CµY (a) and |χ(y)− χ(y′)| ≤ CµY (a)dβ(y, y′),(15)
for all a ∈ Y and y, y′ ∈ a.
Since F is Gibbs Markov, it follows that (see, for instance, [23, Section 5]):
• The space (B1, ‖ · ‖B0) of θ-Ho¨lder continuous functions on Y contains constant func-
tions and B1 ⊂ L∞(µY ). Note that B1 corresponds to functions h ∈ B0 supported on
Y . For this reason and for the reader convenience, we have chosen to write also ‖·‖B0
for the norm of B1 (in order to avoid the introduction of unnecessary notation).
• R is quasi-compact on B1 and 1 is a simple eigenvalue for R, isolated in the spectrum
of R.
Adapting the argument of [2, Lemma 3.15], in this section we obtain
Proposition 3.3. Let b ∈ (p,+∞] and γ ∈ (1, 2p−1
p
). There exists C > 0 such that, for
every w ∈ B0 and v ∈ Lb(µ∆) constant on each (a, `) (with a ∈ A and 0 ≤ ` < σ(a)) so that
vw ∈ B, there exists 1Y Π′0(vw) ∈ B0 such that
‖1Y (Πt − Π0 − t · Π′0)(vw)‖B0 ≤ C |t|γ(‖vw‖B + ‖w‖B0‖v‖Lb(µ∆)).
Moreover
(16) 1Y Π
′
0(vw) = µ∆(vw)Q
′
0(1Y ) + c0(vw)1Y ,
with
c0(vw) := i
(∑
j≥0
∫
∆
κˆ ◦ f j .vw dµ∆ + µ∆(vw)
∑
j≥0
∫
∆
κˆ
1Y ◦ f j+1
µ∆(Y )
dµ∆
)
,
and with Q′0(1Y ) ∈ B1 given by (26).
Remark 3.4. Under the assumptions of Proposition 3.2, if µ∆(vw) = 0, then
Π′0(vw) = Π
′
0(vw) ◦ pi0 = c0(vw) = i
∑
j≥0
∫
∆
κˆ ◦ f j .vw dµ∆ .
If moreover vw = v′w′ − (v′w′) ◦ f is a coboundary of functions of the same kind, then
Π′0(vw) = Π
′
0(vw) ◦ pi0 = c0(vw) = −i
∫
∆
κˆ .(v′w′) ◦ f dµ∆ .
Recall that σ is the first return time of f to the base Y . Write κˆn :=
∑n−1
j=0 κˆ◦f j and note
that κˆσ :=
∑σ(·)−1
j=0 κˆ ◦ f j is the induced (to the base Y ) version of κˆ.
The main idea to define 1Y Π
′
0v is to take the derivative at t = 0 of left hand side of the
following identity
1Y Πt(vw) =
∫
Y
Πt(vw) dµY
Qt(1Y )∫
Y
Qt(1Y vw) dµY
,
with Qt an eigenprojector of a perturbation R˜t of R. More precisely, while Πt is the eigen-
projector of P (λ−1t e
itκˆ·) associated to the eigenvalue 1, Qt is the main eigenprojector of
R˜t = R(λ
−σ(·)
t e
itκˆσ ·) associated to the eigenvalue 1 (see below for the formal definition of R˜t).
Our proof of Proposition 3.3 will use several preliminary facts, that are contained in the
following lemmas.
SHARP ERROR TERM IN LLT AND MIXING FOR LORENTZ GASES WITH INFINITE HORIZON 15
3.3. Technical lemmas. We start with the following lemma on the integrability of κˆσ.
Lemma 3.5. For any r ∈ (1, 2), ∫
Y
|κˆσ|r dµY <∞.
Proof. First, due to the Ho¨lder inequality,∫
Y
|κˆσ|r dµY =
∑
n≥1
∫
Y ∩{σ=n}
|κˆn|r dµY ≤
∑
n≥1
µ(σ = n)1/q
∫
Y
|κˆn|rp1{σ=n} dµY ,
with p ∈ (1, 2/r) and q = p/(p − 1) so that 1/p + 1/q = 1. Let s = rp/(rp − 1) so that
1/(rp)+1/s = 1. Using the Ho¨lder inequality for inner products, we have that for any n ≥ 1
|κˆn|rp = |
n−1∑
j=0
κˆ ◦ f j · 1|rp ≤
∣∣∣∣∣
n−1∑
j=0
1
∣∣∣∣∣
1/s(n−1∑
j=0
|κˆ ◦ f j|rp
)1/rprp ≤ nrp/s n−1∑
j=0
|κˆ ◦ f j|rp ,
and thus ∫
Y
|κˆσ|r dµY ≤
∑
n≥1
µ(σ = n)1/qnrp/s
∫
Y
n−1∑
j=0
|κˆ ◦ f j|rp1{σ=n} dµY
≤
∑
n≥1
C1θ
n/q
1 n
rp/s(µ(Y ))−1
∫
∆
|κˆ|rp dµ∆ <∞ .

We formally define R˜t :=
∑
n≥1 λ
−n
t Rn(e
itκˆn·), with Rnv := R(1{σ=n}v) = P n(1Y ∩{σ=n}v)
(so that R˜t :=
∑
n≥1 λ
−n
t P
n
t (1Y ∩{σ=n}v)). The next lemma provides some estimates on Rn
which we will use in the proofs below.
Lemma 3.6. Let b ∈ (2,+∞]. Fix q ∈ ( b
b−1 , 2) (with convention
b
b−1 = 1 if b = ∞) and
ε0 ∈ (0, 1). Then, for every γ ∈ [1, 2/q), there exist C0 and ρ ∈ (0, 1) so that for all t small
enough, all w ∈ B1, all n ≥ 1 and all vY ∈ Lb(µY ) constant on each atom of the partition α,
‖Rn((eitκˆσ − 1− itκˆσ)vYw)‖B0 ≤ C0ρn|t|γ ‖κˆσ‖γLγq(µY ) ‖vY ‖Lb(µY )‖w‖B0(17)
‖Rn(κˆσvYw)‖B0 ≤ C0ρn‖vY ‖Lb(µY )‖κˆσ‖γLγq(µY )‖w‖B0 ,(18)
‖Rn(vYw)‖B0 ≤ C0ρn‖vY ‖L2(µY )‖w‖B0 .(19)
Note that, in this lemma, 1 < γ < 2(1− 1
b
) and that up to adapting the value of q, we can
take γ as close to 2(1− 1
b
) as we wish.
Proof. By the arguments used in [17, Proof of Proposition 12.1] and exploiting that vY and
κˆσ are constant on every a ∈ A,
(20) ∀w ∈ B1, ∀h ∈ L1(µY ), ‖Rn(hw)‖B0  ‖1{σ=n}h‖L1(µY )‖w‖B0 ,
for h ∈ {(eitκˆσ − 1 − itκˆσ)vY , vY , κˆσ, κˆσvY }. A justification of (20) based on [17, Proof of
Proposition 12.1] is provided in Appendix A. We note that since σ has exponential tail,
equation (20) and Ho¨lder inequality imply (18) and (19).
Next, by Lemma 3.5, for any r ∈ (1, 2), κˆσ ∈ Lr(µY ). Since γq ∈ [1, 2), using the same
argument as in the proof of Lemma 3.1 combined with Ho¨lder inequality, we have∫
Y
1{σ=n}|(eit·κˆσ − 1− it · κˆσ) vY | dµY ≤ ‖vY ‖Lb(µY )‖(t · κˆσ)γ‖Lq(µY )(µY (σ = n))1−
1
b
− 1
q ,
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which leads to (17). Note that γq < 2 ensures that κˆγσ ∈ Lq(µY ). The result follows from
the previous two displayed inequalities since σ has exponential tail. 
Note that R˜0 = R and that (3) implies that λ
′
0 =
d
dt
λt|t=0 = 0. The next lemma shows
that t 7→ R˜t ∈ B1 is differentiable at t = 0 with derivative R˜′0 := R(iκˆσ·) =
∑∞
n=0Rn(iκˆn·),
and that this is also true if we replace w ∈ B1 by vYw as in Lemma 3.6.
Lemma 3.7. Let b, q, γ as in Lemma 3.6. Then for every γ ∈ [1, 2/q), there exists C > 0
such that for t small enough and all w ∈ B1 and for any vY as in Lemma 3.6.
‖R(vYw)‖B0 ≤ C‖vY ‖Lb(µY )‖w‖B0 ,(21)
‖R˜′0(vYw)‖B0 ≤ C‖κˆσ‖γLγq(µY ) ‖vY ‖Lb(µY )‖w‖B0 ,(22)
‖(R˜t − R˜0 − t · R˜′0)(vYw)‖B0 ≤ C|t|γ(‖κˆσ‖γLγq(µY ) ‖vY ‖Lb(µY ))‖w‖B0 ,(23)
Proof. Summing (18) (resp. (19)) gives (22) (resp. (21)). Next, note that
‖(R˜t − R˜0 − t · R˜′0)(vYw)‖B0 ≤
∑
n≥1
|λ−nt | ‖Rn((eit·κˆσ − 1− it · κˆσ)(vYw))‖B0
+
∑
n≥1
|λ−nt − 1| (‖Rn(vYw)‖B0 + ‖Rn(κˆσ(vYw))‖B0)
≤ C0|t|γ(‖κˆσ‖γLγq(µY ) ‖vY ‖Lb(µY ))
∑
n≥1
ρ
n
2 ‖w‖B0
+ |1− λt|
∑
n≥1
n |λ−nt | (‖Rn(vYw)‖B0 + t‖Rn(κˆσ(vYw))‖B0) ,
where in the last inequality we have used Lemma 3.6 for a suitable ρ together with the fact
that |λ−nt − 1| = |1 − λt|
∣∣∑n
k=1 λ
−k
t
∣∣ and |λ−1t | < ρ− 12 if t is small enough (due to (3)). We
conclude by applying (18) and (19) combined with |λ−1t | < ρ− 12 . 
Recall that Πt acts on B. The next lemma is a restatement of [2, Lemma 3.14] in terms
of the eigenprojection Πt, as opposed to the (normalized) eigenvector
Πt1∫
∆ Πt1 dµ∆
, as there.
Lemma 3.8. For any small t small enough and for any v ∈ B
R˜t(1Y Πtv) = (1Y Πtv).
Proof. Since Πtv ∈ B, observe that 1Y Πtv ∈ B1. For all x ∈ f−1(Y ),
Πtv(x) = λ
−ω(x)
t P
ω(x)
t (Πtv)(x) = λ
−ω(x)
t e
it·κˆω(x)(pi0(x))Πt(v) ◦ pi0(x) .(24)
Therefore, for all y ∈ Y ,
Πtv(y) = λ
−1
t PtΠtv(y) =
∑
x∈f−1(y)
χ ◦ pi0(x)λ−1t eit·κˆ(x)Πt(v)(x)
=
∑
z∈F−1(y)
χ(z)λ
−σ(z)
t e
it·κˆσ(z)(z)Πt(v)(z) = R˜t(1Y Πtv)(x) ,
due to (24), since ω(x)+1 = σ(pi0(x)) and since, for every x ∈ f−1(Y ), x = fω(x)(pi0(x)). 
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By Lemma 3.8, for t small enough, the eigenvalue λ˜t of R˜t associated with the projection
(1Y Πt)v is so that λ˜t = 1; this lemma tells us how the projection acts on B. Let Qt be the
eigenprojection for R˜t associated with λ˜t = 1.
Since 1 is an isolated eigenvalue in the spectrum of R˜0 = R and R˜t is a continuous family
of operators (by Lemma 3.7), we have that λ˜t = 1 is isolated in the spectrum of R˜t for every
t small enough. Hence, there exists δ0 > 0 so that for any δ ∈ (0, δ0),
(25) Qt =
1
2ipi
∫
|ξ−1|=δ
(ξI − R˜t)−1 dξ.
Since (ξI − R˜0)−1 and R˜′0 are well defined operators in B1 ⊂ L∞(µY ), so is the derivative at
t = 0 of t 7→ Qt ∈ B1 and write
Q′0 =
1
2ipi
∫
|ξ−1|=δ
(ξI − R˜0)−1R˜′0(ξI − R˜0)−1 dξ ,(26)
for δ > 0 small enough. Recall that Q0, Q
′
0 are well defined in B1. The next result shows
that ‖Q′0h‖B0 is also well defined for h = vYw with vY , w as in Lemma 3.6.
Lemma 3.9. Let b, q, γ as in Lemma 3.6. Then there exist C1, C2 > 0 such that for t small
enough, for every vY ∈ Lb(µY ) constant on each a ∈ α and every w ∈ B1,
‖Qt(vYw)‖B0 ≤ C1‖w‖B0‖vY ‖Lb(µY ) ,
‖Q′0(vYw)‖B0 ≤ C1‖κˆσ‖γLγq(µY ) ‖vY ‖Lb(µY )‖w‖B0 ,
‖(Qt −Q0 − tQ′0)(vYw)‖B0 ≤ C2|t|γ(‖κˆσ‖γLγq(µY ) ‖vY ‖Lb(µY ))‖w‖B0 .
Proof. The first estimate will come from our estimates of ‖(Qt − Q0 − tQ′0)(vYw)‖B0 and
‖Q′0(vYw)‖B0 and from (25) ensuring that
‖Q0(vw)‖B0 =
1
2pi
∥∥∥∥∫|ξ−1|=δ(ξI − R˜0)−1(vYw)dξ
∥∥∥∥
B0
=
1
2pi
∥∥∥∥∫|ξ−1|=δ(ξI −R)−1(vYw − µY (vYw))dξ + µY (vYw)
∫
|ξ−1|=δ
(ξI − 1)−11Y dξ
∥∥∥∥
B0
≤ 1
2pi
(∑
j≥1
∫
|ξ−1|=δ
|ξ|−j−1‖Rj(vYw − µY (vYw))‖B0dξ
)
+ |µY (vYw)|

(∑
j≥1
(1− δ)−j−1ρj−1‖vY ‖Lb(µY )‖w‖B0
)
+ |µY (vYw)|
 ‖w‖B0‖vY ‖Lb(µY ) ,
for some ρ ∈ (0, 1), where we used (21) combined with the spectral properties of R, up to
take δ small enough so that (1− δ)−1ρ < 1.
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Second
(Qt −Q0) = 1
2ipi
∫
|ξ−1|=δ
(ξI − R˜t)−1(R˜0 − R˜t)(ξI − R˜0)−1dξ
=
1
2ipi
∫
|ξ−1|=δ
(ξI − R˜0)−1(R˜0 − R˜t)(ξI − R˜0)−1 dξ
+
1
2ipi
∫
|ξ−1|=δ
(
(ξI − R˜t)−1 − (ξI − R˜0)−1
)
(R˜0 − R˜t)(ξI − R˜0)−1dξ
= E1(t) + E2(t).
Note that
‖E2(t)(vYw)‖B0

∫
|ξ−1|=δ
∥∥∥(ξI − R˜t)−1 − (ξI − R˜0)−1∥∥∥B0‖(R˜0 − R˜t)(ξI − R˜0)−1(vYw)‖B0 dξ.
Recall that for all ξ so that |ξ − 1| = δ, ‖(ξI − R˜t)−1‖B0  1, for all t small enough. This
together with Lemma 3.7 with vY = 1Y implies that for all t small enough,∥∥∥(ξI − R˜t)−1 − (ξI − R˜0)−1∥∥∥B0 =
∥∥∥(ξI − R˜0)−1(R˜t − R˜0)(ξI − R˜t)−1∥∥∥B0  |t|.
Hence,
‖E2(t)(vYw)‖B0  |t|
∫
|ξ−1|=δ
‖(R˜0 − R˜t)(ξI − R˜0)−1(vYw)‖B0 dξ.
To simplify notations, we write µY (·) for
∫
Y
· dµY . We claim that
(27)
∫
|ξ−1|=δ
‖(R˜0 − R˜t)(ξI − R˜0)−1(vYw)‖B0 dξ  |t|‖κˆσ‖γLγq(µY )‖vY ‖Lb(µY )‖w‖B0 .
This implies that
‖E2(t)(vYw)‖B0  |t|2‖κˆσ‖γLγq(µY )‖vY ‖Lb(µY )‖w‖B0 .
Next, compute that
E1(t) =
t
2ipi
∫
|ξ−1|=δ
(ξI − R˜0)−1R˜′0(ξI − R˜0)−1 dξ
+
1
2ipi
∫
|ξ−1|=δ
(ξI − R˜0)−1(R˜0 − R˜t − tR˜′0)(ξI − R˜0)−1 dξ
= tQ′0 + E(t).
Proceeding as in estimating E2(t)(vYw) above and using the first part of the conclusion in
Lemma 3.7 and a formula analgous to (27),
‖Q′0(vYw)‖B0 
∫
|ξ−1|=δ
‖R˜′0(ξI − R˜0)−1(vYw)‖B0 dξ
 ‖κˆσ‖γLγq(µY )‖vY ‖Lb(µY )‖w‖B0 ,(28)
and thus, the second part of the conclusion follows.
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Finally, similarly to (27), we claim that
‖E(t)(vYw)‖B0 
∫
|ξ−1|=δ
‖(R˜0 − R˜t − t · R˜′0)(ξI − R˜0)−1(vYw)‖B0 dξ
 |t|γ| ‖κˆσ‖γLγq(µY )‖vY ‖Lb(µY )‖w‖B0 .(29)
The third part of the conclusion follows by putting all the above together.
It remains to prove the claims (27), (28) and (29). Note that for any operator P˜ bounded
in B1, we have∫
|ξ−1|=δ
‖P˜ (ξI − R˜0)−1(vYw)‖B0 dξ
=
∫
|ξ−1|=δ
∥∥∥P˜ (ξI − R˜0)−1(vYw − µY (vYw)1Y ) + (ξ − 1)−1µY (vYw)P˜1Y ∥∥∥B0 dξ .
In the sequel, we will take P˜ = Id, R˜0 − R˜t, P˜ = R˜′0 and P˜ = R˜0 − R˜t − tR˜′0, respectively.
Since R˜0 = R has a spectral gap in B1 with decomposition Rj = µY (·)1Y + N ′j with
‖N ′j‖B0 ≤ Cρj for some C > 0 and some ρ < 1, for every j ≥ 1, we can write
Rj(vYw − µY (vYw)1Y ) = Rj−1R(vY − µY (vYw)1Y ) = N ′j−1(R(vYw − µY (vYw)1Y )),
since µY (R(vYw−µY (vYw))) = 0. We note that although (vY −µY (vY )1Y /∈ B1. But, by the
first two displayed inequalities in Appendix A (with vw replaced by vYw and µY (vYw)1Y ),∥∥∥R(vYw − µY (vYw))‖B0 ≤ C ′‖w‖B0‖vY ‖L1(µY ) ,
for some C ′ > 0. Thus, there exist C” > 0 and ρ < 1 so that for j ≥ 1,
(30)
∥∥∥Rj(vYw − µY (vYw))∥∥∥B0 ≤ C”ρj‖w‖B0‖vY ‖L1(µY )
Below we write γ(P˜ ) to indicate that this is a positive number that depend on the operator
P˜ ∈ {R˜0 − R˜t, R˜′0, R˜0 − R˜t − tR˜0}. Using the fact that R˜0 = R and that (ξI − R)−1 =∑
j≥0 ξ
−j−1Rj and putting the above together, we obtain∫
|ξ−1|=δ
‖P˜ (ξI −R)−1vYw‖B0 dξ ≤
∫
|ξ−1|=δ
∥∥∥ξ−1P˜ (vYw − µY (vYw))∥∥∥B0 dξ
+
∫
|ξ−1|=δ
∥∥∥∥∥∑
j≥1
ξ−j−1P˜Rj(vYw − µY (vYw) + (ξ − 1)−1µY (vYw)P˜1
∥∥∥∥∥
B0
dξ
 tγ(P˜ )
(
‖κˆσ‖γLγq(µY ) ‖vY ‖Lb(µY )‖w‖B0 +
∑
j≥1
∫
|ξ−1|=δ
|ξ|−j−1
∥∥∥Rj(vYw − µY (vYw))∥∥∥B0 dξ
)
 tγ(P˜ )
(
‖κˆσ‖γLγq(µY ) ‖vY ‖Lb(µY )‖w‖B0 +
∑
j≥1
∫
|ξ−1|=δ
|ξ|−j−1ρj‖vY ‖L1(µY )‖w‖B0 dξ
)
.
due to Lemma 3.7 and to (30), with γ(R˜0 − R˜t) = 1, γ(R˜′0) = 0, γ(R˜0 − R˜t − tR˜′0) = γ.
Therefore∫
|ξ−1|=δ
‖P˜ (ξI−R)−1(vYw)‖B0 dξ  tγ(P˜ )‖κˆσ‖γLγq(µY )‖vY ‖Lb(µY )‖w‖B0
(
1 + δ
∑
j≥1
ρj(1− δ)−j
)
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The claims follow by choosing δ small enough so that∑
j≥2
ρj|ξ|−j ≤
∑
j≥2
ρj(1− δ)−j <∞.

3.4. Expansion of t 7→ ∫
Y
Πt dµY . The next estimate, of independent interest, requires a
more careful analysis and strongly exploits that the modulus is outside of the integral. Its
proof uses arguments somewhat similar to the ones in [15] together with arguments exploiting
symmetries on the tower ∆. Recall that p > 2.
Lemma 3.10. Let b ∈ (p,+∞]. Let c0(v, w) be as defined in the statement of Proposition 3.3,
namely
c0(vw) = i
(∑
j≥0
∫
∆
κˆ ◦ f j .vw dµ∆ +
∫
∆
vw dµ∆
∑
j≥0
∫
∆
κˆ
1Y ◦ f j+1
µ∆(Y )
dµ¯∆
)
∈ C2 .
Then for every (v, w) satisfying the assumptions of Proposition 3.2 and for every γ ∈
(1, 2p−1
p
),∣∣∣∣∫
Y
(Πt − Π0)(vw) dµY − c0(vw) · t
∣∣∣∣ |t|γ(‖vw‖B + ‖w‖B0‖v‖Lb(µ∆)) as t→ 0 .
Proof. Let γ ∈
(
1, 2p−1
p
)
, i.e. 1 < γ < 2
(
1− 1
p
)
< 2
(
1− 1
b
)
. Fix ε > 0 so that γ + ε <
2
(
1− 1
p
)
< 2. Fix 1 < q < 2b
b+2
close enough to 1 so that 1 < γ + ε < 2
(
1
q
− 1
b
)
.
Let p1 ∈ (1, 2). Consider θ ∈ (0, 1) satisfying (2) and such that θ
(p1−1)
p1
1 < θ. Set θ0 :=
√
θ
and r := θ
1/ϑ
0 with ϑ > 2 large enough (i.e. r close enough to 1) so that
(31)
2(γ + ε)
ϑ− 1 < ε and
(γ + ε) (ϑ− 2)
ϑ− 1 > γ − 1 .
We choose δ small enough so that
(32) δ + r < 1, (1− δ)−1ρ < 1, (1− δ)−1θ0 < 1 ,
(33) (1− δ)− pp−1 θ1 < 1 and (1− δ)− bb−1 θ
b
b−1 (
1
p
− 1
b
)
1 < 1 ,
and so that Πt =
∫
|ξ−1|=δ(ξI − Pt)−1 dξ for every t in a small neighbourhood of 0 (this is
possible thanks to [15] since 1 is isolated in the spectrum of P0).
We will make use of this choice from equation (51) onwards. Recall that (ξI − Pt)−1 −
(ξI − P0)−1 = (ξI − P0)−1(Pt − P0)(ξI − Pt)−1, and so∫
Y
(Πt − Π0)(vw) dµY = 1
2ipi
∫
Y
∫
|ξ−1|=δ
(ξI − P0)−1(Pt − P0)(ξI − Pt)−1(vw) dξ dµY
=
1
2ipi
∫
Y
∫
|ξ−1|=δ
(ξI − P0)−1(Pt − P0)(ξI − P0)−1(vw) dξ dµY
+
1
2ipi
∫
Y
∫
|ξ−1|=δ
(ξI − P0)−1(Pt − P0)
(
(ξI − Pt)−1 − (ξI − P0)−1
)
(vw) dξ dµY
= I1(t) + I2(t).
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We set N ′ := b(γ + ε) log t/ log θ0c.
• Let us start with the computation of I1(t).
I1(t) =
1
2ipi
∫
Y
∫
|ξ−1|=δ
(ξI − P0)−1(Pt − P0)(ξI − P0)−1(vw) dξ dµY
=
1
2ipi
N ′−1∑
j=0
∫
Y
∫
|ξ−1|=δ
ξ−j−1P j0 (Pt − P0)(ξI − P0)−1(vw) dξ dµY
+
1
2ipi
∫
Y
∫
|ξ−1|=δ
ξ−N
′
(ξI − P0)−1PN ′0 (Pt − P0)(ξI − P0)−1(vw) dξ dµY
= I1,N ′(t) + I
′
1,N ′(t) .(34)
Observe that |ξ − 1| = δ implies |ξ−1| ≤ (1− δ)−1 < r−1. Due to Lemma 3.1,∣∣∣∣∣I1,N ′(t)− 12ipi
N ′−1∑
j=0
∫
Y
∫
|ξ−1|=δ
ξ−j−1P j0 (t · P ′0)(ξI − P0)−1(vw) dξ dµY
∣∣∣∣∣(35)
 r−N ′ ∥∥(Pt − P0 − t · P ′0)(ξI − P0)−1(vw)∥∥L1(∆)
 r−N ′tγ+ε‖vw‖B ,(36)
since our assumption on ε, q ensures that γ + ε < 2
(
1
q
− 1
p
)
. Therefore
(37)∣∣∣∣∣I1,N ′(t)− 12pi
N ′−1∑
j=0
∫
f−j−1Y
∫
|ξ−1|=δ
ξ−j−1(t · κ)(ξI − P0)−1(vw) dξ dµY
∣∣∣∣∣ r−N ′tγ+ε‖vw‖B .
Moreover, since sup|ξ−1|=1 ‖(ξI − P0)−1‖B <∞, using the Fubini theorem, we obtain
I ′1,N ′(t) =
1
2ipi
∫
Y
∫
|ξ−1|=δ
ξ−N
′
(ξI − P0)−1(Π0 +NN ′0 )(Pt − P0)(ξI − P0)−1(vw) dξ dµY
=
1
2ipiµ∆(Y )
∫
|ξ−1|=δ
ξ−N
′
Π0
(
1Y (ξI − P0)−11
)
Π0((Pt − P0)(ξI − P0)−1(vw)) dξ +O(r−N ′θN ′)
=
1
2piµ∆(Y )
∫
|ξ−1|=δ
ξ−N
′
Π0
(
1Y (ξI − P0)−11
)
Π0(t · κˆ(ξI − P0)−1(vw)) dξ
+O((r−N
′ |t|γ+ε + r−N ′θN ′)‖vw‖B) ,
where we used again Lemma 3.1. Therefore
(38) I1(t) =
1
2pi
t · A1,N ′(t) +O((r−N ′tγ+ε + r−N ′θN ′)‖vw‖B) ,
with
A1,N ′(t) :=
N ′−1∑
j=0
∫
Y
∫
|ξ−1|=δ
ξ−j−1P j+1
(
κˆ(ξI − P0)−1(vw)
)
dξ dµY(39)
+
1
2piµ∆(Y )
∫
|ξ−1|=δ
ξ−N
′
Π0
(
1Y (ξI − P0)−11
)
Π0(κˆ(ξI − P0)−1(vw)) dξ
:= UN ′(t) + VN ′(t) .(40)
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Due to our choice of N ′ and since θ0 = rϑ, we have
(41) θN
′
0  tγ+ε  θN
′
0 = r
N ′ϑ ,
so r−N
′  t− γ+εϑ  t−ε, due to our assumptions on ϑ. Note that
(ξI − P0)−1(vw) =
∑
j≥0
ξ−j−1P j0 (vw) and (ξI − P0)−11∆ = (ξ − 1)−11∆
and so
VN ′(t) =
1
µ∆(Y )
∫
|ξ−1|=δ
∑
j≥0
ξ−N
′−j−1(ξ − 1)−1µ∆(Y )Π0(κˆP j0 (vw)) dξ
=
1
µ∆(Y )
∑
j≥0
∫
|ξ−1|=δ
ξ−N
′−j−1(ξ − 1)−1µ∆(Y )Π0(κˆN j0 (vw)) dξ
since P j0 = µ∆(·)1∆ + N j0 , since Π0(κˆ) = 0 and since
∑
j≥1 |ξ−jΠ0(κˆN j0 (vw))| ∑
j≥1 |(1 − δ)−1θ|j‖κˆ‖Lp/(p−1)(µ∆)‖vw‖B < ∞, due to our choice of δ. Therefore, due
to the Cauchy integral formula,
VN ′(t) = 2ipi
∑
j≥0
Π0(κˆN
j
0 (vw)) = 2ipi
∑
j≥0
∫
∆
κˆ ◦ f j vw dµ∆ .(42)
Combining this with (38) and (39), we obtain
(43) I1(t) = t ·
(
1
2pi
UN ′(t) + i
∑
j≥0
∫
∆
κˆ ◦ f j .vw dµ∆
)
+O(|t|γ‖vw‖B) ,
We compute that
UN ′(t) =
1
µ∆(Y )
N ′−1∑
j=0
∫
|ξ−1|=δ
ξ−j−1
∫
∆
1Y P
j+1
(
κˆ(ξI − P0)−1(vw)
)
dµ∆
=
1
µ∆(Y )
N ′−1∑
j=0
∫
|ξ−1|=δ
ξ−j−1
∫
∆
κˆ(ξI − P0)−1(vw).1Y ◦ f j+1 dµ∆
=
1
µ∆(Y )
N ′−1∑
j=0
∫
|ξ−1|=δ
ξ−j−1
∫
∆
κˆ (ξI − P0)−1 (vw − µ∆(vw)) 1Y ◦ f j+1 dµ∆
+
1
µ∆(Y )
µ∆(vw)
N ′−1∑
j=0
∫
|ξ−1|=δ
ξ−j−1 (ξ − 1)−1
∫
∆
κˆ 1Y ◦ f j dµ∆
:=
1
µ∆(Y )
(U1,N ′(t) + U2,N ′(t)) ,(44)
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since (ξI − P0)−11∆ = (ξ − 1)−11∆. Due to the Cauchy integral formula,
U2,N ′(t) :=2ipiµ∆(vw)
N ′−1∑
j=0
∫
∆
κˆ 1Y ◦ f j+1 dµ∆
= 2ipiµ∆(vw)
∑
j≥0
∫
∆
κˆ 1Y ◦ f j+1 dµ∆ +O(θN ′0 ‖vw‖L1(µ∆))
= 2ipiµ∆(vw)
∑
j≥0
∫
∆
κˆ 1Y ◦ f j+1 dµ∆ +O(|t|γ‖vw‖B) ,(45)
where we used the fact (proved below) that
∫
∆
κˆ 1Y ◦ f j dµ¯∆ = O(θj0) at the penul-
timate line and (41) at the last line. By Ho¨lder inequality and Appendix B, we
have
∫
∆
κˆ 1Y ◦ f j dµ∆
=
∫
∆
(κˆ1{σ<j/2} − µ∆(κˆ1{σ<j/2}) 1Y ◦ f j dµ∆ + 2‖κˆ‖Lp1 (µ∆)(µ∆(σ ≥ j/2))
p1−1
p1
=
∑
m∈Zd
m
∑
(a,l) : κˆ(a,l)=m,σ(a,l)<j/2
∫
∆
P j(1(a,l) − µ∆((a, l)))1Y dµ∆
+ 2‖κˆ‖Lp1 (µ∆)
 ∑
m>j/2
mµ∆(Y )µY (σ ≥ m)

p1−1
p1

∑
m∈Zd
|m|
∑
(a,l) : κˆ(a,l)=m,σ(a,l)<j/2
θj−σ(a,l)µ∆((a, l)) + ‖κˆ‖Lp1 (µ∆)
 ∑
m>j/2
mθm1

p1−1
p1
 θj/2‖κˆ‖L1(µ∆) + ‖κˆ‖Lp1 (µ∆)θ
(1−)j(p1−1)
2p1
1  θj0 ,
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with  ∈ (0, 1) small enough so that such that θ
(1−)(p1−1)
2p1
1 ≤ θ0. Since v|(a,`) = C(a,`)
where C(a,`) are constants,
U1,N ′(t)
=
N ′∑
j=0
∫
|ξ−1|=δ
ξ−j−1
∫
∆
∑
r≥0
ξ−r−1P r0
∑
(a,`)
(
vw1(a,`) −
∫
(a,l)
vw dµ∆
)
(κˆ1Y ◦ f j) dµ∆ dξ
=
N ′∑
j=0
∫
|ξ−1|=δ
ξ−j−1
∑
r≥0
ξ−r−1
∑
(a,`)
∫
∆
P r0
(
vw1(a,`) −
∫
(a,l)
vw dµ∆
)
(κˆ1Y ◦ f j) dµ∆ dξ
=
N ′∑
j=0
∫
|ξ−1|=δ
ξ−j−1
∑
r≥0
ξ−r−1
∑
(a,`)
C(a,`)
∫
∆
(
w1(a,`) − µ∆(w1(a,l))
)
(κˆ 1Y ◦ f j) ◦ f r dµ∆ dξ
=
∑
r≥0
∑
(a,`)
N ′∑
j=0
C(a,`)
∫
∆
(
w1(a,`) − µ∆(w1(a,l)
)
(κˆ 1Y ◦ f j) ◦ f r dµ∆
∫
|ξ−1|=δ
ξ−j−r−2 dξ
= 0 ,
(46)
where to justify the interchange of sums and itegrals we used the two following
estimates. First, by to Appendix B, we have that for all a ∈ Y ,
‖P σ(a)−` (wv1(a,`) − µ∆(wv1(a,`))) ‖B  ‖w‖B0µ∆(|v| 1(a,`)).
Thus,
∑
(a,`)
∑
r≥σ(a)−`
|ξ|−r
∫
∆
∣∣∣∣P r0 (vw1(a,`) − ∫
(a,l)
vw dµ∆
)
(κˆ1Y ◦ f j)
∣∣∣∣ dµ∆
≤
∑
(a,`)
∑
r≥σ(a)−`
(1− δ)−rC0θr−σ(a)+`‖w‖B0µ∆(|v| 1(a,`))‖κˆ‖Lp/(p−1)(µ∆)

∑
(a,`)
(1− δ)`−σ(a)‖w‖B0‖v1(a,`)‖L1(µ∆) ≤
∑
(a,`)
(1− δ) pp−1 (`−σ(a))µ∆(a, `)

p−1
p
‖w‖B0‖v‖Lp(µ∆)

(∑
a
(1− δ)− pp−1σ(a)µY (a)
) p−1
p
‖w‖B0‖v‖Lp(µ∆) 
(∑
m≥1
(1− δ)− pp−1mθm1
) p−1
p
‖w‖B0‖v‖Lp(µ∆)
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since µY (σ ≥ m) θm1 , (1− δ)−1θ < 1 and (1− δ)−
p
p−1 θ1 < 1. Second
∑
(a,`)
σ(a)−`∑
r=0
|ξ|−r
∫
∆
∣∣P r0 (vw1(a,`) − µ∆(vw1(a,l))) (κˆ1Y ◦ f j)∣∣ dµ∆
≤
∑
(a,`)
σ(a)−`∑
r=0
(1− δ)−r
∥∥∥∥vw1(a,`) − ∫
(a,l)
vw dµ∆
∥∥∥∥
Lp(µ∆)
‖κˆ‖
L
p
p−1 (µ∆)

∑
(a,`)
(1− δ)`−σ(a)
∥∥∥∥vw1(a,`) − ∫
(a,l)
vw dµ∆
∥∥∥∥
Lp(µ∆)

∑
(a,`)
(1− δ)`−σ(a)‖w‖∞|C(a,`)|(µ∆((a, `)))
1
p

∑
(a,`)
(1− δ)`−σ(a)‖w‖B0|C(a,`)|(µ∆((a, `)))
1
b
+( 1
p
− 1
b
)

∑
(a,`)
(1− δ) bb−1 (`−σ(a))(µ∆((a, `)))
b
b−1 (
1
p
− 1
b
)
 b−1b ‖w‖B0
∑
(a,`)
|C(a,`)|b(µ∆((a, `)))
 1b

(∑
a
(1− δ)− bb−1σ(a)(µY (a))
b
b−1 (
1
p
− 1
b
)
) b−1
b
‖w‖B0‖v‖Lb(µ∆)

(∑
m≥1
(1− δ)− bb−1mθm
b
b−1 (
1
p
− 1
b
)
1
) b−1
b
‖w‖B0‖v‖Lb(µ∆) <∞ .
Combining this (43), (44), (45) and (46), we obtain that
I1(t) = it ·
(∑
j≥0
∫
∆
κˆ ◦ f j .vw dµ∆ +
∫
∆
vw dµ∆
∑
j≥0
∫
∆
κˆ
1Y ◦ f j+1
µ∆(Y )
dµ¯∆
)
+O(tγ(‖vw‖B + ‖w‖B0‖v‖Lb(µ∆))) .
• Let us prove that |I2(t)|  |t|γ‖vw‖B. This will give the conclusion. First, compute
that for any N ≥ 1,
I2(t) =
∫
Y
∫
|ξ−1|=δ
(ξI − P0)−1(Pt − P0)(ξI − P0)−1(Pt − P0)(ξI − Pt)−1(vw) dξ dµY
=
N−1∑
j=0
∫
|ξ−1|=δ
ξ−j−1
∫
Y
P j0 (Pt − P0)(ξI − P0)−1(Pt − P0)(ξI − Pt)−1(vw) dµY dξ
+
∫
Y
∫
|ξ−1|=δ
ξ−N(ξI − P0)−1PN0 (Pt − P0)(ξI − P0)−1(Pt − P0)(ξI − Pt)−1(vw) dξ dµY
= SN(t) + EN(t).
(47)
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We further decompose SN and EN , choosing N := b(γ + ε) log tlog(θ0/r)c to prove the
claim. We first deal with SN .
SN(t) =
N−1∑
j=0
N−1∑
`=0
∫
|ξ−1|=δ
ξ−j−1ξ−`−1
∫
Y
P j0 (Pt − P0)P `0(Pt − P0)(ξI − Pt)−1(vw) dµY dξ
+
N−1∑
j=0
∫
Y
∫
|ξ−1|=δ
ξ−j−1P j0 (Pt − P0)(ξI − P0)−1ξ−NPN0 (Pt − P0)(ξI − Pt)−1(vw) dξ dµY
= SN,N(t) + EN,N(t).
(48)
Set γ0 =
γ+ε
2
∈ (0, 1). Note that γ + ε < 2
(
1− 1
p
)
implies that p
p−1γ0 < 1.∣∣∣ ∫
Y
P j0 (Pt − P0)P `0(Pt − P0)(ξI − Pt)−1(vw) dµY
∣∣∣
=
∣∣∣ ∫
Y
(eit·κˆ − 1)P `0(Pt − P0)(ξI − Pt)−1(vw) dµY
∣∣∣
 ‖(ξI − Pt)−1(vw)‖B
∥∥((eit·κˆ − 1)1Y ) ◦ f `+1 (eit·κˆ − 1)∥∥
L
p
p−1 (µ∆)
 |t|2γ0‖κˆ‖2γ0
L
2γ0
p
p−1
‖vw‖B ,(49)
where we have used the Ho¨lder inequality combined with B ↪→ Lp(µ∆) and finally, in
the last line, we used the inequality |eit·κˆ − 1|  |tκˆ|γ0 combined with the Cauchy-
Schwarz inequality. Hence, using the fact that |ξ|−1 ≤ (1− δ)−1 ≤ r−1,
(50) |SN,N(t)|  r−2N |t|2γ0 = r−2N |t|γ+ε.
By (1), we have PN0 = Π0 +N
N
0 with ‖NN0 ‖B  θN0 . Hence,
EN,N(t) =
N−1∑
j=0
∫
Y
∫
|ξ−1|=δ
ξ−j−1P j0 (Pt − P0)ξ−N(ξI − P0)−1Π0
(
(Pt − P0)(ξI − Pt)−1(vw)
)
dξ dµY
+
N−1∑
j=0
∫
Y
∫
|ξ−1|=δ
ξ−j−1P j0 (Pt − P0)ξ−N(ξI − P0)−1NN0
(
(Pt − P0)(ξI − Pt)−1(vw)
)
dξ dµY
= E1N,N(t) + E
2
N,N(t).
But for any ξ so that |ξ − 1| = δ,∣∣∣Π0((Pt − P0)(ξI − Pt)−1(vw))∣∣∣ ∫
∆
|(Pt − P0)(ξI − Pt)−1(vw)| dµ∆  ‖Pt − P0‖B→L1‖vw‖B
 |t|‖vw‖B .
Hence,
|E1N,N(t)|  |t| ‖vw‖B
N−1∑
j=0
∫
∆
∫
|ξ−1|=δ
|ξ−j−1| |ξ−N | |(Pt − P0)(ξI − P0)−1(1Y )| dξ dµ∆.
The above together with (32) implies that
(51) |E1N,N(t)|  |t| r−2N ‖Pt − P0‖B→L1‖vw‖B  |t|2 r−2N‖vw‖B .
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Recall that ‖NN0 ‖B  θN0 . This together with (32) implies that
(52) |E2N,N(t)|  (θ0/r2)N ‖Pt − P0‖B→L1‖vw‖B  |t| (θ0/r2)N‖vw‖B .
This together with (48), (50), (51) and (52) implies that
(53) |SN(t)|  (r−2N |t|γ+ε + |t|2r−2N + |t|(θ0/r2)N)‖vw‖B .
Proceeding as above in estimating EN,N(t), we compute that
EN(t) = E
1
N(t) + E
2
N(t)
(54)
=
∫
Y
∫
|ξ−1|=δ
ξ−N(ξI − P0)−1Π0
(
(Pt − P0)(ξI − P0)−1(Pt − P0)(ξI − Pt)−1(vw)
)
dξ dµY
+
∫
Y
∫
|ξ−1|=δ
ξ−N(ξI − P0)−1NN0
(
(Pt − P0)(ξI − P0)−1(Pt − P0)(ξI − Pt)−1(vw)
)
dξ dµY .
Similar to (52), |E2N(t)|  (θ0/r)N‖vw‖B. For the first, we need to decompose E1N(t)
further. To start we reduce the analysis to Π0
(
(Pt − P0)(ξI − P0)−1(Pt − P0)(ξI −
Pt)
−1(vw)
)
, for ξ so that |ξ − 1| = δ. With this specified we compute that for any
L ≥ 1,
Π0
(
(Pt − P0)(ξI − P0)−1(Pt − P0)(ξI − Pt)−1(vw)
)
=
∫
Y
(Pt − P0)(ξI − P0)−1(Pt − P0)(ξI − Pt)−1(vw) dµ
=
L−1∑
j=0
ξ−j−1
∫
Y
(Pt − P0)P j0 (Pt − P0)(ξI − Pt)−1(vw) dµ
+
∫
Y
(Pt − P0)(ξI − P0)−1ξ−LPL(Pt − P0)(ξI − Pt)−1(vw) dµ
=S ′L(t) + E
′
L(t) .
Due to (49),
|S ′L(t)|  r−L |t|γ+ε‖vw‖B .
Next, to estimate E ′L(t), we repeat the argument used in estimating EN,N(t) above.
Namely,
|E ′L(t)| 
∣∣∣ ∫
Y
(P0 − Pt)(ξI − P0)−1ξ−LΠ0(Pt − P0)(ξI − Pt)−1(vw) dµ
∣∣∣
+
∣∣∣ ∫
Y
(P0 − Pt)(ξI − P0)−1ξ−LNL0 (Pt − P0)(ξI − Pt)−1(vw) dµ
∣∣∣
 (r−L |t|2 + |t| (θ0/r)L)‖vw‖B .
Therefore
|EN(t)|  (θ0/r)N + r−N
(
r−L |t|γ+ε + |t| (θ0/r)L
) ‖vw‖B .
Gathering this and (53), we obtain
(55) |I2(t)| 
(
r−2N |t|γ+ε + |t|(θ0/r2)N + (θ0/r)N + r−N
(
r−L |t|γ+ε + |t| (θ0/r)L
)) ‖vw‖B .
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Recall that N := b(γ + ε) log |t|
log(θ0/r)
c, so that (θ0/r)N ∼ |t|γ+ε. Recall also that θ0 = rϑ
with ϑ > 2 so that
2(γ + ε)
ϑ− 1 < ε and
(γ + ε) (ϑ− 2)
ϑ− 1 > γ − 1 .
Hence θ0/r = r
ϑ−1 and r−N ∼ |t|− γ+εϑ−1 and (θ0/r2)N = rN(ϑ−2) ≈ |t|
(γ+ε)(ϑ−2)
ϑ−1 thus
|I2(t)| 
(
|t|γ+ε−2 γ+εϑ−1 + |t|1+ (γ+ε)(ϑ−2)ϑ−1 + |t|γ+ε + |t|− γ+εϑ−1 (r−L |t|γ+ε + |t| (θ0/r)L)) ‖vw‖B

(
|t|γ + |t|− γ+εϑ−1
(
(θ0/r)
− L
ϑ−1 |t|γ+ε + |t| (θ0/r)L
))
‖vw‖B ,
due to our choice of ϑ. Now, choose L :=
⌊
(γ+ε−1) log |t|
log(θ0/r)
⌋
, so
|I2(t)| 
(
|t|γ + |t|− γ+εϑ−1
(
|t|γ+ε− γ+ε−1ϑ−1 + |t|γ+ε
))
‖vw‖B  |t|γ‖vw‖B ,
due to our choice of ϑ.

3.5. Proof of the expansion of Πt : proofs of Propositions 3.3 and 3.2. We first
provide the proof of Propositions 3.3 relying on our technical Lemmas 3.9 and 3.10, and then
we prove Proposition 3.2 .
Proof of Proposition 3.3 We proceed as in [2, Proof of Lemma 3.14] using our estimates.
Since 1 is a simple eigenvalue of R˜t, and since Qt(1Y ) and 1Y Πt(vw) are both eigenfunctions
belonging to Bθ of R˜t associated to 1, these two vectors are proportional and so,
(56) 1Y Πt(vw) = µY (1Y Πt(vw))
Qt(1Y )
µY (Qt(1Y ))
=
(
µ∆(vw) + t · c0(vw) + ε(1)t
) Qt(1Y )
µY (Qt(1Y ))
,
with
ε
(1)
t := µY (1Y (Πt − Π0 − t · c0)(vw)) = O(|t|γ(‖vw‖B + ‖w‖B0‖v‖Lb(µ∆)) in C ,
by Lemma 3.10. Moreover, due to Lemma 3.9,
ε
(2)
t := (Qt −Q0 − t ·Q′0)(1Y ) = O(|t|γ) in Bθ
and so, in Bθ,
Qt(1Y )
µY (Qt(1Y ))
=
1Y + t ·Q′0(1Y ) + ε(1)t
µY (1Y + t ·Q′0(1Y ) + ε(1)t )
= 1Y + t · (Q′0(1Y )− µY (Q′0(1Y ))1Y ) +O(|t|γ)
= 1Y + t ·Q′0(1Y ) +O(|t|γ) ,
since the derivation at t = 0 of Q2t (1Y ) = Qt(1Y ) combined with Q01Y = 1Y leads to
µY (Q
′
01Y ) = Q0Q
′
01Y = 0. Combining the above estimate with (56), we conclude that
1Y Πt(vw) = µ∆(vw) + t · (c0(vw) + µ∆(vw)Q′0(1Y )) +O
(|t|γ(‖vw‖B + ‖w‖B0‖v‖Lb(µ∆))) ,
which leads to (16). 
Remark 3.11. By the same reasoning used in obtaining µY (Q
′
01Y ) = Q0Q
′
01Y = 0 with Π
′
0
instead of Q′0 and 1 instead of 1Y we have µ∆(Π
′
01) = 0.
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Using Proposition 3.3 and equation (24) we can complete
Proof of Proposition 3.2 To simplify notations, we write ‖(v, w)‖ := ‖vw‖B+‖w‖B0‖v‖Lb(µ∆).
Starting from (24), Πt(vw)(x) = λ
−ω(x)
t e
it·κˆω(x)◦pi0(x)Πt(vw)◦pi0(x). Using the fact that λ0 = 1
and λ′0 = 0, we conclude that t 7→ Πt(vw)(x) is differentiable at 0, with derivative
Π′0(vw)(x) = i[κˆω(x)Π0(vw)] ◦ pi0(x) + Π′0(vw) ◦ pi0(x),(57)
where we use the definition of 1Y Π
′
0 in (16). This provides the last formula of Proposition 3.2.
With this definition, since Π′0 is uniformly bounded on Y , for every η ∈ (1, 2)
‖Π′0(vw)‖ηLη(µ∆)  ‖1Y Π′0(vw)‖η∞ +
∑
n≥1
∫
{σ>n}
|κˆn|η dµY ‖vw‖L1(µY )

(
1 +
∑
n≥1
(µY (σ > n))
2−η
2+η ‖|κˆn|η‖
L
η+2
2η (µY )
)
‖(v, w)‖

(
1 +
∑
n≥1
θ
2−η
2+η
n
1 n
η‖κˆ‖η
L
η+2
2 (µ∆)
)
‖(v, w)‖ = O(‖(v, w)‖) .
Formula (57) together with (24) implies that
(Πt−Π0 − t · Π′0)(vw)(x) =
[
(eit·κˆω(x) − 1− it · κˆω(x))Π0(vw)
] ◦ pi0(x)(58)
+
[
(eitκˆω(x) − 1)t · Π′0(vw)
] ◦ pi0 [eit·κˆω(x)(Πt − Π0 − t · Π′0)(vw)] ◦ pi0(x)
+ +(λ
−ω(x)
t − 1)[eitκˆω(x)Πt(vw)] ◦ pi0(x) .
This decomposition leads to
(59) ‖(Πt − Π0 − t · Π′0)(vw)‖Lp′ (µ∆) ≤ I1(t) + I2(t) + I3(t) + I4(t) .
First
(I1(t))
p′ :=
∫
∆
∣∣eitκˆω(x) − 1− it · κˆω(x)∣∣p′ ◦ pi0(x)dµ∆(x)(∫
Y
|vw| dµY
)p′

∫
∆
∣∣t · κˆω(x) ◦ pi0(x)∣∣p′γ dµ∆(x)‖vw‖p′L1(µ∆)

∑
n≥1
∫
σ>n
|t · κˆn|p
′γ dµY ‖vw‖p′L1(µ∆)

∑
n≥1
|t|p′γµY (σ ≥ n)
2−γ
2+γ ‖κˆp′γn ‖
L
γ+2
2γ (µY )
‖vw‖p′L1(µ∆)

∑
n≥1
|t|p′γµY (σ > n)
2−γ
2+γ ‖κˆn‖p′γ
Lp
′ γ+2
2 (µY )
‖vw‖p′L1(µ∆)  |t|p
′γ‖vw‖p′B ,
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for any γ ∈ (1, 4
p′ − 2), since p′ γ+22 ∈ (1, 2) and ‖κˆn‖Lp′ γ+22 (µY ) ≤ n‖κˆ‖Lp′ γ+22 (µ∆) and µY (σ >
n) θn1 . Second, using |eiy − 1| ≤ |y|, it comes
(I2(t))
p′ := |t|p′
∫
∆
∣∣(eit·κˆω(x) − 1)Π′0(vw)∣∣p′ ◦ pi0 dµ∆(x) |t|2p′∑
n≥1
∫
σ>n
|κˆnΠ′0(vw)|p
′
dµY
 |t|2p′‖1Y Π′0(vw)‖∞
∑
n≥1
µ(σ > n)
2−p′
p′+2‖κˆp′n ‖
L
p′+2
2p′ (µ∆)
 |t|2p′‖1Y Π′0(vw)‖∞  |t|2p
′‖(v, w)‖,
proceeding as for I1 and using ‖1Y Π′0(vw)‖∞  ‖(v, w)‖. Third
(I3(t))
p′ :=
∫
∆
∣∣eit·κˆω(x)(Πt − Π0 − tΠ′0)(vw)∣∣p′ ◦ pi0(x) dµ∆(x)(60)
= O
(
|t|γp′(‖vw‖B + ‖w‖B0‖v‖Lb(µ∆))p
′
)
,(61)
with γ as in Proposition 3.3. For the last term, we observe that the expansion of λ at 0
implies in particular that 1 > |λt| > e−a0 |t|
2 log(1/|t|)
2 if t is small enough and so
|I4(t)|p′ =
∫
∆
∣∣∣(λ−ω(x)t − 1)eit·κˆω(x)Πt(vw)∣∣∣p′ ◦ pi0(x) dµ∆(x)
≤
∫
∆
(
ω(x) |λt − 1| ea0
|t|2 log(1/|t|)
2
(ω(x)−1) ‖1Y Πt(vw)‖∞
)p′
dµ∆(x)
 (|t|2 log(1/|t|) ‖1Y Πt(vw)‖∞)p
′∑
n≥1
∫
σ>n
np
′
ea0p
′ n|t|2 log(1/|t|)
2 dµY
 (|t|2 log(1/|t|) ‖1Y Πt(vw)‖∞)p
′∑
n≥1
np
′
ea0p
′ n|t|2 log(1/|t|)
2 µY (σ > n)
 (|t|2 log(1/|t|)‖(v, w)‖)p′ ,
for |t| small enough, since µY (σ > n) θn1 and since, due to (56), ‖1Y Πt(vw)‖∞  ‖(v, w)‖.
Hence
‖(Πt − Π0 − t · Π′0)(vw)‖Lp′ (µ∆)  |t|γ
(‖vw‖B + ‖w‖B0‖v‖Lb(µ∆)) ,(62)
with γ as in Proposition 3.2. 
4. Expansion of λt: Proof of Proposition 1.7
Let vt be the eigenfunction of Pt associated with λt so that µ∆(vt) = 1, that is vt =
Πt1∆
µ∆(Πt1∆)
.
Using a classical argument (see, for instance, [2]), we write
1− λt =
∫
∆
(P0 − Pt)vt dµ∆ =
∫
∆
(1− eit·κˆ)vt dµ∆
=
∫
∆
(1− eit·κˆ) dµ∆ +
∫
∆
(1− eit·κˆ)(vt − v0) dµ∆ := Ψ(t) + V (t) .(63)
Estimates of V (t) and Ψ(t) are given respectively in Lemmas 4.1 and 4.2. In the above for-
mula, Ψ(t) is the pure scalar part which will be estimated as if dealing with the characteristic
function of an i.i.d. process and for this we only need to exploit Lemma 2.1. The function
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V (t) will be estimated via the estimates used in the proof of Proposition 3.2. We start with
the latter.
Lemma 4.1. There exists C > 0 such that for all t ∈ Bδ(0), |V (t)| ≤ Ct2.
Proof. Note that vt − v0 = Πt(1∆)−µ∆(Πt(1∆))µ∆(Πt(1∆)) . Therefore it is enough to prove that
(64)
∣∣∣∣∫
∆
(1− eit·κˆ)(Πt(1∆)− µ∆(Πt(1∆))) dµ∆
∣∣∣∣ t2 .
We know from Proposition (3.2) that µ∆((Πt − Π0)(1∆)) = O(t), which implies that
(65)
∣∣∣∣∫
∆
(1− eit·κˆ)µ∆((Πt − Π0)(1∆)) dµ∆
∣∣∣∣ t2‖κˆ‖L1(µ∆)  t2 .
It remains to estimate
V0(t) :=
∫
∆
(1− eit·κˆ)(Πt − Π0)(1∆) dµ∆ .
To this hand, thanks to (24), we use the following decomposition similar to (58)
(Πt − Π0)1∆(x) =λ−ω(x)t eitκˆω(x)(pi0(x))Πt(1∆) ◦ pi0(x)− 1
=(eit·κˆω(x)(pi0(x)) − 1) + [eit·κˆω(x)(Πt − Π0)(1∆)] ◦ pi0(x)(66)
+ (λ
−ω(x)
t − 1)[eit·κˆω(x)Πt(1∆)] ◦ pi0(x) ,
which leads to
(67)
∣∣∣∣∫
∆
(1− eit·κˆ)(Πt − Π0)(1∆) dµ∆
∣∣∣∣ ≤ J1(t) + J2(t) + J3(t) ,
with
J1(t) :=
∣∣∣∣∫
∆
(1− eit·κˆ(x))(eit·κˆω(x)(pi0(x)) − 1) dµ∆(x)
∣∣∣∣ ,
J2(t) :=
∫
∆
∣∣(1− eit·κˆ(x))eitκˆω(x)(Πt − Π0)(1∆)∣∣ ◦ pi0(x) dµ∆(x) ,
J3(t) :=
∫
∆
∣∣∣(1− eit·κˆ(x))(λ−ω(x)t − 1)eitκω(x)Πt(1∆)∣∣∣ ◦ pi0(x) dµ∆(x) .
First let us prove that
J1(t) = O(t
2) ,(68)
as t→ 0. Observe that
J1(t) =
∣∣∣∣∣
∫
Y
σ−1∑
k=0
(1− eit·κˆ◦fk)(1− eit·κˆk) dµ∆
∣∣∣∣∣ ≤ t2
∫
Y
σ−1∑
k=1
|κˆ ◦ fk| |κˆk| dµ∆ .(69)
To prove that J1(t) = O(t
2), we will use the fact that, due to [25, Propositions 11–12] and [25,
Lemmas 16], there exists ε > 0 such that, for every V large enough,
µ∆ (An,V ) = O(n
−3−ε) with An,V :=
{
κˆ = n, ∃|j| ≤ V log(n+ 2), |κˆ ◦ f j| > n4/5} .
For any y ∈ Y , we write `(y) for the largest integer in {1, ..., σ(y)− 1} such that
N(y) := sup
k=1,...,σ(y)−1
|κˆ ◦ fk(y)| = |κˆ ◦ f `(y)(y)| .
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Set
Yn := Y ∩ {κˆ ◦ f `(y) = n} ,
Y ′n := {y ∈ Yn : σ(y) < b log(n+ 2)}
and
Y (0)n :=
{
y ∈ Y ′n : ∀j < σ(y), |κˆ ◦ f j| ≤ n4/5
}
.
Notice that
∫
Y
σ−1∑
k=1
|κˆ ◦ fk| |κˆk| dµ∆ ≤
∑
n≥0
∫
Y ′n
b log(n+2)−1∑
k=1
|κˆ ◦ fk| |κˆk| dµ∆ +
∑
n≥0
∫
Yn\Y ′n
n2σ dµ∆
≤
∑
n≥0
∫
Y
(0)
n
b n9/5 log(n+ 2) +
∑
n≥0
∫
Y ′n\Y (0)n
n2b log(n+ 2) dµ∆ +
∑
n≥0
n2Eµ∆ [σ1Y \Y ′n ]
≤
∑
n≥0
b n9/5 log(n+ 2)µ∆(Y
′
n) +
∑
n≥0
n2b log(n+ 2)µ∆(Y
′
n \ Y (0)n )
+
∑
n≥0
n2
∑
m≥b log(n+2)
µ∆(σ > m)
≤
∑
n≥0
O
n9/5 log(n+ 2) b log(n+2)∑
m=0
µ∆(κˆ = n)
+∑
n≥0
n2 log(n+ 2)
b log(n+2)∑
m=0
µ∆(An,b)
+
∑
n≥0
n2
∑
m≥b log(n+2)
C1θ
m
1
≤
∑
n≥0
O
(
n9/5−3(log(n+ 2))2
)
+
∑
n≥0
n2−3−ε(log(n+ 2))2 +
∑
n≥0
O(n2θ
b log(n+2)
1 ) <∞ ,
by choosing b large enough. Combined with (69), this ends the proof of (68).
Second, due to Proposition 3.3
J2(t) =
∫
∆
∣∣(1− eit·κˆ(x))eitκˆω(x)(Πt − Π0)(1∆)∣∣ ◦ pi0(x) dµ∆(x)

∫
∆
|t · κ(x)(Πt − Π0)(1∆)| ◦ pi0(x) dµ∆(x)
 t2‖κˆ‖L1(µ∆) ,(70)
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and finally, using the fact that 1 > |λt| > e− t
2 log(1/|t|)
2 if t is small enough,
|J3(t)| =
∫
∆
∣∣∣(1− eit·κˆ(x))(λ−ω(x)t − 1)eitκω(x)Πt(1∆)∣∣∣ ◦ pi0(x) dµ∆(x)
≤
∫
∆
|t · κˆ(x)|ω(x) |λt − 1| e
t2 log(1/|t|)
2
(ω(x)−1) ‖1Y Πt(1∆)‖∞ dµ∆(x)
 t3 log(1/|t|)
∑
n≥1
∫
Y ∩{σ>n}
|κˆ ◦ fn|nent
2 log(1/|t|)
2 dµY
 t3 log(1/|t|)
∑
n≥1
ne
nt2 log(1/|t|)
2 ‖κˆ‖Lp(µ∆)(µY (σ > n))1/q
 t3 log(1/|t|)
∑
n≥1
ne
nt2 log(1/|t|)
2 ‖κˆ‖Lp(µ∆)(C1θn1 )1/q = O(t2) ,(71)
by taking p < 2 close to 2 and using the fact that for |t| small enough e t
2 log(1/|t|)
2 θ1 < 1.
Combining (65), (67), (68), (70) and (71), we obtain (64) and conclude. 
To complete the proof of Proposition 1.7, we still need to estimate Ψ(t) in (63). The next
lemma can be viewed as an extension of the asymptotic of the pure scalar quantity in [1,
Proof of Theorem 3.1] under the conclusion of Lemma 2.1 via the arguments used in [16, 26].
Lemma 4.2. Let κˆ : ∆ → Zd be a µ∆-centered function. Set Ψ(t) :=
∫
∆
(1 − eit·κˆ) dµ∆.
Assume that there exists M0 > 0 such that {|κˆ| ≥ M0} =
⋃
(L,w)∈E{κˆ ∈ L + Nw} with S a
finite subset of (Z2)2 such that the lattices L+ Nw ⊂ Zd are disjoint for distinct (L,w) ∈ S
outside the open ball B(0,M0). Assume moreover that
∀(L,w) ∈ S, µ∆ (κˆ = L+ nw) = cL,w
n3
+O(n4), as n→ +∞ .
Then, as t→ 0, Ψ(t) = ∑(L,w)∈S cL,w2 (t · w)2 log ||t|−1|+O(t2).
Proof.
Ψ(t) =
∫
∆
(1− eit·κˆ) dµ∆ =
∫
∆
(1 + it · κˆ− eit·κˆ) dµ∆
=
∑
n∈Zd
(1 + it · κˆ− eit·n)µ∆(κˆ = n)
=
∑
(L,w)∈S
b|t|−1c∑
n=1
(1 + it · (L+ nw)− eit·(L+nw))µ∆(κˆ = L+ nw) +O(t2)
=
∑
(L,w)∈S
b|t|−1c∑
n=1
(1 + it · (L+ nw)− eit·(L+nw))
(cL,w
n3
+O(n−4)
)
+O(t2)
=
∑
(L,w)∈S
b|t|−1c∑
n=1
(1 + it · (L+ nw)− eit·(L+nw))cL,w
n3
+O(t2) ,
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using the properties of M0,S. Setting aL,w,n := cL,wn3 , AL,w,n :=
∑
k≥n aL,w,k and bL,w,n :=
1 + it · (L+ nw)− eit·(L+nw), using the Abel transform, we obtain
Ψ(t) = O(t2) +
∑
(L,w)∈S
b|t|−1c∑
n=1
aL,w,nbL,w,n
= O(t2) +
∑
(L,w)∈S
AL,w,1bL,w,1 − AL,w,b|t|−1c+1bL,w,b|t|−1c +
b|t|−1c∑
n=2
AL,w,n(bL,w,n − bL,w,n−1)

= O(t2) +
b|t|−1c∑
n=2
∑
(L,w)∈S
{(cL,w
2n2
+O(n−3)
)
(it · w + eit·(L+(n−1)w) − eit·(L+nw))
}
and thus
Ψ(t) = O(t2) +
b|t|−1c∑
n=2
∑
(L,w)∈S
{(cL,w
2n2
+O(n−3)
)
(it · w(1− eit·(L+nw)) +O(t2))
}
= O(t2) +
b|t|−1c∑
n=2
∑
(L,w)∈S
{(cL,w
2n2
+O(n−3)
)
(it · w)(−it · (L+ nw) +O(t2n2))
}
= O(t2) + (t · w)2
∑
(L,w)∈S
b|t|−1c∑
n=2
cL,w
2n
= O(t2) +
∑
(L,w)∈S
cL,w
2
(t · w)2 log ||t|−1|.

Proof of Proposition 1.7. We first observe that Lemma 2.1 ensures that the general condi-
tions of Lemma 4.2 are satisfied with
cL,w :=
∑
(A,B)∈EL,w
d2A a(A,B)
2|∂Q¯| |w| ,
and with S is the set of (w,L) ∈ (Z2)2, with w prime and L ∈ Ew (where Ew is the set of
L ∈ Z2 such that L ·w ≥ 0 > (L−w) ·w) for which there exist (A,B) ∈ EL,w. The finiteness
of S comes then from the finiteness of A and the finiteness of the possibilities for B once
(A,w) is fixed, the finitess of L once A,w,B are fixed comes from our constraint on L. The
disjointness assumption of Lemma 4.2 comes from our first conditions on w and L.
Since 1− λt = Ψ(t) + V (t), due to Lemmas 4.1 and 4.2, we know that
1− λt =
∑
(L,w)∈S
cL,w
2
(t · w)2 log ||t|−1|+O(t2) .
Moreover for any prime w ∈ Z2, due Lemma 2.1 combined with (6) ensures that∑
L : (L,w)∈S
cL,w =
∑
L∈Ew
∑
(A,B)∈EL,w
d2A a(A,B)
2|∂Q¯| |w| =
∑
A : (A,w)∈A
d2A
2|∂Q¯| |w| .
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Now, for a corridor C, the corresponding (A,w) ∈ A are given by (A,±wC) with A taken
among the nC points E ∈
⋃
j∈J ∂Oj such that E+Z2 intersects the boundary of the corridor
C. Therefore
1− λt = 1
2
∑
A : (A,w)∈A
d2A
2|∂Q¯| |w|(t · w)
2 log ||t|−1|+O(t2)
=
1
2
∑
C∈C
nC
d2C
|∂Q¯| |wC |(t · wC)
2 log ||t|−1|+O(t2) .

5. Expansions in the local limit theorem and of decorrelation rate
5.1. Expansion in the local limit theorem in a general context. Let (∆, f µ∆) be a
probability preserving dynamical system with transfer operator P . Set κˆn :=
∑n−1
k=0 κˆ ◦ fk,
with κˆ : ∆ → Zd integrable with zero mean. Assume that, for every t ∈ [−pi, pi]d, the
operator Pt : f 7→ P (eit·κˆf) acts on a complex Banach space B of functions f : ∆ → C
and satisfies the following properties. Assume that B ↪→ Lp1(µ∆), for p1 ∈ [1,+∞] and that
there exists β ∈ (0, pi) such that for every t ∈ [−β, β]d,
(72) P nt = λ
n
t Πt +N
n
t ,
with
(73) sup
t∈[−β,β]d
‖Nnt ‖L(B,Lp1 (µ∆)) + sup
t∈[−pi,pi]d\[−β,β]d
‖P nt ‖L(B,Lp1 (µ∆)) = O (θn) , with 0 < θ < 1 ,
Assume moreover that there exists an invertible positive symmetric matrix A such that
(74) λt = 1− At · t log(1/|t|) +O(t2) .
Moreover in L (B, Lp1(µ∆))
(75) Πt := Eµ∆ [·]1∆ +O (|t|γ) , γ ∈ (0, 1] ,
or there exist B and p0 ≥ 1 and γ′ ∈ (0, 1] such that
(76)
κˆ ∈ Lp0(µ∆), ∃Π′0 ∈ L(B, Lp0(µ∆))Πt := Eµ∆ [·]1∆ + t · Π′0 +O
(
t1+γ
′
)
in L(B, Lp0(µ∆)) .
Notice that (74) can be rewritten
(77) λt = e
−At·t log(1/|t|)+O(t2) .
We set an :=
√
n log n. Let q0 ∈ [1,+∞] such that 1q0 + 1p0 ≤ 1 and q1 ∈ [1,+∞] such that
1
q1
+ 1
p1
= 1. Let us define
(78) I0(X) :=
e−
1
2
A−1X·X√
(2pi)d detA
, I2(X) :=
A−1X ·X − d√
(2pi)d detA
e−
1
2
A−1X·X ,
(79)
I1(X) := −i A
−1X√
(2pi)d det(A)
e−
1
2
A−1X·X , I3(X) := −iA
−1X(d+ 2− A−1X ·X)√
(2pi)d det(A)
e−
1
2
A−1X·X .
Under these assumptions, we state the following general local limit theorem with expansion,
that can be read first considering k = 0. The generalization to k = O(n/ log n) will be useful
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in the proof of our main results (Theorems 1.1 and 1.2) due to approximations of observables
φ, ψ using functions that are constant on every stable curve.
Proposition 5.1. Assume (72)–(74).
If (75) holds, then, for every h ∈ B, for g ∈ Lq1(µ∆), uniformly in N ∈ Zd
Eµ∆ [h1{κˆn◦fk=N}g ◦ fn] =
1
adn
Eµ∆ [h]Eµ∆ [g]
I0(N
an
)
−
I2
(
N
an
)
2
log log n
log n
+O((log n)−1)

(80)
+O
(
a−dn (a
−γ
n + (k/an)
min(1/p1,1/q1))‖g‖Lq1 (µ∆) sup
t
‖P kt P kh‖B
)
,
for k = 0 (without additional assumption on p1) and uniformly in k ≤ Cn/ log n.
If (76) holds, then, for every h ∈ B, for g ∈ Lq0(µ∆), uniformly in N ∈ Zd,
Eµ∆ [h1{κˆn◦fk=N}g ◦ fn]
=
1
adn
Eµ∆ [h]Eµ∆ [g]
I0(N
an
)
−
I2
(
N
an
)
2
log log n
log n
+O
(
1
log n
)
+
Ck(g, h)
ad+1n
I1(N
an
)
−
I3
(
N
an
)
2
log log n
log n
+O(‖g‖Lq0 (µ∆) supu ‖P kuP kh‖B
ad+1n log n
)
+O
(
1
(2pi)d(an)d+1
∫
[−βan,βan]d
|u|e− c0 min(|u|
2−,|u|2+)
2 |Eµ∆ [gΠ′0(P ku/anP kh− P 2kh)]| du
)
,
with
Ck(g, h) := Eµ∆ [gΠ
′
0P
2kh] + iEµ∆ [κˆkg]Eµ∆ [h] + iEµ∆ [g]Eµ∆ [κˆkP
kh] ,
for k = 0 (without additional assumption on p1, p0, q0) and uniformly in k ≤ Ca
γ˜
1+γ˜
n /(log n)1/(1+γ˜)
with γ˜ = min(p0(q0−1)−q0
q0
, p0−q1
q1
) if q1 < p0, q0 < +∞, 1q0 + 1p0 < 1.
Let us insist on the fact that when k = 0, one can take p0 = p1 = 1, q0 = q1 = ∞ and
that the last error term in the second estimate of Proposition 5.1 vanishes.
Remark 5.2. If k = 0 and Eµ∆ [g]Eµ∆ [h] = 0, the second estimate of Lemma 5.7 provides
an estimate in O(a−d−1n / log n) if N is fixed or uniformly bounded, and provides, an estimate
with a leading term (non null in general) of order a−d−1n if N has order an.
Proof of Proposition 5.1. We assume that β < 1, that
(81) ∀t ∈ [−β, β]d, e−2At·t log(1/|t|) ≤ |λt| ≤ e− 12At·t log(1/|t|)
for | · | the supremum norm on Rd and that
∀y > x > β−1, 1
2
(x/y) ≤ log(x)/ log(y) ≤ 2(y/x)ε ,
(using for example Karamata’s representation of slowly varying functions). This last con-
dition will imply that, for every n large enough (so that an > β
−1) and for every |u| ∈
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[−βan, βan], the following inequalities hold true
(82)
1
2
min(|u|ε, |u|−ε) ≤ log(an/|u|)/ log an ≤ 2 max(|u|ε, |u|−ε) .
Let h, g be as in the statement of Lemma 5.1. Note that P nt (H.G ◦ fn) = GP nt (H) (since∫
∆
hP (H ·G ◦ f) dµ∆ =
∫
∆
(h ◦ f)H (G ◦ f) dµ∆ =
∫
∆
hGP (H) dµ∆). Thus,
Eµ∆(h1{κˆn◦fk=N}g ◦ fn) =
1
(2pi)d
∫
[−pi,pi]d
e−it·NEµ∆
[
heit·κˆn◦f
k
g ◦ fn
]
dt
=
1
(2pi)d
∫
[−pi,pi]d
e−it·NEµ∆
[
P n+k
(
heit·κˆn◦f
k
g ◦ fn
)]
dt
=
1
(2pi)d
∫
[−pi,pi]d
e−it·NEµ∆
[
P k
(
P n
(
heit·κˆn−k◦f
k
(geit·κˆk) ◦ fn
))]
dt
=
1
(2pi)d
∫
[−pi,pi]d
e−it·NEµ∆
[
P kt
(
gP n
(
heit·κˆn−k◦f
k
))]
dt
=
1
(2pi)d
∫
[−pi,pi]d
e−it·NEµ∆
[
P kt
(
gP n−2kt P
k
t P
kh
)]
dt .
Now, due to (72) and (73), we obtain
Eµ∆(h1{κˆn◦fk=N}g ◦ fn)
=
1
(2pi)d
∫
[−β,β]d
e−it·Nλn−2kt Eµ∆
[
eit·κˆkgΠtP kt P
kh
]
dt+O(θn‖g‖Lq1 (µ∆) sup
t
‖P kt P kh‖B)
=
1
(2pian)d
∫
[−βan,βan]d
e−i
u
an
·Nλn−2ku/an Eµ∆
[
ei
u
an
·κˆkgΠu/anP
k
u/anP
kh
]
du(83)
+O
(
θn‖g‖Lq1 (µ∆) sup
t
‖P kt P kh‖B
)
.(84)
Observe that a2n ∼ 2n log(an). This, combined with (82), ensures that there exists c0, c′0 >
0 such that, for every n large enough and for every u ∈ [−βan, βan]d, the following holds
true
(85)
e−c
′
0 max(|u|2−,|u|2+) ≤ e−
2n
a2n
Au·u log(an/|u|) ≤ ∣∣λnu/an∣∣ ≤ e− n2a2nAu·u log(an/|u|) ≤ e−c0 min(|u|2−,|u|2+) .
Therefore, using (75), we obtain that
∥∥∥λn−2ku/an (Πu/an − Eµ∆ [·]1∆)∥∥∥L(B,Lp1 (µ∆)) ≤ K1e−c0 min(|u|2+,|u|2−)(u/an)γ ,
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and so
Eµ∆(h1{κˆn◦fk=N}g ◦ fn)
=
1
(2pian)d
∫
[−βan,βan]d
Eµ∆ [e
i u
an
·κˆkg]Eµ∆ [e
i u
an
·κˆk◦fkh]e−i
u
an
·Nλn−2ku/an du
+O
(
a−d−γn ‖g‖Lq1 (µ∆) sup
t
‖P kt P kh‖B
)
=
1
(2pian)d
Eµ∆ [g]Eµ∆ [h]
∫
[−βan,βan]d
e−i
u
an
·Nλn−2ku/an du
+O(a−dn (a
−γ
n + (k/an)
min(1/p1,1/q1))‖g‖Lq1 (µ∆) sup
t
‖P kt P kh‖B) ,(86)
due to (85) combined with
Eµ∆ [(e
i u
an
·κˆk − 1)g] = O
(
|u| 1p1 k
1
p1 ‖κˆ 1p1 ‖Lp1 (µ∆)‖g‖Lq1 (µ∆)
(an)
1
p1
)
and with
Eµ∆ [(e
i u
an
·κˆk◦fk − 1)P kh] = O
(
|u| 1q1 k
1
q1 ‖κˆ 1q1 ‖Lq1 (µ∆)‖h‖Lp1 (µ∆)
(an)
1
q1
)
.
Here we have used Ho¨lder inequality, the fact that k  an, |eix − 1| ≤ 2|x|
1
p for p ≥ 1 and
the following inequality applied with r ∈ {p1, q1} and s = 1/r
(87) ∀r ≥ 1, ∀s ≥ 1/r, ‖|κˆk|s‖Lr(µ∆) = ‖κˆk‖sLrs(µ∆) ≤
(
k‖κˆ‖Lrs(µ∆)
)s
= ks‖|κˆ|s‖Lr(µ∆) ,
where we used the triangular inequality for ‖ · ‖Lrs(µ∆) and the fact that ‖κˆ ◦ fm‖Lrs(µ∆) =
‖κˆ‖Lrs(µ∆) by f -invariance of µ∆.
Moreover, due to (77) and (85) and since k = O(n/ log n),
λn−2ku/an = λ
n
u/anλ
−2k
u/an
(88)
= e
− n
a2n
Au·u (log(an/|u|))+O(n|u|2/a2n)eO(
k
n
max(|u|2−,|u|2+))
= e−
1
2 logn
Au·u (logn+log(logn/|u|2))+O(max(|u|2−,|u|2+)/ logn)
= e
− 1
2
Au·u
(
1+
log(logn/|u|2)
logn
)
+O
(
e−
c0 min(|u|2−,|u|2+)
2
max(|u|2−ε, |u|2+ε)
log n
)
.
Therefore∫
[−βan,βan]d
u`e−i
u
an
·Nλn−2ku/an du =
∫
Rd
u`e−i
u
an
·Ne
− 1
2
Au·u
(
1+
log(logn/|u|2)
logn
)
du+O
(
1
log n
)
=
∫
Rd
u`e−i
u
an
·Ne−
1
2
Au·u
(
1− 1
2
Au · u log(log n/|u|
2)
log n
+O
(
e
1
2
Au·u | log(logn/|u|2)|
logn
|u|4(log(log n/|u|2))2
(log n)2
))
du+O
(
1
log n
)
,
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where we used ex = 1 + x+O(e|x|x2). Thus∫
[−βan,βan]d
u`e−i
u
an
·Nλn−ku/an du =
∫
Rd
u`e−i
u
an
·Ne−
1
2
Au·u
(
1− 1
2
Au · u log(log n/|u|
2)
log n
)
+O
(
|u|4+`e− 12Au·u(1− log lognlogn −2 | log |u||logn ) (log log n)
2 + | log |u||2
(log n)2
)
du+O
(
1
log n
)
=
∫
Rd
u`e−i
u
an
·Ne−
1
2
Au·u
(
1− 1
2
Au · u log(log n/|u|
2)
log n
)
+O
(
|u|4+`e− 12Au·u( 12−2 max(|u|,|u|−1)) (log log n)
2 + | log |u||2
(log n)2
)
du+O
(
1
log n
)
=
∫
Rd
u`e−i
u
an
·Ne−
1
2
Au·u
(
1− 1
2
Au · u log log n
log n
)
du+O
(
1
log n
)
.(89)
Applying this formula with ` = 0 and using (k/an)
min(1/p1,1/q1) = O((log n)−1), (86) becomes
(80) with I2k(x) :=
1
(2pi)d
∫
Rd e
−iu·x (Au · u)k e− 12Au·u du, which coincide with (78). Indeed,
with the change of variable v = A1/2u, I0(x) =
Φ(A−1/2x)√
detA
and I2(X) = − (∆Φ)(A−1/2x)√detA where
∆ is the Laplacian operator and with Φ(x) := 1
(2pi)d
∫
Rd e
−iu·x (u · u)k e− 12u·u du = e−
1
2x·x√
(2pi)d
the
standard d-dimensional Gaussian density. We have ended the proof of the first assertion of
Proposition 5.1.
Assume from now on (76). Then,
Eµ∆ [P
k
t (gΠtP
k
t P
kh)] = Eµ∆ [e
it·κˆkg]Eµ∆ [P
k
t P
kh] + t · Eµ∆ [eit·κˆkgΠ′0P kt P kh]
+O(t1+γ
′‖g‖Lq0 (µ∆)‖P kt P kh‖B) ,
and so (83) can now be replaced by
Eµ∆ [h1{κˆn◦fk=N}g ◦ fn] =
1
(2pian)d
∫
[−βan,βan]d
e−i
u
an
·Nλn−2ku/an(
Eµ∆ [e
i u
an
·κˆkg]Eµ∆ [e
i u
an
·κˆk◦fkh] +
u
an
· Eµ∆ [ei
u
an
·κˆkgΠ′0P
k
u
an
P kh]
)
du
+O
(
a−d−1−γ
′
n ‖g‖Lq0 (µ∆) sup
t
‖P kt P kh‖B
)
.
Now, since |eix − 1− ix| ≤ 2|x|1+γ for every γ ∈ (0, 1), observe that
Eµ∆
[(
ei
u
an
κˆk − 1− i u
an
κˆk
)
g
]
= O
(
1
a1+γ1n
Eµ∆
[|u · κˆk|1+γ1 |g|])
= O
( |u|1+γ1
a1+γ1n
∥∥|κˆk|1+γ1∥∥
L
q0
q0−1 (µ∆)
‖g‖Lq0 (µ∆)
)
,
due to the Ho¨lder inequality, with γ1 ∈ (0, 1) so that q0q0−1(1 + γ1) = p0 ∈ (1, 2) (this is
possible since 1
q0
+ 1
p0
< 1). Thus, using (87) with s = 1 + γ1 and r =
q0
q0−1 , we obtain
Eµ∆
[(
ei
u
an
κˆk − 1− i u
an
κˆk
)
g
]
= O
|u|1+γ1 k1+γ1‖κˆ‖
1+γ1
L
q0
q0−1 (1+γ1)(µ∆)
‖g‖Lq0 (µ∆)
a1+γ1n
 ,
40 FRANC¸OISE PE`NE AND DALIA TERHESIU
Similarly,
Eµ∆ [(e
i u
an
·κˆk − 1− i u
an
· κˆk)P kh] = O
(
|u|1+γ0 k
1+γ0‖κˆ1+γ0‖Lq1 (µ∆)‖P kh‖Lp1 (µ∆)
a1+γ0n
)
,
setting (1 + γ0)q1 = p0 ∈ (1, 2) (this is possible since q1 < p0).
Therefore
Eµ∆ [h1{κˆn◦fk=N}g ◦ fn] =
1
(2pian)d
Eµ∆ [g]Eµ∆ [h]
∫
[−βan,βan]d
e−i
u
an
·Nλn−2ku/an du
+
1
(2pi)d(an)d+1
∫
[−βan,βan]d
u ·Dn,k(g, h)e−i
u
an
·Nλn−2ku/an du
+O
(
a−d−1n / log n‖g‖Lq0 (µ∆) sup
t
‖P kt P kh‖B
)
,
with
Dn,k(g, h) :=
(
Eµ∆ [iκˆk(gΠ0(h) + Π0(g)P
kh) + ei
u
an
·κˆk◦fkgΠ′0P
k
u
an
P kh]
)
,
since k1+γ1  aγ1n / log n and k1+γ0  aγ0n / log n due to our assumption on k.
Recall that Π′0 ∈ L(B, Lp0(µ∆)). Choose γ2 ∈ (0, 1] small enough so that 1 ≤ γ2q0 ≤ p0
(this is possible since q0 <∞). We have∣∣∣Eµ∆ [(ei uan ·κˆk◦fk − 1)gΠ′0P ku/anP kh]∣∣∣ ≤ 2|u/an|γ2Eµ∆ [|κˆk|γ2Π′0P ku/anP kh]
≤ 2|u/an|γ2kγ2‖κˆ‖γ2Lγ2q0 (µ∆)‖Π′0P ku/anP kh‖Lp0 (µ∆) ,
where we have used again that ‖κˆk‖Lq0γ2 (µ∆) ≤ k‖κˆ‖Lq0γ2 (µ∆) (by triangular inequality and
f -invariant of µ∆. This leads to
Eµ∆(h1{Sˆn=N}g ◦ fn) =
1
(2pian)d
∫
[−βan,βan]d
e−i
u
an
·Nλn−2ku/an duEµ∆ [g]Eµ∆ [h](90)
+
1
(2pi)d(an)d+1
∫
[−βan,βan]d
ue−i
u
an
·Nλn−2ku/an Ek(g, h, u/an) du +O(a−d−1n / log n) ,
since (k/an)
γ2  (log n)−1 and with
Ek(g, h, t) := Eµ∆ [gΠ′0P kt P kh] + iEµ∆ [κˆkg]Eµ∆ [h] + iEµ∆ [g]Eµ∆ [κˆkP kh] .
Therefore
Eµ∆(h1{Sˆn=N}g ◦ fn) =
1
(2pian)d
∫
[−βan,βan]d
e−i
u
an
·Nλn−2ku/an duEµ∆ [g]Eµ∆ [h]
+
Ek(g, h, 0)
(2pi)d(an)d+1
·
∫
[−βan,βan]d
ue−i
u
an
·Nλn−2ku/an du +O(a
−d−1−γ′
n )
+O
(
1
(2pi)d(an)d+1
∫
[−βan,βan]d
|u|e− c0 min(|u|
2−,|u|2+)
2 |Eµ∆ [gΠ′0(P ku/anP kh− P 2kh)]| du
)
,
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due to (85). Due to (89) for ` = 0 and ` = 1, we obtain
Eµ∆(h1{Sˆn=N}g ◦ fn)
=
1
(2pian)d
(
I0
(
N
an
)
− 1
2
I2
(
N
an
)
log log n
log n
+O
(
1
log n
))
Eµ∆ [g]Eµ∆ [h]
+
Ek(g, h, 0)
ad+1n
Eµ∆
(
I1
(
N
an
)
− 1
2
I3
(
N
an
)
log log n
log n
)
+O
(
a−d−1n / log n
)
+O
(
1
(2pi)d(an)d+1
∫
[−βan,βan]d
|u|e− c0 min(|u|
2−,|u|2+)
2 |Eµ∆ [gΠ′0(P ku/anP kh− P 2kh)]| du
)
,
with I2k+1(x) :=
1
(2pi)d
∫
Rd u(Au · u)ke−iu·xe−
1
2
Au·u du = i(−1)k (∆1,kΦ)(A−
1
2 x)√
detA
, with ∆1,kΦ(x) :=
A−
1
2
(∑d
j=1
∂3
∂xi∂2xj
Φ(x)
)
i=1,...,d
, which leads to (79). This ends the proof of the lemma. 
5.2. Decorrelation expansion for Zd-extensions. We are now interested in decorrelation
expansion for Zd-extensions satisfying the set up of Proposition5.1. In this subsection, we
consider the Zd-extension (Ω, ν, S) of (∆, f, µ∆) with step function κˆ : ∆ → Zd, where
Ω = ∆× Zd, the transformation S is defined by S(x, L) = (fx, L+ κˆ(x)) and preserves the
infinite measure ν = µ∆ ⊗md with md being the counting measure on Zd.
Corollary 5.3. Assume (72)–(74). Suppose that (75) holds with γ > 0. Let φ, ψ : ∆×Zd →
R be two observables such that∑
N∈Zd
[‖φ(·, N)‖B + ‖ψ(·, N)‖Lq1 (µ∆)] <∞ ,
and ∑
N∈Zd
|N |γ
[∣∣∣∣∫
∆
φ(·, N) dµ
∣∣∣∣+ ∣∣∣∣∫
∆
ψ(·, N) dµ
∣∣∣∣] <∞ .
Then∫
Ω
φ.ψ ◦ Sn dν = I0(0)
(n log n)
d
2
(
1 +
d
2
log log n
log n
)∫
Ω
φ dµ
∫
Ω
ψ dµ+O
(
1
(n log n)
d
2 log n
)
.
Suppose that (76)(instead of (75)) holds with γ′ > 0 and assume that there exists γ0 > 0
such that ∑
N∈Zd
(1 + |N |γ0) (‖ψ(·, N)‖Lq0 (µ∆) + ‖φ(·, N)‖B) <∞ .
Then∫
Ω
φ.ψ ◦ Sn dν = I(0)
(n log n)
d
2
(
1− d
2
log log n
log n
)∫
Ω
φ dν
∫
Ω
ψ dν +O
(
1
(n log n)
d+1
2 log n
)
.
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Proof. Applying Proposition 5.1 to the couples (φ(·, N1), ψ(·, N2)) with k = 0 leads to∫
Ω
φ.ψ ◦ Sn dν =
∑
N1,N2∈Zd
Eµ∆
[
φ(·, N1)1{κˆn=N2−N1} ψ(fn(·), N2)
]
=
∑
N1,N2∈Zd
1
adn
Eµ∆ [φ(·, N1)]Eµ∆ [φ(·, N2)]
I0(N2 −N1
an
)
−
I2
(
N2−N1
an
)
2
log log n
log n

+O
(
1
adn log n
)
=
1
adn
∑
N1,N2∈Zd
∫
MN1
ψ dµ
∫
MN2
φ dµI0(0)
(
1− d
2
log log n
log n
)
+O
(
1
adn log n
)
,
where we used the fact that for every γ ∈ (0, 2], there exists Cγ such that, for every X ∈ R2,
|I0(X)− I0(0)|+ |I2(X)− I2(0)| ≤ Cγ|X|γ, that |N2 −N1| ≤ |N2|+ |N1| combined with our
assumption on φ and ψ.
Setting I˜k(n, x) := Ik(x)− Ik+2(x)2 log lognlogn and applying the second point of Proposition 5.1,
we obtain∫
Ω
φ.ψ ◦ Sn dν
=
1
adn
∑
N1,N2∈Zd
Eµ∆ [φ(·, N1)]Eµ∆ [ψ(·, N2)]
(
I˜0
(
n,
N2 −N1
an
)
+O
(
1
log n
))
+
1
(an)d+1
∑
N1,N2∈Zd
Eµ∆ [ψ(·, N2)Π′0φ(·, N1)]I˜1
(
n,
N2 −N1
an
)
+O
(
1
ad+1n log n
)
=
I0(0)
adn
∑
N1,N2∈Zd
Eµ∆ [φ(·, N1)]Eµ∆ [ψ(·, N2)]
(
1 +
d
2
log log n
log n
+O
(
1
log n
))
+O
(
1
ad+1n log n
)
,
where we used the same argument as before with γ ∈ (1, 2] combined with the fact that
I1 and I3 are uniformly γ0-Ho¨lder with γ0 ∈ (0, 1) and that I1(0) = I3(0) = 0. 
Observe that when φ or ψ has null integral, then Corollary 5.3 only provides an upper
bound (given by the term in O(·)). Nevertheless, the method we used to establish Proposi-
tion 5.1 and Corollary 5.3 enables the establishment of explicit decorrelation rates for some
specific but natural null integral observables of the Zd-extension, including coboundaries.
Before stating these decorrelation results, let us introduce the following notations. Set
I`1,`2,N(x) :=
1
(2pi)d
∫
Rd
(−iu ·N)`1(−Au · u)`2e−iu·xe− 12Au·u du
=
1
(2pi)d
√
detA
∫
Rd
(iu · A−1/2N)`1(−u · u)`2e−iu·A−1/2xe− 12u·u du
=
∆`1,`2Φ(A
− 1
2x,N)√
detA
,
with ∆`1,`2Φ(x,N) := (A
− 1
2N ·∇)`1∆`2Φ(A−1/2x) the standard d-dimensional Gaussian den-
sity function with Φ(x) = e
− 12x·x
(2pi)d/2
and where ∇ and ∆ are the usual differential gradient
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and Laplacian operators. Recall that, for ψ : Rd → C; ∇ψ =
(
∂
∂xi
ψ
)
i=1,...,d
and that
∆ψ = (∇ · ∇)ψ = ∑di=1 ∂2∂2xiψ.
Proposition 5.4. Assume assumptions of Proposition 5.1 with (75).
(A) (one observable is a coboundary of order m) If φ(x, `) =
∑
N∈Zd hN(x)1`=N and
ψ(x, `) =
∑
N∈Zd gN(x)1`=N , with
(91)
∑
N∈Zd
(‖gN‖Lq1 (µ∆) + ‖hN‖B) <∞
and
(92) ∃δ ∈ (0, 1),
∑
N∈Zd
|N |δ (‖gN‖L1(µ∆) + ‖hN‖L1(µ∆)) <∞ ,
then, for all integer m ≥ 1,∫
Ω
φ ◦ (id− S)m.ψ ◦ Sn dν
=
(log n)m +m log log n(log n)m−1
2mad+2mn
(
I0,m,0(0)− I0,m+1,0(0)log log n
2 log n
)
×
∫
Ω
g dν
∫
Ω
h dν +O(a−d−2mn (log n)
m−1) .
(B) Let N ∈ Zd be fixed. If φ(x, `) = h(x)(1`=N + 1`=−N − 2× 1`=0) and ψ(x, `) = g(x),
then∫
Ω
φ.ψ ◦ Sn dν = − A
−1N ·N
ad+2n
√
(2pi)d det(A)
Eν [φ]Eν [ψ]
(
1 +
(d+ 2) log log n
2 log n
+O
(
(log n)−1
))
+O(a−d−2−min(δ,γ)n ) .
Let us observe that item (B) of Proposition 5.4 (with h = g = 1∆) implies in particular
that
µ∆(κˆn = 1) + µ∆(κˆn = −1)− 2µ∆(κˆn = 0) ≈ a−d−2n ,
as n→ +∞.
Proof of Proposition 5.4. Set
J`1,`2,n,N,N0 :=
1
(2pi)d
∫
−[βan,βan]d
e−iu·N/an(−iu ·N0)`1(−Au · u)`2λn−mu/an du ,
with m = 0 in item (B). Observe first that, due to (88)
(93) ∀δ0 ∈ (0, 1], J`1,`2,n,N,N0 := J`1,`2,n,0,N0 +O
(
N `10 N
δ0
aδ0n
)
using |eix − 1| ≤ 2|x|δ0 , and, moreover, due to (89)
J`1,`2,n,0,N0 = I`1,`2,N0(0)− I`1,`2+1,N0(0)
log log n
2 log n
+O
(
N `10
log n
)
,(94)
for every δ ∈ [0, 1] since I`1,`2,N and I`1,`2+1,N are Lipschitz continuous. Note that I`1,`2,N has
same parity as `1 and thus that I`1,`2,N(0) = 0 if and only if `1 is an odd number.
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• Assume φ(x, `) = ∑N∈Zd hN(x)1`=N and ψ(x, `) = ∑N∈Zd gN(x)1`=N satisfying (91)
and (92). Then
∫
Ω
φ ◦ (id− S)m.ψ ◦ Sn dν =
m∑
r=0
m!(−1)r
k! (m− k)!
∫
Ω
φ ◦ Sr.ψ ◦ Sn dν
=
m∑
r=0
m!(−1)r
k! (m− k)!
∫
Ω
φ.ψ ◦ Sn−r dν
=
m∑
r=0
m!(−1)r
k! (m− k)!
∑
N1,N2∈Zd
1
(2pi)d
∫
[−pi,pi]d
e−it·(N2−N1)Eµ∆ [gN2 .P
n−r
t hN1 ] dt
=
m∑
r=0
m!(−1)m(−1)m−r
k! (m− k)!
∑
N1,N2∈Zd
1
(2pi)d
∫
[−pi,pi]d
e−it·(N2−N1)Eµ∆ [gN2 .P
n−m+(m−r)
t hN1 ] dt
= (−1)m
∑
N1,N2∈Zd
1
(2pi)d
∫
[−pi,pi]d
e−it·(N2−N1)Eµ∆ [gN2 .P
n−m
t (I − Pt)mhN1 ] dt ,
and thus, due to (73),∫
Ω
φ ◦ (id− S)m.ψ ◦ Sn dν
=
(−1)m
(2pi)dadn
∑
N1,N2∈Zd
∫
[−βan,βan]d
e−iu·(N2−N1)/anλn−mu/an (1− λu/an)mEµ∆ [gN2Πu/anhN1 ] du
+O
 ∑
N1,N2∈Zd
θn‖gN2‖Lq1 (µ∆)‖hN1‖B

=
(−1)m
(2pi)dad+2mn
∑
N1,N2∈Zd
∫
[−βan,βan]d
e−iu·(N2−N1)/anλnu/an(Au.u log(|an/u|))mEµ∆ [gΠu/anh] du
+O
 ∑
N1,N2∈Zd
a−d−2mn ‖gN2‖Lq1 (µ∆)‖hN1‖B
(
1 +
∫
[−βan,βan]d
e−c0 min(|u|
2−,|u|2+)|u|2m(log(|an/u|))m−1du
)
where we used (74) and (85). Now writing log(|an/u|) = log an+O(log |u|) and using
(75), we obtain∫
Ω
φ ◦ (id− S)m.ψ ◦ Sn dν
=
∑
N1,N2∈Zd
(log an)
m
ad+2mn
J0,m,n,N2−N1,0Eµ∆ [gN2Π0hN1 ] +O(a
−d−2m
n (log an)
m−1 ∑
N1,N2
‖gN2‖Lq1 (µ∆)‖hN1‖B)
=
∑
N1,N2∈Zd
(log an)
m
ad+2mn
J0,m,n,0,0Eµ∆ [gN2 ]Eµ∆ [hN1 ] +O(a
−d−2m
n (log an)
m−1 ∑
N1,N2
‖gN2‖Lq1 (µ∆)‖hN1‖B),
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due to (93) with δ0 = δ and to (92). Thus
(95)∫
Ω
φ◦(id−S)m.ψ◦Sn dν =
∑
N1,N2∈Zd
(log an)
m
ad+2mn
J0,m,n,0,0Eµ∆ [gN2 ]Eµ∆ [hN1 ]+O
(
a−d−2mn (log an)
m−1) .
This ends the proof of (A) since
∫
Ω
φ dν =
∑
N∈Zd Eµ∆ [hN ] and
∫
Ω
ψ dν =
∑
N∈Zd Eµ∆ [gN ].
• Assume φ(x, `) = h(x)(1`=N + 1`=−N − 2 × 1`=0) and ψ(x, `) = g(x). Then, using
(73) as in the proof of Proposition 5.1, we obtain∫
Ω
φ.ψ ◦ Sn dν = Eµ∆ [h(1{κˆn◦fk=N} + 1{κˆn◦fk=N} − 2× 1{κˆn◦fk=0})g ◦ fn]
=
1
(2pi)dadn
∫
[−pi,pi]d
(e−it·N + eit·N − 2)Eµ∆ [gP nt h] dt
=
1
(2pi)dadn
∫
[−βan,βan]d
(e−iu·N/an + eiu·N/an − 2)λnu/anEµ∆ [gΠu/anh] dt+O(θn‖g‖Lq1 (µ∆)‖h‖B)
=
1
(2pi)dad+2n
∫
[−βan,βan]d
(iu ·N)2λnu/anEµ∆ [gΠu/anh] dt+O(a−d−4n ‖g‖Lq1 (µ∆)‖h‖B)
=
1
ad+2n
Eµ∆ [g]Eµ∆ [h]J2,0,n,0,N +O(a
−d−2−γ
n ‖g‖Lq1 (µ∆)‖h‖B) ,
due to (75). We conclude the proof of (B) by using 94 combined with the following
formulas
(96) I2,0,N(0) = − A
−1N ·N√
(2pi)d det(A)
, I2,1,N(0) =
(d+ 2)A−1N ·N√
(2pi)d det(A)
.

5.3. Decorrelation for the Zd-periodic billiard map. We recall from Section 1 that
the billiard map T can be represented as the Z2-extension of (M¯, T¯ , µ¯) with step function
κ : M¯ → Z2. Analogously the billiard map in the domain Q/({0} × Z) can be represented
as the Z-extension of (M¯, T¯ , µ¯) with step function κ1 : M¯ → Z the first coordinate of κ.
Therefore these two billiard maps can be represented as the Zd-extension of (M¯, µ¯, T¯ ) by
a step function κ : M¯ → Zd with d ∈ {1, 2} such that there exists κˆ : ∆ → Zd satisfying
κˆ ◦ p2 = κ ◦ p1. We treat together these two models in the following.
We consider the Banach spaces B0 and B defined in Section 3.1. As recalled in Section 3.1,
with these choices, (1) and (2) hold. Since B0 is continuously embedded in B, (72) and (73)
holds true with the Banach space B0 and for any p1 ∈ [1,+∞). Moreover (74) has been
proved in Proposition 1.7 and, due to Proposition 3.2 (the fact that the symmetric matrix is
invertible follows from the assumption of total dimension of the horizon), (76) holds true for
B0 for any p0 ∈ (1, 2). Thus (75) holds also true with for any p1 ∈ (1, 2) and any γ ∈ (0, 1].
Therefore Proposition 5.1 can be applied in this context. A first consequence to billiards of
Proposition 5.1 with k = 0 is the following result.
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Corollary 5.5. Let q0 > 2. If φ, ψ : M¯ → C are observables constant on all the stable
curves and such that ‖φ‖(η) + ‖ψ‖Lq0(µ) <∞, then, uniformly in N ∈ Zd,
Eµ(φ1{κn=N}ψ ◦ T¯ n)
=
1
adn
Eµ[φ]Eµ[ψ]
I0(N
an
)
−
I2
(
N
an
)
2
log log n
log n
+O
(
1
log n
)
+
1
(an)d+1
Eµ∆ [gΠ
′
0h]
I1(N
an
)
−
I3
(
N
an
)
2
log log n
log n
+O(‖ψ‖Lq0 (µ)‖φ‖(η)
ad+1n log n
)
,
with g, h : ∆→ C such that h ◦ p2 = φ ◦ p1 and g ◦ p2 = ψ ◦ p1.
In particular, due to Remark 3.4,
Eµ((φ− φ ◦ T )1{κˆn=N}.ψ ◦ T n)
=
1
(an)d+1
Eµ[ψ]
∫
M¯
κ .φ ◦ T dµ
−iI1(N
an
)
+
iI3
(
N
an
)
2
log log n
log n
+O(‖ψ‖Lq0 (µ)‖φ‖(η)
ad+1n log n
)
.
Analogously, Theorem 1.2 for η-Ho¨lder observables φ, ψ that are constant along stable
curves (e.g. observables that are constant on every obstacle) is a direct consequence of
Corollary 5.3 which used Proposition 5.1 just with k = 0. Indeed such observables φ, ψ can
be represented by observables belonging to B0.
Our goal here is to prove Theorems 1.1 and 1.2 for general η-Ho¨lder observables. To this
end, we will use approximations by functions on ∆ and Proposition 5.1 with k = k(n)→ +∞.
Recall that we have defined ξk
′
k , ξ
∞
k :=
∨
j≥k ξ
j
k and ‖ · ‖(η) before Theorem 1.2.
For any φ : M → C or φ : M¯ → C and −∞ < k ≤ k′ ≤ ∞, we define the following local
variation:
ωk
′
k (φ, x) := sup
y∈ξk′k (x)
|φ(x)− φ(y)| ,
where we write ξk
′
k (x) for the element of ξ
k′
k containing x.
Before stating the decorrelation result (Theorem 1.2), we start with a local limit theorem
(generalizing Theorem 1.1). Set κn :=
∑n−1
k=0 κ ◦ T¯ k and (k(n))n be a sequence of integers
diverging to +∞ such that k(n) = O(an/(log n)q1), for some q1 > 2.
Theorem 5.6. Let N ∈ Zd and φ, ψ : M¯ → C be two measurable functions such that
‖φ‖∞ + ‖ψ‖∞ <∞, then∫
M¯
φ1{κn=N}ψ ◦ T¯ n dµ¯ =
1
adn
(
I0
(
N
an
)
− 1
2
I2
(
N
an
)
log log n
log n
)∫
M¯
φ dµ¯
∫
M¯
ψ dµ¯
+O
(
a−dn I0
(
N
2an
)(
‖φ‖∞‖ω∞−k(n)(ψ, ·)‖L1(µ¯)) + ‖ψ‖∞‖ωk(n)−k(n)(φ, ·)‖L1(µ¯))
)
+
‖φ‖∞‖ψ‖∞
adn log n
)
,
(97)
uniformly in N ∈ Zd. In particular, if limk→+∞ ‖ωk−k(φ, ·)+ω∞−k(ψ, ·))‖L1(µ¯) = 0, then (97) is
in o(a−dn ), and if
∫
M¯
(ω
k(n)
−k(n)(φ, ·)+ω∞−k(n)(ψ, ·)) dµ¯ = O((log n)−1), then (97) is in O
(
1
adn logn
)
.
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Assume now that k(n) = O(a
1
2
−u
n ) for some u ∈ (0, 1). If moreover there exists p2 > 2 such
that
(98) ‖ωk−k(φ, ·)‖∞ + ‖ωk−k(ψ, ·)‖∞ = O((log n)−1) ,
(99) ‖ωk(n)−k(n)(φ, ·)‖Lp2 (µ¯) = o(k(n)−1/ log n) and
∑
j≥k(n)
‖ωj−j(φ, ·)‖Lp2 (µ¯) = O((log n)−1) ,
and
(100)
‖ωk(n)−k(n)(ψ, ·)‖Lp2 (µ¯) = o(k(n)−1/ log n) and
∑
j≥k(n)
‖ωj−j(ψ, ·)‖Lp2 (µ¯) = O((log n)−1) ,
then the numeric series
∑
j≥0 Eµ¯[κ ◦ T¯ jφ] and
∑
j≤−1 Eµ¯[κ ◦ T¯ jψ] are absolutely convergent
and
∫
M¯
φ1{κn=N}ψ ◦ T¯ n dµ¯ =
1
adn
(
I0
(
N
an
)
− 1
2
I2
(
N
an
)
log log n
log n
+O
(
1
log n
))
Eµ¯[φ]Eµ¯[ψ]
(101)
+ i
Eµ¯[ψ]
∑
j≥0 Eµ¯[κ ◦ T¯ jφ] + Eµ¯[φ]
∑
j≤−1 Eµ¯[κ ◦ T¯ jψ]
ad+1n
I1(N
an
)
−
I3
(
N
an
)
2
log log n
log n

+O
(
a−d−1n / log n
)
,
(102)
Proof. For the first assertion, we use the first assertion of Proposition 5.1 with p1 ∈ (1, 2)
and q1 > 2. Observe that (k/an)
min(1/p1,1/q1) = (k/an)
1/q1  (log n)−1. We assume from now
on, without loss of generality, on that φ, ψ take their values in R. To simplify notations, we
write k = k(n). We define φ(k) and ψ(k) by
(103) φ(k)(x¯) := inf
ξk−k(x)
φ+ − sup
ξk−k(x)
φ− and ψ(k)(x¯) := inf
ξ∞−k(x)
ψ+ − sup
ξ∞−k(x)
ψ− ,
where φ+ = max(φ, 0), ψ+ = max(ψ, 0), φ− = max(−φ, 0), ψ− = max(−ψ, 0). Observe that,
for every x ∈ M¯ ,
|φ(k)(x)| ≤ |φ(x)| and |ψ(k)(x)| ≤ |ψ(x)| ,
(104)∣∣φ(k)(x)− φ(x)∣∣ ≤ ωk−k(φ, x) ≤ 2‖φ‖∞ and ∣∣ψ(k)(x)− ψ(x)∣∣ ≤ ω∞−k(, x) ≤ 2‖ψ‖∞.
Since φ(k) ◦ T¯ k and ψ(k) ◦ T¯ k are constant on the stable curves, there exist φ˜(k), ψ˜(k) : ∆→ C
such that
φ˜(k) ◦ p2 = φ(k) ◦ T¯ k ◦ p1, ψ˜(k) ◦ p2 = ψ(k) ◦ T¯ k ◦ p1 .
Observe that ‖ψ˜(k)‖∞ ≤ ‖ψ(k)‖∞. Note that φ˜(k) : ∆ → C is constant on balls of the form
{y ∈ ∆ : s(x, y) ≥ 2k} for every x ∈ ∆. This will be useful to show that
(105) sup
u
‖P kuP kφ˜(k)‖B0  ‖φ(k)‖∞ .
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To this end, due to (12), for every x1, x2 ∈ ∆ such that s0(x1, x2) ≥ 1∣∣∣P kuP kφ˜(k)(x1)− P kuP kφ˜(k)(x2)∣∣∣
≤
∑
(y1,y2) : s(y1,y2)≥2k+1, f2k(yi)=yi
∣∣∣e−α2k(y1)+iuκˆk(y1)φ˜(k)(y1)− e−α2k(y2)+iuκˆk(y2)φ˜(k)(y2)∣∣∣
=
∑
(y1,y2) : s(y1,y2)≥2k+1, f2k(yi)=xi
∣∣∣(e−α2k(y1) − e−α2k(y2)) eiuκˆk(y1)φ˜(k)(y1)∣∣∣ ,
where we used the notation αm :=
∑m−1
k=0 α ◦ fk. We end the proof of (105) by noticing that∣∣e−α2k(y1) − e−α2k(y2)∣∣ ≤ (e−α2k(y1) + e−α2k(y2)) |α2k(y1)− α2k(y2)|
≤ (e−α2k(y1) + e−α2k(y1))
2k−1∑
m=0
Cαβ
s(y1,y2)+1−m
≤ (e−α2k(y1) + e−α2k(y1))Cαβs(x1,x2)(1− β)−1 .
Applying the first item of Proposition 5.1 to the Banach space B0 and to the couples (h, g) =
(φ˜(k), ψ˜(k)) with q1 > 2, we obtain that∫
M¯
φ(k)1{κn=N}ψ
(k) ◦ T¯ n dµ¯
=
1
adn
(
I0
(
N
an
)
− I2
(
N
an
)
log log n
2 log n
)∫
M¯
φ(k) dµ¯
∫
M¯
ψ(k) dµ¯+O
(‖ψ‖Lq1 (µ¯)‖φ‖∞
(an)d log n
)
,
(106)
where we used the fact that 0 ≤ ψ(k) ≤ ψ and 0 ≤ φ(k) ≤ φ. Moreover
(107)∣∣∣∣∫
M¯
φ dµ¯
∫
M¯
ψ dµ¯−
∫
M¯
φ(k) dµ¯
∫
M¯
ψ(k) dµ¯
∣∣∣∣ ≤ ‖ψ‖∞‖ωk−k(φ, ·)‖L1(µ¯) + ‖φ‖∞‖ω∞−k(ψ, ·)‖L1(µ¯)
and, setting φ(k,+)(x) := supξk−k(x) φ and ψ
(k,+)(x) := supξ∞−k(x) ψ,∫
M¯
1{κn=N}|φ.ψ ◦ T¯ n − φ(k).ψ(k) ◦ T¯ n| dµ¯
≤
∫
M¯
1{κn=N}
(|φ|.|ψ − ψ(k)| ◦ T¯ n + |φ− φ(k)|.|ψ| ◦ T¯ n) dµ¯
≤
∫
M¯
1{κn=N}
(|φ(k,+)|.ω+∞−k (ψ, ·) ◦ T¯ n + ωk−k(φ, ·).|ψ(k,+)| ◦ T¯ n) dµ(108)
≤ O
(
I0
(
N
2an
)
a−dn
(|µ¯(φ(k,+))|µ¯(ω∞−k(ψ, ·)) + µ¯(ωk−k(φ, ·)) |µ¯(ψ(k,+))|))(109)
+O
(
log log n
(an)d log n
‖φ‖∞‖ψ‖∞
)
applying (106) with φ, ψ replaced respectively by (φ(k,+), ω∞−k(ψ)) and by (ω
k
−k(φ), ψ
(k,+)),
and using |I0(x) + I2(x)|  I0(x/2) and (k/an)min(1/p1,1/q1)  (log n)−1 ends the proof of
(97).
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Assume now k = k(n) = O(a
1
2
−u
n ) for some u ∈ (0, 1), (98), (99) and (100) and let us
prove (101). We replace (103) by
(110) φ(k)(x¯) := Eµ¯[φ|ξk−k(x)] and ψ(k)(x¯) := Eµ¯[φ|ξk−k(x)] .
Observe that
Eµ¯[φ(k)] = Eµ¯[φ], Eµ¯[ψ(k)] = Eµ¯[ψ] ,
Eµ∆ [κˆkP
kφ˜(k)] = Eµ¯[κk ◦ T¯ kφ(k) ◦ T¯ k] = Eµ¯[κkφ(k)] = Eµ¯[κkφ] ,
due to (110) since κk is ξ
k
−k-measurable and similarly, with the convention, κ−k :=
∑−1
m=−k κ◦
T¯m,
Eµ∆ [κˆkψ˜
(k)] = Eµ¯[κkψ(k) ◦ T¯ k] = Eµ¯[κk ◦ T¯−kψ(k)] = Eµ¯[κ−kψ(k)] = Eµ¯[κ−kψ].
To prove (101), we apply the second item of Proposition 5.1 to the Banach space B0 and to
the couples (h, g) = (φ˜(k), ψ˜(k)) with q0 > 2 (close to 2), 1 < p0 < 2 (close to 2) and p1, q1 close
to 1 so that our assumption on k(n) implies that the condition k(n) ≤ Ca
γ˜
1+γ˜
n /(log n)1/(1+γ˜)
of Proposition 5.1 holds. We obtain that
(111)
∫
M¯
φ(k)1{κn=N}ψ
(k) ◦ T¯ n dµ¯ = J1 + J2 + J3 +O
(‖ψ‖Lq0 (µ¯)‖φ‖∞
ad+1n log n
)
with
J1 :=
1
adn
(
I0
(
N
an
)
− 1
2
I2
(
N
an
)
log log n
log n
+O
(
1
log n
))
Eµ¯[φ]Eµ¯[ψ] ,
J2 :=
Ck(φ˜
(k), ψ˜(k))
(an)d+1
I1(N
an
)
−
I3
(
N
an
)
2
log log n
log n
+O(a−d−1n (log n)−1) ,
J3 := O
(
1
(2pi)d(an)d+1
∫
[−βan,βan]d
|u|e− c0 min(|u|
2−,|u|2+)
2 |Eµ∆ [ψ˜(k)Π′0(P ku/anP kφ˜(k) − P 2kφ˜(k))]| du
)
.
Note that φ = φ0 + µ¯(φ) and ψ = ψ0 + µ¯(ψ), with φ0 = φ− µ¯(φ) and ψ0 = ψ − µ¯(ψ).
We can resume the rest of the proof to estimating J2 and J3. To study these two terms
J2 and J3, we shall exploit the expression Π
′
0 obtained in Propositions 3.2 and 3.3. To deal
with J3 we exploit that
(112) Π′0P
2kw = Eµ¯[w]H + i
∑
j≥0
Eµ∆ [κˆ ◦ f jw]1∆ ,
with
H(x) := Q′0(1Y ) ◦ pi0(x) + i
ω(x)−1∑
m=0
κˆ ◦ fm ◦ pi0(x) + i
µ∆(Y )
∑
j≥0
Eµ∆ [κˆ1Y ◦ f j+1] .
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Writing t for u/an in the expression of J3 and using the above formula for Π
′
0 we note that∣∣∣Eµ∆ [ψ˜(k)Π′0(P kt P k − P 2k)φ˜(k)]∣∣∣(113)
=
∣∣∣∣∣Eµ¯[(eitκk − 1)φ(k)]Eµ∆ [ψ˜(k)H]+ iEµ¯[ψ(k)]∑
j≥0
Eµ¯[κ ◦ T¯ k+j(eitκk − 1)φ(k)]
∣∣∣∣∣
≤ |t|k‖κ‖L1(µ¯)‖φ‖∞‖ψ‖∞‖H‖L1(µ¯) + ‖ψ‖∞
∑
j≥0
∣∣Eµ¯[κ ◦ T¯ k+j(eitκk − 1)φ(k)]∣∣ .(114)
For the second term in the previous displayed equation, we note that∑
j≥0
∣∣Eµ¯[κ ◦ T¯ k+j(eitκk − 1)φ(k)]∣∣
≤
2k+logn−1∑
j=0
∣∣Eµ¯[κ ◦ T¯ k+j(eitκk − 1)φ(k)]∣∣+ ∑
j≥2k+logn
∣∣Eµ¯[κ ◦ T¯ k+j(eitκk − 1)φ(k)]∣∣
≤
2k+logn−1∑
j=0
‖κ ◦ T¯ k+j(tκk)‖L1(µ¯)‖φ‖∞ +
∑
j≥2k+logn
(∣∣∣κˆP j−2kP 2kφ˜(k)∣∣∣+ ∣∣∣κˆP j−2kP kt P kφ˜(k)∣∣∣)
 (2k + log n)‖κ‖Lp0 (µ∆)‖tκk‖Lq0 (µ¯)‖φ‖∞ +
∑
j≥2k+logn
‖κˆ‖Lp0 (µ∆)θj−2k‖φ‖∞
 (2k + log n− 1)‖κ‖Lp0 (µ∆)|tk|‖κ‖Lq0 (µ¯)‖φ‖∞ + θlogn‖φ‖∞
 |t|a1−2un + (log n)−1‖φ‖∞  (log n)−1(|t|an + 1)‖φ‖∞ ,
since k(n) a
1
2
−u
n . This together with equation (113) implies that J3 = O(a
−d−1
n / log n).
The rest of the proof is allocated to showing that J2 = O
(
a−d−1n / log n
)
. We will exploit
that
Eµ∆
[
ψ˜(k)Π′0P
2kφ˜(k)
]
= Eµ¯[φ(k)]Eµ∆
[
ψ˜(k)H
]
+ iEµ¯[ψ(k)]
∑
j≥0
Eµ¯[κ ◦ T¯ k+jφ(k)] ,
obtained from (112) with w = φ˜(k), after multiplication with ψ˜(k) and integration. Using this
in the expression of J2 have
J2 =
Ck(n)(φ, ψ)
(an)d+1
I1(N
an
)
−
I3
(
N
an
)
2
log log n
log n
+O (a−d−1n / log n) ,(115)
with
Ck(φ, ψ) := Ck(φ˜
(k), ψ˜(k))(116)
= Eµ∆ [ψ˜
(k)Π′0P
2kφ˜(k)] + iEµ¯[κ−kψ(k)]Eµ∆ [φ
(k)] + iEµ¯[ψ(k)]Eµ¯[κkφ(k)](117)
= Eµ¯[φ]
(
Eµ∆
[
ψ˜(k)H
]
+ iEµ¯[κ−kψ(k)]
)
+ iEµ¯[ψ]
∑
j≥0
Eµ¯[κ ◦ T¯ jφ(k)] .
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Thus ∫
M¯
φ(k)1{κn=N}ψ
(k) ◦ T¯ n dµ¯(118)
=
1
adn
(
I0
(
N
an
)
− 1
2
I2
(
N
an
)
log log n
log n
+O
(
1
log n
))
Eµ¯[φ]Eµ¯[ψ]
+
Ck(n)(φ, ψ)
(an)d+1
I1(N
an
)
−
I3
(
N
an
)
2
log log n
log n
+O(a−d−1n / log n) .
In particular, since |ψ(k)| ≤ |ψ|∣∣∣∣∫
M¯
1{κn=N}(φ.ψ ◦ T¯ n − φ(k).ψ(k) ◦ T¯ n) dµ¯
∣∣∣∣
≤
∫
M¯
1{κn=N}
(∣∣φ.ωk−k(ψ, ·) ◦ T¯ n∣∣+ ∣∣ωk−k(φ, ·).ψ ◦ T¯ n∣∣) dµ¯
 ‖φ‖∞‖ω
k
−k(ψ, ·)‖L1(µ¯) + ‖ψ‖∞‖ωk−k(φ, ·)‖L1(µ¯)
adn
+
Ck(n)(|φ|, ωk−k(ψ, ·)) + Ck(n)(ωk−k(φ, ·), |ψ|))
(an)d+1
+O(a−d−1n / log n)
= O(a−d−1n / log n) .
since for (g, h) = (|φ|, ωk−k(ψ, ·)) or (g, h) = (ωk−k(φ, ·), ψ),
Ck(n)(g, h) ‖g‖∞‖h‖∞ + k(n)(‖g‖Lp2 (µ¯)‖h‖L1(µ¯) + ‖h‖Lp2 (µ¯)‖g‖L1(µ¯)) ,
(since κ ∈ Lp2/(p2−1)(µ¯)) and using (98) and the first part of (99). Therefore∫
M¯
φ1{κn=N}ψ ◦ T¯ n dµ¯(119)
=
1
adn
(
I0
(
N
an
)
− 1
2
I2
(
N
an
)
log log n
log n
+O
(
1
log n
))∫
M¯
φ dµ¯
∫
M¯
ψ dµ¯
+
Ck(n)(φ, ψ)
(an)d+1
I1(N
an
)
−
I3
(
N
an
)
2
log log n
log n
+O(a−d−1n / log n) .
Note that φ = φ0 + µ¯(φ) and ψ = ψ0 + µ¯(ψ), with φ0 = φ− µ¯(φ) and ψ0 = ψ − µ¯(ψ). With
these notations∫
M¯
φ1{κn=N}ψ ◦ T¯ n dµ¯(120)
=
∫
M¯
φ01{κn=N}ψ ◦ T¯ n dµ¯+ µ¯(φ)
∫
M¯
1{κn=N}ψ0 ◦ T¯ n dµ¯+ µ¯(φ)µ¯(ψ)µ¯(κn = N) .
Applying (119) with (1M¯ , 1M¯) instead of (φ, ψ) leads to
(121) µ¯(κn = N) =
1
adn
(
I0
(
N
an
)
− 1
2
I2
(
N
an
)
log log n
log n
+O
(
1
log n
))
+O(a−d−1n / log n) ,
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since Eµ∆ [Π′01] = 0 (see Remark 3.11). Now let us study
∫
M¯
φ01{κn=N}ψ ◦ T¯ n dµ¯. In what
follows we show that Ck(n)(φ0, ψ) converges as n→ +∞ with rate in O((log n)−1). Note that
(122) Ck(n)(φ0, ψ) = iEµ¯[ψ]
∑
j≥0
Eµ¯[κ ◦ T¯ jφ(k(n))] .
Let us prove that
(123)
∣∣∣∣∣∑
j≥0
Eµ¯[κ ◦ T¯ jφ(k(n))]−
∑
j≥0
Eµ¯[κ ◦ T¯ jφ]
∣∣∣∣∣ = O((log n)−1) ,
and that
(124)
∑
j≥0
∣∣Eµ¯[κ ◦ T¯ jφ]∣∣ <∞ .
• Proof of (124). First, for every integers j, kj ≥ 0, we have∣∣Eµ¯[κ ◦ T¯ jφ]∣∣ ≤ |Eµ¯[κ ◦ T¯ jφ(kj)]|+ |Eµ¯[κ ◦ T¯ j(φ− φ(kj))]|
≤ |Eµ∆ [κˆ ◦ T¯ j+kj(φ˜(kj) − µ∆(φ˜(kj))]|+ ‖κ‖
L
p2
p2−1 (µ¯)
‖ωkj−kj(φ, ·)‖Lp2 (µ¯)
≤ |Eµ∆ [κˆP j+kj(φ˜(kj) − µ∆(φ˜(kj))]|+ ‖κ‖
L
p2
p2−1 (µ¯)
‖ωkj−kj(φ, ·)‖Lp2 (µ¯) .
Now using the fact that ‖P 2kj φ˜(kj)−µ∆(φ˜(kj))‖B0  ‖φ‖∞ (which comes from (105))
and using (2) for t = 0, we conclude that
(125)
∣∣Eµ¯[κ ◦ T¯ jφ]∣∣ ≤ C‖κˆ‖
L
p
p−1 (µ∆)
θj−kj‖φ‖∞ + ‖κ‖
L
p2
p2−1 (µ¯)
‖ωkj−kj(φ, ·)‖Lp2 (µ¯) .
Due to (99),
∑
k ‖ωk−k(φ, ·)‖Lp2 (µ¯) <∞ and thus, taking kj = j/2, we obtain
(126)
∑
j≥0
∣∣Eµ¯[κ ◦ T¯ jφ]∣∣∑
j≥0
(
‖κˆ‖
L
p
p−1 θ
j/2‖φ‖∞ + ‖ωbj/2c−bj/2c(φ, ·)‖Lp2 (µ¯)
)
<∞ .
This ends the proof of (124).
• Proof of (123). Recall that ‖Eµ¯[ψ(k)−ψ]‖ ≤ ‖ω+∞−k (ψ, ·)‖L1(µ¯) = O((log n)−1). Note
that to prove (123) it suffices to show that∣∣∣∣∣Eµ¯[κ ◦ T¯ jφ(k)]−∑
j≥0
Eµ¯[κ ◦ T¯ jφ]
∣∣∣∣∣ = O((log n)−1) .
Observe that, due to (125) with kj := bj/2c and k = k(n),∑
j≥0
∣∣Eµ¯[κ ◦ T¯ j(φ(k) − φ)]∣∣ = 2k−1∑
j=0
∣∣Eµ¯[κ ◦ T¯ j(φ(k) − φ)]∣∣+ ∑
j≥2k
∣∣Eµ¯[κ ◦ T¯ j(φ(k) − φ)]∣∣
≤ 2k‖κ‖
L
p2
p2−1 (µ¯)
‖ωk−k(φ, ·)‖Lp2 (µ¯)
+
∑
j≥2k
(
C‖κˆ‖
L
p
p−1 (µ∆)
θj/22‖φ‖∞ + ‖κ‖
L
p2
p2−1 (µ¯)
‖ωbj/2c−bj/2c(φ, ·)‖Lp2 (µ¯)
)
= O((log n)−1) ,
where in the last equality we have used (99). This ends the proof of (123).
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Applying (115) combined with (122) and (123), we obtain
Ck(φ0, ψ) = iEµ¯[ψ]
∑
j≥0
Eµ¯[κ ◦ T¯ jφ] +O((log n)−1) .(127)
and thus, due to (119),
(128)
∫
M¯
φ01{κn=N}ψ ◦ T¯ n dµ¯ =
iEµ¯[ψ]
∑
j≥0 Eµ¯[κ ◦ T¯ jφ]
(an)d+1
I˜1
(
n,
N
an
)
+O
(
a−d−1n
log n
)
.
with
I˜1(n, x) := I1 (x)− I3 (x)
2
log log n
log n
.
Now let us prove that a similar formula holds for (1, ψ0), where ψ0 = ψ − µ¯(ψ) thanks
to time reversibility. In this sense, let τ : M¯ → M¯ be given by τ(q, ~v) = (q, 2(~nq, ~v)~nq − ~v)
where ~nq is the unit normal vector to ∂Q directed in Q. Observe that τ preserves µ¯ and
satisfies the following relations :
τ ◦ τ = id, τ ◦ T¯ n ◦ τ = T¯−n and κ ◦ T¯ k ◦ τ := −κ ◦ T¯−k−1 .
In particular, κn ◦ τ ◦ T¯ n = −κn. Therefore∫
M¯
1{κn=N}ψ0 ◦ T¯ n dµ¯ =
∫
M¯
1{κn◦τ=N}ψ0 ◦ T¯ n ◦ τ dµ¯
=
∫
M¯
τ1{κn◦τ=N}ψ0 ◦ τ ◦ T¯−n dµ¯ =
∫
M¯
1{κn◦τ◦T¯n=N}ψ0 ◦ τ dµ¯
=
∫
M¯
ψ0 ◦ τ1{κn=−N} dµ¯ .
Observe moreover that ωk−k(φ◦τ, x) = ωk−k(φ, τ(x)) and so, the composition by τ preserves
the Lr norms of ωk−k.
Thus, applying (128) to the couple (ψ0 ◦ τ, 1) instead of (φ0, ψ), we obtain∫
M¯
1{κn=N}ψ0 ◦ T¯ n dµ¯ =
i
∑
j≥0 Eµ¯[κ ◦ T¯ jψ ◦ τ ]
(an)d+1
I˜1
(
n,−N
an
)
+O
(
a−d−1n
log n
)
=
i
∑
j≤−1 Eµ¯[κ ◦ T¯ jφ]
(an)d+1
I˜1
(
n,
N
an
)
+O
(
a−d−1n
log n
)
.
since Eµ¯[κ◦ T¯ jψ◦τ ] = Eµ¯[−κ◦ T¯−j−1ψ], −I˜1(n,−x) = I˜1(n, x). The claimed estimate follows
from this last estimate combined with (120), (121) and (128). 
For all N ∈ Zd, we set φN := φ1MN . Observe that ω∞−k(h, ·) ≤ ωk−k(h, ·) ≤ Lh,ηηk.
Therefore, Theorem 1.1 (resp. Theorem 1.2) is a direct consequence of the previous (resp.
following) theorem. Recall that (k(n))n be a sequence of integers diverging to +∞ such that
k(n) = O(an/(log n)
q1), for some q1 > 2.
Theorem 5.7. Let φ, ψ : M → C be two measurable functions such that
(129)
∑
N∈Zd
(‖φN‖∞ + ‖ψN‖∞) <∞ and lim
k→+∞
∫
M
(ωk−k(φ, ·) + ω∞−k(ψ, ·)) dµ = 0 .
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Then
(130)
∫
M
φ.ψ ◦ T n dµ = I0(0)
adn
∫
M
φ dµ
∫
M
ψ dµ+ o(a−dn ) .
If moreover
(131) ∃γ ∈ (0, 1),
∑
N
|N |γ(‖φN‖∞ + ‖ψN‖∞) <∞
and
(132)
∫
M
(ω
k(n)
−k(n)(φ, ·) + ω∞−k(n)(ψ, ·)) dµ = O((log n)−1) ,
then
(133)
∫
M
φ.ψ ◦ T n dµ = 1
adn
(
I0 (0)− 1
2
I2 (0)
log log n
log n
)∫
M
φ dµ
∫
M
ψ dµ+O
(
1
adn log n
)
.
If moreover k(n) a
1
2
−u
n for some u ∈ (0, 1)
(134) ∃γ ∈ (0, 1),
∑
N
|N |1+γ(‖φN‖∞ + ‖ψN‖∞) <∞
and
(135)
∫
M
(ω
k(n)
−k(n)(φ, ·) + ω∞−k(n)(ψ, ·)) dµ = O((an log n)−1) ,
then ∫
M
φ.ψ ◦ T n dµ = 1
adn
(
I0 (0)− 1
2
I2 (0)
log log n
log n
+O
(
1
log n
))∫
M
φ dµ
∫
M
ψ dµ
+O
(
1
ad+1n log n
)
.
Proof. For every x ∈ M we write x¯ ∈ M¯ for the class of x modulo Zd for the position. Let
us write φ¯N(x¯) = φN(x), for every x ∈MN . Observe that∫
M
φ.ψ ◦ T n dµ =
∑
N1,N2∈Z2
∫
M¯
φ¯N11{κn=N2−N1}ψ¯N2 ◦ T¯ n dµ¯ .
Now, setting again I˜0(n, x) := I0(x)− I2(x)2 log lognlogn and applying (97), we obtain
∫
M
φ.ψ ◦ T n dµ =
∑
N1,N2∈Zd
1
adn
I˜0
(
n,
N2 −N1
an
)∫
M
φN1 dµ
∫
M
ψN2 dµ
(136)
+O
a−dn ∑
N1,N2∈Zd
I0
(
N2 −N1
2an
)
‖φN1‖∞‖ω∞−k(n)(ψN2 , ·)‖L1(µ¯))

O
a−dn ∑
N1,N2∈Zd
I0
(
N2 −N1
2an
)
‖ψN2‖∞‖ωk(n)−k(n)(φN1 , ·)‖L1(µ¯))
+O(‖φN1‖∞‖ψN2‖∞
adn log n
)
.
(137)
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(130) follows from (136) and the Lebesgue dominated convergence theorem, since I0 and I2
are bounded and since I0 is continuous at 0
Assume now (131) and (132). Since |I0(X)− I0(0)|+ |I2(X)− I2(0)| = O(Xγ), replacing
I0
(
N2−N1
an
)
− 1
2
I2
(
N2−N1
an
)
... by I0 (0)− 12 I2 (0) ... in (136) leads to an error term in O(a−d−γn ).
Since I0 is bounded and due to the first item of (129) and to (132), the first error term in
(136) is in O(a−dn / log n). This completes the proof of (133).
Finally, we assume (134) and (135) and prove the last point of the lemma. We start from
(111) for (φ¯N1 , ψ¯N2 , N2 − N1) instead of (φ, ψ,N). The fact that |I2j(x) − I2j(0)|  x1+γ
combined with (134) ensures that we can replace I0(N/an) and I2(N/an) in J1 up to an error
(after summation over N1, N2 ∈ Z2) in O(a−d−1−γn ). Moreover the first condition in (129)
and (135) also ensures that we can replace φ(k) and ψ(k) by respectively φ and ψ in J1 up to
a total error (after summation) in O(a−d−1n / log n). The fact that |I2j+1(x)|  xγ, combined
with the first condition in (129), also implies that the contribution (after summation) of
J2 is in O(a
−d−1
n / log n). We prove as in the previous result that the contribution (after
summation) of J3 is in O(a
−d−1
n / log n). 
In view of Theorem 1.3, we focus now on observables with null expectation and state a
result analogous to Proposition 5.4. We keep the notation I`1,`2,N introduced just before
Proposition 5.4 with A = Σ2, so that
I`1,`2,N(x) =
1
(2pi)d
∫
Rd
(−iu ·N)`1(−Σ2u · u)`2e−iu·xe− 12 Σ2u·u du
=
1
(2pi)d
√
det Σ2
∫
Rd
(iu · Σ−1N)`1(−u · u)`2e−iu·Σxe− 12u·u du
=
(Σ−1N · ∇)`1∆`2Φ(Σ−1x)√
det Σ2
,
Φ(x) = e
− 12x·x
(2pi)d/2
and where∇ and ∆ are the usual differential gradient and Laplacian operators.
Proposition 5.8. Assume assumptions of Proposition 5.1 with (75).
• (one observable is a coboundary of order m) If φ, ψ : M → C are bounded observables
such that
(138)
∑
N∈Zd
(1 + |N |δ) (‖ψN‖∞ + ‖φN‖∞) <∞ ,
(139)
∑
N∈Zd
(‖ψN‖(η) + ‖φN‖(η)) <∞ ,
then∫
M
φ.ψ ◦ (id− T )m ◦ T n dµ
= −(log n+ log log n)
m
2mad+2mn
(
I0,m,0(0)− I0,m+1,0(0)log log n
2 log n
)∫
M
φ dµ
∫
M
ψ dµ
+O
(
a−d−2mn (log n)
m−1) .
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• Let N ∈ Zd. If φ : M → C is invariant by translation of positions by Zd by and
satisfies ‖φ‖(η) <∞ and if
∃δ ∈ (0, 1],
∑
N∈Zd
(‖ψN‖(η) + |N |δ‖ψN‖∞) <∞ ,
then∫
M
φ(1MN + 1M−N − 2× 1M0).ψ ◦ T n dµ
= − A
−1N ·N
ad+2n
√
(2pi)d det(A)
(
1 +
(d+ 2) log log n
2 log n
+O
(
(log n)−1
))∫
M0
φ dµ
∫
M
ψ dµ
+O
(
log n
ad+3n
+ a−d−2−δn
)
.
Proof of Proposition 5.8. We proceed as in the proof of Proposition 5.4 with
J`1,`2,n,N,N0 :=
∫
−[βan,βan]d
e−iu·N/an(−iu ·N0)`1(−Au · u)`2λn−2ku/an du
Using again (88) and (89), we observe that
(140) ∀δ0 ∈ (0, 1], J`1,`2,n,N,N0 := J`1,`2,n,0,N0 +O
(
N `10 N
δ0
aδ0n
)
J`1,`2,n,0,N0 = I`1,`2,N0(0)− I`1,`2+1,N0(0)
log log n
2 log n
+O
(
N `10
log n
)
.(141)
For every N ∈ Zd, we consider the functions hN , gN : M¯ → C given by
∀x ∈MN , hN(x¯) := φN(x) and gN(x¯) := ψN(x)
where x¯ ∈ M¯ is the class of x modulo Z2 for the position. We take k = k(n) := b(d +
m)(log n)/| log η|c with m := 3/2 in the setting of the second item (which implies that
ηk(n)  a−d−2mn ) and define the approximating functions φ(k), ψ(k) : M → R ang h(k)N , g(k)N :
M¯ → C given by
φ(k)(x) := inf
ξk−k(x)
φ+ − sup
ξk−k(x)
φ− and ψ(k)(x) := inf
ξ∞−k(x)
ψ+ − sup
ξ∞−k(x)
ψ− ,
and
h
(k)
N (x¯) := inf
ξk−k(x¯)
(hN)+ − sup
ξk−k(x¯)
(hN)− and g
(k)
N (x¯) := inf
ξk−k(x¯)
(gN)+ − sup
ξk−k(x¯)
(gN)− .
Due to our choice of k and to our assumptions on φ, ψ,
(142)
∫
M
φ.ψ ◦ (id− T )m ◦ T n dµ =
∫
M
φ(k).ψ(k) ◦ (id− T )m ◦ T n dµ+O (ηk(n)) .
Observe that the error term in the previous formula is in O(a−d−2mn ). So we focus on the
following integral∫
M
φ(k).ψ(k) ◦ T n dµ =
∑
N1,N2∈Zd
Eµ¯[h(k)N11{κ=N2−N1}g
(k)
N2
◦ T¯ n] .
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Recall, from the proof of Theorem 5.6 that, due the definition of h
(k)
N , g
(k)
N there exist h˜
(k)
N , g˜
(k)
N :
∆→ R such that
h
(k)
N ◦ T k ◦ p1 = h˜(k)N ◦ p2, g(k)N ◦ T k ◦ p1 = g˜(k)N ◦ p2 ,
(143) ‖g˜(k)N ‖∞ ≤ ‖gN‖∞ and sup
t
‖P kt Pth˜(k)N ‖B0 ≤ ‖hN‖∞ ,
and thus∫
M
φ(k).ψ(k) ◦ T n dµ =
∑
N1,N2∈Zd
Eµ∆
[
h˜
(k)
N1
1{κˆn◦fk=N2−N1}g˜
(k)
N2
◦ T¯ n
]
=
∑
N1,N2∈Zd
1
(2pi)d
∫
[−pi,pi]d
e−it·(N2−N1)Eµ∆
[
P kt (g˜
(k)
N2
P n−2kt P
k
t P
kh˜
(k)
N1
)
]
,
as seen at the begining of the proof of Proposition 5.1.
• Let us assume the hypotheses of the first item of the Proposition. Then∫
M
φ(k).ψ(k) ◦ (I − T )m ◦ T n dµ =
m∑
j=0
m!
j!(m− j)!(−1)
j
∫
M
φ(k).ψ(k) ◦ T n+j dµ
=
∑
N1,N2∈Zd
1
(2pi)d
∫
[−pi,pi]d
e−it·(N2−N1)
m∑
j=0
m!
j!(m− j)!(−1)
jEµ∆
[
P kt (g˜
(k)
N2
P n+j−2kt P
k
t P
kh˜
(k)
N1
)
]
=
∑
N1,N2∈Zd
1
(2pi)d
∫
[−pi,pi]d
e−it·(N2−N1)Eµ∆
[
P kt (g˜
(k)
N2
(I − Pt)mP n−2kt P kt P kh˜(k)N1)
]
Now, as seen in the proof of the first item of Proposition 5.4 combined with (143)∫
M
φ(k).ψ(k) ◦ (I − T )m ◦ T n dµ = 1
(2pi)dadn
∑
N1,N2∈Zd
∫
[−βan,βan]d
e−iu·(N2−N1)/anλn−2ku/an (1− λu/an)m
× Eµ∆ [P ku/an(g˜(k)N2 Πu/anP ku/anPu/anh˜
(k)
N1
)] du+O (θn‖gN2‖∞‖hN1‖∞)
= −(log n+ log log n)
m
2mad+2mn
∑
N1,N2∈Zd
J0,m,n,0,0Eµ∆ [P
k
u/an g˜
(k)
N2
]Eµ∆ [P
k
u/anPu/anh˜
(k)
N1
]
+O
(
a−d−2mn (log n)
m−1‖gN2‖∞‖hN1‖∞)
)
,
(144)
where we used (74), (85), (94), (75) and log(|an/u|) = log an + O(log |u|) exactly as
we obtained (95) in the proof of Proposition 5.4. Moreover
Eµ∆ [P
k
u/anPu/anh˜
(k)
N1
] = Eµ∆ [h˜
(k)
N1
] +O
(
k
an
‖κ‖L1(µ¯)‖hN1‖∞
)
= Eµ¯[hN1 ] +O
(
k
an
‖κ‖L1(µ¯)‖hN1‖(η)
)
,(145)
and analogously
(146) Eµ∆ [P
k
u/an g˜
(k)
N2
] = Eµ¯[gN2 ] +O
(
k
an
‖κ‖L1(µ¯)‖gN2‖(η)
)
,
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Combining this with (142), (144) and with our summability assumptions, we obtain
the first assertion of the Proposition, due to (141).
• Let us prove the second point. Then∫
M
φ.ψ ◦ T n dµ =
∫
M
φ(k).ψ(k) ◦ T n dµ+O(ηk)
=
∑
N2∈Zd
Eµ∆ [h˜
k
0(1{κˆn◦fk=N2−N} + 1{κˆn◦fk=N2+N} − 2× 1{κˆn◦fk=N})g˜(k)N2 ◦ fn] +O(ηk)
=
∑
N2∈Zd
1
(2pi)d
∫
[−pi,pi]d
eit·N2(e−it·N + eit·N − 2)Eµ∆ [P kt (g˜(k)N2P n−2kt P kt P kh˜
(k)
0 )] dt
=
∑
N2∈Zd
1
(2pi)d
∫
[−β,β]d
eit·N2(e−it·N + eit·N − 2)λn−2kt Eµ∆ [P kt (g˜(k)N2 ΠtP kt P kh˜
(k)
0 )] dt
+O(θn
∑
N2∈Zd
‖gN2‖Lq1 (µ∆)‖h0‖∞) .
Now using the change of variable t = u/an, the expansion of the exponential and
expansion (75) of Π with γ = 1, we obtain∫
M
φ.ψ ◦ T n dµ
=
∑
N2∈Zd
1
(2pi)dad+2n
∫
[−βan,βan]d
eiu·N2/an(iu ·N)2λn−2ku/an Eµ∆ [P ku/an g˜
(k)
N2
]Eµ∆ [P
k
u/anP
kh˜
(k)
0 ] du
+O
a−d−3n ∑
N2∈Zd
‖gN2‖Lq1 (µ∆)‖h0‖∞

=
∑
N2∈Zd
1
(2pi)dad+2n
∫
[−βan,βan]d
eiu·N2/an(iu ·N)2λn−2ku/an Eµ∆ [g˜
(k)
N2
]Eµ∆ [h˜
(k)
0 ] du
+O
(log n)a−d−3n ∑
N2∈Zd
‖gN2‖Lq1 (µ∆)‖h0‖∞

due to (145) and (146). Thus∫
M
φ.ψ ◦ T n dµ = − 1
ad+2n
∑
N2∈Zd
Eµ∆ [g˜
(k)
N2
]Eµ∆ [h˜
(k)
0 ]J2,0,n,N2,N +O
(
(log n)a−d−3n
)
= − 1
ad+2n
J2,0,n,0,N
∑
N2∈Zd
Eµ∆ [g˜
(k)
N2
]Eµ∆ [h˜
(k)
0 ] +O
(
(log n)a−d−3n + a
−d−2−δ
n
)
= − 1
ad+2n
J2,0,n,0,N
∑
N2∈Zd
Eµ¯[gN2 ]Eµ¯[h0] +O
(
(log n)a−d−3n + a
−d−2−δ
n
)
= − 1
ad+2n
J2,0,n,0,N
∫
M
ψ dµEµ¯[h0] +O
(
(log n)a−d−3n + a
−d−2−δ
n
)
.
where we used successively (140) and our definition of k(n) We conclude thanks to
(141) and (96).
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
Proof of Theorem 1.3. Theorem 1.3 comes directly from Proposition 5.8 combined with (94)
and (96). 
Appendix A. Justifying equation (20)
Throughout this section we let v : ∆ → R so that v satisfies the assumptions in the
statement of Lemma 3.6 and w ∈ B1.
Using the pointwise formula R(κˆσvw)(y) =
∑
a∈A e
χ(ya)w(ya)(vκˆσ)(ya) (and in particu-
lar (15)), the arguments used in the proof of [17, Proposition 12.1] show that the ‖·‖B0 norm
of R(vκˆσ·) is bounded by ‖vκˆσ‖L1(µY ).
We recall the main inequalities, which in turn will help us justify equations (20).
An important assumption used throughout [17, Proof of Proposition 12.1] is [17, As-
sumption (A1)]. In our case, vκˆσ is constant on the partition elements a ∈ Y and thus, it
automatically satisfies [17, Assumption (A1)]. In our case, [17, Assumption (A1)] translates
into | supa(vκˆσ)− infa(vκˆσ)| ≤ C infa(vκˆ)σ, for all a ∈ Y and some C > 0. This allows for a
direct application of the arguments in [17, Proof of Proposition 12.1] .
By the argument [17, Proof of Proposition 12.1 a)] with ϕ there replaced by vκˆσ, we have
that for some C > 0,
‖R(κˆσvw)‖∞ ≤ C‖w‖∞‖vκˆσ‖L1(µY ).
Similarly, using that 1Y v is constant on the partition elements a ∈ Y , we obtain that
‖R(vw)‖∞ ≤ C‖w‖∞‖1Y v‖L1(µY ).
Recall that | · |B0 is the seminorm used in defining the norm ‖ · ‖B0 . A simplified version
of [17, Proof of Proposition 12.1 b)] (which can deal the p- derivative, for p ∈ (1, 2), in t of
R(eitκσv)) with ϕ there replaced by vκˆσ ensures that
‖R(κˆσvw)‖B0 ≤ C‖w‖B0‖vκˆσ‖L1(µY ).
Similarly, ‖R(vw)‖B0 ≤ C‖w‖B0‖1Y v‖L1(µY ).
Also, since the function 1{σ=n}vκˆσ is constant on the partition elements a ∈ A, the argu-
ment of [17, Proof of Proposition 12.1] applies to this function as well yielding κˆσ,
‖R(1{σ=n}κˆσvw)‖B0 ≤ C‖w‖B0‖1{σ=n}vκˆσ‖L1(µY ).
Similarly, ‖R(1{σ=n}v)w‖B0 ≤ C‖w‖B0‖1{σ=n}1Y v‖L1(µY ).
Further, working with 1{σ=n}(eitκˆσ − 1 − itκˆσ)v (instead of 1{σ=n}vκˆσ), which is again
constant on the partition elements a ∈ A since v and κˆσ are, we have
‖R(1{σ=n}(eitκˆσ − 1− itκˆσ)vw)‖B0 ≤ C‖w‖B0‖1{σ=n}(eitκˆσ − 1− itκˆσ)v‖L1(µY ).
Appendix B. Technical results used in the proof of Lemmas 3.10 and 3.10
Let w ∈ B0. Let us prove ‖P σ(a,l)(w1a,l)‖B  µ∆((a, l))‖w‖B0 . Let y ∈ Y × {`0} with
`0 6= 0. We have P σ(a,l)(w1(a,l))(y) = 0 and so P σ(a,l)(w1(a,l)−µ∆(w1(a,l)))(y) = −µ∆(w1(a,l)).
Let y ∈ Y × {0}, we have P σ(a,l)(w1(a,l))(y) = χ(ya)w(f lya), where ya is the unique element
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of a ∩ f−σ(a)({y}) = a ∩ F−1({y}) and so
sup
(x,y)∈Y×{0}
P σ(a,l)(w1(a,l))(x)− P σ(a,l)(w1(a,l))(y)
βs0(x,y)
≤ sup
(x,y)∈Y
e−ασ(a,l)(f
l(xa)) − e−ασ(a,l)(f l(ya))
βs0(x,y)
‖w1(a,l)‖∞ + sup
(x,y)∈Y
w(f l(xa))− w(f l(ya))
βs0(x,y)
sup
a
χ
≤ ‖w‖B0(e−ασa (f
l(xa)) + e−ασa (f
l(xa)))
1 + σ(a,l)−1∑
k=0
|α(f l+k(xa))− α(f l+k(ya))|
βs0(x,y)

 ‖w‖B0(e−ασa (f
l(xa)) + e−ασa (f
l(xa))) ≤ C‖w‖B0µ∆(a) ,
since s0(x, y) = s0(xa, ya)− σ(a, l) ≤ s0(xa, ya) and since
∀x, y ∈ ∆, s(x, y) ≥ 1 ⇒ |α(x)− α(y)| ≤ C ′1βs0(x,y) ,
and finally using distorsion bounds. Moreover
sup
(x,y)∈Y×{0}
P σ(a,l)(w1(a,l))(x) ≤ ‖w‖∞ sup
(a,l)
eασ(a,l) ≤ C‖w‖∞µ∆(a) .
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