Abstract. In this paper we investigate robust watermarking integrated with H.264/SVC video coding and address coarse-grain quality and spatial resolution scalability features according to Annex G of the H.264 standard. We show that watermark embedding in the base layer of the video is insufficient to protect the decoded video content when enhancements layers are employed. The problem is mitigated by a propagation technique of the base layer watermark signal when encoding the enhancement layer. In case of spatial resolution scalability, the base layer watermark signal is upsampled to match the resolution of the enhancement layer data. We demonstrate blind watermark detection in the fulland low-resolution decoded video for the same adapted H.264/SVC bitstream and, surprisingly, can report bit rate savings when extending the base layer watermark to the enhancement layer.
Introduction
Distribution of video content has become ubiquitous and targets small, lowpower mobile to high fidelity digital television devices. The Scalable Video Coding (SVC) extension of the H.264/MPEG-4 Advanced Video Coding standard describes a bit stream format which can efficiently encode video in multiple spatial and temporal resolutions at different quality levels [14, 15] . Scalability features have already been present in previous MPEG video coding standards. They came, however, at a significant reduction in coding efficiency and increased coding complexity compared to non-scalable coding. H.264/SVC employs interlayer prediction and can perform within 10% bit rate overhead for a two-layer resolution scalable bitstream compared to coding a single layer with H.264.
In this work we investigate a well-known robust watermarking framework proposed by Noorkami et al. [10, 11] for copyright protection and ownership verification applications of H.264-encoded video content. The aim is to provide Compressed-domain embedding after encoding a single scalable, watermarked bit stream which can be distributed to diverse clients without the need to re-encode the video material. Scalability is provided at the bit stream level. A bit stream with reduced quality, spatial and/or temporal resolution can be efficiently obtained by discarding NAL units [14] . The watermark (i) should be detectable in the compressed domain and the decoded video without reference to the original content, and (ii) must be detectable in the decoded video at all scalability operation points, starting from the base layer.
In Fig. 1 we distinguish three embedding scenarios for producing a watermarked, scalable H.264/SVC bitstream: (a) embedding before encoding, (b) embedding integrated in the coding process, (c) altering the scalable bit stream (embedding in the compressed domain). The first embedding scenario offers little control over the resulting bitstream and thus makes detection in the compressed domain difficult. As watermark embedding takes place before video encoding, any robust video watermarking schemes can be applied. However, lossy compression and downsampling of the full-resolution video have an impact on the embedded watermark signal. Caenegem et al. [2] describe the design of a watermarking scheme resilient to H.264/SVC but treat the encoding only from a robustness point of view. The third scenario appears to be overly complex from an implementation point of view given the inter-layer prediction structure of H.264/SVC which necessitates drift compensation to minimize error propagation [10, 4] . Zou et al. [21, 20] propose a bitstream replacement watermark by altering H.264 CAVLC and CABAC symbols of HDTV video content several minutes long; scalability features are not addressed.
Integrated H.264/SVC video encoding and watermarking offers control over the bitstream; for example the watermark can be placed exclusively in non-zero quantized residual coefficients [11] . A combined encryption and watermarkingbased authentication method for H.264/SVC encoding is proposed by Park and Shin [12] . Authentication information is encoded in the bits signalling the intra prediction mode, but cannot be verified on the decoded video. Many proposals for H.264 integrated watermarking have been put forward using spread-spectrum or replacement techniques for authentication and copyright protection (e.g. [13, 19, 16, 8] ), however, watermarking of a scalable bitstream and the bitrate overhead is not considered. The present work is an extension of [9] . A robust watermark is embedded in intra-coded frames during H.264/SVC encoding and detectable in the bitstream and decoded frames. In Section 2 we briefly review the H.264 watermarking framework [10] and investigate its applicability for protecting resolution-scalable video encoded with H.264/SVC. We propose a propagation step of the base-layer watermark signal in Section 3 in order to extend the framework to H.264/SVC, including resolution and quality scalability. Experimental results are provided in Section 4 followed by discussion and concluding remarks in Section 5.
Watermarking of H.264-encoded video
Several strategies have been proposed for embedding a watermark in H.264-encoded video. Most commonly, the watermark signal is placed in the quantized AC coefficients of intra-coded macroblocks. Noorkami et al. [10] present a framework where the Watson perceptual model for 8 × 8 DCT coefficients blocks [18] is adapted for the 4 × 4 integer approximation to the DCT which is predominantly used in H.264. Other embedding approaches include the modification of motion vectors or quantization of the DC term of each DCT block [3] , however, the watermark can not be detected in the decoded video sequence or the scheme has to deal with prediction error drift. Figure 2 illustrates the structure of the watermarking framework integrated in the H.264 encoder; each macroblock of the input frame is coded using either intra-or inter-frame prediction and the difference between input pixels and prediction signal is the residual 1 . We denote by r i,j,k the coefficients of 4×4 residual block k with 0 ≤ i, j < 4 and similarly by o i,j,k and p i,j,k the values of the original pixels and the prediction signal, respectively. Each block is transformed and quantized, T denotes the DCT and Q the quantization operation in the figure. Let R i,j,k represent the corresponding quantized DCT coefficients obtained by R k = Q(T(r k )). R 0,0,k thus denotes the quantized DC coefficient of block k. After watermark embedding, described in the following paragraphs, and entropy coding, the residual information is written to the output bitstream.
For each block, a bipolar, pseudo-random watermark W i,j,k ∈ {−1, 1} with equiprobable symbols is generated and added to the residual block to construct the watermark block R ′ ,
where S i,j,k ∈ {0, 1} selects the embedding locations for block k. The design of S determines the properties of the watermarking scheme and differentiates between various approaches: in [10] , embedding locations are selected based on the masked error visibility thresholds derived from the Watson perceptual model. Further, the number of locations is constrained to avoid error pooling and AC coefficients of large magnitude are preferred in the selection process. The pixels of the reconstructed, watermarked video frame are given by o
For simplicity, we have dropped the coefficient indices i, j.
Watermark detection is performed blind, i.e. without reference to the original host signal, and can be formulated as a hypothesis test to decide between
where O l denotes the selected 4×4 DCT coefficients of the received video frames, Q l the corresponding quantization step size and W l the elements of the watermark sequence; l indicates the l th selected coefficient or watermark bit to simplify notation. We adhere to the location-aware detection (LAD) scenario [11] where the embedding positions are known to the detector. For efficient blind watermark detection, accurate modeling of the host signal is required. We assume a Cauchy distribution of the DCT coefficients [1] and chose the Rao-Cauchy (RC) detector [6] whose detection statistic for the received signal Y l of length L and the test against a detection threshold T are given by
γ is an estimate of the Cauchy PDF shape parameter which can be computed using fast, approximate methods [17] . According to [5] , ρ(Y l ) follows a χ 2 1 distribution with one degree of freedom under H 0 and we can write the probability of false-alarm
where Q(·) denotes the Q-function of the Normal distribution. Note that no parameters need to be estimated to establish the detection threshold. The RaoCauchy test is a constant false-alarm rate detector [5] which simplifies the experimental setup. Under H 1 , the test statistic follows a non-central Chi-Square distribution χ 2 1,λ with one degree of freedom and non-centrality parameter λ. By estimating λ from experimental detection responses, the performance of the detector can be analyzed in terms of the probability of missing the watermark,
3 Extension to H.264/SVC H.264/SVC resorts to several coding tools in order to predict enhancement layer data from the base layer representation [14] and exploit the statistical dependencies: (a) inter-layer intra prediction can adaptively use the (upsampled) reconstructed reference signal of intra-coded macroblocks, (b) macroblock partitioning and motion information of the base layer is carried over via inter-layer motion prediction for inter-coded macroblocks, and (c) inter-layer residual prediction allows to reduce the residual energy of inter-coded macroblocks in the enhancement layer by subtracting the (upsampled) transform domain residual coefficients of the colocated reference block. See Fig. 3 for an illustration.
In this work we focus on watermark embedding in intra-coded macroblocks of an H.264-coded base layer using the method reviewed in Section 2.
Resolution scalability
In case a spatial enhancement layer with twice the resolution in each dimension is to be coded for SVC spatial scalability, the watermarked base-layer representation can be adaptively used for predicting the enhancement layer. In inter-layer intra prediction mode, the transform-domain enhancement layer residual of a 4 × 4 block k E colocated with reference layer block k B is given by
and the reconstructed, full-resolution video pixels are obtained by
H denotes the normative H.264/SVC upsampling operation and superscripts B and E indicate base and spatial enhancement layer data, respectively. Apparently, the first right-hand term of Eq. (7) represents the upsampled, watermarked base-layer signal and the second term the quantized difference to the full-resolution, original video. Depending on the quantization parameter used to code the enhancement layer, the base-layer watermark can propagate to the decoded enhancement-layer video. Coarse quantization preserves a stronger watermark signal as illustrated in Figure 4 (a) .
Watermarking only the base layer data is clearly not effective in protecting the full-resolution video. Not only does the watermark fade away, but also the bit rate for the enhancement layer increases, see Table 2 , due to the added independent watermark signal which increased energy of the residual R ′E k E . To remedy these shortcomings, we propose to upsample the base layer watermark signal
and add the resulting enhancement layer watermark W E k E to the residual blocks R ′E k E to form compensated residual blocks
Watermark detection is always performed with the base-layer watermark W , the full-resolution video is downsampled for detection.
Quality scalability
In Fig. 4 (b) we plot the watermark transfer between two QCIF coarse-grain scalability (CGS) quality layers for a range of coding quantization parameters. The quality enhancement layer is coded using QP − 3 with respect to the base layer. It can be seen that the base layer watermark is effectively overshadowed by the enhancement layer video data coded with finer quantization. Simply adding the same watermark in the enhancement layer restores the watermark signal. 
Experimental Results
Experiments have been performed using the Joint Scalable Video Model (JSVM) reference software version 9.19.9. Source code for the watermarking schemes investigated in this paper will become available at http://www.wavelab.at/ sources. All experiments have been performed on widely-available test video sequences in CIF (352 × 288) and QCIF (176 × 144) resolution; QCIF sequences have been obtained by downsampling. The watermark is embedded in the base layer as described in Section 2 with an average target PSNR in the luminance channel of 40 dB between the original and the coded and watermarked video. We opt for always selecting the first 4 × 4 DCT AC coefficient in zig-zag order as the embedding location when it is non-zero; formally
The upsampled watermark signal is added to the quantized, transform-domain enhancement layer residuals as proposed in Section 3 with a target PSNR of 40 dB. The resulting watermarked, resolution-scalable bitstream can be decoded into QCIF and CIF video sequences. Watermark detection is performed on the decoded video. Figure 4 shows the watermark detection performance for the Foreman sequence in terms of probability of miss (P m ) as a function of the H.264/SVC quantization parameter QP varying from 20 to 35. In the experiment, the falsealarm rate (P f ) is set to 10 −3 and detection is performed on the first frame only; base layer and spatial resolution enhancement layer have been coded with the same QP (cf. Fig. 4a ), the coarse grain quality enhancement layer (cf. Fig. 4b ) with QP −3 relative to the base layer. The watermark can be reliably detected in the decoded base layer video (L0). Detection performance increases with coarser quantization as the watermark signal gets stronger relative to the host -remember that we added ±1 to the quantized residual. We observe that the watermark embedded in the base layer is hardly detectable in the enhancement layer (L1). Only for coarse quantization (QP ≥ 28) when no residual information is coded for most L1 blocks and solely the inter-layer intra prediction signal is available for reconstruction, detection becomes possible. However, using the upsampled base layer watermark, watermark detection performance in the enhancement layer is substantially improved (L1 proposed ) and mostly restored to the level of the base layer watermark. Table 1 provides the watermark detection results for six resolution-scalable H.264/SVC video sequences coded with QP = 25. The second column (L0 ) shows the probability of missing the watermark (P m ) for the decoded video in base layer QCIF resolution. When the watermark is embedded just in the base layer (column L1 BL WM ), the watermark is not detectable using the decoded enhancement layer CIF resolution video since the base layer watermark does not propagate to the higher resolution layer. The fourth column (L1 indep. WM ) lists the detection results for an independent watermark embedded in the enhancement layer. As the host signal is now four times larger, the probability of miss is drastically reduced. When the upsampled watermark signal is added to the enhancement layer residual (column L1 proposed ) as presented in Section 3, the watermark can be reliably detected from the decoded CIF video sequence.
In Table 2 we examine the bit rate (in Kbit/s) of the resolution-scalable bitstream for the first 32 frames of six test sequences coded with QP = 25 and inter-layer prediction. Results have been averaged over 10 test runs with different watermarks. For reference, the second column (L1 no WM ) lists the bit rates for coding the sequences without any watermark. The third column (L1 BL WM ) contains the bit rate when watermarking the base layer only. We notice an increase of about 3% on average due to the added watermark signal. The fourth column (L1 indep. WM ) lists the bit rate when independent watermarks are added to the base and enhancement layer; two independent watermarks in the two layer produces the highest bitrate. The rightmost column (L1 proposed ) presents the results when adding the upsampled watermark to the enhancement layer residual as proposed. Surprisingly, the bit rate can be reduced compared to the previous two columns and is lower than having no watermark in the decoded enhancement layer at all. Table 3 lists the bit rates in Kbit/s for the coarse-grain quality (CGS) enhancement layer. The QCIF base layer is coded with QP = 30 and the enhancement layer of the same resolution with QP = 24. We can observe that watermarking the enhancement layer with the same watermark as the base layer (column L1 proposed ) slightly reduces the bit rate over the case where the enhancement does not carry a watermark (column L1 BL WM ) and only the base layer (BL) is watermarked, or -to a larger extent -when a different watermark (column L1 indep. WM ) is embedded in the two quality scalability layers.
H.264/SVC also supports so-called medium-grain scalability (MGS) to enable quality adaptation without the need to code separate layers. MGS is realized by grouping the DCT coefficients in zig-zag order and allowing to discard the endmost coefficient groups. Since the watermark in this work is embedded in the first AC coefficient, MGS does not impair the watermark detection results unless all AC coefficients are discarded.
Discussion and Conclusion
In this work, we considered the application of a robust H.264-integrated watermarking method [10] in the context of H.264/SVC. A watermark embedded in the base layer data of a resolution-scalable bitstream is not detectable in the full-resolution decoded video sequence. We can resolve the issue by adding a compensation watermark signal to the enhancement layer residual. Note that the base layer watermark can be detected in the decoded video and the compressed domain, i.e. after entropy decoding. In contrast, the enhancement layer watermark can be either detected in the compressed domain residual data, or the decoded video due to inter-layer prediction of H.264/SVC. The aim of this work is to achieve the latter which seems more relevant for robust watermarking. Table 3 : Bit rate of the coarse-grain quality layer (L1).
Li et al. [7] discuss watermarking of a scalable audio bitstream and focus on the first case. The 8 × 8 DCT which is more efficient for coding high-resolution frames can be permitted for coding the enhancement layer, only the base layer watermark is constrained to embedding in the prevalent 4 × 4 transform blocks since the watermark detector is blind and has no information on the H.264/SVC mode decisions. Upsampling the watermark cannot be easily extended to support several resolution enhancement layers as the watermark signal looses its high-pass characteristic; on the other hand, multi-layer H.264/SVC bitstreams have increasingly higher bit rate compared to non-scalable coding and are not likely to be adopted.
