Abstract. We present a unified framework for equilibrium and nonequilibrium many-body perturbation theory. The most general nonequilibrium many-body theory valid for general initial states is based on a time-contour originally introduced by Konstantinov and Perel'. The various other well-known formalisms of Keldysh, Matsubara and the zero-temperature formalism are then derived as special cases that arise under different assumptions. We further present a single simple proof of Wick's theorem that is at the same time valid in all these flavors of manybody theory. It arises simply as a solution of the equations of the Martin-Schwinger hierarchy for the noninteracting many-particle Green's function with appropriate boundary conditions. We further discuss a generalized Wick theorem for general initial states on the Keldysh contour and derive how the formalisms based on the Keldysh and Konstantinov-Perel'-contours are related for the case of general initial states.
Introduction
In many physical situations we are interested in knowing the expectation value of some observable quantity of a system in or out of equilibrium. For quantum systems of many identical and interacting particles a very convenient mathematical object to extract this information is the Green's function. Letρ be the density matrix which describes the system at time, say, t 0 and H(t) be the Hamiltonian of the system for times t > t 0 . The n-particle Green's function G n is defined according to G n (1 . . . n; 1 ′ . . . n ′ ) = 1 i n Tr ρ T ψ H (1) . . .ψ H (n)ψ † H (n ′ ) . . .ψ H (1 ′ ) .
In this formula 1 = (x 1 , t 1 ), 2 = (x 2 , t 2 ), etc. are collective indices for the position-spin coordinates x = r, σ and time t, the symbol Tr denotes a trace over the Fock space, T is the time-ordering operator andψ H (j) =Û (t 0 , t j )ψ(j)Û (t j , t 0 ) are field operators in the Heisenberg picture with respect to the HamiltonianĤ (henceÛ is the evolution operator). The quantum average of a n-body operator can be calculated from the equal-time Green's function G n . The direct evaluation of G n from Eq. (1) is, in general, an impossible task. The first difficulty is brought by the HamiltonianĤ =Ĥ 0 +Ĥ int which is typically the sum of a one-body operator H 0 and a m-body operatorĤ int with m ≥ 2. ForĤ int = 0 the field operatorψ H in the Heisenberg picture is a complicated object and must be approximated in some clever way. The second difficulty consists in taking the trace over the Fock space with a density matrixρ. The density matrix is a self-adjoint, positive semi-definite operator with unit trace and, therefore, it can be written asρ = e −X / Tr[X] whereX is a self-adjoint operator. For instance for systems in equilibriumX = βĤ M with β the inverse temperature andĤ M =Ĥ − µN the grand-canonical Hamiltonian. To make contact with this equilibrium situation we defineĤ M =X/β so that
with Z = Tr[e −βĤ M ]. In equilibrium Z is the partition function. In order to specify the initial preparation of the system we can assign eitherρ orĤ M since there is a one-to-one correspondence between the two. If we now separateĤ M =Ĥ M 0 +Ĥ M int into the sum of a one-body operatorĤ M 0 and a m-body operatorĤ M int with m ≥ 2 then the trace in Eq.
(1) can easily be worked out for H M int = 0 whereas we have to use suitable approximation schemes forĤ M int = 0. Different Many-Body Perturbation Theories (MBPT) have been put forward to overcome these difficulties. The most popular MBPT's are probably the zero-temperature (real-time) Green's Function Formalism (GFF) and the finite-temperature (imaginary-time) Matsubara GFF [1] . These two formalisms are limited to equilibrium situations. Systems driven out of equilibrium by an external field are usually studied within the (adiabatic real-time) Keldysh GFF [2, 3] . The Keldysh GFF, however, neglects the effect of initial correlations which are relevant in the short-time dynamics of general quantum systems, such as in transient dynamics in quantum transport or in the study of atoms and molecules in external laser fields. There exist two alternative GFF's to include initial correlations. The first is based on the idea of Konstantinov and Perel' [4] and consists in attaching the imaginary-time Matsubara track to the original Keldysh contour, see Refs. [3, 5, 6] . The second GFF does instead account for initial correlations through extra Feynman diagrams, the evaluation of which requires the knowledge of the reduced n-particle density matrices
where the symbol Tr signifies a trace over the Fock space, see Refs. [7, 8, 9, 10, 11, 12] . These last two formalisms are both exact and hence equivalent. In all the aforementioned GFF's the dressed (interacting) G n is expanded in powers of the interaction Hamiltonian (Ĥ int and/orĤ M int ), leading to an expansion of G n in terms of the bare (noninteracting) Green's functions G 0,n . The appealing feature of any GFF is the possibility of reducing the G 0,n to an (anti)symmetrized product of G 0 ≡ G 0,1 by means of Wick's theorem [13] . Even though the mathematical structure of all GFF's is identical, these formalisms are usually treated as independent probably due to the fact that the existing proofs of Wick's theorem are very much formalism-dependent. In this paper we show that Wick's theorem is the solution of a boundary problem for the Martin-Schwinger Hierarchy (MSH) [14] and that different GFF's correspond to different domains and parameters for the MSH [15] . In this way we can easily explain the common mathematical structure of every GFF and see how, e.g., the Keldysh GFF reduces to the zero-temperature GFF in equilibrium or the Konstantinov-Perel' GFF reduces to the Keldysh GFF under the adiabatic assumption. Our reformulation also allows us to prove a generalized Wick's theorem for interacting density matricesρ. This naturally leads to the diagrammatic expansion with extra Feynman diagrams previously mentioned. The generalized Wick expansion has a form identical to that of a Laplace expansion for permanents/determinants (for bosons/fermions). Consequently, the calculation of the various prefactors is both explicit and greatly simplified. In this contribution we only state γ . . . The contour consists of a forward branch going from t 0 to ∞ (on this branch the points are denoted by z = t − ) and a backward branch going from ∞ to t 0 (on this branch the points are denoted by z = t + ).
the generalized Wick's theorem and refer the reader to Refs. [12, 15] for the proof. We will, however, discuss the equivalence between the GFF based on the generalized Wick's theorem and the Konstantinov-Perel' GFF.
General formula for the Green's function
The n-particle Green's function in Eq. (1) can also be written as
Let us explain this formula and discuss the equivalence with Eq. (1). In Eq. (4) the integral is over the contour γ of Fig. 1 which goes from t 0 to ∞ and back to t 0 whereas T is the contour ordering operator which rearranges operators with later contour arguments to the left. We denote by z = t ± the points on γ lying on the lower/upper branch at a distance t from the origin and define the field operators with arguments on the contour aŝ
More generally every operatorÔ(t) with a real-time argument can be converted into an operator O(z) with a contour-time argument according to the ruleÔ(t + ) =Ô(t − ) =Ô(t). In particular 
where the ± sign in the first equality is for bosons/fermions. One can verify that Eq. (6) is valid also for t 1 > t 2 . This example can easily be generalized to many field operators. We conclude that Eq. (4) is equivalent to Eq. (1) for contour arguments on the upper branch of γ. The G n in Eq. (4) is, however, more general since the contour arguments can lie either on the upper or lower branch of γ. Quantities like photoemission currents, hyper-polarizabilities and more generally high-order response properties require the knowledge of this more general Green's function. The density matrix in Eq. (4) can be incorporated into the contour ordering operator if we extend γ as illustrated in Fig. 2 and define the Hamiltonian with imaginary-time arguments aŝ we have
where in the denominator we took into account that T {e
Equation (8) is, by construction, equivalent to Eq. (4). It gives the exact Green's function provided that the integral is done along the contour γ of Fig. 2 and provided that the Hamiltonian changes along the contour as illustrated in the same figure. We now show that the Green's function of every GFF can be written as in Eq. (8), the only difference being the shape of γ and the Hamiltonian along γ.
We mentioned in the introduction that the calculation of the trace simplifies if the density matrix is of the formρ 0 = e −βĤ M 0 /Z 0 , withĤ M 0 a one-body operator and Z 0 = Tr[e −βĤ M 0 ]. It is possible to turn a trace withρ into a trace withρ 0 if the adiabatic assumption is fulfilled. According to the adiabatic assumption one can generate the density matrixρ with Hamiltonian H M =Ĥ M 0 +Ĥ M int starting from the density matrixρ 0 with HamiltonianĤ M 0 and then switching onĤ M int adiabatically, i.e.,
whereÛ η is the real-time evolution operator with Hamiltonian
and η is an infinitesimally small positive constant. This Hamiltonian is equal toĤ M 0 when t → −∞ and is equal to the full interactingĤ M when t = t 0 . In general the validity of the adiabatic assumption should be checked case by case. Under the adiabatic assumption we can rewrite Eq. (4) as (omitting the arguments of G n )
We now see that if we construct the contour γ of Fig. 3 and let the Hamiltonian change along the contour asĤ then Eq. (11) takes the same form as Eq. (8). We will refer to this way of calculating G n as the adiabatic formula. This is exactly the formula used by Keldysh in his original paper [2] . The adiabatic formula is correct only provided that the adiabatic assumption is fulfilled. We can derive yet another expression of G n for systems in equilibrium at zero temperature.
Assuming that H 0 andĤ int commute withN the evolution operatorÛ η in Eq. (9) can be calculated with HamiltonianĤ
since the addition of −µN corresponds to multiplyingÛ η by a phase factor. In Eq. (9) this phase factor cancels out sinceÛ
Furthermore, for any finite contourtimes in G n we can approximate the evolution operatorÛ in the field operatorsψ H with the evolution operator U η since we can always choose η ≪ 1/|t − t 0 | and henceĤ η ∼Ĥ. Thus Eq. (11) becomes
where γ is a contour that goes from −∞ to ∞ and back to −∞ andĤ(t ± ) =Ĥ η (t) is the Hamiltonian of Eq. (12). Next we observe that the interactingρ can also be generated starting fromρ 0 and then propagating backward in time from ∞ to t 0 using the same evolution operator
Comparing this equation with Eq. (9) we conclude that
If the ground state |Φ 0 ofĤ 0 − µN is nondegenerate then the zero-temperatureρ 0 = |Φ 0 Φ 0 | is a pure state and Eq. (15) implies that
We will refer to the adiabatic assumption in combination with equilibrium at zero temperature and with the condition of no ground-state degeneracy as the zero-temperature assumption. The zero-temperature assumption can be used to manipulate Eq. (13) a bit more. We havê
γ .
-iβ Figure 4 . Contour γ and Hamiltonian along the contour γ to get the zerotemperature Green's function from Eq.
.
Inserting this result into Eq. (13) we find that the zero-temperature Green's function can again be written as in Eq. (8) with the contour γ that starts at −∞, goes all the way to ∞ and then down to ∞ − iβ, see Fig. 4 , and with the HamiltonianĤ(z) that varies along the contour as illustrated in the same figure. It is worth noticing that the contour γ has the special property of having only a forward branch and that for the zero-temperature assumption to make sense the Hamiltonian of the system must be time independent. There is indeed no reason to expect that by switching on and off the interaction the system goes back to the same state in the presence of external driving fields.
To summarize the exact (Konstantinov-Perel'), adiabatic (Keldysh) and zero-temperature Green's functions have the same mathematical structure, given by Eq. (8) . What changes is the contour and the Hamiltonian along the contour.
Wick's theorem and Many-Body Perturbation Theory
To be concrete we specialize the discussion to interaction HamiltoniansĤ int andĤ M int which are two-body operators. Higher order n-body operators lead to more voluminous equations but do not rise conceptual complications. Thus we writê
In the exact (Konstantinov-Perel') formula the interaction v(x 1 , x 2 ; z) = v(x 1 , x 2 ) is the interparticle interaction for z on the horizontal branches whereas v(x 1 , x 2 ; z) depends on the initial preparation for z on the vertical track. For instance in equilibrium v(
. On the other hand in the adiabatic (Keldysh) and zero-temperature formula v(x 1 , x 2 ; z) = e −η|t−t 0 | v(x 1 , x 2 ) for z on the horizontal branches whereas v(x 1 , x 2 ; z) = 0 for z on the vertical track. Let us consider Eq. (8) and write the exponential ofĤ as the product of the exponentials ofĤ 0 andĤ int :
The expansion in powers ofĤ int leads to an expansion of G n in terms of noninteracting Green's functions G 0,n . The G 0,n are obtained from Eq. (19) by settingĤ int (z) = 0 for all z ∈ γ. For instance for n = 1 we get
for n = 2 we get
etc. In these equations a = (x a , t a ), b = (x b , t b ) are collective indices like 1, 2, . . ., the interaction v(j; j ′ ) ≡ δ(z j , z ′ j )v(x j , x ′ j ; z j ) and the integrals are over 1, 1 ′ , . . . , k, k ′ . The appealing feature of any GFF is the possibility of reducing the noninteracting G 0,n to a (anti)symmetrized product for (fermions) bosons of one-particle Green's functions G 0 . This reduction is called Wick's theorem. The existing proofs of Wick's theorem are rather laborious and differ depending on whether one is working with the zero-temperature or Matsubara or Keldysh Green's functions. Below we give a simple and general proof of Wick's theorem which applies to all cases.
We consider a one-body Hamiltonian of the form
The more general case of a nondiagonal h(x, x ′ , z) can be treated in a similar manner. The Green's functions G 0,n satisfy the noninteracting MSH
(24) where the hook over the arguments in G 0,n−1 means that those variables are missing. The MSH is a set of coupled differential equations to be solved on the contour γ of the Green's function of interest (exact, adiabatic, or zero-temperature). In all cases from the definition Eq. (8) it follows that the G 0,n satisfy the Kubo-Martin-Schwinger (KMS) relations, i.e., the G 0,n are (anti)periodic along the contour γ with respect to all their contour arguments. Therefore we can calculate the G 0,n by solving the MSH with KMS relations. We now show that the solution is given by the Wick theorem
where the symbol | . . . | ± signifies the permanent/determinant for the case of bosons/fermions and G 0 is the solution of Eqs. (23) and (24) with n = 1, i.e.,
with KMS boundary conditions. Expanding the permanent/determinant along row, say, k we get
which is clearly a solution of Eq. (23). Similarly, we can readily verify that Eq. (25) is also solution of Eq. (24) by expanding the permanent/determinant along column k. It remains to check that the G 0,n in Eq. (25) fulfills the KMS relations. The contour argument z k appears in all the G 0 of the k-th row of Eq. (25) and nowhere else. Therefore when we move z k from the starting to the ending point of γ all entries of row k pick up a (±) sign. Since the permanent/determinant of a matrix in which we multiply a row by (±) is (±) the permanent/determinant of the original matrix we conclude that G 0,n is (anti)periodic with respect to the first n contour arguments. With a similar reasoning one can prove that G 0,n is (anti)periodic with respect to the last n contour arguments. This concludes the proof. The Wick theorem has been proven without any assumption on the shape of the contour and without any assumption on the form of the single-particle Hamiltonian h(x, z) along the contour. Inserting Eq. (25) into, e.g., Eq. (20) we get the MBPT formula for the one-particle Green's function
which is an exact expansion of the interacting G in terms of the noninteracting G 0 . The MBPT for higher order Green's functions can be derived similarly. In the next Section we discuss how the variuos GFF's follow from Eq. (28).
Matsubara, Keldysh and zero-temperature formalisms
In the Konstantinov-Perel' formalism the Green's function G is given by Eq. (28) where the z-integrals run on the contour of Fig. 2 . It is worth stressing that if the times t a and t b in G(a; b) are smaller than a maximum time T then it is sufficient to perform the z integrals over a shrunken contour like the one illustrated in Fig. 5 . This is a direct consequence of the fact that if the contour is longer than T then the terms with integrals after T cancel off [15] . γ . .
. The Matsubara GFF is used to calculate Green's function with imaginary times and it is typically applied to systems in equilibrium at finite temperature. For this reason the Matsubara GFF is also called the "finite-temperature formalism". To calculate G with imaginary-time arguments we can choose T = t 0 in Fig. 5 and hence shrink the horizontal branches to a point leaving only the vertical track. Therefore the Matsubara GFF consists of expanding the Green's function as in Eq. (28) with the z-integrals restricted to the vertical track. It is important to realize that no assumptions, like the adiabatic or the zero-temperature assumption, are made in this formalism. The Matsubara GFF is exact but limited to initial (or equilibrium) averages. Equivalently we can say that the Matsubara G is the same as the Konstantinov-Perel' G on the vertical track.
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The formalism originally used by Keldysh was based on the adiabatic assumption. The Keldysh Green's functions are again given by Eq. (28) but the z-integrals are done over the contour of Fig. 3 and the Hamiltonian changes along the contour as illustrated in the same figure. The important simplification of the Keldysh GFF is that the interaction v is zero on the vertical track. Consequently in Eq. (28) we can restrict the z-integrals to the horizontal branches. Like the Konstantinov-Perel' formalism, the Keldysh GFF can be used to deal with nonequilibrium situations in which the external perturbing fields are switched on after time t 0 . In the special case of no external fields we can calculate interacting equilibrium Green's functions at any finite temperature with real-time arguments.
The zero-temperature formalism relies on the zero-temperature assumption. As we already discussed this assumption makes sense only in the absence of external fields. The corresponding zero-temperature Green's function is given by Eq. (28) in which the z-integrals are done over the contour of Fig. 4 and the Hamiltonian changes along the contour as illustrated in the same figure. Like in the Keldysh GFF the interaction v vanishes along the vertical track and hence the zintegrals can be restricted to a contour that goes from −∞ to ∞. The contour ordering operator is then the same as the standard time-ordering operator. For this reason the zero-temperature Green's function is also called time-ordered Green's function. The zero-temperature GFF allows us to calculate the interacting G in equilibrium at zero temperature with real-time arguments. It cannot, however, be used to study systems out of equilibrium and/or at finite temperature. In some cases, however, the zero-temperature formalism is used also at finite temperatures (finite β) as the finite temperature corrections are small. This approximated formalism is sometimes referred to as the real-time finite temperature formalism [1] . We emphasize that in the real-time finite-temperature formalism (like in the Keldysh formalism) the temperature enters in Eq. (28) only through G 0 which satisfies the KMS relations. In the Konstantinov-Perel' formalism, on the other hand, the temperature enters through G 0 and through the contour integrals since the interaction is nonvanishing along the vertical track.
Generalized Wick's theorem
The MBPT of the exact GFF requires the knowledge of the operatorĤ M on the vertical track. In many physical situations, however, it is easier to specify the initial state (or initial density matrix) instead ofĤ M . In these cases the preliminary step to apply MBPT consists in obtaininĝ H M fromρ, something that can be rather awkward. For instance ifρ = |Ψ Ψ| is a pure state thenĤ M is an operator with |Ψ as the ground state. The existence of a generalized Wick's theorem that uses directlyρ would be of very valuable. In this Section we will show how to construct such a generalized framework.
We consider again Eq. (4) but this time we do not incorporateρ in the contour ordering. In Eq. (4) the contour γ is that of Fig. 1 and the Hamiltonian is the physical Hamiltonian which, for simplicity, we take as the sum ofĤ 0 in Eq. (22) andĤ int in Eq. (18). We write the exponential in Eq. (4) as the product of two exponentials, one containingĤ 0 and the other containingĤ int , like we did in Eq. (19). The subsequent expansion of G in powers ofĤ int leads to the expansion
and similarly for higher order Green's function. In Eq. (29) the Green's functions g n are noninteracting Green's functions averaged with an arbitrary density matrixρ
We will now prove a generalized Wick theorem to write these g n in terms of the one-particle Green's function g ≡ g 1 and the n-particle reduced density matrices Γ n defined in Eq. (3). The Green's functions g n satisfy the noninteracting MSH on the contour of Fig. 1 . The problem in solving the MSH to obtain the g n 's is that we cannot use the KMS relations as boundary conditions. Indeed it is easy to verify that the g n are not (anti)periodic along the contour. A convenient choice of boundary conditions follows directly from the definition of g n and reads
(±i)
where the limit is taken with the order z 1 < . . . < z n < z ′ n < . . . < z ′ 1 of the contour arguments. The permanent/determinant
is a solution of the MSH but, in general, with the wrong boundary conditions. In Eq. (32) the symbol | . . . | ± signifies the permanent/determinant of the matrix inside the vertical bars. The particular solution must be supplied with the solution of the homogeneous equations
to satisfy the correct boundary conditions. We observe thatg n is not discontinuous when its contour arguments cross each other since in the right hand side of Eqs. (33) and (34) there is no δ-function. Consequently the equal-time limit ofg n is independent of the order of the contour arguments. Let us start by showing how to solve the MSH for g 2 . We write g 2 = |g| 2 +g 2 where g satisfies the first equation of the MSH with boundary conditions (±i) lim
The boundary conditions forg 2 follow directly from Eq. (31) and read
Next we consider the spectral function on the contour
This function takes the same value for z 1 = t 1± and z ′ 1 = t ′ 1± and satisfies the equations
Furthermore, due to the (anti)commutation rules of the field operators
is clearly the solution of the homogeneous MSH with the correct boundary conditions, see Eq.
(36). We can manipulate Eq. (40) by introducing a linear combination of δ-functions on the contour
The spectral function appearing in Eq. (40) can be written as
and
Inserting these expressions into Eq. (40) we find
where
is the two-particle initial-correlation function. In conclusiong 2 can be written in terms of g and Γ n with n ≤ 2. Since g 2 = |g| 2 +g 2 this result provides a decomposition of g 2 in terms of g and reduced n-particle denity matrices. The generalization of Wick's theorem to g n reads
In this formula P and Q are a subset of l ordered indices between 1 and n whereasP andQ is the ordered complementary subset. For instance if n = 3 and l = 1 then we can have P = 1 and henceP = (2, 3), or P = 2 and henceP = (1, 3), or P = 3 and henceP = (1, 2) . The sign of the various terms is given by |P + Q| = l i=1 (p i + q i ) where p i and q i are the indices in the l-tuple P and Q. The solution of the homogeneous MSH with the correct boundary conditions isg
where the integral is over all barred variables and the n-particle initial-correlation functions are given by
with
This is a recursive formula for the C n . The collective coordinate X P = (x p 1 . . . x p l ) is a subset of the coordinates (x 1 . . . x n ) and similarly the collective coordinate
) is a subset of the coordinates (x ′ 1 . . . x ′ n ). We defer the reader to Ref. [12] for the proof of the generalized Wick theorem. Here we observe that with the generalized Wick theorem we can express g n in terms of g and Γ n . Since Γ n can easily be calculated fromρ the generalized Wick theorem is especially suited to do MBPT when we knowρ instead ofĤ M . We further observe that the generalized Wick theorem has the same mathematical structure of the Laplace expansion for the permanent/determinant of the sum of two matrices A and B [15] 
where |A| l (P ; Q) is the permanent/determinant of the l × l matrix obtained with the rows P and the columns Q of the matrix A. The same notation has been used for the matrix B. With the identification A kj = g(k; j ′ ) and |B| m−l (P ;Q) =g m−l (P ;Q ′ ) for l = 1 . . . m − 2 and the definitiong 1 ≡ 0 Eqs. (46) and (50) 46) generates the usual series of connected diagrams for the Green's function in powers of the interaction (the disconnected diagrams are zero since they are integrated from t 0 to t 0 and have no external points). The remaining terms in Eq.(46) are linear in the functionsg m with m = 2, . . . , n. As a consequence of Eq.(47) these functions can be diagrammatically represented by blocks C m with m ingoing and m outgoing g lines. Since the Wick expression (46) is linear in theg m each diagram contribution to the Green's function contains at most one correlation block. In Fig. 6 we display the diagrams for the Green's function up to first order in the interaction involving four diagrams with a C 2 block and one diagram with a C 3 block. The last three diagrams, however, vanish since for those diagrams there are internal time-integrations for Green's funtion lines that enter and leave a C m block that can be reduced to a point, since the initial correlation block only exists at time t 0− . The fact that the C m blocks are not repeated within a single diagram prevents us from deriving an irreducible self-energy in terms of them. We can, however, define a reducible self-energy σ r and write the Green's function as G(1; 2) = g(1; 2) + γ d1d2 g(1;1)σ r (1;2)g(2; 2)
where we used the notationγ for the contour of Fig.1 to distinguish it from the extended contour γ that we will use later. The reducible self-energy can be split into three contributions. These are the sets of self-energy diagrams that start with an interaction line at their entrance vertices, and end with a correlation block at their exit vertices, denoted by σ L r , the diagrams that start with a correlation block and end with an interaction line, denoted by σ R r , and the remaining diagrams (which either contain no correlation block or contain a correlation block only attached to internal vertices) which we will denoted byσ r . The labels L and R therefore refer to the location of an interaction line at the entrance vertices. We can thus write σ r =σ r + σ 
