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Abstract
We introduce the concept of a geometric horizon, which is a surface dis-
tinguished by the vanishing of certain curvature invariants which charac-
terize its special algebraic character. We motivate its use for the detection
of the event horizon of a stationary black hole by providing a set of appro-
priate scalar polynomial curvature invariants that vanish on this surface.
We extend this result by proving that a non-expanding horizon, which
generalizes a Killing horizon, coincides with the geometric horizon. Fi-
nally, we consider the imploding spherically symmetric metrics and show
that the geometric horizon identifies a unique quasi-local surface corre-
sponding to the unique spherically symmetric marginally trapped tube,
implying that the spherically symmetric dynamical black holes admit a
geometric horizon. Based on these results, we propose a suite of conjec-
tures concerning the application of geometric horizons to more general
dynamical black hole scenarios.
1
21 Introduction
In General Relativity (GR), black holes are exact solutions which may be in-
terpreted as physical objects formed from the gravitational collapse of fuel-
exhausted stars. As such, they present an excellent arena to explore the con-
nection between gravitation, thermodynamics and quantum theory. A defining
feature of a black hole is its event horizon, which is the boundary of the re-
gion from where signals can be sent to a distant asymptotic external region.
The event horizon is typically identified as the surface of the black hole and
relates its area to the entropy of the black hole. However, the event horizon is
essentially a teleological object, as we must know the global behaviour of the
spacetime in order to determine the event horizon locally. That is, the event
horizon depends on the whole future evolution of the spacetime [1].
To study the behaviour of black holes, for example in numerical GR [2] in the
3+1 approach or in the Cauchy-problem in GR, it is crucial to locate a black hole
locally. Of course, such a characterization may not rely on the existence of an
event horizon alone, as realistic black holes undergo evolutionary processes and
are usually dynamical. To address this, Penrose [3] introduced the important
concept of closed trapped surfaces, which are compact spacelike surfaces (usually
topological spheres) such that the expansion of the future-pointing null normal
vectors are negative. Considering time-dependent situations, the event horizons
(which are null surfaces) familiar from the study of stationary black holes are
replaced in practice by apparent horizons defined as the locus of the vanishing
expansion of a null geodesic congruence emanating from a trapped surface S
with spherical topology [4].
Unlike the event horizon, the apparent horizon is a quasi-local concept, and
it is intrinsically foliation-dependent; this is because it is a 2-surface that is
dependent on the choice of asymptotically flat 3-surfaces which foliate space-
time, and consequently will depend on the observer in dynamical situations. In
numerical studies of collapse, it is more practical to track apparent horizons be-
cause, as already noted, the event horizon requires the knowledge of the entire
future history of the spacetime. For example, apparent horizons are employed
in simulations of high precision waveforms of gravitational waves arising from
the merger of compact-object binary systems or in stellar collapse to form black
holes in numerical relativity. The successful observations by the LIGO collab-
oration of gravitational waves from black hole mergers relied upon numerical
simulations based on apparent horizons [5].
In practice the definition of an apparent horizon is difficult to use, and
other quasi-local surfaces are often employed instead. In particular, two quasi-
local surfaces, marginally trapped tubes (MTTs) and trapping horizons (THs),
which bound the event horizon of a dynamical black hole, play an important
role [6]. These surfaces are extensions of the concept of a future-trapped surface,
S, which is a closed two-surface with the property that the expansions in each
of the two future-pointing null vectors normal to the surface, ℓa and na, are
everywhere negative:
θ(ℓ) = q¯
ab∇aℓb < 0, and θ(n) = q¯ab∇anb < 0 (1)
where q¯ab = gab+ℓanb+ℓbna is the induced two metric on S. We will always nor-
malize the null vectors such that ℓan
a = −1 to ensure they are outward/inward
3pointing null vector fields. As an example of such a surface, for equilibrium
states of dynamical black holes an alternative to the restrictive concept of a
stationary horizon is given by the quasi-local weakly isolated horizons, which
account for equilibrium states of black holes and cover all essential local fea-
tures of event horizons which are unaffected by the dynamic evolution of the
surrounding spacetime [1, 7].
Definition 1.1. A sub-manifoldH of a spacetime is said to be a non-expanding horizon (NEH)
if
• H is topologically S2 ×R and null.
• Any null normal ℓa of H has vanishing expansion θ(ℓ) = 0 and
• The Einstein field equations hold at H and the stress-energy tensor Tab is
such that −T abℓb is future-causal for any future directed null normal ℓa.
The pair (H, ℓ) is said to constitute a weakly isolated horizon (WIH) provided
H is an NEH and any null normal proportional to ℓa satisfies
(LℓDa −DaLℓ)ℓb = 0
where Da is the induced torsion-free derivative operator on H. For any NEH
with the condition that θ(ℓ) = 0 on H implies that Da will be unique [8].
A WIH is essentially a three-dimensional (3D) null surface with topology S2×R
with an outgoing expansion rate which vanishes on the horizon (with some
additional conditions) [1]. The null normal vector is a local time-translational
Killing vector field for the intrinsic geometry of the horizon, leading to the
invariance under time evolution with respect to ℓa of the induced metric and the
induced derivative operator, which is directly expressible by the isolated horizon
condition. All these conditions are local to the horizon, and require neither
asymptotic structures nor foliations of spacetime. Every Killing horizon which
is topologically S2 × R is an isolated horizon. However, in general, spacetimes
with isolated horizons need not admit any Killing vector fields for the spacetime,
even in a neighborhood.
A trapped region T is defined as a subset of spacetime where each point of this
region passes a trapped surface. The trapping boundary ∂T is a connected com-
ponent of the boundary of an inextendible trapped region. Unlike the MTTs,
the trapping boundary is not foliated by marginally trapped surfaces (MTSs)
which are compact spacelike two-dimensional (2D) submanifolds on which the
expansion of one of the null normals vanishes, and the other is non-positive.
While ∂T is non-local, the concept of a trapping surface leads to the following
quasi-local analogue of a future event horizon [9, 10] (also known as an apparent
horizon [11] in applications):
Definition 1.2. A future outer trapping horizon (FOTH) is a smooth 3D sub-
manifold H of spacetime, foliated by closed 2D submanifolds S, such that
• the expansion of one future direction null normal to the foliation, say ℓa,
vanishes, θ(ℓ) = 0;
• the expansion of the other future directed null normal, na, is negative,
θ(n) < 0; and
4• the directional derivative of θ(n) along n
a is negative, Lnθ(ℓ) < 0.
The Raychaudhuri equation shows that H is either spacelike or null if the shear
σab of ℓ
a and the matter flux Tabℓ
aℓb across H vanish. In this case H is a
NEH (i.e., a WIH). The FOTH is spacelike in the dynamical region where
gravitational radiation and matter fields are pouring into it, and is null when it
has reached equilibrium. By relaxing the condition that Lnθ(ℓ) is negative we
have the definition of a dynamical horizon:
Definition 1.3. A smooth, 3D spacelike submanifold (possibly with boundary),
H′ of spacetime is said to be a dynamical horizon (DH) if it can be foliated by
closed 2D submanifolds S′, such that
• the expansion of one future direction null normal to the foliation, say ℓa,
vanishes, θ(ℓ) = 0;
• the expansion of the other future directed null normal, na, is negative,
θ(n) < 0.
Since MTTs depend on the choice of a reference foliation of spacelike hy-
persurfaces, they are non-unique. The non-uniqueness of trapped surfaces is
inherited by everything based on them, such as MTTs and including dynamical
horizons. To resolve this we could use the well defined event horizon and ac-
cept its teleological properties, treat all possible MTTs and dynamical/trapping
horizons as equally valid, use some other non-local boundary, or try to define
preferred marginally trapped tubes [6].
A dynamical horizon is better suited to analyse dynamical processes involv-
ing black holes, such as black hole growth and coalescence. A dynamical horizon
is a 3D spacelike hypersurface foliated by marginally trapped 2D compact sur-
faces, which can transition to an isolated null NEH when the flux of gravitational
radiation or matter across it is zero. Fluxes of energy and angular momentum
carried by gravitational waves across a dynamical horizon necessarily cause the
area of such surfaces to increase with time, and the corresponding change in the
horizon cross section area was analysed in [12, 13]. Due to back scattering, the
transition to equilibrium takes an infinite time. However, considering a finite
time transition is more instructive for it involves a smooth matching between
dynamical and non-expanding horizons. As it was illustrated in [12, 13], angu-
lar momentum, energy, area, and surface gravity of the horizons cross sections
match smoothly.
The Vaidya solution provides a simple and explicit example of a dynam-
ical horizon [14, 15, 16]. In addition, for an appropriate mass function the
Vaidya solution provides examples of the transition from the dynamical to iso-
lated horizons. The Vaidya solution admits spherically symmetric marginally
trapped surfaces. The existence of non-spherically symmetric dynamical hori-
zons which asymptote to the NEH was discussed in [1] where it was shown that
if a hypersurface admits a dynamical horizon structure, it is unique. However,
if a spacetime has several distinct black holes, it may admit several distinct
non-unique dynamical horizons. If one considers dynamical horizons which are
also FOTHs (spacelike future outer trapping horizons, SFOTHs), then one can
show that if two non-intersecting SFOTHs become tangential in a finite time
to the same NEH, then they either coincide or one is contained in the other.
5However, one cannot rule out the existence of more than one SFOTH which
asymptotes to the NEH if they intersect each other repeatedly.
In this paper we will explore the relationship between these surfaces for
black holes admitting stationary horizons and NEHs, and for the spherically
symmetric dynamical black hole solutions. We will introduce a new surface to
study, defined by the requirement that the Ricci and Weyl tensors are more
algebraically special on this surface as compared to the rest of the spacetime.
This condition will be defined in terms of the vanishing of scalar curvature
invariant, which implies that these surfaces are foliation independent. In section
2 we review the discriminant scalar polynomial invariants, and show how they
can be used to determine when a spacetime becomes algebraically special. In
section 3 we discuss the event horizon for stationary black holes which is a
Killing horizon and are detectable by scalar curvature invariants; we posit that
these invariants are related to the discriminant invariants. In section 4 we show
that other horizons beyond Killing horizons are detectable by invariants, namely
the NEHs, WIHs and the dynamical horizon of a spherically symmetric metric.
We also discuss how the dynamical horizons of less idealized black hole solutions
could be detected using invariants. Motivated by these results we introduce the
geometric horizon detection conjectures in section 5. In section 6 we summarize
the results and discuss their applications.
There are five appendices. In Appendix A we provide the Kerr-Newman-
NUT-(Anti)-de Sitter metric as an example to show that a frame exists for which
the curvature tensor and its covariant derivatives becomes algebraically special
on the event horizons of this metric. In Appendix B we compare the Page-
Shoom invariants and the discriminant scalar polynomial curvature invariants
for the Kerr-Newman-NUT-(Anti)-de Sitter metric and show that the invariants
share a common factor. In Appendix C we review the geometric identities for
the contractions of the Riemann tensor and its covariant derivatives in order
to determine a minimal basis for the set of polynomials formed from them and
possibly simplify the discriminant invariants. In Appendix D we present the
necessary type II/D conditions for the Weyl tensor using discriminant invari-
ants. In Appendix E we summarize the abbreviations frequently used in this
paper.
62 Discriminating Scalar Polynomial Curvature
Invariants
The introduction of alignment theory [17, 18, 19] allows for the algebraic clas-
sification of any tensor in a Lorentzian spacetime of arbitrary dimensions using
boost weight (b.w.). The dimension-independent theory of alignment can be
applied to the tensor classification problem for the Weyl tensor in higher dimen-
sions [17, 18, 19], and to the classification of second-order symmetric tensors,
such as the Ricci tensor, and tensors involving covariant derivatives. The Ricci
tensor can also be classified according to its eigenvalue structure. In a related
way, the classification of the Weyl tensor can be obtained by introducing bivec-
tors, where the Weyl bivector operator is defined in a manner consistent with
its b.w. decomposition [20].
The classifications of the Weyl tensor are distinct in higher dimensions; how-
ever, in four dimensions (4D) they yield the Petrov classificaton [21]. Using the
b.w. decomposition and curvature operators together, the algebraic classifica-
tion of the Weyl tensor and the Ricci tensor (and their covariant derivatives)
in higher dimensions can be refined by exploiting their eigenbivector and eigen-
value structure. A tensor of a particular special algebraic type will have an
associated operator with a restricted eigenvector structure, and this can then
be used to determine necessary conditions for the algebraic type.
If a tensor is of alignment type II, there exists a frame where all components
with positive b.w. vanish. If a tensor is of alignment type D then there exists
a frame where all components with non-zero b.w. vanish. Using discriminants,
we can completely determine the eigenvalues of the curvature operator (up to
degeneracies) yielding, for example, necessary conditions in terms of simple
scalar polynomial (curvature) invariants (SPIs) for the Weyl and Ricci curva-
ture operators to be of algebraic type II or D in arbitrary dimensions [22, 23].
Necessary conditions for the covariant derivatives of the Ricci and Weyl tensor
to be algebraically special can be found by forming 2 or 4 index tensors from
them.
2.1 Discriminant Analysis
A SPI of order k is a scalar obtained by the contraction of copies of the Riemann
tensor and its covariant derivatives up to the order k. In arbitrary dimensions,
requiring that all of the zeroth order polynomial Weyl invariants vanish implies
that the Weyl type is III, N, or O (similarly for the Ricci type). SPIs have
been used in the study of V SI and CSI spacetimes, where all of the SPIs
vanish or are constant, respectively [24, 25, 26, 27, 28]. In [24] it was proven
that a 4D Lorentzian spacetime metric is either I-non-degenerate, and hence
completely locally characterized by its SPIs, or it is either locally homogeneous
or degenerate Kundt [29].
For any tensor of b.w. type II (or D) the eigenvalues of the corresponding
operator need to be of a special form; the resulting invariants for a tensor of
type II are the same as that for a type D tensor. For the ensuing discussion we
will assume the tensor is of type II. If the Ricci tensor is to be of type II, it is of
Segre type {(1, 1)11...1}, or simpler. Therefore, the Ricci operator has at least
one eigenvalue of (at least) multiplicity 2. Furthermore, all the eigenvalues are
7real. In D dimensions, we may consider the Weyl bivector operator C cdab as the
map
C : Λ2M → Λ2M
and examine its eigenvalues. If the Weyl tensor is of type D, then the operator C
has at least (D− 2) eigenvalues of (at least) multiplicity 2 [20]. In this manner,
the algebraic types are connected to the eigenvalue structure and allow for the
construction of the necessary discriminants.
In D dimensions, the Ricci and Weyl type II/D necessary conditions are
(m = D(D − 1)/2):
Ricci: DDD = 0, (2)
Weyl: mDm =
mDm−1 = ... = mDm−D+2 = 0, (3)
which are discriminants defined in terms of SPIs[22, 23]. Note that the Ricci
syzygy, as a polynomial in terms of the Ricci tensor components, is of order
D(D − 1), while the highest Weyl syzygy is of order D(D2 − 1)(D − 2)/4. We
are interested in 4D, and so the Ricci and Weyl syzygies are of order 12 and 30,
respectively. These conditions are necessary conditions, but are not sufficient,
since the characteristic equation for different algebraic types may be identical
and consequently the SPIs are also identical. For example, a five dimensional
(5D) spacetime which has a Weyl tensor with SO(2) isotropy fulfills the type
II or D necessary conditions [22, 23].
2.1.1 Ricci Type II/D in 4D
To determine the type II/D conditons for the Ricci tensor, we consider a general
2-index tensor, which is assumed to be symmetric and trace-free (S1 = 0) in
4D. The discriminant 4D4 is given by:
4D4 =
1
8
S2
6 − 5
4
S2
4S4 − 17
18
S3
2S2
3
+4S2
2S4
2 + 2S3
2S2 S4 − 1
3
S3
4 − 4S43, (4)
where Sab is the trace-free symmetric Ricci tensor Rab − 14Rgab, and Si is the
trace of the ith power of this tensor.
This 12th order SPI can be written in a shorter form using:
s2 = −1
2
SabS
b
a = −
1
2
S2,
s3 = −1
3
Sabs
b
cs
c
a = −
1
3
S3,
s4 =
1
8
(SabS
b
a)
2 − 1
4
SabS
b
cS
c
dS
d
a =
1
8
S22 −
1
4
S4. (5)
The condition 4D4 = 0 for the 4D symmetric trace-free Ricci tensor to neces-
sarily be of Ricci type II/D in 4D is then [22, 23]:
D ≡ 4D4 = −s23(4s32 − 144s2s4 + 27s23) + s4(16s42 − 128s4s22 + 256s24) = 0. (6)
82.1.2 Weyl Type II/D in 4D
Necessary and sufficient real conditions for the Weyl tensor to be of type II/D
are given by the vanishing of the two SPIs [22, 23]:
W1 ≡ −11W 32 + 33W2W4 − 18W6, (7)
W2 ≡ (W 22 − 2W4)(W 22 +W4)2 + 18W 23 (6W6 − 2W 23 − 9W2W4 + 3W 32 ), (8)
where
W2 =
1
8
CabcdC
abcd, (9)
W3 =
1
16
CabcdC
cd
pqC
pqab,
W4 =
1
32
CabcdC
cd
pqC
pq
rsC
rsab,
W6 =
1
128
CabcdC
cd
pqC
pq
rsC
rs
tuC
tu
vwC
vwab.
These two conditions are equivalent to the real and imaginary parts of the
complex syzygy I3 − 27J2 = 0 in terms of the complex Weyl tensor in the
Newman-Penrose (NP) formalism [21]. Computationally it might be useful to
eliminate W6 from (7) and (8) in order to obtain a single necessary condition.
We can apply this result to any Weyl candidate (a 4-index tensor with the same
symmetries as Weyl tensor)
Ccacb = 0, Ca(bcd) = 0.
Alternatively, we can use I1 = CabcdC
abcd to construct the the trace-free oper-
ator:
T ea = CabcdC
ebcd − I1
4
δ ea
with the invariants:
W˜4 ≡ CabcdCebcdCeb1c1d1Cab1c1d1 (10)
W˜6 ≡ CabcdCa1bcdCa1b1c1d1Ca2b1c1d1Ca2b2c2d2Cab2c2d2
W˜8 ≡ CabcdCa1bcdCa1b1c1d1Ca2b1c1d1Ca2b2c2d2Ca3b2c2d2Ca3b3c3d3Cab3c3d3 .
The discriminant analysis also gives the coefficients of the characteristic equation
as:
w2 = −1
2
W˜4 +
1
8
I21 , (11)
w3 = −1
6
W˜6 +
1
4
I1W˜4 − 1
24
I31 ,
w4 =
1
8
W˜ 24 +
1
32
I21W˜4 +
5
256
I41 −
1
4
W˜8 +
1
4
I1W˜6.
Therefore, the necessary condition for the operator T ea to be type II/D is
similar to equation (6):
4D4 ≡ −2w23(42w32−1442w22w4+272w23)+2w4(162w2−1282w42w22+2562w24) = 0
(12)
9The discriminant analysis provides syzygies expressed in terms of the SPIs by
treating the Weyl tensor as a trace-free operator acting on the six-dimensional
vector space of bivectors. The type II/D condition is 6D5 =
6D6 = 0; however,
these conditions are very large (see Appendix D).
As the necessary and sufficient conditions (7) and (8) are of lower order than
the corresponding discriminant SPI for the Weyl tensor, it is possible that this
discriminant SPI can be factored.
2.1.3 The Riemann tensor and other tensors in 4D
If a spacetime is of Riemann type II, the Weyl type II and Ricci type II
necessary conditions hold, and there are additional alignment conditions (e.g.,
CabcdR
bd, CabcdR
beR de are of type II). Applying the necessary conditions to the
full Riemann tensor (to be of type II/D), implies that both the Weyl and Ricci
tensor are of type II/D and aligned. We note that we will also obtain syzygies
for mixed tensors of the form:
Lab = CacbdR
cd, Mab = CacbdR
c
eR
ed, Nab = CcafgC
fg
dbR
cd,
to be of type II/D. The type II/D condition implies that we have the syzygy
4D4 = 0 for all of the trace-free tensors arising from L = (L
a
b), M = (M
a
b), and
N = (Nab).
2.2 Examples
To illustrate the applicability of the discriminant SPIs we present four examples.
An arbitrary 5D Spacetime: For the trace-free Ricci tensor, we note that
typeD has to be of Segre type {(1, 1)111} or simpler, implying that 2 eigenvalues
are equal, while the remaining eigenvalue has to be real. The vanishing of 5D5
is a necessary condition for the trace-free tensor S to be of type II (or D) in
5D. Thus, the 20th order discriminant D ≡ 5D5 is the related SPI.
For the ten-dimensional Weyl tensor, the type II bivector operator C has
3 eigenvalues of minimum multiplicity 2, and the necessary condition for the
Weyl tensor to be of type II (or D) in 5D is the vanishing of the SPIs 10WD10 =
10
WD9 =
10
WD8 = 0. These are discriminants of order 90, 72 and 56, respectively.
Additional necessary conditions can also be found using combinations of the
Weyl tensor; for example, the operator T ab = C
acdeCbcde. This gives again
5
TD5 = 0 (
5
TD4 ≥ 0), which is a 20th order syzygy (in the square of the Weyl
tensor).
5D Schwarzschild spacetime: For the Weyl operator C we get
10D10 =
10D9 = · · · = 10D4 = 0, 10D3 > 0, 10D2 > 0.
This implies that the Weyl operator has 3 distinct real eigenvalues and this
spacetime is of type D [20].
10
5D space with complex hyperbolic sections. Let us consider [20]:
ds2 = −dt2 + a(t)2
[
e−2w
(
dx+ 12 (ydz − zdy)
)2
+e−w
(
dy2 + dz2
)
+ dw2
]
. (13)
For the Weyl operator C we get
10D10 =
10D9 = · · · = 10D4 = 0, 10D3 > 0, 10D2 > 0.
This implies that the Weyl operator has 3 distinct real eigenvalues. However,
the following coefficients of the characteristic equation vanish: a10 = a9 = a8 =
... = a4 = 0, signaling that there is a zero-eigenvalue of multiplicity 7. Thus,
this spacetime is not of type II/D. In fact, it is I-non-degenerate which can be
shown by computing the operator T ab = C
acdeCbcde which is of “Segre” type
{1, (1111)}.
The 5D rotating black ring. The 5D rotating black ring [30, 31] is generally
of type Ii, but in certain regions and for particular values of the parameters λ
and µ it can also be of type II or D (the case λ = 1 corresponds to the type D
Myers-Perry metric) [32, 33]. The trace-free and symmetric part of the operator
T ab = C
acdeCbcde gives a discriminant which leads to a necessary condition on
the algebraic type of the Weyl tensor in the region of Lorentzian signature for
the fixed ‘target’ point locally defined by x = 0, y = 2 [22, 23]:
5
TD5 =
λ12(λ− µ)12(2µ− 1)2(1 − λ)4(1 + λ)4
(1− 2λ)113 F (µ, λ). (14)
where F (µ, λ) is a polynomial which is generally not zero. For this particular
choice of target point, the horizon is located there if µ = 1/2, and we see that
5
TD5 = 0 (with
5
TD4 > 0), which signals that the spacetime is of Weyl type II
on the horizon. Computationally, it is simpler to work with T and the 40th
order SPI 5TD5 than the related SPI for the Weyl tensor as an operator.
2.3 Differential invariants
To determine whether the covariant derivatives of the Ricci tensor Rab;cd...,
are also of type II or D, we could study the eigenvalue structure of the op-
erators constructed from the tensor Rab;cd... and apply the type II/D neces-
sary conditions. For example, considering the trace-free parts of the tensors
Tab = Rac:dR
c;d
b , R;ab,Rab, . . . , we obtain necessary conditions of the form of
equation (6) but with the si ≡ Tr(Ti), i = 2, 3, 4. This can be repeated for the
Weyl tensor and in higher dimensions [34].
For example, we can construct the second order symmetric and trace-free
operator, T ef , for the covariant derivative of the Weyl tensor, Cabcd;e defined
by:
T ef ≡ Cabcd;eCabcd;f −
1
4
δefC
abcd;e′Cabcd;e′
The resulting differential invariants may be simplified using the FKWC bases
for the Riemann SPIs to eliminate Riemannian SPIs that can be expressed in
terms of the bases. Additionally one can use geometric identities and conserved
tensor quantities to induce further simplification (see Appendix C).
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Example. We consider the operator T µν defined above for the 4D type D Kerr
metric. The type D/II necessary condition is then the vanishing of:
4
TD4 =
m24a4G2−G
2
+(r
2 + a2 − 2mr)2(r2 + a2 cos2 θ − 2mr)2 sin4 θ
(r2 + a2 cos2 θ)92
f21 f2,
where G± ≡ r4 ± 4ar3 cos θ − 6a2r2 cos2 θ ∓ 4a3r cos3 θ + a4 cos4 θ, and f1 =
f1(a,m, r, cos θ) and f2 = f2(a,m, r, cos θ) are polynomials. With the exception
of the horizon, the ergosphere, and some other special points, this invariant will
be non-zero and so Cabcd;e cannot be of type D/II (generically) outside the
horizon. This is confirmed explicitly using the Cartan algorithm to construct
the appropriate frame in Appendix A.
2.3.1 Necessary 4D conditions for the covariant derivative of the
Weyl tensor to be of type II/D
To determine the algebraic type of the covariant derivative of the Weyl tensor,
Cabcd;µ, we consider a second order symmetric and trace-free operator T
a
b to
obtain the necessary type II/D condition (6) of the form D ≡ 4D4 = 0.
Let us consider two possible combinations, and from both we can derive
necessary conditions. The first is the trace-free symmetric tensor 1Sab =
1T ab
defined above:
1T ab ≡ Cefcd;aCefcd;b −
1
4
δab
1I2, (15)
where
1I2 ≡ Cabcd;eCabcd;e, (16)
and we define
1
I4 ≡ C
abcd;e
Cabcd;e1C
a1b1c1d1;e1Ca1b1c1d1;e (17)
1
I6 ≡ C
abcd;e
Cabcd;e1C
a1b1c1d1;e1Ca1b1c1d1;e2C
a2b2c2d2;e2Ca2b2c2d2;e
1
I8 ≡ C
abcd;e
Cabcd;e1C
a1b1c1d1;e1Ca1b1c1d1;e2C
a2b2c2d2;e2Ca2b2c2d2;e3C
a3b3c3d3;e3Ca3b3c3d3;e.
Computing the coefficients of the characteristic equation in terms of these:
1s2 = −1
2
1I4 +
1
8
1I22 , (18)
1s3 = −1
3
1I6 +
1
4
1I2
1I4 − 1
24
1I32 ,
1s4 =
1
8
1I24 −
5
32
1I22
1I4 +
5
256
1I42 −
1
4
1I8 +
1
4
1I2
1I6.
The necessary condition for this operator to be of type II/D is equivalent in
form to the condition given in equation (6):
1D = 1X ≡ −1s23(41s32−1441s21s4+271s23)+1s4(161s42−1281s41s22+2561s24) = 0
(19)
12
Expanding this expression, we obtain explicitly:
1X =
8
3
1I2
1I6
1I4
4 − 25
2
1I6
21I8
1I2
2 − 4 1I83 − 1
3
1I6
4
+ 1/8 1I4
6
+
1
576
1I2
12
−11 1I8 1I2 1I6 1I42 − 15
4
1I8
1I2
31I6
1I4 − 27
16
1I8
1I4
21I2
4
+ 12 1I8
21I2
1I6
− 7
32
1I8
1I4
1I2
6 − 7
4
1I8
1I2
51I6 +
73
48
1I2
51I6
1I4
2
+
3
16
1I2
71I6
1I4 +
73
72
1I2
31I6
1I4
3
+
35
6
1I6
21I2
21I4
2
+
37
24
1I6
21I4
1I2
4
+ 2 1I6
21I8
1I4 +
5
2
1I8
21I2
21I4 − 1I631I2 1I4
−5
8
1I8
1I2
21I4
3
+
13
3
1I6
31I2
3 − 17
18
1I6
21I4
3
+
17
18
1I6
21I2
6
+ 4 1I8
21I4
2
+
13
16
1I8
21I2
4
−1
4
1I2
21I4
5
+
61
192
1I4
41I2
4
+
95
576
1I4
31I2
6
+
55
768
1I4
21I2
8
+
1
192
1I4
1I2
10
−5
4
1I8
1I4
4 − 1
16
1I8
1I2
8
+
5
72
1I2
91I6. (20)
Alternatively, we can construct the trace-free symmetric tensor 2Sab =
2T ab
where
2T ab ≡ Cafcd;eCbfcd;e −
1
4
δab
2I2, (21)
where
2I1 ≡ 1I2 ≡ Cabcd;eCabcd;e, (22)
and
2I4 ≡ Cabcd;eCa1bcd;eCa1b1c1d1;e1Cab1c1d1;e1 (23)
2I6 ≡ Cabcd;eCa1bcd;eCa1b1c1d1;e1Ca2b1c1d1;e1Ca2b2c2d2;e2Cab2c2d2;e2
2I8 ≡ Cabcd;eCa1bcd;eCa1b1c1d1;e1Ca2b1c1d1;e1Ca2b2c2d2;e2Ca3b2c2d2;e2Ca3b3c3d3;e3Cab3c3d3;e3 .
Computing the coefficients of the characteristic equation in terms of these:
2s2 = −1
2
2I4 +
1
8
2I22 , (24)
2s3 = −1
3
2I6 +
1
4
2I2
2I4 − 1
24
2I32 ,
2s4 =
1
8
2I24 −
5
32
2I4(
2I22 ) +
5
256
2I42 −
1
4
2I8 +
1
4
2I2
2I6.
The necessary conditions will take the form of (6) or (19); explicitly this will be
given by (20) where the index 1 is replaced by 2.
2.3.2 Necessary 4D conditions for the second covariant derivative of
the Weyl tensor to be of type II/D
The second covariant derivative of the Weyl tensor, Cabcd;ef , can be studied
using a second order symmetric and trace-free operator T ab to obtain the nec-
essary type II/D conditions of the form D ≡ 4D4 = 0. The simplest operator
to consider is the following:
T˜ ab ≡ Ca ;cdcbd ,
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and defining T˜i as the trace of the i
th power of this tensor, this expression can
be written in a shorter form using:
t2 = −1
2
T˜ abT˜
b
a = −
1
2
T˜2,
t3 = −1
3
T˜ abT˜
b
cT˜
c
a = −
1
3
T˜3,
t4 =
1
8
T˜ abT˜
b
a −
1
4
T˜ abT˜
b
cT˜
c
dT˜
d
a =
1
8
T˜2 − 1
4
T˜4 (25)
The necessary type II/D condition, which is of the same form as (6) and (19),
is then:
4D4 = X˜ ≡ −t23(4t32 − 144t2t4 + 27t23) + t4(16t2 − 128t4t22 + 256t24) = 0 (26)
3 Scalar invariants in stationary spacetimes and
type D conditions
For a 4D Lorentzian manifold M, if there exists any other geometric (invari-
antly defined) structure, such as for example an invariantly defined timelike
vector field, we can construct other invariants, potentially of lower order. As
an illustration, perfect fluid solutions have a timelike Ricci eigenfunction and a
stationary spacetime has a timelike Killing vector.
A vector field ζ on M is called a Killing vector if satisfies £ζgab = 0, where
£ζ denotes the Lie derivative with respect to ζ. This condition is equivalent to
∇(aζb) = 0, which implies Fab ≡ ∇aζb is a closed (Killing) 2-form, and using
the Ricci identity its covariant derivative becomes:
∇bFac = −Racbdζd. (27)
In general, neither the norm of the Killing vector λ ≡ ζaζa nor the the spacetime
dimension and its matter content need be restricted. However, in the particular
case of Ricci-flat 4D spacetimes there are additional properties [35].
Employing complex quantities one can simplify the computations consid-
erably. The self-dual Weyl tensor, and the self-dual Killing 2-form, Fab ≡
Fab + iF
∗
ab, satisfying the algebraic properties displayed in [35], can be defined.
Then the differential conditions satisfied by Fab and F
∗
ab are:
∇cFab = −Cabcdζd , ∇[cFab] = 0. (28)
Employing the Ernst 1-form
σa ≡ 2Fabζb, (σaζa = 0)
then in a Ricci-flat spacetime (or more generally when ζ[cRa]bζ
b = 0 is satisfied)
∇[aσb] = 0 , (29)
So that σa is exact and there exists a local potential σ for σa, known as the Ernst
potential, which is a complex quantity constructed from the Killing norm and
twist as σ ≡ λ+ 2 i ω ⇒ ∇aσ = σa. The scalar σ is defined up to the addition
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of an additive complex constant α, giving the gauge freedom σ −→ σ′ = σ + α.
The tensor Fab and scalar σa are related through the tensor identity
− λFab = ζ[aσb] +
i
2
ηabcdζ
cσd. (30)
At those points of M where the Ernst 1-form is exact and its potential σ′
does not vanish, the complex rank-4 Mars-Simon tensor can be defined [36]
Sabcd ≡ Cabcd + 1
σ′
Qabcd , (31)
where
Qabcd ≡ 6
(
FabFcd − Iabcd
3
F · F
)
, Iabcd ≡ 1
4
(i ηabcd + δ
a
c δ
b
d − δadδbc) . (32)
The Mars-Simon tensor is a Weyl candidate, implying that it has the same alge-
braic properties as the Weyl tensor, and it is self-dual. Its covariant divergence
in Ricci-flat spacetimes is a linear expression in the Mars-Simon tensor itself.
Note that Sabcd is affected by the residual gauge freedom. The tensor Qabcd is
also a Weyl candidate.
It is of interest to determine when a stationary spacetime is ”close” or diffeo-
morphic to the Kerr metric. If a Lorentzian manifold is equivalent to the Kerr
solution, then there exists a scaling of the Ernst potential such that Sabcd = 0.
We can also define a tensor Sabc called the spacetime Simon tensor [36] and for
any spacetime with a Killing vector, this tensor can be defined independently
of the existence of a potential σ for σa. Sabc has the algebraic properties of a
Lanczos potential and is totally orthogonal to the Killing vector ζ from which it
is constructed. The vanishing of Sabc implies Cabcd and Qabcd are proportional.
In addition, given a real Weyl candidate Wabcd, its Bel-Robinson tensor
Tabcd{W} is defined in terms of the self-dual tensor Wabcd = Wabcd + iW ∗abcd
corresponding to the Weyl candidate and its dual [37]:
Tabcd{W} ≡ W p ma c Wbpdm = Tabcd{W}. (33)
This tensor is the basic superenergy tensor of the Weyl candidate Wabcd in 4D
and satisfies additional properties [37]; applying this to the Weyl tensor yields
the Bel-Robinson tensor. The vanishing of the self-dual Weyl candidate Wabcd
can be written as a scalar condition. For any timelike vector u we can compute
the superenergy density of Tabcd{W} (which explicitly depends on the timelike
vector u):
Uu(W) ≡ Tabmn{W}uaubumun (34)
If Wabcd 6= 0, Uu(W) is a positive quantity, which for each timelike vector acts
as a measure of the “proximity” to the geometric conditions determined by the
tensor condition Wabcd = 0.
In those cases where there is a timelike vector ζ defined invariantly a su-
perenergy density that is invariant can be selected. For example, this can be
implemented for the particular case in whichWabcd = Sabcd. The scalar Uζ(S) is
positive and it will vanish if and only if Sabcd = 0, and we can consequently take
the quantity Uζ(S) as a local invariant measure of the deviation of the space-
time to the geometric conditions entailed by Sabcd = 0. This scalar is not a SPI;
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however, its construction is similar to the invariants discussed in [38] and hence
are likely Cartan invariants. Additionally, in [39] a SPI is given that measures
the ”Kerrness” for a given Lorentzian manifold; this suggests the existence of a
collection of SPIs which could characterize the Kerr metric.
3.1 Stationary Black Hole Horizon Detection
The event horizon for a stationary black hole is a null hypersurface that is
orthogonal to a Killing vector field that is null on this surface, and hence lies
within the hypersurface and is its null generator. For several stationary type
D solutions, it is known that the SPI Rabcd;eR
abcd;e detects the event horizon
[40]. However, in the case of the Kerr horizon, it was noted by Skea that this
invariant detects the stationary limit, and not the outer horizon itself [41]. A
collection of invariants were examined in [39], from which the parameters of
the Kerr spacetime (including the detection of the horizons) were determined.
These invariants are constructed from SPIs built from the Weyl tensor:
Q1 =
1
3
√
3
(I2
1
−I2
2
)(I5−I6)+4I1I2I7
(I2
1
+I2
2
)
9
4
,
Q2 =
1
27
I5I6−I27
(I2
1
+I2
2
)
5
2
, Q3 =
1
6
√
3
I5+I6
(I2
1
+I2
2
)
5
4
, (35)
in terms of from the following SPIs:
I1 = CabcdC
abcd (36)
I2 = C
⋆
abcdC
abcd (37)
I3 = ∇eCabcd∇eCabcd (38)
I4 = ∇eCabcd∇eC⋆abcd (39)
I5 = kek
e, ke = −∇eI1 (40)
I6 = lel
e, le −∇eI2 (41)
I7 = kel
e, (42)
where C⋆abcd is the dual of the Weyl tensor.
The parameters are found by using the dimensionless invariants Q1, Q2 and
Q3 to locate the horizon and ergosurface in an algebraic manner. The local
method does not require knowledge the location of the black hole or its event
horizon. By knowing the forms of the SPIs I1, ..., I7, the mass and angular
momentum can be expressed as functions in terms of these invariants. In addi-
tion, a new syzygy for the Kerr spacetime was presented, which allows for the
definition of an invariant measure of the ”Kerrness” of a spacetime locally:
I6 − I5 + 12
5
(I1I3 − I2I4) = 0. (43)
As an extension of [39], the syzygy (43) was shown to arise from the real-part
of a complex syzygy and that by combining the real and imaginary part of this
complex syzygy it is possible to write Q2 as the norm of the wedge product of
the gradients of I1 and I2, the Kretschmann and Chern-Pontryagin invariants
[42]. From this result the authors introduced a general approach to determine
the location of the event horizon and ergosurface for any stationary horizon of
a black hole.
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This result relies on the fact that the squared norm of the wedge product
of n gradients of functionally independent local smooth curvature invariants
will always vanish on the horizon of any stationary black hole, where n is the
local cohomogeneity of the metric which is the codimension of the maximal
dimensional orbits of the isometry group of the local metric. This leads to the
theorem [42]:
Theorem 3.1. For a spacetime of local cohomogeneity n that contains a sta-
tionary horizon, and which has n SPIs S(i) whose gradients are well-defined
there, the n-form wedge product
W = dS(1) ∧ ... ∧ dS(n)
has zero squared norm on the horizon:
||W||2 = 1
n!
δα1,...,αnβ1,...,βn g
β1γ1 ...gβnγn × S(1);α1 ...S(n);αnS(1);γ1 ...S(n);γn = 0.
The permutation tensor δα1,...,αnβ1,...,βn , is +1 or −1 if α1, ..., αn is an even or odd
permutation of β1, ..., βn respectively, and is zero otherwise.
There is then the problem of the existence of the n functionally independent
invariants involved in Theorem 3.1. However, Theorem 3.1 can be general-
ized to the set of Cartan invariants in Theorem 3.2 below, and this problem is
thus automatically solved since the number of functionally independent Cartan
invariants, tp, at the end of the algorithm is related to the dimension of the
cohomogeneity [43].
Theorem 3.2. For a spacetime of local cohomogeneity n that contains a sta-
tionary horizon, and which has n Cartan invariants C(i) whose gradients are
well-defined there, the n-form wedge product
W = dC(1) ∧ ... ∧ dC(n)
has zero squared norm on the horizon:
||W||2 = 1
n!
δα1,...,αnβ1,...,βn g
β1γ1 ...gβnγn × C(1);α1 ...C(n);αnC(1);γ1 ...C(n);γn = 0.
Using the Cartan equivalence algorithm, the Cartan invariants (those arising
from the covariant derivatives of the Riemann tensor) can be used to produce
new invariants that detect the stationary horizons. These invariants will be
much simpler to compute than the SPIs [43].
In the following section we will show that that the curvature tensor and its
covariant derivatives are algebraically special on an isolated horizon, and so the
associated discriminant SPI for any operator constructed from the curvature
tensor and its covariant derivatives (see below) will vanish on this surface. As
a Killing horizon is a special case of an isolated horizon, the Page-Shoom in-
variants and the discriminants for the covariant derivative of the Weyl tensor,
Cabcd;e, share a common zero in stationary spacetimes. This suggests that the
Page-Shoom invariants might indicate where the curvature tensor becomes type
II/D for stationary spacetimes, and hence provide a computationally simpler
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alternative to the discriminant SPIs; this is illustrated for the Kerr-Newman-
NUT-(Anti)-de Sitter solution in Appendix B. We conjecture that it is possible
to use stationarity to simplify syzygies and relate the discriminant invariants for
the Ricci and Weyl tensors and their covariant derivatives to the Page-Shoom
invariants. For example, if there exists an invariantly defined timelike Killing
vector field we can construct lower order invariants which are related to the
Riemann tensor.
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4 Horizon Examples
In this section we provide examples of non-stationary spacetimes in which curva-
ture invariants are able to identify a geometrically preferred quasi-local surface,
which will be called a geometric horizon. We will show that NEHs (and hence
WIHs) can be detected by the vanishing of SPIs, which provides an alternative
to the Page-Shoom invariants as detectors of stationary horizons. Additionally
we will show that the dynamical horizons in the class of imploding spherically
symmetric metrics can be detected by SPIs, and thus are geometric horizons.
That is, we will construct a SPI which vanishes on the horizon, implying that
this surface is foliation independent.
In the case of NEHs (and hence WIHs), we will identify the coframe in which
the Riemann tensor and its covariant derivatives are algebraically special on the
horizon, which implies that a set of discriminant SPIs will vanish on the NEH.
To move beyond equilibrium states of dynamical black holes, we briefly discuss
current approaches to identifying quasi-local surfaces bounding dynamical black
holes. In the case of imploding spherically symmetric metrics, we will show that
the dynamical horizon is detected by SPIs. Therefore, the dynamical horizons
of the Vaidya and Lemaitre-Tolman-Bondi (LTB) solutions are detectable and
foliation independent. This suggests that in the case of dynamical horizons,
the geometric horizons will be a set of preferred quasi-local surfaces defined by
the vanishing of appropriate SPIs. We shall also discuss identifying geometric
horizons using Cartan invariants.
4.1 Weakly Isolated Horizons
It is known that the Riemann tensor is algebraically special on a WIH [44].
However, the covariant derivatives of the Riemann tensor are also algebraically
special. That is, there is a frame in which the Riemann tensor and all higher
derivatives are of type II/D on the horizon and this will be reflected in the
vanishing of the discriminant SPIs. We expect this result will be helpful in the
case of spacetimes admitting a WIH and for which the algebraic Riemann tensor
is itself of type II/D.
Theorem 4.1. On any weakly-isolated horizon (WIH) the Riemann tensor and
its covariant derivatives are all of type II.
Proof. To show that the covariant derivative of the Riemann tensor is of type II
on the horizon, we must show that Rab;c and C
a
bcd;e are of type II on the NEH
H1. The type II condition for a tensor requires the existence of some frame
where all positive b.w. components of the tensor are zero when pulled back to
the surface H.
Due to the product rule for the covariant derivative, we may study the co-
variant derivatives of the frame basis {ℓa, na,ma, m¯a} and the frame derivatives
of the non-zero components of the Ricci and Weyl curvature scalars separately
to show that the b.w. +1 terms coming from these quantities vanish on the
horizon H. Denoting the intrinsic covariant derivative operator D on H induced
by the spacetime derivative operator by ∇, equations (B3-B6) in [8] imply:
1We will use different notation from [8] for the NEH; instead of ∆ we will denote it by H.
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Daℓb=ˆωaℓb = [(α+ β¯)ma + (α¯ + β)m¯a − (ǫ+ ǫ¯)na]ℓb
m¯b∇anb=ˆλma + µm¯a − πna (44)
mb∇am¯b=ˆ− (α − β¯)ma + (α¯− β)m¯a + (ǫ − ǫ¯)na
where we have used =ˆ to denote ’equals on H to’. The sole terms that can
contribute b.w. +1 terms is the spin coefficient ǫ and its complex conjugate, ǫ¯.
For any non-extremal WIH with κ(ℓ) = 2ǫ =ˆ constant and ǫ=ˆǫ¯, we apply a
boost so that ǫ = 0, and hence the horizon is extremal. This implies that the
geodesic ℓa is now affinely parametrized. Relative to this frame, the covariant
derivatives of the frame vectors on the horizon do not contribute any b.w. +1
terms.
The positive b.w. components of the Weyl and Ricci tensors vanish when
pulled back to the horizon, Φ00=ˆΦ10=ˆΨ0=ˆΨ1=ˆ0; therefore, these are globally
zero on the horizon and the frame derivatives of these quantities are zero on H.
The frame derivatives of the Ricci and Weyl curvature scalars which contribute
b.w. +1 terms are DΦ02, DΦ11, DΨ2, and DR. The pull back of the Bianchi
identities (BI-b), (BI-c), and (BI-i) in [45] yield
DΦ02=ˆ0, DΨ2 + 2DΛ=ˆ0, DΦ11 + 3DΛ=ˆ0, (45)
where Λ = R/24. The NP equations (NP-c), (NP-d), and (NP-e) in [45] give
the following conditions on the spin coefficients:
Dτ=ˆ0, Dα=ˆ0, Dβ=ˆ0. (46)
Furthermore, on the null surface H the gauge choice na = −dv, where Lℓv = 1,
implies
µ=ˆµ¯, and π=ˆα+ β¯. (47)
As κ = ρ = σ = 0, and γ=ˆ0, we use the pullback of the NP equations (NP-f)
and (NP-l) to solve for Φ11:
2Φ11=ˆ(τ + π¯)α+ (τ¯ + π)β + δα− δ¯β − τπ − αα¯ − ββ¯ − 2αβ. (48)
Noting that [D, δ]=ˆ0 and π=ˆα+ β¯ implies that DΦ11=ˆ0. Therefore,
DΦ02=ˆDΦ11=ˆDΨ2=ˆDΛ=ˆ0
and it follows that the covariant derivative of the Ricci and Weyl tensor have
at most non-zero b.w. 0 terms.
To show that the second covariant derivative of the Ricci and Weyl tensors
have vanishing b.w. +1 terms, we need only examine the frame derivative of
the NP curvature scalars:
D2Φ12, and D
2Ψ3. (49)
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Taking the frame derivative of the pullback of the Bianchi identities (BI-d) and
(BI-j) we find that
D2Ψ3 −D2Φ21=ˆ0
D2Φ12=ˆ0. (50)
It follows that D2Ψ3=ˆD
2Φ12=ˆ0 and so Rab;cd and Cabcd;ef both have at most
non-zero b.w. 0 terms.
Lastly, to show that the third covariant derivatives of the Ricci and Weyl
tensor have vanishing b.w. +1 terms, we must show that
D3Ψ4=ˆD
3Φ22=ˆ0. (51)
This can be achieved by taking the pullback of (BI-g) and (BI-k). With the
vanishing of these remaining positive b.w. terms on the horizon, any higher
covariant derivative of the Weyl and Ricci tensors will have no positive b.w.
terms, implying that they are of type II.
As a corollary of Theorem 4.1 we have the following result which guarantees
a necessary condition for the detection of a WIH in terms of the vanishing of
SPIs.
Corollary 4.2. On any WIH, the discrimiant SPIs of the Riemann tensor and
its covariant derivatives must vanish on this surface.
This is a necessary condition, but it is not sufficient due to the possibility that
the entire set of discriminant SPIs could vanish on other surfaces besides the
WIH.
4.2 Dynamical Black Holes: Shear-Free Surfaces
Co-dimension two spacelike submanifolds play a central role in gravitational
theories based on Lorentzian geometry. Trapped, or marginally trapped sub-
manifolds are examples of these submanifolds. The quasi-local horizons are sub-
manifolds of co-dimension one (hypersurfaces) foliated by marginally trapped
compact spacelike submanifolds of co-dimension two. Unlike event horizons,
trapping horizons and dynamical horizons depend on the foliation of spacetime,
and are not invariant under conformal transformations [46]. This dependence
on foliation implies they are highly non-unique [47]. The boundary B of the
future-trapped region T of a spacetime (the region through which future-trapped
surfaces pass) is foliation independent; however, it has been shown to be non-
local, and is not a MTT [6].
In [48, 49], a preferred marginally trapped tube is proposed based on the
determination of which region of the spacetime is absolutely indispensable for
the existence of the black hole by sustaining the existence of closed trapped
surfaces. A region Z is called the core of the “trapped” region T if it is a
minimal closed connected set that must be removed from the spacetime in order
to eliminate all closed trapped surfaces in T , and such that any point on the
boundary ∂Z is connected to B = ∂T in the closure of the remainder [50]. While
Z ⊂ T , in general Z is substantially smaller than the corresponding trapped
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region T . The cores are not unique, although this non-uniqueness is often due to
the existence of a high degree of symmetry of the spacetimes. In less symmetric
cases the uniqueness of the cores cannot be assumed [6].
In the case of spherically symmetric spacetimes the preferred MTT r = 2m
happens to be the unique boundary of the spherically symmetric core; however,
there are other non-spherically symmetric cores. While for the quasi-spherical
Szekeres dust solutions [51, 52], the preferred MTT is given by an apparent hori-
zon R = 2M . A physically sound criterion is needed for selecting a preferred
MTT. Another geometrical quantity associated with horizons and their evolu-
tion is the shear of the normal vectors of the surface [53]. As an example, the
standard horizons of isolated black holes in equilibrium have vanishing shear.
The shear can be seen as a measure of the local instantaneous deformation of a
given submanifold with its volume fixed as it starts to evolve. Mathematically,
this is also associated to the extrinsic properties of the submanifold, and the
shear-free property corresponds to the submanifold being umbilical along the
evolution direction [53, 54].
To discuss shear-free surfaces [53], we must introduce additional concepts. A
spacelike submanifold is an orientable 2D Riemannian manifold (S, g) immersed
in a 4D Lorentzian manifold (M, g¯). If ∇¯ and ∇ are the Levi-Civita connections
for (M, g¯) and (S, g), respectively, and X,Y ∈ X (S) are tangent to S and
ζ ∈ X (S)⊥ is normal to S, then the relationship between the two are given by
the formulas of Gauss and Weingarten:
∇¯XY = ∇XY +K(X,Y ), (52)
∇¯Xζ = −AζX +∇⊥Xζ, (53)
where K(X,Y ) = K(Y,X) ∈ X (S)⊥ for all X,Y ∈ X (S) is the second funda-
mental form (or shape tensor) of the immersion, Aζ is a self-adjoint operator
called the shape operator associated to ζ, and ∇⊥ is a connection in the normal
bundle [55].
Demarcating the indices A,B, · · · as indices within S, the induced metric is
now q¯AB. The second fundamental form may be treated as the following mixed
index rank-three tensor KaAB, while the shape operator becomes Aζ = K
a
ABζa.
We may define the shear scalars along the normal null vectors k+a = ℓa, and
k−a = na in terms of these quantities:
Definition 4.3. The shear along k± is given at the surface S by
(σ±)2 =
(
KAB(k
±)− 1
2
θ±q¯AB
)(
KAB(k±)− 1
2
θ±q¯AB
)
(54)
where KAB(k
±) = AaABk
±
a and θ
± = θ(k±).
A normal null direction, say k+, is shear-free at S if the corresponding shear
scalar vanishes; σ+ = 0. This can be generalized to non-null normal vectors as
well.
Definition 4.4. A spacelike surface is said to be shear-free along a normal
direction ra if and only if the following condition
raK
a
AB =
1
2
θ(r)q¯AB
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where q¯AB is the first fundamental form and K
a
AB is the second fundamental
form of the surface.
Requiring that the MTT is foliated by 2D surfaces which are shear-free leads
to a new quasi-local surface [54]:
Definition 4.5. An endo-shear-free Marginally Trapped Tube (ESF-MTT) is a
hypersurface foliated by shear-free marginally trapped surfaces.
For spherically symmetric spacetimes, the round spheres are totally umbilical,
and hence the spherically symmetric MTT is an ESF-MTT. For more general
spacetimes, to determine if a particular shear-free MTS produces a unique ESF-
MTT, one must deform the surface along normal directions and see if the shear-
free property is preserved for one of the MTTs. In the case of an ESF-MTT,
the vanishing of the variation of the expansion, δζθ
+ = 0, imposes additional
conditions [56, 57] that depend on the Gaussian curvature on S, the Einstein
tensor, Gab, the covariant derivative on S and
W ≡ Gabka+kb−
∣∣
S
+ σ2,
with σ2 the shear scalar of ~k at S [54]. ObviouslyW ≥ 0 whenever Gabka+kb−
∣∣
S
≥
0. Assuming Gabk
a
+k
b
−
∣∣
S
≥ 0,W will vanish only if Gabka+kb−
∣∣
S
= σ2 = 0, which
leads to isolated horizons [1]. Given that the WIHs are detected by SPIs we
conjecture that the preferred MTT in the dynamical regime will also be detected
by SPIs.
4.3 Imploding Spherically Symmetric Metric
In the study of spherically symmetric spacetimes, the variation δζθ
+
sph along
normal directions simplifies drastically [6, 50], because σ2 = 0 (~k is a shear-free)
and sB = 0, yielding a simplification to the variations of the second fundamental
form and the expansion. It was shown that in spherically symmetric spacetimes
there are closed “trapped” surfaces (topological spheres) penetrating both sides
of the (non-isolated part of the) apparent horizon with arbitrarily small portions
outside the region {r > 2m}. Further, it has been shown that the MTT is unique
[48, 49].
Let us consider the imploding spherically symmetric metric in advanced
coordinates:
ds2 = −e2β(v,r)
(
1− 2m(v, r)
r
)
dv2 + 2eβ(v,r)dvdr + r2dΩ2, (55)
where m(v, r) is the mass function and β(v, r) is an arbitrary function. In this
form all gauge freedom has been used and, in general, further simplification of
the Einstein tensor is not possible; for example, for a perfect fluid solution the
fluid (or dust) is not, in general, comoving.
The spherically symmetric metric is not an exact solution. However, it does
contain exact solutions as special cases. For example, if β = 0 and the matter
source consists of null radiation we recover the imploding Vaidya exact solution,
and the unique dust solution with β,v = 0 is given by the LTB solution, which
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follows from the fact that the frame vectors on the horizon are geodesic and
hence the horizon is “geodesic-lined” (see below) since β,v = 0.
We choose the two future pointing radial null geodesic vector fields:
ℓ = ∂v +
1
2
(
1− 2m
r
)
∂r, n = e
−β∂r, (56)
where ℓan
a = −1, and complete the non-coordinate basis using the complex
spatial vector and its complex conjugate:
m =
1√
2r
∂θ +
i√
2r sin(θ)
∂φ. (57)
Relative to this basis the metric is now diagonalized:
gab = −ℓ(anb) +m(am¯b). (58)
The mean curvature vector for each round sphere (with r and v constant),
is given by:
H =
2
r
(
e−β∂v +
(
1− 2m
r
)
∂r
)
.
This implies that relative to the null frame, the future null expansions for these
null vectors are:
θ(ℓ) =
eβ
r
(
1− 2m
r
)
, θ(n) = −
2e−β
r
. (59)
The unique spherically symmetric FOTH is given by the surface r−2m(v, r) =
0, which is equivalent to θ(ℓ) = 0 [6], and we will denote it as H˜. This surface
can be timelike, null or spacelike depending on the sign of the magnitude of the
normal vector,
na = ∇a(r − 2m) = (1− 2m,r)dr − 2m,vdv,
and so evaluating the norm on the surface we obtain:
|n| = gabnanb = −4e−βm,v(1 − 2m,v)|H˜. (60)
Assuming that m,v 6= 0, the surface H˜ will be spacelike or timelike and hence a
dynamical horizon.
Previously it was noted that the vanishing of m,v on H˜ implies that the
surface H˜ is an isolated horizon [6]. While this surface is indeed null, H˜ will be
an isolated horizon of interest only if the Einstein field equations are satisfied
on H˜. Thus, any spherically symmetric exact solution with m,v = 0 will satisfy
the geometric horizon conjecture. For example, the Weyl and Ricci tensors and
their covariant derivatives are of algebraic type II on the surface r = 2m for the
ingoing Vaidya solution and the LTB solution (both of which admit an isolated
horizon; i.e., m,v = 0).
More generally there is a class of imploding spherically symmetric metrics
which are not exact solutions, but emulate exact solutions like the Vaidya so-
lution and the class of LTB solutions admitting isolated horizons. For these
solutions, when m,v = 0 on H˜, the frame vectors normal to H˜ are geodesic,
leading to the following definition:
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Definition 4.6. Hˆ is a geodesic lined horizon [58] if
• Hˆ is diffeomorphic to the product Hˇ × R where Hˇ is a 2-sphere and the
fibers of the projection:
Π : Hˇ × R→ Hˇ
are geodesic curves.
• On each leaf Hˆ the expansion θ(ℓ) of the null normal ℓa vanishes.
• The expansion θ(n) of the null normal n
a is negative.
For the class of spherically symmetric metrics admitting a null geodesic-lined
horizon, and hence m,v = 0, the condition for ℓ
a and na to be geodesic requires
the following condition on β:
β,v = 0.
With this condition, we may employ the NP formalism to show that the
Weyl and Ricci tensors and their covariant derivatives are of algebraic type II
on the null surface r = 2m .
Proposition 4.7. For any imploding spherically symmetric metric admitting a
geodesic-lined null horizon, Hˆ, the Riemann tensor and its covariant derivatives
are of type II/D on Hˆ.
Proof. The proof of the proposition follows immediately by assuming m,v = 0
on Hˆ. Then if Φ00 6= 0 the metric is of Weyl type D and of general algebraic
Ricci type I everywhere except on the horizon where it is of type II since the
sole positive b.w. component Φ00 vanishes there. In the case that m,v = 0 on
Hˆ and Φ00 = 0 we have, from condition (75) below and applying a boost, that
Φ22 =
−(r−2m)2m,v
4r , wherein the Ricci tensor is of type II everywhere except on
the horizon where it is of type D. To show that this also holds for all higher
covariant derivatives, we apply a boost to fix ǫ = 0; then the positive b.w.
terms of the covariant derivative of the Weyl and Ricci tensors are constructed
from the frame derivatives: DΦ11, DΛ and DΨ2, along with the non-zero spin-
coefficients ρ and µ. It is clear that the spin coefficient ρ vanishes on r = 2m
from (67). As β,v = 0 the frame derivatives DΦ11, DΛ, and DΨ2 vanish when
r = 2m. Therefore, the Ricci and Weyl tensors are of type II/D on the horizon.
It can also be shown that the higher order covariant derivatives of the Weyl and
Ricci tensors are algebraically special by identifying the b.w. +1 terms that
arise at each higher order and showing that they must vanish on the surface
r = 2m.
If the metrics are solutions to the Einstein field equations, the null surface will
be an isolated horizon. This result is consistent with the previous results of [58].
However, in general, m,v need not be zero on H˜. Let us consider the case
with no further constraints from the field equations (i.e., this will not represent
an exact solution) when the surface r = 2m is spacelike and hence a FOTH.
We can apply the NP formalism to show that the covariant derivatives
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Weyl and Ricci tensors are no longer of type II on the FOTH. However, relative
to a particular frame, the structure of the covariant derivative of the Weyl
tensor changes in a consistent manner on the surface r = 2m. Additionally,
the behaviour of the Weyl tensor’s structure on the horizon can be defined in a
frame-independent manner by the vanishing of a SPI.
Relative to the coframe given by (56) and (57), the only non-zero component
of the Weyl spinor is
Ψ2 =
e−ββ,v,r
6
− m,rβ,r
2r
− r(r − 5m)β,r
6r3
+
2m,r
3r2
− m,r,r
6r
(61)
+
r2(r − 2m)β2,r
6r3
− 6m− r
2(r − 2m)β,r,r
6r3
,
and so the parameters of the null rotations about ℓa and na are fixed to identity.
The remaining frame freedom consists of boost and spins. However, the boosts
can be fixed at zeroth order as well since the non-zero NP curvature scalars for
the Ricci spinor and the Ricci scalar R = Λ/24 are:
Φ00 =
e2β (r−2m)2β,r
4r3
+
eβm,v
r2
, (62)
Φ11 =
(
β2,r
4r
+
β,r,r
4r
−
3β,r
8r2
)
(r − 2m) +
βr,ve
−β
4
−
3β,rm,r
4r
+
3β,r
8r
−
m,r,r
4r
+
m,r
2r2
(63)
Φ22 =
e−2ββ,r
r
, (64)
Λ =
(
−
β2,r
12r
−
β,r,r
12r
−
β,r
24r2
)
(r − 2m)−
β,r,ve
−β
12
+
β,rm,r
4r
−
β,r
8r
+
m,r,r
12r
+
m,r
6r2
(65)
The components of the Ricci spinor are related to the Ricci tensor by
Φ00 =
1
2R11, Φ22 =
1
2R22,Φ11 =
1
4 (R12 +R34),
with all other components of the Ricci tensor vanishing. Therefore, the Car-
tan scalars Φ00,Φ11 and Φ22 have b.w. +2,0,−2, respectively. Similarly, the
nonzero Weyl spinor component is related to the only algebraically independent
component of the Weyl tensor:
Ψ2 = −C1324.
Thus the Weyl tensor is of algebraic type D, and the Ricci tensor is generally
of algebraic type I (Φ00 6= 0) relative to the alignment classification [17, 18, 19].
At zeroth order the isotropy group of the Riemann tensor consists of spins 2.
The type II/D SPIs for the spin invariant Ricci tensor are insensitive to the
FOTH defined by r = 2m(v, r). To detect the FOTH, we can investigate the
covariant derivative of the Weyl tensor.
Taking the covariant derivative of the Weyl and Ricci tensors and applying
the differential Bianchi identities, the components can be expressed in terms of
2In fact, the spins belong to the isotropy group of the metric, and so all higher covariant
derivatives of the Riemann tensor are invariant under spins.
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Ψ2, Φ00 = Φ22,Φ11, ∆Φ11 and the spin coefficients:
ǫ =
r(r−2m)eββ,r
2r2 +
β,v
2 −
eβm,r
r
+ me
β
2r2 , (66)
ρ = − eβ(r−2m)2r2 , and µ = − e
−β
r
. (67)
The covariant derivative of the Weyl tensor will have components of b.w.
+1, 0 and −1. In particular, the non-zero components of b.w. +1 are:
C1214;3 = C1434;3 = C1213;4 = C1334;4 = 3ρΨ2, (68)
and
2C1423;1 = C1212;1 = C3434;1 = −4DΛ− 2∆Φ00 − 2µΦ00 + ρ(6Ψ2 + 4Φ11), (69)
where we have simplified using the differential Bianchi identities.
Interestingly, the components in (68) vanish on the FOTH and hence identify
the horizon. That is, this subset of algebraically special b.w. +1 components
identify the horizon. However, the components in (69) do not; this can be seen
explicitly by expressing the left-hand-side of (69) in coordinates. This implies
that although the covariant derivative of the Weyl tensor is algebraically special
on H˜ it will not generally be of type II. However, the existence of the FOTH
clearly affects the structure of this tensor, and this condition on the structure
of the Weyl tensor is reflected in the vanishing of a SPI:
Theorem 4.8. For any spherically symmetric metric, the structure of the co-
variant derivative of the Weyl tensor changes on the FOTH r = 2m(v, r) and
this can be detected by the invariant:
4I1I3 − I5, (70)
where I1 = CabcdC
abcd, I3 = Cabcd;eC
abcd;e and I5 = I1,aI
a
1 .
Proof. To prove this we may compute the explicit forms of the invariants I1, I3
and I5 and combine them to show that
4I1I3 − I5 = 21233ρµΨ42 =
21133(r − 2m)Ψ42
r3
. (71)
Since r − 2m = 0 on H˜, the invariant vanishes on H˜.
Noting that I1 = 48Ψ
2
2 [43], we may normalize the above SPI to produce an
invariant whose vanishing is necessary and sufficient to detect the FOTH. The
resulting invariant will be proportional to ρ which is a Cartan invariant relative
to the coframe which vanishes on the FOTH. The behaviour of the b.w. +1
components of the first covariant derivative of the Weyl tensor and the positive
b.w. components of the second covariant derivative of the Weyl tensor can be
investigated symbolically where it can be shown that, in general, only a subset
of the highest b.w. terms of the covariant derivatives vanish on the surface
r = 2m. Each of the components in the subset of highest b.w. terms that
vanish on the horizon may be expressed in terms of ρ.
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In general m,v is not necessarily zero on H˜. However, additional constraints
(field equations) will be imposed for physically realistic exact solutions (such
as the Vaidya and LTB exact solutions discussed above). To study the sub-
set of imploding spherically symmetric metrics which satisfy the Einstein field
equations, we can impose conditions on the components of the Einstein tensor
relative to the coframe basis, {na, ℓa, m¯a,ma}, which diagonalizes the metric
(58), which are:
G11 =
e2ββ,r(r − 2m)2
2r3
+
2eβm,v
r2
G12 = −β,r(r − 2m)
r2
+
2m,r
r2
G22 =
2e−2ββ,r
r
G34 = −
(−2β2,r + β,r − 2β,r,rr)(r − 2m)
2r2
− −2e
−ββ,r,vr2 + 6β,rm,rr − β,rr + 2m,r,rr
2r2
.
Equivalently (and for reference) the components of the Einstein tensor relative
to the coordinate basis are:
Gvv =
2e2βm,r(r − 2m)
r3
+
2eβm,v
r2
, Gvr = e
2β
G22, Grr =
2β,r
r
, Gθθ = Gφφ = r
2
G34.
We can consider several possible matter fields by imposing conditions on the
NP Ricci scalars [21] :
• Null Radiation (Null Electromagnetic (EM) Field):
Φ00 = Φ11 = 0, Φ22 6= 0 (72)
• Non-Null EM field:
Φ00 = Φ22 = 0, Φ11 6= 0 (73)
• Perfect Fluid:
Φ00Φ22 = 4(Φ11)
2 (74)
• Dust Solution
Φ00Φ22 = 4(Φ11)
2, 2Φ11 =
R
4
where R = 24Λ (this corresponds to the LTB solution).
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In the case of null or non-null radiation, Φ00 = 0, and so (62) implies that
the surface r = 2m is null; i.e., m,v = 0. In the case that Φ00 = 0, the Ricci
tensor is of type II and β satisfies
(eβ),r =
−4m,vr
(r − 2m)2 .
If Φ11 = 0, then the EM field is null, and a boost can always be made so that
the negative b.w. term of the Ricci tensor is of the form:
Φ22 =
−(r − 2m)2m,v
4r
, (75)
at the cost of ℓ no longer being affinely parametrized. Thus, in this case, the
Ricci tensor is of type III everywhere except on the horizon where it is of type
0. If this is an exact solution of Einstein’s field equations then this will be an
isolated horizon, and the covariant derivatives of the Weyl and Ricci tensors will
be algebraically special on the isolated horizon, and the conjecture is satisfied.
To further study the behaviour of an imploding spherically symmetric metric
satisfying the Einstein field equations, we consider a perfect fluid solution and
explicitly exclude the case of dust (i.e., the exact LTB solution). The condition
(76) for a perfect fluid implies that the scalar, I ≡ Φ00Φ22− 4Φ211, must vanish.
In coordinates this implies
I =
(
e2β(r − 2m)2β,r
4r3
+
eβm,v
r2
)(
e−2ββ,r
r
)
(76)
−
[
e−ββ,v,r
4
+
r(r − 2m)β2,r
4r2
− 3β,r
4
(m
r
)
,r
+
2m,r −m,r,rr
4r2
+
r(r − 2m)β,r,r
4r2
]2
,
must vanish. We may derive additional conditions by imposing I,r = I,v = 0.
However, we will focus here on a subclass of perfect fluid solutions by as-
suming that β,v = 0 on the horizon. Evaluating I = 0 on the surface r = 2m
gives an expression for m,v on this surface:
I0 ≡ e
−ββ,rm,v
r3
−
[
− 3β,r4
(
m
r
)
,r
+
2m,r−m,r,rr
4r2
]2
= 0. (77)
Calculating C1212l;1 evaluated on r = 2m (with β,v = 0) we get:
12r5C1212;1|r=2m = 4β2,rm,vr4 + 6β,rm,rvr4 + 4β,rrm,vr4
−10β,rm,vr3 + 2m,rrvr4 − 8m,rvr3 + 12m,rr2. (78)
By evaluating I,r = 0 and I,v = 0 on the surface r = 2m, we can derive
expressions for m,vr and m,rrv which will allow us to represent this expression
as:
C1212;1|r=2m = { }m,v + { }(m,v) 12 + { } m,vv
(m,v)
1
2
.
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If m,v = 0 and
m,vv√
m,v
= 0 on r = 2m, it follows that C1212;1 = 0 there.
Let us compute m,v = f(v, r) close to a point on the FOTH,
r = 2m ≡ 2m0.
In a neighbourhood U of r = 2m0, we may set v = 0 at the point and allow v
to vary in U . We will assume that as r varies off the horizon, r − 2m0 is small,
and that m,v is bounded in U , allowing for an analytic expansion. Thus, we
may write a local expression for m on U as:
(m−m0) = 1
2
r′ + (m1(r′)v +m2(r′)v2 + · · · )
where r′ ≡ r − 2m0 is small3. From this we find that m,v|r′=0 = m1(r′ = 0), so
that m,v ∼= m1(r) on U . It can be then shown that m1(r) ≈ 0 on U . Assuming
β,r 6= 0, and using (77), we may solve for β,r perturbatively and integrate to
determine a form for β. Substituting β into (78) then yields:
C1212;1 ∼ (r − 2m)2 +O[(r − 2m)3]. (79)
From this we can conclude that for a well-behaved perfect fluid spherically
symmetric solution, in a neighbourhood of a point on the horizon, locally all
of the b.w. +1 terms of Cabcd;e are zero on the horizon. We emphasize that
this is not a proof but rather an argument indicating how the development
of a dynamical horizon into an isolated horizon occurs in a smooth manner,
and correspondingly how the geometric horizon conjecture may be applied to
dynamical horizons.
4.4 Further Work
In future work we will study the geometric horizon conjecture for less idealized
dynamical black holes. First, we would complete a more comprehensive analysis
of spherically symmetric models and further explore the transition from dynam-
ical to isolated horizons. In particular, the behaviour of the geometric horizon
could be studied in piecewise linear Vaidya and LTB solutions to determine
whether the evolution of this surface is smooth at all times. Additionally, the
collapse of matter into a black hole can be generalized to configurations which
are not spherically symmetric. For example, the quasi-spherical Szekeres dust
models are a generalization of the LTB solutions representing collapsing non-
concentric shells of matter which admit apparent horizons [52]. To extend this
to arbitrary dynamical black holes we could consider a generic metric arising
by perturbatively reconstructing spacetime near the horizon [60] and examine
the behaviour of the discriminant SPIs for the Ricci and Weyl tensors. These
invariants will be large, but it is possible that they can be simplified by imposing
additional conditions on the horizon such as extremality or axisymmetry.
Coalescing black holes provide another scenario where dynamical horizons
appear, and hence provide a test for the geometric horizon conjectures. While a
3Essentially in these coordinates, r′ = 0 on the horizon, as in near horizon calculations
[59].
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numerical simulation of physically realistic black holes coalescing is unavailable
to examine the algebraic type of the curvature tensor on the horizon, there are
exact solutions that can be studied, such as the Kastor-Traschen solution [61].
The Kastor-Traschen solution represents N charge-equal-to-mass black holes in
a spacetime with a positive cosmological constant, Λ:
ds2 = −W−2dt2 +W 2(dx2 + dy2 + dz2) ; W = −Hτ +
N∑
i=1
mi
ri
. (80)
Here H =
√
Λ/3, where Λ ≥ 0 is the cosmological constant, t ∈ (−∞, 0), mi i ∈
[1, N ] are the black hole masses, and ri =
√
(x− xi)2 + (y − yi)2 + (z − zi)2,
are the black hole positions where ri = 0, i ∈ [1, N ], represent a 3D infinite
cylinder, with 2D cross-sectional area of 4πm2i for each black hole. The electro-
magnetic 4-potential is A =W−1dt.
The existence of horizons has been examined in the case of two coalescing
black holes [62]. In this case, we can choose coordinates so that the black holes
are located on the z-axis at the coordinate distance c > 0 from the origin,
r± =
√
x2 + y2 + (z ± c)2. (81)
If the sum of the masses of the two black holes is below a critical mass, the
black holes will coalesce into a larger single black hole. For these spacetimes the
SPI W2 vanishes while W1 is generally non-zero4. At earliest times, W1 → 0
as t → −∞, and there are two 3D geometric horizons enclosing the two black
holes.
In the exact equal mass Kastor-Traschen solutions the type II/D discrimi-
nantW1 vanishes on segments of the symmetry-axis, at the coordinate locations
of the black holes r± = 0 and on a “dynamical” 2D (cylindrical) surface around
the symmetry-axis that appears in the center of mass plane [58]. At earlier
stages of the coalescence, this 2D surface has a finite cross-sectional radius (from
the symmetry-axis), while at later stages this surface expands as the two black
holes move together. Using a measure of the separation between the black holes
introduced in [62], it may be shown that as t → 0− this measure approaches
zero as the two black holes merge and the 2D surface forms around the two
black holes, suggesting that we can identify the location of a geometric horizon
in the dynamical regime. After the black holes have merged, the spacetime will
eventually settle down to a type D Reissner-Nordstrom-de Sitter black hole of
mass m1 + m2, since W1 → 0 as t → 0−, and in the quasi-stationary regime
there will be a single 3D horizon [43, 58].
The type II/D discriminant SPIs for the trace-less Ricci tensor and any
trace-less operator produced from the covariant derivatives of the Ricci tensor
will also vanish on 3D surfaces at a finite distance from the axis of symmetry.
This implies that the trace-less Ricci tensor and its covariant derivatives are
of type II/D on these surfaces. In addition, there is numerical evidence for a
minimal 3D geometric surface where the invariant W1 takes on a constant non-
zero minimum value and evolves in time. These results suggest the existence of
a geometric horizon in the case of the dynamical regime of the Kastor-Traschen
spacetime. A comprehensive analysis will be provided in future work, which will
4The type II/D SPIs W1 and W2 are constructed from traces of the powers of the Weyl
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also consider two unequal black holes, and various configurations of three black
holes in this class of exact spacetimes [58].
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5 Conjectures
The SPIs constructed by Page and Shoom [42] that detect the stationary horizon
are well-motivated for stationary black holes, as any compact Cauchy horizons
admitted by real analytic vacuum solutions to the 4D Einstein equations must
necessarily be Killing horizons when the horizon generating null geodesics are
all assumed to be closed curves. Additionally, if a horizon generating Killing
vector field exists in cases for which the null generators are not all closed then
one or more additional Killing vector fields must also exist, which generate a
certain (commutative) action of isometries of the spacetime [63]. In dimension
D ≥ 4, it was proven that if a stationary, real analytic, asymptotically flat
vacuum black hole spacetime contains a non-degenerate horizon with compact
cross sections that are transverse to the stationarity generating Killing vector
field then, for each connected component of the black hole’s horizon, there is a
Killing vector field which is tangent to the generators of the horizon [63]. For
the case of rotating black holes, the stationarity generating Killing vector field
is not tangent to the horizon generators and therefore the isometry group of the
spacetime is at least two dimensional.
Although this concept can be extended to dynamical black holes conformally
related to stationary black holes [64, 65], it is too restrictive for most dynam-
ically evolving black holes, as the entire spacetime history must be known to
characterize an event horizon. A less restrictive notion of a black hole horizon
is given by a quasi-local isolated horizon, which is a specialization of a NEH,
which accounts for equilibrium states of black holes and encompasses all essen-
tial local features of an event horizon [1, 7]. Isolated horizons employ only local
time-translational Killing vector fields and do not require asymptotic structures
nor foliations of spacetime. We note that every Killing horizon that has the
topology S2 ×R is an isolated horizon [1]. This implies that, in particular, the
event horizon of Kerr geometry is an isolated horizon. The rotating Kerr-type
isolated horizons in the astrophysical context can account for, to a good approx-
imation, supermassive spinning black holes and the associated accretion disks
in active galactic nuclei. It is expected that the majority of physical black holes
actually appear to rotate rapidly around an internal symmetry axis.
Working with a NEH avoids many of the problems that beset horizon identifi-
cation (including, for example, locally determinability, uniqueness, and smooth-
ness) as we only use quantities that are intrinsic to the horizon. In 4D, and
assuming the usual energy inequalities, the existence of an induced degenerate
metric tensor locally identified with a metric tensor defined on the 2D tangent
space and its induced covariant derivative, leads to the condition that on the
NEH the Weyl tensor is at most of algebraic type II. As any NEH can be given
the structure of a WIH, we conclude that for a WIH, this implies that the Weyl
tensor is of type II/D on the horizon [44].
Furthermore, all of the known exact higher dimensional black holes are al-
gebraically special of Weyl (curvature) type II or D [66]. This has led to a
conjecture that asserts that stationary higher dimensional black holes (with the
additional conditions of vacuum and/or asymptotic flatness) are necessarily of
Weyl type D [66]. This conjecture has been supported by the study of local
non-expanding null surfaces in n dimensions [44]. Assuming the usual energy
inequalities, it was found that the vanishing of the expansion of a null surface
leads to the condition that on the NEH the boost order of the null direction tan-
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gent to the surface is at most 0, so that the Weyl tensor is at most of algebraic
type II (where the aligned null vectors tangent to the surface correspond to a
double principal null direction of the Weyl tensor in the 4D case). Therefore,
the corresponding WIH arising from the NEH must be of type II
In the case of a star collapsing to form a black hole, it is expected that the
exterior of the black hole will settle down to a stationary state eventually, such as
the axisymmetric Kerr solution. If the exterior settles down to the Kerr metric,
it is expected that due to continuity there will be a region of the interior near
the horizon that should be close to the interior Kerr metric despite what the
interior of the black hole settles down to. Within the black hole event horizon
the Kerr metric has an inner horizon which is also a null surface. However,
this inner horizon is unstable, and so for a spacetime that begins close to the
Kerr metric the inner horizon may be something else, possibly even a singularity
[67]. Such a singularity is believed to maintain the inner horizon’s character as
a null surface, and this has been reinforced by a variety of analytic arguments,
mathematical results, and numerical simulations5 [8, 1].
These arguments support the notion that at later times the horizon is smooth
and unique, and in principle might be identified by algebraic/geometrical con-
ditions. Motivated by the results for stationary horizons and NEHs, we assume
that there is geometrically defined unique, locally determinable, smooth (dy-
namical) horizon for which the curvature tensor is algebraically special due to
the vanishing of the expansion of a preferred null congruence which shields all
other horizons, and identifies the region of interest. These horizons can be iden-
tified and located by SPIs, which are gauge invariant (and, in particular, are not
dependent on spacetime foliations). This will not necessarily work in all pos-
sible cases but we do expect it to work in generic physical collapse, black hole
coalescences, and exact black hole solutions. It is possible that the invariants
may also vanish at fixed points of any isometries and along any axes of sym-
metry, and hence do not specify the horizon completely. However, we expect
that identifying a smooth surface for physical situations is always possible, and
that as we follow this unique, smooth surface back in time (during the physics
of collapse or merger) this surface may suffer a bifurcation and may no longer
unique or smooth (or even differentiable).
5.1 The Geometric Horizon Detection Conjectures
For the black holes we have considered here, the horizon is always more alge-
braically special than other regions of spacetime, and if the Riemann tensor is
of algebraic type II/D, then so are the Ricci and the Weyl tensor in the same
frame. To state the conjectures, we will say a tensor T is nth-order algebraically
special if T and all covariant derivatives of T up to order n are of algebraic type
II or more special.
Conjecture Part I: If the whole spacetime is zeroth-order algebraically gen-
eral, then on the horizon the spacetime is algebraically special, and this can be
identified using SPIs.
5Note that a black hole with charge but no spin is described by the Reissner-Nordstrom
metric, which is spherically symmetric like Schwarzschild but has an unstable inner horizon
like Kerr.
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This part of the conjecture is more practical, and will conceivably be of use to
numerical relativists who study the collapse or merger of real black holes, which
are typically of general algebraic type away from the horizon. We expect that
the conjecture might be qualitatively different for dynamical horizons, and that
the vanishing condition might perhaps be replaced with a “minimal condition”.
Since such a condition is defined in terms of an invariant quantity, it may (or
may not) be possible to define it in a foliation independent manner.
Conjecture Part II: If the whole spacetime is zeroth-order algebraically spe-
cial (and on the horizon the spacetime is thus also algebraically special) and if
the whole spacetime has an algebraically general first order covariant derivative
of the Riemann tensor, Rabcd;e, then on the horizon Rabcd;e will be algebraically
special and we can identify this surface using SPIs.
This can be repeated for higher covariant derivatives of the Riemann tensor if
necessary. This part of the conjecture is more theoretical, necessitating analytic
calculations, and can be applied to exact solutions. It may not be desirable
to require in a general spacetime that the covariant derivatives be algebraically
special (i.e., of type II or D) to each order (i.e., of type Dk) on the black hole
horizon as this might be too restrictive, since these spacetimes are necessarily
degenerate Kundt or locally homogeneous [29, 68].
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6 Discussion
In this paper we have proven that the horizon for a stationary black hole can
be detected by the vanishing of discriminant SPIs. Furthermore, by considering
NEHs (which generalize Killing horizons) we have shown that the Ricci andWeyl
tensors and their covariant derivatives become more special in terms of their
algebraic type on this surface and consequently may be identified in terms of
the vanishing of discriminant SPIs. Motivated by this result we have introduced
the concept of a geometric horizon, which is a surface defined by conditions on
(i.e., vanishing of) certain SPIs. In the case of a NEH, the discriminant SPIs
vanish on this particular surface, implying that it is a geometric horizon. We
then considered the class of imploding spherically symmetric metrics, which
contain simple dynamical black hole solutions describing spherically symmetric
matter falling towards a black hole, such as the Vaidya and LTB solutions, and
showed that the unique spherically symmetric dynamical horizon can be defined
by the vanishing of a SPI, and hence is foliation independent. We are currently
investigating how the geometric horizon conjecture can be applied to dynamical
horizons in more general spacetimes.
However, in physical problems with dynamical evolution, the horizon might
not be unique or may not exist at all, and amendments to the conjecture may
be necessary (e.g., replace vanishing conditions with minimum conditions). In
order to make the definition of a geometric horizon more precise we need to focus
on physical black hole solutions, and in order to prove definitive results we must
append some physical conditions to the definition such as, for example, energy
conditions, a particular theory of gravity, and some asymptotic conditions. The
geometric horizon conjectures are expected to apply in higher dimensions [43];
however, we are primarily interested in applications in 4D. In higher dimensions,
by algebraically special we mean algebraic type II or more special, and by
algebraically more general we mean of algebraic type more general than type
II.
In 4D, the uniqueness property of the Kerr solution has led to the belief
that the stationary equilibrium limit reached in the evolution of an isolated
system undergoing gravitational collapse (i.e., once the gravitational wave con-
tent has been radiated away) will eventually settle down to the exterior region
of a Kerr geometry. This is believed, despite the fact that the canonical def-
inition of a future event horizon refers to future null infinity and requires the
existence of a global time translational Killing vector field for static spacetimes
and an asymptotic time-translational Killing vector field at spacelike infinity for
stationary spacetimes. A number of local and invariant criteria have been pro-
posed which act as quality factors to measure the deviation of a given stationary
spacetime from the Kerr spacetime [35]. Such criteria are formulated in terms
of scalar quantities which are not SPIs, and are only determined for spacetimes
for which there exists a timelike Killing vector. It is plausible that the geometric
horizon could be employed by specifying initial data in numerical simulations of
a radiating isolated system to test whether in the asymptotic regime it is close
to the Kerr solution. In particular, by treating such a system at late times as
a perturbed Kerr metric, if there is a well-posed initial-value problem we could
feasibly integrate back and find a unique hypersurface.
In numerical relativity the generation of gravitational waveform templates
for gravitational wave data analysis has been helpful in understanding the be-
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haviour of black holes. The calculation of gravitational wave signals in the
theoretical modelling of D = 4 sources in the framework of GR is well under-
stood [2, 69], and is one of the most important diagnostic tools for studying
the strong-field dynamics of compact objects in 4D spacetimes, as illustrated by
the LIGO detection of GW150914 [5]. The wave extraction techniques presently
used in numerical simulations of astrophysical gravitational wave sources can be
classified using the Weyl scalars from the NP formalism in 4D, while in higher
dimensions a numerical implementation using the formalism developed by Go-
dazgar and Reall [70] and a generalisation of the NP formalism for which the
Weyl tensor in higher dimensions is decomposed allows for gravitational wave
extraction from numerical simulations of rapidly spinning objects in higher di-
mensions [71]. To employ the NP approach, the frame must be completely fixed
so that the resulting “Weyl scalars” are Cartan scalars. This has not yet been
implemented for higher order (derivative) SPIs using the NP formalism.
Of course, if our goal is to provide results that could be useful to numeri-
cal relativists, computability is an important issue. And in this regard Cartan
invariants have an advantage over the related SPIs [43, 32]. If a numerical cal-
culation has already been done, and a postiori we want to investigate where
a particular horizon or surface is located in the numerical solution, then for
most computations involving Cartan invariants would be difficult (since Cartan
invariants depend in principle on a particular choice of frame). However, we
could use the same frame used in numerical simulations once the Cartan algo-
rithm has been implemented and relate the resulting frame to the frame used
in numerical simulations. It is possible a theory of approximate equivalence can
be developed, giving a topology on the space of metrics.
Whether or not our conjectures are useful will have to be evaluated. We
have attempted to support the conjectures with some analysis and the study of
some practical examples, but further work is required and perhaps additional
refinement of the conjectures will be necessary. In a sense the conjectures refer
to “peeling” properties (of the geometrical curvature) close to the horizon; i.e.,
the curvature is of algebraically special type II close to the horizon. It is possible
that as gravitational wave modes (of algebraic types III and N) dissipate to
infinity, the horizon eventually settles down to be type D under some reasonable
asymptotic conditions.
In future work we will investigate the geometric horizon conjectures for exact
solutions describing dynamical black holes such as black hole mergers and in-
falling matter into a black hole. To examine the dynamical horizon arising from
in-falling matter into a black hole, we will study the quasi-spherical Szekeres
dust models, which represent collapsing shells of matter, but are not spherically
symmetric like the LTB solutions [52]. Using a generic metric admitting a
horizon structure [60], we can study the behaviour of the discriminant SPIs
near an arbitrary dynamical horizon. We will also provide a comprehensive
analysis of the geometric surfaces discussed in subsection 4.4 for the Kastor-
Traschen solution with two or three charge-equal-to-mass Reissner-Nordstro¨m
black holes [61]. The conjectures can be further tested for the exact solution
arising from the binary black hole merger in the extreme-mass ratio [72]. Finally,
we would like to consider the possibility of imposing initial data on a geometric
horizon, and whether a well-posed initial value problem can be implemented for
numerical simulations of dynamical black holes.
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7 Appendix A: 4D Example
While the discriminant analysis provides necessary conditions for the curvature
tensor or its covariant derivatives to be of algebraic type II/D, they are difficult
to compute in practice. The frame approach provides a direct confirmation of
the type II/D property of the horizon by explicitly constructing the frame in
which the Ricci or Weyl tensors become algebraically special on the horizon.
We employ the Cartan algorithm to determine the relevant frame [43, 33]. For
a black hole solution, a frame may be chosen where the curvature tensor or its
covariant derivatives are of algebraic type I outside of the horizon. Relative to
this frame, these tensors will become type II or more algebraically special on
the horizon.
To illustrate this, we review the Kerr-Newman-NUT-(Anti)-de Sitter solu-
tion which admits stationary horizons [43]. Since a stationary horizon is a
special case of a WIH, we will show that the covariant derivative of the Ricci
and Weyl tensors are of algebraic type II/D on the horizon using the spinor
formalism. The b.w. of the components of the first covariant derivative of the
Ricci and Weyl spinors for non-vacuum type D spacetimes are:
−2 −1 0 +1 +2
DΨ20′ DΨ21′ , DΨ30′ D31′
DΦ10′00′ DΦ11′00′ , DΦ10′01′ DΦ11′01′ , DΦ11′10′ DΦ11′11′ , DΦ12′01′ DΦ12′11′
DΦ01′00′ DΦ10′10′ , DΦ01′01′ DΦ10′11′ , DΦ12′00′ DΦ12′10, DΦ21′01′ DΦ21′11′
DΦ01′10′ DΦ01′11′ , DΦ21′00′ DΦ21′10′
7.1 Kerr-Newman-NUT-(Anti) de Sitter metric
The 4D Kerr-Newman-NUT-(Anti)-de Sitter metric is given by [73, 74, 75]:
ds2 = −Q
ρ˜2
[
dt−
(
a sin2 θ + 4l sin2
θ
2
)
dφ
]2
(82)
+
ρ˜2
Q
dr2 +
P
ρ˜2
[
adt− (r2 + (a+ l)2) dφ]2 + ρ˜2
P
sin2 θdθ2,
where ρ˜2 ≡ ρ˜(r, θ), P ≡ P (θ) and Q ≡ Q(r) are functions of cos θ and r
containing the parameters m, e, g, a, l, and Λ which are, respectively, the mass,
the electric and magnetic charges, a rotation parameter, a NUT parameter in a
de Sitter or anti-de Sitter background and the cosmological constant, and where:
ρ˜2 = r2 + (l + a cos θ)2 (83)
P = sin2 θ(1 +
4
3
Λal cos θ +
1
3
Λa2 cos2 θ) (84)
Q = (a2 − l2 + e2 + g2)− 2mr + r2 (85)
−Λ[(a2 − l2)l2 + (1
3
a2 + 2l2)r2 +
1
3
r4].
The locations of the event horizon for this solution are denoted by the roots
of Q(r). The expressions for the discriminant SPIs are very large polynomials
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in cos θ and r, and it is not clear if they can be factored into irreducible polyno-
mials. Cartan invariants on the other hand allow for the construction of simpler
candidates for detecting the horizon.
Defining:
t0 =
√
Q
ρ
[
dt− (a sin2 θ + 4l sin2 θ2) dφ] , t1 = ρ√Qdr,
t2 =
√
P
ρ
[
adt− (r2 + (a+ l)2) dφ] , t3 = ρ√
P
sin θdθ,
the null frame we will work in is:
ℓ =
t0 − t1√
2
, n =
t0 + t1√
2
, m =
t2 − it3√
2
, m¯ =
t2 + it3√
2
. (86)
The only non-zero NP curvature scalars are ΛNP =
1
6Λ,
Ψ2 = −
(
m+ i
(
1
3
(a2 − 4l2)lΛ
))(
1
ir + l + a cos θ
)3
+(e2 + g2)
(
1
ir + l + a cos θ
)3(
1
−ir + l+ a cos θ
)
, (87)
and
Φ11 =
1
2
e2+g2
|a cos θ+l+ir|2 . (88)
At zeroth order of the Cartan algorithm we obtain as our Cartan invariants the
real and imaginary parts of Ψ2, which are functionally independent (t0 = 2).
The zeroth order isotropy group consists of boosts and spins (dim H0 = 2).
At the first iteration of the algorithm, we get that the non-zero components
of the covariant derivative of Ψ are:
D1Ψ20′ = DΨ2, D
1Ψ30′ = 3τΨ2, D
1Ψ21′ = δΨ2, D
1Ψ31′ = −3ρΨ2, (89)
where we have used ρ = µ and π = −τ . The components of the covariant
derivative of Φ are:
D1Φ11′00′ = DΦ11, D
1Φ11′11′ = ∆Φ11,
D1Φ11′01′ = D1Φ11′01′ = δΦ11,
D1Φ10′01′ = D
1Φ12′10′ = D1Φ01′01′ = D1Φ21′10′ = ρ¯Φ11,
D1Φ10′11′ = D
1Φ12′00′ = D1Φ01′11′ = D1Φ21′00′ = τ¯Φ11.
These components may be simplified using the Bianchi identities:
DΨ2 = 3ρΨ2 + 2ρΦ11, ∆Ψ2 = −3µΨ2 − 2µΦ11,
δΨ2 = −3τΨ2 + 2τΦ11, δ¯Ψ2 = 3πΨ2 − 2πΦ11.
DΦ11 = 2(ρ+ ρ¯)Φ11, δΦ11 = 2(τ − π¯)Φ11, ∆Φ11 = 2(µ+ µ¯)Φ11.
Computing the spin-coefficient ρ = µ we obtain:
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ρ = µ = −1
2
√
Q[r + i(a cos θ + l)]
ρ˜|a cos θ + l + ir|2 . (90)
The location of the event horizons are obtained from the roots of Q(r). It is
clear that consequently all b.w. -1 and +1 terms vanish on the horizon. This
implies that the first covariant derivative of the Weyl and Ricci tensors are of
type D.
Using the formulae (4.3a′) − (4.3i′) in [76, 45] we can calculate the second
covariant derivatives of the Weyl and Ricci spinors. It may be shown that on the
horizon all positive and negative b.w. terms vanish, implying that the second
covariant derivative of the Ricci and Weyl spinors are of type D as well.
We note that it is possible to apply Theorem 3.1 or Theorem 3.2 to construct
a SPI that will detect the horizon regardless of the frame [43]. For the Kerr-
Newmann-NUT-(Anti)-de Sitter metric the cohomogeneity is two, and so we
can combine the zeroth order invariants I1 = CabcdC
abcd and I2 = C
∗abcdCabcd
to produce Ψ2 and Ψ¯2, and compute the norm of W = ||dΨ2 ∧ dΨ¯2||2 which is
a degree eight, first order SPI that detects the horizon (see below):
9|a cos θ + l + ir|6
2
W = −Q(a2 sin2 θ)(Λ(a2 cos2 θ + 4al cos θ) + 3)|Ψ2|2. (91)
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8 Appendix B: Relationship between the Page-
Shoom invariants and SPIs for the Kerr-Newman-
NUT-(Anti)-de Sitter Spacetime
The Page-Shoom invariants are defined in Theorem 3.1 as the norm of the wedge
product of the exterior derivatives of n SPIs. We will show that the Page-Shoom
invariants and the discriminants for the covariant derivative of the Weyl tensor,
Cabcd;e, share a common zero in the stationary Kerr-Newman-NUT-(Anti)-de
Sitter black hole solution. Due to the extensive size of these invariants relative
to a coordinate system, we will use the NP formalism to show this property
relative to the frame given in [43].
The 4D Kerr-Newman-NUT-(Anti)-de Sitter metric is given by the line el-
ement (82) with metric functions defined in (83-85) containing the parame-
ters m, e, g, a, l, and Λ which are, respectively, mass, the electric and magnetic
charges, the rotation parameter, the NUT parameter in a de Sitter or anti-
de Sitter background, and the cosmological constant. The surfaces for which
Q(r) = 0 denote the horizons of this solution [74].
As the cohomogeneity of the Kerr-Newman-NUT-(Anti)-de Sitter spacetime
is two, any Page-Shoom invariant is then the norm of the wedge product of the
exterior derivatives of two SPIs. We will work with the simplest Page-Shoom
invariant, constructed from linear combinations of the zeroth order SPIs defined
in terms of I1 and I2 in (36) and (37):
Ψ22 =
(I1 − I2)
48
, Ψ¯22 =
(I1 + I2)
48
,
where Ψ2 is the only non-zero NP Weyl scalar. From the perspective of the
Cartan algorithm, it is sufficient to study the roots of the resulting Page-Shoom
invariant, as any other SPI can be expressed in terms of the functionally indepen-
dent Cartan invariants Ψ2 and its complex conjugate. For any two functionally
independent SPIs, the Page-Shoom invariant is:
W′ = ||dJ1 ∧ dJ2||2, Ji = Fi(Ψ2, Ψ¯2), i = 1, 2.
Applying the chain rule will ensure that this can be expressed in terms of the
frame derivatives of Ψ2 and Ψ¯2:
W′ ∝ ||dΨ2 ∧ dΨ¯2||2 =W.
Constructing the wedge product, dΨ2∧dΨ¯2 and using the Bianchi identities
[43], the norm is then:
W = −16|3µΨ2 + 2µΦ11|2|3πΨ2 − 2πΦ11|2 +
16R[(µΨ2 + 2µΦ11)
2(3π¯Ψ¯2 − 2π¯Φ11)2], (92)
where the frame dependent identity τ = −π has been used and Φ11 is the only
non-zero NP Ricci scalar. Relative to the coordinate system, Ψ2 and Φ11 are
given by equations (87) and (88), and the relevant spin-coefficients are:
41
µ = ρ = − 12
√
Q[r+i(a cos θ+l)]
ρ˜|a cos θ+l+ir|2 ,
τ = −π = − 1√
2
a(ir−a cos θ−l)
√
1+ 4
3
Λal cos θ+ 1
3
Λa2 cos2 θ
ρ˜(cos2 θa2+2al cos θ+l2+r2) .
It is clear that ρ = µ vanishes on the stationary horizons, and so the invariant
W must vanish there as well. Indeed, from equation (91) the invariant may be
expressed as,
W = QF (r, cos θ), (93)
where F is a ratio of two polynomials in terms of r and cos θ, arising from the
coordinate form of the related spin coefficient µ and π, and the curvature scalars
(92).
The discriminants related to the covariant derivative of the Weyl tensor
will also detect the horizon since Cabcd;e will be of algebraic type II/D on the
horizon. We will examine the first discriminant, 1D, given in equation (19), but
the result carries over to the second discriminant, 2D, whose form is similar to
(19) with invariants defined in (25). Both of these invariants act as necessary
conditions for Cabcd;e to be of type II/D.
The first discriminant is constructed using the trace-free symmetric tensor
1Sab =
1T ab defined in (15) and (16). The necessary condition for this operator
to be of type II/D is (19):
1D = −1s23(41s32−1441s21s4+271s23)+1s4(161s2−1281s41s22+2561s24) = 0 (94)
where 1s2,
1s3, and
1s4 are defined in (19). It may be shown by direct compu-
tation that 1D shares a common root with W:
1D = Q6G(r, cos θ),
where G is a ratio of polynomial functions.
The fact that W and 1D share roots is in itself unsurprising as they both
vanish on the horizon. Through direct knowledge of the frame in which the
covariant derivative of the Weyl tensor, Cabcd;e is of type II/D on the horizon
[43], we have shown for the Kerr-Newman-NUT-(Anti)-de Sitter spacetime the
invariant W and the discriminant for the Weyl curvature tensor, 1D, vanish
when Cabcd;e is of type II/D. Therefore, for the Kerr-Newman-NUT-(Anti)-de
Sitter solution, the invariant W provides an SPI of lower order than 1D giving
necessary conditions for when the Cabcd;e is of type II/D.
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9 Appendix C: Geometric Identities
9.1 FKWC Bases in 4D
Fulling, King, Wybourne and Cummings (FWKC) [77] systematically expanded
the Riemann polynomials encountered in calculations on standard bases con-
structed from group theoretical considerations. Bases for scalar Riemann poly-
nomials of order eight or less in the derivatives of the metric tensor and for tenso-
rial Riemann polynomials of order six or less were presented. The FKWC-bases
were modified to be dimensionally independent [78], allowing for irreducible
expressions [79].
The geometrical identities utilized to eliminate “spurious” Riemann mono-
mials of order up to six by expressing them in terms of elements of FKWC-bases
have been derived using:
1. The commutation of covariant derivatives in the form
T a...b...;cd − T a...b...;dc =
+RaedcT
e...
b... + · · · −RebdcT a...e... − . . . . (95)
2. The “symmetry” properties of the Ricci and the Riemann tensors (pair
symmetry, antisymmetry, cyclic symmetry)
Rab = Rba, (96)
Rabcd = Rcdab, (97)
Rabcd = −Rbacd and Rabcd = −Rabdc, (98)
Rabcd +Radbc +Racdb = 0. (99)
3. The differential Bianchi identity and the identities obtained by contraction
of index pairs
Rabcd;e +Rabec;d +Rabde;c = 0, (100)
R ;dabcd = Rac;b −Rbc;a, (101)
R ;bab = (1/2)R;a. (102)
9.1.1 Geometric identities
To refer to equations in [78], we will denote equation numbers as [DF 1] etc.
Using the “symmetry” properties of the Ricci and the Riemann tensors (96)-
(99), the Bianchi identity and its consequences (100)-(102), the commutation of
covariant derivatives (95), along with several geometric zeroth order identities
for the curvature tensor and Ricci tensor (which will not be displayed), the
following geometric identity is obtained [DF 7]:
RpqrsR
pqrs = 4Rpq;rsR
prqs + 2RpqR
p
rstR
qrst
−RpqrsRpquvRrsuv − 4RprqsRp qu vRrusv. (103)
43
Particular results can be written in terms of the Weyl tensor by substituting
out trace parts and working with identities for the Ricci tensor. Or we can
consider the vacuum case with vanishing Ricci tensor in applications, which
leads to an extra constraint on Cab[cd;e] which will simplify the SPIs.
For the SPIs involving the first and second covariant derivatives of the Rie-
mann tensor we may employ the geometrical identities [DF 8-10, 13-15, 19,
20-29, 32, 33-34], including:
RpqrsRpqra;s =
1
2
RpqrsRpqrs;a, (104)
RpqrsRpqra;sb =
1
2
RpqrsRpqrs;ab, (105)
RpqraRrqpb;c =
1
2 R
pqr
aRpqrb;c, (106)
and the geometrical identities [DF 38-39, 40-47] and [DF 48-55] including, in
particular:
Rabcd = Rac;bd −Rbc;ad −Rad;bc +Rbd;ac
+RpcRpdab −RpdRpcab
+2Rp qa dRpbqc − 2Rp qa cRpbqd
−2Rp qa bRpcqd + 2Rp qa bRpdqc. (107)
The geometrical identity (107) in vacuum becomes:
Cabcd = 2C
p q
a dCpbqc − 2Cp qa cCpbqd
−2Cp qa bCpcqd + 2Cp qa bCpdqc, (108)
whence (103) reduces to (in vacuum):
CpqrsC
pqrs = −CpqrsCpquvCrsuv − 4CprqsCp qu vCrusv. (109)
For black holes with a vacuum exterior, these identities may help simplify the
related discriminants.
9.1.2 Conserved tensor quantities
In addition, the results of [78] provide irreducible expressions for the metric
variations (i.e., for the functional derivatives with respect to the metric tensor)
of the action terms associated with the 17 basis elements for the so-called FKWC
curvature invariants of order six. For every scalar S that appears in the action
(gravitational Lagrangian) we obtain by variation (since these geometric tensors
are automatically conserved due to the invariance of the actions under spacetime
diffeomorphisms) a symmetric conserved rank-2 tensor, e.g., Sab with S
;b
ab = 0
(from which syzygys can be obtained, such as S ;bab S
a ;c
c = 0). As above, to
refer to the nth equation in [79] we write [CH n].
Choosing S to be the Ricci scalar, R, we obtain
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Sab = Rab − 1
2
Rgab, (110)
yielding the usual contracted Bianchi identity. Choosing S = RpqrsR
pquvRrsuv
we obtain [CH 6]:
Sab = 24R
p ;qr
(a R|pqr|b) − 12Rpa;qR ;qpb + 12Rpa;qRqb;p
+3Rpqrs;aRpqrs;b − 6Rpqra;sR ;spqrb − 6RpqRrspaRrsqb
+12RprqsRtpqaRtrsb +
1
2gab[RpqrsR
pquvRrsuv]. (111)
In vacuum this becomes:
Sab = 3C
pqrs
;aCpqrs;b − 6Cpqra;sC ;spqrb + 12CprqsCtpqaCtrsb
+
1
2
gab[CpqrsC
pquvCrsuv]. (112)
Also, in vacuum, by varying S = CpqrsC
pqrs we obtain a symmetric con-
served rank-2 tensor which depends on quadratic polynomial contractions of
the Weyl tensor [CH 3]:
Sab = CalmnC
lmn
b + CblmnC
lmn
a . (113)
.
9.2 Syzygies on the Horizon
If an invariant I vanishes on a surface, then the pullback of ∇I will also van-
ish on the surface. In principle, we can apply this to construct syzygies using
the covariant derivatives of the Ricci and Weyl tensors that hold on the hori-
zon. For example, suppose that a necessary algebraic condition is of the form
F (1I,2 I) = 0. Then by differentiation (covariant differentiation is simply partial
differentiation here), we obtain (F1)
1I,a + (F2)
2I,a = 0 (where Fi denotes dif-
ferentiation with respect to iI), whence by contraction with 1I,a,
2 I,a we obtain
scalar identities; in particular, by addition, we obtain:
(F 21 )
1I,a
1I ,a = (F 22 )
2I,a
2I ,a. (114)
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10 Appendix D: Necessary Type II/D Condi-
tions for the Weyl Tensor Using Discrimi-
nants
Treating the Weyl tensor as a trace-free operator on the vector space of bivectors,
we can apply the discriminant analysis to produce necessary conditions for the
operator to be of type II/D, using the following traces of the powers of the
Weyl operator (in terms of the Wi defined earlier):
W˜2 = 8W2, W˜3 = 16W3, W˜4 = 32W4, W˜6 = 128W6,
and
W˜5 ≡ CabcdCcdpqCpqrsCrstuCtuab.
The necessary conditions that the Weyl operator is of type II/D are 5D6 =
6D5 = 0, where these are given by the following equations:
6D5 = 6 W˜
4
5 −
1
2
W˜ 54 +
251
60
W˜ 42 W˜3 W˜4 W˜5 −
41
10
W˜ 32 W˜3 W˜5 W˜6 +
1
2
W˜ 22 W˜
2
3 W˜4 W˜6
−99
10
W˜ 22 W˜3 W˜
2
4 W˜5 +
2
5
W˜2 W˜
3
3 W˜4 W˜5 +
49
576
W˜ 72 W˜
2
3 −
1
48
W˜ 72 W˜6 +
1
48
W˜ 62 W˜
2
4
+
17
32
W˜ 42 W˜
4
3 +
73
200
W˜ 52 W˜
2
5 −
3
8
W˜ 42 W˜
3
4 −
2
9
W˜2 W˜
6
3 −
2
3
W˜ 42 W˜
2
6 +
7
4
W˜ 22 W˜
4
4
+
8
15
W˜ 53 W˜5 +
9
8
W˜ 43 W˜
2
4 − 6 W˜2 W˜ 36 + 6 W˜ 24 W˜ 26 −
11
30
W˜ 62 W˜3 W˜5 −
263
288
W˜ 52 W˜
2
3 W˜4
+
3
8
W˜ 52 W˜4 W˜6 +
49
72
W˜ 42 W˜
2
3 W˜6 −
313
90
W˜ 32 W˜
3
3 W˜5 +
251
144
W˜ 32 W˜
2
3 W˜
2
4 −
25
24
W˜ 22 W˜
4
3 W˜4
−13
12
W˜ 32 W˜
2
4 W˜6 −
106
25
W˜ 32 W˜4 W˜
2
5 +
256
25
W˜ 22 W˜
2
3 W˜
2
5 + 2 W˜2 W˜
4
3 W˜6 +
7
8
W˜2 W˜
2
3 W˜
3
4
+6 W˜ 22 W˜4 W˜
2
6 +
27
5
W˜ 22 W˜
2
5 W˜6 − 3 W˜2 W˜ 23 W˜ 26 −
68
5
W˜2 W˜3 W˜
3
5 −
11
2
W˜2 W˜
3
4 W˜6
+
99
10
W˜2 W˜
2
4 W˜
2
5 −
26
5
W˜ 33 W˜5 W˜6 −
11
2
W˜ 23 W˜
2
4 W˜6 +
12
5
W˜ 23 W˜4 W˜
2
5 +
14
5
W˜3 W˜
3
4 W˜5
+12 W˜3 W˜5 W˜
2
6 − 18 W˜4 W˜ 25 W˜6 +
39
5
W˜2 W˜3 W˜4 W˜5 W˜6,
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6D6 =
221
36 W˜
4
2 W˜
2
3 W˜4 W˜
2
6 +
4141
3600 W˜
4
2 W˜
2
3 W˜
2
5 W˜6 +
3529
3000 W˜
4
2 W˜3 W˜4 W˜
3
5 +
3361
432 W˜
3
2 W˜
2
3 W˜
3
4 W˜6
+ 103797200 W˜
3
2 W˜
2
3 W˜
2
4 W˜
2
5 +
19
240 W˜
3
2 W˜3 W˜
4
4 W˜5 +
53
360 W˜
2
2 W˜
5
3 W˜5 W˜6 +
3119
576 W˜
2
2 W˜
4
3 W˜
2
4 W˜6
− 411200 W˜ 22 W˜ 43 W˜4 W˜ 25 + 799720 W˜ 22 W˜ 33 W˜ 34 W˜5 + 2318 W˜2 W˜ 63 W˜4 W˜6 + 2945 W˜2 W˜ 53 W˜ 24 W˜5
− 337300 W˜ 32 W˜3 W˜ 35 W˜6 − 637600 W˜ 32 W˜ 24 W˜ 25 W˜6 − 13360 W˜ 22 W˜ 33 W˜5 W˜ 26 − 1398 W˜ 22 W˜ 23 W˜ 24 W˜ 26
− 463300 W˜ 22 W˜3 W˜ 24 W˜ 35 − 436 W˜2 W˜ 43 W˜4 W˜ 26 + 2625 W˜2 W˜ 43 W˜ 25 W˜6 − 125 W˜2 W˜ 33 W˜4 W˜ 35
− 2516 W˜2 W˜ 23 W˜ 44 W˜6 + 327400 W˜2 W˜ 23 W˜ 34 W˜ 25 + 29120 W˜2 W˜3 W˜ 54 W˜5 − 7760 W˜ 53 W˜4 W˜5 W˜6
+ 225 W˜
2
2 W˜3 W˜5 W˜
3
6 +
21
5 W˜
2
2 W˜4 W˜
2
5 W˜
2
6 +
71
4 W˜2 W˜
2
3 W˜4 W˜
3
6 − 310 W˜2 W˜ 23 W˜ 25 W˜ 26
− 7920 W˜2 W˜ 34 W˜ 25 W˜6 + 4910 W˜ 33 W˜4 W˜5 W˜ 26 − 3120 W˜ 23 W˜ 24 W˜ 25 W˜6 − 310 W˜3 W˜ 44 W˜5 W˜6
−6 W˜3 W˜4 W˜5 W˜ 36 − 1635760 W˜ 92 W˜3 W˜4 W˜5 + 116 W˜ 82 W˜3 W˜5 W˜6 + 527864 W˜ 72 W˜ 23 W˜4 W˜6
+ 3371440 W˜
7
2 W˜3 W˜
2
4 W˜5 +
1127
1728 W˜
6
2 W˜
3
3 W˜4 W˜5 − 34914320 W˜ 52 W˜ 33 W˜5 W˜6 − 10327 W˜ 52 W˜ 23 W˜ 24 W˜6
− 1548714400 W˜ 52 W˜ 23 W˜4 W˜ 25 − 1320 W˜ 52 W˜3 W˜ 34 W˜5 − 77593456 W˜ 42 W˜ 43 W˜4 W˜6 − 37872160 W˜ 42 W˜ 33 W˜ 24 W˜5
− 289720 W˜ 32 W˜ 53 W˜4 W˜5 + 349360 W˜ 52 W˜3 W˜5 W˜ 26 + 5691200 W˜ 52 W˜4 W˜ 25 W˜6 − 751720 W˜ 62 W˜3 W˜4 W˜5 W˜6
+ 33772 W˜
4
2 W˜3 W˜
2
4 W˜5 W˜6 +
1529
360 W˜
3
2 W˜
3
3 W˜4 W˜5 W˜6 − 25330 W˜ 32 W˜3 W˜4 W˜5 W˜ 26
− 201100 W˜ 22 W˜ 23 W˜4 W˜ 25 W˜6 − 6720 W˜ 22 W˜3 W˜ 34 W˜5 W˜6 − 11524 W˜2 W˜ 33 W˜ 24 W˜5 W˜6
+ 8710 W˜2 W˜3 W˜
2
4 W˜5 W˜
2
6 +
9
10 W˜2 W˜3 W˜4 W˜
3
5 W˜6 − 151864 W˜ 82 W˜ 23 W˜ 24 − 3 W˜2 W˜ 25 W˜ 36
− 32 W˜4 W˜ 45 W˜6 − 332 W˜2 W˜4 W˜ 46 + 2825 W˜ 22 W˜ 23 W˜ 45 + 13794800 W˜ 42 W˜ 43 W˜ 25 + 110 W˜ 33 W˜ 44 W˜5
− 39136 W˜ 32 W˜ 34 W˜ 26 + 1712 W˜ 23 W˜ 34 W˜ 26 − 712400 W˜ 62 W˜ 24 W˜ 25 − 5512 W˜ 42 W˜4 W˜ 36 − 1736 W˜ 72 W˜4 W˜ 26
− 1915 W˜ 33 W˜ 35 W˜6 + 2 W˜3 W˜ 35 W˜ 26 + 3 W˜ 24 W˜ 25 W˜ 26 + 237510368 W˜ 42 W˜ 63 W˜4 − 27800 W˜ 72 W˜ 25 W˜6
+ 661864 W˜
6
2 W˜
2
3 W˜
3
4 − 5536 W˜ 62 W˜ 34 W˜6 − 4675 W˜ 42 W˜ 25 W˜ 26 + 1120 W˜ 82 W˜4 W˜ 25 − 56375 W˜ 62 W˜3 W˜ 35
+ 521320736 W˜
6
2 W˜
4
3 W˜6 +
41
40 W˜2 W˜
2
4 W˜
4
5 +
1267
9600 W˜
7
2 W˜
2
3 W˜
2
5 +
73
400 W˜
4
3 W˜
2
4 W˜
2
5 +
1091
1296 W˜
5
2 W˜
4
3 W˜
2
4
− 37576 W˜ 82 W˜ 33 W˜5 − 2524 W˜ 22 W˜ 54 W˜6 + 19180 W˜ 73 W˜4 W˜5 + 1320 W˜ 22 W˜ 45 W˜6 + 25 W˜ 23 W˜4 W˜ 45
+ 1196912 W˜
10
2 W˜
2
3 W˜4 − 7924 W˜ 32 W˜ 23 W˜ 36 − 780141472 W˜ 72 W˜ 43 W˜4 − 2156912 W˜ 92 W˜ 23 W˜6
+ 1311520 W˜
11
2 W˜3 W˜5 − 45 W˜2 W˜3 W˜ 55 + 74 W˜2 W˜ 44 W˜ 26 − 175288 W˜ 43 W˜ 34 W˜6 − 247192 W˜ 42 W˜ 23 W˜ 44
− 3150 W˜ 32 W˜4 W˜ 45 + 115 W˜3 W˜ 34 W˜ 35 + 372 W˜ 22 W˜ 24 W˜ 36 + 259200 W˜ 22 W˜ 44 W˜ 25 − 251152 W˜ 102 W˜4 W˜6
− 221432 W˜ 62 W˜ 23 W˜ 26 + 1912960 W˜ 52 W˜ 53 W˜5 + 3131152 W˜ 82 W˜ 24 W˜6 − 161648 W˜ 32 W˜ 63 W˜6 − 1447910368 W˜ 32 W˜ 43 W˜ 34
+ 124 W˜
2
2 W˜
7
3 W˜5 − 9591728 W˜ 22 W˜ 63 W˜ 24 − 112 W˜2 W˜ 83 W˜4 + 359 W˜ 52 W˜ 24 W˜ 26 + 10932 W˜ 42 W˜ 44 W˜6
− 99400 W˜ 42 W˜ 34 W˜ 25 + 325216 W˜ 32 W˜ 43 W˜ 26 − 1108313500 W˜ 32 W˜ 33 W˜ 35 + 2972 W˜ 22 W˜ 23 W˜ 54 − 1990 W˜2 W˜ 63 W˜ 25
+ 3731152 W˜2 W˜
4
3 W˜
4
4 +
1
110592 W˜
15
2 − 1324 W˜ 103 + 15 W˜ 65 + 6 W˜ 56 + 227 W˜ 83 W˜6 + 71864 W˜ 63 W˜ 34
− 132 W˜2 W˜ 74 − 2536 W˜ 63 W˜ 26 + 2291125 W˜ 53 W˜ 35 − 172 W˜ 23 W˜ 64 + 2512 W˜ 32 W˜ 46 + 196 W˜ 43 W˜ 36
+ 124 W˜
6
4 W˜6 − 1100 W˜ 54 W˜ 25 − 7 W˜ 23 W˜ 46 − W˜ 34 W˜ 36 − 718432 W˜ 132 W˜4 − 1727648 W˜ 122 W˜ 23
+ 11536 W˜
12
2 W˜6 +
59
9216 W˜
11
2 W˜
2
4 +
2339
165888 W˜
9
2 W˜
4
3 − 12400 W˜ 102 W˜ 25 − 2514608 W˜ 92 W˜ 34
− 3779186624 W˜ 62 W˜ 63 + 11576 W˜ 92 W˜ 26 + 61256 W˜ 72 W˜ 44 + 191944 W˜ 32 W˜ 83 − 179384 W˜ 52 W˜ 54 + 61216 W˜ 62 W˜ 36
+ 146720000 W˜
5
2 W˜
4
5 +
43
192 W˜
3
2 W˜
6
4 .
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11 Appendix E: Abbreviations
b.w. boost weight
DH dynamical horizon
FOTH future outer trapping horizon
FWKC Fulling, King, Wybourne and Cummings
GR General Relativity
LTB Lemaitre-Tolman-Bondi
MTS marginally trapped surface
MTT marginally trapped tube
NEH non-expanding horizon
NP Newman-Penrose
NUT Newman, Unti, Tamburino
SPI scalar polynomial (curvature) invariant
TH trapping horizon
WIH weakly isolated horizon
48
Acknowledgements
The work was supported by NSERC of Canada (A.C.), and through the Re-
search Council of Norway, Toppforsk grant no. 250367: Pseudo- Riemannian
Geometry and Polynomial Curvature Invariants: Classification, Characterisa-
tion and Applications (D.M.).
References
[1] A. Ashtekar and B. Krishnan. Isolated and Dynamical Hori-
zons and Their Applications. Living Reviews in Relativity, 7:10,
2004. arXiv:0407042 [gr-qc].
[2] J. Thornburg. Event and Apparent Horizon Finders for 3+1 Numerical Rel-
ativity. Living Reviews in Relativity, 10(1):3, 2007. arXiv:0512169 [gr-qc].
[3] R. Penrose. Gravitational Collapse and Space-Time Singularities. Physical
Review Letters, 14:57–59, 1965.
[4] I. Booth. Black-hole boundaries. Canadian Journal of Physics, 83:1073–
1099, 2005. arXiv:0508107 [gr-qc].
[5] B. P. Abbott, R. Abbott, T. D. Abbott, M. R. Abernathy, F. Acernese,
K. Ackley, C. Adams, T. Adams, P. Addesso, R. X. Adhikari, and et al. Ob-
servation of GravitationalWaves from a Binary Black Hole Merger. Physical
Review Letters, 116(6):061102, 2016. arXiv:1602.03837 [gr-qc].
[6] J. M. M. Senovilla. Trapped Surfaces. International Journal of Modern
Physics D, 20:2139–2168, 2011. arXiv:1107.1344 [gr-qc].
[7] J. Diaz-Polo and D. Pranzetti. Isolated Horizons and Black Hole Entropy
in Loop Quantum Gravity. SIGMA, 8:048, 2012. arXiv:1112.0291 [gr-qc].
[8] A. Ashtekar, C. Beetle, and J. Lewandowski. Geometry of generic
isolated horizons. Classical and Quantum Gravity, 19:1195–1225,
2002. arXiv:0111067 [gr-qc].
[9] S. A. Hayward. General laws of black-hole dynamics. Physical Review D,
49(12):6467, 1994.
[10] S. A. Hayward. Spin coefficient form of the new laws of black hole dynamics.
Classical and Quantum Gravity, 11(12):3025, 1994.
[11] M. Kriele and S. A. Hayward. Outer trapped surfaces and their apparent
horizon. Journal of Mathematical Physics, 38(3):1593–1604, 1997.
[12] A. Ashtekar and B. Krishnan. Dynamical Horizons: Energy, Angu-
lar Momentum, Fluxes, and Balance Laws. Physical Review Letters,
89(26):261101, 2002. arXiv:0207080 [gr-qc].
[13] A. Ashtekar and B. Krishnan. Dynamical horizons and their properties.
Phyiscal Review D, 68(10):104030, 2003. arXiv:0308033 [gr-qc].
49
[14] P. C. Vaidya. The gravitational field of a radiating star. Proceedings Math-
ematical Sciences, 33(5):264–276, 1951.
[15] P. C. Vaidya. The External Field of a Radiating Star in General Relativity.
General Relativity and Gravitation, 31:119–120, 1999.
[16] W. B. Bonnor and P. C. Vaidya. Spherically symmetric radiation of charge
in Einstein-Maxwell theory. General Relativity and Gravitation, 1:127–130,
1970.
[17] A. Coley, R. Milson, V. Pravda, and A. Pravdova´. Classification of the Weyl
tensor in higher dimensions. Classical and Quantum Gravity, 21:L35–L41,
2004. arXiv:0401008 [gr-qc].
[18] R. Milson, A. Coley, V. Pravda, and A. Pravdova. Alignment
and algebraically special tensors in Lorentzian geometry. Interna-
tional Journal of Geometric Methods in Modern Physics, 2(01):41–61,
2005. arXiv:0401010 [gr-qc].
[19] A. Coley. Classification of the Weyl Tensor in Higher Dimensions
and Applications. Classical and Quantum Gravity, 25(3):033001, 2008.
arXiv:0710.1598 [gr-qc].
[20] A. Coley and S. Hervik. Higher dimensional bivectors and classification of
the Weyl operator. Classical and Quantum Gravity, 27(1):015002, 2010.
arXiv:0909.1160 [gr-qc].
[21] H. Stephani, D Kramer, M. MacCallum, C. Hoenselaers, and E. Herlt.
Exact solutions of Einstein’s field equations. Cambridge University Press,
2009.
[22] A. A. Coley, S. Hervik, M. N. Durkee, and M. Godazgar. Algebraic clas-
sification of five-dimensional spacetimes using scalar invariants. Classical
and Quantum Gravity, 28(15):155016, 2011. arXiv:1105.2355 [gr-qc].
[23] A. Coley and S. Hervik. Algebraic classification of spacetimes us-
ing discriminating scalar curvature invariants. ArXiv e-prints, 2010.
arXiv:1011.2175 [gr-qc].
[24] A. Coley, S. Hervik, and N. Pelavas. Spacetimes characterized by their
scalar curvature invariants. Classical and Quantum Gravity, 26(2):025013,
2009. . arXiv:0901.0791].
[25] A. Coley, S. Hervik, and N. Pelavas. On spacetimes with con-
stant scalar invariants. Classical and Quantum Gravity, 23:3053–3074,
2006. arXiv:0509113 [gr-qc].
[26] A. Coley, S. Hervik, and N. Pelavas. Lorentzian spacetimes with constant
curvature invariants in three dimensions. Classical and Quantum Gravity,
25(2):025008, 2008. arXiv:0710.3903 [gr-qc].
[27] A. Coley, R. Milson, V. Pravda, and A. Pravdova´. Vanishing scalar in-
variant spacetimes in higher dimensions. Classical and Quantum Gravity,
21:5519–5542, 2004. arXiv:0410070 [gr-qc].
50
[28] A. Coley, A. Fuster, and S. Hervik. Supergravity Solutions with Constant
Scalar Invariants. International Journal of Modern Physics A, 24:1119–
1133, 2009. arXiv:0707.0957 [gr-qc].
[29] A. Coley, S. Hervik, G. Papadopoulos, and N. Pelavas. Kundt
spacetimes. Classical and Quantum Gravity, 26(10):105016, 2009.
arXiv:0901.0394 [gr-qc].
[30] V. Pravda and A. Pravdova´. WANDs of the black ring. General Relativity
and Gravitation, 37:1277–1287, 2005. arXiv:0501003 [gr-qc].
[31] R. Emparan and H. S. Reall. A Rotating Black Ring Solu-
tion in Five Dimensions. Physical Review Letters, 88(10):101101,
2002. arXiv:0110260 [hep-th].
[32] A. A. Coley and D. D. McNutt. Horizon detection and higher dimen-
sional black rings. Classical and Quantum Gravity, 34(3):035008, 2017.
arXiv:1704.03055 [gr-qc].
[33] D. D. McNutt, A. A. Coley, and A. Forget. The Cartan algorithm in
five dimensions. Journal of Mathematical Physics, 58(3):032502, 2017.
arXiv:1704.03061 [gr-qc].
[34] A. Coley, S. Hervik, and N. Pelavas. Lorentzian manifolds and scalar cur-
vature invariants. Classical and Quantum Gravity, 27(10):102001, 2010.
arXiv:1003.2373 [gr-qc].
[35] A. Garcia-Parrado Gomez-Lobo and J. M. M. Senovilla. A set of invariant
quality factors measuring the deviation from the Kerr metric. General
Relativity and Gravitation, 45(6):1095–1127, 2013. arXiv:1211.6884 [gr-qc].
[36] M. Mars. A spacetime characterization of the Kerr metric. Classical and
Quantum Gravity, 16:2507–2523, 1999. arXiv:9904070 [gr-qc].
[37] J. M. M. Senovilla. Super-energy tensors. Classical and Quantum Gravity,
17:2799–2841, 2000. arXiv:9906087 [gr-qc].
[38] D. N. Page. Nonvanishing local scalar invariants even in VSI spacetimes
with all polynomial curvature scalar invariants vanishing. Classical and
Quantum Gravity, 26(5):055016, 2009. arXiv:0806.2144 [gr-qc].
[39] M. Abdelqader and K. Lake. Invariant characterization of the Kerr space-
time: Locating the horizon and measuring the mass and spin of rotating
black holes using curvature invariants. Physical Review D, 91(8):084017,
2015. arXiv:1412.8757 [gr-qc].
[40] F. M. Paiva, M. J. Reboucas, and M. A. H. MacCallum. On limits of
spacetimes-a coordinate-free approach. Classical and Quantum Gravity,
10:1165–1178, 1993. arXiv:9302005 [gr-qc].
[41] Skea J. E. F. Anisotropic cosmologies and curvature invariants. PhD thesis,
University of Sussex, 1986.
51
[42] D. N. Page and A. A. Shoom. Local Invariants Vanishing on Stationary
Horizons: A Diagnostic for Locating Black Holes. Physical Review Letters,
114(14):141102, 2015. arXiv:1501.03510 [gr-qc].
[43] D. McNutt, M. A. H. MacCallum, D. Gregoris, A. Forget, A. Coley,
P. C. Chavy-Waddy, and D. Brooks. Cartan Invariants and Event Hori-
zon Detection. submitted to General Relativity and Gravitation, 2017.
arXiv:1709.03362 [gr-qc].
[44] J. Lewandowski and T. Pawlowski. Quasi-local rotating black holes in
higher dimension: geometry. Classical and Quantum Gravity, 22:1573–
1598, 2005. arXiv:0410146 [gr-qc].
[45] J. Stewart. Advanced general relativity. Cambridge University Press, 1993.
[46] V. Faraoni and A. B. Nielsen. The horizon-entropy increase law for causal
and quasi-local horizons and conformal field redefinitions. Classical and
Quantum Gravity, 28(17):175008, 2011. arXiv:1103.2089 [gr-qc].
[47] A. Ashtekar and G. J. Galloway. Some uniqueness results for dynamical
horizons. Advances in Theoretical and Mathematical Physics, 9(1):1–30,
2005. arXiv:0503109 [gr-qc].
[48] I. Bengtsson and J. M. M. Senovilla. Note on trapped surfaces in the Vaidya
solution. Physical Review D, 79(2):024027, 2009. arXiv:0809.2213 [gr-qc].
[49] I. Bengtsson and J. M. M. Senovilla. Region with trapped surfaces in
spherical symmetry, its core, and their boundaries. Physical Review D,
83(4):044012, 2011. arXiv:1009.0225 [gr-qc].
[50] J. M. M. Senovilla. On the stability operator for MOTS and the ’core’ of
Black Holes. In Relativity and Gravitation, pages 215–222. Springer, 2014.
[51] R. A. Sussman and K. Bolejko. A novel approach to the dynamics of
szekeres dust models. Classical and Quantum Gravity, 29(6):065018, 2012.
arXiv:1109.1178 [gr-qc].
[52] A. Krasinski and K. Bolejko. Apparent horizons in the quasi-
spherical Szekeres models. Physical Review D, 85(12):124016, 2012.
arXiv:1202.5970 [gr-qc].
[53] N. Cipriani, J. M. M. Senovilla, and J. Van der Veken. Umbilical properties
of spacelike co-dimension two submanifolds. Results in Mathematics, 72:1–
22, 2016. arXiv:1604.06375 [math.DG].
[54] J. M. M. Senovilla. Shear-free surfaces and distinguished dynamical hori-
zons, 21st international conference on general relativity and gravitation.
21st International Conference on General Relativity and Gravitation, July
2015.
[55] B. O’Neill. Semi-Riemannian geometry with applications to relativity, vol-
ume 103. Academic press, 1983.
52
[56] L. Andersson, M. Mars, and W. Simon. Local Existence of Dynam-
ical and Trapping Horizons. Physical Review Letters, 95(11):111102,
2005. arXiv:0506013 [gr-qc].
[57] L. Andersson, M. Mars, and W. Simon. Stability of marginally outer
trapped surfaces and existence of marginally outer trapped tubes. ArXiv
e-prints, 2007. arXiv:0704.2889 [gr-qc].
[58] A. A. Coley, D. D. McNutt, and A. A. Shoom. Horizons in the Kastor-
Traschen Solution. preprint.
[59] H. K Kunduri and J. Lucietti. Classification of near-horizon geome-
tries of extremal black holes. Living Reviews in Relativity, 16(1):8, 2013.
arXiv:1306.2517 [gr-qc].
[60] I. Booth. Spacetime near isolated and dynamical trapping horizons. Phys-
ical Review D, 87(2):024008, 2013. arXiv:1207.6955 [gr-qc].
[61] D. Kastor and J. Traschen. Cosmological multi-black-hole solutions. Phys-
ical Review D, 47:5370–5375, 1993. arXiv:9212035 [hep-th].
[62] K.I. Nakao, T. Shiromizu, and S. A. Hayward. Horizons of the Kastor-
Traschen multi-black-hole cosmos. Physical Review D, 52:796–808, 1995.
[63] J. Isenberg and V. Moncrief. On spacetimes containing Killing vector fields
with non-closed orbits. Classical and Quantum Gravity, 9:1683–1691, 1992.
[64] D. D. McNutt and D. N. Page. Scalar polynomial curvature invari-
ant vanishing on the event horizon of any black hole metric conformal
to a static spherical metric. Physical Review D, 95(8):084044, 2017.
arXiv:1704.02461 [gr-qc].
[65] D. D. McNutt. Curvature invariant characterization of event horizons of
four-dimensional black holes conformal to stationary black holes. Physical
Review D, 96(10):104022, 2017. arXiv:1706.00995 [gr-qc].
[66] A. Coley and N. Pelavas. Algebraic classification of higher dimen-
sional spacetimes. General Relativity and Gravitation, 38:445–461,
2006. arXiv:0510064 [gr-qc].
[67] P. P. Avelino, A. J. S. Hamilton, C. A. R. Herdeiro, and M. Zilhao.
Mass inflation in a D-dimensional Reissner-Nordstrom black hole: A hi-
erarchy of particle accelerators? Physical Review D, 84(2):024019, 2011.
arXiv:1105.4434 [gr-qc].
[68] S. Hervik, A. Coley, L Wylleman, and D McNutt. Spacetimes of Riemann
Type D at all Orders. preprint.
[69] N. T. Bishop and L. Rezzolla. Extraction of gravitational waves
in numerical relativity. Living Reviews in Relativity, 19:2, 2016.
arXiv:1606.02532 [gr-qc].
[70] M. Godazgar and H. S. Reall. Peeling of the Weyl tensor and gravita-
tional radiation in higher dimensions. Physical Reviw D, 85(8):084021,
2012. arXiv:1201.4373 [gr-qc].
53
[71] W. G. Cook and U. Sperhake. Extraction of gravitational-wave energy in
higher dimensional numerical relativity using the Weyl tensor. Classical
and Quantum Gravity, 34(3):035010, 2017. arXiv:1609.01292 [gr-qc].
[72] R. Emparan and M. Martinez. Exact event horizon of a black
hole merger. Classical and Quantum Gravity, 33(15):155003, 2016.
arXiv:1603.00712 [gr-qc].
[73] J. F. Plebanski and M Demianski. Rotating, charged, and uniformly accel-
erating mass in general relativity. Annals of Physics, 98(1):98–127, 1976.
[74] J. B. Griffiths and J. Podolsky. A new look at the plebanski-demianski
family of solutions. International Journal of Modern Physics D, 15(03):335–
369, 2006. arXiv:0511091 [gr-qc].
[75] J. B. Griffiths and J. Podolsky´. A note on the parameters of the Kerr NUT
(anti-)de Sitter spacetime. Classical and Quantum Gravity, 24:1687–1689,
2007. arXiv:0702042 [gr-qc].
[76] J. M. Collins, R. A. d’Inverno, and J. A. Vickers. The Karlhede classi-
fication of type D vacuum spacetimes. Classical and Quantum Gravity,
7:2005–2015, 1990.
[77] S. A. Fulling, R. C. King, B. G. Wybourne, and C. J. Cummins. Nor-
mal forms for tensor polynomials. I. The Riemann tensor. Classical and
Quantum Gravity, 9:1151–1198, 1992.
[78] Y. De´canini and A. Folacci. FKWC-bases and geometrical identities for
classical and quantum field theories in curved spacetime. ArXiv:, 0805.1595,
2008. arXiv:0805.1595 [gr-qc].
[79] A. Coley and S. Hervik. Universality and constant scalar curvature invari-
ants. ISRN Geometry, 2011, 2011. arXiv:1105.2356 [gr-qc].
