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ABSTRACT
The dynamic region extending from the inner- to outer-shelf is the nearshore region
where an accurate understanding of the development of cross-shore flows is important as
they control the exchange of constituents (e.g., pollutants, larvae, heat and biota) between
the coastline and the open ocean. These flows are driven by a variety of forces, including
wind and buoyancy. The wind forcing relevant to shelf circulation broadly falls within
the synoptic scale of storm events, consisting of frontal systems (cold and warm fronts)
and tropical storms. The buoyancy on the shelf is characterized by a vertical stratification
or a pronounced cross-shore density gradient.
In chapter 2, an event based, phase averaged climatological analysis is applied to a
location along the South Atlantic Bight, off South Carolina, an area prone to cyclogenesis
occurrence and passages of atmospheric fronts. The average state of the storm events and
their variability are represented by the temporal evolution of atmospheric pressure, air
temperature, wind velocity and wave directional spectral energy. The effectiveness of this
analysis method is further verified by numerically simulating the wave conditions driven
by the characteristic wind forcing and comparing the results with the wave climatology
that corresponds to each storm type. High level of consistency found in the comparison
indicates that, this analysis method can be used for accurate creation of oceanic
atmospheric forcing that preserves the event time history.
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An application example of this analysis method is provided in Chapter 3 to study the
long-term storm-induced sediment flux. Based on the storm climatology, a series of storm
events are reconstructed with variable wind forcing and duration. The sediment fluxes
induced by these storm events are quantified by using numerical modeling. The
correlation between the storm intensity and sediment flux is then applied to estimate the
accumulated sediment flux induced by all realistic storm events.
In Chapter 4, the shelf response to these three climatologically defined storms is
investigated numerically using Long Bay, a typical Carolina embayment with curved
coastline as a study case. The analysis focuses on examining how the regionally defined
cross-shore wind component, isobath divergence / convergence and coastline orientation
affect the cross-shore circulation under stratified shelf conditions. The simulation results
show that, the regionally defined offshore directed wind component promotes upwelling
during the developing stage of cold front and enhances mixing during the decaying stage.
During warm front and tropical storm, the cross-shore wind component becomes
insignificant. At the southern side of the embayment, isobath divergence enhances
upwelling, as it increases bottom Ekman transport and induces an onshore directed
geostrophic transport. By examining the sea level along the curved coastline, the crossshore length scales on which the locally defined along-/cross-shore wind component acts
are about 20 km seaward from the coastline.
In contrast to the vertical stratification, a cross-shore density gradient provides the
available potential energy (APE) to fuel the baroclinic instability. Chapter 5 studies the
coupled wind forcing and baroclinic instability on shelf circulation. Multiple groups of
runs are carried out and each condition is run under purely wind-driven and coupled
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wind-instability-driven shelf conditions. Under downwelling conditions, when no
instability is present, the inner/mid shelf boundary location/depth is parameterized using
a multi-parametric quantity 1⁄𝑓 ∙ √𝛼 ∙ |𝐵|−𝛾⁄2 ∙ √𝜏 (with 𝛾 = 0.43), where f if Coriolis
parameter, 𝛼 is shelf slope, B is buoyancy flux and 𝜏 is wind forcing. The relationship is
found to hold for when instabilities are present under downwelling conditions. In this
case, increase of wind stress, and/or decrease of the magnitude of heat loss rate tend to
inhibit the instability and shift the cross-shore exchange into patterns when no instability
is present. Under upwelling conditions, the intensity of instability decreases as the wind
stress increases, and/or the heat loss rate decreases. This is primarily caused by the
enhancement of the turbulent frictional dissipation, while the extra supply of APE by
upwelling seemingly becomes unimportant for the instability.
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CHAPTER 1
INTRODUCTION

In general, this thesis studies the effects of wind forcing, coastal bathymetry and surface
cooling on shelf circulation. It focuses on the following questions: 1) what are the
characteristic storm wind patterns on the shelf; 2) how can the shelf bathymetric
irregularity affect the cross-shore flows driven by the realistic wind forcing; 3) how does
the buoyancy forcing induced by surface cooling interact with the wind-driven shelf
circulation. In this chapter, an introduction to these topics is presented and it is followed
by an overview of the thesis.

1.1 Wind-driven shelf circulation
Presence of coastline boundary polarizes the shelf currents in the alongshore direction. It
has been verified both from theoretical analysis and field measurement that a magnitude
discrepancy exists between the magnitudes of alongshore subtidal current (0.05∼0.2 m/s)
and cross-shore subtidal current (0.01∼0.05 m/s) (Lentz and Fewings, 2012 and
references therein). However, in terms of the exchange of materials (e.g., salt, heat,
pollutants and biota), the cross-shore flows are more important than the along-shore
components, mainly due to the much higher cross-shore gradients of these materials.
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Wind forcing is an important driver of the shelf circulation. Previous studies of
wind-driven coastal circulation decompose the wind velocity into the alongshore and
cross-shore components and discuss them independently. In the case of alongshore
winds, the surface and bottom Ekman boundary layers develop in the region of the mid/outer shelf that are separated by an intermediate layer (Ekman, 1905; Lentz and
Fewings, 2012). Within this interior layer, the flow is primarily determined by the cross/alongshore pressure gradient that can be barotropic and/or baroclinic. Once entering into
the inner shelf, these two Ekman boundary layers overlap with each other and the wind
driven Ekman transport gradually decreases to near-zero value at the shoreline (Mitchum
and Clarke, 1986). Compared to the case of alongshore wind, the circulation driven by
cross-shore wind may not be that remarkable in the coastal area. In water depths larger
than that of the surface boundary layer, the cross-shore wind drives the Ekman transport
in the alongshore direction. Further onshore, the surface boundary layer intersects the
bottom. In this case, a two-layer cross-shore circulation develops with a wind-following
flow in the upper water column and a compensating return flow in the lower part of the
water column (Fewings et al., 2008).
If the shelf is vertically stratified, previous studies of inner shelf circulation (i.e.,
Austin and Lentz, 2002) showed that, cross-shore circulation driven by upwellingfavorable wind is slightly stronger than that driven by downwelling-favorable wind.
Onshore directed near-bottom flux of dense water during the upwelling maintains the
stratification that in turn promotes the cross-shore exchange; while during the
downwelling, enhancement of vertical mixing contributes to the decrease of cross-shore
exchange (Austin and Lentz, 2002). Asymmetry in the magnitude of cross-shore
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exchange can be induced by cross-shore wind when the wind direction reverses. As
discussed by Horwitz and Lentz (2014), in the case of density increasing offshore, the
offshore directed wind drives an onshore near-bottom flux of dense water that slightly
enhances vertical stratification and the cross-shore exchange. In contrast, onshore
directed wind induces onshore flux of surface dense water which enhances vertical
mixing and inhibits cross-shore exchange.
The majority of the studies summarized above have focused on steady/quasi-steady
wind conditions and have assumed a straight coastline with alongshore uniform
bathymetry. In reality, synoptic scale meteorological phenomena primarily determine the
wind forcing relevant to shelf circulation (e.g., Austin and Lentz, 1999). These
meteorological events are categorized into frontal systems (cold fronts and warm fronts)
and tropical storms. Each storm type is characterized by unsteady, rotatory wind velocity
that varies within a period of a few (2-3) days. Moreover, uneven bathymetry on shelves
can induce veering of alongshore flows and thus develop cross-shore flows (i.e., Uda,
1959; Arthur, 1965). For instance, previous studies of wind-driven shelf circulation in the
vicinity of capes (i.e., Gan and Allen, 2002) have shown that, an alongshore pressure
gradient that directs against the upwelling-favorable winds can be induced in the vicinity
of the capes due to the cape curvature. This pressure gradient geostrophically balances
onshore flows at depth and upwelling is enhanced downstream of the capes. Enhanced
upwelling can also be induced if the flows encounter isobath divergence associated with
shelf width change (Pringle, 2002). In this case, the alongshore flow accelerates where
the shelf narrows and this faster alongshore flow enhances the onshore transport in the
bottom Ekman layer. Overall, the effects of bathymetric irregularities on shelf circulation
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and its coupling with realistic wind conditions need further investigation. For instance, if
the coastline orientation varies in the alongshore direction, it induces an alongshore
variation in the magnitudes of the along-/cross-shore wind component. If wind-driven
flows encounter isobath divergence/convergence, the topographically induced cross-shore
flows can modify the shelf stratification and it interacts with the wind-driven flows.

1.2 Cooling effects
A cross-shore density gradient can develop on the shelf in response to surface cooling. If
the shelf experiences uniform surface cooling and the surface mixed layer reaches the
shelf bottom, shallow waters cool faster than deep waters and a cross-shore temperature
(density) gradient develops. Following the formation, the dense water can descend from
the source region and moves offshore over the shelf. Numerical simulations (e.g.,
Chapman and Gawarkiewicz, 1997; Gawarkiewicz and Chapman, 1995; Pringle, 2001) of
dense water descent have shown that, the cross-shore density gradient first induces an
alongshore current due to the geostrophic adjustment. Then eddies are generated
associated with baroclinic instability. These eddies transport the nearshore dense water
across the sloping bottom and release the available potential energy (APE).
Early studies (i.e., Bretherton, 1966) have shown that, for a quasi-geostrophic flow,
occurrence of baroclinic instability is related to the horizontal gradient of the potential
vorticity gradient qy, given by:
𝜕

𝑞𝑦 = 𝛽 − 𝑈𝑦𝑦 − 𝑓 𝜕𝑧 (𝑚𝑒𝑎𝑛 𝑖𝑠𝑜𝑝𝑦𝑐𝑛𝑎𝑙 𝑠𝑙𝑜𝑝𝑒)

(1.2.1)

where 𝛽 is the meridional gradient of the Coriolis parameter f; U=U(y,z) is the mean flow
that is in quasi-geostrophic balance. For baroclinic instability to occur, qy much change
sign somewhere within the water column. If 𝛽 is negligible and U is uniform in the y4

direction, the equation indicates that, for instabilities to occur, the mean isopycnals much
spread in both the positive and negative y directions somewhere. As a simplified
example, Figure 1.1 shows an ideal density profile and a geostrophically balanced mean
current. If we assume the potential vorticity is conserved, a perturbation, or a tiny
horizontal displacement of planetary vorticity tubes can generate relative vorticity
(Wright, 1987). For the shaded portion near the upper surface in Figure 1.1, the
isopycnals diverge in the direction of displacement and the tube stretching generates
positive relative vorticity. The resulting velocity field will influence the movement of
adjacent water particles. Consistently with the Rossby wave theory, the perturbation will
propagate in the x direction and the propagation direction relative to the mean current is
in the negative x direction. Close to the bottom boundary, as the shaded portion moves,
the isopycnals converge and negative relative vorticity is generated. Following the same
rule, this perturbation will propagate and the direction relative to the mean current is in
the positive x direction. Thus, the resulting phase velocity of the perturbation is less than
the mean velocity within the upper water column and it is greater than the mean velocity
within the lower water column. As a result, the inclination of constant phase line is
against the shear of the mean current. Such condition is required for the release of
potential energy that fuels the baroclinic instability (Pedlosky, 1979).
Equation 1.2.1 is applicable to quasi-geostrophic flows by assuming a flat seafloor
and no frictional effects. Meanwhile, shelf bottom slope and wind forcing also affect the
development of baroclinic instability. Previous work of Blumsack and Gierasch (1972)
has shown that, if the shelf inclination is against the isopycnals, baroclinic instabilities
can occur but the allowed perturbation has a narrow band of wave number. In contrast, if
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the shelf has the same inclination as the isopycnals, the instabilities can occur only when
the isopycnal slope exceeds the shelf slope. Once the isopycnal slope is less than the shelf
slope, the water column becomes stable. For the effects of wind stress on the instabilities,
we can consider a geostrophic flow with a vertical current shear forced by wind stress. If
the wind is down-front directed, wind-driven Ekman flux of denser water over light water
develops along the horizontal buoyancy gradient at the ocean surface. It provides extra
APE for the baroclinic instability and thus may promote the instabilities (Mahadevan et
al., 2010). If the wind is up-front directed, Ekman transport of light water over dense
water releases the APE and thus inhibits the instabilities.
In the coastal ocean, wintertime cooling induces a cross-shore temperature gradient
that provides APE for baroclinic instabilities. As described above, the budget of APE is
affected by wind-driven cross-shore exchange. Figure 1.2 shows the horizontal
distribution of daily averaged sea surface temperature (available at
https://eastcoast.coastwatch.noaa.gov/region_se.php) and daily averaged surface currents
off the South Carolina coast on 01/17/2014, a period that represents typical winter
conditions. The currents were measured by the high frequency (HF) radar located at the
northern and southern corners of the curved embayment. It shows that, the surface
temperature decreases gradually from 22°C along the 50m isobath to about 10°C close to
the coastline. Density front develops and the alongshore variation is remarkable. The
surface currents are directed mainly northeastward that is consistent with the wind
direction. Alongshore variation of the current direction is also seen, especially in the
vicinity of the 25m isobath. It indicates the occurrence of instabilities.
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Although the cooling effects and the associated cross-shore exchange on shelves
have been widely studied, the effects of wind forcing on the development of baroclinic
instability still need further clarification. Particularly, the role of wind-induced mixing
may become important in coastal oceans, especially for relatively strong winds on a
shallow shelf. Under downwelling-favorable wind conditions, wind-induced mixing acts
together with the extraction of APE through cross-shore exchange, and thus further
inhibits the instabilities. In the case of upwelling-favorable winds, the inhibition of the
instabilities caused by wind-induced mixing may overwhelm the enhancement effect
associated with the extra supply of APE.

1.3 Overview of thesis
This dissertation aims to deepen our understanding of the cross-shore exchange processes
by focusing on the effects of wind forcing, bathymetric irregularities and heat flux.
In Chapter 2, 10-year meteorological records of wind velocity, atmospheric pressure,
air temperature and wave hindcasts from the WaveWatch III (WWIII) Wave Model were
used to conduct a long-term climatological analysis. The analysis was applied to a
location along the South Atlantic Bight, off South Carolina, an area prone to passages
synoptic weather systems. An algorithm is first proposed to identify the storm events
from meteorological records. Following the identification, this chapter addresses these
questions:
(a) what are the characteristic evolution patterns of wind and wave corresponding to
the three types of storms, i.e., cold fronts, warm fronts and tropical storms;
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(b) can the characteristic wind forcing associated with each storm type be used to
predict the corresponding wave conditions? In other words, can the wind and wave
climatology results be justified?
In contrast to the traditional approach of wind climate analysis by using wind rose
diagram, this climatology analysis preserves the event time history. It allows for the
creation of atmospheric forcing for oceanic modeling applications.
Prior to the study of shelf circulation, an application of the storm climatology
obtained above is presented in Chapter 3 as an example. The example is to study the
long-term (i.e., annual to decadal) storm-induced sediment transport in the surf zone.
Based on the storm climatology, a group of storm events are reconstructed with variable
wind forcing and duration. The sediment flux induced by these storm events are
quantified by using numerical modeling. The correlation between the storm intensity and
sediment flux is then applied to estimate the accumulated sediment flux induced by all
realistic storm events.
Chapter 4 investigates the shelf response to these three types of storms using Long
Bay, a typical Carolina embayment with curved coastline as a study case. The wind
forcing associated with each storm type is reconstructed based on the storm climatology.
The major questions investigated in this chapter include:
(a) what are the effects of stratification on the wind-driven cross-shore circulation
under these storm conditions;
(b) does the regionally defined cross-shore wind component play a role in driving the
cross-shore exchange; if it does, will the role be consistent among the three storm types;
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(c) given the curved coastline topography, will the curvature and isobath
convergence/divergence induce cross-shore flows; if they will, what are their
contributions to the total cross-shore flows;
(d) as the along-/cross-shore wind component varies along the curved coastline, how
to quantify the cross-shore length scale on which these locally defined wind components
act?
By answering these questions, this chapter aims to fill the niche between idealized,
straight-coastline, steady conditions and fully realistic models. The general mechanisms
described are expected to be valid for the variable wind forcing and shelf stratification
conditions.
Chapter 5 studies the coupling effects of surface cooling and wind forcing on the
cross-shore circulation by using idealistic numerical model runs with varied shelf slope,
wind stress and heat loss rate. Each run is carried out twice under purely wind-driven and
coupled wind-instability-driven shelf conditions, respectively. By comparing the
differences among these runs, these questions are addressed:
(a) how can the nearshore dense water be exported offshore under downwellingfavorable wind conditions if the surface cooling persists? In other words, will the
offshore export be continuously steady, or intermittently unsteady or somehow unknown;
(b) under upwelling-favorable wind conditions, how important is the wind-driven
mean heat flux if compared with the eddy heat flux;
(c) what are the effects of wind-driven cross-shore density advection and windinduced mixing on the baroclinic instability;
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(d) does the heat flux rate, or the shelf slope play any role in the coupled windinstability-driven shelf circulation?
The answers to these questions will deepen our understanding of the interactions between
wind forcing and baroclinic instabilities on continental shelves. The analysis of these
idealized simulations has its practical implications and it also provides guidance for
future field observations.
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Figure 1.1: Generation of relative vorticity due to the horizontal replacement of the water
column. Arrows show the mean velocity U(z) and the solid lines represent the mean
isopycnals. Stretching and shrinking of planetary vorticity tubes generate relative
vorticity in the top and bottom layers, respectively. Surface streamlines of the
perturbation propagating in the positive x direction are also shown (modified from
Wright, 1987).
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Figure 1.2: Distribution of daily averaged Sea surface temperature (SST, color contour)
and daily averaged surface current vectors off the South Carolina coast on Jan. 17th,
2014. SST was measured by NOAA’s Advanced Very High Resolution Radiometer,
while the surface currents were from the high frequency radar. Triangles show the two
radar statio
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CHAPTER 2

PARAMETERIZATION OF SYNOPTIC WEATHER SYSTEMS IN THE
SOUTH ATLANTIC BIGHT FOR MODELING APPLICATIONS1

1

This chapter has been published as Wu, X., Voulgaris, G., and Kumar, N., 2017.
Parameterization of synoptic weather systems in the South Atlantic Bight for modeling
applications. Ocean Dynamics, 67 (10), 1231-1249. Copyright permission has been
obtained for reprint. See Appendix A for more details.
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Abstract
An event based, long-term, climatological analysis is presented that allows the creation of
coastal ocean atmospheric forcing on the coastal ocean that preserves both frequency of
occurrence and event time history. An algorithm is developed that identifies individual
storm event (cold fronts, warm fronts and tropical storms) from meteorological records.
The algorithm has been applied to a location along the South Atlantic Bight, off South
Carolina, an area prone to cyclogenesis occurrence and passages of atmospheric fronts.
Comparison against daily weather maps confirms that the algorithm is efficient in
identifying cold fronts and warm fronts, while the identification of tropical storms is less
successful. The average state of the storm events and their variability are represented by
the temporal evolution of atmospheric pressure, air temperature, wind velocity and wave
directional spectral energy. Use of uncorrected algorithm-detected events provides
climatology that shows little deviation from those derived using corrected events. The
effectiveness of this analysis method is further verified by numerically simulating the
wave conditions driven by the characteristic wind forcing and comparing the results with
the wave climatology that corresponds to each storm type. High level of consistency
found in the comparison indicates that, this analysis method can be used for accurately
characterizing event-based oceanic processes and long-term storm-induced
morphodynamic processes on wind dominated coasts.
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2.1 Introduction
Synoptic weather systems, consisting both of extra-tropical cyclones and of anticyclones
have horizontal length scales that range from 1,000 to 6,000 km (King and Turner, 2007).
They drive a variety of hydrodynamic processes in the coastal ocean (Greatbatch, 1983;
Mattocks and Forbes, 2008), influencing both sediment dynamics (e.g., Stone et al.,
2004; Kineke et al., 2006) and ecosystem structures (e.g., Paerl et al., 2001; Peierls et al.,
2003). Damages from hurricanes are the most severe and have been widely studied from
a variety of perspectives (e.g., Hebert et al., 1996; Muller and Stone, 2001; Hall and
Sobel, 2013). Storm surges and the associated coastal floods and coastal erosion could
cause multi-levels of destructions to people and property. In addition, they also have
ecological impacts like the abrupt, pulse-like discharge of nutrient materials, enhancing
the potential of bottom water hypoxia and displacement of marine organisms (Paerl et al.,
2001; Piehler et al., 2004). Generally, hurricanes, although powerful and destructive in
nature, are relatively infrequent and their long-term effects on coastal zone evolution may
be of limited importance (Stone et al., 2004). However, smaller energetic storms,
occurring more frequently, impact the coastline continuously and their cumulative action
is believed to be an important driver of long term morphological evolution (Moeller et al.,
1993; Ferreira, 2005; Splinter et al., 2014), especially under a scenario of continuously
rising sea level.
Nearshore hydrodynamics are driven mainly by tidal and/or wind and wave forcings.
The deterministic nature of the barotropic tidal forcing makes it relatively easy to
quantify and be incorporated into numerical studies. On the contrary, wind variability is
unpredictable and requires suitable climatological analysis. The traditional approach of
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wind climate analysis, where wind data are analyzed in terms of wind speed and direction
(e.g., wind rose diagrams), describes statistically the variation of wind velocity within a
given period but it does not capture the time history of the processes. The time history is
particularly important for atmospheric events (storms) that exhibit some specific temporal
patterns both in terms of intensity and directionality, especially in areas like the inner
shelf, where a strong correlation between synoptic weather systems and meteorological
forcing has been documented (e.g., Austin and Lentz, 1999). Thus, an accurate
characterization of the storms associated with these synoptic weather systems will
potentially allow for a better evaluation of long-term storm-induced coastal impacts.
The cumulative effect of synoptic storms is important in sediment transport and
morphological evolution studies. For tide-dominated environments, long-term
morphological simulations are carried out using the concept of a morphological factor.
According to this concept, simulation results for a typical period (e.g., a tidal cycle, or a
neap - spring cycle) are extended forward in time through a time multiplication factor
(e.g., Lesser et al., 2004; Roelvink, 2006; Ganju et al., 2009; Ranasinghe et al., 2011).
This methodology, although efficient in reducing computational time, cannot be applied
in wind-driven environments due to a lack of deterministic characterization of the wind
forcing. Thus, there is a need for developing appropriate methodology that preserves the
internal, temporal variability of the events (speed and direction) as these determine the
ocean response in coastal regions. The overall impacts of storms can be evaluated by
quantifying the impacts of these representative storm events first, and then multiplying its
frequency of occurrence analogous to the application of a morphological factor.
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Along the US east coast and in locations extending from the South Atlantic Bight
(SAB) to the coast of New York, three types of storms have been identified (Willett and
Sanders, 1959; Austin and Lentz, 1999; Warner et al., 2012): cold fronts (CF), warm
fronts (WF) and tropical storm (TS). Each type of storm is associated with a typical
weather map as described in Austin and Lentz (1999) and Warner et al. (2012), amongst
others. Development of CF and WF requires a strong polar jet stream and a discontinuity
(front) between air masses with different temperatures (Hoskins and West, 1979; Davis
and Dolan, 1993). Over the SAB, a CF is associated with a low-pressure system
travelling from west to east (or from southwest to northeast) over the area of interest. The
trailing cold front extends southward (southwestward) of the low-pressure center.
Similarly, WF events are associated with low-pressure systems propagating from west to
north and the trailing warm front passes over the area from south to north. Finally, TS is a
low pressure, warm-cored system that evolves from cyclogenesis (Willett and Sanders,
1959); it develops offshore and moves in a northward direction. It is worth noting that
extratropical low-pressure systems propagating from south to north and offshore of the
area of interest are included in our classification as TS, consistent with the classification
of Warner et al. (2012).
The South Carolina coast is a typical storm prone environment of the SAB. For
example, during the period 1958 – 2000, about 50% of the cyclogenesis occurrence along
the US east coast took place here (Bradbury et al., 2003). A number of experimental and
numerical studies have been undertaken to consider the influences of storm events on the
nearshore circulation and sediment dynamics over this area (i.e., Kumar et al., 2011;
Warner et al., 2012). These studies have shown that the impacts of the storms on the
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coastline depend on the storm type and that any long-term study of coastal evolution
requires a better representation of the storm forcing that captures its time history. In this
work, we use meteorological data recorded off South Carolina to develop a
climatological analysis method that identifies individual storm events and captures
information regarding their temporal variability.
The organization of the remainder of the chapter is as follows. In Section 2.2, we
develop and present an algorithm for storm classification. This is followed by an
assessment of the algorithm’s efficiency in Section 2.3. Section 2.4 describes the results
of the statistical analysis and lays out the characteristics of each type of storm, including
wind patterns and wave action. Verification of the analysis method utilizes a wave
generation/propagation model forced with the wind patterns identified. In Section 2.5 the
simulated wave characteristics are compared with the results of the wave statistical
analysis. Section 2.6 presents a discussion of further applications of the method while the
conclusions of the study are presented in Section 2.7.

2.2 Methodology
2.2.1 Data availability & pre-processing
Hourly meteorological records of wind speed and direction, atmospheric pressure, and air
temperature, collected during the period 2004 – 2013 at Springmaid Pier (station B1) and
Frying Pan Shoals (station B2, NOAA/ NOS stations 8661070 and 41013, respectively,
see Figure 2.1) are used in the analysis. Periods of no data are limited to 133 days over
the 10-year period (i.e., 3.7% of the time) at station B1. Data gaps were filled using
records from Johnny Mercer Pier (station B3 in Figure 2.1, NOAA/NOS station
8658163). The correlation coefficient (r2) of wind speed between stations B1 and B3 is
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greater than 0.7. Prior to analysis, the high frequency component of the data was removed
using a low pass filter with a cut-off period of 48 hours.
In addition to the wind observations, wave hindcasts from the WaveWatch III
(WWIII) Regional US East Coast (4 arc-minute) Wave Model, provided by the National
Center for Environmental Prediction (NCEP), are also used. The 3-hourly wave data,
consisting of significant wave height, peak period, mean wave direction and spectral
width of partition, are sampled over the area shown in Figure 2.1. At the time of this
study, the total coverage was one year shorter than that of the meteorological records
(i.e., 2005-2013).

2.2.2 Storm type identification algorithm
Individual storm type can be identified using the temporal evolutions of atmospheric
pressure, air temperature, wind speed and direction (Austin and Lentz, 1999; Warner et
al. 2012). During the passage of a CF, the wind direction changes from northeastward to
southwestward. Meanwhile, the air temperature decreases continuously and the
atmospheric pressure has a tendency of gradual increase (see an example in Figure 2.2).
A similar pattern is present during the passage of a WF. In this case the wind direction
shifts from southwestward to northeastward and it is accompanied by an increase of air
temperature and a decrease of atmospheric pressure (Figure 2.2). In contrast to these
frontal events, during the passage of a TS the wind maintains a southward direction,
while the atmospheric pressure and air temperature do not always follow a distinctive
trend (Figure 2.2), because a synoptic front may or may not be present.
Using the temporal trends described above, an algorithm is developed that sorts out
the three types of storms in sequence, starting with the identification of CF first, followed
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by the identification of WF, and finally the remaining segments of the time series are
examined for events satisfying the criteria for TS.
The algorithm first identifies periods in the time series with increasing atmospheric
pressure (i.e., dP/dt>0), which are searched for changes in wind direction. Periods with
transition in wind direction from northward to southward are identified and marked. If the
southward wind duration exceeds 5 hours (i.e., ∆tws>5h), and at the same time the air
temperature decreases (dT/dt<0) for at least 70% of the southward wind blowing duration
(i.e., Rs>70% in Figure 2.3) then this period is identified as a CF.
The remaining meteorological data are scanned for identifying periods of decreasing
atmospheric pressure (i.e., dP/dt<0) and a transition in wind direction from southward to
northward. These segments are identified as potential WF events. The final confirmation
is made when the following additional three criteria are satisfied: (a) the northward wind
pattern persists for over 5 hours (i.e., ∆twn>5h); (b) air temperature increases (dT/dt>0)
for at least 85% of the northward wind blowing duration (i.e., Rn>85%); and (c) the
directions of the mean southward and northward wind segments of the event differ by
more than 90° (i.e., θSN>90°, see Figure 2.3).
Following the identifications of all CF and WF events, the remaining segments of the
time series are examined for the identification of TS events. Periods with southward
winds are classified as TS events if the following additional conditions are satisfied: (a)
the southward wind pattern persists for a period of at least 30 hours (i.e., ∆tws>30h); and
(b) the mean direction of the wind is within the range of 200°N to 340° N (i.e.,
200°<MA<340°, see Fig. 3). Definitions of all the parameters shown in Figure 2.3 are
listed in Table 2.1.
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2.3 Assessment of the algorithm
The algorithm described in the previous section was applied to the meteorological records
from Springmaid Pier (station B1). Algorithm accuracy is determined by comparing CF,
WF and TS events identified to events identified visually, using daily weather maps of
barometric pressure and associated fronts (available at:
http://www.hpc.ncep.noaa.gov/dailywxmap). The results of this comparison are
quantified using: (i) the total number of storm events (Nwm) identified visually from the
weather maps, (ii) the total number of storm events detected automatically by the
algorithm (Nalg), (iii) the number of storm events identified both visually and by the
algorithm (N), and (iv) the number of false detections (Nfs). Table 2.2 lists the results of
this comparison, including the ratios of N/Nwm and Nfs/Nalg that represent algorithm
efficiency and ratio of false detection, respectively.
The algorithm has successfully identified 85% of the total CF events identified using
the weather maps with a 28% false detection (see Table 2.2). For the case of WF, the
algorithm efficiency is nearly 65%, and the ratio of false detections increases to 49%.
Finally, the algorithm correctly identifies 71% of TS; however, the number of false
detections exceeds that of the total number of real events (see Table 2.2).
False detections of WF and CF events mostly correspond to periods where the
algorithm defined criteria are satisfied, but the event duration is relatively short (i.e., ~1
day). In addition, some false WF detections correspond to periods following a CF event;
during that period air temperature tends to increase while atmospheric pressure decreases.
If an extra criterion of total duration > 1 day is added to the algorithm, Nfs would
decrease by 11 and 9 for CF and WF event, while N would decrease by 34 and 12,
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respectively. In addition to false detections, an examination of missed detections of
frontal events (i.e., CF and WF) revealed that this is primarily due to the occasional
increasing (decreasing) of air temperature during the southward (northward) wind period
of the CF (WF) events, that affects the duration of temperature trend for a particular wind
direction (i.e., the values of Rs and Rn, for the CF and WF events, respectively). Unlike
WF and CF events, the high rate of false detections corresponding to TS events is
attributed to the fact that wind direction is the only parameter used as a criterion. All
undetected TS events were identified, incorrectly, as frontal events by the algorithm.
The efficiency of the algorithm is further examined through a sensitivity analysis
whereby the change in the number of false and correct detections is examined for
different criterion values (see Section 2.2). The results of this sensitivity analysis are
shown in Table 2.3. Generally, for each criterion used in the algorithm (see Figure 2.3),
the selection of a lower threshold leads to increased numbers of false detection for all
storm types. Meanwhile, a higher threshold decreases the number of correct detections. A
simultaneous change of the thresholds of two criteria also fails to improve the efficiency
(see Table 2.3). In the remaining of this work, we maintain the original set of criteria and
the implication of such selection method in the storm event climatology is assessed later
on in Section 2.6.1.

2.4 Statistical analysis of events
2.4.1 General storm patterns
Prior to further analysis, all the false detections were removed and the storm events
undetected by the algorithm were added. The updated records consisted of 287, 155 and
119 CF, WF and TS events, respectively (see Table 2.2).
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In order to fully resolve the time history of frontal events, the time record of each
event was extended both forward and backward in time until the wind speed falls to a
minimum value of 2 m/s. This value was selected after examining the raw data and it
reflects a value that avoids excessive extension of storm duration, while at the same time,
ensures capturing of the most energetic parts of each event. Following determination of
duration, each event was split into a developing and decaying period defined around a
central point. This central point for the CF (WF) corresponds to the time when the wind
direction changes from northward (southward) to southward (northward), while for the
TS, it corresponds to the time of maximum wind speed.
The mean event durations as well as their standard deviations (std) are listed in Table
2.4. The estimated mean durations are approximately 85.0, 90.2 and 71.9 hours with the
std being approximately 39.7, 43.2 and 47.5 hours for CF, WF and TS respectively. For
all three types, both the developing and decaying periods are normally below 60 hours
with the former being always shorter than the latter. WF events have longer total duration
than CF events at this site, which is not surprising given that warm fronts propagate
slower than the cold ones. The differences in storm event duration indicate the high
variability of the events that is associated with the scale of the atmospheric high/low and
the distance between the event’s center and the meteorological station.
Figure 2.4 shows the statistical properties of the different event types in the form of
wind rose diagrams. For this particular study site, the occurrence of CF accounts for
27.4% of the 10-year period while that of WF and TS are 16.2% and 9.9% of the time,
respectively. The wind roses in Figure 2.4 show that the directional distribution of wind
velocity conforms to the description of the wind pattern corresponding to each type of
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storm. These wind directions are primarily within the ranges of 60°-80° and 240°270°,60°-80° and 220°-230°, and 230°-280° for CF, WF and TS, respectively. In terms of
wind speed, the frontal events are characterized by wind speeds that are at most 8 m/s,
while during the passage of TS, the wind can reach 10 m/s.
It is worth noting that for 46.5% of the time (see Figure 2.4d), no wind conditions
fall within the storm patterns examined here. During these periods the winds are always
toward the NE (upwelling favorable condition) in consistence with the larger atmospheric
system operating in the area controlled by the relative strength of the Azores and the
Ohio Valley high (Bryson and Hare, 1974; Wendland and Bryson, 1981). The domination
of the Azores high leads to a northward-directed wind that starts in the spring and
intensifies during the summer (June–August) as the Azores High strengthens and shifts
westward (Blanton et al., 2003).

2.4.2 Temporal pattern of each storm
The events identified above and their individual characteristics are used here to construct
a climatological description for each type of storm. The wind speed is converted to wind
stress, as this allows a direct application of the climatology as a forcing in oceanic
circulation and wave generation/propagation numerical models.
Initially the time stamp of each event was converted to a time relative to the central
point of the particular event. With the central point treated as the reference point,
negative and positive values correspond to time associated with the developing and
decaying periods, respectively. First, the mean developing (or decaying) duration of a
particular storm type is estimated using:
1

𝑇𝑚 = 𝑁 ∑𝑁
𝑖=1 𝑇𝑖 , 𝑖 = 1, … 𝑁
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(2.4.1)

where 𝑇𝑖 is the developing (decaying) duration of individual storm events. Then 𝑇𝑚 is
discretized into M equal-spaced time steps with a predefined time interval 𝑑𝑡 (=Tm/M).
Similar discretization is applied to all individual event records of duration 𝑇𝑖 using
the same number (𝑀) of time steps. For each time step within the individual event, the
corresponding wind stress vector  w is estimated. The latter is proportional to the square of
the wind speed and has a direction (𝜃s) identical to that of the wind velocity 𝑈 = (𝑢, 𝑣),
so that:
|𝜏𝑤 |~𝑈 2 and tan(𝜃𝑠 ) =

𝜏𝑦
𝜏𝑥

𝑣

=𝑢

(2.4.2)

where (𝜏𝑥 , 𝜏𝑦 ) are the two horizontal components of 𝜏𝑤 . Using this method, the wind
stress proxy at time step 𝑗 (𝑗 = 1, … 𝑀 ) of the individual event 𝑖 (𝑖 = 1, … 𝑁) of a
particular type (i.e., CF, WF, or TS) is defined as:
𝑖
𝑖
(𝜏𝑥𝑗
, 𝜏𝑦𝑗
) = |𝑈𝑗𝑖 | ∙ (𝑢𝑗𝑖 , 𝑣𝑗𝑖 ), for 𝑖 = 1, … 𝑁 and 𝑗 = 1, … 𝑀

(2.4.3)

Then the mean stress at time step 𝑗 is estimated using:
1

𝑖
𝑖
𝑁
(𝜏𝑥𝑗 , 𝜏𝑦𝑗 ) = 𝑁 (∑𝑁
𝑖=1 𝜏𝑥𝑗 , ∑𝑖=1 𝜏𝑦𝑗 ), for 𝑗 = 1, … 𝑀

(2.4.4)

̅ and its corresponding horizontal components are then given by:
The mean wind speed 𝑈
2
2
̅𝑗 = 4√𝜏𝑥𝑗
𝑈
+ 𝜏𝑦𝑗
, for 𝑗 = 1, … 𝑀
1

(𝑢̅𝑗 , 𝑣̅𝑗 ) = ̅𝑈̅̅̅ ∙ (𝜏𝑥𝑗 , 𝜏𝑦𝑗 ), for 𝑗 = 1, … 𝑀
𝑗

(2.4.5)
(2.4.6)

For each time step 𝑗 the mean and std of atmospheric pressure and air temperature are
also calculated. These values of wind speed, pressure and air temperature are used to
define the representative (average) storm event hereinafter. The entire processing
described above was carried out for both recording stations (see B1 and B2 in Figure 2.1)
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in order to identify differences between inshore and offshore conditions. Representative
events for the inshore station (B1) are shown in Figures 2.5, 2.6 and 2.7 for each storm
type. The results for station B2 were similar to those for station B1, although the wind
velocities were slightly higher (see below). The averaged variations of pressure and
temperature, solely due to the storms, were estimated after the monthly average values
were subtracted from the individual records and shown in Figures 2.5a, 2.6a and 2.7a.
The atmospheric pressure during a CF event (Figure 2.5a) decreases by 4 hPa, during the
developing stage of the event, and then increases gradually by 10 hPa. Meanwhile, the
mean air temperature initially increases by 2 ℃ and then decreases by 4 ℃ during the
decaying stage of the event (Figure 2.5a). The climatologically defined WF is
characterized by an increase in pressure by 1 hPa during the developing stage, and a
decrease by 9 hPa during the decaying stage (Figure 2.6a). The mean temperature
increases monotonically by 4 ℃ (Figure 2.6a). During the passage of TS, the mean values
of pressure and temperature remain almost unchanged (Figure 2.7a). For all three types of
storms, the std can reach to 6 hPa for the mean pressure and 3 ℃ for the mean
temperature.
The temporal variability of the climatologically defined wind vector is shown in
Figures 2.5c, 2.6c and 2.7c. For the representative CF event, the wind rotates clockwise
from ENE toward WSW while the wind speed first increases to 4.3 m/s and then
decreases to 1.4 m/s before further increasing to 3.5 m/s. In the case of WF, the wind
vector rotates clockwise from WSW towards NE, while the wind speed shows similar
evolution pattern to that of CF. The wind speed first increases to 3.4 m/s and then
decreases to 1.3 m/s before rebounding to the peak value of 4.0 m/s. For TS, the
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southward wind vector rotates counterclockwise and the wind speed first increases to 5.7
m/s and subsequently decays.
Similar wind velocity patterns were identified using the records at the offshore
station (B2) and they are shown in Figures 2.5d, 2.6d and 2.7d. When compared to the
inshore conditions, the offshore wind speeds are almost double in magnitude. Offshore,
the peak wind speeds are 7.0 m/s and 5.8 m/s for CF, 5.3 m/s and 5.8 m/s for WF, and 8.6
m/s for TS. Comparison of the actual time of the central points of the individual events
revealed an offset in their time that was more pronounced in the cases of frontal events.
The wind reversal from northward (southward) to southward (northward) during CF
(WF) events takes place 4 (3) hours earlier than that at the inshore station.

2.4.3 Associated wave forcing
In addition to the wind-driven current circulation, winds are important for the
development of the local wave field that provides the main sediment mobilization force
in the nearshore region (e.g., Voulgaris and Collins, 2000). In this section, the wave
conditions associated with each storm type are quantified using the partitioned directional
wave spectra provided by the WWIII database.
The full wave spectrum corresponding to every individual storm event identified
above was recreated from the wave bulk parameters recorded in the WWIII database
using the inversion method described in Kumar et al. (2017). The method first creates a
JONSWAP frequency spectrum (Hasselmann et al., 1973) for each partition, using the
corresponding significant wave height and peak period. Subsequently, the energy
spectrum of each partition is converted to a directional spectrum using a frequencyinvariant directional distribution (Mitsuyasu et al., 1975) constructed from the mean
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wave direction and spectral width of the partition. Finally, a full directional wave
spectrum is obtained by adding together the directional spectra for each partition.
Following reconstruction, the 9-year mean and variance of the wave spectral density were
calculated over the study area delineated in Figure 2.1. Here the results at site P0, on the
southeast boundary, are shown as a representation of the general pattern of wave action
during each event (see Figures 2.8, 2.9 and 2.10). During the frontal passage, the
temporal evolution of the wave spectrum reflects the developing and decaying periods of
the storms (Figures 2.5 and 2.6). The wave energy increases to a peak value and then
subsides. Around the central point, corresponding to the time the wind direction rotates
by 180 degrees, the locally generated wave energy attains its minimum value. Strongest
wave conditions emerge during TS events (Figure 2.10) where the wave energy reaches
maxima around the central point. The wave direction is consistent with the mean wind
direction, especially for the frontal events (CF and WF) where the winds are
predominantly alongshore. During TS, the wind direction is towards the south-southwest
while the incident wave direction is mainly from the east. Slight deviation exists between
wind and wave directions as the offshore-directed wind is inefficient to generate and
develop waves due to the limited fetch.

2.5 Hydrodynamic conditions based on the storm climatology
The wind climatology obtained above is used as forcing to a model to identify whether
they can be used to reproduce hydrodynamic conditions on the shelf. For this, we used
the Simulating WAves Nearshore (SWAN) model coupled with the Regional Ocean
Modeling System (ROMS) within the framework of the Coupled Ocean-AtmosphereWave-Sediment-Transport (COAWST) system (Warner et al., 2010; Kumar et al., 2012).

28

SWAN is a third generation, phase averaged wave model and ROMS is a threedimensional, terrain-following circulation model. Details of the model description can be
found in Booij et al. (1999), Shchepetkin and McWilliams (2005). The effect of wind
stress and incoming offshore wave energy is isolated by comparative runs for each type
of storm (see Table 2.5), using wind / no wind forcing and with / without imposing the
associated wave spectral energy along the open boundaries.

2.5.1 Model set-up
The coupled model was set-up over the Long Bay area using a grid with dimensions 144
× 183 km and horizontal resolution of 720 × 830 m in the cross-shore (𝑥-) and alongshore
(𝑦-) directions, respectively (Figure 2.1). The normalized time steps for each storm type
(Figures 2.5, 2.6 and 2.7) were converted to actual time using the corresponding mean
developing and decaying periods for each type of storm. For runs driven by wind forcing
(i.e., runs referred to as ‘full’ and ‘wind’ in Table 2.5), a variable wind field over the
numerical domain was constructed combining the wind velocities at the offshore and
nearshore stations, respectively:
𝑼 = (1 − 𝑥 8 ) ∙ 𝑼𝑩𝟏 + 𝑥 8 ∙ 𝑼𝑩𝟐 , 𝑥 ∈ [0,1]

(2.5.1)

where 𝑼𝑩𝟏 and 𝑼𝑩𝟐 are the wind velocities at the onshore and offshore stations,
respectively; 𝑥 is the normalized distance along the 𝑥 direction, where 𝑥 = 0 corresponds
to the northwest boundary of the grid. For runs driven by wave spectrum energy (i.e.,
runs referred to as ‘full’ and ‘wave’ in Table 2.5), the 9-year averaged directional wave
spectral density of each storm type is applied along the open boundaries. In total, 26
equally-spaced grid points are chosen along the three open boundaries with a resolution
of nearly 16 km.
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2.5.2 Simulated hydrodynamic conditions
Results of the simulations are verified against the 9-year-averaged storm associated wave
conditions obtained from the WWIII database (see Figures 2.11, 2.12 and 2.13). A series
of runs were carried out by constructing the wind velocity forcing as equation (2.5.1)
using a combination of velocities from the inshore and offshore stations represented by
their mean values plus/minus multiples of the std. The best agreement between the
simulations and the data, for the cases of CF and WF, was obtained when the wind
forcing was constructed using the mean wind velocity plus one time of the std at both
stations. For the case of TS, using the mean wind speed as a forcing provided the best
results. Figures 2.11, 2.12 and 2.13 compare the times series of significant wave height
(Hsig) and mean wave direction (θw) at three sites (P1, P2 and P3, see Figure 2.1) within
the domain for each storm type. The SWAN model, driven by the characteristic wind
forcing and offshore wave energy (full), satisfactorily reproduces the storm-associated
wave climatology (see Table 2.5). In the case of CF, the root mean square (rms) errors of
Hsig are approximately 0.07 m and the correlation coefficients (r2) are above 87% at all
three sites. The θw rms errors vary from 19° to 12° and the r2 values are all above 96%. In
the case of WF, the Hsig rms errors are less than 0.10 m and the r2 > 81%, while the θw
rms errors < 9.6° and the r2 > 98%. In the case of TS, the rms are less than 0.11 m for Hsig
and less than 16.0° for θw. The r2 > 95% for Hsig and r2 > 73.9% for θw at the three sites.
Increased errors of Hsig and θw are found for model runs driven only by the offshore
wave energy or the wind stress (see Table 2.5). In the case of CF, the Hsig rms error
increases from 0.07 m to 0.30 m and the θw rms error increases from 14° to 32° when
wind forcing is not applied. If the offshore wave energy is not considered, the rms errors
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of Hsig and θw increase to 0.43 m and 103°, respectively. In the case of WF, the rms errors
of Hsig and θw increase by 0.16 m and 12° respectively if the wind stress is not
considered; and the two values reach 0.57 m and 39° if the offshore wave energy is not
imposed along the open boundaries. For the simulations of TS, the wave height and
direction errors are 0.17 m and 7° respectively if the wind stress is not applied; and they
increase to 1.04 m and 35° if the offshore wave energy is not utilized.
Based on the full simulation results, the wave power (𝑃𝑤) attributed to each type of
storm was calculated as well as the cross-shore and alongshore components (𝑃𝑤𝑥 and
𝑃𝑤𝑦, respectively),
𝑃𝑤 =

𝜌𝑔2
∙ 𝐻2 ∙ 𝑇
64𝜋 𝑠𝑖𝑔 𝑤

𝜌𝑔2
(𝑃𝑤𝑥, 𝑃𝑤𝑦) =
∙ 𝐻 2 ∙ 𝑇 ∙ (𝑠𝑖𝑛(𝜃𝑐 ), 𝑐𝑜𝑠(𝜃𝑐 ))
64𝜋 𝑠𝑖𝑔 𝑤
where 𝜌 = 1025 𝑘𝑚/𝑚3 is the reference seawater density, 𝑔 is the gravity acceleration,
𝑇𝑤 is the mean wave period and 𝜃𝑐 is the angle between the group velocity vector and the
alongshore direction. Wave power was estimated for site P4 (see Figure 2.1 for location)
which represents inner shelf conditions in this area. Here the alongshore direction is
defined as the direction of the local isobath (56°N at site P4).
The temporal variation of the wave power for each type of storm is show in Figure
2.14. The temporal wave power associated with CF is lower than that associated with
either WF or TS. The highest alongshore wave power is attributed to TS which attains a
maximum value approximately twice of that associated with frontal events. The
alongshore wave power reverses direction during frontal events, following the wind
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reversal, while the temporal cross-shore components show similar patterns to that of the
total wave power.
In order to assess the net characteristics of the wave power on an annual basis, the
wave energy is integrated over the whole storm period. The net annual wave energy is
estimated by multiplying the per event power by the mean number of events identified
per year (see Table 2.6). Minimum and maximum event net values of 𝑃𝑤 are attributed to
CF and TS, respectively. The net alongshore and cross-shore wave energy flux induced
by individual frontal event is much less than that induced by TS. However, in terms of
total annual wave power, CF appears to contribute the majority of the wave energy to the
nearshore environment due to the larger number of occurrences per year. WF and TS
wave power levels are very similar at 138.2 and 144.0 (×105 kJ/m/yr), respectively. All
three storms induce a net southwestward flux annually, with TS being the larger
contributor (64% of the total) while the WF’s contribution is twice of that of the CF (24%
and 12%, respectively).
In addition to the wave action, the characteristic current patterns at site P4, as
obtained from ROMS, are also shown in Figure 2.14. In the cases of the fronts, the
simulated wind-driven alongshore current reverses direction following the wind reversal.
TS events generate the strongest alongshore flows, toward the southwest, in response to
the highest winds occurring during these events.
Coupled with the wave action, the circulation patterns indicate a bidirectional trend
of alongshore sediment transport induced by frontal events and a net southwestward
transport induced by TS. This is based on the principle that waves mobilize the sediment
while the current transports it, and the assumption that sediment mobilization is in
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proportional to wave height. Potentially more sediment is mobilized during individual TS
events due to the stronger current and wave power. Detailed studies assessing the effect
of storm events on regional sediment transport patterns are in progress and are not
presented in this manuscript.

2.6 Discussion
2.6.1 Efficiency of the identification algorithm
In this work, inspection of the daily weather maps is applied to remove the false
detections of the algorithm and add the missed detections. Here we further examine the
efficiency of the algorithm by comparing the storm climatology calculated from the
uncorrected detections of the algorithm with that created using the corrected ones. Figure
2.15 shows the results of the representative wind velocity at onshore station (B1) and the
9-year averaged wave bulk parameters (i.e., significant wave height and mean wave
direction) at site P0 for both cases. Consistently with our previous findings, the
representative wind velocity is defined by the mean plus one std for frontal events and the
mean value for TS. The results show that, the storm climatology of frontal events is
satisfactorily reproduced by even using the uncorrected detections as derived by the
algorithm. The rms errors of wind speed are 0.26 and 0.41 m/s, while the rms errors of
Hsig are 0.07 and 0.08 m for the CF and WF events, respectively (see Table 2.7). The
results become less accurate for the TS events, as the rms errors of wind speed and Hsig
increases to 0.55 m/s and 0.25 m, respectively. In terms of percentage of occurrence,
analysis of the algorithm derived, uncorrected events results in 25.6%, 16.6% and 23.3%
for the CF, WF and TS events, respectively. These values are close to those found using
the front events identified in the weather maps (i.e., 27.4% and 16.2% for the CF and
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WF, respectively) but overestimate the occurrence of TS (9.9%, see Figure 2.4). The
mean durations of all the events identified by the algorithm are 77, 83 and 86 h for the
CF, WF and TS events, respectively. The differences from the durations estimated from
the weather maps are within 10% for the CF and WF, and 16% for the TS events.
Overall, the algorithm can be used directly to identify CF and WF from the
meteorological records and can provide an accurate climatology for the fronts, despite of
the false and missed detections. Reducing the number of false detections for the
identification of TS events is more challenging.

2.6.2 Accuracy of wind stress averaging process
The analysis presented here provides a methodology for expressing individual storm type
climatology for a location while maintaining the time evolution of the events. Our
analysis has shown that the method, when used for forcing numerical models, requires
adjustment depending on the storm type. As presented earlier, the best agreement is
obtained when the wind velocity is assigned the mean value plus one std for frontal
events, and the corresponding mean value for TS. Such difference may be attributed to
the fact that the averages of wind stress are obtained following a duration normalization
process using the corresponding developing and decaying event durations. The temporal
distribution of wind speed may be skewed either positively or negatively, which can lead
to an underestimation of the mean maximum speed as individual maximum values are
distributed over different normalized time steps. Moreover, by neglecting the duration
variation, storm events with relatively strong wind stress may be underrepresented in the
averaging process as they tend to be longer in duration. Certainly, the method presented
may be improved by applying a suitable scaling factor based on the storm duration when
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averaging the wind stress, so that the events of longer duration contribute more to the
final averaged wind stress. In the absence of such scaling, the increase of the mean value
by one std, which corresponds to the 84.1% percentile of the recorded wind (assuming a
normal distribution), can provide the desired results. In the case of TS, the temporal
distribution of the wind stress may be less skewed (see Figure 2.2 for an example) and
the variation of storm duration does not appear to affect the averaging process too much,
as relatively strong wind may still take place during a shorter event.
It should be noted that the mean conditions were estimated using 287 and 155 CF
and WF events, respectively (see Table 2.2); a value corresponding to one standard
deviation of the wind stress was added to the mean to establish the representative storm
condition. Although the number of frontal events is adequate for the averaging process,
for the reconstruction of the TS event, 119 individual events were considered. This lower
number of events, might reduce slightly the confidence in the averaging process but not
significantly, especially when compared with the number of events used for WF. Overall,
the 10-year mean wind patterns proposed should be representative for the study site, and
are not limited to the specific period. For the application of our method to other areas,
further investigation is required to check whether the inconsistency among the three types
of storms is specific in site or not.

2.6.3 Method application
In this study, we applied the method to demonstrate its application to long term studies by
quantifying the net annual wave energy flux. This was achieved by multiplying the
number of events per year of each storm type by the wave power obtained from the
numerical simulations. The integrated wave power has been utilized before as a storm
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intensity index (i.e., Splinter et al., 2014), to some extent analogous to the scale system
introduced by Davis and Dolan (1993) and Butman et al. (2008). For the three storm
types, when examined per individual event, TS is the most intense; but annually the
frontal events provide comparable or even exceeding values of wave power. These
findings indicate that for long-term studies, in wind-dominated environments,
incorporation of the frontal events is as important as the tropical storms.
As shown in Section 2.4.1, the occurrence of three types of storms account for 53.5%
of the total period, while the remaining period is dominated by northeastward winds (see
Figure 2.4d) due to the strengthening of Azores high during the summer. By using the
same wave data from the WWIII simulations, we calculate the 10-year total wave power
at site P0 (see Figure 2.1 for the location). The results find that, 67.0% of the total wave
power is associated with the storm events, with a contribution of 28.3%, 17.9% and
20.8% from CF, WF and TS respectively. For the period that experiences relatively
energetic wave actions (defined as Hsig > 2 m at site P0), which accounts for 21.0% of the
total period, 75.0% of the total wave power is associated with the storm events. Thus,
application of our method at the study area could approximately capture 2/3 of the total
wave power, or 3/4 of the wave power under energetic wave conditions. To fully capture
the total wave power, incorporation of the periods not associated to storm events is
required.

2.7. Summary and Conclusions
An algorithm is proposed in this work to identify storm events and parameterize storm
climatology using meteorological records. A comparison of the method against daily
weather maps showed that the algorithm performs satisfactorily for the identification of
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cold fronts and warm fronts, while its efficiency for the identification of tropical storms
needs further improvements. However, even without using daily weather maps, the
algorithm alone can provide climatologically accurate descriptions of the CF and WF
events.
After the process of identification, statistical analysis can be used to characterize the
synoptic frontal events and the tropical storms. This analysis enables the quantification of
the temporal evolution of the atmospheric pressure, air temperature and wind velocity
corresponding to each type of storm. The analysis from our study site located on the coast
of South Carolina revealed the climatological characteristics of front events (cold and
warm fronts) and tropical storm that include their temporal evolutions. The mean storm
duration found was 85, 90 and 72 hours for cold fronts, warm fronts and tropical storms
respectively. During a cold front event, the wind rotates clockwise from ENE towards
WSW and the wind speed exhibits two maxima. Wind direction during a warm front
shows a clockwise rotation from WSW towards NE with two wind speed maxima
corresponding to each direction. During the passage of tropical storms, the southward
wind rotates counterclockwise and the maximum wind speed is larger than that of either
cold or warm front events. The tropical storms are responsible for more energetic
conditions.
The proposed climatology analysis method and its use for defining forcing for
oceanographic modeling applications are verified by simulating the wave dynamics
driven by characteristic wind forcing and comparing with the 9-year wave climatology
for each storm type. Satisfactory results are obtained from the simulations allowing us to
suggest that, the proposed approach may be suitable for long-term storm-induced
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morphodynamic evolution modeling of wind dominated coasts. Although these results
are in terms of wave power, further work will convert it into sediment transport and
associated morphological changes, which is currently under process.
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Table 2.1: Definitions of the parameters used in the identification algorithm of the
atmospheric events (see flow chart in Figure 2.3).
Parameters

Definition

ΔtWs

Duration of southward wind

ΔtWn

Duration of northward wind

ΔtTs

Duration of negative temperature gradient during the period of
southward wind

ΔtTn

Duration of positive temperature gradient during the period of
northward wind

Rs

ΔtTs/ΔtWs

Rn

ΔtTn/ΔtWn

θSN

Angle between the mean southward wind vector and mean northward
wind vector
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Table 2.2: Number of events identified from the weather map (Nwm,), using the algorithm
method (Nalg) and events identified by both methods.
Event
CF
WF
TS

Nwm
287
155
119

Nalg
337
196
232

N
243
100
84
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N/Nwm (%)
84.7
64.5
70.6

Nfs/Nalg (%)
27.8
48.9
63.8

Table 2.3: Difference in the number of correct (∆N) and false (∆Nfc) identifications
between estimates using the event detection algorithm with the optima criteria (see
Section 2.2 and Figure 2.3) and the criteria shown in columns 1 and 2. For definitions of
the criteria see text.
∆tws
>0h
>10h
>5h
>5h
>0h
>10h

Cold Fronts (CF) / N=243, Nfc=94
Rs
∆N
∆Nfc
> 70%
8
9
> 70%
-10
-8
>60%
7
12
>80%
-7
-6
>80%
0
1
>60%
-2
3

Warm Fronts (WF) / N=100, Nfc=96
∆twn
Rn
∆N
∆Nfc
>0h
>85%
0
4
>10h
>85%
-6
-4
>5h
>75%
5
11
>5h
>95%
-7
-6
>0h
>95%
-7
-2
>10h
>75%
1
5
Tropical Storms (TS) / N=84, Nfc=148
∆tws
<MA<
∆N
∆Nfc
>20h
200o - 340o
2
32
o
o
>40h
200 - 340
-15
-12
>30h
190° - 350°
1
8
>30h
210° - 330°
-5
-4
>20h
210° - 330°
-1
25
>40h
190° - 350°
-12
-8
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Table 2.4: Duration characteristics of the events described by their mean and std (Ta:
event developing period; Tb: event decaying period; T: total duration of event).
Event
CF
WF
TS

Developing Period,
Ta (h)
Mean
Std.
39.6
24.9
36.1
27.7
29.6
35.4

Decaying Period,
Tb (h)
Mean
Std.
45.4
30.4
54.1
37.4
42.3
36.9
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Total Period of Event,
T (h)
Mean
Std.
85.0
39.7
90.2
43.2
71.9
47.5

Table 2.5: Root mean square (rms) error and correlation coefficient (r2 in %) of
significant wave height (‘Hsig’) and mean wave direction (‘θw’) between the SWAN
simulation results and the wave conditions averaged from the WWIII database for each
storm type.
P1
Run
full
CF

W
F

TS

wav
e
win
d
full
wav
e
win
d
full
wav
e
win
d

Hsig(m)
rms r2
0.0 89.
7
6
0.3 79.
0
8
0.4 63.
4
8
0.0 88.
7
0
0.2 87.
3
2
0.6 -18
8
0.0 96.
8
9
0.2 93.
8
8
1.2 81.
5
4

θw (°)
rms
r2
19.0 96.
0
33.0 89.
5
105. 77.
4
3
7.9
98.
6
18.2 99.
1
53.1 98.
7
15.4 78.
6
23.0 70.
0
48.7 -15

P2
Hsig(m)
rms r2
0.0 87.
6
2
0.3 89.
3
4
0.5 75.
1
9
0.0 81.
8
1
0.2 79.
6
6
0.7 20.
3
0
0.0 97.
5
9
0.2 96.
4
2
1.3 85.
5
1
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θw (°)
rms
r2
12.1 99.
0
37.5 89.
0
109. 65.
8
4
8.7
98.
8
22.0 99.
6
44.0 99.
0
13.2 74.
0
19.0 79.
3
52.4 -3.4

P3
Hsig(m)
rms r2
0.0 90.
7
4
0.2 86.
6
4
0.3 75.
4
0
0.1 85.
0
0
0.2 94.
3
3
0.5 -21
6
0.1 95.
0
2
0.2 92.
1
1
1.0 83.
4
1

θw (°)
rms r2
11. 99.
9
0
34. 88.
2
1
96. 78.
4
6
9.5 98.
2
21. 99.
5
1
46. 98.
2
7
15. 79.
9
7
23. 70.
2
0
47. -20
9

Table 2.6: Event net cross-shore wave power 𝑃𝑤𝑥, alongshore wave power 𝑃𝑤𝑦, total
wave power 𝑃𝑤 and their annual net values.
Event

Annual
number

CF
WF
TS

28.7
15.5
11.9

Event net (×105 kJ/m)
𝑃𝑤𝑥
-5.52
-8.35
-11.33

𝑃𝑤𝑦
-0.33
-1.20
-4.24

𝑃𝑤
5.95
8.92
12.10
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Annual net (×105 kJ/m)
𝑃𝑤𝑥
-158.42
-129.42
-134.83

𝑃𝑤𝑦
-9.47
-18.6
-50.46

𝑃𝑤
170.76
138.26
144.00

Table 2.7: Root mean square (rms) error and correlation coefficient (r2 in %) of
representative wind speed, wind direction, significant wave height and mean wave
direction that are calculated from all the events detected by weather maps and the
algorithm respectively.

CF
WF
TS

U (m/s)
rms
r2
0.26
96.2
0.41
88.0
0.55
98.0

θs (°)
rms
2.71
3.21
5.76

r2
99.9
99.9
37.6
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Hsig(m)
rms
r2
0.07
90.1
0.08
62.5
0.25
87.9

θw (°)
rms
r2
7.18
99.6
15.7
99.8
8.90
53.8

Figure 2.1: Map showing the locations of: (a) the NOAA/NOS meteorological stations
(B1: Springmaid Pier; B2: Frying Pan Shoaling buoy; B3: Johnny Mercer Pier) and (b)
the sites selected for analysis of wave conditions (P0, P1, P2, P3 and P4). The large
square delineates the area selected for the wave SWAN simulations and for wave
condition sampling from the WaveWatch III data base (see text for details).
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Figure 2.2: Time series of (a) atmospheric pressure 𝑃, (b) air temperature 𝑇𝑝 and (c)
wind vectors during the passage of cold front (CF, left), warm front (WF, middle) and
tropical storm (TS, right). Data from B1 station (for location see Figure 2.1).
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Figure 2.3: Flowchart describing the algorithm used for the identification of CF, WF and
TS.
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Figure 2.4: Rose diagrams showing the percentage of occurrence of wind speed (m/s)
within each directional bin for the periods identified as (a) CF, (b) WF, (c) TS and (d)
other weather conditions.
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Figure 2.5: Time-normalized evolutionary pattern of (a) atmospheric pressure and air
temperature, (b) wind stress proxy, (c) wind vector at B1 (onshore) station and (d) wind
vector at B2 (offshore) station during the passage of CF. Error bars in (a) represent the
95% confidence interval of pressure and temperature (panel a). The error ellipses show
the variance of wind stress (panel b) and wind velocity (panels c and d) vectors at each
normalized time step. Note that the atmospheric pressure and air temperatures shown in
(a) represent anomalies from the mean climatic values. Also, note the different scales in
(c) and (d).
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Figure 2.6: Evolutionary patterns of the same parameters as Figure 2.5 during the passage
of WF.
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Figure 2.7: Evolutionary patterns of the same parameters as Figure 2.5 during the passage
of TS.
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Figure 2.8: (a) Mean and (b) std of wave spectral density in frequency domain, (c) mean
and (d) std of directional spectrum at P0 site (see Figure 2.1) during CF events. The dotdash lines show the corresponding mean wind directions during CF events.
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Figure 2.9: (a) Mean and (b) std of wave spectral density in frequency domain, (c) mean
and (d) std of directional spectrum at P0 site (see Figure 2.1) during WF events. The dotdash lines show the corresponding mean wind directions during WF events.
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Figure 2.10: (a) Mean and (b) std of wave spectral density in frequency domain, (c) mean
and (d) std of directional spectrum at P0 site (see Figure 2.1) during TS events. The dotdash lines show the corresponding mean wind directions during TS events.
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Figure 2.11: Comparison of significant wave height (Hsig) and mean wave direction (θw)
between SWAN outputs and 9-year averaged WWIII results at the site P1 (panels a and
b), P2 (panels c and d) and P3 (panels e and f) for CF. The vertical line corresponds to the
central point.
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Figure 2.12: The same parameters as Figure 2.11 but for the case of WF.
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Figure 2.13: The same parameters as Figure 2.11 but for the case of TS.
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Figure 2.14: Temporal change of (a) total wave power 𝑃𝑤, (b) cross-shore wave power
𝑃𝑤𝑥, (c) alongshore wave power 𝑃𝑤𝑦, (d) cross-shore current 𝑈𝑐 and (e) alongshore
current 𝑉𝑐 at site P4 for CF (solid line), WF (dotted line) and TS (gray line). All positive
cross-shore (alongshore) components denote offshore directed (northeastward).
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Figure 2.15: Comparison of representative wind speed (|U|), wind direction (θs),
significant wave height (Hsig) and mean wave direction (θw) between the CF (panels a and
d), WF (panels b and e) and TS (panels c and f) events that are calculated from the all the
events identified from weather maps (solid) and those identified by the algorithm
(dashed). The wind velocity are calculated at onshore station B1, while the wave
parameters are obtained at site P0.
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.CHAPTER 3

LONG-TERM IMPACTS OF SYNOPTIC WEATHER SYSTEMS ON
THE SHORELINE MORPHOLOGICAL STABILITY
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Abstract
The importance of less energetic storm events in driving the long-term sediment transport
and potentially morphological evolution is investigated. A site located on the South
Carolina coast in the South Atlantic Bight, exposed to the wind forcing of predominantly
cold fronts, warm fronts and tropical storms is used as a study case. A proxy for
alongshore sediment transport in the surf-zone is used that is based on simulation results
of a wave-current coupled model forced by climatologically defined storm events. The
simulation results show that, frontal events induce bi-directional alongshore sediment
transport as the wind direction reverses during the event, while tropical storms induce a
consistent southwestward directed alongshore sediment transport. The estimated
alongshore transport rate increases from the south to the north coast when winds are from
the southwest, while an opposite change pattern is induced as the wind direction reverses.
On average, the frontal events account for 51% of the net amount of storm-induced
alongshore sediment transport, which is comparable to the contribution from tropical
storms. For each storm type, the 20% most energetic storm events only account for less
than 60% of the net amount of sediment flux, suggesting that accurate sediment budget
analysis requires consideration of all storm events especially for the study of long-term
evolution of the coastal morphology.
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3.1 Introduction
The impacts of meteorological storm events on coastal sediment transport and coastline
morphology have been the focus of a number of studies during the past decades (e.g.,
Lyne et al., 1990; Miller, 1999; Zhang et al., 2002; Callaghan et al., 2008; Warner et al.,
2012; Johnson et al., 2015). Generation and propagation of storm-induced waves could
overwash shorefaces, mobilize sandbars and cause various degrees of beach erosion
within a short period of hours to days (e.g., Lee et al., 1998; Houser et al., 2008;
Anthony, 2013). A number of these previous studies focused on the impacts of a
benchmark event (i.e., the historically defined extreme event) as these extreme events are
important for the beach erosion recorded over a given period (e.g., Morton and Sallenger
Jr, 2003; Houser et al, 2008). In addition to these extreme individual storms, the storm
cluster (i.e., closely-spaced less energetic storms) has been found to be another important
driver of the beach erosion (Thom and Hall, 1991; Lee et al., 1998; Ferreira, 2005;
Karunarathna et al., 2014; Splinter et al., 2014), as these less energetic storm events
always have a much smaller average return interval of occurrence. This raises a question
about how to quantify the cumulative effects of these less energetic storms on beach
morphological evolution.
Generally the storms can be categorized into frontal events and tropical storms (TS),
while the former storms can be further divided into cold fronts (CF) and warm fronts
(WF, see Davis and Dolan, 1993; Austin and Lentz, 1999; King and Turner, 2007). The
frontal events are less energetic than the tropical storms but have a higher frequency of
occurrence. Recently, a 10-year storm climatology analysis (Wu et al., 2017) have shown
that, off the South Carolina coast in the South Atlantic Bight (SAB), the occurrences of
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the CF, WF and TS events account for 27%, 16% and 10% of the 10-year study period,
respectively. The corresponding annual frequency of occurrences are 28.7, 15.5 and 11.9.
Simulation results also showed that, the total wave power attributed to an individual
frontal event is always smaller than that from an individual TS event. However, in terms
of total annual wave power, the contribution from CF or WF events becomes comparable
or even slightly exceeds that from TS events. Such results further support that, these
frontal events, although less energetic, are expected to be an important driver of the longterm beach morphological evolution.
Several types of numerical models have been developed for a quantitative
assessment of the cumulative impacts of these storm events. These models primarily
include 2D horizontal morphological evolution models, quasi-3D morphological models
and fully 3D models (see Nam et al, 2011 and references therein). The 2D models neglect
the vertical variations of waves and currents (e.g., Nicholson et al., 1997; Roelvink et al.,
2009). One of the widely used examples is the GENESIS model that can predict the
shoreline evolution for the case where alongshore gradient in sediment transport
dominates (Nam et al, 2011). Compared with the 2D models, quasi-3D models resolve
the vertical current velocity and can be applied to a complex three-dimensional beach
morphology (Drønen and Deigaard, 2007). Implement of fully 3D processed-based
models has the advantage to resolve a variety of hydrodynamic processes, such as the
wave-current interactions, undertow development and density-driven flows. However,
such method is still limited in time coverage as it is computationally expensive. At
present, the quasi-3D models are expected to be applicable for simulating long-term
(years to decades) beach morphological evolution.
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In this work we aim to investigate the cumulative impacts of these storm events,
especially the less energetic frontal events, on the beach morphological evolution by
using fully 3D models. The proposed approach is based on the storm climatology analysis
that systematically characterizes the temporal evolution of wind forcing and waves
associated with each storm type (Wu et al., 2017). Based on the analysis results, a series
of climatologically defined storm events with varied storm duration, wind forcing and
offshore wave dynamics can be reconstructed. These representative, synthetic events
maintain the temporal characteristics of realistic storms, and they can effectively resolve
the temporal variability within the events and the intensity variability from storm to
storm. For each of these synthetic events, coastal hydrodynamic conditions can be
simulated using 3D modeling systems, and the storm-induced sediment flux can be
estimated accordingly. The correlation between the storm intensity and the sediment flux
derived from these modeling runs can then be used to quantify the sediment flux induced
by each realistic storm event.
The approach is applied off the South Carolina coast in the SAB (see Figure 3.1.), a
storm-prone, sediment-starved arcuate embayment where the sediment transport is
dominated by the reworking of the Holocene sediment especially during the passages of
storms (Bradbury et al., 2003; Denny et al., 2013). Consistent with Warner (2012) and
Wu et al. (2017), in this work TS events include both tropical storms and extra-tropical
low pressure systems that propagate from south to north and offshore of the area of
interest, as the latter can take a similar form as the former ones. Within the study area,
previous results from 3-month in-situ measurements in the inner-shelf (Warner et al.,
2012) revealed that the net direction of sediment flux was northeastward during CF and
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WF events, while it switched to southwestward during TS events. These results were
constrained by the prevailing conditions during the data collection period and do not
necessarily represent the long-term net direction of storm-induced sediment flux.
Moreover, the curved coastline topography leads to a gradual change of incidence wave
angle relative to the local coastline that may induce an alongshore variation of sediment
flux, as reported by previous studies (Lewis, 1938; Regnauld et al., 2004; Hsu et al.,
2010; Johnson et al., 2015), especially in the surf zone. The alongshore variation of
sediment flux is also addressed in this work.
The remainder of this chapter is organized as follows. Configuration, verification and
application of the numerical model are presented in Section 3.2. Section 3.3 describes the
simulated surf zone hydrodynamics and examines the suitability of our approach in
quantifying sediment flux. The importance of the less energetic storm events and the
method limitation are further discussed in Section 3.4. Finally, a summary and
conclusions are presented in Section 3.5.

3.2 Methodology
Storm driven coastal hydrodynamics simulations were carried out using the Simulating
WAves Nearshore (SWAN) model coupled with the Regional Ocean Modeling System
(ROMS) under the framework of the Coupled Ocean-Atmosphere-Wave-SedimentTransport (COAWST) modeling systems (Warner et al., 2010; Kumar et al., 2012).
SWAN is a third-generation, phase-averaged wave model governed by the equation of
wave action density conservation (Booij et al., 1999), while ROMS is a threedimensional, terrain-following, hydrostatic model (Shchepetkin and McWilliams, 2005).
The coupling of SWAN and ROMS is undertaken by the exchange of variable fields
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between the two model components at each coupling interval. The current velocity and
water level from ROMS are exported to SWAN to upgrade the flow field background,
while ROMS receives wave data from SWAN to compute vortex forcing and nonconservation wave-induced forcing that drives flows in the surf zone.
Five model domain grids that distribute in three layers were used in this analysis (see
Figure 3.1). The first-layer grid covers the whole Long Bay extending over an area of 144
× 183 km and its horizontal resolutions are 720 × 830 m in the cross-shore (𝑥-) and
alongshore (𝑦-) directions, respectively. The second-layer model grid covers the
nearshore area and stretches along the curved coastline; its dimensions are 112 × 26 km
and its resolutions are 118 × 124 m in the x and y directions, respectively. Finally, three
high resolution model domains were selected to represent the southern, middle and
northern parts of the curved coastline (see Figure 3.1c). All of them have the same
dimensions of 1.9 × 4.0 km and resolutions of 10 × 20 m in the x and y directions,
respectively. The vertical domains for the first- and second-layer grids consist of 12
sigma-levels and it has 6 sigma-levels for the three third-layer grids.
The circulation (ROMS) component of the modeling system has been verified in
previous studies by comparing with in-situ current measurements in the study area under
tidal and wind forcing. In that study, the Generic Length Scale scheme (Umlauf and
Burchard, 2003) was used to close the vertical mixing of momentum. The bottom friction
was estimated using a linear bottom drag scheme with a friction coefficient 3×10-4. Tidal
forcing was prescribed analytically by interpolating the tidal constituents from the
ADCIRC tidal database (Mukai et al., 2002).
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In here we verify the wave propagation model by comparing with in-situ wave
measurements during the period from 09/01/2016 to 10/01/2016. The time series of wind
velocities recorded at Springmaid Pier (SC/ NOAA/NOS station 8661070) and Frying
Pan Shoaling buoy (NOAA/NOS station 41013, shown as stations B1 and B2 in Figure
3.1b) were used. The wind forcing (Figure 3.2a) was created using the same approach as
described in Wu et. al. (in review) that accounts for the cross-shore variation of the wind
velocities:
𝑼𝒘 = (1 − 𝑥)8 ∙ 𝑼𝑩𝟏 + (1 − (1 − 𝑥)8 ) ∙ 𝑼𝑩𝟐

(3.2.1)

where 𝑼𝒘 denotes the wind velocity vector at the cross-shore normalized distance 𝑥 (𝑥 =
0 at the onshore boundary of the first-layer grid and increases to 1 at the offshore
boundary), 𝑼𝑩𝟏 and 𝑼𝑩𝟐 denote the wind velocity vectors recorded at onshore (B1) and
offshore (B2) stations respectively. Boundary wave conditions were obtained from the
WaveWatch III (WWIII) Regional US East Coast (4 arc minutes) Wave Model. The full
directional wave spectrum along the open boundaries was reconstructed from the
partitioned bulk parameters from WWIII using the inversion method described in Kumar
et al. (2017). The model run has a ramping period of one day for wind speed.

3.2.1 Model verification
The simulated waves are compared with the measurements at station B2 and Wilmington
Harbor buoy (NOAA/NOS station 41108, shown as station B3 in Figure 3.1b). The
results of significant wave height 𝐻𝑠𝑖𝑔 and mean wave direction 𝜃𝑤 are shown in Figure
3.2. Table 3.1 shows the root mean square (rms) errors and correlation coefficient (r2) for
each parameter. From the offshore site B2 to the onshore site B3, the wave height
decreases and the simulation results match well with the measurements. The rms errors of
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𝐻𝑠𝑖𝑔 decreases from 0.19 m at the offshore site to 0.14 m at the onshore site. The
temporal variation of the mean wave direction is also well resolved in the simulation with
r2 above 0.60 at both sites. Overall, our verification analysis confirmed that the model
configuration can satisfactorily reproduce the waves in the study area.

3.2.2 Model application
The verified coupled model is applied to simulate inner self and surf zone waves, and
wave-driven flows corresponding to climatologically defined storm events. The temporal
variabilities of winds and waves associated with each storm type are presented in Wu et
al. (2017). For each storm type, that analysis first normalized the time of each recorded
storm event by its duration and then calculated the mean and standard deviation (std) of
wind stress at each normalized time step over all recorded events of each storm type.
Similarly, the mean and std of the associated offshore wave spectral density at each time
step were calculated by using the wave data from the WWIII model hindcast. The mean
durations for the CF, WF and TS events are estimated to be approximately 85, 90 and 72
hours, with the std being 40, 43 and 47 hours, respectively. In an attempt to resolve the
variability of storm intensity, a series of storm events are created by a combination of
varied wind velocity, offshore wave spectrum and storm duration. For each parameter, if
a normal distribution is assumed, then one std plus the mean corresponds to 84 percentile
of the value, while two times of std plus the mean reaches 97 percentile. Given the broad
variability of storm events and the importance of extreme storm events, a maximum wind
velocity and offshore wave spectrum that equal the mean value plus three times of std
were also used (see below).
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The storm climatology also shows a cross-shore variation of wind velocity with a
bigger wind speed at the offshore (B2) station (see Wu et al, 2017). Thus, the wind
velocity is constructed separately at the onshore (B1) and offshore stations for each storm
type. The mean, mean plus two times of std and mean plus three times of std of the wind
velocity (denoted as Wind1, Wind2 and Wind3 respectively, see Table 3.2 and Figure
3.3) are assigned simultaneously at both stations to create three wind patterns. As shown
in Figure 3.3, during the CF (WF) event, the wind rotates counter-clockwise from
northeastward (southwestward) to southwestward (northeastward) as shown in Figure
3.3. During the TS event, the winds are southward directed and the speed shows one peak
during the event. Following Wu et al. (2017), here the transition of wind direction during
the CF and WF events, and the moment when wind speed reaches its maximum during
the TS event are defined as the central point of each storm. Each storm evolves from a
developing to decaying stages that are separated by the central point. To maintain a
smooth transition of wind direction, for each stage of the frontal events (i.e., CF and WF),
the std of wind velocity (𝜎𝐵1 and 𝜎𝐵2 in Table 3.2) is chosen as the value corresponding
to the maximum mean wind speed during that stage; while for the TS event, it is chosen
as the value at the central point. The possible bias introduced by such simplification is
examined in Section 3.3.2.
Similarly, three different wave conditions are created by assigning the mean, mean
plus one time of std, and mean plus three times of std of the directional wave spectral
density (denoted as Wave1, Wave2 and Wave3 respectively, see Table 3.2) at 26 equallyspaced grid points (with a resolution of nearly 16 km) along the open boundaries of the
first-layer grid. Note that, the selection of these values are inconsistent with the
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assignment of the wind velocity. Such inconsistency is supported by the following
finding that the incoming wave spectrum is poorly correlated with the wind forcing (see
Section 3.3.2). Figure 3.4 shows the representative 𝐻𝑠𝑖𝑔 and 𝜃𝑤 at the central point P0 on
the offshore boundary (see Figure 3.1b for the location). For each storm type, 𝐻𝑠𝑖𝑔 varies
among the three wave conditions while the temporal evolution of 𝜃𝑤 shows a consistent
pattern with the wind direction. In addition, for both the developing and decaying stages
of each storm, the corresponding duration is set to be the mean minus one time of std,
mean and mean plus two times of std (denoted as Dur1, Dur2 and Dur3, respectively, see
Tables 3.2 and 3.3). Similarly, the inconsistent selection of these values are supported by
the poor correlation found between storm duration and wind forcing (see Section 3.3.2).
The normalized time steps during each stage (see Figures 3.3 and 3.4) are converted into
real time by multiplying the corresponding duration. Similar to the model verification,
tidal forcing is applied along the open boundaries of the first-layer grid but only with the
M2, S2 and N2 constituents. Finally, combination of wind patterns, offshore wave spectra
and storm durations results in 27 synthetic events for each storm type (i.e., 81 model runs
in total). Hereinafter each of these model runs is referred to as a ‘storm base’.
In addition to these storm bases, for each storm type, three realistic storm events
having variable durations and wind velocities are selected (Figure 3.5). Similarly, along
the open boundaries, the tidal forcing is applied and the incoming waves during the storm
period were obtained from the WWIII model hindcast. For all the storm bases and these
realistic events (i.e., all 90 model runs), the coupled model is forced on the first-layer grid
with a ramping period of one day for the tides and wind speed. Solutions of the first-layer
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grid are used as a lateral boundary condition for the second-layer grid, and the outputs
from the second-layer grid provide boundary information to the three third-layer grids.

3.3 Results
In this section, simulation results under the conditions Wind2, Wave1, Dur2 (see Table
3.1) over the third-layer grids are selected to show the inner shelf and surf zone
hydrodynamics. The selected wind and wave conditions are strong enough to represent
most of the real events. The temporal change of wave and current parameters and their
variations at the south, middle and north sites are first presented. Based on the results, a
sediment transport rate proxy is introduced and the capacity of this method in quantifying
the sediment flux is then examined. Finally, the method is applied for the estimation of
sediment flux induced by all the recorded storm events.

3.3.1 Surf zone hydrodynamics
Figure 3.6 shows the temporal variations of the simulated 𝐻𝑠𝑖𝑔 , 𝜃𝑤 at the wave breaking
point, the maximum wave bottom orbital velocity 𝑈𝑏 and the maximum alongshore
current 𝑈𝑐 within the surf zone during the CF event on the southern, middle and northern
coasts, respectively. The wave breaking location is defined as the location where wave
height starts to rapidly decrease towards the coastline. A clear evolution trend is shown
for each wave parameter that is modulated by the tidally controlled water depth. During
the developing stage of the storm, the northern site experiences highest wave height and
corresponding bottom orbital velocity, while the lowest wave conditions are found at the
southern site (Figures 3.6a and c). The angle between wave propagation direction 𝜃𝑤 and
the local normal to the coastline indicates a northeastward component of wave power at
all three sites (Figure 3.6b). During the decaying stage, the wind reverses from
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northeastward to southwestward (see Figure 3.4). As a response, the wave height first
decreases and then gradually increases. The southern site now experiences the highest
wave condition and the northern site the lowest (Figures 3.6a and c). Wave directions
change gradually and the alongshore component of wave power reverses from
northeastward to southwestward at all three modeling locations (Figure 3.6b). Moreover,
the northern site always experiences the highest alongshore currents (𝑈𝑐 ), while the
lowest ones are found at the southern site, despite of the wind reversal (Figure 3.6d). This
should be caused by the different magnitudes of the wave angle relative to the local
coastline, as the incident wave is primarily onshore directed at the southern site, while it
tends to be more alongshore directed at the northern site (Figure 3.6b).
During the WF event, the responses are quite similar to those found for the CF event
(Figure 3.7), except that the wind reversal is from southwestward to northeastward.
Among the three domains, the southern site experiences the higher wave condition of all
sites during the developing stage, and the lowest during the decaying stage. The northern
site experiences a reversed pattern. Similarly, the incident waves are the most onshoredirected at the southern site and it leads to weakest alongshore currents 𝑈𝑐 among the
three sites (Figures 3.7b and d).
Surf zone hydrodynamics during a TS event (Figure 3.8) resemble those found
during the decaying stage of CF event or the developing stage of WF. The largest wave
height and wave orbital velocity conditions are found at the southern site (Figures 3.8a
and c). The different magnitudes of wave angle relative to the coastline among the three
sites are also shown in Figure 3.8b. Consistently, the southern site experiences the
weakest alongshore current flows, while the northern site experiences the strongest
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alongshore currents. Compared with the frontal events, the dynamics during the TS event
are more energetic, as shown by the much higher values of wave height in Figure 3.8.
In order to evaluate the sediment transport capacity of the simulated hydrodynamics,
we adopt the alongshore sediment transport proxy as defined in Sanay et al. (2007) and
Kumar et al. (2011). Assuming that sediment is mobilized by the wave-induced bottom
stress, which is proportional to the bottom orbital velocity, and it is transported by the
mean currents, then sediment transport rate Q can be expressed as the product of the two
parameters:
𝑄(𝑥, 𝑦, 𝑡) = 𝑈𝑏 (𝑥, 𝑦, 𝑡)2 𝑈𝑐 (𝑥, 𝑦, 𝑡)

(3.3.1)

where 𝑡 is the time.
Figure 3.9 shows the temporal and cross-shore variabilities of the alongshore current
velocity 𝑈𝑐 (arrows), wave orbital velocity 𝑈𝑏 (contours) and the proxy 𝑄 (color
contours) during the CF event. In the same figure, the event integrated value of 𝑄 within
the surf zone, denoted as 𝑄̃ , is also calculated and its cross-shore distribution is shown.
At each site, the indicated alongshore sediment transport reverses from northeastward
(positive) to southwestward (negative) following the reversal of wind direction.
Consistent with the wave evolution patterns shown in Figure 3.6, during the developing
stage of the event, the southern and northern domains experience the lowest and highest
magnitudes of 𝑄 respectively, while an opposite pattern is shown for the decaying stage
of the storms (Figures 3.9a and c). The values of 𝑄̃ are negative at the southern and
middle sites, while it becomes primarily positive at the northern site (Figure 3.9d). Only
within the uppermost section of the northern coast (i.e., 150 ≤ 𝑥 ≤ 350 𝑚), negative
values for 𝑄̃ are found. Overall, the southern site experiences the highest magnitude of
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𝑄̃ and it is southwestward; further north, the magnitude of 𝑄̃ decreases and even becomes
northeastward directed at the northern site.
During the WF event (Figure 3.10), a nearly opposite pattern to that found for the CF
event is shown. At each site, 𝑄 reverses from southwestward to northeastward (Figures
3.10a, b and c). The southern and northern sites experience the maximum magnitudes of
𝑄 during the developing and decaying stages, respectively (Figures 3.10a and c).
However, there is a difference from the CF results at the northern site, where the value of
𝑄̃ becomes all negative over the cross-shore section (Figure 3.10d). Such difference is
attributed to the high negative 𝑄 values during the developing stage at the northern site,
which is further enhanced due to the delayed reversal of 𝑄 following the wind reversal
(Figure 3.10c). In contrast to the cases of frontal events, the response to TS forcing is
characterized by negative 𝑄 at all three sites and for the full duration of the event; its
magnitude increases toward the south (Figure 3.11).

3.3.2 Method for sediment flux estimation
The total rate of alongshore sediment transport for each storm base is evaluated by
integrating 𝑄̃ in the cross-shore direction within the surf zone and the value is denoted as
𝑄̃𝐴 (𝑚4 ⁄𝑠 2). For the frontal events, the value 𝑄̃𝐴 is calculated separately for the two
stages. Here, due to the delayed response of 𝑄 to the wind forcing, the two stages are
separated by the transition of 𝑄, instead of the wind direction. This approach results in
the estimates of five types of storm stages, denoted as CF_L, CF_R, WF_L, WF_R and
TS_A, where L and R denote the developing and decaying stages, respectively. It is
reasonable to assume that the value of 𝑄̃𝐴 is determined by the storm intensity, which is
expected to be dependent on three parameters (𝑈𝑀1 , 𝐻𝑀 , 𝐷𝑀 ), where 𝑈𝑀1 is the
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maximum wind speed at the onshore (B1) station, 𝐻𝑀 is the maximum significant wave
height at the offshore site P0 (see Figure 3.1 for the location), and 𝐷𝑀 is the duration of
the corresponding storm base. The values of 𝑄̃𝐴 with respect to the three parameters are
shown in Figure 3.12 for all model runs. As expected, at each site, 𝑄̃𝐴 increases as the
wind speed, and/or the duration increases; and it slightly increases as the offshore wave
height increases. Among the three types of storms, the maximum value of 𝑄̃𝐴 is always
induced by the TS event due to the relatively strong wind forcing (see Figure 3.3) and
longer duration (see Table 3.3).
During the 10-year study period in Wu et al. (2017), 287, 155 and 119 CF, WF and
TS events were identified in the meteorological records. Figure 3.13 shows the
distributions of the maximum wind speed at the offshore station, denoted as 𝑈𝑀2 , the
maximum offshore wave height and the storm duration with respect to the maximum
onshore wind speed for all these recorded storm events. The corresponding values from
the model runs are also shown. It is not surprising that the two wind velocities are highly
correlated with r2>0.62. The offshore wave height and the storm duration are poorly
correlated with the wind velocity. It can be seen that, the fluctuation ranges of these
parameters are well resolved by the corresponding values used in the model runs.
By using the simulated results, the value of 𝑄̃𝐴 induced by each realistic event can be
approximately estimated by interpolating its value in the space of (𝑈𝑀1 , 𝐻𝑀 , 𝐷𝑀 ). Note
that the estimated 𝑄̃𝐴 for each realistic storm event is a summation of weighted 𝑄̃𝐴 values
from these storm bases; the weight used in the interpolation can also be interpreted as the
probability of occurrence frequency of each storm base. The capacity of the interpolation
scheme in quantifying 𝑄̃𝐴 is first examined here by comparing the interpolated values
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with the values obtained directly from the simulations of the realistic storm events
(Figure 3.14). The results show that, for the six frontal events, compared with the
simulated net values, the deviations of the interpolated net values are 0.9%, 3.9% and
14.6% at the southern, middle and northern sites, respectively. For the TS events, the
corresponding values become 8.6%, 4.2% and 16.4% at the three coasts. A relatively
large deviation is seen in the TS3 event (Figure 3.14c3). This should be caused by the
dominantly westward wind velocities at the offshore station (Figure 3.5c3), that deviate
remarkably from the southwestward wind pattern shown in the climatology. Overall, the
interpolation scheme induces a mean error of approximate 8% for the estimation of 𝑄̃𝐴 . It
suggests that, despite of the simplified reconstruction of storm bases, the proposed
method can satisfactorily quantify the sediment flux induced by realistic storm events.

3.3.3 Storm-induced sediment flux
The interpolation scheme is applied for the quantification of 𝑄̃𝐴 induced by each recorded
storm event during the 10-year period. Following the estimation, the annual variability of
the total 𝑄̃𝐴 induced by each storm type is shown in Figure 3.15. The general trend shows
that the largest alongshore sediment transport 𝑄̃𝐴 , for each site is always attributed to TS
events. The cumulative contribution of CF or WF events can occasionally exceed that of
TS events (see years 2011 and 2013). The alongshore transports at the three sites are
primarily negative (southwestward), while positive values are occasionally seen at the
northern site and these small values are induced by the frontal events (Figure 3.15c). The
southern site always experiences the largest magnitude of 𝑄̃𝐴 for each storm type, while
the northern site experiences the lowest. Note that the 𝑄̃𝐴 induced by frontal events is a
net result over the developing and decaying stages of the events. Thus the sign of net 𝑄̃𝐴
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is dependent on the relative storm strength during each of these two stages. At each site,
the negative 𝑄̃𝐴 induced by the stage of CF_R or WF_L can always reach or even exceed
the values of 𝑄̃𝐴 induced by the TS events (see the years 2008, 2009, 2011 and 2013 on
each coast). Besides, positive 𝑄̃𝐴 can be induced by the northeastward wind condition
during the stages of CF_L and WF_R, especially at the northern site. Overall all three
sites experience a net southwestward net sediment transport and its value increases
gradually toward the south (Figure 3.14d).
Over the 10-year period, the contribution of CF, WF and TS events to the total 𝑄̃𝐴 ,
for each site is listed in Table 3.4. TS events account for nearly 47% of the total 𝑄̃𝐴 at the
southern and middle sites and the percentage increases to 54% at the northern site. The
contribution of the frontal events varies along the coastline with a decreasing trend for the
CF events from the south to the north, and an increasing trend for the WF events. The
average contributions from the CF and WF evens are comparable to each other, and their
combined contribution always accounts for an important proportion (around 51%) of the
total 𝑄̃𝐴 induced by the three types of storms.
The interannual variability of monthly 𝑄̃𝐴 is shown in Figure 3.16. All three sites
show a similar variation pattern. During the months from November to April, the
contribution from frontal events exceeds that from the TS events. During the month of
May, September and October, the net 𝑄̃𝐴 is dominated by the contribution from the TS
events. During the months from June to August, the amount of 𝑄̃𝐴 is much smaller than
that among the other months. If summarized over the three types of storms (Figure
3.16d), the largest alongshore sediment transport 𝑄̃𝐴 occurs in the months of September
and November, while the smallest 𝑄̃𝐴 values are estimated for the period June to August.
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The 10-year results also show that the variability (std) of 𝑄̃𝐴 is higher during September
and November, while it reduces during the period June to August. Consistently, the
southern and northern sites experience the maximum and minimum amounts of 𝑄̃𝐴 during
every month, respectively.

3.4 Discussion
In this section, the importance of less energetic storm events is further examined. Then,
the method limitation is discussed as it is critical to further improvement of the proposed
method. Finally, the long-term trend of coastline morphology evolution indicated by this
work is presented.

3.4.1 Importance of less energetic events
As shown earlier, the cumulative sediment fluxes induced by frontal events are
comparable to that induced by the TS events. The importance of these less energetic
storm events is further discussed here. Figure 3.17 shows the cutoff value of 𝑄̃𝐴 as the
normalized cumulative event number increases for each storm type. It can be seen that,
the top 30% of the TS events induce a sediment flux with magnitude >0.5 (×107 m4/s2),
while this percentage decreases to 10% and 5% for the WF and CF events, respectively.
Thus, individual CF event appears to be the least energetic, while its highest occurrence
frequency contributes to the cumulative sediment flux. Compared with the CF events,
individual WF event is slightly more energetic but occurs less frequently.
Previous studies (Morton et al., 1995; Houser et al, 2008) of storm-induced beach
erosion always simplified the process by assuming that the contribution from extreme
storm events dominates the budget of sediment flux. The rational of such simplification is
examined here. Figure 3.18 shows the correlation between the normalized cumulative net
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𝑄̃𝐴 and the normalized event number for each type of storm by first sorting all the
corresponding storm events based on their corresponding values of 𝑈𝑀1 , 𝐻𝑀 or 𝐷𝑀 . It can
be seen that, independently of the sorting, the top 20% of the storm events only account
for 40% to 60% of the total 𝑄̃𝐴 . In order to account for 80% of the total net 𝑄̃𝐴 , then
approximately the 40% to 60% most intense storms need to be considered. The cutoff
values of the three parameters, i.e., 𝑈𝑀1 , 𝐻𝑀 and 𝐷𝑀 , with respect to the increasing of the
normalized cumulative event number are shown in Figure 3.19. For the top 20% of the
storm events, the ranges for the frontal events are above 6 m/s, 3 m and 50 hours for 𝑈𝑀1 ,
𝐻𝑀 and 𝐷𝑀 , respectively. For the TS events, the corresponding ranges are above 8 m/s, 4
m and 100 hours for the three parameters. Meanwhile, for the top 60% of the storm
events, the lower limits for the frontal events slightly decrease to approximate values of 4
m/s, 2 m and 30 hours for the three parameters, respectively. For the TS events, the
corresponding lower limits become 5 m/s, 2 m and 50 hours. Thus, the top 20% of the
storm events have accounted for a larger fraction of the total variation of each parameter,
even though only about 40% of the total 𝑄̃𝐴 can be resolved from these storm events. In
other words, considering only the most intense events has its limit, and a larger number
of storms need to be included in the analysis.

3.4.2 Method limitation
The proposed method estimates the sediment transport rate by directly considering the
variability of storm intensity, which is dependent on wind forcing, incoming wave energy
and storm duration. However, the current analysis neglects the temporal change of beach
profile. As described in the work of Wright et al. (1985), six commonly occurring beach
profiles can develop that include the dissipative, longshore bar trough, rhythmic bar and
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beach, transverse bar, low-tide terrace, and reflective states. Variation of the beach
morphology affects the storm-induced sediment flux. For instance, previous studies have
recognized that storm cluster may cause enhanced beach erosion as the beach profile
destabilized by the first storm has insufficient time to recover before the arriving of a
subsequent storm (Lee et al., 1998; Callaghan and Roshanka, 2009; Karunarathna et al.,
2014; Splinter et al., 2014). Climatology analysis has shown that the warm front events
are always preceded by cold front events. Thus, the variation of beach morphology needs
to be considered in future work to further improve the quantification accuracy of this
method.

3.4.3 Implication of Coastline stability
Results from the estimation indicates a net southwestward storm-induced sediment
transport along the coastline. There are evidences from the previous field survey in Long
Bay that support our estimation of the net sediment transport trend. Studies of the
sediment textual trends and the coastal morphology offshore indicate that the long-term
net sediment transport is towards the southwest (Denny et al., 2013). In addition, the
long-term erosion rates over the period from 1850s to 1980s show that the great amount
of change (up to 10 m/yr) in shoreline position took place at several segments of barrierisland shoreline located on the south coast of Long Bay, while the beach at the middle
portion of the embayment had a smaller retreat rate (Anders et al., 1990; Gayes et al.,
2001; Morton and Miller, 2005). The limited selection of three sites in this work does not
allow a direct estimation of the alongshore gradient of the sediment flux. However, the
difference erosion rates at different locations are expected from our results, as the
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southern coast is always exposed to more energetic waves during the storm events and a
higher erosion rate is expected.

3.5 Summary and Conclusions
This work investigates the accumulative impacts of the less energetic frontal events, i.e.,
cold fronts and warm fronts, on the beach morphology evolution and compares with the
impacts of the tropical storms. A series of climatologically defined storm events are
reconstructed with varied wind forcing, offshore wave energy and storm duration. The
amount of surf zone sediment transport induced by each of these storm bases is quantified
by using a sediment transport rate proxy, which is calculated from the simulation results
of a current-wave coupled model. Eventually, the amount of sediment transport induced
by each realistic storm event is estimated by using the correlation between the storm
intensity and the sediment transport rate that is obtained from the simulation results.
The results show that: 1) along the curved coastline, the alongshore transport rate
increases from the south to the north coast under the northeastward wind condition, while
an opposite change pattern is induced as the wind direction reverses; 2) the combined
contribution of the cold fronts and warm fronts accounts for 51% of the total amount of
storm-induced alongshore sediment transport, which is slightly higher than the
contribution from tropical storms; 3) for each storm type, the top 20% most energetic
storm events only account for less than 60% of the total amount of sediment flux, thus a
full coverage of the storm events is necessary for long-term study of coastal
morphological dynamics. It should be noted that, this work only considers the variation
of storm intensity, while the effects of beach profile change, sea level rising and other
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important factors are neglected. Future work is suggested to account for these factors and
achieve a better understanding of the storm impacts.
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Table 3.1: Root mean square (rms) errors and correlation coefficient (r2) of the significant
wave height and mean wave direction at sites B2 and B3.
𝜃𝑤 (°)

𝐻𝑠𝑖𝑔 (m)
rms error

r2

rms error

r2

Site S2

0.19

0.97

46.0

0.63

Site S3

0.14

0.96

45.9

0.60
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Table 3.2: Wind velocity, offshore wave spectrum and storm duration that are used to
create the climatologically defined storm events*.
Wind

Wave

Duration

Wind1

̅̅̅̅̅
̅̅̅̅̅
𝑈𝐵1 /𝑈
𝐵2

Wave1

̅̅̅̅
𝑆
𝑤

Dur1

̅̅̅𝐿 − 𝜇𝐿 )/( ̅̅̅̅
(𝐷
𝐷𝑅 − 𝜇𝑅 )

Wind2

̅̅̅̅̅
̅̅̅̅̅
(𝑈
𝐵1 + 2𝜎𝐵1 )/( 𝑈𝐵2 +2𝜎𝐵2 )

Wave2

̅̅̅̅
𝑆
𝑤 + 𝜎𝑤

Dur2

̅̅̅
̅̅̅̅
𝐷𝐿 /𝐷
𝑅

Wind3

̅̅̅̅̅
̅̅̅̅̅
(𝑈
𝐵1 + 3𝜎𝐵1 /)/( 𝑈𝐵2 +3𝜎𝐵2 ) Wave3

̅̅̅̅
𝑆
𝑤

Dur3

̅̅̅𝐿 + 2𝜇𝐿 )/( ̅̅̅̅
(𝐷
𝐷𝑅 + 2𝜇𝑅 )

+ 3𝜎𝑤

* ̅̅̅̅̅
𝑈𝐵1 and ̅̅̅̅̅
𝑈𝐵2 denote the mean wind velocity at station B1 and B2 respectively; 𝜎𝐵1 and
𝜎𝐵2 denote the corresponding std of wind velocity; ̅̅
𝑆̅𝑤̅ and 𝜎𝑤 are the mean and std of
offshore wave spectral density; ̅̅̅
𝐷𝐿 and ̅̅̅̅
𝐷𝑅 denote the mean durations of the developing
and decaying stages respectively; 𝜇𝐿 and 𝜇𝑅 denote the corresponding std of the
durations. Wind values of the two stations and the durations of the two stages are
separated by the slash signs.
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Table 3.3: Mean duration and the standard deviation of each storm type.
Event

̅̅̅
𝐷𝐿 (hour)

𝜇𝐿 (hour)

̅̅̅̅
𝐷𝑅 (hour)

𝜇𝑅 (hour)

CF

40

18

45

21

WF

36

17

54

26

TS

30

19

42

28
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Table 3.4: The contribution to the 10-year total 𝑄̃𝐴 at the southern, middle and northern
sites, and the mean values over the three sites for the CF, WF and TS events.
CF (%)

WF (%)

TS (%)

South

33.2

19.3

47.5

Middle

28.3

24.0

47.7

North

17.5

27.8

54.7

Average

28.2

22.6

49.2
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Figure 3.1: (a) Location of study site; (b) close up of study area showing bathymetry and
two of the three-layer grids used for the numerical modeling. The first-layer grid covers
the Long Bay (yellow line) and the second-layer grid extends over the curved coastline
(blue line); (c) the locations of three third-layer grids (red line) that correspond to the
southern, middle and northern domains; and (d) the cross-shore beach profiles for the
three domains. Green squares in panel b show the meteorological stations (B1:
Springmaid Pier) and NOAA/NOS buoy stations (B2: Frying Pan Shoaling buoy; B3:
Wilmington Harbor).
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Figure 3.2: Verification of SWAN model. (a) Wind vectors recorded at B1 (blue) and B2
(black) stations. Comparison of measured (blue) and simulated (red) values of significant
wave height 𝐻𝑠𝑖𝑔 (panels b and c), and mean wave direction 𝜃𝑤 (panels d and e) at sites
B2 and B3.
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Figure 3.3: Reconstructed wind speed 𝑈𝑤 (blue) and wind direction 𝜃𝑠 (brown, Nautical
convention) at the onshore (solid) and offshore (dashed) stations for the climatologically
defined (a) CF, (b) WF and (c) TS events. Details of wind velocity for each storm type
are presented in Table 3.2.
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Figure 3.4: Reconstructed significant wave height 𝐻𝑠𝑖𝑔 (blue) and mean wave direction
𝜃𝑤 (brown) at the offshore site P0 for the climatologically defined (a) CF, (b) WF and (c)
TS events. The location of P0 is shown in Figure 3.1b.
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Figure 3.5: Recorded wind velocity vectors at the onshore (B1) and offshore (B2) stations
during the three (top to bottom) CF, WF and TS events.
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Figure 3.6: Time series of (a) 𝐻𝑠𝑖𝑔 , (b) 𝜃𝑤 at the wave breaking point, (c) the maximum
wave orbital velocity 𝑈𝑏 and (d) the maximum depth-averaged alongshore current 𝑈𝑐
within the surf zone during the CF event at the southern (blue), middle (red) and northern
(black) sites, respectively. The vertical dashed line corresponds to the central point of the
event and the dashed horizontal lines in panel b represent the normal angle to the local
coastline.
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Figure 3.7: Same as Figure 3.6 but for the case of WF event.
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Figure 3.8: Same as Figure 3.6 but for the case of TS event.
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Figure 3.9: Temporal and cross-shore variability of the depth-averaged alongshore
current velocity Uc (arrows), wave orbital velocity Ub (white contours) and sediment
transport rate proxy Q (m3/s3, color contours) at the (a) southern, (b) middle, (c) northern
sites, and (d) cross-shore distribution of the event integrated sediment transport rate
proxy 𝑄̃ (m3/s2) that is calculated within the surf zone. Red lines show the wave breaking
location. The vertical dashed line corresponds to the central point.
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Figure 3.10: Same as Figure 3.9 but for the case of WF.
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Figure 3.11: Same as Figure 3.9 but for the case of TS.
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Figure 3.12: The distribution of 𝑄̃𝐴 (m4/s2) as a function of maximum wind speed at
onshore station, UM1, and offshore maximum significant wave height at site P0, HM, on
(top to bottom) the southern, middle and northern coasts for the (left to right) CF, WF
and TS events. Results from the three durations are denoted as blue (Dur1), red (Dur2)
and black (Dur3) circles, respectively. The value of 𝑄̃𝐴 is scaled by the area of the circle
as shown in panel c3.
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Figure 3.13: The distribution of (top to bottom) the maximum wind speed at offshore
station, 𝑈𝑀2 , the maximum significant wave height, 𝐻𝑀 , and duration 𝐷𝑀 with respect to
the maximum wind speed at onshore station, 𝑈𝑀1 , in the case of (left to right) CF, WF
and TS events. The colorful dots correspond to the values of storm bases and all black
dots correspond to the real storm events recorded during the 10 year period. The fitting
lines of the wind speeds (𝑈𝑀1 , 𝑈𝑀2 ) are shown in the top panels.
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Figure 3.14: The simulated (circles) and interpolated (squares) values of 𝑄̃𝐴 on the
southern, middle and northern coasts for the realistic (top to bottom) CF, WF and TS
events. Note the different 𝑦–axis in panel c2.
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Figure 3.15: Annual variability of 𝑄̃𝐴 (𝑚4 /𝑠 2 ) at the (a) southern, (b) middle and (c)
northern sites for the CF, WF and TS events; and (d) the total 𝑄̃𝐴 induced by all the storm
events of each year. The blue (yellow) solid lines with asterisk in panels a, b and c show
the annual total 𝑄̃𝐴 induced by the CF_L (WF_R) stages and the blue (yellow) dashed
lines with asterisk show the annual total 𝑄̃𝐴 induced by the CF_R (WF_L) stages.
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Figure 3.16: Monthly variability of 𝑄̃𝐴 (m4/s2) at the (a) southern, (b) middle (c) northern
sites induced by the CF, WF and TS events; and (d) 10-year mean of the monthly 𝑄̃𝐴 .
The error bar in panel d shows the standard deviation among the 10 years.
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Figure 3.17: Distribution of the cutoff value of 𝑄̃𝐴 (𝑚4 /𝑠 2 ) as the normalized cumulative
event number increases for the CF, WF and TS events.
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Figure 3.18: Correlation between the normalized cumulative 𝑄̃𝐴 and the normalized
cumulative event number for (left to right) the CF, WF and TS events. All the storm
events recorded during the 10 years are sorted out in an ascending order of 𝑈𝑀1 (blue),
𝐻𝑀 (red) and 𝐷𝑀 (black), respectively.
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Figure 3.19: Distribution of the cutoff values of (a) 𝑈𝑀1 , (b) 𝐻𝑀 and (c) 𝐷𝑀 as the
normalized cumulative event number increases for all the types of storm bases.
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CHAPTER 4
SHELF CROSS-SHORE FLOWS UNDER STORM-DRIVEN
CONDITIONS: ROLE OF STRATIFICATION, SHORELINE
ORIENTATION AND BATHYMETRY1

1

This chapter has been submitted as Wu, X., Voulgaris, G., and Kumar, N., 2017. Shelf
cross-shore flows under storm-driven conditions: Role of stratification, shoreline
orientation and bathymetry, Journal of Physical Oceanography.
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Abstract
The response of the shelf to realistic synoptic storm forcing and bathymetry is
investigated numerically using Long Bay, SC, a typical Carolina embayment with curved
coastline as a study case. Climatologically defined, synoptic storms representing cold and
warm fronts as well as tropical storms are used as forcing assuming mixed and stratified
initial conditions. The model result analysis focuses on identifying the contributions of:
(i) regionally defined cross-shore wind component, (ii) isobath divergence / convergence,
and (iii) coastline orientation to the development of cross-shore circulation. The
simulation results show that, under stratified conditions, the regionally defined offshore
directed wind component promotes upwelling during the developing stage of cold front
and enhances mixing during the decaying stage. Its effect under warm front and tropical
storm conditions is insignificant. At the southern side of the embayment isobath
divergence enhances upwelling, as it increases bottom Ekman transport and induces
onshore directed geostrophic transport. The resulting sea level variability is driven by the
regional alongshore wind but it varies spatially because of the locally defined
components of along- and cross-shore winds that depend on coastline orientation. The
cross-shore length scale that these two local wind components act on is around 20 km
seaward from the coastline.
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4.1 Introduction
The dynamic region extending from the inner- to outer-shelf is the nearshore region
where cross-shore flows control the exchange of materials (e.g., pollutants, larvae, and
biota) between the coastline and the open ocean. These flows are driven by a variety of
forces including wind, wave, tide and buoyancy. Under wind forcing, surface and bottom
Ekman boundary layers that develop in the mid- and outer-shelf are separated by an
intermediate layer, which is always in geostrophic balance (e.g., Lentz and Fewings,
2012; Brink, 2016a). In this case, the flow is primarily determined by the along- and
cross-shore pressure gradients (Lentz, 2008) that can be either barotropic, baroclinic or
both.
In the shallow waters of the inner-shelf, the surface and the bottom boundary layers
overlap with each other and the alongshore wind driven Ekman transport decreases
toward the shoreline (Mitchum and Clarke, 1986; Lentz and Fewings, 2012). In addition,
cross-shore flows can also be induced by direct cross-shore wind forcing (e.g., Tilburg,
2003; Fewings et al., 2008; Horwitz and Lentz, 2014), although smaller in magnitude. In
this case and ignoring the effect of surface waves, a two-layer cross-shore circulation
develops with a wind-following flow in the upper water column, and a compensating
return flow below, near the seabed (Fewings et al., 2008). In the presence of surface
waves, for shoreward directed winds, the wind-driven current vertical shear is canceled
out and a uniform flow is developed. Under offshore directed winds, surface waves
contribute to the enhancement of the wind-driven current shear (Fewings et al., 2008).
On a stratified shelf, the reduced vertical transfer of momentum to the lower water
column (e.g., Lentz, 2001; Austin and Lentz, 2002), leads to a thinner Ekman layer and a
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limited horizontal extent of the inner-shelf. In the presence of a horizontal density
gradient with higher offshore density, offshore-directed winds can enhance vertical
stratification and thus increase cross-shore circulation. In contrast, shoreward directed
winds enhance vertical mixing and tend to reduce cross-shore circulation (Horwitz and
Lentz, 2014). Under downwelling-favorable winds, the cross-shore wind component, if
presents, controls the transport within the unstratified inner shelf. In contrast, under
upwelling-favorable winds, the inner shelf can become stratified and both the along- and
cross-shore wind components contribute to the development of cross-shore circulation
(Horwitz and Lentz, 2016).
The wind forcing relevant to shelf circulation broadly falls within both the meso- and
synoptic scales of meteorological phenomena. Sea breeze, for example, a mesoscale,
diurnal event, can enhance circulations in latitudes with a near diurnal inertial period and
under stratified conditions (e.g., Zhang et al., 2009). It can also contribute to the
development of upwelling events (e.g., Walter et al., 2017). Synoptic scale
meteorological events have horizontal scales of the order 1,000 to 6,000 km and they are
categorized into frontal systems (cold and warm fronts) and tropical storms (Mather et
al., 1964; Dirks et al., 1988; Muller and Stone, 2001; Keim et al., 2004). Although frontal
events are less energetic than tropical storms, they occur more frequently and usually are
associated with unsteady, rotatory wind velocity (Wu et al., 2017). A number of studies
have focused on the broad impacts of these storms on the nearshore, especially in the
development of storm surges and damaging waves (e.g., Davis and Dolan, 1993; Dolan
and Davis, 1994; Fan et al., 2005), and shelf flows (Austin and Lentz, 1999; Gutierrez et
al., 2006, among others).
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In addition, coastline orientation variability introduces alongshore variation in the
magnitudes of the local along- and cross-shore components of wind stress (e.g., Crépon et
al., 1984; Whitney and Allen, 2009; Kumar et al., 2013). Thus, different parts of the
coastline experience locally different levels of along- and cross-shore wind forcing.
Moreover, on shelves with uneven bathymetry, the divergence or convergence of isobaths
can cause the veering of alongshore flows to either onshore or offshore direction and thus
develop cross-shore flows (e.g., Uda, 1959, Arthur, 1965), such as the enhancement of
upwelling downstream of capes (Blanton et al., 1981; Gan and Allen, 2002) or before the
flows encounter shelf width increase (Pringle, 2002).
All of the studies summarized above have improved our understanding of shelf
circulation and explained the roles of winds, waves, stratification, bathymetry, and
coastline orientation. However, the majority of them have focused primarily on
steady/quasi-steady wind conditions and have assumed a relatively straight coastline with
an alongshore uniform bathymetry. In reality, individual synoptic scale storms are
responsible for wind forcing that changes over a period of a few (2-3) days. In addition,
realistic bathymetric irregularities can also modify coastal wind-driven flows.
In this work, we focus on the shelf current dynamics, especially cross-shore flows,
under non-steady wind forcing associated with realistic storm events and we explicitly
consider the effects of cross-shore wind component, bathymetric irregularity and
coastline orientation. The study is focused on Long Bay (see Figure 4.1), a coastal
embayment with a curved coastline located on the South Atlantic Bight (SAB), that
frequently experiences cyclogenesis (Bradbury et al., 2003). Numerical simulations of
shelf circulation, forced with winds associated with the three types of storms that
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dominate the wind forcing in this location are utilized for this analysis. The chapter is
organized as follows. The numerical model configuration, verification and utilization are
presented in Section 4.2, while Section 4.3 describes the shelf circulation patterns
induced by the variable wind forcing under both mixed and stratified shelf conditions.
Flow dynamics as revealed through the modeling and momentum balance analysis are
discussed in Section 4.4. Finally, a summary and conclusions are given in Section 4.5.

4.2 Methodology
4.2.1 Model configuration
Shelf circulation is simulated using the Regional Ocean Modeling system (ROMS) under
the framework of the Coupled Ocean-Atmosphere-Wave-Sediment-Transport
(COAWST) modeling system (Warner et al., 2010; Kumar et al., 2012). ROMS is a
three-dimensional, free-surface, hydrostatic numerical model that has a stretched terrainfollowing vertical coordinate (Shchepetkin and McWilliams, 2005). In its
implementation, a domain much larger than the area of interest (i.e., Long Bay, see
Figure 4.1) is used to avoid boundary effects. This domain extends over a large portion of
the SAB (see Figure 4.1a), covering an area of 301 × 597 km with horizontal resolutions
of 720 m and 830 m in the cross-shore (x-) and alongshore (y-) directions, respectively.
The stretched vertical domain consists of 30 sigma-levels. Closure of the vertical mixing
of momentum and tracer is achieved via a k-ε turbulence closure scheme (Umlauf and
Burchard, 2003). Along the open boundaries, the barotropic (depth independent) velocity
and sea level are estimated from a combination of Chapman and Flather radiation
conditions (Marchesiello et al., 2001), while the standard Orlanski radiation boundary
condition (Raymond and Kuo, 1984) is applied for the depth dependent flow. A linear
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bottom drag scheme, with a drag coefficient 𝑟 = 3 × 10−4 (determined from best
agreement with observed current velocities during the model verification, see Section
4.2.2) is used to estimate bottom friction.
The surface momentum stress is provided by converting measurements of wind
velocity into wind stress (Large and Pond, 1981). The wind velocity vector 𝑼𝒘 , was
provided from time series recorded at two NOAA/NOS/NDBC stations (Springmaid Pier,
SC, station 8661070; and Frying Pan Shoaling buoy, station 41013) located on the
coastline and some 50 km offshore, respectively (see stations B1 and B2, Figure 4.1b). A
comparison of the wind measurements from the two stations (Wu et al., 2017) revealed
that wind speeds recorded offshore are consistently higher than those recorded on the
coastline. In addition, there is a phase difference between the two locations, exhibited as
a variation in wind direction. These differences lead to the development of a cross-shore
variable wind velocity vector using an empirically derived cross-shore weighed
interpolation:
𝑼𝒘 (𝑥) = {

(1 − 𝑥)8 ∙ 𝑼𝑩𝟏 + (1 − (1 − 𝑥)8 ) ∙ 𝑼𝑩𝟐 , 𝑖𝑓 𝑥 < 1
,
𝑼𝑩𝟐 ,
𝑖𝑓 𝑥 ≥ 1

(4.2.1)

where 𝑼𝒘 is the wind velocity vector at normalized cross-shore distance 𝑥 (𝑥=0 and 1
correspond to the onshore and offshore boundaries of the area of interest, respectively;
see Figure 4.1b). 𝑼𝑩𝟏 and 𝑼𝑩𝟐 are the wind velocity vectors recorded at stations B1
(onshore) and B2 (offshore), respectively. Equation (4.2.1) provides an accurate
representation of, and the best agreement with the observed rapid weakening of wind
velocity close to the coastline (Wu et al., 2017). Its application provides a change in wind
speed toward the shoreline resembling that of an exponential decay found in boundary
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layer flows, indicating the role of the coastline as a lateral boundary for the wind field
(Smith and MacPherson, 1987).
Prior to its application, the model was verified by comparing its results with in-situ
current measurements obtained at two nearshore sites (S1 and S2, see Figure 4.1b) during
the period 02/01/2004 to 02/28/2004. The recorded wind velocities are shown in Figure
4.2a. Tidal forcing along the three open boundaries is prescribed analytically using the
tidal constituent values interpolated from the ADCIRC tidal database (Mukai et al.,
2002). Water temperature and salinity are kept constant and invariable during this period
of one month. Finally, the simulations were initialized at rest, with the wind and tidal
forcing being ramped up over a period of 24 hours.

4.2.2 Model verification
The simulated horizontal current components, as well as the sea surface level were
compared with the measured values at sites S1 and S2, at a water depth of 10 and 9 m,
respectively (see Figure 4.1b). Both the simulated and the measured quantities were
decomposed into subtidal and tidal components using a low-pass filter, with a cut-off
period of 33hrs that defined the subtidal signal. The tidal signal was estimated by
removing the subtidal signal from the total signal. Since the emphasis is on wind-driven
currents, the subtidal variability of the flow, at 𝑧 = −1.2 and 𝑧 = −4.2 m below the sea
surface, and the sea level for both the measured and simulated data are shown in Figure
4.2. The subtidal circulation patterns at S2 are similar to those at S1 and therefore are not
shown here. The corresponding root mean square (rms) errors and correlation coefficients
(r2), including those for the tidal components, for both sites are listed in Table 4.1. Here,
cross-shore is defined as the direction normal to the local bathymetric contour, unless
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specified otherwise. As mentioned earlier, during the verification period the area
experienced several storm events, including two CF, one WF and one TS events (see
Figure 4.2a). At both sites, the tidal values are well correlated with r2 around 0.8. The
subtidal sea level fluctuations are less than 0.4 m at this site (Figure 4.2b). The simulated
sea level matches well with measurements for the first CF and WF events. During the
second CF and the TS events, the temporal variability of sea level is well captured,
although the model slightly underestimates the value by less than 0.2 m. The variability
of the subtidal currents is well reproduced in the simulation (Figures 4.2c-f). The subtidal
alongshore currents show a higher correlation than that of the cross-shore component
(Table 4.1). Such difference is not surprising as cross-shore flows are much smaller in
magnitude (<4 cm/s) and measurements of such small currents are easily affected by
local bathymetry irregularities and/or small errors in the instrument’s compass record
used to rotate the velocity components from instrument to geographic coordinate system.
For instance, at site S1, the correlation coefficients of simulated and measured crossshore velocities at depth -1.2 and -4.2 m were increased significantly by rotating the
instrument coordinate system by only 8°; while the correlation coefficients of alongshore
velocities showed negligible change.
Overall, we consider the agreement between the simulated and measured values of
each parameter satisfactory to allow use of the model to diagnose flow dynamics over the
domain.

4.2.3 Modeling storm-induced circulation
Following verification, the model was used to simulate shelf circulations in response to
climatologically defined storms. The temporal variability of wind pattern, for each type
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of storm at each station (i.e., stations B1 and B2), was identified through a phase
averaging method. This method, described in detail in Wu et al., (2017), first normalizes
the time of each recorded storm event by its duration and then averages the wind stress at
each normalized time step. The time-normalized, event-averaged wind patterns (see
Figures 5-7 in Wu et al., 2017), revealed that during a CF (WF) event, the wind rotates
counterclockwise from northward (southward) to southward (northward), while wind
speed first increases and then decreases during the period of each wind direction. For a
TS event, the wind is southward all the time and the wind speed increases first attaining a
maximum and then decreases. As explained earlier, cross-shore gradients of wind speed
and direction exist between the onshore and offshore stations. Following Wu et al.
(2017), the transition of wind direction during the frontal (i.e., CF and WF) events and
the moment when wind speed attains its maximum during the TS event are defined as the
central point of each event. This central point separates the developing and decaying
phases of each event. For the CF and WF events, each phase is characterized by a local
maximum in wind speed, while during the TS event there is only one maximum wind
speed. The mean duration of each type of event is approximately 85, 90 and 72 hours,
with the standard deviation being approximately 40, 43 and 47 hours for the CF, WF and
TS events, respectively. Following this analysis, climatic storm events were created that
contain the temporal variability of wind condition for each storm type.
In order to simulate the most energetic circulation driven by storms, the wind forcing
representing each storm type is reconstructed considering the most intense condition
recorded (see Figures 4.3a1, b1 and c1). The time-normalized, event-averaged wind
vectors at each station are converted to a maximum strength event by multiplying the
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mean wind speed by a factor. The factor was determined empirically by scaling the two
local maxima of wind speed for CF or WF event, and the maximum wind speed for TS
event to the corresponding maximum value ever recorded within the 10-year study period
in Wu et al. (2017).
In an attempt to isolate the effects of regional (i.e., spatial scales larger than the
embayment) along- and cross-shore wind components, a comparative wind pattern is also
created for each storm type, that consists of only the regional alongshore (i.e., along the
𝑦-axis) wind component (see Figures 4.3a2, b2 and c2). This 1-D (i.e., uniform wind
direction over the domain) wind field has a smaller magnitude than the full 2-D (i.e., both
wind speed and direction vary in space) winds and the wind direction is aligned with the
isobaths at water depths h>20 m (see Figure 4.1b). At shallower water depths, even this
1-D wind field is at an angle to the isobaths and the coastline as both exhibit a curvature
in the alongshore. Finally, the normalized time step is converted into real time by
multiplying the corresponding mean duration of each storm (Figure 4.3) and the crossshore spatial variability of wind velocity across the domain is estimated using equation
(4.2.1).
In addition, the effects of stratification are examined using two comparative
numerical experiments with identical wind forcing (full 2-D or 1-D wind forcing) but
under initially well-mixed and stratified shelf conditions. At the study site, the shelf water
climatology is characterized by a vertical stratification from late spring to summer, and a
pronounced cross-shore density gradient in winter (Blanton et al., 2003). Here only the
former condition is considered and the cross-shore mean of the climatologically defined
summer vertical temperature structure is used (Blanton et al., 2003; Castelao, 2011). This
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structure consists of three layers with the surface mixed layer (28ºC) extending to 20m
below the sea surface and the bottom layer (>60m) having a constant water temperature
of 22ºC. The temperature linearly decreases in the middle layer. For the mixed condition
runs, the temperature is set to 22ºC and the salinity is 35. Neither the tides nor the Gulf
Stream are considered in these runs. Each run started at rest and the wind speed is ramped
up over a period of 24 hours.

4.3 Results
This section presents the general circulation patterns in the horizontal and the vertical
under the full 2-D wind forcing of each event. Emphasis is placed on the effects of
stratification and the spatial variability of the shelf circulation. Then, simulation results
driven by the full 2-D wind forcing are compared with those driven by the 1-D winds.

4.3.1 Event driven circulation patterns
4.3.1.1 Cold fronts (CF)
Figure 4.4 shows the circulation patterns near the sea surface (red arrows) and at midwater depth (black arrows), for both mixed (Figures 4.4a1 to e1) and stratified (Figures
4.4a2 to e2 and a3 to e3) conditions and for different time steps of the CF event. For the
stratified conditions, the spatial variability of bottom temperature is also shown in
Figures 4.4a2 to e2, while the vertical structures of the cross-shore currents and
temperature along a transect located at the center of the domain are shown in Figures
4.4a3 to e3. The time steps selected are representative of both the storm developing
(panels a to c, 10, 20 and 45 hours) and decaying (panels c to e, 45, 70 and 80 hours)
phases (see Figures 4.3a1 for each time step). During the developing phase, as currents
enter into the embayment from the south, the flow diverges and water flows into the
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concave embayment. This pattern is present under both barotropic and baroclinic
conditions (see Figures 4.4a1, b1, and a2, b2). Further downstream, as the flow approaches
the northern cusp, it converges and tends to be deflected slightly offshore because of the
shoals located there. During the decaying phase, the wind forcing becomes
downwelling/offshore directed (i.e., downwelling-favorable in the 𝑦- direction and
offshore directed in the 𝑥- direction, see wind vector in Figures 4.4d1 and e1) and the
current direction reverts. As the current flows into the embayment, it also experiences
divergence and convergence at the northern and southern sides of the embayment (see
Figures 4.4d1, d2, e1 and e2). Such flow pattern is further discussed in Section 4.4.1.
Under stratified conditions, both near-surface and mid-water column flows are more
offshore (onshore) directed during the developing (decaying) phase, than under mixed
conditions; this is more pronounced in water depths >30 m (Figures 4.4b3 and c3). Along
the central transect, the density profile evolution is different along the cross-shore
direction. During the developing phase (Figures 4.4a3 and b3), in shallow waters (h<30m)
the initially stratified water column becomes well mixed, while further offshore in deeper
waters (h>30m) upwelling develops. During the decaying phase, the
downwelling/offshore winds tend to extend mixing further offshore to water depths < 40
m while downwelling develops in water depths >40 m (Figures 4.4d3 and e3). Note that,
during upwelling (Figures 4.4c2 and d2), the bottom 25°C isotherm (white line) shows a
larger onshore displacement at the southern part of the embayment than that at the
northern part. During downwelling (Figures 4.4d2 and e2), the larger offshore
displacement of the 25°C isotherm is present on the southern part. These isotherm
displacements indicate enhancement of upwelling (downwelling) at the southern part
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during the developing (decaying) phase. At the central point of the CF event (Figure
4.4c3), cross-shore currents are offshore directed over the entire water column while the
offshore directed wind velocity becomes insignificant.
4.3.1.2 Warm fronts (WF)
The WF simulation results are shown in Figure 4.5. In contrast to the CF case, the full 2D wind forcing is downwelling/offshore directed during the developing phase of the WF
event (see Figures 4.3b1 and 5b1); it changes to upwelling/onshore directed during the
decaying phase (see Figure 4.5d1). Under both mixed and stratified conditions, the flow
divergence/convergence patterns described earlier for the CF event, are also present here
(see Figures 4.5a1 to e1 and a2 to e2). Under mixed conditions, the simulation results are
similar to those shown earlier for the CF event. Under stratified conditions, downwelling
(upwelling) develops during the developing (decaying) phase (Figures 4.5a3, b3 and d3).
Upwelling moves the bottom 25°C isotherm slightly onshore (Figures 4.5d2 and e2). In
water depths >30m, stratification persists for the whole duration of the event. As it was
the case for the CF simulation (Figure 4.4c3), toward the end of the decaying phase
(Figure 4.5e3), offshore-directed cross-shore flows develop that extend throughout the
entire water column, even though the wind is still upwelling favorable.
4.3.1.3 Tropical storms (TS)
The simulated horizontal flows and associated temperature structure under TS forcing are
shown in Figure 4.6. The circulation patterns driven by downwelling/offshore winds
resemble those found during the developing phase of the WF event presented earlier (see
Figure 4.5). Under stratified conditions and shortly after the onset of the event, the water
column becomes well mixed. This is particularly the case in shallow (h<30 m) water
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depths (see Figures 4.6a2, a3, and b2, b3). Current veering in the vertical develops around
the central point of the storm, especially at the northern side of the domain (see Figures
4.6b1 and b2) and it extends to the nearshore (h <20 m). Such veering is also observed
during the CF and WF events (see Figures 4.4d2 and 4.5b2), but to a lesser extent. The
wind induced cross-shore currents are effectively suppressed on the frictional shelf
(Figure 4.6b3). As the currents enter into the embayment from the north, onshore flow
develops lower in the water column, while the surface currents are well aligned with the
generally alongshore directed wind forcing.

4.3.2 Cross-shore flows
In this section, the simulated cross-shore currents at the mid/outer shelf, and for each type
of storm, are examined at a single location of 40m water depth (site P1, see Figure 4.1).
For this analysis, cross-shore direction is defined locally by the orientation of the minor
axis of the current variance ellipse. The simulation results under stratified conditions are
compared against those under mixed conditions in Figure 4.7. Under the latter conditions,
a nearly uniform cross-shore current profile develops throughout the whole water column
during the developing stage of both CF and TS runs (Figures 4.7a and e), and the WF run
(Figure 4.7c). Under initially stratified conditions, a two layer flow develops during the
developing phases of all event types. The CF run shows the development of a two-layer
cross-shore upwelling circulation (Figure 4.7b) during the developing phase, while the
initial stage of the decaying phase (hours 42 to 47) is characterized by offshore directed
cross-shore flow that persists throughout the entire water column, consistent to the results
shown in Figure 4.4c3. This is followed by the development of a two-layer downwelling
circulation pattern. For both WF and TS runs, the downwelling present during the
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developing phases of the storms (see Figures 4.7d and f) tends to homogenize the water
column. During the decaying phase of the WF event, upwelling develops, while during
the same phase of the TS event, the water column becomes more homogenous as the
bottom flow weakens. Overall, under stratified conditions, stratification persists for both
front events, although with smaller vertical temperature gradients in the WF than the CF
run. During the TS run, stratification is present during the developing phase but it does
not persist during the decaying phase.

4.3.3 Alongshore variability of upwelling/downwelling
In addition to the temporal variability, the simulation results have shown an alongshore
variability of the upwelling/downwelling flow structure (Figures 4.4c2 and d2). The
horizontal position of the bottom 25ºC isotherm is used to further quantify the spatial
variability of this. On the shelf, upwelling flows develop during the first 60 hours of the
CF event and the last 45 hours of the WF event. During these periods, the full 2-D wind
forcing is regional upwelling/offshore and upwelling/onshore directed, respectively (see
Figures 4.3a1 and b1). Downwelling flows develop during the last 20 hours of the CF
event, a period that experiences regional downwelling/offshore directed winds (Figure
4.3a1). Figure 4.8 displays the horizontal positions of the bottom 25oC isotherm at
selected time steps (solid lines). Displacement of the isotherm can be attributed to: (i)
downstream advection in the alongshore direction; (ii) wind-induced upwelling (or
downwelling); and (iii) topographically induced cross-shore flows. In an attempt to
isolate the cross-shore displacement induced by the latter two components, a scheme is
proposed that allows for the compensation of displacement due to the alongshore
advection. The cross-correlation of the x coordinates of the isotherm at two successive
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time steps is calculated as a function of the alongshore displacement. The displacement
that results in the maximum correlation coefficient is assumed to be the distance lag due
to alongshore advection and it is used to shift the position of the isotherm in the
alongshore direction.
During the upwelling phase of the CF event, isotherm distance lags of 4.2 and 8.2
km, are estimated for the first and second half of the 60-hour period, respectively (Figure
4.8a1). The corresponding values for upwelling during the WF run are 0.8 and 1.6 km,
respectively (Figure 4.8b1). Using the compensated isotherm positions (Figures 4.8a2 and
b2), differences in upwelling rate at three locations (𝑦 = 44, 104, and 164 𝑘𝑚)
representing the southern, middle and northern parts of the embayment are estimated.
During upwelling, these three locations are characterized by isobath divergence, equal
isobath spacing and isobath convergence, respectively. During the upwelling phase of the
CF event (first 60 hours), the isotherm is displaced in the cross-shore by 52.4, 18.7 and
4.7 km, respectively. The corresponding displacements during the upwelling phase of the
WF event (last 45 hours) are 14.5, 12.2, and 4.4 km. This larger isotherm displacement at
the southern side of the embayment, suggests that isobath divergence tends to promote
upwelling processes, while the relatively smaller displacement at the northern side
suggests inhibition of upwelling due to isobath convergence.
For downwelling, the cross-shore displacements of the isotherm are 39.2, 7.1 and 3.2
km at the southern, middle and northern locations, respectively (Figure 4.8c2). Thus,
isobath convergence appears to promote downwelling at the southern site. However, the
effect of wind-induced mixing becomes important (see below) as it can contribute to the
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retreat of the 25ºC isotherm toward the shelf break, especially at the southern site due to
the much shallower water depths.
In an attempt to further isolate the effects of the regionally defined cross-shore wind
component, the simulation results driven by the full 2-D winds (Figures 4.3a1, b1 and c1)
and those driven by regionally defined 1-D winds (Figures 4.3a2, b2 and c2) are
compared. The positions of the bottom 25°C isotherm in the latter runs are shown in
Figure 4.8 as dashed lines. During these runs, under both 2-D and 1-D wind conditions,
the 25°C isotherm seldom enters into waters shallower than 20 m. As described earlier, it
is at this depth where the isobaths start curving following the coastline morphology and a
local cross-shore wind component is present. Within deeper waters (h>20m), the isobaths
are relatively straight and no cross-shore wind component is present during the 1-D wind
forcing runs. During the first 30 hours of the CF run, the isotherm locations for the 2-D
and 1-D wind forcing runs are very close to each other (Figure 4.8a2). However, during
the following 30 hours, as the isotherm enters into the water depth <30 m, the regional
offshore-directed wind component in the 2-D wind forcing run promotes the onshore
advancement of the isotherm along the entire coastline. This result is consistent with the
findings of Horwitz and Lentz (2016), that upwelling/offshore directed winds promote
stratification and cross-shore transport within the inner shelf. During the downwelling
phase of the CF event (Figure 4.8c2), the downwelling/offshore directed winds result in a
much larger cross-shore retreat of the isotherm. This is expected, as the wind-induced
mixing under such condition is stronger than that under 1-D (i.e., purely downwellingfavorable) wind condition. During the downwelling and subsequent upwelling (Figure
4.8b2) phases of the WF event, the 25°C isotherm location remains at the same location
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under the two different wind conditions. This is also the case during the downwelling
phase of the TS event. These results should be caused by the well mixed conditions on
the inner shelf (h < 30m) and the effects of the regional cross-shore wind component
become negligible.

4.4. Discussion
The modeling results have shown that, shelf stratification is more widely developed at the
southern part of the embayment than that at the northern region, especially during the
upwelling phase of the CF run. The regional cross-shore wind component can also affect
the upwelling/downwelling, while the effect of the local cross-shore wind component
associated with the coastline orientation is still unknown. These are discussed in this
section.

4.4.1 Cross-isobath transport
In an attempt to explain the alongshore variability of upwelling/downwelling on the
mid/outer shelf, we examine the model results along the 40m isobath (see Figure 4.1).
Assuming an alongshore length scale of 𝐿=150 km, and a typical value for the alongisobath, depth averaged velocity 𝑉𝑐 =0.2 m/s, the estimated friction timescale (ℎ⁄𝑟) is 37
hours, a time scale much smaller than the alongshore advection time scale (𝐿⁄𝑉𝑐 ) of 208
hours. Thus we can assume that the inertial term is smaller than friction and can be
neglected. The diminished importance of advection, which is also confirmed by
momentum balance analysis (see below), allows us to estimate the depth integrated,
cross-isobath water mass flux using (Pringle, 2002):
𝜕

𝑓

ℎ𝑈𝑐 = [𝜕𝑛 (ℎ)]
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𝑐
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0
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(4.4.1)

where 𝑈𝑐 is the cross-isobath, depth averaged current component (𝑈𝑐 and 𝑉𝑐 are positive
in the seaward and northeastward directions, respectively); 𝑛 is the direction normal to
the isobath (positive seaward); 𝑓 is the Coriolis parameter; 𝜌0 is the reference seawater
density; 𝑅 is the radius of curvature of the isobath; 𝜏𝑆𝑠 and 𝜏𝐵𝑠 denote the along-isobath
components of the surface wind stress and bottom friction, respectively. The term on the
LHS of equation (4.4.1) represents the depth integrated cross-isobath transport and is
denoted as 𝑄 hereinafter. The first two terms on the RHS represent cross-isobath
transport caused by frictional dissipation of relative vorticity (Pringle, 2002). The relative
vorticity of the first term is associated with flow along a curved isobath, while in the
second term, is associated with the cross-isobath gradient of the along-isobath velocity.
The third and fourth terms on the RHS represent cross-isobath Ekman transport driven by
surface wind stress and bottom friction, respectively. Hereafter, these four terms are
denoted as 𝑄𝐺𝐶 , 𝑄𝐺𝑆 , 𝑄𝐸𝑆 and 𝑄𝐸𝐵 respectively. As explained in Pringle (2002), terms
𝑄𝐺𝐶 and 𝑄𝐺𝑆 represent geostrophic transport that extends throughout the water column,
while the remaining two terms represent Ekman transport within the surface and bottom
boundary layers, respectively.
The terms in equation (4.4.1) were estimated along the 40 m isobath and the values
are averaged over the first 30 hours during the upwelling of the CF run (Figure 4.9), a
period that the effect of the regional cross-shore wind component is found not important.
In the downstream (northeastward) direction, the net cross-isobath flux 𝑄 is negative
(shoreward) for 𝑦 < 60 𝑘𝑚 and it changes to positive (seaward) for 𝑦 > 60 𝑘𝑚 (see
Figure 4.1b). Such result is consistent with the enhanced upwelling seen on the southern
side of the embayment. Overall, the alongshore variation trend of 𝑄 is well resolved by
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the sum of the other terms of equation (4.4.1) for 𝑦 < 90 𝑘𝑚. For 𝑦 > 90 𝑘𝑚, the
agreement is not as good and the deviation between the two values seems to be because
of the negative values of 𝑄𝐺𝑆 . The relatively small value of 𝑄𝐺𝐶 is not surprising as the
40m isobath exhibits no significant curvature. The positive (seaward) surface Ekman
transport 𝑄𝐸𝑆 is relatively constant along the isobaths, while bottom transport 𝑄𝐸𝐵
reaches a maximum at the southern part of the embayment, which is probably the result
of a narrowing shelf that leads to an increased along-isobath bottom velocity (Pringle,
2002). The geostrophic component 𝑄𝐺𝑆 varies along the isobath; it is shoreward for 𝑦 <
60 𝑘𝑚 and fluctuates for 𝑦 > 60 𝑘𝑚, probably due to the realistic bathymetry. The
offshore flows over the entire water column, shown in Figures 4.4c3 and 4.5e3 during the
weakening of the wind forcing, most likely are due to this geostrophic transport. Overall,
the geostrophic transport associated with cross-isobath current gradient and the bottom
Ekman transport (i.e., 𝑄𝐺𝑆 and 𝑄𝐸𝐵 ) are the two dominant terms induced by isobath
divergence/convergence. Both of them lead to enhancement of the upwelling at the
southern part of the embayment.

4.4.2 Momentum balance analysis
In an effort to better understand the enhanced upwelling at the southern embayment and
the role of coastline orientation in modifying the local along-/cross-shore component of
wind stress and associated pressure gradients, especially in shallow water depths (<20m),
the momentum balance diagnostics are presented. The three dimensional momentum
balance equations can be expressed as:
𝜕𝑢
𝜕𝑡

𝜕𝑢

𝜕𝑢

𝜕𝑢

1 𝜕𝑝

𝜕
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𝜕𝑣

𝜕𝑣

1 𝜕𝑝

𝜕

𝜕𝑣

+ (𝑢 𝜕𝑥 + 𝑣 𝜕𝑦 + 𝑤 𝜕𝑧 ) = − 𝜌 𝜕𝑦 − 𝑓𝑢 + 𝜕𝑧 (𝐾𝑚 𝜕𝑧 )
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(4.4.2)
(4.4.3)

where 𝑤 is the vertical current component; 𝜌 is the water density; 𝑝 denotes total pressure
and 𝐾𝑚 denotes vertical eddy viscosity. The two terms on the LHS of each equation
represent local (LA) and horizontal advective acceleration (AA), while the three terms on
the RHS are the pressure gradient (PG), Coriolis forcing (CA) and vertical mixing (VM),
respectively.
An alongshore transect along the 40 m isobath that corresponds to 𝑥 = 120 km is
chosen to show the alongshore variability of each term during the CF event under the full
2-D wind forcing. In the cross-shore direction, the balance is predominantly geostrophic,
consistent with previous results (Lee et al., 1989; Lentz et al., 1999) and not discussed
further. In the alongshore direction, at time 𝑡 = 30ℎ during the upwelling period, a
balance is found primarily between VM and the sum of CA and PG (Figures 4.10b, c and
d), while LA and AA are found to be insignificant. An Ekman balance (i.e., between CA
and VM, see Figures 4.10b and d) develops within the two-layer cross-shore circulation.
Along the transect, the alongshore PG has a larger magnitude in locations with 𝑦 <
60 km and it balances the alongshore CA at depth within this area. The same balance
pattern is shown in the study of enhanced upwelling downstream of capes (Gan and
Allen, 2002). Besides, the surface sea level gradually increases downstream (Figure
3.10a). This is slightly different from the results in Gan and Allen (2002), that a local sea
level minimum is seen at the capes.
Further onshore in shallower water depths, the water is well mixed, especially for h<
30 m. In the cross-shore direction (not shown here), in addition to the CA and PG terms,
the VM associated with the local cross-shore wind component becomes important due to
the alongshore variation of the coastline orientation. This is particularly the case at the
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northern part of the domain (where the winds become more cross-shore directed) and for
water depths ℎ < 20 m (i.e., within 20 km seaward from the coastline). The alongshore
variability of the cross-shore PG and its relation to the local along-/cross-shore wind
stress are further discussed in the following section. Note that, the same balance pattern is
expected along a straight coastline with the same angle between the coastline and wind
vector, as both the along- and cross-shore components of wind stress are the same in
these two cases.

4.4.3 Alongshore variation of cross-shore pressure gradient and sea level
Given a constant wind vector, on a curved coastline, the locally defined along- and crossshore wind velocity components will spatially vary, as well as the local cross-shore
pressure gradient and the resulting sea level. Here, in an attempt to quantify the spatial
variability of the local along-/cross-shore wind stress, the temporal variation of crossshore pressure gradient and sea level and their correlations with the wind stress are
investigated. Following Tilburg (2003) the local cross-shore pressure gradient (𝜕𝑃⁄𝜕𝑛,
where 𝑃 = −𝑔𝜂) can be decomposed into two parts (denoted as 𝜕𝑃𝐿𝐴 ⁄𝜕𝑛 and 𝜕𝑃𝐿𝐶 ⁄𝜕𝑛,
respectively), that represent the response to the local along- and cross-shore components
of wind stress separately. If the local angle between the coastline and wind vector is
𝜋

denoted as 𝜃 (0 ≤ 𝜃 < 2𝜋, with 𝜃 = 0 for upwelling favorable winds and 2 for onshore
directed winds), then using simple geometrical arguments, we can assume that 𝜕𝑃𝐿𝐴 ⁄𝜕𝑛
and 𝜕𝑃𝐿𝐶 ⁄𝜕𝑛 are proportional to the cross-shore component of Coriolis forcing and the
cross-shore wind stress, respectively. These relationships can be expressed as (Tilburg,
2003):
𝜕
𝑃 (𝑡)
𝜕𝑛 𝐿𝐴

= −𝛼0 𝑓 ∙ 𝑉𝑐 (𝑡 − ∆𝑡1 ) = −𝛼1 𝑓 ∙ 𝑐𝑜𝑠𝜃 ∙ 𝑈𝑤 (𝑡 − ∆𝑡1 ) (4.4.4)
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𝜕

𝑃 (𝑡) = 𝛼2
𝜕𝑛 𝐿𝐶

𝑠𝑖𝑛𝜃
𝜌0 ℎ

∙ 𝜏𝑆 (𝑡 − ∆𝑡2 )

(4.4.5)

where 𝛼0 , 𝛼1 and 𝛼2 are coefficients of proportionality (>0); the along-isobath current
velocity 𝑉𝑐 is assumed to be proportional to the alongshore wind velocity (𝑉𝑐 =
𝛼1
𝛼0

𝑈𝑤 𝑐𝑜𝑠𝜃, e.g., Weber, 1983); ∆𝑡1 and ∆𝑡2 are the time lags (>0) between wind forcing

and the corresponding cross-shore pressure gradient components; the wind stress 𝜏𝑆 is
calculated using the Large and Pond (1981) method.
By using the wind forcing at the central site P2 (see Figure 4.1 for location) and the
𝜕𝑃⁄𝜕𝑛 values along the 8 m isobath (see Figure 4.1b) for each storm type, a least-square
linear fitting analysis is conducted to the sum of equations (4.4.4) and (4.4.5). The results
of this regression resulted in 𝛼1 = 0.03, 𝛼2 = 0.71, ∆𝑡1 = 3ℎ and ∆𝑡2 = 1ℎ, with
r2=0.84 and the rms error of the fitting 1.66×10-5 m/s2. The temporal and alongshore
variability of the calculated (using equations (4.4.4) and (4.4.5)) and model simulated
𝜕𝑃⁄𝜕𝑛 values, along the 8m isobath, are shown in Figure 4.11 for each type of storm.
The along-isobath distance Ys increases from zero at the southwestern end of the
embayment (Figure 4.1b). Identical results are found for the runs under initially stratified
conditions as the region in shallow water depths like along the 8m isobath is always well
mixed. It can be seen that the temporal variability of 𝜕𝑃⁄𝜕𝑛 is well captured by the sum
of equations (4.4.4) and (4.4.5).
The coastal sea level can be calculated after integrating 𝜕𝑃⁄𝜕𝑛 in the cross-shore
pressure gradient. Tilburg (2003) used this method to estimate sea level along a straight
coastline assuming that the sea level deviation from the mean value vanishes at the shelf
edge. Here, along a curved coastline, we assume that the sea level variation has
contributions from (i) local alongshore and (ii) local cross-shore wind components that
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act close to the curved coastline, and (iii) the regional alongshore wind component that
acts in the offshore region where the effect of coastline orientation becomes
unimportant;. A background sea level is set up by the regional alongshore wind, while the
local wind components further induce the variability along the coastline. The coastal sea
level is obtained by integrating the cross-shore pressure gradient in the cross-shore
direction. The cross-shore pressure gradient induced by the regional alongshore wind,
denoted as 𝜕𝑃𝑅𝐴 ⁄𝜕𝑛, and the resulting sea level can be expresses as:
𝜕
𝑃 (𝑡)
𝜕𝑛 𝑅𝐴

𝜂(𝑡) =
1
𝑔
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= −𝛼3 𝑓 ∙ 𝑐𝑜𝑠𝜃1 ∙ 𝑈𝑤 (𝑡 − ∆𝑡1 )

(4.4.6)

(𝛼4 𝛼1 ∙ 𝑐𝑜𝑠𝜃 + 𝛼6 𝛼3 ∙ 𝑐𝑜𝑠𝜃1 ) ∙ 𝑈𝑤 (𝑡 − ∆𝑡3 ) +

∙ 𝜏𝑆 (𝑡 − ∆𝑡4 )

(4.4.7)

where 𝜃1 is the cross angle between the wind vector and the y-axis; 𝛼4 , 𝛼5 and 𝛼6 are
coefficients of proportionality that represent the cross-shore length scales on which the
corresponding wind component acts; ∆𝑡3 and ∆𝑡4 are time lags (>0) between the wind
forcing and the surface sea level. The temporal and spatial (along the 8m isobath)
variability of the sea level for each storm type and for the mixed condition runs is shown
in Figure 4.12. During the CF event (Figure 4.12a), a set down of sea level first develops
and then the sea level starts increasing (setup) as the wind reverses. The reversed pattern
of sea level variability is seen during the run under the WF forcing (Figure 4.12c). During
the TS event, only a sea level setup is developed (Figure 4.12e).
Here the wind stress at site P2 during each storm event is used and the shelf bottom
slope is set to 3 × 10−4 . A least-square fitting is conducted to equation (4.4.7) for each
storm type and the best agreement is obtained when 𝛼4 = 21.5 𝑘𝑚, 𝛼5 = 17.5 𝑘𝑚, 𝛼6 =
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73.5 𝑘𝑚, ∆𝑡3 = 8 ℎ and ∆𝑡4 = 1 ℎ. The correlation coefficient is 93.8% and the rms
error is 8.0×10-2 m. The temporal variability of the alongshore sea surface elevation from
the empirical fitting is also shown in Figure 4.12. Overall, the spatial and temporal
variations of surface sea level are well resolved by equation (4.4.7). Thus, it seems that
the alongshore wind component has a longer time lag than the local cross-shore wind
component. The cross-shore length scale that the regional along-shore wind component
acts on is much bigger than those of the local along- / cross-shore wind components,
while the scales corresponding to the local wind components can reach the water depth
around the 15m isobath (see Figure 4.1b).

4.4.4 Storm driven shelf circulation
Initial stratification and its enhancement by the winds promote cross-shore transport.
During the developing phase of CF event, the offshore directed wind component
promotes upwelling over the entire area once the inner shelf (h<30 m) becomes stratified
(see Figures 4.9a1 and a2). During the decaying phase, the offshore directed wind
component contributes more to the enhancement of vertical mixing, rather than inhibiting
downwelling, even though the inner shelf is still stratified. For the WF and TS events, the
effects of regional cross-shore wind component are hardly detectable, possibly due to
well mixed conditions found on the inner shelf (Tilburg, 2003). Thus, compared with the
ideal steady wind conditions, the temporal variation of wind forcing, as represented
through our climatic defined forcing, is critical to better quantify the cross-shore
circulations. In particular, for the three storm events, only during CF conditions, the
regional cross-shore wind component becomes important and the inner shelf can become
well stratified due to the persistent upwelling. During the decaying phase of the CF event,
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the prevailing downwelling/offshore directed winds enhance mixing. The same winds
during the developing phase of the TS event hardly affect downwelling as the inner shelf
becomes mixed shortly after the onset of the event. Furthermore, the isobath
divergence/convergence promotes upwelling at the southern part of the embayment while
inhibits it at the northern part. Overall, the temporal evolution of the wind forcing induces
an unsteadiness in shelf circulation while the bathymetric irregularities contribute to
spatial inhomogeneity.
It should be noted that the storm forcing used in this study represents the most severe
conditions, thus the simulated shelf stratification conditions might not reflect those
described in the climatology. In addition, only the climatologically defined summer
stratification on the SAB has been used in this study. Realistic conditions may have a
wide range of variability that is determined by river discharge, solar radiation, wind
pattern and the Gulf Stream position. For instance, a two-layer flow with stratification
was observed in the spring on the inner shelf at a depth of 12 m of the study site
(Gutierrez et al., 2006). Furthermore, the typical stratification observed on the SAB by
Austin and Lentz (2002) was characterized by a strong pycnocline present at water depth
8-12 m that develops underneath the surface mixed layer. Although all these
circumstances have not been considered in this work, the general mechanisms described
in here are expected to be valid.

4.5 Summary and Conclusions
Responses of the shelf to the three types of storms most frequently occurring in the SAB
were simulated using a numerical model assuming both mixed and stratified shelf
conditions. Persistent upwelling-favorable winds during the cold front stratify the inner
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shelf; the presence of a regional offshore-directed wind component promotes upwelling
during the developing phase and enhances mixing during the decaying phase. Under
warm front and tropical storm conditions, this regional cross-shore wind component
becomes insignificant as the inner shelf is always well mixed. Besides the wind forcing,
isobath divergence seems to promote upwelling at the southern side of the embayment by
enhancing bottom Ekman transport and inducing onshore geostrophic transport. These
processes are responsible for the development of an alongshore variation of the
upwelling. Analysis of the momentum balance shows that, increased alongshore pressure
gradient at the southern side of the embayment balances the enhanced alongshore
Coriolis forcing associated with the upwelling at depth. Further onshore, the alongshore
variability in coastline orientation induces variations of the local along- / cross-shore
wind components. Variation of the associated coastal sea level is the combined effect of
the regional alongshore wind component, local along- and cross-shore wind components.
The cross-shore length scales on which each wind component acts on are around 74, 22
and 18 km, respectively.
In this work, variations of the wind velocity, storm duration and the initial
stratification are not considered. Impacts of the Gulf Stream are also ignored. Further
work is necessary to take account of these variabilities, especially the interactions
between the Gulf Stream and shelf waters, and the variable stratified shelf conditions.
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Table 4.1: Root mean square (rms) errors and correlation coefficient (r2) of tidal and
subtidal sea surface elevation, and cross-shore (u) and alongshore (v) velocity
components at sites S1 and S2 and at elevations 1.2 and 1.4m below the sea surface.
S1
tidal
error
(rms)

S2
subtidal

r2

error
(rms)

tidal

subtidal

r2

error(rms)

r2

error
(rms)

r2

𝜂 (m)

0.16

0.96

0.13

0.65

0.16

0.96

0.14

0.43

𝑢−1.2 (cm/s)

3.28

0.78

1.84

0.36

4.58

0.66

2.87

0.52

𝑣−1.2 (cm/s)

5.94

0.81

4.71

0.89

5.92

0.73

4.53

0.81

𝑢−4.2 (cm/s)

2.21

0.89

1.15

-0.10

2.93

0.83

1.37

0.68

𝑣−4.2 (cm/s)

5.27

0.79

4.21

0.86

5.80

0.67

4.95

0.73
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Figure 4.1: (a) The model grid extending over SAB that encompasses the area of interest,
(b) the Long Bay area of interest. The blue squares show the NOAA/NOS meteorological
stations (B1: Springmaid Pier; B2: Frying Pan Shoaling buoy) and the black triangles
(sites S1 and S2) are the locations of equipment deployment. The black dots (sites P1 and
P2) are chosen for the current dynamics analysis.
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Figure 4.2: Model results comparison against in-situ measurements. (a) Wind velocity
vectors used for forcing as recorded at the stations B1 (blue) and B2 (black).
Comparisons of measured (blue) and simulated (red) subtidal values of: (b) sea surface
elevation 𝜂, (c) cross-shore and (d) alongshore velocity at depth -1.5 m, (e) cross-shore
and (f) alongshore velocity at depth -4.2 m. Vertical lines delineate the time spanning of
each storm event.
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Figure 4.3: Left: The original full 2-D wind field as defined climatologically at the
onshore (𝑈𝐵1 ) and offshore (𝑈𝐵2 ) stations during the (top to bottom) CF, WF and TS
events, respectively. Vertical lines indicate the times corresponding to the results shown
in Figures 4.5, 4.6, and 4.7. Right: 1-D wind field along the regional alongshore direction
derived from the 2-D wind field.
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Figure 4.4: Spatial and temporal circulation patterns during the CF event at different
times (10, 20, 45, 70, and 80 hours since the start of the event, see Figure 4.3a1). Left:
Horizontal current vectors near the sea surface (red arrows) and mid water depth (black
arrows) under mixed conditions. Middle: Same as left but for stratified conditions plus
the bottom sea temperature (filled color) with white contour representing the 25°C
isotherm. Right: Cross-shore and vertical variability of cross-shore velocity (vectors) and
water temperature for the stratified condition and along a transect in the middle of the
embayment. The 20, 30, 40 and 50m isobaths are shown as black contours. Wind forcing
at each time step is shown as a velocity vector on the upper right of the model domain.
The white star (middle column) shows the location of site P1 (see Section 4.3.2).
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Figure 4.5: As in Figure 4.4 but for WF event. The time steps shown correspond to 6, 16,
36, 66 and 76 hours since the start of the WF event (see Figure 4.3b1).
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Figure 4.6: As in Figure 4.4 but for the TS event.The time steps shown correspond to 10,
30 and 50 hours since the start of the event (see Figure 4.3c1).

143

Figure 4.7: Temporal evolution of cross-shore velocity 𝑢 (filled colors) and temperature
(contours) at site P1 for the CF, WF and TS events. Panels a, c and e show simulation
results under mixed conditions while panels b, d and f show results under stratified
conditions. The vertical line corresponds to the central point of each event, while the
triangles indicate the times shown in Figures 4.5, 4.6 and 4.7. The location of P1 is
shown in Figure 4.1.
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Figure 4.8: Horizontal position of the 25 ºC bottom isotherm at specific time steps (for
times see inserts) of the simulations during the upwelling of the CF (a1) and WF (b1)
events, and downwelling (c1) of the CF event. Panels on the right side show the same
data as on the left after compensating for the alongshore displacement of the isotherms.
Solid and dashed lines denote simulations driven by the full 2-D wind forcing and the
regionally defined 1-D wind forcing, respectively. The bathymetry (contours) and the
coastline (black line) are shown for reference. The three vertical lines in right panels
show the net cross-shore displacements of the isotherm at that location.
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Figure 4.9: Alongshore variation of the simulated cross-shore isobath transport 𝑄 and the
four components 𝑄𝐺𝐶 , 𝑄𝐺𝑆 , 𝑄𝐸𝑆 and 𝑄𝐸𝐵 that are averaged over the first 30 hours of the
CF event. All values are calculated along the 40 m isobath marked in Figure 4.1. See text
for details.
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Figure 4.10: Alongshore variability of (a) surface sea level, and vertical structures of
alongshore (b) Coriolis forcing (CA), (c) pressure gradient (PG) and (d) vertical mixing
(VM) at 30 hour during the CF event and along the alongshore transect around the 40 m
isobath at 𝑥 = 120 km.

147

Figure 4.11: Alongshore and temporal variability of simulated (panels a, c and e) and
analytical (panels b, d and f) cross-shore pressure gradient 𝜕𝑃⁄𝜕𝑛 along the 8m isobath
for the CF, WF and TS events, respectively. The vertical line identifies the central point
of each storm. ‘𝑌𝑠’ is the alongshore distance along the entire concave coastline starting
from the southwestern endpoint as shown in Figure 4.1b.
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Figure 4.12: Alongshore and temporal variability of simulated (panels a, c and e) and
analytical (panels b, d and f) sea level 𝜂 along the 8m isobath for the CF, WF and TS
events, respectively. The vertical line identifies the central point of each storm.
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CHAPTER 5
EFFECTS OF WIND STRESS AND SURFACE COOLING ON CROSSSHORE EXCHANGE1

1

This chapter has been submitted as Wu, X. and Voulgaris, G., 2017. Effects of wind
stress and surface cooling on cross-shore exchange, Journal of Physical Oceanography.
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Abstract
Formation of coastal dense water over the shelf during the winter season provides the
available potential energy (𝐴𝑃𝐸) to fuel baroclinic instability. The combined effects of
baroclinic instability and wind forcing in driving the cross-shore exchange are
investigated by using idealistic numerical model runs with varied bottom slope, wind
stress and heat loss rate. Each run was carried out twice under purely wind-driven and
coupled wind-instability-driven conditions, respectively. The simulation results show
that, under downwelling-favorable winds, as the wind stress increases and/or heat loss
rate decreases, the baroclinic instability is constrained and the coupled instability-winddriven shelf circulation tends to resemble that of a purely wind-driven circulation pattern.
In the latter case, once a critical condition of cross-shore density gradient is reached, the
isopycnals slump leading to an increased vertical stratification and narrowing of the inner
shelf. The change in depth of the inner shelf outer boundary is proportional to a multiparametric quantity 1⁄𝑓 ∙ √𝛼 ∙ |𝐵|−𝛾/2 ∙ √|𝜏| (with 𝛾 = 0.43), where 𝑓 is the Coriolis
parameter, 𝛼 is the shelf slope, 𝐵 is the heat loss rate and 𝜏 is the wind stress. This
relationship is found to hold for cases when instabilities are present. Under upwellingfavorable winds, cross-shore exchange is present only when instabilities are allowed to be
developed. The intensity of the instability decreases as the wind stress increases. This is
caused primarily by the enhancement of the turbulence frictional dissipation, while the
extra supply of 𝐴𝑃𝐸 by upwelling seemingly becomes unimportant for the instability.
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5.1 Introduction
Coastal boundaries polarize coastal currents in the alongshore direction, leading to
subtidal alongshore flows that are typically an order of magnitude larger than cross-shelf
flows (Lentz and Fewings, 2012). However, in terms of constituent exchanges (i.e., heat,
salinity, nutrient etc), cross-shore fluxes are always more important than alongshore ones,
mainly because of the higher cross-shore gradients of these constituents (Brink, 2016a).
Such discrepancy makes the quantification of cross-shore exchanges a challenging but
critical problem.
Wind-driven cross-shore circulation is characterized by the development of surface
and bottom Ekman boundary layers that in the region of the mid-/outer shelf are
separated by an intermediate layer (Lentz, 2008; Lentz and Fewings, 2012). Under mixed
conditions, the Ekman transport can be scaled by the product of shear velocity 𝑢∗ =
√𝜏⁄𝜌0 and the Ekman layer thickness 𝛿𝐸𝑘 = 𝜅𝑢∗ /𝑓, where 𝜏 is the alongshore wind
stress, 𝜌0 is a reference seawater density, 𝜅 = 0.41 is the von Kármán constant, and 𝑓 is
the Coriolis parameter (Madsen, 1977). Within the inner shelf, the two boundary layers
overlap and the cross-shore current component gradually decreases to near-zero at the
coast. If the inner shelf is stratified, wind driven upwelling of bottom dense water tends
to enhance stratification and promote cross-shore exchange (Austin and Lentz, 2002;
Horwitz and Lentz, 2014). In contrast, wind-driven downwelling contributes to vertical
mixing and inhibits cross-shore exchange within the inner shelf.
In addition to stratification, cross-shore density gradient can also develop when
dense water is formed inshore through surface cooling and/or an increase in salinity due
to evaporation or ice formation (Ivanov et al., 2004; Shapiro et al., 2003). Typical
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examples include the polynyas in polar regions, the Mediterranean salty outflow (Parilla
et al., 1993), and the subtropical south-west Australian inner shelf undergoing winter
cooling (Pattiaratchi et al., 2011). Along the East coast of the US, both the Middle
Atlantic Bight (MAB) and South Atlantic Bight (SAB) experience winter cooling, and
possibly the supply of saltier waters by the Gulf Stream meanders or eddies that favor the
formation of dense water inshore (Brown and Beardsley, 1978; Mathews and Pashuk,
1984; Yoder and Ishimaru, 1989). Early studies (i.e., Pringle, 1998) revealed that surface
cooling can contribute to the formation of a cross-shore density gradient on a sloping
shelf and the development of cross-shore flows associated with geostrophic adjustment.
Once the near-bottom, cross-shore current reaches a certain magnitude, stratification
induced by cross-shore advection dominates over the vertical convection. If the crossshore flow persists, convection will not be able to reach the bottom waters; rotation starts
to affect the circulation and coastal dense water starts to descend from the source region.
Numerical simulations (Gawarkiewicz and Chapman, 1995; Jiang and Garwood, 1996;
Chapman and Gawarkiewicz, 1997; Pringle, 2001; Tanaka, 2006) have showed that the
dense water can be transported offshore by eddies, which are associated with the
baroclinic instability.
Previous studies such as those of Hart (1979) and Pierrehumbert and Swanson
(1995) have provided the theoretical background of baroclinic instability. They have
shown that the development of the instability is related to the conversion of potential
energy (PE) into eddy kinetic energy (EKE). Blumsack and Gierasch (1972) have
revealed that if bottom inclination is against the isopycnals, baroclinic instability can
occur but the associated perturbations fall within a narrow band of possible
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wavenumbers. If the bottom inclines along the same direction as the isopycnals,
baroclinic instability can occur only if the bottom slope is smaller than that of the
isopycnals. Once the slope angle exceeds that of the isopycnals, the water column
becomes stable, a situation referred to as topographic 𝛽 effect (Orlanski, 1969). Inclusion
of the Ekman boundary layer can constrain the baroclinic instability by releasing APE
through bottom Ekman transport and damping the kinetic energy by bottom friction (Lin
and Pierrehumbert, 1988).
Studies by Rogers-Cotrone et al. (2008), Mahadevan et al. (2010) and Brink (2017),
hereinafter referred to as B17, have shown that the intensity of baroclinic instability is
also affected by wind forcing. Numerical simulations of wind driven upwelling /
downwelling circulation (Brink, 2016b) have shown that, the resulting horizontal density
gradient can provide the available potential energy (APE) required for the development of
baroclinic instability. Increased values of bottom slope, initial stratification, and duration
of steady wind forcing, all tend to enhance instability. Similarly, instabilities can develop
even under fluctuating wind conditions. Brink and Seo (2016) have shown that instability
can always develop regardless of wind direction and that a fluctuation with a longer
periodicity (lower frequency) promotes the instability. These studies also provided an
explanation regarding the discrepancies of the observed large (small) correlation length
scales of subtidal currents in the alongshore (cross-shore) direction. Additionally, sea
surface cooling over the shelf can also provide the required APE. B17 used numerical
simulations to show that although baroclinic instability is not affected significantly by
upwelling-favorable winds, downwelling-favorable winds tend to inhibit it. Under no
wind forcing, eddy heat flux, driven by the instabilities, dominates over the mean cross-
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shore heat flux. Under downwelling-favorable winds, as wind stress increases, the mean
heat flux strengthens while the eddy heat flux weakens. Under upwelling-favorable
winds, the onshore eddy heat flux is partially compensated by the offshore mean heat
flux; as wind stress increases, instabilities strengthen and the mean heat flux becomes less
important.
The coupled effects of baroclinic instabilities and wind forcing on cross-shore
exchange have been examined in great detail in B17 and references therein. However,
there are still some uncertainties regarding the adjustment of the gravitationally unstable
stratification induced by the surface cooling and the effects of wind-induced mixing on
the instability. B17 showed that under downwelling favorable winds, instabilities can be
inhibited. In this case, and if surface cooling persists, does the cross-shore density
gradient keep increasing? What is the role of the wind driven currents in controlling this
gradient? Furthermore, B17 showed that upwelling favorable winds can enhance
instabilities through the supply of additional APE. Under such conditions, can the windinduced mixing inhibit the instability, especially for relatively strong wind forcing on a
shallow shelf? These questions are addressed in this manuscript using idealized
numerical simulations. The remainder of this chapter is organized as follows. In Section
5.2, the numerical model, its configuration and the numerical runs are described. Section
5.3 presents the simulation results for downwelling- and upwelling-favorable wind
conditions, respectively. The interactions between wind-driven circulation and baroclinic
instability are discussed in Section 5.4. Finally, the conclusions are presented in Section
5.5.

155

5.2 Methodology
The numerical simulations were carried out using the Regional Ocean Modeling System
(ROMS), a three-dimensional, free-surface, terrain-following, primitive equations ocean
model with hydrostatic and Boussinesq approximations (Shchepetkin and McWilliams,
2005). ROMS splits the equations into a fast, barotropic and a slow, baroclinic
components. For all runs, time steps of 3 and 30s were used for these two components,
respectively.
The model domain is a symmetrical channel with sloping sides that represent an
alongshore (𝑦-) uniform continental shelf and a continental slope on each side (Figure
5.1). The cross-shore bathymetry ℎ(𝑥) is constructed analytically using:
ℎ(𝑥) =
ℎ0 + 𝛼𝑥
𝑥 ≤ 𝑊1
ℎ0 + 𝛼𝑊1 + 𝛽(𝑥 − 𝑊1 )
𝑊1 < 𝑥 ≤ (𝑊1 + 𝑊2 )
ℎ0 + 𝛼𝑊1 + 𝛽𝑊2
(𝑊1 + 𝑊2 ) < 𝑥 ≤ (𝑊1 + 𝑊2 + 𝑊3 )
(5.2.1)
ℎ0 + 𝛼𝑊1 + 𝛽(𝑊1 + 2𝑊2 + 𝑊3 − 𝑥)
(𝑊1 + 𝑊2 + 𝑊3 ) < 𝑥 ≤ (𝑊1 + 2𝑊2 + 𝑊3 )
(𝑊1 + 2𝑊2 + 𝑊3 ) < 𝑥 ≤ (2𝑊1 + 2𝑊2 + 𝑊3 )
{ℎ0 + 𝛼(2𝑊1 + 2𝑊2 + 𝑊3 − 𝑥)

where ℎ0 (= 2 𝑚) is the water depth at the coastal boundary; 𝛼 and 𝛽 are the slopes of the
continental shelf and continental slope respectively; 𝑊1 (= 80 𝑘𝑚) and 𝑊2 (= 10 𝑘𝑚)
are the corresponding widths of the shelf and slope; 𝑊3 (= 40 𝑘𝑚) is the width of the
bottom channel that separates the two sides (by increasing 𝑊3 to 80km makes no
difference for 𝐴𝑃𝐸, 𝐸𝐾𝐸 changes less than 10%).
Three values of shelf slope 𝛼 (i.e., 0.5×10-3, 0.75×10-3 and 1.0×10-3, see Table 5.1)
are assigned for the continental shelf while the slope of the continental slope is kept
constant at 2.0×10-2. The alongshore channel length 𝐿 is set to 60 km, far larger than the
horizontal eddy scales on continental shelves, which are reported to be of the order of 5-
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10 km (Brink, 2016b). By increasing 𝐿 to 90 𝑘𝑚, APE shows no change and EKE
changes by 5%. The grid spacing is a constant of 250 m in the alongshore direction, while
in the cross-shore direction it increases linearly from 250 m at the center of the channel to
150 m at the coastal wall. The horizontal domain consists of 1, 060 × 240 cells in the
cross-shore and alongshore directions. The stretched vertical grid has 30 σ-levels with
enhanced resolution near the surface and bottom.
A periodic boundary condition is imposed on the two open sides of the domain. The
surface forcing consists of a uniformly distributed, constant alongshore wind stress 𝜏 and
a surface heat loss rate 𝐵 (˂0, surface cooling). Four magnitude levels of wind stress
were assigned representing no wind (𝜏 = 0.0 𝑃𝑎), normal (𝜏 = 0.02 and 0.04 𝑃𝑎) and
relatively strong wind (𝜏 = 0.08 𝑃𝑎) conditions. The wind stress ramps up to its
prescribed value within one day and then remains constant. Three representative heat loss
rates (i.e., 𝐵 = −20, −50, and −100 𝑊 ⁄𝑚2) were chosen that fall within the range
found in the SAB in the winter (Atkinson et al., 1983). This surface heat flux was
imposed at the start of the simulations. The initial seawater temperature is set to 14 °C
and the density was calculated via the linear equation of state. The surface heat flux can
be converted into a temperature flux across the surface by using a seawater specific heat
capacity (𝑐𝑝 ) of 3985 𝐽 𝐾𝑔−1 ℃−1 .
Eddy viscosity and diffusivity are estimated by the Mellor−Yamada 2.5 turbulence
closure scheme (Mellor and Yamada, 1982). The background values are 10-5 and 10-6
𝑚2 𝑠 −1 for the vertical eddy viscosity and vertical diffusivity, respectively. A constant
Coriolis parameter (𝑓 = 7.94 × 10−5 𝑠 −1) was assigned that corresponds to the
subtropical latitude of 33°N. The bottom stress is determined using a logarithmic bottom
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drag scheme. A bottom roughness 𝑧0 = 1 𝑐𝑚, as in Horwitz and Lentz (2014), was used
for the 36 runs created by all combinations of the three parameters (𝜏, 𝐵, 𝛼) as shown in
Table 5.1. This high value of bottom roughness was selected to simulate the effects of
tide-induced mixing that are not incorporated in the simulations. To further examine the
effects of bottom friction, additional model runs using a lower value of 𝑧0 = 0.01 𝑐𝑚
were carried out. These runs were limited to all four wind conditions (0, 0.02, 0.04 and
0.08 Pa) corresponding to 𝐵 = −100 𝑊/𝑚2 , and 𝛼 = 1.0 × 10−3 . Moreover, each of the
36 runs was carried out twice: one with instabilities triggered by adding a very small
perturbation (with a zero mean and a standard deviation of 10−4 𝑃𝑎) to the wind stress
during the first day and the other one without any perturbation. All model runs were
carried out for a period of 150 days. Such unrealistic condition was selected as to ensure
that EKE reaches a plateau, as shown in B17, from which the effects of bottom slope,
wind stress and heat loss rate can be identified individually. For each run, all quantities
were saved daily. Results from the two sides of the model domain are presented
separately as two individual runs that represent dynamics of an ‘East Coast’ but with
opposite wind direction (i.e., upwelling and downwelling). In all cases, the cross-shore
coordinate is converted so that 𝑥 = 0 represents the coast and 𝑥 increases seaward.
Consistently with B17, we use several diagnostic quantities that are based on
calculations of an alongshore average of the quantity of interest {𝑞} and its deviation
from its mean 𝑞 ′ (𝑥, 𝑧, 𝑡), where 𝑧 is the vertical coordinate and 𝑡 is time. The spatially
averaged (over depth and cross-shore distance) eddy kinetic energy (EKE) is given by:
1

0

𝑊

𝐸𝐾𝐸(𝑡) = 2𝐴 ∫−ℎ ∫0 {𝑢′2 + 𝑣 ′2 } 𝑑𝑥𝑑𝑧
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(5.2.2)

where (𝑢, 𝑣) are the horizontal velocity components, 𝑊 is the cross-shore distance
extending to the middle of the domain, 𝐴 is the cross-shore area of the domain. Prior to
calculating the APE at each time step, the spatially averaged potential energy was
calculated using:
0

1

𝑊

𝑃𝐸(𝑡) = 𝐴 ∫−ℎ ∫0 {𝜌}𝑔𝑧 𝑑𝑥𝑑𝑧

(5.2.3)

where 𝜌 is the seawater density and 𝑔 is gravitational acceleration. Subsequently, the
density field was arranged so that the isopycnals are flat and the water column is stably
stratified. The potential energy is then re-calculated using equation (5.2.3) and the
difference between the two estimates defines the APE. This approach is similar to the
method described in Winters et al. (1995).
In addition to the above parameters, the conversion rates from PE to EKE (𝐶𝑠𝑝 ), and
from mean kinetic energy (MKE) to EKE (𝐶𝑠𝑘 ), were estimated using:
0

𝑔

𝑊

𝐶𝑠𝑝 = 𝜌 𝐴 ∫−ℎ ∫0 {𝜌′ 𝑤 ′ } 𝑑𝑥𝑑𝑧

(5.2.4)

0

1

0

𝑊

𝐶𝑠𝑘 = 𝐴 ∫−ℎ ∫0 (−{𝑢′ 𝑣 ′ }

𝜕{𝑣}
𝜕𝑥

− {𝑢′ 𝑢′ }

𝜕{𝑢}
𝜕𝑥

− {𝑣 ′ 𝑤 ′ }

𝜕{𝑣}
𝜕𝑧

− {𝑢′ 𝑤 ′ }

𝜕{𝑢}
𝜕𝑧

) 𝑑𝑥𝑑𝑧

(5.2.5)

Similarly the turbulence frictional dissipation rate (𝐶𝑑 ) was estimated using:
1

0

𝑊

𝜕

𝜕𝑢

′

𝜕

𝜕𝑣

′

𝐶𝑑 = 𝐴 ∫−ℎ ∫0 {𝑢′ (𝜕𝑧 (𝑘𝑚 𝜕𝑧 )) + 𝑣 ′ (𝜕𝑧 (𝑘𝑚 𝜕𝑧 )) } 𝑑𝑥𝑑𝑧

(5.2.6)

where 𝑤 is the vertical velocity and 𝑘𝑚 is the eddy viscosity. The eddy buoyancy flux in
equation (5.2.4) represents the baroclinic instability. The conversion from MKE due to
the horizontal and vertical current shears in equation (5.2.5) is an indication of barotropic
and vertical shear instabilities, while the dissipation due to vertical mixing shown in
equation (5.2.6) includes both bottom boundary and interior dissipation.
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5.3 Results
This section presents the shelf circulation driven by downwelling- and upwellingfavorable winds separately. The simulation results without instability represent purely
wind-driven shelf circulation, which is uniform in the alongshore direction and therefore
referred to as 2D runs hereafter. The results with instability activated represent coupled
baroclinic instability-wind-driven shelf circulation processes; they have a threedimensional variability and therefore are referred to as 3D runs. For these runs, model
energetics and cross-shore heat flux values are also presented.

5.3.1 Downwelling-favorable winds (𝝉 < 𝟎)
As uniform surface cooling is imposed on the initially homogeneous water, intense
vertical mixing due to convection inhibits the development of a cross-shore heat flux
(Pringle, 2001) and a cross-shelf density gradient develops on the sloping shelf. If
horizontal convection is negligible, the decrease of temperature and the associated crossshore temperature gradient can be quantified using the linear equation of state (Pringle,
2001; Horwitz and Lentz, 2014):
𝜕𝑇
𝜕𝑡
𝜕𝜌
𝜕𝑥

𝜕

=𝜌

𝐵

(5.3.1)

0 𝑐𝑝 ℎ

= 𝜕𝑥 (𝜌0 𝛼𝑇 ∙ 𝜌

𝐵∙𝑡

0 ∙𝑐𝑝 ∙ℎ

)=−

𝛼𝑇 ∙𝐵 𝛼∙𝑡
𝑐𝑝

( ℎ2 )

(5.3.2)

where 𝛼 𝑇 (= 1.7 × 10−4 ℃−1 ) is the thermal expansion coefficient of seawater.
Figure 5.2 shows the simulated current components and seawater temperature for the
2D and 3D runs (𝜏 = −0.08 𝑃𝑎, 𝐵 = −50 𝑊 ⁄𝑚−2, and 𝛼 = 1.0 × 10−3 ). The heat loss
rate used in this run is similar to that found over the SAB region during winter. Two
points in the water column, corresponding to elevations -2.0 m (P1) and -31.0 m (P2)
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below the sea surface and at a location with a total water depth of 35 m (less than the
vertical length scale 𝛿𝐸𝑘 (= 𝜅𝑢∗ /𝑓) of 45.6 m), are chosen to represent the upper and
lower water layers, respectively. For the 3D run, the time series of flow and seawater
temperature are alongshore averaged to represent wind-driven circulation. The time series
of flow and temperature (Figure 5.2), indicate that the temporal evolution of the flow can
be divided into two periods that exhibit distinctly different characteristics. During the
first 35 days, a two layer circulation pattern develops, with quasi-steady cross-shore
currents flowing in the opposite directions (Figure 5.2a). Meanwhile, the temperature
within both layers decreases linearly over time, and the decrease rate is accurately
represented by equation (5.3.1) suggesting that cross-shore convection plays an
insignificant role. This appears to be the case for both 2D and 3D runs. Following this
initial stage, the temporal variability of flow varies between the two runs. In the 2D run, a
cycle-like pattern develops with a periodicity of approximate 15 days. During each cycle,
within both layers, the magnitude of the cross-shore current first increases and then
decreases (Figure 5.2a), while the magnitude of the alongshore current shows a reversed
pattern (Figure 5.2b). For the 3D run, fluctuations of both surface and bottom layer flows
are minimal. For both runs, the temperature shows a fluctuation that is more pronounced
in the bottom layer. This fluctuation seems to be coherent with that of the bottom current,
indicating bottom advection, although of greater amplitude for the 2D run. Overall, for
both runs and within both layers, the temperature shows an overall decreasing trend over
time during this second stage in response to the continuous surface cooling.
The flow and density characteristics during the second stage are examined in more
detail in Figure 5.3. It shows the cross-shore sections of water temperature (colored
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contour), cross-shore velocity (vectors) and buoyancy frequency 𝑁 2 =
− (𝑔⁄𝜌0 ) ∙ (𝜕𝜌⁄𝜕𝑧) corresponding to specific times (see Figure 5.2a) extending over a
complete cycle of the 2D run (Figures 5.3a1-a3 and b1-b3). The alongshore averaged
results from the 3D run, for the same period are also shown for comparison (Figures
5.3c1-c3). The continuous surface cooling induces a cross-shore temperature gradient over
the model domain with colder water nearshore. Meanwhile the wind stress promotes the
development of a downwelling circulation. For the 2D run, during the first 4 days (see
Figures 5.3a1-a3), the nearshore colder water is transported offshore near the bottom by
the downwelling circulation, leading to a tilting of the isopycnals, especially within the
region with water depth from 20 to 40m. This enhances vertical stratification, and at the
same time the magnitude of the cross-shore current increases (see Figure 5.2a). Such
results are consistent with the findings in Horwitz and Lentz (2014), as the enhanced
stratification suppresses turbulence and affects the current vertical shear. At day 52
(Figure 5.3a3), a tongue of near-bottom cold water forms near the seabed. At day 53
(Figure 5.3b1), this near-bottom cold water mass is separated from the nearshore cold
water at depth 20m that indicates the location of downwelling. Later on, this detached
near-bottom cold water is exported downslope and the cross-shore density gradient
gradually resumes to that presents prior to the slumping of the isopycnals (Figures 5.3b2
and b3). As a response, the shelf becomes less stratified at water depth from 20 to 40m
and the cross-shore current decreases within this region (see Figure 5.2a). Sustained
surface cooling will then build the cross-shore density gradient and another cycle takes
place. In contrast to the 2D run, in the 3D run, the shelf remains well stratified all the
time, even though the stratification also shows a slight variation of initial strengthening
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and then weakening during the three time steps (Figures 5.3c1-c3). The persistent
stratification in the 3D run is attributed to the instabilities that continuously release APE
from the horizontal temperature gradient (Mahadevan et al., 2010). Meanwhile, the twolayer cross-shore currents and the export of cold water fluctuate slightly, which are
consistent with the results shown in Figure 5.2.
As shown in Figure 5.3, the magnitude of the cross-shore currents gradually
decreases onshore, as approaching the inner shelf. Various methods have been used to
define the extent of the inner shelf before. For instance, Lentz (1994) used a method
based on Ekman layer thickness, while Garvine (2004) and Austin and Lentz (2002) used
the vertical and horizontal structures of water density, respectively. More recently,
Horwitz and Lentz (2016) utilized the cross-shore structure of the Richardson number to
define the boundary between mid and inner shelf. In this study, we utilized the location of
the maximum cross-shore gradient of Ekman transport 𝑄 as we found that it provides an
effective delineation of the boundary between mid and inner shelf, especially for the 2D
runs. Ekman transport 𝑄 was calculated from the vertical integral of the positive crossshore currents within the water column and the temporal and spatial (in term of crossshore water depth) variability of its normalized value 𝑄 ′ = 𝑄 ⁄(𝜏⁄𝜌0 ∙ 𝑓 ) is shown in
Figure 5.4. The location of the maximum cross-shore gradient of 𝑄 ′ in 2D runs is found
to correspond to the value of 0.4 (Figures 5.4a1-a4). During the first stage, the shallow
shelf (h<40m) is vertically homogeneous and the normalized Ekman transport is smaller
than 0.4. Following that stage, stratification develops and the Ekman layer thickness
decreases. For the 2D runs, the boundary between the mid and inner shelf moves back
and forward in cycles. Hereinafter, the maximum offshore and onshore water depths,

163

which are related to cross-shore distances along the shelf slope, are denoted as 𝐷1 and 𝐷2 ,
respectively. The time corresponding to 𝐷1 is defined as the onset of a cycle and the
period between the occurrences of two successive onsets defines a full cycle. Note that,
the values of 𝐷1 and 𝐷2 increase (deeper water depths) as the wind stress increases (see
Figures 5.4a1 and a2). Increased heat loss rate (Figures 5.4a2 and a3) affects the initiation
of the cycle as it reduces the duration of the first stage. It also tends to decrease the values
of 𝐷1 and 𝐷2 , and shortens the duration of each cycle. For the 3D runs, the position of the
boundary is less sharp. It fluctuates within the range roughly defined by 𝐷1 and 𝐷2 (see
contour in Figures 5.4b1-b4). As the wind stress increases in the 3D runs (Figures 5.4b1
and b2), the variability of the water depth corresponding to the boundary tends to increase
in magnitude and decrease in terms of frequency. However, increased heat loss rate
(Figures 5.4b2 and b3) tends to result in a decrease in magnitude and an increased
frequency. In general, change of the shelf slope (Figures 5.4a3, a4, b3 and b4) barely
affects the variability of the depth of the boundary neither for the 2D nor 3D runs.
For the 2D runs, wind-driven downwelling leads to a tilting of the vertical isopycnals
that are formed under the surface cooling. In order to further examine the evolution of
density field associated with each cycle, three parameters are used: (a) the area-averaged
water temperature over the cross-shore section that expands laterally from depth ̅̅̅
𝐷1 to
̅̅̅
𝐷2 , where ̅̅̅
𝐷1 and ̅̅̅
𝐷2 denote the mean values of 𝐷1 and 𝐷2 that are calculated from all the
cycles of that run (see Table 5.1), respectively; (b) the cross-shore gradient of the depth
averaged density ∆𝜌𝑑 ⁄Δ𝑥 calculated between the two sites of depths ̅̅̅
𝐷1 and ̅̅̅
𝐷2 , where
2
𝜌𝑑 denotes the depth averaged density; and (c) 𝑁𝑚
, defined as the value corresponding to

the 95th percentile of the volumetrically cumulative distribution of 𝑁 2 over the same

164

cross-shore section arranged in an ascending order. The temporal evolutions of these
parameters are shown in Figure 5.5. Once a cycle is triggered, the rate of the linear
decrease of the mean temperature (see Figure 5.5a) is reduced while an oscillatory
deviation from this trend is superimposed on the signal. Compared with the 2D runs, the
mean temperature is slightly higher in the 3D runs. Fluctuation of the cross-shore density
gradient shows no trend of long-term change (Figure 5.5b), and there seems to be a limit
2
for the maximum value of the lateral density gradient. Within each cycle, 𝑁𝑚
first

increases associated with the isopycnal slumping, and then decreases as the detached
near-bottom cold water is exported offshore (see Figures 5.3a1-a3, and b1-b3). Similar to
2
the lateral density gradient, the values of 𝑁𝑚
show a lack of long-term change (Figure

5.5c).

5.3.2 Upwelling-favorable winds (𝝉 > 𝟎)
Under upwelling-favorable wind conditions, the cross-shore circulation pattern becomes
much different from that described earlier, as the negative cross-shore density gradient
can shut down the wind-driven upwelling. Like Figure 5.2, Figure 5.6 shows the temporal
variability of flow and temperature at points P1 and P2 for the 2D and 3D runs
respectively, with forcing condition of 𝜏 = 0.08 𝑃𝑎, 𝐵 = −50 𝑊 ⁄𝑚−2 and 𝛼 = 1.0 ×
10−3. In the 2D run, the temperature at both points decreases linearly over time (Figure
5.6c) in agreement with the predicted temperature decrease rate based on equation
(5.3.1). Cross-shore circulation is effectively suppressed (Figure 5.6a) as expected. For
the 3D run, the instability starts to develop at day 35, the same time as that for the
downwelling-favorable wind condition. The instability contributes to the cross-shore heat
flux and the simulated temperature at both locations is higher than that in the 2D run
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(Figure 5.6c). Meanwhile, the alongshore current is slightly smaller than that in the 2D
run and wind-driven upwelling can still develop on the stratified shelf (Figures 5.6a and
b).
Figure 5.7 shows cross-shore sections of temperature, buoyancy frequency 𝑁 2 and
cross-shore currents, averaged over the last 50 days (days 100 to 150), for both the 2D
and 3D (alongshore averaged) runs. The time represents a period that the instability has
been fully developed in all the 3D runs. The 3D run with no wind stress is also shown for
comparison (Figure 5.7c). As noted earlier, the wind-driven circulation is suppressed in
the 2D run and a cross-shore temperature gradient develops over the shelf (Figure 5.7a).
In the 3D run driven by wind forcing (Figure 5.7b), the cross-shore temperature gradient
is still present and a small vertical stratification is developed in response to the baroclinic
instability. However, the intensity of the vertical stratification is much weaker than that
found in the results of the 3D run with no wind forcing (see Figure 5.7c). In the latter
case, the shelf is vertically well stratified.
To better understand the evolution of the density field, we investigate the distribution
of the cross-shore gradient of the depth averaged density 𝜌𝑑 . The 2D simulation results
show that, in the cross-shore direction, the magnitude of the lateral density gradient
decreases seaward from the coastline and reaches nearly zero at a water depth 𝐷𝑚 . The
value of 𝐷𝑚 is around 42m for all 2D runs. Figure 5.8 shows the lateral density gradient
for both 2D and 3D (alongshore averaged) runs during the last 50 days of the simulation.
Here, only the cross-shore section from the coastline to water depth 𝐷𝑚 is shown. For the
lateral density gradient, a least square fit regression by using equation (5.3.2) is
conducted and it results in a correlation coefficient of 0.98 and 0.90 for the 2D and 3D
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runs, respectively. This indicates that, for 2D runs there is no significant cross-shore
density advection in the region shallower than 𝐷𝑚 . Note that, the location depth of P1 and
P2 (i.e., 35m) is seaward of the location at depth 𝐷𝑚 . For the 3D runs, despite of the high
correlation, the simulated cross-shore density gradient deviates from the predicted values.
The density gradient becomes highly variable (Figures 5.8b1-b3) due to the mixing
associated with the instability.

5.3.3 Energy diagnostics
B17 showed that wind-driven downwelling tends to release APE and inhibit instabilities,
while upwelling tends to supply additional APE and thus promote them. Here, we focus
on the effect of wind forcing magnitude on instability. Figure 5.9 shows the distribution
of surface temperature, current vectors and normalized relative vorticity 𝜁 ⁄𝑓 for the 3D
runs under conditions of no wind, downwelling- and upwelling-favorable winds, and
during a period when the instability has been fully developed (day 120). Under no wind
conditions (Figures 5.9a1 and b1), the surface currents are highly variable in space and the
elongated strands of high value of 𝜁 ⁄𝑓 nearshore (𝑥 < 30 𝑘𝑚) represent the meanders
present in the flow. Further offshore (𝑥 > 30 𝑘𝑚), the strands break into individual spots,
which represent eddies as shown in the temperature field. In contrast, under downwelling
wind conditions (Figures 5.9a2 and b2), the surface currents are dominantly alongshore
directed and the 𝜁 ⁄𝑓 values decrease significantly. Under upwelling wind conditions
(Figures 5.9a3 and b3), the surface currents also show a dominant alongshore component.
The strands develop, while the spatial distribution of 𝜁 ⁄𝑓 seemingly stretches in the
alongshore direction and it is different from that under no wind conditions. Similar results
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are also found in the other model runs. The intensity of the associated instabilities is
further addressed below.
Besides estimating the quantity 𝜁 ⁄𝑓 , diagnostic analysis of the model energetics is
used to examine the factors that affect the intensity of instability. The EKE budget is first
examined here and the results for the two 3D runs under conditions of downwelling- and
upwelling-favorable winds are shown in Figure 5.10. All values are cross-shore averaged
within the domain 𝑥 < 55 𝑘𝑚. Similar change patterns are obtained by extending the
domain offshore to 𝑥 < 80 𝑘𝑚. For both wind conditions, the eddy buoyancy flux 𝐶𝑠𝑝 is
the primary source and it is much bigger than the secondary source 𝐶𝑠𝑘 . The sum of these
two source terms is roughly balanced by the EKE dissipation term 𝐶𝑑 . Such balance
pattern is consistent with the results of B17. Note that all three terms have much larger
values under upwelling-favorable wind conditions, even though the two runs have the
same magnitudes of heat loss rate and wind stress. Such discrepancy is further examined
below.
To better understand the effects of wind forcing on the instability, the distributions of
the volume-averaged EKE, APE, eddy buoyancy flux 𝐶𝑠𝑝 and turbulence frictional
dissipation 𝐶𝑑 in relation to wind stress, are shown in Figure 5.11 for all the 3D runs. All
values are cross-shore averaged within the domain 𝑥 < 55 𝑘𝑚 and temporally averaged
over the last 50 days of the simulations, when instabilities have been fully developed.
Under downwelling wind conditions (𝜏 < 0), EKE rapidly decreases as the magnitude of
wind stress increases in all cases (Figures 5.11a1-a3), as reported in B17. Under upwelling
favorable wind condition (𝜏 > 0), a decrease of EKE is also seen as the magnitude of the
wind stress increases (Figures 5.11a1-a3), but the rate of decrease is smaller than that
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found for the downwelling cases. This decrease of EKE is opposite to the results in B17,
where a slight enhancement of EKE was observed. Besides wind stress, an increase in the
magnitude of heat loss rate promotes instability in all cases, no matter of the wind
direction.
In addition to EKE, APE values also show a different rate of change in relation to
wind stress (Figures 5.11b1-b3) for downwelling and upwelling conditions. In the former
case, APE first decreases and then increases as the magnitude of wind stress increases.
Under upwelling winds, APE generally increases as the wind stress increases. Overall,
the decrease of EKE for upwelling conditions is associated with an increase of APE,
something reasonable considering that the sustained surface cooling provides APE, which
is primarily consumed by the instability. However, this is not exactly the case for
downwelling wind conditions. APE values decrease at low wind stress values (i.e., 𝜏 =
−0.02 𝑃𝑎), as the wind alone can effectively export the nearshore cold water through the
development of a thin Ekman layer. Besides wind stress, an increasing of the magnitude
of heat loss rate tends to increase APE.
The changes of terms 𝐶𝑠𝑝 and 𝐶𝑑 in relation to wind stress are also shown (see
Figures 5.11c1-c3 and d1-d3). Under downwelling conditions, the magnitudes of both
terms rapidly decrease as the wind speed increases. In contrast, under upwelling
conditions, 𝐶𝑠𝑝 first increases and then decreases as the wind speed increases, while the
magnitude of 𝐶𝑑 shows an overall increasing trend. The much smaller magnitude of 𝐶𝑑
under downwelling conditions indicates that, the rapid decrease of EKE is mainly
because of limited source (𝐶𝑠𝑝 ). However, under upwelling conditions, the EKE
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dissipation (𝐶𝑑 ) dominates and leads to inhibition of the instability as wind speed
increases.
The sensitivity of the energy flux to bottom friction is also examined here (see
Figures 5.11a3-d3) through a comparison of the energies between the limited runs with
same wind forcing and heat loss rate but different roughness parameters of 𝑧0 = 1.0 𝑐𝑚,
used everywhere and 𝑧0 = 0.01 𝑐𝑚. Bottom friction seems to have no significant effect
on EKE (Figure 5.11a3), consistent with the findings in B17. The selection of bottom
roughness affects dissipation as the magnitude of 𝐶𝑑 decreases slightly as bottom friction
decreases (Figure 5.11d3). This decrease in dissipation is associated with a decrease in the
source term (𝐶𝑠𝑝 ), as can be seen in Figure 5.11c3. A slight decrease of APE is also seen
as the bottom friction decreases (Figure 5.11b3).

5.3.4 Cross-shore heat flux
Besides the energy flux terms described above, the eddy and mean cross-shore heat
fluxes are also calculated within the same cross-shore section and for the same time
period as that used for the volume averaged 𝐸𝐾𝐸 (Figure 5.12). Under downwelling
conditions, as wind speed increases, the magnitude of eddy heat flux becomes smaller;
meanwhile, the mean heat flux initially increases and then reduces in magnitude. The
total heat flux value is dominated by the mean heat flux component, consistent with the
findings in B17. For upwelling conditions, the magnitude of eddy heat flux is bigger than
the mean heat flux, while both terms are important to the total heat flux. Such result is
slightly different from the results presented in B17, where the mean heat flux was found
to become strikingly less important. Finally, the magnitude of friction does not appear to
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affect the mean heat flux, while the eddy heat flux tends to slightly decrease under
smaller friction, especially under upwelling conditions (Figures 5.12a3 and b3).

5.4 Discussion
In this section the results of the 2D and 3D runs are compared in an attempt to better
understand the interactions between wind forcing and instability. Furthermore, the
qualitative description presented earlier is based to the ideal model runs using unrealistic
wind stress and surface cooling durations. As such it is worth placing these results into a
context relative to realistic oceanic conditions.

5.4.1 Cross-shore density gradient
In the absence of instabilities (i.e., 2D runs) the temporal evolution of the density field,
under upwelling conditions, is primarily controlled by vertical convection as verified by
the agreement between model runs and the theoretical prediction (see equation (5.3.2)).
However, equation (5.3.2) fails to describe the evolution of the density field during the
second stage under downwelling conditions; the cross-shore density gradient fluctuates
and repeats in cycles that shows a lack of long-term dependence on time (see Figure 5.5).
The cross-shore distribution of ∂𝜌𝑑 ⁄∂𝑥 at the onset of each cycle and within the depth
range defined by the values of 𝐷1 and 𝐷2 , is further examined here. In this case, the
positive (seaward directed) cross-shore density gradient could induce a positive current
vertical shear (i.e., 𝜕𝑣⁄𝜕𝑧 > 0) in the alongshore direction. This is confirmed in the runs
under no wind forcing, where a mean positive alongshore current develops. By using
equation (5.3.2) and assuming a thermal wind balance relation, the cooling induced
current shear can be estimated as:
𝜕𝑣

|
𝜕𝑧

𝑐𝑜𝑜𝑙𝑖𝑛𝑔

=−
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𝑔∙𝛼𝑇 𝐵 𝛼𝑡
𝑓∙𝑐𝑝

(ℎ2 )

(5.4.1)

Such current vertical shear and the associated cross-shore flows are against those
induced by the downwelling-favorable winds. Here we assume that the wind induced
current shear is proportional to the surface velocity using Ekman theory 𝑣 = 𝜏⁄(𝜌√𝑓𝑘𝑚 )
and thus the wind-induced current shear can be expressed as:
𝜕𝑣

|

𝜕𝑧 𝑤𝑖𝑛𝑑

= 𝑎1

𝜏
𝜌∙√𝑓𝑘𝑚 ∙ℎ

(5.4.2)

where 𝑎1 is a constant. We further assume that the first cycle is triggered at time 𝑡𝑚 ,
when the wind induced shear is balanced by the cooling induced current shear at a
location of water depth ℎ𝑐 . Based on this assumption, the time 𝑡𝑚 can be estimated as:
𝑡𝑚 =

𝑎1 ∙𝑓∙𝑐𝑝 ∙𝜏∙ℎ𝑐

(5.4.3)

𝑔∙√𝑓𝑘𝑚 ∙𝛼𝑇 ∙𝛼∙𝐵

By substituting equation (5.4.3) into equation (5.3.2), the cross-shore distribution of
cooling-induced lateral density gradient can be obtained:
𝜕𝜌𝑑

|

𝜕𝑥 𝑡=𝑡𝑚

=

𝑎1 ∙𝑓∙𝜏∙ℎ𝑐
𝑔∙√𝑓𝑘𝑚 ∙ℎ2

(5.4.4)

It indicates that the cross-shore density gradient at the onset of the cycle is independent of
the heat loss rate 𝐵. Ideally this is expected as the cooling-induced lateral density
gradient (from equation (5.3.2)) is determined by 𝐵 ∙ 𝑡. This product can always reach
identical value for runs with different magnitudes of 𝐵. However, under downwellingfavorable winds, the cross-shore current develops (see Figure 5.3). The associated crossshore density advection may become important, especially for a smaller magnitude of 𝐵
as a longer 𝑡𝑚 is required to achieve the same value of 𝐵 ∙ 𝑡. In an attempt to account for
this wind driven cross-shore advection, a correction factor (𝐵⁄𝐵0 )𝛾 is introduced
empirically for the lateral density gradient, where 𝐵0 is a constant heat loss rate and 𝛾 is a
constant. The resulting lateral density gradient is expressed as:
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𝜕𝜌𝑑

|
𝜕𝑥

𝑡=𝑡𝑚

𝐵 𝛾

= (𝐵 ) ∙
0

𝑎1 ∙𝑓∙𝜏∙ℎ𝑐
𝑔∙√𝑓𝑘𝑚 ∙ℎ

= 𝑎2 ∙
2

√𝑓∙|𝐵|𝛾 ∙𝜏
𝑔∙ℎ2

(5.4.5)

where 𝑎2 = 𝑎1 ∙ ℎ𝑐 /(|𝐵0 |𝛾 ∙ √𝑘𝑚 ). By assuming that 𝑎2 is a constant and the formula on
the RHS of equation (5.4.5) can also be used to quantify the cross-shore distribution of
∂𝜌𝑑 ⁄∂𝑥 at the onset of the rest cycles, a least square fitting regression is conducted by
using the results at the onset of each cycle in all 2D runs. It results in 𝛾 = 0.43 and a
correlation coefficient of 0.99. The results are shown in Figure 5.13. For these 2D runs,
during the second stage, equation (5.4.5) quantifies the lateral density gradient prior to its
conversion into vertical density gradient through isopycnal slumping. Note that, this
lateral density gradient is proportional to the magnitude of wind stress. Thus, in the 2D
case, a bigger lateral density gradient can develop on the shelf under stronger
downwelling-favorable winds.
Compared with the 2D runs, for the 3D runs, the vertical stratification is enhanced by
the instability. Once the instability develops, the shelf remains well stratified and the
cyclic pattern shown in the 2D runs is not present anymore. Instead, the position of the
offshore boundary of the inner shelf oscillates irregularly in the cross-shore direction (see
Figures 5.4b1-b4). The cross-shore density gradient ∆𝜌𝑑 ⁄∆𝑥 during the 3D runs (not
shown here) also fluctuates but it is always smaller than the maximum values as shown in
Figure 5.5b for the 2D runs. Combination of the instability and wind-driven downwelling
flow exports the coastal dense water offshore more effectively than the cyclic pattern in
2D runs, as supported by the higher temperature in 3D runs (see examples in Figures 5.2c
and 5.5a).
Under upwelling conditions, the lateral density gradient in the 2D runs is solely
controlled by the surface cooling. In the 3D runs, the wind-driven upwelling can develop,
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which in turn, restrains the offshore export of near-bottom cold water. The net seaward
export of dense water induced by instability results in higher temperature nearshore in the
3D runs (see Figure 5.6c for an example).

5.4.2 Variability of the inner shelf extent
Under downwelling conditions, the cross-shore extent of the inner shelf varies temporally
in both the 2D and 3D runs. Compared with the regular pattern in 2D runs, it is irregular
and of smaller amplitude in 3D runs (Figure 5.4). During each cycle of 2D runs, the
wind-driven downwelling first promotes vertical stratification and the narrowing of the
inner shelf. Later on, the vertical convection due to surface cooling restores the crossshore density gradient and the inner shelf expands seaward. During each cycle, the
positions of 𝐷1 and 𝐷2 , which define the transition from mid to inner shelf, should
correspond to the location where the surface and bottom Ekman boundary layers overlap.
Here we try to quantify the variation of the inner shelf extent in 2D runs and then discuss
the factors that can affect the variations in 3D runs.
For the 2D runs, once the boundary of the inner shelf reaches depth 𝐷2 , the vertical
2
density gradient reaches its maximum value as expressed through the parameter 𝑁𝑚
2
(Figure 5.5c). Figure 5.14a shows the correlation between the maximum values of 𝑁𝑚

and ∆𝜌𝑑 ⁄∆𝑥 within each cycle from all 2D runs. It is found that there is a linear
correlation (r2=0.84) between the two parameters that can be expressed as:
1 𝑔 Δ𝜌𝑑

2
𝑁𝑚
= −𝑎3 𝛼 𝜌

0

Δ𝑥

(5.4.6)

with 𝑎3 = 1.87. Such correlation is not surprising, as the evolution of density field can be
simplified as a slumping of the isopycnals and the bottom slope 𝛼 controls the ratio of the
cross-shore length scale to vertical scale. Previous studies (Weatherly and Martin, 1978;
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Lentz, 1992; Tilburg, 2003) have shown that, both the surface and bottom mixed layer
thicknesses depend on the shear velocity and the stratification. An approximate formula
can be expressed as:
𝐷=

𝑎4 ∙𝑢∗

1⁄4
𝑁2
𝑓∙(1+ 2 )
𝑓

(5.4.7)

where 𝐷 is the mixed layer thickness and 𝑎4 is a constant. Due to the unsteadiness of
each cycle in 2D runs, it is difficult to directly estimate the stratification 𝑁 2
corresponding to 𝐷1 or 𝐷2 . Here we assume that, these two values of 𝑁 2 are both
2
proportional to the maximum 𝑁𝑚
during each cycle and, furthermore, equation (5.4.7)
2
can be used to approximately quantify 𝐷1 and 𝐷2 by substituting the maximum 𝑁𝑚
for

𝑁 2 . Figure 5.14b shows the fitting results for all the cycles in 2D runs. For 𝐷1 , 𝑎4 = 5.2
and the correlation coefficient is 0.93; for 𝐷2 , 𝑎4 = 2.6 and the correlation coefficient
reaches 0.97.
Thus, for 2D runs, the stratification is converted from the cross-shore density
gradient as expressed by equation (5.4.6). Moreover, equation (5.4.5) shows that, the
critical condition of cross-shore density gradient ∂𝜌𝑑 ⁄∂𝑥 can be quantified as a function
of water depth, wind stress and heat loss rate. By combining equations (5.4.5), (5.4.6) and
(5.4.7), both 𝐷1 and 𝐷2 can be expressed as a function of (𝑓, 𝛼, 𝐵, 𝜏). The calculation
reveals that both values are approximately proportional to 1⁄𝑓 ∙ √𝛼 ∙ |𝐵|−𝛾/2 ∙ √|𝜏|, with
𝛾 = 0.43 from equation (5.4.5). It reveals that, the offshore boundary of the inner shelf is
in deeper water as the bottom slope or wind stress increases, while it is in shallower water
as the heat loss rate increases.
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Compared with the cyclic fluctuation of inner shelf extent in 2D runs, the irregular
fluctuation in 3D runs shows a smaller amplitude. Figure 5.15 shows the mean and
standard deviation (std) of 𝐷 during the last 50 days for all 3D runs. Due to the depth
limit of the shelf, the inner shelf extent is not fully captured in the run with 𝜏 =
−0.08 𝑃𝑎, 𝐵 = −20 𝑊 ⁄𝑚−2 and 𝛼 = 0.5 × 10−3 . Consistently with the trend in 2D
runs, the mean value of 𝐷 increases as the wind stress or bottom slope increases, while it
decreases as the heat loss rate increases. Besides, the std also increases as the wind stress
increases or the heat loss rate decreases. Ideally, the std can reach the range defined by
(𝐷2 , 𝐷1 ) if the instability becomes negligible, like in the 2D runs. Thus, for the shelf
circulation under downwelling conditions, a decrease of heat loss rate, or increases of
wind stress and shelf slope would increase the variation of inner shelf extent. This is
consistent with the results of EKE, as its value decreases as heat loss rate decreases or
wind stress increases. The decrease of 𝐸𝐾𝐸 indicates that the instability weakens and the
coupled instability-wind-driven circulation becomes similar to the 2D wind-driven
pattern.

5.4.3 EKE variability
The intensity of the instability is also affected by the four parameters (𝑓, 𝛼, 𝐵, 𝜏). To
better quantify the dependence of EKE on these parameters, a quantity Ω was defined by
B17 as:
𝐶𝑝∙ 𝑓∙𝜏

Ω = 𝑔∙𝛼

𝑇 ∙𝛼∙𝐵

(5.4.8)

It defines the ratio of the alongshore current acceleration induced by the wind to that by
the surface cooling. This ratio was used by B17 to relate EKE under wind forcing to that
under no wind forcing (EKE0) as:
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𝐸𝐾𝐸 = 𝐸𝐾𝐸0

𝑎5
1+𝑎6 ∙√|Ω|

(5.4.9)

Here a least square fitting of equation (5.4.9) is conducted by using the results from all
the 3D runs. The results are shown in Figure 5.16. Similar to B17, a dependence of EKE
on wind direction is found. Under downwelling conditions, 𝑎5 =0.95 and 𝑎6 =0.66 with a
correlation coefficient of 0.98, which is consistent with the results in B17. Under
upwelling conditions, 𝑎5 =0.99 and 𝑎6 =0.18 with a correlation coefficient of 0.94, which
is different from the results in B17. In the work of B17, a negative value of 𝑎6 (i.e., -0.02)
indicates that, as the magnitude of Ω (<1500) used in our work, compared with the
smaller range (<100) used in B17. As Ω increases, the dissipation becomes more
important and it inhibits the development of instability, even though the wind-driven
upwelling tends to provide extra APE for the instability. Despite of the high correlation
coefficient, the fitting results still show remarkable errors (Figure 5.16), especially for the
upwelling conditions. In this case, the root mean square error reaches 13% of EKE0. This
error may be further reduced by incorporating the effects of wind-driven advection in
equation (5.4.9), in addition to the current shear induced by wind stress. Consideration of
the wind-driven advection seems to be more challenging, as it is dependent on the
variable stratification on the shelf.

5.4.4 Practical implications
In real situation, the instability is always present and the wind forcing is highly variable.
Under downwelling conditions, the instability is effectively inhibited by wind-driven
advection and wind-induced dissipation. If cooling persists, the cross-shore density
gradient can still develop on shelf and its temporal evolution is dependent on the wind
forcing magnitude. For a relatively weak wind, the wind-driven cross-shore flows can
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effectively export the nearshore cold water offshore through the development of a thin
Ekman layer. Under a relatively strong wind condition, the instability is inhibited and the
density gradient can build in time but less than the critical conditions as estimated in
equation (5.4.5). Under upwelling conditions, winds can also inhibit the instability,
especially for a relatively strong wind on a gentle shelf (with a slope ~1.0×10-3). It can be
predicted that, for both wind directions, only under relatively strong wind conditions, the
lateral density gradient builds and the APE can be efficiently stored within the water
column. This is consistent with the shelf water climatology during the winter in the SAB
(Blanton et al., 2003), where a pronounced cross-shore density gradient develops and the
passages of winter storms frequently take place.

5.5 Summary and conclusions
The simulation results and their analysis have shown that, under downwelling winds and
for the 2D runs, building of the cross-shore density gradient is converted into
stratification through isopycnal slumping once it reaches a critical condition. It results in
a narrowing of the inner shelf and enhanced cross-shore exchange within the inner shelf.
For the 3D runs, the instability promotes stratification that enhances wind-driven
downwelling. Under upwelling conditions, the cross-shore exchange is effectively
inhibited in 2D runs, if compared with that in the 3D runs.
Under downwelling conditions and during the 2D runs, both the offshore and
onshore depth limits of the inner shelf outer boundary depend on buoyancy flux, wind
stress and shelf slope, and it is proportional to the multi-parametric quantity 1⁄𝑓 ∙ √𝛼 ∙
|𝐵|−𝛾/2 ∙ √|𝜏| (with 𝛾 = 0.43). Such relationship is valid even for the 3D runs under
downwelling conditions; increased wind stress, or decreased magnitude of heat loss rate
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tends to constrain the instability and the cross-shore exchange becomes similar to the
patterns in the 2D runs. Under upwelling conditions, the instability weakens as the wind
stress increases, or the heat loss rate decreases. This is caused primarily by the
enhancement of the turbulence frictional dissipation. Even though the instability is
inhibited, the eddy heat flux still dominates the cross-shore heat flux, while the
magnitude of mean heat flux is less than but still comparative to the eddy heat flux.
There are some questions remaining for further work. The effects of bottom friction
need more consideration. As bottom friction decreases, it is reasonable to expect the
reduction of the turbulence frictional dissipation. However, the finding of a decreased
eddy buoyancy flux needs further explanation. Here only the eddy kinetic energy is
quantified, while questions remain to isolate and quantify the eddy and mean heat flux.
Moreover, this work is limited to ideal numerical simulation. Verification of the results
requires supportive evidences from field observations.
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̅̅̅1 ) and onshore (𝐷
̅̅̅2 ) depth limit of
Table 5.1: List of model parameters, mean offshore (𝐷
the inner shelf outer boundary in 2D runs, EKE and APE averaged over the last 50 days
under both wind conditions
𝛼

Run

|𝜏|

B

Downwelling

Upwelling

(×10-3)

(Pa) (W/m2)

1

1.0

0.08 -100

37.28 19.23 0.13

25.69

1.32

26.02

2

1.0

0.08 -50

44.47 20.75 0.08

24.50

0.86

21.09

3

1.0

0.08 -20

50.72 23.64 0.06

22.00

0.33

19.15

4

1.0

0.04 -100

25.34 12.84 0.63

17.02

2.73

24.89

5

1.0

0.04 -50

30.00 13.14 0.12

13.30

1.58

19.79

6

1.0

0.04 -20

31.98 14.39 0.03

9.86

0.51

9.88

7

1.0

0.02 -100

17.72 8.66

1.68

15.36

3.96

28.15

8

1.0

0.02 -50

19.66 8.20

0.88

10.47

2.46

21.05

9

1.0

0.02 -20

22.14 9.35

0.17

5.48

0.75

11.06

10

0.75

0.08 -100

36.04 18.67 0.18

31.22

1.54

30.44

11

0.75

0.08 -50

45.76 19.62 0.11

32.81

1.07

27.33

12

0.75

0.08 -20

53.74 27.08 0.08

28.45

0.07

26.53

13

0.75

0.04 -100

26.97 12.20 0.30

19.14

1.55

26.43

14

0.75

0.04 -50

24.44 12.64 0.08

17.68

1.13

21.42

15

0.75

0.04 -20

32.31 16.44 0.05

15.51

0.47

17.26

16

0.75

0.02 -100

18.32 8.54

0.94

15.96

2.59

26.46

17

0.75

0.02 -50

18.14 8.05

0.44

11.72

2.18

23.05

18

0.75

0.02 -20

20.42 9.05

0.08

7.57

0.66

13.62

19

0.5

0.08 -100

35.51 19.37 0.27

32.13

0.98

31.75

̅̅̅
𝐷1
(m)

̅̅̅
𝐷2
(m)
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EKE
×103 2 2
m /s

APE
(J/m3)

EKE
×103 2 2
m /s

APE
(J/m3)

20

0.5

0.08 -50

38.23 22.04 0.24

37.68

0.42

33.92

21

0.5

0.08 -20

25.19 0.09

28.82

0.01

25.35

22

0.5

0.04 -100

24.50 12.84 0.14

21.75

1.21

24.39

23

0.5

0.04 -50

25.55 13.98 0.09

23.82

1.12

30.65

24

0.5

0.04 -20

34.71 16.20 0.09

22.48

0.10

24.75

25

0.5

0.02 -100

16.96 8.76

0.54

16.52

1.60

22.86

26

0.5

0.02 -50

20.60 7.86

0.11

14.12

1.36

25.18

27

0.5

0.02 -20

20.32 8.82

0.05

12.19

0.26

22.10

28

1.0

0.0

-100

4.66

23.18

29

1.0

0.0

-50

3.50

17.52

30

1.0

0.0

-20

2.01

9.78

31

0.75

0.0

-100

4.37

22.23

32

0.75

0.0

-50

2.92

18.12

33

0.75

0.0

-20

1.68

11.67

34

0.5

0.0

-100

3.26

18.92

35

0.5

0.0

-50

2.64

19.87

36

0.5

0.0

-20

1.45

13.76
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Figure 5.1: Schematic of cross-shore channel profile.
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Figure 5.2: Time series of (a) cross-shore velocity 𝑢, (b) alongshore velocity 𝑣, (c)
seawater temperature 𝑇 corresponding to points P1 (solid) and P2 (dashed) at a location
of 35m water depth and at 2.0 m (near surface) and 30.8 m (near bottom) below the sea
surface, respectively. Model results are from runs without instabilities (2D, black lines)
and with instabilities (3D, alongshore averaged, red lines) with parameters as 𝜏 =
−0.08 𝑃𝑎, 𝐵 = −50 𝑊 ⁄𝑚−2 and 𝛼 = 1.0 × 10−3 . Blue circles in panel a correspond to
the time steps shown in Figure 5.3. Blue line in panel c shows the predicted temperature
from equation (5.3.1).
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Figure 5.3: Cross-shore sections of water temperature 𝑇 (filled color contour), buoyancy
frequency 𝑁 2 = −(𝑔𝜌0 ) 𝜕𝜌⁄𝜕𝑧(line contour, unit ×10-5 s-2), cross-shore velocity
vectors for different time steps of the 2D (top and middle rows) and 3D (bottom row)
simulations. The white asterisks show points P1 (top) and P2 (bottom).

184

Figure 5.4: Temporal and cross-shore variation of cross-shore Ekman transport Q
normalized by 𝜏⁄𝜌0 𝑓 for 2D (upper panel) and 3D (lower panel) model runs. The
corresponding forcing conditions for each 2D/3D run are from left to right (𝜏 =
−0.04 𝑃𝑎, 𝐵 = −20 𝑊/𝑚2 , 𝛼 = 1.0 × 10−3 ), (𝜏 = −0.08 𝑃𝑎, 𝐵 = −20 𝑊/𝑚2 , 𝛼 =
1.0 × 10−3 ), (𝜏 = −0.08 𝑃𝑎, 𝐵 = −50 𝑊/𝑚2 , 𝛼 = 1.0 × 10−3 ) and (𝜏 = −0.08 𝑃𝑎,
𝐵 = −50 𝑊/𝑚2 , 𝛼 = 0.75 × 10−3 ). The black line indicates the location of the
maximum gradient; the red line in the bottom panel (3D runs) is replica of the
corresponding contour from the 2D run shown in the upper panel.
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Figure 5.5: Time series of (a) mean temperature 𝑇, (b) cross-shore density gradient
− 𝛥𝜌𝑑 ⁄𝛥𝑥 , (c) the top 5% cutting off value of 𝑁 2 within the cross-shore section
delineated by ̅̅̅
𝐷1 and ̅̅̅
𝐷2 , where ̅̅̅
𝐷1 and ̅̅̅
𝐷2 are the averaged values of 𝐷1 and 𝐷2 over all
the cycles detected from the corresponding run and 𝜌𝑑 is the depth averaged density. The
four runs are the same as Figure 5.4. The dashed lines in panel a show the values from 3D
runs in the same color. Note that the values are offset by an interval of 3 × 10−6 𝑘𝑔/𝑚4
and 2 × 10−4 𝑠 −2 in panels b and c, respectively.
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Figure 5.6: Time series of (a) cross-shore velocity 𝑢, (b) alongshore velocity 𝑣, and (c)
temperature 𝑇 at points P1 (solid line) and P2 (dashed line) for 2D (black) and 3D (red)
runs with parameters as 𝜏 = 0.08𝑃𝑎, 𝐵 = −50 𝑊 ⁄𝑚−2 and 𝛼 = 1.0 × 10−3 . Locations
of P1 and P2 are the same as in Figure 5.2.
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Figure 5.7: Cross-shore sections of water temperature 𝑇 (filled color contour), buoyancy
frequency 𝑁 2 (line contour, unit × 10−5 𝑠 −2 ) and cross-shore current vectors averaged
over day 100 to 150 during (a) 2D, (b) 3D runs with forcing 𝐵 = −50 𝑊/𝑚2 , 𝜏 =
0.08 𝑃𝑎 and (c) 3D run with forcing 𝐵 = −50 𝑊/𝑚2 , 𝜏 = 0.0 𝑃𝑎. The white asterisks
show the locations of P1 (top) and P2 (bottom), respectively.
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Figure 5.8: Correlation between −(𝜕𝜌𝑑 ⁄𝜕𝑥)/(𝐵𝛼𝑡) and the depth ℎ in the cross-shore
direction for all the 2D (upper panel) and 3D runs (lower panel) that have wind stress as
(left to right) 0.02, 0.04 and 0.08 𝑃𝑎. Black lines show the correlation predicted by using
equation (5.3.2). The density gradient is calculated every 10 days during the last 50 days
of each run.
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Figure 5.9: Surface temperature (filled color contour) and current vectors (upper panel)
and the normalized relative vorticity 𝜁/𝑓 at surface (lower panel) at day 120 for the 3D
model runs with parameters as 𝛼 = 1.0 × 10−3 , 𝐵 = −50 𝑊/𝑚2 and (left to right) 𝜏 =
0.0 𝑃𝑎, 𝜏 = −0.04 𝑃𝑎 and 𝜏 = 0.04 𝑃𝑎.
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Figure 5.10: Time series of eddy buoyancy flux 𝐶𝑠𝑝 , the conversion from MKE to EKE
due to barotropic instability and vertical shear instability 𝐶𝑠𝑘 , and the 𝐸𝐾𝐸 dissipation
due to eddy turbulence 𝐶𝑑 for the 3D runs with parameters as 𝛼 = 1.0 × 10−3 , 𝐵 =
−50 𝑊/𝑚2 and (a) 𝜏 = −0.08 𝑃𝑎, (b) 𝜏 = 0.08 𝑃𝑎. Note the different y-axis scales.
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Figure 5.11: Change of volume-averaged (top to bottom) 𝐸𝐾𝐸, 𝐴𝑃𝐸, eddy buoyance flux
𝐶𝑠𝑝 and turbulence frictional dissipation 𝐶𝑑 , as the wind stress changes in the 3D runs
with (left to right) 𝛼 = 0.5 × 10−3 , 0.75 × 10−3 and 1.0 × 10−3 . All parameters are the
averaged values during the last 50 days of each run, a period that experiences fully
developed instability. The black line with asterisks (right column) shows the results in the
runs with 𝑧0 = 0.01 𝑐𝑚 and 𝐵 = −100 𝑊/𝑚2 .
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Figure 5.12: Change of (top to bottom) eddy, mean and total heat flux, as the wind stress
changes in the 3D runs with (left to right) 𝛼 = 0.5 × 10−3 , 0.75 × 10−3 and 1.0 × 10−3 .
All parameters are the averaged values during the last 50 days of each run. The black line
with asterisks (right column) shows the results in the runs with 𝑧0 = 0.01 𝑐𝑚 and 𝐵 =
−100 𝑊/𝑚2.
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𝜕𝜌

Figure 5.13: Logarithmic fitting of − 𝜕𝑥𝑑⁄(𝐵 𝛾 𝜏) as a function of depth ℎ for all the 2D
runs that have wind stress as (a) −0.02, (b) −0.04 and (c) −0.08 𝑃𝑎. The density
𝜕𝜌
gradient 𝜕𝑥𝑑 are calculated at the onset of each cycle of the 2D runs and the depth is
within the range of (𝐷1 , 𝐷2 ) detected within each cycle.
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2
Figure 5.14: (a) Correlation between the maximum 𝑁𝑚
during each cycle and − 1⁄𝛼 ∗
∆𝜌𝑑 ⁄∆𝑥 in all the 2D runs; (b) fitting of the depth of inner shelf outer boundary 𝐷1
2
(asterisk) and 𝐷2 (square) as a function of the maximum 𝑁𝑚
in the 2D runs with wind
stress as −0.02 (blue), −0.04 (red) and −0.08 𝑃𝑎 (black).
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Figure 5.15: Mean and standard deviation (error bar) of the depth of inner shelf outer
boundary 𝐷 as the wind stress changes in the 3D runs with (a) 𝛼 = 0.5 × 10−3 , (b) 𝛼 =
0.75 × 10−3 and (c) 𝛼 = 1.0 × 10−3 . All values are calculated during the last 50 days of
the runs.
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Figure 5.16: Correlation between normalized 𝐸𝐾𝐸 and the quantity 𝛺 for all the 3D runs.
The fitting lines are calculated from equation (5.4.9).
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CHAPTER 6
CONCLUSIONS

This dissertation studies the effects of storm types, realistic bathymetry and heat flux on
the shelf circulations. A new approach for wind climate analysis is first proposed and the
temporal evolution patterns of storm events, i.e., cold fronts, warm fronts and tropical
storms, are analyzed. As an application, these results are then used to reconstruct wind
forcing in the numerical modeling to study the long-term sediment transport induced by
all the storm events. Then the shelf circulation driven by unsteady winds associated with
each storm type is investigated. Finally, the effects of cooling-induced horizontal density
gradient on the wind-driven shelf circulation are investigated. The main conclusions
include:
At the study site on the South Carolina coast, the mean storm durations are 85, 90
and 72 hours, and the annual occurrence frequencies are 28.7, 15.5 and 11.9 for cold
fronts, warm fronts and tropical storms, respectively. The winds associated with cold
(warm) fronts is characterized by clockwise rotation from NE (WSW) to WSW (NE)
with two wind speed maxima corresponding to each wind direction. The characteristic
winds associated with tropical storms are primarily southward and rotate counterclockwise. These characteristic wind forcing corresponding to each storm type can be
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used to satisfactorily predict the wave climatology, which suggests that the proposed
method for storm climatology analysis is applicable for the creation of coastal
atmospheric forcing for oceanographic modeling studies that preserves the event time
history. As an application, the storm climatology results are used to study the
accumulative sediment flux induced by each storm type. Compared with traditional
approach, it not only allows for a direct evaluation of the importance of less energetic
storm events that occur more frequently, but also resolves the alongshore variation of the
storm-induced sediment flux due to the variation of coastline orientation.
Numerical simulation of shelf response to these three types of storms shows that, the
wind forcing stratifies the inner shelf during cold fronts and mixes the inner shelf during
warm fronts or tropical storms. As a result, during cold fronts, the regional offshore
directed cross-shore wind component promotes the upwelling if the alongshore wind
component is upwelling-favorable and it contributes to the vertical mixing if the
alongshore wind is downwelling-favorable. During warm fronts and tropical storms, the
cross-shore wind component becomes insignificant.
Moreover, bathymetric irregularities induce spatial inhomogeneity of the shelf
circulation. Under upwelling-favorable winds, the downstream isobath divergence
promotes the upwelling by enhancing the bottom Ekman transport and inducing an
onshore geostrophic transport. Such effect induces an alongshore variation of upwelling
intensity, especially during cold fronts. It can be expected that the inner shelf adjacent to
the region of isobath divergence is more prone to experience stratified condition, and thus
the cross-shore wind component is more likely to affect the cross-shore flows.
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Compared with the vertically stratified shelf conditions, development of a horizontal
density gradient on the shelf can dramatically modify the wind-driven shelf circulation.
The density field provides available potential energy that can power the baroclinic
instability and the associated horizontal density gradient also affects the development of
wind-driven flows. Simulation results of wind-driven shelf circulation under persistent
surface cooling show that, under downwelling-favorable winds, the baroclinic instability
is effectively inhibited. For a relatively weak wind, the nearshore cold water is exported
offshore through the development of a thin Ekman layer. Under a relatively strong wind
condition, the inhibition of the baroclinic instability is primarily due to the limitation of
eddy buoyancy flux. As wind stress increases, the eddy heat flux weakens and becomes
even negligible if compared with the mean heat flux. Meanwhile, as the surface cooling
sustains, the export of nearshore cold water transits from a continuously unsteady pattern
into an intermittent, cyclic pattern. For the cyclic pattern, the cross-shore density gradient
is converted into vertical stratification through isopycnal slumping once the cross-shore
density gradient reaches a critical condition.
Under upwelling-favorable winds, an increase of wind stress can also constrain the
baroclinic instability, but to a lesser extent if compared with the downwelling condition.
The inhibition is caused primarily by the enhancement of the turbulence frictional
dissipation. Despite of the inhibition, the cross-shore heat flux is still dominated by the
eddy heat flux, while the mean heat flux is a smaller but non-negligible component.
Further investigations are suggested to better understand the interaction between
baroclinic instability and wind-driven flows. The simulation results presented in this
thesis only focuses on the idealistic conditions of steady wind forcing and persistent
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surface cooling. Under such conditions, the development of the baroclinic instability can
take up to several (~10) days. However, in real situation, wind forcing is highly variable
and the storm events typically occur with a period of a few (2-3) days, much shorter than
the growth time period of the baroclinic instability. It remains unknown about the
evolution pattern of the instability under realistic wind conditions.
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