Introduction
In recent years, interest in fractional Brownian motion (fBm) has grown mostly due to applications in such fields as hydrology, economics, telecommunications and finance. Embrechts and Maejima in [13] and Dai and Heyde in [28] both explain that due to this popularity, demand for a stochastic calculus with respect to fractional Brownian motion has increased. Fractional Brownian motion, also known as a fractal Brownian motion, is comparable to a continuous fractal random walk. Though, unlike regular Brownian motion, fBm has dependent increments, which means that the current "step" of a fBm is dependent on previous "steps." This dependence is measured on a scale from zero to one and this measure is called the Hurst index, H ∈ (0, 1), named after hydrologist Harold Edwin Hurst for his work in the field of hydrology.
Hurst studied the yearly variance in levels of the Nile river and applied this to the so called R/S statistic, where R is the range of partial sums of the data and S is the sample standard deviation. The R/S statistic should grow like n 1/2 under normal assumptions of independent and identically distributed observations and finite variance, where n is the sample size. Interestingly enough, the Nile data indicated growth of n H , where H ∈ (1/2, 1). Random walk typically yields a growth of n 1/2 , and the scaling limit of random walk in dimension one is Brownian motion.
Hence, it must be the case that the growth n H , with H ∈ (1/2, 1) corresponds to something else [31] . Mandelbrot noticed that while Brownian motion has standard deviation t 1/2 , fractional Brownian motion has a standard deviation of t H , where 0 < H < 1, and thus fBm might be a more appropriate fit for this behavior [32] .
The Hurst index describes the raggedness of the path of the fBm it is associated with, where a value of 1/2 corresponds to non-correlating increments. A value greater than 1/2 correspond to positive correlation. Heuristically speaking, if a process corresponding to a value of H that falls within this range is going up during an interval, then it will likely keep going up in the next interval. On the other hand, values less than 1/2 correspond to negative correlation. Furthermore, if a process that has positively correlated increments has upward growth in an interval, then it will likely move down in the next interval. A useful application of fBm for values of H ∈ (1/2, 1)
is in describing the behavior to prices of assets and volatilities in stock markets [23] . Fractional Brownian motion, written B H (t), is a generalization of Brownian motion, which is a fBm with
Hurst index H = 1/2. It turns out fractional Brownian motions divide into these three very different cases, corresponding to the interval H is associated to. For this reason, we present these cases separately. First, the classical case of Brownian motion when H = 1/2 and then the case when H = 1/2.
In 1940, it was Andrei Kolmogorov, while studying spiral curves in Hilbert space, who first introduced fractional Brownian motion. However, it wasn't until Mandelbrot recognized fBm's significance that he, together with Van Ness, derived many of its important properties in their famous paper [29] in 1968. It was in that paper that fractional Brownian motion was given its name, which comes from its representation as a fractional stochastic integral with respect to Brownian motion. An integral is called stochastic when either the integrator, integrand, or both are stochastic processes, thus making itself a random process as well. A fractional integral is one where we take an α-tuple iterated integral, where α need not be an integer. As we shall show later, a fBm is nothing more than a (H − 1/2)-tuple iterated integral of a regular Brownian motion. In fact, in [29] Mandelbrot and Van Ness describe B H (t), for values of H = 1/2, as being the "fractional derivative or integral of B 1 2 (t)." In Section 2, we present the fractional calculus and discuss some of its definitions. We do this because of its strong relationship and importance to fractional Brownian motion. It is interesting to note that a fBm, B H (t), can be written (as we will show) in terms of the fractional calculus operators defined, and hence we can take full advantage of the properties inherent within the fractional calculus in order to show some properties that fBm exhibits.
We begin in Section 2 by introducing the fractional calculus, from the Riemann-Liouville perspective. In Section 3, we introduce Brownian motion and its properties, which is the framework for deriving the Itô integral. In Section 4 we finally introduce the Itô calculus and discuss the derivation of the Itô integral. Section 4.1 continues the discussion about the Itô calculus by introducing the Itô formula, which is the analogue to the chain rule in classical calculus. In Section 5 we present our formal definition of fBm and derive some of its properties that give motivation for the development of a stochastic calculus with respect to fBm. Finally, in Section 6 we define and characterize a stochastic integral with respect to fBm from a pathwise perspective.
Fractional Calculus
Fractional calculus is a branch of mathematical analysis that unifies the integration operator and differentiation operator of classical calculus as one operator, the differintegral. The differintegral is a single operator depending on a real valued parameter α, where positive values of α correspond to differentiation and negative values of α correspond to integration. Fractional calculus is an extension, or generalization, of the well known classical calculus. It gets its name from the idea that instead of taking integer order derivatives and integrals, what happens when we take fractional (or any real number) orders of differintegrals. As we will see, when we take integer ordered derivatives and integrals of the well defined fractional calculus, we get just that, the classical calculus first derived by Leibniz and Newton. As mentioned above, our interest in fractional calculus within the framework of this paper is due to the fact that fBm can be represented by a fractional stochastic integral. We first begin by introducing the fractional integral, derived from a n-tuple [integer ordered] iterated integral, and express it as a single integral dependent on the parameter n.
Let f be some function on the interval [a, b] , then a multiple integral of f can be expressed by Cauchy's formula for repeated integration:
where x n ∈ [a, b] and n ∈ Z + . This shows nicely the correspondence between the number of integrals we are integrating over the integrand with on the left side of (2.1) with the number in the denominator and the exponent in the integrand on the right side of (2.1). Expressing the repeated integral as in (2.1) gives us the framework to be able to integrate (or differentiate) a function a fraction amount of times. For example, if we wanted to integrate a function one and a half times, we would simply write down 1.5 everywhere we see n, but this causes a problem.
Notice we are computing a factorial dependent on n, which is only defined for positive integers, yet we are interested in taking factorials of any real number (as in the example we just mentioned of 3/2). We will remedy this problem after we give the proof of (2.1), of which we will walk through because it is insightful. We will also revisit some of the ideas in Sections 5 and 6.
Proof. A proof is given by induction. Consider the base case, where n = 2. Then,
by changing the order of integration. Now suppose this is true for n − 1, then by changing the order of integration
Hence by induction, (2.1) is true.
By observing that (n − 1)! = Γ(n), where Γ is the gamma function, and replacing n in (2.1)
with α ∈ R + , we can define the Riemann-Liouville fractional integrals (a detailed derivation can be found in [3] ). This structure allows us take an α-tuple iterated integral of a function f, for any real valued α, hence the name fractional integral (though this is a bit misleading, as we will define this integral for not only real numbers that can be expressed as fractions, but those that can not as well!).
Notice that in (2.2), (t − u)
Similarly, (2.3) can be written as α b− is called right sided. When deriving fractional integrals, we restricted the order of itegration, α ∈ R to be strictly positive. Now, to obtain fractional derivatives, we consider the order α to be negative. However, (2.4) and (2.5) diverge if we replace α ∈ R + with α ∈ R − . So, if we restrict 0 < α < 1, we can define the Riemann-Liouville fractional derivatives of order α.
Furthermore, this case admits what is known as the Weyl representation of the fractional derivatives: 
are called the left-sided and right-sided fractional integrals of order α on the whole real line
Properties of Fractional Integrals and Derivatives
We now present some properties of interest of the well defined fractional calculus.
R is known as the reflection operator. 
and for any g such that
The next definition introduces the fractal integral., which we will revisit in Section 6.
αp < 1, where
It is important to remark that the fractional integrals are well defined for functions f ∈ 
Brownian Motion
Now that we have introduced fractional calculus, our next aim is to discuss Brownian motion, denoted as B(t), and the Itô integral. Brownian motion gets its name from the Scottish botanist Robert Brown, who noticed while looking through a microscope in 1827 that tiny particles seemed to move randomly through water. It wasn't until Albert Einstein published a paper in 1905 that this random movement of particles suspended in a fluid was explained. Whereas
Brownian motion is the actual physical motion of these particles, the Wiener process is the mathematical interpretation of this process. Thus, the Wiener process is synonymous with the standard Brownian motion, the case when B(0) = 0.
As we are building a discussion about fractional Brownian motion and how it is related to fractional calculus, recall that Brownian motion is merely the special case of fBm corresponding to H = 1/2. This classical form of fBm is the only case that exhibits independent increments, hence, when H = 1/2, the correlation of two distinct increments is zero. This separates the generalized fractional Brownian motion into two more categories, the case when H < 1/2 and the case when H > 1/2. In later sections, we will discuss in detail the differences between these two cases, but in this section, we focus on the case when H = 1/2. We begin with a formal defintion.
Definition 6. A Brownian motion starting at a ∈ R is a real valued stochastic process {B(t) :
t ≥ 0} with the following properties:
B(t) has independent increments 3. for all t ≥ 0 and h > 0, B(t + h) − B(t) is normally distributed with expectation zero and variance h

B(t) has continuous trajectories almost surely, i.e. B(t) is a continuous function.
Note that if a = 0, B(t) is called a standard Brownian motion.
Covariance of Brownian motion: E[B(t)B(s)] = min(s, t).
The proof follows from property 2 and 3 in the definition above. Without loss of generality, let 0 ≤ s ≤ t, then
E[B(s)B(t)] = E[B(s)(B(t) − B(s) + B(s))] = E[B(s)(B(t) − B(s))] + E[(B(s))
2 ].
But, by independence of increments and the fact that E[B(t)] = 0 for all t ≥ 0 we have E[B(s)(B(t) − B(s))] = E[B(s)]E[B(t) − B(s)] = 0.
Moreover, since the variance of B(t) is zero for all t ≥ 0, E[B(s) 2 ] = s, and hence
E[B(t)B(s)] = min(s, t). (3.1)
The following two lemmas introduce the self similarity property of a standard Brownian motion, and thus the fractal characteristics it has. Recall that a gaussian distribution is strictly characterized by its mean and covariance, hence, take note that in the following two lemmas,
B(t) and X(t) both have mean zero and variance t.
Lemma 7. If B(t) is a standard Brownian motion, then
for any λ > 0 and t ≥ 0.
Proof. For X(t) to be a Brownian motion, it needs to be a Gaussian process and have the same mean and covariance structure as that of a Brownian motion. First, observe that X(t) has a
Gaussian distribution for any fixed t ≥ 0, since
And thus, X(t) is a Brownian motion.
Lemma 8. If B(t) is a standard Brownian motion, then so is the process
X(t) =        0 t = 0 tB(1/t) t > 0
Proof. For fixed t, X(t) = tB(1/t) clearly has a Gaussian distribution. Also
Hence, X(t) is a Brownian motion.
We can now show that Brownian motion is a martingale. Since by definition we have E[B(t)] = 0, clearly E[B(t)] < ∞.
Moreover, given a filtration {F t : t ≥ 0} and fixing 0 ≤ s ≤ t, we have
E[B(t)|F s ] = E[B(s)|F s ] + E[B(t) − B(s)|F s ] = B(s),
which is enough to show that Brownian motion is indeed a martingale. As we shall later see, the development of the Itô integral takes advantage of the martingale property of Brownian motion. To also note, there are other Stochastic integrals that do not take advantage of this property (i.e. Stratonovich) which lead to different results. This paper focuses on the Itô integral and hence on the properties of Brownian motion and the choices that lead to the Itô integral.
Definition 9.
A process {X(t); 0 ≤ t ≤ T } is said to be Hölder continuous of order α ∈ (0, 1) if
where h > 0 is an appropriate constant. 
Lemma 10. B(t) T = T, where B(t) T is the quadratic variation of the Brownian motion B(t)
over the interval [0, T ].
The proof of this lemma can be found in [9] . For deterministic functions f, such that |f ′ (t)| 2 dt < ∞, the quadratic variation f (t) T is zero, which leads to the traditional definition of the classical Riemann integral. But in this paper, our main concern is characterizing a stochastic integral, where both f (t, ω) and B(t) are random processes. As we shall see in the following section, both the non-zero quadratic variation and the martingale properties of Brownian motion are two of the motivating reasons for the construction of Itô calculus, giving meaning to the Itô integral.
The Itô Integral
For fixed interval [S, T ], let's look at the stochastic integral
where f (t, ω) is a random function defined by the mapping [0, ∞) × Ω → R, restricted such that for any fixed t, the random variable f (t, w) is F t -measurable and B t (ω) is a Brownian motion.
We include ω in the representation of f and B t to show that indeed they are both random functions taking input values ω from a sample space Ω. Note that from now on, we may drop the ω from notation for simplicity and further will write in place of B t (ω) either B t or B(t). 
We want f (t, ω) to be constant, in t, over each subinterval
. Thus e i (ω) is a random variable and independent of t over each respective subinterval. Hence, it clearly follows that for each subinterval
since e i (ω) is independent of t. And hence,
Note that in this case, we let f (t, ω) be a simple process, where we still need to make sense 
which follows from the definition of Brownian motion, i.e. B(t) has independent increments and the expectation of each increment is zero. On the other hand, In fact, as mentioned earlier, Breiman [18] shows that B t is almost surely nowhere differentiable, in particular the total variation of the path is almost surely infinite. Recall that we restricted f (t, ω) to be F t -measurable, so it seems reasonable enough to choose the approximating functions e i (ω) to be F 
is F t -adapted and
It can be shown in [10] that for any function f (t, ω) ∈ V (S, T ), there exists a sequence of simple functions ϕ n (t, ω), such that the Itô integral is defined for functions f (t, ω) as
An outline of the approximation is given here. First, it can be shown that for any f (t, ω) ∈ V (S, T ), there exists a sequence of bounded functions φ n (t, ω) such that
Next, for any bounded function φ(t, ω) ∈ V (S, T ), it can be shown that there exists a sequence of bounded continuous functions ψ n (t, ω) such that
And lastly, for any bounded continuous function ψ(t, ω) ∈ V (S, T ), there exists a sequence of simple functions ϕ n (t, ω) such that
And so we can see, by combining together equations (4.4), (4.5) and (4.6) we get that
This is why in (4.2), we initially chose f (t, ω) to be a simple function e i (ω). In order to finish the discussion on why the limit in (4.3) exists, let's first present some properties of the Itô integral.
Theorem 12.
Let ϕ ∈ V (S, T ) be a random process with continuous sample paths. Then the process T S ϕ(t, ω)dB t is a martingale with respect to the filtration F = {F t : t ≥ 0}.
For the proof we refer to Oksendal in [10] . Now, since (4.1) is shown to be a martingale, we know it must be true that
for all t ≥ 0. To evaluate the variance of (4.1), we need the result of the next theorem, known as the Itô isometry.
Theorem 13. Let f (t, ω) and B t be defined as in (4.1). Then
Proof.
This completes the proof. 
Proof. Let {t 0 , t 1 , ..., t n−1 , t n } be a partition of [0, T ] such that t 0 = 0 and t n = T, and let
], as defined above. Also, to simplify notation, let
First, observe that 
And hence it follows that
Let's return to the definition of the Itô integral given in (4.3) and give reason why the limit exists. By Itô's isometry
Further, since lim n→∞ ϕ n = f (t, ω) and by the triangle inequality, we get
which, by (4.7), tends to zero as n → ∞. Hence the sequence T S ϕ n dB(t) forms a Cauchy sequence in L 2 (Ω, F , P), which is a complete space. Therefore the limit of T S ϕ n dB(t) exists and is an element of L 2 (Ω, F , P). The limit, by definition in (4.3), is the Itô integral. 
B(t i ) whenever t ∈ [t i , t i+1 ]. Let us now check and see if ϕ n (t, ω) is an appropriate approximation
to f (t, ω) as described above. Since the variation of a Brownian motion is equal to the length of the interval, we have
To continue, let M n be defined to be the maximum subinterval length between each t i in our
And so for all i ∈ {0, 1, ..., n − 1}
Summing over all i we get
as n → ∞. Hence, ϕ n (t, ω) is an appropriate approximation for B(t), thus
dB(t).
And so
But, as n → ∞, observe that
And so we have
If B(t) was differentiable, we would simply get that
where does the 1 2 T term come from? It comes from the fact that Brownian motion has non-zero quadratic variation. Remembering that the Itô integral is a martingale, we see that this extra term makes sense because
The Itô Formula
As shown by the example in the previous section, the procedure of computing an Itô integral by finding an approximating sequence satisfying (4.3) can be rather time and work consuming. When calculating the classical Riemann integral, which is defined as the limit of Riemann sums, one takes advantage of the fundamental theorem of calculus and the chain rule, making calculations much easier. In the same vein, it is also desirable to have an Itô integral version of the chain rule. This version is called the Itô formula.
Definition 16. An Itô process is a stochastic process X(t) on (Ω, F , P) of the form
Where ν ∈ V [S, T ], µ is F t adapted and that t 0 ν 2 ds < ∞ and t 0 |µ|ds < ∞ for all t ≥ 0, almost surely.
and f xx (t, x) exist and are continuous. Then, Y (t) = f (t, X(t)) is an Itô process and
Where (dX(t)) 2 = dX(t) · dX(t) is calculated according to the rules
Furthermore, we can see that if X(t) = B(t), we get that
The proof of this can be found in [10] from the Taylor series expansion of f (t, x). 
By integrating we get
Hence,
Fractional Brownian Motion
We now begin our discussion of fBm, as introduced in the Introduction. This process was first introduced by Kolmogorov in [5] . The Hurst index was named by Mandelbrot from the statistical analysis of hydrologist Harold Edwin Hurst, who studied yearly water run-offs of the Nile River over the years 662 to 1469 in [8] . As mentioned, fBm is a generalization of Brownian motion.
But, as will be presented, fBm, whenever H = 1/2, behaves very differently than Brownian motion (when H = 1/2). There are two properties of importance in which fBm with H = 1/2 differs from Brownian motion (H = 1/2), fBm does not have independent increments and it is not a martingale (even more, a semi-martingale!). These characteristics inherent in Brownian motion lead to the construction of the Itô integral. Hence, as we develop the framework for the construction of the stochastic integral w.r.t. fBm, we must approach it differently. The difficulty in this is largely due to the fact that fBm fails to be a semi-martingale (as will be shown). Which, as discussed in [12] , [13] and [15] , presents the major issue of developing a stochastic integral of this type, in that "reasonable" stochastic integration is possible only w.r.t. semi-martingales.
Since fBm is not a semi-martingale, it can be expected that stochastic integrals w.r. 
Stationary increments:
By definition E[B H (t)] = 0 and hence E[a −H B
(H) (at)] = 0 also. Thus to show that both processes have the same probability distribution, it is sufficient enough to show that they both have the same covariance. Let a > 0 and s, t ≥ 0.
And thus fBm is self-similar.
Again, since E[B (H) (t + s) − B
(H) (t)] is clearly zero, it suffices to show that both processes have equal covariance. Let r, s, t, ≥ 0, then
Hence fBm has stationary increments.
E[B
From the self-similarity property of fBm, we get that B H (0) = 0 almost surely. This is shown by taking advantage of that fact that for any a > 0 we get that a0 = 0. Hence
But by property 1,
(by ∼ we mean they have the same law). Moreover
It follows that since this is true for all a > 0, B H (0) = 0 a.s.
Now we know by definition that the mean of fBm is zero. But let's take advantage of the selfsimilarity of fBm and that it has stationary increments to explicitly show that indeed E[B H (t)] = 0 for all t ≥ 0. To show this, we first use the self-similarity of fBm, Let's now explore the correlation between the increments of fBm and use this to present the long-range dependence property of fBm. From (5.1), it is easily shown that
Hence, α > 0 whenever H ∈ (1/2, 1), and so increments of fBm are positively correlated. Furthermore, α < 0 whenever H ∈ (0, 1/2), thus increments of fBm are negatively correlated.
sequence with unit variance. Moreover the covariance function of X(t) is
If H = 1/2 then we get that r(n) = 0 implying that the increments of X(n) are uncorrelated.
But, if H = 1/2, we get that as n tends to infinity
Thus we get
Whenever a process has this property, when
|r H (n)| = ∞, as in case 3, we say that it has long-range dependence.
Proposition 20.
Let H ∈ (0, 1).Sample paths of B H (t) are not differentiable.
Proof. Recall that the definition of the derivative of a function
And that f (x) is differentiable at x 0 if this limit exists. But by the self similarity property of
has the same law as B H (h). Hence, consider the even
Then, we have that
for a decreasing sequence {t n } to zero. Moreover,
Since this is true for any d, it must be the case that the derivative does not exist at any point along any sample path of B H (t).
When two random processes {X(t)} and {Y (t)} satisfy P [X(t) = Y (t) for all t ≥ 0] = 1, we say that one is a modification of the other. It is known that Brownian motion has a modification, the sample paths of which, as discussed in earlier sections, are Hölder continuous almost surely, but, these sample paths are nowhere differentiable. It turns out that this is also true for fractional
Brownian motion for any value of H ∈ (0, 1) as well. To classify just how continuous fBm is, we
give the following Lemma, known as A general version of Kolmogorov's criterion. We will then use this to show that fBm has a modification, in which the sample paths are Hölder continuous. A proof can be found in [25] . Proof. Let 0 < γ < H. Then it follows from the self-similarity of fBm and since it has stationary increments that Consider,
Lemma 21. If a stochastic process {X(t)} satisfies
where B(t) is a standard Brownian motion and
Proof. First, notice that Z(t) is a stochastic integral with respect to a standard Brownian motion like that in (4.1), where f is a deterministic function such that |f (x)| 2 dx < ∞. Hence it must be Gaussian with E[Z(t)] = 0. Moreover, since Z(t) is a Gaussian, we know that it must be strictly characterized by its mean and covariance. Hence, let's show that the covariance of Z(t)
is indeed the same given in (5.1). Observe that
To continue we use the property that if
Thus, by (5.7), we have
where s = tu. Similarly,
Hence, by (5.6), we get
Hence, Z(t) is a fractional Brownian motion with Hurst index H.
Let's continue the discussion of representing B H (t) as a stochastic integral and show how fBm is directly related to the fractional calculus we developed earlier. It was just shown above that if B(t) is a standard Brownian motion on R, then
is a fractional Brownian motion with f (t, s) defined as above. Let H ∈ (1/2, 1) and x < 0 < t, then, for all t ∈ R, we claim that
where 1 [0,t] is the indicator function.
Thus, plugging (5.9) into (5.8), we get
We now continue to informally show how fBm (H = 1/2) is related to Brownian motion (H = 1/2). It is important to remark that we will proceed in a non-rigorous way. We denote the derivative of the standard Brownian motion (a.k.a. white noise) as B ′ (t), even though this derivative does not exist. In doing so, we can heuristically show how fBm is related to Brownian motion. In light of this, by the fractional integration by parts formula (2.10), we get
Furthermore, by using the identity property of fractional calculus, we have
The expression given in (5.10) is then meaningless, considering B ′ (t) does not exist. Although, recall that from Section (2), we can write B ′ (t) as D 1 + B (t) and hence can express (5.10) as
This means that Z(t) can be obtained by integrating B(t) over the real line H − 1/2 times.
Recall that the expression given in (5.11) was derived by assuming the existence of B ′ (t), which in actuality does not exist. Currently there is no theory giving meaning to B ′ (t) and hence making (5.11) meaningless. In conclusion, assuming that we can somehow give some formal meaning to B ′ (t), a fractional Brownian motion with Hurst index H can be obtained by integrating B(t) over the real line H − 1/2 times.
Pathwise Integration for Fractional Brownian Motion
Now that we have developed some elementary properties of fBm, our next aim is to define stochastic integrals of the form 
is continuous, where L 0 (P) is the space of all random variables, with the metrizable topology of convergence in probability.
In other words, if we take an element H from S, which is of the form
where k is finite and H i are bounded F ti -measurable random variables, then by I X acting on H we get the random variable
Moreover, for I X to be continuous, it must be the case that given P a.e. S and for all H ∈ S, if 1. X(t) is a good integrator.
X(t) is a semimartingale.
This theorem explicitly characterizes good integrators as those being semimartingales, thus creating the major difficulty in constructing such an integral with fBm as the integrator. For further discussion on good integrators and the proof of the Bichteler-Dellacherie Theorem please see [27] .
Corollary 28.
Fractional Brownian motion is not a good integrator whenever H = 1/2.
by parts formula. Thus
The convergence of the Riemann-Stieltjes integral on the right side of (6.6) is the same as the convergence of the Riemann sums in the case when f is deterministic in the symmetric integral.
If we have two such stochastic processes as in Definition's 29 and 30 , then the forward integral is related to the symmetric integral as defined earlier. holds provided that at least two of the three terms exist.
On The Link Between Fractional and Stochastic Calculus
Again, in this paper, we are interested in the relationship between fractional calculus and fractional Brownian motion. Indeed, this pathwise approach in defining the stochastic integral exhibits a strong link between the two. To illustrate this link, we follow Zähle in We can also write (7.8) as
Theorem 36. Let
Be a fractional forward process. Suppose g(t, x) ∈ C 2 and let Y (t) = g(t, X(t)). Unlike the case of the Itô stochastic integral with respect to the Brownian motion, the pathwise attempt to define the integral with respect to fractional Brownian motion does not have zero mean. Moreover, there is no easy formula for its variance, where in order to compute the mean and variance of this integral, we need the techniques of the Malliavin calculus, which we will not do here. Furthermore, when H < 1/2, more care is needed in the construction of the pathwise definition of (6.1) as more difficulties arise. One example being, as mentioned earlier, that if H < 1/2, the quadratic variation of B H (t) is infinite, and hence the limit in (6.4) does not even exist. For further details we refer to [1] and [14] .
We have shown that the well known Brownian motion is just a specific case of the fractional Brownian motion, when H = 1/2, thus splitting this generalization into three distinct families.
We first described Brownian motion and its properties in order to develop a stochastic calculus integral with respect to fBm. In this paper we chose to discuss the pathwise approach for its interesting revelations on the link between fractional calculus and fractional Brownian motion.
We refer to Nualart in [23] and Zähle in [30] for further details on this relationship.
