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We use a second-order rotational invariant Green’s function method (RGM) and the high-
temperature expansion (HTE) to calculate the thermodynamic properties, of the kagome-lattice
spin-S Heisenberg antiferromagnet with nearest-neighbor exchange J . While the HTE yields accu-
rate results down to temperatures of about T/S(S + 1) ∼ J , the RGM provides data for arbitrary
T ≥ 0. For the ground state we use the RGM data to analyze the S-dependence of the excitation
spectrum, the excitation velocity, the uniform susceptibility, the spin-spin correlation functions, the
correlation length, and the structure factor. We found that the so-called
√
3×√3 ordering is more
pronounced than the q = 0 ordering for all values of S. In the extreme quantum case S = 1/2 the
zero-temperature correlation length is only of the order of the nearest-neighbor separation. Then
we study the temperature dependence of several physical quantities for spin quantum numbers
S = 1/2, 1, . . . , 7/2. As increasing S the typical maximum in the specific heat and in the uniform
susceptibility are shifted towards lower values of T/S(S + 1) and the height of the maximum is
growing. The structure factor S(q) exhibits two maxima at magnetic wave vectors q = Qi, i = 0, 1,
corresponding to the q = 0 and
√
3×√3 state. We find that the √3×√3 short-range order is more
pronounced than the q = 0 short-range order for all temperatures T ≥ 0. For the spin-spin corre-
lation functions, the correlation lengths and the structure factors, we find a finite low-temperature
region 0 ≤ T < T ∗ ≈ a/S(S + 1), a ≈ 0.2, where these quantities are almost independent of T .
I. INTRODUCTION
One of the most prominent and at the same time chal-
lenging spin models with a frustration induced highly
degenerated classical ground state (GS) manifold is
the kagome Heisenberg antiferromagnet (KHAF) [1–51].
This degeneracy is lifted by fluctuations (order from dis-
order mechanism) [8, 52, 53]. Particular attention has
been paid to the extreme quantum spin-half case [11–
13, 15, 16, 18, 19, 21–35, 37, 38, 46–51]. Although, there
is consensus on the absence of magnetic long-range order
(LRO) the nature of the spin-liquid GS is still under de-
bate. Meanwhile also for spin quantum number S = 1
there is evidence that the KHAF does not exhibit mag-
netic LRO [25, 38–42]. Recently it has been argued that
there is a route to magnetic GS LRO in the KHAF as
increasing the spin quantum number to S ≥ 3/2, see
[25, 38, 43, 45].
Except the theoretical work there is also a large ac-
tivity on the experimental side. Among the S = 1/2
kagome compounds, Herbertsmithite ZnCu3(OH)6Cl2 is
a promising candidate for a spin liquid, see [54–59].
Examples for kagome magnets with higher spin S are
deuteronium jarosite (D3O)Fe3(SO4)2(OD)6 with spin
S = 5/2, see [60], and the recently studied Cr-Jarosite
KCr3(OH)6(SO4)2 with spin S = 3/2, see [61]. Due to
the order from disordermechanism two different coplanar
states may be selected by fluctuations: (i) The so called
q = 0 state with a corresponding magnetic wave vector
Q0 = (2pi/
√
3, 0) (Fig. 1, left), which has a magnetic unit
cell that is identical to the geometrical one. (ii) The so
a1
a2
Figure 1. Illustration of the two most relevant classical
states. Left: q = 0 state with magnetic wave vector Q0 =
(2pi/
√
3, 0). Right:
√
3×√3 state with magnetic wave vector
Q1 = (0, 4pi/3). "+" and "−" symbols denote plaquettes of
different vector spin chirality. The arrows indicate the basis
vectors a1 and a2.
called
√
3×√3 state (Fig. 1, right) with a corresponding
magnetic wave vector Q1 = (0, 4pi/3) which has a three
times larger unit cell, cf. e.g., [21]. Moreover, both states
are characterized by different vector chirality patterns,
see Fig. 1. The selection of one of these states is a subtle
issue and depends on spin quantum number, anisotropy
etc., see, e.g., [8, 25, 38, 46, 62–65]. While for the widely
studied GS properties a plethora of many-body meth-
ods are available, the tool box for the calculation of
finite-temperature properties of highly frustrated quan-
tum magnets is sparse. Here we use two universal ap-
proaches suitable to calculate thermodynamic quantities
of Heisenberg quantum spin systems of arbitrary lattice
geometry, namely the Green-function technique [66–68]
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2and the high-temperature expansion [6, 7, 17, 35, 50, 69–
77].
We study the kagome lattice with antiferromagnetic
(J > 0) nearest-neighbor interaction
Hˆ = J
∑
〈mα,nβ〉
SˆmαSˆnβ , Sˆ
2
mα = S(S + 1), (1)
where the Greek indices (α, β = 1, 2, 3) run over the spins
in a geometrical unit cell (that contains three sites) and
the latin indices n and m label the unit cells given by the
basis vectors a1 = (0, 2) and a2 = (
√
3, 1).
The paper is organized as follows: In Sec. II we briefly
illustrate the applied methods. In Sec. IIIA we describe
the properties of the model at zero temperature, followed
by the discussion of finite-temperature properties of the
model in Sec. III B. In Sec. IV we summarize our findings.
II. METHODS
A. Rotation-invariant Green’s function method
(RGM)
A rotation-invariant formalism of the Green’s function
method was first introduced by Kondo and Yamaji [78] to
describe short-range order (SRO) of the one-dimensional
S = 1/2 Heisenberg ferromagnet at T > 0. They decou-
pled the hierarchy of equation of motions in second order,
i.e., one step beyond the usual random-phase approxima-
tion (RPA) [66, 67, 79] and introduced rotational invari-
ance by setting 〈Sˆzi 〉 = 0 in the equations of motions.
Within this rotation-invariant scheme possible magnetic
LRO is described by the long-range part in the two-
point spin correlators. Furthermore, the approximation
made by the decoupling of higher-order correlators is im-
proved by introducing so-called vertex parameters, see
below. In the following decades the rotation-invariant
Green’s function method (RGM) was further elaborated
to include arbitrary spin S, antiferromagnetic spin sys-
tems including frustrated ones and also more complex
spin-lattices with non-primitive unit cells [12, 15, 16, 80–
103]. At the present time the RGM is a well established
method and has been successfully used in numerous re-
cent publications on the theory of frustrated spin systems
[12, 15, 16, 86–95, 97, 99, 100, 102, 103].
The early papers using the RGM [12, 15, 16] to study
the KHAF were restricted to the spin-1/2 case and used
a simple minimal version of the RGM, see below. In the
present paper we extend the RGM approach to arbitrary
values of the spin quantum number S ≥ 1 and improve
the previous RGM studies going beyond the minimal ver-
sion by introducing one more vertex parameter. More-
over, we provide a more comprehensive analysis of the
thermodynamic quantities by considering, e.g. the tem-
perature dependence of the structure factor and correla-
tion lengths.
The basic quantity that has to be determined
within the RGM is the (retarded) Green’s func-
tion 〈〈Sˆ+qα; Sˆ−qβ〉〉ω, which is related to the dynamic
wavelength-dependent susceptibility 〈〈Sˆ+qα; Sˆ−qβ〉〉ω =
−χ+−αβq(ω). To determine 〈〈Sˆ+qα; Sˆ−qβ〉〉ω we use the equa-
tion of motion (EoM) up to second order,
ω〈〈Sˆ+qα; Sˆ−qβ〉〉ω = 〈[Sˆ+qα, Sˆ−qβ ]−〉+ 〈〈i ˙ˆS+qα; Sˆ−qβ〉〉ω,
ω〈〈i ˙ˆS+qα; Sˆ−qβ〉〉ω = 〈[i ˙ˆS+qα, Sˆ−qβ ]−〉 − 〈〈 ¨ˆS+qα; Sˆ−qβ〉〉ω. (2)
Naturally, for an interacting many-body problem more
complicated (i.e., higher-order) Green’s functions appear
in the EoM. It is in order to mention here that the RPA,
that can be obtained by applying the EoM only once (first
line in Eq. (2)), has the disadvantage that only phases
with magnetic LRO can be described properly, since the
Green’s function is proportional to magnetic order pa-
rameters [66, 67, 79]. In contrast, SRO can be adequately
described by the RGM due to including the next order in
the EoM, see the second line in Eq. (2). The operator ¨ˆS+qα
appearing in second-order contains several combinations
of three-spin operators. These products of three-spin op-
erators are simplified by the decoupling scheme along the
lines of, e.g., [82, 90, 93, 103] which can be sketched as
follows:
Sˆ−A Sˆ
+
B Sˆ
+
C → αABc+−ABSˆ+C + αACc+−ACS+B , (3)
SˆzASˆ
z
BSˆ
+
C →
1
2
αABc
+−
ABSˆ
+
C ,
SˆzASˆ
z
ASˆ
+
B → czzAASˆ+B =
1
2
c+−AASˆ
+
B ,
Sˆ−A Sˆ
+
B Sˆ
+
A → c+−AASˆ+B + λABc+−ABSˆ+A ,
SˆzASˆ
z
BSˆ
+
A →
1
2
λABc
+−
ABSˆ
+
A ,
Sˆ−A Sˆ
+
B Sˆ
+
B → 2λABc+−ABSˆ+B ,
where A 6= B 6= C 6= A are sites of the kagome lat-
tice, c+−AB = 〈Sˆ+A Sˆ−B 〉 and the conservation of total Sz is
implied, i.e., c+zAB = c
−z
AB = 0.
In Eq. (3) two classes of so-called vertex parameters,
αAB and λAB , are introduced to improve the approxima-
tion made by the decoupling. The parameter αAB enters
the decoupling scheme if all sites are different from each
other, see lines 1 and 2 in Eq. (3). In line 3 of Eq. (3) the
correlation 〈Sˆ+A Sˆ−A 〉 is determined by using the sum rule
(operator identity) Sˆ2 = Sˆ+Sˆ− − Sˆz + (Sˆz)2, i.e., due to
〈Sˆz〉 = 0 within the RGM we have 3〈(Sˆz)2〉 = 〈Sˆ2〉 =
〈Sˆ+Sˆ−〉+ 〈(Sˆz)2〉 and finally 〈Sˆ+A Sˆ−A 〉 = 23S(S + 1). The
other class of vertex parameters, λAB , present in lines 4,
5 and 6 of Eq. (3) appears only for S > 1/2 if two sites
coincide and the remaining correlation function cannot
be obtained by an operator identity.
Then the EoM reads
(ω2I− Fq)χ+−q (ω) = −Mq, (4)
3where Mq (moment matrix), Fq (frequency matrix) and
χq (susceptibility matrix) are hermitian 3×3-matrices
and I is the identity matrix. Performing corresponding
calculations as described above the components Mαβq =
〈[i ˙ˆS+qα, Sˆ−qβ ]〉 of the moment matrix are obtained as
Mq = (5)
4Jc1,0
 −2 cos(
√
3qx−qy
2 ) cos(qy)
cos(
√
3qx−qy
2 ) −2 cos(
√
3qx+qy
2 )
cos(qy) cos(
√
3qx+qy
2 ) −2
 .
The elements of frequency matrix of the spin excitations
Fq =
 F 1,1q F 1,2q F 1,3qF 1,2q F 2,2q F 2,3q
F 1,3q F
2,3
q F
3,3
q
 , (6)
are given by
3
2
J−2F 1,1q = 6λ˜1,0 + 6α˜1,1 + 6α˜2,0 + 4S(S + 1) (7)
+3
(
cos
(√
3qx − qy
)
+ cos(2qy) + 2
)
α˜1,0,
3
4
J−2F 2,2q = 3λ˜1,0 + 3α˜1,1 + 3α˜2,0 + 2S(S + 1)
+3
(
cos
(√
3qx
)
cos(qy) + 1
)
α˜1,0,
3
2
J−2F 3,3q = 6λ˜1,0 + 6α˜1,1 + 6α˜2,0 + 4S(S + 1)
+3
(
cos
(√
3qx + qy
)
+ cos(2qy) + 2
)
α˜1,0,
(
√
2J)−2F 1,2q = cos
(
1
2
(√
3qx + 3qy
))
α˜1,0 (8)
− cos
(
1
2
(√
3qx − qy
))(
λ˜1,0 + 3α˜1,0 + α˜1,1 + α˜2,0 +
2
3
S(S + 1)
)
,
(
√
2J)−2F 1,3q = cos
(√
3qx
)
α˜1,0 − cos(qy)
(
λ˜1,0 + 3α˜1,0 + α˜1,1 + α˜2,0 +
2
3
S(S + 1)
)
,
(
√
2J)−2F 2,3q = cos
(
1
2
(√
3qx − 3qy
))
α˜1,0
− cos
(
1
2
(√
3qx + qy
))(
λ˜1,0 + 3α˜1,0 + α˜1,1 + α˜2,0 +
2
3
S(S + 1)
)
,
where we have used the abbreviations
α˜i,j = αi,jci,j , λ˜i,j = λi,jci,j , (9)
and lattice symmetry is used to identify equivalent cor-
relators. The indices i, j indicate lattice sites separated
by the vector Ri,j = ri − rj = ia1/2 + ja2/2, i.e., cij ≡
〈Sˆ+0 Sˆ−Ri,j 〉. Their common eigenvectors |γq〉 and their
eigenvalues (Mq|γq〉 = mγq|γq〉, Fq|γq〉 = ω2γq|γq〉, with
γ = 1, 2, 3) are needed to solve a system of self-consistent
equations. The square-root of the eigenvalues of the fre-
quency matrix Fq can be identified as the branches ωγq,
γ = 1, 2, 3, of the excitation spectrum.
Finally, the dynamic wavelength-dependent suscepti-
bility reads
χ+−qαβ(ω) = −
∑
γ
mγq
ω2 − ω2γq
〈α|γq〉〈γq|β〉 (10)
and the static q-dependent susceptibility is given by
χq = lim
ω→0
1
2nuc
∑
α,β
χ+−qαβ(ω), (11)
where nuc = 3 is the number of sites in the geometric unit
cell. The correlation functions are obtained by applying
the spectral theorem
cmα,nβ =
1
N
∑
q
cqαβ cos(qrmα,nβ), (12)
with
cqαβ =
∑
γ
mγq
2ωγq
(1 + 2n(ωγq))〈α|γq〉〈γq|β〉, (13)
where N is the number of unit cells and n(ωγq) is the
Bose-Einstein distribution function. At the Γ point
(q = 0) the eigenvectors have the very simple form
|10〉 = (1, 0,−1)/√2, |20〉 = (1,−2, 1)/√6, and |30〉 =
(1, 1, 1)/
√
3.
4After straightforward calculations we get
m1q = −12Jc1,0, (14)
m2q = −2Jc1,0(3 +Dq),
m3q = −2Jc1,0(3−Dq),
ω21q = 6J
2(
2
3
S(S + 1) + λ˜1,0 + 2α˜1,0 + α˜1,1 + α˜2,0),
ω22q = J
2(
2
3
S(S + 1) + λ˜1,0 + 2α˜1,0 + α˜1,1 + α˜2,0
−α˜1,0(3−Dq))(3 +Dq),
ω23q = J
2(
2
3
S(S + 1) + λ˜1,0 + 2α˜1,0 + α˜1,1 + α˜2,0
−α˜1,0(3 +Dq))(3−Dq),
D2q = 3 + 2 cos(2qy) + 2 cos(
√
3qx − qy)
+2 cos(
√
3qx + qy).
Obviously, we have one flat band, namely ω1q, and two
dispersive branches ω2q and ω3q, where ω3q is the acous-
tic branch.
The static uniform susceptibility is given by (cf.
Eqs. (10) and (11))
χ0 = lim
q→0
χq = lim
q→0
m3q
2ω23q
(15)
=
−c1,0
J( 23S(S + 1) + λ˜1,0 − 4α˜1,0 + α˜1,1 + α˜2,0)
.
The magnetic correlation length ξQ is ob-
tained by expanding the susceptibility χQ+q =∑
α,β χ
+−
αβQ+q/(2nuc) ≈ χQ/(1 + ξ2Qq2) in the neigh-
borhood of the corresponding magnetic wave vec-
tor Q, see, e.g., [16, 88, 89, 92–95, 99, 102, 103].
While for the q = 0 state the expansion is straight-
forward and yields ξQ0 =
√
Jα1,0χQ0 , the cor-
responding susceptibility for the
√
3 × √3 state
χQ1 =
−c1,0
J( 23S(S+1)+λ˜1,0+2α˜1,0+α˜1,1+α˜2,0)
= m1q/(2ω
2
1q) is
a quotient of two q-independent quantities, cf. Eq. (14).
Having in mind the above relation between ξQ0 and χQ0
and the fact that both quantities would simultaneously
diverge at a transition point to magnetic LRO, see,
e.g., [102, 103], we choose ξQ1 =
√
Jα1,0χQ1 as a
measure of the correlation length related to a possible√
3×√3 ordering. In what follows we will use the term
’correlation length’ for ξQ1 , too. To analyze magnetic
ordering we can use the static magnetic structure factor
S(q) = (1/N)∑i,j〈SˆiSˆj〉 cos(qRi,j), which is related to
cqαβ , cf. Eq. (13).
The final step in the RGM approach is to find as
many equations as there are unknown quantities in the
RGM equations, where except the correlation functions
entering the EoM also the introduced vertex parame-
ters αi,j(T ) and λi,j(T ) have to be determined. Then,
by numerical solution of the resulting system of coupled
self-consistent equations the physical quantities can be
determined. Taking into account all possible vertex pa-
rameters αi,j(T ) and λi,j(T ) would noticeably exceed the
number of available equations. Within the minimal ver-
sion of the RGM one takes into account only one ver-
tex parameter in each class, i.e., αi,j(T ) = α(T ) and
λi,j(T ) = λ(T ). Note that this simple version with only
one α parameter (λ(T ) ≡ 0) was used in the early RGM
kagome papers for the spin-half case, see [12, 15, 16].
This approach is particularly appropriate for ferromag-
nets [78, 82, 88, 89, 91–93, 96, 99, 102, 103], where all
correlation functions have the same sign. However, for
antiferromagnets typically the consideration of one addi-
tional vertex parameter allowing to distinguish between
nearest-neighbor and further-neighbor correlations may
yield a significant improvement of the method, see, e.g.,
[84, 86, 87, 95, 98, 101]. Thus, we set αi,j(T ) = α1(T ),
if (i, j) are nearest neighbors sites, and αi,j(T ) = α2(T ),
if (i, j) are not nearest neighbors sites. (For the mini-
mal version α2 = α1 holds.) Note that in the relevant
equations the vertex parameters λi,j(T ) only appear for
nearest-neighbors sites i and j, i.e., we set consistently
λi,j(T ) = λ(T ).
The required equations to determine all unknown
quantities are as follows: For every unknown corre-
lation function the spectral theorem yields one equa-
tion, cf. Eqs. (12) and (13). Another equation is
given by the sum rule Sˆ2mα = S(S + 1), which de-
termines, e.g., one vertex parameter, say α1. For the
missing two vertex parameters, α2 and λ, we follow
[81, 84, 86, 89, 90, 93, 98, 99, 101, 103] and use the
ansatzes r1(T ) = (α1(T ) − α1(∞))/(λ(T ) − λ(∞)) =
r1(0) and r2(T ) = (α1(T )− α1(∞))/(α2(T )− α2(∞)) =
r2(0), where the values α1(∞) = α2(∞) = 1 and λ(∞) =
1− 3/(4S(S+ 1)) are known and can be verified by com-
parison with the high-temperature expansion, see, e.g.,
[89]. (Note that in the minimal version of the RGM
only one of these two equations, namely r1(T ), has to
be solved, because α1 = α2.) For the vertex parameter
λ(T ) at zero temperature we use the well-tested ansatz
λ(0) = 2−1/S [90, 93, 98, 99]. Last but not least, for the
extended version we determine the additional vertex pa-
rameter α2(0) by adjusting the GS energy to the values
obtained by high-order coupled cluster method (CCM)
[25, 38], which is known to yield precise values for E0,
see, e.g., Fig. 7 in [34].
B. High Temperature Expansion (HTE)
In addition to the RGM, we use a general high tem-
perature expansion (HTE) code, see [35, 75], to discuss
the thermodynamics of the KHAF. We compute the se-
ries of the susceptibility χ0 =
∑
n cnβ
n and the spe-
cific heat C =
∑
n dnβ
n up to order 11. To extend
the region of validity of the power series Padé approxi-
mants are a conventional transformation. These approx-
imants are ratios of two polynomials of degree m and
n: [m,n] = Pm(x)/Qn(x). Furthermore the series of
5-1.8
-1.7
-1.6
-1.5
-1.4
-1.3
-1.2
-1.1
-1
 0  0.5  1  1.5  2
E 0
/ S
2
1/S
minimal
extended
Figure 2. RGM GS energy per site E0/S2 in dependence on
the inverse spin quantum number 1/S (minimal vs. extended
version). Note that E0 for the extended version naturally
coincides with the CCM data of [25, 38].
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Figure 3. RGM GS static uniform susceptibility χ0 in de-
pendence on the inverse spin quantum number 1/S (minimal
vs. extended version).
the correlation functions 〈SˆiSˆj〉 are analyzed up to 11th
order, which we use to consider the static magnetic struc-
ture factor S(q) = (1/N)∑i,j〈SˆiSˆj〉 cos(qRi,j), see, e.g.,
[76]. The structure factor is one of the main outcomes of
neutron diffraction measurements, where the maxima of
the structure factor indicate the favored magnetic order-
ing.
III. RESULTS
In what follows we set the energy scale of the model
(1) by fixing the exchange constant J = 1.
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Figure 4. RGM GS results for the dispersion of the magnetic
excitations ωγq/S (γ = 1, 2, 3) for S = 1/2 (red lines) and S =
3 (blue lines) compared with data of the LSWT (black lines)
along a typical path in the first Brillouin zone (see inset).
LSWT formulas for ωγq/S can be found, e.g., in [65].
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Figure 5. Main: Normalized RGM GS excitation velocity
v(0)/S in dependence on the inverse spin quantum number
1/S. Inset: Position Eflat/S of the flat band in dependence
on the inverse spin quantum number 1/S.
A. Zero-temperature properties
We start with the discussion of the RGM results for
the GS properties using the minimal as well as the ex-
tended (i.e., with CCM input) version of the RGM. In
Fig. 2 we show the GS energy E0/S2 as a function of the
inverse spin quantum number 1/S. It is obvious that the
minimal version leads to significant higher energy val-
ues, where for S = 1/2 the difference is smallest. It
is also obvious, that the minimal version does not yield
the correct classical large-S limit, limS→∞E0/S2 = −1.
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Figure 6. Main: Magnitude of the GS correlation functions
|〈Sˆ0SˆR〉|/S(S + 1) within a range of separation |R| ≤ 6 for
spin quantum numbers S = 1/2, 1 and 7/2. Inset: Compari-
son of 〈Sˆ0SˆR〉/S(S + 1) of the minimal and extended version
of the RGM for S = 1/2 (nearest-neighbor correlation not
included).
Thus, we conclude that the minimal version is only ap-
plicable for small values of S. This conclusion is sup-
ported by the data for the static uniform susceptibility
χ0 shown in Fig. 3. In what follows (i.e., figures subse-
quent to Fig. 3), we therefore focus on the discussion of
the results obtained by the extended version, i.e., unless
stated otherwise, all data presented below belong to the
extended version. Now we discuss the excitation spec-
trum shown in Fig. 4. We mention first, that in linear
spin-wave theory (LSWT) ωγq/S is independent of S, the
flat band ω1 is exactly at zero energy and the two dis-
persive branches, ω2q and ω3q, are degenerate [65]. The
RGM provides an improved description of the excitation
energies. The flat band is of course also present, but its
position Eflat depends on S, where Eflat/S decreases al-
most linearly with 1/S down to Eflat/S = 0 as S → ∞,
see inset of Fig. 5. Moreover, the degeneracy of ω2q and
ω3q is lifted and there is a noticeable dependence of the
dispersive branches on S. In particular, in the extreme
quantum case S = 1/2 the dispersion relations deviate
strongly from the LSWT. As increasing S the RGM data
approach the LSWT result.
The GS excitation velocity v corresponding to the lin-
ear expansion of the lowest branch ω3q around the Γ
point is given by v2 = ( 23S(S + 1) + λ˜1,0− 4α˜1,0 + α˜1,1 +
α˜2,0). The LSWT result is vLSWT =
√
3S. Numerical
data for v are shown in Fig. 5. While in LSWT v/S is
independent of S, within the RGM there is a noticeable
dependence of v/S on S.
Let us turn to the spin-spin correlation functions
〈Sˆ0SˆR〉. In Fig. 6, main panel, we show all non-
equivalent GS correlators 〈Sˆ0SˆR〉/S(S + 1) up to a sep-
aration R = |R| = 6 for some selected values of S using
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Figure 7. RGM GS correlation lengths corresponding to q = 0
(ξQ0) and
√
3×√3 (ξQ1) ordering.
a logarithmic scale for |〈Sˆ0SˆR〉|/S(S + 1). In the inset
we compare the minimal with the extended version for
S = 1/2 without using a logarithmic scale. Note that
the presented data for the minimal version correspond
to the results of Bernhard, Canals and Lacroix [15]. In
accordance with Figs. 2 and 3 for S = 1/2 the difference
between the minimal and the extended version are not
tremendous but noticeable. Since for a certain separation
|R| non-equivalent sites exist, more than one data point
can appear at one and the same separation |R|. The data
suggest that the overall decay of ln |〈Sˆ0SˆR〉/S(S + 1)|
seems to be linear, thus indicating an exponential de-
cay of the correlators. It is also obvious, that the decay
is faster the lower the spin quantum number S. This
observation from Fig. 6 is in agreement with results for
the correlation lengths ξQ0 (corresponding to q = 0 or-
dering) and ξQ1 (corresponding to
√
3 × √3 ordering),
shown in Fig. 7 (for the definition of ξQ0 and ξQ1 see
Sec. II A). In the extreme quantum spin-half case the
correlation lengths are of the order of one lattice spac-
ing as expected in a spin liquid. That is in agreement
with known results, e.g., obtained by large-scale density-
matrix renormalization-group (DMRG) studies [37]. The
RGM data then indicate a power-law increase of both,
ξQ0 and ξQ1 , with increasing S, see Fig. 7. We find
ξQ1 > ξQ0 for all S, but the difference of both corre-
lation lengths is small.
Now we discuss the GS static magnetic structure factor
S(q). In Fig. 8 we show an intensity plot of S(q)/S(S+1)
using an extended Brillouin zone, see panel (a) and cf.
also [37]. For S = 1/2 we find the typical pattern [23, 30,
37], i.e., the intensity is concentrated along the edge of
the extended Brillouin zone, where S(q) remains small
even at the magnetic q-vectors Q0 and Q1 related to the
q = 0 and
√
3×√3 states. This smooth shape of S(q) is
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Figure 8. RGM GS structure factor S(q)/S(S+1). (a) Brillouin zones: the solid and dashed lines show the first and extended
Brillouin zones; the red (black) circles indicate the expected maxima for a classical
√
3 × √3 (q = 0) state. (b) S = 1/2, (c)
S = 7/2.
 0
 0.5
 1
 1.5
 2
 2.5
Γ Q1 Q0 Γ
S q
/S
(S
+1
)
q
S=1/2
S=7/2
Γ
Q1
Q0
Figure 9. Normalized RGM GS structure factor S(q)/S(S+
1) along the path Γ→ Q1 → Q0 → Γ (see inset) for S = 1/2
and S = 7/2.
related to the fast decay of the spin-spin correlations, see
Fig. 6. As increasing S the structure factor develops a
more pronounced shape, and pinch points, typical for the
classical KHAF [21], emerge between triangular shaped
areas of large intensity, see Fig. 8c. This observation is
also obvious from Fig. 9, where we show the structure
factor along a prominent path in the extended Brillouin
zone. As indicated by Figs. 8 and 9, we find that for all
values of S the relation S(Q1) > S(Q0) holds. Together
with the data for the correlation lengths ξQ0 and ξQ1
(Fig. 7) we may conclude that
√
3 ×√3 SRO is favored
in agreement with previous investigations [8, 25, 62–64].
From the static GS properties reported above we con-
clude that, although the magnetic SRO with
√
3 × √3
symmetry becomes more and more pronounced with in-
creasing S, within the RGM approach no magnetic LRO
for the spin-S KHAF is found. We may compare this
finding with known GS results obtained by other meth-
ods. Note, however, that for S > 1 data to compare with
are extremely rare. We mention first that within the
LSWT the quantum correction of the sublattice magne-
tization always diverges due to the zero-energy flat band,
see, e.g., [64]. As briefly discussed in the introduction,
more sophisticated GS methods such as the CCM and
the DMRG yield evidence that for S = 1 semiclassi-
cal magnetic LRO is also lacking [25, 38–42]. On the
other hand, recent results obtained by CCM, tensor net-
work approaches, and series expansion indicate weak GS√
3 × √3 LRO for S = 3/2 [25, 38, 43, 45]. Previous
experience in applying the RGM on frustrated quantum
antiferromagnets, see, e.g., [16, 83, 86, 95, 97] and refer-
ences therein, indicate, however, that the implementation
of rotational invariance by setting 〈Sˆzi 〉 = 0 in the equa-
tions of motions may overestimate the tendency to melt
semiclassical GS magnetic LRO in RGM calculations.
B. Finite-temperature properties
In what follows, as a rule we will present the tem-
perature dependence of physical quantities using a nor-
malized temperature T/S(S + 1). This choice ensures
a spin-independent behavior of the physical quantities
at large temperatures [75]. Moreover, we mention again
8that (unless stated otherwise) we present RGM data for
the extended version using CCM input (see above).
1. Spin-spin correlation functions, specific heat and
uniform susceptibility
We start with the discussion of the temperature de-
pendence of short-range spin-spin correlation functions
〈Sˆ0SˆR〉. We show the absolute values in Fig. 10, main
panel, for S = 1/2, 1, and 7/2. (Note that the NN
correlation is antiferromagnetic, whereas the NNN and
NNNN correlation functions are ferromagnetic.) We find
that there is a low-temperature region T/S(S + 1) . 0.1
where the presented correlation functions are almost tem-
perature independent. This region is largest for the ex-
treme quantum case S = 1/2. It is also obvious that for
T/S(S + 1) < 1 the magnetic SRO becomes more pro-
nounced as increasing S (cf. also Fig. 6). On the other
hand, for T/S(S + 1) > 1 the curves for various S prac-
tically coincide. In the inset of Fig. 10 we compare the
two versions of the RGM (minimal and extended) as well
as the HTE series for S = 1/2. Obviously, both versions
of the RGM agree well with each other. Note, however,
that this statement does not hold for larger values of S,
cf. the discussion in Sec. III A. The HTE approach for
correlation functions is also in good agreement with the
RGM data down to T ∼ 0.4.
Now we turn to the specific heat. For the extreme
quantum case S = 1/2 various methods provide indica-
tions for an additional low-temperature peak at about
T = 0.1 [7, 9, 10, 13, 17, 20, 36, 44] due to a set of
low-lying singlet states. However, instead of a true max-
imum a shoulder-like hump may characterize the low-T
profile of C(T ) [17, 51]. It is an open question whether
for S > 1/2 such a feature is still present. Our RGM
approach does not show any unconventional feature in
the temperature profile of the specific heat at low T for
S = 1/2 and S = 1, cf. Fig. 11. For S > 1 a weakly
pronounced shoulder-like hump emerges (see the inset of
Fig. 11). We argue, that our RGM approach is not able
to detect the subtle role of low-lying excitations relevant
for the low-temperature physics of the KHAF in the ex-
treme quantum limit of small spin S. On the other hand,
in the limit of large S the RGM data seem to approach
the classical Monte-Carlo data [2, 14] reasonably well.
The temperature dependence of the static uniform
susceptibility χ0 for spin quantum numbers S =
1/2, 1, . . . , 7/2 is shown in Fig. 12. Similar as for the
specific heat there is a well-pronounced tendency to shift
the typical maximum in χ0(T ) towards lower values of
T/S(S+1) and to enlarge the height of the maximum as
increasing S. Again, in the limit of large S the RGM data
seem to approach the classical Monte-Carlo data [5, 14]
reasonably well. The fact that χ0(T = 0) is finite, cf.
also Fig. 3, is in favor of a vanishing gap to magnetic ex-
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Figure 10. Main panel: Magnitude of the normalized spin-
spin correlation functions |〈Sˆ0SˆR〉|/S(S + 1) as a function of
the normalized temperature T/S(S + 1) (logarithmic scale)
for spin quantum numbers S = 1/2, 1, and 7/2 (NN – near-
est neighbors; NNN – next-nearest neighbors; NNNN – next-
next-nearest neighbors along two J1 bonds). Inset: Mag-
nitude of the spin-spin correlation functions |〈Sˆ0SˆR〉| for
S = 1/2 as a function of the temperature T (linear scale):
Comparison of the extended (solid) and minimal (dashed)
versions of the RGM as well as the 11th-order HTE with sub-
sequent Padé (dashed-dotted).
citations. There is an ongoing controversial discussion of
the gap issue for the S = 1/2 KHAF [27–30, 32, 47, 49].
However, we do not claim, that our approach is accurate
enough at low temperatures in the quantum limit of small
S to provide reliable statements on the very existence of
an excitation gap.
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Figure 11. Main: Specific heat C for various values of the
spin quantum number S as a function of the normalized tem-
perature T/S(S + 1). The Monte-Carlo data for the classical
limit are taken from [5, 14]. Inset: Low-temperature behavior
of C using an enlarged scale.
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Figure 12. Uniform static susceptibility χ0 for various values
of the spin S as a function of the normalized temperature
T/S(S + 1). The Monte-Carlo data for the classical limit are
taken from [14].
2. Structure factor and correlation lengths
To get more insight in the magnetic ordering of the
KHAF at finite temperatures we investigate the struc-
ture factor and the correlation lengths. Some information
on magnetic SRO has already been provided in Fig. 10.
First we show in Fig. 13 an intensity plot of the static
structure factor S(q)/S(S + 1) for S = 1/2 and S = 3
for T/S(S + 1) = 1.3 and compare RGM and HTE. The
overall impression is that the RGM and HTE approaches
yield very similar intensity plots of S(q)/S(S + 1). The
characteristic hexagonal bow-tie pattern (i.e., the inten-
sity is concentrated along the edge of the extended Bril-
louin zone), which was found at T = 0, cf. Fig. 8, is still
present at T/S(S + 1) = 1.3.
Next we show in Fig. 14 the static structure factor
S(q)/S(S + 1) along the path Γ → Q1 → Q0 → Γ for
S = 1/2 and S = 7/2 for T/S(S + 1) = 1.5 (RGM and
HTE) and T = 0 (only RGM, see also Fig. 9). Obvi-
ously, the temperature T/S(S + 1) = 1.5 is already large
enough, such that all four curves are very close to each
other. Although, the weakening of magnetic ordering by
thermal fluctuations is evident, the overall shape of the
finite-temperature curves is similar to the GS curves, es-
pecially the maxima at Q1 (
√
3 × √3 state) and at Q0
(q = 0 state) are still present, and S(Q1) > S(Q0).
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Figure 13. Intensity plot of the normalized structure factor
S(q)/S(S + 1) within the first and extended Brillouin zones
[cf. Fig. 8(a)] for S = 1/2 and S = 3 at T/S(S + 1) = 1.3
(left: 9th order HTE, right: RGM). The red (black) circles
indicate the expected maxima for a classical
√
3×√3 (q = 0)
state.
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Figure 14. RGM and HTE data for the normalized structure
factor S(q)/S(S + 1) along the path Γ→ Q1 → Q0 → Γ for
S = 1/2 and S = 7/2 at T/S(S + 1) = 1.5. For comparison
we also present RGM data for T = 0 (dashed-dotted lines).
In experiments, often neutron scattering on pow-
der samples are performed, see, e.g. [57]. Hence,
we also present the powder-averaged structure factor
Sav(|q|)/S(S + 1), i.e., we integrate over all points at
equal q = |q|. We show HTE data for Sav(|q|)/S(S + 1)
for S = 1/2 and S = 7/2 at various temperatures in
Fig. 15. The first broad maximum at |q| ∼ 4.36 cor-
responds to short-ranged antiferromagnetic correlations
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Figure 15. Normalized powder-averaged structure factor
Sav(|q|)/S(S + 1) for spin S = 1/2 (solid lines) and S = 7/2
(dashed lines) using HTE of 9th order.
and its position is in good agreement with experiments
on Herbertsmithite [57]. (Note that the separation of NN
copper ions in Herbertsmithite is a = 3.4Å, here we use
a = 1.) While the influence of T on the height of the
maxima in Sav(|q|) is recognizable, the position of the
maxima is almost independent of T . Thus, from Fig. 15
and Fig. 14 one can conclude that the type of magnetic
SRO found at pretty high temperatures T/S(S + 1) > 1
indicate a possible magnetic ordering at low tempera-
tures.
Last but not least we discuss the temperature depen-
dence of the structure factors at the magnetic wave vec-
tors Q0 (q = 0 state) and Q1 (
√
3 × √3 state) and
of the corresponding correlation lengths ξQ0 and ξQ1 ,
see Figs. 16 and 17. First we note that the
√
3 × √3
SRO is more pronounced than the q = 0 SRO for all
temperatures T ≥ 0, i.e., S(Q1)|T > S(Q0)|T and
ξQ1(T ) > ξQ0(T ) (cf. also Figs. 7 and 9 for the GS).
As increasing S the SRO becomes more distinct. Only
at temperatures T/S(S + 1) & 1 the curves for dif-
ferent S collapse to one universal curve, cf. [35]. At
low temperatures T < T ∗ we find a plateau-like behav-
ior in the correlation lengths and the structure factors,
ξQi |T<T∗ ≈ ξQi |T=0 and S(Qi)|T<T∗ ≈ S(Qi)|T=0. The
region of almost constant correlation lengths and struc-
ture factors is largest for S = 1/2 and it shrinks no-
ticeably as increasing S approaching zero in the classical
limit (limS→∞ T ∗/S(S + 1) = 0). To define a reasonable
estimate of T ∗ we chose that value of T , where corre-
lation lengths and the structure factors reach p = 99%
of its GS values. The corresponding data are shown in
Fig. 18. We mention that for the correlation lengths the
relation T ∗ = a/S(S + 1) describes the plotted behavior
accurately, where a = 0.2 for p = 99%. (Note that the
prefactor a increases only slightly to a = 0.28 as chang-
ing p to p = 95%.) We may argue that below T ∗ the
quantum fluctuations are more important than thermal
fluctuations.
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Figure 16. RGM data for the normalized structure factor
S(Qi)/S(S + 1) at the magnetic wave vector Qi (dashed -
Q0; solid - Q1) for various values of the spin S as a function
of the normalized temperature T/S(S + 1).
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IV. SUMMARY
We use two methods to discuss the thermodynamic
properties of the kagome Heisenberg antiferromagnet
with arbitrary spin S, namely the rotational invari-
ant Green’s function method (RGM) and the high-
temperature expansion (HTE). Within the RGM we con-
sider GS as well as finite-temperature properties, whereas
the HTE is restricted to T/S(S + 1) & 1. Within
the RGM approach the model does not exhibit mag-
netic LRO for all values of S. In the extreme quantum
case S = 1/2 the zero-temperature correlation length
ξ(T = 0) is only of the order of the nearest-neighbor sep-
aration. As increasing S the correlation length ξ(T = 0)
grows according to a power-law in 1/S. We found that
the so-called
√
3 × √3 SRO is favored versus the q = 0
SRO for all values of S. It is worth mentioning that other
methods specifically designed for the GS [25, 38, 43, 45]
indicate that GS LRO may appear for S ≥ 3/2. As
known from previous studies the rotational invariant de-
coupling in the RGM scheme may overestimate the ten-
dency to suppress magnetic order, cf. [16, 83, 86, 95, 97]
and references therein.
As typical for two-dimensional Heisenberg antiferro-
magnets, the specific heat and the uniform susceptibility
exhibit a maximum related to the size of the exchange
coupling J . For both quantities, with growing S this
maximum moves towards lower values of T/S(S+1) and
its height increases. In the limit of large S the RGM data
approach the classical curves.
The structure factor S(q) shows two maxima at mag-
netic wave vectors q = Qi, i = 0, 1, corresponding to the
q = 0 and
√
3 × √3 state, where S(Q1) > S(Q0) holds
for all values of S and all temperatures T ≥ 0. In a finite
low-temperature region T < T ∗ ≈ a/S(S + 1), a ≈ 0.2,
the magnetic SRO is quite stable against thermal fluc-
tuations, i.e., the correlation lengths and the structure
factors S(Q1) and S(Q0) are almost independent of T .
The powder-averaged structure factor S(|q|) exhibits a
broad maximum related to short-ranged antiferromag-
netic correlations and its position is in good agreement
with experiments on powder samples of Herbertsmithite
[57].
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