Abstract-A class of multiscale stochastic models based on scalerecursive dvnamics on trees has recentlv been introduced. These models Proof: By Theorem 2, ~( s , F ) is a TFS-SBR transfer function.
I. INTRODUCTION
V. CONCLUSION In this note, we have considered a version of the NP interpolation problem. We have obtained conditions which guarantee a TFS solution. We have formulated two smaller NP interpolation problems and have shown that they can be solved in parallel. We have reduced the solvability condition in terms of the solvability conditions for these two smaller problems. The immediate gain here is the reduction in the verification process and hence the computer time. We have used the solutions obtained from these two smaller problems and have constructed a solution which can become arbitrarily close in the H,-norm to the solution of the original NP problem. The results of this note should prove useful both from the computational standpoint as well as in the areas such as robust stabilization problem for TFS systems. REFERENCES P. Delsarte, Y. Genin, and Y. Kamp, "On the role of the Nevanlinna-Pick problem in circuit and system theory," Int. J. Circuit Theory Appl., vol. 9, pp. 177-187, 1981 . B. A. Francis and G. Zames, "On the optimal sensitivity theory for SISO feedback systems," IEEE Trans. Automat. Contr., vol. AC-29, pp. B. C. Chang and J. J. B. Pearson, "Optimal disturbance reduction in linear multivariable systems," IEEE Trans. Automat. Contr., vol. AC-29, pp. 880-887, 1984 . H. Kimura, "Robust stabilizability for a class of transfer functions," IEEE Trans. Automat. Contr., vol. AC-29, no. 9, pp. 788-793, 1984 . P. P. Khargonekar and A. Tannenbaum, "Non-Euclidean metrics and the robust stabilization of systems with parameter uncertainty," IEEE Trans. Automat. Contr., vol. AC-30, no. 10, pp. 1005 AC-30, no. 10, pp. -1013 AC-30, no. 10, pp. , 1985 , 1990. 9-16, 1984. A class of multiscale models describing stochastic processes indexed by the nodes of a tree has recently been introduced in [l], [2] . These models can be used to capture a surprisingly rich class of physical phenomena. For instance, experimental results in [2] illustrate that they can be used to model the statistical self-similarity exhibited by stochastic processes with generalized power spectra of the form l / f " , and in [3] we describe how they can be used to represent any 1-D Markov process or 2-D Markov random field. Moreover, this class of models leads to efficient algorithms for estimation and likelihood calculation and as a result provides a useful framework for a variety of signal and image processing problems [l] , P I , [41-[61. Knowledge of the error statistics of smoothed estimates of such processes is essential for the development of a number of important new applications, including for instance so-called mapping problems [7] , the multiscale counterpart to the model validation problem in [8],
and certain oceanographic problems [9] . Several such applications have been developed in the context of 1-D Gauss-Markov models by exploiting relatively recent results that show that the smoothing error processes associated with Gauss-Markov models are themselves Gauss-Markov processes [7] , [8] , [lo] , [ll] .' In this paper, we derive a dynamic model for the smoothing error process associated with multiscale stochastic models. In particular, we show that the smoothing error is itself a multiscale stochastic process with parameters that can be explicitly computed. These results generalize previous results for Gauss-Markov processes, since these processes correspond to a degenerate form of the multiscale models, and provide the necessary framework for applications such as those mentioned above. This paper is organized as follows. In Section I1 we briefly review the class of multiscale stochastic models of interest here and the scale-recursive estimation algorithm associated with them. In Section 111 we derive a multiscale model for the smoothing error process.
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MULTISCALE STOCHASTIC MODELING AND OPTIMALESTIMATION
The models presented in this section describe multiscale Gaussian stochastic processes indexed by nodes on a tree. A qth order tree is a pyramidal structure of nodes connected such that each node of the tree has q offsprhg (see Fig. 1 ). We denote nodes on the tree with an abstract index s, and define an upward (fine-to-coarse) shift operator 7 such that ST is the parent of node s. We also define a corresponding set of downward shift operators el,. . . , mq such that SQI , . . . , say are the offspring of node s. In addition, we denote the set of nodes on the tree as 7 and the set of nodes that includes node s and a11 of its descendants as I,, i.e., I, = {ala = s or a is a descendant of s}. Also, the complement of 7, is denoted 7;. and w ( a ) are independent if s # a, and independent of the initial condition ~( 0 ) . The class of models (1) has a statistical structure that can be exploited to develop efficient signal processing algorithms. In particular, note that any given node on the qth-order tree can be viewed as a boundary between q + 1 subsets of nodes ( q corresponding to paths leading towards offspring and one corresponding to a path leading towards a parent). An important property of the model (1) is that, conditioned on the value of the state at any node, the values of the state corresponding to the q + 1 subsets of nodes are independent. This fact is the basis for the development in [l], [2] of an algorithm for computing smoothed estimates of s ( s ) based on noisy measurements y ( s ) E R ' of the form (2) where ~( s ) -.2'(0. I?(.?)), and is independent of both w ( s ) and ~( 0 ) .
The algorithm for computing the smoothed estimates of .r(.q) is a generalization to qth-order trees of the well-known Rauch-Tung-Striebel algorithm for smoothing 1 -D Gauss-Markov processes. We briefly review the multiscale smoothing algorithm next, and then derive a model for the error associated with the smoothed estimates.
We denote the set of states defined at nodes in I, as S,, i.e., S, = {.r(o-)I~ E Z}, and similarly I; = { y ( o -) J a E 'L}. The set of measurements in the subtree strictly below s is denoted Y : , i.e., 1-7 = {y(cr)lo is a descendant of s}. We also define i(.s(I') as the expected value of .T( s) given measurements in the set I' and the corresponding error covariance as P( ~1 1~) . for every s at this finest scale we set .?(slli+) to zero and P (s(I;+) to the solution at the finest level of the tree of the Lyapunov equation: 
P ( s ) = A ( s ) P ( s~) A T ( x ) + B ( s ) B T ( s )
with the measurement equation again given by (Z), and where
F ( s ) = P(sT)AT(s)P(s)-' and E[V(s)EiT(s)] = P ( s 7 ) -P(s~)A~(s)P(s)-'il(s)P(s?) Q ( s )
, we compute the fine-tocoarse predicted estimates:
.?(SlY,,*) = F(scr, ).?(sQtlY<kt) 
. (10) (9)
We assume here that P ( s ) and P(s7lI>) are invertible for all s SO that the upward model given by (6) and the merge operation given by (9), (10) are well-defined. As discussed at the end of the next section, this restriction can be removed. The recursion given by the update, predict and merge equations proceeds up the tree until one obtains the smoothed estimate of the root node, .?(Olkb). This estimate initializes a downward sweep in which .?(slIb) is computed according to (12) (1 1)
(13)
Note that (12) characterizes the smoothing error covariance at any given lattice site s, but does not provide information about the correlation structure of the error process. The goal in the next section is to provide a multiscale model for the smoothing error process, i.e., to show that the error satisfies a recursion of the form (l), and to calculate the associated model parameters. This then provides the complete statistical characterization of the smoothing error that we seek. I from n to s ' ; and using the upward dynamics (6) and downward dynamics (1) 
J ( s ) = P ( s p ; ) F T ( s)P-'( s7)I;).
MULTISCALE SMOOTHING ERROR MODELS
The first equality in (16) follows from (15), the second from the orthogonality of p c , s i to s(sl;) and EL, and the last from the orthogonality of pc s i to s ( a ) and I.',. Now, using the upward dynamics (6), the upward sweep prediction equation (7), and standard linear least squares formulas we can write (17) .?(Slys) = J(S 
Next, note that the independence of t i , ( s ) and {.?(nlE;)ln E r} implies that t C ( s ) is also independent of the residual information about .r(s) that is contained in the set of all available measurements YO, but not contained in 1;. In particular, at each node in c, a residual component vs ( n ) that is orthogonal to the measurements in the set I', can be defined as Finally, noting that (21) and then subtracting (20) from (17) results in (22) which is a multiscale model for the smoothing error of precisely the same form as (1). This model is, of course, consistent with the error covariance computation in (12). In particular, using the Lyapunov equation for (22) we obtain P(slEb) = J(s)P(sqIo)JT(s) + P(S1EL) -P( slE:)FT ( s ) P -l ( sl;(E', ) F ( s ) P ( S l l ' J ) = P(sIIL) + J(s)[P(.sTJE~) -P(s'TJEL)]JT(s). (23) In addition, on first-order trees, the model (1) reduces to a standard Gauss-Markov model, and hence (22) generalizes to qth-order trees the corresponding 1-D time-series result. The derivation here is related to, but is in fact substantially simpler than, the derivation based on backwards prediction error models in [8].
Finally, we note that it is possible to derive a multiscale smoothing error model without assuming invertibility of P ( s ) and P(.sTIIr,). 
