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Scalar and gravitational perturbations on Kerr–anti–de Sitter (Kerr-AdS) black holes have been
addressed in the literature and have been shown to exhibit a rich phenomenology. In this paper, we
complete the analysis of bosonic fields on this background by studying Maxwell perturbations, focusing on
superradiant instabilities and vector clouds. For this purpose, we solve the Teukolsky equations
numerically, imposing the boundary conditions we have proposed in [1] for the radial Teukolsky equation.
As found therein, two Robin boundary conditions can be imposed for Maxwell fields on Kerr-AdS black
holes, one of which produces a new set of quasinormal modes even for Schwarzschild-AdS black holes.
Here, we show these different boundary conditions produce two different sets of superradiant modes.
Interestingly, the “new modes” may be unstable in a larger parameter space. We then study stationary
Maxwell clouds that exist at the threshold of the superradiant instability, with the two Robin boundary
conditions. These clouds, obtained at the linear level, indicate the existence of a new family of black hole
solutions at the nonlinear level, within the Einstein-Maxwell-AdS system, branching off from the Kerr-
Newman-AdS family. As a comparison with the Maxwell clouds, scalar clouds on Kerr-AdS black holes
are also studied, and it is shown there are Kerr-AdS black holes that are stable against scalar, but not vector,
modes with the same “quantum numbers”.
DOI: 10.1103/PhysRevD.93.064066
I. INTRODUCTION
The global structure of asymptotically anti–de Sitter
(AdS) spacetimes allows interesting novel features, as
compared to asymptotically flat spacetimes. For instance,
when a rotating black hole (BH) exists in the bulk of an
asymptotically AdS spacetime, superradiant instabilities
(see the recent review [2]) can be triggered by a massless
field, in contrast to the asymptotically flat case wherein
such instabilities only arise for massive fields. Superradiant
instabilities occur for a bosonic field wave, with the
time/azimuthal dependence e−iωtþimϕ, impinging on a
Kerr-AdS BH with angular velocity ΩH, when the con-
dition ReðωÞ < mΩH is satisfied, yielding an amplified
scattered wave. The amplified wave can be reflected at the
AdS boundary, and the wave bounces back and forth
between the BH and the AdS boundary, leading to the
instability [3–8].
Superradiant instabilities of Kerr-AdS BHs triggered by
both scalar [6] and gravitational fields [7] have already
been discussed. Here we shall consider Maxwell perturba-
tions of the Kerr-AdS background, which remained, hith-
erto, unaddressed.1 Central to this analysis are the boundary
conditions to be imposed. Early perturbation studies of spin
fields on Schwarzschild-AdS BHs imposed field vanishing
boundary conditions; see e.g. [11], within the Regge-
Wheeler formalism. In Kerr-AdS BHs, on the other hand,
perturbation equations for spin fields can only be separated
and decoupled in the Teukolsky formalism; then imposing
boundary conditions becomes a trickier problem. Even in a
simpler Schwarzschild-AdS BH, it is not clear, in general,
how to produce the same results both in the Regge-Wheeler
formalism and in the Teukolsky formalism.
A new perspective on the issue of boundary conditions in
asymptotically AdS spacetimes was recently put forward
[1]. We have proposed the following simple principle: the
physical boundary conditions that should be imposed on
perturbations of asymptotically AdS spacetimes should
require the energy flux to vanish at the AdS boundary.
As shown in an Appendix herein, this requirement also
implies the vanishing of the angular momentum flux at the
AdS boundary. Applying this principle to Maxwell per-
turbations on Schwarzschild-AdS BHs, we have observed
in [1] the existence of two sets of quasinormal modes, one
of which had not been discussed in the literature. As a
sequel of [1], here we shall apply the two sets of boundary
conditions obtained therein to Maxwell perturbation on
Kerr-AdS BHs. The inclusion of rotation leads to new
physical phenomena that we shall explore.
The first goal of this paper is to address superradiant
instabilities triggered by the Maxwell field on Kerr-AdS
BHs. To achieve it, we use both an analytical matching
scheme as well as a numerical method to explore the
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problem. The former method provides an intuitive way to
understand how these two boundary conditions produce
different instabilities, in the small BH and slow rotation
regime. The latter method provides a technique to under-
stand the problem in a larger region of the parameter space.
We find that Maxwell fields can trigger stronger instabil-
ities than scalar fields [6] in the superradiant regime, for
both boundary conditions.
The second goal of this paper is to study vector clouds on
Kerr-AdS BHs. Stationary clouds [12] are bound state
solutions of test fields on a rotating background, at linear
level. They exist at the threshold of the superradiant
instabilities triggered by that test field. Recently, a consid-
erable number of studies of such clouds has appeared in the
literature, mostly in asymptotically flat spacetimes [12–26],
but also in asymptotically AdS spacetimes [5,7].2 Most of
these studies have addressed scalar field clouds3 (even
though marginal clouds [30] have been considered for a
Proca field [31] in a charged BH background). Here we
perform a study of Maxwell clouds, which can exist around
rotating BHs in asymptotically AdS spacetimes, since the
AdS global structure dispenses with the mass term. As a
comparison with the Maxwell clouds on Kerr-AdS BHs we
also consider scalar clouds in the same background.
It was proposed in [15,32] that the existence of stationary
clouds of a given test field, as a zero mode of the
superradiant instability, indicates the existence of new
families of “hairy” BH solutions, at fully nonlinear level,
such as the Kerr BHs with scalar hair found (numerically)
in [15], whose existence was recently formally proved [33].
It is an open issue if these hairy BHs may be formed
dynamically, as the end point of the instability. Interesting
evidence in this direction was reported recently [34] for the
case of Reissner-Nordström BHs in a cavity, following the
earlier discussion of superradiant instabilities in this setup
[35–37]. The existence of Maxwell clouds on Kerr-AdS
BHs has, therefore, the interesting implication that new
families of solutions of charged rotating BHs exist, within
the Einstein-Maxwell-AdS system, besides the well known
Kerr-Newman-AdS family, and branching off from the
latter.
This paper is organized as follows. In Sec. II, the Kerr-
AdS background geometry is described, the Teukolsky
equations for the Maxwell field are presented and the
corresponding boundary conditions are illustrated. In
Sec. III, the analytical matching method is developed to
study quasinormal modes in the small BH and slow rotation
regime. In Sec. IV, the numerical method is briefly
introduced and the numerical results are presented, includ-
ing a brief discussion on scalar perturbations, as a com-
parison with the vector case. Final remarks and conclusions
are presented in the last section. As an Appendix, we
provide a demonstration that the vanishing energy flux
boundary conditions imply also that the angular momentum
flux vanishes.
II. MAXWELL EQUATIONS ON KERR-ADS BHS
AND THE BOUNDARY CONDITIONS
In this section, we briefly review the properties of Kerr-
AdS BHs, Teukolsky equations of the Maxwell fields and
the corresponding boundary conditions, to introduce the
fundamental quantities and set the notations.
A. Kerr-AdS BHs
The line element for a Kerr-AdS BH, in Boyer-Lindquist
coordinates, can be written as
ds2 ¼ Δr
ρ2Ξ2
ðdt − asin2θdφÞ2 − ρ2

dr2
Δr
þ dθ
2
Δθ

−
Δθsin2θ
ρ2Ξ2
ðadt − ðr2 þ a2ÞdφÞ2; ð1Þ
with metric functions
ρ2 ¼ r2 þ a2cos2θ; Δr ¼ ðr2 þ a2Þ

1þ r
2
L2

− 2Mr;
Δθ ¼ 1 −
a2cos2θ
L2
; Ξ ¼ 1 − a
2
L2
; ð2Þ
where L is the AdS radius andM, a stand for the mass and
spin parameters, related to the BH energy and angular
momentum. In this frame, the angular velocity of the event
horizon and the Hawking temperature are given by
ΩH ¼
a
r2þ þ a2
; ð3Þ
TH ¼
1
Ξ

rþ
2π

1þ r
2þ
L2

1
r2þ þ a2
−
1
4πrþ

1 −
r2þ
L2

; ð4Þ
where the event horizon rþ is determined as the largest root
of ΔrðrþÞ ¼ 0. For a given rþ, the mass parameter M can
be expressed as
M ¼ ðr
2þ þ a2ÞðL2 þ r2þÞ
2rþL2
:
The rotation parameter a satisfies the following constraints,
a
L
≤
rþ
L
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3r2þ þ L2
L2 − r2þ
s
; for
rþ
L
<
1ﬃﬃﬃ
3
p ; ð5Þ
2Analogous clouds around charged BHs in a cavity have been
addressed in [27,28].
3Superradiance onset curves for gravitational perturbations on
Kerr-AdS, which—as the existence lines for stationary clouds—
identify the backgrounds supporting the zero mode of the
perturbation, have been studied in [7], and the corresponding
“hairy” BH solutions have been constructed in [29].
MENGJIE WANG and CARLOS HERDEIRO PHYSICAL REVIEW D 93, 064066 (2016)
064066-2
a
L
< 1; for
rþ
L
≥
1ﬃﬃﬃ
3
p ; ð6Þ
by requiring that a horizon exists and to avoid singularities.
Note that the equality condition in Eq. (5) corresponds to
extremal BHs.
B. Teukolsky equations of the Maxwell field
Studies on linear perturbation of arbitrary spin massless
fields on Kerr-dS BHs can be traced back to the early 1980s
[38] (see also [39,40]); recently, the analogous equation
was derived for a Kerr-AdS BH [41], using a different
coordinate system and in a different context.
In the Newman-Penrose formalism, the Maxwell equa-
tions are described in terms of three complex scalars, two of
which are denoted by ϕ0 and ϕ2. These two scalars can be
expanded as
ϕ0 ¼ e−iωtþimφRþ1ðrÞSþ1ðθÞ;
ϕ2 ¼
B
2ðρÞ2 e
−iωtþimφR−1ðrÞS−1ðθÞ; ð7Þ
where the relative amplitude between ϕ0 and ϕ2 is set by B,
which is a positive root of [39]
B2 ¼ λ2 − 4Ξ2ωðωa2 −maÞ; ð8Þ
and where λ is a separation constant.
In the following, we present both the radial and angular
equations governing a spin sðs ¼ 1Þ perturbation,
adapted to our frame and notation. The radial equation is
Δ−sr
d
dr

Δsþ1r
dRsðrÞ
dr

þHðrÞRsðrÞ ¼ 0; ð9Þ
with
HðrÞ ¼ K
2
r − isKrΔ0r
Δr
þ 2isK0r þ
sþ jsj
2
Δ00r þ
a2
L2
− λ;
where
Kr ¼ ½ωðr2 þ a2Þ − amΞ: ð10Þ
The angular equation, on the other hand, is
d
du

Δu
dSlm
du

þ AðuÞSlm ¼ 0; ð11Þ
with u ¼ cos θ, and
AðuÞ ¼ −K
2
u
Δu
− 4smu
Ξ
1 − u2
þ λ − jsj − 2ð1 − u2Þ a
2
L2
;
where
Ku ¼ ðωað1 − u2Þ þ ðsu −mÞÞΞ;
Δu ¼ ð1 − u2Þ

1 −
a2
L2
u2

:
As we addressed in [1], the Teukolsky equations for s ¼
þ1 and s ¼ −1 encode the same information. For con-
creteness and without loss of generality, we specify s ¼ −1
in the following and consider the corresponding boundary
conditions, which are illustrated in the next subsection.
C. Boundary conditions
To study quasinormal modes, superradiant modes and
vector clouds, we have to assign physically relevant
boundary conditions to the Maxwell perturbations. Since
the radial equation (9) and the angular equation (11) are
coupled with each other through λ and ω, we have to
impose boundary conditions for both equations. We
address the boundary conditions for the radial equation
firstly. At the horizon, ingoing boundary conditions should
be imposed
R−1 ∼ ðr − rþÞρ; ð12Þ
with
ρ ¼ 1 − iðω −mΩHÞ
4πTH
:
At infinity, the asymptotic analysis of the radial Teukolsky
equation (9) with s ¼ −1 yields the solution
R−1 ∼ α−rþ β− þOðr−1Þ; ð13Þ
where α− and β− are two integration constants. Taking the
viewpoint that the AdS boundary may be regarded as a
perfectly reflecting mirror, we ask the energy flux to vanish
asymptotically. This requirement leads to the following two
Robin boundary conditions [1]
α−
β−
¼ 2iωΞ
B − λþ 2ω2Ξ2L2 ; ð14Þ
α−
β−
¼ 2iωΞ
−B − λþ 2ω2Ξ2L2 ; ð15Þ
where B is given in Eq. (8). One may ask if the angular
momentum flux also vanishes with the above two Robin
boundary conditions. Physically this is to be expected, as
an angular momentum flux without energy flux would
violate the dominant energy condition and that is not
expected to happen for the Maxwell field. In
Appendix A, we will prove that the angular momentum
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flux also vanishes, indeed. For more details on these Robin
boundary conditions, we refer readers to [1].
One may also wonder what would be the consequences if
the energy flux does not vanish at the boundary. This can be
checked by adding a nonvanishing free parameter in
Eqs. (14) and (15), and calculating the corresponding
quasinormal frequencies. We have done such test in pure
AdS, and found that, as expected, there are no normal
modes, since energy is either leaking or entering the
spacetime. This may be viewed as another motivation to
impose vanishing energy flux boundary conditions, as the
existence of normal modes in pure AdS plays an important
role, both to interpret quasinormal frequencies when
considering black holes and to define stationary vector
clouds.
To solve the angular equation (11), we shall require its
solutions to be regular at the singular points θ ¼ 0 and
θ ¼ π. This determines uniquely the set of angular func-
tions labelled by l and m.
III. ANALYTIC MATCHING CALCULATIONS
In this section, we present an analytic calculation of
quasinormal frequencies for a Maxwell field on a Kerr-AdS
BH, with the two Robin boundary conditions discussed in
the previous section. Such calculations can be used to
illustrate how these Robin boundary conditions generate
unstable modes.
Making use of the standard matching procedure, we shall
first divide the space outside the event horizon into two
regions: the near region, defined by the condition
r − rþ ≪ 1=ω, and the far region, defined by the condition
rþ ≪ r − rþ. Then, we further require the condition
rþ ≪ 1=ω, so that an overlapping region exists where
solutions obtained in the near region and in the far region
are both valid. In the following analysis, we focus on small
AdS BHs ðrþ ≪ LÞ with slow rotation ða≪ rþÞ. The
former condition allows treating the frequencies for the
Kerr-AdS BH as a perturbation of the AdS normal
frequencies; the latter condition, together with ωrþ ≪ 1,
implying ωa≪ 1 and a≪ L, allows approximating the
angular equation for the spin-weighted AdS-spheroidal
harmonics by the spin-weighted spherical harmonics, so
that the separation constant becomes
λ≃ lðlþ 1Þ; with l ¼ 1; 2; 3;    ; ð16Þ
where l is the angular quantum number.
A. Near region solution
In the near region, under the small BH, rþ ≪ L, and the
slow rotation, a ≪ rþ, approximations, Eq. (9) becomes
ΔrR−100 þ
ðrþ − r−Þ2ωˆ
Δr
− λ

R−1 ¼ 0; ð17Þ
with
ωˆ ¼

ωþ i
2

2
þ 1
4
; ω ¼ ðω −mΩHÞΞ
r2þ þ a2
rþ − r−
;
where ΩH is the angular velocity of the event horizon,
given by Eq. (3). It is convenient to define a new
dimensionless variable
z≡ r − rþ
r − r−
;
to transform Eq. (17) into
zð1 − zÞ d
2R−1
dz2
− 2z
dR−1
dz
þ

ωˆð1 − zÞ
z
−
λ
1 − z

R−1 ¼ 0:
ð18Þ
The above equation can be solved in terms of the hyper-
geometric function
R−1 ∼ z1−iωð1 − zÞlFðlþ 1;lþ 2 − 2iω; 2 − 2iω; zÞ;
ð19Þ
where an ingoing boundary condition has been imposed.
The near region solution, Eq. (19), must be expanded for
large r, in order to perform the matching with the far region
solution below. To achieve this we take the z → 1 limit, and
obtain
R−1 ∼ Γð2 − 2iωÞ

Rnear−1;1=r
rl
þ Rnear−1;rrlþ1

; ð20Þ
where
Rnear−1;1=r ≡ Γð−2l − 1Þðrþ − r−Þ
l
Γð−lÞΓð1 − l − 2iωÞ ;
Rnear−1;r ≡ Γð2lþ 1Þðrþ − r−Þ
−l−1
Γðlþ 1ÞΓðlþ 2 − 2iωÞ ; ð21Þ
by using the properties of the hypergeometric function [42].
B. Far region solution
In the far region, r − rþ ≫ rþ, the BH effects can be
neglected (M → 0; a → 0) so that
Δr ≃ r2

1þ r
2
L2

:
Then Eq. (9) becomes
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ΔrR00−1ðrÞþ

K2r þ iKrΔ0r
Δr
−2iK0r−lðlþ1Þ

R−1ðrÞ¼ 0;
ð22Þ
with Kr ¼ ωr2.
The general solution for Eq. (22) is
R−1 ¼ rlþ1ðr − iLÞωL2 ðrþ iLÞ−l−ωL2

C1F

l;lþ 1
þ ωL; 2lþ 2; 2r
rþ iL

− 2−2l−1C2

1þ iL
r

2lþ1
× F

−l − 1;−lþ ωL;−2l; 2r
rþ iL

; ð23Þ
whereC1,C2 are two integration constants, and they will be
constrained in the following, in order to satisfy the
boundary conditions.
The first boundary condition in Eq. (14), in the far
region, becomes
α−
β−
¼ i
ωL2
:
In order to impose this boundary condition, we first expand
Eq. (23) at large r, in the form of Eq. (13); then one obtains
the first relation between C1 and C2,
C2
C1
¼−22lþ1 l
lþ1
Fðlþ1;lþ1þωL;2lþ2;2Þ
Fð−l;−lþωL;−2l;2Þ : ð24Þ
The second boundary condition in Eq. (15), in the far
region, turns to
α−
β−
¼ iω
−lðlþ 1Þ þ ω2L2 :
To impose the second boundary condition above, again
expanding Eq. (23) at large r, to extract α− and β−, then one
gets the second relation between C1 and C2,
C2
C1
¼ 22lþ1

l
lþ 1

2 lþ 1þ ωL
l − ωL
A1
A2
; ð25Þ
where
A1 ¼ ðlþ 1ÞFðl;lþ 1þ ωL; 2lþ 2; 2Þ
þ ωLFðlþ 1;lþ 2þ ωL; 2lþ 3; 2Þ;
A2 ¼ lFð−l − 1;−lþ ωL;−2l; 2Þ
− ωLFð−l;−lþ 1þ ωL; 1 − 2l; 2Þ: ð26Þ
In order to match this solution to the near region solution,
we expand Eq. (23) for small r, to obtain
R−1 ∼
Rfar−1;1=r
rl
þ Rfar−1;rrlþ1; ð27Þ
with
Rfar−1;1=r ≡ −iLC2;
Rfar−1;r ≡ ð−1Þl22lþ1L−2lC1:
C. Overlap region
To match the near region solution Eq. (20) and the
far region solution Eq. (27) in the intermediate region,
we impose the matching condition Rnear−1;rR
far
−1;1=r ¼
Rfar−1;rR
near
−1;1=r. Then we can get
Γð−2l−1Þ
Γð−lÞ
Γðlþ1Þ
Γð2lþ1Þ
Γðlþ2−2iωÞ
Γð1−l−2iωÞ

rþ− r−
L

2lþ1
¼ ið−1Þl l
lþ1
Fðlþ1;lþ1þωL;2lþ2;2Þ
Fð−l;−lþωL;−2l;2Þ ; ð28Þ
with the first boundary condition given by Eq. (14), and
Γð−2l − 1Þ
Γð−lÞ
Γðlþ 1Þ
Γð2lþ 1Þ
Γðlþ 2 − 2iωÞ
Γð1 − l − 2iωÞ

rþ − r−
L

2lþ1
¼ ið−1Þlþ1

l
lþ 1

2 lþ 1þ ωL
l − ωL
A1
A2
; ð29Þ
with the second boundary condition given by Eq. (15).
Both Eqs. (28) and (29) can be solved perturbatively to
look for the imaginary part of quasinormal frequencies, in
the small BH ðrþ ≪ LÞ and slow rotation ða ≪ rþÞ
approximations. In order to do so, we first look for normal
modes. For a small BH, the left term in Eqs. (28) and (29)
vanish at the leading order, then we have to require the right
term in both equations to vanish as well. These conditions
give the normal modes for pure AdS,
Fðlþ 1;lþ 1þ ωL; 2lþ 2; 2Þ ¼ 0
⇒ ω1;NL ¼ 2N þ lþ 2; ð30Þ
A1 ¼ 0
⇒ ω2;NL ¼ 2N þ lþ 1; ð31Þ
where N ¼ 0; 1; 2;   , and l ¼ 1; 2; 3;   . The two sets of
modes are, in this case, isospectral up to one mode [1].
When the BH effects are taken into account, a correction
to the frequency will be introduced,
ωjL ¼ ωj;NLþ iδj; ð32Þ
where j ¼ 1, 2 for the two different boundary conditions,
and δ is used to describe the damping (growth) of the
quasinormal modes, and we replace ωL appearing in the
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second line of Eqs. (28) and (29) by ω1L and ω2L in
Eq. (32), respectively. Then, from each of these two
equations, we can obtain δj perturbatively, at leading order
in a.
It turns out that the general expression for δj is quite
messy. As such, we only show here a few explicit examples.
For the l ¼ 1 and N ¼ 0 case, from Eq. (28), we get
δ1 ¼ −
16
π
r4þ
L4
þm 16
3π
ar2þ
L3
þO

a
L
;
r4þ
L4

¼ − 16
3π
r2þ
L2

3
r2þ
L2
−m
a
L

þ   
≃ − 16
3π
r4þ
L3
ðω1;0 −mΩHÞ þ    ; ð33Þ
where the angular velocity has been approximated by
ΩH ∼ a=r2þ. It is manifest, from (33), that δ1 < 0 when
ω1;0 > mΩH, while δ1 > 0 when ω1;0 < mΩH. Thus, we
find growing modes within the superradiant regime, as
expected.
Keeping the same parameters as in the previous para-
graph, i.e., l ¼ 1 and N ¼ 0, from Eq. (29), we obtain
δ2 ¼ −
8
3π
r4þ
L4
þm 4
3π
ar2þ
L3
þO

a
L
;
r4þ
L4

¼ − 4
3π
r2þ
L2

2
r2þ
L2
−m
a
L

þ   
≃ − 4
3π
r4þ
L3
ðω2;0 −mΩHÞ þ    ; ð34Þ
which also shows clearly that δ2 < 0 when ω2;0 > mΩH,
but δ2 > 0 when ω2;0 < mΩH, signaling again superradiant
instabilities.
Furthermore, for both cases, δ1 ¼ 0 and δ2 ¼ 0 give
ω1;0 ¼ mΩH and ω2;0 ¼ mΩH, which are the conditions to
form clouds, with the two different boundary conditions.
IV. NUMERICS
When the BH parameters lie beyond the small and slow
rotation approximations provided in the last section, the
analytical method fails and we have to solve the problem
numerically. Since the radial equation (9) and the angular
equation (11) are coupled through their eigenvalues, we
have to solve both equations simultaneously. In this section,
we will first demonstrate the numerical method applied in
this paper, and then present some numerical results.
A. Method
The radial equation (9), will be solved by the direct
integration method, adapted from our previous works
[31,43,44]. For a self-contained presentation, we briefly
outline the procedure here.
We first use Frobenius’s method to expand R−1 close to
the event horizon,
R−1 ¼ ðr − rþÞρ
X∞
j¼0
cjðr − rþÞj;
to initialize Eq. (9). The series expansion coefficients cj can
be derived directly after inserting these expansions into
Eq. (9). The parameter ρ is chosen as
ρ ¼ 1 − iðω −mΩHÞ
4πTH
;
so that the ingoing boundary condition is satisfied. The
angular velocity ΩH and the Hawking temperature TH are
given in Eq. (3) and Eq. (4).
At infinity, the asymptotic behavior of R−1 is given by
Eq. (13). The expansion coefficients, α− and β−, can be
extracted from R−1 and its first derivative. For that purpose,
we define two new fields fχ;ψg, which asymptote,
respectively, to fα−; β−g at infinity. Such a transformation
can be written in the matrix form
V ¼

r 1
1 0

Ψ≡ TΨ;
by defining the vector ΨT ¼ ðχ;ψÞ for the new fields and
another vector VT ¼ ðR−1; ddr R−1Þ for the original field and
its derivative.
To obtain a first-order system of ODEs for the new fields,
we define another matrix X, through
dV
dr
¼ XV; ð35Þ
which can be read off from the original radial equation (9)
directly. Then the radial equation (9) becomes
dΨ
dr
¼ T−1

XT −
dT
dr

Ψ: ð36Þ
This is the final equation we are going to solve.
The angular equation (11), will be solved by a spectral
method, to look for the separation constant λ. By observing
Eq. (11) and considering the constraint on rotation, a < L,
one finds two regular singularities, at u ¼ 1. To impose
regular boundary conditions at these regular singularities,
we require
S ∼
8<
:
ð1 − uÞjmþsj2 when u→ 1;
ð1þ uÞjm−sj2 when u → −1;
ð37Þ
where, as announced before, s ¼ −1. These asymptotic
solutions can be factored out by defining a new function Sˆ
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S ¼ ð1 − uÞjmþsj2 ð1þ uÞjm−sj2 Sˆ: ð38Þ
Then the angular equation (11) becomes
YðuÞSˆ ¼ λSˆ; ð39Þ
where the operator YðuÞ can be obtained straightforwardly
after inserting the transformation (38) into the angular
equation (11).
We choose Chebyshev grids as the collocation points to
discretize the operator YðuÞ, which turns out to be a matrix.
Then Eq. (39) becomes a linear algebraic equation, and λ is
obtained by looking for the eigenvalues of the matrix YðuÞ.
B. Results
With the numerical strategies described above, and the
boundary conditions given in Eqs. (14) and (15), the
eigenvalues fω; λg of the coupled system in Eqs. (36)
and (39) can be solved iteratively, through assuming an
initial guess for ω or λ, until solutions fω; λg become
stable. The initial values for ω or λ can be chosen from the
results in Schwarzschild-AdS BHs [1] or lðlþ 1Þ.
Note that all the physical quantities in the numerical
calculations are normalized by the AdS radius L, and we set
L ¼ 1. Also note that we use ω1 ðω2Þ to represent the
quasinormal frequency and λ1 (λ2) to stand for the
separation constant, corresponding to the first (second)
boundary conditions.
1. Quasinormal modes and superradiant instabilities
A few selected eigenvalues of ω and λ are tabulated in
Tables I–III, with the two boundary conditions, for various
BH sizes. Since the superradiant instability is one of our
main interests, and it is a generic feature that lower-order
modes exhibit a stronger instability, we focus on the lowest
fundamental modes, characterized by N ¼ 0;l ¼ 1
and m ¼ 0;1.
In Table I, we consider a small BH with size rþ ¼ 0.1.
The first observation from this table is that superradiant
instabilities exist for both boundary conditions, with
positive m; this is because only positive m modes can
meet the superradiance condition, assuming positive
frequencies.
TABLE I. Quasinormal frequencies and separation constants of the Maxwell field with the two different boundary conditions, for
l ¼ 1 fundamental modes, on a Kerr-AdS BH with size rþ ¼ 0.1.
ðl; mÞ a ω1 λ1 ω2 λ2
(1,0) 0 2.8519 − 1.7050 × 10−3 i 2 1.9533 − 1.8240 × 10−4 i 2
0.01 2.8505 − 1.7295 × 10−3 i 2.0005 − 5.9147 × 10−7 i 1.9529 − 1.8329 × 10−4 i 2.0003 − 4.2946 × 10−8 i
0.05 2.8151 − 2.5818 × 10−3 i 2.0133 − 2.1677 × 10−5 i 1.9452 − 2.0829 × 10−4 i 2.0071 − 1.2092 × 10−6 i
0.1 2.6740 − 2.2847 × 10−2 i 2.0480 − 7.1650 × 10−4 i 1.9160 − 1.0036 × 10−3 i 2.0276 − 2.2602 × 10−5 i
(1,1) 0.01 2.8436 − 9.5962 × 10−4 i 1.9149þ 2.8541 × 10−5 i 1.9436 − 7.9809 × 10−5 i 1.9417þ 2.3800 × 10−6 i
0.05 2.7837þ 5.5800 × 10−4 i 1.5879 − 8.0057 × 10−5 i 1.8989þ 1.9474 × 10−4 i 1.7156 − 2.8302 × 10−5 i
0.1 2.6493þ 2.0481 × 10−3 i 1.2278 − 5.6148 × 10−4 i 1.8292þ 7.8282 × 10−4 i 1.4552 − 2.1958 × 10−4 i
ð1;−1Þ 0.01 2.8572 − 2.7984 × 10−3 i 2.0859 − 8.4666 × 10−5 i 1.9622 − 3.2541 × 10−4 i 2.0589 − 9.8188 × 10−6 i
0.05 2.8422 − 1.7571 × 10−2 i 2.4296 − 2.7419 × 10−3 i 1.9900 − 2.1380 × 10−3 i 2.2975 − 3.2933 × 10−4 i
0.1 2.7398 − 1.2611 × 10−1 i 2.8269 − 4.0538 × 10−2 i 1.9987 − 1.9186 × 10−2 i 2.5914 − 6.0286 × 10−3 i
FIG. 1. Variation of ReðωÞ with varying rotation parameter, for fixed rþ ¼ 0.1 and l ¼ 1 but for different values m. The left panel is
for the first boundary condition while the right panel is for the second boundary condition.
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FIG. 3. Variation of ReðλÞ with varying rotation parameter, for fixed rþ ¼ 0.1 and l ¼ 1 but for different values m. The left panel is
for the first boundary condition while the right panel is for the second boundary condition.
FIG. 4. Variation of ImðλÞ with varying rotation parameter, for fixed rþ ¼ 0.1 and l ¼ 1 but for different values m. The left panel is
for the first boundary condition while the right panel is for the second boundary condition. Again, the brown solid thin line corresponds
to ImðλÞ ¼ 0, to exhibit that the sign of ImðλÞ changes when the superradiant instability occurs (seen in the insets).
FIG. 2. Variation of ImðωÞ with varying rotation parameter, for fixed rþ ¼ 0.1 and l ¼ 1 but for different values m. The left panel is
for the first boundary condition while the right panel is for the second boundary condition. The brown solid thin line corresponds to
ImðωÞ ¼ 0, to exhibit more clearly superradiant instabilities.
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The effect of varying the rotation parameter on both
eigenvalues, for different values of m with fixed l ¼ 1, are
shown in Figs. 1–4. In Fig. 1, the real part of the frequency
is shown. An immediate first impression from Fig. 1, is that
it seems the rotation impacts differently on the m ¼ −1
modes, for the two boundary conditions. Checking care-
fully the numerical data for Re(ω2), however, we find that
its value decrease sightly when a is approaching 0.1. Thus,
form ¼ −1 and for both boundary conditions, ReðωÞ starts
by increasing with increasing rotation but then decreases.
For the other two values ofm, ReðωÞ always decreases with
increasing rotation.
In Fig. 2, the imaginary part of the frequency is shown,
for both boundary conditions. ImðωÞ increases with
increasing rotation when m ¼ 1, eventually becoming
positive, signaling the presence of superradiant unsta-
ble modes.
In Fig. 3 and Fig. 4, we show the real and imaginary
part of the separation constant, respectively, for both
boundary conditions. The real part increases with
increasing rotation both when m ¼ −1 and m ¼ 0, albeit
only slightly in the latter case, and decreases with the
rotation when m ¼ 1. As for the imaginary part, for
m ¼ 1, it increases with the rotation initially in a small
range; but it starts decreasing afterwards. For the other
two values of m, the imaginary part of the separation
constants always decrease with the rotation. We also note
that ImðλÞ, for m ¼ 0, with the first boundary condition
decays faster than its counterpart with the second
boundary condition. From these first four figures, we
conclude that the effect of varying the rotation on the
eigenvalues is similar for the two boundary conditions. In
the following, therefore, we only show the rotation effect
on the eigenvalues with the first boundary condition,
when considering other BH sizes.
We continue our study by varying the BH size. In
Table II, we list a few selected eigenvalues for rþ ¼ 0.3.
The interesting feature that now emerges is that super-
radiant instabilities only occur for the second boundary
condition. This implies that the second boundary
condition may produce unstable modes in a larger
parameter space. This feature will be shown more clearly
in the parameter space for the vector clouds. The effect of
varying the rotation on the eigenvalues is shown in
Figs. 5–6, with the first boundary condition. In Fig. 5,
it displays that, ReðωÞ increases with increasing rotation
for m ¼ −1 mode but decreases for both m ¼ 0 and m ¼
1 modes, while ImðωÞ increases with increasing rotation
for m ¼ 1 mode but decreases for both m ¼ 0 and m ¼
−1 modes. Behaviors of the separation constant, shown
in Fig. 6, are similar to the counterparts in rþ ¼
0.1 case.4
The results for rþ ¼ 1 are presented in Table III
and Figs. 7–8. From Table III, one observes there is
no superradiant instability for any of the boundary
conditions.
In Fig. 7, we present the real and imaginary parts of the
frequency for the first boundary condition and rþ ¼ 1.
ReðωÞ increases with the rotation for the m ¼ −1 mode,
decreases with the rotation for the m ¼ 1 mode, and
increases sightly with the rotation for the m ¼ 0 mode.
The behavior of ImðωÞ is almost the opposite, since ImðωÞ
decreases with the rotation for both m ¼ 0 and m ¼ −1
modes, but for them ¼ 1mode, it increases firstly and then
starts to decrease around a≃ 0.33. Comparing Fig. 8 with
Fig. 7, shows that the effect of the rotation on λ (both real
part and imaginary part) mimics closely that on ω, except
for ImðλÞ of the m ¼ 1 mode, which always increases with
the rotation parameter.
2. Stationary vector clouds
Stationary clouds are bound state solutions with real
frequency of test fields around rotating background, com-
puted at the linear level. The existence of clouds indicates
nonlinear hairy BH solutions [15,32], but the converse
needs not be true [45,46]. In order to find such solutions,
TABLE II. Quasinormal frequencies and separation constants of the Maxwell field with the two different boundary conditions, for
l ¼ 1 fundamental modes, on a Kerr-AdS BH with size rþ ¼ 0.3.
ðl; mÞ a ω1 λ1 ω2 λ2
(1,0) 0 2.4481 − 0.2291 i 2 1.8152 − 3.8034 × 10−2 i 2
0.1 2.4093 − 0.2768 i 2.0397 − 7.8286 × 10−3 i 1.8092 − 4.7641 × 10−2 i 2.0252 − 1.0134 × 10−3 i
0.2 2.3071 − 0.4480 i 2.1373 − 4.5479 × 10−2 i 1.7921 − 8.8195 × 10−2 i 2.0949 − 6.9871 × 10−3 i
0.3 2.2136 − 0.7769 i 2.2476 − 1.5300 × 10−1 i 1.7875 − 1.8395 × 10−1 i 2.1957 − 2.9422 × 10−2 i
(1,1) 0.1 2.3197 − 0.1512 i 1.3185þ 4.1838 × 10−2 i 1.7265 − 1.5809 × 10−2 i 1.4841þ 4.4473 × 10−3 i
0.2 2.1325 − 0.1120 i 0.7889þ 5.6598 × 10−2 i 1.6328 − 2.8939 × 10−3 i 1.0447þ 1.4994 × 10−3 i
0.3 1.8707 − 7.4377 × 10−2 i 0.4681þ 5.1126 × 10−2 i 1.5304þ 5.2612 × 10−3 i 0.7048 − 3.6993 × 10−3 i
ð1;−1Þ 0.1 2.5468 − 0.3994 i 2.7643 − 0.1276 i 1.9063 − 8.8702 × 10−2 i 2.5624 − 2.7793 × 10−2 i
0.2 2.6884 − 0.7162 i 3.5705 − 0.4764 i 2.0270 − 1.9387 × 10−1 i 3.1487 − 1.2392 × 10−1 i
0.3 2.9588 − 1.2044 i 4.4377 − 1.2239 i 2.2192 − 3.6493 × 10−1 i 3.7662 − 3.4830 × 10−1 i
4Notice that for the m ¼ 1 mode, ImðλÞ starts decreasing with
rotation around a≃ 0.25.
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FIG. 5. Variation of ω with varying rotation parameter, for different values of m. The BH size is fixed as rþ ¼ 0.3 and the first
boundary condition has been imposed. The left panel is for ReðωÞ while the right panel is for ImðωÞ.
FIG. 6. Variation of λwith varying rotation parameter for different values ofm. The BH size is fixed as rþ ¼ 0.3 and the first boundary
condition has been imposed. The left panel is for ReðλÞ, while the right panel is for ImðλÞ.
TABLE III. Quasinormal frequencies and separation constants of the Maxwell field with the two different boundary conditions, for
l ¼ 1 fundamental modes, on a Kerr-AdS BH with size rþ ¼ 1.
ðl; mÞ a ω1 λ1 ω2 λ2
(1,0) 0 2.1630 − 1.6991 i 2 1.5536 − 0.5418 i 2
0.1 2.1672 − 1.7274 i 2.0162 − 4.4059 × 10−2 i 1.5627 − 0.5510 i 2.0186 − 1.0131 × 10−2 i
0.2 2.1805 − 1.8146 i 2.0580 − 0.1757 i 1.5909 − 0.5795 i 2.0727 − 4.0857 × 10−2 i
0.3 2.2067 − 1.9686 i 2.1067 − 0.3931 i 1.6416 − 0.6297 i 2.1574 − 9.2910 × 10−2 i
(1,1) 0.1 1.9512 − 1.5858 i 1.4111þ 0.4430 i 1.4277 − 0.4948 i 1.5675þ 0.1404 i
0.2 1.7679 − 1.5195 i 0.9445þ 0.7797 i 1.3209 − 0.4643 i 1.2046þ 0.2445 i
0.3 1.6048 − 1.4929 i 0.5998þ 1.0384 i 1.2273 − 0.4463 i 0.9151þ 0.3204 i
ð1;−1Þ 0.1 2.4169 − 1.8746 i 2.7065 − 0.5962 i 1.7067 − 0.6116 i 2.4983 − 0.1905 i
0.2 2.7349 − 2.1390 i 3.5193 − 1.4235 i 1.8996 − 0.7147 i 3.0586 − 0.4532 i
0.3 3.1548 − 2.5377 i 4.4164 − 2.6136 i 2.1522 − 0.8684 i 3.6770 − 0.8235 i
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we demand ω ¼ mΩH; in other words, stationary clouds
are the zero modes of superradiance. Imposing this con-
dition leads to a constraint on the BH parameters: BHs are
quantized in the sense that only BHs with specific param-
eters can support a cloud with a given set of “quantum”
numbers. This quantization defines existence lines in the
BH parameter space. In the practical implementation of our
numerical calculations, we use the same method as before,
with the condition ω ¼ mΩH, to look for the rotation
parameter. Note that all the results presented in this
subsection are for fundamental modes, characterized
by N ¼ 0.
The vector clouds we have obtained shall be presented in
a parameter space spanned by Rþ and Ωh, which are
defined as [7,47,48]
Rþ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2þ þ a2
Ξ
r
; Ωh ¼ ΩHΞþ a; ð40Þ
where Rþ approaches rþ when a approaches zero. The
reason to use this pair of parameters, instead of rþ and ΩH,
is as follows. ΩH, as defined in Eq. (3), is the horizon
angular velocity measured relatively to a rotating frame at
infinity, while Ωh, defined in Eq. (40), is the horizon
angular velocity measured with respect to a nonrotating
observer at infinity. The latter one is more relevant in BH
thermodynamics [49]. In the practical calculations, one can
use either of them since they are simply related by Eq. (40).
As one may check, Ωh is a monotonic function of a, in
terms of Rþ, but not of rþ. Also there is an intuitive
geometric meaning for Rþ, that is the areal horizon radius.
In Fig. 9, the existence lines for some examples of vector
clouds are displayed (left panel) together with the corre-
sponding separation constants (right panel). In the left
panel, the red solid line stands for the extremal BHs, and
regular BHs only exist below this extremal line. The first
three existence lines (with l ¼ m ¼ 1, 2, 3) for the first
FIG. 7. Variation of ω with varying rotation parameter, for different values ofm. The BH size is fixed as rþ ¼ 1 and the first boundary
condition has been imposed. The left panel is for ReðωÞ, while the right panel is for ImðωÞ.
FIG. 8. Variation of λ with varying rotation parameter, for different values of m. The BH size is fixed as rþ ¼ 1 and the first boundary
condition has been imposed. The left panel is for ReðλÞ while the right panel is for ImðλÞ.
MAXWELL PERTURBATIONS ON KERR–ANTI–DE … PHYSICAL REVIEW D 93, 064066 (2016)
064066-11
boundary condition and the first two existence lines (with
l ¼ m ¼ 1, 2) for the second boundary conditions are
presented by dotted and dot dashed lines, respectively.
These lines start from bound state solutions (normal
modes), denoted by orange dots in Fig. 9, of the
Maxwell field on empty AdS, i.e.
Ωh;1jRþ¼0 ¼ 1þ
2
l
; Ωh;2jRþ¼0 ¼ 1þ
1
l
; ð41Þ
which are obtained by equating the superradiance con-
dition,5 ω ¼ mΩh, to the normal mode conditions in
Eqs. (30) and (31), together with setting m ¼ l, where
the overtone number N has been set to zero. Observe, in
particular, that although the two sets of normal modes in
AdS are isospectral, the existence lines for the two
boundary conditions only converge as Rþ → 0, when
taking l ¼ 1 with the first boundary condition and l ¼
2 with the second.
An existence line with a particular l ¼ m, separates the
superradiantly stable Kerr-AdS BHs (to the left side of
the existence line) and the superradiantly unstable ones (to
the right side of the existence line), against that particular
mode. Therefore, as one may observe from the left panel of
Fig. 9, the stable region in the parameter space against
the mode, say l ¼ m ¼ n, where n is some integer, with the
second boundary condition is also stable against all the
modeswith the first boundary condition froml ¼ m ¼ 1 up
to l ¼ m ¼ nþ 1. From the data in this figure, together
with the relation between Rþ and rþ, Eq. (40), it can be
concluded that, with the first boundary condition, BHs
with rþ ≤ 0.25 are superradiantly unstable against the
l ¼ m ¼ 1 fundamental mode, while with the second
boundary condition, BHs with rþ ≤ 0.34 are superradiantly
unstable against the l ¼ m ¼ 1 fundamental mode. These
observations also explain the fact that the superradiant
instability only appears for the modes with the second
boundary condition in Table II.
3. Stationary scalar clouds
As a comparison with the Maxwell stationary clouds
reported above, we have also computed stationary scalar
clouds, by solving the massless Klein-Gordon equation on
Kerr-AdS BHs, with vanishing energy flux boundary
condition which is the same with the usual field vanishing
boundary condition [1]. In this case, there is a single set of
modes. The results for the scalar clouds are exhibited in
Fig. 10, in terms of the same parameters, Rþ and Ωh.
In the left panel of Fig. 10, the red solid line stands, as
before, for extremal BHs, so that regular BHs only exist
below this line. The first three existence lines, correspond-
ing to the modes with l ¼ m ¼ 1, 2, 3, are described by
dotted, dot dashed and dashed lines, respectively. The
corresponding separation constants are also shown in the
right panel of Fig. 10. The orange dots in both panels stand
for the normal modes and eigenvalues of the angular
function in pure AdS, which are
Ωh;scalar ¼ 1þ
3
l
; λ ¼ lðlþ 1Þ: ð42Þ
Again, the existence line with a particular l ¼ m,
divides the parameter space into two regions: BHs in the
left region are superradiantly stable while BHs in the right
region are superradiantly unstable, against that particu-
lar mode.
FIG. 9. Vector clouds (left panel) and the corresponding separation constants (right panel) in Rþ versus Ωh and λ versus Rþ plots,
respectively. l1ðl2Þ refer to the results obtained by imposing the first (second) boundary condition.
5ΩH is the same as Ωh in pure AdS.
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Comparing Figs. 9 and 10 it becomes clear that the
existence lines for stationary vector clouds appear to
the left of the existence line of a stationary scalar cloud
with the same quantum numbers. Thus, there are BHs that
are stable against the scalar mode but become unstable
against the vector mode. In a sense, vector superradiance is
stronger. Qualitatively, this conclusion agrees with the
computation of the amplification factors for scalar and
vector modes in superradiant scattering, in asymptotically
flat spacetimes.
V. DISCUSSION AND FINAL REMARKS
The behavior of test fields on an asymptotically AdS
spacetimes depends sensitively on the boundary condi-
tions, since such spacetimes contain a timelike boundary.
The AdS boundary is often regarded as a perfectly
reflecting mirror in the sense that no flux (both energy
flux and angular momentum flux) can cross it. Various
types of boundary conditions in asymptotically AdS
spacetimes have been explored, in particular consistent
with this simple requirement. But only recently this
requirement was taken as the guiding principle to impose
boundary conditions [1] on test fields. Following this
principle, two boundary conditions are found for Maxwell
fields on asymptotically AdS spacetimes, of which only
one had been previously discussed on Schwarzschild-AdS
background.
In this paper, we have studied quasinormal modes,
superradiant unstable modes and vector clouds for the
Maxwell field on Kerr-AdS BHs by imposing these two
boundary conditions. To find quasinormal modes and
superradiant modes, we have solved the Teukolsky
equations both analytically and numerically. In the small
BH and slow rotation regime, an analytical matching
method was applied to exhibit how these two boundary
conditions work and how they produce superradiant
instabilities. A numerical method was then used to
explore the parameter space where the small BH and
slow rotation approximations are invalid. We find that for
small BHs characterized by rþ ¼ 0.1, unstable super-
radiant modes appear with both boundary conditions.
Increasing BH size, as exemplified for rþ ¼ 0.3, super-
radiant instabilities only appear with the second boundary
condition, and eventually disappear for both boundary
conditions, as exemplified for rþ ¼ 1. Our analysis also
shows that superradiant instabilities for the Maxwell field
may exist for (moderately) larger BH sizes, when com-
paring with scalar case, for which superradiant instabil-
ities appear in the regime rþ ≤ 0.16 [6].
To study stationary vector clouds, which can occur for
massless fields in AdS, due to the box-like global
structure, we have solved the Teukolsky equations at
the onset of superradiant instability, i.e. for ω ¼ mΩH.
We found that both boundary conditions can yield vector
clouds, and that these clouds are bounded by the extremal
BHs, as for the scalar clouds on asymptotically flat Kerr
BHs [12,13,15]. This behavior differs from that observed
for gravitational perturbations, for which only one of the
sets of clouds are bounded by the extremal BHs [7]. The
existence of clouds at the linear level indicates nonlinear
hairy BH solutions [15,32], so our next goal is to find the
nonlinear realization of these vector clouds. There is
already a well-known exact BH family within the
Einstein-Maxwell-AdS system: the Kerr-Newman-AdS
family. It will then be interesting to understand the
interplay between this well known family and the new
family of “hairy” BHs.6
FIG. 10. Scalar clouds (left panel) and the corresponding separation constants (right panel) in Rþ versus Ωh and λ versus Rþ plots,
respectively.
6A different family of static BHs, in the Einstein-Maxwell-
AdS system, was reported in [50] (see also [9,51]).
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APPENDIX: ANGULAR MOMENTUM FLUX
From the definition of the energy-momentum tensor for
the Maxwell field,
Tμν ¼ FμσFσν þ
1
4
gμνF2; ðA1Þ
we can calculate the angular momentum flux
J ¼
Z
S2
sin θdθdφr2ðTrφ;I þ Trφ;IIÞ; ðA2Þ
with
Trφ;I ¼ −asin2θTrt;I; ðA3Þ
Trφ;II ¼ −
i sin θ
ﬃﬃﬃﬃﬃﬃ
Δθ
p ðr2 þ a2Þ
2Ξρ4
Φ1ðΦ2 þ ΔrΦ0Þ
þ c:c:; ðA4Þ
where
Φ0 ¼ ϕ0; Φ2 ¼ 2ρϕ2; ρ ¼ rþ ia cos θ; ðA5Þ
and c.c. stands for the complex conjugate of the preced-
ing terms.
From Eq. (A3), and considering the vanishing energy
flux boundary conditions [1], i.e.
Z
S2
sin θdθdφr2Trt;I → 0; ðA6Þ
asymptotically, one concludes that there are no contribu-
tions for the angular momentum flux from the first
term Trφ;I .
For the second term, from Eq. (A4), we notice that Φ1 is
involved so that we have to find its solution first. Since this
is a lengthy derivation, we only present here the main
results; the detailed proof will be shown elsewhere. The
solution for Φ1 is
ρΦ1 ¼ gþ1L1Sþ1 − iaf−1D0P−1; ðA7Þ
with
gþ1 ¼
1
B
ðrD0P−1 − P−1Þ; ðA8Þ
f−1 ¼
1
B
ðcos θL1Sþ1 þ sin θ
ﬃﬃﬃﬃﬃﬃ
Δθ
p
Sþ1Þ; ðA9Þ
L1Sþ1 ¼
ð2aωΞ cos θ − λÞSþ1 − BS−1
2Q
ﬃﬃﬃﬃﬃﬃ
Δθ
p ; ðA10Þ
where
D0 ¼
∂
∂r −
iKr
Δr
;
Q ¼ Ξðaωsin
2θ −mÞ
sin θΔθ
;
P−1 ¼ BR−1; ðA11Þ
and the constant B is given by Eq. (8), Sþ1ð≡Sþ1ðθÞÞ and
S−1ð≡S−1ðθÞÞ are spin weighted AdS spheroidal harmon-
ics. With all of these expressions at hand, and making use
of the integration properties of the spin weighted AdS
spheroidal harmonics, Eq. (A4) becomes
Trφ;II ¼ −
i sin θ
ﬃﬃﬃﬃﬃﬃ
Δθ
p ðr2 þ a2Þ
2Ξρ4
ðC1Sþ1S−1 þ C2S−1S−1Þ;
þ c:c:; ðA12Þ
where terms that vanish under the angular integration have
been discarded. The expressions for C1 and C2 are messy in
general, but they can be simplified asymptotically. The
asymptotic expression for C1 is
C1 ∼ c0 þOð1=rÞ; ðA13Þ
where c0 is proportional to Trt;I asymptotically, so that
finally C1 ∼Oð1=rÞ. Similar analysis can be done for C2 as
well. The asymptotic expression for C2 is
C2 ∼ cˆ0 þOð1=rÞ; ðA14Þ
and, as in the former case, cˆ0 vanishes after the vanishing
energy flux boundary conditions are imposed. Then from
Eq. (A12), we know that
r2Trφ;II ∼Oð1=rÞ; ðA15Þ
asymptotically, which leads to the vanishing of the angular
momentum flux of Eq. (A2).
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