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Abstract
In der vorliegenden Arbeit wird die Anwendung der Atomlagenabschei-
dung (atomic layer deposition, ALD) einer amorphen Aluminiumoxid
(Al2O3) Schicht auf Siliziumsolarzellen untersucht. Für die neuartige und
mit industriellen Anforderungen kompatible spatial-ALD-Methode wer-
den ausgezeichnete Passivierergebnisse erzielt, welche mit herkömmlichen
Methoden vergleichbar sind. Somit kann die Eignung dieser Technolo-
gie zur Anwendung auf zukünftige industriell gefertigte Hocheffizienz-
Solarzellen belegt werden.
Erstmalig wird ein umfassendes Modell der c-Si/Al2O3 Grenzfläche ent-
wickelt, welches die chemische Zusammensetzung der abgeschiedenen
Schicht sowie die Rekombination an der c-Si/Al2O3 Grenzfläche erklärt.
Die exzellente Passivierqualität kann auf eine hohe negative feste La-
dungsdichte, welche sich innerhalb 1nm von der Grenzfläche befindet, und
auf eine moderate Grenzflächenzustandsdichte zurückgeführt werden. Es
wird gezeigt, dass die elektrischen Eigenschaften der c-Si/Al2O3 Grenz-
fläche hauptsächlich von einer dünnen SiOx Zwischenschicht und einer
mehrere Nanometer ausgedehnten, sehr sauerstoffreichen Übergangszone
zwischen SiOx und Al2O3 bestimmt werden.
Eine detaillierte Analyse der Rekombination an Al2O3-passivierten p-
und n-Typ Si Oberflächen wird vorgestellt. Drei dominante Defektzen-
tren und deren jeweilige Rekombinationseigenschaften werden identi-
fiziert. Eine Kombination dieser drei Defektzentren erklärt sowohl die
Energieabhängigkeit der gemessenen Einfangsquerschnitte, als auch die
Injektionsabhängigkeit der über einen weiten Bereich von Oberflächen-
ladungsdichten gemessenen Rekombinationsgeschwindigkeiten sehr gut.
Ausgehend von Lebensdauermessungen, welche die bisher akzeptierte Pa-
rametrisierung der intrinsischen Lebensdauern in Silizium überschreiten,
wird eine verbesserte Parametrisierung der intrinsischen Lebensdauer
vorgestellt, welche die Coulomb-verstärkte Auger-Rekombination und
die Coulomb-verstärkte strahlende Rekombination einschließt.
Eine durch die Ladungen im Al2O3 hervorgerufene Inversionsschicht
wird erstmalig als löchersammelnder Emitter in Inversionsschichtsolar-
zellen auf Basis von n-Typ Silizium angewandt. Es wird gezeigt, dass
die Löchermobilität im Inversionskanal nahe der Siliziumoberfläche von
der hohen Ladungsdichte im Al2O3 unbeeinflusst ist und dass der ef-
fektive Schichtwiderstand der Inversionsschicht unter Beleuchtung oder
Ladungsträgerinjektion stark abnimmt. Es wird gezeigt, dass die neuar-
tigen Al2O3-induzierten Inversionsschichtsolarzellen auf n-Typ Silizium
unter Berücksichtigung der Rekombination an den Solarzellenkontakten
Effizienzen bis zu 26.3% und offene Klemmspannungen bis zu 735mV
erlauben. Werden Abschattungs- und Rekombinationsverluste an den
Kontakten vernachlässigt, steigt das Wirkungsgradpotential auf 27.8%
und das Potential der offenen Klemmspannung auf über 780mV.
Schlagworte:Aluminiumoxid,Oberflächenpassivierung, Inversionsschicht
Abstract
In the present thesis, the application of atomic layer deposition (ALD)
of amorphous aluminum oxide (Al2O3) dielectric layers to silicon solar
cells is investigated. A novel spatial ALD process, which is compatible
with industry demands, is demonstrated to provide an excellent level of
surface passivation comparable to conventional ALD techniques, and to
be well suited for future generations of industrial high-efficiency silicon
solar cells.
A comprehensive model of the c-Si/Al2O3 interface is developed for the
first time, which describes the chemical composition of the deposited
film and the recombination at the c-Si/Al2O3 interface. We identify both
field-effect passivation due to a high negative fixed charge density lo-
cated within 1 nm of the Si/Al2O3 interface, and chemical passivation
due to a moderate interface state density. The electrical properties of the
c-Si/Al2O3 interface are shown to be largely dominated by a thin inter-
facial layer of SiOx in combination with a highly oxygen-rich transition
region between SiOx and Al2O3, which extends over a depth of several
nanometers.
A detailed analysis of recombination at Al2O3-passivated p- and n-type Si
surfaces is presented. We identify three dominant defect peaks and their
respective recombination parameters. A combination of these three defect
types describes the energy dependence of the measured capture cross
sections and the injection dependence of the measured effective surface
recombination velocities over a wide range of surface charge densities
very well.
Based on lifetime measurements exceeding the previously established
parameterization of intrinsic lifetimes in silicon, an improved parameteri-
zation of the intrinsic lifetime of n- and p-type crystalline silicon at 300K
is derived, which accounts for Coulomb-enhanced Auger recombination
as well as Coulomb-enhanced radiative recombination.
An Al2O3-induced hole inversion layer (IL) is used for the first time as
hole-collecting emitter in IL solar cells made on n-type silicon. The IL
hole mobility near the silicon surface is shown to be unaffected by the
high density of fixed charges in the Al2O3 layers, and the effective IL
sheet resistance is shown to decrease significantly under illumination or
carrier injection. The novel Al2O3-induced IL solar cells on n-type silicon
are shown to allow efficiencies up to 26.3% and open-circuit voltages up
to 735mV, including contact recombination. Neglecting optical shading
and recombination losses at the contacts increases the efficiency limit
further to 27.8% and the open-circuit voltage limit to above 780mV.
Keywords: aluminum oxide, surface passivation, inversion layer
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In a silicon solar cell under illumination, excess carriers are generated by
the absorption of photons with energies above the silicon bandgap. Before
reaching the electrical contacts of the solar cell, and hence contributing to
the power generation of the solar cell, these excess carriers may recombine.
In silicon, which features an indirect bandgap, recombination for most de-
vices mainly occurs via defects in the silicon bulk or at the silicon surface.
In order to significantly increase the solar cell power conversion efficiency
further, control over the various recombination channels is indispensable.
With the trend towards higher power conversion efficiencies and thinner
solar cell wafers, mainly recombination due to the locally high defect
density at the silicon surface poses an increasingly crucial limitation to
the solar cell performance. Recombination losses at the silicon surface
can be significantly reduced by the deposition of a dielectric surface pas-
sivation layer onto the silicon. Previously, mainly thermally grown silicon
dioxide (SiO2), and silicon nitride (SiNx) deposited by plasma-enhanced
chemical vapor deposition (PECVD), have been employed with great
success. Thermally grown silicon dioxide provides an excellent surface
passivation on all silicon surfaces due to an efficient saturation of surface
defects. However, the high-temperature growth process at above 1000 oC
is expensive and time-consuming, and is not applicable to all solar cell
processes and materials. The plasma-enhanced chemical vapor deposi-
tion of silicon nitride, where the temperature is typically in the range
of 300− 400 oC, avoids both of these disadvantages. Accordingly, silicon
nitride has become the most widely used passivating dielectric in silicon
solar cell research and industry.
Silicon nitride, however, contains positive charges, which cause several
disadvantages in the passivation of p-type doped silicon: In conjunc-
tion with surface-near damage caused by the plasma deposition process,
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these positive charges provoke a reduced surface passivation quality with
reduced illumination intensity. This leads to a reduction of the power
conversion efficiency in a photovoltaic module operating under realistic
outdoor illumination conditions. Moreover, the electron concentration at
the silicon surface is increased due to the presence of positive charges,
which might lead to parasitic shunting on p-type silicon, and reduces the
passivation quality of p+-type emitters, which are required for solar cells
based on n-type silicon.
Hence, especially for the industrially highly relevant topics of rear side
passivation of standard screen-printed p-type silicon solar cells and the
emitter passivation of highly efficient n-type silicon solar cells, no ade-
quate low-temperature passivation scheme has been available so far. In
this thesis, the atomic layer deposition (ALD) of aluminum oxide (Al2O3)
as alternative surface passivation layer will be investigated.
Aluminum oxide as low-temperature passivation layer was already pro-
posed in the 80’s by Hezel and Jaeger [1]. Already back then the high
negative fixed charge density in the Al2O3 layers was identified. Despite
the interesting material properties, however, research towards the ap-
plication of Al2O3 in silicon solar cells did not continue for more than
two decades. In 2006, Agostinelli et al. [2] demonstrated a well passi-
vating Al2O3 layer by means of atomic layer deposition. The surface
passivation was shown to be temperature-stable and laterally homoge-
neous over a large area (> 300 cm2). Further research was conducted by
Hoex et al., who attributed the excellent passivation quality of Al2O3
layers to a combination of a high negative fixed charge density and a
low interface defect density [3–5]. Both Agostinelli and Hoex reported
that a (low-temperature) post-deposition annealing was indispensable to
fully “activate” the passivation quality. Aluminum oxide layers have also
been investigated intensively in the semiconductor industry as promising
high-k dielectric (overview and references are given in Ref. 4). Here, the
fixed charge density in the Al2O3 was found to be negative independent
of deposition technique, as long as the Al2O3 layers were subjected to a
2
post-deposition anneal. The formation of the negative fixed charge den-
sity was suggested to be related to a thin interfacial silicon oxide layer
between silicon and aluminum oxide [4].
In 2008, for the first time the excellent passivation quality of Al2O3 de-
posited by ALD was successfully applied to highly-doped p+ emitters [6]
and transfered to laboratory-type solar cells. Efficiencies of up to 20.6%
were obtained for p-type solar cells with a diffused front side n+ emitter
and an Al2O3-based rear side passivation [7]. Using Al2O3 to passivate a
boron-diffused p+ emitter of an n-type solar cell resulted in an efficiency
as high as 23.2% [8]. In addition, the feasibility of various deposition
techniques, such as plasma-assisted and thermal atomic layer deposition
(ALD) [2, 5, 9, 10], plasma-enhanced chemical vapor deposition (PECVD)
[10, 11], and rf-sputtering [12], has been explored.
Within the scope of this thesis, several Al2O3 deposition techniques have
been compared. So far the best passivation quality was obtained using
ALD, where both plasma-assisted and thermal ALD led to surface re-
combination velocities below 10 cm/s and the films were shown to be
temperature stable during a typical contact firing process. The present
thesis focuses on the application of atomic layer deposition of amorphous
Al2O3 dielectric layers to silicon solar cells as well as fundamental studies
on the c-Si/Al2O3 interface properties. Chapter 2 describes the fun-
damental principle of atomic layer deposition of Al2O3 on crystalline
silicon (c-Si), and fundamental properties of the deposited Al2O3 layers
are presented. Although Al2O3 is an ideal choice for the rear surface pas-
sivation of silicon solar cells [7], its integration into industrial solar cells
is hampered by a low throughput. Hence, the surface passivation with
Al2O3 based on a novel spatial ALD concept, which allows significantly
higher deposition rates, is investigated. We demonstrate that spatial ALD
provides the means to integrate Al2O3 passivation layers into industrial
solar cells.
Chapter 3 presents a detailed review of the theoretical description of
the charge densities and potentials near the silicon surface, which is
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essential for an in-depth look at the c-Si/Al2O3 interface. Based on the
presented equations, the characterization methods employed in this thesis
are introduced.
A central aim of this thesis is the development of a consistent physi-
cal model of the c-Si/Al2O3 interface. Furthermore, the optimization of
photovoltaic devices toward higher energy conversion efficiencies profits
substantially from numerical device simulations, which rely on experimen-
tal data and empirical models to quantify the relevant loss mechanisms in
the device. A detailed knowledge of the energy-dependent electron-hole
recombination parameters at the c-Si/Al2O3 interface enables highly
predictive simulations of the interface recombination processes at the
Al2O3-passivated solar cell surface, and hence would be of great bene-
fit for the development and improvement of novel highly efficient solar
cells. Chapter 4 presents detailed studies of the structural and chemi-
cal properties of the interfacial region. Based on experimental results, a
physical model for the c-Si/Al2O3 interface is derived, and the origin of
the negative fixed charge is addressed. The energy-dependent recombi-
nation parameters at the Al2O3-passivated c-Si surface are presented in
Chapter 5. Numerical simulations of the effective surface recombination
velocity based on these recombination parameters show a good agreement
with experimental surface recombination velocities over a wide range of
excess carrier and surface charge densities.
Due to the excellent level of surface passivation provided by Al2O3, effec-
tive charge carrier lifetimes exceeding the intrinsic lifetime limit according
to an empirical parametrization, which was widely accepted prior to this
work [13], have been measured. Chapter 6 presents a re-evaluation of
Auger recombination in silicon based on the improved surface passivation
provided by Al2O3.
An inversion layer forming at the surface of an n-type Si wafer passivated
with an Al2O3 film offers the opportunity to avoid a boron diffusion in
the fabrication of n-type solar cells, as the inversion layer may act as
hole-collecting emitter in a novel n-type inversion layer solar cell. The
4
charge transport of holes in such a p+ inversion layer is investigated
in Chapter 7. The efficiency potential of Al2O3-based inversion layer
solar cells on n-type silicon is investigated by numerical device simula-




2 Atomic layer deposition (ALD) of
aluminum oxide thin films
2.1 Principle of atomic layer deposition
Figure 2.1: Schematic representation of one cycle of a water-based thermal
and an oxygen-based plasma-assisted atomic layer deposition (ALD) process.
Each cycle consists of two half-reactions: first, the trimethyl aluminium (TMA)
molecules react with the hydroxyl groups attached to the silicon surface; second,
the molecules are oxidized by H2O (thermal ALD) or oxygen radicals created
in an O2 plasma (plasma ALD).
In the atomic layer deposition (ALD) [14] of Al2O3, a highly conformal
and pin-hole free monolayer-by-monolayer coating is achieved by two
alternating self-limiting half-reactions of the precursor molecules. One
monolayer of Al2O3 grows during each cycle, and cycles are repeated
until the desired thickness of the Al2O3 layer is reached. The deposition
7
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of one monolayer of Al2O3 in an ideal conventional ALD process consists
of the following four steps, as depicted in Fig. 2.1:
1. In the first half-reaction, trimethyl-aluminum ([Al(CH3)3]2, TMA)
molecules react with hydroxyl (OH) groups attached to the surface.
Al bonds to the oxygen at the growth surface and methane (CH4)
is released. The reaction stops when no more hydroxyl groups are
available as reaction sites.
2. The surface is saturated with methyl (CH3) groups. Excess pre-
cursor molecules and by-products of the chemical reaction in the
reaction chamber are removed by purging with an inert or oxygen
gas and/or pumping the vacuum chamber.
3. In the second half-reaction, aluminum in the Al−CH3 groups at
the surface is oxidized by water vapor or ozone (thermal ALD) or
by oxygen radicals created in an O2 plasma (plasma-assisted ALD),
to form aluminum oxide. The reaction by-products depend on the
oxidant, but commonly include methane, carbon dioxide, or water
[15]. The reaction stops when no more methyl groups are available
as reaction sites.
4. The aluminum oxide layer is terminated by hydroxyl groups, which
serve as reaction sites for the first half-reaction of the next cycle.
Excess precursor molecules and by-products are again removed in
a purging/pumping step.
On a real c-Si surface, this simple sequence does not always hold true.
If the two half-reactions which form the ALD process were indeed per-
fectly selective, Al2O3 could only be deposited by ALD on OH- or CH3-
terminated surfaces. In all other cases, neither of the precursor molecules
would be able to attach to the surface, and no Al2O3 film would be de-
posited. In a real world experiment, the c-Si surface is typically either
covered by a thin native oxide after storage in atmosphere, or is termi-
nated by hydrogen after a short dip in hydrofluoric (HF) acid as last step
of a standard “Radio Corporation of America” (RCA) [16] cleaning se-
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quence. The experimental observation that Al2O3 films can nevertheless
be deposited on non-ideal c-Si surfaces shows that a suitable nucleation
surface is formed during the deposition itself, and that deposition of
Al2O3 on RCA-cleaned c-Si surfaces does not constitute a true ALD
process. This topic is addressed in more detail in Chapter 4. In addition,
it should be noted that the desposited Al2O3 films are amorphous, not
crystalline as suggested by the simplified representation in Fig. 2.1.
In a conventional ALD process, the separation of the half-reactions is
implemented by alternate dosing of the process gases (sequential ALD)
into a vacuum deposition chamber. To prevent parasitic chemical vapor
deposition (CVD) and ensure a true ALD process, pumping times of the
order of a few seconds are required [17], which severely limits the growth
rate to approximately 2 nm/min and makes single-wafer sequential ALD
unsuitable for high-throughput industrial manufacturing of silicon solar
cells. Nevertheless, sequential ALD has proven to be a reliable tool for
laboratory-scale experiments and is extensively used throughout this
thesis, mainly in the form of plasma-assisted ALD (PA-ALD). Sequential
ALD is discussed in Sec. 2.2. Note that sequential water- or ozone-based
thermal ALD has been successfully employed in batch-type reactors in
order to deposit Al2O3 layers on a large number of wafers in parallel,
greatly increasing the wafer throughput compared to a single-wafer tool.
This technique, however, will not be covered in this thesis, as initial tests
with this techniques were unsuccessful.
In a spatial ALD process, both half-reactions are spatially separated and
sealed off by gas curtains formed by a flow of pressurized nitrogen, thus
eliminating the need for intermediate pumping steps. Thus, any uninten-
tional interaction of the process gases is prevented and the deposition
can be performed under atmospheric conditions. Al2O3 films deposited
by spatial ALD have been characterized in detail in this study for the
first time. The spatial ALD concept is discussed in Sec. 2.3.
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2.2 Sequential atomic layer deposition
2.2.1 Deposition parameters and sample preparation
A commercial Oxford Instruments FlexAL deposition tool is applied
in this study, which allows plasma-enhanced and thermal ALD in the
same chamber. Figure 2.2 shows a schematic drawing of the reactor
design. Sources of liquid TMA and de-ionized water are connected to the
system by means of fast-switching valves. Due to the high vapor pressure
of TMA and H2O, and the small volume of the deposition chamber, these
liquid sources provide a sufficient supply of gaseous precursor molecules
already at room temperature. A remote inductively coupled plasma (ICP)
source is used to create an oxygen plasma in the plasma-assisted ALD
process, which means that the oxygen plasma is not in direct contact with
the silicon wafer during Al2O3 deposition. This type of remote-plasma
deposition technique is expected to create almost no plasma damage
at the surface, and is hence well suited for an excellent silicon surface
passivation. Although evidence for severe damage to the c-Si/Al2O3
interface during plasma-assisted ALD has been reported [18], the excellent
passivation quality can be recovered by a short annealing process.
A separation of the two half-reactions (steps 2 and 4 in Fig. 2.1) is conven-
tionally implemented by alternate dosing of the process gases combined
with an intermediate purging and pumping of the vacuum deposition
chamber (sequential ALD). Exposure times of only a few milliseconds
are sufficient to ensure complete saturation of the growth surface [17, 19].
In between both precursor doses, however, the reactor chamber is purged
by a non-reactive gas, in our case O2 gas, and subsequently pumped
to remove the residual process gases and reaction products. To prevent
parasitic CVD processes and ensure a true ALD process, pumping times
of the order of a few seconds are required [17]. Figure 2.3 shows the pro-
cess sequence used in this study for plasma-assisted and thermal ALD,
respectively. The duration of one ALD cycle of 3.9 s (plasma-assisted
10












Figure 2.2: Schematic drawing of the Oxford Instruments FlexAL deposi-
tion tool applied in this study. The locations of the Si wafer, process gas inlets,
and plasma source are shown. A built-in spectral ellipsometer allows an in-situ
optical characterization of the deposited Al2O3 layers.
ALD) and 5.6 s (thermal ALD), respectively, is clearly dominated by the
long purge/pump steps. Accordingly, the growth rate is typically limited











Figure 2.3: Timing of precursor dosing during one ALD cycle for plasma-
assisted and thermal ALD applied in this thesis.
A detailed investigation and optimization of the Al2O3 deposition using
the same ALD reactor is given by Veith [20] for plasma-assisted ALD and
by Zielke [21] for thermal ALD, respectively. The resulting processing
11
2 Atomic layer deposition (ALD) of aluminum oxide thin films
sequence is displayed in Fig. 2.3, other relevant parameters of the depo-
sition, as well as the optimized post-deposition anneal, are summarized
in Tab. 2.1.
ALD process Pressure Plasma power Deposition Post-deposition
temperature anneal
Plasma-assisted 0.02mbar 400W 200 oC 15 min at 425 oC
Thermal 0.02mbar − 260 oC 30 min at 350 oC
Table 2.1: Deposition parameters applied in this thesis for plasma-assisted and
thermal ALD in an Oxford Instruments FlexAL reactor.
Unless noted otherwise, the following standard process sequence is used
throughout this thesis for the fabrication of Al2O3-passivated test sam-
ples:
1. The silicon wafer material is selected. Mostly high-quality float-
zone (FZ) silicon is used in order to reduce the impact of bulk
defect recombination on the effective lifetime.
2. (optional) The Si wafers typically have a diameter of 6 inch and
are hence laser-cut to the desired size. For small samples this is
usually 2.5 × 2.5 cm2, as this corresponds to the standard size in
several tools, e.g. Kelvin probe and vacuum metallization tools.
3. The samples are pre-cleaned in boiling H2O:NH4OH:H2O2 and
H2O:HCl:H2O2 for 10 min each and are rinsed in de-ionized water.
This mainly serves to protect the high-purity chemical baths used
in the clean-room from any major contamination introduced from
outside the clean-room.
4. The samples are cleaned using a standard RCA cleaning sequence.
Firstly, the samples are cleaned in H2O:NH4OH:H2O2 at a temper-
ature of 80 oC, followed by a short dip in hydrofluoric acid (HF) to
remove the thin chemically grown silicon oxide, which results from
an oxidation of the silicon surface during the cleaning. Secondly, the
samples are cleaned in H2O:HCl:H2O2 at a temperature of 85 oC,
12
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again followed by a short HF-dip. After each step, the samples are
thoroughly rinsed in de-ionized water.
5. Al2O3 is deposited by ALD in an Oxford Instruments FlexAL
reactor onto the desired wafer surfaces, using the deposition param-
eters listed in Tab. 2.1.
6. A post-deposition annealing is typically performed in a quartz tube
furnace in a nitrogen ambient. Alternatively, the samples can be
annealed with comparable results in a forming gas ambient (95%
N2, 5% H2) or on a hot plate in atmosphere.
2.2.2 Optical characterization
One advantage of the ALD process is the highly conformal and con-
trolled deposition of the dielectric layer. The thickness of the deposited
film can be monitored in-situ using a J. A. Woollam M-2000F spec-
tral ellipsometer. However, in order to protect the optical components
of the ellipsometer from parasitic deposition, the ALD process is inter-
rupted – and the process chamber flushed with oxygen gas – before any
ellipsometry measurement is performed.
The analysis of an ellipsometry measurement requires the assumption of
an optical model, which is fit to the experimental data. We have assumed
a single Cauchy layer with an extinction coefficient of k = 0 and a variable
refractive index n(λ) = A+B/λ2+C/λ4 on top of a silicon bulk of infinite
thickness. Figure 2.4(a) shows the refractive index n as a function of
wavelength λ determined for a 100 nm thick Al2O3 layer deposited by
plasma-assisted ALD. The same experimental data can also be described
with an absorbing Al2O3 layer (k > 0). Assuming an exponential Urbach
absorption tail k = k0 exp[α(E − E0)] we obtain k0 = 0.4 ± 0.4 and
α = (2.5±0.5) eV−1, with E0 = 6.4 eV, which corresponds to k ≈ 8×10−6
at a wavelength of λ = 632.8 nm. The improvement in the fit quality is,
however, only marginal, and we have hence assumed k = 0 in the further
13
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Figure 2.4: (a) Refractive index n as a function of wavelength λ determined for
a 100nm thick Al2O3 layer deposited by plasma-assisted ALD. The inset shows
the effective refractive index neff at a wavelength of λ = 632.8nm as a function
of the deposited layer thickness. (b) Thickness of the deposited dielectric layer
as a function of the number of ALD cycles for samples measured after each ALD
cycle (blue diamonds), after every ten cycles (red squares), and various samples
measured after deposition (black circles).
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analysis.
A more realistic optical model of the deposited dielectric layer includes an
interfacial layer of SiOx (compare Sec. 4.2). Due to the optical similari-
ties between Al2O3 and intrinsic SiOx, such an improved model, however,
does not yield meaningful thickness values for the SiOx and Al2O3 layers.
Accordingly, the interfacial SiOx layer is not taken into account here, and
the values determined for the dielectric layer thickness have to be con-
sidered effective values of an SiOx/Al2O3 stack. The inset in Fig. 2.4(a)
shows the effective refractive index neff, where we have varied the param-
eter A in the Cauchy equation and have kept B and C constant, at a
wavelength of λ = 632.8nm as a function of the deposited layer thickness.
The reference value of n = 1.64 determined for 100nm of Al2O3 is indi-
cated by the gray line. Indeed, the refractive index increases significantly
with decreasing film thickness for a thickness below ≈ 25 nm. This trend
is in good agreement with our model, as the presence of surface roughness
and the interfacial SiOx – which both contribute refractive indices larger
than that of Al2O3 [22] – is expected to result in a mixing of the silicon,
silicon oxide, and aluminum oxide optical constants.
Figure 2.4(b) shows the thickness of the deposited dielectric layer as a
function of the number of ALD cycles for two different samples, where
the thickness is measured after each ALD cycle (blue diamonds, not all
data shown) or after every ten cycles (red squares). In addition, the final
thickness of the dielectric layer, measured after deposition, is shown as
black circles for various additional samples. All three sets of data form
straight lines, as expected for a perfect ALD process. The growth per
cycle (GPC), given by the slope of a linear fit to the data shown in
Fig. 2.4(b), is 0.121 nm/cycle for the undisturbed deposition [black cir-
cles in Fig. 2.4(b)]. If the deposition is interrupted, the GPC is reduced
to 0.119nm/cycle (red squares) and 0.112nm/cycle (blue diamonds), re-
spectively, presumably due to a desorption of precursor molecules during
the ellipsometry measurement. Hence, a GPC of (0.12± 0.01)nm/cycle
describes all data very well.
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All sets of data show an offset of (1.0±0.2) nm before the first ALD cycle.
The same offset is found on all samples deposited within a few hours
after the last HF-dip, and is attributed to a measurement artifact due to
surface roughness of the Si wafers. Accordingly, this offset is subtracted
from the measured thickness in order to determine the correct thickness
of the dielectric layer.
2.2.3 Thermal stability of the passivation quality




















































n = 1015 cm-3 n = 1015 cm-3
Figure 2.5: Effective lifetime τeff of 1.5Ωcm p-Si samples, passivated with
10nm (black circles) and 30nm (red squares) of Al2O3 deposited by plasma-
assisted ALD, as a function of annealing time at a temperature of 425 oC: (a)
after the post-deposition annealing; (b) after an additional firing step at a set
peak temperature of 860 oC and a belt speed of 3m/min.
The thermal stability of Al2O3-passivation layers deposited by plasma-
assisted ALD on c-Si is analyzed by measuring the effective lifetime τeff for
different samples subjected to different thermal budgets. Figure 2.5(a)
shows the effective lifetime τeff at an excess carrier density of ∆n =
1015 cm−3 as a function of annealing time at a temperature of 425 oC in
a nitrogen ambient. The samples are 1.5Ωcm p-Si wafers with a size of
2.5 × 2.5 cm2, passivated with 10 nm and 30 nm of Al2O3, respectively,
deposited by plasma-assisted ALD. Figure 2.5(b) shows the same data
16
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after an additional firing step in an industrial conveyor belt furnace
(Centrotherm Contact Firing Furnace DO 8.600-300-FF) at a set peak
temperature of 860 oC and a belt speed of 3m/min. In the as-deposited
state, the Al2O3 layers deposited by plasma-assisted ALD are virtually
non-passivating (not shown), showing lifetimes of 3−4µs. Even after a 2.5
min anneal, the effective lifetime remains below 10µs, which corresponds
to an effective surface recombination velocity (SRV ) of Seff > 1500 cm/s.
The low as-deposited effective lifetime for Al2O3 layers deposited by
plasma-assisted ALD has been linked to plasma damage [18], which results
in a large density of interface traps. Accordingly, capacitance-voltage
measurements on as-deposited samples yield an almost constant quasi-
static capacitance over the full range of the bandgap, which indicates an
extremely high interface state density above 1013 eV−1cm−2. In addition,
the negative fixed charge density at the c-Si/Al2O3 interface, which is
largely responsible for the excellent surface passivation provided by Al2O3,
was shown to increase during the post-deposition annealing [18, 23]. At
an annealing temperature of 425 oC in a nitrogen ambient, a minimum
annealing time of 10− 15 min – which does not appear to be dependent
on the Al2O3 thickness – is required to attain the maximum effective
lifetime.
Figure 2.5(b) shows the measured effective lifetime τeff of the same sam-
ples shown in Fig. 2.5(a), which have been subjected to an additional
firing step, at a set peak temperature of 860 oC and a belt speed of
3m/min, after the post-deposition annealing. Two trends are observed:
(i) For sample which have already been subjected to a large thermal
budget during the post-deposition annealing (annealing times & 10 min),
the passivation degrades after the firing step. (ii) The thicker Al2O3 layer
(with a thickness of 30 nm) shows a more pronounced degradation, and
even shows a degraded passivation for samples which were subjected to
only a low or moderate thermal budget during the post-deposition an-
nealing. The latter can also already be observed in Fig. 2.5(a), where the
30nm layer has degraded after one hour of annealing at 425 oC.
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A more comprehensive study of the thermal stability of single Al2O3
layers and Al2O3/SiNx stacks can be found in Ref. 24.
2.2.4 Surface passivation on different Si wafer surfaces
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Figure 2.6: (a) Measured effective lifetime τeff at ∆n = 1015 cm−3 of a 200Ωcm
p-type Si wafer for different storage times after the last HF-dip in the cleaning
sequence. The last HF-dip is either performed directly (black circles) or 6 months
(red squares) after an RCA cleaning. (b) Effective SRV Seff at ∆n = 1015 cm−3
of a 1.5Ωcm p-type Si wafer with planar (black circles) or random-pyramid-
textured (red squares) surfaces. The inset shows the ratio of Seff values for
textured and planar surfaces. The geometric surface enlargement is indicated by
the gray line.
Figure 2.6(a) shows the measured effective lifetime τeff at ∆n = 1015 cm−3
of a 200Ωcm p-type Si wafer for different surface conditions: One set of
samples was stored in a box in a clean-room for six months after a
standard RCA cleaning, the second set of samples was RCA-cleaned
immediately prior to the experiment. Then, all samples receive a final
HF-dip, are stored in the clean-room for a varying period of time, and
are then passivated with Al2O3. Within the uncertainty range of the
measurement, the effective lifetime is not significantly influenced by stor-
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ing the sample after the last HF-dip. Accordingly, at least for 30 nm of
Al2O3, the surface passivation does not appear to be sensitive to the
presence of a native surface silicon oxide. This is consistent with results
presented in Chapters 4 and 5, where the c-Si/Al2O3 interface properties
are related to a thin interfacial silicon oxide, which is shown to form
during the Al2O3 deposition. However, storing the samples for 6 months
after the RCA cleaning does lead to a reduced effective lifetime, which
suggests that the additional HF-dip at the beginning of the experiment is
not sufficient to remove all contamination that has accumulated over the
course of 6 months, even if the samples are stored in a clean environment.
In a solar cell, the front surface is textured to reduce the reflection of
incoming photons and to increase the mean path length of a ray of
light within the solar cell. On monocrystalline Si this is conveniently
achieved by anisotropic etching in an aqueous solution of potassium hy-
droxide (KOH) and isopropyl alcohol (IPA), which results in randomly
distributed (111)-faceted pyramids with sizes in the range of a few mi-
crometers. Figure 2.6(b) shows the effective SRV Seff, assuming intrinsic
bulk recombination, at ∆n = 1015 cm−3 of a 1.5Ωcm p-type Si wafer
with planar [(100)-oriented, black circles] or random-pyramid-textured
[(111)-oriented, red squares] surfaces. The surface area of an ideal (111)-





times larger than its projected base area. The inset in Fig. 2.6(b) shows
the ratio Stex/Sref of Seff values for textured and planar surfaces. The
gray line indicates the factor 1.73 to account for the surface enlargement.
It should be noted, however, that the electronic surface enlargement fac-
tor for an Al2O3-passivated random-pyramid surface is slightly smaller
than the geometric factor, as the edge of the space charge region is more
rounded at the tips and valleys of the pyramids. Indeed, no difference is
observed in the surface passivation of planar and textured surfaces for an
Al2O3 thickness of 30nm, although the Si-(111) surface features a higher
density of surface atoms – and hence a higher density of potential surface
defects – than the Si-(100) surface [25, p.386]. However, it is possible
to compare relative values for different Al2O3 thicknesses, as the fixed
19
2 Atomic layer deposition (ALD) of aluminum oxide thin films
charge density is considered to be the same for all samples shown in
Fig. 2.6(b). We conclude that on textured surfaces a considerably higher
minimum thickness of the Al2O3 layer is required to achieve the best
passivation, compared to planar surfaces where 5− 10nm are sufficient.
A detailed model of the interface between planar crystalline silicon and
aluminum oxide, deposited by plasma-assisted atomic layer deposition,
will be derived in Chapters 4 and 5.
2.3 High-throughput spatial atomic layer
deposition
Conventional sequential ALD reactors limit the deposition rate to below
2 nm/min and require extensive handling times, severely hampering the
integration of Al2O3 passivation layers into industrial solar cells due
to the low throughput. Recently, a spatial ALD concept was proposed
[19, 26], which enables deposition at atmospheric pressure with deposition
rates of up to 70nm/min.
2.3.1 Principle of spatial ALD
Figure 2.7: Sketch of the linear spatial ALD concept [27]. The TMA and water
half-reaction zones are separated by nitrogen curtains. Contactless transport of
the wafer is facilitated by nitrogen gas bearings below the wafer.
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The spatial ALD process is an H2O-based thermal ALD process, based on
the same two self-limiting half-reactions described above for conventional
sequential ALD. Nevertheless, the term thermal ALD will be used to
denote thermal sequential ALD in this thesis, while thermal spatial ALD
will simply be denoted as spatial ALD. Although a plasma-assisted spatial
ALD concept would in principle be possible, difficulties in ensuring a
stable plasma operation in this configuration have not yet been solved.
In a spatial ALD process, both half-reactions are spatially separated, as
shown by the sketch in Fig. 2.7. The wafers move contactlessly on nitrogen
gas bearings and pass TMA and water vapor inlets sealed off by a flow of
pressurized nitrogen, forming isolated reaction zones. Since both reaction
zones are sealed off by nitrogen flow, any unintentional interaction of
the process gases is prevented and the deposition can be performed
under atmospheric conditions, an additional advantage concerning the
industrial applicability. In a deposition tool with a single reactor [27], the
wafers move back and forth underneath the reactor head, each passage
depositing one monolayer of Al2O3. Alternatively, in a configuration with
many reactor heads in-line [28], the wafers move in one direction, each
reactor head depositing one monolayer of Al2O3 on each wafer.
In the spatial ALD concept, no intermediate purging and pumping steps
are required, which significantly decreases the duration of each ALD cy-
cle. The deposition rate is in principle only limited by the time required
to supply a sufficient amount of precursor molecules and ensure a com-
plete reaction of the precursor molecules at the wafer surface, which is
estimated to be of the order of a few milliseconds [19]. The feasibility of
the spatial ALD process was demonstrated in a first proof-of-principle
device developed by the Netherlands Organization for Applied Scientific
Research (TNO) [19], where the wafer rotates beneath a cylindrical reac-
tor head, which significantly simplifies the wafer motion. For this device,
a deposition rate of up to 70 nm/min was experimentally realized [19].
For a linear deposition tool with a single reactor, as shown in Fig. 2.7,
the deposition rate is mainly limited by the back-and-forth motion of
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the wafer, i.e. stopping and accelerating the wafer, which typically allows
deposition rates of ≈ 30 nm/min. Recently, the design of the reactor
head shown in Fig. 2.7 has been modified to include an additional pair
of TMA and water inlets [29]. In this configuration, two monolayers of
Al2O3 are deposited during each pass of the wafer, effectively doubling
the deposition rate.
2.3.2 Thermal stability of the surface passivation
Al2O3 film deposited by spatial ALD were first characterized in this
thesis using the proof-of-principle device developed by TNO [19]. In
the rotating proof-of-principle tool the Al2O3 layer is deposited in a
3 cm wide ring-shaped track. Characterization of the Al2O3 layers was
performed on both p- and n-type 6-inch float-zone (FZ) silicon wafers.
The p-type samples were boron-doped 1.3Ωcm shiny-etched silicon wafers
of 300µm thickness. The n-type samples were phosphorus-doped 1.0Ωcm
wafers, which had been etched in KOH for 10 min to remove the saw
damage, resulting in a thickness of 210µm. To obtain symmetric test
samples, Al2O3 was deposited on both wafer surfaces by spatial ALD
at a deposition rate of 14.4 nm/min. After deposition the wafers were
laser-cut in 4 × 4 cm2 pieces, each containing a sufficient proportion of
the 3 cm wide ring-shaped track of Al2O3. The effective carrier lifetimes
τeff were measured as a function of injection density ∆n using a Sinton
Instruments WCT-120 lifetime tester in the transient mode. An upper
limit to the surface recombination velocity (SRV ) was calculated from
the measured τeff using Smax = W/(2τeff) [30], where W is the wafer
thickness and the bulk lifetime is assumed to be infinite.
The as-deposited Al2O3 layers already show a moderate level of surface
passivation on p- and n-type c-Si, yielding effective lifetimes τeff ranging
from 20µs to 150µs at ∆n = 1015 cm−3, similar to what is observed for
sequential thermal ALD [18, 21]. A “mild” anneal for 15 − 30 min at
350 oC was found to yield the highest effective lifetimes on the p-type as
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Figure 2.8: Injection-dependent effective lifetimes τeff measured on (a) 1.0Ωcm
n-type and (b) 1.3Ωcm p-type silicon samples passivated by spatial ALD-Al2O3.
The samples are as-deposited (blue diamonds), annealed for 15 min at 350 oC
(black circles) or fired at a set peak temperature of 920 oC (red squares); the
Al2O3 film thickness is 15nm.
well as on the n-type silicon wafers, again similar to sequential thermal
ALD [21]. Figure 2.8 shows the injection-dependent effective lifetimes
measured on n- (a) and p-type (b) c-Si wafers, respectively. The samples
were either as-deposited, annealed for 15 min at 350 oC, or fired at a belt
speed of 5.9m/min and a set peak temperature of 920 oC, corresponding
to an actual peak temperature of about 800 oC and a dwell time of ≈ 6 s
above 600 oC. For the annealed samples, the maximum achieved lifetimes
at ∆n = 1015 cm−3 were τeff = 2.5ms for the p-type and τeff = 1.5ms for
the n-type wafers, corresponding to Smax values of 6.0 cm/s and 7.0 cm/s,
respectively. The measured effective lifetimes show virtually no injection
level dependence in the relevant injection range between 1013 cm−3 and
1015 cm−3, which is significant for one-sun operation of typical solar cells.
The achieved lifetimes at ∆n = 1015 cm−3 after firing were τeff = 790µs
for the p-type and τeff = 815µs for the n-type wafers, corresponding to
Smax values of 19.0 cm/s and 12.9 cm/s, respectively. The excellent firing
stability and the weak injection dependence of the passivation quality
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makes the studied Al2O3 layers deposited by spatial ALD well suited for
future generations of industrial high-efficiency silicon solar cells.
2.3.3 Surface passivation on large area
A Process Development Tool (PDT) – later renamed InPassion
ALD [29] – manufactured by the Dutch company SoLayTec was em-
ployed to assess the passivation quality of Al2O3 films deposited by spatial
ALD on 15.6 × 15.6 cm2 Si wafers. In the PDT, the wafer is heated to
200 oC within 6 seconds, and is then cycled through the core reactor
sketched in Fig. 2.7 at a rate of 2Hz, resulting in a deposition rate of 4
monolayers per second, or ≈ 30 nm/min. If the desired number of ALD
cycles – and correspondingly the desired layer thickness – is reached, the
wafer is ejected from the core reactor and is cooled down for 30 seconds on
a cooling track. During this time the next wafer can already be processed
in the core reactor. We use 4Ωcm n-type Czochralski-grown (Cz) silicon
wafers with a size of 15.6× 15.6 cm2 (full-square), which were etched to
a thickness of 180± 15µm in an aqueous KOH solution and received a
standard RCA clean. Al2O3 films with a thickness of 10, 30 and 200nm,
respectively, were deposited on both wafer surfaces by spatial ALD, and
were subsequently annealed at 350 oC for 30 min in a nitrogen ambient
to activate the passivation. In addition, four wafers were passivated with
10 nm of Al2O3 deposited by plasma-assisted ALD in an Oxford In-
struments FlexAL reactor and annealed at 425 oC for 15 min. These
wafers serve as a reference, as Al2O3 deposited by plasma-assisted ALD
is known to yield extremely low surface recombination velocities on lowly
doped n-type silicon [3, 10] and is extensively used throughout this work.
A camera-based dynamic infrared lifetime mapping (ILM) technique [31]
provides a fast analysis of the lateral uniformity of the surface passiva-
tion. In the dynamic ILM analysis, wafers are exposed to a constant
illumination intensity, which has to be carefully set to compare lifetime
mappings of different wafers at a similar injection density ∆n. In addition,
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it should be kept in mind that the local injection density ∆n might vary
over the wafer area. The injection-density-dependent effective lifetime
τeff(∆n) is measured by transient photoconductance decay (PCD) using
a Sinton Instruments WCT-120 lifetime tester in the transient mode,
with the wafers centered over the sensor area. The corresponding maxi-
mum effective surface recombination velocity (SRV ) Smax is calculated
from the measured τeff using the equation Smax = W/(2τeff) [30], where
W = 180µm is the mean wafer thickness. The bulk lifetime was assumed
to be infinite. We combine both measurement techniques – dynamic ILM
and transient PCD – in order to gain information about both the spatial






























































Figure 2.9: (a) Effective lifetime τeff and maximum effective SRV Smax for
Al2O3 thicknesses of 10, 30, and 200nm deposited by spatial ALD, and 10nm
deposited by plasma-assisted ALD, respectively. The lifetime is calculated from
the lifetime mappings shown in (b) by averaging over the wafer area, error
bars denote the minimum and maximum values; (b) Spatially resolved lifetime
mappings measured by dynamic ILM for 15.6 × 15.6 cm2 4Ωcm n-type Cz-Si
wafers passivated by spatial ALD-Al2O3.
Figure 2.9(a) shows the effective lifetime τeff measured by dynamic ILM
and averaged over the wafer area, excluding ≈ 0.5 cm around the wafer
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edges. The error bars denote the minimum and maximum lifetime values
recorded within this area. The spatially resolved lifetime mappings cor-
responding to the data points are shown in Fig. 2.9(b) for the samples
passivated by spatial ALD. The lifetime values and maximum SRVs are
summarized in Table 2.2. The reference wafers passivated by plasma-
assisted ALD yield effective lifetimes at a mean injection density of
∆n = (1 − 2)×1015 cm−3 between 4.2 and 10.2ms, corresponding to
Smax = 0.9 − 2.2 cm/s. A comparable level of surface passivation is
achieved with 10 nm of Al2O3 deposited by spatial ALD, yielding effec-
tive lifetimes between 3.1 and 8.1ms (Smax = 1.1 − 2.9 cm/s). A slight
reduction of the effective lifetime along two parallel stripes might be
attributed to the wafer handling prior to deposition or during cooling.
Adjustments to the wafer handling system successfully eliminated these
regions of reduced lifetimes.
ALD Thickness Eff. lifetime τeff Max. SRV Smax
Plasma 10 nm 4.2− 10.2ms 0.9− 2.2 cm/s
spatial 10 nm 3.1− 8.1ms 1.1− 2.9 cm/s
spatial 30 nm 1.4− 4.5ms 2.0− 6.5 cm/s
spatial 200 nm 0.3− 1.1ms 8.2− 30.5 cm/s
Table 2.2: Effective lifetime τeff measured by ILM and maximum SRV Smax
for different Al2O3 passivation layers deposited by plasma-assisted and spatial
ALD, respectively.
We observe a reduced effective lifetime for an Al2O3 thickness exceed-
ing 10 nm. For a film thickness of 30 nm this effect is marginal, yield-
ing effective lifetimes between 1.4 and 4.5ms (Smax = 2.0 − 6.5 cm/s).
For a film thickness of 200 nm, however, we measure significantly re-
duced effective lifetimes between 300µs and 1.1ms, corresponding to
Smax = 8.2− 30.5 cm/s. The reasons for the degradation of surface passi-
vation quality with increasing film thickness are not yet fully understood.
As this effect is absent prior to annealing of the lifetime samples, the
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degradation might be related to thermal stress and the accompanying
damage to the Si/Al2O3 interface induced during thermal treatment.
The reduced lifetime for thick Al2O3 layers, however, is of no concern for
the industrial fabrication of solar cells, as such thick layers of Al2O3 are
usually not desired. Superior optical properties and firing stability are
obtained with a stack system comprising a thin (< 10 nm) Al2O3 passi-
vation layer deposited by ALD and a thicker capping layer, commonly of
hydrogenated amorphous SiNx deposited by plasma-enhanced chemical
vapor deposition (PECVD) [9, 24].
(a) (b)
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Figure 2.10: (a) Effective lifetime τeff and maximum effective SRV Smax as func-
tion of injection density ∆n measured by transient PCD. The Al2O3 thickness
is 10, 30, and 200nm deposited by spatial ALD, and 10nm deposited by plasma-
assisted ALD, respectively. (b) Comparison of the injection density dependent
τeff and Smax as measured by transient PCD (blue triangles) and dynamic ILM
(red circles) for 10nm of Al2O3 deposited by spatial ALD.
The dependence of the surface passivation quality on injection density
∆n is addressed in Fig. 2.10. Figure 2.10(a) shows the effective lifetime
τeff (left axis) and maximum effective SRV Smax (right axis) as a function
of injection density ∆n measured by transient PCD. In agreement with
Fig. 2.9, the reference samples passivated by plasma-assisted ALD and
the samples passivated with 10 nm of Al2O3 deposited by spatial ALD
show a comparable level of surface passivation. For thicker Al2O3 layers
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the effective lifetime is reduced. Independent of the Al2O3 thickness, all
samples only show a minor injection density dependence of the effective
lifetime. Taking into account that the same shape of the τeff(∆n) curve
is observed for all samples, including the reference samples passivated by
plasma-assisted ALD, the slight decrease in effective lifetime for low injec-
tion densities is most likely attributed to recombination in the bulk silicon.
Figure 2.10(b) compares the τeff(∆n) data obtained by transient PCD
with lifetime values extracted from spatially resolved lifetime mappings
as described above. According to Fig. 2.10(b), the injection dependence
of the effective lifetime is most pronounced in low-lifetime regions. In
addition, hole transport through the Al2O3-induced inversion layer to-
wards the defective wafer edge leads to an increased recombination close
to the wafer edge at lower injection densities [32]. On the other hand, the
regions of the highest effective lifetime do not appear to be significantly
reduced at lower excess carrier densities and yield surface recombination
velocities Smax < 1 cm/s.
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3.1 Band bending at the c-Si surface
The negative fixed charges present in an Al2O3 passivation layer deposited
on silicon cause a variation in the carrier densities and electrostatic
potential within the silicon wafer towards the interface. The surface band
bending, and the resulting depletion of electrons (for negative charges in
the Al2O3) near the recombination-active c-Si/Al2O3 interface, is a main
contribution to the excellent passivation quality provided by Al2O3, and
plays a major role in several experimental techniques used in this thesis.
A detailed theoretical treatment of surface band bending in the so-called
band-bending approximation is given in Ref. 33, the most important
equations relevant to this thesis are outlined here.
3.1.1 Energy bands and charge distribution
Figure 3.1 shows a sketch of the energy band diagrams and charge dis-
tributions near the silicon surface for a metal/Al2O3/Si capacitor on
p-type Si in accumulation and depletion/inversion [33, p.52]. We assume
a semi-infinite silicon wafer with a single homogeneous Al2O3 layer at
the front, which is characterized by its oxide capacitance Cox per unit
area and a fixed charge density Qf < 0 at the Al2O3/Si interface. In
addition, we demand that electric fields only cause a shift of the energy
levels in the silicon bands, but do not change the density of states in the
valence and conduction band (band-bending approximation). Whenever
the device deviates from thermal equilibrium, we demand that both the
electron and hole quasi-Fermi levels are constant (“flat”) throughout the
space charge region.
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Figure 3.1: Energy diagrams (top) and charge distributions (bottom) near the
silicon surface, shown exemplarily for p-type Si for a metal/Al2O3/Si capacitor
(a) in accumulation and (b) in depletion/inversion. The various symbols are
defined in the text. Arrows pointing down denote negative potentials.
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Within the silicon wafer, Ev and Ec = Ev +Eg denote the upper edge of
the valence band and the lower edge of the conduction band, respectively,
where Eg is the silicon bandgap. The intrinsic energy level Ei is chosen
parallel to valence and conduction band everywhere in the silicon. Deep
in the silicon bulk, Ei is equal to the intrinsic Fermi level EF.i, which is











where Nv and Nc are the effective densities of states of the valence and
conduction band. The intrinsic Fermi level lies slightly below the middle
of the bandgap in silicon due to the different effective densities of states
of the valence and conduction band. This difference however is smaller
than 13kBT , and Ei in the bulk can be identified with the middle of the
bandgap in good approximation.
In thermal equilibrium, the Fermi level EF is constant throughout the
silicon. The potential φ(x) denotes the position of the Fermi level with
respect to the intrinsic level, that is φ(x) = (EF − Ei)/q. In Fig. 3.1,
arrows pointing up denote positive potential, and arrows pointing down
denote negative potential. The shape of the energy bands at any depth
x is determined by the bulk potential φb = φ(x→∞) and the surface
potential φs = φ(x=0). The band bending ψ(x) specifies the potential
φ(x) at a depth x with respect to the value in the bulk, that is ψ(x) =
φ(x)− φb. The region where ψ(x) 6= 0 is called the space charge region
(SCR), its depth is given by dsc. The charges present in the MIS system
are depicted in the bottom part of Fig. 3.1: The fixed charge density Qf
and the charge density Qit stored in interface traps are considered to be
located directly at the c-Si/Al2O3 interface. The band bending within
the c-Si results in a silicon surface charge density Qs, which is mainly
built up by majority carriers in accumulation, and ionized dopants and
minority carriers in depletion and inversion. In addition, a charge density
QG builds up at the metal/Al2O3 interface depending on the applied
external gate voltage. A difference in the workfunctions of gate metal
31
3 Theory and analysis
and silicon leads to an additive constant φms to the gate voltage, which
is given by
φms ≡ Φm −
(
χSi + Eg/2− qφb
)
, (3.2)
where Φm is the metal workfunction and χSi is the silicon electron affinity.
The difference in the Fermi levels EF in the silicon and EFM in the metal
is equal to the externally applied gate voltage VG = (EF − EFM)/q.
In order to facilitate the readability, we define the following abbreviations:
β ≡ q
kBT
, u ≡ βφ, v ≡ βψ, with ψ(x) = φ(x)− φb. (3.3)
Figure 3.1 can equally be applied to Al2O3-passivated lifetime samples
without metal contacts, as the band diagram within the silicon is identical.
3.1.2 Charge carrier densities in Fermi-Dirac and
Boltzmann statistics
The probability f(E) that a state at an energy E is occupied by an







The quasi-free electron density n in a semiconductor is then given by
the integral over the density of states N(E) in the conduction band,









2 f(ε)dε ≡ F, (3.5)
where ε ≡ E−Ec, F is the second-order Fermi integral, and the density of
states N(E) is assumed to be parabolic near the band edges. For Fermi-
Dirac statistics, Eq. 3.5 cannot be solved analytically. An approximation
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to the numerical solution of Eq. 3.5, accurate (∆η < 1mV) for Fermi
energies up to 2kBT within the conduction or valence band, and hence
applicable to most semiconductor devices with reasonably small error, is
given by the following equation [34]:
g1exp (η) = F exp (bF ) , with g1 =
√
π




where η is the position of the Fermi energy relative to the valence or
conduction band edge, that is η ≡ EF−Ec for electrons and η ≡ Ev−EF
for holes. The carrier densities n and p are then given by










where Neff is the effective density of states of the respective band (valence
band for p and conduction band for n), and W (x) is the Lambert W
function [35].
In thermal equilibrium, and applying the Boltzmann approximation of
the Fermi-Dirac distribution, given by f(E) ≈ exp(−E−EFkBT ), the solution
to Eq. 3.5 is F = g1exp(η), and the electron and hole densities n(x) and
p(x) at a depth x are given by
n(x) = ND eβψ(x) = ni eβφ(x) and p(x) = NA e−βψ(x) = ni e−βφ(x),
(3.8)
where ND and NA are the donor and acceptor densities, respectively. The
Boltzmann approximation is accurate (∆η < 1mV at room temperature)
for Fermi energies more than 2kBT below the conduction band or above
the valence band, respectively [34]. However, even for Fermi energies
slightly within the valence or conduction band, the Boltzmann approxi-
mation overestimates the charge carrier densities only by a factor of less
than 2 (η < +1kBT ) or 2.5 (η < +2kBT ), which can often be neglected
compared to other uncertainties. Accordingly, the Boltzmann approxi-
mation and Eq. 3.8 are used throughout this thesis. A notable exception
is Chapter 7, where a small uncertainty in the hole concentration leads
to a considerable uncertainty in the field-dependent hole mobility, and
hence Fermi-Dirac statistics are employed.
33
3 Theory and analysis
3.1.3 Solution of the charge neutrality condition
The silicon surface charge Qs is calculated from the potential φ(x) in the






where %(x) is the total charge density in the silicon and εs = 11.7 ε0 is
the dielectric permittivity of silicon. Solving the Poisson equation results
in the following equation for the electric field at the silicon surface:










and a dimensionless electric field




(ub − us) sinh ub − (cosh ub − cosh us)
] 1
2 . (3.12)
The total charge per unit area Qs within the silicon is then given as a
function of the surface potential us by Gauss’s law as
Qs(us) = εsFs = sgn(ub − us)
εs
βλi
F (us, ub). (3.13)
The hyperbolic functions in Eq. 3.12 are related to a sum (cosh) or
difference (sinh) of electron and hole concentrations, as the latter are ex-
ponential functions of the potential u(x) in the Boltzmann approximation.
Accordingly, Eq. 3.13 can be rewritten as a function of the bulk and sur-
face charge carrier concentrations, and ultimately as a function of the bulk
potential φb and the surface band bending ψs. Under non-equilibrium
conditions, e.g. if excess carriers are generated by illumination, the bulk
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potential is replaced by the electron and hole quasi-Fermi potentials un














where NA andND are the acceptor and donor concentrations, respectively.
For an Al2O3-passivated lifetime sample, this allows to calculate the
surface band bending ψs = vs/β, and hence the charge carrier densities
ns and ps at the c-Si/Al2O3 interface, based on an iterative numerical
procedure introduced by Girisch et al. [36]. In this model, ψs is varied
starting from an arbitrary initial estimate, and the deviation from charge
neutrality is evaluated, which is defined as
δ ≡ Qf +Qs(ψs) +Qit(ψs). (3.15)
The value of ψs is adjusted and the calculations are repeated until charge
neutrality at the interface is fulfilled with the desired accuracy, that is
δ ≈ 0.
The interface-trapped charge Qit is calculated from Eq. 3.18. In the
case of Al2O3, however, for most practical cases Qf  Qit(ψs), and the
interface trapped charges can be neglected.
According to Maxwell’s equations, the electric field is the gradient of the
potential φ in the silicon wafer. Hence, if the surface potential is know,
the electrostatic potential as a function of depth is obtained from the
numerical integration of
F (x) = 1
β
du
dx = sgn(ub − us)
F (ux, ub)
βλi







which yields the depth x at which the potential u has the value ux.
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3.1.4 Response to gate voltage variations
Figure 3.2 shows a sketch of the interface states within the silicon bandgap
for a given surface energy Es, assuming an arbitrary continuous distribu-
tion of interface states. The surface energy Es is defined as that energy
level within the silicon bandgap at the c-Si/Al2O3 interface, which lies
opposite the bulk Fermi level. Using the potentials defined in Fig. 3.1,
Es for a given external bias voltage VG is given by
Es(VG) = Ei + qφs(VG) = Ei + qφb + qψs(VG). (3.17)
Interface traps can exchange charge with the silicon bulk via capture
or emission of charge carriers. Hence, in thermal equilibrium, interface
state occupation follows a Fermi-like distribution centered around the
surface energy Es. Accordingly, the mean energy of the electron ensemble
trapped in the interface states is equal to the mean energy of electrons in
the silicon bulk [see Fig. 3.2(a)]. A change in gate voltage causes a change
in surface potential ψs, and hence changes the surface energy Es. This
change can be considered instantaneous, as the dielectric relaxation time
τ0 = εs%bulk in silicon is of the order of 1 ps for typical bulk resistivities
around %bulk ≈ 1 Ωcm. Charge exchange between the interface traps
and the silicon bulk, however, is limited by the majority carrier capture
time constants of the interface traps, which generally are larger than
the dielectric relaxation time. Eventually, the mean energy of electrons
in the silicon and in the interface traps will equilibrate, albeit with a
certain time delay. In order to reach equilibrium, the number of charges
stored in the interface traps needs to change with a change in ψs, which
contributes to the capacitance of the MIS capacitor [see Fig. 3.2(d)].
In the following, we consider a modulation of the gate bias voltage VG
by a small ac voltage δV with angular frequency ω. For the sake of
simplicity we assume n-type Si, where electrons are the majority carriers.
The occupation probability of the interface states is approximated by a
simple step function. Before electrons can be transfered between silicon
bulk and interface states, the instantaneous change in surface energy
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(a)                                        (b)                                (c)                                (d)
Figure 3.2: Sketch of the interface states and the silicon surface energy Es (a)
in equilibrium, (b) immediately after a change in Es, (c) during charge transfer
between silicon and interface states, and (d) in equilibrium at the new value of
Es. The blue area represents interface states occupied by an electron.
causes interface states below Es to be unoccupied [see Fig. 3.2(b)] or
interface states above Es to be occupied, respectively, depending on the
polarity of δV . In the positive half-cycle of the ac modulation (δV > 0),
the surface energy, and hence the mean energy of electrons near the silicon
surface, is increased. An energy loss occurs when electrons are captured
by interface traps with a lower mean energy, as shown in Fig. 3.2(c). In
the negative half-cycle (δV < 0), the surface energy falls below the mean
energy of the trapped electrons. Electrons are hence emitted from the
interface traps, once again causing a loss in energy.
The energy loss is proportional to the difference in mean energy between
eletrons in the silicon and electrons trapped in interface states at the
time of electron capture/emission, which depends on the capture time
constants of the interface states and on the angular frequency ω of the
ac modulation. If ω is very low, the surface potential ψs changes slowly
and the interface states can react almost intantaneously. If ω is very
high, no interface trap response occurs at all. The energy loss related to
charging/discharging of interface traps is supplied by the voltage source
of the experimental setup and can be measured as an equivalent parallel
conductance. All relevant information about the dynamics of interface
recombination can be extracted from the frequency-dependent normalized
equivalent parallel conductance Gp(ω)/ω, which is directly related to the
energy loss occurring during one charging/discharging cycle.
Accordingly, information about the interface states can be extracted both
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from a measurement of the capacitance resulting from a change in the
stored charge as voltage changes (described in Sec. 3.2), as well as from
a measurement of the conductance due to an energy loss during the
charging/discharging of a trap (described in Sec. 3.3).
3.1.5 Interface-trapped charge density
Within the scope of the Shockley-Read-Hall (SRH) theory, the charge
density Qit trapped in the interface states depends on the surface band
bending ψs and on the donor or acceptor nature of the interface traps. A
donor trap is neutral when empty, and positively charged when occupied
by a hole, while an acceptor trap is neutral when empty, and negatively
charged when occupied by an electron. Note that such treatment on
interface traps is only approximate if amphoteric defects are involved,
which allow transitions by more than one unit charge [37]. Applying SRH
statistics, the electron-occupancy function fA(E) of acceptor traps and
the hole-occupancy function fD(E) of donor traps are derived from the
demand of equal capture and emission rates under steady-state condi-















σn (ns + n1) + σp (ps + p1)
, (3.20)
with n1(E) = ni eβ(E−Ei) and p1(E) = ni e−β(E−Ei), (3.21)
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where DA (DD) are the acceptor (donor) interface state densities, σn
(σp) are the electron (hole) capture cross sections, and ns (ps) are the
electron (hole) densities at the surface, given by Eq. 3.8. Note that σn,
σp, n1, and p1 are functions of energy E, and ns and ps are functions of
ψs, which has been omitted in Eq. 3.19 and 3.20 for improved readability.
The acceptor or donor nature of the interface traps needs to be known in
order to correctly calculate the charge density Qit stored in the interface
traps. An upper limit of Qit can be estimated if all interface states carry
the same charge. For typical Dit values of c-Si wafers passivated with




qDit(E)dE < 3×1011 cm−2, (3.22)
which is one order of magnitude smaller than typical values of the fixed
charge density ofQf = −4×1012 cm−2 for Al2O3-passivated samples. The
interface trapped charge might dominate if the fixed charge density is
compensated by deposited corona charges as described in Sec. 3.4. In
that case, however, inhomogeneities introduced during corona charging
cause an uncertainty and lateral variation in the deposited charge density
typically larger than Qit.max.
3.2 Capacitance – voltage analysis
3.2.1 Flat-band voltage and capacitance model
The recombination parameters of an interface trap can be obtained as a
function of the energetic position of the trap within the silicon bandgap
by varying the dc component of the gate voltage VG. If the external gate
voltage is varied, the band bending ψs at the c-Si/Al2O3 interface and,
accordingly, the surface energy Es changes as well. Hence, in order to
convert a given gate voltage VG to its respective surface energy Es within
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the silicon bandgap, the dependence of surface band bending ψs on gate
voltage VG needs to be known.
Gauss’s law applied to the charges present at the c-Si/Al2O3 interface
demands that
Cox (VG − ψs − φms) = −Qit(ψs)−Qs(ψs)−Qf, (3.23)
where the left hand side of the equation,Cox (VG − ψs + φms), corresponds














Using the definition of the experimental low-frequency capacitance CLF






















The flat-band voltage describes the influence of fixed charges or a dif-
ference in work functions of silicon and gate metal, which cause a shift
in ψs(VG) along the voltage axis. According to Eq. 3.26, the voltage-
dependent surface band bending ψs(VG) can be obtained – up to an
integration constant related to VF – by numerical integration, if an ex-
perimental or theoretical low-frequency capacitance–voltage (C-V ) curve
is available. For practical applications, Eq. 3.26 is more conveniently
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expressed as [39]








where integration starts at a bias in strong accumulation, where dCLF/dVG
≈ 0, and the integration constant ψ0 is chosen such that ψs(VF) = 0.
At flat-band conditions, the silicon surface capacitance is given byCs(ψs =
0) = εs/λD, and accordingly the flat-band capacitance of the MIS capac-













where Ndop is the bulk dopant concentration. The flat-band voltage can
hence be determined by finding the voltage on an experimental C-V
curve, where the measured capacitance equals CF.
For a more accurate determination of the flat-band voltage VF and oxide
capacitance Cox, experimental high- and low-frequency C-V curves are
compared to theoretical curves, which are calculated using the extracted
values of VF, Cox, and Dit(ψs). This procedure is iterated, until a good fit
between experimental and theoretical curves is obtained. The theoretical
silicon surface capacitance Cs(ψs) is obtained according to Eq. 3.25 as
the derivative of the silicon surface charge density Qs given by Eq. 3.13
with respect to ψs, which yields





sinh us − sinh ub
F (us, ub)
. (3.30)
If the minority carrier concentration is neglected (for example n = 0 in
Eq. 3.14 for p-type Si), the high-frequency capacitance can be calculated
in good approximation from Cs in accumulation, depletion, and over a
certain range in weak inversion, where minority carrier concentration in
the depletion layer is negligibly small compared to the majority carrier
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concentration [33, p. 157]. As the minority carrier concentration increases,
the simple derivative in Eq. 3.25 becomes invalid, as the number of
minority charge carriers does not change with the ac gate voltage variation
[40]. In addition, a spatial reorganization of the minority carriers at the
silicon surface has to be taken into account [41]. The depletion layer
capacitance CD at high frequencies can be approximated with a maximum
error of 1.5% by the following equations [41]:






vs vs ≤ vmvm vs > vm
(3.31)
where Qs.maj is calculated from Eq. 3.14 neglecting any minority carrier
contributions, and the matching point is vm = 2.10ub + 1.33.
For each set of VF, Cox, and Dit(ψs), the theoretical C-V curves are then
calculated from Cs and CD, respectively, using Eq. 3.33, 3.34, Cit(ψs) =
qDit(ψs), and, integrating Eq. 3.24,
VG(ψs) =
∫







with VG(0) = VF.
3.2.2 Extraction of the interface state density
In capacitance-voltage (C-V ) measurements, the interface state density
Dit is extracted from the contribution of interface traps to the capacitance
of the MIS capacitor. A sketch of the sample structure and the corre-
sponding electrical equivalent circuit are shown in Fig. 3.3(a) and (b).
The electrical equivalent circuit for a quasi-static measurement, where all
interface traps are able to follow the change in gate voltage, is shown in
Fig. 3.3(c). At sufficiently high frequencies, interface traps cannot respond
to the change in gate voltage and the electric equivalent circuit simplifies
to that shown in Fig. 3.3(d). High-frequency curves are typically mea-
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(a) (b) (c) (d)
Figure 3.3: (a) Sketch of the sample structure and (b) electrical equivalent
circuit of the MIS capacitor. Simplified equivalent circuits for (c) quasi-static
and (d) high-frequency capacitance measurements. The symbols are defined in
the text.
sured at frequencies of 1MHz, as higher frequencies are experimentally
challenging due to an increasing contribution of series resistance losses
and increasing complexity of a sufficiently shielded probe station.
According to the electric equivalent circuits in Fig. 3.3(c) and (d) the
quasi-static capacitance CQS and high-frequency capacitance CHF of the
























where Cox is the gate oxide capacitance, Cs is the silicon surface ca-
pacitance, Cit is the capacitance related to interface traps, and CD is
the silicon depletion layer capacitance. The approximation Cs ≈ CD in
Eq. 3.34 is not valid in strong inversion, where the inversion layer capac-
itance significantly contributes to Cs, which reduces the energy range
over which useful information about the interface state density can be
obtained by the analysis of experimental C-V curves.
The interface state density Dit is obtained from Cit by combining ex-
perimental quasi-static and high-frequency C-V curves, resulting in the
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equation























   
   
   
   













(c) Gate voltage VG (V)
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2 cm p-type Si
HF
QS
Figure 3.4: (a) Gate voltage (red line on top) and charge (black line on bottom)
of the MIS capacitor during one voltage step of ∆Vstep. The three different charge
measurements are indicated asQ1,Q2, andQ3. (b) Exemplary C-V measurement
on 2Ωcm p-type Si for 21nm of Al2O3 deposited by plasma-assisted ALD. Red
lines are theoretical C-V curves fitted to the data. (c) Interface state density
Dit(E) determined from the measurement in graph (b). The gray area illustrates
the uncertainty in Dit.
The quasi-static capacitance CQS is not measured directly, but is calcu-
lated from charge measurements before and after a step in bias voltage.
A schematic of the charge measurements during a step in gate voltage is
shown in Fig. 3.4(a). Charge is measured using a feedback-charge method
by measuring the change in output voltage of a known feedback capac-
itor [42]. The charge Q1 on the MIS capacitor for a gate voltage V1 is
measured shortly before the gate voltage is changed by a small amount
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∆Vstep. The capacitor is given a time tdelay to fully charge up, then the
final charge Q3 is measured at the gate voltage V2 = V1 + ∆Vstep. The
reported capacitance reading is then given by CQS = (Q3 −Q1)/∆Vstep
at a gate voltage VG = V1 + ∆Vstep/2. This method is very sensitive
to leakage currents in the system, which lead to a build-up of charges
over time. In order to correct for leakage currents, an additional charge
measurement Q2 is performed at a time t0 prior to the final charge meas-
urement Q3. The leakage current is then given by Q/t = (Q3 −Q2)/t0
and the capacitance reading can be corrected using







For the Keithley 595 Quasistatic CV Meter used in our setup
the timing parameters are t1 = 36 . . . 56ms and t0 = tdelay/8 or 44ms,
whichever is longer. The delay time tdelay is a critical parameter in the
C-V measurement. On the one hand, it should be short enough to re-
duce the impact of leakage currents and keep the measurement time
short. On the other hand, it needs to be long enough to allow the MIS
capacitor to equilibrate at the new gate voltage V2, which is equivalent
to the requirement that the charging transient dQ/dt has vanished by
the time the final charge measurements Q2 and Q3 are performed. If
this requirement is not fulfilled, the leakage current is overestimated, as
an additional charging current flows between the measurements of Q2
and Q3. Accordingly, the leakage current Q/t can be used to determine
whether equilibrium is reached: In thermal equilibrium Q/t is constant
over the full gate voltage range (bias-independent leakage current) or a
linear function of gate voltage (ohmic shunt through the gate oxide). Fur-
thermore, information about the recombination dynamics can be derived
from the charging transient, as shown in Sec. 5.2.3.
A complete voltage sweep from accumulation to inversion, or vice versa,
can be obtained within a few minutes, depending on the sweep rate
∆V/∆t, measuring quasi-static and high-frequency capacitance at the
same time. In order to avoid damage to the c-Si/Al2O3 interface due to
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the applied bias voltage, a virgin C(V ) curve is obtained by combining
two different measurements – one from 0V to accumulation, and one from
0V to inversion – on two different contact pads which have previously
not been exposed to any bias voltage.
Compared to the analysis of equivalent parallel conductance spectra pre-
sented in section 3.3, C-V analysis is much faster but less precise [33, p.
320]. In literature, Dit distributions determined by C-V are often shown
over a wide energy range, without taking into account the measurement
uncertainties, which significantly limit the accessible energy range. Com-
mon measurement uncertainties include [33, p. 345-353]:
Uncertainty of the measured capacitance: The measurement setup was
tested with a set of calibrated capacitors. From this data the rela-
tive measurement uncertainties in the relevant capacitance range
are estimated to be < 1% for CHF and < 2.5% for CQS.
Deviation from a true high-frequency curve: Due to technical limita-
tions, high-frequency curves are rarely measured at frequencies
above 1MHz. Majority trap time constants typically decrease to-
wards the majority carrier band edge, as exemplified in Fig. 5.4
for Al2O3. Interface traps can therefore follow the ac gate voltage
variation over a part of the gate voltage range, causing an underes-
timation of Dit over the relevant gate voltage range.
Round-off errors: Equation 3.35 requires the subtraction of inverse ca-
pacitance values, which leads to large round-off errors if CQS and
CHF are nearly equal, or at least one of them is nearly equal to
Cox. When calculating the relative uncertainty in Cit, the relative
uncertainties in CQS, CHF, and Cox are multiplied by factors of the
form x/(1− x) or 1/(1− x), where x is a ratio CQS/Cox, CHF/Cox,
or CHF/CQS. Accordingly, the uncertainty in the extracted value
of Dit will increase drastically if x approaches unity.
Onset of strong inversion: The approximation Cs ≈ CD in Eq. 3.34,
and hence Eq. 3.35, becomes invalid if the silicon surface is inverted.
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The corresponding overestimation of Dit is negligible in weak in-
version, but rapidly increases in strong inversion (ψs > 2φb).
Series resistance: The series resistance mainly plays a role for high fre-
quencies. Although the series resistance can be estimated from the
experimental data, and the high-frequency C-V curve can be cor-
rected, deviations occur mainly in a voltage range where CHF is
large and round-off error are significant. Hence, no meaningful in-
formation about the Dit distribution can be extracted anyway in an
energy range, where series resistance contributions are significant.
All these measurement uncertainties can be estimated from a theoretical
description of the MIS capacitance and are taken into account whenever
uncertainty values are provided for Dit values in this work. Figure 3.4(b)
shows an exemplary C-V measurement on 2Ωcm p-type Si for 21 nm
of Al2O3 deposited by plasma-assisted ALD. Red lines are theoretical
C-V curves fitted to the data according to the procedure described in
Sec. 3.2.1. Figure 3.4(c) shows the resulting interface state densityDit(E),
where the uncertainty in the extracted Dit values is illustrated by the
gray area. It is worth mentioning that (i) around midgap the uncertainty
in Dit can be one order of magnitude for a typical measurement, and (ii)
an exponentially increasing Dit towards the band edges, often identified
as tail-states, is in fact most likely a measurement artifact due to the
series resistance (near the majority carrier band edge) or strong inversion
(near the minority carrier band edge).
3.3 Admittance spectroscopy
3.3.1 Analysis of equivalent parallel conductance spectra
Figure 3.3(b) shows the electrical equivalent circuit of an MIS capac-
itor for an arbitrary angular frequency ω. The admittance Ym of the
Al/Al2O3/Si capacitor is measured as a function of the angular frequency
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ω for a fixed gate bias voltage VG superimposed by a small ac variation
δV . By varying VG in subsequent measurements, the interface parameters
are determined as a function of energetic position in the silicon bandgap
given by the surface energy Es in Eq. 3.17.
In an experiment, only the total admittance of the device under test is
accessible, rather than the interface-trap-related admittance Yit. If stray
and fringing capacitances and leakage conductances are avoided or re-
duced, we can identify the measured admittance Ym with the admittance
of the MIS capacitor as shown in Fig. 3.3(b). Converting all capacitances











The equivalent parallel conductance Gp, which is the conductive compo-
nent of Yit = Gp+ iωCp, is then extracted from the measured admittance
Ym = Gm + iωCm of the complete system by taking the real part of










where a = Gm −Rs(G2m + ω2C2m). Knowledge of the silicon capacitance
Cs in Eq. 3.37 is not required for the extraction of Gp, as it only adds to
the imaginary component of the admittance.
If the MIS capacitor is biased in accumulation, the silicon capacitance
Cs and the interface-trap-related admittance Yit can be neglected, and
the MIS capacitor is dominated by the oxide capacitance Cox. Thus, the
equivalent circuit in Fig. 3.3(b) can be simplified to an R− C circuit as
shown in the inset of Fig. 3.5. The series resistance Rs and oxide capaci-
tance Cox can then be obtained by a least-square fit of the predicted total
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Angular frequency  (s-1)























VG = 2.5 V
Rs = 8.4 
Cox = 4.0 pF
Rs
Cox
1.5 cm n-Si, 10 nm Al2O3
Figure 3.5: Amplitude (black circles) and phase (red squares) of the measured
admittance in accumulation. The straight lines are fits assuming the equivalent
circuit shown in the inset. The fit parameters are series resistance Rs = 8.4 Ω
and oxide capacitance Cox = 4.0 pF.
admittance to a measurement of Ym(ω) in accumulation. The amplitude
and phase of Ym = |Y | eiYφ and the respective fit curves are shown in
Fig. 3.5 for a typical sample with Rs = 8.4 Ω and Cox = 4.0 pF.
For most samples the phase signal Yφ at low frequencies deviates slightly
(fractions of a degree) from the predicted value of Yφ(0) = −90 o. This
is attributed to a small leakage current through the gate oxide, shunting
the oxide capacitance. Taking into account a non-vanishing gate leakage
conductance indeed leads to a better agreement between experiment
and fit, but only has a negligible impact on the extracted values of Rs
and Cox, and is hence ignored. The gate leakage conductance obtained
from the best fit for all samples results in a lower limit of the bulk
resistivity of amorphous Al2O3 above 3×1011 Ωcm. In literature, a value
of ≈ 1016 Ωcm has been reported for atomic-layer-deposited Al2O3 [44],
which justifies neglecting the leakage conductance. Only for a sample
with 3 nm of Al2O3 we observe a significant contribution of the leakage
conductance, which yields Yφ(80Hz) = −80.8 o and corresponds to a bulk
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resistivity as low as (2− 3)×1010 Ωcm.
Angular frequency  (s-1)
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1.5 cm p-Si, 10 nm Al2O3
Rs = 17.7 , A = 0.002 cm² Rs = 19.4  A = 0.008 cm²





Figure 3.6: (a) Representative plots of the normalized parallel conductance
Gp/ω as a function of the angular frequency ω for gate voltages of VG = 0.36,
0.42, and 0.48V on 1.5 Ωcm n-type FZ-Si and (b) VG = −0.35V on 1.5 Ωcm p-
type FZ-Si for an Al2O3 film thickness of 10nm. Squares show the measurement
data, circles are series-resistance-corrected. Red lines are fits of Eq. 3.44 to the
series-resistance-corrected measurement data. The data in graph (b) illustrates
a second type of defect at low frequencies and a deformation of the peak shape
at high frequencies.
Figure 3.6(a) shows exemplary plots of the normalized parallel conduc-
tance Gp/ω obtained using Eq. 3.38 as a function of the angular frequency
ω for three different gate voltages VG on 1.5Ωcm n-type FZ-Si for an
Al2O3 layer thickness of 10 nm. Similar plots are obtained for other gate
voltages within the accessible range, on p-type substrates, as well as for
different Al2O3 layer thicknesses. The relevant interface recombination
parameters, i.e. the interface state density Dit and the capture time con-
stant τn for electrons (on n-type samples) or τp for holes (on p-type
samples), respectively, are deduced from the peak of Gp/ω versus log(ω)











where A is the gate contact area, and fD and ξp are functions of the
surface potential fluctuation σs explained in the following section. The
capture cross sections σn and σp are related to the capture time constants
τn and τp by the following equations [36]:








)−1 = (vthτpni)−1 exp (+β[E − Ei]) (3.42)
where vth = 1×107 cm/s is the thermal velocity of the free carriers in
silicon, ns and ps are the electron and hole concentrations at the surface,
ni is the intrinsic carrier concentration, β = (kBT )−1, kB is the Boltzmann
constant, and T is the temperature.
3.3.2 Surface potential fluctuations
In a real device, the experimental data typically cannot be quantitatively
reproduced by the Gp/ω versus log(ω) curves calculated for the expected
values of the surface band bending. This can be attributed to a spatially
non-uniform surface band bending, e.g. caused by non-uniformities in the
thickness of the gate oxide or by a non-homogeneous distribution of fixed
charges at the interface. Although the exact surface potential fluctuation
is typically unknown, a Gaussian distribution with standard deviation
σs around the mean value of surface band bending v̄s is a reasonable
estimate, as the fluctuations result from a random distribution of a large
number of atoms or charges and hence are expected to follow a normal
distribution. The distribution function P (vs) of the local surface band
bending vs is then given by:
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Note that, for simplicity, ψs rather than ψ̄s is used in this thesis to denote
the mean value of the surface band bending v̄s/β.
As interface trap time constants usually strongly vary with energy, and
hence with the local value of the surface band bending, a spatially non-
uniform surface band bending leads to a significant interface trap time
constant dispersion in the measurement. As a result, the peak of Gp/ω vs
log(ω) is broadened, shifted to higher frequencies, and the peak value of
Gp is reduced in the presence of surface potential fluctuations compared
to a spatially homogeneous surface potential. As the Gp/ω vs log(ω)
peak is broadened by surface potential fluctuations, σs can be determined
experimentally by calculating a theoretical conductance curve for a given
surface band bending, folding it with the Gaussian distribution given
by Eq. 3.43, and fitting the resulting curve to the experimental data. In
depletion, Gp/ω averaged over the Gaussian distribution of the surface






























where η = vs − v̄s, and where we assume that the interface state density
Dit and the capture cross sections σn/p do not vary significantly over
an energy range of a few kBT . Figure 3.6 shows an excellent agreement
of theoretical and experimental Gp/ω curves for most measurements.
However, the analysis fails if series resistance losses become too large and
uncertainties in Rs obscure the peak shape, as exemplified by the second
peak around ω ≈ 106 s−1 in Fig. 3.6(b).
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This integration and fitting procedure can be simplified significantly: The
ratio of Gp/ω values taken at the peak frequency ωpeak and a multiple
nωpeak defines the peak shape and is independent of the actual interface
trap parameters. Hence, this ratio can be calculated once from Eq. 3.44
as a function of σs, and the resulting tabulated values can then be used
to obtain σs from the experimental data. Figure 3.7(a) shows this ratio
for multiples of n1 = 5 and n2 = 1/5.
Parameter fD
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Figure 3.7: (a) Dependence of the ratio of Gp/ω values taken at the peak
frequency ωpeak and a multiple nωpeak on the standard deviation σs of the
surface potential distribution, for multiples of n1 = 5 and n2 = 1/5. The inset
shows σs values determined for Al/Al2O3/c-Si capacitors. (b) Correction factors
fD and ξp in Eq. 3.39 and 3.40 as a function of σs.
Typical values of σs for an Al/Al2O3/c-Si capacitor are shown in the
inset in Fig. 3.7(a). We obtain values of σs/β = 54± 7mV on p-type and
57 ± 3mV on n-type samples, respectively. A spatially inhomogeneous
fixed charge density Qf due to randomly distributed charges in the Al2O3
is one possible cause of a non-uniform surface potential. These σs values
then correspond to a standard deviation of the distribution of the fixed
charge density of σQ.f < 2×1011 cm−2, which is at least one order of
magnitude lower than typical values of Qf = −4×1012 cm−2 for Al2O3
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on c-Si.
When extracting Dit and τn/p from a conductance measurement, the
correction factors fD(σs) and ξp(σs) in Eq. 3.39 and 3.40 account for the
change of the peak shape in the presence of surface potential fluctuations.
Both fD(σs) and ξp(σs) are known functions of σs, which can be calculated
numerically [33, p. 207-217] and, for realistic values of σs, have values in
the range of fD = 0.15− 0.35 and ξp = 2.0− 2.5, as shown in Fig. 3.7(b).
The plots in Fig. 3.7 can be used to first obtain σs from the ratio of
experimental Gp/ω values at two frequencies ωpeak and nωpeak, and then
obtain the parameters fD and ξp for the determined σs, which are in turn
used to calculate Dit and τn/p using Eq. 3.39 and 3.40.
3.3.3 Measurement range and uncertainty
The energy range in the silicon bandgap accessible by the Gp(ω)/ω
analysis extends roughly between 2 kBT from midgap to within 2 kBT
from the bulk Fermi level, and the conductance signal is dominated by the
majority carrier time constant [43]. Therefore, both n- and p-type samples
are required to cover both halves of the bandgap. In addition, upper and
lower limits to the detectable capture time constants τn/p are given by
constraints on the corresponding peak frequency ωpeak = ξp(σs)/τn/p in
our experimental setup. On the one hand, for large capture time constants,
and accordingly low peak frequencies, the conductance Gp is small and
affected by low-frequency noise and leakage currents through the gate
oxide. On the other hand, capture time constants below 3.5×10−7 s
cannot be resolved in our experimental setup, as the corresponding peak
frequency lies above the maximum measurement frequency of 1MHz.
Furthermore, at high frequencies the measured conductance signal is
large, and inaccuracies in the measurement or in the correction for series
resistance have a large impact on the shape of the Gp/ω peak. For the
exemplary set of data shown in Fig. 3.6(a), the series resistance correction
only leads to a minor change in the peak position and shape, and interface
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recombination parameters can be extracted with great accuracy. For the
data shown in Fig. 3.6(b), however, the second peak around ω ≈ 106 s−1 is
obscured in the raw data due to dominant series resistance losses. Accord-
ingly, the corrected data is highly sensitive to the exact value of the series
resistance. This masks the real dependence of ωpeak on gate bias, and
yields apparent capture time constants near the detection limit, which
are practically independent of energy. As a consequence, the apparent
capture cross-sections seem to decrease exponentially with energy, follow-
ing the exponential factor in Eq. 3.41 and 3.42. In order to avoid such
misinterpretation, we disregard all data where the experimental and the
numerically computed peak shapes deviate significantly. The standard
deviation σs of the surface potential distribution provides a good esti-
mate: the data is discarded if σs evaluated according to Fig. 3.7(a) differs
by more than 10% between using multiples of n1 = 5 and n2 = 1/5.
In order to convert the applied gate voltage VG into the energy level E
within the silicon bandgap, ψs(VG) is calculated from an experimental
or theoretical C-V curve according to Eq. 3.28 or 3.32. Due to the expo-
nential dependence of capture cross section σn/p on energy E, and hence
ψs, in Eq. 3.41 and 3.42, the capture cross sections can typically only be
determined with an accuracy of one order of magnitude.
3.4 Corona charge analysis
The fixed charge density Qf in a dielectric layer, for example Al2O3, can
be probed by means of a corona charge experiment [45]. Figure 3.8(a)
shows a sketch of a typical corona charge setup. A voltage of ±(7 −
8) kV is applied between the sample and a needle above the sample. Air
molecules are ionized and accelerated in the electric field, which leads
to the deposition of corona charges onto the sample surface, thereby
varying the surface potential ψs. In a corona charge experiment, Eq. 3.15
has to be extended to include the deposited corona charge density Qc.
Accordingly, the corona charge density required to obtain a given band
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Figure 3.8: (a) Schematic drawing of the corona charge setup applied in this
study. Air molecules are ionized in an electric field and deposited unto the sample
surface. (b) Schematic drawing of an electrostatic Kelvin probe setup. A feed-
back circuit drives the probe housing towards the same potential as the sample
surface.






Analogous to Eq. 3.23, the surface voltage Vs relative to the bulk Fermi





In order to reproduce a corona charge experiment, ψs is varied over a
wide range, and Eq. 3.45 and 3.46 are evaluated for each value of ψs to
obtain Vs(Qc).
The surface voltage, and hence – indirectly – the deposited corona charge
density, can be monitored experimentally relative to a reference surface
using a Kelvin probe [46] (Trek 320C [47]). A schematic drawing of the
electrostatic Kelvin probe used in this study is shown in Fig. 3.8(b). In
order to measure the surface voltage on the sample, a vibrating electrode
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is brought in close proximity to the sample surface. In the presence
of any potential difference between sample surface and probe housing,
which serves as reference surface, the modulated capacitance between
sample and vibrating electrode induces an ac signal on the electrode.
In a feed-back circuit, the probe housing is driven towards the same
potential as the sample surface, at which point the induced ac signal
vanishes. As the Kelvin probe measures the surface voltage relative to
a sample surface, the Kelvin probe reading is typically adjusted to zero
on the sample surface prior to the deposition of corona charges. Thus,
the determined surface voltage after corona deposition corresponds to
the change in surface voltage caused by the deposited corona charges.
Accordingly, calculated values of Vs according to Eq. 3.46 need to be
shifted to fulfill Vs(Qc = 0) = 0.
In our corona charge experiments [45], corona charges are successively
deposited onto both sides of a passivated lifetime sample, and the effective
surface recombination velocity Seff is determined after each charging
step by means of a photoconductance measurement. As the deposited
corona charges gradually compensate the fixed charge density Qf in the
passivation layers and reduce the surface band bending, and hence the
field-effect passivation, Seff increases significantly. A maximum of Seff is
observed for nsσn = psσp [45], where ns and ps are the electron and hole
concentrations at the surface, and σn and σp are the electron and hole
capture cross sections. For typical samples, the fixed charge density Qf
can directly be identified with the corona charge density Qpeak at which
the maximum value of Seff is observed, that is Qf = −Qpeak, with a minor
error of ∆Q <
(
Qit + 1011 cm−2
)
[45]. Alternatively, a fit of a calculated
Vs(Qc) curve to experimental data allow a more precise determination
of the fixed charge density independent of the capture cross sections.
Figure 3.9 shows an exemplary corona charge measurement for 5nm of
Al2O3 deposited by plasma-assisted ALD on 1.5Ωcm p-Si. Figure 3.9(a)
shows the surface voltage Vs measured using a Kelvin probe (solid sym-
bols) as a function of the number of successive corona charging steps,
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Figure 3.9: (a) Surface voltage Vs as a function of the number of successive
corona charging steps measured for 5 nm of Al2O3 deposited by plasma-assisted
ALD on 1.5Ωcm p-Si (solid symbols). The red solid line is a best fit of calculated
Vs values to the experimental data, where the interface-trapped charge Qit is
calculated from experimental Dit values. The flat-band condition is indicated
by the gray line, the resulting fixed charge density is Qf = −3.8×1012 cm−2.
For the blue dashed line Qit is neglected. (b) Effective SRV Seff as a function of
deposited corona charge density Qc for the data shown in graph (a), where Qc
is calculated according to Eq. 3.46 neglecting ψs (black squares), or by assuming
a constant charging rate ∆Qc/step (red circles). For the latter the maximum
value of Seff is observed at Qpeak = (3.7± 0.4)×1012 cm−2.
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as well as best fits of calculated Vs values to the experimental data
(lines) with and without taking into account the interface-trapped charge
Qit. The best fit yields a fixed charge density of Qf = −3.8×1012 cm−2,
which is obtained from the location of the flat-band point on the cal-
culated curve. Figure 3.9(b) shows the effective SRV Seff as a func-
tion of deposited corona charge density Qc. A fixed charge density of
Qf = −(3.7± 0.4)×1012 cm−2 is obtained from the peak of Seff(Qc). For
the Al2O3-passivated samples analyzed in this study the surface band
bending ψs in Eq. 3.46 cannot be neglected and Qs is not a linear func-
tion of the surface voltage Vs. In a corona charge experiment, Qs is most
conveniently calculated assuming a constant corona charge density ∆Qc
deposited during each charging step [red circles in Fig. 3.9(b)]. The value
of ∆Qc is either calculated from the change ∆Vs in surface voltage for
the first few measurements of the experiment, where ψs does not change
significantly, or is determined on a reference sample with a small oxide
capacitance Cox, in which case ψs in Eq. 3.46 can be neglected.
The level of chemical passivation at the interface is given by the surface
recombination velocity parameter S0 for zero net charge, which is identi-
fied with the maximum of Seff. For a better comparison, the S0 values can
be scaled to a true interface state density Dit by means of a C-V meas-
urement of a reference sample. However, due to the non-homogeneous
distribution of the fixed charge density and of the deposited corona charge
density, as observed for example in Fig. 4.9, corona experiments typically
underestimate the value of S0. Simulations of the effective SRV Seff as
a function of surface charge density QΣ = Qf +Qc presented in Sec. 5.3
show that for typical PA-ALD-Al2O3-passivated samples and for an excess
carrier density of ∆n = 1015 cm−3 the true value of S0 is underestimated




4 Model of the c-Si/Al2O3 interface
4.1 Structural properties of the c-Si/Al2O3
interface
A thin (1−2nm) interfacial layer of SiOx had previously been reported at
the c-Si/Al2O3 interface [3] and is considered to play an important role
in the passivation of silicon surfaces with Al2O3 layers [4, 18]. In order to
directly verify the presence of such an interfacial SiOx layer, in this thesis
the c-Si/Al2O3 interface was examined by cross-sectional transmission
electron microscopy (TEM). The Al2O3 layer under investigation has a
thickness of 30 nm and has been deposited by plasma-assisted ALD on
a shiny-etched non-polished 1.5Ωcm (100)-oriented p-type FZ-Si wafer
and subsequently annealed for 15 min at 425 ◦C in a nitrogen ambient.
Figure 4.1(a) shows a bright-field TEM image of the Al2O3 layer on
top of the c-Si wafer, details of the Si/Al2O3 interface morphology are
revealed by a high-resolution (HR-) TEM image shown in Fig. 4.1(b).
The interface shows a roughness at the nanometer scale, which is typi-
cal for RCA-cleaned Si(100) surfaces [48]. The pronounced bright-dark
contrast within the c-Si wafer near the interface is attributed to tension
within the silicon. It is not clear, however, whether this is due to the
Al2O3 deposition, etching of the surface during the wafer fabrication, or
if it related to thermal stress due to a difference in the coefficients of
thermal expansion of Si and Al2O3. A bright feature at the Si/Al2O3
interface – which in previous studies [3] might have been mistakenly in-
terpreted as a thin interfacial SiOx film of a few nanometers – can be
seen in the low-magnification image in Fig. 4.1(a). This feature is caused
by pronounced Fresnel diffraction resulting from a large step of the pro-
jected scattering potential in the rather thick part of the TEM foil imaged
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Figure 4.1: (a) Bright-field TEM image of a 30nm thick Al2O3 layer deposited
on c-Si by plasma-assisted ALD. The Al2O3 layer was annealed for 15 min at
425 ◦C. (b) High-resolution TEM image of the same Al2O3 layer. The insets
show magnifications of the interface region at atomic scale.
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here [49]. The complete absence of any structural contrast in HR-TEM
images of this region [Fig. 4.1(b)] refutes the presence of a noticeable
interfacial SiOx layer with a thickness of the order of a few nanometers.
The presence of only a few monolayers of SiOx at the interface, however,
cannot be excluded on the basis of present TEM data.
Figure 4.2: TEM images of an annealed 30nm thick Al2O3 layer deposited on
c-Si by plasma-assisted ALD (a) with short exposure time before recording the
image and (b) after 3 min of exposure to the 200 keV electron beam. Insets show
the Fourier transformation of the marked region in the respective TEM image.
The Al2O3 layer is clearly shown to be amorphous, which is corroborated
by the feature-less pattern of the Fourier transformation of an area of
the TEM image shown in Fig. 4.2(a). It is worth mentioning, however,
that nanocrystalline regions were observed in the Al2O3 after 3 min
of exposure to the 200 keV TEM electron beam, as exemplified by the
Fourier transformation shown in Fig. 4.2(b). Although this effect can be
completely avoided by keeping the exposure time before recording an
image in the TEM short, it might indicate that the amorphous Al2O3
films are susceptible to phase changes due to external energy supply.
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4.2 Chemical composition of the c-Si/Al2O3
interface
4.2.1 X-ray photoelectron spectroscopy
X-ray photoelectron spectroscopy (XPS) is a highly sensitive tool to
analyze the electronic structure and chemical composition even of very
thin films of the order of a few tenths of a nanometer. XPS is highly
surface sensitive due to the short inelastic mean free path length of the
photoelectrons, which is below 3.5nm in c-Si and amorphous Al2O3 [50–
52] for kinetic energies up to 1.5 keV.
A polished c-Si wafer coated with an aluminum oxide layer deposited by
plasma-assisted ALD is introduced to ultra-high vacuum and irradiated
with monochromatic Mg Kα X-ray photons with an energy of 1253.6 eV.
The kinetic energy of photo-generated electrons released from the sample
depends, among other parameters, on the binding energy EB of the or-
bital from which the electron was released. Orbitals in the inner electronic
shells of an atom do not participate in the formation of chemical bonds
and hence exhibit discrete energy levels (core-levels), rather than form-
ing continuous energy bands like valence orbitals. The exact binding
energy EB of a core-level, however, depends on the chemical environment
and the valence state of the atom [53]. By means of a precise energy
calibration and a peak-fitting procedure to find the constituent compo-
nents of recorded core-level peaks, it is possible to identify the chemical
compounds present in a sample. For a quantitative determination of the
chemical composition, the different photoemission cross-sections of differ-
ent atomic species and different orbitals need to be taken into account.
For this, the raw XPS intensity originating from a given core-level orbital
is normalized by an atomic sensitivity factor (ASF), which is calculated
from properties of the core-level orbital and the XPS detection system
[54]. If a sample contains atomic species x, y, z, ... with integrated peak
intensities Ip.i and ASF Si, the relative atomic concentration cx of species
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In the following, XPS peaks are denoted by e.g. Si-2p[SiO2], which refers
to a sub-peak of the Si-2p core-level, which is attributed to a silicon atom
bound as SiO2.
A detailed investigation of the atomic sensitivity factors is beyond the
scope of this thesis and we rely on ASF values published in Ref. 54.
For Al2O3 layers with a thickness of 15 nm we determine an aluminum-
to-oxygen atomic ratio of 0.63± 0.04 [compare Fig. 4.4(b)], which is in
excellent agreement with the stochiometric value of 2/3 and with values of
0.66± 0.07 reported by other groups [10, 55] for comparable ALD-Al2O3
layers. Hence, we only expect a minor influence of any uncertainties in
the chosen ASF values.
A thickness-dependent analysis of the chemical composition is presented
here by varying the number of ALD cycles for the deposition of the Al2O3
films (0, 1, 5, 30 and 125 cycles). In addition, the sample preparation (HF
dip prior to deposition/no HF dip) and post-deposition anneal (annealed
in forming gas/not annealed) are varied.
A pronounced energy-resolved silicon signal can only be observed for thin
Al2O3 films below a few nanometers, where scattering of photoelectrons
originating from the Si/Al2O3 interface is negligible. On these samples
the silicon core-level peaks show a distinct double-peak structure, as ex-
emplified by the Si-2p core-level peak for 5 ALD cycles of Al2O3 shown in
Fig. 4.3(a). Besides the bulk silicon signal at a binding energy of 99.4 eV
[54], a second peak is observed for all samples at a binding energy of
102.9 eV, which is attributed to Si-O bonds [54]. This clearly indicates
an oxidation of the silicon surface, forming a SiOx interface between the
silicon and aluminum oxide. The thickness of the interfacial SiOx is esti-
mated by the relative contributions of the Si−Si and Si−O signals to the
Si-2p double-peak. We assume an ideal stack with a homogeneous SiOx
layer on a semi-infinite Si wafer, and a planar and abrupt interface. Due
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5 ALD cycles Al-2p O-1s
1 ALD cycle
Figure 4.3: (a) Si-2p core-level peak for 5 cycles of ALD-Al2O3 showing a
small second peak attributed to an interfacial SiOx. (b) Al-2p core-level peak,
and oxygen O-1s in the inset, after 1, 5, and 30 ALD cycles, respectively. The
intensities were normalized to yield the same O-1s peak intensity. Solid lines
correspond to results of an XPS peak fitting procedure applied to the data.
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to scattering of the photoelectrons within the sample, the XPS intensity
originating from a depth x is attenuated by a factor of exp(−x/λ), where
λ is the inelastic mean free path of the photoelectron. Using MgKα X-ray
photons, the kinetic energy of a photoelectron from the Si-2p core-level
is approximately 1150 eV, and λ = 2.0 − 2.2 nm in Si and amorphous
SiOx [52]. The ratio of the recorded peak intensities of the Si-2p[SiOx]
and Si-2p[Si] peaks is obtained by integrating the emitted photoelectrons
over the depth in the semi-infinite Si wafer, and in a layer of SiOx with













where the factor γ = 1.5 − 2.0 accounts for the different densities of
Si atoms in crystalline Si and amorphous SiOx. Solving Eq. 4.2 for the
thickness dox of the interfacial SiOx yields the equation










Figure 4.4(a) shows the resulting value of dox as a function of the number
of ALD cycles for non-annealed (black triangles down) and annealed
(red triangles up) samples. The interfacial SiOx grows during the Al2O3
deposition from an initial value of approximately 0.5 nm to more than
1nm. This is in contrast to the TEM image in Fig. 4.1(b), where such a
thick interfacial layer could not be resolved. A possible explanation might
be a non-ideal stack system with a gradual transition from SiOx to Al2O3,
which would reduce the contrast in the TEM image. Remarkably, an HF-
dip directly before the Al2O3 deposition only has a negligible impact on
the final thickness of the interfacial SiOx. Although a slightly thicker
layer of SiOx is observed for ultra-thin films of AlOx (1 and 5 cycles)
when annealing the samples after deposition, compared to non-annealed
samples, no more differences are observed for 30 ALD cycles. Note that
Gao et al. [56, 57] have concluded that at least part of the SiOx is in
fact located at the Al2O3 surface, not at the c-Si/Al2O3 interface, which
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would drastically alter the thickness values presented in Fig. 4.4(a). At
temperatures below 600 oC, however, the diffusion of Si atoms through
the Al2O3 layer is negligible [58], and we neglect any SiOx contributions
from the surface of the Al2O3.
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Figure 4.4: (a) Thickness dox of the interfacial SiOx layer as a function of the
number of ALD cycles for non-annealed (black triangles down) and annealed (red
triangles up) samples. Solid symbols represent a final HF-dip, open symbols are
without HF-dip. (b) Ratio Al:O of aluminum and oxygen atoms (black circles)
detected by XPS as a function of the number of ALD cycles. The value of Al:O
= 2/3 for stochiometric Al2O3 is given as reference (red line), the dashed green
line is an exponential fit to the data. Blue open squares show the fraction of
excess oxygen atoms defined in Eq. 4.4.
Equation 4.3 is independent of the thickness of the growing AlOx film, as
all contributions to the Si-2p peak are attenuated by the same amount.
The integrated Si-2p peak intensity is found to decay exponentially, which
indicates the growth of a closed layer. In contrast to this, an initial island
growth during the first 10 ALD cycles was observed for Al2O3 deposited
by thermal ALD by Naumann et al. [55]. From the decay of the integrated
Si-2p peak intensity as a function of the number of deposited ALD cycles,
assuming a constant growth per cycle of 0.121 nm/cycle, we deduce an
inelastic mean free path length in AlOx of approximately 1.9 nm at a
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kinetic energy of 1150 eV. This value is slightly below the literature value
of 2.3−2.4 nm calculated for amorphous Al2O3 [50], but agrees well with
the recently re-evaluated inelastic mean free path length in crystalline
Al2O3 of 2.0 nm [52].
The aluminum Al-2p and oxygen O-1s core-level peaks are shown in
Fig. 4.3(b) after 1, 5, and 30 ALD cycles, respectively. The samples had
been HF-dipped prior to deposition and were annealed at 425 oC for 15
min in forming gas. For better comparison, the intensities were normalized
to yield the same O-1s peak intensity. For samples coated with only one
ALD cycle no aluminum is detected at all, indicating that at least one
“starting cycle” is required to generate a suitable nucleation surface for
the ALD process. With increasing number of ALD cycles, the aluminum
to oxygen ratio increases.
Figure 4.4(b) shows the ratio Al:O of aluminum and oxygen atoms (black
circles), which is calculated according to Eq. 4.1 using the Si-2p, O-1s,
and Al-2p integrated peak intensities, as a function of the number of
ALD cycles. The large uncertainty mainly originates from the difficulty
of unambiguously differentiating between oxygen contributions from the
AlOx layer, the interfacial SiOx layer, and oxygen physisorbed at the
surface, especially if sub-oxides other than SiO2 and Al2O3, or hydroxides,
are involved. In addition, the oxygen concentration is slightly different
for annealed and non-annealed samples. Possible uncertainties in the
ASFs used in Eq. 4.1 are not taken into account. Blue open squares in
Fig. 4.4(b) show the fraction of excess oxygen, which is not bound to Si
or Al, assuming stochiometric SiO2 and Al2O3 layers. The excess oxygen
is calculated according to
excess O ≡
cO − 2cSi.ox − 32cAl
cO
, (4.4)
where the oxygen, oxidized silicon, and aluminum concentrations ci are
calculated from the O-1s, Si-2p[SiOx], and Al-2p peaks, respectively. Fig-
ure 4.4(b) demonstrates that, independent of sample preparation, thin
layers of atomic-layer-deposited aluminum oxide are extensively oxygen-
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rich. For thin AlOx layers below 1 nm approximately half of the detected
oxygen is not stochiometrically bound as SiO2 or Al2O3. These findings
agree well with measurements of the dielectric constant εr presented
in section 4.2.2, which show that the c-Si/Al2O3 interface can be well
described by introducing a thin interfacial SiO2 and a transition region
between c-Si and Al2O3. Our results are confirmed by recent XPS studies
by Naumann et al. [55] for Al2O3 deposited by thermal ALD, who find
a similar amount of excess oxygen near the interface.
The reduced aluminum concentration in the deposited films at the begin-
ning of the ALD process leads to the conclusion that in the native state or
after an HF dip the functional surface groups on the silicon wafer are not
optimal for an adsorption of the TMA precursor molecules. This leads
to an incomplete reaction of the TMA and, consequently, an increased
relative oxygen concentration at the interface. In fact, it has been shown
that more than half of all Si–H bonds at an initially H-terminated sur-
face might remain after thermal ALD [56]. The incomplete ALD process
during the first cycles might explain the increased interface state density
for ultra-thin Al2O3 films in Fig. 5.1(c) and (d), since deposition might
start with the formation of nucleation islands, leaving parts of the silicon
substrate unpassivated. The absence of unambiguous evidence for an ini-
tial island-growth regime for plasma-assisted ALD, in contrast to thermal
ALD [55], explains the significantly more pronounced lifetime degrada-
tion for ultra-thin Al2O3 layers deposited by thermal ALD, compared to
plasma-assisted ALD, observed in Fig. 5.1(a). Furthermore, structural
defects and dangling bonds formed during the beginning of the ALD
process might be healed at a later stage, e.g. by hydrogen passivation
during the thermal post-deposition anneal, if a sufficiently large “bulk”
of Al2O3 is present in thicker layers.
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4.2.2 Dielectric permittivity
The presence of an interfacial SiOx adds an additional capacitance in
series to the Al2O3 capacitance. Accordingly, the dielectric constant εr
extracted from a C-V measurement is expected to deviate from the value
of Al2O3. The dielectric properties of a stack are conveniently analyzed
regarding the effective oxide thickness tox, which is calculated from the
measured oxide capacitance Cox assuming a single layer of SiO2 with a





If we divide a dielectric stack into infinitesimal slices with thickness dd and
(depth-dependent) relative permittivity εr(d), the total oxide capacitance













From Eq. 4.6 the depth-resolved relative permittivity εr(d) can be deter-
mined from the slope of the effective oxide thickness tox as a function of
the thickness deff of the deposited dielectric stack. Figure 4.5(a) shows
the effective oxide thickness tox calculated from a C-V measurement us-
ing Eq. 4.5 as a function of effective film thickness deff determined by
spectral ellipsometry for Al2O3 layers deposited by plasma-assisted ALD
and subsequently annealed at 425 ◦C for 15 min. The inset demonstrates
the linear dependence of deff on the number of ALD cycles at a growth per
cycle of 0.121 nm/cycle, representative for Al2O3 deposited by plasma-
assisted ALD. The data follows a linear dependence, indicating that the
dielectric properties of the deposited layer are homogeneous down to a
thickness of the order of a few nanometers. A linear fit to the data yields
a relative permittivity of εr = 8.1± 0.2 for annealed Al2O3 deposited by
plasma-assisted ALD.
We also observe an offset of t0 = (1.3 ± 0.2) nm in the linear fit. Such
an offset is easy to misinterpret: commonly, such an offset is attributed
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Effective film thickness deff (nm)
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Figure 4.5: (a) Effective oxide thickness tox calculated from C-V measurements
as a function of effective film thickness deff determined by spectral ellipsometry.
The inset shows the linear dependence of deff on the number of ALD cycles.
(b) Dielectric effective relative permittivity εeff as a function of effective film
thickness deff for Al2O3 deposited by plasma-assisted ALD (red circles) and
thermal ALD (blue triangles). Lines are calculations based on different models
of the interface between Si and Al2O3, as explained by the sketch in the graph.
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to an interfacial layer [59], if deff is interpreted as actual thickness of
the Al2O3 layer. In our case, however, deff determined from ellipsometry
is an effective optical thickness of the entire dielectric stack, and hence
tox(deff = 0) = 0 is required. On one hand, quantum mechanical correc-
tions due to accumulation of charge carriers in the accumulation layer
lead to a decrease in tox by approximately 0.5− 1nm [59], which already
explains part of the offset. On the other hand, a deviation from the linear
dependence is expected for small thickness values, if a thin interfacial
layer with a relative permittivity below that of Al2O3 is present.
Figure 4.5(b) shows the effective relative permittivity εeff = Coxdeff/ε0
as a function of the effective thickness deff for the same samples as shown
in Fig. 4.5(a). Results for several samples deposited by thermal ALD are
shown as well as blue triangles. Here, the presence of an interfacial layer
at the c-Si/Al2O3 interface is apparent due to the significantly reduced
relative permittivity for thin films below 20 − 30 nm thickness, taking
into account that the relative permittivity of bulk-like Al2O3 was shown
to be 8.1± 0.2 in Fig. 4.5(a). In addition, the minimum measured value
of εeff = 4.0 indicates that the dielectric closest to the Si surface needs
to have εr ≤ 4.0. Hence, we have assumed SiO2 with εr = 3.9. The
green lines in Fig. 4.5(b) show calculated values of εeff assuming different
interface models as shown in the graph: (i) a single interfacial layer of
1.5 nm SiO2 (solid line), and (ii) 0.5 nm (dash-dotted line) and 1.5 nm
(dashed line) of SiO2, in conjunction with a transition region between
SiOxand Al2O3. As an approximation of the depth-dependent effective
relative permittivity εr(x) in the transition region, we calculate a weighted
average of the relative permittivities of SiO2 and Al2O3 according to
εr(x) = 8.1 ξ + 3.9 (1− ξ), where ξ =
Al:O(x)
2 : 3 . (4.7)
The parameter ξ, which reflects the proportion of Al2O3 in the transi-
tion region, is calculated from the depth resolved aluminum-to-oxygen
ratio determined by XPS, assuming a growth per cycle of 0.121nm/cycle,
and is given by the dashed green line in Fig. 4.4(b), divided by 2/3 for
stochiometric Al2O3. The assumption of an extended transition region
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at the interface is still consistent with the conclusion of a fairly homoge-
neous layer, as demanded by the linear dependence of the data shown in
Fig. 4.5(a), as a deviation from the linear fit would only be evident for
a film thickness below 5 nm in the case of the three different interface
models assumed here. After all, the exponential decay constant of ξ(x)
has a value of only 2.4 nm.
Due to the scatter in the experimental data in Fig. 4.5(b), all three models
are consistent with at least part of the data. The best agreement, however,
is achieved by assuming a transition region in conjunction with a thin
(0.5− 1.5 nm) SiOx at the interface between the c-Si and the transition
region. This is in excellent agreement with the chemical analysis presented
in the previous section.
For thin Al2O3 layers deposited by thermal ALD, a significantly lower
relative permittivity is observed compared to plasma-assisted ALD, as
shown in Fig. 4.5(b). For a film thickness of 10 nm we measure εr =
4.7 ± 0.3, rather than εr = 6.5 ± 0.5 for plasma-assisted ALD. For a
film thickness of approximately 40 nm this difference is less pronounced,
with values of εr = 7.4 ± 0.3 for thermal ALD compared to εr = 7.6 ±
0.3 for plasma-assisted ALD. This suggests a more severely perturbed
growth of the first couple of AlOx layers for the H2O-based thermal ALD
process compared to the O-based plasma-assisted ALD process, which is
consistent with the comparably low passivation quality of Al2O3 layers
deposited by thermal ALD with a thickness below 10 nm, as discussed in
Sec. 5.1. Note that a severe growth inhibition has indeed been observed
for the thermal ALD of Al2O3 on c-Si [21, 55].
4.3 Origin of the negative fixed charges
It is well known that the excellent surface passivation quality of Al2O3
is mainly due to a high negative fixed charge density in the Al2O3 films
(compare Fig. 5.1), which leads to a depletion of electrons from the surface,
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and hence a reduction of the surface recombination rate.
The negative fixed charges have previously been attributed to the pres-
ence of octahedrally coordinated Al in Al3+ and tetrahedrally coordinated
Al in AlO–4 [60], where the latter was proposed to be dominantly found
at the interface due to the tetrahedrally coordinated Si in the interfacial
SiOx [61]. In contrast to this, we do not observe any XPS double-peak
structures for the aluminum and oxygen peaks in Fig. 4.3(b), besides
the contribution from the interfacial SiOx, and hence both species are
assumed to be present in only one charge state. The energy resolution
of the XPS measurements in this study might however be insufficient to
actually resolve the different contributions to the Al-2p peak.
An alternative candidate for the origin of the high negative charge density
at the interface, based on the XPS results presented above, could be the
high oxygen-to-aluminum ratio caused by the incomplete ALD process
during the first cycles. Density functional calculations show that oxygen
dangling bonds in Al2O3 form charge-state transitions levels well below
the silicon valence band edge, hence being negatively charged, while
aluminum dangling bonds form levels above the silicon conduction band
edge, hence being positively charged [62]. Oxygen dangling bonds are
expected to dominate in oxygen rich material, while aluminum dangling
bonds dominate in Al rich material. In addition, interstitial oxygen point
defects Oi and aluminum vacancies VAl were shown to be preferentially
negatively charged [63, 64]. Hence, based on these calculations, the excess
oxygen observed in Fig. 4.4(b) near the c-Si/Al2O3 interface might result
in a negative fixed charge density near or at the interface.
Several authors reported [65, 66] that the fixed charge density at the
c-Si/Al2O3 interface increases under illumination, which is explained by
tunneling of excited electrons through the interfacial SiOx into the Al2O3
conduction band. The transient behavior of the charge density was best
described by assuming two or three different types of charge traps, and the
de-trapping process was generally found to be slower than the trapping
process. Hole injection into the Al2O3 is considered to be negligible due
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to the larger barrier height for holes (≈ 3.3− 4.2 eV) than for electrons
(≈ 2.0−2.2 eV) [65, 67, 68]. Note that there exists significant uncertainty
in the bandgap of amorphous ALD-Al2O3, with values between 6.4 and
7.3 eV reported in the literature [17, 68, 69], and hence in the hole energy
barrier.
The models described above attribute the charges at the c-Si/Al2O3
interface to charged traps within the Al2O3 near the interface. Hence,
the negative charge density for Al2O3 is in fact not an actual fixed
charge density, but at least partially a trapped charge density (for a
differentiation of these terms see for example Ref. 33). Nevertheless,
the term “fixed charge density” and the symbol Qf will be used in this
thesis to denote the charge density within the Al2O3 near the c-Si/Al2O3
interface, irrespective of the actual nature of these charges.
4.3.1 Defect and charge formation under applied bias
Figure 4.6 shows the fixed charge density Qf and the midgap interface
state density Dit.midgap determined by C-V analysis for 10 nm of Al2O3
deposited by plasma-assisted ALD on 1.5Ωcm p-Si for repeated measure-
ments on the same sample. The first measurement yields a fairly low
fixed charge density of Qf ≈ −2×1012 cm−2 and a moderate interface
state density at midgap of approximately 3×1011 eV−1cm−2. The low
value of the fixed charge density is in good agreement with the value
of Qf = −2×1012 cm−2 reported by Schiele et al. [70], which they at-
tribute to substantial damage to the c-Si/Al2O3 interface during electron
beam evaporation of Al. With subsequent measurements in Fig. 4.6, the
fixed charge density and interface state density increase to values of
Qf = −(4− 5)×1012 cm−2 and Dit.midgap = (1− 2)×1012 eV−1cm−2, re-
spectively. After annealing the sample at 300 oC for 30 min, the damage
to the interface is fully recovered. Moreover, the fixed charge density
remains at a high level of Qf = −(4− 7)×1012 cm−2, and the interface
state density is stable under subsequent measurements. If the sample
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annealing 30 min @ 300°C 5 min @ +10 V bias(a)
(b)
Figure 4.6: (a) Fixed charge density Qf and (b) midgap interface state density
Dit.midgap determined from C-V measurements for 10nm of Al2O3 deposited by
plasma-assisted ALD on 1.5Ωcm p-Si for repeated measurements on the same
sample. Open symbols denote “virgin” measurement, where the voltage sweep
starts at 0V. The final voltage of one sweep is 2.5V.
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is kept in deep inversion for a prolonged time (5 min at a gate voltage
of +10V in Fig. 4.6), a significant increase in the negative fixed charge
density to values above 1013 cm−2 is observed.
The change in Qf when applying a bias voltage is investigated in more
detail in a hysteresis experiment for 10 nm of Al2O3 deposited on 1.5Ωcm
p-Si, as shown in Fig. 4.7: after recording the initial C-V curve (black
dot), the sample is biased for 1 min at a voltage Vmax > 0 and a C-
V curve is measured, then the sample is biased for 1 min at a voltage
Vmax < 0 and again a C-V curve is measured. After the first experiment,
the sample is stored for two days in the dark and then gradually annealed
at 350 oC for a total of 15 min (green squares in Fig. 4.7). All C-V curves
are measured from inversion to accumulation (red triangles up in Fig. 4.7)
after applying a positive bias, and from accumulation to inversion for all
other measurements.
After applying a positive bias voltage of several volt, the flatband voltage
VF and fixed charge density Qf shown in Fig. 4.7 increase significantly.
However, upon applying a negative bias, VF and Qf are again reduced,
albeit to values higher than the initial values VF.0 and Qf.0. Although
this reduction can be quite severe, for example ∆VF = −0.6V for Vmax =
−6V, virtually no further change in VF is observed for additional cycles
of exposing the sample to a negative bias, as shown by the measurements
11− 14 in Fig. 4.7. Additionally, no significant change is observed after
storing the sample for two days in the dark (measurement 15 in Fig. 4.7).
However, annealing the sample for 5 min at 350 oC reduces the charge
density to Qf = −4.8×1012 cm−2.
A similar change of the fixed charge density Qf with experimental condi-
tion is observed for corona measurements. Figure 4.8 shows the maximum
effective SRV Smax as a function of deposited corona charge density Qc
for three consecutive corona measurements, where the deposited corona
charges have been removed by rinsing the sample in de-ionized water
after each measurement. The change of the peak of Smax(Qc) clearly
corroborates the formation of interface defects and fixed charges, as S0
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Measurement sequence
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Figure 4.7: Fixed charge density Qf (left axis) and flatband voltage VF (right
axis) after biasing the sample for 1 min at the voltages indicated in the graph.
The sample is stored 2 days in the dark and then annealed at 350 oC for a total
of 15 min (green squares).
Corona charge density Qc (+10
12 cm-2)
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1.5 cm p-Si, 15 nm Al2O3
annealed
(a) (b)
Figure 4.8: (a) Maximum effective SRV Smax as a function of deposited corona
charge density Qc for three consecutive corona measurements (solid symbols),
and after subsequently annealing the sample for 15 min at 350 oC (open symbols).
The deposited corona charges have been removed by rinsing the sample in de-
ionized water after each measurement. (b) Change ∆Vs in surface voltage for
each corona charging step in graph (a) as a function of surface charge density
QΣ = Qc + Qf. The expected nominal value of 185mV is given by the violet
dashed line.
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increases from 150 cm/s to 460 cm/s and 700 cm/s in consecutive mea-
surements, and −Qf increases from 3.9×1012 cm−2 to 5.7×1012 cm−2
and 6.8×1012 cm−2. Figure 4.8(b) shows the change ∆Vs in surface
voltage for each corona charging step in Fig. 4.8(a) as a function of
surface charge density QΣ = Qc + Qf. Here, a constant charging rate
∆Qc = 4.54(3)×1011 cm−2/step is assumed, which was determined on
a reference sample coated with a thick thermally-grown SiO2. The cor-
responding expected nominal value of ∆Vs = 185mV/step is indicated
by the violet dashed line in Fig. 4.8(b). Initially (QΣ < −1×1012 cm−2)
the Fermi level is in or near the valence band, and the slope dVs/dQc is
constant according to Eq. 3.46 and agrees well with the expected value.
As the Fermi level is swept across the silicon bandgap (−1×1012 cm−2 <
QΣ < +2×1012 cm−2), the surface voltage changes rapidly due to the
strong dependence of the surface potential ψs on the deposited corona
charge density.
For QΣ > +2×1012 cm−2 the Fermi level is in or near the conduction
band, and again a constant dVs/dQc is expected. However, in this region
the surface voltage is found to increase slower than expected for all mea-
surements. On the one hand, the formation of additional negative fixed
charges in the Al2O3 might balance some of the deposited positive corona
charges, which would lead to a slower rise in QΣ. On the other hand, some
of the deposited corona charges might be discharged by leakage currents.
For this to occur, however, electrons need to be injected into the Al2O3
layer, which is considered to be the essential mechanism of the formation
of fixed charges in Al2O3 [65, 66]. Accordingly, the data presented in
Fig. 4.8 is consistent with the formation of additional fixed charges in
the Al2O3 layer or at the c-Si/Al2O3 interface under conditions that lead
to a high electron density at the silicon surface.
After annealing the sample for 15 min at 350 oC, the interfacial damage
is almost fully recovered, in good agreement with C-V data in Fig. 4.6(b),
and Qf is reduced to −(3− 4)×1012 cm−3.
In the C-V and corona experiments, a significant formation of negative
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charges was only observed for surface energies near or within the silicon
conduction band. Furthermore, Gielis et al. observed charge injection
into the Al2O3 conduction band, rather than a tunneling process directly
into the trap levels within the Al2O3 [65]. Both findings are unexpected
if the traps responsible for the charge formation are located very close
to the c-Si/Al2O3 interface and have an energy below the silicon valence
band edge. However, it might be possible that in fact positively charged
defects in the Al2O3 layer are responsible for the formation of an addi-
tional net negative charge density upon illumination or charge injection.
For example, the (+/0) and (0/-) transitions of the aluminum dangling
bond DBAl are predicted to lie energetically in the vicinity of the silicon
conduction band edge [62]. In this model, oxygen-related point defects
with energies below the silicon valence band edge, which are located at or
near the c-Si/Al2O3 interface, give rise to a negative fixed charge density
of approximately Qf = −4×1012 cm−2, which is stable under typical ex-
perimental conditions including annealing. In Fig. 5.1(b) the fixed charge
density Qf was found to be virtually independent of the thickness of
the Al2O3 layer. Hence, negative and positive charges in the Al2O3 bulk
are considered to roughly balance. Note, however, that a non-vanishing
positive or negative bulk charge density in Al2O3 was observed at least
for specific sample preparations by several authors [62, 71]. Upon charge
injection or illumination, positively charged bulk traps might be neutral-
ized or charged negatively by electron capture, resulting in an increased
net negative charge density. As shown in Fig. 4.7 and 4.8, these charge
states are however unstable under annealing and, at least partly, unstable
if a bias voltage of reverse polarity is applied. At the moment, this model
is however speculative, and further work is needed to unambiguously
determine the origin of the negative fixed charge density in Al2O3.
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Corona charge density Qc (10
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1.5 cm p-type FZ-Si
10 nm Al2O3, annealed
Figure 4.9: Effective surface recombination velocity Seff at ∆n = 1015 cm−3
as function of deposited corona charge density Qc for Al2O3 films deposited by
plasma-assisted (red circles) and thermal (blue triangles), respectively.
4.3.2 Spatial homogeneity of the negative fixed charge
density
Corona measurements indicate similar fixed charge densities for plasma-
assisted and thermal ALD, and S0 values are found to be lower in Al2O3
films deposited by thermal ALD. However, plasma-assisted ALD is usually
superior in obtaining low interface state densities and highest effective
lifetimes, as shown for example in Fig. 5.1(a) and (d). At first sight this
behavior is unexpected, as S0 is proportional to Dit, and for a given fixed
charge density Qf the surface recombination velocity Seff is expected
to scale with S0. A plot of the surface recombination velocity Seff at
∆n = 1015 cm−3 as a function of deposited Corona charge density Qc is
shown in Fig. 4.9 for annealed 10 nm Al2O3 layers deposited on 1.5Ωcm p-
type FZ-Si by plasma-assisted and thermal ALD, respectively. Two major
differences between samples passivated by thermal and plasma-assisted
ALD are apparent:
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1. The peak of the effective surface recombination velocity Seff around
Qc = −Qf is broader for samples passivated by thermal ALD than
in the case of plasma-assisted ALD. We explain the broader shape
of the peak by a spatially inhomogeneous charge distribution (on a
microscopic scale) in the thermal ALD samples, whereas the fixed
charges in the Al2O3 films deposited by plasma-assisted ALD are
considered to be spatially more homogeneous, resulting in a sharper
Seff(Qc) peak. For the 2.5×2.5 cm2 samples used for this experiment
the deposited corona charge density is largely uniform and drops by
less than 5% towards the wafer edges. Any significant inhomogene-
ity in the total charge density must therefore be attributed to an
inhomogeneous fixed charge density Qf. As a consequence, the level
of chemical passivation achieved by thermal ALD cannot be directly
accessed by corona charge measurements, since a locally non-zero
charge density remains even for a deposited corona charge density
equal to the mean absolute fixed charge density
∣∣〈Qf〉∣∣. For Al2O3
films deposited by plasma-assisted ALD, the spatial inhomogeneity
of the fixed charge is covered in more detail in Sec. 3.3.2, where
the standard deviation of the fixed charge distribution – assuming
a Gaussian distribution – was shown to be < 2×1011 cm−2.
2. In the regimes where the total charge density Qf +Qc is sufficiently
large to provide an effective field-effect passivation, the measured
effective surface recombination velocity Seff is larger for thermal
ALD than is the case for plasma-assisted ALD, indicating a reduced
level of chemical passivation. This is corroborated by measurements
of the interface state density presented in the following chapter. The
unexpectedly high value of Seff for high positive charge densities
Qc > −Qf is discussed in Sec. 5.3.2.
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interface
Electrical measurements on metal-insulator-silicon (MIS) capacitors pro-
vide a convenient tool to study the electronic interface properties at
the silicon/insulator interface. Numerical analysis using an equivalent
electrical circuit model enables us to extract the energy-resolved funda-
mental interface recombination parameters, i.e. interface state density
Dit, capture time constants τn and τp for electrons and holes, as well as
the corresponding electron and hole capture cross sections σn and σp. In
this chapter, the measurement techniques introduced in Chapter 3 are
applied to Al2O3 layers. In order to verify the interface recombination
parameters extracted from MIS measurements, numerical simulations of
the injection-level-dependent surface recombination velocity for Al2O3-
passivated silicon samples are compared with experimental data measured
at different surface charge densities.
5.1 Role of chemical and field-effect
passivation
There are two complementary contributions to a reduction in the surface
recombination velocity: (i) a reduction in the density of recombination-
active interface traps (chemical passivation), characterized by the in-
terface state density Dit, and (ii) a reduction in the electron or hole
concentration near the surface (field-effect passivation), characterized for
example by the fixed charge density Qf, which causes a band bending in
the c-Si towards the interface.
The effective carrier lifetime τeff of Al2O3-passivated Si wafers is typically
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found to deteriorate if the thickness of the Al2O3 passivation layer is
reduced below a critical thickness. Figure 5.1(a) shows effective lifetime
values τeff measured using the photoconductance decay technique (PCD,
Sinton Instruments WCT 120 lifetime tester) at an injection density
of ∆n = 1015 cm−3 on 1.5Ωcm p-type FZ-Si wafers as a function of
the Al2O3 thickness d. The wafers were passivated with Al2O3 films
deposited by plasma-assisted, thermal, and spatial ALD, respectively. A
deterioration of the otherwise excellent surface passivation quality is
observed below a critical thickness d < 5 nm for plasma-assisted ALD
and d < 10 nm for both thermal and spatial ALD.
Such thin layers of only a few nanometers are challenging to investigate
by the capacitance - voltage method described in section 3.2.2 because:
• Leakage currents through the thin Al2O3 layer may be too large
for a reliable quasi-static measurement.
• The interface properties might be severely influenced by the elec-
tronic properties of the metal contact.
• The interface might be damaged by electron bremsstrahlung emit-
ted during the electron gun evaporation of the metal contacts.
Corona charge analysis (see Sec. 3.4), on the other hand, is a contactless
technique and poses less strict constrains on the permitted leakage cur-
rent as the remaining charge density can be determined with a Kelvin
probe. Figures 5.1 (b)-(d) show the fixed charge density Qf, the SRV pa-
rameter S0, and the interface state density Dit at midgap for a wide range
of Al2O3 film thickness values, where the Al2O3 layers were deposited by
plasma-assisted (red circles), thermal (blue triangles), and spatial ALD
(green squares), respectively. All samples were annealed at the optimum
annealing conditions. The ultralow surface recombination velocities rou-
tinely obtained on p- and n-type silicon are predominantly attributed
to a pronounced field effect passivation caused by a high negative fixed
charge density of Qf = −(4± 1)×1012 cm−2 in the Al2O3, which is con-
sistent with results published earlier by other authors [4, and references
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Capacitance-voltage analysis
1 - 5 cm, p- and n-Si, annealed 
Corona analysis
1.5 cm p-Si, annealed 
Figure 5.1: (a) Effective lifetime τeff measured at an injection density of ∆n =
1015 cm−3, (b) fixed charge density Qf and (c) SRV parameter S0 determined by
corona analysis, and (d) midgap interface state density Dit.midgap determined
by C-V analysis as a function of Al2O3 film thickness d for layers deposited by
plasma-assisted (red circles), thermal (blue triangles), and spatial ALD (green
squares), respectively. Lines are guides to the eye.
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therein]. The apparent rise in Qf for very thin Al2O3 films might be
due to calibration errors for ultra-thin Al2O3 films during the corona
charge experiment. Due to leakage currents reducing the total amount of
corona charge remaining on the sample surface, the fixed charge density
Qf in the ultra-thin films is expected to be closer to the lower bound of
the uncertainty range. Taking this into account we find the same high
negative fixed charge density of Qf = −(4±1)×1012 cm−2 for all samples
from 1nm to 32 nm thickness, which indicates that the negative charges
are located within 1 nm of the interface. This is an important result, as,
consequently, even ultra-thin Al2O3 films of 1 nm thickness profit from
the high level of field-effect passivation, enabling surface recombination
velocities Seff < 100 cm/s at ∆n = 1015 cm−3 on these samples, in good
agreement with results published earlier [9, 72]. Measurements of the
dark sheet resistance of the Al2O3-induced inversion layer on n-type Si,
shown in Fig. 7.4 and discussed in Sec. 7.2, indicate that a significant
charge density is already present in AlOx films with a thickness well
below 1 nm.
The limiting factor for the application of ultra-thin passivation layers of
Al2O3 is their reduced level of chemical passivation. The interface state
density at the c-Si/Al2O3 interface remains in the range of Dit = (1 −
3)×1011 eV−1cm−2 for Al2O3 films down to 5−10 nm, which significantly
increases for thinner layers and explains very well the deterioration of the
effective lifetime τeff with decreasing film thickness observed in Fig. 5.1(a).
Below a film thickness of 3nm, no significant level of chemical passivation
was observed, and lifetimes below 5µs, corresponding to S0 > 104 cm/s,
were measured at ∆n = 1015 cm−3 for zero net charge Qf +QC = 0.
Remarkably, we measure the same negative fixed charge density of Qf =
−(4 ± 1)×1012 cm−2 independent of the deposition method (plasma-
assisted, thermal, or spatial ALD). However, the interface state density,
and hence the level of chemical passivation, varies between different ALD
methods. Furthermore, for Al2O3 layers below 10 nm thickness deposited
by thermal or spatial ALD, the increase in Dit with decreasing layer
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thickness is more pronounced than in the case of plasma-assisted ALD.
This is consistent with a more severe growth inhibition for thermal ALD
compared to plasma-assisted ALD, as discussed in Sec. 4.2.2.
5.2 Interface recombination parameters
The interface state density Dit, the capture time constants τn for electrons
and τp for holes, as well as the corresponding capture cross sections σn
and σp at the Al2O3/c-Si interface are determined as functions of the
energetic position in the silicon bandgap by capacitance-voltage and
conductance measurements on MIS capacitors. Unless stated otherwise,
the following standard process sequence is used for the fabrication of
the MIS capacitor samples: We use 280 − 300µm thick 1.3 − 1.5 Ωcm
p-type or 1.5− 1.6 Ωcm n-type FZ-Si wafers, respectively, with a size of
2.5× 2.5 cm2. The samples were RCA-cleaned and subsequently coated
with an Al2O3 film on the front side, deposited by plasma-assisted ALD
in an Oxford Instruments FlexAL reactor. All samples were annealed
for 15 min at 425 ◦C, then circular aluminum gate contacts were defined
on top of the Al2O3 film by electron gun evaporation through a shadow
mask, and a full-area aluminum back contact was evaporated on the
rear side. No post-metalization anneal was performed before the first
measurement. Figure 3.3(a) shows a sketch of the sample structure.
5.2.1 Interface state density
The interface state density Dit obtained by the conductance method
using Eq. 3.39 is shown in Fig. 5.2(a) and compared to Dit values ob-
tained by capacitance-voltage analysis. Both methods are in excellent
agreement and yield Dit values near midgap of (6− 20)×1010 eV−1cm−2,
which are virtually independent of energy over a wide range of energies
around midgap. For numerical simulations the exponential tails towards
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Figure 5.2: (a) Interface state density Dit as a function of the energetic posi-
tion E − Ev of the interface trap, obtained by the conductance method (blue
circles, red error bars) and C-V analysis on n-type (triangles down) and p-type
(triangles up) Si for 10nm of Al2O3 deposited by plasma-assisted ALD. (b)
Energy-dependent interface state density derived from C-V measurement for an
initial measurement (“virgin”, gray triangles), the first subsequent measurement
(“degraded”, blue diamonds), and after annealing the sample at 300 oC for 15
min (red squares), all on the same contact pad.
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the band edges were neglected, as they are attributed to measurement
artifacts in the C-V analysis (compare Sec. 3.2.2). The remaining defect
distribution is well described by a virtually constant Dit with a small
Gaussian-shaped peak around an energy of 0.8−0.9 eV above the valence
band edge, as discussed in Sec. 5.2.3. From the data shown in Fig. 5.2(a),
the assumption of a defect peak in the upper half of the bandgap is
difficult to justify due to the generally low values of Dit. According to
Sec. 4.3.1, additional defect states at the interface are created upon apply-
ing an external bias voltage. Figure 5.2(b) shows the energy-dependent
interface state density derived from C-V measurements for an initial
“virgin” measurement, where the gate voltage is swept from 0V towards
accumulation or inversion on two different contact pads, and a subsequent
measurement on one of the same contact pads. Here, the degraded curve
[blue diamonds in Fig. 5.2(b)] clearly indicates a peak of the interface
state density in the upper half of the bandgap. In addition, Fig. 5.2(b)
shows a measurement after annealing the sample at 300 oC for 15 min
(red squares), which corroborates that the additional interface states cre-
ated by applying an external bias voltage can be fully eliminated by a
short annealing.
Figure 5.3 shows the interface state density Dit as a function of the
energetic position E − Ev of the interface trap, obtained by C-V analy-
sis, for Al2O3 deposited by thermal (blue triangles) and spatial ALD
(green squares), and compared to plasma-assisted ALD (red circles).
Note that Si wafers with different dopant types and concentrations were
used, the resulting interface state distributions are, however, represen-
tative of the respective deposition techniques. For spatial ALD, an ex-
ceptionally low interface state density around midgap of Dit.midgap =
(7± 1)×1010 eV−1cm−2 is observed. Here, no distinct dependence of Dit
on energy is apparent, and Dit is virtually constant over most of the acces-
sible energy range in the bandgap. The interface state density for thermal
ALD is the highest with values of Dit.midgap = (3± 1)×1011 eV−1cm−2,
and the data in Fig. 5.3 suggest a peak slightly below midgap for thermal
ALD. Black and McIntosh have identified two distinct peaks in Dit– one
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Figure 5.3: Interface state density Dit as a function of the energetic position
E −Ev of the interface trap, obtained by C-V analysis, for Al2O3 deposited by
plasma-assisted (red circles), thermal (blue trianlges), and spatial ALD (green
squares), respectively.
slightly below midgap and one in the upper half of the bandgap – for
Al2O3 deposited by atmospheric pressure CVD [73]. Hence, the most
reasonable interpretation of Fig. 5.3 seems to be that in fact two dis-
tinct defect peaks are present at the c-Si/Al2O3 interface, whose relative
contributions are different for different deposition techniques. A model
of the defects at the c-Si/Al2O3 interface is discussed in more detail in
Sec. 5.2.3.
5.2.2 Capture cross sections and time constants
Figure 5.4 shows the capture time constants τp (below midgap) and τn
(above midgap) calculated from the peak frequency ωpeak of a conduc-
tance measurement using Eq. 3.40, and the corresponding capture cross
sections σp and σn. The solid green lines in Fig. 5.4(a) are fits to the
experimental data, which intersect at an energy E0 of 40meV below the
intrinsic Fermi energy Ei. This energy corresponds to the symmetry point
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Figure 5.4: (a) Capture time constants τp (below midgap) and τn (above
midgap) as a function of the energetic position in the silicon bandgap for the
main defect (circles) and a second type of defect (diamonds). The solid green
lines are fits to the experimental data; the dotted green lines illustrate the
relation τ ∝ exp(±βE) expected from Eq. 3.41 and 3.42 for constant capture
cross sections. (b) Capture cross sections σn and σp of the main defect (solid
symbols) and literature data for the c-Si/SiO2 interface (open symbols, Ref. 74).
The solid green lines were calculated using the fit results from part (a). Error
bars are shown in red for exemplary data points.
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of the intrinsic defects at the Si/SiO2 interface, reported earlier by Füssel
et al. [75] to lie 40meV below midgap, which acts as charge neutrality level
in silicon. We obtain capture cross sections of σn = (7± 4)×10−15 cm2
and σp = (4± 3)×10−16 cm2 at midgap. The asymmetry σn/σp = 5− 70
mainly originates from the difference of 40meV between E0 and Ei, which
results in a factor of 20 in the midgap ratio of σn/σp. The dotted green
lines in Fig. 5.4(a) illustrate the relation expected from Eq. 3.41 and 3.42
for energy-independent capture cross sections, which is well fulfilled for
σp in the lower half of the bandgap. Hence, the hole capture cross section
σp below midgap is virtually independent of energy, while the electron
capture cross section σn above midgap decreases towards the conduction
band edge Ec, as illustrated in Fig. 5.4(b). It should be kept in mind,
however, that small variations in the capture time constant lead to a large
error in the capture cross section, which could conceal a more pronounced
energy dependence of σp.
Figure 5.4(b) only shows capture cross sections over a relatively small
energy range. As explained in Sec. 3.3.3, we have discarded all data
where the experimental and numerically computed peak shapes deviate
significantly, in order to take into account the limited measurement range
and inaccuracies of the series resistance correction.
Over a wide range of energies around midgap, the capture cross sections
σn and σp shown by the solid symbols in Fig. 5.4(b) are similar to
capture cross sections measured for c-Si passivated with high-quality
thermal silicon dioxide (SiO2, open symbols in Fig. 5.4(b), Ref. 74) or
AlOx deposited by PECVD [76]. This similarity between Al2O3 and SiO2
is attributed to the thin silicon oxide layer forming at the c-Si/Al2O3
interface (compare Sec. 4.2), which presumably dictates the chemical
conditions, and hence the recombination parameters, at the interface.
For several p-type Si samples a second peak in the Gp/ω vs. ω curve was
identified at low frequencies, as shown in Fig. 3.6(b), and as shown by
the blue diamonds in Fig. 5.4(a). This peak is attributed to a second
type of defect with a unique set of recombination parameters D,it, τ ,p and
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σ,p, which can only be resolved far from midgap where τ ,p(E) drops below
the detection limit of 5ms. The corresponding capture cross sections σ,p
can be estimated to be below 10−19 cm2 near the valence band edge, and
are, hence, at least three orders of magnitude smaller than σp of the main
defect, presumably making this second defect less important concerning
interface recombination. However, the energy dependence of σ,p remains
unknown as the second defect could not be resolved at energies closer to
midgap. Nevertheless, this second defect is ignored in the following.
5.2.3 Defect model
Black and McIntosh have recently measured the energy-dependent in-
terface recombination parameters for Al2O3 layers deposited by atmo-
spheric pressure chemical vapor deposition (APCVD), and have obtained
a similar energy-dependence of the capture cross sections for the range
of energies shown in Fig. 5.4(b) [73]. In their work they interpret the
energy-dependent cross sections as a superposition of two distinct defects
with constant capture cross sections, and show that this interpretation
is consistent with experimental lifetime data.
In our conductance measurements, comparable to the data in Ref. 73, all
peaks in the Gp(ω)/ω spectra are well described by a single defect, as
exemplified in Fig. 3.6(a). Double peaks in the spectra are only observed
for two clearly distinct defects for some of the p-type samples, as shown
in Fig. 3.6(b). However, if two defects have fairly similar capture cross
sections, the superposition of two distinct Gp(ω)/ω peaks yields a single
– slightly broadened – peak corresponding to an effective capture cross
section σeff in between the capture cross sections σ1 and σ2 of the two
constituting peaks. Furthermore, if one defect clearly dominates due to
a significantly higher interface state density at the respective energy, the
other defect will not contribute significantly to the recorded Gp(ω)/ω
spectrum.
The charging transient Q(t) during a C-V measurement provides infor-
95






















 = 0.05 s
 = 0.43 s
 = 2.27 s
1.5 cm p-Si, 
40 nm Al2O3
Energy of interface trap EEv (eV)
























Figure 5.5: (a) Exemplary charging transients Q(t) measured on 1.5Ωcm p-Si
coated with 40nm of annealed Al2O3. Solid lines are fits of Eq. 5.1 to the data. (b)
Capture cross sections obtained from conductance measurements (blue circles)
and charging transients (red squares). Solid lines are calculated apparent capture
cross sections for a superposition of the three defects A, B, and C summarized
in Tab. 5.1.
mation about the capture time constant τp of holes in the upper half of
the silicon bandgap, where τp is large enough to be detected. The time
dependence of the feedback charge and the three different charge mea-
surements in a quasi-static C-V measurement are depicted in Fig. 3.4(a).
The charging transient is described by an exponential function





where JL is the equilibrium leakage current in the experimental setup,
Q0 is the number of charges which instantly follow the gate voltage
change, and Qit is the number of charges transferred between silicon and
interface states with a capture time constant τ . Note that Qit is not
directly proportional to Dit, as the change in surface potential is smaller
than the change in gate voltage due to the finite oxide capacitance
Cox. By varying the delay time tdelay at a constant bias voltage VG, the
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charging transient Q(t) can be reconstructed from the measured quasi-
static capacitance CQS and leakage current Q/t. Figure 5.5(a) shows
three exemplary plots of the measured Q(t) transients, solid lines are fits
of Eq. 5.1 to the data. Figure 5.5(b) shows the energy-dependent hole
capture cross section σp(E) calculated from the time constants τ obtained
from fitting Eq. 5.1 to Q(t) data, together with capture cross sections
obtained from conductance measurements (compare Fig. 5.4). Despite the
large uncertainty range, the data clearly supports an increasing capture
cross section with increasing energy for holes in the upper half of the
silicon bandgap, similar to the results of Black and McIntosh [73].
Parameter Dimension Defect A Defect B Defect C
E0 − Ev eV – 0.85 0.50
w eV2 (bandgap) 0.015† 0.015
Best fit σn cm2 7×10−15 3×10−16 ≈ 5×10−15
Range σn cm2 (2− 20)×10−15 (1− 20)×10−16 any
Best fit σp cm2 4×10−16 2×10−14 2×10−16
Range σp cm2 (1− 16)×10−16 (0.5− 8)×10−14 (0.4− 6)×10−16
σn/σp – ≈ 20 ≈ 0.02 ≈ 25
Table 5.1: Recombination parameters of the defects used to fit the experimental
data in Fig. 5.5(b) and 5.6. †: w = 0.015− 0.04 eV for degraded samples.
In our case, the interface state distributions shown in Fig. 5.2 and 5.3
can best be described with three different defects: (A) a continuous
distribution of defects throughout the bandgap, and two Gaussian peaks
centered around an energy E0 of (B) 0.85 eV and (C) 0.50 eV above the
silicon valence band edge Ev. These defects might be related to the M-
shaped UM distribution (defect A) and Gaussian defect peaks PH (defect
B) and PL (defect C) at the c-Si/SiO2 interface according to Füssel et
al. [75]. The Gaussian peaks are modeled according to the equation
Dit(E) = Dmax exp
[
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where w is the peak half width andDmax is the peak height. Table 5.1 lists
the parameters which best describe the experimental defect distributions
in Fig. 5.6, and best reproduce the experimental apparent capture cross
sections, as shown by the green lines in Fig. 5.5(b). The defect density
pre-factors Dmax used to fit the experimental interface state distributions
in Fig. 5.6 are summarized in Tab. 5.2.
Dmax of Dimension PA ALD thermal ALD spatial ALD
defect initial degraded
A eV−1cm−2 8×1010 8×1010 8×1010 8×1010
B eV−1cm−2 1.2×1011 1.8×1012 2×1011 –
C eV−1cm−2 4×1010 3×1011 3×1011 –
Table 5.2: Defect density pre-factorsDmax used to fit the experimental interface
state distributions shown in Fig. 5.6 for different Al2O3 ALD techniques.
Energy of interface trap EEv (eV)



























Figure 5.6: Interface state density Dit, obtained from C-V measurements,
for Al2O3 deposited by plasma-assisted ALD (initial distribution: red circles,
data from conductance measurements included; degraded distribution: orange
diamonds), thermal ALD (blue triangles), and spatial ALD (green squares),
respectively, together with calculated distributions using the parameters listed
in Tab. 5.1 and 5.2.
Figure 5.6 shows the interface state density Dit for Al2O3 deposited by
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plasma-assisted (initial and degraded distributions), thermal, and spa-
tial ALD, respectively, together with calculated distributions using the
parameters listed in Tab. 5.1 and 5.2. The apparent electron and hole
capture cross sections expected for Al2O3 deposited by plasma-assisted
ALD for a superposition of defects A, B, and C are shown as solid green
lines in Fig. 5.5(b). The values of Dmax and w for defects B and C were
chosen to fit the experimentally determined interface state density Dit
for different samples used for the conductance and charging transient
measurements. Although this choice changes the energy dependence of
the apparent capture cross sections, it does not significantly affect the
values of the extracted capture cross sections of the three peaks. Note
that the effect of defect C on the apparent capture cross section is limited
to energies around midgap, where no experimental data is available for
the electron capture cross section σn. Hence, any physically meaningful
value of σn.C for defect C allows to reproduce the experimental data with
acceptable accuracy.
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5.3 Numerical simulations of the surface
recombination velocity
5.3.1 Modeling the effective surface recombination
velocity
The recombination rate Uit via interface traps is calculated using the
Shockley-Read-Hall (SRH) [38, 77] theory, applying the interface recom-
bination parameters presented in Section 5.2. The second very shallow
defect observed on some of the p-type samples was ignored. The effective
interface recombination velocity (SRV ) Sit as a function of excess carrier

















where ∆n is the excess carrier density at the edge of the space charge









the energy-dependent SRH densities for a defect level at energy E [36],
and ns and ps are the electron and hole concentrations at the interface,
respectively. We calculate Sit.j for each of the three defects identified
in Sec. 5.2.3, applying their respective Dit and σn/p values. Then, the
total interface SRV is calculated from the sum of the three contributions,
Sit =
∑
j=1...3 Sit.j . In order to calculate ns and ps, the charge neutrality
condition at the Si surface is solved for the surface band bending ψs, as
described in Sec. 3.1.3. When depositing a corona charge density Qc onto
the Al2O3 surface, the fixed charge density Qf in Eq. 3.15 is replaced with
the surface charge density QΣ = Qf +Qc. The interface-trapped charge
Qit is neglected in the calculations, as the acceptor or donor nature of
the interface traps is unknown, and errors caused by neglecting Qit are
expected to be negligible compared to uncertainties and inhomogeneities
in the corona charge density.
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The simulated values of Sit are compared to experimental values of the
effective surface recombination velocity, determined from the effective
lifetime τeff measured using the photoconductance decay (PCD) and
quasi-static photoconductance (QSSPC) methods in a Sinton Instru-
ments WCT 120 lifetime tester. The effective SRV Seff is calculated









where W is the wafer thickness, D is the minority carrier diffusion con-
stant, the bulk lifetime τb is assumed to be equal to the intrinsic lifetime
given by Eq. 6.12, and α = π2 for PCD [30] and α = 12 for QSSPC
[78], respectively. Further losses, for example recombination via bulk de-
fects, are neglected. Hence, we obtain an upper limit Smax of the surface
recombination velocity
5.3.2 Variation of surface potential
Due to the strong suppression of interface recombination caused by the
excellent field-effect passivation, standard Al2O3-passivated lifetime sam-
ples are unsuited to compare simulated and experimental lifetime data.
We use corona charging as a tool to vary the total surface charge density
QΣ and hence vary the interface recombination rate. For a moderate
or low level of field-effect passivation, Seff strongly depends on QΣ, and
spatial variations of QΣ have to be taken into account. We assume a
Gaussian distribution of the surface charge density with a standard de-
viation σQ, which initially is given by σQ = 2×1011 cm−2 obtained from
conductance measurements (compare Sec. 3.3.2). During corona charg-
ing σQ is increased by 5% of the deposited corona charge density Qc,
which corresponds to the lateral inhomogeneity of Qc over the active
sensor area of approximately 6 cm2 of the WCT 120 lifetime tester. Then,
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Seff(∆n,QΣ + ∆Q) is calculated for a range of surface charge densities
within 2.5 standard deviations around QΣ and folded with a Gaussian
distribution to yield Seff(∆n).
Figure 5.7 shows the experimentally determined (black symbols) and
numerically calculated (red lines) effective SRV Seff for (a) 300µm thick
1.3 Ωcm p-type Si and (b) 225µm thick 1.0 Ωcm n-type Si, respectively,
as a function of total surface charge density QΣ given by the sum of
the fixed charge density Qf = −3.8×1012 cm−2 and the deposited corona
charge density Qc. In this case, Seff is calculated from τeff at a fixed excess
carrier density of ∆n = 1015 cm−3, and the bulk lifetime is assumed to be
equal to the intrinsic lifetime given by Eq. 6.12. Figure 5.8(a) shows the
corresponding injection-level-dependent SRV Seff(∆n) for 1.3 Ωcm p-type
Si and for QΣ values ranging from −3.8×1012 cm−2 (bottom) to 0 (top).
The calculated Seff values include the interface recombination velocity Sit
and, in order to explain the injection level dependence of the lower plot
(QΣ = −3.8×1012 cm−2, black line), an increased recombination in the
space charge region with an electron/hole lifetime of τn0 = 1.5×10−6 s
and τp0 = 1.5×10−4 s, respectively [79, 80]. At lower |QΣ| values interface
recombination dominates and recombination in the space charge region
becomes negligible. The same type of plot is shown in Fig. 5.8(b) for
1.0 Ωcm n-type Si. Due to the different surface treatment, however, the
electron/hole lifetimes τn0 and τp0 in the space charge region are reduced
by a factor of 5. Note that the assumption of a damaged space charge
region is an arbitrary choice, as the injection-level dependence for large
charge densities – and hence reduced interface recombination – might be
due to bulk defects [81]. Furthermore, the more pronounced injection-
level dependence on n-type Si might be an edge effect due to lateral
transport of holes in the Al2O3-induced inversion layer to the highly
recombination active sample edge [32].
The calculated Seff(∆n) curves are in excellent agreement with the ex-
perimental data, taking into account that recombination via bulk defects
has been neglected and the experimental data only represents an upper
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Figure 5.7: Experimentally determined (symbols) and numerically calculated
(lines) effective SRV Seff at an excess carrier density of ∆n = 1015 cm−3 for
(a) 1.3 Ωcm p-type Si and (b) 1.0 Ωcm n-type Si as a function of total surface
charge density QΣ. A degraded c-Si/Al2O3 interface is assumed for the dashed
lines (data only shown for QΣ > +1.5×1012 cm−2).
limit to the SRV. Only for QΣ near zero, Seff seems to be systemati-
cally overestimated, although calculation and experiment agree within
the uncertainty range due to the large uncertainty in the capture cross
section values. For QΣ near zero, Seff is sensitive to small changes in QΣ
of the order of 1011 cm−2, which is below the smallest charging step of
∆Qc = (4 ± 1)×1011 cm−2 in our corona setup. Furthermore, for such
small surface charge densities, the interface-trapped charge Qit can no
longer be neglected. Hence, a slight deviation from QΣ = 0, or assuming a
larger inhomogeneity in the deposited corona charge density, is expected
to lead to a better agreement.
For large positive values of QΣ > +1012 cm−2, Seff is significantly under-
estimated, as shown in Fig. 5.7. We attribute this to damage occurring
during corona charging, as described in Sec. 4.3.1. Figure 5.9 shows the
measured and calculated injection-dependent effective SRV Seff(∆n) for
QΣ = +4×1012 cm−2 for the same samples as shown in Fig. 5.7. The
simulations are either based on the initial or on the degraded interface
state distributions given in Tab. 5.1 and 5.2 for plasma-assisted ALD.
The calculated effective SRV Seff at ∆n = 1015 cm−3 is also shown as a
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Figure 5.8: Experimentally determined (symbols) and numerically calculated
(lines) injection-level-dependent effective SRV Seff(∆n) for (a) 1.3 Ωcm p-type
Si and (b) 1.0 Ωcm n-type Si for different surface charge densities QΣ ranging
from −3.8×1012 cm−2 (bottom) to 0 (top).
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Figure 5.9: Experimentally determined (symbols) and numerically calculated
(lines) injection-level-dependent effective SRV Seff(∆n) for 1.3 Ωcm p-type Si
(black circles and solid lines) and 1.0 Ωcm n-type Si (red squares and dashed lines)
for a positive surface charge density of QΣ = +4×1012 cm−2. The calculations
are either based on the initial (lower lines) or on the degraded (upper lines)
interface state distributions given in Tab. 5.1 and 5.2 for PA-ALD.
function of the total surface charge density QΣ by the dashed lines in
Fig. 5.7. Assuming a degraded interface quality due to the corona charg-
ing process, the calculated Seff(∆n) curves are in excellent agreement
with the experimental data also for positive surface charge densities.
5.3.3 Simplified model assuming a single interface trap
The interface recombination rate Uit for a continuous distribution Dit(E)
of interface traps is frequently approximated by a single interface trap
level with an area density Nit at an energy level Et, typically located in
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activity of the interface traps is characterized by the SRV parameters
Sn0 and Sp0, which are given by




We derive the SRV parameters Sn0 and Sp0 for the Al2O3-passivated
surfaces from the conductance measurements of the energy-dependent
capture cross sections σn/p(E) and the interface state density Dit(E)
presented in Sec. 5.2, which yields Sn0 = (5200± 3000) cm/s and Sp0 =
(1300± 1000) cm/s.
Sentaurus Device simulations of lifetime samples passivated on both
wafer surfaces with Al2O3, using Sn0 = 5200 cm/s and Sp0 = 1300 cm/s,
yield effective SRVs in low injection of Seff = 0.6 cm/s on 1.5 Ωcm n-Si
and Seff = 2.1 cm/s on 1.3 Ωcm p-Si, which agree remarkably well with
experimentally determined values of Seff = 0.5 cm/s on 1.5 Ωcm n-Si
and Seff = 2.1 cm/s on 1.3 Ωcm p-Si.
In this thesis, a simplified model of interface recombination is applied
for the numerical simulation of inversion layer solar cells presented in
Sec. 7.3. The required calculations for the Al2O3-passivated base can
further be simplified by neglecting the fixed charge density Qf, since
the absence of noticeable surface band bending significantly reduces the
complexity and time consumption of the computation. Recombination at
the c-Si/Al2O3 interface is effectively suppressed by the negative fixed
charge density Qf due to a significantly reduced electron concentration
ns at the interface. This effect can be approximated by a reduced SRV
parameter Sn0, neglecting the surface band bending induced by the fixed
charge densityQf. For n-type Si the best agreement between experimental
data and the simplified model is found for Sn0 = Sp0 = 0.5 cm/s, which
yields an effective SRV in low injection of Seff = 0.6 cm/s on 1.5 Ωcm
n-Si. The impact of the parameter Sp0 is negligible due to the large hole
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concentration near the interface, which exceeds the electron concentration
by more than 10 orders of magnitude. Accordingly, Sp0 is arbitrarily
chosen equal to Sn0. Please note, however, that the simplified model
yields comparable values of the low-injection interface recombination
velocity Sit, but does not account for recombination in the space charge
region or “parasitic shunting” [79] at a contacted solar cell surface due
to lateral hole transport in the charge-induced inversion layer.
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6 Improved quantitative description of
Auger recombination in c-Si
6.1 Review of Auger theory and earlier
parameterization
The Auger process was first observed for atoms [82–84]. If an electron is
released from an inner electronic orbital of an atom, the resulting vacancy
can be occupied by an electron from an orbital with higher energy. The
excess energy can be released as a photon, or, in the Auger effect, can be
transferred to a second electron. The band-to-band Auger recombination
in semiconductors is a generalization of the atomic Auger effect: An
electron from the conduction band and a hole from the valence band
recombine, and the excess energy is transferred to a third charge carrier.
This third charge carrier can either be an electron (eeh process) or a hole
(ehh process).
The Auger recombination process in silicon plays an important funda-
mental role: While extrinsic recombination, e.g. via bulk defects or at the
wafer surface, can in principle be avoided by a sufficiently advanced de-
vice technology, Auger recombination is an intrinsic effect and ultimately
limits the device performance. In addition, intrinsic radiative recombina-
tion is relatively weak in silicon, as silicon is an indirect semiconductor,
making Auger recombination the dominant intrinsic recombination pro-
cess in most practical cases. The radiative recombination only starts to
dominate for low dopant concentrations, where intrinsic recombination
is typically negligible compared to extrinsic recombination (see Fig. 6.3
for a comparison of the radiative and Auger lifetimes with the highest
lifetime values ever measured in silicon).
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In the theoretical treatment of the Auger process, the involved charge
carriers have traditionally been assumed to be non-interacting quasi-free
particles, which yields a recombination rate proportional to the densities
of the involved charge carriers. Accordingly, the total net Auger recom-
bination rate, which is the sum of the net Auger recombination rates of







np2 − n2i p0
)
, (6.1)
where Cn and Cp are the Auger recombination coefficients for the eeh
and ehh processes, respectively. Commonly, Cn = 2.8×10−31 cm6/s and
Cp = 9.9×10−32 cm6/s [86] are used for the Auger recombination coef-
ficients at 300K. The traditional theory of Auger recombination agrees
very well with experimental lifetime data for highly doped silicon with
dopant concentrations above 5×1018 cm−3. For lower dopant concentra-
tions, however, the Auger recombination rate is significantly underes-
timated [86]. Deviations from the traditional Auger theory were also
observed in high-injection measurements on lowly-doped silicon (∆n <
2×1017 cm−3), were the ambipolar Auger coefficient was found to be sev-
eral times larger than the theoretically expected value of Cn + Cp [87].
Hangleiter and Häcker [88] attributed this deviation to a correlation of
the involved charge carriers due to Coulomb interaction. The correlated
electrons and holes can form bound states (e.g. excitons) and scattering
states. The exciton formation dominates for charge carrier densities below
the Mott transition [89] (for silicon ≈ 1018 cm−3 at 300K), which results
in an increased charge carrier density in the vicinity of an oppositely
charged carrier. As a result, the Auger recombination rate increases.
For charge carrier densities above the Mott transition, exciton forma-
tion is suppressed due to screening of the Coulomb interaction and the
Auger recombination rate converges to the traditional Auger theory. This
Coulomb-enhanced Auger recombination (CE-AR) can be described by
multiplying the Auger coefficients Cn and Cp with enhancement factors
geeh and gehh, respectively. Based on lifetime measurements, Altermatt
et al. proposed an empirical parametrization of the enhancement factors
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for low-injection conditions [90]:
















where gmax.n = 235548T−1.5013, gmax.p = 564812T−1.6546, and N0.eeh =
N0.ehh = 5×1016 cm−3. At T = 300K, gmax.n = gmax.p = 45.
Auger recombination cannot be directly measured, unlike radiative re-
combination [91, 92], and the underlying physical mechanisms are not
yet understood well enough to allow a full theoretical description. There-
fore, empirical parameterizations based on carrier lifetime measurements
are used. In order to quantify Auger recombination, competing extrin-
sic recombination channels – for high-quality float-zone-grown Si mainly
surface recombination – are neglected and the measured lifetime is di-
rectly identified with the intrinsic lifetime. Obviously, the accuracy of
this approach strongly depends on the quality of the surface passivation.
A review of earlier parameterizations is given in Ref. [13].
Prior to this study, the parametrization proposed by Kerr and Cuevas
[13] was most widely used. In their parametrization, the intrinsic lifetime





Cnn0.650 + Cpp0.650 + Ca∆n0.8 +B
) , (6.4)
where Cn = 1.8×10−24, Cp = 6×10−25, Ca = 3×10−27, and B =
9.5×10−15; all densities (n, p, n0, p0, and ∆n) are in units of 1 cm−3 and
τintr.Kerr is in units of 1 s.
Over the last years, the quality of silicon surface passivation has improved
continuously. In particular, Al2O3 surface passivation layers have demon-
strated an excellent level of surface passivation on lowly and moderately
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doped p- and n-type c-Si, which allows to investigate silicon bulk recom-
bination with high precision. Recently, effective lifetimes exceeding the
intrinsic lifetime limit according to Kerr’s parametrization have been
measured in this study and also by other authors [93–95]. As a conse-
quence, it is necessary to revise the quantitative description of Auger
recombination in silicon based on the improved surface passivation.
6.2 Lifetime measurements of silicon samples
of various dopant concentrations
6.2.1 Sample selection and measurement techniques
We study the intrinsic recombination of c-Si as a function of dopant
concentration and excess carrier density by means of injection-dependent
lifetime measurements on a wide selection of well-passivated c-Si wafers.
Symmetrically passivated lifetime samples have been prepared and an-
alyzed at Fraunhofer ISE and ISFH in parallel, in order to reduce sys-
tematic errors and generate a larger set of data.‡ We use shiny-etched
(100)-oriented boron-doped p-type and phosphorus-doped n-type float-
zone (FZ) c-Si wafers as well as KOH-etched phosphorus-doped n-type
Czochralski (Cz) c-Si wafers, with dopant concentrations ranging from
4.6×1013 cm−3 to 2.5×1017 cm−3. The wafer thickness ranges from 180µm
‡The data and analysis presented in this chapter result from a cooperation between
ISFH and Fraunhofer ISE, based on experiments and analysis carried out by A.
Richter (Fraunhofer ISE) and F. Werner (ISFH), see Ref. 81. The experimental
and evaluation methods were discussed and agreed upon by both scientists based
on all available data. In order to derive a unique and consistent parameterization,
A. Richter has been responsible for the final version of the proposed improved
parameterization of Auger recombination in silicon. Graphs, data, and equations
presented in this chapter are mostly based on Ref. 81. Additional measurements by
F. Werner, which are not included in the analysis as they duplicate measurements
by Fraunhofer ISE, are consistent with the parameterization presented in this
chapter.
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to 300µm, some wafers have been further thinned by mechanical grind-
ing. Details of the wafer properties and of the lifetime measurements are
summarized in Table 1 in the appendix.
At ISFH the wafers were cleaned according to the standard RCA cleaning
sequence. All wafers are passivated with 10 nm of Al2O3, deposited by
plasma-assisted ALD in an Oxford Instruments FlexAL reactor,
and subsequently annealed at 425 oC for 15 min in a nitrogen ambient.
At Fraunhofer ISE the wafers were cleaned in an HNO3 solution, followed
by an HF-dip, and then passivated either with 30 nm of Al2O3 deposited
by plasma-assisted ALD in an Oxford Instruments OpAL reactor,
or with 70 nm of SiNx deposited by microwave-induced plasma-enhanced
chemical vapor deposition (PECVD) in a Roth & Rau AK800 reactor.
The Al2O3-passivated wafers were annealed at 440 oC for 25 min in a
forming gas (N2/H2) ambient.
The effective carrier lifetime τeff is measured as a function of excess car-
rier density ∆n by two different techniques: (i) photoluminescence (PL)
under quasi-steady-state (QSSPL) or steady-state (SSPL) conditions,
and (ii) transient photoconductance decay (PCD) or quasi-steady-state
photoconductance (QSSPC). More details about the procedure of the
lifetime measurements are given in Ref. 81. For a meaningful analysis
of the data, the wafer thickness W and the dopant concentration Ndop
need to be known. The wafer thicknessW was determined with a relative
accuracy of 1% using either a contactless wafer geometry gauge (E+H
Metrology) or using a dial indicator. The dopant concentration Ndop
was determined from four-point probe measurements of the bulk resistiv-
ity with an estimated relative accuracy of 5% using the Klaassen model
[97] for the bulk mobilities.
6.2.2 Uncertainty range of the lifetime measurements
We estimate the uncertainty of our lifetime measurements by comparing
independent lifetime measurements at different institutes, applying dif-
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ferent measurement techniques. We define the relative deviation δ of the




Depending on the context, the absolute value |δ| might be refered to as
relative deviation as well.
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Figure 6.1: Injection-dependent effective carrier lifetime determined for the
same Al2O3-passivated sample using different lifetime measurement techniques
at different laboratories. The solid line corresponds to the intrinsic lifetime
according to Kerr and Cuevas [13]. The upper graph shows the relative deviation
δ of the different lifetime values with respect to the QSSPL measurement in
the lower graph. The dashed gray lines indicate the estimated measurement
uncertainty of ±20%.
Figure 6.1 shows the injection-dependent effective carrier lifetime τeff(∆n)
for an Al2O3-passivated 1.34Ωcm p-type FZ c-Si sample measured by
PCD at ISFH (blue triangles up), and by PCD (green triangles down) and
QSSPL (red circles) at Fraunhofer ISE, respectively. The intrinsic lifetime
τintr.Kerr according to the parametrization of Kerr and Cuevas (Ref. 13,
Eq. 6.4) is given by the solid line. The relative deviation of τintr.Kerr and
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of the PCD measurements relative to the QSSPL measurement are shown
in the upper graph. All measurements are in good agreement, especially
for high excess carrier densities ∆n > 1015 cm−3, where the relative
deviation is below 10%. It is important to note that this good agreement
is observed for two measurement techniques based on different physical
processes, which require the knowledge of different material parameters
(carrier mobility for PCD and coefficient of radiative recombination for
QSSPL) as a function of photogenerated excess carrier density ∆n in the
analysis. Accordingly, the good agreement in Fig. 6.1 demonstrates that
both τeff and ∆n can be extracted consistently from the experimental
data. Based on these results we estimate an uncertainty range of the
lifetime measurements of ±20%, indicated by the gray dashed lines in
Fig. 6.1. For excess carrier densities ∆n > 5×1014 cm−3 the measured
effective lifetime – and hence necessarily the “true” intrinsic lifetime τintr
– clearly exceeds τintr.Kerr according to Eq. 6.4. The relative deviation is
as large as 36% around ∆n ≈ 3×1015 cm−3, which cannot be explained
by uncertainties in the lifetime measurements. One may expect that
τintr.Kerr significantly underestimates the “true” intrinsic lifetime also for
lower excess carrier densities, as the reduced measured effective lifetime
at lower excess carrier densities is attributed to defect recombination and
presumably is not an intrinsic effect.
6.2.3 Effective lifetime as a function of dopant
concentration and injection density
Auger recombination over a wide range of dopant concentrations and
excess carrier densities in p- and n-type Si is analyzed based on selected
samples showing the highest measured carrier lifetimes. Figure 6.2 shows
the measured effective lifetimes as a function of excess carrier density for
two representative sets of samples for p-type (a) and n-type (b) silicon.
As expected from the Auger recombination theory, the high-injection ef-
fective lifetime decreases drastically with increasing excess carrier density
for almost all samples. The only exception is the 0.10Ωcm p-Si sample,
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where sufficiently high excess carrier densities could not be realized ex-
perimentally due to the low effective lifetime.
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Figure 6.2: Effective lifetime as a function of the excess carrier density for
p-type (a) and n-type (b) c-Si wafers of various bulk resistivities. The bulk
resistivity and sample number according to Table 1 are given in the graph for
each sample. Lines represent the modeled effective lifetimes according to Eq. 6.6,
which includes τintr.adv and τSRH = 47ms. For the n-type silicon samples, the
modeled effective lifetime including recombination in the SCR according to
Eq. 6.11 is shown as well. Samples #7 and #8 are passivated with SiNx, all
other samples are passivated with Al2O3.
For most samples, the effective lifetime decreases towards low excess car-
rier densities as well, which is attributed to extrinsic recombination. For
the Al2O3-passivated p-type samples, the effective lifetime saturates in
low injection, which can be well described by a SRH defect recombina-
tion. For the Al2O3-passivated n-type samples, on the other hand, the
effective lifetime decreases over several orders of magnitude and does not
saturate in low injection. This behavior is well described by increased
recombination due to surface-near damage within the space charge region
(SCR) [79, 80], or by lateral hole transport in a hole inversion layer to
the recombination-active sample edge [32]. A SCR and an inversion layer
116
6.2 Lifetime measurements of silicon samples of various dopant
concentrations
form on n-Si due to the fixed negative charge density at the c-Si/Al2O3
interface. This interpretation is supported by lifetime measurements of
SiNx-passivated n-Si samples, where fixed positive charges prevent the
formation of a SCR on n-Si, and which, accordingly, do not show a de-
creasing lifetime in low injection.
Figure 6.3 shows the maximum measured effective lifetime of all p- and
n-type samples as a function of the dopant concentration, in comparison
to literature data from Ref. 72, 86, 98–103. In addition, the radiative
lifetime according to Altermatt et al. [104] and the low-injection free-
particle Auger lifetime – with the Auger coefficients according to Dziewior
and Schmid [86] – are also given. Three different regimes for different
ranges of dopant concentrations can be distinguished in the lifetime data
in Fig. 6.3:
1. For dopant concentrations Ndop > 5×1018 cm−3, all lifetime data
agrees well with the free-particle Auger lifetime, as expected due to
the screening of the Coulomb interaction for dopant concentrations
above the Mott transition around Ndop ≈ 1018 cm−3.
2. For dopant concentrations in the range of 5×1015 cm−3−1017 cm−3,
the maximum measured lifetime values stay below the free-particle
Auger lifetime and form a straight-line region corresponding to the
Coulomb-enhanced Auger-recombination (CE-AR).
3. For Ndop < 2×1015 cm−3, the maximum measured lifetime values
stay significantly below the CE-AR line, which we attribute to
extrinsic recombination. Accordingly, recombination in this case is
dominated by SRH bulk or surface recombination, not by intrinsic
recombination.
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Figure 6.3: Maximum effective lifetime as a function of the dopant concentra-
tion, measured at 300K on p-type (a) and n-type (b) silicon (red circles), together
with literature data from Ref. 72, 86, 98–103 (solid symbols: data considered in
extracting the Auger recombination rate; open symbols: not considered, given
as a reference). The solid black line represents the intrinsic lifetime limit ac-
cording to Eq. 6.12, the dashed black line additionally includes τextr = 47ms.
The radiative lifetime according to Altermatt et al. [104] and the low-injection
free-particle Auger lifetime with the Auger coefficients according to Dziewior
and Schmid [86] are also given.
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6.3 Extraction of the Auger recombination rate
from measured lifetime data
We model the effective carrier lifetime τeff by taking into account four
different recombination channels: intrinsic radiative recombination (quan-
tified by the corresponding lifetime τrad), intrinsic Auger recombination
(τAuger), and extrinsic recombination in the bulk (τbulk.SRH) and at the































The recombination rate U of a given recombination channel, the recom-









The effective intrinsic carrier concentration ni.eff = ni exp (12β∆Eg) ac-
counts for the bandgap narrowing ∆Eg and is calculated according to
the random-phase approximation proposed by Schenk [105]. The intrinsic
carrier concentration ni is chosen according to the value measured by
Misiakos and Tsamakis, which is ni = 9.7×109 cm−3 at 300K [106].
6.3.1 Radiative recombination
Kerr’s intrinsic lifetime limit according to Eq. 6.4 includes the radiative
recombination in silicon according to Schlangenotto et al. [91], who have
measured a radiative recombination coefficient of B = 9.5×10−15 cm3/s
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in silicon at 300K. In the meantime, the description of radiative recom-
bination has been improved: The radiative recombination coefficient B
has been measured for lowly doped silicon by Trupke et al. [92], who
have obtained a value of Blow = 4.73×10−15 cm3/s at 300K. We also
take into account Coulomb-enhanced radiative recombination based on a
model proposed by Altermatt et al. [107], where Blow is multiplied by a
factor Brel. A parameterization of Brel(n, p) is given in Ref. [104]. With







∆n BlowBrel(n, p). (6.9)
6.3.2 Extrinsic recombination
Figure 6.3 suggests that for dopant concentrations below ≈ 5×1015 cm−3,
recombination in the samples analyzed in this study and in the litera-
ture is no longer dominated by intrinsic recombination. In this exper-
iment, maximum effective lifetimes up to 32ms and 40ms were mea-
sured for the lowest-doped n-type (Ndop = 4.6×1013 cm−3) and p-type
(Ndop = 1.3×1014 cm−3) samples, respectively, as shown in Fig. 6.2
and 6.3. These effective lifetimes correspond to a maximum SRV as low
as Smax = 0.3 cm/s, if bulk recombination was negligible. For samples
with higher dopant concentrations a maximum SRV of the order of 1 cm/s
or below is feasible as well (compare Sec. 5.3). Hence, the excellent sur-
face passivation quality of Al2O3 in most cases allows to neglect surface
recombination, and we are able to describe intrinsic bulk recombination
very precisely.
For dopant concentrations below≈ 5×1015 cm−3, extrinsic recombination
cannot be neglected. Furthermore, the measured lifetime of the Al2O3-
passivated n-type Si samples shown in Fig. 6.2 exhibits a strong injection
dependence in low injection.
Rather than trying to accurately model the injection-dependent extrinsic
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lifetime, we assume a constant extrinsic lifetime τextr for all samples, inde-
pendent of dopant concentration Ndop or excess carrier density ∆n. We
discard all low-injection lifetime data of lowly-doped silicon, where recom-
bination is clearly dominated by extrinsic recombination. Accordingly,
our model of the extrinsic recombination does not significantly affect
the parameterization of intrinsic recombination derived in Section 6.3.3.
However, this choice of a constant τextr is equivalent to the assumption
that the low-injection intrinsic lifetime does not significantly vary with
excess carrier density. The extrinsic lifetime τextr is chosen as the highest
lifetime value, corrected for radiative recombination, measured for the







)−1 = 47ms. (6.10)
The same maximum lifetime of 47ms is obtained from the lifetime data
of the n-Si sample (sample #2) with the highest measured lifetime, if the
measured lifetime values are corrected for radiative recombination and
recombination in the SCR according to Eq. 6.11. Accordingly, the same
value of τextr = 47ms applies to both p- and n-type Si. The dashed black
lines in Fig. 6.3 show that this value is well suited to describe the measured
maximum effective lifetime as a function of dopant concentration. It
should be mentioned that an even higher lifetime of 130ms has been
reported by Trupke et al. [99] for ultra-lowly-doped n-type Si. Due to
the rare data for Ndop < 1013 cm−3, this result is not taken into account
and the more conservative value of 47ms is used.
The measured lifetime of the Al2O3-passivated n-type Si samples shown
in Fig. 6.2 exhibits a strong injection dependence in low injection, which
is related to the formation of an inversion layer and a space charge region
for Al2O3-passivated n-Si and SiNx-passivated p-Si due to the negative
(Al2O3) or positive (SiNx) fixed charge densities, respectively [32, 79, 80].
Rather than solving for the depth-dependent band bending at the c-Si
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surface we employ a simplified approach and describe the additional
recombination by means of a recombination current density prefactor J0











where n0.min is the minority carrier concentration in thermal equilibrium.
The values of J0 and m are determined for each Al2O3-passivated n-
Si sample separately by fitting Eq. 6.11 to the measured low-injection
lifetime. The resulting values are summarized in Tab. 2 in the Appendix.
The lifetime values according to this model are shown in Fig. 6.2(b) and
agree very well with the experimental lifetime data in low-injection.
6.3.3 New parameterization of Auger recombination
We quantitatively describe intrinsic recombination in silicon based on
our measurements of the effective lifetime of lowly and moderately doped
n- and p-type c-Si, together with literature data for highly doped silicon
[86, 101, 102]. All lifetime data is summarized in Figs. 6.2 and 6.3, details
of the samples prepared for this study are summarized in Table 1 in the
appendix.
Our improved parameterization is based on a polynomial expression simi-
lar to that of Kerr and Cuevas (Ref. 13, Eq. 6.4), but includes enhancement
factors geeh and gehh based on Altermatt’s parametrization ([90], Eqs. 6.2
and 6.3). The Coulomb-enhanced radiative recombination is included by
the product BlowBrel. Therefore, the resulting parameterization includes
all intrinsic recombination channels in silicon.
The parameterization of the intrinsic lifetime in high-injection is based
on lifetime data for excess carrier densities ∆n & 5×1015 cm−3, where
recombination is dominated by intrinsic recombination for all investigated
samples. In low-injection, the parameterization is based on lifetime data
122
6.4 Approximation of intrinsic recombination in Sentaurus Device
for dopant concentrationsNdop & 5×1015 cm−3, as the measured effective
lifetime for samples with lower dopant concentrations approaches τextr =
47ms and hence is dominated by extrinsic recombination.
The resulting intrinsic recombination lifetime τintr.adv of the charge carri-
ers in silicon at 300K, as a function of the excess carrier density ∆n and





2.5×10−31geehn0 + 8.5×10−32gehhp0 + 3.0×10−29∆n0.92 +BrelBlow
)
(6.12)
with the enhancement factors













where N0.eeh = 3.3×1017 cm−3 and N0.ehh = 7×1017 cm−3. All densities
(n, p, n0, p0, and ∆n) are in units of 1 cm−3, Blow is in units of 1 cm3/s,
Brel is dimensionless, and τintr.adv is in units of 1 s. Several simplifications
of Eq. 6.12 are discussed in Ref. 81.
6.4 Approximation of intrinsic recombination in
Sentaurus Device
The improved parameterization of intrinsic recombination in silicon has
not yet been implemented in Sentaurus Device, which is used for
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the numerical simulations presented in Chapter 7. Instead, the intrinsic



























The best fit of Eq. 6.15 and 6.16 to our new parameterization of intrinsic
recombination, given by Eq. 6.12, is obtained for An = 2.5×10−31 cm6/s,
Ap = 8.5×10−32 cm6/s,Hn = 11.4,Hp = 7.5, andN0 = 2.95×1017 cm−3.
We account for extrinsic bulk recombination assuming a single defect at
midgap with lifetime parameters of τn0 = τn0 = 50ms.
Figure 6.4 shows the relative deviation δ = τapprox/τintr − 1 of our ap-
proximation implemented in Sentaurus Device, given by Eq. 6.15,
and our improved parameterization of intrinsic recombination, given by
Eq. 6.12, as a function of dopant concentration Ndop for various excess
carrier densities ∆n for p- and n-type Si. For dopant concentrations be-
low 1017 cm−3 on p-Si and below 1015 cm−3 on n-Si, the intrinsic lifetime
for ∆n ≤ 1014 cm−3 is well described by the approximation. A good
agreement is also found for highly doped Si with Ndop > 5×1018 cm−3.
For other parameters, mainly two significant deviations are observed:
1. For lowly and moderately doped p- and n-type Si, the intrinsic
lifetime is underestimated for excess carrier densities exceeding
∆n ≈ 1014 cm−3.
2. In the range of Ndop ≈ 5×1016 − 5×1018 cm−3 for p-type Si, and
to a lesser extend also for n-type Si, the approximation deviates
significantly from the intrinsic lifetime for all excess carrier densi-
ties. As these dopant concentrations are typically found in emitters
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or “surface fields”, the surface recombination velocity can be var-
ied to yield the desired saturation current density, thereby partly
balancing the incorrect bulk lifetime.
p-Si
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(a)                                                                      (b)
Figure 6.4: Relative deviation δ = τapprox/τintr − 1 of the approximation
implemented in Sentaurus Device, given by Eq. 6.15, and the improved param-
eterization of intrinsic recombination, given by Eq. 6.12, as a function of dopant
concentration Ndop for (a) p-type Si and (b) n-type Si. Values of δ < 0 indicate
that the intrinsic lifetime is underestimated by the approximation. The values
of the excess carrier density are ∆n = 1013 cm−3 and 1014 cm−3 (black and red
solid lines), 1015 cm−3 (green dashed lines), and 1016 cm−3 (blue dash-dotted
lines), respectively.
For the simulations of inversion layer emitter solar cells presented in
Sec. 7.3, where a 4.6Ωcm n-type Si base (Ndop = 1015 cm−3) is con-
sidered, these parameters result in a maximum relative deviation of
δ =
∣∣τapprox/τintr − 1∣∣ < 1% for ∆p < 3×1014 cm−3. For larger ex-
cess carrier densities the intrinsic lifetime is underestimated and the
relative deviation increases up to 10% at ∆p = 1015 cm−3 and 50% at
∆p = 1016 cm−3. For open-circuit voltages of approximately 730−750mV,
this corresponds to an underestimation of the open-circuit voltage by 2%
relative. Hence, the efficiency is underestimated as well by 2% relative,
or approximately 0.4− 0.5% absolute.
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7 Inversion layer solar cells on n-type
c-Si
The presence of a sufficiently high charge density at the surface of a silicon
wafer of opposite polarity (negative charges on n-type Si, or positive
charge on p-type Si) induces an inversion layer (IL) near the silicon
surface, which can form the emitter of an inversion layer solar cell.
In the past, inversion layer solar cells on p-type silicon have been in-
tensively studied [110–113]. These devices were most successfully imple-
mented based on an MIS tunneling contact in the metalized areas, and an
inversion layer based on the positive fixed charges contained in a silicon
nitride (SiNx) film in the un-metalized areas. Inversion at the silicon
surface was further enhanced by the incorporation of cesium (Cs). On n-
type silicon the negative fixed charges at the c-Si/Al2O3 interface induce
a hole inversion layer (p+-IL) close to the surface, which can be used as
an emitter in inversion layer solar cells made on n-type silicon wafers.
This allows combining the advantages of n-type Si wafers, such as very
high carrier lifetimes and excellent stability, with a simple and cost effi-
cient process for emitter formation and the excellent surface passivation
provided by Al2O3.
7.1 Aluminum-doped laser contacts
An isolating Al2O3 layer deposited on top of a Si wafer needs to be opened
at least locally in order to contact the Si base or the p+ inversion layer
near the surface of the n-Si wafer. As the IL will be interrupted in the
contact openings, it is important to ensure type inversion underneath the
metal contacts by suitable means. We achieve this by applying a single-
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pulse laser-doping process [114–116], which serves to locally ablate the
Al2O3 layer and – at the same time – creates an aligned local Al-doped
p+ region (Al-p+) underneath the contact in a single process step. The
Al2O3 layer is locally ablated using a frequency-doubled Nd:YVO4 laser
with a wavelength of 355nm, a pulse length of 30 ns, and a repetition rate
of 50 kHz. During the laser ablation process, the silicon underneath the
laser spot melts and then recrystallizes. Local Al-p+ regions extending
0.5 − 1µm into the silicon are formed in the laser spot [116], whereby
aluminum from the Al2O3 layer acts as dopant source. The samples are
cleaned in boiling NH4OH/H2O/H2O2 and HCl/H2O/H2O2 for 30 s each,
in order to remove residues from the contact openings, which significantly
reduces the contact resistance. The cleaning sequence needs to be kept
short to preserve the Al2O3 layer, which exhibits etching rates of up to
10 nm/min in ammonia. Al front contacts are then evaporated with an
electron gun using a Ni shadow mask. No post-metalization anneal is
required in order to achieve a good ohmic electrical contact.
Energy density (J/cm²)















































Figure 7.1: Sheet resistance %LDop (red squares, left axis) and specific contact
resistance %Al-LDop (green circles, right axis) of a laser-doped Al-p+ region as a
function of the energy density of the laser pulse. The sample is contacted with
evaporated Al. No post-metalization anneal is performed.
Figure 7.1 shows the sheet resistance of the laser-doped Al-p+ region and
the specific contact resistance between laser-doped region and aluminum
contact as a function of energy density of the laser pulse. Both sheet
resistance and contact resistance increase significantly with increasing
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energy density beyond 4.1 J/cm2. Using a laser energy density below
4.1 J/cm2, we obtain a sheet resistance of %LDop = (330± 10) Ω/sq and a
specific contact resistance of %Al-LDop < 0.5mΩcm2, which is well suitable
for contact formation on our test devices. It is noteworthy that the sheet
resistance of the laser-doped Al-p+ regions can be significantly reduced
if a SiNx capping layer is deposited on top of the Al2O3 prior to the laser
process [116].
7.2 Lateral current transport in the hole
inversion layer
We investigate charge transport in the p+ inversion layer using electrical
current-voltage measurements. All samples are fabricated on 1.5−1.6 Ωcm
Czochralski n-type c-Si wafers with a thickness of 300µm and a sample
size of 2.5× 2.5 cm2. A 20 nm thick Al2O3 layer is deposited on the front
side of the RCA-cleaned samples by plasma-assisted ALD. After deposi-
tion the samples were annealed for 15 min at 425 oC in a nitrogen ambient.
Figure 7.2 shows a sketch of the fabricated test structure, which allows
transmission line measurements (TLM) of the inversion channel (A) and
of laser-doped Al-p+ regions (C), as well as mobility measurements (B)
in a metal-oxide-silicon field-effect transistor (MOSFET) geometry, all
on the same sample. This guarantees that the sample preparation is
identical for different types of measurement.
7.2.1 IL sheet resistance in the dark
For the TLM structure (A) in Fig. 7.2 the laser-doped Al-p+ regions have
a width of 800µm, compared to an aluminum finger width of 480µm,
to allow for slight misalignments between sample and shadow mask dur-
ing aluminum evaporation. Accordingly, during an I − V measurement
between two contacts with a spacing d, the current has to pass two Al/Al-
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Figure 7.2: Sketch of the sample structure used for electrical measurements
(not to scale). (A) and (C) are TLM structures used to characterize (A) the
p+ inversion layer and (C) the laser-doped Al-p+ region. (B) forms a metal-
oxide-semiconductor field effect transistor (MOSFET) for measurements of the
inversion layer hole mobility.
p+ contacts with a contact resistance RAl-LDop each, a total of 320µm
through the laser-doped Al-p+ regions with a sheet resistance of %LDop,
two Al-p+/IL contacts with a contact resistance RLDop-IL, and the inver-
sion layer itself over a distance of dIL = d − 800µm. Accordingly, the












where Rc is the total contact resistance between Al and the inversion
layer, %IL is the sheet resistance of the inversion layer, and l = 2 cm
is the length of the Al contacts. Equation 7.1 assumes that parasitic
currents through the n-type silicon base are negligible. On a test sample
without Al2O3 deposition we measure currents I < 10µA for voltages
up to 10V, corroborating that parasitic currents through the n-type
substrate are several orders of magnitude smaller than the current flow
through the inversion layer. The contact resistance Rc in Eq. 7.1 is
independent of the contact spacing d. Hence, the inversion layer sheet
resistance %IL is obtained from the slope of a linear fit to the measured
resistance values RΣ as a function of dIL. Figure 7.3(a) shows the current
I flowing between two contacts as a function of applied voltage V in the
dark for four different pairs of contacts corresponding to dIL = 300, 400,
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500, and 600µm. Directly after the laser-doping process we observe only
small currents with non-ohmic I-V characteristics and without distinct
dependence on contact spacing [open symbols in Fig. 7.3(a)]. No such
effect was observed for sheet resistance measurements on laser-doped
Al-p+ regions, which suggests a poor contact between the laser-doped
Al-p+ region and the inversion layer, presumably due to laser damage
to the peripheral Al2O3 passivation layer surrounding the laser spots.
This contact can be improved by a short annealing step at 400 oC for 1
min in ambient atmosphere, as shown by the solid symbols in Fig. 7.3(a).
The corresponding I-V characteristics show an ohmic behavior. The
solid lines in Fig. 7.3(a) are linear fits to the data. The corresponding
total resistance values RΣ are shown in the inset as a function of dIL.
Using Eq. 7.1 we obtain a sheet resistance of the p+ inversion layer of
%IL = (15 − 18) kΩ/sq for an Al2O3 thickness of 20 nm and a negative
fixed charge density of Qf = −4×1012 cm−2, in good agreement with
results published by others authors [117] for a slightly higher fixed charge
density. We obtain similar results for different sample preparations, e.g. if
the Al2O3 is removed after laser-doping and subsequently another Al2O3
layer is deposited, showing that the post-laser annealing indeed fully
recovers the laser damage.
Figure 7.3(b) shows the IL sheet resistance %IL for 10 nm of Al2O3 as
a function of surface charge density QΣ = Qf + Qc, which has been
varied by depositing corona charges onto the Al2O3 layer. Thus, the
IL sheet resistance %IL can be significantly reduced from 15 kΩ/sq for
QΣ = Qf = −3.8×1012 cm−2, comparable to the value for 20 nm of
Al2O3, down to 6 kΩ/sq for QΣ = −2×1013 cm−2.
The transmission line method allows an investigation of the fixed charge
density in ultra-thin AlOx layers below 1 nm, which is extremely chal-
lenging using capacitance-voltage or corona charge techniques, as the
films are typically no longer perfectly insulating. Although the TLM
analysis is in principle possible for any desired thickness of the dielectric
film, it should be kept in mind that ultra-thin AlOx layers might be
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Voltage V (V)
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Figure 7.3: (a) Inversion channel current-voltage characteristics in the dark
over a length of dIL = 300, 400, 500, and 600µm, respectively, after annealing for 1
min at 400 ◦C (solid symbols). The corresponding total resistance values RΣ are
shown in the inset as a function of dIL. Solid lines are linear fits to the data. No
good contact is achieved directly after laser-doping without additional annealing
(open symbols). (b) Total resistance RΣ as a function of dIL for different total
surface charge densities QΣ achieved by the deposition of corona charges. Lines
are linear fits to the data.
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altered, e.g. by further oxidation, between deposition and measurement.
Figure 7.4 shows the IL sheet resistance obtained by TLM as a function
of annealing time at 425 ◦C for ultra-thin AlOx layers deposited with
2, 4, 6, and 8 ALD cycles, corresponding to nominal thickness values of
0.24nm, 0.48 nm, 0.73 nm, and 0.97 nm, respectively. The nominal thick-
ness is calculated from the number of ALD cycles and the growth per
cycle of 0.121 nm/cycle determined for thicker layers [see Fig. 2.4(b)],
and might be inaccurate for such thin layers. Although the obtainable
sheet resistances are generally higher than in the case of the 20 nm refer-
ence sample, a pronounced p+ inversion layer is formed already with 4
monolayers of AlOx. This effect might provide a convenient alternative
to the laser-doping process to contact an Al2O3-induced inversion layer
by means of a thin AlOx tunneling layer. Such ultra-thin AlOx tunneling
layers have recently been used for contact passivation in highly efficient
silicon solar cells [118].
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0.97 nm 20 nm
AlOx nominal thickness 0.24 nm
Figure 7.4: Hole inversion layer sheet resistance as a function of annealing time
at 425 oC for ultra-thin AlOx layers deposited by plasma-assisted ALD with
a nominal thickness of 0.24nm (2 ALD cycles), 0.48nm (4 cycles), 0.73nm (6
cycles), and 0.97nm (8 cycles), respectively. The values for 20nm of Al2O3 are
given as a reference. The dashed lines are guides to the eye.
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7.2.2 IL sheet resistance under illumination
The inversion layer sheet resistance is a critical parameter for the applica-
tion of an Al2O3-induced inversion layer as emitter in an n-type inversion
layer solar cell. Assuming that lateral current flow of photo-generated
minority carriers is confined to the (two-dimensional) emitter with a con-
stant sheet resistance %sh, the resistive power loss in the emitter can be




where p and wcont are the pitch and the width of the contacts, respectively.
Accordingly, a pitch of p = 1mm and a sheet resistance of %IL = 16 kΩ/sq
for an Al2O3-induced inversion layer result in a series resistance contribu-
tion exceeding 10 Ωcm2 for a contact width below 90µm, severely limiting
the solar cell efficiency. However, in an operating photovoltaic device, the
inversion layer is illuminated and sheet resistance values determined in
the dark might not be applicable. We use a halogen lamp to illuminate a
300µm thick 1.6Ωcm n-type silicon TLM sample coated with 10 nm of
Al2O3 at the front, and unpassivated at the rear. A calibrated photo-diode
placed besides the sample is used to measure the illumination intensity.
Under illumination the I-V characteristics of the sample are no longer
ohmic; we measure an excess current compared to the dark, which in-
creases with applied voltage for small voltages below a few 100mV, de-
pending on contact separation, and saturates for larger voltages. For
typical solar cells, where the design of the emitter contacts allows a lat-
eral voltage drop across the emitter smaller than 100mV, the former
mechanism can be expected to dominate the resistive behavior of the IL
emitter. The IL sheet resistance under illumination cannot be properly
defined due to the non-linear dependence of resistance R vs. distance
dIL. Figure 7.5 shows the effective resistance R = dV/dI, determined
over a voltage range of V ≈ 10 − 50mV and for a contact length of
l = 2 cm, as a function of the distance dIL along the inversion layer for
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illumination intensities of 0, 7, 22, and 86mW/cm2. The contact resis-
tance of 2Rc = 3.4 Ω, determined in the dark, has been subtracted from
the experimental data. We observe a significant decrease of the effective
resistance R with increasing illumination intensity, especially for a large
contact separation.
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l = 2 cm, V = 1050 mV l = 2 cm, V = 1050 mV
100 mW/cm2
IL = 16 k/sq
in the dark
Figure 7.5: (a) Effective resistance R under illumination for small applied volt-
ages V ≈ 10 − 50mV, determined experimentally (symbols) and from device
simulations (lines), as a function of dIL for a 300µm thick 1.6Ωcm n-Si wafer
coated with 10nm Al2O3 on the front and unpassivated at the rear. The corre-
sponding illumination intensities are given in the graph. (b) Simulated effective
resistance for one sun illumination (100mW/cm2) for line contacts with a met-
alization fraction of f = 2% (blue dashed line) or with a width of 100nm (red
solid line). Two different rear side passivation schemes of Sn0 = Sp0 = 105 cm/s
and 0.5 cm/s, respectively, are applied. An analytical prediction according to
Kuhlmann [120] is given by the dash-dotted green line, the resistance in the
dark is given by the black line as a reference.
We employ two-dimensional device simulations using Sentaurus De-
vice [121], where the inversion layer is represented by a fixed charge
density of Qf = −4×1012 cm−2 and a hole mobility of µp = 100 cm
2
Vs (see
Table 3), and the contact geometries are chosen according to Fig. 7.2(A).
The photogeneration current density for the planar samples is assumed
to be 30mA/cm2, which was estimated from a comparison of transient
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and quasi-static photoconductance measurements of Al2O3-passivated
lifetime samples using a Sinton Instruments WCT 120 lifetime tester.
The unpassivated rear side with Sn0 = Sp0 = 105 cm/s is a worst-
case scenario for solar cells with an unpassivated rear side, and the
illumination intensities of 7, 22, and 86mW/cm2 then corresponds to
excess carrier densities at the edge of the space charge region of ∆p =
2.5×1013 cm−3, 7.3×1013 cm−3, and 2.9×1014 cm−3, respectively. The
simulations agree well with the experimental results, as shown by the
solid lines in Fig. 7.5(a). According to our simulations, the lateral hole
current density within the IL is largest near the contacts and decreases
towards the center between two contacts, indicating that two-dimensional
current flow due to a coupling of the IL to the n-type base is responsible
for the increased lateral conductivity.
A real highly efficient solar cell device is more realistically described by a
passivated rear side, better light trapping properties, and smaller contact
area than the fairly wide Al-p+ contact regions of the planar TLM test
structures. Furthermore, the sheet resistance of illuminated inversion lay-
ers has been described analytically by Kuhlmann [120], who assumed two
parallel conductive channels of inversion layer and base, both with a con-
stant sheet resistance, connected by a p/n diode and a photo-generated
current source. Figure 7.5(b) shows the calculated effective resistance
for one sun illumination (100mW/cm2, with a photogeneration current
density of 44mA/cm2 assuming Lambertian light trapping) according to
Kuhlmann’s model (dash-dotted green line), assuming an ideality factor
of n = 1, and our Sentaurus device simulations for line contacts with a
metalization fraction of f = 2% (blue dashed line) and negligibly small
line contacts with a constant width of 100 nm (black solid line, f < 0.1%
for a practical contact separation with dIL > 100µm in a solar cell).
Two different rear side passivation schemes of Sn0 = Sp0 = 105 cm/s
and 0.5 cm/s, respectively, are applied, which correspond to excess car-
rier densities of ∆p = 6×1014 cm−3 and 1×1016 cm−3, respectively. The
effective resistance under illumination decreases with increasing metal-
lization fraction, indicating that the contact regions couple to the n-type
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base as well. However, even for the smallest contacts we observe a signif-
icant reduction of the effective resistance under illumination, compared
to the dark. It is noteworthy that Kuhlmann’s model does not account
for the non-linear I-V characteristics and overestimated the IL resistance
under illumination, even if a fairly large photogenerated current density
of 44mA/cm2 is assumed.
The IL sheet resistance under illumination cannot be properly defined
due to the non-linear dependence of resistance R vs. distance dIL. How-
ever, an effective sheet resistance %sh.eff can be defined by the ratio of
effective normalized resistance R× l over distance dIL. In the case of an
unpassivated rear side, and for typical operating conditions of solar cells,
i.e. one sun illumination and a small metallization fraction of f = 2%,
we obtain %sh.eff = 3600 Ω/sq for a contact separation of 250µm, which
drops to 1300 Ω/sq for a contact separation of 1mm. Furthermore, in
the case of a passivated rear side (Sn0 = Sp0 = 0.5 cm/s), the effective
sheet resistance drops significantly to values of %sh.eff = 420 Ω/sq and
120 Ω/sq for contact separations of 250µm and 1mm, respectively, due
to the increased excess carrier density. As a consequence, the requirement
for small contact separation for highly resistive IL emitters is less strict
than suggested by the simple calculations according to Eq. 7.2, where
one-dimensional current flow through the IL and a dark sheet resistance
of 16 kΩ/sq is assumed.
7.2.3 IL hole mobility
The inversion layer induced by the negative fixed charges at the n-
Si/Al2O3 interface typically has a depth of a few hundred nanometers.
Due to this confinement of charge carriers near the surface one may ex-
pect a pronounced degradation of transport properties due to surface
scattering. The electron concentration in the inversion channel is many
orders of magnitude lower than the hole concentration. Accordingly, the
contribution of electron transport to the total inversion channel conduc-
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tivity is negligible, and the electric current can solely be attributed to
the drift of free holes.
Under strong inversion conditions, the source–drain current of a metal/






 12β(2Veff − VSD)VSD if VSD ≤ Veff1
2βV
2
eff if VSD ≥ Veff
, (7.3)
where Rp is an ohmic resistance accounting for parasitic currents, VSD is
the voltage applied between source and drain, and Veff = VG − VT is the
effective gate voltage relative to the threshold voltage VT. The factor β




where l is the length of the Al contacts, dG is the width of the gate
contact shown in Fig. 7.2(B), and Cox is the capacitance of the Al2O3
gate insulator per unit area.
The gate contact on our samples does not overlap with the laser-doped
Al-p+ regions around source and drain [see Fig. 7.2(B)], which have a
rough surface texture due to the laser processing, as this might provoke
shunts through the gate oxide. As a consequence, we observe a significant
voltage drop over the highly-resistive parts of the inversion layer which
are not modulated by the voltage applied to the gate contact. However,
as the sheet resistance of the inversion layer is known, a corrected source-
drain voltage V ∗SD across the gated region of width dG can easily be
calculated, which yields








where Rc is the contact resistance between Al and inversion layer. It
should be kept in mind, however, that the effective gate voltage Veff is
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affected as well. Therefore, Veff is not constant for all the data measured
for a fixed applied gate voltage VG and, accordingly, Eq. 7.3 only strictly
applies around the saturation region, where the voltage drop over the
inversion layer is independent of applied voltage.
Voltage V*SD (V)






































Veff = 1.9 V
Veff = 6.4 V
(a) (b)
Figure 7.6: (a) Source-drain current ISD of an Al/Al2O3/n-Si field effect tran-
sistor as a function of corrected voltage V ∗SD across the gated inversion channel
for different effective gate voltages Veff. Solid lines are fits of Eq. 7.3 to the data.
(b) IL hole mobility µp as a function of transverse effective field Eeff, obtained
from MOSFET measurements (red squares) and calculated from the sheet resis-
tance for various surface charge densities deposited by corona charging (green
circles). Blue lines are calculated according to a parameterization by Agostinelli
[122] assuming fixed charge densities of 0 (solid line), −2×1011 cm−2 (dotted
line), and −4×1012 cm−2 (dashed line).
Figure 7.6(a) shows the measured source-drain current ISD of the Al/
Al2O3/n-Si field effect transistor as a function of corrected voltage V ∗SD
across the gated inversion channel for different effective gate voltages Veff,
the solid lines are fits of Eq. 7.3 to the data. The current ISD increases
linearly with increasing V ∗SD in the saturation regime for high voltages
V ∗SD > Veff, which justifies the inclusion of an ohmic parasitic resistance
Rp in Eq. 7.3. We attribute this parasitic resistance to current flow around
the gated region, as the gate contact length is only 20mm, compared to
the sample size of 25mm. From the dependence of the saturation current
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ISD.sat on the applied gate voltage VG we deduce a threshold voltage of
VT = VG−Veff = (0.9±0.2)V, which corresponds to a fixed charge density
of Qf = −(4.0 ± 0.4)×1012 cm−2 underneath the metal gate contact.
This is in good agreement with values of Qf = −(4± 1)×1012 cm−2 for
comparable Al2O3 layers without metal deposition, as shown in Fig. 5.1.
For the c-Si/SiO2 interface it has previously been shown [123] that the
electron and hole inversion layer mobilities as a function of effective
transverse field follow a universal curve over a wide range of effective








where εSi is the silicon dielectric constant, QDepl is the depleted bulk
charge density, QIL is the inversion layer charge density, η = 1/3 for
holes, and η = 1/2 for electrons. We determine the charge densities QDepl
and QIL for a given gate voltage VG by means of numerical simulations
based on the iterative numerical model described in Sec. 3.1.3, where we
employ Fermi-Dirac statistics based on the analytical approximation of
the Fermi integral given by Eq. 3.7. Figure 7.6(b) shows hole mobility
values, which are obtained from the fits in Fig. 7.6(a) using Eq. 7.4, as a
function of effective transverse field Eeff (red squares). In addition, the
hole mobility is calculated from measured sheet resistance values and
simulated hole concentration profiles for various surface charge densities
deposited by corona charging [green circles in Fig. 7.6(b)]. The blue lines
are calculations based on an empirical parameterization of the IL hole
mobility for the c-Si/SiO2 interface proposed by Agostinelli et al. [122].
This parameterization accounts for bulk and surface phonon scattering,
screened Coulomb scattering, and scattering due to surface roughness.
The different curves in Fig. 7.6(b) correspond to fixed charge densities
of Qf = 0 (solid line), −2×1011 cm−2 (dotted line), and −4×1012 cm−2
(dashed line), respectively. The chemical and electrical properties of the
c-Si/Al2O3 interface are dominated by a thin interfacial layer of SiOx
(compare Sec. 4.2 and Ref. 4, 18). Hence, it is a reasonable assump-
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tion that the parameterization of the IL hole mobility at the c-Si/SiO2
interface may also be valid for the c-Si/Al2O3 interface.
Our mobility data, however, clearly exceed the predicted values corre-
sponding to Qf = −4×1012 cm−2, and a good agreement is only found for
much smaller fixed charge densities |Qf|. In Sec. 3.3.2 it has been shown
that the spatial surface potential fluctuations at the c-Si/Al2O3 interface
are smaller than 60meV. Assuming a random charge distribution at the
c-Si/Al2O3 interface this corresponds to a standard deviation of the fixed
charge density of σQ.f < 2×1011 cm−2, for which the mobility data agrees
reasonably well with the predictions. This implies that the mean distance
between neighboring negative fixed charges at the c-Si/Al2O3 interface
is much smaller than a Debye length, and, accordingly, the fixed charges
at the c-Si/Al2O3 interface form an extended two-dimensional charge
density rather than acting as individual isolated point charges. Accord-
ingly, the fixed charges do not act as individual scattering centers, and
the number of surface scattering centers is small due to the homogeneous
distribution of fixed charges. Hence, the inversion layer hole mobility is
not significantly reduced by scattering caused by the high negative fixed
charge density at the c-Si/Al2O3 interface.
7.3 Efficiency potential of IL solar cells on
n-type Si
7.3.1 Surface passivation of IL emitters
Al2O3-induced inversion layer emitters are promising candidates for emit-
ters in highly efficient n-type silicon solar cells due to the low surface
recombination as well as low bulk recombination within the emitter, as de-
fects introduced by the dopant diffusion are avoided. We use the method
proposed by Kane and Swanson [125] to extract the emitter saturation
current density J0e of an Al2O3-induced IL p+ emitter from the quasi-
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Majority carrier density Ndop+n (cm
-3)
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Figure 7.7: (a) Inverse effective lifetime corrected for intrinsic recombination
(1/τeff − 1/τintr) as a function of majority carrier density (Ndop + ∆n) for
an Al2O3-passivated 145µm thick 1.36Ωcm n-Si wafer. The intrinsic carrier
concentration is assumed to be ni = 8.6×109 cm−3. The inset shows the implied
open-circuit voltage Voc.impl as a function of illumination intensity. The one-sun
Voc is 733mV. (b) Emitter saturation current density J0e of the IL emitter in
graph (a), compared to literature data of boron-diffused p+ emitters passivated
with different layers (Ref. 6, 124) for various emitter sheet resistances %sh.
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steady-state effective lifetime of Al2O3-passivated lifetime samples. We
use a quarter of a 1.35Ωcm n-Si wafer with a diameter of 6 inch, which
has been etched in an aqueous KOH solution to a thickness of 145µm in
order to remove any surface damage and reduce the impact of bulk recom-
bination on the effective lifetime. Figure 7.7(a) shows the inverse effective
lifetime 1/τeff, corrected for intrinsic (radiative and Auger) recombination
using our parameterization according to Eq. 6.12, as a function of major-
ity carrier density in the bulk (Ndop+∆n). A linear fit to the data yields a
value of J0e/n2i = (3.8± 0.1)×10−35 Acm4. Assuming an intrinsic carrier
concentration of ni = 8.6×109 cm−3, this corresponds to an emitter sat-
uration current density of J0e = (2.8± 0.1) fA/cm2. Figure 7.7(b) shows
the emitter saturation current density J0e of the IL emitter compared
to literature data of boron-diffused emitters [6, 124] with various sheet
resistances %sh, passivated with amorphous hydrogenated silicon (a-Si:H),
thermally grown SiO2, and Al2O3, respectively. The lowest value of J0e
is obtained for our IL emitter.
The inset in Fig. 7.7(a) shows the implied open-circuit voltage Voc.impl, ex-
tracted from the same lifetime measurements using the so-called Suns–Voc
method described by Sinton et al. [126], as a function of the illumination
intensity. At an illumination intensity of one sun we measure an implied
open-circuit voltage of Voc.impl = 733mV on the investigated sample.
7.3.2 Sentaurus Device simulations
We investigate the ultimate efficiency potential of IL solar cells on n-Si
in more detail by means of two-dimensional device simulations using
Sentaurus Device based on experimentally determined input parameters.
The wafer temperature is set at 25 oC in our simulations. We implement
intrinsic recombination in the bulk silicon according to the approximation
given in Eq. 6.15 and 6.16, which are based on the improved parame-
terization of Auger recombination presented in Chapter 6. For the IL
emitter we assume a fixed charge density of Qf = −4×1012 cm−2 [see
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Fig. 5.1(b)] and a hole mobility of µp = 100 cm
2
Vs [see Fig. 7.6(b)]. For the
Al2O3-passivated surfaces we use the surface recombination velocity pa-
rameters derived in Sec. 5.3.3, i.e. Sn0 = 5200 cm/s and Sp0 = 1300 cm/s
for the Al2O3-passivated IL, and Sn0 = Sp0 = 0.5 cm/s and Qf = 0 for
the n-type base. The effect of “parasitic shunting” [79], and hence the
impact of the actual density and polarity of the fixed charges, is consid-
ered to be negligible due to the heavy doping underneath the contacts.
Accordingly, the results of the simulations can be applied both to all-
Al2O3-passivated solar cells and to solar cells where the n-type base is
well passivated by other means, e.g. by thermally grown SiO2 or SiNx
deposited by plasma-enhanced chemical vapor deposition (PECVD).
The base and emitter contacts are modeled as locally highly-doped n+
and p+ regions, respectively, with a sheet resistance of 30 Ω/sq. The width
of the contacts is adjusted to yield a metalization fraction of f = 2%,
independent of the contact spacing. The effective SRV on unpassivated
highly phosphorus- or boron-doped silicon surfaces has previously been
determined to be around Seff = 2×105 cm/s on bare silicon and up
to Seff = 3×106 cm/s at metallized surfaces [127–129]. We use SRV
parameters of Sn0 = Sp0 = 105 cm/s for the metallized contacts, which
could reasonably be obtained by a moderate contact passivation, which
yields emitter saturation current densities of J0e = (330 − 340) fA/cm2












Figure 7.8: Sketch of the three different emitter designs (not to scale) investi-
gated in our Sentaurus simulations: (A) front IL emitter, (B) rear IL emitter,
and (C) boron-diffused selective emitter.
We compare three different emitter configurations in our simulations, as
shown in Fig. 7.8: (A) An IL hole emitter on the front side, (B) an IL hole
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emitter on the rear side, and (C), as a reference, a 160 Ω/sq boron-diffused
selective p+ emitter on the front side. For the boron emitter, passivated
with Al2O3, we use Sn0 = Sp0 = 5 cm/s in order to reproduce the mini-
mum emitter saturation current density of J0e = 7 fA/cm2 measured in
Ref. [6] for this emitter. The silicon wafer is 4.6Ωcm n-Si, corresponding
to a doping density of Ndop = 1015 cm−3. We vary the pitch p of the
emitter contacts (p = 250µm, 500µm, or 1mm), while the base contact
pitch is kept constant at 1mm. Series resistance contributions from the
metallization are neglected in these simulations. For the photogeneration
we assume perfect Lambertian light trapping and an optical shading of
2%, matching the front metallization fraction. This results in a maximum
photogenerated current density of 42.8mA/cm2 for a solar cell with a
thickness of 160µm. The input parameters used in our simulations are
summarized in Table 3 in the appendix.
Figures 7.9(a)–(d) show the solar cell parameters (open-circuit voltage
Voc, short-circuit current density Jsc, fill factor FF , and efficiency η) for
p = 500µm as a function of wafer thickness W for a front or rear IL hole
emitter (red squares) and a 160 Ω/sq boron-diffused p+ emitter (green di-
amonds). The open blue circles represent the Voc limit for Al2O3-induced
IL emitter solar cells, where all recombination currents associated with
the contact regions have been neglected, as described below. Both the
front and rear IL emitters yield virtually identical results [accordingly,
only one set of data is shown in Fig. 7.9(a)–(d)] and outperform the con-
ventional boron-diffused emitter over a wide range of wafer thicknesses.
The IL emitters yield a maximum Voc of 735mV for a wafer thickness
of 20µm, compared to a maximum Voc of 731mV for the boron emitter.
The maximum solar cell efficiencies η are obtained for a wafer thickness
around 160−320µm,mainly due to a reduced short-circuit current density
Jsc and fill factor FF for thinner wafers, and reduced Voc and fill factor
FF for thicker wafers. For the IL emitter solar cells with p = 500µm
this corresponds to a maximum efficiency of ηmax = 26.2% including
contact recombination, and ηmax = 27.8% if all contact recombination
and optical shading is neglected. Figure 7.10 shows the calculated recom-
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Figure 7.9: Simulated solar cell parameters under one sun illumination (open-
circuit voltage Voc, short-circuit current density Jsc, fill factor FF , efficiency
η, and series resistance Rs) as a function of wafer thickness W (a)–(d) and
emitter contact pitch p (e)–(i) for 4.6Ωcm n-type solar cells with a 160 Ω/sq
boron-diffused p+ emitter at the front (green diamonds), an Al2O3-induced IL
hole emitter at the front (blue circles) or rear (red squares) with highly boron-
doped contact regions, and a rear IL hole emitter with local Al-p+ contact
regions formed by laser-doping (pink triangles). The open blue circles in (a)–(d)
show the performance limit for Al2O3-induced IL emitter solar cells, where all
recombination currents associated with the contact regions have been neglected.
The emitter metalization fraction is f = 2% (solid symbols) or f = 0% (open
symbols). Lines are guides to the eye.
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bination current density in different parts of the solar cell as a function
of cell voltage for a rear IL emitter solar cell with a thickness of 160µm
and p = 500µm. The same qualitative behavior is found for front IL
emitter solar cells. Below the maximum power point (Vmpp = 642mV in
Fig. 7.10) recombination is clearly dominated by recombination at the
contacts at the front of the solar cell, i.e. the n-type base contacts in the
case of the rear IL emitter solar cell and the p-type emitter contacts in
the case of the front IL emitter solar cell. For larger voltages recombina-
tion currents in the bulk and both the base and emitter contacts become
comparable. It is noteworthy that the recombination current over the full
voltage range is dominated by bulk and contact recombination, and not
by surface recombination at the Al2O3-passivated surfaces. We calculate
the ultimate efficiency potential of Al2O3-based IL solar cells, which is
only limited by bulk recombination and surface recombination at the
undiffused surfaces, by subtracting recombination currents related to the
n+ and p+ contacts from simulated illuminated current-voltage character-
istics, and neglecting any optical shading losses. For the device shown in
Fig. 7.10 this increases the open-circuit voltage limit from Voc = 726mV
to 743mV, and increases the efficiency potential from η = 26.2% to
27.8%. The open-circuit limit obtained in this way for a front IL emitter
with p = 500µm is shown in Fig. 7.9(a) as a function of wafer thickness
W by the open blue circles.
Figures 7.9(e)–(i) show the solar cell parameters Voc, Jsc, η, and FF ,
as well as the series resistance Rs, for a wafer thickness of 160µm as
a function of emitter contact pitch p for a front IL emitter (blue cir-
cles), rear IL emitter (red squares), and 160 Ω/sq boron emitter (green
diamonds) including all recombination channels. We obtain the highest
efficiency of η = 26.3% for a front or rear IL emitter for a contact pitch
of p = 250µm. Both front and rear IL emitters yield virtually identical
results. Differences in efficiency between front and rear IL emitters only
start to play a role for p = 1mm, but remain below 0.1%abs. absolute in
our simulations. Compared to the IL emitters, the boron-diffused front
emitter suffers from a slightly reduced Voc (∆Voc = 2− 3mV), but yields
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W = 160 µm, p = 500 µm
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Figure 7.10: Recombination current density J as a function of cell voltage
V for a rear IL hole emitter solar cell on n-type silicon with a thickness of
160µm and an emitter contact pitch of p = 500µm. Different lines correspond to
recombination in different parts of the solar cell. Contact recombination includes
recombination at the Si/metal interface and in the locally-doped contact regions.
a comparable maximum efficiency of η = 26.3% for a contact pitch of
p = 1mm. With increasing contact pitch p the fill factor, and hence the
efficiency, drops significantly for the solar cells with IL emitter, while cell
performance improves slightly for the boron-diffused emitter. This drop
in efficiency for the IL emitter solar cells can be attributed to the high
sheet resistance of the IL emitter. Although the effective resistance of
the IL emitter decreases significantly [see Fig. 7.5(b)] under illumination,
it remains more than one order of magnitude larger than the sheet resis-
tance of 160 Ω/sq of the boron emitter for all investigated cell geometries.
Figure 7.9(i) shows the series resistance Rs at the maximum power point,
determined from Sentaurus simulations for two different illumination
intensities employing the double-light-level method [130]. Indeed, the se-
ries resistance of the simulated rear IL emitter solar cell – without any
series resistance contributions from the metallization – increases from
0.21 Ωcm2 for p = 250µm to 0.30 Ωcm2 for p = 500µm and 0.64 Ωcm2
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for p = 1mm, while the series resistance of the boron-diffused front emit-
ter solar cell only increases slightly from 0.17 Ωcm2 for p = 250µm to
0.22 Ωcm2 for p = 1mm, as shown in Fig. 7.9(i). Note that the series
resistance Rs shows a pronounced dependence on the voltage in our case,
leading to relatively high fill factors despite a non-negligible series resis-
tance. Hence, excellent solar cell efficiencies can still be obtained for a
pitch of the order of 1mm despite the high nominal sheet resistance of
the inversion layer in the dark.†
In order to explore the potential of completely avoiding any boron dif-
fusions in the fabrication of n-type solar cells, Fig. 7.9(e)–(i) includes
simulation results for a rear IL emitter (pink triangles), where the highly
boron-doped p+-regions underneath the contacts have been replaced by
laser-doped Al-p+ regions. The saturation current density of the Al-p+
is J0e = 1130 fA/cm2, which results from the choice of Sn0 = Sp0 =
105 cm/s and a doping profile from Ref. [116] for an Al2O3/SiNx stack
with 10 nm of Al2O3. The increased contact recombination results in a
reduced open-circuit voltage Voc and a lower fill factor FF , which leads to
an efficiency loss of (0.2− 0.4)%abs. absolute compared to highly boron-
diffused contact regions. It is noteworthy, however, that the laser-doped
Al-p+ regions do not significantly reduce the excellent short-circuit cur-
rent density of Jsc = 42.7mA/cm2, which in conclusion enables excellent
efficiencies up to η = 25.9%.
†Please note that the benefit of an inversion layer, as opposed to a well-passivated
surface without induced junction, depends on the quality and resistivity of the
bulk material, as the current in the solar cell flows along different paths in both
scenarios. While this benefit is negligible for defect-free, lowly doped float-zone Si
(bulk resistivity > 5 Ωcm), the presence of a hole conducting p+ inversion layer
becomes crucial for n-type solar cells on highly doped or defect-rich Si.
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7.4 Experimental realization of IL hole emitter
solar cells on n-type silicon
7.4.1 Surface charge dependence of current collection
Dark IL sheet resistance IL (k/sq)
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Figure 7.11: (a) Short-circuit current density Jsc (blue squares, right axis)
and IL sheet resistance %IL in the dark (red circles, left axis) as a function of
total surface charge density QΣ = Qf + Qc, which has been varied by corona
charging. The lines are guides to the eye. (b) Corresponding dependence of
Jsc(%IL) calculated from the data shown in (a).
For an IL at the front side of the solar cell the dependence of the short-
circuit current density on the sheet resistance of the inversion layer is
handily analyzed by depositing corona charges onto the solar cell. Al
front contacts with a finger spacing of 280µm are directly evaporated
using a Ni shadow mask onto a textured 1Ωcm n-type Cz-Si wafer,
which is contacted at the rear by local phosphorus-diffused n+ regions
and full-area Al evaporation. A sketch of the sample geometry is shown
in Fig. 7.12(A). Please note that, while it is simple to fabricate, this
contact design is not well suited for a solar cell, as it relies on the small
lateral overlap of Al contact and IL of around a few tens of nanometers.
Figure 7.11(a) shows the measured short-circuit current density Jsc (blue
squares, right axis) under standard testing conditions (AM1.5G spectrum,
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100mW/cm2, 25 oC) as a function of the total surface charge density
QΣ = Qf +Qc, which has been varied by depositing corona charges onto
the Al2O3 layer at the front of the solar cell. The IL sheet resistance %IL
in the dark according to Fig. 7.3(b) is shown as red circles (left axis) as
a reference. The lines are guides to the eye. Figure 7.11(b) shows the
corresponding dependence of the short-circuit current density Jsc on the
IL sheet resistance %IL in the dark. The pronounced dependence of Jsc
on QΣ, and accordingly on %IL, is strong evidence that the inversion layer
is indeed acting as charge collecting emitter in the solar cell.
7.4.2 Rear emitter IL solar cells on n-type Si
The measured short-circuit current density in Fig. 7.11 experimentally
demonstrates that the p+ inversion layer on n-Si can indeed be utilized as
charge collecting emitter in an n-type inversion layer solar cell. However,
the simple front contacts according to Fig. 7.12(A) are unsuitable for
an efficient solar cell device, and would need to be replaced by a rather
complex contact design. Recently, this cell concept was also investigated
by Erickson et al. [131], who improved the front contact to the inversion
layer by implementing a conductive transparent polymer layer, which
allowed efficiencies of up to 8.4%. However, our numerical simulations
predict the same efficiency potential for front and rear IL emitters, which
favors an IL emitter on the rear side due to a significantly simplified
fabrication of the emitter contacts, which do not require the introduction
of a polymer film [131] or complex alignment procedures when using a
laser-based process.
We hence introduce an inversion layer solar cell on n-type Si with a rear-
side emitter contacted by laser-doping and full-area metal evaporation.
Alternatively, the rear contacts to the inversion layer emitter could also be
formed by laser contact openings (LCO) and conventional screen-printing
of an aluminum paste, creating local Al-p+ back surface regions. In both
cases the contacts to the inversion layer can be fabricated by simple
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Figure 7.12: (A) Sketch of a front IL emitter test device with non-optimized
contacts to the IL emitter. (B) Sketch of the rear contacted n-type inversion layer
solar cell processed as proof-of-principle device, where contacts to the inversion
layer emitter at the rear side are formed by an Al2O3 laser-doping process.
laser processes, and do not require any alignment or are restricted by
shading considerations. A sketch of the rear IL emitter solar cell design
is shown in Fig. 7.12(B). We fabricate a proof-of-principle device with
an active area of 2 × 2 cm2 on 160µm thick 5Ωcm phosphorus-doped
n-type Cz-Si. The front side of the solar cell features a random-pyramid-
textured, homogeneously phosphorus-diffused front surface region with
a nominal sheet resistance of 100 Ω/sq. The rear side is passivated either
with a single Al2O3 layer or an Al2O3/SiNx stack, which induces a p+
IL rear emitter in the n-Si base. Line contacts to the rear IL emitter
with a width of 16µm and a pitch of 250µm and 500µm are formed
by laser-doping, as described in Sec. 7.1, using a laser energy density of
4.0 J/cm2. Contacts on the front and rear are formed by electron gun
evaporation of aluminum, using a Ni shadow mask for the front side. We
have applied thin tunneling layers, formed by depositing 2 ALD cycles
of AlOx, underneath the front contacts, and – on a subset of samples –
underneath the rear contacts. After evaporation of the Al contacts the
front side is passivated with a SiNx passivation/anti-reflection double
layer deposited by plasma-enhanced chemical vapor deposition (PECVD)
at a deposition temperature of 300 oC.
Reference cells have been processed on 160µm thick 5Ωcm boron-doped
p-type Cz-Si using exactly the same process sequence.
152
7.4 Experimental realization of IL hole emitter solar cells on n-type
silicon
Wavelength (nm)


















Figure 7.13: Internal quantum efficiency (IQE) and reflectance of the best n-
type IL solar cells with a single Al2O3 layer (solid black line) and an Al2O3/SiNx
stack (dash-dotted red line) as rear surface passivation, as well as a p-type
reference cell passivated with an Al2O3/SiNx stack (dashed blue line).
Figure 7.13 shows the internal quantum efficiency (IQE) and reflectance
of the best n-type IL emitter solar cells with a single Al2O3 layer (solid
black line) and an Al2O3/SiNx stack (dash-dotted red line) as rear surface
passivation, compared to the best p-type reference cell (blue dashed line)
passivated with an Al2O3/SiNx stack. The best IL solar cells have a
rear contact pitch of p = 250µm, corresponding to a rear metallization
fraction of f = 6.4%, while the p-type reference cell has an optimal pitch
of p = 500µm, corresponding to f = 3.2%. The IL solar cells clearly
show an improved current generation in the long wavelength range above
λ = 800nm (gain in current ∆Jsc = +0.43mA/cm2 for the Al2O3/SiNx
stack), while current generation below λ = 800nm is slightly lower than
for the p-type reference cell (∆Jsc = −0.07mA/cm2 for the Al2O3/SiNx
stack). Despite the larger metallization fraction, and accordingly lower
optical quality of the dielectric back reflector, this results in a gain in
photocurrent of +0.36mA/cm2 for the IL solar cells compared to the
p-type reference cell. It should be kept in mind, however, that these
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differences are smaller than typical uncertainties in the measurement and
analysis of the illuminated I − V characteristics.
Device RS passivation Voc Jsc FF η
(mV) (mA/cm2) (%) (%)
IL n-Si, Al2O3 634∗ 39.7∗ 72.0∗ 18.1∗
IL n-Si, Al2O3/SiNx 622 40.2 71.7 17.9
p-Si, Al2O3 639 39.7 77.1 19.5
p-Si, Al2O3/SiNx 651 39.9 76.1 19.8
IL Simulation n-Si 663 40.2 76.2 20.3
Table 7.1: Measured solar cell parameters for the best rear IL solar cells on
n-Si and reference cells on p-Si, as well as simulated solar cell parameters for
the n-type IL solar cells.
* independently confirmed at Fraunhofer ISE CalLab.
The solar cell parameters measured under standard testing conditions
(AM1.5G spectrum, 100mW/cm2, 25 oC) of the best n-type IL and p-type
reference solar cells, as well as the results of the numerical simulation, are
summarized in Table 7.1. For the best IL solar cell we achieve an inde-
pendently confirmed short-circuit current density of Jsc = 39.7mA/cm2,
an open-circuit voltage of Voc = 634mV, and a fill factor of FF = 72.0%,
resulting in a cell efficiency of η = 18.1%. The relatively low fill factor
of FF = 72.0% and pseudo fill factor of pFF = 80.3% of this cell show
that the proof-of-principle devices are largely technologically limited by
a high series resistance and a low shunt resistance.
We have adapted the numerical simulations presented in Sec. 7.3 to rep-
resent the fabricated n-type IL solar cells. We have adapted the contact
geometry to account for the limited resolution of the laser system, added
a full-area 100 Ω/sq phosphorus-doped front surface field between and
underneath the base contacts, and included an assumed series resistance
contribution of the front and rear metallization of Rs.front = Rs.rear =
0.5 Ωcm2. The results of the simulation are shown in Table 7.1 as well.
Compared to the numerical simulation the open-circuit voltage Voc of
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the experimental n- and p-type solar cells is reduced by approximately
10−40mV. Recombination in the simulated solar cell is dominated by re-
combination in the full-area phosphorus-diffused front surface field, where
we have assumed SRV parameters of Sn0 = Sp0 = 10 cm/s. Accordingly,
the low Voc can most likely be attributed to the low-temperature SiNx
deposition, which results in a reduced surface passivation quality. The
main reason for the low temperature of the SiNx deposition was to pre-
vent diffusion of Al into the solar cell. The fabricated solar cells were
found to be stable – and in fact even improve – after several minutes
at 400 oC. Hence, the solar cell concept presented here might improve
significantly in a future experiment if the deposition temperature of the
SiNx is raised to 400 oC.
Despite these technological limitations in our n-type IL cells, the achieved
efficiency of η = 18.1% is to our knowledge the highest efficiency reported




In the present thesis, we have investigated the application of atomic layer
deposition (ALD) of amorphous Al2O3 dielectric layers to silicon solar
cells. Fundamental studies on the chemical and electrical properties of the
c-Si/Al2O3 interface were conducted, and the intrinsic recombination in
silicon was re-evaluated based on the excellent level of surface passivation
provided by ALD-Al2O3. Furthermore, a novel Al2O3-based inversion
layer solar cell on n-type silicon was introduced and first proof-of-principle
devices were presented.
The key issue in applying Al2O3 passivation layers to silicon solar cells on
an industrial scale is the low deposition rate of approximately 2 nm/min
in conventional (sequential) ALD reactors. In this thesis, the passivation
quality of Al2O3 layers deposited by a novel spatial ALD process, which
allows a wafer throughput compatible with industry demands, was inves-
tigated for the first time. We have demonstrated a maximum effective
surface recombination velocity of Smax = 1.1 − 2.9 cm/s at an excess
carrier density of ∆n = 1015 cm−3 for 10 nm of Al2O3 on 4Ωcm n-type
Czochralski-grown Si wafers with a size of 15.6× 15.6 cm2, which is com-
parable to values of Smax = 0.9 − 2.2 cm/s achieved by conventional
plasma-assisted ALD. The Al2O3 layers deposited by spatial ALD do not
degrade significantly after a typical contact firing process in a belt fur-
nace, after which we still obtained Smax < 20 cm/s. The excellent firing
stability of the Al2O3 layers and the weak injection dependence of the
effective lifetime, which promises an excellent solar cell performance also
under weak-light conditions, make the studied Al2O3 layers deposited
by high-throughput spatial ALD well suited for future generations of
industrial high-efficiency silicon solar cells.
For sequential ALD reactors, the low deposition rate is mitigated by
reducing the thickness of the deposited layer. We have investigated the
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physical mechanisms responsible for the excellent level of surface passiva-
tion provided by Al2O3 deposited by ALD as a function of the thickness of
the deposited Al2O3 layers. A high density of negative fixed charges and
a moderate interface state density had previously been reported for ALD-
Al2O3. Indeed, for an Al2O3 thickness above 5nm (plasma-assisted ALD)
or 10nm (thermal ALD) we have identified both field-effect passivation
due to a high negative fixed charge density of Qf = −(4± 1)×1012 cm−2
and chemical passivation due to a low interface state density at midgap
of Dit.midgap = (1− 3)×1011 eV−1cm−2. We have demonstrated that the
negative charges responsible for the strong field-effect passivation are
located within 1 nm of the Si/Al2O3 interface, which is an important
result also for the application of thin tunneling layers to passivate the
metal contacts of a solar cell. The interface state density, on the other
hand, was shown to increase significantly for ultra-thin Al2O3 films below
5− 10 nm, depending on deposition technique, and no significant level of
chemical passivation was observed for films thinner than 3 nm. However,
due to the high fixed charge density responsible for the excellent level
of field-effect passivation, low effective surface recombination velocities
of Seff < 100 cm/s at ∆n = 1015 cm−3 were measured on 1.5Ωcm p-type
FZ-Si samples passivated by Al2O3 films of only 1 nm thickness.
In the present thesis, a comprehensive model of the c-Si/Al2O3 interface
was developed for the first time, which describes the chemical composition
of the deposited film and the recombination at the c-Si/Al2O3 interface.
We have identified a high concentration of excess oxygen and, as a conse-
quence, a significant deviation from stoichiometry in the Al2O3 films near
the interface. Furthermore, no aluminum was detected after the first cy-
cle, presumably due to an incomplete reaction of the trimethyl-aluminum
(TMA) precursor molecules during the first few cycles of the ALD process,
where the functional groups at the silicon surface are not optimal for an
adsorption of the TMA precursor molecules. The resulting island growth
of the deposited film explains very well the degradation of the interface
state density for ultra-thin Al2O3 films. We have proposed that the high
oxygen-to-aluminum atomic ratio near the interface is a likely candidate
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for the origin of the high negative fixed charge density. The fixed charge
density was demonstrated for the first time to be tunable by applying
an external bias voltage and to be partly unstable under annealing, in
good agreement with the proposed model that oxygen-related defects in
the Al2O3 near the interface are responsible for the high negative fixed
charge density.
The electrical properties of the c-Si/Al2O3 interface were shown to be
largely dominated by a thin interfacial layer of SiOx in combination
with a transition region between SiOx and Al2O3, which extends over
a depth of several nanometers. As a consequence, the effective relative
dielectric permittivity decreases from εr = 8.1± 0.2 for bulk-like Al2O3
to εr = 4.3± 0.3 for AlOx layers with a thickness of 1 nm.
We have presented a detailed analysis of recombination at Al2O3-pas-
sivated p- and n-type Si surfaces. Capture cross sections of σp = (4 ±
3)×10−16 cm2 for holes and σn = (7± 4)×10−15 cm2 for electrons were
measured near midgap. The capture cross section ratio at midgap was
found to be highly asymmetric with σn/σp = 5− 70. The capture cross
sections were found to be similar to values reported for the silicon/SiO2
interface, suggesting a strong influence of the interfacial SiOx layer on the
chemical passivation properties. We have identified three distinct defect
peaks and their respective recombination parameters. A fourth type of
defect was considered negligible concerning interface recombination due
to its very low capture cross section below 10−19 cm2 near the valence
band edge. A combination of the three dominant defect types was shown
to describe the energy dependence of the measured capture cross sections
very well and accounts for the different interface state distributions ob-
served for plasma-assisted, thermal, and spatial ALD, respectively. The
presented defect model is also consistent with experimental results where
we have identified a degradation of the interface quality upon applying
an external bias voltage of several volts.
Based on our defect model we have compared calculated and measured
injection-level-dependent effective surface recombination velocities at dif-
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ferent surface charge densities. The numerical simulations showed an
excellent agreement with the experimental data for both n- and p-type
Si and for a wide range of excess carrier densities and surface charge
densities. For small surface charge densities close to zero the surface
recombination velocity showed a strong dependence on excess carrier
density. For large surface charge densities of |QΣ| > 1012 cm−2, which
are typical for annealed Al2O3 layers on Si, interface recombination was
shown to be effectively suppressed and virtually independent of excess
carrier density for both n- and p-type Si.
The excellent surface passivation quality provided by ALD-Al2O3 allowed
us to investigate intrinsic bulk recombination in crystalline silicon with
greatly improved accuracy. Particularly, effective lifetimes exceeding the
previously established parameterization of intrinsic lifetimes in silicon
were measured. Based on these lifetime measurements, an improved pa-
rameterization of the intrinsic lifetime of n- and p-type crystalline silicon
at 300K was derived, which accounts for Coulomb-enhanced Auger re-
combination as well as Coulomb-enhanced radiative recombination.
On n-type silicon, the negative fixed charges at the c-Si/Al2O3 interface
induce a hole inversion layer (IL) close to the surface. In this thesis,
we have applied such an Al2O3-induced IL for the first time as hole-
collecting emitter in IL solar cells made on n-type silicon. Importantly,
the field-dependent IL hole mobility near the silicon surface was shown to
be comparable to values previously measured at the c-Si/SiO2 interface.
Due to the highly homogeneous deposition method, the high density
of fixed charges in the Al2O3 layers only leads to a minor increase in
the surface scattering rate, and the detrimental impact on the mobility
expected for high charge densities is in fact negligible. The IL layer hole
mobility for an Al2O3 passivation layer without externally applied electric
field is µp = (110± 30) cm
2
Vs .
We have measured a sheet resistance of the Al2O3-induced inversion
layer on n-type Si of 15− 18 kΩ/sq in the dark for 20 nm of Al2O3. For
ultra-thin AlOx layers below 1 nm thickness the sheet resistance of the
160
inversion layer was shown to increase with decreasing layer thickness.
However, a sheet resistance below 35 kΩ/sq in the dark was still achieved
for layers thinner than 0.5 nm. A key result of our experiments is that
under illumination or carrier injection, the current flow is no longer con-
fined to the inversion layer, resulting in a significantly reduced effective
resistance for small lateral voltages. Under typical solar cell operating
conditions, the effective sheet resistance is below 4 kΩ/sq and is hence
well suited for the implementation as emitter in n-type silicon IL solar
cells.
A novel, easily fabricable rear-emitter inversion layer solar cell concept on
n-type silicon was introduced based on the high density of negative fixed
charges in an Al2O3 surface passivation layer. A 4 cm2 proof-of-principle
device reached an independently confirmed short-circuit current density
of Jsc = 39.7mA/cm2, an open-circuit voltage of Voc = 634mV, and a
fill-factor of FF = 72.0%, resulting in a solar cell efficiency of η = 18.1%.
The major limitations were shown to be due to technological problems
in our current process sequence and are not of fundamental nature. The
efficiency potential of the n-type silicon IL solar cells was investigated by
two-dimensional Sentaurus device simulations. The simulations showed
that for small contact pitches up to 500µm the IL solar cells outperform
high-efficiency solar cells based on a selective boron-diffused emitter and
allow efficiencies up to 26.3% and open-circuit voltages up to 735mV,
including contact recombination. Recombination in these IL solar cells
was shown to be dominated by recombination at the locally-doped base
and emitter contacts. Neglecting optical shading and recombination losses
at the contacts increased the efficiency limit further to ηmax = 27.8%




Details of the wafers prepared for the reassessment
of intrinsic recombination in silicon
Sample %bulk Ndop W Passivation τeff.max Smax Measurement
No. type (Ωcm) (cm−3) (µm) layer (ms) cm/s method
1 n-FZ 95 4.7×1013 203 Al2O3 a 22 0.5 QSSPL
2 n-FZ 97 4.6×1013 203 Al2O3 a 32 0.3 SSPL
3 n-FZ 10.3 4.4×1014 204 Al2O3 a 27 0.4 SSPL
4 n-FZ 1.56 3.1×1015 239 Al2O3 b 9.3 1.3 PCD
5 n-FZ 0.96 5.2×1015 203 Al2O3 a 4.3 2.4 QSSPL
6 n-FZ 1.00 4.9×1015 181 Al2O3 a 6.8 1.3 SSPL
7 n-FZ 1.00 4.9×1015 200 SiNx c 6.3 1.6 QSSPL
8 n-CZ 0.41 1.3×1016 197 SiNx c 1.2 8.6 PCD
9 p-FZ 100 1.3×1014 254 Al2O3 a 33 0.4 QSSPL
10 p-FZ 105 1.3×1014 253 Al2O3 a 40 0.3 SSPL
11 p-FZ 9.7 1.4×1015 256 Al2O3 a 13 1.0 QSSPL
12 p-FZ 9.8 1.4×1015 253 Al2O3 a 19 0.7 SSPL
13 p-FZ 1.34 1.1×1016 303 Al2O3 b 3.7 4.1 QSSPL
PCD
14 p-FZ 1.26 1.2×1016 300 Al2O3 b 6.8 2.2 PCD
15 p-FZ 1.00 1.5×1016 250 Al2O3 a 3.1 4.0 QSSPL
16 p-FZ 1.05 1.4×1016 250 Al2O3 a 3.9 3.2 PCD
17 p-FZ 0.49 3.3×1016 297 Al2O3 b 0.95 15.6 PCD
18 p-FZ 0.47 3.4×1016 251 Al2O3 a 0.87 14.5 QSSPL
19 p-FZ 0.16 1.3×1017 259 Al2O3 b 0.088 147 PCD
20 p-FZ 0.10 2.5×1017 255 Al2O3 a 0.037 346 QSSPC
Table 1: Sample number, wafer type, bulk resistivity %bulk, dopant concentration
Ndop, wafer thickness W , type of passivation layer, maximum measured lifetime
τeff.max and corresponding maximum SRV Smax, as well as measurement method
for selected samples processed for the reassessment of Auger recombination in
silicon.




Sample No.: 1 2 3 5 6
J0/(nA/cm2) 46 23 30 76 20
m 4.0 3.8 3.8 4.0 3.8
Table 2: Fit parameters for the SCR recombination on n-Si according to Eq.
6.11.
Input parameters used in Sentaurus Device simulations
Parameter Value Reference
Width of simulation domain: 500µm
Wafer temperature: 25 oC
Photogeneration: Lambertian light trapping
Base substrate doping: 4.6Ωcm n-Si, Ndop = 1015 cm−3
Bulk recombination: intrinsic + τn0 = τp0 = 50ms
Metallization fraction: 2%, line contacts
Mesh in the inversion layer: 1 nm per mesh point
Hole Mobility in the IL: 100 cm
2
Vs this work
Fixed charges Qf Al2O3: −4×1012 cm−2 this work
Sn0 Sp0
Doped contact regions: 105 cm/s 105 cm/s adapted from
[127–129]
Al2O3 with band bending: 5200 cm/s 1300 cm/s this work
Surface passivation of base: 0.5 cm/s 0.5 cm/s this work
(no band bending)
Boron emitter: 5 cm/s 5 cm/s J0e = 7 fA/cm2
from [6]
Peak concentration Junction Depth
[@1015 cm−3]
30 Ω/sq P-n+ under contact 8.8×1019 cm−3 1.05µm Gaussian
31 Ω/sq B-p+ under contact 3.3×1019 cm−3 2.10µm [6]
163 Ω/sq B-p+ emitter 7.8×1018 cm−3 1.32µm [6]
280 Ω/sq laser-doped Al-p+ 4.0×1020 cm−3 0.80µm [116]
100 Ω/sq P-n+ contact/FSF 4.2×1019 cm−3 0.47µm ECV data
Table 3: Input parameters for our Sentaurus Device simulations of inversion
layer hole emitter solar cells on n-type Si.
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