A faithful computational model of the real numbers  by Sünderhauf, Philipp
Theoretical 
ELSEVIER Theoretical Computer Science 151 (1995) 277-294 
Computer Science 
A faithful computational model of the real numbers 
Philipp Siinderhauf * 
Fachbereich Mathematik. Technische Hochschule Darrnstadt. SchloJgartenstraje 7, D-64289 Darmstadt, 
Germany 
Abstract 
We investigate the representation of real numbers by sequences of digits, thought of as radix 
expansions. “Faithful” refers to the fact that we overcome the classical problem of multiple 
representations for certain numbers. This is established by employing a suitable quasi-uniform 
structure on the set of finite sequences. (The paper contains a motivating introduction to 
quasi-uniformities.) The completion of this space adds exactly one representative for each real 
number. Moreover, the quasi-uniformity induced on the set of total elements is exactly the usual 
uniformity on the reals. Hence we do also give a faithful representation of the topological 
structure of the real numbers. 
The quasi-uniformity on our model may be described in a finitary fashion: There is a base 
consisting of relations U, such that in order to determine whether ~U,fl holds, one needs to 
know only the first n digits of the sequences a and /?. 
Among the continuous endofunctions on our model, the uniformly continuous ones 
turn out to play a prominent role: They correspond to continuous endofunctions on the 
reals. 
1. Introduction 
In classical analysis, the real numbers are constructed from the rationals as 
equivalence classes of Cauchy sequences or as Dedekind cuts. In order to represent 
the reals in a computer, one likewise has to introduce partial elements approximating 
the real numbers in some sense. One common way of achieving this is to take 
sequences of digits and read them as (parts of) radix notations of real numbers. Then 
finite sequences correspond to the partial elements and infinite sequences to the total 
elements. The poset of partial elements is the full n-branching tree, where n is the 
number of digits. The total elements are (theoretically) recovered by taking the ideal 
completion. 
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Let us, as an example, consider the representation of the unit interval [0, l] by base 
2 expansions, i.e. sequences of O’s and 1’s. There are (at least) two problems with this 
representation: 
The set of total, i.e. maximal, elements in the ideal completion is not the unit 
inverval: There are two different representations for each dyadic number, e.g. 
+= lOOO... = 0111. . Topologically speaking, the tree is enlarged by the Cantor 
set - this is the space obtained by restricting the Scott-topology to the maximal 
elements. 
Addition is not computable: Suppose you want to calculate the first digit of a sum 
by just inspecting the first n digits of the summands. Then there is no way to 
proceed if the inputs are 
O>l,.l, and OOO...O. 
Y J 
n times n times 
If both sequences continue with l’s, you are adding the numbers 3 and l/2”, hence 
the result has to start with the digit 1. If all the subsequent digits are O’s, however, 
the inputs are Cl_!: l/2’ = l/2 - 1/2”+i and 0, hence the result begins with 0. This 
means that you are not able to give any digit of the output before you have all digits 
of the inputs. 
The second problem may be overcome by using negative as well as positive digits 
and thus adding redundancy to the notation. Now we use sequences of l’s, O’s, and 
- l’s to represent he interval [ - 1, 11. For simplicity, we will write i instead of - 1. 
We have to identify certain sequences, e.g. 011 = lil = 101. Many authors have 
successfully used such a representation, see e.g. [2,3,5,21]. The idea of using negative 
as well as positive digits (and the abbreviation i for - 1) may be traced back to 
Cauchy: In [4] he suggests to use our usual decimal system with digits 
{J,..., , 10,1,...,5} in order to make arithmetic calculations easier. 
The first of the above problems is not yet solved, however: Now there are three 
different points in the ideal completion corresponding to each dyadic number, e.g. 
4 = 01000... = OOlll... = 10111 . . . (Note that the sequences OlOOO... and liOOO... 
are equivalent and do not represent different elements of the ideal completion.) The 
aim of this paper is to present a solution to this problem. 
We can think of partial elements (i.e. equivalence classes of finite sequences) as 
intervals: Associate with (al, u2, . . . , a,) the interval 
which contains all those real numbers that have a possible base 2 expansion starting 
with (ul,u2, . . . . a,). Hence we can regard the set of partial elements to be contained in 
the upper or Smyth power space 90 of 0 (where 0 = [ - 1, 11) which consists of all 
closed subsets of 0, ordered by reversed set inclusion. There is a natural quasi-uniform 
structure on 80, derived from the distance function on R. We equip the set of partial 
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elements with the inherited quasi-uniformity. Now the completion of this space adds 
exactly a homeomorphic copy of 0 as the set of maximal elements; there are no 
superfluous elements as in the case of the ideal completion. 
The same construction may be performed in the simpler case with digits 0 and 1, 
where the interval [0, l] is represented. In that case, the quasi-uniformity on the set of 
finite sequences has a very pleasant property: There exists afinitary base, i.e. a base 
consisting of relations U, such that GI U, p may be decided by just inspecting the first 
n digits of the sequences IX and /I. It can be shown, however, that no such base exists in 
the 1, 0, 1 case: The problem is that there is too much redundancy in this representa- 
tion. 
This obstacle can be overcome by decreasing the degree of redundancy. (Remember 
that we need some redundancy in order to be able to perform addition starting from 
the most significant digits.) We choose a larger base b but not all the digits from the set 
(b ,..., i,o,i ,..., b - l}. If we want to have a symmetric set of digits including 
0 (which makes the passage (x ti - x) particularly easy), then the smallest possible - - 
solution is taking base 4 and digits 2, 1, 0, 1, and 2. Since 
we represent he interval 0 = [ - $,%I. (Another possibility with obvious implementa- 
tion advantages is choosing base 3 and four digits, e.g. ?, i, 1, and 3, but this means 
discarding the digit 0). 
One might think that representing [- +,4] instead of [- 1, l] is a restriction, but 
this is not so: A linear transformation, i.e. multiplication with a constant, yields an 
isomorphic copy of the representation space. For example, base 6 = 3.4 and digits 
{ - 3, - $, 0, $,3} lead to a representation of [ - 1, l] which enjoys all properties of 
our model. 
The plan of the present work is as follows: We give a motivating introduction to 
quasi-uniformities in Section 2. Our model is thoroughly investigated in Section 3. 
Even though its underlying poset is not a continuous domain, it has nevertheless 
a rich structure. It is a monotone retract of the continuous domain (PO, r> ) and 
a bounded complete quasicontinuous poset. Moreover, it is essentially continuous, by 
which we mean that every total element is the directed supremum of all elements 
way-below it. In Section 4, we deal with continuous endofunctions on our constructed 
space. Among those, the uniformly continuous functions turn out to play a prominent 
role: They correspond to endofunctions on 0; moreover, they are uniformly continu- 
ous in the usual sense: There exists a priori bounds for the input precision which 
guarantee prescribed output precisions. The last section briefly discusses how to 
model the entire real line rather than just an interval. 
All the necessary information on domain theory may be obtained from [l, 93, 
quasi-continuous posets are introduced in [lo]. For the notions from topology, we 
refer the reader to [ll, 15-J. 
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2. Quasi-uniformities 
In this section, we give a motivating introduction to quasi-uniformities. The slogan 
is 
quasi-unijormity = quantitative topology. 
There are several ways of axiomatizing topological spaces. For our purpose, the most 
appropriate one is via neighborhood filters: For each element x of a set X, there is 
a filter N(x) of subsets of X (i.e. M(x) is nonempty; A, BE M(x) implies A n BE N(x); 
and A’ 2 A E M(x) implies A’ E N(x)), called neighbourhoods of x, such that 
(1) every point is contained in each of its neighbourhoods and 
(2) every neighbourhood lJ of a point x contains a smaller neighbourhood 
VEX(X) such that U is a neighbourhood of all elements of V. 
The open sets of the topology defined thereby are all the sets 0 E X with the 
property that 0 E N(x) holds for all elements x E 0. 
According to our slogan, we want to have a quantitative version of this, hence we 
want to compare neighbourhoods of different points with respect to their size. 
Therefore, weJirst have to fix a filtered index set % and then assign to each element 
U of Q and each point x E X a set (x) U, the U-neighbourhood of x. This assignment 
(x, U) H (x)U: X x 42 -P P(X) has to be monotone in its second argument. (We 
denote the power set of X by P(X).) Our axioms become: 
(1) For all XEX and all UE?&, we have x~(x)U. 
(2) For every U E 42, there is some VE % such that ( y) V c (x) U whenever y E(X) V. 
In axiom (2) we incorporated the ability of having neighbourhoods of the same size: 
The smaller neighbourhoods (x) Vare now chosen simultaneously and of the same size 
for all x E X. In addition, we do not just demand (x) U to be some neighbourhood of 
elements yE(X) V, but to be (at least) of a certain size (which, for simplicity, is chosen to 
be V again). 
The elements of 9 may be thought of as binary relations on X: we say that x is 
U-close to y and write (x, y) E U, or simply x U y, if YE(X) U. Thus we arrive at the 
usual 
Definition. A quasi-uniformity on a set X is a filter ‘33 of binary relaions on X such that 
(1) every element of 4! contains the diagonal and 
(2) for every U ES, there is some VE%! such that Vo V E U. 
(Here V* = I’0 V:= {(x, z) E X x X 13 y E X. x Vy, y Vz} is the usual relational prod- 
uct.) The elements of Q are called entourages, the pair (X, +Y) a quasi-uniform space. 
By axiom (2), the intersection n% of all entourages is a transitive relation which is 
clearly reflexive by axiom (1). Therefore n& is a preorder, which we denote by <e. 
This gives us another intuition for quasi-uniform spaces. The entourages are 
relations approximating the preorder. Hence we have a second slogan: 
quasi-uniformity = approximate order. 
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Let us finish this section with stating some elementary facts and definitions concern- 
ing quasi-uniformities. The interested reader may consult [8] for the general theory of 
quasi-uniform spaces. 
As mentioned above, (x)U stands for the U-neighbourhood (y~x 1 x U y} of 
x. More generally, we set [A] U := { y EX ( 3x E A. x U y} for arbitrary subsets A 
of x. 
The topology associated with 4 has as neighbourhood filters the sets ((x) U 1 U E ‘4!} 
and is denoted by r(4). The relation d LpI is precisely the specialization preorder of 
g(a), i.e. x < 1 y if and only if x E cl y(q) { y}. Together with Q comes the conjugate 
quasi-uniformity 42 -I:= {U-‘IUE%} where U-l:= ((y,x)~XxXjxUy}. A base 
for the quasi-uniformity @ is a filterbase on P(X x X) such that the generated filter 
equals @. A filter base W generates a quasi-uniformity if and only if 93 satisfies axioms 
(1) and (2) above. The smallest quasi-uniformity containing both ‘?# and a!-’ is 
denoted by Q*. It is generated by the relations U * := U n U-l. These are symmetric, 
thus %!* is called a uniformity. 
There are two kinds of morphisms we will consider between quasi-uniform spaces 
(X, 49) and (Y, Y): First the continuous ones, by which we mean functions continuous 
with respect to the associated toploogies y(Q) and y(Y). Then the uniformly 
continuousfunctions, that are thosef: X + Y satisfying that for every entourage VE Y 
there is some U E 42 with the property that x U y always implies f(x) I/f(y). Every 
uniformly continuous function is 9-(%)-.9-(V), y(%!- ‘)-9(Y-r ), and 
9-(%!*)-y(Y*)-continuous as well as < *- < +,--monotone. 
2.1. Quasi-uniformity versus quasi-metric 
The entourages of a quasi-uniformity define some notion of closeness between 
points. In a different approach, this is performed in a much more precise fashion: by 
assigning to each pair of points its distance, a real number. Classically, this yields 
metric spaces, but for our typically non-Hausdorff cases, the axiom of symmetry has to 
be dropped: 
A quasi-metric on a set X is a function d: X x X + rWz with d(x,z) < d(x, y) + 
d( y, z) for all x, y, z E X.’ Every such d induces a quasi-uniformity @ on X having the 
basic entourages U, := {(x, y) E X x X I d(x, y) < E>, E > 0. Apparently, the quasi-uni- 
formities we are considering arise in this way. We are convinced, however, that the 
quasi-uniform viewpoint has advantages, especially in computer science: Imagine you 
have to implement a quasi-metric on a data type which constitutes an infinite set of 
values. We argue that you would not implement a function d: X x X + R,’ . What 
you would do is to implement a sequence of test functions telling you whether 
1 Actually, the terminology does not seem to be fixed: Often a quasi-metric in our sense is called 
a quasi-pseudo-metric and quasi-metric is reserved for mappings which additionally satisfy that d(x, y) = 0 
implies x = y. 
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d(x, y) < E, holds or not, where (E,),, N is some suitable sequence tending to 0. But this 
means exactly that you have implemented a base for the associated quasi-uniformity! 
Another advantage of quasi-uniformities over quasi-metrics i  revealed in Section 3, 
Proposition 9: The quasi-uniformity of our model of the reals turns out to be 
describable in a finitary fashion: There is afinitary base for it. 
Definition. A Jinitary base for a quasi-uniformity on the set Y* of finite words over 
some alphabet Y consists of relations U,, n E N such that a U,/? holds if and only 
if c(, U,/-$ holds, where ~1, denotes the n-truncation of the word a, i.e. 
(aI,aZ, . . . . a,>:= (al,az,...,a,in(,,“)). 
The property of having a finitary base cannot be formulated in terms of quasi- 
metrics. 
2.2. Completeness and completion 
Having a notion of closeness between points, it is possible to define Cauchy nets 
and hence completeness and completion. Unfortunately, the situation is not as clear as 
in the case of uniform or metric spaces: Several approaches can be found in the 
literature, e.g. [6-8, 12, 161. The most suitable theory for our purpose is the one 
developed in [15-17, 191. Here the definitions read as follows: A Cauchy net on 
a quasi-uniform space (X, %!) is a net (Xi)icl with the property that for every entourage 
U E%!, there is some index iE I such that for indices j, k with i < j < k the relation 
xj U xk holds. The space is complete if every Cauchy net has a unique limit with respect 
to the topology F(%*). One possible intuition behind Cauchy nets is that of 
generalized irected sets: Directed sets correspond to monotone nets. Call a net (Xi)ic, 
U-monotone if i < k always implies Xi U Xk. Then Cauchy nets are precisely those nets 
which are eventually U-monotone for all entourages U E 4. Likewise, the property of 
being a least upper bound corresponds to being a F(%Y*)-limit. 
There exists a completion for certain quasi-uniform spaces which basically “adds 
the missing limit points”. A space is completable if and only if the above described 
notion of Cauchy net generalized from domain theory coincides with a notion of 
Cauchy net generalized from topology (which turns out to be bi-Cauchy, i.e. Cauchy 
with respect o a*). 
2.3. Complete totally bounded spaces and the power space finctor 
A space (X, %) is totally bounded if for every entourage U E @2 there is a finite set 
F E X such that [F] U* = X. Every totally bounded space is completable and its 
completion is totally bounded again. 
The category of complete totally bounded spaces and uniformly continuous func- 
tions is a well-known mathematical object which has been studied in theoretical 
computer science previously, see [14]. The main result is that it is isomorphic to the 
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category of compact ordered spaces with monotone continuous functions. In particu- 
lar, we have: 
Theorem 1. A function between complete totally bounded quasi-uniform spaces (X, 42) 
and (Y, Y) is uniformly continuous if and only if it is <e- Q y--monotone and 
F(Q!*)-F(V*)-continuous. 
In [20], a generalization of the Smyth power domain for quasi-uniform spaces is 
presented (see also [14]). Let us quote the relevant definitions. For a complete totally 
bounded space (X, %), the set 9X is defined to consist of all nonempty F(&!- ‘)-closed 
subsets of X. For each U E??/, we get an entourage c of 9X by setting 
A U B :o [A] U z B. The generated quasi-uniformity 4 turns 9X into a complete 
totally bounded space. For a morphism f: (X, a) + ( Y, V) we define 9’f: 9X + BY 
by 9f (A) = t f (A) to get an endofunctor P on the category of complete totally 
bounded spaces with continuous functions as morphisms. This functor restricts to the 
subcategory of uniformly continuous functions. It is part of a monad, the unit is given 
by the embeddings x ++ r x :X + BX. 
3. The domain for the reals 
As mentioned above, we will write 7 for - 1 and 2 for -2. Let Y* be the set of all 
finite sequences over Y:= (2,i,O, 1,2} and 0 the interval [ - 3, $1. We will denote 
such sequences by lower case Greek letters a, p, y, . . . 
The elements of Y* are thought of as parts of base 4 expansions of numbers x E 0. 
Thus the meaning of a sequence c( is the set of all numbers in 0 which have a possible 
base 4 expansion (with digits from 9’) starting with c(. Let us make this precise and 
define [.I,,: Y* + 80 by 
where 80 consists of all those nonempty subsets of 0 which are closed with respect o 
the usual topology. We equip Y* with the preorder 5 defined by c&:o [~jje 2 
@lo, i.e. the smaller the set of possible extensions, the more information the sequence 
carries. Fig. 1 shows the associated quotient poset. It may be obtained by taking the 
full 5-branching tree and identifying, beginning at the root, the rightmost son of each 
node with the leftmost son of its right brother, e.g. 02 = 1% 
It might also be helpful to have in mind a picture of the intervals of im( f. Jo). These 
are depicted in Fig. 2. 
In the ideal completion Idl(Y*, 5) of (9’*, s), all infinite sequences are added. 
Hence we do not only have 0 as the set of total elements, but also certain superfluous 
elements: Every XE 0 which is strictly smaller than 3 and which is of the form 
x = (k + 3)/4”, where k E Z, n E N, has two different representations: one ending in (2)“, 
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Fig. 1. Y* and its completions. (The filled dots indicate two sequences giving rise to distinct elements of 
Id&Y*, 5) which are identified in W.) 
Fig. 2. The elements of W as intervals. 
the other in (i)W. Likewise, each (k + *)/4” > - s has two representations ending in 
(1)” and (j)O, respectively. Fig. 1 shows a typical example of this phenomenon. 
As indicated in the introduction, we will overcome this problem of multiple 
representations by employing a suitable quasi-uniform structure. To this end, we 
equip 0 with the usual (quasi-)uniformity ‘?&, which is generated by the metric on R!. 
Zen 90 carries the quasi-uniformity a,, . On Y*, we consider the inverse image e0 of 
9& under [-lo, i.e. we define for all E > 0 and all a, /?~5p*: 
0 vxE[/3]o.3yE[C1]o.Ix - yl i E. 
Since (O,%J is complete and totally bounded, so is (zPO,?$). Total boundedness is 
inherited by (9’*, aO) and hence this space is completable. Its completion serves as our 
model of the reals: 
Definition. The space (W,42) is defined to be the completion of (Y*, ‘Bo). 
Proposition 2. The quasi-uniform space (9, 42) is isomorphic to the subspace of (&I,~ ) 
that consists of im([.jo) and the singleton sets. In particular, the set of <~-maximal 
elements of (W,42) is isomorphic to (ll,4&). 
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Preordered Sets 
(s’,zJ 
Quasi-Uniform Spaces 
W,Uo) 
J 
Idl(S', 5) L 
Fig. 3. The location of 9. 
Proof. By definition, the completion of Y* is isomorphic to that of im( [I. Jo). As the 
latter-space is a subspace of the complete space 90, all we have to do is to take its 
Y(w)-closure, that is, add those elements of 90 which are limits of Cauchy nets in 
im( [. ] o). Every element of 0 may be expressed as a base 4 expansion with digits 2 up 
to 2, thus all singletons appear as limit points of o-chains which are special Cauchy 
nets. 
It remains to prove that for an arbitrary Cauchy net in im( [ *lo) its Y(G)-limit in 
90 &longs to im( [. lo) or is a singleton. Suppose ([xi]O)icl is such a net and its 
Y(%J)-limit A in 90 contains two different elements x < y. Then the net is eventually 
in the U(;lx.,4 -neighbourhood of A which implies that the intervals [Ni]o eventually 
have length greater than 3(y - x). As there are only finitely many elements with this 
property in im( (I.. Jo), the net has to be constant eventually. 0 
By abuse of language, the elements of W will be denoted by lower case Greek letters, 
too. But if an element of 9 is known to be maximal, we will denote it by a lower case 
Latin letter. This reflects the fact that we will frequently identify max(W) with 0. 
The situation may be visualized by the diagram in Fig. 3. Here 0 denotes the 
forgetful functor from the category of quasi-uni%m spaces to the category of 
preordered sets. The lift of [.&,:(Y*,%e) + (80, %$ ) to the completion W, which 
exists by the universal property of the completion, is denoted by 1.4. It is the 
embedding described in Proposition 2. The quotient 4 : Idl(S*, 5) + (W, < 9) ap- 
pearing in Fig. 3 is the Scott-continuous lift of n(i), where i : (9’*, 43f,,) + (W, 42) is the 
canonical map which comes with the completion. The quotient identifies all pairs of 
comparable total elements in Idl(Y*, 5) as indicated in Fig. 1, e.g. O(2)W and l(i)w. 
Remark. As pointed out to the author by the anonymous referee, there is an alterna- 
tive way to construct the space (9, %) which does not involve completion: The map 
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s in the diagram of Fig. 3 is the Scott-continuous extension of 1. ]e:(Y’*, 5) + 
(9’0, 2 ) zthe ideal completion Idl(Y*, 5). If we equip Idl(Y*, 5) with the inverse 
image of @d under s and perform the TO-ification, the resulting space is isomorphic to 
(W, 42). But followingLhis procedure, one has to know the quasi-uniform structure of 
the entire space (YO,4& ) in order to construct (2, %). In our approach, one only needs 
to know Y* and a base of a0 to construct he model of the reals. This reveals its whole 
power in connection with Proposition 9: All you need to implement in order to get 
W is Y* and a sequence of finitely decidable relations on this set. 
We need one more piece of notation: For a sequence cc~Idl(Y*, s), denote by 
lng(cr)E N u {co} the length of ~1, i.e. let lng : Idl(Y*, 5) + N u (CO} be the unique 
Scott-continuous extension of the obvious length map lng,:Y* -+ N. As we have 
q(c() = q(p) only if lng(cr) = lng(j), the map lng factors through q. Thus we can define 
for CI E W its length Ing(a) to be the length of any sequence representing CI. 
Let us now have a closer look at the dcpo (2, de): It is a retract of (9’0, 2 ), even 
though not a continuous one. 
Theorem 3. The function r : (9’0, 2 ) + (9, da) with 
is a monotone projection such that (I[. 4, ) Y 1s an embedding-projection pair. The way- 
below relation on (9, <a) is exactly the restriction of << on 9’0 to 9: We have c( 6 /? if 
and only if [/?I zs contained in the interior of [[@I. In (3, 6%)) suprema of all subsets 
bounded above exist and [a v /I] = 1~11 n [/?I. 
Proof. Let us first prove that W has suprema of bounded pairs of elements and that 
[[W/3] =[+[B].If{M,~} b d d d is oun e an one of its elements is maximal, then CI and 
j3 are comparable and the assertions hold trivially. Hence we may assume c( and /? to 
be of finite length. This case will be reduced to the situation that lng(cl) = lng(/?) = 1 
where the assertions obviously hold. Suppose lng(a) < lng(a) and M. $:r /?. Then there 
is a cover CI’ of CI with the property that the set {a’, p} has exactly the same upper 
bounds as {a, p). Thus o! may be successively replaced by larger elements without 
changing the set of upper bounds of (a, /3>. Hence we may assume lng(cc) = lng(/?). But 
then there must be some 6 which is covered by both c( and fi. The partially ordered set 
t6 is isomorphic to %?‘, hence we may assume c1 and j3 to be of length 1. 
Every complete quasi-uniform space has suprema of directed sets. This, together 
with the existence of bounded binary suprema, ensures the existence of suprema of all 
bounded subsets. 
If A E BO then {M E W 1 A c [a] } is directed since [N v /I] = [ran  [/?I whenever the 
set {CY, /3} is bounded, which is the case if and only if [a] and [PI intersect nonempty. 
Thus r is a well-defined monotone function 80 + W. Clearly r([rz]) = 
~~{PEW~[CI~E(TB~>=V~{BEWIP <*LX} = LY for all a in 3, hence we have an 
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Fig. 4. Shape of the V,-neighbourhoods, 
embedding-retraction pair. Moreover, [r(A)] = [Vt{ctEP&4 E [a]}] = 
Q{ITKD4GxII) 24f or all A in 9’0, thus r is a projection. 
Injective lower adjoints reflect the way-below relation, hence we certainly have that 
[E] 4 [p] implies c( 4 /?. To prove the converse, suppose that [TM] + [fin does not hold. 
We may assume that LY <% b, otherwise LX 6 /? does certainly not hold and we are 
finished. Then there is a point x E I/3] which belongs to the boundary of [Ml. Hence 
x = (k + $m)/4” for a suitable choice of k E Z, m E { 1,2} and n E N. In particular, there 
are two different base 4 expansions for x, one ending in (m)w, the other in (2 - m)“. The 
finite prefixes of the expansion ending in (1)” or (i)O, respectively, constitute a se- 
quence of elements a, such that Vt c(, = x > B and none of the ~1, is above a. Hence 
c( G b does not hold. 0 
Note, however, that (.B, <q) is not a continuous domain since none of the elements 
represented by finite sequences i compact. (Cf. the o-chains indicated by filled dots in 
Fig. 1.) Nevertheless, every maxima1 element is the directed supremum of all elements 
way-below it. This property turns out to be of importance in Section 4. 
In order to further investigate W, we need to have a nicer description of the 
quasi-uniformity; that is, one which does not refer to [[. no. If lng(cl) > n then define 
(a)K:= t {BEWlP < CI and lng(fl) = n}, 
for y with lng(y) 6 n set 
(Y) K := r Y u U ((~1 K I a > Y, lngb) = n + 11 
= fyuf{~~W~3~>y.lng(a)=n+l,~~a,lng(~)=n}. 
The shape of these neighbourhoods is depicted in Fig. 4. As indicated, there are two 
cases if lng(a) > n. If there are representatives of a with (n + l)-st digit 2 and 2, 
respectively, then there are two distinct equivalence classes of sequences B < u with 
length n. Otherwise, there is just a single such /L 
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Proposition 4. The relations V, form a base for the quasi-uniformity % on 9. 
Proof. We define two auxiliary bases for the quasi-uniformity ‘9~~ on 0. Let E, = $.1/4” 
be the width of the intervals of the nth level in W. For x E ll, we set 
(4 W, := U {lb] Ihit(y) = n; x E [y] } 
and 
Then U,Rjs G Z, 5 W, G U,“: The last inclusion is clear by the definition of W, and E,. 
As the restriction on y in the definition of (x)Z, is stronger than that in the definition 
of(x) W,, the inclusion Z, c W, holds. To see that the first inclusion is true, observe 
that the overlap of intervals [yj in the nth level is E,+~ = &,. Hence the UEO,s- 
neighbourhood of any point of 0, which is an interval of length &,, must be contained 
in some such [yj. 
Wezill now show 2 E V, G sn, then our proof is finished. The inclusion 
V, E W, is an immediate consequence of the relevant definitions. 
Suppose [En2 [P4, i.e. [PD E ([aj)Z,, = u {Ml I Y E MJ where 
Let us first consider the case lng(cl) > n. Then [[NJ has width at most E,+ 1 = b.sn. 
Therefore y E M, implies that at least half of the interval [ozj is contained in [Iyn. As an 
interval [an either intersects a wider interval [yJ with a quarter of its length or is 
a subset of [yj, we conclude that y E M, implies y 6 %a. Hence M, contains at most 
two elements and p c U { [yj I y E M,} implies that there is a y E M, with y < 1 /?. 
Therefore, the relation tl V,B holds. 
In the case lng(cc) < n, we conclude that if YE M, holds, then the width of 
[ozj n [yj = [a v yj is at least &,. Thus 6 := c1 v y has length n + 1. Therefore we have 
M, = {Y I h(y) = n; 36 > CC. lng(6) = n + 1, 6 > y}. From this it is clear that 
[a E U{bDIWJ implies Q KB. 0 
Continuous domains with their Scott topologies may be characterized as exactly 
those sober spaces, in which every point has a neighbourhood base consisting of 
principal filters (with respect to the order of specialization). An analogue result for 
quasicontinuous domains is implicitly contained in [lo]: 
Theorem 5. Zf (X,Y) is a T,,-space then the following are equivalent: 
(1) The poset (X, < r) is a quasicontinuous domain the Scott topology of which equals 
9-. 
(2) The space (X, 9) is sober and every point has a neighbourhood base consisting of 
finitely generated upper sets (with respect to <r). 
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Theorem 6. The partially ordered set (9, ~1) is a Lawson-compact quasicontinuous 
domain. The quasi-uniformity being considered is the unique quasi-uniformity % on 
9 generating the order such that F(%*) is the Lawson topology. In particular, .Y(%) is 
the Scott topology and F(%- ‘) the dual weak topology on (9, ~4). The restrictions of 
both these topologies to 0 = max(W) coincide with the usual topology on 0. 
Proof. Since complete spaces are sober and the neighbourhoods (a)Vn are finitely 
generated, Theorem 5 applies. Therefore, (9, 6 %) is a quasicontinuous domain and 
Y(%) is its Scott topology. 
To see that (a) V; 1 is a neighbourhood of c1 with respect o the dual weak topology, 
take the finite set F = { /3 ) lng(fi) < n}\ 1 CI. Th en a E .$A?\ T F E (CI) Vi 1 holds: Suppose 
fiE&?\fF. If lng(p)< n then p d%rx, hence pE(tl)V;‘. If lng(/?) > n then pick y < p 
with lng(y) = n. Now p 4 fF implies y $ F, thus y E 1 CI. Hence the relation fi V, a holds 
by definition. 
Being a complete subspace of the Y($z)-compact 80, our space W is certainly 
compact in the Y-(%*)-topology, which we just proved to coincide with the Lawson 
topology. Hence and by Theorem 1 the quasi-uniform structure 9!! is unique with the 
property that 6% is the specified order and such that 9(@*) equals the Lawson 
topology. 
The restriction of % to max@?) coincides with the usual uniformity on 0, hence the 
assertion about the restrictions of the topologies holds. 0 
Finally, let us give yet another description of the quasi-uniform structure under 
consideration. Up to now, the quasi-uniformity a0 on Y* was only described via the 
embedding [. Jo : Y* -+ 80. In contrast, the base {V,, 1 n E N} for %! considered in 
Proposition 4 consists of relations which seem much more appropriate to be ex- 
pressed in terms of sequences in 9’ *. Using the canonical map i from Y* to its 
completion W, the definition of the entourages V, is readily transferred to the former 
space: For sequences CI and /? in Y*, we say M V,, B if and only if i(a) V, i(/3) holds in 9% (In 
the remainder of this section, tx and B denote elements of Y* rather than equivalence 
classes thereof.) The overloaded use of the symbol V, will not cause any trouble. 
This is a description of %!e in terms of sequences, but we can do much better: There 
is a finitary base for this quasi-uniformity. We define two sequences to be T,-close 
if and only if their n-truncations are V,-close: 
In the sequel, we want to relate the Vn’s with the T,‘s in order to show that the latter 
form a base of the quasi-uniformity BO on Y*. If one of the sequences i  sufficiently 
short, this is easily done: 
Lemma 7. (1) Zflng(P) < n then c( V,,p o cxLfi o c1 T,,fi. 
(2) Zf lng(cr) d n then c1 T,f3 * c( V./X 
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To handle the remaining case, we define for c( = (ai, u2, . . . ) and p = (b, , b,, . . . ) 
with lng(u) 2 n and lng(P) >, n their n-distance d, as follows: 
d,(a,B):= 4”. f: 4 - i $ = i ai4n-i _ i bi4*-i . 
i=l i=l I I i=l i=l 
Thus &(a,/?) is the number of steps you have to take in the nth level of the Hasse 
diagram of (3, <*) to pass from the n-truncation of a to the n-truncation of p. 
Lemma 8. Suppose lng(cr) Z n and lng(P) 2 n. Then 
(1) a TnB * d,(a,B) d 1, 
(2) av,P =s d”(&P)< 2, 
(3) d&B) < 2 * d,-,(cGB) G 1. 
Proof. Parts (1) and (2) are easy consequences of the relevant definitions. The crucial 
point is to prove (3). This can be done by chasing the Hasse-diagram of Fig. 1: If you 
start with two elements of the same level having at most one element in between and if 
you then go down one level, you will end up with the same element or with 
neighbouring elements. For the reader’s convenience, we include a formal proof. Let 
us abbreviate EYE1 ai4n-i by &cc. Then d,(cx,/l) = 1 S,,cr - S,j?I. Suppose d,(cc, j?) to be 
less or equal than 2. We have Sn_l~ = &cl - a,), hence we calculate 
d,_l(a,/?) = 19’p11_1~ - S.-,/l/ = ;.lS,cl - S,fi + (b, - a,,)1 < a.(2 + 4) = 3. But 
d,_ 1(c(, /J) is certainly a natural number, hence we conclude that it is at most 1. 0 
Proposition 9. The relations T, form afinitary basefor the quasi-uniformity eO on Y*. 
Proof. Let us first show that T. E V,‘. Suppose c1 T,,/?. Lemma 7(2) shows that if 
lng(cr) < n, we certainly have a V, /I which of course implies c1 V,’ 8. If lng(cl) > n, then 
CY T, j? implies tl, T./l where ~1, is the n-truncation of u. We have CI I’,, CI, T, /II, hence by 
Lemma 7(2) again, c( v;T /3. Thus we proved T, G V,f. 
Now we want to prove V, G T,, _ 1. Suppose u V, p. If lng@) < n then Lemma 7(l) is 
applicable and we get o! T, /? which implies c( T, _ 1 j?. If lng(a) -C n and CY V. /I then, by 
definition of V,, there exists some y 2 IX with y V, p and lng(y) = n. But y T,_ 1 /I implies 
a T,,_ 1 j?, hence we have reduced the problem to the last case, which is lng(a) > n and 
lng(/?) > n. Now Lemma 8 applies: Part (2) gives us d,(a, /?) < 2. Then d,_ 1 (a, b) < 1 
by part (3). Finally, part (1) yields the desired relation CI T,_ 1 j?. This finishes the 
proof that the T. form a base for !&,. This base is clearly finitary by definition of the 
relations T,. 0 
Remark. This proposition is the justification for taking the base 4 model with digits 2, 
7, 0, 1, and 2 rather than the simpler base 2 with digits 1, 0, and 1. Indeed, in the latter 
case there is no finitary base for the quasi-uniformity. The essential step, the proof of 
Lemma 8(3), is not possible: going down the diagram may lead to elements far from 
each other. From the geometric point of view, i.e. considering the spaces of intervals, 
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the essential difference between the base 2 model and our case is the following: In our 
model, there is a gap between an interval and its second neighbour on the same level; 
in the base 2 case, such intervals intersect in a nonempty fashion. 
4. Functions on 4e 
We now want to investigate the space [W + 9I’] of Scott-continuous endofunctions 
on 9. Of particular interest o us are those functions which map maximal elements to 
maximal elements; these might be considered as endofunctions on 0. First a lemma: 
Lemma 10. Zff: W --t 9 is a Scott-continuous function which maps maximal elements to 
maximal elements then f is uniformly continuous. 
Proof. As (Se, 4?) is complete and totaly bounded and f is monotone, we only have to 
prove Y(Q*)-continuity (Theorem 1). Moreover, f is already Y(4)-continuous, hence 
it suffices to prove continuity with respect o Y&!-i). To prove continuity at CI E W, 
first suppose that f(a) is a nonmaximal element. Then it has a smallest Y(%!-‘)- 
neighbourhood, namely _If (a). By assumption, the inverse image of _If (a) under f is 
a finite lower subset of W and hence also Y(9- ‘)-open. 
In the case that f (a) is maximal, its typical Y(%!- ‘)-neighbourhoods are of the form 
JO, where 0 is an open subset of 0 = max(W). By assumption, f restricts to a continu- 
ous function on 0, hence N:= f -l(O) n 0 is an open subset of ft. Thus we found 
a neighbourhood 1N of a which is mapped inside JO by f: 0 
Next we need to get a better understanding of the Scott topology on W: 
Lemma 11. If 0 is a Scott-open subset of R contianing max(W), then there is some n E N 
such that lng(a) > n implies a E 0. 
Proof. Suppose 0 is an open set containing max(W). Then for every x Emax there 
is some n, E N such that (x) V,X is a subset of 0. Thus U {int((x) V,J 1 x 6 max(%?)} isan 
open cover of the compact set max(W). We pick a finite set {x1, . . . , xk} which gives rise 
to a subcover. Then the maximum of the set {n,,, . .., n+} is an index that meets the 
requirements. 0 
Proposition 12. A continuous function on W is uniformly continuous if and only ifit is 
constant on max(W) or if it maps the set max(W) to itself: 
Proof. Since a uniformly continuous function on W is Lawson-continuous, it maps 
the Lawson-connected set max(3) to a Lawson-connected set. But all Lawson- 
connected sets in W are subsets of max(W) or singletons. Hence all uniformly 
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continuous functions map the set max(%!) to itself or to some singleton. If a continu- 
ous function maps maximal elements to maximal elements, then it is uniformly 
continuous by Lemma 10. 
Now suppose f(max(9)) = {a} f or some nonmaximal a E$J$ and a continuous 
functionf: Thenf(W) G la. Therefore {CX} is a Scott-open subset of im(f). Hence its 
inverse image is Scott-open and contains max(W); thus f-‘({a}) is of the form 
described in Lemma 11. This implies that the inverse images of all other singletons in 
1~ are finite sets of nonmaximal elements and therefore Lawson-open. Hence f is 
monotone and Lawson-continuous, i.e. uniformly continuous by Theorem 1. 0 
We are going to relate endofunctions on W with those on 0. The relevant definition 
relies on .9’s being a retract of PO (Theorem 3) and is a standard construction. The 
amazing point is that it works even though the retraction is not continuous. 
Theorem 13. (1) For every continuousfunctionf: 0 + 0, there is a 1argestfE [L% + 9?] 
such that f 1, = f: The function f^ is uniformly continuous. (Here 0 is identified with the 
maximal elements of W.) 
(2) For every maximal uniformly continuous g : 92 + 8, there is a unique continuous 
f:O --+ Osuchthatg=j 
Proof. We define f^= r 0 P?fc i[ .I. Explicitly, flis given by 
“04 = Vt{PE~llIPn +f(bn,>. 
Since[.I]Io=rjt=idoand(Bf)jo=f, we certainly have f^ 1 I = J: Clearly, f is the 
largest monotone function with this property; it remains to prove its uniform continu- 
ity. Because of Lemma 10, all we have to show is Scott-continuity. Suppose c( = Vt D 
for some directed set D c 9. We have to prove?(a) GQVt {f(S) I LED}. If a is not 
maximal, the directed set D is finite and contains c(, thus the assertion trivially holds. 
Hence we may assume that CY = x is a maximal element of 9. Then so isf(x) and thus 
j(x) = Vt 1 j(x). Th ere ore, f it suffices to prove that /I <j‘(x) implies /I <*f(S) for 
some 8~ D. The embedding [ .I preserves 4 , hence if b 4 f(x) holds, we have 
vn < &4n =~~+~~wE-n~c4~~ .9tf(w=vL.xf(rrm as E+e Go 
and both [I .I and Pf are Scott-continuous. Thus there is some 6 ED with 
uan -<z Pf([d]). We final!y apply r to get /I = r([/3J) <*roPf([S]) =f^(6) which 
remained to be proved. 
For the second assertion, employ Proposition 12 to see that a maximal uniformly 
continuous g : W + W may be restricted to a continuous endofunction on Il. Then part 
(1) applies. q 
Note, however, that the assignment f Hfis not functorial: The composition of two 
maximal uniformly continuous functions on 9 need not be maximal. As an example 
takef:O -+ Owithf(x)=~.~.Thenf([[l4)=f([-5,3])=[-4,j-],thusf^(l)=I. 
This does of course imply that _!_ is a fixed point off2, too. On the other hand, we 
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have f’(x) =$.x,&nce f’([J_4)=f”([ -$,$I)= [-&,&I = [(O)]. Therefore 
p (I) = (0), i.e. fif differs from joj 
An essential ingredient in the proof of Theorem 13 is the fact that x = Vt 1 x holds 
for all elements x E max(W). This property, which we like to call essential continuity, 
does not hold if one takes the simple base 2 model with digits 0 and 1. So one could 
say that by adding redundancy to make addition possible, we made all continuous 
functions computable. (See also the appendix of [3].) 
According to Theorem 13, the uniformly continuous endofunctions on W play 
a prominent role. But what does uniform continuity mean with respect to our 
quasi-uniformity? This question is answered in the next proposition: Exactly those 
continuous functions are uniformly continuous, which are uniformly continuous with 
respect o the quasi-uniformity usually considered on Y*. This means that for any 
prescribed output precision n, we can a priori specify an input precision k such that 
lng(cr) > k implies lng(f(a)) 2 n. 
Proposition 14. A continuous function on W is uniformly continuous if and only if it 
either maps the maximal elements to a single nonmaximal point or if it satisjies the 
condition that for every natural number k there is an n E N such that inputs of length 
greater than n are mapped to elements of length greater than k. 
Proof. Clearly, a function satisfying this condition maps max(W) to itself. Using this 
and Proposition 12, all we have to prove is that given a function f which maps max(5e) 
to itself and given a natural number k, there is an n E fV meeting the requirements. 
Now the inverse image of the Scott-open set (a E 6% 1 lng(a) > k} under f is Scott-open 
and contains max(4e). Hence Lemma 11 gives us the required index n. q 
5. Further results: the real line and higher types 
This paper is a part of the author’s Ph.D. Thesis [lS]. There, it is shown that our 
model of the interval 0 can easily be generalized in order to yield a model of the real 
line R. The underlying quasicontinuous domain may be obtained from (W, < $0 by the 
following process: Take for each integer z E Z an isomorphic copy (4E‘,, <) of (a, < 9). 
For every ZEZ, identify each element of the principal filter f(2) in W, with the 
corresponding element in the principal filter t( 2) in W, + I . Finally, a smallest element 
has to be attached to this poset. This model may be represented in terms of sequences, 
too. We only have to perform one adjustment o the way we proceeded earlier, namely 
we have to allow the first element of a sequence to be an arbitrary integer now rather -- 
than a digit from Y = { 2,1,0,1,2}. The quasi-uniformity on this set may be defined in 
the same manner as in Section 3. We also get the result that the quasi-uniformity for 
this model has a finitary base (Proposition 9). Moreover, analogous results to 
Theorems 3, 6 and 13 hold, apart from the assertions concerning or depending on 
Lawson-compactness. 
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Another result of [18] is that it is possible to perform type constructions for certain 
models. Thus we get a whole range of models sharing the properties of @I!,%) for 
arbitrary types derived from 0 using the constructors “function space” and “product”. 
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