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vRE´SUME´
Ce me´moire pre´sente un algorithme d’agre´gation (clustering) Baye´sien de donne´es, l’algo-
rithme no-mean (sans-moyennes). L’agre´gation de donne´es est un domaine de l’intelligence
artifielle qui consiste a` regrouper des objets dans diffe´rentes classes de manie`re non-supervise´e,
i.e. sans connaissance a priori sur la nature des classes.
Les applications de l’agre´gation de donne´es sont nombreuses, de la classification de ge´nomes
a` la comparaison d’objets me´caniques en passant par la compression de donne´es ou la recon-
naissance de formes. L’objectif e´tant de regrouper les objets de telle sorte que tous les objets
d’une meˆme classe soient similaires entre eux. On compare pour cela leurs caracte´ristiques
(features) a` l’aide de diffe´rentes me´thodes.
Une des me´thodes les plus connues a` l’heure actuelle est l’algorithme k-means (k-moyennes).
Les causes de son succe`s sont multiples. Celui-ci est en effet tre`s simple a` imple´menter, ce
qui en fait un outil rapide mais ne´anmoins efficace. Son principal inconve´nient provient de la
forte de´pendance du re´sultat a` l’initialisation de l’algorithme. Pour un meˆme jeu de donne´es,
plusieurs passages de l’algorithme k-means peuvent mener a` des re´sultats diffe´rents et souvent
sous-optimaux.
Les alternatives a` cette technique sont nombreuses. On peut citer l’algorithme d’espe´rance-
maximisation pour les mode`les de me´langes ou encore les techniques d’agre´gation hierar-
chise´es. Ces techniques souffrent bien souvent d’un compromis rapidite´-performance ou` l’op-
timisation de mode`les plus re´alistes se fait au couˆt de calculs plus lourds. Notre objectif est
simple : ame´liorer la performance de k-means tout en gardant la meˆme complexite´ de calcul,
via une approche Baye´sienne.
Pour cela nous avons tout d’abord montre´ comment l’algorithme k-means est relie´ a` un
mode`le de me´langes de Gaussiennes. La minimisation de la variance intra-cluster par k-
means est un cas particulier de certains algorithmes qui maximisent la vraisemblance de tels
me´langes. Plus pre´cise´ment, l’optimisation d’un regroupement de donne´es par k-means re-
vient a` ajuster un me´lange de Gaussiennes a` l’aide de l’algorithme d’espe´rance-maximisation.
Sur cette base, nous avons ensuite montre´ qu’en conside´rant que les moyennes des agre´gats
suivaient une distribution normale multi-varie´e, k-means est e´galement un cas particulier
d’e´chantillonnage de Gibbs applique´ a` l’ajustement d’un mode`le Baye´sien. Cette me´thode
e´chantillonne les moyennes d’un groupe en fonction des objets dans celui-ci puis e´chantillonne
le nouveau groupe d’un objet en fonction des moyennes nouvellement calcule´es.
Le recuit simule´ est une me´thode qui consiste modifier les parame`tres d’une distribu-
tion dans l’e´chantillonnage de Gibbs pour diminuer progressivement la variabilite´ de cet
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e´chantillonage. Pour une diminution logarithmique des parame`tres d’e´chelle des distribu-
tions dans l’e´chantillonage, le recuit simule´ assure une convergence vers le maximum de ces
distributions, i.e., les points les plus probables. Dans notre cas, l’application du recuit simule´
permet de faire transiter l’e´chantillonnage de Gibbs vers le k-means, mais en ayant guide´
celui-ci vers des conditions initiales favorables.
L’algorithme no-mean est l’e´tape suivante de cette re´flexion. Nous avons montre´ qu’en
inte´grant la distribution des donne´es sur les moyennes des classes, il est possible d’obtenir une
distribution conditionnelle sur la classe d’un objet en fonction de tous les autres. En d’autres
termes, connaissant les classes des autres objets, il est possible d’obtenir la probabilite´ de
chaque classe pour un objet. Cela nous permet d’appliquer un e´chantillonneur de Gibbs
directement sur les classes elles-meˆmes, sans avoir a` e´chantillonner les moyennes. L’algorithme
no-mean est la combinaison d’un tel e´chantillonneur avec la me´thode du recuit simule´.
La principale innovation de notre algorithme est que nous sommes capable de calculer
la probabilite´ d’une classe pour un objet en temps constant, ce qui le rend compe´titif avec
k-means en termes de temps de calcul. Sans notre optimisation, la complexite´ a priori du
calcul empeˆcherait toute application pratique de la me´thode.
Nous avons teste´ l’algorithme no-mean sur des jeux de donne´es simule´s en accord avec
notre mode`le a priori et valide´ la bonne performance de no-mean, en termes de re´sultats et
de temps de calcul. Notre algorithme ame´liore la qualite´ des re´sultats obtenus par k-means
pour la meˆme initialisation dans 70% des cas. Il apparaˆıt que notre algorithme est d’autant
plus performant que le nombre de dimensions est grand, ainsi que pour un grand nombre
d’agre´gats.
Pour des jeux de donne´es re´els, nous avons applique´ la me´thode a` un proble`me de classifi-
cation de nuages et d’intrusions dans un syste`me informatique. Nous avons ensuite compare´
nos re´sultats avec ceux obtenus par k-means pour les meˆmes initialisations et par k-means++,
une variante re´cente qui optimise l’initialisation du proble`me. Les re´sultats sont tre`s sa-
tisfaisants pour la classification de nuages (jusqu’a` 7 fois plus performant que k-means et
k-means++) mais restent mitige´s en ce qui concerne les intrusions. La distribution parti-
culie`re dans le deuxie`me cas nous empeˆche de pouvoir appliquer efficacement notre mode`le
et la grande taille du jeux de donne´es pose des proble`mes de convergence qui limitent la
performance moyenne de notre algorithme. Celui-ci reste cependant capable d’obtenir dans
les meilleurs cas des re´sultats qui ame´liorent de plusieurs ordres de grandeur ceux obtenus
par k-means et k-means++.
Nous avons e´galement teste´ la possibilite´ d’utiliser l’algorithme no-mean pour la se´lection
de variable. En comparant la probabilite´ d’un regroupement pour une variable avec la proba-
bilite´ qu’aucun regroupement n’existe pour cette variable, nous sommes capables de distin-
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guer si celle-ci est importante pour une classification particulie`re. Les re´sultats pre´liminaires
sur simulations sont encourageants mais l’absence de re´sultats probants pour de vrais jeux
de donne´es exige une e´tude plus pousse´e de la me´thode et l’exploration de pistes alternatives.
Finalement, a` l’aide des outils pre´sente´s dans ce me´moire, nous e´voquons l’ide´e d’appliquer
ce mode`le a` la se´lection du nombre de classes. Ce proble`me e´tant particulie`rement complexe,
nous nous sommes contente´s de pre´senter quelques pistes dont nous pensons qu’elles me´ritent
une certaine attention.
Avec l’application d’une approche Baye´sienne inspire´e de l’algorithme k-means au proble`me
de regroupement de donne´es, nous proposons une me´thode compe´titive dont l’efficacite´ a e´te´
montre´e en simulations et sur jeux de donne´es re´els. En abordant le proble`me d’un point de
vue probabiliste, nous diminuons l’impact de l’initialisation sur le re´sultat, tout en conservant
des temps de calculs du meˆme ordre de grandeur.
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ABSTRACT
This thesis devises and presents the no-mean algorithm, a Bayesian clustering algorithm.
Data clustering is a sub-domain of artificial intelligence which aims to gather observations
into different groups in an unsupervised fashion.
Clustering has a broad range of applications, including (but not limited to) genome clas-
sification, data compression or even pattern recognition. By comparing the objects’ features,
clustering methods organize objects into classes so that objects within the same class are
close to each other.
Among these methods, the k-means algorithm is one of the most famous. The k-means
has a solid foundation, easy to implement, fast and efficient. However, its strong dependence
to initial values is a major issue. Multiple initializations lead to different results and the
convergence to the optimal solution is not guaranteed.
The expectation-maximization (EM) algorithm for mixture models or hierarchical clus-
tering are examples of alternatives to the k-means algorithm. Improvements are often made
at the cost of a speed versus performance trade-off. More realistic models offer better results
but are more complex and more difficult to compute. Our main objective is to improve the
k-means algorithm performance while keeping the same computational complexity.
We show the link between the k-means and Gaussian mixtures. The k-means is a special
case of the EM algorithm applied to a mixture of Gaussian distributions. We then prove
that if a Gaussian prior is assumed on the cluster centers distribution, the k-means is also
a special case of the Gibbs sampling applied to fit a Bayesian model with some priors. The
Gibbs sampler consists in the successive sampling of centers and then clusters using the
conditional distributions.
Simulated annealing progressively decreases the variance of the sampled values of a Gibbs
sampler by modifying the parameters of the distribution. For a logarithmic rate of decrease of
these parameters, the Gibbs sampler converges to the maximum of the sampled distributions.
Simulated annealing applied to our Gibbs sampler pushes it to behave like k-means after
enough iterations.
Integration of the marginal data distribution over cluster centers allows us to conditionally
sample the new cluster of an object, given the current partitioning. In this case, the Gibbs
sampler can be applied directly to the clusters, without sampling the cluster means, leading to
the no-mean algorithm. Our proposed method, the no-mean algorithm, is the Gibbs sampler
coupled with simulated annealing.
The computational efficiency of our implementation is the main innovation of this work.
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The computational complexity for one iteration of the no-mean algorithm is competitive with
the k-means. Our implementation allows us to sample new clusters for the Gibbs sampler in a
constant time, when a basic implementation would have a higher computational complexity.
The no-mean provides satisfactory results on simulated datasets, both in terms of per-
formance and computation time. For a given initialization, our algorithm performs better
than the k-means 70% of the time. The increase of performance over the k-means is more
important as the number of dimensions and clusters increases.
We applied the no-mean algorithm to two real datasets for the clustering of clouds and
computer networks intrusions. The k-means and the k-means++, a variant that optimizes the
initial centers, have been applied to these datasets and we compared the results of the three
methods. While the no-mean presents better results overall for the cloud classification prob-
lem (performance is increased up to 7 times compared to the k-means and the k-means++),
its performance on the intrusion dataset is not as positive. The fact that the distribution of
the data in this dataset does not fit well with our model and the large number of observa-
tions make it more difficult for the no-mean algorithm to converge to satisfactory solutions.
Though the average behavior of the no-mean is not optimal on the intrusion dataset, the best
results still improve on those obtained by the k-means++ by several orders of magnitude.
We also initiated a variation of the no-mean algorithm for variable selection. By compar-
ing for a variable the probability of a given clustering with the probability of observations
being all in the same cluster, we determine whether this variable has an impact on the cluster-
ing. Though preliminary results on simulated data are promising, the absence of conclusive
results for real datasets calls for a more thorough study of the variable selection variant.
Finally, we suggest another variation of the no-mean algorithm for the selection of the
number of clusters. Since the questions raised by this problem go beyond the framework of
this thesis, we only present a few leads for further studies.
Our Bayesian approach to the k-means algorithm led to a competitive data clustering
method. Its performance has been verified on both simulated and real datasets. By consid-
ering the probabilistic aspect of the problem, we reduce the impact of the initialization on
the final result with the same computational complexity.
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n Number of objects to be clustered.
p Number of variables, features, or dimensions.
Y Data matrix of n rows and p columns.
i As an index, denotes an object.
j As an index, denotes a variable.
yi i-th object of a dataset.
yj Vector of length n containing the value of the j-th variable for each
object of a dataset.
k Total number of clusters.
c As an index, denotes a cluster label.
nc Number of observations in cluster c.
d Vector of length n containing the cluster labels for a dataset.
Yc Matrix of all observations in cluster c.
yci i-th observation of cluster c.
ycj Vector of length nc containing the value of the j-th variable for each
object in cluster c.
y¯c Mean of observations in cluster c (univariate case).
Sc,j Sum of the squared values of the j-th variable for all observations in
cluster c.
Bc,j Sum of the values of the j-th variable for all observations in cluster c.
SW Within-cluser dissimilarity.
RI Rand index.
L(·) Likelihood function.
`(·) Log-likelihood function.
1CHAPTER 1
INTRODUCTION
As datasets keep growing bigger, need for efficient and fast machine learning algorithms
has never been stronger. The parallel computing offers great improvement in computation
time. The parallel computing comes under the assumption that the algorithm can either
process different sub-datasets or sub-tasks simultaneously. Clustering provides a way to find
such sub-datasets by dividing data into groups, each group sharing some common features.
We propose a new algorithm, the no-mean algorithm, which is a probabilistic and im-
proved version of the k-means. The k-means algorithm is one of the most popular clustering
algorithms, due to its good performance and computational complexity. This new version
aims to improve the quality of clustering by resolving the k-means’ initial value problem.
Chapter 1 presents a brief overview of the objectives behind data clustering, also the context
in which our study takes place and then gives the outline of this thesis.
1.1 Clusters
Clusters have different meanings in different contexts. The term exists for computer clus-
ters, which is a system consisting of many computers linked together to act like a single and
more powerful structure. We do not have the concept of partitioning a set of objects, but
this definition integrates the idea of a group of units that have some properties in common;
to the point it can be considered as a single object. Data clusters are the memory units on a
computer disk but are themselves constituted of contiguous disk sectors to improve writing
and reading speed.
Another common use of the word cluster appears for clusters of galaxies. Whereas the
previous examples concerned structures created and controlled by humans, galaxy clusters
are natural formations. They consist of galaxies agglomerated together by gravity, making
them the one of the largest natural formations in the universe.
These are all examples of clusters that can be seen in common language but when it
comes to machine learning, clustering takes a whole new meaning. According to Hastie et al.
(2009, p. 501), cluster analysis is “grouping or segmenting a collection of objects into subsets
or clusters, such that those within each cluster are more closely related to one another than
objects assigned to different clusters”. On the contrary to previous examples, such clusters
result from an active process, that is, dividing a dataset. And not only do we need to find a
2partition of our data, we need to find a good one.
1.2 Cluster analysis
1.2.1 Applications
Clustering is a task that humans are good at, while is challenging to program. Thousands
of years ago, our human ancestors were already able to distinguish between different animals
and classify them as threats, or preys. People were already clustering stars into constellations
for a better reading of the sky even before we learned about clusters of galaxies.
Clustering has evolved considerably since then. Finding groups of similar objects in a da-
taset is much more than parallel computing and multi-threading. By clustering observations,
we capture a better representation of our data.
The range of applications of data clustering is wide and goes from genetics (finding groups
of genes that have the same impact on a physical condition or groups of patients presenting
close genetic profiles), to cosmology (classify stars or exoplanets and their likelihood to host
life), to aeronautics (sorting construction parts), and robotics (gathering units that collect
similar information).
Since each cluster contains information about its objects, they can be used to represent
a dataset in a very compact way. Clustering shows that the tens of thousands clients of
a company can be divided into 5 groups of consuming habits? Study each of these habits
and predict the behaviour of a client based on what you expect from this group. Clustering
allows us to measure variations through time for each group and adapt your strategy to take
these changes into account. One can argue that this representation is made at the cost of
client specificity. On the contrary, instead of confronting one client to your whole database to
determine his characteristics, one only has to see what makes him special in his own group.
Some algorithms also work better when they are applied to datasets with strong clustering
features. It becomes easier to get specific results either because the discrimination between
objects is stronger or the parameters shaping the data can be found more accurately. In this
case, clustering helps to find the best sub-groups depending on the features needed for the
algorithm.
Clustering is highly linked to the representation of data. Most of the time, the final clusters
will depend on the spatial distribution of objects. The goal is to find the representation that
makes the clustering process as efficient as possible. The measure of performance for a given
clustering is an indication of whether a representation is appropriate. Using this information
as a performance index for the representation instead has practical applications. The no-mean
algorithm proposed in this thesis can also perform variable or feature selection simultaneously.
31.2.2 Obstacles
In biological classification, living creatures are clustered into different categories, called
classes. One class is made of orders, which are made of families, that consist of genus and
finally the species themselves. This classification is solely based on similar morphological
features between species. The phylogenetic nomenclature is another approach to biological
classification which sorts species according to their evolution path, or to their genetic muta-
tion. Hence, for the same species, biologists have two ways of clustering them.
Partitioning depends on how we perceive our data. In the definition of cluster analysis
of Hastie et al. (2009, p. 501), having two objects “closely related to one another” is not
straightforward to formalize. In order to achieve efficient clustering, we have to take multiple
issues into account. We need to define a distance between objects with “good” properties.
The choice of features is an important topic, as well as the question of whether the set of
parameters offers a good separation between the clusters. We will have a closer look at these
issues in Chapter 3.
Checking whether two objects are closely related is the key issue to perform data cluste-
ring. Indeed, for well-separated clusters on two dimensional space, visual inspection of data
helps to distinguish different groups. However, if the number of dimensions is higher or if
the clusters get entangled (see Fig.1.1), human eyes and computers need a lower dimensional
representation space that offers good visual separability to guide forward a good clustering.
Figure 1.1 Visualization of 3 clusters in 2 situations.
Even if we consider optimal conditions, clustering algorithms need alternatives other than
the brute force exploration of every possible partitioning of the data. Indeed, depending on
the number of clusters, the amount of configurations goes from n2 (for n− 1 clusters) to 2n
4(for 2 clusters). Since most situations require a lot less clusters than the size of a dataset, the
number of solutions often grows exponentially with the number of objects to be clustered,
but not faster than n!. This prevents us from using brute force, but also rises the issue of
improper initialization. Algorithms that optimize their clustering from step to step (like the
k-means), search for an optimal solution in a space so wide, meaning that one may end
up with only a locally optimal solution. Our goal with the no-mean algorithm is to avoid
this trap by adding random mutations and search the grouping space wide-enough before
converging to a solution.
1.3 General objective
The general objective of this research is to develop the no-mean algorithm, a clustering
algorithm that offers a lower within-cluster variation than the k-means algorithm for the
same initialization but with the same computational complexity. This algorithm also allows
variable selection.
1.4 Thesis objectives
Specific objectives are defined as steps towards the final goal and are as follows
1. Assessing the mathematical proof that the algorithm minimizes the within-cluster va-
riation.
2. Demonstrating the relationship between the no-mean and the k-means algorithm.
3. Simulating data to study the impact of the different algorithm parameters on its per-
formance.
4. Comparing the k-means with the no-mean algorithm.
5. Studying the feasibility of variable selection.
1.5 Thesis structure
The thesis continues as follows. Chapter 2 lists classic clustering methods and provides a
literature review of the state-of-the-art. Comparisons between the k-means algorithm and the
proposed version are developed in Chapter 3. Chapter 4 is the methodology behind the no-
mean algorithm, including the optimization techniques used to improve its computation time.
Results are finally presented in Chapter 5 and then discussed with potential developments
in the Conclusion.
5CHAPTER 2
LITERATURE REVIEW
Cluster analysis presents itself in an extensive spectrum of forms. From clustering trees
to unsupervised neural networks, Section 2.1 presents an overview of famous or historical
methods. Section 2.2 focuses specifically on the k-means algorithm and its variants, while
Section 2.3 concludes this review with some insight on Bayesian clustering.
2.1 The state of clustering
Cluster analysis is an active field in machine learning and hundreds of papers are published
each year to introduce new methods or variations of existing algorithms (Jain, 2010). New
problems are tackled and new challenges arise everyday with new datasets or the introduction
of other unsupervised learning methods.
The challenge in clustering comes from its unsupervised nature, meaning that there is
no information available about what are the possible clusters. They have to be constructed
based on geometrical properties. This leads to two main approaches: hierarchical methods
and partitioning methods.
Hierarchical clustering
Hierarchical clustering is divided into two types of algorithms: agglomerative or divisive.
Both techniques construct a hierarchy of clusters, so that each cluster is contained within a
bigger one. This hierarchy is represented using a dendrogram (see Figure 2.1). A dendogram
is a tree with each node representing a fusion of two clusters. Single observations are the
leaves of the tree and the whole dataset is the root.
In agglomerative (bottom-up) hierarchical clustering (Ward, 1963), clusters are formed
by merging the two closest clusters into one. Defining a distance between clusters is a key
issue in hierarchical clustering. There are 3 common linkages set as the distance between
two groups of observations (Johnson, 1967). A linkage is based on the metric distance s (see
Table. 2.1 and Figure 2.2 for geometrical insight):
– Single (or minimum) linkage defines the distance as the minimal distance between 2
points in these clusters, sometimes called the nearest neighbours linkage.
– Complete (or maximum) linkage defines the distance as the maximal distance between
2 points in these clusters, sometimes called the furthest neighbours linkage.
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Figure 2.1 Hierarchical clustering for the mtcars dataset in R.
– Average linkage defines the distance as the average distance between points in one
cluster to all points in the other cluster.
An inconvenience of the single linkage criterion is its tendency to agglomerate observations
into one big cluster, contrary to the complete linkage for which clusters tend to be of similar
size. Average linkage (also known as unweighted pair group method with arithmetic mean) is
an alternative often used in biological applications. All methods have a naive implementation
of time complexity O(n3), improved to at most O(n2) with some computational tricks (Sibson,
1973; Defays, 1977; Murtagh, 1983; Day and Edelsbrunner, 1984).
All linkages presented in Table 2.1 have been generalized in the Lance-Williams algorithm
(Lance and Williams, 1967). Distances between clusters are upgraded recursively based on
what clusters were merged at the previous step, along with some parameters. Single, complete,
and average linkages are all specific cases of the Lance-Williams version.
Divisive (or top-bottom) hierarchical clustering is a more complex operation. Indeed,
whereas the first step of an agglomerative algorithm only needs to check n(n−1)
2
combinations,
7Table 2.1 Linkage clustering criteria, suppose X is the set of data in one cluster and Y is the
data in another cluster, s(x, y) is the distance between two points (x, y).
Linkage Definition
Single linkage criterion s(X, Y ) = min
x∈X,y∈Y
s(x, y)
Complete linkage criterion s(X, Y ) = max
x∈X,y∈Y
s(x, y)
Average linkage criterion s(X, Y ) = 1
nXnY
∑
x∈X,y∈Y s(x, y)
(a) (b) (c)
Figure 2.2 (a) Single Linkage (b) Complete Linkage (c) Average Linkage.
the number of 2-clusters partitions of a dataset is 2n−1− 1. In practice, it is impossible to go
through all combinations and divisive algorithms need techniques to split clusters. Bisecting
k-means (Steinbach et al., 2000) does it so by finding 2 clusters inside a group of observations.
The main problem with this approach is to define which cluster to split. Savaresi et al.
(2002) present approaches such as splitting the most populated cluster or the one with the
largest within-cluster variance.
While hierarchical clustering returns a full set of partitions from individual clusters to the
whole dataset, its computational complexity is still too high for big data applications. The
quest for optimal stopping criteria (Mojena, 1977; Milligan and Cooper, 1985; Jung et al.,
2003) remains strong in order to provide more efficiency to an already powerful and visual
technique.
Partitional clustering
In contrast to constructing clusters by grouping or splitting data in successive clusters
like hierarchical methods, partitional clustering algorithms aim at forming a fixed number of
clusters.
8Clustering a dataset into k groups is equivalent to labeling each observation with an
integer 1, . . . , k. The labels of a whole dataset are in a vector of size n, denoted by d ∈
{1, . . . , k}n, where di is the cluster to which the i-th observation is allocated. Clustering a
set of 5 observations with d = (1, 1, 2, 2, 3)> means that the two first objects are in the same
cluster, observations 3 and 4 are in another cluster and observation 5 is a singleton.
In the past decades, much attention has been paid to what is called the finite mixture
model and its applications to clustering. In this context, each cluster has its own statistical
model, meaning that observations yc in cluster c are sampled from a given distribution func-
tion, with parameters θc, fc(yc) = f(yc|θc). Data come from distribution c with a probability
pc, which leads to the marginal distribution
f(yi) =
k∑
c=1
pcf(yi|θc) (2.1)
and the associate likelihood
L(y; d,θ) =
n∏
i=1
k∑
c=1
pcf(yi|θc). (2.2)
If the mixture model is known, the probability that each observation comes from a given
cluster c is inferred using the Bayes’ theorem
Pr(c|yi) = Pr(yi|c) Pr(c)
Pr(yi)
=
f(yi|θc)pc∑
c pcf(yi|θc)
, (2.3)
then a Bayes Classifier is cˆ(yi) = argmax
c
Pr(c|yi).
The purpose of probabilistic clustering is twofold: find appropriate models and fit these
models to a dataset. The former is often constrained by the latter in the sense that sophisti-
cated models are generally more complex to optimize.
Fitting a mixture model is implemented through maximizing the likelihood with respect
to the mixtures probabilities and mixture distribution parameters for a given set of data
{
pˆ1, . . . , pˆk, θˆ1, . . . , θˆk
}
= argmax
p1,...,pk,θ1,...,θk
L(p,θ1, . . . ,θk) = argmax
p1,...,pk,θ1,...,θk
n∏
i=1
k∑
c=1
pcf(yi|θc),
(2.4)
which is a non-convex optimization problem, in terms of (p,θ1, . . . ,θk).
Historically, mixture of Gaussians have been the first to be considered (Behboodian, 1970).
Hasselblad (1966) proposed a gradient descent algorithm to estimate the parameters of
9a mixture of normal distributions. Like most gradient descent techniques, such algorithms
converge to a local maximum of the likelihood.
In Gaussian mixtures, the optimization depends on the flexibility of each mixture. Dif-
ferent criteria have been suggested depending on whether mixtures are considered to have the
same covariance matrix (Friedman and Rubin, 1967), have all their own covariance matrix
(Scott and Symons, 1971) or a combination of both (Banfield and Raftery, 1993).
The Expectation-Maximization (Dempster et al., 1977; Wu, 1983), also known as the EM
algorithm, is an alternative to the gradient descent. Considering a dataset Y with unknown
labels d to be clustered using a mixture of k components with parameters {θ1, . . . ,θk}, the
EM algorithm maximizes the marginal likelihood defined in (2.4).
This method is a two-step iterative process
1. Expectation step: Compute the expected value of the log-likelihood using the conditio-
nal distribution of the labels d given Y and the current parameters estimates
Q(θ|θ(t)) = Ed|Y,θ(t) {logL(Y,d,θ)} =
n∑
i=1
log
{
k∑
c=1
Pr(di = c|Y,θ)f(yi|θc)
}
. (2.5)
The computation of Pr(di = c|Y,θ(t)) = p(t)c,i is straightforward using Bayes’ Theorem,
as seen in (2.3)
p
(t)
c,i = Pr(di = c|yi,θ(t)) =
Pr(yi|di = c,θ(t)) Pr(di = c)
Pr(yi|θ(t))
=
f(yi|θ(t)c )p(t)c∑
c p
(t)
c f(yi|θ(t)c )
. (2.6)
2. Maximization step: Maximize Q(θ|θ(t)) with respect to θ to find the new set of para-
meters
θ(t+1) = argmax
θ
Q(θ|θ(t)) = argmax
θ
n∑
i=1
k∑
c=1
p
(t)
c,i log [f(yi|θc)] . (2.7)
The advantage of the EM algorithm over gradient-descent techniques is that the maximi-
zation step is linear in terms of θ for mixtures of exponential family distributions (Sundberg,
1974), such as Bernoulli, Poisson, normal, gamma, beta, multinomial, and Dirichlet distri-
butions. The EM algorithm does not require to compute derivatives in these cases and is
therefore much faster in terms of computing speed (McCulloch, 1997).
For more complex distributions, Meng and Rubin (1993) developed the ECM algorithm,
a variant of the EM algorithm. The maximization step is replaced by multiple steps of
maximization of one parameter while the remaining parameters are kept fixed. It presents
the same results and properties as the EM algorithm with simpler computations.
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The optimization step may converge to local extrema which is the main drawback of the
EM algorithm. Multiple initial values are usually required in order to obtain satisfactory
results.
The mixture model is known as a flexible modeling tool. However, the EM algorithm in
its basic form is not always the best suited method and we will see throughout this thesis
how different methods such as the k-means or Bayesian algorithms provide great alternatives
to the EM algorithm.
2.2 k-means
Classic approach
Among all the clustering techniques, the k-means is probably one of the most famous. It
is one of the oldest clustering method and is still one of the most used algorithm nowadays.
The idea behind the k-means is simple. The goal is to find the partition that minimizes the
within-cluster sum of squares
k∑
c=1
nc∑
i=1
‖yci − µc‖2, (2.8)
where yci are observations inside cluster c and µc are the means of these data points. The
term “k-means” appears with MacQueen (1967) and its algorithm:
1. Initialize k centers (means) by randomly selecting observations.
2. Select a new data point and allocate it to the closest cluster.
3. Update the cluster means each time you move an observation from one cluster to
another.
4. Repeat step 2 and 3 until convergence.
By providing the proof of its convergence, MacQueen (1967) introduces an algorithm that
has practical application but many times gives a locally optimal solution.
The original idea goes up to Steinhaus (1956). His intention was to solve the sum-of-
squares for the clustering problem as introduced by Dalenius (1950). His algorithm can be
seen as a continous version of the k-means which divides a multivariate continuous space
described by a probability distribution ρ(x) to minimize
k∑
c=1
∫
Vc
‖x− E [X|X ∈ Vc] ‖2ρ(x)dx. (2.9)
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Steinhaus (1956) also discusses the existence and uniqueness of a solution as well as the
asymptotic behaviour when k →∞.
Without explicitly using the k-means denomination, other works introduced a similar
method. The first implementation of what is known today as the k-means algorithm has
been developed by Lloyd (1982). The paper was published in 1982 but was initially written
in 1957 as a technical report in Bell Labs.
After Lloyd (1982) but before the publication of Lloyd (1982), Forgy (1965) presented
the same technique, except that he applied it to continuous rather than discrete mixtures. In
computer science, the Lloyd-Forgy version of the k-means algorithm can also be applied to
various problems such as the construction of a Voronoi tessellation (Du et al., 1999). Lloyd-
Forgy differs from MacQueen’s algorithm because it updates the means after all observations
have been assigned to their new clusters. Therefore, Lloyd-Forgy algorithm can be seen as
the batch version of the k-means, whereas MacQueen’s is an online version. The Lloyd-Forgy
version is:
1. Initialize k centers (means) by randomly selecting k observations.
2. Allocate all data points to the closest clusters.
3. Update the cluster means.
4. Repeat step 2 and 3 until convergence.
Fig. 2.3 illustrates steps 2 and 3 of this version.
(a) (b)
Figure 2.3 Lloyd-Forgy algorithm: (a) Allocation step – (b) Updating step.
Hartigan and Wong (1979) proposed a slightly different version of the k-means. The
algorithm checks whether adding an observation to another cluster would result in a smaller
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within-cluster variation while taking the resulting mean into account. Using one algorithm or
the other is often a personal choice (Morissette and Chartier, 2013) but recent works tend to
favor Hartigan’s algorithm over Lloyd’s (Slonim et al., 2013; Telgarsky and Vattani, 2010),
by proving that local solutions found by the Hartigan k-means are a subset of Lloyd’s with
improved results and faster convergence.
Improving the computation time
Almost 60 years after the first appearance of the k-means, many people still use it in
its simplest form. Most statistical programming languages have an implementation of the
k-means and while some of them, like R (R Development Core Team, 2008), directly give the
option to use Lloyd’s, MacQueen’s or Hartigan’s version, some others, like Matlab (MATLAB,
2010) require to tune different parameters instead.
Keeping the basic idea does not mean that computing optimization cannot be implemen-
ted. The use of GPUs and the CUDA (NVIDIA Corporation, 2007) interface recently led to
massively parallel versions that improved the computation time by two orders of magnitude
(Farivar et al., 2008; Li et al., 2010).
Alsabti et al. (1997) and Pelleg and Moore (1999) propose to increase the computation
speed by finding the closest cluster to an observation using k-d trees, a known structure to
accelerate the search for nearest neighbours (Bentley, 1975).
Improving the accuracy
A major flaw of the k-means, as noticed by those who published it, is its locally optimum
solution and there is no guaranty that the final result is the global optimum. A common
revision is to run the algorithm multiple times with different initializations and keep the best
result found.
More elaborate techniques have been proposed, like Phanendra Babu and Narasimha Murty
(1993) and Hall et al. (1999) who used a genetic algorithm for the initialization.
Hochbaum and Shmoys (1985) developed a simple initialization technique in which each
center is selected to be as far away as possible from previously selected centers. The idea is
that centers should not be close to one another at first for a good optimization.
With the same approach but more recently, Arthur and Vassilvitskii (2007) introduced
the k-means++ algorithm which consist of the addition of a probabilistic initialization step to
Lloyd’s algorithm. Starting with one observation as a cluster center, other centers are sampled
successively with a probability proportional to the distance to previous centers. This method
is similar to Hochbaum and Shmoys (1985) but centers are initialized in a probabilistic way.
13
This gives more flexibility of initialization and they show this method improves not only the
accuracy but also the speed of the k-means.
However, the initialization step using k-means++ becomes relatively slow for large datasets
as it requires to check all the data at each new initialization. Bahmani et al. (2012) solves
this issue with what they call k-means‖, a parallel version of k-means++ leading to faster
initialization as well as less iterations of Lloyd’s algorithm.
Instead of looking at the initialization step to solve the problem of locally optimum
solution, the fuzzy (or soft) k-means clustering (Dunn, 1973) allows an observation to belong
to different clusters at once, with weights proportional to one over the distance. The means
of each cluster is then calculated as a weighted mean of all observations. This approach
gives more flexibility and provides results that show great improvement in image processing
(Ahmed et al., 2002).
The initialization of the k-means is one of the major issues that this algorithm faces.
Moreover, the k-means does not provide any indication about the optimal number of clusters,
nor does it take into account the distribution of data.
While other clustering techniques possess such features, some variations of the k-means
still offer interesting properties. The Euclidean distance in the within-cluster variation can
be replaced by other dissimilarity distance that fit better the data distribution, like the
Mahalanobis distance which takes the covariance between variables into account.
Concerning the choice of the number of clusters k, we keep it fixed in this thesis but other
methods implement tools to select an appropriate number of cluster. The x-means algorithm
(Pelleg and Moore, 2000) uses the Bayesian Information Criterion (BIC) to estimate the
number of clusters k while iterating through the data. The BIC is an approximation of the
Minimum Description Length (Rissanen, 1978) used in data compression. The GAP statistic
(Tibshirani et al., 2001) is another valid technique for the choice of k.
Despite all these improvements, the k-means remains massively used in its primal form. Its
simplicity and speed are the two major assets and new techniques focus mostly on improving
either results or computational complexity.
2.3 Bayesian clustering
Bayesian clustering is closely related to density-based clustering. Instead of optimizing
the marginal likelihood with respect to the partitioning, the clustering d itself is seen as
random variable and the maximization is made upon the posterior likelihood f(d|Y).
According to the Bayes’ rule f(d|Y) = f(Y|d)f(d)/f(Y), where f(Y|d) is the marginal
distribution and f(d) is the prior distribution over possible partitions. Since f(Y) does not
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depend on clustering d, the posterior is maximized using f(d|Y) ∝ f(Y|d)f(d).
f(Y|d) is usually obtained by integrating over a parametric family θ with respect to some
distribution f(θ)
f(Y|d) =
∫
f(Y|d,θ)f(θ)dθ =
k∏
c=1
∫ ∏
{yi|di=c}
f(yi|θc)f(θc)dθc (2.10)
f(d) is a prior distribution over potential partitions. For the sake of simplicity, uniform
distribution is often assumed but more elaborate priors have been proposed (Ewens, 1972;
Pitman and Yor, 1997; Crowley, 1997; McCullagh and Yang, 2006).
Once the conditional distributions are known, we can sample from the posterior distri-
bution. Markov Chain Monte Carlo methods, such as the Metropolis-Hasting (Metropolis
et al., 1953; Hastings, 1970) or the Gibbs sampling (Geman and Geman, 1984) techniques,
can converge slowly, see Marin et al. (2005) for more details.
Among other Bayesian clustering techniques, we find Autoclass (Hanson et al., 1991;
Cheeseman et al., 1996), or more recently latent Dirichlet allocation (Blei et al., 2003; Li and
McCallum, 2006).
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CHAPTER 3
METHODOLOGY
In Chapter 2 we reviewed a wide range of methods for cluster analysis. Each of these
methods presenting pros and cons that are subject to the nature of the dataset. This chapter
will focus on two subjects: the k-means, and mixture clustering. Despite its age, 30 years of
computing optimization has kept the k-means algorithm one of the most popular clustering
algorithm both for its simplicity and its computational efficiency. We show how mixture
clustering allows for more distributional specificity and why the k-means is related to fitting
mixtures. Mixture clustering is also related to Bayesian clustering and our k-means-inspired
algorithm is motivated by Bayesian clustering. We look at the performance when comparing
two groupings in Section 3.1. Section 3.2 presents the details of the k-means algorithm and
its flaws. In Section 3.3, the core of the mixture model and its application in clustering are
explained and linked to the k-means. Bayesian clustering is introduced in Section 3.4.
3.1 Comparing clustering performances
Indicator for the quality of a given clustering is non unique. Some methods such as the
within-cluster dissimilarity or the Rand index (Rand, 1971) provide useful comparison tools.
3.1.1 Observations
For simplicity, consider identical objects with no missing values. Let yi ∈ Rp be one of
such objects, i = 1, . . . , n.
In general, the feature does not need to be a continuous variable, but can instead be:
– Categorical: such as 0/1, a color, the sex of a person. . .
– Discrete: N, such as age, number of items purchased. . .
– Bounded: R+, such as price, percentage. . .
Assuming that our data are real values is not as restrictive as it seems, since many
problems can be transformed to fit this context. Centering features (and sometimes scaling
after careful studies) is appropriate in many applications.
3.1.2 Within-cluster dissimilarity
The within-cluster dissimilarity is a measurement of the efficiency of a clustering if we
refer to Hastie’s definition of cluster analysis (Hastie et al., 2009, p. 501) as “grouping or
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segmenting a collection of objects into subsets or clusters, such that those within each cluster
are more closely related to one another than objects assigned to different clusters”. The goal
here is to make sure that objects within the same group are closer to one another than they
are to objects in other groups. This closeness is measured by what we call the dissimilarity
between objects.
If yi is the vector associated to the i-th object, we note the dissimilarity measure between
a pair of observations s(yi,yi′) and we define the total dissimilarity ST measured over all
pairs of objects
ST =
n∑
i=1
n∑
i′=1
s(yi,yi′) (3.1)
Suppose an observation yi is allocated to cluster c, then observations within the same
cluster yi′ are the ones for which di′ = c and those in other clusters have di′ 6= c. This
separation allows us to decompose the total dissimilarity into the dissimilarity within all
clusters SW (d) and the dissimilarity between points that are not in the same clusters SB(d)
ST = SW (d) + SB(d), (3.2)
in which
SW (d) =
k∑
c=1
∑
{i|di=c}
∑
{i′|di′=c}
s(yi, yi′), (3.3)
SB(d) =
k∑
c=1
∑
{i|di=c}
∑
{i′|di′ 6=c}
s(yi, yi′). (3.4)
Although ST is fixed for a given set of objects. Both SW the within-cluster dissimilarity and
SB the between-cluster dissimilarity depend on the clustering d. Then with more dissimilarity
between clusters, the dissimilarity within these cluster decreases. In other words, maximizing
SB is equivalent to minimizing SW . In this configuration, comparing two partitions can be
achieved by comparing the within-cluster dissimilarity they induce for a dataset. The best
clustering is defined by
dˆ = argmin
d
SW (d). (3.5)
In practice, SW is computed using the definition of dissimilarity between two observa-
tions s(yi,yi′). From now on, we consider the squared Euclidean distance as the measure of
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dissimilarity
s(yi,yi′) =
p∑
j=1
(yij − yi′j)2 = ‖yi − yi′‖2. (3.6)
The choice of the Euclidean distance is justified by its good computational properties,
its easy parallel implementation, and its connection to the log-likelihood of the Gaussian
distribution.
The within-cluster dissimilarity can be averaged over cluster in a simpler form
SW (d) =
k∑
c=1
∑
{i|di=c}
‖yi − µc‖2, (3.7)
where µc = y¯ci is the mean of observations in cluster c.
The mean µc can be treated as an additional parameter in SW . We will see how this
incorporates into the k-means algorithm and the EM algorithm in Sections 3.2 and 3.3.
Minimizing SW is a complex task. The optimization is made over a large discrete space
of cardinality called the Stirling number of the second kind B(n, k), the number of groupings
of n observations into k clusters
B(n, k) =
1
k!
k∑
c=1
(−1)k−c
(
k
c
)
cn. (3.8)
The lower bound of B(n, k) (Rennie and Dobson, 1969) is given by
L(n, k) =
1
2
(k2 + k + 2)kn−k−1 − 1. (3.9)
The number of clusters is usually small compared to the number of observations. Considering
less than n
2
clusters leads to an exponential number of groupings, too large to consider the
complete exploration of the space.
3.1.3 Rand index
The Rand index (Rand, 1971) and its adjusted version (Hubert and Arabie, 1985) measure
the similarity between two clustering. It can be used as an evaluation method for a clustering
problem, under the assumption that the true grouping is known.
The Rand index is the proportion of pairs of observations that are in the same cluster
or belong to different clusters in both partitions. If d and d′ are two partitions of a same
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dataset Y , then the Rand index RI is
RI(d,d′) =
2
n(n− 1)
∑
i<j
{
I(di = dj, d′i = d′j) + I(di 6= dj, d′i 6= d′j)
}
, (3.10)
where I is the indicator function. The RI takes values between 0 and 1, 0 meaning that no
pairing is identical in the two partitions, 1 meaning that both partitions are exactly the same.
The adjusted Rand index takes into account the fact that some pairings may be identical
in two partitions by chance. It computes the expected index and subtracts it to the usual
Rand index. This result is scaled to stay between −1 (for completely different clusterings)
and +1 (for identical clusterings).
3.2 k-means clustering
This section presents the k-means algorithm and its link to the within-cluster dissimilarity.
Its performance in terms of computation and results are also studied and discussed at the
end of this section.
3.2.1 General idea
The k-means algorithm aims to construct clusters by updating an initial partition. One
step of the k-means consists in two sub-steps:
1. Assignment step: allocate each observation to the closest cluster (the cluster with the
closest center).
2. Update step: update the center of all clusters with the new allocations.
This process is repeated until convergence.
3.2.2 Algorithm
The pseudo-code for the Lloyd-Forgy k-means algorithm is presented below.
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1: while change == TRUE do
2: change == FALSE
3: //Assignment step
4: for i = 1 to N do
5: min[i] = +∞; cluster = cluster[i];
6: for c = 1 to K do
7: if dist(y[i], µ[c]) < min[i] then
8: cluster[i] = c; min[i] = dist(y[i], µ[c]);
9: end if
10: end for
11: change = change OR (cluster 6= cluster[i]);
12: end for
13: //Update step
14: for c = 1 to K do
15: µ[c] = mean(y[i] ∈ c);
16: end for
17: end while
Algorithm 1 k-means pseudocode
3.2.3 Within-cluster dissimilarity minimization
We define the within-cluster dissimilarity SW
SW (d,µ) =
k∑
c=1
∑
{i|di=c}
‖yi − µc‖2, (3.11)
where ‖yi‖2 =
∑p
j=1 y
2
ij.
Theorem 1 The k-means algorithm returns a clustering that locally minimizes the within-
cluster dissimilarity.
Proof The minimization is a consequence of the decrease of the within-cluster dissimilarity
after each step, using coordinate descent. One coordinate is d˜ and another is µ.
Assignment step: coordinate d˜.
20
Let yi be an observation during the assignment step, di and d
′
i its cluster before and after
this step, SW and S
′
W the within-cluster dissimilarity before and after the re-assignment
S ′W − SW = ‖yi − µd′i‖
2 − ‖yi − µdi‖2.
The new cluster being chosen so that d′i = argmin
c
‖yi − µc‖2, it is straightforward to see
that S ′W ≤ SW .
Update step: coordinate µc.
Let SW be the within-cluster dissimilarity and d
′ the new clustering at the beginning of
the update step
SW (d
′,µ) =
k∑
c=1
∑
{i|d′i=c}
‖yi − µc‖2.
Then,
∂SW
∂µc
=
∂
∂µc
∑
{i|d′i=c}
‖yi − µc‖2 =
∑
{i|d′i=c}
2(yi − µc)> = −2ncµ>c + 2
∑
{i|d′i=c}
y>i
⇒ ∂SW
∂µc
= 0⇔ µc =
1
nc
∑
{i|d′i=c}
yi = y¯
′
c.
Updating the centers to the new cluster means minimizes the within-cluster dissimilarity.
If S
(t)
W is the within-cluster dissimilarity at the beginning of step (t), we showed that
S
(t+1)
W ≤ S(t)W . Since the number of possible partitionings is finite, SW is bounded below by
its minimum.
S
(t)
W is a bounded and decreasing sequence and therefore converges to a local minimum.
End of proof.
3.2.4 Discussion
Time complexity
The assignment step consists in the measure of k distances for each of the n observations.
For p dimensions, the computation of the distance between two observations is of order O(p).
Therefore, the assignment step has a time complexity of O(nkp).
The update step is the computation of the cluster centers for a total of n observations,
resulting in a O(np) time complexity.
Therefore, the computation time of a whole step of the k-means algorithm is of order
O(nkp).
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The complexity of k-means is probably its strongest asset. Being linear in terms of the
number of observations n, dimensions p, and the number of clusters k makes the fitting
relatively fast in terms of these parameters.
Initialization
The k-means suffers from converging to a local optimum. The convergence proven in
Theorem 1 is only local and strongly depends on the initialization.
The usual initialization process consists in the random selection of k observations as initial
centers. To avoid the problem of convergence to a “bad” local minimum, the algorithm can
be run multiple times with different initializations.
The k-means++ (Arthur and Vassilvitskii, 2007) is a recent initialization technique. This
process aims to select centers to be further apart and avoid the initialization of multiple
centers in the same natural cluster. The process is as follows:
1. Select the first center at random.
2. For center j, define the probability of sampling an observation yi as a new center with
a probability pi proportional to min
1≤c≤j−1
dist(yi,µc).
3.3 Mixture clustering
In this section, we present the mixture distribution problem and the associated algorithm,
the EM algorithm. We also discuss how this method aims to minimize the within-cluster
dissimilarity and its relationship with k-means.
3.3.1 General idea
Mixture clustering is a common approach in which clusters are seen as distinct probability
distributions. Observations in cluster c, denoted by Yc, are distributed according to Yc ∼ Fc,
where Fc is a distribution function. The Fc is usually a parametric class, parametrized with
µc.
The complete likelihood is given by the product of the density functions for all clusters
L(d,µ) = f(Y | d,µ) =
k∏
c=1
f(Yc | µc) =
k∏
c=1
nc∏
{i|di=c}
f(yci | µc), (3.12)
where d is the vector of labels and µ the list of parameters µc for each distribution.
22
This likelihood can be rewritten as
L(d,µ) = f(Y | d,µ) =
n∏
i=1
k∏
c=1
f(yi | µc)I(di=c). (3.13)
If we consider the marginal likelihood over possible clustering, with a prior distribution
Pr(di = c) = pc for allocation of observations to class c
L(µ) = f(Y | µ) =
n∏
i=1
k∑
c=1
pcf(yi | µc). (3.14)
Gaussian distributions with identical variance is a common choice. The univariate Gaussian
mixtures are easily extended to higher dimensions
L(µ1, . . . , µk, p1, . . . , pk, σ
2) =
n∏
i=1
k∑
c=1
pc√
2piσ2
exp
{
− 1
2σ2
(yi − µc)2
}
. (3.15)
The maximization of the likelihood with respect to mixture parameters is a non-convex
problem. The numerical solution is an optimal clustering in the sense that each observation
is allocated to the cluster with the highest likelihood.
3.3.2 Expectation-Maximization (EM) algorithm
Non-convex problems are difficult to handle. Most solutions are only locally optimal as
there is no guarantee that the numerical minimum (or maximum) is a global solution.
The Expectation-Maximization algorithm also returns a local maximum of the mixture
likelihood but through indirectly maximizing the likelihood. The EM comes from the two
steps of the algorithm:
– Expectation (E) step: Compute the expected value over possible clustering given
observations Y and current parameters µ(t)
Ed|Y,µ(t)
[
logL(d,µ(t))
]
=
n∑
i=1
k∑
c=1
Pr(di = c|Y,µ(t)) log
[
f(yi | µ(t))
]
, (3.16)
where Pr(di = c|Y,µ(t)) is given by Bayes Theorem and E stands for mathematical
expectation.
Pr(di = c|yi,µ(t)) = Pr(yi|di = c,µ
(t)
c ) Pr(di = c)
Pr(yi|µ(t)c )
=
f(yi|µ(t)c )p(t)c∑
c p
(t)
c f(yi|µ(t)c )
. (3.17)
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– Maximization (M) step: Maximize the previous quantity with respect to the para-
meters
µ(t+1) = argmax
µ
Ed|Y,µ(t)
[
logL(d,µ(t))
]
. (3.18)
In the case of univariate Gaussian mixtures, these two steps have straightforward solutions
– Expectation step:
Ed|Y,µ(t)
[
logL(d,µ(t))
]
=
n∑
i=1
k∑
c=1
Pr(di = c|Y,µ(t))×(
log p(t)c −
1
2
log σ2 − 1
2
log(2pi)− (yi − µc)
2
2σ2
)
,
(3.19)
where
Pr(di = c|yi,µ(t)) =
p
(t)
c√
2piσ(t)
2
exp
(
− (yi−µ(t)c )2
2σ(t)
2
)
∑
c
p
(t)
c√
2piσ(t)
2
exp
(
− (yi−µ(t)c )2
2σ(t)
2
) . (3.20)
– Maximization step: Derivatives with respect to the different parameters have closed-
form solutions.
(1) p
(t+1)
c = 1n
∑n
i=1 Pr(di = c|yi,µ(t)) for 1 ≤ c ≤ k,
(2) µ
(t+1)
c =
∑n
i=1 yi Pr(di=c|yi,µ(t))∑n
i=1 Pr(di=c|yi,µ(t))
for 1 ≤ c ≤ k,
(3) σ(t+1)
2
=
∑n
i=1
∑k
c=1(yi−µ(t+1)c )2 Pr(di=c|yi,µ(t))∑n
i=1 Pr(di=c|yi,µ(t))
.
(3.21)
The EM algorithm for multivariate normal mixtures has the same steps with vector
expressions.
This method ensures that the likelihood increases after each step (Dempster et al., 1977).
There are multiple stopping criteria based on the absolute or relative variation of a parameter.
For a parameter θ, the absolute variation stopping criterion is reached when the difference
between two successive values of this parameter is below a chosen threshold ‖θ(t+1)−θ(t)‖ ≤ δ.
The log-likelihood, the maximum absolute variation for means or the variance are possible pa-
rameters as the variation between steps will decrease as the algorithm converges. The relative
variation, ‖θ(t+1) − θ(t)‖/‖θ(t)‖, is also used as a stopping criterion but is not recommended
for means as there is no guaranty that these means will not reach 0 at some point of the
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process.
3.3.3 Within-cluster dissimilarity minimization
Theorem 2 The maximization of the complete likelihood of a Gaussian mixture is equivalent
to the minimization of the within-cluster dissimilarity.
Proof
The within-cluster dissimilarity SW is given by
SW (d,µ) =
k∑
c=1
nc∑
{i|di=c}
(yci − µc)2 .
Maximization of the complete likelihood is to be made on the following value:
L(d,µ) =
k∏
c=1
nc∏
{i|di=c}
f (yci | µc) ,with yci iid∼ N
(
µc, σ
2
)
.
Hence
L(d,µ) =
k∏
c=1
nc∏
{i|di=c}
1√
2piσ2
exp
(
− 1
2σ2
(yci − µc)2
)
∝ exp
− 1
2σ2
k∑
c=1
nc∑
{i|di=c}
(yci − µc)2

∝ exp
(
− 1
2σ2
SW (d,µ)
)
.
We assume σ2 to be known. The maximization of the complete likelihood over the clus-
tering d and the associated means µ is therefore equivalent to the minimization of the
within-cluster dissimilarity over these parameters.
End of proof.
3.3.4 Discussion
Time complexity
The expectation step consists in the computation of Pr(di = c|Y,µ(t)) for 1 ≤ i ≤ n
and 1 ≤ c ≤ k. The time complexity of this step is O(nkT ), where T is the complexity of
25
computing Pr(di = c|Y,µ(t)). According to (3.20), this can be computed in O(p) operations,
where p is the number of dimensions.
The maximization step requires O(nk) operations for the update of pc, O(nkp) for the
update of µc and O(nkp) operations for the update of σ.
The total time complexity of one step of the EM algorithm is O(nkp).
Relationship with the k-means
The EM algorithm has the same time complexity as k-means. It also suffers from the
initialization problem and is often disregarded in favor of k-means as they tend to provide
similar results.
The k-means is a special case of the EM algorithm.
Theorem 3 The maximization of the likelihood (3.15) coincides with the k-means if p1 =
· · · = pk = 1k and σ2 → 0.
Proof Consider the maximization of the following likelihood:
L(µ1, . . . , µk, p1, . . . , pk, σ
2) =
n∏
i=1
k∑
c=1
pc√
2piσ2
exp
{
− 1
2σ2
(yi − µc)2
}
.
In the case in which the prior probabilities are all equal (p1 = · · · = pk = 1k ) and the
within-class variance tends towards zero (σ2 → 0), the Expectation-Maximization (EM)
algorithm coincides with the k-means algorithm.
The equivalence between the two algorithms corresponds to the equivalence of their two
steps respectively:
- The assignment step of the k-means and the expectation step of the EM algorithm.
- The update step of the k-means and the maximization step of the EM algorithm.
E -step ⇔ Assignment step
Assuming the previous conditions at the beginning of the Expectation step of the EM
algorithm:
pic = P (di = c | yi) =
pc√
2piσ2
exp
{− 1
2σ2
(yi − µc)2
}∑k
j=1
pj√
2piσ2
exp
{− 1
2σ2
(yi − µj)2
} = exp{− 12σ2 (yi − µc)2}∑k
j=1 exp
{− 1
2σ2
(yi − µj)2
} .
For each yi, there is a unique cluster di so that di = argmin
c
[(yi − µc)2],
pic =
exp
{− 1
2σ2
((yi − µc)2 − (yi − µdi)2)
}∑k
j=1 exp
{− 1
2σ2
((yi − µj)2 − (yi − µdi)2)
} .
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Since di = argmin
c
[(yi − µc)2](yi − µj)2 − (yi − µdi)2 > 0 if j 6= di,(yi − µj)2 − (yi − µdi)2 = 0 if j = di.
Hence
lim
σ2→0
exp
[
− 1
2σ2
(
(yi − µj)2 − (yi − µdi)2
)]
=
0 if j 6= di,1 if j = di,
⇒ lim
σ2→0
k∑
j=1
exp
[
− 1
2σ2
(
(yi − µj)2 − (yi − µdi)2
)]
= 1
⇒ lim
σ2→0
pic = I(c = di).
The E -step of the EM algorithm consists in allocating each sample to the closest cluster
mean with a probability one, which is equivalent to the assignment step of the k -means
algorithm.
M -step ⇔ Update step
When fitting a Gaussian Mixture in the EM -algorithm, the means of each mixture are
updated according to the following equation
µc =
∑n
i=1 picyi∑n
i=1 pic
.
Since pic = I(c = di), we get
µc =
1
nc
nc∑
{i|di=c}
yi = y¯c,
which is the mean of the samples currently allocated to the cluster c.
End of proof.
3.4 Bayesian clustering
Our proposed algorithm, the no-mean algorithm takes the Gaussian mixture model in
a Bayesian framework and solves this new problem with the same time complexity as the
k-means.
In the EM algorithm, the clustering parameter d is integrated out during the expectation
step and the final clustering is obtained from the final mixture components. In Bayesian
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clustering, the component parameters are integrated out in the marginal likelihood
f(Y|d) = L(d) =
∫
L(d,µ)dµ =
n∏
i=1
∫ nc∏
{i|di=c}
f(yi|µc)f(µc)dµc (3.22)
which can be used to find the posterior f(d|Y) ∝ f(Y|d)f(d), from which we can sample the
final grouping. The prior distribution of the grouping parameter f(d) will be assumed to be
uniform in this thesis, but can also be changed to favor clusters of similar sizes (McCullagh
and Yang, 2006; Heard et al., 2006) . The assumption of uniformity simplifies the expression
of the posterior f(d|Y) ∝ f(Y|d).
To be useful in practice, the integral (3.22) also needs to be analytically tractable. If not,
we may sample from the full posterior
f(d,µ | y) ∝ f(y | d,µ)f(µ) =
k∏
c=1
nc∏
{i|di=c}
f(yci | µc)f(µc) (3.23)
using a Markov chain Monte Carlo method, such as the Gibbs sampler.
Gibbs sampling (Gelfand et al., 1992) is a technique that uses the conditional distributions
of different sets of parameters θ. If we denote θ−i the set of parameters without θi, the Gibbs
sampler is as follows
1. Choose an initial set θ(0).
2. Set t = 0.
3. For all parameters θi, sample θ
(t+1)
i ∼ f(θi|θ−i = θ(t)−i)
4. Increment t and return to step 3.
For a large number of iterations, the vector of parameters become independent of the initial
value and is sampled from the objective joint distribution θ(t) ∼ f(θ).
For Bayesian clustering, the parameters are the clusters means µc and the grouping d.
We consider the Gaussian mixture model with a Gaussian prior on µc{
yi|di = c,µc iid∼ Np(µc, σ2Ip×p),
µc
iid∼ Np(0, τ 2Ip×p).
(3.24)
where Ip×p is the identity matrix and Np is the p-variate normal distribution.
The conditional probability on the grouping di is discrete over possible values c ∈ {1, . . . , k}
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and given by
Pr(di = c|d−i,µ,Y) = Pr(di = c,µ,Y,d−i)
Pr(µ,Y,d−i)
=
Pr(yi|di = c,µ,Y−i,d−i) Pr(di = c,µ,Y−i,d−i)
Pr(µ,Y,d−i)
.
(3.25)
We have
Pr(di = c,µ,Y−i,d−i) = Pr(µ,Y−i,d−i|di = c) Pr(di = c)
= Pr(µ,Y−i,d−i) Pr(di = c),
(3.26)
since the whole dataset without the i-th observation and the grouping of this observation
are independent. The prior distribution f(d) is assumed to be uniform discrete, which means
the term Pr(di = c,µ,Y−i,d−i) is constant. The same reasoning leads to the independence
of Pr(µ,Y,d−i) with respect to c.
We deduct
Pr(di = c|d−i,µ,Y) ∝ Pr(yi|di = c,µ,Y−i,d−i) = Pr(yi|di = c,µc), (3.27)
leading to
Pr(di = c|d−i,µ,Y) ∝ exp
{
− 1
2σ2
(yi − µc)>(yi − µc)
}
. (3.28)
We compute the conditional probability for the cluster means µc
Pr(µc|µ−c,Y,d) = Pr(µc|Yc) =
Pr(µc,Yc)
Pr(Yc)
=
Pr(Yc|µc) Pr(µc)∫
Pr(Yc|µc) Pr(µc)dµc
. (3.29)
Using the distribution in (3.24), we deduct
µc|µ−c,Y,d ∼ Np
(
y¯c
1 + σ
2
ncτ2
,
τ 2
1 + ncτ
2
σ2
Ip×p
)
. (3.30)
Once again, the k-means can be seen as particular case of the Gibbs sampler on the
Gaussian mixture model.
Theorem 4 The Gibbs sampling approach for a Gaussian mixture model with a Gaussian
prior distribution for cluster means and a uniform prior distribution for cluster labels, see
(3.24), coincides with the k-means algorithm if τ 2 →∞ and σ2 → 0.
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Proof
The Gibbs sampling is also a two-step approach:
1. Sampling the cluster labels according to: Pr(di = c | d−i,µ,y).
2. Sampling the means according to: Pr(µc | d,y).
These two steps are respectively equivalent to the assignment step and the update step
of the k -means algorithm when σ2 → 0 and τ 2 →∞.
Cluster sampling ⇔ assignment step
The probability of a sample yi to being sampled in a cluster c is given by:
Pr(di = c | d−i,µ,y) ∝ exp
{
− 1
2σ2
(yi − µc)2
}
.
Since
∑k
c=1 Pr(di = c | d−i,µ,y) = 1:
Pr(di = c | d−i,µ,y) =
exp
{− 1
2σ2
(yi − µc)2
}∑k
j=1 exp
{− 1
2σ2
(yi − µj)2
} .
The proof of Theorem 3 shows that, as σ2 → 0, this probability is equal to one for the
cluster for which the mean is the closest to the sample value, as in the assignment step of
the k-means algorithm.
Mean sampling ⇔ Update step
The conditional probability for the sampling of the cluster means is:
µc|Y,d ∼ N
(
y¯c
1 + σ
2
ncτ2
,
1
1
τ2
+ nc
σ2
Ip×p
)
.
As σ2 → 0 and τ 2 →∞:
σ2
ncτ 2
→ 0⇒ y¯c
1 + σ
2
ncτ2
→ y¯c.
1
1
τ2
+ nc
σ2
→ 0⇒ 11
τ2
+ nc
σ2
Ip×p → 0.
This probability tends towards a degenerate probability distribution at y¯c, the mean of
the samples contained in this cluster, as in the update step of the k -means algorithm.
End of proof.
However, if we can get a closed-form solution for the integral in (3.22), there is no need
to sample from the cluster means. The marginal likelihood for the Gaussian model in (3.24)
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is analytically tractable and is a multivariate Gaussian
f(Y|d) =
n∏
i=1
∫ nc∏
i|di=c
f(yi|µc)f(µc)dµc =
k∏
c=1
f(Yc|d), (3.31)
where f(Yc|d) ∼ Nnc(0,Ω), in which Np denotes a p-variate Gaussian distribution and Ω is
a uniform positive semi-definite covariance matrix of size nc (the number of observations in
cluster c) with diagonals σ2 + τ 2 and off-diagonals τ 2.
Since f(d|Y) ∝ f(Y|d), a Gibbs sampler can be applied with
Pr(di = c|d−i,Y) ∝ f(Y|d1, . . . , di = c, . . . , dn). (3.32)
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CHAPTER 4
NO-MEAN ALGORITHM AND ITS VARIANTS
Using the marginal likelihood to sample from the posterior distribution f(d|Y) ensures
that in the long run the achieved grouping is independent of initialization. This chapter
presents the no-mean algorithm, a Bayesian clustering algorithm. In Section 4.1, we introduce
the core of the no-mean algorithm as a clustering algorithm. The first variant of the no-
mean as a variable selection method is explained in Section 4.2. Section 4.3 presents another
variation of the algorithm that even estimates the number of clusters.
4.1 No-mean algorithm for clustering
This section sets the context in which we apply the no-mean algorithm and detail its
content.
4.1.1 General idea
Suppose the clusters are normally distributed with a Gaussian prior distribution on cluster
means {
yi|di = c,µc iid∼ Np(µc, σ2Ip×p),
µc
iid∼ Np(0, τ 2Ip×p).
(4.1)
Then, the marginal likelihood L(d) ≡ f(Y|d) is the product of multivariate normal densities
for each cluster Yc ∼ Nnc(0,Ω), where
Ω = (σ2 + τ 2)

1 ρ · · · ρ
ρ
. . . . . .
...
...
. . . . . . ρ
ρ · · · ρ 1
 and ρ =
τ 2
σ2 + τ 2
. (4.2)
Since f(d|Y) = f(Y|d)f(d)
f(Y)
, for a uniform prior on the grouping distribution f(d), the
posterior distribution is proportional to the marginal f(d|Y) ∝ f(Y|d).
The no-mean algorithm is a Gibbs sampler on this distribution combined with simulated
annealing. Simulated annealing is a technique used to gradually reduce the randomness of
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a process by decreasing the variance during the sampling. This means pushing σ2 → 0 and
τ 2 →∞ to slowly settle the search towards the “optimal” region. The convergence is ensured
for a logarithmic rate change of the variance (Mitra et al., 1985). However, this considerably
slows the process and in practice we observed that exponential rates converge rapidly while
keeping satisfactory results.
Iterations of the no-mean algorithm are as follow:
1. Initialize clusters d(0) by allocating observations randomly to k groups as cluster means.
2. Initialize model parameters σ2
(0)
and τ 2
(0)
.
3. For each data point, sample its new cluster using the conditional Pr(d
(t+1)
i = c|d(t)−i,Y),
with parameters σ2
(t)
and τ 2
(t)
.
4. Update σ2
(t+1)
= βσ2
(t)
and τ 2
(t+1)
= ατ 2
(t)
, where α and β are the annealing rates.
We suggest β = 1
α
.
5. Repeat steps 3 and 4.
4.1.2 Algorithm
The pseudo-code for the no-mean algorithm is presented below.
1: for iter in 1 : numberOfIterations do
2: for i in permutation(N) do
3: for c = 1 to K do
4: prob[c] = Pr(d[i] = c);
5: end for
6: cluster[i] = c with probability prob[c];
7: end for
8: sigmaSquare = sigmaSquare/alpha;
9: tauSquare = alpha ∗ tauSquare;
10: end for
Algorithm 2 No-mean
4.1.3 Computation time
The main obstacle to Bayesian clustering is the complexity of computing the marginal
likelihood. If we consider the time complexity of one step of the no-mean algorithm, we easily
find that it is of order O(nkT ) where T is the complexity of computing Pr(di = c|d−i,Y).
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For our algorithm to be competitive with k-means, we need to compute this probability in
order of O(p) operations, where p is the number of variables.
We denote Lj(d) the marginal likelihood for the j-th parameter, associated to j-th variable
f(d|yj) ∝ Lj(d) = f(yj|d) =
k∏
c=1
f(ycj|d), (4.3)
where
f(ycj|d) =
k∏
c=1
1
(2pi)
nc
2
1√|Ωnc| exp
{
−1
2
ycj
>Ω−1nc ycj
}
. (4.4)
The determinant |Ωnc| and inverse Ω−1nc have simple closed-form expressions. If we denote
ρ = τ
2
σ2+τ2
, then
Ω−1nc =
1
τ 2
{
Inc×nc −
ρ
1 + (nc − 1)ρJnc
}
, (4.5)
|Ωnc| =
σ2
nc
1− ρ (1 + (nc − 1)ρ) , (4.6)
where Inc×nc is the identity matrix of size nc and Jnc is a matrix of ones of size nc.
Denote the log-likelihood `j(d) = logLj(d),
`j(d) =
k∑
c=1
−nc
2
log(2pi)− 1
2
log(|Ωnc|)−
1
2
ycj
>Ω−1nc ycj
= −n
2
log(2pi)− 1
2
k∑
c=1
{
nc log σ
2 − log(1− ρ) + log(1 + (nc − 1)ρ)
+
1
σ2
yc
>
j
(
Inc×nc −
ρ
1 + (nc − 1)ρJnc
)
ycj
}
= −n
2
log(2pi)− n
2
log σ2 +
k
2
log(1− ρ)
− 1
2
k∑
c=1
{
log(1 + (nc − 1)ρ)
yc
>
j ycj
σ2
− ρ
σ2
yc
>
j Jncycj
1 + (nc − 1)ρ
}
= −n
2
log(2piσ2) +
k
2
log(1− ρ)− 1
2
k∑
c=1
{
log(1 + (nc − 1)ρ) + Sc,j
σ2
− ρ
σ2
B2c,j
1 + (nc − 1)ρ
}
,
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where
Sc,j =
∑
i|di=c
y2i,j, (4.7)
Bc,j =
∑
i|di=c
yi,j. (4.8)
Since
∑k
c=1 Sc,j =
∑n
i=1 y
2
i,j = y
T
j yj, the final version of the log-likelihood is
`j(d) =− n
2
log(2piσ2) +
k
2
log(1− ρ)− y
T
j yj
2σ2
− 1
2
k∑
c=1
{
log(1 + (nc − 1)ρ)− ρ
σ2
B2c,j
1 + (nc − 1)ρ
}
.
(4.9)
The marginal log-likelihood can be re-written as
`j(d) = aj + bj(d), (4.10)
where aj is a constant independent of the clustering and bj is a function of d
aj = −n
2
log(2piσ2) +
k
2
log(1− ρ)− y
T
j yj
2σ2
, (4.11)
bj(d) = −1
2
k∑
c=1
{
log(1 + (nc − 1)ρ)− ρ
σ2
B2c,j
1 + (nc − 1)ρ
}
. (4.12)
Let consider an observation yi, c0 = di its current cluster and c1 a potential different new
cluster. We denote `j(d) = `j(d1, . . . , di = c0, . . . , dn) the current likelihood, `j(dc0→c1) =
`j(d1, . . . , di = c1, . . . , dn) the likelihood for the potential cluster, and bj(dc0→c1) = bj(d1, . . . , di =
c1, . . . , dn)− bj(d1, . . . , di = c0, . . . , dn). Then,
`j(dc0→c1) = `j(d) + bj(dc0→c1). (4.13)
Only 2 clusters are concerned in the changes in bj(dc0→c1). The current cluster c0 loses the
observation yi to the potential cluster c1, which changes Bc0,j and Bc1,j to (Bc0,j − yi,j) and
(Bc1,j + yi,j), and nc0 and nc1 to (nc0 − 1) and (nc1 + 1). Assuming that we do not move an
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observation to a new cluster if it is a singleton (meaning nc0 ≥ 2), this means
bj(dc0→c1) = −
1
2
(
log(1 + (nc0 − 2)ρ)−
ρ
σ2
(Bc0,j − yi,j)2
1 + (nc0 − 2)ρ
+ log(1 + nc1ρ)−
ρ
σ2
(Bc1,j + yi,j)
2
1 + nc1ρ
)
+
1
2
(
log(1 + (nc0 − 1)ρ)−
ρ
σ2
B2c0,j
1 + (nc0 − 1)ρ
+ log(1 + (nc1 − 1)ρ)−
ρ
σ2
B2c1,j
1 + (nc1 − 1)ρ
)
=
1
2
log
(
1 + (nc0 − 1)ρ
1 + (nc0 − 2)ρ
)
+
ρ
2σ2
(
(Bc0,j − yi,j)2
1 + (nc0 − 2)ρ
− B
2
c0,j
1 + (nc0 − 1)ρ
)
+
1
2
log
(
1 + (nc1 − 1)ρ
1 + nc1ρ
)
+
ρ
2σ2
(
(Bc1,j + yi,j)
2
1 + nc1ρ
− B
2
c1,j
1 + (nc1 − 1)ρ
)
.
We can rewrite the likelihood for the potential cluster as follows
`j(dc0→c1) = `j(d) + `j(dc0→) + `j(d→c1), (4.14)
where
`j(dc0→) =
1
2
log
{
1 + (nc0 − 1)ρ
1 + (nc0 − 2)ρ
}
+
ρ
2σ2
{
(Bc0,j − yi,j)2
1 + (nc0 − 2)ρ
− B
2
c0,j
1 + (nc0 − 1)ρ
}
, (4.15)
`j(d→c1) =
1
2
log
{
1 + (nc1 − 1)ρ
1 + nc1ρ
}
+
ρ
2σ2
{
(Bc1,j + yi,j)
2
1 + nc1ρ
− B
2
c1,j
1 + (nc1 − 1)ρ
}
. (4.16)
This representation is similar to a common problem in thermodynamics, the Boltzmann
distribution. We can interpret this problem as the probability for a particle to move from one
state to another. If each state c has an energy level Ec, then the probability of moving from
a state c0 to c1 is proportional to e
−Ec1−Ec0
kT , where T is the temperature of the system and k
is the Boltzmann constant. This means that the particle will more likely move to a state of
lower energy, Ec1 − Ec0 representing the “cost” of moving from c0 to c1.
In our case, `j(dc0→) represents the cost of moving the observation out of its original
cluster c0 and `j(d→c1) is the cost of moving it into the cluster c1.
Denote `(d) =
∑p
j=1 `j(d) for all the likelihoods mentioned above, then
Pr(di = c1|d−i,Y) = cst× e`(d1,...,di=c1,...,dn)
=
{
cst× e`(d) if c1 = c0,
cst× e`(d)e`(dc0→)e`(d→c1 ) otherwise.
(4.17)
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If we multiply each of these probability by the same constant, they remain the same. This
leads to
Pr(di = c1|d−i,Y) =
{
cst× e−`(dc0→) if c1 = c0,
cst× e`(d→c1 ) otherwise. (4.18)
Equivalently
Pr(di = c1|d−i,Y) =

e−`(dc0→)
e−`(dc0→)+
∑
c 6=c0 e
`(d→c) if c1 = c0,
e`(d→c1 )
e−`(dc0→)+
∑
c 6=c0 e
`(d→c) otherwise.
(4.19)
The computational complexity of Pr(di = c1|d−i,Y) is therefore the same as `(d→c1) =∑p
j=1 `j(d→c1). If the term Bc1,j is saved and is updated after each step of the algorithm,
equation (4.16) can be computed in a constant time, leading to a time complexity of order
O(nkp) for each iteration of the no-mean algorithm.
We just showed that a smart implementation of the no-mean algorithm presents the same
time complexity as k-means for each iteration, where a brute force approach would have led
to a much slower algorithm of order at least O(n2k2p).
4.1.4 Online no-mean versus batch no-mean
In online no-mean, the likelihood is updated after each allocation of an observation,
by updating Bc1,j, Bc0,j, nc1 and nc0 . In contrast, the batch no-mean version updates these
parameters after all observations have been re-allocated.
The online version converges much faster than the batch version, especially for large initial
values of σ2. Large values of σ20 lead to completely random clusters for the first iterations of
the algorithm. If these clusters are kept as they are for the allocation of the whole dataset
(batch version), it will take more time to create groups of close observations.
4.2 No-mean algorithm for variable selection
Sometimes we use features that are irrelevant to our clustering task. If we want to cluster a
group of persons randomly sampled from a population into 2 clusters, assuming this will lead
to a group of men and a group of women, the height and weight of a person will have more
impact than his age. For such features, data are indistinguishable and cannot be separated
into different clusters.
The marginal likelihood gives the probability that our dataset is clustered according to a
given partition. The idea behind variable selection for the no-mean algorithm is to compare
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each variable using the marginal likelihood of the current clustering versus the marginal
likelihood when all observations are in the same cluster.
The likelihood without clustering `0 is easy to compute by transposing the result from (4.9)
to a single cluster
`0j =−
n
2
log(2piσ2) +
1
2
log(1− ρ)− y
T
j yj
2σ2
− 1
2
log(1 + (n− 1)ρ)− ρσ2 11 + (nc − 1)ρ
(
n∑
i=1
yi,j
)2 .
(4.20)
This likelihood remains constant through the whole algorithm and only needs to be computed
once at the first iteration.
Computing the whole marginal likelihood for the current partition might be harder as
explained in Section 4.1. The no-mean algorithm only requires to compute a part of it to
get the conditional probability for the Gibbs sampler. However, the change in the likelihood
from moving an observation from one cluster to another is small and even computed during
the sampling step as `(dc0→) and `(d→c1).
Appendix B shows the updated pseudo-code of no-mean to take these changes into ac-
count.
Though, this method showed satisfactory results on simulated toy examples, it did not
perform well on real world datasets. Results of this variant are presented in Chapter 5 and
are discussed in the concluding chapter of this thesis.
4.3 No-mean algorithm for flexible number of clusters
Since the marginal likelihood is a function of the partitioning, there is no indication that
the number of clusters should be fixed to k. Our algorithm could be improved into a no-k-
no-mean algorithm in which an observation can be allocated to a new cluster or a cluster can
be emptied.
When computing the likelihood for each potential cluster, we also compute the likelihood
if the current observation is moved to a cluster of its own and sample the new cluster using the
corresponding probabilities. If an object is already a singleton, we may allow this observation
to merge into another cluster.
This approach tends to separate all observations into their own clusters, which minimizes
the within-cluster variation. This comes from the uniform prior distribution for the grouping
parameter f(d). This assumption is reasonable for a fixed number of clusters when we assume
that all clusters are equiprobable. Consider a company looking for two types of clients in its
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database. They do not care too much if one group is small and the other is big. But if they
try to detect different groups, they are less likely to consider a lot of small groups.
A simple remedy is to consider the prior as a probability mass on the number of clusters
f(‖d‖) = Pr(‖d‖ = k) = f(k), where k is the number of clusters for the partitioning d. The
choice of a correct prior is too vast of a problem to be solved here but this variant shows
that as long as we have a way to efficiently compute the likelihood (i.e. with the same time
complexity as k-means), it opens the way to many applications. Our current suggestion is
a truncated Poisson distribution for f(k) with the mode around k, where k is the assumed
number of clusters if the k-means were to be run.
39
CHAPTER 5
SIMULATION AND APPLICATION
The no-mean algorithm is developed as an alternative to the k-means. This Chapter
presents comparison between these two methods. Section 1 compares both algorithms for
simulated data that fit the prior model of the no-mean context. An application of the no-
mean algorithm on real data is made in Section 2. The variation of the no-mean for variable
selection is tested in simulations in Section 3.
5.1 Simulation
The Bayesian framework relies heavily on the notion of prior distribution. We assume
that the data are distributed according to a model with some knowledge a priori. This
section describes a dataset simulated according to the prior model used for the no-mean. The
performance of the no-mean algorithm is then compared to the k-means and the linearity of
the time complexity of no-mean is tested on this dataset.
5.1.1 Description
Theorem 3 shows that the k-means algorithm is linked to a Gaussian mixture model{
yi|di = c,µc iid∼ Np(µc, σ2Ip×p),
µc
iid∼ Np(0, τ 2Ip×p).
(5.1)
To study the impact of the no-mean algorithm, we decided to simulate data according to
this model:
– k: the number of clusters.
– N : the number of observations per cluster.
– p: the number of variables.
– τ 2: the variance of the simulated cluster centers.
– σ2: the variance of observations within clusters.
We start by sampling k means using µc
iid∼ Np(0, τ 2Ip×p). For each of these clusters, we
sample N observations using yi|µc iid∼ Np(µc, σ2Ip×p). Each simulation is a matrix of n = kN
observations in p dimensions.
In addition to the parameters of the simulation, the no-mean algorithm has its own
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hyperparameters:
– k: the number of clusters to return.
– σ20: the initial within cluster variance.
– τ 20 or ρ0 =
τ20
τ20+σ
2
0
: the other initial variance.
– S: the number of iterations of the algorithm.
– α: the annealing rate.
For the rest of this section, we suppose that the number of clusters for simulation study is
equal to the one that we set for the no-mean algorithm. Our study focuses on the impact of
these parameters on the performance of the no-mean algorithm.
5.1.2 Design of experiments
Experimental design aims at evaluating the impact of various parameters (or factors)
on the outcome of an experiment. For known significant factors, each factor is conside-
red at three levels: low, medium and high, also referred to as a 3k experimental design.
Then all combination of these factors are tested. Let say that we have two factors A and
B and that we denote each level of these factors by -, 0 and +, then we test the result
for {(A−B−), (A−B0), (A−B+), (A0B−), (A0B0), (A0B+), (A+B−), (A+B0), (A+B+)}. In ge-
neral, for k factors, this methods requires 3k tests.
From now on, we remove ambiguity with the notation k of k-means and 3k experimental
design by referring to the number of experiments with n.The goal of this method is to find
the combination of factors that maximizes the outcome. If X1, . . . , Xn are the n considered
factors, we fit the outcome y with a second order polynomial over our 3n observations
y = β0 +
n∑
j=1
βjxj +
n∑
j=1
n∑
j′=1
βj,j′xjxj′ . (5.2)
In our case, Table 5.1 lists the factors and the associated values.
Table 5.1 Experimental design factor values for the no-mean algorithm.
Value
Factor low medium high
σ20 0.01 0.1 1
τ 20 0.1 1 10
S 5 20 35
α 1.2 3.1 5
These values are all symmetric (in log-scale for σ20 and τ
2
0 ), so that they can be scaled
and centered as -1, 0 and +1 for the fitting.
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We simulate a dataset with the parameters presented in Table 5.2.
Table 5.2 Simulation parameters for experimental design of the no-mean algorithm.
Parameter Value
k 50
N 100
σ2 1
τ 2 250
The no-mean algorithm is run twice for each of the 34 = 81 combinations of factors on our
simulated dataset with the same initialization. Since the original clustering is known, we eva-
luate its average performance using both the Rand index, and the within-cluster dissimilarity,
SW in (3.7).
The outcome y in model (5.2) is either the Rand index or the within-cluster dissimilarity.
Higher values of the Rand index and lower values of SW are favorable.
The optimized outcomes are reported in Table 5.3.
Table 5.3 Optimized factors for experimental design.
Factor Within-cluster dissimilarity Rand index
σ20 0.98 high 1.51 high
τ 20 -0.99 low -1.34 low
S 1.03 high 1.23 high
α 0.89 high 1.26 high
Table 5.3 indicates that the no-mean algorithm works better in a high number of iterations
S, a high annealing rate α, a high initial within-cluster variance σ20 and a low initial between-
cluster variation τ 20 . These results are for the most part in agreement with our intuition.
Having such initial variances is equivalent to starting with high temperatures for the simulated
annealing, meaning that observations can easily move between clusters. A large number of
iterations was also expected to have a positive impact, since it allows the algorithm to have
a finer convergence. The surprising outcome in this study is the high value of the annealing
rate. The higher the annealing rate, the faster the algorithm becomes deterministic, with
higher chances of converging to a sub-optimal solution.
A careful study of the results highlights a contrasting conclusion. The no-mean algorithm
performs uniformly well when σ20 = τ
2
0 , regardless of the other parameters, and performs
uniformly worse for all other combinations of factors. Having almost constant results over
different factors means that the results of the optimization are to be considered carefully.
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Further investigation of the impact of hyperparameters, in comparison with k-means and
for different configurations is presented in the next section.
5.1.3 Random Search for Hyperparameter Optimization
The number of factors impacting the performance of the no-mean algorithm is quite
high, both in terms of hyperparameters and the problem parameters. We listed 9 of such
parameters in Section 5.1.1. Doing a full grid-search over these factors in a similar fashion
to the experimental design of Section 5.1.2 would lead to 39 ≈ 20, 000 runs, and only if we
decide to test for three levels.
We opted for a random search optimization (Bergstra and Bengio, 2012) over the following
parameters
– Simulation set up
– k: the number of clusters.
– N : the number of observations per cluster.
– p: the number of variables.
– τ 2: the variance of the simulated cluster centers.
– No-mean algorithm
– σ20: the initial within cluster variance.
– ρ0 =
τ20
τ20+σ
2
0
.
– S: the number of iterations of the algorithm.
– α: the annealing rate.
The number of clusters for the algorithm is the same as the number of clusters in the simula-
tion set up. Since the problem can be scaled, the variance within clusters for the simulation
σ20 was set to 1. For each of the parameters, 3 to 7 possible values were chosen.
For a given dataset and combination of parameters, each algorithm was run 10 times,
with 10 different initial clusters. This process was repeated 430 times, the maximum number
of simulations we could run on our computation system.
Performance of each run is measured by the within-cluster dissimilarity SW and the Rand
index RI. If we denote S
(k)
W , S
(n)
W , S
(0)
W , RI
(k) and RI(n) the performance indicators for k-means
(k), no-mean (n) or the original distribution (0), then S+W =
S
(k)
W −S
(n)
W
S
(0)
W
RI+ = RI(n) −RI(k)
. (5.3)
are two indicators that take positive values when the no-mean algorithm performs better
than the k-means algorithm. S+W takes values between −∞ and +∞ and RI+ between −1
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and +1. The highest the value, the better the performance of no-mean.
For each set of parameters, the indicators are computed using the best and the average
performance of each algorithm over 10 runs. Positive values of the indicators are indicated
by black circles in Figures, negative values are indicated by gray squares.
As an example, Figure 5.1 shows the performance indicators for different values of the
annealing rate α. The worst results for the no-mean algorithm are for α = 1, meaning that
the algorithm does not perform any simulated annealing. This result is coherent with our
expectation since the simulated annealing is what allows the algorithm to converge to an
optimal solution. Removing the annealing step maintains the allocation at a high level of
randomness throughout the process. From now on, we will only consider simulations for
which α > 1, since it is always the case in practice.
Figure 5.1 (with the exception of α = 1) shows that the no-mean algorithm is likely to
produce a better result compared to the k-means. When it happens, the improvement on the
performance is usually more important than when the k-means produces better results.
To assess whether the no-mean algorithm increases the quality of the clustering, we com-
pute the percentage of simulations for which S+W or RI
+ are positive (see Table 5.4). When
only considering the best performance over 10 initializations, the no-mean algorithm outper-
forms k-means about 70% of the time. This number rises to 75% if we consider the average
performance over the 10 initializations. Rerunning the k-means multiple times is a technique
to improve its performance and it makes sense that the increase in performance is smaller
when we consider the best case out of 10.
Table 5.4 Percentage of successful improvement of no-mean.
S+W > 0 RI
+ > 0
Best 71.88% 68.44%
Average 77.19% 74.38%
The k-means is known for performing poorly for high dimensional datasets. The “curse
of dimensionality” (Bellman, 1956) states that for high dimensional problems, the distance
between points tend to be uniformly distributed. It becomes harder to distinguish clusters as
the distance between observations and cluster centers can easily shift in favor of one cluster or
another and fall into a local minimum. Figure 5.2 presents the results for a various number of
dimensions p. These graphs suggest that the no-mean algorithm outperforms k-means more
and more as the number of variables increases.
Cluster separability is another factor of interest. Since all observations within a cluster
are sampled with variance σ2 = 1, we use τ
2p
k
as a measurement of cluster separability. τ 2
is natural as it represents the variance of cluster means. For higher dimensions, these means
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will be naturally pushed further apart from one another, which decreases the probability of
overlapping clusters. On the contrary, a high number of clusters increases this probability.
Figure 5.3 shows the performance indicators for this parameter.
This example highlights the difference between the within-cluster dissimilarity and the
Rand index as the performance indicators. The no-mean seems to largely outperform k-means
in terms of S+W for high separability, although it is not the case when we consider the Rand
index instead. This happens because, for high separability, both algorithm are doing poorly
compared to the true clustering in terms of SW , which amplifies the difference between the
two methods in S+W .
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Figure 5.1 No-mean performance as a function of the annealing rate α
(a) S+W on best performance – (b) S
+
W on average performance
(c) RI+ on best performance – (d) RI+ on average performance.
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Figure 5.2 No-mean performance as a function of the number of dimensions p
(a) S+W on best performance – (b) S
+
W on average performance
(c) RI+ on best performance – (d) RI+ on average performance.
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Figure 5.3 No-mean performance as a function of cluster separability τ
2p
k
(a) S+W on best performance – (b) S
+
W on average performance
(c) RI+ on best performance – (d) RI+ on average performance.
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5.1.4 Time complexity
The time complexity of the k-means in terms of n, k and p has already been assessed
multiple times. Regarding the no-mean algorithm, we established that one iteration of our
implementation has a computational complexity of order O(nkp).
Figure 5.4 shows the computation time for 40 steps of the no-mean algorithm as a func-
tion of n, p and k. We see that the computational time is a linear function of n, p and k,
which confirms the computational complexity of O(nkp). It is worth pointing out that the
relationship between the computation time and p is in fact affine, meaning that doubling
the number of dimensions will not double the computation time, thanks to the efficiency of
column-wise operations in R.
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Figure 5.4 Computation time of the no-mean algorithm for (a) n observations (b) p variables
(c) k clusters.
5.2 Application
5.2.1 Problem description
To evaluate the performance of the no-mean algorithm, we applied it to existing clustering
problems and compared the results with those obtained with the k-means and the k-means++
(see Section 3.2.4). The datasets are those used in Arthur and Vassilvitskii (2007) for the
comparison of the k-means++ initialization technique to the usual k-means.
The first dataset is the Cloud dataset (Bache and Lichman, 2013). The detection and
classification of clouds in satellite images is a key issue in the better understanding of the
climatic impact of the atmospheric cloud layer. The observations are super-pixels of 16×16,
extracted from a 512×512 pixels satellite image in visible light and infrared. The dataset
consists in 1024 of these super-pixels from which 10 features are extracted:
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– Visible light: mean, maximum, minimum, average, contrast, entropy, second angular
momentum.
– Infrared intensity of the image: mean, max, min.
The second dataset is the first 10% of the KDD Cup 1999 Intrusion Dataset (Bache
and Lichman, 2013). Classification of computer networks attacks helps preventing further
intrusions and detecting suspicious behaviors. The observations are simulated connections to
a military network environment (for a total of 949021 observations). Each observation has 34
features, such as the number of attempts, the length of the connection or the transmission
error rate.
For these two datasets, all three methods are run 20 times each for k = 10, k = 25 and
k = 50 on the standardized cloud dataset (as in the original study) and on the centered
intrusion dataset. For each trial, the k-means and the no-mean use the same initialization.
Performance is measured by the average and the best within-cluster dissimilarity SW for each
technique.
5.2.2 Data summary
Figure 5.5 shows the scatterplot for the cloud dataset. This dataset presents two charac-
teristics:
– Variables 4 to 7 are strongly correlated.
– Apart for V1 and V6, no clear clusters seem to arise from this scatterplot.
The box-plots in Figure 5.6 represents the centered observations of the intrusion dataset
without outliers. Figure (a) shows the different scales and Figure (b) the shift induced by
outliers. Variables 2, 16, 17 and 26 have larger scales than the other parameters, making it
harder to fit to our Bayesian model (3.24). When taking out the outliers, most observations
are not centered around 0. This induces some issues since being an outlier for one parameter
can force one observation out of what would otherwise be a good cluster.
50
Figure 5.5 Scatterplot matrix for the cloud dataset.
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Figure 5.6 Box-plots for the intrusion dataset: (a) Full dataset (without outliers) (b) Zoomed
in.
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5.2.3 Results
The no-mean algorithm shows substantial improvements compared to both k-means and
k-means++ on the Cloud dataset (see Table 5.5). Both the average and the best performance
are increased when using no-mean, and more drastically as the number of clusters increases,
up to 7 times for k = 50.
Table 5.5 Experimental results on the Cloud dataset.
Average SW Best SW
k k-means k-means++ no-mean k-means k-means++ no-mean
10 1555.8 (±13.4) 1554.3 (±14.6) 1543.7 (±12.0) 1503.7 1503.2 1503.1
25 912.74 (±12.5) 876.76 (±21.9) 363.20 (±18.5) 886.14 821.55 286.83
50 619.52 (±14.2) 555.77(±10.7) 119.88 (±14.6) 556.22 530.28 81.75
Regarding the intrusion dataset (see Table 5.6), the no-mean algorithm is able to out-
perform the other techniques for k = 25 or k = 50 but only for its best performance. The
size of the dataset and the large number of duplicates (about two thirds of the dataset are
duplicates) make it harder for the no-mean algorithm to converge. This factors combined to
the fact that outliers have a lot of impact on the parameters distribution (see Section 5.2.2)
do not provide the best conditions for both the k-means and the no-mean algorithm.
Table 5.6 Experimental results on the Intrusion dataset.
Average SW (×1013) Best SW (×1013)
k k-means k-means++ no-mean k-means k-means++ no-mean
10 16.0 (±0.37) 5.75 (±2.51) 46700 (±0.08) 12.5 1.49 46700
25 15.2 (±0.002) 0.506 (±0.04) 28000 (±10270) 15.2 0.351 0.018
50 10.8 (±3.00) 0.221 (±0.06) 14000 (±9600) 0.59 0.076 0.002
5.3 Variable Selection
5.3.1 Description
One dataset is simulated according to the following protocol:
– The data is clustered into 4 distinct clusters in the first two dimensions centered around
(−5, 0), (5, 0), (0,−5) and (0, 5), see Figure 5.7 (a).
– The other two dimensions consist in random gaussian noise, see Figure 5.7 (b).
The first simulation compares the log-likelihood (4.9) for each variable in different situa-
tions:
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Figure 5.7 Simulation: (a) Data in clustered dimensions (b) Data in random dimensions.
– With the true clustering (True d).
– With a random clustering (Random d).
– With each observation in its own cluster (di = i).
– With all observations in one cluster (di = 1,∀i).
The second simulation runs the no-mean algorithm for variable selection on the same
dataset.
5.3.2 Likelihood comparison
The results for the log-likelihood are presented in Table 5.7.
Table 5.7 Likelihood for variable selection.
`1(d) `2(d) `3(d) `4(d)
True d -81.53 -76.60 -41.69 -41.72
Random d -309.30 -275.93 -41.50 -41.53
di = i -190.91 -170.85 -50.69 -50.72
di = 1 -318.80 -279.00 -38.76 -38.80
In our model of variable selection (see Section 4.2), a feature is important if the likelihood
for the current clustering is higher than the likelihood without any clustering (di = 1,∀i).
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Our simulation confirms this result. For variables 1 and 2, the log-likelihood for all grou-
pings is always greater than the log-likelihood without clustering. For variables 3 and 4, the
likelihood without clustering is always greater than other groupings. These results confirm
that variables 1 and 2 are useful for clustering and variables 3 and 4 are irrelevant to the
clustering problem.
5.3.3 No-mean for variable selection
The no-mean algorithm for variable selection presented in Appendix B is run on the
dataset in Figure 5.7. The algorithm converges to the true clustering and selects the first two
variables, matching the expected result.
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CHAPTER 6
CONCLUSION
As a rising field in machine learning and data analysis, data clustering has seen a lot of
improvements in the last decades. New algorithms have brought shorter computation time
or better performance but often at the cost of a trade-off between these two. We proposed
the no-mean algorithm, a variant of the k-means algorithm, with better clustering behaviour
while keeping the same time complexity.
6.1 Summary
The k-means is known for being one of the fastest clustering algorithm. The computational
complexity of one of its iteration is linear with respect to the number of observations, clusters,
and features.
The main drawback of the k-means is its convergence to non optimal solutions. Depending
on the initial centers, the k-means may not converge to the best grouping, in terms of minimal
within-cluster dissimilarity.
We showed that the k-means is a degenerate case of some probabilistic models. Mixture
models and Bayesian clustering also aim to minimize the within-cluster dissimilarity and
their respective solutions, the EM algorithm and the Gibbs sampler, behave similar to the
k-means when the scale parameter of the mixing distribution tend to zero.
On this basis, we implemented our own version of the Bayesian clustering Gibbs sampler
with simulated annealing, the no-mean algorithm. We assume a Gaussian prior distribution on
the cluster centers and integrate the marginal likelihood over the centers distribution. Using
the posterior, the Gibbs sampler is applied directly on the cluster labels without computing
the mean at each iteration.
Gibbs sampling ensures convergence to the optimal clustering, for a logarithmic rate
of simulated annealing. Therefore, from theoretical perspective, the no-mean algorithm is
superior to the k-means. In practice, the logarithmic rate is too slow if one wants to converge
in a number of steps comparable with the k-means. We observed that exponential rates
provide satisfactory results both in simulations and in applications.
Our main innovation is the implementation of the Gibbs sampler with the same complexity
as the k-means. Both algorithms computation times scale linearly with the parameters.
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6.2 Limitations
For large or complex datasets, an exponential rate of simulated annealing greatly increases
the chances of converging to a local optimum. We also saw that using such rate does not
ensure reasonable convergence rates, see Table 5.6.
Even if we could afford a logarithmic rate of simulated annealing, the result would only
be optimal with respect to the assumed statistical model. If the data do not fit this model,
as seen with the intrusion dataset, there is no guaranty that the no-mean algorithm performs
well. However, since our distributional assumption mimics the k-means, we may claim that
the performance of the no-mean will still be an improvement compared with the k-means.
6.3 Future prospects
Our results show the potential of our algorithm for variable selection in clustering. Our
model is still limited in the sense that our algorithm usually considers variables as irrelevant
unless clusters are clearly separated. Applied to real datasets, the algorithm often selects no
variable at all. Further studies are required to tackle this problem.
The other variation of the no-mean algorithm for the selection of the number of clusters
is another interesting lead. The choice of an appropriate prior distribution over the potential
groupings is a key issue, but not the only one. Sampling multiple data points into a new
cluster at once or splitting/merging existing clusters could also be considered in our Bayesian
framework to develop a new version of the no-k-no-mean algorithm.
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APPENDIX A
R implementation of the no-mean algorithm
# i in 1:n the number of samples
# j in 1:p the number of variables
# c in 1:k the number of clusters
# Y[i,j]: the data
# B[c,j]: the sum of data in cluster c for variable j
# B[c,]: the vectors of sums of data in cluster c for all variables
# d[i]: assigned cluster of sample i
# nC[c]: the number of samples in cluster c
# sigmaSquare: within cluster dispersion
# rho = tauSquare / (tauSquare + sigmaSquare): percentage of total
## dispersion explained by cluster dispersion
noMeans <- function(n, p, k, Y, sigmaSquare, rho, numberOfSteps,
annealingRate, setInitial = FALSE, initialD = c()){
Y = as.matrix(Y,ncol=p);
if(setInitial){
d = initialD;
nC = vector(mode="double", length=k);
for(c in 1:k)
nC[c] = length(which(d==c));
} else {
d = sample(rep(1:k,length.out=n));
nC = rep(n%/%k,k);
if(n%%k>0)
nC[1:(n%%k)] = n%/%k+1;
}
B = matrix(nrow=k,ncol=p);
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for(c in 1:k)
B[c,] = apply(as.matrix(Y[which(d==c),]),2,sum);
for(steps in 1:numberOfSteps){
for(i in 1:n){
c0 = d[i];
l = vector(mode="double", length=k);
myProb = vector(mode="double", length=k);
# This compute the difference between the initial log-likelihood L[c0]
# and the log-likelihood when the sample Y[i,] is moved from cluster c0
# to the cluster c
if(nC[c0] > 1){
for(c in 1:k){
if(c!=c0){
l[c] = p/2*log((1+(nC[c]-1)*rho)/(1+nC[c]*rho)) +
rho/(2*sigmaSquare)*(sum((B[c,]+Y[i,])^2)/(1+nC[c]*rho) -
sum(B[c,]^2)/(1+(nC[c]-1)*rho));
}
else{
l[c] = -p/2*log((1+(nC[c]-1)*rho)/(1+(nC[c]-2)*rho)) -
rho/(2*sigmaSquare)*(sum((B[c,]-Y[i,])^2)/(1+(nC[c]-2)*rho) -
sum(B[c,]^2)/(1+(nC[c]-1)*rho));
}
}
# Avoid null values of the normalization parameter
# by multiplying by exp(-max(L))
myMax = max(l);
myNorm = sum(exp(l - myMax));
myProb = exp(l - myMax)/myNorm;
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# Sample the new cluster for this sample
sampleD = sample(x = 1:k, size = 1, prob = myProb);
# Update the information
d[i] = sampleD;
B[c0,] = B[c0,] - Y[i,];
B[sampleD,] = B[sampleD,] + Y[i,];
nC[c0] = nC[c0] - 1;
nC[sampleD] = nC[sampleD] + 1;
}
}
sigmaSquare = sigmaSquare / annealingRate;
alpha = (1/annealingRate)^2;
# Update rho considering tauSquare = annealingRate*tauSquare
rho = rho / (alpha + (1-alpha)*rho);
}
return(d);
}
65
APPENDIX B
Pseudo-code of the no-mean algorithm for variable selection
1: Initialize clusters;
2: selectedVariables = 1 : p;
3: for j in 1 : p do
4: Compute l0[j];
5: Compute l[j] with the initial clusters;
6: end for
7: for iter in 1 : numberOfIterations do
8: for i in permutation(N) do
9: for c = 1 to K do
10: for j in 1 : p do
11: Compute ∆l[c, j];
12: end for
13: ∆l[c] = 0
14: for j in selectedVariables do
15: ∆l[c] = ∆l[c] + ∆l[c, j];
16: end for
17: prob[c] = P (d[i] = c) ∝ ∆l[c];
18: end for
19: cluster[i] = c with probability prob[c];
20: for j in 1 : p do
21: l[j] = l[j] + ∆l[cluster[i], j];
22: end for
23: end for
24: for j in 1 : p do
25: if l[j] > l0[j] then
26: Add j to selectedVariables;
27: else
28: Remove j from selectedVariables;
29: end if
30: end for
31: sigmaSquare = sigmaSquare/alpha;
32: tauSquare = alpha ∗ tauSquare;
33: end for
Algorithm 3 No-mean for variable selection
