Abstract. Let (M, g) be a Riemannian compact n-manifold. We know that for any ε > 0, there exists C ε > 0 such that for any
Introduction
Let (M, g) be a smooth compact Riemannian n-manifold, n ≥ 2. For 1 ≤ p ≤ n, we let H . The study of best constants in this inequality amounts to detecting the smallest A and B such that the inequality holds for any u ∈ H p 1 (M ). Priority is given to the former constant A because of applications, in particular applications to prescribed scalar curvature problems. The first question is: what is the precise value of the former best constant, namely, what is the value of α p = inf A p , where
The next questions are: is A p a closed set (in other words, is α p reached); can one compute or estimate the latter best constant (the smallest B possible with A = α p ); and finally, under which conditions do functions exist that render (I p ) an equality? All these questions as well as applications have been widely studied, and complete or partial answers have been given. We refer, among many others, to the works of Aubin, Bandle, Djadli, Druet, Hebey, Vaugon [1] , [3] [5, 6] [9], [10] , [11] , [12] [13] , [15] , [16] , [17] , [18] .
In the borderline case where p = n, H for any u ∈ H n 1 (M ) satisfying M udv g = 0. When considering this new problem, which we call the exceptional case, we can ask once again the same questions regarding the best constants, this time giving priority to µ. In contrast to the classical case, the study of the exceptional case hasn't gone further than the study of the first best constant. Cherrier [8] proved that for any ε > 0, there exists A ε , B ε such that for any
and that µ n = (n − 1)
n−1 is the smallest possible µ such that the inequality remains true for any u ∈ H n 1 (M ). Aubin [2] proved that for any ε > 0, there exists C ε such that
with the same µ n as above, and µ n is the smallest constant possible such that the inequality holds for any u ∈ H n 1 (M ) with M udv g = 0. In fact, (2) implies a stronger version of (1): for any ε, ε , there exists C ε,ε > 0 such that for any
The precise value of the first best constant in the exceptional case of Sobolev inequalities appears directly in results on the existence of nontrivial solutions of nonlinear PDE's of the following type:
where ∆ n u = −div(|∇u| n−2 ∇u), a ∈ R and f is a smooth function. Until now, the question regarding the existence of a second best constant (precisely, is it possible to take ε = 0 in (1) or (2) and still have a finite A ε , B ε or C ε ), has only been studied in very specific cases. Cherrier [8] proved that when n = 2, µ 2 is reached in (1). Aubin [2] proved that on the sphere S n the first best constant is reached. Recently, the author gave an answer for compact locally conformaly flat manifolds [15] . In this paper, we give a complete answer to this question.
We prove the theorem In order to prove the theorem, we need to prove a weaker result first.
is the volume of the standard unit sphere S n−1 . Furthermore, µ n is the smallest constant such that the above inequality remains true for any u ∈ H n 1 (M ). 1.1. A word on the proofs of this paper: concentration phenomena applied to the study of optimal constants. The proof of the proposition is by contradiction: if the best constant is not reached, we can build a family of functions (u α ) α>0 that verify what we call a concentration phenomenon. Examples of concentration phenomena applied to optimal constants problems can be found in [10] , [12] , [14] . The study of this concentration phenomenon leads to the desired contradiction.
The idea is that functions concentrating around a point could be seen as functions with a compact support on a Euclidean ball. However, they do not have a compact support indeed, and the ball is not Euclidean! The first difficulty is to prove that outside of a concentration ball, the functions converge well enough to zero. It is even more difficult to overcome the fact that the ball is not Euclidean, and this is where the main problems are. To get rid of the "perturbations" brought by the metric, we have to prove a fundamental inequality on the u α .
We divide the proof into several steps. The convergence outside the concentration ball is studied in Steps 1 to 3. The proof of the fundamental inequality that we need will take Steps 4 to 6, and will use a powerful tool: a blow up argument to watch precisely the behaviour of the functions u α . Steps 5 and 6 are dedicated to proofs of subtle bounds on the functions. This part is where all the main new technical as well as conceptual ideas appear, in regard to the classical case. The rest of the proof rests upon the results we have on R n . The proof of the main Theorem uses the result established in the Proposition. We denote for any p, q
We recall some standard results. For any p ≥ 1 we have the compact embedding H n 1 ⊂ L p , which gives a "classical" Sobolev inequality: for any p > q ≥ 1, for any ε > 0, there exists C ε > 0 such that for any
As stated in the introduction, the application H (2) and (3) are associated to this embedding.
In the case of a Euclidean ball B, we know from [8] that it is possible to take ε = 0 and keep C ε > 0 finite, i.e. for any
where dξ is the Euclidean element of volume.
For short we set, for any u ∈ H Proof. Testing Φ = 1 in (7) gives
Inequalities (4) and (11) give
dv g ≤ C for any p ≥ 1. Inequality (10) follows.
We now claim that for any p < n, there exists C such that
Hence Hölder inequality and inequalities (10) and (11) give (12).
We now prove two results in a general form.
Let Ω be an open subset of M such that
for any p > 0. In order to prove (14) 
, where a ∈ R, a > 0 and η is a C ∞ cut off function of Ω , i.e. η = 1 on Ω , η = 0 on M \ Ω and 0 ≤ η ≤ 1. We get
By Hölder's inequality and assumption (13)
Hence,
We bound the first term on the right hand side:
For the second term on the right hand side, we have that, for any ε > 0
Hence, combining (17) , (18) , (19) in (16) 
Therefore, by (20) and (21) (
We choose a and ε such that 1 − C/a − 2ε > 0, and by (10) and the construction of η, inequality (14) follows. We now prove (15) . We choose Ω ⊂ Ω such that Ω |∇u α | n dv g ≤ C (this is possible according to (14) ) and Ω ⊂ Ω . By (3) we get, for a cut off function η of Ω , for any p ≥ 0
Step 2. We start with a definition.
Definition (Concentration point).
A point x 0 is called a concentration point of (u α ) α>0 if for any δ > 0 lim α→+∞
Since M is compact there exists at least one point of concentration of (u α ) α>0 . Let x 0 be a concentration point. We claim that lim α→+∞
Proof. We proceed by contradiction: assume that lim α→+∞
We then get, by (15) ,
which contradicts the fact that x 0 is a concentration point. As a consequence, we can extract a subsequence of (u α ) still denoted (u α ) such that
and for that subsequence, there is one and only one concentration point. A direct consequence is that
In what follows, we consider a subsequence (u α ) for which there is only one concentration point.
Step 3. We claim that, for any compact (15) and (22) we have for any p ≥ 1
. From (7) we deduce that u α is a weak solution of
e u α dv g we get the equation
as α → ∞, and u α ≥ 0, we then have weakly
The conclusion then follows directly from an argument of Serrin [20] (see also Trudinger [22] or Véron [23] ).
Step 4. We now state the fundamental inequality of our proof. There exists C such that for any α, for any
where x α is such that u α (x α ) = ||u α || ∞ , and d g (·, ·) is the Riemannian distance. We note that according to Step 3, x α goes to x 0 as α → +∞. The proof of this inequality will take several steps. In this section we "set the scene" for the proof.
We proceed by contradiction. Let
If (23) 
By
Step 3, (24) and since x α → x 0 , we get that d g (x α , y α ) → 0 when α → +∞, which gives that k α → +∞. We also consider the metrics g α = exp *
According to (24),
We have
Going back to (E α ) we get that t α is a weak solution of
We set f α = e t α and we get
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Step 5. We claim that
for a set R < 1. For that purpose, we show that there exists r < 1 and γ > 0 such that
This implies (26). Indeed
f α dvḡ α and we can set r and R such that
We do a blow up argument of the coefficient
We keep the same maps (exp 
we get that k α → +∞ when α → +∞. For this new blow up, we consider the metrics
and the functionsv α =ū α − u α (x α ) (ū α as in point 4). We note thatv α (x α ) = 0. Thenv α is a weak solution of
We set w α = ev α and we get w α (x α ) = 1, 0 < w α ≤ 1 and
On one hand, we have (28)
On the other hand, we get, the same way,
with f α and k α as in Step 4. But
.
is true for α big enough according to (24). Hence, k α > k α , which gives B x α (rk 
We test Φ = η n w n α , where η is a C ∞ (B α ) cut off function of Bx α (r/2), η = 1 on Bx α (r/2) and η = 0 on B α \ Bx α (r) (since Bx α (r/2) depends on α, our cut off function should depend on α, but it does not affect the boundaries we make, so we still denote it η). We get
On the other hand, since w α ≤ 1 Since for any p ≥ 1, with the compact embeding H
As shown by Serrin [20] , we get that w α → 0 in L ∞ (Bx α (r/2)), which is absurd since w α (x α ) = 1. Hence our initial assumption must be false, and
We now claim that Bx α (r) w α dvḡ α > γ. With the same η, we still have
For any ε > 0 there exists C ε > 0 such that
and since w α ≤ 1, and by definition of η,
Hence for a small ε we get
We've already proved that
Going back to what we said at the beginning of Step 5, we have proved that
Step 6. We now prove that there exists δ > 0
With the same notations as in Step 4
Step 5 we know
with (26).
In (8) Together with (26), and with the same calculations as in the proof of (14) we find
In (7) we test Φ = η n α e δu α which gives (33)
where
and all constants C are positive and independent of α and δ. We compute (34) in (33), and since M u
Choosing ε 1 , ε 2 , ε 3 small enough regarding δ we get
We compute (36) in (32) and with δ small enough we get
Together with (31)
On one hand, recalling that |∇η α | ≤ Ck α , and
On the other hand, since for any
Choosing p such that pδ = 1, with the fact that the ball has a radius that goes to 0 when α → +∞, we finally get, getting back to (37)
Inequality (30) is proven.
Step 7. We are (finally!) ready to prove inequality (23) . We recall that we proceeded by contradiction. We get our result by proving that f α is bounded in L ∞ (Bȳ α (R/2)), when by construction (Step 4), f α (ȳ α ) → ∞ when α → ∞.
In order to bound f α from above, we mainly use Moser's iteration methods, and it is inequality (30) that allows us to "begin" this iteration.
We recall that f α is a weak solution of (E α ) nµ n ∆ n,ḡ α f α + (n − 1)nµ n |∇f α | + C ≤ C.
Step 9. We now get to our final argument. We extend the metric g in x α and we get This inequality is sufficient to get the contradiction, as shown in [15] . For completeness, we reproduce it here.
By definition of a concentration point and in view of (14) , this implies that
With p = n 3 /(n 2 − n − 1) we get
Using once again the fact that on Ω, |u α | ≤ 1, we get that M u n α dv g ≤ C, which contradicts ( ). The theorem is proved.
