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Endre Csa´ki∗ Anto´nia Fo¨ldes† Pa´l Re´ve´sz∗ Jay Rosen‡ Zhan Shi
Abstract
We study the occupation measure of various sets for a symmetric transient random walk
in Zd with finite variances. Let µXn (A) denote the occupation time of the set A up to time
n. It is shown that sup
x∈Zd
µX
n
(x+A)/ logn tends to a finite limit as n→∞. The limit is
expressed in terms of the largest eigenvalue of a matrix involving the Green’s function of X
restricted to the set A. Some examples are discussed and the connection to similar results
for Brownian motion is given.
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1 Introduction
Let Xn, n = 0, 1, . . . be a symmetric transient random walk in Z
d (d ≥ 3). We will always
assume that Xn, n = 0, 1, . . . is not supported on any subgroup strictly smaller than Z
d. We
denote by µXn its occupation measure:
µXn (A) =
n∑
j=0
1A(Xj)
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for all sets A ⊆ Zd. Let qn(x) = P(Xn = x). As usual, we let
G(x) =
∞∑
k=0
qk(x) (1.1)
denote the Green’s function for {Xn}. For any finite A ⊆ Zd let ΛA denote the largest eigenvalue
of the |A| × |A| matrix
GA(x, y) = G(x− y), x, y ∈ A. (1.2)
Theorem 1.1 If X has finite second moments then
lim
n→∞
sup
x∈Zd
µXn (x+A)
log n
= −1/ log(1 − 1/ΛA) a.s. (1.3)
and
lim
n→∞
sup
0≤m≤n
µXn (Xm +A)
log n
= −1/ log(1− 1/ΛA) a.s. (1.4)
For our first example, when A = {0}, ΛA = G(0) = 1/γd, where γd is the probability of
no-return to the origin, and in the case of the simple random walk we recover Theorem 13 of
[3].
Here are some other examples. Set ty = P(Ty <∞), where Ty := inf{s > 0 : Xs = y}. Let
S(0, 1) = {e1, . . . , ed,−e1, . . . ,−ed}, B(0, 1) = {0} ∪S(0, 1), be the (Euclidean) sphere and ball
in Zd of radius 1 centered at the origin.
Theorem 1.2 If X has finite second moments, then for any 0 6= y ∈ Zd
lim
n→∞
sup
x∈Zd
µXn (x+ {0, y})
log n
= −1/ log(1− γd/(1 + ty)) a.s. (1.5)
For the simple random walk
lim
n→∞
sup
x∈Zd
µXn (x+ S(0, 1))
log n
= −1/ log (1− γd/2d(1 − γd)) a.s. (1.6)
and
lim
n→∞
sup
x∈Zd
µXn (x+B(0, 1))
log n
= −1/ log
(
p+
√
p2 + 2/d
2
)
a.s. (1.7)
where p = 1− 1/2d(1 − γd).
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Corollary 1.3 If X has finite second moments, then for any fixed K > 0
lim
n→∞
maxx,y∈Zd:|x−y|≤K(µ
X
n ({x, y})
log n
< −2/ log(1− γd) a.s.
Since the constant for one-point set in Theorem 1.1 is −1/ log(1−γd), this corollary expresses
the fact that any two points with individual occupation measures up to time n, both close to the
maximum, should be at a distance larger than any constant K > 0. In particular, a neighbor
of a maximally visited point is not maximally visited.
Let Wt denote Brownian motion in IR
d, d ≥ 3. We denote by νWT its occupation measure:
νWT (A) =
∫ T
0
1A(Wt) dt
for all Borel sets A ⊆ IRd. Let K ⊆ IRd be a fixed compact neighborhood of the origin which
is the closure of its interior and set K(x, r) = x+ rK.
As usual, we let
u0(x) =
cd
|x|d−2 (1.8)
denote the 0-potential density for {Wt}, where cd = 2−1π−d/2Γ(d2 − 1). Let Λ0K denote the
norm of
RKf(x) =
∫
K
u0(x− y)f(y) dy
considered as an operator from L2 (K, dx) to itself. If B(x, r) denotes the Euclidean ball in Rd
of radius r centered at x, it is known, [1], that Λ0B(0,1) = 2r
−2
d where rd is the smallest positive
root of the Bessel function Jd/2−2.
We mention that it can be shown, at least for K convex, that for any S ∈ (0,∞) and any
T ∈ (0,∞],
lim
ǫ→0
sup
|x|≤S
νT (K(x, ǫ))
ǫ2| log ǫ| = 2Λ
0
K a.s. (1.9)
and
lim
ǫ→0
sup
0≤t≤T
νT (K(Wt, ǫ))
ǫ2| log ǫ| = 2Λ
0
K a.s. (1.10)
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(These results are mentioned for motivation. They are not used in the rest of the paper).
For any x ∈ Rd and ǫ > 0, let eǫ(x) = x+[0, ǫ]d, the cube of edgelength ǫ with ‘lower’ corner
at x. Set
Lǫ(K) = {x ∈ ǫZd | eǫ(x) ⊆ K}, and Cǫ(K) =
⋃
x∈Lǫ(K)
eǫ(x) (1.11)
and assume that
lim
ǫ→0
λd(Cǫ(K)) = λd(K) (1.12)
where λd denotes Lebesgue measure.
Note that ǫ−1Lǫ(K) ⊆ Zd.
Theorem 1.4 Assume that X1 has d−1 moments and covariance matrix equal to the identity.
Then
lim
ǫ→0
ǫ2Λǫ−1Lǫ(K) = Λ
0
K (1.13)
and consequently
− lim
ǫ→0
ǫ2/ log(1− 1/Λǫ−1Lǫ(K)) = Λ0K . (1.14)
Section 2 states and proves the crucial Localization Lemma 2.2. Theorem 1.1 is proven in
section 3, Theorem 1.2 and Corollary 1.3 are proven in section 4, and Theorem 1.4 is proven in
section 5.
2 Localization for random walk occupation measures
We start by providing a convenient representation of the law of the total occupation measure
µX∞ (A). This representation is the counterpart of the Ciesielski-Taylor representation for the
total occupation measure of spatial Brownian motion in [1, Theorem 1].
Let (f, g)A =
∑
x∈A f(x)g(x), and let δ0(x) be the function on A defined by δ0(x) =
δ(0, x), x ∈ A.
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Lemma 2.1 Let {Xn} be a symmetric transient random walk in Zd, and let A be a finite set
in Zd which contains the origin. Then,
P
(
µX∞(A) > u
)
=
∑
j
hj
(
λj − 1
λj
)u
u = 0, 1, . . . , (2.1)
where λ1 > λ2 ≥ · · · ≥ λ|A| ≥ 1/2 are the eigenvalues of the symmetric matrix GA with the
corresponding orthonormal eigenvectors φj(y), hj := (1, φj)Aφj(0).
Proof of Lemma 2.1: Let J = µX∞(A) and set G¯(x−y) =
∑∞
k=1 qk(x−y) = G(x−y)−q0(x−y).
Note that for any m,
IE (Jm) = IE
({
∞∑
i=0
1A(Xi)
}m)
=
∞∑
i1,...,im=0
IE
 m∏
j=1
1A(Xij )

=
m∑
k=1
∑
c1,...,ck∈[1,m]
c1+···+ck=m
(
m
c1, . . . , ck
)∑
Ak
∑
0≤n1<···<nk<∞
k∏
j=1
qnj−nj−1(xj − xj−1). (2.2)
Here, k is the number of distinct indices n1 < · · · < nk among the indices i1, . . . , im and cl is
the number of times that nl appears, i.e. cl = #{j; 1 ≤ j ≤ m, ij = nl}. The factor
( m
c1,...,ck
)
is the number of ways to assign the value nl to cl of the indices i1, . . . , im, for each 1 ≤ l ≤ k.
Also, we have that
∑
Ak
∑
0≤n1<···<nk<∞
k∏
j=1
qnj−nj−1(xj − xj−1) =
∑
Ak
G(x1)
k∏
j=2
G¯(xj − xj−1) (2.3)
= (1, G¯k−1A GAδ0)A.
Hence (we justify the computations shortly)
IE
(
eζJ
)
= 1 +
∞∑
m=1
ζm
m!
m∑
k=1
∑
c1,...,ck∈[1,m]
c1+···+ck=m
(
m
c1, . . . , ck
)
(1, G¯k−1A GAδ0)A (2.4)
= 1 +
∞∑
k=1
∞∑
m=k
∑
c1,...,ck∈[1,m]
c1+···+ck=m
k∏
j=1
ζcj
cj !
(1, G¯k−1A GAδ0)A
5
= 1 +
∞∑
k=1
(eζ − 1)k(1, G¯k−1A GAδ0)A
GA is a symmetric matrix. Let ψ(p) denote the characteristic function of X1. Then ψ(p)
is real and |ψ(p)| ≤ 1. Thus 0 ≤ 1 − ψ(p) ≤ 2, or equivalently 11−ψ(p) ≥ 12 . Hence, using
the Fourier transform representation G(x − y) = ∫ ei((x−y)·p)(1 − ψ(p))−1 dp we can see that∑
x,y∈AGA(x, y)axay ≥ 12
∑
x∈A a
2
x for any {ax ∈ R1;x ∈ A}. By the standard theory for
symmetric matrices, GA has all eigenvalues ≥ 1/2, and the corresponding eigenvectors of GA,
denoted {φj} form an orthonormal basis of L2 (A) (see [7, Theorems VI.15, VI.16]). Moreover,
since the entries of GA are strictly positive, by the Perron-Frobenius Theorem, see [8, Theorem
XIII.43], the eigenspace corresponding to ΛA = λ1 is one dimensional, and we may and shall
choose φ1 such that φ1(y) > 0 for all y ∈ A.
Thus we can write (2.4) as
IE
(
eζJ
)
= 1 +
∞∑
k=1
(eζ − 1)k(1, G¯k−1A GAδ0)A (2.5)
= 1 +
|A|∑
j=1
(1, φj)A(φj , δ0)A
∞∑
k=1
(eζ − 1)k(λj − 1)k−1λj
= 1 +
|A|∑
j=1
hj(e
ζ − 1)λj
∞∑
k=1
(eζ − 1)k−1(λj − 1)k−1
where hj = (1, φj)A(φj , δ0)A. It is now easy to see that we can justify the derivation of (2.4)
and (2.5) if
|(eζ − 1)(λj − 1)| < 1, ∀j. (2.6)
In that case we can write (2.5) as
IE
(
eζJ
)
= 1 +
∑
j
hj
(eζ − 1)λj
1− (eζ − 1)(λj − 1) . (2.7)
Since
∑|A|
j=1 hj =
∑|A|
j=1(1, φj)A(φj , δ0)A = (1, δ0)A = 1 we have that
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IE
(
eζJ
)
=
∑
j
hj
eζ
1− (eζ − 1)(λj − 1) . (2.8)
Let fj = 1− 1/λj = (λj − 1)/λj . A straightforward calculation shows that
eζ(1− fj)
1− eγfj =
eζ
1− (eζ − 1)(λj − 1) (2.9)
so that
IE
(
eζJ
)
=
∑
j
hj
eζ(1− fj)
1− eζfj . (2.10)
Note that since all λj ≥ 1/2 we have |fj| ≤ 1. We can always choose ζ so that addition to
(2.6) we also have
|eζ | < 1. (2.11)
Then we can write
eζ(1− fj)
1− eζfj = e
ζ(1− fj)
∞∑
k=0
ekζfkj . (2.12)
Hence
∞∑
k=1
ekζP (J = k) = IE
(
eζJ
)
=
∑
j
hj(1− fj)
∞∑
k=1
ekζfk−1j . (2.13)
We can choose ζ0 < 0 so that (2.6) and (2.11) hold. Furthermore, both sides of (2.13) are
analytic functions of ζ in some neighborhood of ζ0 + iR
1 and agree for ζ0 + iy when y is small.
This is enough to allow us to conclude that
P (J = k) =
∑
j
hj(1− fj)fk−1j , k = 1, 2, . . . . (2.14)
Hence
P (J > u) =
∑
j
hjf
u
j u = 0, 1, . . . (2.15)
This completes the proof of (2.1). ✷
With the aid of (2.1) we next provide a localization result for the occupation measure of
{Xn}.
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Lemma 2.2 (The Localization Lemma) Let {Xn} be a symmetric transient random walk
in Zd with finite second moments, and let A be a finite set in Zd. Set θ∗ = log(ΛA/(ΛA − 1)).
Then for some c1 <∞, n ≥ u6, and all u > 0 sufficiently large
c−11 e
−θ∗u ≤ P
(
µXn (A) ≥ u
)
≤ P
(
µX∞ (A) ≥ u
)
≤ c1e−θ∗u. (2.16)
Proof of Lemma 2.2: Let Jn := µXn (A). Assume first that A contains the origin. The domi-
nant terms in (2.15) correspond to the fj’s with largest absolute value. But since P (J > u) ≥ 0
and monotone decreasing it is clear that these dominant terms must in addition be those which
correspond to positive fj’s. Thus the fj’s with largest absolute value are positive, i.e. corre-
spond to λj ’s which are greater than 1. Recall that φ1 is a strictly positive function on A, hence
in (2.15) we have h1 > 0. Since (x − 1)/x = 1− 1/x is strictly monotone increasing on (1,∞)
we conclude that the dominant term in (2.15) is precisely the single term corresponding to the
largest eigenvalue λ1 = ΛA. Hence
P (J > u) ∼ h1fu1 = h1
(
ΛA − 1
ΛA
)u
= h1e
−u log(ΛA/(ΛA−1)) (2.17)
implying that
lim
u→∞
P(J∞ > u)eθ∗u = h1 ∈ (0,∞) (2.18)
out of which the upper bound of (2.16) immediately follows.
Turning to prove the corresponding lower bound, let τz := inf{s : |Xs| > z}, and note that
P(τz > n) ≤ c1 exp(−c2nz−2). (2.19)
Here is a simple proof:
P (τz > n) = P (|Xk| ≤ z ; 1 ≤ k ≤ n)
≤ P
(
|Xlz2 | ≤ z ; 1 ≤ l ≤ nz−2
)
≤ P
(
|Xlz2 −X(l−1)z2 | ≤ 2z ; 1 ≤ l ≤ nz−2
)
≤
[nz−2]∏
l=1
P
(
|Xlz2 −X(l−1)z2 | ≤ 2z
)
= (P (|Xz2 | ≤ 2z))[nz
−2] ≤ e−c2[nz−2]. (2.20)
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Hence
P(Jn > u) ≥ P(Jτz > u)−P(τz > n) ≥ P(Jτz > u)− c−1 exp(−cnz−2) . (2.21)
As usual we use the notation Pa to denote probabilities of the random walk a +Xn, n =
0, 1, . . .. We now observe that
sup
a∈A
Pa(µX∞(A) > u) ≤ cP(µX∞(A) > u) (2.22)
for some c < ∞ and all u. To see this, note that for each a ∈ A we can find some na with
ha = P(Xna = a) > 0. Then using the Markov property,
P(µX∞(A) > u) ≥ P(
{
µX∞(A) > u
}
◦ θna, Xna = a) = haPa(µX∞(A) > u). (2.23)
Then (2.22) follows with c = supa∈A h
−1
a <∞.
Let J and J ′ denote two independent copies of J∞ and TA := inf{s > 0 : Xs ∈ A}. Noting
(2.22), and using the strong Markov property, it is not hard to verify that
P(J∞ > u) ≤ P(Jτz > u) + cP(J + J ′ > u) sup
|v|>z
Pv(TA <∞) (2.24)
(c.f. [2, (3.6) and (3.7)] where this is obtained for the Brownian motion). It follows from
Theorem 10.1 of [5] that
G(x) ≤ c|x| , |x| 6= 0. (2.25)
Using this together with the fact that G(Xn∧TA) is a martingale shows that
G(v) = IEv(G(XTA), TA <∞) ≥ inf
a∈A
G(a)Pv(TA <∞). (2.26)
Therefore
sup
|v|>z
Pv(TA <∞) ≤ cz−1. (2.27)
By (2.18) it follows that for some constant C independent of u, which may change from line to
line,
P(J + J ′ > u) = P(J > u) +
u∑
y=0
P(J ′ > u− y)P(J = y)
9
≤ C
[
exp(−uθ∗) +
u∑
y=0
exp(−(u− y)θ∗)P(J = y)
]
≤ C exp(−uθ∗) +C
u∑
y=0
exp(−uθ∗)
= C(1 + u) exp(−uθ∗) . (2.28)
Hence, taking z = u2 one gets from (2.21) and (2.24) that for some c′ > 0, all n ≥ u6 and
u sufficiently large
P(Jn > u) ≥ c′e−θ∗u (2.29)
as needed to complete the proof of the lemma when A contains the origin. In general we have
P(µX∞(A) > u) = P(
{
µX∞(A) > u
}
◦ θTA , TA <∞) =
∑
a∈A
Pa(µX∞(A) > u)P(TA = Ta <∞)
(2.30)
and since it is easy to see from its proof that (2.18) holds with P replaced by Pa for any a ∈ A,
for some c1 = c1(a) it follows that (2.18) also holds. This completes the proof of the lemma. ✷
Remark. If A is replaced by z+A for some fixed z ∈ Zd, note from (1.2) that as matrices,
Gz+A = GA. Hence Λz+A = ΛA.
3 Proof of Theorem 1.1
Given Lemma 2.2, Theorem 1.1 follows by the methods of [3, Section 7]. We spell out the
details.
We first prove the lower bound for (1.4). To this end fix a < θ∗−1 = 1/ log(ΛA/(ΛA − 1)).
Let k(n) = (log n)8 and Nn = [n/k(n)], and ti,n = ik(n) for i = 0, . . . , Nn − 1. Writing
Xts = Xs+t −Xt it follows that
sup
m∈[0,n]
µXn (Xm +A) ≥ max
0≤i≤Nn−1
Z
(n)
i ,
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where Z
(n)
i = µ
Xti,n
k(n) (A) are i.i.d. and by Lemma 2.2, for some c > 0 and all n large enough,
P( max
0≤i≤Nn−1
Z
(n)
i ≤ a log n) ≤ (1− cn−aθ
∗
)Nn ≤ e−cn−aθ
∗
Nn .
Since aθ∗ < 1 this is summable, so that applying Borel-Cantelli, then taking a ↑ θ∗−1, we see
that a.s.
lim inf
n→∞
sup
m∈[0,n]
µXn (Xm +A)
log n
≥ θ∗−1. (3.1)
This gives the lower bound for (1.4).
For the upper bound, fix a > θ∗−1. Note that for any m ∈ [0, n]
µXn (Xm +A) =
n∑
j=0
1Xm+A(Xj) =
n∑
j=0
1A(Xj −Xm) (3.2)
=
m−1∑
j=0
1A(Xj −Xm) +
n∑
j=m
1A(Xj −Xm)
law
=
m∑
j=1
1A(X
′
j) +
n−m∑
j=0
1A(X
′′
j )
where {X ′j , j = 0, 1, . . .}, {X ′′j , j = 0, 1, . . .} are two independent copies of {Xj , j = 0, 1, . . .}
and we have used the symmetry of X1. Using this and (2.28),
P( sup
m∈[0,n]
µXn (Xm +A) ≥ a log n) ≤
n∑
m=0
P(µXn (Xm +A) ≥ a log n) (3.3)
≤ 2nP(J + J ′ ≥ a log n) ≤ c(log n)n−(aθ∗−1).
Thus letting nk = n
k for k sufficiently large that k(aθ∗ − 1) > 2, we see from applying
Borel-Cantelli, then taking a ↓ θ∗−1, that a.s.
lim sup
n→∞
sup
m∈[0,nk]
µXnk(Xm +A)
log nk
≤ θ∗−1.
The upper bound for (1.4) then follows by interpolation.
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The lower bound for (1.3) follows immediately from (3.1). As for the upper bound in (1.3),
we note that µXn (x+A) = 0 unless Xm ∈ x+A for some m ∈ [0, n]. Thus the only relevant x’s
in (1.3) are of the form Xm − a for some m ∈ [0, n] and a ∈ A. Thus
sup
x∈Zd
µXn (x+A) = sup
m∈[0,n], a∈A
µXn (Xm − a+A). (3.4)
Recalling Remark and the fact that A is a finite set, the upper bound for (1.3) now follows as
in the proof of the upper bound for (1.4).
4 Examples
Proof of (1.5): When A = {0, y} we have
GA =
 G(0) G(y)
G(y) G(0)
 .
The eigenvalues are G(0) + G(y), G(0) − G(y) so that ΛA = G(0) + G(y) = G(0)(1 + ty) =
(1 + ty)/γd, where ty = P(Ty < ∞), γd is the probability of no-return to the origin, and we
have used the fact that G(y) = tyG(0). Then 1− 1/ΛA = 1− γd/(1 + ty).
We note that in the notation of Lemma 2.1, h1 = 1, h2 = 0 so that by (2.1)
P
(
µX∞({0, y}) > u
)
= (1− γd/(1 + ty))u u = 1, 2, . . . (4.1)
Proof of (1.6): We now consider the simple random walk, and for ease of notation consider
first d = 3. Let A = {e1, e2, e3,−e1,−e2,−e3} = S(0, 1), the (Euclidean) sphere in Z3 of radius
1 centered at the origin. We have
GS(0,1) =

G(0) G(e1 − e2) G(e1 − e3) G(2e1) G(e1 + e2) G(e1 + e3)
G(e2 − e1) G(0) G(e2 − e3) G(e2 + e1) G(2e2) G(e2 + e3)
G(e3 − e1) G(e3 − e2) G(0) G(e3 + e1) G(e3 + e2) G(2e3)
G(2e1) G(e1 + e2) G(e1 + e3) G(0) G(e1 − e2) G(e1 − e3)
G(e2 + e1) G(2e2) G(e2 + e3) G(e2 − e1) G(0) G(e2 − e3)
G(e3 + e1) G(e3 + e2) G(2e3) G(e3 − e1) G(e3 − e2) G(0)

.
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Using G(x) = txG(0), where tx = P(Tx < ∞), and symmetry which allows us to set
a =: tei±ej for i 6= j and b =: t2ei we can write
GS(0,1) = G(0)

1 a a b a a
a 1 a a b a
a a 1 a a b
b a a 1 a a
a b a a 1 a
a a b a a 1

.
It follows from the Perron-Frobenius Theorem that the largest eigenvalue is ΛS(0,1) =
G(0)(1 + 4a + b) with eigenvector (1, 1, 1, 1, 1, 1). Also, it is easy to see by symmetry that
γ3 = P(Tei =∞). Then again by symmetry P(Te1 =∞) = 46P(Te1−e2 =∞) + 16P(T2e1 =∞),
i.e. 6γ3 = 4P(Te1−e2 =∞)+P(T2e1 =∞). Hence ΛS(0,1) = G(0)(1+4a+ b) = G(0)6(1−γ3) =
6(1 − γ3)/γ3. For the case of general d ≥ 3, GS(0,1) is now a 2d × 2d matrix, which is G(0)
times a matrix in which each row has a single entry entry of 1, a single entry of b =: t2ei and
2d − 2 entries of a =: tei±ej , where as before tx = P(Tx < ∞). It is easy to see by symme-
try that γd = P(Tei = ∞). Also, as before, it is easy to see by symmetry P(Te1 = ∞) =
(2d−2)
2d P(Te1−e2 = ∞) + 12dP(T2e1 = ∞), i.e. 2dγd = (2d − 2)P(Te1−e2 = ∞) + P(T2e1 = ∞).
Hence ΛS(0,1) = G(0)(1 + (2d− 2)a+ b) = G(0)2d(1 − γd) = 2d(1 − γd)/γd for all d ≥ 3.
We note that in the notation of Lemma 2.1, h1 = 1, hj = 0,∀j 6= 1 so that by (2.1)
P
(
µX∞(S(0, 1)) > u
)
= (1− γd/2d(1 − γd))u u = 1, 2, . . . (4.2)
Actually, (2.1) assumes that 0 ∈ A which doesn’t hold here, but using (2.30) and symmetry we
have that P
(
µX∞(S(0, 1)) > u
)
= Pe1
(
µX∞(S(0, 1)) > u
)
and (4.2) follows.
Proof of (1.7): We again consider the simple random walk. Let now A = {0} ∪ S(0, 1) =
B(0, 1), the (Euclidean) ball in Z3 of radius 1 centered at the origin. With s = P(Tei < ∞)
and s¯ = (s, · · · , s) ∈ R2d we have
GB(0,1) = G(0)
 1 s¯
s¯t M

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with M the 2d × 2d matrix in the previous example. M is a self-adjoint matrix, and as
mentioned the principal eigenvector is 1¯ = (1, · · · , 1) ∈ R2d. If ui, i = 1, . . . , 2d − 1 denote
the other orthonormal eigenvectors of G(0)M with eigenvalue λi < ΛS(0,1), then since they are
orthogonal to 1¯ it is clear that (0, ui), i = 1, . . . , 2d−1 will give us 2d−1 orthonormal eigenvectors
of GB(0,1) with eigenvalues λi < ΛS(0,1). The remaining (two) orthonormal eigenvectors must
be of the form (v,w1¯) and the corresponding eigenvalues will be G(0) times those of the 2× 2
matrix
L =
 1 2ds
s Λ

where we abbreviate Λ = ΛS(0,1)/G(0) = 2d(1− γd). The eigenvalues of L are
(1 + Λ)±√(1 + Λ)2 − 4(Λ− 2ds2)
2
(4.3)
so that
1/ΛB(0,1) =
2
G(0)
(1 + Λ)−√(1 + Λ)2 − 4(Λ− 2ds2)
4(Λ− 2ds2) . (4.4)
Since s = 1− γd we have Λ− 2ds2 = 2dγd(1− γd) = γdΛ we have
1/ΛB(0,1) =
(1 + Λ)−√(1 + Λ)2 − 4γdΛ
2Λ
(4.5)
so that
1− 1/ΛB(0,1) =
(Λ− 1) +√(1 + Λ)2 − 4γdΛ
2Λ
(4.6)
=
(1− 1/Λ) +√(1 + 1/Λ)2 − 4γd/Λ
2
.
Setting p = 1− 1/Λ we can write this as
1− 1/ΛB(0,1) =
p+
√
(2− p)2 − 4γd/Λ
2
(4.7)
=
p+
√
p2 + 4− 4p− 4γd/Λ
2
=
p+
√
p2 + 2/d
2
.
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We note that in the notation of Lemma 2.1, hj = 0 for the 2d− 1 orthonormal eigenvectors
of the form (0, ui), i = 1, . . . , 2d − 1 above. For the principle eigenvalue we have (4.7) and for
the other ‘surviving’ eigenvalue the corresponding expression is
p−
√
p2+2/d
2 . Hence by (2.1)
P
(
µX∞(B(0, 1)) > u
)
= h1
(
p+
√
p2 + 2/d
2
)u
+ h2
(
p−√p2 + 2/d
2
)u
, u = 1, 2, . . . , (4.8)
where h1, h2 can be calculated in a straightforward manner. We observe that since p <√
p2 + 2/d, the expression in (4.8) is not a mixture of geometric random variables.
Now we prove Corollary 1.3. For any y ∈ Zd we have t2y < 1− γd, since t2y is the probability
that the random walk hits y and then returns to 0 in finite time which is obviously less than the
probability 1−γd that the random walk returns to zero in finite time. This implies (1+ty−γd)2 <
(1 + ty)
2(1− γ) which in turn, implies
−1/ log(1− γd/(1 + ty)) < −2/ log(1− γd),
and taking sup|y|≤K we obtain the Corollary 1.3.
5 The Brownian connection
Since RK is a convolution operator on a bounded subset of IR
d with locally L1
(
IRd, dx
)
ker-
nel, it follows easily as in [4, Corollary 12.3] that RK is a (symmetric) compact operator on
L2(K, dx). Moreover, the Fourier transform relation
∫
ei(x·p)u0(x) dx = c|p|−2 > 0 implies that
RK is strictly positive definite. By the standard theory for symmetric compact operators, RK
has discrete spectrum (except near 0) with all eigenvalues positive, and of finite multiplicity
(see [7, Theorems VI.15, VI.16]). Moreover, if we use (f, g)2,K to denote the inner product
in L2(K, dx), we have that (f,RKg)2,K > 0 for any non-negative, non-zero, f, g, so by the
generalized Perron-Frobenius Theorem, see [8, Theorem XIII.43], the eigenspace corresponding
to the largest eigenvalue, Λ0K , is one dimensional.
Let RK,ǫ be the operator on L
2(K, dx) with kernel
u0K,ǫ(x, y) =
∑
z 6=z′∈Lǫ(K)
u0(z − z′)1eǫ(z)(x)1eǫ(z′)(y). (5.1)
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Since the sum is over disjoint sets, it can be checked easily that for any 1 < p < d/(d − 2),
u0K,ǫ(x, y) is bounded in L
p(K ×K, dx dy) uniformly in ǫ > 0:∫
K×K
|u0K,ǫ(x, y)|p dx dy =
∑
z 6=z′∈Lǫ(K)
∫
eǫ(z)×eǫ(z′)
|u0(z − z′)|p dx dy (5.2)
= cǫ2d
∑
z 6=z′∈Lǫ(K)
1
|z − z′|p(d−2)
= cǫ2d−p(d−2)
∑
i 6=j∈Zd, |i|,|j|≤k/ǫ
1
|i− j|p(d−2) ≤ C.
Also u0K,ǫ(x, y)→ u0(x− y) as ǫ→ 0 for all x 6= y. Hence, using (1.12)
lim
ǫ→0
(f,RK,ǫf)2,K = (f,RKf)2,K, ∀f ∈ C(K). (5.3)
By [9],
G(x) = (1 + δ(x))u0(x), ∀x 6= 0 (5.4)
with δ(x) bounded and lim|x|→∞ δ(x) = 0 so that
ǫ2−dG(ǫ−1x) = (1 + δ(ǫ−1x))u0(x), ∀x ∈ Lǫ(K), x 6= 0. (5.5)
Let GK,ǫ be the operator on L
2(K, dx) with kernel
v0K,ǫ(x, y) =
∑
z 6=z′∈Lǫ(K)
ǫ2−dG(ǫ−1(z − z′))1eǫ(z)(x)1eǫ(z′)(y). (5.6)
Using (5.5), the same argument leading to (5.3) shows that
lim
ǫ→0
(f,GK,ǫf)2,K = (f,RKf)2,K , ∀f ∈ C(K). (5.7)
Furthermore, since G(0) <∞, if we let G˜K,ǫ be the operator on L2(K, dx) with kernel
w0K,ǫ(x, y) =
∑
z,z′∈Lǫ(K)
ǫ2−dG(ǫ−1(z − z′))1eǫ(z)(x)1eǫ(z′)(y) (5.8)
it follows from (5.7) that
lim
ǫ→0
(f, G˜K,ǫf)2,K = (f,RKf)2,K , ∀f ∈ C(K). (5.9)
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It now follows from [6, Theorem VIII.3.6, ] that, if Λ(G˜K,ǫ) denotes the largest eigenvalue
of the operator G˜K,ǫ
lim
ǫ→0
Λ(G˜K,ǫ) = Λ(RK) = Λ
0
K . (5.10)
If f is any eigenvector for G˜K,ǫ with eigenvalue ζ > 0, it is clear that f is in the image of
G˜K,ǫ so that we can write
f(x) =
∑
z∈Lǫ(K)
1eǫ(z)(x)f(z) (5.11)
and the eigenvalue equation G˜K,ǫf = ζf becomes
1eǫ(z)(x)
∑
z′∈Lǫ(K)
∫
K
w0K,ǫ(x, y)1eǫ(z′)(y)f(z
′) dy = ζf(z), ∀z ∈ Lǫ(K). (5.12)
Noting that the dy integration picks up a factor ǫd, this implies that∑
z′∈Lǫ(K)
ǫ2G(ǫ−1(z − z′))f(z′) = ζf(z), ∀z ∈ Lǫ(K). (5.13)
Hence Λǫ−1Lǫ(K) = ǫ
−2Λ(G˜K,ǫ). Together with (5.10) this completes the proof of Theorem 1.4.
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