ABSTRACT A multipath component distance (MCD)-based automatic clustering identification algorithm is proposed to group multipath components (MPCs) obtained from radio channels. The developed algorithm iteratively and dynamically assigns the MPCs to the best cluster thanks to the MCD metric. Its performance and robustness are compared with the K-means MCD algorithm using cluster data simulated with four reference scenarios of the WINNER II channel model. The results indicate that K-means MCD is outperformed for all investigated scenarios in spite of its having a lower computational complexity and faster convergence. Moreover, a by-product of the algorithm is an optimal MCD threshold, that is, the characteristic of the cluster statistical properties for a given propagation scenario. This parameter provides a stronger physical link between the MPCs distribution and the propagation scenario. Therefore, it could be introduced in radio channel models with clusterlike features.
I. INTRODUCTION
Clustering is an analysis tool that tries to group data with similar properties into several clusters. This technique has been used in many research fields like data mining, machine learning, image analysis, etc.. It is particularly useful in the field of wireless radio propagation wherein MultipleInput Multiple-Output (MIMO) radio channels are required to simulate communication systems at the link and system level. For instance, it has been reported in [1] that the geometrical channel parameters extracted from measured MIMO radio channels such as the Time-Of-Arrival (TOA) and Angle-Of-Arrival/Departure (AOA/AOD) arrive in clusters. The joint development of advanced high-resolution parametric estimation techniques such as ESPRIT [2] , SAGE [3] , or more recently RiMAX [4] has also provided a better comprehension of the radio channel propagation mechanisms. The estimation-clustering steps lie at the heart of recent radio channel models which now assume that MPCs can be grouped into clusters [5] , [6] . Although considerable effort has been done in the last decade to improve the mathematical treatment for the estimation step, clustering mostly relies on older techniques originally developed for other fields. Nonetheless, the quality of the clustering analysis is critical to deepen the understanding of the propagation properties for a given scenario with the goal to improve the existing wireless channel models.
The most basic cluster classification technique is achieved by visual inspection [7] but becomes rapidly untractable when large datasets are considered like with MIMO radio channel parameters. For those cases, not only an automatic clustering approach is required but it should also be able to encompass multidimensional data to find the most appropriate clustering solution. Once a clustering solution is obtained, its goodness or quality can be evaluated with Clustering Validity Indices (CVIs) which individually give a definition of how the data should be clustered [8] - [10] .
The K-means clustering algorithm [11] is a well-known and popular iterative descent clustering method. It is intended for scenarios wherein all variables are of the quantitative type. This algorithm must be initialized with the number of clusters K present in the radio channel; information that is a-priori unknown. K can be initially fixed by the user either manually (i.e. best visual guess) or automatically using the Kim-Parkś index [12] . Then, an initial position for the K centroids are typically estimated by selecting K MPCs randomly from the dataset. A deterministic approach using a weighted MCD metric was also developed in [13] to jointly estimate the number of clusters and centroid positions, thus reducing the overall complexity of the algorithm. In any cases, K-means was reported to be highly sensitive to the initial position of the centroids [14] but also to outliers and noise resulting in non-convergence problems and a low capability to pass the local optimum. Consequently, the algorithm must be applied to the same data with different initial centroid positions to statistically obtain the best clustering solution [11] . Finally, it does not work well with non-circular cluster shape and clusters which do not have well defined centers. This latter point is attributed to the data type and inadequate metric distance. This is partially solved by replacing the squared Euclidean norm with the MCD [15] in the main body of the K-means MCD algorithm as suggested by [16] . A power weighted version of the K-means MCD, coined KPM, was also reported [17] and later used to evaluate realistic datasets [10] .
Another approach is to group the MPCs with the MCD as recently reported in [18] and [19] for millimeter-wave data obtained in indoor scenarios. First, this method consists in sorting the rays either by delay or power. Second, the joint MCD is computed and a preset threshold is used to group rays. In other words, rays with MCD less than the threshold form a new cluster. Steps are repeated until all rays are grouped. In contrast with K-means MCD, an attractive characteristic of this algorithm is the fact that the number of clusters is the resulting output. Hence, no pre-processing of the data is necessary to choose an initial number of clusters like with K-means. However, both studies did not investigate which MCD threshold would be best even though visual inspection of the data was explored by [19] to physically link the MPCs distribution with the threshold. The algorithm reported by [18] suffers two major drawbacks: 1) the position of the centroid is never updated and 2) some assigned MPC could be closer to new clusters and should be reallocated. Martinez-Ingles et al. [19] modified the algorithm by taking into account the second problem. Nonetheless, MCD-based clustering techniques are very promising and computationally-efficient algorithms compared to K-means MCD but comprehensive works on this topic are scarce in the literature.
The current paper aims at filling this gap and the contribution is two-fold. Firstly, a novel MCD-based automatic clustering algorithm is proposed and its performance is evaluated with simulated radio channels presenting realistic clusterlike features. The results are also compared with statistical results of the K-means MCD algorithm. Secondly, the developed approach uncovers a physical link between the best clustering solution and the propagation characteristics for a given scenario. This latter aspect could be used to categorize scenarios based on their clustering properties and to improve existing radio channel models.
The paper is organized as follows: Section II introduces the MCD and CVIs used in this work. Section III presents the K-means MCD and newly developed clustering algorithm whereas the evaluation framework is described in Section IV. Before concluding, the results are discussed in Section V.
II. DISTANCE METRIC AND CLUSTER VALIDITY INDICES A. MCD METRIC
The MCD was originally introduced in [15] as a metric to cluster real-world data that often present different units and orders of magnitude. It also solves the angular ambiguity issue. For instance, the large-scale parameters of the MPCs estimated from measured MIMO radio channels such as the TOA and AOA/AOD greatly differ by nature. This metric was shown to be particularly effective compared with the Euclidean metric [20] . The angular MCD between an MPCs pair with index (i, j) is given by:
where θ and ϕ are the co-elevation and azimuth angle, respectively. For the time-delay dimension, the MCD metric is given by:
where τ max = max i,j {|τ i − τ j |} and ζ is a scaling factor that provides additional flexibility to treat real-world data [20] . Finally, the complete MCD distance is given by:
The angular MCD is normalized in the interval of [0, 1] whereas MCD τ is in the range of [0, ζ ]. The MCD was reported as a meaningful approach to compute the distance between MPCs [16] .
B. CLUSTER VALIDITY INDICES
The goodness of the clustering solution obtained from any techniques can be assessed with Cluster Validity Indices (CVI) as recently reported in the literature for radio channels [9] , [10] . These CVI individually focus on certain properties and features of the clusters like the compactness, cluster separation, intra-cluster distance, etc. In this work, three validation indices which rely on the MCD metric are investigated: the Calinski − Harabasz, Xie − Beni, and PBM .
1) CALINSKI -HARABASZ INDEX
The Calinski-Harabasz (CH) index was presented in [21] :
where L k and L are the number of rays in the k th cluster and the total number of rays respectively. s l is the data of the l th subpath in cluster k. c k and c are the positions of the k th cluster centroid and global centroid, respectively. Finally, K is the total number of clusters. The optimal solution is provided by the highest CH value.
2) XIE -BENI INDEX
The Xie − Beni (XB) index was introduced in [22] and describes the cluster compactness to cluster separation ratio:
The optimal solution is provided by the smallest XB value.
3) PBM INDEX
Finally, the PBM index is given by:
The optimal solution is provided by the highest PBM value.
In [8] , it was concluded that no matter how good the CVI is, it may not work at all for all types of data. Therefore, in order to increase the versatility of the CVI for a given data set, it was proposed in [23] to combine all CVIs to compute a global clustering score or score fusion. It was reported that the performance of the fusion indices outperforms the single indices [9] . Here, the Score Fusion was computed as the geometrical mean (SFg) of all CVIs and is given by:
where M represents the number of CVIs. The decision rank fusion method (Kr) was not explored in this work. In our simulations, each index was scaled to [0, 1] (min-max normalization) before computing SFg. The normalized XB index used in Eq. (7) is modified into 1 − ν XB such that the optimal clustering solution is obtained for the maximum SFg value.
III. MCD-BASED CLUSTERING ALGORITHMS A. K-MEANS MCD
A brief description of the K-means MCD algorithm developed for this work is shown in Algorithm (1). First, the MPCs which contribute the most to the radio channel (i.e. most energetic) are selected from the whole dataset by applying a power threshold. For a given number of clusters K init , the centroids c k are randomly generated from the data and the MCD between the MPCs and centroids is computed. A deterministic approach was also proposed in [13] to initialize the clustering algorithm using a power weighted MCD metric. It offers the advantage of reducing the complexity of the clustering algorithm and was reported to produce satisfactory results. However, it was not investigated in the present work (2)) is an improved variant of the algorithm reported in [19] . As such, MPCs are iteratively assigned to a cluster provided that the cluster -MPCs MCD is within a MCD threshold set by the user. Analysis of Eq. (3) shows that the cluster shape can vary from cluster to cluster as the axis length for each dimension is physically bounded by the MCD threshold. Necessarily, it follows that the MPCs distribution, number of clusters, and cluster size/shape are strongly dependent to the threshold value which should be carefully selected to find the optimal clustering solution. For example, a MCD threshold of 0.25 was used in [18] without being deeply motivated. A 0.1 threshold was used in [19] by manually inspecting the data. An attractive characteristic of the algorithm is the fact that the number of clusters is 
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end while 14: k = k + 1 15: end while the resulting output. Hence, no pre-processing of the data is necessary to choose an initial number of clusters like with the typical K-means.
ACId-MCD has been designed to dynamically update the centroid position like K-means and reassigning MPCs that might be closer to existing clusters. Even though MCD matrices must be iteratively computed between unassigned MPCs and centroids, this approach was found to be computationally effective since the MCD matrix size, large with the original dataset, decreases as MPCs are progressively being assigned. For a given MCD threshold, the MCD-based clustering techniques converge fast towards a unique solution even when large datasets are considered. This is a strong advantage compared with the classical K-means for which a family of solutions is obtained for each input K due to the random aspect of the initialization step. The optimal clustering distribution must be then selected from this family for each K and, therefore, adds additional complexity. Furthermore, it also increases the computational time since the probability to find the optimal solution decreases as the dataset is increased. Finally, a newly defined centroid is defined as the strongest MPCs. This is motivated by the physical structure of clusters which often include a single or few strong MPCs with weaker MPCs satellites.
IV. EVALUATION FRAMEWORK A. RADIO CHANNEL SIMULATION
Before assessing the solution of the clustering techniques with the CVIs, realistic radio channels must be simulated. In this work, the WINNER II advanced model was selected since it is a Geometry-based Stochastic Channel Model (GSCM) with a double-directional clusterlike structure [5] . Four scenarios were considered: indoor office (A1), large indoor hall (B3), urban macro-cell (C2), and rural macrocell (D1) with the presence of the Line-Of-Sight (LOS). These four scenarios were selected as they are representative of typical indoor and outdoor propagation scenarios with different cluster characteristics. These cluster features for each scenario are presented in Table 1 elevation angles were drawn from a normally distributed angle with 5 • spread. This value is arbitrary and corresponds to values obtained for the azimuth. In addition, the number of subpath (i.e. MPCs) in each cluster is 20 but the power and TOA of every MPCs in one cluster are set to equal. Therefore, the Saleh-Valenzuela multipath propagation model [1] was introduced to produce clusters with more realistic time-delay and power properties. The TOA of each MPCs in each cluster was drawn from a normal distribution with mean the simulated TOA MPCs and arbitrary σ TOA = 10 ns standard deviation. In addition, the power of each subpath exponentially decays as a function of delay.
A single drop or realization was simulated for each scenario and saved. Table 1 lists the average cluster size computed for each dimension (in ns for TOA and degree for AOA/AOD) and saved reference scenario. The average cluster size is given by:
where X is either the TOA, AOA azimuth, AOA elevation, AOD azimuth, or AOD elevation. K is the number of clusters for a given scenario. The synthesis channel output is a L × 6 matrix where L is the total number of MPCs and the dimensions are [Power, TOA, AOA azimuth, AOA elevation, AOD azimuth, AOD elevation]. As an example, Fig. 1 presents the AOA and AOD angular distribution obtained for scenario A1 and indicates that some clusters can overlap in one or more dimensions. Clustering algorithms make use of the diversity provided by the different dimensions to correctly assign the MPCs to the best cluster candidate. For instance, some clusters do not overlap simultaneously in all dimensions such that the clusters can still be distinguished (e.g. simulated scenarios A1, B3, C2). If some clusters overlap in all dimensions simultaneously then it is safe to assume that any clustering algorithms would fail to correctly estimate the true number of clusters. This case happens for scenario D1.
B. EVALUATION PROTOCOL
The goodness of the clustering solution and optimal solution are evaluated with the protocol presented in Algorithm 3 for K-means MCD and ACId-MCD. 
V. RESULTS AND DISCUSSION
The evaluation protocol is applied to the investigated scenarios and a 30 dB power threshold is used to select the MPCs. The computation of MCD τ is done with the scaling factor ζ = 2.5. For K-means MCD, N Ite = 500 and K init was ranging between K min = 3 and K max = 15. For ACId-MCD, 50 values of MCD T were taken between MCD min = 0.02 and MCD max = 0.3. The lower and upper limit, arbitrarily chosen, correspond to an angular difference between two MPCs of about 15 • and 60 • , respectively (for MCD τ = 0). For a given scenario, the total computational time is a bit less than 2 hours (111.6 mns) with K-means MCD (1.03 s per run) whereas it is merely 40 seconds with ACId-MCD (0.8 s per run), thus showing the superiority of the proposed approach on this aspect. Figure 2 presents the normalized SFg as a function of the input number of clusters with K-means MCD for the four investigated scenarios. The optimum number of clusters K opt is given by the maximum SFg value and are presented in Table 2 . It is observed that K-means slightly overestimates the true number of clusters K true listed in Table 1 for the scenario A1 (K opt = 13), B3 (K opt = 11), and C2 (K opt = 3). However, only 3 clusters are obtained for scenario D1. This is attributed to the overlapping of some clusters with small ASA/ASD values which is believed to severely disturb the clustering algorithm. Nonetheless, a local maximum is reached for K = 7 close to K true = 9. Moreover, it is also observed that a local maximum is obtained with all scenarios for K = 3. These results seem pervasive of the CVIs definition of a cluster.
Since the optimal solution is statistically obtained by applying K-means MCD N Ite times for a given radio channel data, it is clear that many attempts will result in sub-optimal solutions with relatively low SFg values. This is verified in Fig. 3 which presents the histogram of SFg obtained from the N Ite = 500 solutions with K = K true for all scenarios. The results show that the probability of having a high SFg value (better solution) is relatively low. In addition, this demonstrates that the singularity and uniqueness of the true solution makes it difficult for the algorithm to reach it. Consequently, N Ite should be as large as possible but this comes at the expense of the overall computational time. Hence, it should be selected carefully when using K-means. Figure 4 presents the normalized SFg as a function of the input MCD threshold MCD T with ACId-MCD for the four investigated scenarios. The optimal MCD T opt is given by the maximum SFg value. It is observed rather different behaviors for SFg depending upon the scenario indicating that the algorithm is highly sensitive to the data type. Furthermore, the results shown in Table 2 indicate that MCD T opt not only depends on the scenario but is also unique for each scenario. For instance, MCD T opt varies between 0.01 and 0.04 for A1, is ∼0.125 for B3, is ∼0.15 for C2, and ∼0.05 for D1. Conversely, this means that scenarios could be categorized based upon the clustering properties characterized by MCD T . This is an elegant approach to physically link the MPCs distribution with the propagation scenario. In addition, Fig 5 presents the normalized SFg as a function of K . In contrast with the results shown in Fig. 2 , sharp maxima are observed for all scenarios and K opt = K true for scenario A1, B3, and C2. K opt is overestimated for scenario D1 (18 clusters) even though a local maximum is reached like with K-means for K = 8 close to K true = 9 (see Table 2 ).
Even though the correctness of the number of clusters is a good indicator for the clustering goodness, the performance of the clustering techniques is further evaluated by checking whether the MPCs assigned to a given cluster for the best solution are the same than the ones for the true solution. This is simply performed by comparing the index or label of the MPCs between the best and true solution for each cluster. Two cases are considered for this study and are presented in Table 3 . First, the percentage of correct indices is computed for K = K opt . Then, it is computed for the case where the algorithm finds the correct number of clusters K = K true . For K = K opt , a perfect success rate is achieved for the scenario A1, B1 (97%), and C2 with ACId-MCD but it has to be recalled that K opt = K true for those scenarios. 60% is obtained for D1 which could be attributed to the fact that twice as much clusters are found for this scenario. Note that no results were available with K = K true for D1 due to the selected MCD threshold range. Good rates are also obtained with K-means MCD with K = K opt except for D1. Nevertheless, results also indicate that when K = K true , generally the K-means algorithm, assigns most of the MPCs correctly (even for scenario D1) as percentages obtained were higher than 86% in all the four scenarios. This suggests that, probably, some clusters existing in the dataset are incorrectly grouped in a single cluster and maybe some other ones are incorrectly split. Thus, the algorithm could not identify correctly the existing clusters, although, the number of requested clusters is the same as the actually existing in the data set. An increase in K , will allow that some of the grouped clusters are finally correctly identified, yielding to a solution which may be better under the considered evaluation criteria and presenting also more MPCs correctly assigned to the corresponding cluster. The number of MPCs incorrectly assigned reduces to those in clusters that were incorrectly split.
Finally, the average cluster size was computed for each dimension (in ns for TOA and degree for AOA/AOD) from the optimal clustering output of the K-means MCD and ACId-MCD algorithms (K = K opt ). The results presented in Table 4 can be compared with those of Table 2 and demonstrate the ability of the ACId-MCD algorithm to correctly grasp the radio channel clustering size. For ACId-MCD, a perfect agreement is found for the scenarios A1 and C2 since the number of clusters is correct and the percentage of correct intra-cluster MPCs is 100% for these two scenarios. The values are also close for B3 for similar reasons whereas a slightly larger deviation is obtained for D1 in spite of a number of clusters largely overestimated with a percentage of correct intra-cluster MPCs of only 60%. For K-means MCD, the optimal number of clusters is incorrect for all scenarios and the percentage of intracluster MPCs correctly assigned never reaches 100%. Hence, the average cluster size values present a larger deviation compared with ACId-MCD. This is particularly true for the scenarios C2 and D1.
VI. CONCLUSIONS
A novel MCD-based clustering algorithm, ACId-MCD, was proposed to group MPCs obtained from radio channels. The performance of the novel algorithm is compared with the popular K-means MCD algorithm using a dedicated evaluation protocol. The radio channels were simulated by the GSCM WINNER II channel model under four scenarios. The results indicate that ACId-MCD outperforms K-means MCD for all investigated scenarios. Clearly, the capability of ACId-MCD to estimate correctly without ambiguity the radio channel clusters and intra-cluster MPCs is demonstrated. Moreover, the optimal clustering solution is obtained without performing computationally extensive statistical studies on the same radio channel as required by the investigated K-means MCD. Furthermore, the optimal number of clusters is associated with a unique MCD threshold. This threshold is physically linked to the cluster size/distribution and, therefore, deeply rooted to the large-scale parameters of the radio channel. From the radio channel modeling point of view and specifically GSCM ones, the authors believe that the MCD threshold could be used as an additional largescale parameter to categorize propagation scenarios based on their clustering properties. Future works include investigating this aspect for measured and simulated radio channels with different propagation scenarios. 
