Introduction 30
A basic assumption of many models of adaptive behavior, is that the value of primary rewards are 31 modulated by their capacity to rectify future homeostatic deficits (Pompilio et al. 2006; Cabanac 1971) . 32
Compatible with this notion, deprivation-induced hypoglycaemia increases willingness to work for food 33 in rats (Sclafani et al. 1970) , in humans (Pelchat 2009), as well as the subjectively reported pleasure 34 (Cabanac 1971) . Catecholamine dopamine is a neurotransmitter that plays a key role in signalling 35 reward (Haber & Knutson 2010) and is involved in behavioural reinforcement, learning and motivation 36 (Berridge 2006; Schultz et al. 1997 ). Via meso-cortical and mesolimbic dopaminergic projections, 37 synaptic dopamine release modulates the plasticity of cortico-striatal networks and hereby sculpts 38 behavioural policies according to their reward contingencies (Haber & Knutson 2010; Schultz 2015) . Although animals are motivated by a homeostatic deficit of thirst or hunger, homeostatic states are 46 rarely considered as relevant modulators of dopaminergic signalling of reward prediction errors. In 47 typical paradigms involving cumulative consumption, the homeostatic deficit gradually diminishes as the 48 animal plays for consumption of water or sugar-containing juice. Eventually, the animal rejects further 49 play, presumably because the marginal utility of consumption diminished to a point of indifference. 50
Interestingly, a recent electrophysiology study in rats, demonstrated that oral consumption of sodium 51 solution causes phasic dopaminergic signals in the nucleus accumbens, that are modulated by sodium 52 depletion (J. J. Cone et al. 2016) . 53
There is now growing evidence for a multifaceted interface between dopamine mediated reward-54 signalling and the systems underpinning energy homeostasis. Firstly, dopamine neurons in the ventral 55 tegmental area (VTA) express a suite of receptors targeted by energy-reporting hormones ghrelin, 56 insulin, amylin, leptin and Glucagon Like Peptide 1 (GLP-1, Ferrario et al. 2016; Palmiter 2007) . This 57 provides numerous degrees of freedom for flexibly interfacing between homeostatic state and reward 58 signalling. Although hormonal modulations of phasic dopamine are yet to be fully scrutinised, there is 59 emerging evidence that circulating factors do indeed modulate its magnitude. For instance, amylin, a 60 hormone co-released with insulin, acts on the VTA to reduce phasic dopamine release in its mesolimbic 61 projection sites (Mietlicki-Baase et al. 2015). In terms of neuronal input, there are many such 62 opportunities for the appetitive control of dopamine mediated signalling. 63
Appetitive control can be delineated into three interacting valuation systems (Sternson & Eiselt 2017) . 64
The first system generates a negative valence signal which involves activity of the Agouti-related peptide 65 (AgRP) neurons of the arcuate nucleus of the hypothalamus (ARC). Activity of ARCAgRP neurons reports 66 on energy deficits, inhibits energy expenditure, and regulates glucose metabolism (e.g. Aponte et al. that potently suppress eating when activated, but do not increase food intake when inhibited. PBNCGRP 76 neurons are activated by signals associated with food intake, and they provide a signal of satiety that 77 has negative valence when strongly activated (Campos et al. 2016 ). The PBN has been characterised as a 78 hedonic hotspot, the modulation of which by either GABA or Benzodiazepines potently modulates 79 0.4 SEM], whereas twenty minutes after ingestion (t20) there was [lo-glucose mean = 4.8, hi-glucose 122 mean = 6.9]. 123 Scanning procedure. Task related changes in regional brain activity were mapped with blood oxygen 124 dependent (BOLD) MRI immediately after the second glucose measurement (t20). Functional MRI 125 measurements were performed with a 3T Philips Achieva and a 32 channel receive head coil using a 126 gradient echo T2* weighted echo-planar image (EPI) sequence with a repetition time of 2526 ms, and a 127 flip-angle of 80°. Each volume consisted of 40 axial slices of 3 mm thickness and 3 mm in-plane 128 resolution (220 x 220 mm). The axial field-of-view was 120 mm covering the whole brain, cutting off the 129 medulla oblongata partially. During each session, 800 EPI volumes were acquired, resulting in 3200 EPI 130 volumes per subject. Further, an anatomical T1-weighted image was recorded for each subject. 131
Respiration and heart rate were measured to assess and model possible artefacts. Liquid tastants were 132 contained in two 50 ml syringes, one containing water-only (water hence) the other containing glucose 133 and water (glucose hence) solutions, attached to two programmable syringe pumps (AL1000-220, World Modelling RPEs. At the first level, a general linear model (GLM) was set up to model cue and outcome 145 related brain activity. We specified separate regressors which modelled the onset of Cueonset, Cuehigh and 146
Cuelow as well as outcome onsets for Outcomegluc & Outcomewater. Fig. 2a illustrates how the expectation 147 value of glucose volume delivered evolves over time as a function of the cues observed. We specified 148 RPE contrasts which were formulated by linear combinations of regressors, weighted as a function of 149 the RPE values from the temporal-difference learning algorithm (Sutton & Barto 1998) . As subjects learn 150 the contingencies between visual stimuli (colour crosses) and outcome (juice or water) the RPE converge 151 to the expected (average) value of the glucose content. This is conditioned on the cues that have been 152 experienced and is illustrated in Fig. 2b . In this paradigm, there was no behaviour to fit a learning rate 153 parameter to, so the steady-state values of the RPE was used instead. In effect, this assumes that the 154 subjects learned the contingencies from the beginning. The effect of serum glucose on RPE was 155 modelled by multiplying the resulting RPE by subject specific demeaned serum glucose (state hence), 156
linearly interpolated between out-of-scan measurements. We specified the following contrasts of 157 interest: RPEpos , RPEneg with their state-weighted counterparts RPEpos*state , RPEneg*state computed as first 158 order parametric modulators. 159 fMRI analysis. After model specification, the sessions were concatenated using the function 160 spm_fmri_concatenation (SPM 12) for each subject and a standard first-level fixed effects models was 161 run over all subjects. All variables of interest were convolved with the canonical hemodynamic response 162 function and fitted to the data using the specified GLM. The temporal evolution of cues and outcomes 163 were modelled as separate conditions, each with state as parametric modulators. Regressors of no 164 interest included a discrete cosine transform based 1/128 Hz cut-off frequency high-pass filter, rigid 165 body realignment parameters using a 24 parameter Volterra expansion (Friston et al. 1996) and 166 physiological noise from heart rate and respiration using the RETROICOR method {Glover:2000wy}. We 167 specified the striatum (caudate, putamen and nucleus accumbens), brainstem (pons, ventral tegmental 168 area and substantia nigra) and hypothalamus as Regions of interest (ROI). These ROIs were determined 169 on basis of the literature describing dopamine projections from midbrain to the striatum and its role in 170 regulating behaviour as a function of reward. The pons was selected to accommodate the literature 171 described above, which sets certain nuclei within the pons as important homeostatic modulators. All 172 ROI were defined with the WFU pick atlas (Lancaster et al. 2000; Lancaster et al. 1997 ). All initial first-173 level analysis was performed as whole-brain uncorrected at p < 0.001. Significant clusters in regions of 174 interest (ROI) are all reported as small-volume corrected with a family-wise threshold of p < 0.05 at 175 cluster level (abbreviated SVC FWE), unless otherwise stated. 176 177
Results

178
Cue induced brain activity. The "trial onset" cue signalled the expected value of glucose reward for the 179 whole trial (Stauffer et al. 2014 ) and triggered an increase in activity in VTA bilaterally (Fig. 3a) . Cue-180 induced VTA activation is consistent with existing evidence of VTA signalling RPE (e.g. D'Ardenne et al. worse-than-expected) RPEs. Task related activity scaling with the RPEpos , formalized as an RPE-weighted 186 linear combination of Cuetrial, Cuehigh, and Outcomegluc, was found in left lateral caudate nucleus (Fig.  187   3b) . Conversely, task related activity reflecting RPEneg, formalized an RPE-weighted linear combination of 188
Cuelow and Outcomewater, was located in the caudate nucleus bilaterally Fig. 3c ), the medial dorsal 189 thalamic nucleus, and insula. 190
Modulation of task-related brain activity by homeostatic glycemic state. We were interested to 191 identify changes in RPE processing over time as serum glucose either ascended or descended. A bilateral 192 cluster, including the parabrachial nuclei (PBN), showed a modulation of the regional neural responses 193 to positive RPEs by the glycemic state dynamics (Fig 4a) . Higher levels of serum glucose amplified the 194 response to RPEpos in the PBN region (Fig. 4b) . The main effect of RPEneg*state, which models the 195 interaction between RPEneg and state, did not yield any significant results in any ROI, or in exploratory 196 analyses using uncorrected thresholds, in positive or negative contrasts. When considering both 197 ascending and descending serum glucose fluctuations together, there was no detectable region where 198 the RPEneg signal was either positively or negatively modulated by serum glucose. Brain responses to the 199 "onset cue" were also not altered by glycemic state dynamics. 200
We also tested for state-dependent modulatory effects on RPE processing which depends on whether 201 serum glucose was ascending (Fig. 1b, left) or descending (Fig. 1b, right) 
RPEneg*state did reveal significant effects in VTA and substantia nigra for ascending trajectories relative to 206 descending trajectories (Fig. 5a ). This result shows a relative amplification of the RPEneg*state signal as 207 glucose state increases. In instances where reward was lower-than-expected (thus yielding negative 208 RPE), the glucose state modulated the RPEneg signal in VTA and SN more so when glucose levels were 209 ascending than descending. 210
211
Discussion
212
We studied five individuals repeatedly with fMRI under increasing or decreasing levels of glucose, while 213 participants performed a simple cue-conditioning task involving the probabilistic delivery of glucose or 214 water in a single trial. Reward prediction error signalling in the parabrachial nuclei scaled positively with 215 serum glucose levels during ascending and descending glycemic trajectories. The VTA and SN became 216 more sensitive to negative RPEs for ascending compared to descending glycemic trajectories. We begin 217 by discussing the interpretation of these state-modulated RPE effects, before considering other effects, 218 and the limitations inherent under this paradigm. 219
In rodent models, the PBN acts as a 2 nd order relay of inputs from the nucleus tractus solitarius, and is 220 critical in the control of energy homeostasis via its projections to amygdala (Norgren 1978 reward signalling in the human brain remains yet to be charted. Here we provide novel evidence that 230 PBN activity generates a gluco-sensory scaled positive RPE signal which is time-locked to both the 231 sensory cues predicting glucose, as well as glucose outcomes. 232
Unlike the state modulation of serum glucose trajectories on the RPEpos signal, we found no general 233 state modulation of RPEneg signalling, expressed during ascending and descending glycemic trajectories. 234
Here the modulatory effect of the glycemic trajectory depended on whether glucose trajectories were 235 ascending or descending. Regional activity scaling with RPEneg, the VTA and SN showed significantly 236 higher state modulation effects during ascending vs. descending glycemic paths. In our experiment, the 237 ascending glucose trajectory resulted from a low-glucose preload with the subsequent increase over 238 time likely occurring by virtue of the continual ingestion of glucose throughout the paradigm (Fig. 1b) . In 239 the ascending condition, the neural response to RPEneg is attenuated at lower levels of serum glucose, 240 while it becomes amplified by the transition to higher serum glucose. Given that dopaminergic neurons 241 of the VTA and SN are directly inhibited by insulin (Palmiter 2007) , it is likely that the insulin release 242 following hi-glucose preload was highest at the start of the paradigm, decreasing over time, and thus 243 resulting in a gradual decrease in inhibition. The difference in RPEneg in its state modulation between 244 ascending and descending may therefore be attributed to differential dynamics of insulin secretion (see 245 is assumed to be by virtue of the fact that a greater range of firing rates can be devoted to the better-251 than-expected range, signalled by above baseline firing. This is contrasted to the worse-than-expected 252 range, which can only be signalled by a decrease from an already low baseline frequency. It is 253 conceivable that what we are asserting as being RPEneg is in fact a positive RPE resulting from the 254 gradual avoidance of glucose, which increases in magnitude with increasing levels of serum glucose as 255 reported in humans (Cabanac 1971 ) and rats (Berridge 1991) . Thus, as the experimental paradigm 256 continues, especially under the conditions of glucose preload, serum glucose increases, and this may 257 change the valence of the outcome, switching the affective connotation of glucose from palatable to 258
aversive. 259
As detailed in the introduction, little is known about the principles how the interface between 260 dopaminergic RPE signalling and energy homeostasis is implemented in the human brain. While there 261 are many means by which circulating factors can modulate activity in the VTA and SN, the mechanisms 262 by which this is mediated cannot be revealed without wider hormonal assays. encoding updates to the precision assigned to the behavioral policies that lead to desired outcomes, 270 that (in this context) remediate long-run homeostatic error (Schwartenbeck et al. 2015) . 271
There are several technical limitations that should be noted in discussing this experiment. Though 272 relatively high volumes of functional data (150 minutes per subject) were acquired in each subject, the 273 total number of subjects was low. Future work will expand this paradigm with a larger group of to afford 274 random effects modelling, and thus generalisation to the population sampled from. In contrast to our 275 hypotheses, we found no modulatory effect of hypothalamic nuclei on RPE signalling. We would like to 276 stress that the current imaging protocols and field-strength (3T) were not optimal to dissociate neural 277 activity in the hypothalamic nuclei. Due to the proximity of air sinuses adjacent to the hypothalamus and 278 the effective resolution available, the present study most likely had insufficient sensitivity to capture 279 activity in hypothalamic regions of interest. Future work at higher field strengths (7T) may overcome 280 these limitations. Finally, the cue-conditioning employed in this study was passive. Hence, subjects 281 produced no overt choice behaviour against which to fit learning rate parameters for the RPE model, 282 instead we relied on the asymptote values for the RPE signals. The problem of modelling RPEs in the 283 absence of choice behaviour, motivates fitting learning rate parameters directly to brain data, a 284 computational imaging approach that future work will exploit (Meder et al. 2017 ) 285
In conclusion, we exploited a simple paradigm, capable of eliciting RPEs under differential glycemic 286 trajectories, to identify brain stem structures that show a modulation of RPE signalling dependning on 287 the glycemic homeostatic state. We found that the PBN signals a positive-going reward prediction that is 288 subject to systematic modulation by serum glucose. In the VTA and SN, negative-going RPEs were 289 modulated by serum glucose trajectories, but in a way that was specific to an ascending glycemic slope. 
308
Each cue signalled either high probability (0.8) of glucose delivery (0.4 ml) and low probability (0.2) of water delivery (0.4 ml), or the 309 converse probabilities, respectively. A fixed duration after presentation of either cue (2.5 seconds), the liquid stimuli was delivered over 2.5 310 seconds. This was followed by 10-15s jitter and a cue for swallowing (purple) that lasted for 5s. after which a new trial initiated with the 
