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Розв’язування розрахункових задач, які виникають при 
математичному моделюванні, в переважній більшості потребує 
розв’язування систем лінійних алгебраїчних рівнянь (СЛАР). 
Характерним для цих задач є те, що матриці цих СЛАР в 
більшості випадків (див., напр., [1]) є розрідженими [2], тобто 
кількість ненульових їх елементів значно менша (не перевищує 
10%) загальної кількості елементів матриці. Структура 
розріджених матриць визначається нумерацією невідомих. 
Позначимо ml(i) = i–min{j | aij≠0}, mu(i) = max{j | aij≠0}–i, 
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ненульові елементи матриці концентруються біля головної 
діагоналі, тобто коли ml n та mu n, то таку матрицю часто 
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мало відрізняються (на 5-10 %) відповідно від  ml  і  mu,  то таку 
матрицю вважають стрічковою з шириною стрічки  ml + mu +1. 
Розглянемо СЛАР з дійсною квадратною невиродженою 
стрічковою матрицею А порядку n та матрицею правої частини 
b  розміру n×q (або n-вимірним вектором) 
 Ах = b. (1) 
Отже, розв’язування системи (1) методом Гауса полягає в 
розв’язуванні трьох підзадач:  (i) розвинення матриці системи з 
частковим вибором головного елемента 
 PA = LU (2) 
де L – нижня трикутна матриця з одиницями на головній 
діагоналі, U – верхня трикутна матриця P – матриця 
перестановок;  (ii) розв’язування СЛАР з нижньою трикутною 
матрицею  Ly = b;  (iii) розв’язування СЛАР з верхньою трикут-
ною матрицею  Ux = y. 
LU-розвинення несиметричної матриці може виконуватися за 
формулами (для  i,j = k+1, …, n,  k = 1, 2, …, n): 
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Тут mij є елементами матриці L, причому у випадку виконання 
розвинення без вибору головного елемента  mij ≡ lij. 
Ще однією особливістю СЛАР, що виникають при 
розв’язуванні прикладних задач є їх високий порядок, який 
може перевищувати 107. Такі задачі, незважаючи на розрідже-
ність матриць, потребують значних обчислювальних ресурсів 
(час, пам’ять тощо). Тому для їх розв’язування доцільно 
використовувати висопродуктивні обчислювальні системи, 
тобто комп’ютери з паралельною організацією обчислень. Це 
комп’ютери з багатьма процесорними пристроями – багато-
ядерними процесорами, а також співпроцесорами-прискорю-
вачами (зокрема графічними, GPU), які набули поширення в 
останні роки та використовуються для виконання великих 
обсягів однорідних арифметичних операцій. 
Як засвідчив попередній досвід авторів та проведені експе-
риментальні дослідження найвищої ефективності паралельних 
обчислень при розв’язуванні задач лінійної алгебри можна 
досягти, використовуючи блочні циклічні алгоритми. Такі 
алгоритми дозволять звести більшість обчислень до матрично-
матричних або матрично-векторних операцій, для виконання 
яких доцільно використовувати програмні модулі від вироб-
ників технічних засобів (Intel MKL BLAS, CUBLAS тощо). 
Розглянемо блочний циклічний паралельний алгоритм 
розвинення стрічкової несиметричної матриці, оскільки саме 
ця підзадача потребує найбільшої кількості арифметичних опе-
рацій. Позначимо:  N = (n-1)/s +1,  s – розмір блоку, a  – ціла 
частина числа a,  Ml = (ml-1)/s +1,  Mu = (mu+ml-1)/s +1,  
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останніх рядка та стовпчика блоків) квадратні блоки порядку s. 
Тоді  LU-розвинення стрічкової несиметричної матриці (3) з 
частковим вибором по стовпчику головного елемента можна 
записати в блочній формі [3]. Для K = 1, 2, …, N : 
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Зауважимо, що згідно (4) на K-му кроці модифікується тільки 
не більше ніж (ml+s) (mu+ml+s) прямокутна підматриця. За 
рахунок перестановок може збільшитися порівняно з матрицею 
A кількість наддіагоналей верхньої трикутної матриці U – до  
mu+ml,  але обчислення (4) необхідно виконувати тільки з 
ненульовими частинами рядків блоків цієї матриці. Це дозволяє 
суттєво (до 30%) зменшити час розв’язування задачі. Цей час 
можна також зменшити за рахунок гнучкої стратегії вибору 
головного елемента. 
Проведені дослідження (теоретичні та експериментальні) 
паралельного блочно-циклічного алгоритму розв’язування 
СЛАР з несиметричною стрічковою матрицею засвідчили його 
високу ефективність на різних архітектурах паралельних 
комп’ютерів. Запропонований підхід можна використати для 
розв’язування СЛАР з матрицями інших розріджених структур. 
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