Summary. When random effects are correlated with the response variable of interest, the usual approach of employing survey weights (constructed to be inversely proportional to the unit survey inclusion probabilities) to form a pseudo likelihood no longer produces asymptotically unbiased inference. We construct a weight-exponentiated formulation for the random effects distribution that achieves unbiased inference for generating hyperparameters of the random effects. We contrast our approach with frequentist methods that rely on numerical integration to reveal that only the Bayesian method achieves both unbiased estimation with respect to the sampling design distribution and consistency with respect to the population generating distribution. Our simulations and real data example for a survey of business establishments demonstrate the utility of our approach across different modelling formulations and sampling designs. This work culminates recent developmental efforts in combining traditional survey estimation approaches with the Bayesian modeling paradigm and provides a bridge across the two rich but disparate sub-fields.
Introduction
Hierarchical Bayesian models provide a flexible and powerful framework for social science and economic data, which often include nested units of analysis such as industry, geography, and individual. Yet, social science and economic data are commonly acquired from a survey sampling procedure. It is typically the case that the underlying survey sampling design distribution governing the procedure induces a correlation between the response variable(s) of interest and the survey sampling inclusion probabilities assigned to units in the target population from which the sample was taken. The current literature for Bayesian methods has partially addressed population model estimation of survey data through the use of survey sampling weights to obtain consistent estimates of fixed effects or top level global parameters. Yet the survey statistics literature suggests that parameters related to random effects, or lower level local parameters are still potentially estimated with bias. The possibility for survey-induced bias in estimation of random effects severely limits the applicability of the full suite of Bayesian models to complex social and economic data. We proceed to provide background on the different aspects of this mixed effects model estimation problem for survey data and outline our proposed approach to fully address it. In the sequel, we propose a Bayesian framework that we demonstrate provides a principled solution, which finally unites estimation from both Bayesian and survey sampling perspectives, resolving the issue of biases and providing new methods to both sub-fields.
Informative Sampling Designs
Survey sampling designs that induce a correlation between the response variable of interest, on the one hand, and the survey sample inclusion probabilities, on the other hand, are deemed "informative" and produce samples that express a different balance of information than that of the underlying population; for example, the U.S. Bureau of Labor Statistics (BLS) administers the Job Openings and Labor Turnover Survey (JOLTS) to business establishments for the purpose of estimating labor force dynamics, such as the total number of hires, separations and job openings for area-indexed domains. The units are business establishments and their inclusion probabilities are set to be proportional to their total employment (as obtained on a lagged basis from a census instrument). Since the number of hires, separations and job openings for establishments are expected to be correlated to the number of employees, this survey sampling design induces informativeness, so that hiring, separations and openings would be expected to be larger in the samples than in the underlying population.
Bayesian models for survey data
There is growing and rich literature on employment of survey sampling weights (constructed to be inversely proportional to unit inclusion probabilities) for correction of the population model estimated on the observed survey sample to produce asymptotically unbiased estimation. Some recent papers focus on the use of Bayesian modeling for the specific purpose of producing mean and total statistics under either empirical or nonparametric likelihoods, but these methods don't allow the data analyst to specify their own population models for the purpose of parameter estimation and prediction (Dong et al., 2014; Kunihama et al., 2014; Rao and Wu, 2010; Si et al., 2015) . Savitsky and Toth (2016) and Williams and Savitsky (2018a) complement these efforts by employing a pseudo-posterior to allow the data analyst to estimate a population model of their choice on an informative sample taken from that population. The pseudo-likelihood exponentiates each unit likelihood contribution by its sampling weight, which re-balances information in the observed sample to approximate that in the population. The use of the pseudo-posterior may be situated in the more general class of approximate or composite likelihoods (Ribatet et al., 2012) . All of the above Bayesian approaches that allow analyst specification of the underlying population generating model to be estimated on the observed informative sample only address models with fixed or global effects, not random effects. Yet, it is routine in Bayesian modeling to employ one or more sets of random effects under prior formulations designed to capture complex covariance structures. Hierarchical specifications make such population models readily estimable.
Mixed effects models for survey data
There are two related papers (Pfeffermann et al., 1998; Rabe-Hesketh and Skrondal, 2006 ) that address unbiased inference for linear mixed models under a continuous and dichotomous response, respectively, in the frequentist setting where the random effects utilized in the population model index groups used to draw nested units in a multistage sampling design where, in the case of a 2-stage sampling design, each group in the population is assigned an inclusion probability. In a set-up where the inclusion probabilities for the random effects are informative, both papers accomplish estimation by multiplying the logarithm of the distribution for each group-indexed random effect by a weight set to be inversely proportional to the group inclusion probability. The log-likelihood contribution for each unit, which is nested in a group, is multiplied by a weight set to be inversely proportional to the conditional inclusion probability for that unit, given that its group was sampled in an earlier stage. Each paper evaluates alternatives for normalizing the collection of conditional units weights in each group in order to reduce the bias for estimation of the generating random effects variance in the case of a small number of units linking to each group, though they both recommend normalizing to the sum of within group sample size.
We provide a detailed discussion in the sequel showing that the pseudo-maximum likelihood formulations of Pfeffermann et al. (1998) and Rabe-Hesketh and Skrondal (2006) are biased with respect to the survey sampling distribution due to the non-linearity of the survey weighted terms, which results from integrating out the random effects before estimation. Yi et al. (2016) resolves the design unbiasedness under pseudo-maximum likelihood estimation by integrating out the random effect from the joint likelihood for each pair of observed responses within each group and the linked group random effect. This restores linearity of the weighted (summation) terms. Yet, their approach induces dependence among the marginal data likelihood terms not accounted for in their population model specification, such that their framework is biased with respect to the population generating model. This pairwise composite likelihood formulation may still lead to consistent estimation for some models, with some loss in efficiency.
Extending the Pseudo-Posterior to Mixed Effects Models
This paper extends the approaches of Savitsky and Toth (2016) and Williams and Savitsky (2018a) from globalonly parameters to mixed effects (global and local parameter) models by exponentiating both the data likelihood contributions and the group-indexed random effects prior distributions by sampling weights -an approach that we label, "double-weighting" -that is multiplied, in turn, by the joint prior distribution for the population model parameters to form a joint pseudo-posterior distribution with respect to the observed data and random effects for the sampled groups. We demonstrate that our pseudo-posterior formulation achieves both unbiasedness with respect to the survey sampling design distribution and consistency with respect to the population generating model. Our weighted pseudo-posterior is relatively simple in construction because we co-sample the random effects and model parameters in our MCMC and marginalize out the random effects after estimation.
Our approach incorporates a broader class of mixed effects specifications than these previous works, however, by including the derivation of group-indexed weights in the case where the groups are not included in the sampling design; our application in the sequel addresses estimation of employment counts for business establishments under a population model that uses industry-indexed random effects to capture within industry dependence, but where the establishments are directly sampled in a single-stage design. We refer to the case where groups used in the population model are not included in the sampling design as "indirect" sampling of groups, since a group is included in the sample to the extent that a nested unit is directly sampled. By contrast, we refer to the case where the group are included in the sampling design as "direct" sampling of the groups, which is followed by the sampling of units within groups. The case of indirect sampling of groups is particularly important in Bayesian estimation as it is common to specify multiple random effects terms that parameterize a complex covariance structure because the random effects terms are readily estimable in an MCMC scheme.
The remainder of the paper proceeds to develop our proposed double-weighting methods for estimation of mixed effects models under both direct and indirect sampling of groups on data acquired under informative sampling in Section 2. Simulation studies are conducted in Section 3 that compare our proposed method to the usual case of likelihood weighting under both direct and indirect sampling of groups. Section 4 applies our double-weighting method to estimation of the number of hires for business establishments under employment of industry-indexed random effects in the population model where we reveal that our double-weighting approach produces more heterogenous random effects estimates to better approximate the population from the observed sample than does the usual practice. We offer a concluding discussion in Section 5.
Random Effects Pseudo Prior
We consider common cases for constructing by-group weights to exponentiate prior contributions for random effects:
(a) Groups correspond to those selected in a stage of a multistage sampling design, such as the primary sampling clusters, and receive weights set to be inversely proportional to their probabilities of selection w g = 1/π g , where π g ∈ (0, 1] denotes the survey sample inclusion probability for group, g. This case represents the direct sampling of groups.
(b) Groups correspond to strata from a sampling design or from certainty units that are included in every possible sample and, thus, maintain a group weight w g = 1. In this case, the group-indexed random effects are non-informative because all groups in the population are observed in every sample. This is a special case of the above.
(c) The underlying population is generated with group-indexed random effects, but the groups are not used for selection into the sample. The sample may be a single-stage design where units are directly selected with probabilities set to be proportional to the value of a size variable; e.g., π i ∝ x 2i , where x 2 is a size variable (such as total employment for business establishment, i). The value of the response of interest, y i , is generated from group random effects, (u g ). Units are often allocated to groups proportionally to their value of the size variable, x 2i , inducing informativeness into the observed sample distribution for the group random effects, (u g ). This case represents the indirect sampling of groups (accomplished through the direct sampling of member units).
We study the cases 1 and 3 in our derivations and simulation studies, to follow. Our first result defines a pseudo-posterior estimator on the observed sample for our population model that includes group-indexed random effects in the case where we directly sample groups, followed by the sampling of units nested within selected groups, in a multistage survey sampling design. Our goal is to achieve unbiased inference for (θ , φ ) (where θ denotes fixed effects for generating population responses, y, and φ denotes the generating parameters of random effects, u, for the population), estimated on our observed sample taken under an informative survey sampling design. Multistage designs that sample groups or clusters, followed by the further sampling of nested units, are commonly used for convenience to mitigate costs of administration where in-person interviews are required and also in the case where a sampling frame of end-stage units is constructed after sampling groups in the first stage. THEOREM 1. Assign units, i ∈ (1, . . . , N), that index a population, U, to groups, h ∈ (1, . . . , G U ), where each population group, h, nests U h = 1, . . . , N h units, such that N = |U| = ∑ G U h=1 N h , with N h = |U h |. Construct a 2-stage informative sampling design whose first stage takes a direct sample of the G U groups, where π h ∈ (0, 1] denotes the marginal sample inclusion probability for group, h ∈ (1, . . . , G U ). Let g ∈ (1, . . . , G S ), index the sampled groups, where G S denotes the number of observed groups from the population of groups, G U ⊃ G S . The second stage of the survey sampling design takes a sample from the N g (second stage) units ∀g ∈ S g , where S g ⊂ U g . The second stage units are sampled with conditional inclusion probabilities, π |g ∈ (0, 1] for = 1, . . . , N g , conditioned on inclusion of group, g ∈ (1, . . . , G S ). Let j ∈ (1, . . . , n g ) index the sampled or observed second stage units linked to or nested within sampled group, g ∈ (1, . . . , G S ). Denote the marginal unit survey sampling weight, w g j ∝ 1/π g j , for π g j ∈ (0, 1], the joint inclusion probability for unit, j, nested in group, g, both selected into the sample. The group marginal inclusion probabilities and conditional unit inclusion probabilities under our 2-stage survey sampling design are governed by distribution, P π . Under a proper prior specification, f (·), the following pseudo-posterior estimator achieves unbiased inference with respect to the survey sampling distribution, P π ,
where f (·) π denotes a sampling-weighted pseudo distribution, j ∈ S g denotes the subset of units, j ∈ (1, . . . , n g = |S g |), linked to group, g ∈ (1, . . . , G S ). The integral for each u g is over its support, U .
PROOF. We first construct the complete joint model for the finite population, U, as if the random effects, (u h ), were directly observed,
Under a complex sampling design, we specify random sample inclusion indicators for groups, δ h , with marginal probabilities π h = P(δ h = 1) for h ∈ (1, . . . , G U ), governed by P π . We further specify random sample inclusion indicator, δ |h = (δ | δ h = 1) ∈ {0, 1}, with probability π |h = P(δ |h = 1), for unit ∈ (1, . . . , N h ), conditioned on the inclusion of group, h, in the sample governed by the survey sampling distribution, P π (as contrasted with P θ ,φ , the population generation distribution for (y, u)). The pseudo-likelihood with respect to the joint distribution, (P π , P θ ,φ ), is then constructed by exponentiating components of the likelihood in the population such that the expected value of the survey sample pseudo log-likelihood function with respect to P π equals that of the log-likelihood for the entire population (and thus the score functions also match in expectation). Let U (y, u|θ , φ ) ≡ log f (y, u|θ , φ ) denote the population model log-likelihood. Applying this approach to the log-likelihood of the joint model, above, leads to the following pseudo-likelihood formulation:
where P π governs all possible samples,
and w g j ∝ π −1 g, j and w g ∝ π −1 g . The expectation of our estimator in Equation 4 is unbiased with respect to P π ,
where the expectation, E π (·), is taken with respect to the survey sampling distribution, P π , that governs the survey sampling inclusion indicators, {δ h , δ h }, conditional on the data {y, u} generated by P θ ,φ . The final equality in Equation 7 is achieved since
Thus, we use the following sampling-weighted model approximation to the complete population model of Equation 2:
We can then construct a sampling-weighted version of the observed model:
Theorem 1 requires the exponentiation of the prior contributions for the sampled random effects, (u g ), by a sampling weight, w g ∝ 1/π g in order to achieve unbiased inference for φ ; it is not enough to exponentiate each data likelihood contribution, f (y g j | u g , θ ), by a unit (marginal) sampling weight, w g j . This formulation is generally specified for any population generating model, P θ ,φ . Our result may be readily generalized to survey sampling designs of more than two stages where each collection of later stage groups are nested in earlier stage groups (such as households of units nested within geographic PSUs).
Our pseudo-likelihood in Equation 4 is jointly conditioned on (y, u), such that the random weights, (δ h /π h ), are specified in linear summations. This linear combination of weights times log-likelihoods ensures (design) unbiasedness with respect to P π because the weight term is separable from the population likelihood term. We may jointly condition on (y, u) in our Bayesian set-up because we co-sample (u, θ , φ ), numerically, in our MCMC such that the integration step over u is applied after co-estimation. In other words, we accomplish estimation in our MCMC by sampling u jointly with (θ , φ ) on each MCMC iteration and then ignoring u to perform marginal inferences on θ and φ , which is a common approach with Bayesian hierarchical models. By contrast, Pfeffermann et al. (1998) and Rabe-Hesketh and Skrondal (2006) specify the integrated likelihood for the observed sample,
which will not, generally, be design unbiased for the population likelihood because the unit level conditional weights, (w j|g ) j , are nested inside an exponential function (such that replacing w j|g with δ |h /π |h inside the exponential and summing over the population groups and nested units will not produce separable sampling design terms that each integrate to 1 with respect to P π , conditioned on the generated population) (Yi et al., 2016) . The non-linear specification in Equation 11 results from an estimation procedure that integrates out u before pseudo-maximum likelihood point estimation of (θ , φ ). This design biasedness (with respect to P π ) is remedied for pseudo-maximum likelihood estimation by Yi et al. (2016) with their alternative formulation,
where w j,k|g ∝ 1/π j,k|g denotes the joint inclusion probability for units ( j, k), both nested in group, g, conditioned on the inclusion of group, g, in the observed sample. Equation 12 specifies an integration over
pair, which allows the design weights to enter in a linear construction outside of each integral. This set-up establishes linearity for inclusion of design weights, resulting in design unbiasedness for computation of the pseudo-maximum likelihood estimate. Yet, the construction of integrating out u g in each f (y gk | u g , θ ) produces marginally dependent likelihood contributions over the (y gk ) k , which may produce bias with respect to the population generating model, P θ 0 ,φ 0 . The population model bias is mitigated (but not entirely resolved) by use of survey sampling weights based on joint or pairwise inclusion probabilities (for units ( j, k) in each group, g) because some of the dependence among units not incorporated into the sum of log-likelihood terms over ( j, k) is captured in the pairwise weights. (Progressively higher order weights may capture more of the within group unit dependence, though higher order weights are rarely available, in practice). There is an overlap between unconditional (on u) dependence in the population model and in the survey design distribution because the groups indexing the random effects are directly sampled. By contrast, our result of Equation 1 is unbiased and consistent with respect toP π and P θ 0 ,φ 0 , respectively, because u is marginalized out after joint estimation of (u, θ , φ ), so we preserve both linearity of the survey sampling-weighted terms and conditional independence of the sample likelihoods. Our Bayesian approach allows a much simpler estimation equation than these pseudo-maximum likelihood approaches while retaining both design unbiasedness and population model consistency. Bayesian model specifications commonly employ group-level random effects (often for multiple simultaneous groupings) to parameterize a complex marginal covariance structure. Those groups are often not directly sampled by the survey sampling design. We, next, demonstrate that weighting the prior contributions for the group-indexed random effects is still required, even when the groups are not directly sampled, in order to achieve unbiased inference for the generating parameters of the random effects, φ . We focus our result on a simple, single-stage sampling design, that may be readily generalized, where we reveal that the group-indexed survey sampling weights are constructed from unit marginal inclusion probabilities. Constructing sampled group weights from those of member units appeals to intuition because groups are included in the observed sample only if any member unit is selected under our single-stage survey sampling design. THEOREM 2. Suppose the same population set-up as for Theorem 1, with population units, ∈ U h , linked to groups, h ∈ (1, . . . , G U ), where each unit, (h, ), maps to i ∈ (1, . . . , N). We now construct a single stage sampling design that directly samples each (h, ) unit with marginal inclusion probability, π h , governed by P π . Group, g ∈ G S , is indirectly sampled based on whether there is any linked unit, (g j), observed in the sample. The following pseudo-posterior estimator achieves unbiased inference with respect to P π ,
where w g j ∝ 1/π g j .
PROOF. We proceed as in Theorem 1 by supposing the population U of units and associated group-indexed random effects, (u h ), were fully observed. We first construct the likelihood for the fully observed population.
We proceed to formulate the pseudo-likelihood for all possible random samples taken from U, f π U (·), governed jointly by (P π , P θ ,φ ), from which we render the pseudo-likelihood for any sample, f π (·), which is constructed to be design unbiased for the population model of Equation 16 under
This pseudo-posterior reduces to the following expression for the observed sample,
where π g j = P(δ g j = 1) (under P π ), w g j ∝ 1/π g, j and N g denotes the number of units in the population linked to observed group, g ∈ (1, . . . , G S ) observed in the sample. We set w g := 1/N g × ∑ j∈S g w g j and the result is achieved.
This result derives from eliciting group-indexed weights from unit inclusion probabilities for units linked to the groups. While the resulting pseudo-posterior estimators look very similar across the two theorems, the sampling designs are very different from one another in that groups are not directly sampled in this latter case, which is revealed in their differing formulations for w g . In practice, it is not common for the data analyst to know the population group sizes, (N g ), for the groups, g ∈ (1, . . . , G S ) observed in the sample, so one estimates anN g to replace N g in Equation 14
. We propose a method for producingN g in Section 2.2, which we utilize in a simulation study that follows. In application, we normalize the by-group, survey sampling weights, (w g ) g = 1, . . . , G S , to sum to the number of observed groups in the sample, G S , and normalize unit weights, (w g j ) j=1,...,n g to sum to the within group sample size, n g , in the case of direct sampling of groups and normalize (w g j ) to sum to the overall sample size, n, in the case of indirect sampling of groups. These normalizations regulate uncertainty quantification for posterior estimation of (u g ) and global parameters, (φ , θ ). (In practice, these normalizations often produce somewhat optimistic credibility intervals due to dependence induced by the survey sampling design. Williams and Savitsky (2018b) provide an algorithm that adjusts pseudo-posterior draws to incorporate this dependence).
We refer to our proposed procedure for weight exponentiating both the data likelihood contributions and the prior distributions of the (u g ) as "double-weighting", as mentioned in the introduction, to be contrasted with the usual approach of "single-weighting" of Williams and Savitsky (2018a) developed for models with global effects parameters.
Frequentist Consistency of the Pseudo-Posterior Estimators
The frequentist consistency of our estimators of Theorems 1 and 2 with respect to the joint distribution of population generation and the taking of a sample, (P θ 0 ,φ 0 , P π ), is readily shown under the same conditions and contraction rate as specified in Williams and Savitsky (2018a) . Let ν ∈ Z + index a collection of populations, U ν , such that N ν > N ν , for ν > ν. ν controls the asymptotics such that for each increment of ν we formulate new units and generate (y ν , π ν ). Let p λ denote a population model density with respect to parameters, λ . Under direct sampling of groups, we construct the estimator,
which may be readily shown achieves the contraction rate specified in Theorem 1 of Williams and Savitsky (2018a) . We note that Condition (A4) of Williams and Savitsky (2018a) , which imposes an upper bound on the inverse of the marginal unit inclusion probability, 1/π νh = 1/(π ν |h π νh ) < γ serves to bound (π νh , π ν |h ) > 0 (away from 0). Condition (A5.2) constructs blocks in which unit pairwise dependencies induced by the survey sampling design are allowed to never attenuate with increasing ν, so long as the blocks grow at less than O(N ν ) and the dependence among units induced by the sampling design between the blocks attenuates to 0. We meet this condition by defining the population groups, h ∈ (1, . . . , G U ), as the blocks, so that asymptotic dependence within the groups is allowed, but asymptotic independence must be achieved between groups. This is a very weak condition that is met by nearly all sampling designs used, in practice, under direct sampling of groups. Under the indirect sampling of groups, we formulate the estimator,
This estimator is only a slight generalization from that of Williams and Savitsky (2018a) and achieves consistency under the specified conditions. We note that the prior contributions, p φ (·), in both Equations 20 and 21 are treated as likelihoods under a population generating model governed by φ .
Pseudo Group Inclusion Probabilities
If we invert the resultant group-indexed weight, w g = 1/N g × ∑ j∈S g w g j , for case 3, where groups are not directly sampled, we may view the inverse of the group g weight,π g = 1/w g , as a "pseudo" group inclusion probability, since we don't directly sample groups. The construction for one form ofπ g motivates our consideration of other formulations for the pseudo group inclusion probabilities that we may, in turn, invert to formulate alternative group-indexed survey sampling weights, (w g ).
The resulting w g of Equation 14 requires either knowledge of N g or a method for its approximation. The sum of nested unit weights is further composed as a harmonic sum of inverse inclusion probabilities of member units in each group, which may be overly dominated by units with small unit inclusion probabilities. Our first alternative more directly constructs a pseudo group inclusion probability as the union of probabilities for inclusion of any member unit in the observed sample (in which case the group will be represented in the sample) and does not require estimation of population quantities, such as N g . Under a weak assumption of nearly independent sampling within groups, this alternative is constructed as,
where π denotes the marginal inclusion probability for unit, ∈ (1, . . . , N g ), where we recall that N g denotes the number of units linked to group, g ∈ (1, . . . , G U ), in the population of groups. We may estimate the pseudo group inclusion probabilities in the observed sample by making the same walk from population-to-observedsample as is done in Equation 4 to Equation 5; by including unit sampling weights, (w j ) j∈S g (S g = {1, . . . , n g }).
We normalize the (w j ) j∈S g to sum to 1 as our intent is to re-balance the information (among sampled units) within a group to approximate that of the population of units within the group. While this estimator has the undesirable property of computingπ g > 1, we utilize this quantity to weight the random effects prior density contributions with, w g ∝ 1/π g , so we focus on the effectiveness of estimation bias removal for generating hyperparameters of the (u g ) g∈G U . We label this method as the "sum-probabilities" method in contrast to the "sum-weights" methods with which we label the result of Equation 14. Under a single stage sampling design where the groups are indirectly sampled through inclusions of nested units into the observed sample, we assume that we only have availability of the marginal unit inclusion sampling weights, (w g j ). The group population size, N g , needed for the sum-weights method of Equation 14, may be estimated byN g = ∑ n g j=1 w j|g . To approximate w j|g , we first utilize the sum-probabilities result to estimate, w g = 1/π g , and proceed to extract (w j|g ) from w g j ≈ w g w j|g .
Our second alternative for estimation of a pseudo group inclusion probability is designed to ensureπ g ≤ 1 by using a product complement approach that computes the union of member unit probabilities for a group, indirectly, by first computing its complement and subtracting that from 1. To construct this estimator, we assume that units, j ∈ S are sampled independently with replacement, which is a tenable assumption when drawing a small sample from a large population of units. Let π (1) j denote the probability of selecting unit, j, in a sample of size 1 (e.g., a single draw). Then we may construct the marginal inclusion probability of unit, π j , for a sample of size, n = |S|, as the complement that unit j does not appear in any of the n draws,
where ∑ j∈U π
(1) j = 1. By extension, 0 <π
g denotes the pseudo group, g ∈ (1, . . . , G U ) inclusion probability for a sample of size 1 and is composed as the union of size 1 probabilities for member units. The expression for the pseudo group inclusion probability derives from the underlying sampling of members with replacement,π
where we exponentiate the complement term, 1 −π
, by the number of draws of units, n, (rather than G S , the number of groups represented in the observed sample) because we don't directly sample groups. We solve for π (1) j using Equation 25, π
(1)
(1/n) , and plug into Equation 26 to achieve,
where, as with the sum-probabilities formulation, we normalize the unit weights within each group, (w ) ∈S g , to sum to 1. We label this method as "product-complement".
Simulation study
We generate a count data response variable, y, for a population of size, N = 5000 units, where the logarithm of the generating mean parameter, µ is constructed to depend on a size predictor, x 2 , in both fixed and random effects terms; in this way, we construct both fixed and random effects to be informative, since our proportion-tosize survey sampling design sets unit inclusion probabilities to be proportional to x 2 . We generate a population of responses using,
where P(·) denotes the Poisson distribution, x 1i ∼ N (0, 1) is the inferential predictor of interest to the data analyst and
(where E (·) denotes the Exponential distribution) is the size variable, which is generated from a skewed distribution to reflect real-world survey data, particularly for employment counts.
The expression, h{i}, denotes the group h ∈ (1, . . . , G U ) linked to unit i ∈ (1, . . . , N). We generate
R ×diag(σ σ σ ) , where σ σ σ = (1.0, 0.5) . We set R = I 2 , where I 2 denotes the identity matrix of size 2. Finally, we set β β β = (β 1 , β 2 ) = (1.0, 0.5), where we choose the coefficient of x 2 to be lower than that for x 1 to be moderately informative, which is conservative.
The allocation of units, i = 1, . . . , N to groups, h = 1, . . . , G U is performed by sorting the units, i, based on size variable, x 2 . This allocation procedure constructs sized-based groups that accord well with survey designs that define groups as geographic regions, for convenience, where there is expected more homogeneity within groups than between groups.
The population size for each group, N h , is fixed under direct sampling of groups; for example, N h = 4 in the case of G U = 1250, which produces N = 5000 units, so the number of population units per group is constructed as (4, 10, 25, 50, 100) for population group sizes, G U = (1250, 500, 200, 100, 50), respectively. In the case where we conduct an indirect sampling of groups by directly sampling units in a single-stage pps design, the number of population units per group, N h , is set to randomly vary among the G U population groups using a log-normal distribution centered on the (4, 10, 25, 50, 100) units per group used in the case of direct sampling, with a variance of 0.5. In the case of G U = 1250, this produces a right-skewed distribution of the number of units in each group, ranging from approximately 1 to 40 units per group and the total number of population units per group is restricted to sum to N = 5000. We sort the groups such that groups with larger-sized units are assigned relatively fewer units and groups with smaller-sized units are assigned relatively more units. This set-up of assigning more units to smaller-sized groups mimics the estimation of employment counts among business establishments analyzed in our application in the sequel, where there are relatively few establishments with a large number of employees (e.g., > 50) (which is the size variable), while there are, by contrast, many more establishments (small businesses) that have a small number of employees (e.g., < 10).
Although the population response y is generated with µ = f (x 1 , x 2 ), we estimate the marginal model for the population, µ = f (x 1 ) to which we will compare estimated results on samples taken from the population to assess bias and mean-squared error (MSE). We use x 2 in the generation of the population values for y because the survey sampling inclusion probabilities are set proportionally to x 2 , which instantiates the informativeness of the sampling design. In practice, however, the analyst does not have access to x 2 for the population units or, more generally, to all the information used to construct the survey sampling distribution that sets inclusion probabilities for all units in the population. The marginal estimation model under exclusion of size variable, x 2 , is specified as log µ i = β 0 + x 1i β 1 + u h{i} , where now u h is an intercept random effect on which we specify, u h ∼ N 0, σ 2 u , h = 1, . . . , G U . Our goal is to estimate the global parameters, (β 0 , β 1 , σ 2 u ), from informative samples of size, n = 500, taken from the population (of size, N = 5000).
Our first simulation study focuses on the direct sampling of groups, followed by a sub-sampling of units within the selected groups. We use a proportion-to-size design to directly sample from the G U groups in the first stage, where the group inclusion probabilities, π h ∝ 1 N h ∑ i∈U h x 2i . After the first stage of sampling, we observe G S < G U groups from which we perform a further sub-sampling of f % of population units in the selected G S groups. The second stage size-based sampling of units is accomplished with inclusion probabilities, π |g ∝ x 2 for ∈ (1, . . . , N g ). A fixed sample of total size n = 500 is taken where the number of groups sampled,
Our second simulation study conducts an indirect sampling of groups by directly sampling units in a single stage design such that groups are included in the sample to the extent their at least one of their member units is sampled. As in the case of the direct sampling of groups, a proportion to size design is used with the marginal inclusion probability, π i ∝ x 2i , i = 1, . . . , N. Group inclusion probabilities for double-weighting are composed using the sum-probabilities, sum-weights, and product-complement alternatives, as described in Section 2.2.
Each Monte Carlo iteration of our simulator (that we run for B = 300 iterations) generates the population
, assigns group and unit inclusion probabilities for the population in the case of direct sampling of groups or assigns unit inclusion probabilities in the case of indirect sampling. A sample of n = 500 is then taken and estimation is performed for (β 0 , β 1 , σ 2 u ) from the observed sample under three alternatives:
(a) Single-weighting, where we solely exponentiate the likelihood contributions for (y g j ) by sampling weights, (w g j ∝ 1/π g j ) (and don't weight the prior for the random effects, (u g ));
(b) Double-weighting (under both direct and indirect sampling of groups), where we exponentiate both the likelihood for the (y g j ) by sampling weights, (w g j ), and also exponentiate the prior distribution for u g by weight, w g ∝ 1/π g (for each of g = 1, . . . , G S ). We compute the marginal unit weights used in both single-and double-weighting as w g j ∝ 1/π g j , where π g j is the marginal inclusion probability, formulated as, π g j = π g π j|g for j = 1, . . . , n g for each group, g ∈ 1, . . . , G S in the case of direct sampling of groups. In the case of indirect sampling of groups, π g j is available as the assigned marginal inclusion probability for unit (g, j) ∈ 1, . . . , n;
(c) SRS, where in the case of direct sampling of groups, we take a simple random (equal probability) sample of groups in a first stage, followed by a simple random sample of units within selected groups. We take the SRS sample from the same population as is used to take the two-stage, pps informative sample. In the case of indirect sampling of groups, we take a single-stage simple random sample of units.
The inclusion of model estimation under (a non-informative) SRS is intended to serve as a gold standard against we may judge the bias and MSE performance of single-and double-weighting under informative sampling.
Informative Random Effects
We first assess estimation bias for φ , the generating hyperparameter of the random effects from Equation 1, that arises from informative random effects under the canonical case of unit-indexed random effects, where G U = N (the number of units in the population, U), such that the number of units per group is N h = 1 for all groups, which reduces to setting π i ∝ x 2i , a single stage, proportion-to-size design, with size variable, x 2 ∼ E (m 2 = 1). We compare the use of single-and double-weighting utilizing bias and MSE statistics (based on the true population values from the marginal model) for the generating random effects variance, φ ≡ σ 2 u and fixed effects, (β 0 , β 1 ).
Our results show in Figure 1 and associated Table 1 reveal a strong bias under single-weighting for the generating random effects variance, σ 2 u , that is substantially removed under double-weighting. This is a consequential result because, as with fixed effects, we lack a priori knowledge of the informativeness of the sampling design for any data set acquired under a complex survey sampling design, so this result suggests the necessity to exponentiate the prior contribution for each random effect, u i . We also note a bias reduction in the intercept parameter, β 0 , for double-weighting. Bias may arise in β 0 due to a location non-identifiability when the mean of the random effects, (u i ), are biased away from 0. Monte Carlo distributions and quantiles (0.5%, 25%, 50%, 75%, 99.5%) for B = 300 iterations of differences between Posterior Means and truth under Single-and Double-weighting schema as compared to SRS for varying number of random effect groups, G U , under x 2 ∼ E (m 2 = 2.5) for N = 5000 and n = 500. Parameters (β 0 , β 1 , σ 2 u ) along columns and number of population groups, G U , in descending order along the rows.
Varying Number of Population Groups, G U
We, next, assess bias for a population model constructed using group-indexed random effects, where each group links to multiple units. Our results presented in Figure 2 compare our double-weighting method to single-weighting in the case we conduct a proportion-to-size direct sampling of groups and, subsequently, sub-sample f = 50% of member units within groups. We include an SRS sample of groups and units within selected groups taken from the same population. The results reveal that bias is most pronounced in the case of a relatively larger number of groups e.g., G U = (1250, 500) for N = 5000, where each group links relatively few units. By contrast, as the number of groups decreases, fixing the population size, N, the number of units linking to each group increases, which will have the effect of reducing variation in resulting sampling weights among the groups until, in the limit, there is a single group (with π g = 1). The relative bias of singleweighting, therefore, declines as the number of groups declines (and units per group increases), such that residual bias in σ 2 u for G = 100 is dominated by increasing variability (because we sample fewer groups) for all methods. We, nevertheless, detect a small decrease in bias when we use double-weighting. Our set-up may be viewed as more likely to induce bias because we assign units to groups by sorting units on the values of the size variable, x 2 ∼ E (1/(m 2 = 2.5)) for allocation to groups. Our proportion-to-size sampling design selects groups based on the mean size variable for each group,x 2 . This set-up will tend to accentuate the variance in the resulting group-indexed size variable (and, hence, the resulting survey sample inclusion probabilities) as compared to a random allocation of units to groups. Our simulation set-up is, nevertheless, realistic because many surveys are characterized by relatively homogenous clusters; for example, the geographically-indexed metropolitan statistical areas (MSAs) (which may be viewed as clusters) used by the Current Employment Statistics survey (administered by the Bureau of Labor Statistics) tends to express larger (higher number of employees) establishments in more highly populated MSAs.
We next compare our double-weighting approach to the best available method in the literature, the pairwise composite likelihood method of Yi et al. (2016) , specified in Equation 12 , which we refer to as "pairintegrated". We compare both methods in the case of relatively few units linked to each group (e.g., G = 500, 1250) because Yi et al. (2016) demonstrate superior bias removal properties as compared to Rabe-Hesketh and Skrondal (2006) in this setup. We exclude smaller values of G because as the number of individuals within each group grows, the number of pairwise terms to include in the pair-integrated method grows quadratically. Our simulation set-up conducts a first-stage proportion to size sampling of groups in exactly the same manner as the previous simulation study. We additionally include an SRS of groups and, in turn, units within groups, as a benchmark. Figure 3 presents the Monte Carlo distributions for parameter estimates, where the columns denote parameters, (β 0 , β 1 , σ 2 u ), and the rows denote number of population groups, G U . The results demonstrate that double-weighting leads to unbiased estimation of both the fixed effects parameters and the random effects variance. By contrast, the pair-integrated method demonstrates relatively severe bias and variability for the random effects variance, σ 2 u , which is exactly the set-up where it is hoped to perform relatively well. This bias for pair-integrated in the random effects variance also induces bias for the fixed effects intercept, β 0 .
Sampling Units Rather than Groups
This next Monte Carlo simulation study implements case 3 from Section 2 that addresses sampling designs where the population group identifiers used to generate the response variable of interest are not directly sampled by the survey sampling design. The synthetic population (for each Monte Carlo iteration) utilizes groupindexed random effects under size-based assignment of population units to groups under each alternative for total number of groups, G U , as in Section 3.2. In this study, however, we vary randomly vary the number of population units assigned to each group with the mean values for each G U set to be equal to the fixed number of units per group used in Section 3.2. We allocate a relatively higher number of units to those groups with smaller-sized units under each group size, G U , to mimic our application. The survey sampling design employed here is a single-stage, proportion-to-size design that directly samples the units (not the groups) with unit inclusion probabilities proportional to the size variable, x 2 ∼ E (1/(m 2 = 3.5)).
Each plot panel in Figure 4 shows the distributions over Monte Carlo simulations for estimates of the generating variance, σ 2 u , of the random effects, (u g ), under each of the following weighting methods: singleweighting, product-complement double-weighting (Equation 29), sum-probabilities doubling-weighting (Equation 24), sum-weights doubling-weighting (Equation 14), and SRS (no weighting under simple random sampling of the same population from which the pps sample was taken). The panels are ordered from left-to-right for a sequence of G U = (1250, 500, 200, 100, 50) . As earlier mentioned, the number of population units per group, N h , is set to randomly vary under a lognormal distribution, though there will on average be more units sampled per group from synthetic populations with a smaller number of population groups, G U , than there will be units per group sampled under a larger number of population groups. The sum-probabilities and sumweights methods for accomplishing double-weighting generally perform nearly identically to one another and better than single-weighting for all group sizes. When the number of population groups, G U , is small, however, noise induced by sampling error results in double-weighting under-performing compared to SRS. Yet, as the number of units per group increases with G U = 500, we see that sum-probabilities and sum-weights both outperform SRS, which is expected because the pps design is generally more efficient such that the contraction rate of the estimator on the truth will be faster for pps (occur at a lower sample size). Since sum-probabilities and sum-weights perform nearly identically, we would tend to prefer use of the former because it does not require our estimation ofN g , as does the latter. Table 2 presents the relative bias, defined as the bias divided by the true value, and the normalized root MSE, defined as the square root of MSE divided by the true value, for the regression coefficients, (β 0 , β 1 ), to accompany Figure 4 . We show the relative bias and normalized RMSE quantities in this study because the true values of the marginal model, σ 2 u = (0.578, 0.349, 0.216, 0.169, 0.136), varies over the sequence of sizes for G U . As in the case of direct sampling of groups, there is an association between the amount bias in estimation of σ 2 u and in the intercept coefficient, β 0 . Table 2 : Normalized Bias and RMSE for Double-weighting methods as compared to Single-weighting and SRS for Increasing Units Per Random Effect Under Indirect Sampling of Groups for B = 300 iterations with population of N = 5000 and sample of n = 500.
We note that under G U = 50 the results in Figure 4 show that the performances for all double-weighting methods collapse on those for SRS and single-weighting. This result is explained by the defacto inclusion of all G U = 50 groups in every sample across the Monte Carlo iterations. The inclusion of all population groups in the observed sample under G U = 50 is not surprising as there are many units per group, so it is likely that at least one unit in every group will be sampled in each Monte Carlo iteration. So the induced sampling of groups looks similar to Case 2 in Section 2, such that there is no weighting of the random effects distributions needed and we see in Figure 4 that all of the double-weighting methods perform nearly the same as single-weighting and SRS.
Application
We compare single-and double-weighting under a linear mixed effects model estimated on a dataset published by the Job Openings and Labor Turnover Survey (JOLTS), which is administered by BLS on a monthly basis to a randomly-selected sample from a frame composed of non-agricultural U.S. private (business) and public establishments. JOLTS focuses on the demand side of U.S. labor force dynamics and measures job hires, separations (e.g. quits, layoffs and discharges) and openings. We construct a univariate count data population estimation model with our response, y, defined to be the number of hires. We formulate the associated log mean with,
where groups, g = 1, . . . , (G = 892), denote industry groupings (defined as 6− digit North American Industry Classification (NAICS) codes) that collect the participating business establishments. We expect a within-industry dependence among the hiring levels for business establishments since there are common, industry-driven economic factors that impact member establishments. We construct the fixed effects predictors, x = [1, ownership status, region], which are categorical predictors where ownership status holds four levels, 1. Private; 2. Federal government; 3. State government; 4. Local government. The region predictor holds four levels, 1. Northeast; 2. South; 3. Midwest; 4. West. Private and Northeast are designated as the reference levels. The JOLTS sampling design assigns inclusion probabilities (under sampling without replacement) to establishments to be proportional to the number of employees for each establishment (as obtained from the Quarterly Census of Employment and Wages (QCEW)). This design is informative in that the number of employees for an establishment will generally be correlated with the number of hires, separations and openings. We perform our modeling analysis on a May, 2012 data set of n = 9743 responding establishments. We a priori expect the random effects, (u g ), to be informative since larger-sized establishments would be expected to express larger variances in their hiring levels. We choose the Sum-probabilities method for inducing industry-level weights (from Equation 24) to construct our double-weighted estimation model on the observed sample. This produces nearly identical results (not shown) as the Sum-weights method of Equation 14.
The more diffuse distribution over the G = 892 posterior mean values for random effects, (u g ), under double-weighting than single-weighting shown in Figure 5 demonstrates that co-weighting the likelihood and random effects distribution produces notably different inference for the group-indexed random effects; in particular, the observed sample is more homogenous in the number of hires by setting inclusion probabilities to concentrate or over-sample large-sized establishments relative to the more size-diverse population of establishments. So the weighting of the random effects distributions in the observed sample produces a distribution over the posterior mean values for the random effects that better reflects the size-diversity of establishments in the underlying population from which the sample was taken. Figure 6 presents the estimated pseudo-posterior distributions for the generating random effects variance, σ 2 u and also a single random effect parameter, u i , under both single-and double-weighting. This figure reinforces the observed result for the random effects where the observed hiring levels in the survey data are more homogenous than those in the underlying population, which induces a larger posterior variation in the estimated random effects parameters for double-weighting. : Distributions and quantiles (25%, 50%, 75%) of posterior samples for σ 2 u , the generating variance for random effects, and a single random effect parameter, u i , for the JOLTS application, under Single-and Double-weighting.
Discussion
In this work, we demonstrate the existence of biased estimation of both fixed and random effects parameters when performing inference on data generated from a complex survey sample. This risk is largely unrecognized in the Bayesian literature. The current remedies come from the survey literature and are motivated from a frequentist perspective. They provide an incomplete and somewhat ad-hoc approach to the solution. We present a principled development of the "double-weighting" approach based on the joint distribution of the population generating model of inferential interest and the complex sampling design represented by sample inclusion indicators. We exploit the latent variable formulation of mixed models and their related posterior sampling techniques to avoid awkward numerical integration required for frequentist solutions. We show that this simplicity also leads to reductions in bias.
Through Monte Carlo simulations, we demonstrate the effectiveness of double-weighting for a variety of modeling and sampling situations such as unit-indexed random effects and group-indexed random effects models. These scenarios were chosen because they correspond to common situations in practice, as demonstrated by the JOLTS example. However, it should be clear that this approach also applies to more complex hierarchical models in general. For example, we could consider more levels of sampling and modeling and utilize more complex distributions for random effects, such as non-parametric process mixtures. In such cases, we might replace the term "double-weighting" with "hierarchical-weighting".
This work culminates recent developmental work in combining traditional survey estimation approaches with the Bayesian modeling paradigm and provides a bridge across the two rich but disparate sub-fields. The pseudo-posterior framework simultaneously offers complex survey data analysis to Bayesian model practitioners and the full suite of hierarchical Bayesian methods to the survey statistician.
