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RESUMO
A ascensa˜o dos smartphones nos u´ltimos anos tem motivado estudos
sobre sua utilizac¸a˜o nas diferentes faixas eta´rias da populac¸a˜o. A maio-
ria dos aplicativos dispon´ıveis para download que visam o bem estar de
seus utilizadores tem o foco na alimentac¸a˜o e na pra´tica de exerc´ıcios
f´ısicos e muitos estimulam a utilizac¸a˜o de fones de ouvido para que se
tenha acesso a`s informac¸o˜es e/ou instruc¸o˜es. Ale´m destes aplicativos,
o uso de fones de ouvido no smartphone esta´ associado ao consumo de
mı´dia audiovisual e comunicac¸a˜o. Estes tipos de usos teˆm provocado
um aumento significativo de transeuntes urbanos envoltos em sua bo-
lha tecnolo´gica, podendo afetar direta e indiretamente o traˆnsito por
onde passam. Quando distra´ıdos esses pedestre podem, involuntaria-
mente, colocar sua vida em risco ao realizar uma ac¸a˜o. Neste trabalho
foi desenvolvido um aplicativo que tem como objetivo alertar usua´rios
de smartphones sobre sinais de perigo no traˆnsito, de modo a auxiliar
pedestres e motoristas a evitarem acidentes. O me´todo utilizado em tal
aplicativo e´ a classificac¸a˜o continua dos sons que circundam o usua´rio e
o algor´ıtimo escolhido para definir se o som e´ perigoso ou na˜o foi o K -
Nearest Neighbor. Assim, se em execuc¸a˜o no smartphone, o aplicativo
interrompe a execuc¸a˜o do a´udio quando o som captado do ambiente for
classificado como perigoso. Como a captura e classificac¸a˜o dos sons do
ambiente ocorre em tempo real, o usua´rio de smartphone pode ouvi-
los e, deste modo, dispor de alguns segundos para executar uma ac¸a˜o
defensiva.
Palavras-chave: K-NN, smartphone, sinais sonoros, seguranc¸a, reco-
nhecimento de padro˜es.

ABSTRACT
The rise of smartphones in recent years has motivated studies on their
use in the different age groups of the population. Most of the available
apps for download that aim the well-being of its users focus on nu-
trition and fitness and many encourage the use of headphones to give
further instructions and/or information. In addition to these applica-
tions, the use of headphones on the smartphone is associated with the
consumption of audiovisual media and communication. These types
of uses have caused a significant increase of urban passers-by in their
technological bubble, being able to directly and indirectly affect the
transit through which they pass. When distracted these pedestrians
may, unintentionally, put their life at risk while performing an action.
In this work an application was developed that aims to alert users of
smartphones about danger signs in traffic, in order to help pedestrians
and drivers avoid accidents. The method used in such an application is
the continuous classification of the sounds that surround the user and
the algorithm chosen to define if the sound is dangerous or not, is the K
- Nearest Neighbor. So if running on the smartphone, the application
stops playing the audio when the sound captured from the environment
is classified as dangerous. As the capture and classification of ambient
sounds occurs in real time, the user of smartphone can hear them and
thus have a few seconds to perform a defensive action.
Keywords: K-NN, smartphone, safety, sound signals, pattern recog-
nition
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1 INTRODUC¸A˜O
A populac¸a˜o brasileira foi estimada em 1o de julho de 2016 em
cerca de 206 milho˜es de pessoas pelo Instituto Brasileiro de Geografia
e Estat´ıstica (IBGE, 2016). Em junho de 2016 o Departamento Naci-
onal de Traˆnsito (DENATRAN, 2016) revelou que existem 89 milho˜es
de ve´ıculos automotores, incluindo carros, motocicletas, caminho˜es,
oˆnibus, etc. Isso equivale aproximadamente a 1 ve´ıculo para cada 4
pessoas no Brasil.
Com as cidades repletas de ve´ıculos automotores e pessoas e´
frequente observar pedestres distra´ıdos que, por reflexo e ate´ por sorte,
saem ilesos de situac¸o˜es que poderiam resultar em acidentes com riscos
a`s suas vidas. Por outro lado, nem sempre fica claro aos motoristas
qual sera´ o comportamento de um pedestre em determinada situac¸a˜o,
por mais concentrados no traˆnsito que estejam, o que tambe´m pode
resultar em acidentes que podem envolver pedestres.
Devido a popularizac¸a˜o da telefonia mo´vel, 121 milho˜es de pes-
soas com idade entre 10 e 59 anos possuem celular para uso pessoal,
o que corresponde a` 80,74% da populac¸a˜o com mesma faixa eta´ria em
2014 (IBGE, 2014).
Apesar dos dados do IBGE na˜o apresentarem valores especifi-
camente para smartphones, segundo pesquisa realizada pela Fundac¸a˜o
Getu´lio Vargas - SP (FVG-SP), com ajuda das empresas do ramo da
telefonia, existem 168 milho˜es de smartphones no Brasil em 2016 (MEI-
RELLES, 2016). A Ageˆncia Nacional de Telecomunicac¸o˜es (ANATEL)
em seu relato´rio de acompanhamento do setor de telecomunicac¸o˜es ve-
rificou um quantitativo 257 milho˜es de acessos no final de 2015, apon-
tando ainda uma reduc¸a˜o de 8,1% em relac¸a˜o ao final de 2014. A dis-
crepaˆncia entre essas entidades bem com a contrac¸a˜o na quantidade de
acessos e´ explicada por fatores como a reduc¸a˜o do valor de uso da rede
mo´vel o que leva a cada usua´rio utilizar apenas um nu´mero, alterac¸o˜es
no comportamento dos usua´rios, entre outros (ANATEL, 2016).
Quando observado o comportamento dos pedestres e/ou dos mo-
toristas pode-se notar que e´ comum pessoas andarem e dirigirem en-
quanto utilizam seu smartphone. E´ mais preocupante quando esses
indiv´ıduos esta˜o utilizando fones de ouvido, de forma a` abdicar de dois
sentidos (visa˜o e audic¸a˜o) que sa˜o muito importantes para a sobre-
viveˆncia. Os olhos e ouvidos dos seres humanos sa˜o responsa´veis por
alertar quando ha´ uma situac¸a˜o de perigo eminente e sem eles extingue-
se a noc¸a˜o do que acontece ao redor.
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E´ dif´ıcil prever o comportamento de um pedestre que esta´ atento
e mais dif´ıcil ainda e´ saber como um pedestre que esta´ focado em seu
smartphone e/ou com seus fones de ouvido ira´ se comportar ou que
ac¸a˜o ele ira´ executar. Ao analisar o relato´rio da empresa ERICSSON,
e´ poss´ıvel observar a quantidade de acessos a determinados aplicativos.
A pesquisa realizada em 2014 com usua´rios americanos de smartphones
com idade entre 15 e 69 anos. Os dados apontam que aproximadamente
53,1% de usua´rios realizam ligac¸o˜es 5 ou mais vezes ao dia (44% ligac¸o˜es
de voz e 9,1% ligac¸o˜es via internet). Ao adicionar o percentual de
usua´rios que utilizam entre 1 a` 4 vezes ao dia alcanc¸a-se um total
de 80,6% (21% ligac¸o˜es de voz e 6,5% ligac¸o˜es via internet). Outro
dado relevante e´ que aproximadamente 44,1% dos usua´rios consomem
conteu´do a´udio-visual 5 ou mais vezes por dia (17,2% streaming de
mu´sicas e 27,9% e´ o valor combinado de assistir v´ıdeo-clipes e/ou filmes
e se´ries de TV). De forma ana´loga, ao contabilizar os dados de quem
utiliza entre 1 a` 4 vezes por dia esses aplicativos alcanc¸a-se um total
de 84,5% (13,6% streaming de mu´sica e 25,8% e´ o valor combinado de
assistir v´ıdeo-clipes e/ou filmes e se´ries de TV) (ERICSSON, 2015).
Os dados apresentados pelo levantamento citado acima na˜o per-
mitem estimar a quantidade de minutos gastos em cada uma dessas
tarefas diariamente. Contudo, e´ relevante o percentual de acesso repe-
tidos a determinados tipos de aplicativos que envolvem os dois sentidos
mencionados. Como uma das func¸o˜es da audic¸a˜o e´ de alertar sobre si-
tuac¸o˜es de perigo, por exemplo, ao associar o som de uma buzina como
um sinal de perigo eminente, toda vez que este som e´ reconhecido o
corpo entra em estado de alerta. Pore´m, quando escuta-se mu´sica ou
conversa-se ao telefone, na˜o percebe-se esse tipo de sinal. Isto se torna
ainda mais grave porque comumente se utilizam volumes elevados jus-
tamente para poder apreciar a mu´sica, a conversa ou ate´ para fazer-se
entender no universo barulhento das cidades,ficando-se mais vulnera´vel
a sofrer acidentes. Dadas estas condic¸o˜es, e´ poss´ıvel utilizar fones de
ouvido e ainda assim ser “avisado”sobre os alertas de perigo?
De forma simplificada, o sistema auditivo humano e´ um meca-
nismo que transforma o som em pulsos ele´tricos, os quais sa˜o transmi-
tidos para o nervo auditivo e, posteriormente, para o ce´rebro, possibili-
tando perceber os sons externos e analisar seus significados (SWENSSON;
SWENSSON; SWENSSON, 2009). A buzina e´ um dispositivo que devera´
emitir som cont´ınuo e uniforme sem que seu espectro acu´stico varie
substancialmente durante a sua execuc¸a˜o (DENATRAN, 2002) e deve
possuir ma´xima intensidade de som de 93dB para ve´ıculos fabricados a
partir de 2002 como e´ apresentado pelo Conselho Nacional de Traˆnsito
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(CONTRAN, 1998).
Dadas essas caracter´ısticas, considera-se plaus´ıvel pensar em um
aplicativo capaz de analisar em tempo real os sons que circundam o
usua´rio e emitir um alerta quando algum som classificado como perigoso
e´ identificado.
1.1 OBJETIVOS
Afim de definir o escopo do projeto foi definido o objetivo geral e
os objetivos espec´ıficos, estes sa˜o apresentados nas sec¸o˜es subsequentes.
1.1.1 Objetivo Geral
Desenvolver um aplicativo de seguranc¸a que seja capaz de alertar
o usua´rio de smartphone, que esteja utilizando fones de ouvido, sobre
um perigo eminente em tempo suficiente para que o mesmo possa exe-
cutar uma ac¸a˜o que possa preservar a sua vida.
1.1.2 Objetivos Espec´ıficos
Para que o objetivo geral seja alcanc¸ado os seguintes objetivos
espec´ıficos foram elencados:
1. Desenvolver um modelo que processe e reconhec¸a sinais sonoros
espec´ıficos.
2. Analisar o modelo desenvolvido.
3. Implementar o modelo analisado em aplicativo para smartphones.
4. Testar e validar o aplicativo em tempo real.
1.2 JUSTIFICATIVA
Uma retrospectiva publicada no Injury Prevetion faz a correlac¸a˜o
entre acidentes de traˆnsito com morte ou ferimento nos Estados Unidos
entre os anos de 2004 ate´ 2011 e pedestres que utilizavam fones de
ouvido, a pesquisa estimou 116 casos, onde 74% dos casos as pessoas
estavam utilizando fones de ouvido e em 29% dos casos existe a menc¸a˜o
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de que um som de alerta foi tocado antes da colisa˜o (LICHENSTEIN et
al., 2012).
O relato´rio te´cnico apresentado pelo National Highway Traffic
Safety Administration (NHTSA) dos Estados Unidos em abril de 2016
aponta que em 2012 mais de 1500 pedestres nos Estados Unidos foram
tratados em salas de emergeˆncia dos hospitais como resultado de aci-
dentes de traˆnsito porque estavam conversando no telefone (SCOPATZ
et al., 2016).
Um dos motivos levantados pelo NHTSA para a diferenc¸a no
nu´mero de acidentes atribu´ıdos a utilizac¸a˜o de smartphone e´ que os
boletins de ocorreˆncia sa˜o realizadas por pessoas, nem sempre as que
esta˜o envolvidas, e a informac¸a˜o sobre o uso ou na˜o de smartphone
para conversac¸a˜o ou escutar mu´sica, pode ser perdido. A popularizac¸a˜o
dos smartphones tambe´m contribui para o aumento dos valores, visto
que temos um crescimento de mais de 1,5 bilho˜es de usua´rios ativos
entre 2010 e 2016 (NAKONO, 2016). Esta popularizac¸a˜o fez com que
houvesse mais atenc¸a˜o no comportamento dos pedestres. Ainda existem
os acidentes que na˜o esta˜o diretamente ligados a` pedestres, como por
exemplo um ve´ıculo colidir em outro enquanto tenta desviar de um
pedestre, neste caso o pedestre na˜o faz parte da estat´ıstica.
1.3 METODOLOGIA
A presente pesquisa e´ classificada como aplicada, pois objetiva
gerar conhecimentos para aplicac¸a˜o pra´tica (SILVEIRA; CO´RDOVA, 2009),
e tecnolo´gica, pois insere-se no campo do conhecimento relativo ao pro-
jeto de artefatos e ao planejamento de sua realizac¸a˜o, operac¸a˜o, ajuste,
manutenc¸a˜o e monitoramento, a` luz da cieˆncia (BUNGE, 1985 apud
Freitas Junior et al., 2014)
O trabalho foi desenvolvido em quatro etapas. Na etapa ini-
cial foi realizada pesquisa bibliogra´fica explorato´ria com dois focos: o
primeiro na aquisic¸a˜o e processamento de sinais sonoros e o segundo
nas plataformas para smartphones, seu sistema operacional, recursos
de hardware e software.
Na segunda etapa foram estudas das te´cnicas observadas na
etapa anterior aplicando uma delas para o desenvolvimento do modelo
que sera´ a base do aplicativo.
Na terceira etapa, com as definic¸o˜es de hardware e de como seria
o sistema, foi desenvolvido o aplicativo na plataforma escolhida.
Os resultados dos testes em tempo real, bem como os testes
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realizados para a construc¸a˜o do modelo, apresentado na quarta etapa,
esta´ tambe´m sera´ responsa´vel por propoˆr futuras melhorias.
1.4 ORGANIZAC¸A˜O DO TRABALHO
As quatro etapas mencionadas na Sec¸a˜o 1.3 correspondem a 6
cap´ıtulos, onde o conteu´do e´ descriminado abaixo.
O Cap´ıtulo 1 apresenta a introduc¸a˜o, justificativa e objetivos do
trabalho.
O Cap´ıtulo 2 apresenta uma breve revisa˜o sobre classificac¸a˜o e
explicita as informac¸o˜es sobre o classificador utilizado.
O Cap´ıtulo 3 explicita a soluc¸a˜o (modelo) encontrada para o
reconhecimento de sons de perigo e suas caracter´ısticas.
O Cap´ıtulo 4 exibe conceitos sobre os smartphones, os recur-
sos utilizados no desenvolvimento do aplicativo e o funcionamento do
mesmo.
O Cap´ıtulo 5 apresenta os resultados obtidos atrave´s do modelo
apresentado no Cap´ıtulo 3 e do aplicativo desenvolvido no Cap´ıtulo 4.
O Cap´ıtulo 6 descreve as considerac¸o˜es finais deste trabalho e
propostas para trabalhos futuros.
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2 CLASSIFICAC¸A˜O
Pode-se dizer que classificar e´ atribuir um valor, contido num
conjunto discreto de classes, para um entrada desconhecida (KRAMER,
2013) ou que a func¸a˜o do classificador e´ mapear a classe da nova entrada
em uma das poss´ıveis classes por ele ja´ definidas (FISCH; KALKOWSKI;
SICK, 2014).
O objetivo, neste estudo, e´ atribuir classes (ro´tulos) para os sinais
sonoros que circundam os usua´rios de smartphone. Contudo, existem
diversos classificadores que podem satisfazer este objetivo e para en-
tender o porqueˆ do classificador K - Nearest Neighbor (K-NN) ser o
selecionado algumas definic¸o˜es sa˜o apresentadas.
2.1 PARADIGMAS DE APRENDIZAGEM
O processo de aprendizado de um classificador t´ıpico pode ser
dividido em duas fases: a criac¸a˜o de um modelo com base nos dados
de treinamento e a predic¸a˜o dos dados desconhecidos de acordo com o
modelo gerado (LIU; WU; ZHANG, 2016).
Conceitualmente existem dois paradigmas de aprendizagem: Su-
pervisionado (conhecido como aprendizado com professor) e na˜o-super-
visionado (conhecido como aprendizado sem professor) (HAYKIN, 2001).
2.1.1 Supervisionado
O aprendizado supervisionado cria estruturas de conhecimento
que auxiliam os algor´ıtimos de classificac¸a˜o na atribuic¸a˜o das clas-
ses para as novas entradas, de acordo com as classes pre´-definidas
(NGUYEN; ARMITAGE, 2008). Esta estrutura de conhecimento pode
ser expressada na forma de um conjunto com entradas e suas respecti-
vas sa´ıdas que sa˜o utilizadas para o treinamento do sistema (HAYKIN,
2001).
O diagrama de blocos da Figura 1 apresenta uma forma concei-
tual do funcionamento do aprendizado supervisionado. O professor e
o sistema de aprendizado sa˜o expostos a um vetor que descreve o es-
tado do ambiente. Como o professor possui conhecimento pre´vio, ele
fornece ao sistema de aprendizado o resultado esperado para aquela
determinada entrada. A diferenc¸a entre a sa´ıda do professor e a sa´ıda
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proveniente do sistema de aprendizado e´ chamada sinal de erro, de
forma a possibilitar que o sistema seja realimentado e se modifique
para no pro´xima iterac¸a˜o (HAYKIN, 2001).
Figura 1: Diagrama de Blocos do Aprendizado Supervisionado.
Fonte: Adaptado de Haykin (1999).
Um exemplo e´ um estudante receber a lista de exerc´ıcios e suas
respectivas respostas e ter que descobrir como resolver outros exerc´ıcios
no futuro. Em termos de algoritmos pode-se citar Support Vector Ma-
chines, algumas Redes Neurais Artificiais, Classification Trees entre
outros (LOURIDAS; EBERT, 2016).
2.1.2 Na˜o-Supervisionado
No aprendizado na˜o-supervisionado a auseˆncia do professor e´ su-
prida dando-se condic¸o˜es para que o sistema realize uma extrac¸a˜o dos
paraˆmetros do conjunto inicial (HAYKIN, 2001). Atrave´s das carac-
ter´ısticas extra´ıdas sa˜o constru´ıdas representac¸o˜es (treinamento) que
sera˜o utilizadas na decisa˜o sobre as futuras entradas (SURESH; SUNDA-
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RARAJAN; SAVITHA, 2013).
O sistema deve absorver o ma´ximo de informac¸o˜es poss´ıveis so-
bre as caracter´ısticas dos dados, assim formando grupos, conhecidos
como clusters, com aqueles que esta˜o muito pro´ximos uns dos outros
no espac¸o de dados (KRAMER, 2013). Ao contra´rio do aprendizado su-
pervisionado, o na˜o-supervisionado na˜o possui uma soluc¸a˜o, o sistema
e´ que devera´ encontra´-la. Algor´ıtimos Gene´ticos, K - Means Cluste-
ring, algumas Redes Neurais Artificiais entre outros sa˜o exemplos de
algor´ıtimos deste tipo de aprendizado (LOURIDAS; EBERT, 2016).
2.2 CLASSES
Classificadores sa˜o amplamente utilizados em diversas aplicac¸o˜es.
Comumente os problemas apresentados sa˜o multi-classe, i.e., a poss´ıvel
sa´ıda do classificador e´ um nu´mero discreto superior a 2. Um popu-
lar me´todo para facilitar a resoluc¸a˜o desses problemas e´ dividi-lo em
subclasses onde e´ poss´ıvel utilizar classificadores bina´rios. Usualmente
e´ mais simples construir um classificador que identifica uma entrada
entre duas classes do que entre va´rias classes (GALAR et al., 2011).
Uma abordagem para utilizar esses classificadores como soluc¸a˜o
de problemas multi-classes e´ inicialmente realizar o treinamento dos
classificadores bina´rios e depois utilizar um combinador para agregar
as sa´ıdas dos classificadores e enta˜o decidir a sa´ıda final do sistema.
O passo mais importante neste tipo de abordagem e´ assegurar que os
classificadores bina´rios apresente uma alta exatida˜o (SHIRAISHI; FUKU-
MIZU, 2011).
Um conjunto de paraˆmetros e´ utilizado para definir uma classe.
A distinc¸a˜o entre o conjunto de paraˆmetros e´ o que distingue uma classe
da outra.
2.3 ME´TODOS DE AVALIAC¸A˜O
Optou-se por utilizar duas metodologias para a avaliac¸a˜o dos
resultados: a primeira e´ percentual de acerto e a segunda e´ Sensitivity
e Specificity.
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2.3.1 Percentual de Acerto
O percentual de acerto e´ definido pela Equac¸a˜o 2.1, onde o resul-
tado da classe e´ comparado com o valor esperado. Caso de seja distinto
e´ atribu´ıdo 0 e caso esteja correto e´ atribu´ıdo 1.
Acerto(%) =
∑N−1
i=0 Ci
N
100. (2.1)
Onde, N e´ o nu´mero de dados da amostra, Ci e´ a o valor da
comparac¸a˜o entre a sa´ıda e o valor esperado de cada dado presente na
amostra.
2.3.2 Sensitivity e Specificity
Uma forma comum de caracterizar a exatida˜o do classificador
e´ por meio da me´trica Sensitivity e Specificity (ROGERS; GIROLAMI,
2011).
Ela e´ definida, segundo Nguyen e Armitage (2008) como:
• Falso Negativo (FN): Percentual de membros da classe X que
foram classificados incorretamente como na˜o pertencentes a classe
X.
• Falso Positivo (FP): Percentual de membros de outras classes
que foram classificados incorretamente como pertencentes a classe
X.
• Verdadeiro Negativo (TN): Percentual de membros de outras
classes que foram corretamente classificados como na˜o pertencen-
tes a classe X.
• Verdadeiro Positivo (TP): Percentual de membros da classe X
que foram classificados corretamente como pertencentes a classe
X.
Com base nesses paraˆmetros a Sensitivity e´ calculada pela Equac¸a˜o
2.2 e Specificity e´ calculada pela Equac¸a˜o 2.3 (ROGERS; GIROLAMI,
2011).
Se =
TP
TP + FN
. (2.2)
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Sp =
TN
TN + FP
. (2.3)
Sensitivity apresenta a proporc¸a˜o do que e´ realmente pertencente
a classe X e a Specificity apresenta a proporc¸a˜o do que realmente na˜o
e´ pertencente a classe X.
2.3.3 Curvas Receiver Operating Characteristic - ROC
Com os dados obtidos na Subsec¸a˜o 2.3.2 pode-se calcular as
curvas Receiver Operating Characteristic (ROC) que sa˜o uma medida
de desempenho para sistemas com classificac¸a˜o bina´ria (FERRIS et al.,
2015). Os valores de Sensitivity e Specificity sa˜o calculados para va-
riac¸a˜o de um paraˆmetro permitindo a visualizac¸a˜o do desempenho re-
lacionado a esta mudanc¸a. A Sensitivity e´ representada em func¸a˜o
do complementar da Specificity (1 − Sp) (ROGERS; GIROLAMI, 2011;
FERRIS et al., 2015; SERRANO et al., 2010).
2.4 K - NEAREST NEIGHBOR - K-NN
O K-NN, ou K - vizinhos mais pro´ximos, e´ um classificador po-
pular devido a sua simplicidade, fa´cil compreensa˜o, performance rela-
tivamente alta, habilidade de lidar com dados bina´rios ou multi-classe,
apresenta baixa identificac¸a˜o de erros, e´ utilizado em diversas aplicac¸o˜es
e e´ baseado em um conjunto de treinamento (DENG et al., 2016; ROGERS;
GIROLAMI, 2011; GUTIE´RREZ et al., 2016; GLOWACZ; GLOWACZ, 2016;
YU et al., 2016).
A suposic¸a˜o comum para este tradicional algor´ıtimo de aprendi-
zagem e´ que para cada nova entrada ou valor desconhecido apenas um
ro´tulo baseado no conjunto de treinamento e´ o resultado poss´ıvel. Isso
significa que para cada entrada uma u´nica classe e´ atribu´ıda, mesmo
que existam duas os mais classes distintas, (LIU; WU; ZHANG, 2016).
Para classificar ele utiliza a ideia de que os vizinhos mais pro´ximos
a entrada desconhecida apresentam informac¸o˜es u´teis sobre a mesma,
(KRAMER, 2013; GUTIE´RREZ et al., 2016). Utilizando a similaridade, o
K-NN calcula o valor da distaˆncia entre a entrada desconhecida e todos
os dados contidos no conjunto de treinamento para enta˜o selecionar o
K vizinhos mais pro´ximos, (DENG et al., 2016).
A partir das classes desses vizinhos ele identifica qual e´ a classe
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predominante e define a entrada desconhecida como pertencente a` ela.
Isso significa que cada entrada teste e´ comparada com todos os da-
dos do treinamento, i.e., a distaˆncia e´ calculada para todos os pontos
(GUTIE´RREZ et al., 2016; DENG et al., 2016; ROGERS; GIROLAMI, 2011;
GLOWACZ; GLOWACZ, 2016; KRAMER, 2013; JIAN; CHEN, 2015; OZAY
et al., 2016; LIU; WU; ZHANG, 2016).
Tipicamente utiliza-se a distaˆncia Euclidiana, que esta´ definida
na Equac¸a˜o 2.4, onde d(x, y) e´ a distaˆncia entre as instaˆncias x e y e
D e´ o nu´mero de atributos do problema, a classe e´ definida em uma
votac¸a˜o onde vence a maioria (LIU; WU; ZHANG, 2016; GUTIE´RREZ et
al., 2016).
d(x, y) =
√√√√ D∑
i=1
(xi − yi)2. (2.4)
Rogers e Girolami (2011) mostram que ao se considerar um
cena´rio em que tem-se N objetos para o treinamento cada qual re-
presentado por um conjunto xn com a classe cn, para classificarmos
um nova entrada xnova com o K-NN e´ necessa´rio inicialmente descobrir
os K (onde K e´ o nu´mero de vizinhos) pontos do treinamento mais
pro´ximos da entrada xnova. A classe cnova sera´ a mesma classe da
maioria desses K vizinhos.
Figura 2: Esquema representando a operac¸a˜o do K-NN.
Fonte: Adaptado de Rogers e Girolami (2011).
A Figura 2 e´ um exemplo da utilizac¸a˜o do K-NN, onde K = 3, as
esferas e quadrados apresentam duas classes distintas e os diamantes
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sa˜o duas entradas testes. Os 3 vizinhos mais pro´ximos da Entrada
Teste A sa˜o 2 quadrados e 1 esfera, logo o K-NN definira´ que a classe
da Entrada Teste A sera´ quadrado. Da mesma forma os 3 vizinhos
mais pro´ximos da Entrada Teste B sa˜o esferas, logo a classe definida
pelo K-NN sera´ esfera.
A performance do K-NN esta´ diretamente ligada ao valor de
K. Deste modo a complexidade de tempo necessa´ria para achar os
K vizinhos e´ linear porque e´ proporcional ao tamanho do conjunto de
treinamento, ale´m do fato de que para classes desbalanceadas o K-NN
possuem a tendeˆncia de escolher a classe dominante (LIU; WU; ZHANG,
2016; DENG et al., 2016).
Caso M seja o nu´mero de entradas testes e N o nu´mero de da-
dos no conjunto de treinamento, o algor´ıtimo requer MxN distaˆncias
computacionais e M selec¸o˜es de K instaˆncias a partir do vetor de N
elementos. Quando os dados do treinamento e os dados de teste aumen-
tam, a distaˆncia computacional aumenta quadraticamente (GUTIE´RREZ
et al., 2016).
Tradicionalmente o K-NN e´ uma abordagem aplica´vel a dife-
rentes tipos de conjunto de dados, contudo sua performance pode ser
afetada em alguns casos especiais, tais como um pequeno nu´mero no
conjunto de treinamento, existeˆncia de um desbalanceamento nas clas-
ses do conjunto treinamento, o conjunto de dados apresenta amostras
com ru´ıdo e atributos com ru´ıdo (YU et al., 2016; KRAMER, 2013).
2.4.1 Vizinhos
Escolher corretamente o valor de K, ou seja, o quantidade de
vizinhos que sera˜o calculadas as distaˆncias, impacta no desempenho
do classificador. Este problema e´ conhecido como Modelo de Selec¸a˜o e
existem te´cnicas, como validac¸a˜o cruzada, que podem ser empregadas
para escolher o melhor o valor de K (KRAMER, 2013).
Usualmente utiliza-se valores de K ı´mpar como forma de evitar
o empate na escolha da classe. Pode-se levar em conta, em caso de
empate, a distaˆncia entre os pontos e a entrada, na forma de “pesos”,
i.e., cada distaˆncia possui um peso diferente na votac¸a˜o para desempate
(ROGERS; GIROLAMI, 2011).
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Figura 3: Comparac¸a˜o entre o nu´mero de vizinhos (K) em um espac¸o
com duas dimenso˜es.
Fonte: Adaptado de Kramer (2013).
O exemplo da Figura 3 apresenta um conjunto bina´rio de clas-
ses. Nota-se que em (a) onde o valor de K e´ 1, na˜o existe uma linha
n´ıtida a qual separa as duas classes e apresenta algumas “ilhas”. Essas
ilhas provavelmente sa˜o ru´ıdos e podem ser superados aumentando o
nu´mero de K, (ROGERS; GIROLAMI, 2011). Em (b) o valor de K e´ 20
e visualmente o conjunto de dados apresenta uma fronteira consistente
entre as classes.
A fronteira, para este caso, significa que uma nova entrada sera´
classificada com a mesma classe do lado em que ela se encontra, entre-
tanto isso na˜o significa que todos os pontos do mesmo lado pertencem
a mesma classe.
39
3 EXTRAC¸A˜O DE PARAˆMETROS
Desenvolver um aplicativo de seguranc¸a que utilize a interac¸a˜o
com a´udio, em smartphones, como gatilho para o acionamento possui a
premissa de conhecer os tipos de sons que circundam o usua´rio. Desta
maneira a primeira etapa para a sua construc¸a˜o foi desenvolver uma
metodologia capaz de distinguir o qual som e´ normal e o qual e´ perigoso
para o usua´rio.
Os a´udios utilizados para validar a metodologia foram divididos
em Sons de Ambiente, Sons de Perigo e Sons Mistos, onde o primeiro
corresponde aos que na˜o apresentam perigo para o usua´rio, o segundo
descrevem os sons que apresentam perigo para o usua´rio, enquanto o
terceiro sa˜o uma mistura dos dois primeiros, buscando uma melhor
simulac¸a˜o do ambiente real.
O K-NN e´ o classificador que define qual e´ o tipo do som que
esta´ perto do usua´rio em determinado momento. Utilizando-se de uma
classificac¸a˜o bina´ria, ou seja, o som sera´ Normal ou Perigo.
3.1 PARAˆMETROS GERAIS DO K-NN
Ao utilizarmos o K-NN faz-se necessa´rio que alguns paraˆmetros
sejam definidos, que sa˜o: amostra, treinamento, classe, e K, onde:
• Amostra: e´ o a´udio que sera´ classificado;
• Treinamento: sa˜o os a´udios que compo˜em as classes de re-
fereˆncia utilizados;
• Classe: apresenta os valores relacionados aos a´udios de refereˆncias.
O resultado do classificador sera´ um desses valores;
• K: e´ a quantidade de vizinhos mais pro´ximos que a distaˆncia sera´
avaliada com o intuito de definir a qual classe a` amostra pertence.
3.2 CARACTERI´STICAS DOS A´UDIOS
Para que os resultados apresentados sejam consistentes, todos
os a´udios utilizados possuem as mesmas caracter´ısticas, as quais sa˜o
elencadas a seguir:
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• Codec: WAV - Formato padra˜o de arquivos para a´udio da Mi-
crosoft e IBM;
• Taxa da Amostra: 44100Hz;
• Canais: 1 (um) - Mono;
• Bits por Amostra: 16;
• Compressa˜o: Sem compressa˜o.
A relac¸a˜o de a´udios com estas caracter´ısticas utilizados e uma
breve descric¸a˜o e´ apresentada nas Tabelas 2 e 3 (Anexo A).
3.3 ME´TODO 1: ESPECTROGRAMA
O primeiro me´todo e´ baseado no Espectrograma, que e´ uma re-
presentac¸a˜o da intensidade do sinal em diferentes bandas de frequeˆncia
Bresolin (2003). Neste me´todo e´ necessa´rio definir os seguintes paraˆmetros:
tempo, janela e DS (Downsampling), onde tempo e DS sa˜o responsa´veis
por realizar a normalizac¸a˜o do sinal e a janela divide o sinal em sec¸o˜es
com o tamanho pre´-definidos.
3.3.1 Paraˆmetros do Espectrograma
1. Tempo: Um dispositivo de seguranc¸a deve avisar o usua´rio de
forma a proporcionar ao mesmo um tempo ha´bil para efetuar
uma ac¸a˜o de prevenc¸a˜o ou minimizar os efeitos colaterais de uma
situac¸a˜o de perigo. Com o intuito de escolher o melhor e me-
nor valor para utilizar na aplicac¸a˜o foram realizados os testes em
MATLab com os tempos: 0,5; 1,0 e 1,5 segundos. Apesar de
aparentemente esses tempos corresponderem a intervalos curtos
no nosso dia-a-dia, quando se trata de seguranc¸a cada frac¸a˜o de
segundo conta. Vale ressaltar que este na˜o e´ o tempo total do
dispositivo, i.e., este tempo da amostra somado ao tempo de pro-
cessamento corresponde ao tempo necessa´rio para o dispositivo
identificar a situac¸a˜o de perigo e avisar o usua´rio.
2. Janela: e´ utilizado para dividir o a´udio da amostra em N pontos
de mesmo tamanho o quais sera˜o analisados. Foram utilizados os
seguintes valores para a janela:
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- 128;
- 256;
- 512;
- 1024.
3. DS: e´ uma forma eficiente para retirar informac¸o˜es de grandes
amostras. Ele divide a amostra em grades regulares podendo
acarretar na perda de informac¸o˜es u´teis Wang et al. (2014). Cor-
responde a quantidade de dados que sera˜o utilizadas no processa-
mento do a´udio, e.g., um DS com valor 2 corresponde a utilizac¸a˜o
de um dado sim e outro na˜o em toda a amostra. Os valores de
DS estipulados para este teste foram:
- 1;
- 2;
- 4;
- 6;
- 8.
Como alguns a´udios sa˜o pequenos o nu´mero ma´ximo de DS que
pode ser utilizado nos testes foi 8.
3.3.2 Paraˆmetros do Classificador
O K-NN e´ versa´til, podendo ter diversas classes como poss´ıvel
resultado. Contudo, para este me´todo (Espectrograma), foram defi-
nidas duas classes: Normal e Perigo. A classe normal e´ composta
por arquivos de som ambiente enquanto a classe perigo e´ composta por
sirenes e buzinas.
1. Amostra: Utilizou-se 15 a´udios para teste, sendo eles apenas
classe Normal ou Perigo;
2. Treinamento: Composto pelo a´udio 1 como classe Normal e
o a´udio 12 da classe Perigo, ambos sa˜o distintos dos que foram
utilizados como amostra.
3. Classe: O valor 0 (zero) foi associado a classe Normal e o valor
1 (um) para a classe Perigo.
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4. K: Como o resultado da classificac¸a˜o esta´ diretamente associ-
ado a quantidade de vizinhos pro´ximos, realizou-se a variac¸a˜o do
mesmo de 5 a 25. Afim de produzir um resultado consistente foi
estipulado que para cada amostra o nu´mero de vizinhos ma´ximos
na˜o poderia exceder o nu´mero ma´ximo de pontos compara´veis de
uma das classes da matriz de treinamento.
O resultado esperado e´ que para toda a extensa˜o da amostra que
contenha apenas som ambiente seja 0 (classe normal) e para a amostra
que contenha um som de sirene seja 1 (classe perigo).
3.4 ME´TODO 2: POTEˆNCIA, KURTOSIS, SKEWNESS, VARIAˆNCIA
E BANDA
Os resultados obtidos na Sec¸a˜o 5.1.1 na˜o foram satisfato´rios e
por isto outra abordagem foi utilizada. Em vez de utilizar a resposta
do Espectrograma, agora leva-se em considerac¸a˜o Poteˆncia, Kurtosis,
Skewness, Variaˆncia e Banda. Estas caracter´ısticas estat´ısticas sa˜o usa-
das como medidas para extrair as informac¸o˜es importantes sobre uma
se´rie de tempo (DIYKH; LI; WEN, 2016). Neste caso a serie de tempo e´
amostra que pretende-se classificar, definida por:
a[n], n = 0, 1, ..., N − 1. (3.1)
Onde N e´ o tamanho da amostra.
• Poteˆncia: e´ a poteˆncia do sinal da amostra, definida pela Equac¸a˜o
3.2.
Pi =
1
N − 1
N−1∑
n=0
(ai[n]− µi)2. (3.2)
Onde µi e´ definido pela Equac¸a˜o 3.3 e ai sa˜o os pedac¸os da amos-
tra que correspondem a um tempo de 0.25s.
µi =
1
N
N−1∑
n=0
ai[n]. (3.3)
• Kurtosis (Curtose): e´ o grau de achatamento da distribuic¸a˜o
em comparac¸a˜o ao que se considera normal, quanto maior a Kur-
tosis maior e´ a presenc¸a de valores que esta˜o distantes da me´dia
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(RIBEIRO et al., 2012), cuja e´ definida pela Equac¸a˜o 3.4.
κi =
1
N
∑N−1
n=0 (Si[n]− νi)4(
1
N
∑N−1
n=0 (Si[n]− νi)2
)2 . (3.4)
Sendo Ai e´ a transformada de Fourier do sinal ai (OPPENHEIM,
1997), pode-se obter a densidade espectral de poteˆncia atrave´s da
Equac¸a˜o 3.5. E com aux´ılio da Equac¸a˜o 3.6 calcula-se o ν.
Si[k] = |Ai[k]|2, k = 0, 1, ..., N − 1. (3.5)
νi =
1
N
N−1∑
n=0
Si[n]. (3.6)
• Skewness: e´ uma medida da simetria dos dados em relac¸a˜o a
me´dia de forma que um resultado positivo implica que os dados
sa˜o espalhados para a direita da me´dia e um resultado negativo
implica para a esquerdada me´dia (GEORGIOU; VOIGT, 2015), que
esta´ definida na Equac¸a˜o 3.7
ψi =
1
N
∑N−1
n=0 (Si[n]− νi)3(√
1
N
∑N−1
n=0 (Si[n]− νi)2
)3 . (3.7)
• Variaˆncia: e´ uma medida de dispersa˜o que indica o grau de
variabilidade em determinadas situac¸o˜es (RIBEIRO et al., 2012), a
Equac¸a˜o 3.8 representa a Variaˆncia.
σi
2 =
1
N − 1
N−1∑
n=0
(Si[n]− νi)2. (3.8)
• Banda: o espectro e´ dividido na quantidade de banda utilizada.
O valor escolhido foi de 100, o que acarreta em uma largura de
banda com o valor de 441 Hz. A Equac¸a˜o 3.9 representa como e´
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obtido o valor para cada Banda.
Bi =
(i+1)b−1∑
n=ib
Si[n], i = 0, 1, ..., 99. (3.9)
Onde b e´ definido pela Equac¸a˜o 3.10.
b =
N
100
. (3.10)
A utilizac¸a˜o de um me´todo que e´ composto de mais varia´veis visa
obter as nuances que diferem um a´udio do outro, assim classificando
ele de maneira adequada.
No Me´todo 3.3 os valores para tempo foram de 0,5; 1,0 e 1,5
enquanto no Me´todo 3.4 o valor de tempo foi fixado em 0,25 segundo.
3.4.1 Paraˆmetros do Classificador
A mesma abordagem vista na Sec¸a˜o 3.3.2 foi utilizada nos testes
com esta metodologia. O a´udio so´ pode ser rotulado como normal ou
perigo, mesmo que o sinal de perigo tenha sua origem em sirenes ou
buzinas.
1. Amostra: afim de obter resultados mais precisos foram utiliza-
dos os mesmos 15 a´udios e acrescentados 10 a´udios variados, de
forma que a amostra contenha sons ambientes, sons com sirenes,
sons com buzinas e sons que misturem ambiente com sirene e/ou
buzina.
2. Treinamento: diversas variac¸o˜es no conjunto de treinamento fo-
ram realizadas. Analisando os resultados no formato apresentado
na Sec¸a˜o 2.1 obteve-se a seguinte configurac¸a˜o:
• A´udio 0 e 1 para classe Normal;
• A´udio 13, que e´ uma sirene, a´udio 26, que sa˜o buzinas em
sequeˆncia e na˜o sobrepostas, 57 buzinas com durac¸a˜o de
0,25s compo˜em a classe Perigo. As 57 buzinas sa˜o amos-
tras gravadas com o aplicativo desenvolvido e visam atribuir
maior variedade ao conjunto de treinamento. Elas esta˜o des-
critas na Tabela 4 e 5 (Anexo A).
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3. Classe: o valor 0 (zero) foi associado a classe normal, o valor 1
(um) para a classe perigo, que engloba sirenes e buzinas.
4. K: De forma similar ao utilizado na Sec¸a˜o 3.3 o valor do K foi
variado de 1 a 25 e utilizou-se os resultado de Sensitivity and
Specificity (Sec¸a˜o 2.3.2) para definir o melhor valor de K.
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4 IMPLEMENTAC¸A˜O DO APLICATIVO
Os aparelhos para telefonia mo´vel evoluem em suas caracter´ısticas
de software e hardware constantemente. Anualmente grandes empre-
sas do ramo da tecnologia apresentam suas mais novas inovac¸o˜es em
grandes confereˆncias que atraem milhares de espectadores e poss´ıveis
compradores.
Um telefone mo´vel que e´ capaz de realizar muitas das func¸o˜es de
um computador, normalmente com interface touchscreen, com acesso
a internet e um sistema operacional que possibilita rodar e realizar
download de aplicativos e´ considerado um smartphone.1
Segundo pesquisa da ERICSON, no Q1 (Janeiro a` Marc¸o) de
2016 existiam 7,4 bilho˜es de inscric¸o˜es de telefones mo´veis ao redor do
mundo e aproximadamente 80% (63 milho˜es) de telefones mo´veis ven-
didos no mesmo per´ıodo (Q1/2016) sa˜o smartphones (CERWALL et al.,
2016). Inscric¸o˜es de smartphones e usua´rios de smartphones eram es-
tat´ısticas diferente, dado ao fato que muitas vezes trocamos de telefone
e na˜o cancelamos a inscric¸a˜o do anterior. Segundo um levantamento
da Nakono (2016) existem cerca 2 bilho˜es de dispositivos pessoais co-
nectados a internet.
Dessa maneira uma estimativa va´lida e´ que 30% da populac¸a˜o
mundial possu´ı um smartphone. Assim, caso apenas 10% dessas pessoas
utilizam de fones de ouvido diariamente em seu trajeto para escola,
trabalho ou lazer chega-se ao valor de aproximadamente 6 milho˜es de
brasileiros que podem cometer involuntariamente algum ato contra a
sua pro´pria seguranc¸a enquanto ficam verificando seus smartphones.
Segundo pesquisa realizada pelas empresas Millward Brown Bra-
sil e NetQuest apresentada na revista Exame, o brasileiro passa em
me´dia cerca de 3h14min conectado ao celular por dia, enquanto os jo-
vens nascidos do ano 2000 em diante gastam em me´dia 4h por dia. A
pesquisa aponta que realizar chamadas e navegar na internet corres-
pondem a` 89% e 87% respectivamente, das atividades mais realizadas
pelos usua´rios (AMARAL, 2016).
Existe uma variedade quase inimagina´vel de smartphones e de
empresas que os fabricam no mercado. Contudo, ha´ poucos sistemas
operacionais diferentes, praticamente 3 deles dominam o mercado, An-
droid desenvolvido pela Google, iOS mantido pela Apple e em menor es-
cala o Windows da Microsoft. De acordo com o levantamento da Forni
1Traduc¸a˜o do autor do verbete smartphone do English Oxford Dictionarie. Dis-
pon´ıvel em: <https://en.oxforddictionaries.com/definition/smartphone>.
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e Meulen (2016), no segundo quarto de 2016, 86,2% de smartphones
vendidos para o usua´rio final possu´ıam o Android como sistema opera-
cional, 12,9% eram com iOS e 0,6% com Windows. A diferenc¸a ocorre
porque os smartphones com iOS e Windows sa˜o apenas comerciali-
zados pela Apple e Microsoft respectivamente, enquanto o Android e´
utilizado por inu´meras empresas, uma vez que a Google na˜o produz
smartphones atualmente.
Com os dados apresentados e buscando uma maior abrangeˆncia
do aplicativo de seguranc¸a, optou-se por implementar a soluc¸a˜o encon-
trada no sistema operacional (plataforma) Android.
4.1 ANDROID
Segundo Lecheta (2013), o Android e´ uma plataforma de desen-
volvimento para aplicativos mo´veis, baseada no sistema operacional Li-
nux e com diversas aplicac¸o˜es, sendo um ambiente de desenvolvimento
poderoso, ousado e flex´ıvel.
Devido ao fato de ser uma plataforma compat´ıvel com mais de
300 hardwares diferentes, presente em mais de 190 pa´ıses, o Android
e´ a maior base para qualquer dispositivo mobile, e cerca de 1 milha˜o
de novos usua´rios a utilizam pela primeira vez em cada dia (GOOGLE,
2017a).
A primeira versa˜o do Android surgiu em 2008 e praticamente a
cada ano uma versa˜o e´ lanc¸ada estando atualmente na versa˜o 7.1 (API
25) conhecida como Nougat. Entretanto a versa˜o com codinome O
ja´ esta´ em fase de preview. Essa grande quantidade de verso˜es, telas e
hardwares, faz com que o Android seja bastante fragmentado. A Figura
4 destaca a diversidade dessas verso˜es.
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Figura 4: Distribuic¸a˜o das verso˜es do Android nos smartphones.
Fonte: Adaptado de Google (2017c).
A Tabela 1 apresenta a divisa˜o das verso˜es do Android (API) que
possuem mais de 0,1% de utilizac¸a˜o. Esses dados foram computados
pela Google verificando-se os acessos a Google Play (Loja de aplicativos
para Android) durante o per´ıodo de 7 dias finalizado em 7 de maio de
2017 (GOOGLE, 2017c). Observa-se que as verso˜es mais atuais, (7.0 e
7.1) correspondem apenas a 7,1% dos dispositivos atuais. Isso ocorre
porque cada empresa faz suas modificac¸o˜es sobre o sistema base dispo-
nibilizado pala Google, de forma que os aparelhos dos usua´rios acabam
defasados em relac¸a˜o ao sistema base.
Ao desenvolver para Android na˜o e´ recomendado focar apenas
nas verso˜es mais atuais, contudo escolher uma versa˜o demasiadamente
antiga, visando abranger um maior nicho, pode ser uma decisa˜o ar-
riscada, uma vez que novas tecnologias, sensores, e possibilidades sa˜o
apresentadas a cada versa˜o. Com o intuito de abranger uma faixa con-
sidera´vel e que possua os mı´nimos requisitos para o bom funcionamento
da soluc¸a˜o encontrada no Cap´ıtulo 3 optou-se pela API 19 (Versa˜o 4.4)
denominada KitKat, dessa maneira consegue-se abranger 89,1% (API
19 + API 20 + API 21 + API 22 + API 23 + API 24 + API 25) dos
dispositivos atualmente em funcionamento.
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Tabela 1: Verso˜es do Android, Codinome, API e Distribuic¸a˜o.
Versa˜o Codinome API Distribuic¸a˜o (%)
2.3.3 -
2.3.7
Gingerbread 10 1.0
4.0.3 -
4.0.4
Ice Cream
Sandwich
15 0.8
4.1.x
Jelly Bean
16 3.2
4.2.x 17 4.6
4.3 18 1.3
4.4 KitKat 19 18.8
5.0
Lollipop
21 8.7
5.1 22 23.3
6.0 Marshmallow 23 31.2
7.0
Nougat
24 6.6
7.1 25 0.5
Fonte: Adaptado de Google (2017c).
4.2 APLICATIVO
Para o desenvolvimento do aplicativo utilizou-se o Android Stu-
dio, que e´ uma IDE (Integrated Development Environment) disponibi-
lizada gratuitamente pela Google que esta´ na versa˜o 2.3.3.
A Figura 5 apresenta a visa˜o global do funcionamento do apli-
cativo. Nota-se que o aplicativo foi divido em 3 grandes a´reas, Mo-
nitorar, Processar e Atuar, as quais sera˜o explicitadas na Sec¸a˜o 4.2.2.
Observa-se na Figura 5 que monitorar engloba todo o algor´ıtimo, esta
e´ a premissa do aplicativo. Os dados so´ sa˜o processados apo´s um trig-
ger, o qual leva em considerac¸a˜o se o fones de ouvido esta´ conectado,
se ha´ mu´sica sendo reproduzida no dispositivo e o usua´rio esta´ em
movimento. Caso alguma dessas condic¸o˜es na˜o seja satisfeita o proces-
samento e´ parado visando economia de recursos do smartphone.
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Figura 5: Visa˜o global do Aplicativo.
Fonte: O autor.
A` medida que o processamento e´ realizado, amostras de 0,25s sa˜o
capturadas pelo microfone enviadas para classificac¸a˜o com K-NN e caso
a classe de sa´ıda seja Perigo (representada por 1) o aplicativo requer
a disponibilidade do a´udio para reproduc¸a˜o. Como ele na˜o reproduz
nenhum padra˜o sonoro, e´ o mesmo que dizer que o som foi pausado,
depois de alguns segundos o a´udio anterior retorna a execuc¸a˜o. Con-
tudo, caso a classe de sa´ıda seja a normal (representada por 0) nada
acontece com a reproduc¸a˜o do conteu´do. Esse loop e´ cont´ınuo ate´ que
uma das condic¸o˜es elencadas anteriormente na˜o seja satisfeita.
4.2.1 Recursos
O Android disponibiliza muitos recursos para o desenvolvedor e
a cada nova versa˜o alguns recursos sa˜o adicionados, outros sa˜o subs-
titu´ıdos ou melhorados. Contudo, na˜o e´ o escopo apresentar todos os
inu´meros recursos presentes no Android ou na versa˜o utilizada (Kit-
Kat) e sim aqueles que sa˜o indispensa´veis para o funcionamento do
aplicativo, com o intuito de ajudar na compreensa˜o. Esse recursos sa˜o
apresentados brevemente nas subsec¸o˜es a seguir.
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4.2.1.1 Broadcast Receiver
A classe BroadcastReceiver e´ uma importante classe presente no
Android sendo utilizada para que as aplicac¸o˜es possam reagir a eventos
gerados por uma Intent. De forma sucinta e´ a classe que reage as
mensagens enviadas ao sistema operacional (GOOGLE, 2017b).
Esta classe e´ executada apenas em segundo plano, de forma a
reagir com as mensagens do sistema sem ter que apresentar uma tela
para o usua´rio. Seu objetivo e´ a troca de informac¸a˜o (mensagens) sem
que o usua´rio perceba (LECHETA, 2013).
4.2.1.2 Intent e Intent Filter
Uma Intent pode ser definida como uma mensagem da aplicac¸a˜o
para o sistema operacional, solicitando que alguma ac¸a˜o seja realizada
por outra aplicac¸a˜o, e representa um importante papel na arquitetura
do Android e como aplicac¸o˜es interagem entre si (LECHETA, 2013).
Segundo Google (2017e) ha´ treˆs casos fundamentais para a uti-
lizac¸a˜o do Intent, elas sa˜o:
• Para iniciar uma Activity : Activity (Atividade) representa
as telas para o Android. Pode-se utilizar o Intent para abrir e
carregar os dados de outra Activity da aplicac¸a˜o.
• Para iniciar um Service : A Intent descreve o service que sera´
iniciado e carrega todos os dados necessa´rios.
• Para fornecer uma Broadcast : Broadcast (transmissa˜o) e´
uma mensagem que qualquer aplicativo pode receber.
Os Intents podem ser divididos em expl´ıcitos e impl´ıcitos. Os
expl´ıcitos especificam qual componente ira´ iniciar utilizando o nome
exato da classe e e´ utilizado principalmente para iniciar componentes
do pro´prio aplicativo. Os impl´ıcitos declaram uma ac¸a˜o que deseja-se
realizar e o sistema operacional executa com o aplicativo que consegue
realizar a tarefa ou apresenta os poss´ıveis aplicativos que possam ser
utilizados, caso haja mais de um compat´ıvel (GOOGLE, 2017e).
A func¸a˜o do Intent Filter e´ filtrar as mensagens enviadas para
o sistema operacional quando deseja-se utilizar o Intent e´ necessa´rio
configurar a classe Intent Filter para interceptar a requisic¸a˜o e executar
o que foi pedido (LECHETA, 2013).
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4.2.1.3 Sensores
Existem diferentes sensores nos smartphones Android. Cada fa-
bricante adiciona os hardwares que acredita ser um diferencial ou ne-
cessa´rios para sua aplicac¸o˜es espec´ıficas. Segundo (GOOGLE, 2017g).
os sensores suportados sa˜o separados em treˆs categorias:
• Motion Sensors: sa˜o os sensores responsa´veis por mensurar as
forc¸as de acelerac¸a˜o e rotac¸a˜o nos treˆs eixos (x, y, z) e inclu´ı os
seguintes sensores: aceleroˆmetro, sensor de gravidade, girosco´pio,
etc.
• Environmental Sensors: sa˜o os sensores que mensuram os paraˆmetros
de ambiente, tais como intensidade da luz, temperatura, etc.
• Position Sensors: sa˜o sensores que medem a posic¸a˜o f´ısica do dis-
positivo e enquadram-se nesta categoria os sensores de orientac¸a˜o
e magnetometers.
E´ importante ressaltar que nem todos os sensores esta˜o dis-
pon´ıveis, depende do hardware ou da versa˜o do Android, e.g., e´ o
sensor de Step Detector Sensor (Sensor de detecc¸a˜o de passos) que
apesar de ser introduzido junto com o KitKat, a maioria dos modelos
de smartphones que utilizam essa versa˜o na˜o possuem. Esta foi uma
limitac¸a˜o encontrada na construc¸a˜o do aplicativo, optando-se por utili-
zar apenas o aceleroˆmetro visto que este esta´ presente em praticamente
todos os dispositivos.
4.2.1.4 Service
Service ou servic¸o e´ o recurso mais importante para o aplicativo
desenvolvido, visto que ele e´ o componente que pode realizar longas
operac¸o˜es e na˜o precisa de interface com o usua´rio (GOOGLE, 2017h).
Pode-se dizer que um service possui duas formas, iniciado e vinculado.
O service iniciado e´ quando o aplicativo utiliza o me´todo start-
Service para iniciar o service. Dessa forma o service pode ficar exe-
cutando indefinidamente ate´ que o me´todo stopService seja chamado,
mesmo que a aplicac¸a˜o na˜o esteja mais executando (GOOGLE, 2017h).
O service vinculado e´ quando o aplicativo utiliza o me´todo bind-
Service para iniciar o service. Neste caso ele fica vinculado ao aplica-
tivo so´ mantendo-se em execuc¸a˜o enquanto o vinculo e´ mantido. Va´rios
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componentes podem ser vinculados ao servic¸o de uma vez so´, de forma
que quanto todos desfizerem o vinculo o servic¸o sera´ destru´ıdo, (GOO-
GLE, 2017h).
Mesmo que o service seja encerrado pelo sistema operacional de-
vido a falta de memo´ria para executar outros aplicativos com maior
prioridade, o sistema operacional tentara´ reinicia´-lo para que o pro-
cessamento continue, desde que as condic¸o˜es dos recursos necessa´rios
estejam normalizados. Neste caso e´ importante que o service seja im-
plementado de forma a poder recuperar o estado caso ele seja encerrado
(LECHETA, 2013).
4.2.1.5 Audio Focus
De acordo com o apresentado na documentac¸a˜o oficial do An-
droid, qualquer aplicativo que deseja reproduzir algum a´udio para o
usua´rio deve solicitar o foco de a´udio para o aplicativo imediatamente
antes da reproduc¸a˜o comec¸ar, (GOOGLE, 2017d). Isso e´ importante
para que a mixagem de a´udio na˜o diminua a experieˆncia do usua´rio.
O fato de conseguir a permissa˜o para executar o a´udio e depois aban-
donar a reproduc¸a˜o e´ o que sera´ utilizado para pausar qualquer a´udio
que esteja sendo executado, visto que a documentac¸a˜o tambe´m instrui
os desenvolvedores a implementarem ac¸o˜es para quando os aplicativos
perdem o foco do a´udio.
4.2.2 Fluxograma de Funcionamento
O aplicativo teve seu desenvolvimento guiado pelos fluxogramas
apresentados nesta sec¸a˜o, os quais tambe´m descrevem como o aplica-
tivo funciona e como ele se comporta em situac¸o˜es espec´ıficas funda-
mentais. A Figura 6 apresenta o trigger para o sistema entrar em fun-
cionamento. Inicialmente o aplicativo espera uma mensagem de Broad-
cast do sistema operacional informando que o sistema ja´ foi carregado
(“BOOT COMPLETED”) de forma que dispara o service responsa´vel
apenas pela identificac¸a˜o de que o fones de ouvido foi conectado ou
desconectado.
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Figura 6: Monitora, parte 1/2.
Fonte: O autor.
A Figura 7 apresenta o comportamento do aplicativo apo´s a iden-
tificac¸a˜o de que o fones de ouvido foi conectado. Esse e´ o trigger prin-
cipal da aplicac¸a˜o e quando ativado ele inicia o service responsa´vel
por verificar em intervalos de tempos pequenos (segundos) se existem
a´udio em reproduc¸a˜o. Para esta aplicac¸a˜o, quando mencionado a´udio,
ele pode corresponder a musica, v´ıdeo ou ligac¸a˜o. Caso o usua´rio es-
teja utilizando reproduc¸a˜o de a´udio, e´ verificado atrave´s de leituras
do aceleroˆmetro, que leva 5 segundos, se o usua´rio (dispositivo) esta´
em movimento. Essa verificac¸a˜o e´ realizada com intervalos de tempo
maiores (minutos).
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Figura 7: Monitora (Mı´dia/Sensores), parte 2/2.
Fonte: O autor.
Uma vez que todos os treˆs triggers se mantenham ativados inicia-
se o service de processar o a´udio, que e´ responsa´vel por obter um buffer
deslizante de tamanho correspondente a` 0,25s. Para cada buffer os
dados estat´ısticos, apresentados na Sec¸a˜o 3.4, sa˜o extra´ıdos e enviados
para a classe responsa´vel por classifica´-lo utilizando o K-NN. A classe
de sa´ıda e´ a responsa´vel por ativar o atuador ou na˜o. O fluxograma de
funcionamento e´ apresentado na Figura 8.
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Figura 8: Processa.
Fonte: O autor.
Apo´s ser identificada uma classe perigo, como apresentado na
Figura 9, o sistema pausa a execuc¸a˜o do a´udio por alguns segundos de
forma que na˜o ha´ nenhum som sendo reproduzido nos fones de ouvido.
Assim, assegurara´ que o usua´rio do dispositivo escute o que esta´ aconte-
cendo ao seu redor e, caso seja algum perigo eminente para ele, execute
alguma ac¸a˜o. Apo´s esse per´ıodo de sileˆncio o reproduc¸a˜o anterior e´
retomada.
Figura 9: Atuador.
Fonte: O autor.
As partes apresentadas nas Figuras 8 e 9 sa˜o executadas em loop
infinitamente ate´ que alguma condic¸a˜o apresentada na Figura 7 deixe
de ser verdade. Contudo, os services atribu´ıdos so´ sera˜o realmente
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destru´ıdos quando o fone de ouvido for desconectado, como apresentado
na Figura 6. Vale ressaltar que se o sistema na˜o contemplar e/ou deixar
de contemplar alguma das condic¸o˜es da Figura 7, os services associados
a` obtenc¸a˜o do buffer, extrac¸a˜o dos paraˆmetros e classificac¸a˜o na˜o sera˜o
executados de forma a preservar recursos do smartphone.
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5 AVALIAC¸A˜O DO RESULTADOS
Devido ao fato do trabalho compreender o desenvolvimento e a
implementac¸a˜o da soluc¸a˜o encontrada no Cap´ıtulo 3, os resultados sa˜o
apresentados em sec¸o˜es distintas, afim de prover uma melhor forma de
analisa´-los.
Os resultados da extrac¸a˜o dos paraˆmetros sa˜o apresentados na
sec¸a˜o a seguir, enquanto os da implementac¸a˜o em smartphone (Cap´ıtulo
4) esta˜o descritos na Sec¸a˜o 5.2.
5.1 ME´TODOS DE EXTRAC¸A˜O DE PARAˆMETROS
Com aux´ılio do software MATLab foi poss´ıvel realizar variac¸o˜es
dos paraˆmetros e analisar o comportamento do classificador em relac¸a˜o
a estes paraˆmetros, de modo a escolher os melhores valores que se
adequam a soluc¸a˜o proposta. Utilizou-se dois me´todos distintos, de
forma que os resultados sa˜o apresentados em subsec¸o˜es distintas.
5.1.1 Resultados Me´todo 1
Apesar de que todos as variac¸o˜es descritas na Sec¸a˜o 3.3 utili-
zarem os 15 a´udios dispon´ıveis ate´ enta˜o, foram selecionados 4 a´udios
que caracterizam os resultados obtidos em todo o conjunto. Optou-se
por utilizar o me´todo de Percentual de Acerto, descrito na Sec¸a˜o 2.3.1,
para expressar os resultados.
Ocorreu variac¸a˜o de vizinhos (K), Janela (W), Downsampling
(DS) e tempo (0,5; 1,0 e 1,5 segundos). Contudo, os gra´ficos aqui
apresentados conte´m o percentual de acerto para K = 15, que ao avaliar
os resultados provou ser a melhor opc¸a˜o.
Utilizou-se o eixo x para abrigar a variac¸a˜o de Janela e DS, en-
quanto o eixo y corresponde ao percentual de acerto. O gra´fico superior
apresenta o tempo = 0, 5 enquanto o inferior possui tempo = 1, 0, am-
bos em segundos. Os resultados para o tempo = 1, 5 segundos na˜o
sa˜o apresentados, visto que na˜o acrescentam informac¸o˜es u´teis para a
definic¸a˜o dos demais paraˆmetros.
Os resultados apresentados nas Figuras 10 e 11 correspondem em
sua totalidade a sons considerados classe normal. Nota-se na Figura
10 que a variac¸a˜o dos paraˆmetros fazem que o percentual de acerto
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oscile. Contudo, para qualquer valor o resultado e´ satisfato´rio pois
esta´ acima de 94%. A variac¸a˜o de tempo tambe´m na˜o compromete
o resultado, sendo que o tempo de 0,5 segundo apresenta, no geral, o
melhores resultados, considerando-se que a aplicac¸a˜o tera´ que possuir
a menor lateˆncia poss´ıvel, i.e., o tempo entre o in´ıcio do evento (sinal
de perigo) e a percepc¸a˜o do sistema desse evento. Para isto o tempo
de 0,5 segundo e´ o ideal.
Figura 10: Gra´fico para A´udio 3 com tempos de 0,5 e 1,0 segundo.
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Fonte: O autor.
No outro a´udio normal selecionado pode-se observar que apesar
de possuir percentuais de acerto elevados (acima de 75%), eles sa˜o no
geral, inferiores aos obtidos para o A´udio 3. Da mesma forma que
o anterior, para este tipo de a´udio o valor de DS = 2 apresenta os
piores resultados, na˜o importando o valor da Janela. O valor do tempo
tambe´m na˜o e´ um fator que influeˆncia na escolha do paraˆmetro.
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Figura 11: Gra´fico para A´udio 8 com tempos de 0,5 e 1,0 segundo.
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Fonte: O autor.
Avaliando-se os sons que pertencem a classe perigo (Figuras 12
e 13), nota-se uma queda dra´stica no percentual de acerto geral do
classificador.
Na Figura 12, independente dos valores atribu´ıdos para Janela
e DSm os resultados na˜o sa˜o satisfato´rios. O ponto com valor de
Janela = 256, DS = 2 e Janela = 512 e DS = 2 apresenta os melho-
res resultados, cujos valores encontram-se entorno de 80%. Qualquer
outras configurac¸o˜es de janela e DS apresentam resultados que na˜o po-
dem ser utilizados numa aplicac¸a˜o de seguranc¸a. Diferentemente do
comportamento para a´udios normais, o valor tempo = 1, 0 segundo
apresenta melhores resultados. Partindo-se deste pressuposto, o tempo
de lateˆncia seria maior visto que so´ de dados a serem analisados ha´ 0,5
segundo de tempo acrescido e quanto mais dados e´ necessa´rio processar
maior sera´ o tempo ate´ que a resposta seja obtida.
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Figura 12: Gra´fico para A´udio 13 com tempos de 0,5 e 1,0 segundo.
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Fonte: O autor.
A Figura 13 mostra melhores resultados, obtendo-se acertos acima
de 80%, pore´m ao contra´rio dos gra´ficos para sons de classe normal, no
qual o valor de DS baixo (DS = 2) produz resultados abaixo dos de-
mais, para este a´udio temos que valores de DS elevados (4, 6 e 8) geram
resultados com baixo percentual de acerto. Acredita-se que o valor de
Janela na˜o influencia de maneira significativa o percentual de acerto.
De forma similar, a Figura 12, utilizando-se o tempo = 1, 0 segundo,
aumenta a efica´cia do classificador. Entretanto, nota-se a existeˆncia de
uma maior inconsisteˆncia no percentual de acerto no sons de perigo, o
que pode representar a na˜o adequac¸a˜o deste me´todo para a aplicac¸a˜o
proposta.
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Figura 13: Gra´fico para A´udio 14 com tempos de 0,5 e 1,0 segundo.
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Fonte: O autor.
Apo´s analisar os resultados para 15 a´udios diferentes, optou-se
por utilizar os valores de K = 15, Janela = 512, DS = 2, que apre-
sentaram melhor resultado geral e que sa˜o apresentados na Figura 14.
Neste ponto foi acrescentado mais dois a´udios de perigo com carac-
ter´ısticas diferentes dos ja´ utilizados.
Os a´udios 1 a 8 sa˜o a´udios normais, enquanto os a´udios 11, 12,
13, 14 e 15 sa˜o de diferentes tipos de sirenes e os a´udios 8, 9, 16 e 17
sa˜o de buzinas distintas.
Verificou-se que o classificador, independente do tempo, classi-
fica com mais de 90% de acerto os a´udios normais e acima de 80% as
sirenes. Contudo, quando trata-se das buzinas, o classificador na˜o con-
segue atingir marcas satisfato´rias. O a´udio 9 passa de 0% a 100% com
a modificac¸a˜o do tempo para 1,0 segundo e, como mencionado, isso au-
menta o tempo de lateˆncia, o que na˜o e´ desejado. Pore´m, mesmo com
esta melhora os a´udios 16 e 17 na˜o conseguem ser classificado como pe-
rigosos. E´ valido mencionar que realizou-se a classificac¸a˜o dos a´udios
com uma composic¸a˜o de normal, perigo e perigo-buzina no conjunto de
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treinamento. No entanto, isto na˜o gerou modificac¸o˜es pertinentes nos
resultados encontrados.
Nota-se que a Figura 14 inicia no a´udio 2 e possu´ı uma desconti-
nuidade no a´udio 12, o que deve-se ao fato desses comporem o conjunto
de treinamento.
Figura 14: Gra´fico para os 17 a´udios com tempos de 0,5 e 1,0 segundo.
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Fonte: O autor.
Como os resultados apresentados na˜o proporcionam valores ade-
quados para um aplicativo de seguranc¸a, optou-se por utilizar a abor-
dagem do Me´todo 2, descrito na Sec¸a˜o 3.4.
5.1.2 Resultados Me´todo 2
Devido a formulac¸a˜o do Me´todo 2 e´ poss´ıvel gerar uma classi-
ficac¸a˜o pessoal com a classe que cada um das partes do a´udio pertence.
A partir dessa classificac¸a˜o pode-se utilizar a avaliac¸a˜o de resultados
baseado no Me´todo Sensitivity e Specificity apresentado na Sec¸a˜o 2.3.2,
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o que facilita a escolha do valor de K.
As Figuras 15 e 16 apresentam os valores de Sensitivity e 1 −
Specificity para a classe normal e para classe perigo, respectivamente.
Os melhores valores sa˜o aqueles que esta˜o no canto superior esquerdo,
os quais corresponde a` uma alta Sensitivity e Specificity. Contudo, dife-
rente do realizado no Me´todo 1, todos os a´udios utilizados nesta sec¸a˜o,
excluindo-se os que compo˜em o treinamento, foram unidos formando
um u´nico a´udio. Da mesma forma a classificac¸a˜o desejada tambe´m
foi unida e este mecanismo foi utilizado para que os ca´lculos fossem
justos e os valores encontrados pudessem ser utilizados, caso contra´rio
seria necessa´rio dois gra´ficos para cada a´udio testado. Com esta te´cnica
temos o mapeamento geral do comportamento do classificador.
Figura 15: Curva ROC para classe 0 (Normal).
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Fonte: O autor.
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Figura 16: Curva ROC para classe 1 (Perigo).
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Fonte: O autor.
Como apresentado na Figura 15 e reforc¸ado na Figura 16, exis-
tem dois valores de K que poderiam ser utilizados: K = 5 e K = 6.
Apesar do valor K = 6 apresentar resultados muito semelhantes ao
K = 5, optou-se por utilizar o K = 5 devido ao fato que na˜o ha´ peso
atribu´ıdo as distaˆncias e por este ser um valor de K ı´mpar evita-se o
empate, (ROGERS; GIROLAMI, 2011).
Nota-se que ambas Curvas ROC possuem valores superiores a
0,85 para Se e inferiores a 0,15 para 1 − Sp, mostrando resultados
excelentes no contexto geral. Contudo, o classificador pode apresentar
diferentes percentuais de acerto para os a´udios testados e a Figura 17
apresenta o resultado individual destes. Os pontos de descontinuidade
sa˜o dos a´udios que compo˜em o conjunto de treinamento.
Observa-se que apesar do gra´fico apresentar uma inconsisteˆncia
maior para os a´udios de classe normal (a´udios 2 a 8) em relac¸a˜o a
Figura 14, os valores de percentual de acerto para sons de perigo, os
de Sirenes e, principalmente, aqueles de Buzinas (a´udios 9, 10, 16, 17)
apresentam uma melhora no percentual global de acerto. Claramente
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o classificador pode evoluir afim de apresentar resultados melhores. Os
a´udio mistos (a´udios 18 a 25) apresentam valores satisfato´rios.
Figura 17: Gra´fico para os a´udios de teste.
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Fonte: O autor.
O Me´todo 1, descrito na Sec¸a˜o 3.3, na˜o obteve bons resultados
com tempo = 0, 5s, enquanto o Me´todo 2 conseguiu um desempenho
superior utilizando-se de metade deste tempo.
A Figura 18 apresenta os valores do percentual de acerto olhando-
se apenas para a parte de perigo, i.e., quanto do que era para ele classi-
ficar como perigo que ele realmente classificou como tal. Apesar de
apresentar valores na˜o satisfato´rios e ao compara´-los com a Figura
17 aparentar ser inferior, alguns detalhes devem ser levados em con-
siderac¸a˜o.
Os a´udios 9, 10, 17 e 19 sa˜o amostras com caracter´ısticas distin-
tas daqueles que constituem o treinamento. Especificamente o a´udio
19 e´ uma buzina de ar que em seu tom mais elevado equipara-se a` uma
buzina do treinamento. O a´udio 23, que em termos da classificac¸a˜o
dos sinais de perigo obteve um acerto nulo, e´ composto de buzinas com
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baixa amplitude, o que pode ser considerado que elas estejam distante
do usua´rio. Os a´udios 24 e 25 apresentavam cerca de 0,5 segundo (2
amostras com classe de perigo, em sequeˆncia) de buzinas em a´udios de
15 e 27 segundos, respectivamente. A distinc¸a˜o do percentual de acerto
entre eles esta´ no fato que o a´udio 24 teve classes de perigo atribu´ıdas
a amostras de classe normal, enquanto o 25 teve apenas uma classe
definida de forma erroˆnea. Contudo, em uma situac¸a˜o real o aplicativo
seria capaz de cumprir sua premissa, uma vez que as classes perigo
estavam em sequeˆncia.
Figura 18: Gra´fico para os a´udios de teste, analisando-se apenas a
classe perigo.
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Fonte: O autor.
Utilizando-se das gravac¸o˜es obtidas com o aplicativo desenvol-
vido, onde gerou-se amostras de buzinas provenientes de 12 carros dis-
tintos e distaˆncias variando entre 5 e 30 metros, obteve-se 207 amostras,
dentre elas 57 foram utilizadas para treinamento. As 150 restantes,
algumas com a presenc¸a de falas ou vento, foram submetidas a classi-
ficac¸a˜o pela soluc¸a˜o encontrada obtendo-se um resultado de percentual
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de acerto equivalente a` 66%.
Para melhor exemplificar as classes que o K-NN definiu em relac¸a˜o
a classificac¸a˜o pessoal utilizada para calcular o percentual de acerto, as
Figuras 19 e 20 apresentam o som utilizado, a classificac¸a˜o do K-NN e
a classificac¸a˜o deseja´vel.
A Figura 19 apresenta a classificac¸a˜o do A´udio 16, um a´udio
problema´tico no Me´todo 1, cujo percentual de acerto foi 0%. Extraindo
mais caracter´ısticas foi poss´ıvel aumentar o percentual de acerto para
mais de 40%. Nota-se que apenas algumas frac¸o˜es de segundo na˜o
coincidem com a classificac¸a˜o desejada. Entretanto, e´ poss´ıvel notar
que o classificador optou pela classe erroˆnea em no ma´ximo 3 amostras
em sequeˆncia. Isso representa que ele levaria no mı´nimo 1 segundo para
classificar o sinal de perigo.
Figura 19: Gra´fico contendo o a´udio 16, a classificac¸a˜o do K-NN e a
classificac¸a˜o desejada.
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Fonte: O autor.
Com um resultado semelhante, a Figura 20 possu´ı algumas dis-
torc¸o˜es do que seria deseja´vel, principalmente no final do a´udio. Pore´m
o a´udio e´ composto por um carro de pol´ıcia com sirene se aproximando
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e parando. Mesmo que a classe desejada no final seja normal, por-
que e´ uma sirene sendo desligada. Na˜o se pode considerar como um
erro absoluto do classificador e caso a classificac¸a˜o desejada na˜o fosse
espec´ıfica neste tipo de situac¸a˜o os resultados gerais seriam melhores.
Figura 20: Gra´fico contendo o a´udio 20, a classificac¸a˜o do K-NN e a
classificac¸a˜o desejada.
Tempo (x0,25) segundos
0 10 20 30 40 50 60
Cl
as
se
-0.5
0
0.5
1
1.5
K-NN
Desejada
Tempo (x0,25) segundos
0 10 20 30 40 50 60
A
m
pl
itu
de
-0.1
-0.05
0
0.05
0.1
Áudio 20
Fonte: O autor.
Mesmo que o classificador na˜o contenha um percentual de acerto
perto de 100% na˜o quer dizer que essas configurac¸o˜es na˜o possam ser
utilizadas em uma aplicac¸a˜o real. Apesar das diferentes buzinas, com
distintas distaˆncias, este me´todo obteve um percentual de acerto maior
que 66%, tornando plaus´ıvel a sua utilizac¸a˜o. Contudo, melhorias na
escolha dos paraˆmetros e/ou no treinamento pode agregar maior diver-
sidade de buzinas com o intuito de otimizar o classificador.
Nota-se pore´m que cerca de 28% das buzinas classificadas de
forma errada sa˜o as que possuem um n´ıvel maior de interfereˆncia do
vento em sua gravac¸a˜o ou que possuem a´udio de buzina menor que
250ms.
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5.2 APLICATIVO DESENVOLVIDO
Apo´s desenvolver uma soluc¸a˜o com percentual de acerto via´vel,
optou-se por implementa´-la para Android, de forma que fosse poss´ıvel
visualizar o funcionamento do classificador em condic¸o˜es normais de
uso.
Ao desenvolver um aplicativo para Android utiliza-se basica-
mente o Software Development Kit (SDK), o que proporciona uma
programac¸a˜o orientada o objetos, neste caso Java. Contudo, existe a
alternativa de utilizar o Native Development Kit (NDK), o qual permite
que os aplicativos utilizem arquivos fontes em C ou C++ integrados
aos escritos em Java, ou simplesmente eles. A utilizac¸a˜o do NDK tem
pouco valor para muitos aplicativos, visto que a complexidade ao uti-
lizar e´ elevada e muitas vezes na˜o justifica o uso, (GOOGLE, 2017f).
Apesar de ser recomendada para obter-se mais desempenho, este apli-
cativo foi desenvolvido em Java na sua totalidade.
Os fluxogramas apresentados na Sec¸a˜o 4.2.2 determinam o fluxo
lo´gico do aplicativo. Entretanto, na˜o representam apenas uma classe,
visto que o aplicativo foi modularizado a fim de proporcionar testes
individuais de funcionamento e apo´s o teste do aplicativo completo.
O primeiro mo´dulo desenvolvido foi o responsa´vel por capturar o
a´udio no formato WAV e sem compressa˜o. Inicialmente desenvolveu-se
um classe que adquiria o a´udio por um per´ıodo de 250ms e armazenava
na memo´ria do dispositivo. Nesta etapa, pode-se avaliar as diferenc¸as
entre obter o a´udio Stereo e depois “converteˆ-lo” em MONO ou obter
em MONO. Optou-se por obter diretamente em MONO visto que na˜o
houve variac¸a˜o significativa. Contudo, o Android na˜o grava WAV nati-
vamente, sendo necessa´rio obter um arquivo tempora´rio PCM de 16bits
com extensa˜o .raw e adicionar o cabec¸alho de WAV apo´s a conclusa˜o da
gravac¸a˜o. A partir dessa limitac¸a˜o, escolheu-se utilizar o arquivo sem
a adic¸a˜o do cabec¸alho na versa˜o final do aplicativo, da mesma forma
que na˜o e´ salvo o arquivo na memo´ria do telefone.
O segundo mo´dulo e´ responsa´vel por calcular o definido na Sec¸a˜o
3.4 e, devido a necessidade da transformada de Fourier, optou-se por
utilizar uma dispon´ıvel na internet, sendo a u´nica classe na˜o implemen-
tada. Essa decisa˜o foi tomada baseada no fato que uma desenvolvida
pelo autor na˜o conseguiria um desempenho semelhante ao da Universi-
dade de Columbia (fonte da FFT). Esta possui licenc¸a para utilizac¸a˜o
desde de que mantido o cabec¸alho, o que foi feito.
Os resultados foram comparados com os obtidos pelo MATLab e
neste ponto foi necessa´rio ajustar a escala dos resultados obtidos com o
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smartphone, o que na˜o comprometeu o tempo de processamento total
do aplicativo.
A classe que processa a´udio tambe´m e´ responsa´vel por pausar e
retomar o a´udio quando um a´udio e´ classificado como perigoso.
O terceiro mo´dulo corresponde ao desenvolvimento da classe que
implementa o K-NN. Como o conjunto de treinamento e´ extenso, uma
matriz de 1752 linhas por 104 colunas, utilizou-se um arquivo com
extensa˜o csv para carrega´-lo na memo´ria RAM do smartphone. Este
processo leva cerca de 2 segundos e e´ carregado assim que as 3 condic¸o˜es
(fone conectado, a´udio em reproduc¸a˜o e smartphone em movimento)
para comec¸ar a gravar sa˜o verdadeiras.
No quarto mo´dulo, esta˜o contidos todas as verificac¸o˜es das condi-
c¸o˜es necessa´rias para o aplicativo entrar em funcionamento. Existe uma
classe responsa´vel apenas por verificar se o boot do celular for comple-
tado. Esta classe inicia o service que verifica se o fone foi conectado ou
desconectado. Caso sim, ele inicia o service que verifica as condic¸o˜es
ou, do contra´rio, destro´i o service.
O service que verifica as condic¸o˜es busca a informac¸a˜o se ha´
mu´sica em execuc¸a˜o ou se existe um ligac¸a˜o em andamento a cada 10s.
Com intervalo de 2min e´ executado a verificac¸a˜o se o dispositivo esta´
em movimento, para ativar o monitoramento basta que ele esteja em
movimento uma u´nica vez. Contudo, para cancelar e´ necessa´rio que
3 leituras indiquem que o dispositivo esteja parado. Para verificar se
o usua´rio esta´ ou na˜o em movimento, utilizou-se o aceleroˆmetro, que
inclui o valor da gravidade. Em testes com smartphones verificou-se que
se o valor absoluto da diferenc¸a de 25 leituras (cerca de 5s) seja superior
a` 2 para os eixos x e y e maior que 2,5 para o eixo z, o dispositivo esta´
em movimento, caso essas treˆs condic¸o˜es na˜o sejam atingidas, diz-se
que o smartphone esta´ parado.
Pode-se expressar os resultados de duas maneiras: tempo de
processamento e consumo de recursos.
5.2.1 Tempo de Processamento
Apesar da dificuldade de expressar esses valores com a precisa˜o
que sa˜o executadas no smartphone, o Android Studio proveˆ uma in-
terface capaz de apresentar os dados de log do dispositivo tornando
poss´ıvel determinar o tempo aproximado de cada mo´dulo. A Figura
21 apresenta o log da classe de cada amostra testada, onde e´ poss´ıvel
visualizar o tempo me´dio entre cada processamento.
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Figura 21: Android Studio log para cada amostra analisada.
Fonte: O autor.
Na versa˜o final do aplicativo existe um buffer deslizante que
manda 250ms de a´udio para ana´lise a cada 50ms. Contudo, o aplicativo
leva em me´dia 150ms para processar e obter o valor da classe para
cada buffer analisado. O smartphone testado foi um Motorola Moto
G de 1a gerac¸a˜o (2013) com um processador de 1.2 GHz Quad Core.
Em dispositivos mais modernos a tendeˆncia e´ que todo processo seja
executado com maior velocidade, de forma ana´loga em dispositivos mais
antigos o tempo sera´ maior. Contudo, pode-se afirmar que para a
maioria dos smartphones o aplicativo executa em tempo real.
A Figura 22 apresenta logs e atrave´s deles podemos estimar os
tempos para cada uma das principais etapas. Quando o log “Proces-
sando” e´ apresentado corresponde que uma amostra com 250ms de
a´udio comec¸ou a ser processada. Da mesma forma quando o log “Skip-
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ping” e´ apresentado quer dizer que uma nova amostra deslocada 50ms
foi recusada. O log “Sample Group: ” representa o fim do processa-
mento da determinada amostra, apresentando a classe 0 ou 1. Observa-
se que o valor total de processamento para o destacado foi de 134ms.
A transformada ra´pida de Fourier levou 51ms. Os ca´lculos dos coe-
ficientes para o K-NN demorou 61ms e a classificac¸a˜o levou 13ms. E´
claro que esses valores sa˜o apenas uma amostra do que pode ser obtido.
Existe uma variac¸a˜o esperada para esses tempos por causa do comparti-
lhamento de recursos com outras aplicac¸o˜es executando no smartphone.
Alguns testes apresentaram resultados de 73ms para todo o processa-
mento, enquanto em outros os valores foram pro´ximos a` 200ms. Um
fator que contribu´ı para tempos mais altos e´ a necessidade de enviar o
log, os quais em uma versa˜o de distribuic¸a˜o na˜o havera´ necessidade.
Figura 22: Android Studio log para cada amostra analisada.
Fonte: O autor.
5.2.2 Consumo de Recursos
Para avaliar o consumo dos recursos do smartphone enquanto
o aplicativo estava em plena execuc¸a˜o foi utilizado o monitoramento
disponibilizado no Android Studio. Deste modo foi poss´ıvel estimar o
uso de memo´ria, processador e bateria.
A Figura 23 apresenta dois gra´ficos: o primeiro do consumo de
memo´ria e o segundo de processador. Observa-se que o consumo me´dio
de memo´ria e´ inferior a` 6MB somando-se o alocado e liberado.
7
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Figura 23: Android Studio Monitor, enquanto o aplicativo e´ executado.
Fonte: O autor.
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Em relac¸a˜o a utilizac¸a˜o da CPU, o valor me´dio e´ de 50%, com
picos de 80%. Espera-se valores bem elevados, dado a quantidade de
threads executando. Isso pode afetar a utilizac¸a˜o do smartphone pelo
usua´rio. Contudo, assumindo que o aplicativo so´ ira executar quando
o usua´rio esta´ escutando mu´sica e se movimentado, presume-se que
o dispositivo estara´ no bolso de forma que o usua´rio na˜o sentira´ a
performance geral do aparelho diminuir.
Em relac¸a˜o ao consumo de bateria, testou-se o aplicativo diversas
vezes e os valores de consumo ficaram em entorno de 10% da bateria
drenada em cerca de 1h. Normalmente o aparelho consome cerca de 2
a` 3% apenas com a reproduc¸a˜o de a´udio.
Pelas informac¸o˜es do Android, Figuras 24 e 25, pode-se concluir
que o aplicativo gasta da mesma forma que a tela do aparelho, ou
seja, 1 hora com o aplicativo executando gasta de mesma forma que 12
minutos de tela ativa (acesa). Esses valores sa˜o elevados, pore´m assim
como a tela o tempo de execuc¸a˜o cont´ınua e´ baixo, na˜o impactando de
forma agressiva no modo como o usua´rio utiliza seu smartphone.
Figura 24: Screenshot dos dados fornecidos pelo aparelho
Fonte: O autor.
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Figura 25: Screenshot dos dados fornecidos pelo aparelho
Fonte: O autor.
5.2.3 Classificador
Apesar dos resultados encontrados na Sec¸a˜o 5.1.2 apresentarem
valores razoa´veis, algumas informac¸o˜es foram descobertas com o apli-
cativo executando. Inicialmente na˜o havia o A´udio 0 da Tabela 2. Este
a´udio de sileˆncio so´ foi adicionado depois que os testes com o aplicativo
em tempo real apresentaram inconsisteˆncia no resultado.
Esperava-se que o classificador apresentasse algumas falhas de-
vido a` diversidade de a´udios a que estamos expostos diariamente.
Mesmo o aplicativo ter sido desenvolvido visando a conversac¸a˜o
do usua´rio, esta parte esta´ comprometida visto que alguns tons de voz
acabam confundindo o aplicativo. Entretanto, como no caso anterior, o
fato de adicionar um a´udio deste tipo ao conjunto de treinamento pode
melhorar o classificador significativamente.
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6 CONSIDERAC¸O˜ES FINAIS
A utilizac¸a˜o cada vez mais frequente de smartphones tem aumen-
tado exponencialmente as possibilidade de comunicac¸a˜o e de acesso a
cultura, especialmente aquela dispon´ıvel em meios audiovisuais. Por
outro lado, seu uso em diferentes situac¸o˜es cotidianas, pode expor seus
usua´rios a riscos de acidentes, especialmente quanto utilizado durante
deslocamentos em vias pu´blicas e com utilizac¸a˜o de fones de ouvido.
O aplicativo desenvolvido durante este trabalho pode ser utili-
zado em situac¸o˜es reais e sua resposta frente ao sinais sonoros de alerta
ao pedestres ocorre em tempo real, possibilitando que o usua´rio de
smartphone tenha um tempo para uma ac¸a˜o defensiva. Assim, sua ins-
talac¸a˜o e execuc¸a˜o em smartphones pode contribuir para um traˆnsito
mais seguro e com menores ı´ndices de lesa˜o entre os pedestres.
Apesar de que o classificador K-NN apresentar resultados satis-
fato´rios, a extrapolac¸a˜o para a´udios similares aos utilizados no conjunto
de treinamento na˜o atingiu os valores esperados. Contudo, notou-se que
a adic¸a˜o de uma maior diversidade de a´udios contribui para a melhora
do classificador de forma que os resultados encontrados sa˜o melhores
quando a diversidade e´ maior, mesmo que estes possuam tempo de
durac¸a˜o mais curto.
A implementac¸a˜o da soluc¸a˜o encontrada na plataforma Android
provou ser desafiadora e essencial para o aprimoramento do trabalho.
A execuc¸a˜o em tempo real contribuiu para que fosse poss´ıvel evidenciar
falhas no classificador que na˜o haviam sido previamente previstas.
O conjunto de a´udios utilizados poderia conter uma maior di-
versidade. Entretanto, optou-se por utilizar gravac¸o˜es padronizadas
afim de proporcionar um melhor conjunto de treinamento. Notou-se
em testes com gravadores para smartphone que ajustes realizados por
software comprometem o desempenho do classificador.
6.1 TRABALHOS FUTUROS
Esta´ sec¸a˜o apresenta alguns to´picos que podem ser explorados
em trabalhos futuros:
1. Em relac¸a˜o a soluc¸a˜o encontrada:
• Melhorar o conjunto de treinamento, adicionando mais a´udios
com caracter´ısticas espec´ıficas do problemas mencionados,
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tais como falas;
• Verificar quais sa˜o os paraˆmetros mais relevantes para a clas-
sificac¸a˜o;
• Testar outros classificadores e comparar sua viabilidade (tempo
e eficieˆncia) em relac¸a˜o ao K-NN;
• Reduzir o tempo necessa´rio de a´udio para que o classificador
o classifique corretamente;
• Estudar qual o tempo ideal dos a´udios para o treinamento,
visando um treinamento mais diverso e balanceado.
2. Em relac¸a˜o ao aplicativo:
• Adicionar a verificac¸a˜o do sensor Step Detector e implemen-
tar a sua utilizac¸a˜o, quando presente, afim de melhorar a
detecc¸a˜o de movimento do dispositivo;
• Analisar a viabilidade de implementar a classe que processa
o a´udio utilizando-se do NDK;
• Analisar com maior precisa˜o o consumo de recursos e verifi-
car poss´ıveis pontos de melhoria.
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ANEXO A -- A´udio e sua Descric¸a˜o
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Tabela 2: Tabela de com o nu´mero do a´udio e sua breve descric¸a˜o. Parte 1/2.
A´udio Descric¸a˜o
0 Som de ambiente externo. Sileˆncio
1 Som de ambiente externo. Estrada em uma cidade pequena, com tra´fego e pedestres.
2 Som de ambiente externo. Estrada principal de um pa´ıs.
3 Som de ambiente externo. Tra´fego de cidade.
4 Som de ambiente (externo). Estac¸a˜o de trem com aviso de chegada do trem.
5 Som de ambiente (externo). Atmosfera externa do aeroporto, na a´rea de observac¸a˜o.
6 Som de ambiente (transporte). Caminha˜o 10t, aproximac¸a˜o, parada e desligado.
7 Som de ambiente (transporte). Moto, aproximac¸a˜o e parada.
8 Som de ambiente (transporte). Carro, aproximac¸a˜o e parada.
9 Som de perigo (buzina). Interior do carro, 4 buzinas consecutivas com pequeno intervalo entre elas.
10 Som de perigo (buzina). Interior do carro, 6 buzinas consecutivas com pequeno intervalo entre elas.
11 Som de perigo (sirene). Sirene de pol´ıcia tipo 1, observada de fora.
12 Som de perigo (sirene). Sirene de pol´ıcia tipo 2, observada de fora.
13 Som de perigo (sirene). Sirene de pol´ıcia tipo 1, observada do interior do carro.
14 Som de perigo (sirene). Sirene de pol´ıcia tipo 2, observada do interior do carro.
15 Som de perigo (sirene). Sirene de ambulaˆncia tipo 1, observada de fora.
16 Som de perigo (buzina). Carro desligado, buzinas em sequeˆncias, sem intervalos entre elas.
17 Som misto (ambiente e buzina). Moto ligada com 3 buzinas com intervalos entre elas.
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Tabela 3: Tabela de com o nu´mero do a´udio e sua breve descric¸a˜o. Parte 2/2.
A´udio Descric¸a˜o
18 Som ambiente (externo). Motor de carro ligado e uma fala.
19 Som misto (ambiente e buzina). 2 buzinas de ar de caminha˜o em sequeˆncia e depois sileˆncio.
20 Som misto (ambiente e sirene). Carro de pol´ıcia com sirene ligada, aproximac¸a˜o e passagem.
21 Som misto (ambiente e buzina). Tra´fego de cidades com algumas buzinas no seu decorrer.
22 Som misto (ambiente e sirene). Sirene de ambulaˆncia tipo 2, aproximac¸a˜o e passagem.
23 Som misto (ambiente e buzina). Ambiente de cidades com algumas buzinas.
24 Som misto (ambiente e buzina). Carro om motor em funcionamento e uma buzina.
25 Som misto (ambiente e buzina). Moto com motor em funcionamento e uma buzina.
26 Som de perigo (buzina). Diversas buzinas em sequeˆncia, mas sem sobreposic¸a˜o.
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Tabela 4: Tabela de com o nu´mero do a´udio da buzina, o carro que
proveu a amostra e a distaˆncia entre o smartphone e o carro. Parte
1/2.
Buzina Carro Distaˆncia (m)
2 Corsa 5
5 Clio 5
6 Clio 5
7 Clio 5
10 Fiesta 5
32 Corsa 10
36 Clio 10
39 Fiesta 10
42 Parati 10
43 Parati 10
50 Siena 10
51 Siena 10
52 Siena 10
62 Corsa 15
66 Clio 15
68 Fiesta 15
70 Fiesta 15
73 Parati 15
79 Fox 15
80 Fox 15
81 Siena 15
82 Siena 15
83 Siena 15
84 Ka´ B 15
85 Ka´ B 15
95 Clio 20
96 Clio 20
97 Fiesta 20
99 Fiesta 20
102 Parati 20
103 Parati 20
105 Ka´ 20
106 Ka´ 20
107 Fox 20
108 Fox 20
109 Fox 20
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Tabela 5: Tabela de com o nu´mero do a´udio da buzina, o carro que
proveu a amostra e a distaˆncia entre o smartphone e o carro. Parte
2/2.
Buzina Carro Distaˆncia (m)
114 Corsa 25
117 Clio 25
120 Fiesta 25
121 Fiesta 25
126 Ka´ 25
127 Ka´ 25
129 Fox 25
130 Fox 25
137 Corsa 30
138 Corsa 30
140 Clio 30
141 Clio 30
142 Fiesta 30
143 Fiesta 30
144 Fiesta 30
146 Parati 30
152 Fox 30
153 Fox 30
155 Siena 30
156 Siena 30
159 Ka´ B 30
