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Unmet Customer Needs Represent New Opportunities
Identifying unmet-need opportunities is an important marketing problem in a variety of industries. For example, in the US truck market, a single share point is worth $800 million in annual revenues. One of the top priorities of strategic marketing is to identify promising new segments of the market with unmet needs that can be fulfilled with a new truck platform. If such opportunities are confirmed, these segments justify investments of $1-to-2 billion in product design and engineering. Even a one-or two-percent segment is worth further investigation if the needs of the segment can be fulfilled with a minor redesign (typical cost of $300 million).
With so much at stake, automotive manufacturers have been innovators in marketing research and market evaluation methods. General Motors (GM) alone spends tens of millions of dollars annually to understand the voice of the customer and to design products to meet customer needs (private communication -exact numbers confidential). Methods such as focus groups, ethnographic methods, means-ends chains, "clinics," prelaunch forecasting methods, information acceleration, and conjoint analysis are used frequently. One GM supplier alone reported to us that they used conjoint analysis methods to gather data on feature levels from over 10,000 customers in the previous year. Automotive manufacturers invest heavily in such studies when new segment(s) are identified, especially if potential product features relevant to that segment are known. These marketing research methods are based on a wealth of experience. For example, conjoint-analysis-like studies have been used routinely by General Motors since the 1930s (Time 1938) . For other examples see Crawford 1991; Dolan 1993; Green and Srinivasan 1990; Griffin and Hauser 1993; Gutman 1982; Kolpasky 2002; Lehmann and Winer 1994; Narasimhan and Sen 1983; Shocker and Srinivasan 1979; Urban and Hauser 1993; Urban, Hauser, and Roberts 1990; Urban, Weinberg, and Hauser 1996; Wind 1982; and Zaltman 1997 . To complement experience in researching identified opportunities, senior automotive managers seek improved methods to identify new opportunities.
In this paper, we explore new marketing research methods to uncover, understand, and evaluate promising opportunities for new automotive products. In the parlance of the industry, we seek new "fishing grounds" based on unmet customer needs. This managerial problem is not new, nor is it limited to the automotive industry. Product development teams have faced this marketing problem for many years and continually explore new methods (Barabba 2003; Barabba and Zaltman 1991) . We do not seek to replace extant market research methods, but rather complement them by analyzing data that are collected for other goals. Specifically, we exploit new data that are obtained by "listening in" to ongoing "dialogues" created when customers use the Internet to search for information and advice about automotive purchases.
These data are attractive for identifying new needs-based segments. First, the data collection is incentive compatible -customers are seeking advice and, thus, have an incentive reveal their needs. Second, the data are available at little incremental cost -we need only monitor these dialogues electronically as they occur. Third, virtual advisors are updated often to in- to However, we must overcome challenges if the methodology is to be practical. Virtual advisors are based on needs and features that are known -we must develop a method that looks into the gaps. With the large number of vehicles, segments, and customer needs, the method must scale well to handle large problems and evolve as new needs and new vehicles are added to the virtual advisors. We must be able to estimate underlying parameters (calibrate the model) based on data that are now collected routinely by automotive manufacturers. If this alone were not a challenge, we must gather this information without compromising the primary function of the virtual advisors -the method must not be overly intrusive. Questions should be directed, brief, and seen as relevant by the customers. Finally, because of the large scale and continuous nature of the data, the method should be automated. The method we propose attempts to address each of these implementation issues.
We begin by defining the marketing research problem. We then describe a representative virtual advisor that uses Bayesian methods to focus quickly on key customer needs. (Listening- in methods can also work with other advisory systems.) Next we identify a "listening-in" trigger mechanism which senses unmet needs and invites a virtual engineer to join the dialogue with customers whose needs are not met with existing vehicles. The virtual engineer engages the customer by asking directed questions to explore the potential unmet need. The customer also expresses his or her needs by using a design palette to create virtual products that are not now on the market. These automated methods gather data from each customer as that customer visits the virtual advisor. Periodically, the strategic marketing group reviews the data to summarize opportunities. Cluster analysis provides a rough estimate of the size of any identified opportunity -an estimate that will be clarified later with seed investments and extant marketing methods.
After introducing the listening-in method we use Monte Carlo simulation to demonstrate the method, explore sensitivity to various trigger levels, and explore sensitivity to response errors. We then illustrate the listening-in methods with an application based on over 1,000 respondents. The application identified promising new truck concepts for a major automotive manufacturer. Although we focus on the automotive industry, we expect that other industries share many of the same characteristics that make "listening in" valuable. For example, the fraction of customers who seek information and advice from the Internet is 70% in travel services and 56% in health services. Both industries have the scale necessary to make "listening in" feasible.
Marketing's Role in Finding New Opportunities for Product Development
Marketing and marketing research interact with product-development teams at many stages in the phase-review, stage-gate, or waterfall processes of opportunity identification, concept creation, design and engineering, testing, and launch. For example, voice-of-the-customer methods, focus groups, and ethnographic approaches all explore opportunities once they are identified and provide a lens on the needs of a customer segment (e.g., Burchill 1992 Figure 1a ). This small, inexpensive sports car with a powerful V8 engine sold 420,000 units in the first year ($10 billion at today's prices) and went on to launch the lucrative "pony" segment (classicponycars.com/history.html). In 1983 Chrysler introduced the Dodge Caravan and Plymouth Voyager minivans -downsized vans for now-growing families, built on a car-like K platform with comfort features such as power windows, locks, seats, and quality sound systems (Figure 1b ). This new vehicle could carry a 4'x 8' sheet of plywood but, unlike existing vans, could fit easily in customers' garages, drove like a passenger car, had a side door for small children, and had a sedan-like liftgate for shopping. Minivans fulfilled these needs by exploiting front-wheel drive to avoid high floors and to avoid an engine that tunneled into the cabin. Chrysler sold 210,000 units in the first year and dominated this new segment for years to come (allpar.com/model/m/ history.html). With so much as stake, the strategic marketing and marketing research groups invest heavily in identifying new opportunities. They speak to leading edge users, maintain and monitor user groups, sponsor special racing events, monitor chat rooms and user groups, and use a variety of qualitative methods (Barabba 2003 While the data from web-based searches are a natural source of information, the information flow is extensive. To use these data we need a system to filter systematically the information about unmet needs that is embedded in the data. Thus, we examine first those web-based searches that are most likely to contain embedded data on unmet needs -searches directed by a virtual advisor. Virtual advisors seek to provide unbiased information on vehicle features and options and, in doing so, help customers find the vehicle or option that is right for them (Urban, Sultan and Qualls 2000 
A Bayesian Virtual Advisor
We now illustrate the listening-in methodology with a virtual advisor for truck purchases that was developed as a prototype for a major automotive manufacturer. (A commercial system based, in part, on key concepts from this advisor is now in place on the web.) The virtual advisor combines two methods to recommend a set of four vehicles to customers -a segmentation "gearbox" and a Bayesian advisor. The segmentation gearbox divides people into segments based on grouping and assignment rules. 3 In this case the grouping is based on a cluster analysis of a 114-item AIO (Activities, Interests, and Opinions) questionnaire sent to 100,000 respondents (76 personal viewpoints and 38 preferred vehicle characteristics -including styling and design). See Plummer (1974) for a general description of AIO questionnaires. The original study by the automotive manufacturer identified forty-eight segments of which twenty-five were relevant to pickup trucks. Customers were assigned to segments based on answers to the virtual advisor's questions -answers about the customer's desire for features and options such as comfort, passenger capacity, and prestige as well as about the customer's anticipated use of the truck.
The answers to these questions assign respondents to a group of similar people. In the virtual advisor one of the four recommended vehicles is the vehicle bought most often by the segment to which the customer is assigned. Like collaborative filtering, the segmentation gearbox provides reasonable recommendations based on preferences of similar customers. It is based on extant marketing research methods, but it does not identify new opportunities. 4 Instead, we focus on the Bayesian advisor which is used to recommend three of the four vehicles.
Bayesian Advisor
The basic concept behind the Bayesian advisor is (1) to select sets of questions, known as question banks, such that the answers provide the most information about which vehicle to recommend and (2) after each question bank to update the probabilities that describe the likelihoods that each vehicle will be most preferred by the customer. 5 Figure 2a illustrates the opening screen of the virtual advisor (a neighbor who has bought many trucks over the years) and Figure   2b illustrates one of the question banks asked of customers. We describe first the Bayesian updating mechanism and then describe how this mechanism can be used to select the maximuminformation question bank. We later indicate how the conditional probabilities and prior probabilities are obtained.
The Bayesian advisor shares some characteristics with tailored interviewing (Balasubramanian and Kamakura 1989 [BK] ; Singh, Howell, and Rhoads 1990 [SHR] ; Kamakura and Wedel 1995 [KW] ). As in the Bayesian advisor, questions in tailored interviewing are selected to maximize an information measure and thus reduce the number of questions that need be asked. 4 Gearboxes can be made more efficient with tailored interviewing techniques (Balasubramanian and Kamakura 1989; Singh, Howell, and Rhoades 1990; Kamakura and Wedel 1995) . For example, Kamakura and Wedel demonstrate that a tailored procedure based on latent-class models can classify customers to segments with two-thirds the number of questions that were necessary with a clustering-based gearbox. Because the gearbox is not the focus of this paper we leave such improvements to future research. 5 The global set of question banks, from which the algorithm selects, is drawn from cluster analyses of the ongoing AIO surveys, supplemented with managerial judgment. The set of question banks evolves based on ongoing market intelligence. The methods to identify the set of question banks are state-of-the-art, but standard, marketing research practice. They are not the focus of this paper.
In both methods data for key parameters are obtained from prior questionnaires. However, the goals and scope differ. Tailored interviewing seeks to select questions from a larger bank either to uncover an unidimensional latent trait (from dichotomous scales in Balasubramanian and Kamakura 1989 or Likert-type data in Singh, Howell and Rhoads 1990) or to assign customers to segments based on the bank of questions (seven segments in Kamakura and Wedel 1995) . The
Bayesian advisor focuses on recommending vehicles and, because of the scale in the truck market (148 vehicles in our application), the advisor must bootstrap these recommendations with Bayesian updating. Nonetheless, it is theoretically possible to develop an advisor based on tailored interviewing and such an advisor would be compatible with the listening-in methods.
We begin with the notation. Let Q be a set of question banks indexed from q = 1 to N. For each customer the order of the question banks is chosen adaptively. For a given customer, let R q-1 be the set of question banks up to, but not including, question bank q. Let v j indicate vehicles from 1 to V. We are interested, at any point in the advisor's questioning sequence, in the likelihood that the customer will prefer vehicle j after having been asked question bank q.
We indicate this likelihood by P(v j | R q-1 , r q ).
Suppose that we have available from earlier surveys, the conditional probabilities of how customers, who prefer each vehicle, will answer the question banks. Then, we can use Bayes
Theorem to update recommendations.
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where P(v j | R q-1 ) was the virtual advisor's recommendation probability to the customer for vehicle v j prior to asking the q th question bank.
However, even with data from full-scale surveys such as an AIO questionnaire with 100,000 responses, using Equation 1 As SHR explain, local independence recognizes that there will be non-zero correlations across vehicles in the answers to the question banks -those customers who prefer a full-sized truck may also be likely to prefer a diesel engine. Indeed, it is this combination of preferences upon which the advisor bases its recommendations. However, if we limit ourselves to customers who prefer a Ford F350 Supercab, then, for those customers, responses to the "size" question bank are approximately statistically independent of the responses to the "engine type" question bank. This enables us to write
by the laws of conditional probability. Using this property, we rewrite Equation 1 as follows where P(v j | R q-1 ) is obtained recursively:
Figure 3 gives a simplified example for one customer of the evolution of the recommendation probability. The current recommendation is given on the left and the probability that the customer will purchase that recommended vehicle is given on the right. Also listed on the left are the question bank and the answer. For example, after the second question bank on engine size, the customer answers "4 cylinders." If the customer were to stop answering question banks and request a recommendation, the advisor would recommend the Mazda B2300 and forecast a 0.0735 probability that the customer would purchase the Mazda B2300. In Figure 3 
Question Bank Selection
To select the next question bank the virtual advisor attempts to gain as much information as possible from the customer. For example, if, after reviewing the responses, the advisor decides that a question bank on towing capacity is likely to make one truck more highly probable and all other trucks less probable, then that question bank might be a good candidate to ask next.
To do this formally, we turn to formal theory in which information is defined as the logarithm of the relative odds (e.g., Gallagher 1968) . That is, the information, I(v j | r q , R q-1 ), provided by the response to question bank q, equals log [
. This definition has a number of nice theoretical properties including that (1) under an equal proportional loss rule, information always increases when the probability of the maximum-choice truck increases, (2) the expected information is maximized for the true probabilities, and (3) the information measure rewards systems that provide more finely-grained estimates (Kullback 1954; Savage 1971) .
In order to compute the expected information, we need to take the expectation over all possible responses to question bank q and over all possible vehicles. Thus, the information that we expect from question bank q is given by Equation 2.
In a myopic world, the virtual advisor would simply choose the question bank for which Equation 2 is maximized.
We can improve upon Equation 2 with an m-step look ahead. To date, the computational demands of Equations 1 and 2, coupled with the large number of responses for each question bank has limited the look-ahead algorithm to two steps. Basically, for each potential question bank and response on Step 1, the advisor computes the best second question bank and the expected information for that question bank. It then selects the Step-1 question bank with the highest contingent expected information.
Initial Calibration
Two estimates are necessary for the virtual advisor to begin: prior probabilities, P(v j ), and the conditional response probabilities, P(r q | v j ). The virtual advisor obtains the prior probabilities for each individual from a logit model based on five truck characteristics: price, fuel economy, performance, reliability, and safety. Each customer is asked initial constant-sum, selfexplicated importance weights for these characteristics. (These prior weights are obtained from questions that are asked prior to the question banks illustrated in Figure 3 .) The prior probabilities are estimated with Equation 3 where the w c is the importance for the c th characteristic for each individual obtained from a constant-sum allocation of 100 importance points across the five scales, x jc is the value of characteristic c for vehicle v j , and β is a scaling parameter. The conditional response probabilities are also based on these ongoing AIO surveys, supplemented when necessary by experienced managers and engineers. For example, the survey data suggest that customers who prefer the Toyota Tacoma 4x4 (regular cab) are likely to answer that they prefer a four-wheel drive vehicle 84% of the time. They are likely to answer that they prefer two-wheel drive only 16% of the time. Table 1 illustrates the type of data upon which the conditional probabilities are based. These data are disguised slightly. the new brands will rate their vehicles on the characteristic values (x jc 's) and how they will answer each question bank. These data are obtained from the periodic AIO surveys -surveys that are a normal part of business and used for many purposes. In essence, the virtual advisor and listening in "free ride" on surveys undertaken by the manufacturer for other purposes.
Trigger Mechanism to Identify New Opportunities
Equation 2 enables the virtual advisor to select a question-bank order that leads to rapid convergence toward recommendations. For many customers an existing vehicle will fulfill their needs and the updated recommendation probabilities will evolve smoothly as in Figure 3 . For these customers we do not identify opportunities by listening in -they are satisfied and are not a high-potential source of new ideas for product platforms. However, for some customers, their answers to question banks reveal inconsistencies. For example, suppose that (1) the customer has already answered constant-sum importance question banks that indicate reliability and low price are most important (price 30 points, performance 10 points, fuel economy 20 points, reliability 30 points, and safety 10 points) and (2) the customer's subsequent answers suggest an interest in a small truck with a 4-cylinder engine, two-wheel drive, and automatic transmission.
The Mazda B2300 fits these preferences best (see Figure 4 -Question banks 1 to 4). Given these answers the virtual advisor decides that further information on towing and hauling will clarify recommendations. The advisor expects that the customer will want to haul relatively light loads such as small-garden equipment or tow a jet ski. Knowing the exact towing and hauling needs will help the advisor decide among a number of otherwise comparable light-duty trucks.
However, suppose the customer says that he or she plans to use the truck to haul heavy materials and tow a large motor boat (weighing 6,500 pounds). No existing light-duty truck can tow such heavy loads effectively and safely. On the other hand, no truck that can tow such heavy loads can fill the customer's requirements as expressed in earlier question banks. This may be an opportunity worth investigating -a light-duty truck that can occasionally haul heavy materials or tow heavy loads.
The intuition in this example is that the question bank on towing and hauling revealed something about the customer's underlying needs. Based on this new information the customer is probably not going to be satisfied with existing trucks and the virtual advisor will have to revise its best-truck recommendation probability downward. This drop in the maximum recommendation probability becomes a trigger for further investigation. We illustrate this trigger mechanism by an arrow in the dialogue in 
Recommendation/Question Banks
Maximum Probability
The intuitive idea in Figure 4 has appeal, but before we incorporate the trigger mechanism we must investigate it further. For example, the posterior probability might drop because there is error in the customer's response. If the trigger mechanism is too sensitive, it might identify many false conflicts and the true conflicts might be lost in the noise. On the other hand, if it is not sensitive enough, the trigger mechanism might miss opportunities. We show later in this paper, through simulation, how to select a sensitivity level for the trigger mechanism such that unmet-need segments are likely to be recovered. In these simulations we begin with real data for the conditional probabilities and create known unmet-needs segments. We then add error and examine how various sensitivity levels balance "false positives" and "false negatives." The simulations demonstrate that calibration is feasible and that the performance of the listening-in mechanism is reasonably robust in the face of response errors. It is also reasonably robust with respect to the sensitivity levels chosen for the trigger mechanism.
The other issue it theoretical. The intuition assumes that a drop in posterior probability identifies a conflict in the underlying utility of the vehicle. If a question bank affected only the vehicle that was recommended prior to the q th question bank and if that same vehicle were recommended after the q th question bank, then most random utility models would suggest that a probability drop is an indicator of an underlying utility drop. For example, both the logit and the probit models have this property. However, each question bank can affect the probabilities of all 148 vehicles and change the identity of the recommended vehicle based on the q th question bank.
We demonstrate formally in the Appendix that the intuition still holds. If the q th question bank does not change the identity of the recommended vehicle, then a drop in posterior probability
indicates that the recommended vehicle has characteristics in conflict with the customer's preferences. If the q th question bank changes the identity of the recommended vehicle, then a drop in the posterior probability indicates that a truck with mixed characteristics would have higher utility than either the truck recommended before the q th question bank or the truck recommended after the q th question bank. Both cases, if sustained across many customers, suggest opportunities for new products that satisfy unmet needs.
Identifying Potential Root Causes of the Utility Drops
When the trigger mechanism identifies a potential conflict, we need further information to determine whether or not it is a true opportunity. We first identify which truck characteristics are in conflict and then gather clarifying information from the customer.
As the Appendix establishes, conflicts exist when no existing truck simultaneously satisfies all of the customer's needs. To diagnose such conflicts it is tempting to rely on "product archeology" to examine the correlations among the characteristics of trucks that are now on the market (Ulrich and Pearson 1998). However, such "ecological" correlations represent more than customer preferences; they represent the efficient frontier of the equilibrium responses by competing truck manufacturers. We prefer a mechanism that is less sensitive to supply-side and equilibrium considerations. One such mechanism is the correlations in the underlying customer preferences that drive the responses to the virtual advisor's question bank. We obtain indicators of these correlations by combining the virtual-advisor dialogue and the AIO data. 8 Let Ρ be the matrix of these correlations. For example, an element in this matrix might be the correlation across vehicles of the probabilities of a customer indicating that he or she (1) will use the truck for trailering heavy loads and (2) prefers a rugged body style for that vehicle. Based on existing truck seg-ments we expect these example characteristics to be positively correlated. On the other hand, a priori, we expect a customer's need to pull a large trailer or boat to be negatively correlated with a preference for a compact truck. That is, we do not expect that customers who prefer compact trucks will also value hauling and towing heavy loads. We expect their towing needs to be limited to lighter loads. (If the example motivating the drop in utility in Equation 3 occurs often in the data, "listening in" will cause us to re-examine this a priori belief.) Thus, whenever the trigger mechanism suggests a potential opportunity, the listening-in algorithm examines all correlations corresponding to the customer's answers to the firstuestion banks ( ). It flags those which are highly negative (less than -0.30 in our application). (The level of this flagging mechanism is can also be set with simulation.) Such negative correlations trigger the virtual engineer. 
A Virtual Engineer Clarifies the Opportunity
Customers who use a virtual advisor do so to make a better truck-purchasing decision; they do not see themselves as respondents to a questionnaire. Thus, we must be careful to choose our questions carefully. The listening-in trigger mechanism targets relatively-precisely those customers who have unmet needs and the Ρ-triggering mechanism targets their unmet needs. We now introduce a mechanism by which the listening-in methodology can concentrate its questions to obtain relevant, more-detailed information about those unmet needs. We call this mechanism a virtual engineer (VE). It asks relatively few questions of each targeted customer, but, across many customers, its questions span the needs-space. The VE is also flexible; its questions can be updated continuously without re-commissioning a large-scale AIO survey.
The concept of a VE is simple; its implementation difficult. To be useful to the productdevelopment team, the VE must ask the customer those questions that inform the engineering design decisions that would be necessary should a promising opportunity be identified. To be credible to the customer, the VE must ask questions in a non-technical manner that relates to how the customer uses the truck. Naturally, the VE evolves through application, but we describe here the process by which the initial VE questions are created.
For each potential conflict (negative p q r r ρ ), an engineering design team from a major automotive manufacturer considered the basic engineering problem imposed by the conflicting needs. The team then generated the questions that the team would need answered in order to de-cide among basic solutions to that conflict. The engineering team formulated the questions that they would ask the customer if they were participating in the dialogue between the advisor and customer. For example, if the customer wants a compact truck that can tow a large boat, then the engineering team would ask about the type of boat (e.g., modest sailboat, large motor boat, or multiple jet skis) and the weight of the boat(s) that the customer plans to tow. The engineering team would also ask the customer why he or she wants a compact truck (e.g., low price, tight parking, high maneuverability, fuel economy, etc.). All engineering questions are then rephrased into customer language. In addition to the questions identified by the engineering team, the VE includes openended dialogues which enable the customer to elaborate further the reasons underlying the previ-ously-unidentified need. Figure 5 illustrates a sample dialogue in which the VE introduces himself, asks about a conflict, gathers quantitative data, and asks for open-ended comments. In this example, the unmet-need conflict is between a full-sized truck and a 6-cyclinder engine.
A Design Palette Solicits Customer Solutions to Potential Conflicts
In our application, we supplemented the VE with a design palette. If the unmet customer need is truly a promising opportunity, then it is important to explore that opportunity from multiple perspectives. One perspective is the customer's own solutions -customers have proven to be sources of new solutions in many categories including software, windsurfing, and mechanical fasteners (von Hippel 1986; 2001a) . Even for trucks, new ideas often come from user innovations at construction sites, trailering, camping, and racing (NASCAR's Craftsman Truck Series). Furthermore, such user solutions can be accelerated with innovation "tool-kits" which enable customers to mix and match features (Franke and von Hippel 2002; von Hippel 2001b) .
Such tool-kits are not unlike the mass-customization configurators used by Dell.com and Tim- given the opportunity to indicate whether, and by how much, he or she prefers the new design.
(The customer may not prefer the new design because of accumulated "sticker shock" or because of an holistic judgment of the final truck.) Nonetheless, in the empirical application described later in this paper, 73% of the respondents who completed the exercise indicated that they would purchase their custom-designed truck were it available. Design palettes are evolving rapidly. For example, one system enables the customer to adjust the length of the hood of a car or truck while the software automatically insures the integrity of other design elements such as the windshield angle and window shape. The customer simply clicks on the hood and drags it forward or clicks on the front bumper and pushes it back. Us-ing this advanced design palette, the customer could create easily a Euro sports design (short front overhang, high truck deck, low overall height) that is pleasing to the eye and incorporates many "design" heuristics. Alternatively, by lengthening the front overhang and the hood the customer could create a classic look with a long sloping back to the truck. The software is sufficiently advanced that the customer could then rotate the model in all directions to get a full 3D
view.
Initial Sizing of the Opportunity
The virtual engineer and the design palette are triggered automatically whenever a probability drop is detected that is larger than a preset threshold. The virtual engineer is triggered for (at most) six of the flagged conflict pairs to keep the respondent's task relatively short. The limitation to six conflict pairs implies that no more than six input screens, such as Figure 5c , are presented to the customer. This limitation assures that the virtual engineer is not perceived as intrusive. The limitation was set based on pretests with customers.
While "listening in" can, in theory, identify all unmet-need combinations, not all such combinations will justify further investigation. To make the decision on further investigation, a truck manufacturer requires an initial estimate of the size of the opportunity. This estimate of potential can be a rough indicator because "listening in" is part of the fuzzy front end of an iterative product development process. The manufacturer will evaluate any opportunities further before any sizable investment. Fortunately, the listening-in methodology provides a method for initial sizing that appears to be sufficient to distinguish the few big winners.
Subject to the caveats of self-selected customers and the approximations in Equations 1-3, we can identify patterns of unmet needs within the population. Each customer answers a custom-designed set of question banks. These question banks and the corresponding answers identify the customer's needs. Let A i represent customer i's answers. Then A i corresponds to a subset, Ρ i , of the correlation matrix, Ρ. These data enable us to cluster respondents on Ρ i to identify groups of customers with similar needs. If the size of the unmet-need cluster is large, as a fraction of the initial sample, then this unmet-need segment is likely to be worth further investigation.
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Suppose we have identified an unmet-need segment. To simulate a truck "design" for that segment we define a concept truck by the needs it fulfills. To estimate market share for the concept truck we include the concept truck in the set of existing trucks available to the virtual advisor. By using the Bayesian model in Equation 1, we calculate revised posterior probabilities for all trucks, including the new truck concept. Averaging the revised posterior probabilities over all respondents provides a rough estimate of market share for the new concept truck.
Monte Carlo Simulations: Sensitivity to Error and the Trigger Mechanism
We undertake Monte Carlo simulations to address three issues. The first set of simulations examines whether the listening-in methodology can recover unmet-need segments from data provided by respondents who make errors in both the initial preference judgments (w c 's ) and the responses to the Bayesian advisor's questions (r q 's ). The second set of simulations explores the sensitivity of the trigger mechanism and suggest that, over a reasonable range, this trigger mechanism is robust with respect to the choice of trigger level. The third set of simulations vary the errors in the preference judgments and the question-bank responses to explore how such errors affect performance. Together these simulations explore the internal validity of the listening-in methodology and establish that it can identify promising opportunities in the presence of response error.
Simulation Methodology
We generated nine customer segments of 500 respondents each -a total of 4,500 simulated respondents. For six of the generated customer segments, respondents have preferences for which no existing trucks satisfy their needs. If there were no error, customers in those segments would answer the virtual advisor's question banks according to their needs and the listening-in methodology should correctly identify their unmet needs. For example in one segment we might define an answer profile consistent with customers who want a compact truck that tows large loads. If there were no response errors, customers in this segment would answer "yes" to "compact truck" and "yes" to the large-load question in the appropriate question bank. If no existing truck meets both needs simultaneously, these answers would trigger a drop in the posterior probability and indicate unmet needs. In the simulations, we created segments to represent customers who want (1) compact trucks that can haul and tow large loads, (2) sporty full-sized trucks with and given the growth in virtual advisors, we expect the self-selection issues to diminish. At minimum, a large fraction of even the self-selected customers might still be an important opportunity for a new truck.
short beds, (3) compact trucks with diesel engines, (4) full-sized trucks with an extra-short bed and 4-cylinder engines, (5) compact trucks with 10-cylinder engines, and (6) full-sized trucks with high maneuverability. In each of these segments there were a number of true conflicts. For example, simulated respondents in the first segment want a compact truck with a small engine that can tow and haul large loads. At the "needs" level, this segment produces four conflict pairs -compact truck/tow large loads, compact truck/haul large loads, 4-cylinder engine/tow large loads, and a 4-cyclinder engine/haul large loads. For segments seven through nine, we created profiles where existing trucks satisfy well the customers' needs (e.g., full-sized trucks that can tow and haul large loads). These three segments enable us to test whether or not the methodology identifies false opportunities.
For each respondent in the nine segment profiles we generated consistent responses, r q 's, for each question bank and consistent self-explicated importances, w c 's. We then added errors to the customer's responses. There are two classes of question banks -question banks with nominal categories and the question bank of constant-sum self-explicated importance questions. Because the r q 's are nominal variables we assume that E% are answered incorrectly and that the incorrect answers are uniformly distributed among the remaining categories. For example if the respondent truly wants a compact truck we simulate the a 10-percent error by having 10 percent of the respondents answer that they want a large truck. Because the w c 's are interval-scaled variables estimated by allocating 100 points across the five truck characteristics, we simulate response error in the these answers by adding a zero-mean, normally-distributed response error such that the standard deviation of the error equals a specified number of points (e). For simplicity we truncate negative self-explicated importances which, fortunately, occur with low probability. We then apply the listening-in equations to each of the 4,500 simulated respondents.
Whenever a probably drop occurs that is larger than the trigger level, we record the negative conditional-probability correlations, ρ values for every pair of identified need conflicts. After simulating all respondents, we cluster this conflict matrix to identify the unmet-need customer segments.
We use a k-means non-tree clustering algorithm based on the Euclidean norm defined on the matrix of triggered correlations (respondents by potential conflict pairs). We use the standard "scree" rule to identify the number of clusters, n, but abstract n, n+1, and n+2 clusters. We then examine their size and interpret their profiles. If the n+1 st cluster is still large, we abstract more clusters and continue until we do not find a large cluster. As a rule of thumb, to be sure that no large unmet-need cluster is missed, we abstract additional clusters until the last two clusters are small and do not reflect interesting need patterns. This simulates the manner is which the listening-in methodology is applied to actual data.
Initial Simulations to Uncover Unmet Needs
We begin with moderate error in both the self-explicated importances and the responses to the question banks (E = 10% and e = 5 points). The VE is triggered and the conflict correlations are recorded whenever -≤ t where t = 0.00005. This is a relatively sensitive trigger. We show later that this trigger is within the robust range. Table 2 summarizes the results of the initial simulation for this trigger level. The entries in this table indicate the number of respondents from a true segment that were assigned to a cluster. The largest number in each row is displayed in bold text. In total, 82.7% of the respondents were correctly classified. Most of the misclassifications were respondents who had true unmet needs (e.g., compact truck that tows large loads), but were classified to the null segment because of errors in their responses. For example, a respondent might have had a true preference for a compact truck that could tow large loads, but, due to errors, stated that he or she wanted a large truck that could tow large loads. That respondent was assigned to the null segment because there are many large trucks that can tow heavy loads. Such errors occur ten percent of the time in this simulation. One perspective is the micro level and another is the macro level. First, at the micro level, the simulation identified 21,096 conflict pairs when there were only 16,500 true conflict pairs. (Recall that there are multiple conflict pairs for each of the 4,500 respondents.) This implies that 14% of the identified conflict pairs were false negatives and 36% were false positives. Thus, at the micro level, the response errors imply significant errors in recovery. However, these numbers do not tell the entire story. For managerial relevance we must look at the macro level. The managerial focus is to identify promising opportunities. To address this goal, we focus on each cluster and note those conflicts that were identified for the majority of the respondents in the cluster. For example, for the first cluster, the methodology identified the first unmetneed conflict (compact truck/tow large loads) for 95.9% of the respondents who had that conflict.
The other three conflicts in Segment 1 were identified 82.4%, 77.3%, and 73.3% of the time, respectively (review definitions earlier in this section). No other conflict was identified for more than 9.4% of the respondents. Thus, for the first unmet-needs segment, despite errors in response, the listening-in methodology did extremely well on managerial recommendations -all true conflict pairs and no false conflict pairs were identified by the majority of respondents in the first cluster. This was true for all segments and corresponding clusters, including the null segment for which no conflict pairs were identified. The last two clusters would be considered too small to represent any viable opportunities. Thus, at least for moderate levels of response errors and for a sensitive trigger level, the listening-in methodology proved successful in terms of identifying unmet needs and unmet-need segments for further research.
Sensitivity to the Trigger Mechanism
In Table 3 we repeat the simulations for various trigger levels beginning with a trigger that invokes the VE for any drop in posterior probabilities (t = 0.00000) to a trigger that is extremely insensitive to drops in posterior probabilities (t = 0.10000). The data suggest that the trigger mechanism is best set to be sensitive. Indeed, classifications appear to be robust over a moderate range of sensitive triggers. For example, in Table 2 the methodology was able to clas-sify correctly 82.7% of the respondents. In Table 3 we obtain roughly the same percentage for all triggers in the range of 0.00000 to 0.00100. More importantly, for this range of triggers we identify correctly all of the unmet-need segments and all of the unmet-need opportunities. On the other hand, if the trigger is not sufficiently sensitive we miss both segments and opportunities. We never identify false opportunities, even with an insensitive trigger, because the "majority-in-a-segment" criterion is extremely effective in terms of avoiding false positives. 
Sensitivity to the Level of Response Errors
The third set of simulations examines the sensitivity of predictions to the levels of response error. Specifically, we simulate errors of 0%, 10%, and 20% for the nominal answers and 0 points, 5 points, and 10 points for the constant-sum answers. The results are summarized in Table 4 for (a) the percent of respondents classified correctly and (b) the percent of unmet-needs identified correctly. As expected, when there are no response errors, every customer is classified correctly and all unmet needs are identified. Furthermore, classification and identification do not appear to be particularly sensitive to errors in the self-explicated constant-sum responses (columns in Table 4 ). This is not surprising because the constant-sum responses are used for the prior probabilities and, with enough question banks, the effect of prior probabilities diminishes.
Classification and identification are more sensitive to response errors in the virtual advisor's question banks. If a respondent answers incorrectly 10% of the time, classification of responses are correct roughly 82% of the time. However, the algorithm still identifies correctly all unmet-need opportunities.
The most severe condition in Table 4 is E=20%. In this condition respondents, on average, answer 1 in 5 questions incorrectly. Based on our observations and discussions with consumers, this error rate is much higher than we expect among real consumers who are actively seeking information on which vehicle to purchase. For this error rate the classification rate drops to 55-62%, but the methodology still identifies 75-94% of the unmet needs correctly.
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Summary
Together Tables 2, 3 , and 4 suggest a reasonable level of internal validity. In the presence of errors in both the prior preferences and the responses to the question banks, the listeningin algorithm appears to be able to identify promising opportunities for new truck platforms.
While the classification of respondents to segments is affected by these errors, unmet-need conflicts are still identified successfully. While recovery degrades for high levels of error in the nominal responses, this level of recovery should be sufficient for the fuzzy front end of product development. Because "listening-in" complements extant methods, final decisions on whether or not to introduce new truck platforms can be tested with more extensive data collected later in the 11 There appears to be a slight anomaly in the last rows of Tables 4a and 4b . For E=20%, classification and identification appear to increase slightly with errors in the self-explicated importances. This happens because the combination of errors pushes more respondents to the "no-conflict" clusters. As a result, a few more "no-conflict" respon-product-development process. The accuracy in Tables 2, 3 , and 4 should be sufficient to focus this complementary data collection on promising new "fishing grounds."
Application to Identify New Opportunities for Pickup Truck Platforms
The initial application of "listening in" occurred in August of 2001 when 1092 customers were recruited from the Harris Interactive Panel. 12 The customers had purchased a pickup truck in the past four years (1997) (1998) (1999) (2000) and were given a $20 incentive for this initial test. Pickup truck customers are a prime target for virtual advisors. For example, Scott Morton, Zettelmeyer, and Silva-Risso (2001) report that the typical pickup buyer saves 2.9% of the purchase price with an on-line service compared to an average of 1.5% for all vehicles.
On average each customer spent 45 minutes with the virtual advisor, design palette, and virtual engineer (when triggered). Most customers found the experience worthwhile. Customers trusted the virtual advisor by an 8-to-1 margin over dealers and would be more likely to purchase a vehicle recommended by the virtual advisor by a 4-to-1 margin over a vehicle recommended by a dealer. For the design palette, 78% found it an enjoyable experience and 82% felt it was a serious exercise. When the virtual engineer was triggered, 88% found the questions easy to answer and 77% felt that the virtual engineer related well to their needs. Interestingly, 56% of the customers reported that they would pay for the advise provided by the virtual advisor if it were included in the price of the pickup truck that they purchased as a result of using the advisor.
In this initial application we set the trigger mechanism to be very sensitive to any utility drop as suggested by Table 3 . The most common pairwise conflicts were a maneuverable fullsized truck (38%), a compact truck which could tow and haul heavy materials (14%), and a fullsized truck with a six-cylinder engine (7%). Clustering pairwise conflict profiles, Ρ i , identified a segment of customers with unmet needs for large and maneuverable trucks. Of these respondents, ten percent wanted a top-of-the-line truck and sixteen percent wanted a standard full-sized pickup. Another segment, thirteen percent of the respondents, had unmet needs for a compact truck that could tow and haul heavy loads. Given the current engineering frontier, meeting these needs would raise the price of the truck, thus not every respondent in the unmet-need segment would purchase a new concept truck. We provide market share estimates below. dents classified correctly. Two more unmet-needs are identified correctly because it is easier to achieve a "majority" in the remaining clusters. Neither difference is significant at the 0.05 level with a two-tailed t-test.
As an illustration, Table 5 provides a perspective on the reasons that respondents cited most when the virtual engineer sought further clarification of the full-sized-maneuverable-truck unmet-need conflict. This qualitative input suggests that respondents are using the full-sized truck for city driving. The large truck fulfills critical needs -they are willing to sacrifice maneuverability for large passenger capacity and large payloads. However, they would prefer maneuverability if they could get it. When the full-sized-maneuverable-truck segment of respondents were given the opportunity to redesign their most preferred pickup truck, the features that they changed most often were truck height (6' to 7'), truck width (6' to 7'), and steering (two-wheel steering changed to fourwheel steering). This suggests that they are looking for an even larger truck, but that they would be interested in four-wheel steering to gain maneuverability. Using the methods described earlier for market sizing we estimated the potential market share of a full-sized truck with fourwheel steering. Based on cost models, we calculated that the extra features would increase the manufacturer's suggested retail price (MSRP) by $3,000. For this concept truck, the listening-in equations estimate a market-share increase for the manufacturer of 3-4% (the exact value is coded for confidentiality). 13 Such a $2.4-to-3.2 billion dollar per year opportunity is definitely worth further investigation. In addition, a compact truck with heavy-duty hauling and towing is estimated to be a $1-to-2 billion opportunity (values coded). Such unmet-need conflicts could be fulfilled by a small truck platform with a strong frame, transmission, and engine.
Our initial application to pickup trucks illustrates that promising new-product opportuni- 13 We obtain rough forecasts by adding a full-sized maneuverable pickup truck to the choice sets of the unmet-needsegment customers. We obtain P(r q | v j ) for the new vehicle by assuming a profile similar to an existing vehicle except for the critical responses on the size and maneuverability questions, which are changed to be consistent with the vehicle being both full-sized and maneuverable. The iterative use of Equation 1 provides the estimates.
ties can be identified. After our study was complete we learned (previously unknown to us) that the automotive manufacturer was in the process of introducing four-wheel steering in order to improve maneuverability of its top-of-the-line pickup truck (the 2002 GMC Denali). This truck is selling well. We plan to monitor the sales of this truck and, perhaps a basic full-sized truck with four-wheel steering, to determine whether its sales are in the rough range predicted by the market-sizing equations.
Summary, Discussion, and Future Research
In this paper we explore a methodology in which a virtual engineer "listens in" to a customer's Internet dialogue with a trusted, virtual advisor. The use of such advisors is growing as they become more effective, as the Internet itself gains further penetration, and as the value of such advisors becomes recognized by customers. The fraction of people using the Internet for information and advice is large (62% in autos, 70% in travel, and 56% in health) and advisors are becoming more common. "Listening in" provides a means to capture the information in these dialogues -data that are readily available with little incremental cost to the researcher. It is likely that the listening-in methodology can be applied successfully for these and other complex customer decisions.
There are five modules to the listening-in methodology -the Bayesian advisor, the listening-in trigger, the virtual engineer, the design palette, and clustering of identified unmet-need conflicts. This combination of methods, tested in Monte Carlo simulations and applied in a "proof-of-concept" demonstration, appears useful for automotive applications. In other applications some modules can be replaced. For example, the Bayesian advisor might be replaced with conjoint-analysis-based advisors. Alternatively, sub-matrix clustering of the unmet-need conflicts might be replaced with latent-segment analyses.
Like all methodologies, "listening in" will benefit from continuous improvement. The initial application builds on existing methods that are used in new ways. Each component can be improved -better methods to identify priors, more efficient look-ahead algorithms, improved calibration of the trigger mechanism, and better indicators of conflicting needs could all benefit from further research. The dialogues, the user interfaces, and the presentation of stimuli are all areas of potential improvement. For example, work is now underway to put more "stretch" into the design palette and to give the virtual advisors and the virtual engineers personalities based on "talking heads."
Appendix: Formal Motivation of Trigger Mechanism
The "listening-in" methodology uses a Bayesian trigger mechanism in which the virtual engineer and design palette are triggered whenever the posterior recommendation probability (Equation 1) drops. We argue intuitively in the text that such a drop in the recommendation probability is an indication of an opportunity for improving a product. In this appendix we demonstrate with a formal analytical model that such a drop identifies at least some opportunities.
This issue is not trivial because a question bank, q, affects, potentially, the updated utilities of each and every product in the market, not just the recommended product.
Although our application uses complex question banks for 148 trucks, we can illustrate the basic principles with N = 3 and a dichotomous question bank. (Our propositions generalize to analogs for larger N and for polychotomous question banks, but the notation is cumbersome.)
Following the text, let j index the vehicles. Without loss of generality, let be the recommended product after question bank q-1. Let 1 v j x r be those truck characteristics that are not affected by question bank q and let j y r be those truck characteristics that are affected by question bank q. In this formulation, price is treated as a characteristic and can be in either j x r or j y r (for motivation see Srinivasan (1982) and Hauser and Urban (1996) . Following Blackorby, Primont and Russell (1975) we model preferences by a utility tree such that u( j x r , j y r ) = u x ( j x r ) + u y ( j y r ) + ε, where ε is a Gumbel-distributed error term that represents the uncertainty in utility due to question banks that have not yet been asked (or may never be asked 
