Abstract. Classical methods of two-dimensional elasticity can be extended to give an exact solution of the three-dimensional problem for the beam -i.e. a general solution for the prismatic bar loaded on its lateral surfaces, subject only to the restriction that the tractions can be expanded as power series in the axial coordinate z. A series of sub-problems P j is defined by successive partial differentiations with respect to z. For isotropic materials, a recursive algorithm can be used for generating the solution to P j+1 from that for P j in the context of the Papkovich-Neuber solution. For the generally anisotropic material, a similar strategy is proposed, based on partial integrations of Stroh's formulation of the two-dimensional problem.
Introduction
One of the major achievements in the theory of isotropic linear elasticity in the last century was the establishment of a general solution to the two-dimensional problem for the isotropic prismatic bar within the formalism of complex variable theory [6, 14, 16, 17] . The problem naturally decomposes into two sub-problems: the plane strain problem [12] , in which the stress and displacement fields are independent of distance z along the axis of the bar and the only permissible tractions and body forces lie in the xy-plane, and the antiplane problem [13] , in which the ends of the bar are subjected to prescribed force and/or moment resultants, but the lateral surfaces of the bar are traction-free. Certain stress and displacement components in the antiplane problem have low order polynomial dependence on z, but the solution reduces to that of a two-dimensional boundary value problem on the bar cross-section.
If the material is generally anisotropic the plane and antiplane problems become coupled. Alternative general solutions of the two-dimensional problem have been given by Stroh [18, 19] and Lekhnitskii [10] . Stroh shows that there exist three complex eigenvalue pairs p such that a two-dimensional displacement field satisfying the equilibrium equations can be written in the form u = af (ζ), where ζ = x + py and f is any function of ζ. He constructs a general solution as a superposition of three such solutions, one for each eigenvalue. By contrast, Lekhnitskii starts by satisfying the equilibrium equations using the Airy and Prandtl stress functions. He then constructs the compatibility equations and shows that the resulting sixth order equation can be factorized into six first order equations. The solution again appears as the superposition of these separate equations in the form of functions of a single combination of x, y.
In principle, both Stroh and Lekhnitskii's methods permit a general solution of the twodimensional problem, though solution by complex variable methods is now complicated by the fact that different conformal mappings are required for each of the terms in the superposition.
Three-dimensional problems
By contrast, there is no general solution for the three dimensional problem in elasticity. For the isotropic case, solutions of the equilibrium and compatibility equations can be written in terms of harmonic or biharmonic functions using the Papkovich-Neuber or Galerkin solution respectively [3] . This generally facilitates the solution of particular boundary-value problems, but in practice solutions are mostly restricted to a few simple geometries such as axisymmetric bodies, half-spaces and layers.
Even this device is not available for anisotropic materials unless the material has some convenient symmetry, but a few solutions have been obtained for the more general case, such as those for a concentrated point force in an infinite body or on the surface of a half-space. These are generally obtained using transform methods, such that the problem in the transform domain is two-dimensional and can therefore be treated using the Stroh or Lekhnitskii formalism [20, 22] .
In this paper, we shall present some three-dimensional solutions for both isotropic and generally anisotropic materials. In particular, we shall present a general solution to the problem of the prismatic beam loaded on its lateral surfaces (i.e. not only on the ends). This can be considered as an exact three-dimensional theory of beams, in contrast to the Euler and Timoshenko theories, which are really low order approximations based on assumptions about the deformation of typical cross-sections. Problems of this class were first treated by Michell [11] and Almansi [1, 2] for the cases where the loading was either uniform or linear in z. However, modern methods of solution, including the complex variable, Lekhnitskii and Stroh formalisms, greatly simplify the process of extending these methods to higher order variation with z.
Superposition by differentiation
Central to the method is the concept of generating new elasticity solutions by differentiating or integrating known solutions. If the displacement field u(x, y, z) satisfies the equations of elasticity for a homogeneous medium, so does u(x, y, z + a), since this represents the same field displaced a distance a in the negative z-direction. Superposing the two fields and multiplying by the dimensionless constant l/a, we can construct the new solution
which reduces to l∂u/∂z in the limit a → 0. The length l is introduced here just to retain dimensional consistency, but it can be set equal to unity without loss of generality. This idea of developing new solutions by differentiation can be applied widely. For example, differentiating the point force 'Boussinesq' solution of Figure 1 (a) with respect to x, we get the solution for a concentrated moment on the half space (Figure 1(b) ). 
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As a second example, differentiating the Hertz solution of Figure 2 with respect to x, we obtain the solution for indentation by a tilted flat rigid elliptical punch, since the Hertz displacements are quadratic in x, y in the elliptical contact area and their x-derivative is therefore a linear function of x, y in this area, which defines a plane surface -i.e. Notice that sometimes the resulting solution is more complicated than that from which it is obtained. For example, a non-axisymmetric solution may be obtained from one that is axisymmetric.
The problem P m Returning to the geometry of the prismatic bar, we consider the problem P m defined such that the tractions on the lateral surfaces are
where n, t are the local outward normal and the tangent respectively to the closed curve(s) Γ defining the boundary of the bar, and f, g, h are arbitrary functions of the curvilinear coordinate s defining position on Γ. If the solution u (m) of this problem is known, the new solution ∂u (m) /∂z will correspond to the tractions
and hence belongs to the class P m−1 . Repeating this operation m times, we establish a set of sub-problems P j , j = 0, m such that the solution
to the last in the series corresponds to the physical problem P 0 in which the lateral tractions T = 0 and the only loading is on the ends. This is a classical antiplane problem problem that can in principle be solved for arbitrary cross-sections both for isotropic and anisotropic materials. In fact, since the stress field in the antiplane problem has at most linear dependence on z, two further differentiations with respect to z yielda a displacement field equivalent to a null stress field and hence arbitrary rigid-body translation and rotation.
Partial integration
In view of these results, it is clear that the original problem P m could be solved if we could devise a method to generate the solution of P j+1 from that of P j . This process involves the determination of an appropriate partial integral of u (j) . This idea was first enunciated by Ieşan [8] and has since been applied by other authors in both analytical and numerical formulations [5, 9, 15, 4] .
Integrating u (j) with respect to z, we obtain
where f (x, y) is an arbitrary function of x, y only which is required to satisfy two conditions:-(i) The complete displacement field u (j+1) including f (x, y) must satisfy the equations of elasticity in the strong sense, and (ii) the stresses must reduce to the known tractions T (j+1) on the lateral surfaces of the bar.
Condition (ii) involves only the coefficient of z 0 in T (j+1) , since the coefficients of higher order terms will have been taken care of at an earlier stage in the recursive process. This condition can therefore be satisfied by superposing a corrective field that is the solution of a two-dimensional problem that can be solved by classical methods.
Isotropic materials
The conditions imposed by the equations of elasticity also only arise in the lowest order terms in the displacement field. If the material is isotropic, we can represent the displacements in terms of Papkovich-Neuber potentials [4] through the equations 2µu = 2 ∂φ ∂ζ
where u = u x + ıu y , ζ = x + ıy,ζ = x − ıy and φ(ζ,ζ, z), ψ(ζ,ζ, z) are a real and a complex three-dimensional harmonic function respectively. In other words, the equilibrium condition will be satisfied by the stresses corresponding to (5) if and only if
The complex variable form is particularly useful in the integration process (4). For example, if we have a function ψ j satisfying (6), we first integrate with respect to z, obtaining
where
is any partial integral (not necessarily harmonic) and f is an arbitrary function of ζ,ζ. Substitution into (6) then yields
The right hand side of this equation is necessarily independent of z, since the z-derivative of ψ P z+1 is ψ j from (8) and this satisfies (6) ex hyp. A suitable function f can therefore always be obtained by integration of (9) with respect to ζ andζ. More detail of this procedure and an example is given in [4] .
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Generally anisotropic materials
The constitutive law for the generally anisotropic material takes the form
where the suffices are assumed to take the values 1,2,3 and the stress components σ ij are required to satisfy the equilibrium equations
Suppose a particular displacement field u k (x 1 , x 2 , x 3 ) is known, which satisfies equation (11) . We next construct a partial integral u
Since u
[p]
k satisfies (11) ex hyp., we have
and hence
where g(x 1 , x 2 ) is a known function of x 1 , x 2 only. This is identical to the equation of equilibrium for a body subjected to a known two-dimensional distribution of body force p i = −g(x 1 , x 2 ). The development of a partial integral of u [p] k that satisfies (11) is therefore reduced to a twodimensional body-force problem that could be solved, for example, using a suitable convolution on the known solution for a concentrated line force. However, we shall investigate more efficient methods of solution in the next section.
The Stroh formalism
Stroh [18, 19] investigated the conditions under which equations (10, 11) admit a solution of the form u k = ℜ {a k f (ζ)}, where ζ = x 1 + px 2 and p is a complex scalar parameter. Substituting into (11), we obtain the matrix equation
Equation (15) has a non-trivial solution if and only if the determinant
and this yields a sextic equation for p which for physically realistic material properties always has three pairs of complex conjugate roots p 1 , p 2 , p 3 . A general solution of the two-dimensional problem can then be constructed by superposition in the form
where ζ s = x 1 + p s x 2 . An elegant exposition of Stroh's formalism and its application to a wide range of problems is given by Ting [22] .
Three-dimensional solutions The elegance of Stroh's solution and experience with the complex variable formulation of the isotropic problem suggests that three-dimensional solutions might best be sought as functions of (ζ,ζ, x 3 ), whereζ = x 1 + px 2 is the complex conjugate of ζ. We then have
and the equilibrium equation can be written
where the overbar denotes the complex conjugate,
and
Linear function of x 3 To gain some insight into the possible solutions of (19) that are polynomial in x 3 , we first consider the simple (linear in x 3 ) trial function
where a is the eigenfunction corresponding to a particular root p of (16), f 1 is an arbitrary function of ζ only and f 2 is a function of both ζ andζ. Since the first term is simply x 3 times Stroh's solution of the two-dimensional problem, we know that there will be no terms in x 3 after substitution in (19), so it should be possible to satisfy this condition by an appropriate choice of the additional two-dimensional function f 2 . Substituting into (19) , we obtain
The first term is zero in view of (15) and hence (19) will be satisfied if
At first sight, it appears that we can take f 2 to be an arbitrary function of ζ only and then solve the equation
However, this strategy fails precisely because the matrix D is singular. The problem is similar to that which arises in other degenerate problems (see for example [3] , §10.3). It can be resolved by the inclusion of an additional function g(ζ,ζ) obtained from the 'obvious' form f (ζ) by differentiation with respect to the parameter (in this case p) whose special value causes the degeneracy. This differentiation yields the function
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However, in conformity with the notation introduced in (19) , it is more convenient to write x 2 in terms of ζ,ζ and combine any arbitrary functions of the same variables, giving the form
where f 1 , f 2 , f 3 are arbitrary functions of ζ only. Substitution into (19) and cancellation of any null terms resulting from (15) then yields
The term involvingζ can be set to zero by choosing c = a, leaving
A particular solution can then be found by writing
and choosing b to satisfy
Since D is singular, (31) is solvable only if the right-hand side satisfies a certain condition.
Premultiplying by a T and noting that a T D = 0, we have
If this condition is satisfied, (31) has a solution for b which is indeterminate to within an arbitrary multiplier of the eigenfunction a.
Higher order terms The procedure described in the previous section can be applied successively to generate solutions with higher order polynomial dependence on x 3 . At each stage, degeneracy of the matrix D demands additional functions with correspondingly higher order dependence onζ. We therefore explore the possibility of a polynomial solution to (19) of the form
where the notation f [ * ] (ζ) represents a set of partial integrals of f (ζ) defined by the recurrence relations
Substituting into (19) and equating coefficients of like powers of x 3 andζ, we obtain the recurrence relation
where the vectors c s t are assumed to be zero for s < 1 or t < s.
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As in the case of equation (31), the singularity of the matrix D implies (i) that equation (36) can only be solved if the right hand side satisfies the condition
and (ii) that the solution for c i j then contains an arbitrary multiplier of the eigenvector a. In each case, the unknown multiplier introduced is determined from the solvability condition for the next higher vector coefficient.
This procedure is sufficient to determine the function u n of equation (34) for arbitrary n, except for the unspecified function f n (ζ). A general polynomial solution of order m can then be constructed as
which contains m arbitrary functions f n (ζ). Further superposition over the three Stroh eigenvalues p 1 , p 2 , p 3 then provides a solution sufficiently general to satisfy arbitrary polynomial boundary values on the lateral surfaces of the prismatic bar.
Practical considerations
As in all anisotropic problems, the matrix algebra involved in the solution will lead to rather complicated expressions even for comparatively simple boundary-value problems. In most cases, it is therefore probably more practical to perform the solution of the two-dimensional problem numerically, whilst retaining the polynomial dependence on z [7] . This semi-analytical method has been extended by Taciroglu & Lu [21] to the case of piezoelectric materials, for which there are significant new applications in the field of smart structures. However, it is worth noting that the coefficients c i j in (38) depend on the material properties, but are independent of the particular boundary-value problem, and in principle, they can therefore be calculated once and for all as numerical values for a given anisotropic material. Furthermore, the recurrence relation involves the solution of the same matrix equation at all stages of the recursion, so the operation lends itself to automated computation, using either a symbolic program such as Maple or Mathematica, or a conventional computer program. Maple codes for the exact solution of anisotropic beam problems are given by Rand & Rovenski [15] , using an extension of the Lekhnitskii formalism.
In the Stroh formalism, the solution at each stage involves the determination of a scalar multiplier from a solvability criterion, followed by the solution of the matrix equation (36). This process is readily performed by representing the solution as an eigenfunction expansion. Once again, the parameters required for this purpose are the same for all geometries, so the eigenvalues and eigenfunctions of D need only be calculated once for a given material.
Conclusions
The method outlined here provides the analytical solution to any problem for the prismatic bar for which (i) the corresponding two-dimensional problem can be solved in general and (ii) the tractions on the lateral surfaces have polynomial dependence on z.
Problems of this class rapidly become algebraically tedious with increasing powers of z, though the basic operations are straightforward and repetitive. However, improvements in symbolic languages such as Mathematica and Maple bring calculations for realistic beam problems within reach. Alternatively, semi-analytic methods can be employed, where the two-dimensional problem is solved numerically for each power of z in the polynomial expansion.
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