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Abstract
Recently, two of the authors of this paper constructed cyclic co-
cycles on Harish-Chandra’s Schwartz algebra of linear reductive Lie
groups that detect all information in the K-theory of the correspond-
ing group C∗-algebra. The main result in this paper is an index for-
mula for the pairings of these cocycles with equivariant indices of el-
liptic operators for proper, cocompact actions. This index formula
completely determines such equivariant indices via topological ex-
pressions.
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1 Introduction
Consider a locally compact group G, and a proper, isometric action by G
on a Riemannian manifold X, such that X/G is compact. Let D be a G-
equivariant, elliptic differential operator on X. Then D has an equivariant
index in the K-theory of the reduced group C∗-algebra C∗r(G),
indG(D) ∈ K∗(C
∗
r(G)), (1.1)
defined by the analytic assembly map [5]. This index generalises the equiv-
ariant index in the compact case. It has a range of applications, e.g. to
geometry and topology via the Baum–Connes and Novikov conjectures;
to questions about positive scalar curvature; to representation theory [18];
and to geometric quantisation [23].
It is a natural question to extract numerical invariants from the index
(1.1) and compute them. This is relevant, for example, for detecting van-
ishing of the index, and because such numbersmay havemeaning to geom-
etry, topology or representation theory. A natural way to extract numbers
from K-theory classes is by pairing them with traces or more general cyclic
cocycles on the algebra in question, or an algebra with the same K-theory.
For suitable convolution algebras on groups, such traces can be defined by
orbital integrals: integrals over conjugacy classes. For the trivial conjugacy
class, one then obtains the classical von Neumann trace. It was shown in
various places, see e.g. [12, 18, 19, 27], that traces defined by orbital inte-
grals over nontrivial conjugacy classes can yield more, and relevant, infor-
mation than the von Neumann trace.
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trivial conjugacy class {e} more general conjugacy classes
trace
Connes–Moscovici 1982 [10]
(homogeneous spaces)
Wang 2014 [30]
(general case)
Hochs–Wang 2017 [18]
(semisimple Lie groups)
higher cocycles
Pflaum–Posthuma–Tang 2015 [25]
(cocycles from group cohomology)
Theorem 2.1
(linear reductive groups)
Table 1: Some equivariant index theorems for Lie groups G, for pairings of
(1.1) with traces and higher cocycles associated to orbital integrals
In this paper, we focus on real linear reductive Lie groups. Connes and
Moscovici [10] showed that the von Neumann trace is then only nonzero
on K-theory classes defined by discrete series representations. So this trace
is not enough to detect all information about K-theory classes, expecially
for groups with no discrete series representations. In [19], it is shown that
one does detect all information in K∗(C
∗
r (G)) for groups with discrete series
representations if one uses traces defined by more general orbital integrals.
In another direction, higher cyclic cocycles coming from group cohomology
were used to extract and compute relevant numbers from the index (1.1) in
[25].
Recently, two of the authors of this paper developed a family of cyclic
cocycles on Harish–Chandra’s Schwartz algebra [28], for linear reductive
G. These cocycles are higher versions, in a sense, of orbital integrals. They
detect all information about classes in K∗(C
∗
r(G)), in the sense that if a class
in K∗(C
∗
r (G)) has zero pairings with all these cyclic cocycles, then it is the
zero class. This means that an index formula for the pairing of (1.1) with
these cocycles is a complete topological description of this index. Our goal
in this paper is to prove such an index formula, Theorem 2.1.
At the end of [10], Connes and Moscovici say that they consider obtain-
ing an ‘intrinsic’ index formula for (1.1) for Lie groups G, to be a problem
that deserves further study. The search for such an index formula has taken
several decades so far. We believe that Theorem 2.1 is such an intrinsic
index formula, detecting all relevant information, for linear reductive Lie
groups. This builds on a long development, and results by many authors,
see Table 1.
Theorem 2.1 is stated for twisted Spinc-Dirac operators. At the end of
this paper, we describe how to generalise this to arbitrary elliptic opera-
tors; obtain a higher version of Connes and Moscovici’s L2-index theorem
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for homogeneous spaces; obtain independent proofs of injectivity of Dirac
induction and the fact that the cocycles from [28] detect all information
from K∗(C
∗
r (G)); realise the generators of K∗(C
∗
r (G)) constructed in [28] as
indices; and give a non K-theoretic expression for the pairing of (1.1) with
the cocycles we use.
Other applications of Theorem 2.1 are of the same type as those in [26].
• WhenD is the signature operator on X, the index element indG(D) is
invariant under G-equivariant homotopy [11, Theorem A]. Our theo-
rem 2.1 shows that the corresponding generalized signature number
is invariant under G-equivariant homotopy.
• When D is the Spin Dirac operator on a spin manifold X, the non-
vanishing of the generalized A^-class on the right side would be an
obstruction for X to carry a G-invariant metric with positive scalar
curvature.
We plan to investigate potential applications of our theorem in representa-
tion theory in the future.
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2 An index theorem
Let G be a connected, linear, real reductive Lie group. Let X be a Rieman-
nian manifold on which G acts properly, cocompactly and isometrically.
Fix a G-equivariant Spinc-structure on X, assuming it exists. Let S →
X be the corresponding spinor bundle. Let W → X be a G-equivariant,
Hermitian vector bundle, and write E := S ⊗W. Let D be a twisted Spinc-
Dirac operator on E, associated to a G-invariant Clifford connection on S
and a G-invariant Hermitian connection on W. Because D is an elliptic,
G-equivariant operator, and X/G is compact, we have the index
indG(D) ∈ K∗(C
∗
r(G)), (2.1)
defined via the analytic assembly map [5]. Here indG(D) lies in even K-
theory if X is even-dimensional, so that S admits a natural grading and D
is odd, and in odd K-theory if X is odd-dimensional.
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Our goal is to obtain a topological expression for the pairing of (2.1)
with natural cyclic cocycles constructed in [28].
2.1 Cocycles
Let K < G be maximal compact. Let P < G be a cuspidal parabolic sub-
group, and let P = MAN be a Langlands decomposition. We use a lower
case gothic letter to denote the Lie algebras of the Lie group denoted by the
corresponding upper case Roman letter. Let C(G) be the Harish-Chandra
Schwartz algebra of G; see e.g. Section XII.4 in [20].
Let dg, dk, dm, da and dn be Haar measures on the groups G, K,M, A
and N, respectively, such that
dg = dkdmdadn (2.2)
according to the decompositionG = KMAN. All these groups are unimod-
ular, so these measures are left- and right-invariant.
Define the map H : G → a by the property that for all g ∈ G, exp(H(g))
is the component of g in A according to the decomposition G = KMAN.
Set l := dim(A). If a basis of a is chosen, then for a1, . . . , al ∈ a, the vectors
a1, . . . , al together define an l × l matrix. So we can take its determinant
det(a1, . . . , al). This determinant depends on the choice of basis, but if
x1, . . . , xn ∈ a
∗ are the coordinates on a defined by this basis, then the vol-
ume element det(a1, . . . , al)dx1 ∧ · · · ∧ dxl ∈
∧l a∗, which is the relevant
object in what follows, does not. For definiteness’ sake, we fix a basis such
that
dx1 ∧ · · ·∧ dxl = da, (2.3)
the Haar measure on A ∼= a, and use this to define det(a1, . . . , al) for any
a1, . . . , al ∈ a.
Let x ∈M be a semisimple element. Let Z := ZM(x) be its centraliser in
M. Because x is semisimple, the quotientM/Z has aM-invariant measure
d(hZ) (also denoted by d(mZ)) compatible with the Haar measure dm on
M. In Definition 3.3 in [28], the degree l cyclic cocycleΦPx on C(G) is defined
by
ΦPx(f0, . . . , fl) :=
∫
M/Z
∫
KN
∫
Gl
det
(
H(g1g2 · · · glk), H(g2 · · · glk)), . . . , H(gl−1glk), H(glk)
)
f0(khxh
−1nk−1(g1 · · · gl)
−1)f1(g1) · · · fl(gl)dg1 · · ·dgl dkdnd(hZ), (2.4)
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for f0, . . . , fl ∈ C(G). Theorem 3.5 in [28] states that this is indeed a cyclic
cocycle.
If l = 0, which means that M = G and G has a compact Cartan sub-
group, thenΦPx is simply the orbital integral trace associated to x.
2.2 An index pairing
The Schwartz algebra C(G) is a dense subalgebra of C∗r (G), closed under
holomorphic functional calculus, see Theorem 2.3 in [18]. So indG(D) ∈
K∗(C(G)), and we obtain the number
〈ΦPx , indG(D)〉
by the pairing between cyclic cohomology and K-theory. Our main result,
Theorem 2.1 below, is a topological expression for this number.
The group AN has no nontrivial compact subgroups and acts properly
on X, so the action is free, and X/AN is a smooth manifold. Because M
commutes with A and is normalised by N, the action by x on X preserves
NA-orbits, and hence descends to an action on X/NA. Also, if F → X is
a G-equivariant vector bundle, then F/AN → X/AN is an M-equivariant
vector bundle.
Consider the fixed point set (X/AN)x ⊂ X/AN. The connected compo-
nents of (X/AN)x are submanifolds of X/AN of possibly different dimen-
sions. We apply all constructions below to the connected components of
(X/AN)x and add the results together.
The set (X/AN)x is preserved by the action of the centraliser Z of x in
M. Let dz be the Haar measure on Z such that for all ϕ ∈ Cc(M),∫
M
ϕ(m)dm =
∫
M/Z
∫
Z
ϕ(zm)dzd(mZ).
Let χx be a smooth, compactly supported function on (X/AN)
x such that
for all p ∈ (X/AN)x, ∫
Z
χx(zp)dz = 1.
The Spinc-structure on X induces anM-equivariant Spinc-structure on
X/ANwith spinor bundle SAN such that
S/AN = SAN ⊗ FAN ⊗ Sa → X/AN, (2.5)
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for a M-equivariant, graded vector bundle FAN → X/AN, and a vector
space Sa of dimension 2
⌊
dim(a)−1
2
⌋. See Subsection 5.1 for an explicit construc-
tion, in particular (5.1). Let Ldet → X/AN be the determinant line bundle of
the Spinc-structure on X/ANwith spinor bundle SAN.
Let A^((X/AN)x) be the A^-class of (X/AN)x. Let N → (X/AN)x be the
normal bundle to (X/AN)x in X/AN. Let RN be the curvature of the Levi–
Civita connection on X/AN restricted to N.
Consider the vector bundle
WAN := FAN ⊗W/AN→ X/AN.
If the closure Tx of the set of powers of x is a compact subgroup ofM, then
the restriction of WAN to the compact set supp(χx) ⊂ (X/AN)
x defines a
class
[WAN|supp(χx)] ∈ K
0
Tx(supp(χx))
∼= K0(supp(χx))⊗Z R(Tx),
where R(Tx) is the representation ring of Tx. The last equality holds because
Tx acts trivially on (X/AN)
x. Evaluating the factor in R(Tx) at x, we obtain
[WAN|supp(χx)](x) ∈ K
0(supp(χx))⊗Z C.
Consider the Chern character
ch : K0(supp(χx))⊗ C→ Heven(supp(χx);C).
Suppose P is a cuspidal parabolic. Let T < K ∩M be a maximal torus.
Theorem 2.1 (Index theorem for higher orbital integrals). For all x ∈ T ,
〈ΦPx , indG(D)〉 =
∫
(X/AN)x
χx
A^((X/AN)x) ch([WAN|supp(χx)](x))e
c1(Ldet |(X/AN)x)
det(1− xe−R
N/2pii)1/2
.
(2.6)
If P is not a maximal cuspidal parabolic subgroup or x does not lie in a compact
subgroup ofM, then the left hand side equals zero.
At the end of this paper, we give an expression for the left hand side of
(2.6) that does not involve K-theory, see Lemma 6.5.
Remark 2.2. TheM-equivariant Spinc-structure on X/ANwith spinor bun-
dle SN satisfying (2.5) is not unique: one can tensor SAN by anM-equivariant
line bundle and FAN by the dual line bundle. But the right hand side of (2.6)
does not change under this modification, so (2.5) is enough to state Theo-
rem 2.1. For the sake of definiteness, we will use the bundles SAN and FAN
defined in (5.1).
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2.3 A reformulation on X/N
The fixed point formula in Theorem 2.1 can be reformulated in terms of the
manifold X/N rather than X/AN. The manifold X/N has a Spinc-structure
with spinor bundle SN such that
S/N = SN ⊗ FN → X/N (2.7)
for a M-equivariant vector bundle FN → X/N. See Subsection 4.2 for an
explicit construction, in particular (4.6). Analogously to Remark 2.2, any
ambiguity in the choice of SN does not affect the index formula. Let L
N
det →
X/N be the determinant line bundle of this Spinc-structure. Consider the
vector bundle
WN := FN ⊗W/N→ X/N.
For x ∈M, let NN → (X/N)x be the normal bundle of (X/N)x in X/N.
We view da as the volume form (2.3). Consider the projection map
qA : X/N = X/AN×A→ A. Let χA ∈ C∞c (A) be such that∫
A
χA da = 1.
Let q : X/N→ X/AN be the quotient map, and set χx,A := q∗χx q∗AχA.
Lemma 2.3. If P is a maximal cuspidal parabolic subgroup and x ∈ T , then the
right hand side of (2.6) equals
∫
(X/N)x
χx,A
A^((X/N)x) ch([WN|supp(χx,A)](x))e
c1(L
N
det|(X/N)x )
det(1− xe−R
NN/2pii)1/2
∧ q∗Ada. (2.8)
Remark 2.4. If x ∈ T reg, then (X/N)x ∼= Xx, and (2.8) can be rewritten as
an integral over Xx. But it seems to be a nontrivial exercise to rewrite the
integrand in terms of the manifold X instead of X/N.
An intuitive explanation for the fact that the topological index (2.8) in-
volves the manifold X/N is that in parabolic induction, representations of
MA are extended trivially to N. This ultimately leads to the integral over
N appearing in the definition (2.4) ofΦPx . And that leads to the reduction of
the computation of the left hand side of (2.6) in terms of an index on X/N.
In this sense, onemay expect an index formula that captures representation
theoretic information in K∗(C
∗
r(G)) to involve the manifold X/N.
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3 The index pairing on X
The most important step in the proof of Theorem 2.1 is the fact that the left
hand side of (2.6) equals an index pairing on X/N. This is Proposition 4.8.
Proving that proposition is our main goal in this section and the next.
In this section, we prepare for the proof of Proposition 4.8 by obtaining
a relation between cocycles defined onG and onMA, and giving an explicit
representative of indG(D). These two ingredients lead to an expression for
the left hand side of (2.6), Proposition 3.6.
3.1 Cocycles on G and MA
Lemma 3.1. For all f0, . . . , fl ∈ C(G),
ΦPx(f0, . . . , fl) =
∫
M/Z
∫
Kl+1
∫
Nl+1
∫
(MA)l
det(a1, . . . , al)
f0(k0n0hxh
−1m−11 a
−1
1 k
−1
1 )f1(k1n1m1m
−1
2 a1a
−1
2 k
−1
2 ) · · ·
· · · fl−1(kl−1nl−1ml−1m
−1
l al−1a
−1
l k
−1
l )fl(klnlmlalk
−1
0 )
dm1 · · ·dml da1 · · ·dal dn0 · · ·dnl dk0 · · ·dkl d(hZ). (3.1)
Proof. First substituting k−1gjk for gj in the right hand side of (2.4), and
then gj · · · gl for gj, we obtain
ΦPx(f0, . . . , fl) =
∫
M/Z
∫
KN
∫
Gl
det
(
H(g1), . . . , H(gl)
)
f0(khxh
−1ng−11 k
−1)f1(kg1g
−1
2 k
−1) · · · fl−1(kgl−1g
−1
l k
−1)fl(kglk
−1)
dg1 · · ·dgn dkdnd(hZ).
Using (2.2) and the definition of the map H, we rewrite the right hand side
as ∫
M/Z
∫
KN
∫
(KMAN)l
det(a1, . . . , al)
f0(khxh
−1nn−11 a
−1
1 m
−1
1 k
−1
1 k
−1)f1(kk1m1a1n1n
−1
2 a
−1
2 m
−1
2 k
−1
2 k
−1) · · ·
· · · fl−1(kkl−1ml−1al−1nl−1n
−1
l a
−1
l m
−1
l k
−1
l k
−1)fl(kklmlalnlk
−1)
dm1 · · · dml da1 · · ·dal dndn1 · · · dnl dkdk1 · · ·dkl d(hZ).
The facts that N normalises MA and that M and A commute, together
with substitutions in the integrals over N, imply that the above expression
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equals
∫
M/Z
∫
Kl+1
∫
Nl+1
∫
(MA)l
det(a1, . . . , al)
f0(kn0hxh
−1m−11 a
−1
1 k
−1
1 k
−1)f1(kk1n1m1m
−1
2 a1a
−1
2 k
−1
2 k
−1) · · ·
· · · fl−1(kkl−1nl−1ml−1m
−1
l al−1a
−1
l k
−1
l k
−1)fl(kklnlmlalk
−1)
dm1 · · · dml da1 · · ·dal dn0 · · ·dnl dk0 · · ·dkl d(hZ).
A substitution in the integrals over K now gives the desired equality (3.1).
If f ∈ C(G), define the function fN onMA by
fN(ma) :=
∫
N
f(nma)dn. (3.2)
It was shown in Lemma 21 in [13] that this integral converges for allm ∈M
and a ∈ A, and that this defines a Schwartz function fN ∈ C(MA).
Let H be a Hilbert space. We write L1(H) for the algebra of trace-class
operators on H. Define seminorms on the space of smooth maps from G
to L1(H) by taking the seminorms on C(G) and replacing absolute values
of functions by the trace norm. Let C(G,L1(H)) be the Fre´chet space of all
such maps for which these seminorms are finite. For a degree l cyclic cocy-
cle ϕ on C(G), let ϕ#Tr :
(
(C(G,L1(H))
)l+1 → C be as in Theorem III.1.α.12
in [9], initially defined on the dense subspace C(G) ⊗ L1(H) and extended
continuously. Then the pairing ofϕwith an idempotent q in a matrix alge-
bra over C(G,L1(H)), representing an element in K0
(
C(G,L1(H))
)
, is given
by
〈ϕ,q〉 = (ϕ#Tr)(q, . . . , q). (3.3)
Here Tr denotes the tensor product of the operator trace on L1(H) and the
matrix trace.
Proposition 3.2. Let H be a Hilbert space equipped with a representation of K.
For j = 0, . . . , l, let fj ∈ C(G,L
1(H)) be such that for all g ∈ G and k, k ′ ∈ K,
fj(kgk
′) = k ◦ f(g) ◦ k ′ ∈ L1(H). (3.4)
Let fNj be defined via the extension of (3.2) to a map C(G,L
1(H))→ C(MA,L1(H)).
Then
(ΦPx#Tr)(f0, . . . , fl) = (Φ
MA
x #Tr)(f
N
0 , . . . , f
N
l ).
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Proof. ViewingMA as a parabolic subgroup of itself, and applying Lemma
3.1, we find that that for all fMA0 , . . . , f
MA
l ∈ C(MA,L
1(H)),
(ΦMAx #Tr)(f
MA
0 , . . . , f
MA
l ) =
∫
M/Z
∫
(K∩M)l+1
∫
(MA)l
det(a1, . . . , al)
Tr
(
fMA0 (k0hxh
−1m−11 a
−1
1 k
−1
1 )f
MA
1 (k1m1m
−1
2 a1a
−1
2 k
−1
2 ) · · ·
· · · fMAl−1 (kl−1ml−1m
−1
l al−1a
−1
l k
−1
l )f
MA
l (klmlalk
−1
0 )
)
dm1 · · · dml da1 · · ·dal dk0 · · ·dkl d(hZ).
Using the facts that kj ∈M and thatM and A commute, we can use substi-
tutions to rewrite the right hand side as
∫
M/Z
∫
(MA)l
det(a1, . . . , al)Tr
(
fMA0 (hxh
−1m−11 a
−1
1 )f
MA
1 (m1m
−1
2 a1a
−1
2 ) · · ·
· · · fMAl−1 (ml−1m
−1
l al−1a
−1
l )f
MA
l (mlal)
)
dm1 · · ·dml da1 · · ·dal d(hZ). (3.5)
Explicitly, if l ≥ 4, then one substitutes k0h for h; k1m1k
−1
0 form1; k2m2k
−1
0
for m2; kl−1ml−1k
−1
0 for ml−1; klmlk
−1
0 for ml; and kjmj for mj if 3 ≤ j ≤
l − 2.
Now if f0, . . . , fl ∈ C(G,L
1(H)) satisfy (3.4), then Lemma 3.1 implies
that
(ΦPx#Tr)(f0, . . . , fl) =∫
M/Z
∫
K
∫
(MA)l
det(a1, . . . , al)Tr
(
k0f
N
0 (hxh
−1m−11 a
−1
1 )f
N
1 (m1m
−1
2 a1a
−1
2 ) · · ·
· · · fNl−1(ml−1m
−1
l al−1a
−1
l )f
N
l (mlal)k
−1
0
)
dm1 · · ·dml da1 · · ·dal dk0 d(hZ).
By the trace property of the operator trace, this equals the right hand side
of (3.5), with fMAj replaced by f
N
j .
3.2 A slice
Using Abels’ slice theorem [1], we write
X = G×K Y, (3.6)
for a K-invariant, compact submanifold Y ⊂ X. The index (2.1) is indepen-
dent of the G-invariant Riemannian metric on X. From now on, we choose
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such a metric induced by a K-invariant Riemannian metric on Y and a K-
invariant inner product on p via
TX ∼= G×K (p⊗ TY).
We will write dy (and dy ′ and dyj) for the Riemannian density on Y. Then
we can and will normalise the Haar measure dg on G so that for all f ∈
Cc(X), ∫
X
f(p)dvolp =
∫
G
∫
Y
f(gy)dydg,
where dvol is the Riemannian density on X. See Lemma 4.1 in [17].
Suppose that the adjoint representation Ad : K→ SO(p) lifts to a homo-
morphism
A˜d : K→ Spin(p). (3.7)
This is no restriction, since this is always true for a double cover G˜ ofG, and
one can then use the fact that G˜×K˜ Y = G×K Y = X, for a maximal compact
subgroup K˜ < G˜. Let Sp be the Spin-representation of Spin(p), viewed as
a representation of K via A˜d. The slice Y in (3.6) has a Spinc-structure with
spinor bundle SY → Y such that
S = G×K (Sp ⊗ SY). (3.8)
See Proposition 3.10 in [16].
Corresponding to (3.8), we have the decomposition
L2(E) =
(
L2(G)⊗ Sp ⊗ L
2(SY ⊗W|Y)
)K
. (3.9)
Let L be the left regular representation of G on C∞(G), and let c be the
Clifford action by p on Sp. Let {X1, . . . , Xr} be an orthonormal basis of p
with respect to the Killing form. Consider the operator
DG,K :=
∑
j
L(Xj)⊗ c(Xj)
on C∞(G)⊗ Sp.We have
D = DG,K ⊗ 1+ 1⊗DY (3.10)
on
Γ∞(E) ∼=
(
C∞(G)⊗ Sp ⊗ Γ
∞(SY ⊗W|Y)
)K
,
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for a Spinc-Dirac operatorDY on SY , coupled toW|Y . Here we use a graded
tensor product, which means that 1⊗DY means the grading operator on Sp
tensored withDY .
Consider the vector bundle Hom(E|Y) := E|Y ⊠ E|
∗
Y → Y × Y. Consider
the action by K× K on C(G)⊗ Γ∞(Hom(E|Y)) defined by(
(k, k ′) · (f⊗A)
)
(g, y, y ′) = f(kgk ′−1)k−1A(ky, k ′y ′)k ′, (3.11)
for k, k ′ ∈ K, f ∈ C(G), A ∈ Γ∞(Hom(E|Y)), g ∈ G and y, y
′ ∈ Y. Let
C0(E) ⊂ C(G) ⊗ Γ
∞(Hom(E|Y)) be the space of elements invariant under
this action. An element κ˜ ∈ C0(E) defines a smooth section κ of Hom(E) :=
E⊠ E∗ → X× X given by
κ(gy, g ′y ′) = gκ˜(g−1g ′, y, y ′)g ′−1, (3.12)
for g, g ′ ∈ G and y, y ′ ∈ Y.
We define C(E) := C
(
G,L1(L2(E|Y))
)
as above Proposition 3.2. We iden-
tify elements of C(E)with theG-equivariant operators they define on L2(E)
via (3.12).
Lemma 3.3. Let f be a Schwartz function on R, and assume that for all n ∈ Z≥0,
there are a, b > 0 such that for all x > 0, the nth derivative of f at x satisfies
|f(n)(x)| ≤ ae−bx. (3.13)
Then the operators f(D2) andDf(D2) defined by functional calculus lies in C(E).
Proof. Because of the use of graded tensor products in (3.10),
D2 = D2G,K ⊗ 1+ 1⊗D
2
Y
where the tensor products on the right hand side are ungraded. This im-
plies that the two terms commute, so that for all s ∈ R,
eisD
2
= eisD
2
G,K ⊗ eisD
2
Y ,
as in (4.3) in [18]. So Proposition 10.3.5 in [14] implies that
f(D2) =
∫
R
eisD
2
f^(s)ds =
∫
R
eisD
2
G,K ⊗ eisD
2
Y f^(s)ds.
Since Y is compact, we can decompose L2(E|Y) into eigenspaces ofDY :
L2(E|Y) =
⊕
λ
L2(E|Y)λ.
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The restriction f(D2)λ of f(D
2) to the subspace
L2(E)λ : =
[
L2(G)⊗ L2(E|Y)λ
]K
,
of (3.9), equals
f(D2)λ =
∫
R
eisλ
2
eisD
2
G,K f^(s)ds (3.14)
We parametrise the tempered dual ofG via the Knapp–Zuckerman clas-
sification [21, 22] as a subset of the set of triples (H,µ, ν), where
• H = TA < G is a θ-stable representative of a conjugacy class of Cartan
subgroups, where T is compact andA is isomorphic to a vector space;
• ν ∈ a∗; and
• µ is a Harish–Chandra parameter of a (limits of) discrete series rep-
resentation of the reductive part M of the cuspidal parabolic MAN
corresponding to H.
By Proposition 3.1 in [24], the operator D2G,K equals the Casimir operator
plus a constant. (See also the appendix to [3].) So via the Fourier transform,
the operator eisD
2
G,K is given by scalar multiplication by the function
(H,ν, µ) 7→ eis(‖ν‖2−‖µ‖2+C)
on the tempered dual of G, for some constant C.
So at such H, ν and µ, the right hand side of (3.14) equals∫
R
eisλ
2
eis(‖ν‖
2−‖µ‖2+C)2 f^(s)ds = f(λ2 + ‖ν‖2 − ‖µ‖2 + C). (3.15)
We now use the assumption (3.13). Viewing the smooth kernel of f(D2) as
an element of
(
C∞(G) ⊗ Γ∞(Hom(E|Y))
)K
and applying the trace norm on
the factor Γ∞(Hom(E|Y)), we obtain a function for which all its derivates
have bounds of the form
a
(∑
λ
dim(L2(E|Y)λ)e
−bλ2
)
e−b(‖ν‖
2+‖µ‖2+C).
The sum over λ converges by Weyl’s law, and the resulting function is a
Schwartz function on G^. So by the correspondence between Schwartz func-
tions on G and on G^ via the Fourier transform (see for example Theorem
12.7.1 in [29]), this function lies in C(G). So f(D2) ∈ C(E).
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To show thatDf(D2) ∈ C(E), we write
Df(D2) = (DG,K ⊗ 1)f(D
2) + (1⊗DY)f(D
2),
using graded tensor products. The first term on the right lies in C(E) be-
cause the universal enveloping algebra of g preserves C(G), so thatDG,K⊗1
preserves C(E). The second term on the right lies in C(E) by a similar argu-
ment as for f(D2): the difference is that (3.14) is replaced by
(
(1⊗DY)f(D
2)
)
λ
=
∫
R
λeisλ
2
eisD
2
G,K f^(s)ds.
So the right hand side of (3.15) becomes λf(λ2 + ‖ν‖2 − ‖µ‖2 + C), and the
rest of the argument still applies.
Remark 3.4. The condition (3.13) in Lemma 3.3 may be weakened to the
condition that for j = 0, 1,
x 7→∑
λ
dim(L2(E|Y)λ)λ
jf(λ2 + x2),
where the sum runs over the eigenvalues of DY , is a Schwartz function on
R. We will only apply Lemma 3.3 in cases where a bound of the form (3.13)
holds.
3.3 The index on X
We will use an explicit representative of the K-theory class indG(D). Sup-
pose thatG/K andX are even-dimensional. Then Y is also even-dimensional.
We will later deduce the odd-dimensional case of Theorem 2.1 from the
even-dimensional case; see Lemma 5.5. Let D± be the restriction of D to
even and odd-graded sections of E, respectively. Fix t > 0, and write
qt :=
(
e−tD
−D+ e−
t
2
D−D+ 1−e−tD
−D+
D−D+
D−
e−
t
2
D+D− 1−e−tD
+D−
D+D−
D+ 1E− − e
−tD+D−
)
∈ Γ∞(Hom(E)),
(3.16)
and
pE :=
(
0 0
0 1E−
)
∈ B(L2(E)).
Lemma 3.5. The operator qt lies in the unitisation of C(E).
15
Proof. By Lemma 3.3, the operators e−tD
2
and e−
t
2
D2 1−e−tD
2
D2
D lie in C(E).
The operator qt is an idempotent, so we have
[qt] − [pE] ∈ K∗(C(E)).
For any cyclic cocycle ϕ over C(G),
〈ϕ, indG(D)〉 = 〈ϕ#Tr, [qt] − [pE]〉, (3.17)
where the pairing on the right is as in (3.3). See page 356 in [10]. Combining
(3.17) with Proposition 3.2, we obtain the main conclusion of this section.
Proposition 3.6. We have
〈ΦPx , indG(D)〉 = 〈Φ
MA
x #Tr, [q
N
t ] − [p
N
E ]〉.
Proof. By Lemma 3.5 and the K × K-invariance property (3.11) of the ele-
ments of C(E), the element qt ∈ C(G,L
1(L2(E|Y))) has the K× K-invariance
property of the functions fj in Proposition 3.2. By that proposition, (3.17)
and (3.3), the claim follows.
4 An index pairing on X/N
We construct a Dirac operator on X/N and give an explicit realisation of its
MA-equivariant index, Proposition 4.7. Combining this with Proposition
3.6 leads to an important step in the proof of Theorem 2.1, Proposition 4.8.
4.1 Operators on X and X/N
Consider theMA-invariant submanifold XMA := MA ×K∩M Y ⊂ X. Then
X = NAM ×K∩M Y, so the inclusion map XMA →֒ X induces XMA ∼= X/N.
For κ ∈ C(E) ∩ Γ∞(Hom(E)), let
κN ∈
(
C(MA)⊗^Γ∞(Hom(E|Y))
)K∩M×K∩M →֒ End(E|XMA) (4.1)
be defined as in (3.2). (We use the completed tensor product of the Fre´chet
space C(MA) and the nuclear Fre´chet space Γ∞(Hom(E|Y)) here, instead
of the space C(MA,L1(L2(E|Y))), to make it clear that κ
N defines a smooth
kernel on XMA.) Explicitly, for allm ∈M, a ∈ A and y, y
′ ∈ Y,
κN(ma,y, y ′) =
∫
N
κ(nam,y, y ′)dn ∈ Hom(Ey ′ , Ey).
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Consider the space Γ∞(E)N,c of smooth,N-invariant sections of Ewhose
support has compact image in X/N. Then Γ∞(E)N,c ∼= Γ∞c (E|XMA) via re-
striction to X|MA. Via this identification, a section κ
N as in (4.1) defines an
operator on Γ∞(E)N,c. If s1 and s2 are sections of E that are not necessarily
square-integrable, we will denote the integral∫
X
(s1(p), s2(p))E dvolp
by (s1, s2)L2(E) if it converges.
Lemma 4.1. For all κ ∈ C(E), σ ∈ Γ∞c (E) and s ∈ Γ
∞(E)N,c,
(κ∗σ, s)L2(E) = (σ, κ
Ns)L2(E). (4.2)
In particular, the integral defining the left hand side converges.
Proof. For κ ∈ C(E), let κ˜ be defined as in (3.12). Writing X = NAM×K∩M Y,
we see that the left hand side of (4.2) equals
∫
NAM
∫
Y
∫
NAM
∫
Y
(
κ˜∗(namy,n ′a ′m ′y ′)σ(n ′a ′m ′y ′), s(namy)
)
E
dy ′ dn ′ da ′ dm ′ dydndadm
By definition of the adjoint kernel κ˜∗, and by N-invariance of s, and G in-
variance of κ˜, this integral equals
∫
NAM
∫
Y
∫
NAM
∫
Y
(
σ(n ′a ′m ′y ′), nκ˜(n−1n ′a ′m ′y ′, amy)s(amy)
)
E
dy ′ dn ′ da ′ dm ′ dydndadm.
Substituting n ′−1n for n, we rewrite this as
∫
NAM
∫
Y
∫
NAM
∫
Y
(
σ(n ′a ′m ′y ′), n ′nκ˜(n−1a ′m ′y ′, amy)s(amy)
)
E
dy ′ dn ′ da ′ dm ′ dydndadm. (4.3)
If κ˜N is related to κN as in (3.12), withG replaced byMA, then for all y, y ′ ∈
Y, a, a ′ ∈ A andm,m ′ ∈M, unimodularity of N implies that∫
N
nκ˜(n−1a ′m ′y ′, amy)dn = κ˜N(a ′m ′y ′, amy).
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So (4.3) equals
∫
NAM
∫
Y
(
σ(n ′a ′m ′y ′), n ′(κ˜Ns)(a ′m ′y ′)
)
E
dy ′ dn ′ da ′ dm ′
By N-invariance of κ˜Ns, we have n ′(κ˜Ns)(a ′m ′y ′) = (κ˜Ns)(n ′a ′m ′y ′) for
all y ′ ∈ Y, n ′ ∈ N, a ′ ∈ A and m ′ ∈ M. So the latter integral equals the
right hand side of (4.2).
Let κt ∈ C(E
+) be kernel of the heat operator e−tD
−D+ .
Lemma 4.2. For all σ ∈ Γ∞c (E
+) and s ∈ Γ∞(E+)N,c, and for all t > 0,
d
dt
(σ, κNt s)L2(E+) = (σ,−D
−D+e−tD
−D+s)L2(E+).
Proof. By Lemma 4.1,
(σ, κNt s)L2(E+) = (e
−tD−D+σ, s)L2(E+).
The derivative with respect to t at t equals
(−D−D+e−tD
−D+σ, s)L2(E+). (4.4)
The operator −D−D+e−tD
−D+ is symmetric on sections in L2(E+), so we
have to take the fact into account that s is not in L2(E+).
Let ε > 0. For r > 0, let ψr ∈ C
∞
c (M) be constant 1 within a distance r
of supp(σ). Then (4.4) equals(
−D−D+e−tD
−D+σ,ψrs
)
L2(E+)
−
(
(1−ψr)D
−D+e−tD
−D+σ, s
)
L2(E+)
.
Becauseσ andψrs lie in Γ
∞
c (E
+), the first term equals (σ,−D−D+e−tD
−D+ψrs)L2(E+).
And the absolute value of the second term is at most equal to
‖(1−ψr)D
−D+e−tD
−D+σ‖L1(E+)‖s‖∞.
The first factor is smaller than ε for r large enough by Gaussian decay prop-
erties of heat kernels. (Here we also use the fact that X/G is compact, so X
has bounded geometry and volumes of balls in X are bounded by an expo-
nential function of their radii.) For such a value of r, we find that∣∣(−D−D+e−tD−D+σ, s)L2(E+) − (σ,−D−D+e−tD−D+ψrs)L2(E+)∣∣ < ε‖s‖∞.
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We similarly have∣∣(σ,−D−D+e−tD−D+s)L2(E+) − (σ,−D−D+e−tD−D+ψrs)L2(E+)∣∣
= |
(
(1−ψr)D
−D+e−tD
−D+σ, s
)
L2(E+)
| < ε‖s‖∞.
We conclude that (4.4) equals (σ,−D−D+e−tD
−D+s)L2(E+), and the claim fol-
lows.
4.2 An index on X/N
We have a K ∩M-invariant decomposition
p = (p ∩m)⊕ a⊕ ((p ∩m)⊕ a)⊥,
where the orthogonal complement is taken inside p with respect to the
Killing form. The homomorphim A˜d maps K ∩ M into Spin(p ∩ m) ×
Spin(a) × Spin(((p ∩ m) ⊕ a)⊥) →֒ Spin(p). Let Sp∩m, Sa and S((p∩m)⊕a)⊥
be the corresponding Spin-representations of K∩M. (The group K∩M acts
trivially on Sa, becauseM centralisesA.) Then we have a decomposition of
representations of K ∩M,
Sp = Sp∩m ⊗ Sa ⊗ S((p∩m)⊕a)⊥ . (4.5)
If G/K is even-dimensional, then this includes the gradings on the respec-
tive spaces, and we use graded tensor products.
Lemma 4.3. There is an isomorphism of graded representations of K ∩M
S((p∩m)⊕a)⊥
∼= Sk/(k∩m).
Proof. There are T ∩M-equivariant linear isomorphisms
p ∼= g/k ∼= m/(k ∩m)⊕ a⊕ n ∼= (p ∩m)⊕ a⊕ n.
If θ is the Cartan involution, then the map y 7→ (y+θy)/2+k∩m is a T ∩M-
invariant isomorphism from n onto k/(k∩m). So ((p ∩m)⊕ a)⊥ ∼= k/(k∩m)
as representations of T ∩M. This implies that their characters are equal on
K ∩M, so they are equal as representations of K ∩M as well.
Consider theMA-equivariant vector bundles
SN :=MA×K∩M (Sp∩m ⊗ Sa ⊗ SY)→ XMA = X/N;
FN :=MA×K∩M (Y × Sk/(k∩m))→ XMA = X/N. (4.6)
19
Lemma 4.4. The vector bundle SN is the spinor bundle of an MA-equivariant
Spinc-structure on X/N, and (2.7) holds.
Proof. Clifford multiplication is an algebra bundle isomorphism Cl(TX) →
End(S), where Cl stands for the Clifford bundle. The Clifford bundle
Cl(TXMA) = Cl(MA×K∩M (p ∩m⊕ a⊕ TY))
maps precisely onto End(SN) under this isomorphism. So SN is the spinor
bundle of anMA-equivariant Spinc-structure on XMA. Lemma 4.3 and (3.8)
imply (2.7).
The equality (2.7) implies that
E|XMA =MA×K∩M
(
(Sp∩m ⊗ Sa)⊗ (SY ⊗ Sk/(k∩m) ⊗W|Y)
)
. (4.7)
Let {X1, . . . , Xs} be a basis of (p∩m)⊕a, orthonormal with respect to the
Killing form. Let L be the left regular representation ofMA. Let
DMA/(K∩M) :=
∑
j
L(Xj)⊗ c(Xj) (4.8)
be the Spin-Dirac operator on the bundle
MA×K∩M (Sp∩m ⊗ Sa)→MA/(K ∩M). (4.9)
It extends to an operatorDMA,K∩M on
C∞(MA)⊗ (Sp∩m ⊗ Sa),
defined by the same expression (4.8).
Let DY,M be the Spin
c-Dirac operator on Y coupled to Sk/(k∩m) ⊗ W|Y ,
acting on sections of the bundle
SY ⊗ Sa ⊗ Sk/(k∩m) ⊗W|Y → Y.
Consider the operator
DXMA := DMA,K∩M ⊗ 1+ 1⊗DY,M, (4.10)
where we use graded tensor products; i.e. 1 ⊗ DY,M means the grading
operator on (4.9) tensored withDY,M. Initially, it acts in the space
C∞(MA)⊗ (Sp∩m ⊗ Sa)⊗ Γ
∞(SY ⊗ Sk/(k∩m) ⊗W|Y),
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but we view it as acting on the subspace ofK∩M-invariant elements, which
is the space of smooth sections of (4.7). ThenDXMA is a Spin
c-Dirac operator
onXMA for the Spin
c-structurewith spinor bundle SN, twisted by the vector
bundleWN := FN ⊗W/N.
As before, let κt ∈ C(E
+) be Schwartz kernel of the heat operator e−tD
−D+ ,
and let κNt be defined as in (4.1).
Lemma 4.5. The Schwartz kernel of e
−tD−
XMA
D+
XMA is κNt . The analogous state-
ment for e
−tD+
XMA
D−
XMA holds as well.
Proof. The operator D commutes with the action of κNt on Γ
∞(E+)N,c be-
cause it is N-equivariant. So Lemmas 4.2 and 4.1 imply that for all σ ∈
Γ∞c (E
+) and s ∈ Γ∞(E+)N,c ∼= Γ∞c (E
+|XMA), and all t > 0,
d
dt
(σ, κNt s)L2(E+) = (e
−tD−D+σ,−D−D+s)L2(E+)
= (σ,−κNt D
−D+s)L2(E+)
= (σ,−D−D+κNt s)L2(E+).
OnN-invariant sections,D equalsDXMA , so the latter inner product equals
(σ,−D−XMAD
+
XMA
κNt s)L2(E+).
Lemma 4.1 also implies that
lim
t↓0
(σ, κNt s)L2(E+) = (σ, s)L2(E+).
We conclude that the map (p, t) 7→ (κNt s)(p) satisfies the heat equation for
the operator D−XMAD
+
XMA
, with the boundary condition limt↓0(κ
N
t s)(p) =
s(p) for all p ∈ XMA.
The statement for e
−tD+
XMA
D−
XMA can be proved analogously.
Lemma 4.6. Let λt ∈ C(E) be the smooth kernel of e
− t
2
D−D+ 1−e−tD
−D+
D−D+ D
−. Then
λNt is the Schwartz kernel of e
− t
2
D−
XMA
D+
XMA
1−e
−tD−
XMA
D+
XMA
D−
XMA
D+
XMA
D−XMA . The analo-
gous statement for e−
t
2
D+D− 1−e−tD
+D−
D+D−
D+ holds as well.
Proof. Fix t0 ∈ (0, t). As in Lemma 3.5, the Schwartz kernel νt of the oper-
ator
e−
t0
2
D−D+ 1− e
−tD−D+
D−D+
D−
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lies in C(E). Similarly to the proof of Lemma 4.5, we use Lemmas 4.1 and
4.2 to find that for all σ ∈ Γ∞c (E
+) and s ∈ Γ∞(E−)N,c,
d
dt
(σ, νNt s)L2(E+) =
d
dt
(
D+
1− e−tD
−D+
D−D+
e−
t0
2
D−D+σ, s
)
L2(E−)
= (e−
t0
2
D−D+e−tD
−D+D+σ, s)L2(E−)
= (σ, e−
t0
2
D−D+e−tD
−D+D−s)L2(E+)
= (σ, e
−
t0
2
D−
XMA
D+
XMAe
−tD−
XMA
D+
XMAD−XMAs)L2(E+).
So νNt has the defining properties of the operator e
−
t0
2
D−
XMA
D+
XMA
1−e
−tD−
XMA
D+
XMA
D−
XMA
D+
XMA
D−XMA .
Lemma 4.5 implies that if κt is the Schwartz kernel of e
−
t−t0
2
D−D+ , then
κNt is the Schwartz kernel of e
−
t−t0
2
D−
XMA
D+
XMA . BecauseN normalisesM and
A, the map κ 7→ κN is multiplicative. So λNt = κNt νNt , which by the preced-
ing arguments is the Schwartz kernel of e
− t
2
D−
XMA
D+
XMA
1−e
−tD−
XMA
D+
XMA
D−
XMA
D+
XMA
D−XMA .
The statement for e−
t
2
D+D− 1−e−tD
+D−
D+D− D
+ can be proved analogously.
Proposition 4.7. For any cyclic cocycle ϕ over C(MA),
〈ϕ, indMA(DXMA)〉 = 〈ϕ#Tr, [q
N
t ] − [pE|XMA
]〉.
Proof. Lemmas 4.5 and 4.6 imply that qNt equals (3.16), with D replaced by
DXMA . So the claim follows from the analogue of (3.17) for DXMA .
Propositions 3.6 and 4.7, and the fact that pNE = pE|XMA
, lead to the
following key step in the proof of Theorem 2.1.
Proposition 4.8. We have
〈ΦGx , indG(D)〉 = 〈Φ
MA
x , indMA(DXMA)〉.
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5 Proof of the index theorem
5.1 Cococyles for M and A
Consider the degree l cocycle Φ˜Mx on C(M) given by
Φ˜Mx (f
M
0 , . . . , f
M
l ) =
∫
M/Z
∫
(K∩M)l+1
∫
Ml
fM0 (k0hxh
−1m−11 a
−1
1 k
−1
1 )f
M
1 (k1m1m
−1
2 k
−1
2 ) · · · f
M
l−1(kl−1ml−1m
−1
l k
−1
l )f
M
l (klmlk
−1
0 )
dm1 · · ·dml dk0 · · ·dkl d(hZ).
Note that Φ˜Mx is not the same as the cocycle Φ
M
x for the cuspidal parabolic
M < M as defined in (2.4), because the latter is a degree zero cocycle. We
do have the following fact.
Lemma 5.1. Let H be a Hilbert space with a unitary representation of K. For all
q ∈ K∗((C(M,L
1(H)))K×K),
〈Φ˜Mx , q〉 = 〈Φ
M
x , q〉.
Proof. Let q ∈ Mr((C(M,L
1(H)))K×K) be an idempotent. Similarly to the
last paragraph of the proof of Proposition 3.2, K×K-invariance of q and the
trace property of Tr imply that
〈Φ˜Mx , q〉 = (Φ˜
M
x #Tr)(q, . . . , q) =
∫
M/Z
∫
Ml
Tr
(
q(hxh−1m−11 a
−1
1 )q(m1m
−1
2 ) · · ·
· · ·q(ml−1m
−1
l )q(ml)
)
dm1 · · ·dml d(hZ) =
∫
M/Z
Tr(ql+1(hxh−1))d(hZ).
Because q is an idempotent, this equals∫
M/Z
Tr(q(hxh−1))d(hZ) = 〈ΦMx , q〉.
Let XMA, SY , Sp∩m and Sk/(k∩m) be as above Lemma 4.5. Let XM :=
M ×K∩M Y ⊂ XMA. Then XMA = XM × A, and XM ∼= X/AN. Consider
theM-equivariant vector bundles
SAN :=M×K∩M (Sp∩m ⊗ SY)→ XM ∼= X/AN;
FAN =M×K∩M (Y × Sk/(k∩m))→ XM ∼= X/AN. (5.1)
23
Analogously to Lemma 4.4, SAN is the spinor bundle of anM-equivariant
Spinc-structure on X/AN, and Lemma 4.3 and (3.8) imply that (2.5) holds.
LetDA be the Spin-Dirac operator onA, acting on sections of the spinor
bundleA×Sa. LetDM/(K∩M) be the Spin-Dirac operator onM/(K∩M), act-
ing on sections of the spinor bundleM×K∩MSp∩m. LetDM,K∩M be its exten-
sion to an operator on C∞(M)⊗ Sp∩m, defined analogously to the operator
DMA,K∩M in Subsection 4.2. Analogously to (4.10), consider the operator
DXM := DM,K∩M ⊗ 1+ 1⊗DY,M
on the space of K ∩M-invariant elements of
C∞(M)⊗ Sp∩m ⊗ Γ
∞(SY ⊗ Sk/(k∩m) ⊗W|Y),
which is the space of smooth sections of SAN ⊗ FAN ⊗W/AN. Then DXM
is a Spinc-Dirac operator on XM for the Spin
c-structure with spinor bundle
SAN, twisted by the vector bundleWAN = FAN ⊗W/AN.
Lemma 5.2. We have
indMA(DXMA) = indM(DXM)⊗ indA(DA).
On the right hand side, we used the exterior Kasparov product
KK(C, C∗rM)× KK(C, C
∗
rA)→ KK(C, C∗r (MA)).
Proof. We have
DXMA = DXM ⊗ 1+ 1⊗DA,
wherewe use graded tensor products. Hence the claim follows by Theorem
5.2 in [15].
Lemma 5.3.
〈ΦMAx , indMA(DXMA)〉 = 〈Φ
M
x , indM(DXM)〉〈Φ
A
e , indA(DA)〉.
Proof. By Lemmas 3.1 and 5.2, the pairing 〈ΦMAx , indMA(DXMA)〉 equals
〈Φ˜Mx , indM(DXM)〉〈Φ
A
e , indA(DA)〉,
which by Lemma 5.1 equals
〈ΦMx , indM(DXM)〉〈Φ
A
e , indA(DA)〉.
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Lemma 5.4. We have
〈ΦAe , indADA〉 = 1.
Proof. This is a very special case of Theorem 4.6 in [25].
Lemma 5.5. Let DX×R be the Spin
c-Dirac operator on X × R for the Spinc-
structure with spinor bundle S× R, twisted byW × R. Then
〈ΦP×R
(x,0)
, indG×R(DX×R)〉 = 〈Φ
P
x , indG(D)〉.
Proof. The operatorDX×R equals
DX×R = D⊗ 1+ 1⊗ i
d
dt
on Γ∞(E×R) = Γ∞(E)⊗C∞(R). So by Lemmas 5.3 and 5.4, and an analogue
of Lemma 5.2,
〈ΦP×R
(x,0)
, indG×R(DX×R)〉 = 〈Φ
P
x , indG(D)〉〈Φ
R
0 , indR(i
d
dt
)〉 = 〈ΦPx , indG(D)〉.
5.2 Proofs of Theorem 2.1 and Lemma 2.3
Lemma 5.6. The character of Sk/(k∩m) restricted to T ∩M equals
∏
λ
(eλ/2 − e−λ/2), (5.2)
where λ runs over the T ∩M-weights of k/(k ∩m). If P is not a maximal cuspidal
parabolic, then this equals zero.
Proof. The first claim follows from Remark 2.2 in [24]. If P is not a maximal
cuspidal parabolic, then T ∩M is not a maximal torus in K. Hence there is
a nonzero subspace of k on which T ∩M acts trivially. This means that the
weight zero occurs in (5.2), which is therefore zero.
Proof of Theorem 2.1. IfX andG/K are even-dimensional, then applying Propo-
sition 4.8 and Lemma 5.3, we see that
〈ΦGx , indG(D)〉 = 〈Φ
MA
x , indMA(DXMA)〉 = 〈Φ
A
e , indA(DA)〉〈Φ
M
x , indM(DXM)〉.
(5.3)
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Lemma 5.4 implies that the right hand side equals
〈ΦMx , indM(DXM)〉. (5.4)
BecauseM has a compact Cartan subgroup, Proposition 4.11 in [18] and the
fact that X/AN is a smooth manifold equal to XM imply that (5.4) equals
the right hand side of (2.6) if x lies in a compact subgroup ofM, and is zero
otherwise. Here we use the fact that ΦMx equals the orbital integral trace
τx used in [18]. (The condition in Proposition 4.11 in [18] that x has ‘finite
Gaussian orbital integral’ is in fact always satisfied, see Section 4.2 in [7].)
If P is not a maximal cuspidal parabolic, then Lemma 5.6 implies that
the bundle FAN in the second line of (5.1) is zero as a virtual vector bundle.
So the virtual vector bundle WM is zero, and ch([WM|supp(χx)](x)) on the
right hand side of (2.6) is zero as well.
By Lemma 5.5, the case where X andG/K are even-dimensional implies
the case where X andG/K are odd-dimensional. If the dimensions of X and
G/K have different parities (i.e. Y is odd-dimensional), then both sides of
(2.6) are zero.
Proof of Lemma 2.3. Recall the definition of the projection maps qA : X/N→
A and q : X/N → X/AN above Lemma 2.3. The decomposition X/N =
X/AN×A implies that
A^(X/N) = q∗A^(X/AN)q∗AA^(A) = q
∗A^(X/AN);
WN = q
∗WAN;
SN = q
∗SAN ⊗ Sa.
The third equality implies that LNdet = q
∗Ldet.
Let P be a maximal cuspidal parabolic, and let x ∈ T < K ∩M. Then x
acts trivially on A, so (X/N)x = (X/AN)x×A. This implies that NN = q
∗N.
We conclude that (2.8) equals
∫
(X/N)x
q∗
(
χx
A^((X/AN)x) ch([WAN|supp(χx)](x))e
c1(Ldet |(X/AN)x)
det(1− xe−R
N/2pii)1/2
)
∧q∗A(χA da)
=
∫
(X/AN)x
χx
A^((X/AN)x) ch([WAN|supp(χx)](x))e
c1(Ldet |(X/AN)x )
det(1− xe−R
N/2pii)1/2
∫
A
χA da,
which equals the right hand side of (2.6).
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6 Extensions and special cases
6.1 General elliptic operators
By standard arguments, the index formula (2.6) for twisted Spinc-Dirac op-
erators implies an index formula for general elliptic operators. We sketch
the argument here, and refer to [6] for some details. Also compare this with
the proof of Theorem 2.5 in [18].
Let E→ X be anyHermitianG-vector bundle, andD aG-equivariant el-
liptic differential operator on E. Let ΣX be the manifold obtained from X by
glueing two copies of the unit ball bundle in TX along the unit sphere bun-
dle. This has a naturalG-invariant almost complex structure. Let pΣX : ΣX→
X be the projection map. There is a Hermitian G-vector bundle VD → ΣX
defined in terms of the principal symbol of D, such that the Spinc-Dirac
operatorDVDΣX on ΣX (for the Spin
c-structure defined by the almost complex
structure) twisted by VD satisfies
[D] = pΣX∗ [D
VD
ΣX ] ∈ K
G
0 (X),
see Theorem 5.0.4 in [6]. Naturality of the analytic assembly map implies
that
indG(D) = indG(D
VD
ΣX ),
and Theorem 2.1 is a topological expression for the pairing of the index on
the right hand side withΦPx .
6.2 A higher L2-index theorem
The case of Theorem 2.1 where x = e is a higher version of Wang’s L2-index
theorem, Theorem 6.10 in [30], in the case of linear reductive Lie groups.
This is the equality
〈ΦPe , indG(D)〉 =
∫
X/AN
χANe A^(X/AN) ch([WAN|supp(χe)])e
c1(Ldet). (6.1)
This implies a higher version of Connes and Moscovici’s L2-index theorem
on homogeneous spaces, Theorem 5.2 in [10].
Let H < K ∩M be a closed subgroup. On page 309 of [10], a Chern
character
ch : R(H)→ H∗(m, H)
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is defined, where H∗(m, H) denotes relative Lie algebra cohomology. Fur-
thermore, an A^-class A^(m, H) ∈ H∗(m, H) is constructed there from the rep-
resentation m/h of H. Let V be a finite-dimensional virtual representation
of H. Suppose, for simplicity, that G/H has a G-invariant Spin-structure.
(This assumption may be dropped as described on page 307 of [10].) Let
DV
G/H
be the Spin-Dirac operator on G/H coupled to G×H V → G/H.
Corollary 6.1. We have
〈ΦPe , indG(D
V
G/H)〉 =
∫
m/h
A^(m, H) ch(V ⊗ Sk/(k∩m)). (6.2)
Proof. It is shown in Corollary 6.14 and Remark 6.15 in [30] that if X =M/H
and D = DVG/H, the right hand side of (6.1) equals the right hand side of
(6.2).
If G has a compact Cartan subgroup, then M = G, and Corollary 6.1
reduces to Theorem 5.2 in [10]. If G does not have a compact Cartan sub-
group, then both sides of the equality in Theorem 5.2 in [10] equal zero by
Theorem 6.1 in [10] and Harish-Chandra’s criterion rank(G) = rank(K) for
existence of discrete series represenrations; see also (1.2.5) in [4]. Corollary
6.1 is a generalisation of Theorem 5.2 in [10] that gives a nontrivial result
even when G does not have a compact Cartan subgroup.
6.3 Dirac induction
We assume thatG/K is equivariantly Spin for simplicity. As before, let R(K)
be the representation ring of K. The Dirac induction map
D-IndGK : R(K)→ K∗(C∗r(G))
from the Connes–Kasparov conjecture maps an irreducible representation
V of K to indG(D
V
G/K), where D
V
G/K is the Spin-Dirac operator on G/K cou-
pled to G×K V → G/K. In this case, Theorem 2.1 implies that
〈ΦPx , indG(D
V
G/K)〉 = (−1)
dim(M/(K∩M))/2
χV(x)χSk/(k∩m)(x)
χSp∩m(x)
, (6.3)
where the letter χ denotes the character of a representation. This can be
deduced directly from Theorem 2.1 as in the proof of Theorem 3.1 in [19],
but the easiest was to deduce this equality is to use the equalities (5.3) and
then apply Theorem 3.1 in [19] directly.
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The following fact was deduced from a fixed-point formula as Corollary
4.5 in [19], in the case where G has a compact Cartan subgroup. We now
generalise this argument to arbitrary linear reductive groups.
Corollary 6.2. Dirac induction for G is injective.
Proof. Let y ∈ R(K), and suppose that D-IndGK(y) = 0. As in the proof of
Corollary 4.5 in [19], it follows from (6.3) that the character of y is zero on
T . Because T is a maximal torus in G, it follows that y = 0.
Another consequence of (6.3) is that pairing with ΦPx detects all infor-
mation about classes in K∗(C
∗
r (G)) for maximal P, and no information for
non-maximal P.
Corollary 6.3. If P is a maximal cuspidal parabolic subgroup, then pairing with
ΦPx for regular x ∈ K ∩M separates points in K∗(C
∗
r (G)). If P is not a maximal
cuspidal parabolic subgroup, then the pairing of ΦPx with any class in K∗(C
∗
r (G))
is zero.
Proof. The first claim follows from (6.3) as in Corollary 4.1 in [19]. Here one
uses surjectivity of Dirac induction. For the second claim, we use the fact
that Sk/(k∩m) is zero as a virtual representation of K ∩M, if P is not maximal
(see Lemma 5.6). By surjectivity of Dirac induction, (6.3) implies that the
pairing of ΦPx with any class in K∗(C
∗
r (G)) = K
∗(C(G)) is zero.
The first part of Corollary 6.3 means that Theorem 2.1 is a complete
topological description of indG(D), with no loss of information.
Remark 6.4. We expect that for non-maximal P, the class ofΦPx in the cyclic
cohomology of C(G) is zero. This is a stronger statement than the second
part of Corollary 6.3. Proving the vanishing of these cohomology classses
will likely involve detailed information on the structure of C(G) in terms
of representation theory, as obtained in [2, 8]. Vanishing of the pairings
of these classes with elements of K∗(C
∗
r (G)), as in Corollary 6.3, follows
directly from Theorem 2.1, and does not require knowledge of the precise
structure of C(G).
In Definition 5.3 in [28], a generator QV of K∗(C
∗
r (G)) is defined inde-
pendently of Dirac induction. Theorem 5.4 in [28] implies that
〈ΦPx ,QV〉 = (−1)
dim(A) χV(x)∆
K
T (x)
χSp∩m(x)∆
K∩M
T (x)
, (6.4)
29
where ∆KT and ∆
K∩M
T are Weyl denominators for choices of positive roots
for (K, T) and (K ∩M,T), respectively. (Note that T ⊂ M for a maximal
parabolic.) The character of Sk/(k∩m) restricted to T ∩M equals (5.2), which
also equals
∆K
T
∆K∩M
T
. Because of this equality and (6.3) and (6.4), we find that
for regular x ∈ K ∩M,
〈ΦPx , indG(D
V
G/K)〉 = (−1)
dim(M/(K∩M))/2+dim(A)〈ΦPx ,QV〉.
If P is a maximal cuspidal parabolic, then the first part of Corollary 6.3
allows us to deduce that
indG(D
V
G/K) = (−1)
dim(M/(K∩M))/2+dim(A)QV ,
i.e. the generators defined by Dirac induction equal the generators QV , up
to a sign.
6.4 A non K-theoretic expression for the index pairing
The left hand side of (2.6) can be expressed without reference to K-theory.
If P = G (which is the maximal cuspidal parabolic when G has a compact
Cartan subgroup), then we have the expression
〈ΦGx , indG(D)〉 =
∫
G/Z
∫
X
χx(hxh
−1p)
tr
(
hxh−1κ+t (hxh
−1p, p) − hxh−1κ−t (hxh
−1p, p)
)
dvolp d(hZ),
where κ±t is the smooth kernel of e
−tD∓D± . See Proposition 3.6 in [18].
The general expression also involves other operators than heat opera-
tors.
Lemma 6.5. For all t > 0, and with qt as in (3.16),
〈ΦPx , indG(D)〉 =
∫
M/Z
∫
N
∫
Gl
∫
Yl+1
det(H(g1), . . . , H(gl))
tr
(
hxh−1nqt(n
−1hx−1h−1y1, g
−1
1 y2)qt(g
−1
1 y2, g
−1
2 y3) · · · qt(g
−1
l yl+1, y1)
)
dy1 · · ·dyl+1 dg1 · · ·dgl dnd(hZ). (6.5)
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Proof. By definition of the pairing between cyclic cohomology andK-theory,
(3.17) implies that
〈ΦPx , indG(D)〉 = (Φ
P
x#Tr)(qt, . . . , qt)
=
∫
M/Z
∫
KN
∫
Gl
∫
Yl+1
det
(
H(g1g2 · · · glk), H(g2 · · · glk), . . . , H(gl−1glk), H(glk)
)
tr
(
khxh−1nk−1(g1 · · · gl)
−1qt(g1 · · · glkn
−1hx−1h−1k−1y1, y2)
g1qt(g
−1
1 y2, y3) · · · glqt(g
−1
l yl+1, y1)
)
dy1 · · ·dyl+1 dg1 · · ·dgl dkdnd(hZ).
Using equivariance of qt and the trace property of the fibrewise trace tr,
and substituting gj for gj · · · glk and y1 for k
−1y1, we find that the latter
expression equals the right hand side of (6.5).
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