Integration of renewable energy resources into the power grid is essential in achieving the envisioned sustainable energy future. Stochasticity and intermittency characteristics of renewable energies, however, present challenges for integrating these resources into the existing grid in a large scale. Reliable renewable energy integration is facilitated by accurate wind forecasts. In this paper, we propose a novel wind speed forecasting method which first utilizes Wavelet Transform (WT) for decomposition of the wind speed data into more stationary components and then uses a spatio-temporal model on each sub-series for incorporating both temporal and spatial information. The proposed spatio-temporal forecasting approach on each sub-series is based on the assumption that there usually exists an intrinsic low-dimensional structure between time series data in a collection of meteorological stations. Our approach is inspired by Compressive Sensing (CS) and structured-sparse recovery algorithms. Based on detailed case studies, we show that the proposed approach based on exploiting the sparsity of correlations between a large set of meteorological stations and decomposing time series for higher-accuracy forecasts considerably improve the short-term forecasts compared to the temporal and spatio-temporal benchmark methods.
1. Introduction
Variable Energy Resources
Environmental and geopolitical concerns associated with the current power grid have motivated many countries and many states in United States to setup aggressive Renewable Portfolio Standard (RPS). Volatility, stochastic-5 ity, and intermittency characteristics of renewable energies, however, present challenges for integrating these resources into the existing grid in a large scale as the proper functioning of an electric grid requires a continuous power balance between supply and demand [1, 2] . While ancillary services such as load following and frequency regulation have been proposed to compensate 10 for such mismatches [3, 4] , obtaining more precise and reliable forecasts remains as a crucial step towards renewable energy integration [5].
Wind Speed Forecasting Methods
Among different renewable energy resources, wind energy is one of the most attractive energies and its development has been radically increased 15 around the world. According to a report, total wind power capacity in the world has doubled every three years since 2000 and reached an installed capacity of 197 GW in 2010 and 369 GW in 2014 [6] . Wind power can be forecasted directly; however, forecasting wind speed and then converting the speed forecasts to power forecasts using commercially available wind turbine 20 power curves is generally considered as a better approach [7] . This approach is more effective as, for example, wind turbines with different ratings in a wind farm might experience the same wind speed but have different wind power [8] . Therefore, we focus on wind speed forecasting in this paper.
Wind speed forecasting approaches can be classified to various cate-25 gories: (i) shorter-term forecasting vs. longer-term forecasting, (ii) datadriven methods vs. model-based methods, and (iii) point forecasting vs. probabilistic forecasting. There are advantages and disadvantages associated with each approach. For instance, data-driven models are widely considered to be the most competitive methods for higher temporal resolutions due to the slightly changing wind speeds during these periods [9] . Recently, the main interest has turned from individual models to advanced combination models, which leverage the unique advantages of combining several single models in order to mitigate the prediction errors [10, 11] . Also much effort has been devoted at the last few years to the wind speed forecasting meth-
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ods accounting for the data collected from both the site of interest and other points (wind farms and meteorological stations) on its surrounding region over a reasonable period of time. In order to utilize both two state-of-art approaches, we aim to perform short-term point forecasting based on a twostage model that combines a data preprocessing method, namely Wavelet
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Transform (WT), and a spatio-temporal model in this paper.
WT-based Spatio-Temporal Wind Speed Forecasting
The main objective of data preprocessing models is to realize a preliminary process on data sets by decomposing the nonlinear time series into more stationary sub-series which are generally easier to analyze. Among 45 various techniques, WT-based methods can be pointed out as the prevailing approach in wind forecasting due to its easy implementation and adaptive ability of time-frequency analysis [10] . The benefits of WT on the prediction performance have been proven for forecasting approaches using both linear and nonlinear models. Catalão et al. [12] present an approach which com-50 bines WT and Neural Network (NN) for short-term wind power forecasting. Several approaches are studied for wind speed forecasting which utilize WT, wavelet packet decomposition and Artificial Neural Network (ANN) [13] . Support Vector Machines (SVM), which is closely related to ANN in terms of its structure, is also used in combination with WT [14] . Liu et al. [15] 55 also propose a model based on WT and SVM, in which the parameters of SVM are optimized using Genetic Algorithm (GA). A hybrid model consists of two-layer WT and Artificial Bee Colony (ABC) algorithm-based Relevance Vector Machine (RVM), which has a sparser representation compared to SVM, is also presented for speed forecasts [16] . In [17] , WT is utilized in 60 combination with a Feed Forward Neural Network (FFNN) model for wind power predictions with the objective of increasing the efficiency in a standalone system.
In this study, we first apply WT for decomposing the wind speed data into some sub-series. We then apply our proposed spatio-temporal wind speed forecasting method on each sub-series. We show that the overall procedure improves the prediction performance. Spatio-temporal forecasting approaches combine spatial information from different locations in a geographical area to get higher-accuracy predictions compared with predictions generated only using local data. The underlying assumption is that a con-siderable correlation exists between data of target meteorological station and data from the stations in its vicinity. It is expected that these correlations also appear in the wind forecasts, possibly with some time lags depending primarily on the wind speed and distance between the sites. The potential benefits of these models and the analysis of the contribution of each input 75 candidate on the system performance have been investigated in a number of studies. Alexiadis et al.
[18] present an ANN-based spatio-temporal technique for wind speed and power forecasts up to several hours ahead. A fuzzy model using data from various stations in and around a wind farm is put forward by Damousis et al. [19] in order to benefit from autocorrelation 80 and cross-correlation between a set of wind speed data. Gneiting et al. [20] introduce a wind speed prediction method, namely the Regime Switching Space-Time Diurnal (RSTD) model, which is based on spatial and temporal information. This approach is enhanced by Hering and Genton [21] in the Trigonometric Direction Diurnal (TDD) model, incorporating wind direction 85 in the model. Tastu et al. [22] present different data-driven models (such as Autoregressive (AR)-based models) in order to investigate the relation between various variables and the corresponding forecast error. Similarly, multivariate AR models are used to exploit geographically dispersed wind data by Hill et al. [23] . Xie et al. [24] propose a probabilistic forecast model based 90 on TDD model including spatial as well as the temporal correlations and geostrophic wind information. Dowell et al.
[25] present an adaptive filter for wind speed and direction forecasting on the basis of spatial correlations at neighbor areas. A method with probabilistic wind generation power forecasts is developed in [26] taking the spatial information into account. Wind 95 farm generation forecast is studied in another work [27] by applying spatiotemporal analysis to data from multiple classes of wind turbines, in which finite-state Markov chain models are obtained for short-term forecasts.
Our Contribution
We propose a novel spatio-temporal approach for wind speed forecast-100 ing. Our contributions are as follows. We first show that there exist lowdimensional structures governing the interactions among a set of meteorological stations, and exploiting such structures significantly enhances forecasting performance. We formulate the forecasting task as a linear inverse problem. We then use tools from structured-sparse recovery to find a block-sparse 105 solution. The proposed approach dynamically determines the wind speed 4 data set to be used in the forecast of the target station for the following prediction horizon. In other words, the proposed algorithm determines the contribution of each meteorological station on the next forecast by assigning them coefficients proportional to their similarities with the recent data 110 of the target station. Contrary to the widely-used conventional time series methods considering predefined structures in which the order of each meteorological station is determined once and then kept constant during all of the prediction periods, the proposed adaptive algorithm provides an up-to-date input set for each prediction horizon without realizing the time-consuming 115 order selection process. Thus, the model structure of the proposed algorithm helps improve the prediction accuracy, especially for longer prediction times including daily, seasonal, and annual cycles in weather conditions. Second, we show that combining the WT with the proposed spatiotemporal method further improves the forecasting accuracy, particularly for 120 wind profiles with high up and down ramps. Furthermore, the indicated improvements are accomplished using a smaller training data set for the proposed algorithm while usually larger data sets are included in other benchmark methods considered in this paper for obtaining reasonable results. Lastly, our analysis shows that the proposed method results in highly con-125 centrated prediction error values which further facilitate the applicability of the forecasts in energy market commitment and dispatch.
Paper Organization
In Section 2, forecasting problem is formulated and the proposed algorithms are presented in Section 3 with their related concepts. In Section 4, 130 the proposed method is applied on real wind speed data and the results of a comparison against a set of benchmark methods are provided. We provide some additional information about the methods in Section 5. Section 6 summarizes our results and propose future directions.
Modeling Framework
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One can represent the output of a system as a weighted linear combination of its past observations. This representation is often referred to an AR model. This framework can be extended to a more general setting in which the output variable is a P -dimensional vector. The so-called Multivariate Autoregressive (M-AR) model of order n can be given as
where X j ∈ R P ×P is a coefficient matrix for the j-th time lag and e(t) is the noise component. Let y i t be the wind speed of the i-th meteorological station at time t (t = 1, 2, . . . , M + n). The M-AR model (1) for each station can be recast in a format as given in (2), where N := nP .
In the training phase, our task is to recover a vector x ∈ R N that best 140 explains the measurements b ∈ R M and A ∈ R M ×N . As can be seen from (2), x has a block structure in which the coefficients belonging to each station appear in one vector-block.
Compressive Spatio-Temporal Wind Speed Forecasting based on Wavelet Transform
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The proposed prediction model consists of three stages, as shown in Fig. 1 . In the first stage, the original wind speed time series of the target location is decomposed by WT into a certain number of more regular components which have different frequency bands. In the study, a second-level Wavelet decomposition is employed, therefore three subsets are extracted from the original are used as inputs. It is also to be noted that a forecasted sub-series is obtained for each extracted component using a CST-WSF model having different model parameters (i.e., order values), which are determined regarding the prediction horizon considered and the profile of component type applied to the model as input. For instance, lower order levels are generally selected 160 for the relatively short prediction horizons and relatively stable component profiles. Finally, the single component forecasts are aggregated to build the original wind speed time series forecast.
In order to forecast each sub-series, we claim that only a few meteorological stations have a high correlation with the target station among a large
. . .
number of stations. Under the assumption of sparsity of the interconnections, we show that x contains a particular format. In fact, the non-zero entries of the recovered solution appear in a limited number of block locations, chosen based on their contribution to the output of the target station. These vectors are called block-sparse. For a particular meteorological station, we then solve the augmented minimization as:
We namely call this algorithm CST-WSF. As mentioned before, the final forecasts of the original series is obtained by aggregating the the predictions 165 of each sub-series. Different approaches employed in our study are briefly explained in the following subsections.
Wavelet Transform
WT decomposes a time series into different data sub-series at different frequency levels: one approximation subset which represents the general trend 170 of the signal and multiple detail subsets which include more volatile fluctuations on different levels, as shown in Fig. 1 . These subsets exhibit relatively more stationary behavior than the original time series, which facilitates the prediction task and thereby lowers the overall prediction errors.
WT can be divided into two classes, namely, Continuous Wavelet De-composition (CWT) and Discrete Wavelet Decomposition (DWT) in which the wavelets are discretely sampled. In the literature of wind forecasting, DWT is generally preferred due to its efficiency in providing the appropriate information with a more reasonable computational time compared to CWT. Besides, the number of decomposition level, which is another essential pa-rameter in WT, can be determined by comparing the similarity between the approximation level and the original wind speed time series. Considering more decomposition levels results in more stationary subsets; however, high number of levels might cause decomposition information loss and thus large prediction errors in forecasting. Therefore, the number of decomposition level
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is mostly limited to a small number ranging from 2 to 4 in wind speed and power forecasting studies [16, 17, 28, 29] . Selection of the mother wavelet has also a considerable effect on the profile of the decomposed levels, hence on the prediction performance. The Daubechies wavelet of order 4 (Db4) is proposed in the wind forecasting literature as the most suitable type of 190 mother wavelet, due to its ability of providing a balance between wavelength and smoothness [30] . Considering the above-mentioned characteristics of WT, in our study, a second-level DWT, which generates one approximation (A2), and two detail components (D1 and D2), is used with the mother wavelet of Db4. We 195 particularly analyzed the effects of these parameters on the forecasting performance of the proposed models for the wind speed data considered in the case studies. For detailed explanations about the method and parameter selection, please see [12, 14] .
Background on Compressive Sensing (CS)
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CS is a recent paradigm in signal processing which allows recovery of a signal from its underdetermined measurement set under given conditions on the matrix A [31] and under the assumption of signal sparsity. CS recovery algorithms provide tools to recover a K-sparse signal x ∈ R N from its measurements b = Ax ∈ R M where A ∈ R M ×N is the measurement matrix 205 with M < N . A K-sparse signal x ∈ R N is a signal of length N with K non-zero entries where K < N . From basic linear algebra, one knows that there are infinitely many possible solutions to the inverse problem b = Ax. If A satisfies some conditions, then CS is guaranteed to find the sparsest solution among others.
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Various recovery guarantees have been presented in the literature of CS and these methods can be categorized into two classes, namely convex optimization algorithms such as Basis Pursuit (BP) [32] and greedy algorithms such as Orthogonal Matching Pursuit (OMP) [33] and Compressive Sampling Matching Pursuit (CoSaMP) [34] .
Uniform CST-WSF
As mentioned earlier, we use CS tools for a block-sparse recovery:
where N = nP . A signal x ∈ R N is called block K-sparse if it has K < P non-zero blocks.
Over the past years, several CS algorithms have been proposed for dealing with additional structures in the sparse signal to be recovered. In our work, we use Block Orthogonal Matching Pursuit (BOMP) algorithm [35, 36] for block sparse recovery [37] . In order to find a block-sparse solution to the equation b = Ax, the BOMP steps are given in Algorithm 1, where
Due to the block sparsity of x, the observation vector b can be given as a 220 combination of the columns of A, with the selections of columns occurring in clusters due to the block structure of the sparsity pattern in x. BOMP attempts to identify the participating indices by correlating the measurements b against the columns of A and comparing the correlations between different blocks. Once a considerable block has been found, its influence is removed 
N is called nonuniform block K-sparse if it has K < P non-zero blocks.
Remark 1. A nonuniform block K-sparse signal is a generalization of a uniform block K-sparse signal (Definition 1) whose blocks are allowed to 245 have different length.
, the BOMP algorithm 1 can be used for recovery of x with A i ∈ R M ×n i . So as to find the order set
, we apply auto-and cross-correlation analyses. The orders are then adjusted for the best forecasting performance.
Case Study of 57 Meteorological Stations in United States
In this section, we apply our CST-WSF approaches together with WT to real wind speed data of an area in the east coast of the United States. These states generally face wind profiles with high speed all over the year and also, it is possible to find regions in these states contaning a large number of 255 stations close to each other.
Data Description
Hourly wind speed data from a combination of weather stations and airports (Meteorological Terminal Aviation Routine (METAR) data) in four states of United States is used in the case study. Fig. 2 illustrates the area 260 including the states Massachusetts, Connecticut, New York and New Hampshire [38] , and the location of 57 stations from which the measurements are taken. A station (circled in red) located on an island, namely Nantucket Memorial Airport (ACK), is chosen as target station due to its relatively higher wind speed profile and its good cross-correlations with other stations
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(probably caused by the prevailing wind directions of northwest and southeast).
The simulations are performed for an approximately three-month period in 2014 during which data is available for all stations. Various performance metrics are calculated for the proposed model as well as several benchmark 270 methods are provided in related tables for this three-month period; however, only the results associated with a two-week period from February 6, 2014 to February 20, 2014 are presented in the figures in order to avoid data redundancy. This two-week period has the most irregular wind profiles in the data set used in the study and thus shows the contribution of the proposed 275 model more clearly. Note that a period of 14 days (for instance, the data from January 23, 2014 to February 6, 2014 for the two-week test period selected for the illustration of the model performances) is used for the proposed models as the training data set while a period of 30 days is used for the AR model and ANN-based benchmark models (WT-ANN and ANN-based spatio-temporal) due to their model structure dependency on relatively large data sets for having effective forecasts.
Comparison with Other Benchmark Algorithms
We compare CST-WSF based on WT with temporal and spatio-temporal wind speed forecasting algorithms for two different prediction horizons, 6-h and 24-h. For temporal forecasting, we first consider AR model, which is the fundamental model in traditional time series models [39] . Then, we consider an advanced prediction method, which integrates WT with ANN to capture the existing nonlinearity in time series of wind speed. In this method, wind speed series is decomposed to a set of sub-series by WT and 290 each sub-series is estimated separately employing an ANN model (see [17] for more details). Figure 3 shows the results of temporal methods in which a multi-step recursive approach is adopted for a time period of 14 days with 24-h updates.
As can be seen, the considered temporal ANN-based method provides 295 reasonable forecasting compared to the AR model. In addition to temporal methods, we employ two spatio-temporal methods in our comparison. We consider a spatio-temporal model based on NN [40] and also an M-AR approach using Least Squares (LS) [22] . Fig. 4 shows the superiority of incorporation of spatial information in forecasting as compared to the methods 300 using only temporal data. We only report the 24-h ahead predictions of the benchmark models for the sake of saving space. In fact, 24-h predictions are of more importance for power system operations and more appropriate for showing the efficiency of a wind forecasting model [5] . For detailed information about the 6-h 305 predictions see [41] .
Uniform and Nonuniform CST-WSF based on WT
The proposed CST-WSF approaches are applied in this section. A coefficient vector x is calculated every 6 or 24 hours in the simulations. In other words, x is updated every 6 or 24 time steps (each of which is 1 hour) based 310 on new measurements. Also, a recursive process, in which the forecast of all stations at time n + M + 1 (ŷ i n+M +1 , ∀i) is incorporated to the matrix A for the subsequent forecasts at time n + M + 2 (ŷ i n+M +2 , ∀i), is employed in wind speed predictions and this process continues through the prediction horizon. The matrix A is then updated for another 6 or 24 steps with the real data 315 measured during the previous prediction horizon.
The forecasting results for the uniform CST-WSF model and for the nonuniform CST-WSF model for the 6-h case are shown in Figs. 5(a) and 5(b), respectively. The results are superior to the benchmark methods explained in the previous section. Lastly, the uniform and nonuniform CST-WSF al-gorithms together with WT method are applied, as shown in Fig. 6 .
With the objective of better observing the performance of the proposed methods for 6-h predictions, the associated Mean Absolute Error (MAE), Root Mean Squared Error (RMSE) and Normalized Root Mean Squared Error (NRMSE) are compiled in Table 1 for models explained in this paper 325 for the whole simulation period, i.e., nearly three months. As can be seen, the proposed algorithms outperforms the temporal and spatio-temporal models. Besides, incorporation of the WT leads to an important decrease in error metrics. Considering the NRMSE, nonuniform CST-WSF based on WT achieves a reduction of 36.03% and 28.11% compared to the WT-ANN and LS-based spatio-temporal models, respectively.
The simulation studies are repeated for examining the performance of the proposed models in longer prediction horizons. The results of both CST-WSF methods are given in Fig. 7 , respectively. As mentioned in the previous section, the uniform and nonuniform CST-WSF approaches are applied to the 335 decomposed wind speed series of the target station to increase the prediction performance. For this purpose, first, the decomposed levels of the wind speed data used in the training stage are derived, as shown in Fig. 8 . The future values of the Wavelet components are then forecasted separately using modified CST-WSF algorithms. Figure 9 shows the forecasted values for each
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Wavelet components (A 2 , D 1 and D 2 ) during the two-week test period. As can be seen from Fig. 9(a) , the forecast accuracy is significantly high due to the relatively stable profile of A 2 component, as explained before. On the other hand, the sub-series shown in Figs. 9(b) and 9(c) have a volatile characteristic since these high-frequency time series represent the sudden changes 345 in wind speed, which makes it difficult to achieve reasonable results. However, the erroneous wind speed forecasts obtained for these components do not cause a considerable damage to the total prediction accuracy because of their generally low wind speed magnitude compared to that of A 2 component. Finally the predictions of the uniform and nonuniform CST-WSF 350 approaches based on WT are given in Fig. 10 .
As seen from Fig. 10 , sub-series with lower fluctuations are predicted with a lower prediction error. WT method improves the error particularly in areas with high ramp. This is illustrated in Fig. 11 by zooming in the periods in which the improvements are more distinctive. Decomposition of the wind speed data enables us to predict each of the sub-series with different model orders depending on the characteristics of the data. As a result, an improved performance is achieved in forecasting the original time series. The associated performance metrics are listed in Table 2 for the whole simulation period.
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The proposed models are even more effective for longer prediction horizons, as seen from Table 2 . In terms of NRMSE values, nonuniform CST-WSF approach based on WT provides an improvement of 28.11% for 6-h and 35.95% for 24-h predictions compared to the LS-based spatio-temporal model.
Apart from the capability of capturing high ramps, the other key benefit 365 of WT method is that it helps to decrease prediction errors for longer prediction horizons [10] . Fig. 12 shows the variation of the percentage errors as a function of forecast horizon up to 36 hours. As can be seen, there is a relatively linear relation between the percentage error and time for shorter prediction time horizons for both of the models. The error percentages be-370 come more steady for the longer prediction horizons, particularly with the method using WT. In other words, WT allows CST-WSF approach to extend its prediction horizon effectively by revealing the long-term trend in wind speed series. For further analysis, Fig. 13 shows the block-sparse coefficient vectors for 375 both CST-WSF models. In Fig. 13 , only a few of the blocks in both CST-WSF approaches are non-zero. These blocks represent the most correlated stations with the target station and it can be pointed out that these stations are commonly the same for both cases. The correlated stations are substantially associated with the wind speed, wind direction, distance to the target station,
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and geographical layout of the region. Therefore, the correlation level of each station is changed continuously over time. Figure 14 shows the normalized correlation values for each station during two consecutive 14-day periods. A higher score indicates that there is a relatively high correlation between the target site and the corresponding site 385 for most of the prediction times (i.e. 24 h) in the given period. Figure 14 indicates two important points: (i) only some stations are dominant in each 14 days and (ii) the dominant structure is changing over time, even for the consecutive periods.
Lastly, Fig. 15 shows the distribution of the predictions errors over the 390 test period. The highly concentrated error values obtained with the proposed models indicate less requirement for regulating reserve capacity, which can be pointed out as another benefit of the proposed models.
Discussion
In this paper we propose a CST-WSF method in order to accomplish 395 high-accuracy forecasts and combined this approach with WT to improve the forecasting performance, particularly for longer prediction horizons due to their importance in power system operations such as unit commitment and scheduling. Combining various models, in fact, might cause the wind speed forecasting to be more complicated. However, this potential drawback can be 400 compromised and justified considering the high performance of the combined models over the individual models (Please see [10] for further information and a large number of examples). Besides, we choose a deterministic approach in our forecasting framework. One might take a probabilistic approach towards forecasting where statistical 405 testing should be performed to evaluate the forecasting algorithm. As our approach is deterministic and we are not assuming any probability distribution on the wind speed time series data, we can only compare our approach to other approaches that follow a deterministic framework. The metrics based on which we decide our algorithm is superior to other considered algorithms 410 are the ones listed in Tables 1 and Table 2 .
It is worth noting that our spatio-temporal approach can be used for wind power forecasting, with only minor modifications. In our paper, one of the reasons of choosing forecasts of wind speed is the data availability. In order to emphasize the contribution of spatial data on forecast performance, 415 a larger data set measured within the same area for a reasonable period is required; however, finding such a data set including power information of many wind power plants located in the same area is generally not possible. Furthermore, in the case of power data, the forecasts might be sometimes complex if wind farm includes wind turbines with different capacities. In 420 this case, in order to forecast the power output of different turbines, the model must be performed for several times, with different input data and possibly different model parameters, which results in a considerably increased computational load. However, the power forecast of each turbine can be easily calculated by using the power curve of the related turbine once the common 425 speed forecasts of the area are obtained. Therefore, one can claim that wind speed forecasting approach is more effective in terms of calculation time compared to the power forecasting approaches for the wind plants having various types of turbines.
Lastly, the most representative features apart from the wind speed, such as wind direction, temperature and pressure, can be included easily in the proposed model structure for the purpose of increasing accuracy. In this case, the proposed algorithm can also remove the requirement of such a feature selection process in forecasting. This is because the algorithm already assigns a higher value to the most informative variables in a continuously 435 updated coefficient determination process. Therefore, potentially and with some considerations, all of the available features can be applied to the proposed forecasting approach without realizing a time-consuming data selection treatment.
Conclusion
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In this paper, we present two approaches, called uniform and nonuniform CST-WSF, for short-term wind speed forecasting. These approaches are based on CS and structured-sparse recovery algorithms and exploit the sparsity of the correlations between a large number of weather stations. We showed that the proposed method provides significantly improved the fore-445 casts compared to various benchmark models and advanced spatio-temporal approaches. Moreover, we enhanced the prediction performance considerably utilizing WT as part of the proposed forecasting scheme.
There are several future directions for this work. Our first objective is to employ the CST-WSF approach on a larger data set. Our conjecture is that 450 the proposed forecasting approach have a better performance when applied to a larger collection of stations. Including different weather variables such as wind direction, pressure and temperature in the proposed algorithm is another future work. Investigating the impact of more accurate short-term forecasts on the energy markets is yet another direction. Lastly, the perfor-455 mance evaluation of the proposed approach for different Wavelet parameters (decomposition level, type of mother Wavelet, etc.), particularly for some special cases such as very short-and very long-term forecasts, ramps of wind speed, and very small and very large training data sets, is considered as a future study. 
