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ABSTRACT
MASSIVE GRAPH ANALYSIS
IN THE DATA STREAM MODEL
MAY 2019
SOFYA VOROTNIKOVA
B.Sc., UNIVERSITY OF MASSACHUSETTS AMHERST
M.Sc., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Andrew McGregor
Graphs have become an abstraction of choice in modeling highly-structured data.
The need to compute graph-theoretic properties of datasets arises in many applica-
tions that involve entities and pairwise relations between them. However, in practice
the datasets in question can be too large to be stored in main memory, distributed
across many machines, or changing over time. Moreover, in an increasing number of
applications the algorithm has to make real time decisions as the data arrives, which
puts further limitations on the time and space that can realistically be used. These
characteristics render classical algorithmic approaches obsolete and necessitate the
development of new techniques. The streaming model of computation takes these
challenges into account, providing a trade-off between the resources used by the al-
gorithm and its accuracy. A graph stream is defined by a sequence of edge insertions
(and sometimes deletions) into an initially empty graph. The objective is to compute
v
a certain property of the graph at the end of the stream while minimizing the amount
of space the algorithm uses. In this model, we explore fundamental graph-theoretic
problems that also serve as important primitives in massive graph analysis. Our
results can be divided into three main categories:
• Finding large matchings and related problems. We describe two op-
timal algorithms for finding large matchings in dynamic (insert-delete) graph
streams—an approximation of an arbitrary maximum matching and an exact
algorithm under the assumption that the matching is of certain size. We also
show how the techniques developed in these algorithms can be used to solve a
variety of related problems such as vertex cover and hitting set in hypergraphs.
We then concentrate on estimating just the size of the matching and present a
series of sublinear results for the class of low arboricity graphs.
• Counting the number of cycles. We fully resolve in which settings there
exist algorithms approximating the number of fixed length cycles that do not
store the entire graph. For cycles of length five or greater, we show that no
such algorithms exist. For triangles and four-cycles, we describe several count-
ing results and a few lower bounds for the insert-only model, considering such
parameters as the number of passes taken over the stream and its ordering.
• Vertex ordering problems in directed graphs. We consider such fun-
damental problems as topologically sorting a directed acyclic graph (DAG),
checking whether the input is in fact a DAG, and finding a minimum feedback
arc set. It can be shown that when the input graph is arbitrary, these problems
have high space complexity in the streaming model. Thus, we concentrate on
designing algorithms for tournaments and a certain family of random graphs.
Together, these results complement the much more mature body of work on
algorithms for undirected graph streams.
vi
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CHAPTER 1
INTRODUCTION
Over the past few decades, there has been a huge influx of data: sensor data,
scientific data, traffic and weather data, social media data — data that is much larger,
more diverse, and generated at a much higher rate than ever before. In response to
that, a great volume of research has been devoted to processing and analyzing massive
datasets arising in many areas of study. We concentrate on data that can be modeled
as a graph and try to find the tools to compute its properties while using limited
resources.
Graphs have become an abstraction of choice in modeling highly-structured data.
The need to compute graph-theoretic properties of datasets arises in many applica-
tions that involve entities and pairwise relations between them. We explore a number
of fundamental graph-theoretic problems that also serve as important primitives in
massive graph analysis. Our results can be divided into three main categories: finding
large matchings (and considering related problems such as vertex cover and hitting
set), counting the number of fixed length cycles in a graph, and solving vertex or-
dering problems in directed graphs. While we approach these problems from the
graph-theoretic standpoint, all of them have real-life applications. Large matchings
have been widely used for ad allocation in internet advertising. Subgraph counting
has many applications in data mining and analyzing the structure of large networks.
In particular, triangle counting arises in spam detection, social network analysis, mo-
tif detection in protein interaction networks, and evaluation of large graph models.
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Finally, a lot of real-life datasets can be viewed as directed graphs, e.g., hyperlinks,
citations, and Twitter “follows” all correspond to directed edges.
Classical graph algorithms assume random access to the entire input loaded into
memory. However, in practice the datasets in question can be too large to be stored
in main memory, distributed across many machines, or changing over time. Moreover,
in the increasing number of applications the algorithm has to make real time decisions
as the data arrives, which puts further limitations on the time and space that can
realistically be used. These characteristics render classical approaches obsolete and
necessitate the development of new techniques.
1.1 Streaming Model
The streaming model of computation takes these challenges into account, provid-
ing a trade-off between the resources and accuracy as a feasible way of processing
modern data. In the standard definition, we are provided with a sequence (stream)
of updates of an initially zero vector v = 〈v1, v2, . . . , vn〉. Updates are of the form
(i, a), where a is added to the entry vi of the vector and, depending on the model,
can be strictly positive or either positive or negative. The objective is to minimize
the amount of information stored while passing over the stream, that still allows us
to compute or approximate a given function of v.
Over the last decade, a growing body of work has considered solving graph prob-
lems in the data stream model. A graph stream consists of a sequence of edge in-
sertions (and possibly deletions) into an initially empty graph. In this case, we can
view the adjacency matrix of the graph as the “vector” that is being updated. Most
of the early work considered the insert-only variant of the model where the stream
consists only of edges being added to the graph. Insert-only graph streams can be
viewed as a restricted way of accessing the graph, which can be beneficial to con-
sider if random access is not an option. For example, reading data from an external
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memory device can be a lot faster if done sequentially. Or the data in question
might be distributed, in which case edge-by-edge access is just an extreme case of
batch-by-batch. Recently, however, there has been a significant amount of interest
in being able to process dynamic graph streams where edges are both added and
deleted [1, 3–5, 19, 24, 56, 58, 75, 76], which can be seen as reading a log of graph evo-
lution or even monitoring updates in real time. In the most restricted version of the
model, edge updates come in arbitrary order and we are only allowed to take one
pass over the stream. For certain problems, more relaxed variations of the model
have been considered such as the
• random order model where edges are inserted/deleted in random order
• adjacency list model where edges incident to the same vertex arrive together
• multipass model where several passes over the stream are allowed
Several works also considered restricting the input to a particular class of graphs
based on solution size [29,30], maximum degree [66,96], or arboricity [29,34,46,92] of
the graph. In general, the main advantage of keeping the model quite restricted, yet
considering as general a problem as possible, is the development of techniques that
extend to other models (including online, distributed, and parallel algorithms) and
can be used in a variety of real-life applications.
Most streaming algorithms are based on the surprising efficacy of using ran-
dom linear projections, aka linear sketching, for solving combinatorial problems.
Problems admitting the use of this technique include testing edge connectivity [3]
and vertex connectivity [58], constructing sparsifiers [4, 5, 75], approximating the
densest subgraph [19, 47, 91], correlation clustering [1], and estimating the number
of triangles [24]. In addition, a large body of work has focused on finding bet-
ter approximation algorithms for finding large graph matchings in the data stream
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model [2,26,35,36,43,50,55,59,73,74,81–83,89,113]. For a recent survey of the area,
see [90].
While a significant amount of work has been done on streaming algorithms for sim-
ple graphs, there has not been quite as much attention to hypergraphs [42,58,78,98,
101, 106]. Naturally, extending results to hypergraphs builds upon the original ideas
for simple graphs. However, the combinatorial structure that needs to be analyzed is
far deeper as the interactions between larger sets become more complicated.
Another underrepresented area of streaming research concerns directed graphs.
The handful of exceptions include multipass algorithms emulating random walks in
directed graphs [64, 102] and establishing prohibitive space lower bounds on finding
sinks [61] and answering reachability queries [51]. This is rather unfortunate, given
that many of the massive graphs often mentioned in the context of motivating work
on graph streaming are directed.
4
CHAPTER 2
PREVIOUS WORK AND OVERVIEW OF RESULTS
2.1 Maximum Matching and Related Problems
The problem of finding maximum matchings in graphs has been widely studied
by mathematicians for over a hundred years. It is also the most well-studied graph
problem in the data stream model. Maintaining a 2-approximation to the maximum
matching in an insert-only stream can be straightforwardly done by greedily main-
taining a maximal matching [50]. This remains the best algorithm discovered thus
far for a single pass arbitrary order stream. It was also shown that no single pass
algorithm using O(n polylog n) space can beat an e/(e − 1) ≈ 1.58 approximation
factor, see Goel et al. [55] and Kapralov [73]. If the edges of an insertion only stream
are assumed to arrive in random order as opposed to an adversarial order, Konrad
et al. [82] were able to obtain a streaming algorithm with an approximation factor of
1.988. For dynamic streams, Assadi et al. [13] showed that any sketching algorithm
computing a λ approximate matching requires Ω(n2/λ3) space, see also the earlier
work by Konrad [81]. Since linear sketches can be used to obtain lower bounds of dy-
namic graph streams [6], this result gives a lower bound for maintaining approximate
matchings in dynamic graph streams.
Parameterization by Solution Size: Matching, Vertex Cover, and Hit-
ting Set. The concept of parameterized stream algorithms was introduced by Chitnis
et al. [30] and Fafianie and Kratsch [49]. Their work investigated a natural connection
between data streams and parameterized complexity. In parameterized complexity,
the time cost of a problem is analyzed in terms of not only the input size but also
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other parameters of the input. For example, while the classic vertex cover problem is
NP complete, it can be solved via a simple branching algorithm in time 2k · poly(n)
where k is the size of the optimal vertex cover [38, 52]. An important concept in
parameterized complexity is kernelization in which the goal is to efficiently transform
an instance of a problem into a smaller instance, such that the smaller instance is a
“yes” instance (e.g., has a solution of at least a certain size) iff the original instance
was also a “yes” instance. For more background on parameterized complexity and
kernelization, see [38,52]. Parameterizing the space complexity of a problem in terms
of the size of the output is a particularly appealing notion in the context of data
stream computation. In particular, the space used by any algorithm that returns an
actual solution (as opposed to an estimate of the size of the solution) is necessarily
at least the size of the solution.
In Section 3.1, we present a simple but powerful subgraph sampling primitive
that is applicable in a variety of computational models including dynamic graph
streams and distributed systems such as MapReduce. This primitive will be useful for
parameterized problems whose output has bounded size and also for those where the
optimal solution need not be bounded. In the case where the output has bounded size,
our results can be thought of as kernelization via sampling, i.e., we sample a relatively
small set of edges according to a simple (but not uniform) sampling procedure and
can show that the resulting graph has a solution of size k iff the original graph has
an optimal solution of size k.
In Section 3.2, we prove the following result for computing a matching in the
dynamic streaming model: an O˜(k2) space algorithm1 that returns the edges of a
maximum matching on the assumption that its cardinality is at most k. Our algorithm
has O˜(1) update time. The best previous algorithm [30] collects min(deg(u), 2k) edges
1We use O˜(·) notation to hide factors polynomial in log n and/or −1.
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incident to each vertex u and finds the optimal matching amongst these edges. This
algorithm can be implemented in O˜(kn) space where n is the number of vertices in
the graph.
We next show that our sampling method also applies to the problem of finding the
minimum vertex cover and its generalization, minimum hitting set. The hitting set
problem can be defined in terms of hypergraphs: given a set of hyperedges, select the
minimum set of vertices such that every hyperedge contains at least one of the selected
vertices. If all hyperedges have cardinality two, this is the vertex cover problem.
There is a growing body of work analyzing hypergraphs in the data stream model [42,
58,78,98,101,106]. For example, Emek and Rose´n [42] studied the following set-cover
problem which is closely related to the hitting set problem: given a stream of hy-
peredges (without deletions), find the minimum subset of these hyperedges such that
every vertex is included in at least one of the hyperedges. They present an O(
√
n)
approximation streaming algorithm using O˜(n) space along with results for cover-
ing all but a small fraction of the vertices. Another related problem is independent
set, since the minimum vertex cover is the complement of the maximum independent
set. Halldo´rsson et al. [60] presented streaming algorithms for finding large indepen-
dent sets but these do not imply a result for vertex cover in either the insert-only or
dynamic setting.
In Section 3.3, we present a O˜(kd) space algorithm that finds the minimum hitting
set in a dynamic hypergraph stream. Here d is the cardinality of the input sets and k
is an upper bound on the cardinality of the minimum hitting set. We prove the space
use is optimal and matches the space used by previous algorithms in the insert-only
model [30,49]. Again, our algorithm can be implemented with O˜(1) update time. The
only previous results in the dynamic model were by Chitnis et al. [30] and included
a O˜(kn) space algorithm for the vertex cover problem. They also provide a O˜(k2)
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space algorithm under a much stronger “promise” that the vertex cover of the graph
defined by any prefix of the stream may never exceed k.
In Section 3.3, we generalize our exact matching result to hypergraphs. And in
Section 3.4, we show that this result is also optimal.
Approximating Large Matchings. Our next result in Section 3.5 is an optimal
O˜(n2/λ3) space algorithm that returns a λ-approximation for matchings of arbitrary
size. For example, this implies an n1/3 approximation using O˜(n) space, commonly
known as the semi-streaming space restriction [89, 94]. We show that the same sam-
pling technique as above can be used to find a matching of size k/λ, given that there
exists one of size greater than k. We then run multiple copies of the algorithm in
parallel, corresponding to different guesses for k, which provides an approximation
for arbitrary size matchings.
Matching Size Estimation in Low Arboricity Graphs. To bypass the Ω(n)
lower bound required to store a matching, recent research has begun to focus on only
approximating the size of matchings, resulting in several algorithms with sublinear
space bounds, even with respect to the number of vertices. We continue this line of
work, and present several results for estimating matchings using o(n) space.
Most previous papers on estimating matching sizes in streams focus on classes of
sparse graphs, either by limiting the degree of each vertex [74], or more generally by
assuming bounded arboricity [37,46]. The arboricity of a graph G(V,E) is defined as
α := max
U⊆V
⌈ |E(U)|
|U | − 1
⌉
Equivalently, the arboricity can be defined as the minimum number of forests into
which the edges of the graph can be decomposed. For example, planar graphs have
arboricity at most 3. Recently, Esfandiari et al. [46] showed a surprising result,
presenting a (5α + 9)(1 + ) approximation using O˜(αn2/3) space in the insert-only
streaming model. In the case of planar graphs, this corresponds to a 24 +  approx-
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imation. Their algorithm relies on an interesting structural result that relates the
size of the maximum cardinality matching in a graph G of arboricity α to the num-
ber of vertices of “high” degree and the number of edges whose endpoints are both
“low” degree. Specifically, they show that if match(G) is the size of the maximum
cardinality matching in G, then
match(G)/2 ≤ (h+ s)/2 ≤ max(h, s) ≤ (2.5α + 4.5) match(G)
where h is the number of vertices with degree greater than 2α+3 and s is the number
of edges that remain after all such vertices are removed. The result then reduces the
problem of estimating the matching to estimating the quantities h and s. A similar,
but weaker bound, is implicit in Czygrinow et al. [37].
In Section 4.1, we identify a new quantity that a) yields tighter bounds for
match(G) and b) can be approximated in the data stream model. For an edge
e = {u, v} we define xe = min
(
1
deg(u)
, 1
deg(v)
, 1
α+1
)
. Then we show that,
match(G) ≤ (α + 1)
∑
e∈E
xe ≤ (α + 2) match(G)
For example, for a planar graph α = 3 and hence
∑
e∈E xe determines match(G) up
to a factor of 5. For a bipartite planar graph (for such graphs, α = 2) the result can
be further improved to a factor of 3. The proof of this result has the advantage of
being conceptually simpler than the proof of Esfandiari et al. [46]. The main idea
is to consider fractional matchings, specifically “local” fractional matching where the
value of any edge e can be determined by only considering the edges incident to e.
Therefore, estimating
∑
e∈E xe allows us to estimate the matching size while losing
at most an (α + 2) factor. In Section 4.1.2, we show how to estimate this sum,
provided it is large enough. If the sum is too small to be efficiently estimated, we
simultaneously use a further algorithm to estimate the matching size. The algorithm
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in question depends on the presence or absence of deletions in the stream. In insert-
only streams, we can greedily maintain a maximal matching, resulting in a (α +
2)(1+ ) approximation using O˜(αn2/3) bits of space. In dynamic streams, we use the
algorithm from Section 3.2 as a sub-routine, which leads to a O˜(αn4/5) final algorithm.
A surprising result on this problem was recently proved by Cormode et al. [34].
They designed an ingenious algorithm for insertion-only streams that returned a
(22.5α + 6)(1 + ) approximation using O(α−3 log2 n) space. In Section 4.2, we
improve the approximation factor to (α+ 2)(1 + ) via a simpler and tighter analysis
and show that, with a modification and simplification of their algorithm, the space
required can be reduced to O(−2 log n).
In Section 4.1.1, we also show that it is possible to estimate match(G) up to a
factor α + 2 using only the degree sequence of G. This result immediately leads to
an O˜(1) space algorithm in the adjacency list streaming model, where the stream is
a concatenation of the adjacency lists of the graph.
Maximum Weight Matchings. For weighted matching, a sequence of results
improving on the approximation ratio have been recently published for insertion
streams [36,43,44,50,57,89,111,113].
Specifically, a number of papers presented algorithms using O˜(n) bits of space
that have steadily reduced the best known approximation ratio for maximum weighted
matching: Feigenbaum et al. [50] initially presented a 6 approximation; McGregor [89]
then presented a 5.828 approximation; this was reduced to 5.585 by Zelke [113]; then
to 4.911 by Epstein et al. [43]; and then to4 +  by Crouch and Stubbs [36]. The
best currently known algorithm is due to Paz and Schwartzman [97], who gave a
2 +  approximation. (See also a re-analysis of the same algorithm by Ghaffari [54]
with slightly improved space bounds.) This result essentially implies that any further
improvement to weighted matching will also improve unweighted matching.
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Building on similar approaches for parallel algorithms [110], and on approximate
matching computation in streams [36], in Chapter 5, we give a reduction from un-
weighted to weighted matching size estimation as follows: given a λ-approximation for
unweighted matching, there exists a 2(1 + )λ-approximation algorithm for weighted
graphs with a logarithmic increase in space. This reduction applies to any model,
including dynamic streams.
2.2 Cycle Counting
Subgraph counting is a fundamental graph problem and an important primitive
in massive graph analysis. It has many applications in data mining and analyzing the
structure of large networks. In particular, triangle counting and the related problems
of estimating the transitivity and clustering coefficients arise in spam detection [15],
community detection in social networks [18], identification of web pages with a com-
mon topic [39], and evaluation of large graph models [87]; see Tsourakakis et al. [109]
for an overview of applications.
Triangle counting has been studied in various models of computation for large
inputs, such as MapReduce [107], other parallel models [12,17], and external memory
models [11]. In the data stream model, triangle counting was first considered by Bar-
Yossef, Kumar, and Sivakumar [14]. Subsequent work has studied algorithms in a
number of streaming models [16,21,25,33,53,66,69,80,86,93,95,96]. Other subgraphs
have received less attention in the streaming community, with most work focused on
cycles and cliques [16, 88, 96] and a few papers considering arbitrary subgraphs of
constant size [16, 69,71].
We concentrate on the problem of counting the number of h-cycles (for constant h)
in two insert-only streaming models: arbitrary order and adjacency list. In discussing
our results and the related work, we use T to denote the number of h-cycles in the
graph. We also parameterize our algorithms in terms of T and various quantities in
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the algorithms will depend on it. Obviously, we do not know T in advance, but this
convention is widely adopted in the literature. A natural way to formalize this is
to phrase the problem as distinguishing between graphs with at most t h-cycles and
those with at least (1 + )t cycles, where t is an input parameter. In practice, the
quantities in the algorithms would be initialized based on a lower or upper bound (as
appropriate) for the unknown quantities.
2.2.1 Counting Cycles in Arbitrary Order Streams
Triangle Counting. In the single-pass arbitrary order model, Ω(m) space is
required to even distinguish between graphs with 0 and T triangles for any T < n [21],
and thus work has largely concentrated on providing space bounds parameterized by
properties of the graph, such as the maximum degree [66, 96], tangle coefficient [96],
number of paths of length two [53], or the maximum number of triangles sharing an
edge or a vertex [69, 95]; see [16] for a summary of these results. The best known
results without such additional parameters are either the trivial O(m) or — for graphs
with many triangles — O˜(mn/T ) [25].
More recently, it has been shown that algorithms using a constant number of
passes over the stream can achieve sublinear space for any T = ω(1). The optimal
lower bound depending on m and T only was given by Bera and Chakrabarti in [16].
They showed an Ω(min{m3/2/T,m/√T}) bound. In Section 6.1, we provide two
(1 + )-approximation algorithms using space that matches the two terms of the
lower bound. Previously, Cormode and Jowhari [33] gave a different algorithm with
O˜(m/
√
T ) space, which computed a (3+)-estimate. They subsequently improved the
approximation factor to (1 + ). Bera and Chakrabarti [16] also described a different
(1 + )-approximation O˜(m3/2/T ) space algorithm.
In Section 6.1.1, we present a two-pass algorithm that (1 + )-estimates the num-
ber of triangles using O˜(m/
√
T ) space. It turns out, that the space required is very
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sensitive to the existence of edges that are involved in many triangles. In our algo-
rithm, we address this by considering two types of edges, light edges that are only
involved in a small number of triangles and heavy that are involved in a large number
of triangles. Using two passes, we estimate the number of triangles where every edge
is light separately from the number of triangles with at least one heavy edge.
In Section 6.1.2, we present a (1+)-approximation algorithm using space O˜(m3/2/T )
and three passes over the stream. However, we also assume oracle access to the de-
grees of the vertices. This algorithm is based on wedge sampling — an important
technique developed in the context of triangle counting [79,103]. A wedge is a length-
two path, and the goal is to uniformly sample from the set of wedges in the graph and
check whether there are edges completing sampled wedges to triangles. To reduce the
space of our algorithm, we focus on a specific subset of wedges with vertices ordered
by degree. While the total number of wedges in the graph may be Ω(mn), our special
subset is of size O(m3/2). We then show how to sample wedges from this set uniformly
in an arbitrary order stream.
At a high level, the main difference between the two algorithms we present is
as follows. The m/
√
T dependence arises when we focus on distinguishing between
edges that are involved in many triangles and those that are not, whereas the m3/2/T
dependence arises when we distinguish between high and low degree vertices. The
idea of distinguishing heavy and light edges or vertices is an important idea in the
non-streaming work by Alon et al. [9], Eden et al. [40], Chiba and Nishizeki [28],
among others. The main challenge in our work arises from the constraints of the data
stream model.
Larger Cycles. The lower bound by Braverman et al. [21] extends to larger
cycles in a straightforward manner, showing that in the single-pass arbitrary order
model, Ω(m) space is required to distinguish between graphs with 0 and T h-cycles
for any h ≥ 3 and T = O(n). For graphs with more cycles, Bera and Chakrabarti [16]
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provide single-pass lower bounds of Ω(mh/T 2) for odd-length cycles and Ω(mh/2/T )
for even-length cycles with h ≥ 6.
In Section 7.3, we show a constant-pass lower bound of Ω(m) for counting cycles
of size h ≥ 5 in graphs where the number of such cycles is small (T = O(n)). We
note that this bound holds in the adjacency list model as well. For T = Ω(n),
Bera and Chakrabarti [16] show a lower bound of Ω(mh/2/T ) for h ≥ 5. They
also supplement this result with a matching upper bound, describing an algorithm
(1 + )-approximating the number of h-cycles using two passes over the stream and
O˜(mh/2/T ) space.
A curious outlier is the case when h = 4. Before the work in this thesis, the best
known result for estimating of the number of 4-cycles was the two-pass O˜(m2/T )
space algorithm by Bera and Chakrabarti [16]. However, their lower bound, which
matches the space of their h-cycle counting algorithm for other values of h, does not
work for h = 4. The lower bound construction uses multiple copies of Kr,2 — complete
bipartite graph with partitions of size r and 2. This graph has no triangles or cycles
of length 5 or greater, but it does contain Θ(r2) 4-cycles.
In Section 6.2.1, we describe the first 4-cycle counting algorithm that achieves
sublinear space for any T = ω(1). Our algorithm takes two passes over the stream
and uses space O˜(m/T 1/4) to compute a constant approximation. It uses a simple
idea of sampling edges uniformly in the first pass, identifying paths of length three
among those, and in the second pass counting the number of 3-paths each edge in the
stream completes to 4-cycles.
In Section 6.2.2, we describe another two-pass algorithm, this time for distin-
guishing between graphs with 0 and T 4-cycles. It uses space O˜(m3/2/T 3/4) and thus
improves on the space of the algorithm in Section 6.2.1 when T = ω(m). Our algo-
rithm relies on the following two facts: a) if the graph contains T 4-cycles, then by
sampling its edges with a certain probability we obtain a pair of vertex-disjoint edges
14
in some 4-cycle and b) sufficiently dense graphs must have at least one 4-cycle. By
the end of the first pass, we collect a sample of edges containing two disjoint edges
that belong to the same 4-cycle (if one exists). However, we do not know which two
edges form this special pair. Therefore, in the second pass we keep collecting edges in
the subgraph induced by the sample until we see a 4-cycle among the stored edges.
Note, that this subgraph cannot be too dense without us finding a 4-cycle, which
bounds the space use of the algorithm
2.2.2 Counting Cycles in Adjacency List Streams
In the adjacency list model, edges incident to the same vertex arrive together,
providing two advantages for cycle counting: we receive every edge twice in each
pass, and furthermore, can rely on observing two consecutive edges of a cycle at a
time. In Chapter 7, we show how this helps us design algorithms with better space
use compared to arbitrary order streams.
Triangles. In the adjacency list model, it is possible to approximate the number
of triangles in the graph using sublinear space without any additional parameters.
In particular, McGregor et al. [93] presented a single-pass (1 + )-approximation
algorithm using O˜(m/
√
T ) space. In Section 7.1, we show that in two passes the
space can be further improved to O˜(m/T 2/3). Just as in the arbitrary order model,
triangle counting algorithms for adjacency list streams are sensitive to edges which are
involved in a large number of triangles, as they introduce unacceptably large variance
to the estimator. In our algorithm, we deal with this by defining the “lightest” edge
for each triangle, and ensuring that the triangle is only counted if it is initially sampled
at that edge.
In Section 7.3, we supplement these algorithmic results with two lower bounds on
the amount of space required to distinguish triangle-free graphs from those with T
triangles. We use reductions from the following communication complexity problems:
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three-player Number-on-Forehead (NOF) Pointer-jumping (3-PJr) and three-player
NOF Disjointness (3-DISJr), where r indicates the size of the input. Thus, we es-
tablish the first connection between number-on-forehead communication complexity
and graph streams — all existing results of this type use the number-in-hand model.
The communication complexity of these two problems have not been fully resolved
yet [22, 105] and thus we present our lower bounds for triangle counting as condi-
tional on the best communication complexity lower bounds for these problems. It is
generally believed that both of these problems have communication complexity Ω˜(r),
which would imply lower bounds of Ω˜(m/
√
T ) and Ω˜(m/T 2/3) for one pass and multi-
pass triangle counting respectively, matching the corresponding algorithms (from [93]
and here) up to polylog factors. Certainly any result to the contrary would be a
breakthrough.
Larger Cycles. Prior to this work, counting constant size subgraphs other than
triangles had only been considered in the arbitrary order setting. We present lower
bounds for counting cycles of all length, both in one pass and constant number of
passes. For 4-cycle counting, we show that solving the problem in one pass requires
Ω(m) space. We then show that counting larger cycles requires Ω(m) space for any
constant number of passes. The details can be found in Section 7.3.
In Section 7.2, we present the first adjacency list algorithm for approximately
counting 4-cycles, using O˜(m/T 3/8) space and two passes over the stream to return
a constant-factor approximation. Together with our lower bounds, this fully resolves
in which settings there exist sublinear space cycle counting algorithms. In our al-
gorithm, we show that a sufficient fraction of the 4-cycles have at least one wedge
that is sufficiently light. The difference from triangle counting is that the algorithm
cannot identify the light wedge during the stream; this leads to a constant factor
approximation to the cycle count, rather than 1 + .
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2.3 Vertex Ordering Problems in Directed Graphs
We consider the complexity of a variety of fundamental problems related to vertex
ordering in directed graphs. For example, one basic problem that motivated much of
this work is as follows: given a stream consisting of edges of an acyclic graph in an
arbitrary order, how much memory is required to return a topological ordering of the
graph? In the offline setting, this can be computed in O(m + n) time using Kahn’s
algorithm [68] or via depth first trees [108] but nothing was known in the data stream
setting.
We also consider the related minimum feedback arc set problem, i.e., estimating
the minimum number of edges (arcs) that need to be removed such that the resulting
graph is acyclic. This problem is NP-hard and the best known approximation factor
is O(log n log log n) for arbitrary graphs [48], although a PTAS is known in the case of
tournaments [77]. Again, nothing was known in the data stream model. In contrast,
the analogous problem for undirected graphs is well understood in the data stream
model. The number of edges required to make an undirected graph acyclic is m −
n + c where c is the number of connected components. The number of connected
components can easily be computed in O(n log n) space by constructing a spanning
forest [51].
Some versions of the problems we study have been considered previously in a
query complexity model. For example, Huang et al. [62] consider the “generalized
sorting problem” where G is an acyclic graph with a unique topological order. The
algorithm is presented with an undirected version of this graph and may query any
edge to reveal its direction. The goal is to learn the topological ordering with the
minimum number of queries. Huang et al. [62] and Angelov et al. [10] also studied
the average case complexity of various problems where the input graph is chosen from
some known distribution. Ailon [7] studied the equivalent problem for feedback arc
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set in tournaments. Note, that all these query complexity results are adaptive and
do not immediately give rise to small-space data stream algorithms.
In arbitrary directed graphs, vertex ordering problems require high space usage
in the data stream model. Chakrabarti et al. [27] show that in one pass, finding a
topological ordering of a directed acyclic graph (DAG) or any multiplicative approxi-
mation of feedback arc set requires Ω(n2) space. The lower bound for feedback arc set
extends to n1+Ω(1/p)/pO(1) when p ≥ 1 passes are permitted. Thus, we focus on two
classes of graphs where we can do more algorithmically: tournaments and a certain
family of random graphs.
Tournaments. In Section 8.1, we concentrate on vertex ordering in tournaments,
where a tournament is a directed graph with exactly one directed edge between each
pair of distinct vertices. If the input tournament is guaranteed to be acyclic, it is triv-
ial to find a topological ordering by considering the in-degrees of the vertices. If there
are no assumptions about the acyclicity, Coppersmith et al. [31] show that ordering
vertices by in-degree gives a 5-approximation to feedback arc set. In Section 8.1.1,
we show how to compute a (1 + )-approximation to feedback arc set in one pass
using O˜(n) space but with exponential post-processing time. During its streaming
pass, our algorithm builds an oracle based on G that, when queried on an ordering σ,
returns a fairly accurate estimate of the number of back edges. In the post-processing
stage, it proceeds to query this oracle n! times to find a good ordering. Despite its
“brute force” feel, this algorithm is essentially optimal, both in its space usage (Ω(n)
lower bound can be shown [27]) and its post-processing time. Were the oracle exact
— i.e., on input σ it returned the exact number of back edges — then two queries
to the oracle would determine which of (i, j) and (j, i) was an edge in G. However,
what we actually have is an -oracle. Chakrabarti et al. [27] show that an -oracle
cannot be exploited efficiently: a randomized algorithm will, with high probability,
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need exp(Ω(2n)) queries to it to find any multiplicative approximation for feedback
arc set problem.
In Section 8.1.2, we present another algorithm that avoids exponential time use.
We show, that in p passes and O˜(n1+1/p) space it is possible to compute a 3-approximation
to feedback arc set. Thus, in O(log n) passes this approximation can be computed
while using only O˜(n) space and polynomial time.
Random Graphs. For a natural family of acyclic random graphs (defined in
Section 8.2) we show that O˜(n4/3) space is sufficient to find toplogical ordering given
O(log n) passes. Alternatively, O˜(n3/2) space is sufficient given only a single pass on
the assumption that the stream is randomly ordered.
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CHAPTER 3
MATCHINGS OF BOUNDED SIZE AND RELATED
PROBLEMS
In this chapter, we consider the problem of computing maximum matchings in
dynamic graph streams. First, we present an algorithm that computes the matching
exactly if its size is bounded. We also show how it extends to the related prob-
lems of finding minimum vertex cover and hitting set. We then consider the case of
approximating matchings of arbitrary size.
3.1 Basic Subgraph Sampling Technique
In the first section, we describe our sampling primitive which, in the rest of the
chapter, will be used to compute/approximate maximum matching, vertex cover, and
hitting set of the graph. We also provide some intuition on why this sampling scheme
is advantageous for a certain type of problems and show how it can be implemented
in different computational models.
Basic Approach and Intuition. The inspiration for our subgraph sampling
primitive is the following simple procedure for edge sampling. Given a graph G =
(V,E) and probability p ∈ [0, 1], let µG,p be the distribution over E ∪ {⊥} defined by
the following process:
1. Sample each vertex independently with probability p and let V ′ denote the set
of sampled vertices.
2. Return an edge chosen uniformly at random from the edges in the induced graph
on V ′. If no such edge exists, return ⊥.
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The distribution µG,p has some surprisingly useful properties. For example, sup-
pose that the optimal matching in a graph G has size at most k. It is possible to show
that this matching has the same size as the optimal matching in the graph formed
by taking O˜(k2) independent samples from µG,1/k. It is not hard to show that such
a result would not hold if the edges were sampled uniformly at random. To see this,
consider a layered graph on vertices L1 ∪L2 ∪L3 ∪L4 with edges forming a complete
bipartite graph on L1 × L2, a complete bipartite matching on L2 × L3, and a perfect
matching on L3 × L4. If |L1| = n  k and |L2| = |L3| = |L4| = k/2 then the
maximum matching has size k and every matching includes all edges in the perfect
matching on L3×L4. Since there are Ω(nk) edges in this graph we would need Ω(nk)
edges sampled uniformly before we find the matching on L3 × L4.
The intuition is that when we sample from µG,p we are less likely to sample an edge
incident to a high degree vertex than if we sampled uniformly at random from the
edge set. For a large family of problems including matching, it will be advantageous
to avoid oversampling from vertices of high degree.
Our subgraph sampling primitive essentially parallelizes the process of sampling
from µG,p. This will lead to more efficient algorithms in the dynamic graph stream
model. The basic idea is rather than select a subset of vertices V ′, we randomly
partition V into V1 ∪ V2 ∪ . . . ∪ V1/p. Selecting a random edge from the induced
graph on any Vi results in an edge distributed as in µG,p. Sampling an edge on each
Vi results in 1/p samples from µG,p although note that the samples are no longer
independent. This lack of independence will not be an issue and will sometimes be
to our advantage. In many applications it will make sense to parallelize the sampling
further and select a random edge between each pair, Vi and Vj, of vertex subsets. For
applications involving hypergraphs we select random edges between larger subsets of
{V1, V2, . . . , V1/p}.
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Sampling Data Structure. We now present the subgraph sampling primitive
formally. Given an unweighted (hyper)graph G = (V,E), consider a “coloring” de-
fined by a function c : V → [b]. It will be convenient to introduce the notation: for
each i ∈ [b]
Vi = {v ∈ V : c(v) = i}
and say that every vertex in Vi has color i. For a (hyper)edge e ∈ E, we define
c(e) = {c(v) : v ∈ e}, i.e., c(e) is exactly the set of colors seen on the vertices of
e. For S ⊆ [b], we say that an (hyper)edge e of G is S-colored if c(e) = S, i.e., each
color from S is used to color the vertices in e and no other colors are used. Given a
constant q ≥ 1 which denotes the “size restriction”, for each S ⊆ [b] of cardinality at
most q, ES is defined to contain a single edge chosen uniformly at random from the
set of all S-colored edges. If there are no S-colored edges, then ES = ∅. The union
of these sets defines the random graph G′ = (V,E ′), i.e.,
E ′ =
⋃
S⊆[b],|S|≤q
ES .
For example, given a simple graph, if we have q = 1 then for each color i ∈ [b]
we choose an edge whose endpoints are both colored i. If q = 2, then for every
1 ≤ i ≤ j ≤ b we choose an edge whose one endpoint has color i and the other
endpoint has color j: note that this includes the possibility that i = j. In the case of
a weighted graph, for each distinct weight w we choose a single edge ES,w uniformly
at random from the set of S-colored edges with weight w.
Definition 1. We define Sampleb,q,1 to be the distribution over subgraphs generated as
above where c is chosen uniformly at random from a family of pairwise independent
hash functions. Sampleb,q,r is the distribution over graphs formed by taking the union
of r independent graphs sampled from Sampleb,q,1. Algorithm 1 gives pseudocode for
sampling from Sampleb,q,r.
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Algorithm 1 Algorithm for Sampling Subgraphs According to Sampleb,q,r
Input: A (hyper)graph G = (V,E) and natural numbers b, q, r.
Output: A subgraph G′ = (V,E ′) where E ′ ⊆ E
1: Choose c1, . . . , cr uniformly at random from a family of pairwise independent hash
functions mapping V to [b]
2: Set E ′ = ∅
3: for 1 ≤ j ≤ r do
4: for each S ⊆ [b] such that |S| ≤ q do
5: Select an edge EjS u.a.r. from the set of S-colored edges {e ∈ E : ∪v∈ecj(v) =
S} if this set is non-empty. Otherwise let EjS = ∅.
6: E ′ ← E ′ ∪ EjS
7: end for
8: end for
9: Report the graph G′ = (V,E ′).
Motivating Application. As a first application to motivate the subgraph sam-
pling primitive we again consider the problem of estimating matchings. We will use
the following simple lemma that will also be useful in subsequent sections.
Lemma 2. Let U ⊆ V be an arbitrary subset of |U | = r vertices and let c : V → [b]
be a pairwise independent hash function, where b = 4r−1. Then with probability at
least 3/4, at least (1 − )r of the vertices in U are hashed to distinct values. Setting
 < 1/r ensures all vertices are hashed to distinct values with this probability.
Proof. For a vertex u ∈ U , let Iu be the indicator random variable that equals one if
there exists u′ ∈ U \ {u} such that c(u) = c(u′). Since c is pairwise independent,
P [Iu] ≤
∑
u′∈U\{u}
P [c(u) = c(u′)]
=
∑
u′∈U\{u}
1/b < r/b = /4 .
Let I =
∑
u∈U Iu and note that E [I] ≤ r/4. Then Markov’s inequality implies
P [I ≥ r] ≤ 1/4.
Suppose G is a graph with a matching M = {e1, . . . , ek} of size k. Let G′ ∼
Sampleb,2,1. By the above lemma, there exists b = O(k
2), such that all the 2k endpoints
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of edges in M are colored differently with constant probability. Suppose the endpoints
of edge ei received the colors ai and bi. Then G
′ contains an edge in E{ai,bi} for each
i ∈ [k]. Assuming all endpoints receive different colors, no edge in E{ai,bi} shares an
endpoint with an edge in E{aj ,bj} for j 6= i. Hence, we can conclude that G′ also has
a matching of size k. Using a similar argument there exists b = O(k) such that G′
contains a constant approximation to the optimum matching. However, in Section 3.2,
we show that there exists b = O(k) such that with high probability graphs sampled
from Sampleb,2,O(log k) preserve the size of the optimal matching exactly.
Implementation in Dynamic Graph Streams. Let S be a stream of insertions
and deletions of edges of an underlying graph G(V,E). We assume that vertex set
V = {1, 2, . . . , n}. We assume that the length of the stream is polynomially related
to n and hence O(log |S|) = O(log n). We denote an undirected edge in E with
two endpoints u, v ∈ V by uv. For weighted graphs, we assume that the weight
of an edge is specified when the edge is inserted and deleted and that the weight
never changes. The following theorem establishes that the sampling primitive can be
efficiently implemented in dynamic graph streams.
Theorem 3. Suppose G is a graph with w0 distinct weights. It is possible to sample
from Sampleb,q,r with probability at least 1 − δ in the dynamic graph stream model
using O˜(bqrw0) space and O˜(r) update time.
Proof. To sample a graph from Sampleb,q,r we simply sample r graphs from Sampleb,q,1
in parallel. To draw a sample from Sampleb,q,1, we employ one instance of an `0-
sampling primitive for each of the O(bq) edge colorings [32, 65]. Given a dynamic
graph stream, the behavior of an `0-sampler algorithm is defined as follows: It returns
FAIL with probability at most δ and otherwise, it returns an edge chosen uniformly
at random amongst the edges that have been inserted and not deleted. If there
are no such edges, the `0-sampler returns NULL. The `0-sampling primitive can be
implemented using O(log2 n log δ−1) bits of space and O(polylog n) update time.
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At the start of the stream we choose a pairwise independent hash function c : V →
[b]. For each weight w and subset S ⊆ [b] of size q, this hash function defines a sub-
stream corresponding to the S-colored edges of weight w. We then use `0-sampling
on each sub-stream to select a random edge to be used as ES.
MapReduce and Distributed Models. The sampling distribution is naturally
parallel, making it straightforward to implement in a variety of popular models. In
MapReduce, the r hash functions can be shared state among all machines, allowing
Map function to output each edge keyed by its color under each hash function. Then,
these can be sampled from on the Reduce side to generate the graphG′. Optimizations
can do some data reduction on the Map side, so that only one edge per color class is
emitted, reducing the communication cost. A similar outline holds for other parallel
graph models such as Pregel.
3.2 Maximum Matching and Minimum Vertex Cover
In this section, we present results on finding edges in a maximum matching and
the vertices in a minimum vertex cover of a graph G. We use match(G) to denote the
size of the maximum (weighted or unweighted as appropriate) matching in G and use
vc(G) to denote the size of minimum vertex cover. The main theorem we prove in
this section is that a maximum matching (or minimum vertex cover) in the sampled
graph is also a maximum matching (or minimum vertex cover) in the original graph.
Theorem 4 (Finding Exact Solutions). Suppose match(G) ≤ k. Then, with proba-
bility 1− 1/ poly(k),
match(G′) = match(G) and vc(G′) = vc(G) ,
where G′ = (V,E ′) ∼ Sample1000k,2,Θ(log k).
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Intuition and Preliminaries. To argue that G′ has a matching of the optimal
size, it suffices to show that for every edge uv ∈ G that is not in G′, there is a large
number of edges incident to one or both of u and v that are in G′. If this is the case,
then it will still be possible to match at least one of these vertices in G′.
To make this precise, let U be the subset of vertices with degree at least 10k. Let
F be the set of edges in the induced subgraph on V \ U , i.e., the set of edges whose
endpoints both have small degree. We will prove that with high probability,
(F ⊆ E ′) and (∀u ∈ U , degG′(u) ≥ 5k) , (3.1)
where E ′ is the set of edges in G′. Note that any sampled graph G′ that satisfies (3.1)
has the property that for all edges uv ∈ G that are not in G′ we have degG′(u) ≥ 5k
or degG′(v) ≥ 5k.
Analysis. The first lemma establishes that it is sufficient to prove that (3.1)
holds with high probability.
Lemma 5. If match(G) ≤ k then (3.1) implies match(G′) = match(G) and vc(G′) =
vc(G).
Proof. We first argue that vc(G′) = vc(G). Since the vertex cover of G is of size
at most 2k, every vertex in U must be in the vertex cover of both G and G′ since
the degrees of such vertices in both graphs are strictly greater than 2k. This follows
because if a vertex in U was not in the minimum vertex cover then all its neighbors
need to be in the vertex cover. To complete the vertex cover requires consideration
of only those edges not incident on U . This is exactly the set of edges F , which by
the assumption are present in G′, leading to the same vertex cover.
We next argue that match(G′) = match(G). If property (3.1) is satisfied then
G′ contains a matching of size match(F ) + |U | ≥ match(G) since we may choose the
optimum matching in F and then still be able to match every vertex in U . This follows
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because the optimum matching in F “consumes” at most 2k potential endpoints, since
match(G) ≤ k. Hence, each of the (at most 2k) vertices in U can still be matched to
3k possible vertices.
The next lemma establishes that (3.1) holds with the required probability.
Lemma 6. Property (3.1) holds with probability at least 1− 1/ poly(k).
Proof. Let VC(G) be a minimum vertex cover of G. Recall that match(G) ≤ k
implies that vc(G) = |VC(G)| ≤ 2k because the endpoints of the edges in a maximum
matching form a vertex cover. Next consider H ∼ Sample1000k,2,1. We will show that
for any e ∈ F and u ∈ U ,
P [e ∈ H] > 1/2 and P [degH(u) ≥ 5k] ≥ 1/2 .
It follows that if r = Θ(log k) and G′ ∼ Sample1000k,2,r then
P [e ∈ G′ and degG′(u) ≥ 5k] ≥ 1− 1/ poly(k) .
We then take the union bound over the O(k2) edges in F and the O(k) vertices in U .
The fact that |F | = O(k2) and |U | = O(k) follows from the promises match(G) ≤ k
and vc(G) ≤ 2k. In particular, the induced graph on V \ U has a matching of size
Ω(|F |/k) since the maximum degree is O(k) and this size is at most k. Since all
vertices in U must be in the minimum vertex cover, |U | ≤ 2k.
To prove P [e ∈ H|e ∈ F ] ≥ 1/2. Let the endpoints of e be x and y. We define
a set of vertices A such that e is the unique edge that remains if all vertices in A are
removed from the graph:
A = (VC(G) ∪ Γ(x) ∪ Γ(y)) \ {x, y}
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where Γ(·) denotes the set of neighbors of a vertex. The removal of VC(G) \ {x, y}
ensures all remaining edges are incident to either x or y. The subsequent removal of
(Γ(x) ∪ Γ(y)) \ {x, y} ensures the unique remaining edge is xy as claimed.
Consider the hash function c : [n]→ [b] that defined H where b = 1000k. Observe
that if all the vertices in A receive colors that are different than c(x) and c(y), then
xy is the unique {c(x), c(y)}-colored edge and hence is definitely sampled. Since
b = 1000k and |A| ≤ 2k + 10k + 10k = 22k,
P [xy ∈ H]
≥ 1− P [∃a ∈ A : c(a) = c(x)]− P [∃a ∈ A : c(a) = c(y)]
≥ 1− 2|A|/b > 1/2 .
To prove P [degH(u) ≥ 5k|u ∈ U ] ≥ 1/2. Let Nu be an arbitrary set of 10k
neighbors of u and A = VC(G) \ {u}. If c(u) 6∈ c(A) and there exist different colors
c1, . . . , c5k such that each ci ∈ c(Nu) \ c(A) then the algorithm returns at least 5k
edges incident to u in H. This follows since every edge not incident to u has at least
one vertex in A. Hence, every {ci, c(u)}-colored edge is incident to u and is distinct
from every {cj, c(u)}-colored edge.
Observe that P [c(u) ∈ c(A)] ≤ 2k/b. By appealing to Lemma 2, with probability
at least 3/4, there are at least 6k colors used to color the vertices Nu. Of these colors,
at least 5k are colored differently from vertices in A. Hence we find 5k edges incident
to u with probability at least 3/4− 2k/b ≥ 1/2.
3.3 Maximum Matching and Minimum Hitting Set in
Hypergraphs
In this section, we present exact results for computing hitting sets and hypergraph
matchings. Throughout the section, let G be a hypergraph with hs(G) ≤ k, where
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hs(G) denotes the cardinality of the minimum hitting set of G. We assume that each
edge has size exactly d, where d is a constant.
Intuition and Preliminaries. Given that the hitting set problem is a general-
ization of the vertex cover problem, naturally some of the ideas in this section build
upon ideas from the previous section. However, the combinatorial structure we need
to analyze for our sampling result goes beyond what is typically needed when extend-
ing vertex cover kernelization results to hitting sets. We first need to review a basic
definition and result about “sunflower” set systems.
Lemma 7 (Sunflower Lemma [45]). Let F be a collection of subsets of [n]. Then
A1, . . . , As ∈ F is an s-sunflower if Ai ∩ Aj = C for all 1 ≤ i < j ≤ s. We refer to
C as the core of the sunflower and Ai \ C as the petals. If each set in F has size at
most d and |F| > d!kd, then F contains a (k + 1)-sunflower.
Let sG(C) denote the number of petals in a maximum sunflower in the graph G
with core C. We say a core is large if sG(C) > ak for some large constant a and
significant if sG(C) > k. Define the sets:
• U = {C ⊆ V | sG(C) > ak} is the set of large cores.
• F = {D ∈ E | ∀C ∈ U,C 6⊆ D} is the set of edges that do not include a large
core.
• U ′ = {C ∈ U | ∀C ′ ⊂ C, sG(C ′) ≤ k} is the set of large cores that do not
contain significant cores.
Lemma 8. |F | = O(kd) and |U ′| = O(kd−1)
Proof. For the sake of contradiction assume |F | > d!(ak)d. Then, by the Sunflower
Lemma, F contains a (ak+ 1)-sunflower. If the core of this sunflower is empty, F has
a matching of size (ak + 1) and therefore cannot have a hitting set of size at most k.
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If the sunflower has a non-empty core C, then some edge D ∈ F contains C, which
contradicts the definition of F . Therefore, |F | ≤ d!(ak)d.
To prove |U ′| ≤ (d − 1)!kd−1, first note that |C ′| ≤ d − 1 for all C ′ ∈ U ′. For
the sake of contradiction assume that |U ′| > (d − 1)!kd−1. Then, by the Sunflower
Lemma again, U ′ contains a (k + 1)-sunflower. Note that it is a sunflower of cores,
not hypergraph edges. Let C1, C2, . . . , Ck+1 be the sets in the sunflower. Each of
these sets has to contain at least one vertex of the minimum hitting set. Therefore,
if C1, C2, . . . , Ck+1 are disjoint (i.e., the core of the sunflower is empty), U
′ has a
matching of size (k+1) and cannot have a hitting set of size at most k. If the sunflower
has a non-empty core C∗, we will show that union of the maximum sunflowers with
cores C1, C2, . . . , Ck+1 contains a sunflower with k+ 1 edges with core C
∗ ⊂ C1 ∈ U ′.
This contradicts the definition of U ′ and therefore |U ′| ≤ (d − 1)!kd−1 = O(kd−1).
To construct the sunflower on C∗, for i = 1, . . . , k + 1, we pick an edge Di in the
maximum sunflower with core Ci such that Di ∩Cj = C∗ for j 6= i and Di ∩Dj = C∗
for j < i. This is possible if a is sufficiently large.
The sets U and F play a similar role to the sets of the same name in the previous
section. For example, if d = 2, then a large core corresponds to a high degree vertex.
However, the set U ′ has no corresponding notion when d = 2 because a high degree
vertex cannot contain another high degree vertex. The following (rather technical)
lemma will play a crucial role when dealing with cores that are subsets of other cores
in U ′ or of edges in F . It shows that if a core C is contained in a set D, then the set
of edges that intersect D at C has a hitting set that a) does not include vertices in
C and b) has small size assuming sG(C) is small.
For any two sets of vertices C,D, where C ⊆ D, define
MC,D = {D′ \ C | D′ ∈ E,D ∩D′ = C}
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D'1
D'2
D'3
D
C
Figure 3.1: Example for the definition of MC,D
See Figure 3.1 for an example. Given sets D′1, D
′
2, D
′
3 that intersect set D exactly
at C then MC,D consists of the shaded subsets of D
′
1, D
′
2, and D
′
3. Assuming C is
non-empty, {D′1, D′2, D′3} has a hitting set of size 1 since any vertex in C hits all sets.
Lemma 9 bounds the size of the minimum hitting set of {D′1, D′2, D′3} that may not
include any vertices in C.
Lemma 9. hs(MC,D) ≤ sG(C)d.
Proof. Consider the size of minimum hitting set of MC,D. If hs(MC,D) > sG(C)d,
then MC,D has a matching of size greater than sG(C). This matching together with
the set C forms a sunflower with core C and over sG(C) petals, which contradicts the
assumption. Therefore, hs(MC,D) ≤ sG(C)d as claimed.
Hitting Set. For the rest of this section we let G′ = (V,E ′) ∼ Sampleb,d,r(G)
where b = O(k), d is the cardinality of the hyperedges, and r = O(log k). It will
also be convenient to use the notation HS(S) to denote a minimum hitting set of a
collection of sets S, i.e., hs(S) = |HS(S)|.
Theorem 10. Suppose hs(G) ≤ k. With probability 1− 1/ poly(k), hs(G′) = hs(G).
Proof. For each significant core C there has to be at least one vertex from the hitting
set in C. Since all large cores are significant, hs(G) = hs(U ∪ F ). If C ∈ U has a
subset C ′ such that sG(C ′) > k, then there is at least one vertex from the hitting
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set in C ′ and this vertex also hits C. Thus, hs(G) = hs(U ′ ∪ F ). By Lemma 11, the
set of significant cores in G′ is a superset of U ′ with high probability. By Lemma 12,
every edge in F is in G′ with high probability.
Lemma 11. P [∀ C ∈ U ′, sG′(C) > k] ≥ 1− 1/ poly(k).
Proof. Fix an arbitrary core C ∈ U ′. Consider H ∼ Sampleb,d,1 and let c : [n]→ [b] be
the coloring that defined H. We need to identify k+ 1 sets of colors S1, S2, . . . Sk+1 ⊂
[b] each of size d, such that any set of edges D1, D2, . . . , Dk+1 where Di is Si-colored
forms a sunflower of size k+ 1 on core C. In order for this to hold, the color sets have
to satisfy the following three properties:
1. All edges that are Si-colored contain C.
2. There is at least one Si-colored edge.
3. If D is Si-colored and D
′ is Sj-colored then (D \ C) ∩ (D′ \ C) = ∅.
In what follows, we first define a set F = {S1, S2, . . .} that satisfies the above prop-
erties. We then argue that |F| ≥ k + 1 with probability at least 1/2. By repeating
the process O(log k) times will ensure that such a family exists with high probability.
The lemma follows by taking the union bound over all C ∈ U ′ since |U ′| = O(kd−1)
by Lemma 8.
Property 1. We first define a set of vertices A such that any edge that does not
intersect A must include C. Then, for any S ⊂ [b] that is disjoint from c(A), we may
infer that all S-colored edges contain C. This follows since if S = c(D) for some edge
D, then c(D) ∩ c(A) = ∅ which implies that D ∩ A = ∅, and so C ⊆ D. Let
A = (HS(G) \ C) ∪
(⋃
C′⊂C HS(MC′,C)
)
.
All edges that do not intersect HS(G) \ C must intersect with C. But all edges that
intersect with only a subset of C, say C ′, must intersect with HS(MC′,C). Hence A
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has the claimed property. We will say that C is a good core if c(C) ∩ c(A) = ∅ and
|c(C)| = |C|.
Property 2. Next, let P be a set of petals in a sunflower with core C that do
not intersect with A. We may choose a set of |P| = ak − |A| such petals. For each
P ∈ P , define the set:
AP = A ∪ C ∪
(⋃
Q∈P\PQ
)
.
If C is a good core, let P ′ contain all P ∈ P such that c(P ) ∩ c(AP ) = ∅ and
|c(P )| = |P |. If C is not a good core, let P ′ = ∅. Then the family F = {c(P ∪C)}P∈P ′
satisfies Properties 1 and 2. Note that no two petals in P ′ share the same color and
hence |F| = |P ′| assuming C is a good core.
Property 3. Assume C is a good core since otherwise F = ∅ and Property 3 is
trivially satisified. Let S1, S2 ∈ F and suppose S1 = c(C ∪P1) and S2 = c(C ∪P2) for
some P1, P2 ∈ P ′. Suppose edges C ∪ Q1 and C ∪ Q2 are S1-colored and S2-colored
respectively. Then c(Q1) = c(P1) and c(Q2) = c(P2) because |c(C)| = |C|, |c(P1)| =
|P1|, |c(P2)| = |P2|, and all edges have the same cardinality. But c(P1) ∩ c(P2) = ∅
implies c(Q1) ∩ c(Q2) = ∅ and so Q1 ∩Q2 = ∅ as required.
Size of F . We need to show that |P ′| ≥ (k+ 1) with probability 1/2. Recall that
c : V → [b] is chosen randomly from a family of pairwise independent hash functions
and suppose b = 8 max(d|A|+d2, d|AP |+d2). Note that b = O(k) since, by appealing
to Lemma 9,
|A| ≤ |AP | ≤ |A|+ |C|+ d|P|
≤ hs(G) +
∑
C′⊂C
hs(MC,C′) + |C|+ d|P|
≤ k + 2ddk + d+ dak = O(k) .
Then,
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P [C is not a good core] = P [c(C) ∩ c(A) 6= ∅ or |c(C)| 6= |C|]
≤ (d|A|+ d2)/b ≤ 1/8 .
For each P ∈ P , let XP = 1 if P 6∈ P ′ or C is not a good core. Let XP = 0 otherwise.
Then
E
[∑
XP
]
≤ |P| (d|AP |+ d2)/b+ 1/8) ≤ |P|/4 ,
and so
P
[∑
XP ≥ |P|/2
]
≤ 1/2
by the Markov inequality. Hence,
|P ′| = |P| −
∑
XP ≥ |P|/2 = ak/2− |A|/2 ≥ k + 1
for sufficiently large a with probability at least 1/2.
Lemma 12. P [F ⊆ E ′] ≥ 1− 1/ poly(k).
Proof. Pick an arbitrary edge D ∈ F . Consider H ∼ Sampleb,d,1 and let c : [n] → [b]
be the coloring that defined H. It suffices to show that there is a unique edge that
is c(D)-colored since then D is necessarily an edge in H. It suffices to show that this
is the case with probability at least 1/2 because repeating the process O(log k) times
will ensure that such a family exists with high probability. The result then follows
by taking the union bound over all D ∈ F since |F | = O(kd) by Lemma 8.
Let S = c(D). We first define a set A of vertices such that the only edge that is
disjoint from A is D. It follows that D is the unique S-colored edge if S ∩ c(A) = ∅,
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since every other edge intersects A and hence must share a color with it. We define
A as follows:
A = (HS(G) \D) ∪ (⋃C⊂D HS(MC,D)) .
Note D itself is disjoint from A since each HS(MC,D) does not include vertices from
D. If an edge is disjoint from (HS(G) \D) then it must intersect D. Suppose there
exists an edge D′ such that D ∩D′ = C 6= D, then D′ intersects HS(MC,D). Hence,
the only edge that is disjoint from A includes the vertices in D and so is equal to D
on the assumption that all edges have the same number of vertices.
It remains to show that S ∩ c(A) = ∅ with probability at least 1/2. If b ≥ 2d|A|
then we have
P [S ∩ c(A) = ∅] ≥ 1− d|A|/b ≥ 1/2 .
Finally, note that b = O(k) since |A| ≤ hs(G) +∑C⊂D hs(MC,D) ≤ k+ 2dakd = O(k)
by appealing to Lemma 9 and using the fact that sG(C) ≤ ak for all C ⊂ D since
D ∈ F .
A result for hypergraph matching follows along similar lines.
Theorem 13. Suppose match(G) ≤ k′ = k/d. With probability 1 − 1/ poly(k),
match(G′) = match(G).
Proof. hs(G) ≤ dk′ = k. Let M be the matching. F ∩M is preserved in G′. Consider
an edge D ∈M such that C ⊆ D for some C ∈ U . Then in G′ we can find (by Lemma
11) at least k + 1 petals in a sunflower with core either C itself or some C ′ ⊂ C. At
most k of those intersect M \ {D}. Therefore, there is still at least one edge we can
pick for the matching.
3.4 Lower Bounds for Hypergraphs
Chitnis et al. [30] showed a lower bound of Ω(k2) for the space complexity of any
(randomized) streaming algorithm for the parameterized matching and vertex cover,
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even in the insertion-only model. We extend that bound to hypergraphs, showing
that the space use of our matching, vertex cover, hitting set, and hyper-matching
algorithms is optimal up to logarithmic factors.
Theorem 14. Any (randomized) parameterized streaming algorithm for the minimum
d-hitting set or maximum (hyper)matching problem with parameter k requires Ω(kd)
space.
Proof. We reduce from the INDEX problem in communication complexity:
Index (INDEXn)
Alice holds a binary string S = s1s2...sn of length n and Bob holds an index
x ∈ [n]. Alice sends a message to Bob, who must compute sx. This requires Ω(n)
communication [85].
Let k = d
√
n. Fix a canonical mapping h : [n]→ [k]d. This way we can view an n
bit string as an adjacency matrix of a d-partite graph. Construct the following graph
G with d vertex partitions V1, V2, ..., Vd:
• Each partition Vi has dk vertices: for each j ∈ [k] create vertices v∗i,j, v1i,j, v2i,j,...,
vd−1i,j .
• Alice inserts a hyperedge (v∗1,j1 , v∗2,j2 , ..., v∗d,jd) iff the corresponding bit in the
string S is 1, i.e., sa = 1 where h(a) = (j1, j2, ..., jd).
• Let h(x) = (J1, J2, ..., Jd). Bob inserts edge (v∗i,j, v1i,j, v2i,j, ..., vd−1i,j ) iff j 6= Ji.
Alice runs the (assumed) hitting set algorithm on the edges she is inserting using
space f(k). Then she sends the memory contents of the algorithm to Bob, who
finishes running the algorithm on his edges.
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The minimum hitting set should include vertices v∗i,j such that j 6= Ji. If edge
(v∗1,J1 , v
∗
2,J2
, ..., v∗d,Jd) is in the graph, we also need to include one of its vertices. There-
fore,
sx = 1 ⇐⇒ (v∗1,J1 , v∗2,J2 , ..., v∗d,Jd) is in G
⇐⇒ hs(G) = dk − d+ 1 .
On the other hand,
sx = 0 ⇐⇒ (v∗1,J1 , v∗2,J2 , ..., v∗d,Jd) is not in G
⇐⇒ hs(G) = dk − d .
Alice only sends f(k) bits to Bob. Therefore, f(k) = Ω(n) = Ω(kd).
For the lower bound on matching we use the same construction. For each vertex
v∗i,j such that j 6= Ji maximum matching should include (v∗i,j, v1i,j, v2i,j, ..., vd−1i,j ). If edge
(v∗1,J1 , v
∗
2,J2
, ..., v∗d,Jd) is in the graph, we include it in the matching as well. Therefore,
sx = 1 ⇐⇒ (v∗1,J1 , v∗2,J2 , ..., v∗d,Jd) is in G
⇐⇒ match(G) = dk − d+ 1 .
And
sx = 0 ⇐⇒ (v∗1,J1 , v∗2,J2 , ..., v∗d,Jd) is not in G
⇐⇒ match(G) = dk − d .
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3.5 Approximating Large Matchings
In this section, we consider the problem of approximating large matchings in
the dynamic graph stream model and describe an algorithm which returns a λ-
approximation using space O˜(n2/λ3). This problem has seen a flurry of recent activity.
Three sets of related results were disclosed almost simultaneously [13,29,81] (includ-
ing a version of the algorithm presented in this thesis). Assadi et al. [13] present a
different λ-approximation algorithm for maximum matching that uses the same space
as our algorithm (which they show is optimal). Konrad [81] proves slightly weaker
bounds.
Intuition and Preliminaries. Given a hash function c : V → [b], we say an
edge uv is colored i if c(u) = c(v) = i. If the endpoints have different colors, we say
the edge is uncolored. The basic idea behind our algorithm is to repeatedly sample a
set of colored edges with distinct colors. Note that a set of such edges is a matching.
We use the edges in this matching to augment the matching already constructed
from previous rounds. In this section we require the hash functions to be O(k)-wise
independent and, in the context of dynamic data streams, this will increase the update
time by a O(k) factor.
Theorem 15. Suppose match(G) ≥ k. For any 1 ≤ λ ≤ √k and 0 <  ≤ 1, with
probability 1− 1/ poly(k),
match(G′) ≥
(
1− 
2λ
)
· k ,
where G′ ∼ Sample2k/λ,1,r where r = O(kλ−2−2 log k).
Note that if match(G) ≥ 10k,  = 0.1, and λ = 3, then the theorem above implies
that we can find a matching of size strictly greater that k using O˜(k2) space in the
dynamic graph stream model. If match(G) ≤ 10k then if we run the algorithm used
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for Theorem 4, we can find the exact matching using O˜(k2) space. Hence, we can
distinguish between the case match(G) ≤ k and match(G) > k using O˜(k2) space.
Proof of Theorem 15. Let H1, . . . , Hr ∼ Sample2k/λ,1,1 and let G′ be the union of these
graphs. Consider the greedy matching Mr where M0 = ∅ and for t ≥ 1, Mt is the
union of Mt−1 and additional edges from Ht. We will show that if Mt−1 is small, then
we can find many edges in Ht that can be used to augment Mt−1.
Consider Ht and suppose |Mt−1| < 1−2λ · k. Let c : V → [b] be the hash-function
used to define Ht where b =
2k
λ
. Let U be the set of colors that are not used to color
the endpoints of Mt−1, i.e.,
U = {c ∈ [b] : there does not exist a matched vertex u in Mt−1 with c(u) = c}
and note that |U | ≥ b − 2|Mt−1| ≥ kλ . For each c ∈ U , define the indicator variable
Xc where Xc = 1 if there exists an edge uv with c(u) = c(v) = c. We will find
X =
∑
c∈U Xc edges to add to the matching.
Since match(G) ≥ k, there exists a set k − 2|Mt−1| > k vertex disjoint edges
that can be added to Mt−1. Let p = λ2k and recall that 1 ≤ λ ≤
√
k. Observe that
E [Xc] ≥ kp2−
(
k
2
)
p4 > kp2/2 =  · λ2
8k
. Therefore, E [X] ≥ ( k
λ
) ·  · λ2
8k
= λ
8
. Since Xc
and Xc′ are negative correlated, P [X ≥ E[X]/2] ≥ 1− exp (−Ω (λ)) ≥ Ω(). Hence,
with each repetition we may increase the size of the matching by at least λ/2 with
probability Ω(). After O(kλ−2−2 log k) repetitions the matching has size at least
1−
2λ
· k.
By applying Theorem 15 for all k ∈ {1, 2, 4, 8, 16, . . .} and appealing to Theorem
3, we establish:
Corollary 16. There exists an O˜(n2/λ3)-space algorithm that returns a λ-approximation
to the maximum matching in the dynamic graph stream model. In particular, in
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O(n polylog n) space, which is commonly referred to as the semi-streaming model, the
algorithm computes an n1/3-approximation.
Proof. For 1 ≤ i ≤ log n, let G′i ∼ Sampleb,1,r where r = O(2iλ−2 log k) and b =
2i+1/λ. These graphs can be generated in O˜(n2λ−3) space. For some i,
2i ≤ match(G) < 2i+1
and hence match(G′i) = Ω(match(G)/λ).
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CHAPTER 4
MATCHINGS IN LOW ARBORICITY GRAPHS
To bypass the Ω(n) lower bound required to store a matching, recent research
has begun to focus on only approximating the size of matchings, resulting in several
algorithms with sublinear space bounds, even with respect to the number of vertices.
In this chapter, we continue this line of work, and present several results for estimating
matchings using o(n) space. In particular, we concentrate on the class of graphs of
bounded arboricity, where the arboricity of a graph G(V,E) is defined as
α := max
U⊆V
⌈ |E(U)|
|U | − 1
⌉
Equivalently, the arboricity can be defined as the minimum number of forests into
which the edges of the graph can be decomposed.
4.1 Local Fractional Matchings
In this section, we present a variety of results relating the size or weight of a max-
imum matching in a low arboricity graph to “simpler” quantities. For each quantity,
we show that it provides a good approximation of the size of a maximum matching in
the graph and then describe how it can be approximated in the streaming model. The
main idea is to consider fractional matchings, specifically “local” fractional match-
ing where the value of any edge e can be determined by only considering the edges
incident to e.
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4.1.1 Structural Results
We start with some necessary preliminaries about fractional matchings.
Define the fractional matching polytope for a graph G as:
FM(G) = {x ∈ RE : xe ≥ 0 for all e ∈ E,
∑
e∈E:u∈e
xe ≤ 1 for all u ∈ V }
We say any x ∈ FM(G) is a fractional matching. The size of this fractional matching
is
∑
e∈E xe and for a graph where edge e has weight we, the weight of the matching
is
∑
e∈E wexe. A standard result on fractional matching is that the maximum size
of a fractional matching is at most a factor 3/2 larger than the maximum size of an
(integral) matching. We will also make use of the following lemma, which is a simple
corollary of Edmonds’ Matching Polytope theorem [41].
Lemma 17. Let x ∈ FM(G) and suppose there exist λ3, λ5, λ7 . . . such that
∀U ⊆ V where |U | ∈ {3, 5, 7, . . .} ,
∑
e∈G[U ]
xe ≤ λ|U |
( |U | − 1
2
)
Then, for any edge weights {we}e∈E,
∑
e∈E
wexe ≤ max(1, λ3, λ5, . . .) match(G)
where match(G) is the weight of the maximum weighted (integral) matching.
Proof. By Edmonds’ theorem, match(G) = maxz∈IM(G)
∑
eweze where
IM(G) =
{
x ∈ RE : xe ≥ 0 for all e ∈ E,
∑
e∈E:u∈e
xe ≤ 1 for all u ∈ V ,
∑
e∈G[U ]
xe ≤
( |U | − 1
2
)
for all U ⊂ V of odd size

But x
max(1,λ3,λ5,...)
∈ IM(G) and so ∑e∈E wexe ≤ max(1, λ3, λ5, . . .) match(G) as re-
quired.
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For the streaming applications we will be interested in fractional matchings that
can be computed locally.
Definition 18. For a given graph G, we say a fractional matching x ∈ FM(G) is
local if every xe is only a function of the edges (and their weights in the case of a
weighted graph) that share an end point with e.
We now state our main structural result:
Theorem 19. Let match(G) be the size of the maximum cardinality matching in
G(V,E). For an edge e = {u, v} ∈ E define xe = min
(
1
deg(u)
, 1
deg(v)
, 1
α+1
)
. Then,
match(G) ≤ (α + 1)
∑
e∈E
xe ≤ (α + 2) match(G)
We define score(x) =
∑
e xe and in the next two lemmas show that x is a local
fractional matching and
1
α + 1
·match(G) ≤ score(x) ≤ α + 2
α + 1
·match(G)
which proves Theorem 19. We note that the upper bound can be improved slightly if
α is even. In Section 4.1.2, we show that it is possible to efficiently estimate score(x)
in the data stream model.
Lemma 20. x ∈ FM and
score(x)
match(G)
≤

α+2
α+1
if α odd
α+3
α+2
if α even
Furthermore, if G is bipartite then score(x) ≤ match(G).
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Proof. First, note that xe ≥ 0 for each e ∈ E and for any u ∈ V ,
∑
e∈E:u∈e
xe ≤
∑
e∈E:u∈e
1/ deg(u) = 1
and hence x ∈ FM. The bound for bipartite graphs follows because the maximum size
of a fractional matching in a bipartite graph equals the maximum size of an integral
matching. For the rest of the result, we appeal to Lemma 17. Since x ∈ FM, it is
simple to show that x satisfies the conditions of the lemma with λt ≤ t/(t− 1); this
follows because
∑
e∈G[U ] xe ≤ |U |/2 for any x ∈ FM. Furthermore, since there are at
most
(|U |
2
)
edges in G[U ] and xe ≤ 1/(α + 1) for all e,
∑
e∈G[U ]
xe ≤
(|U |
2
)
1
α + 1
=
|U | − 1
2
· |U |
α + 1
Therefore, λt ≤ min (t/(t− 1), t/(α + 1)). Consequently,
max
t odd
λt =

α+2
α+1
if α odd
α+3
α+2
if α even
Note that Lemma 20 is tight. For example, a 5-clique has arboricity 3, maximum
matching of size 2, and score(x) = 5/2.
We next bound score(x) in terms of the number edges whose endpoints both have
“large” degree and the number of edges whose endpoints both have “small” degree.
Lemma 21. Define a vertex to be heavy if it has degree at least α + 2. Let h be the
number of heavy vertices, let E2 be the set of edges where both endpoints are heavy,
and let E0 be the set of edges where neither endpoints are heavy. Then,
score(x) ≥ h− |E2|
α + 2
+
|E0|
α + 1
≥ match(G)
α + 1
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Proof. Let di be the degree of vertex i and assume d1 ≥ d2 ≥ d3 ≥ . . .. Let bi =
|{j < i : {i, j} ∈ E}| and ci = |{i < j : {i, j} ∈ E}|, i.e., the number of neighbors
of vertex i that have higher or lower degree respectively than vertex i where ties
are broken by the ordering supposed in the above line. Consider labeling an edge e
with weight xe where we first label edges incident to vertex 1, then the (remaining
unlabeled) edges incident to vertex 2, etc. Then c1 = d1 edges get labeled with
min(1/d1, 1/(α + 1)), c2 edges get labeled with min(1/d2, 1/(α + 1)), c3 edges get
labeled with min(1/d3, 1/(α + 1)) etc. Then
score(x) =
∑
i
ci min(1/di, 1/(α + 1))
=
∑
i:di≥α+2
ci/di +
∑
i:di≤α+1
ci/(α + 1)
= h−
∑
i:di≥α+2
bi/di +
∑
i:di≤α+1
ci/(α + 1)
≥ h− (
∑
i:di≥α+2
bi)/(α + 2) + (
∑
i:di≤α+1
ci)/(α + 1)
Note that
∑
i:di≥α+2 bi is the number of edges in the induced subgraph on heavy
vertices, i.e., |E2|. Similarly,
∑
i:di≤α+1 ci = |E0|. Therefore,
score(x) ≥ h− |E2|
α + 2
+
|E0|
α + 1
Note that |E2| < αh because these edges in this induced subgraph can be partitioned
into at most α forests. Therefore,
score(x) ≥ h(1− α/(α + 2)) + |E0|/(α + 1) = 2h/(α + 2) + |E0|/(α + 1)
as required. Note that h + |E0| ≥ match(G) because every edge in a matching is
either in E0 or has at least one heavy vertex as an endpoint. Therefore,
score(x) ≥ (h+ |E0|)/(α + 1) ≥ match(G)/(α + 1)
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L1
L2
L3
Figure 4.1: Tight example for Lemma 21
Note that Lemma 21 is tight. For an example see Figure 4.1. Let L1 consist of
α vertices whereas L2 and L3 consist of n  α vertices. The edges are a complete
bipartite graph of L1 and L2 and a matching between L2 and L3. Then
score(x) = αn · 1
n
+ n · 1
α + 1
and match(G) = n. Hence match(G)/ score(x) goes to α + 1 as n goes to infinity.
Structural Result for Weighted Graphs. In this section, we show how to
find a good local fractional matching for weighted graphs. It does not improve upon
the bounds given by the unweighted to weighted reduction of Chapter 5. However,
we think the structural result is interesting in its own right.
Theorem 22. Define y ∈ RE where for e = {u, v} ∈ E, we set
ye = min
(
1
dege(u) ·H(deg(u)) ,
1
dege(v) ·H(deg(v)) ,
1
α + 1
)
where dege(u) and dege(v) are the number of edges at least as heavy as e that are
incident to u and v respectively and H(r) = 1/1 + 1/2 + . . . + 1/r is the harmonic
function. Then
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match(G) ≤ H(D)(α + 1)
∑
e
weye ≤ H(D)(α + 2) match(G)
where D is the maximum degree of the graph.
Note that D can be as large as n − 1 even for a low arboricity graph. However,
since the average degree of G is at most 2α, for many low arboricity graphs of interest,
such as graphs of bounded degree, the maximum degree D is actually much smaller
than n.
As before, define score(y) =
∑
eweye. The next two lemmas prove Theorem 22.
Lemma 23. y ∈ FM and
score(y)
match(G)
≤

α+2
α+1
if α odd
α+3
α+2
if α even
Furthermore, if G is bipartite then score(y) ≤ match(G).
Proof. For all u ∈ V ,
∑
e∈E:u∈e
ye ≤ 1
H(deg(u))
∑
e∈E:u∈e
1
dege(u)
≤ 1
H(deg(u))
(1/1 + 1/2 + . . .+ 1/ deg(u)) = 1
and hence y ∈ FM. The result of the proof follows as in the proof of Lemma 20 since
ye ≤ 1/(α + 1) for all e.
Lemma 24. match(G) ≤ H(D)(α + 1) score(y) where D is the maximum degree.
Proof. Let ze be the optimum weighted integral matching. Let 0 < w1 < w2 < w3 <
. . . be the distinct weights in the graph and let w0 = 0. Let Gk be the unweighted
graph formed from the original weighted graph where all edges whose weight is < wk
are deleted and the other edges are given weight 1. Let zke be the optimum unweighted
integral matching for Gk and let degk(u) be the degree of vertex u in Gk.
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Then,
score(z) =
∑
e
zewe ≤
∑
k
(wk − wk−1)
∑
e∈Gk
zke
≤ (α + 1)
∑
k
(wk − wk−1)
∑
e∈Gk
min
(
1
degk(u)
,
1
degk(v)
,
1
α + 1
)
where the last inequality follows by our result for the unweighted case.
But for any e ∈ E,
∑
k:e∈Gk
(wk − wk−1) min
(
1
degk(u)
,
1
degk(v)
,
1
α + 1
)
≤
∑
k:e∈Gk
(wk − wk−1) min
(
1
dege(u)
,
1
dege(v)
,
1
α + 1
)
≤ we min
(
1
dege(u)
,
1
dege(v)
,
1
α + 1
)
≤ H(D)weye
where the first inequality follows because degk(u) ≥ dege(u) for all k such that e ∈ Gk.
Therefore match(G) ≤ H(D)(α + 1) score(y) as claimed.
Note that Lemma 24 is tight. For an example see Figure 4.2. There are four
levels where, |L1| = α, |L2| = |L4| =
√
n, and L3 consists of
√
n groups of (
√
nα− 1)
vertices. There is a complete bipartite graph between L1 and L2, matching between
L2 and L4, and each group of vertices in L3 is connected to one of the vertices in L2.
Black edges have weight
√
n, red ones have weight 1. Maximum weighted matching
has weight n.
score(y) = α
√
n ·
√
n√
nH(
√
n)
+
√
n ·
√
n
(α + 1)H(
√
n)
+
√
n(
√
n− α− 1) · 1√
nH(
√
n)
=
α(α + 1)
√
n+ n+ (α + 1)(
√
nα− 1)
(α + 1)H(
√
n)
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L1
L2
L4
L3
Figure 4.2: Tight example for Lemma 24
Then
match(G)
score(y)
=
(α + 1)H(
√
n)n
α(α + 1)
√
n+ n+ (α + 1)(
√
nα− 1)
which goes to (α+ 1)H(
√
n) as n goes to infinity. Note that
√
n is maximum degree
in G and H(
√
n) = Θ(log n).
Exact Degree Distribution. Using ideas from the previous sections, we now
show that the size of the maximum matching can be approximated up to a (α + 2)
factor given just the degree distribution of G. Specifically, consider the following
estimate:
M˜ =
∑
u∈V
min(α + 1− deg(u)/2, deg(u)/2)
The next theorem shows that M˜ is an (α + 2) approximation for match(G).
Theorem 25. match(G) ≤ M˜ ≤ (α + 2) ·match(G).
Proof. As before, let h be the number of “heavy” vertices with degree at least α+ 2.
Partition the edges E into E0, E1, and E2 depending on whether the edge has zero,
one, or two heavy endpoints. Then,
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∑
u∈V
min(α + 1− deg(u)/2, deg(u)/2)
=
∑
u∈V
deg(u)/2−max(deg(u)− α− 1, 0)
= |E0|+ |E1|+ |E2| −
 ∑
u:deg(u)≥α+2
deg(u)− α− 1

= |E0|+ |E1|+ |E2| −
 ∑
u:deg(u)≥α+2
deg(u)
+ h(α + 1)
= |E0|+ |E1|+ |E2| − |E1| − 2|E2|+ h(α + 1)
= |E0| − |E2|+ h(α + 1)
Note that |E2| < αh because the number of edges in any induced subgraph is at most
α times the number of vertices in that subgraph. Hence,
|E0| − |E2|+ h(α + 1) ≥ |E0|+ h ≥ match(G) .
From Lemmas 20 and 21, we know that
h− |E2|
α + 2
+
|E0|
α + 1
≤ α + 2
α + 1
·match(G)
and hence,
|E0| − |E2|+ h(α + 1) ≤ |E0| − |E2| · α + 1
α + 2
+ h(α + 1) ≤ (α + 2) match(G)
Both inequalities in Theorem 25 are tight. For the lower bound, consider a col-
lection of n disjoint edges, which has match(G) = M˜ = n. For the upper bound,
consider a 5-clique, that has arboricity 3, match(G) = 2, and M˜ = 10.
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4.1.2 Data Stream Algorithms
In this section, we briefly discuss algorithmic results that can be achieved via the
structural results from the previous section.
Arbitrary Order Graph Streams. In the arbitrary order graph stream model,
the stream consists of the edges of the input graph G in arbitrary order. The goal
is to estimate the size of the maximum cardinality matching using only a single pass
over this stream and limited memory.
From Theorem 19, we know we can estimate the size of the maximum cardinality
via the following quantity,
A :=
∑
{u,v}∈E
min
(
1
deg(u)
,
1
deg(v)
,
1
α + 1
)
To do this we first show that A can be estimated via the quantity,
AS :=
∑
{u,v}∈E:u,v∈S
min
(
1
deg(u)
,
1
deg(v)
,
1
α + 1
)
where S is a subset of V formed by sampling each vertex independently with probabil-
ity p. The next lemma shows that AS is within a 1 +  factor of Ap
2 with probability
at least 3/4 assuming p is sufficiently large. Note that a similar approach is taken
in Esfandiari et al. [46] and Chitnis et al. [29] in the context of their algorithm to
estimate the number of high degree vertices and edges that are not incident to high
degree vertices.
Lemma 26. If p ≥ √12−2A−1, then P [|AS − Ap2| ≤  · Ap2] ≥ 3/4.
Proof. For each edge e = {u, v} ∈ E, let xe = min (1/deg(u), 1/deg(v), 1/(α + 1))
and define a random variable Xe where Xe = xe if u, v ∈ S and Xe = 0 otherwise.
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Note that AS =
∑
e∈E Xe. Then, the expectation and variance of AS are E [AS] = Ap2
and
V [AS] =
∑
e∈E
∑
e′∈E
E [XeXe′ ]− E [Xe]E [Xe′ ]
Note that
∑
e′∈E
E [XeXe′ ]− E [Xe]E [Xe′ ] =

x2e(p
2 − p4) if e = e′
xexe′(p
3 − p4) if e and e′ share exactly one endpoint
0 if e and e′ share no endpoints
Since the sum of all xe′ that share an endpoint with e is at most 2 because x ∈ FM,
V [AS] ≤
(∑
e∈E
x2e(p
2 − p4)
)
+ 2A(p3 − p4) ≤ 3Ap2
We then use Chebyshev’s inequality to obtain
P
[|AS − Ap2| ≤ Ap2] ≤ 3Ap2
2A2p4
=
3
2Ap2
≤ 3/4
Given this key lemma, the algorithm and analysis proceed similarly to that of
Esfandiari et al. [46]. Specifically, two algorithms are run in parallel: a greedy match-
ing algorithm and a sampling-based algorithm. The greedy matching algorithm uses
O(n2/3 log n) space to find a maximal matching of size at least min(n2/3,match(G)/2).
The sampling-based algorithm uses O(αn2/3 log n) space to sample each vertex with
probability p = Θ(−1/n2/3) and then find all edges whose endpoints are both sam-
pled along with the degrees of the sampled edges. If the greedy matching has size less
than n2/3 then it is necessarily a 2 approximation of match(G). If not, we can use the
estimate of A based on the vertices sampled since in this case A = Ω(n2/3). Similarly,
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extensions of the above approach for dynamic graph streams [26,29] go through with
the improved approximation factor. To summarize:
Theorem 27. There exists a single pass data stream algorithm using O(α−1nr log δ−1)
space that returns a (α+2)(1+) approximation of the maximum matching with prob-
ability at least 1− δ. In the insert-only model, r = 2/3 and in the insert-delete model
r = 4/5.
Adjacency List Graph Streams. In the adjacency list model the edges incident
to each vertex v appear consecutively in the stream [14,25,88]. Thus, every edge {u, v}
will appear twice: once when we view the adjacency list of u and once for v. Aside
from that constraint, the stream is ordered arbitrarily. For example, for the graph
consisting of a cycle on three vertices V = {v1, v2, v3}, a possible ordering of the
stream could be 〈v3v1, v3v2, v2v3, v2v1, v1v2, v1v3〉. Note that in this model it is trivial
to compute
M˜ =
∑
u∈V
min(α + 1− deg(u)/2, deg(u)/2)
in O˜(1) space since the degree of a vertex can be calculated exactly when the adjacency
list of that vertex appears. The next theorem immediately follows from Theorem 25.
Theorem 28. An (α + 2)-approximation of the size of maximum matching can be
computed using O˜(1) in the adjacency list model. In particular, this yields a 5-
approximation for planar graphs.
4.2 Polylogarithmic Algorithm for Insert-only Streams
In this section, we describe a better algorithm approximating the size of maximum
matching in insert-only streams. For a graph with arboricity α, it returns an (α +
2)(1 + )-approximation using O(2 log n) words of space.
As before, let match(G) be the maximum size of a matching in a graph G. We
start this section by stating a simple corollary of Edmonds’ Theorem. This corollary is
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likely known but we include a proof for completeness. Recall that Edmonds’ Theorem
implies that if the weight of a fractional matching on any induced subgraph G(U) is
at most (|U | − 1)/2, then the weight on the entire graph is at most match(G).
Lemma 29. Let {ye}e∈E be a fractional matching where the maximum weight is .
Then, ∑
e
ye ≤ (1 + ) match(G)
Proof. Let U be an arbitrary subset of vertices and let E(U) be the edges in the
induced subgraph on U . Let t = |U |. Then since |E(U)| ≤ t(t− 1)/2,
∑
e∈E(U)
ye ≤ min
(
t
2
, |E(U)|
)
≤ t− 1
2
·min
(
t
t− 1 , t
)
≤ t− 1
2
· (1 + )
Hence, the fractional matching defined by ze = ye/(1+ ) satisfies
∑
e ze ≤ match(G).
Therefore,
∑
e ye ≤ (1 + )
∑
e ze ≤ (1 + ) match(G).
Let Eα be the set of edges uv where the number of edges incident to u or v that
appear in the stream after uv are both at most α. We first show a bound for match(G)
in terms of |Eα|. Cormode et al. [34] proved a similar but looser bound.
Lemma 30. match(G) ≤ |Eα| ≤ (α + 2) match(G).
Proof. We first prove the right inequality. To do this define ye = 1/(α + 1) if e is
in Eα and 0 otherwise. Note that {ye}e∈E is a fractional matching with maximum
weight 1/(α+ 1). Lemma 29 implies that its total weight is at most (α+ 2)/(α+ 1)
larger than the maximum integral matching. Hence,
|Eα|
α + 1
=
∑
e
ye ≤ α + 2
α + 1
·match(G)
It remains to prove the left inequality. Define H to be the set of vertices with
degree α + 1 or greater. We refer to these as the heavy vertices. For u ∈ H, let Bu
be the set of the last α + 1 edges incident to u that arrive in the stream.
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Say an edge uv is good if uv ∈ Bu ∩ Bv and wasted if uv ∈ Bu ⊕ Bv, i.e., the
symmetric difference. Then |Eα| is exactly the number of good edges. Define
w = number of good edges with no end points in H
x = number of good edges with exactly one end point in H
y = number of good edges with two end points in H
z = number of wasted edges with two end points in H
and note that |Eα| = w + x+ y.
We know x + 2y + z = (α + 1)|H| because Bu contains exactly α + 1 edges if
u ∈ H. Furthermore, z + y ≤ α|H| because the graph has arboricity α. Therefore
x+ y ≥ (α + 1)|H| − α|H| = |H|
Let EL be the set of edges with no endpoints in H. Since every edge in EL is good,
w = |EL|. Hence, |Eα| ≥ |H| + |EL| ≥ match(G) where the last inequality follows
because at most one edge incident to each heavy vertex can appear in a matching.
Let Gt be the graph defined by the stream prefix of length t and let E
t
α be the set
of good edges with respect to this prefix, i.e., all edges uv from Gt where the number
of edges incident to u or v that appear after uv in the prefix are both at most α. By
applying the theorem to Gt, and noting that E
∗ ≥ |Eα| and match(Gt) ≤ match(G),
we deduce the following corollary:
Corollary 31. Let E∗ = maxt |Etα|. Then match(G) ≤ E∗ ≤ (α + 2) match(G).
We now describe an algorithm that approximates E∗ to a (1 + )-factor in the
insert-only graph stream model.
1. Initialize S ← ∅, p = 1, estimate = 0
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2. For each edge e = uv in the stream:
(a) With probability p add e to S and initialize counters cue ← 0 and cve ← 0
(b) For each edge e′ ∈ S, if e′ shares endpoint w with e:
• Increment cwe′
• If cwe′ > α, remove e′ and corresponding counters from S
(c) If |S| > 40−2 log n:
• p← p/2
• Remove each edge in S and corresponding counters with probability
1/2
(d) estimate← max(estimate, |S|/p)
3. Return estimate
This algorithm is a modification of the algorithm for estimating |Eα| designed by
Cormode et al. [34]. The basic idea is to independently sample edges from Etα with
probability that is high enough to obtain an accurate approximation of |Etα| and
yet low enough to use a small amount of space. For every sampled edge e = uv, the
algorithm stores the edge itself and two counters cue and c
v
e for degrees of its endpoints
in the rest of the stream. If we detect that a sampled edge is not in Etα, i.e., either of
the associated counters exceed α, it is deleted.
Cormode et al. ran multiple instances of this basic algorithm corresponding to
sampling probabilities 1, (1 + )−1, (1 + )−2, . . . in parallel; terminated any instance
that used too much space; and returned an estimate based on one of the remaining
instantiations. Instead, we start sampling with probability 1 and put a cap on the
number of edges stored by the algorithm. Whenever the capacity is reached, the
algorithm halves the sampling probability and deletes every edge currently stored
with probability 1/2. This modification saves a factor of O(−1 log n) in the space use
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and update time of the algorithm. We save a further O(α) factor in the analysis by
using the algorithm to estimate E∗ rather than |Eα|.
Lemma 32. With high probability, our algorithm outputs a (1 + ) approximation of
E∗.
Proof. Let k be such that 2k−1τ ≤ E∗ < 2kτ where τ = 20−2 log n. First suppose we
toss O(log n) coins for each edge in Etα and say that an edge e is sampled at level i
if at least the first i− 1 coin tosses at heads. Hence, the probability that an edge is
sampled at level i is pi = 1/2
i and that the probability an edge is sampled at level
i conditioned on being sampled at level i − 1 is 1/2. Let sti be the number of edges
sampled. It follows from the Chernoff bound that for i ≤ k,
P
[|sti − pi|Etα|| ≥ piE∗] ≤ exp(−2E∗pi4
)
≤ exp
(
−
2E∗pk
4
)
≤ exp
(
−
2τ
8
)
=
1
poly(n)
By the union bound, with high probability, sti/pi = |Etα| ± E∗ for all 0 ≤ i ≤ k,
1 ≤ t ≤ αn.
The algorithm initially maintains the edges in Etα sampled at level i = 0. If the
number of these edges exceeds the threshold, we subsample these to construct the set
of edges sampled at level i = 1. If this set of edges also exceeds the threshold, we
again subsample these to construct the set of edges at level i = 2 and so on. If i never
exceeds k, then the above calculation implies that the output is (1± )E∗. But if stk
is bounded above by (1 + )E∗/2k < (1 + )τ for all t with high probability, then i
never exceeds k.
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It is immediate that the algorithm uses O(−2 log n) space since this is the max-
imum number of edges stored at any one time. By Corollary 31, E∗ is an (α + 2)
approximation of match(G) and hence we have proved the following theorem.
Theorem 33. The size of the maximum matching of a graph with arboricity α can
be (α+ 2)(1 + )-approximated with high probability using a single pass over the edges
of G given O(−2 log n) space.
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CHAPTER 5
REDUCTION FROM UNWEIGHTED TO WEIGHTED
MATCHINGS
Let G = (V,E) be a weighted graph where edge e has weight we ∈ [1,W ]. In
this chapter, we show that it is possible to reduce the problem of approximating the
weight of maximum weight matching in G to approximating the size of maximum
cardinality matchings. Specifically, we show that given a λ-approximation algorithm
for the unweighted problem, there is a 2(1 + )λ-approximation for the maximum
weighted problem where the latter algorithm using a factor O(−1 logW ) more space.
This reduction uses ideas from work by Uehara and Chen [110] and Crouch and
Stubbs [36].
Reduction to Unweighted Matchings. For k = 0, 1, . . . , blog1+W c, define
the unweighted graph Gk = (V,Ek) where e ∈ Ek iff we ≥ (1 + )k where we is the
weight of e in the original weighted graph. Note that E0 ⊆ E1 ⊆ E2 ⊆ . . . and, in
particular, E0, E1, . . . is not a partition of E.
Theorem 34. Let match(G) be the weight of the maximum weighted matching in G
and let m˜k be a λ-approximation of the size of the maximum cardinality matching in
Gk. Then,
match(G)/λ ≤
∑
k≥0
f(k) · m˜k ≤ 2 · (1 + ) ·match(G)
where
f(k) =

(1 + )k+1 − (1 + )k if k > 0
(1 + ) if k = 0
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Proof. Let mk be the size of the maximum cardinality matching in Gk and let M be
the set of edges in the maximum weighted matching in G. To prove the left inequality,
observe that
∑
k≥0
f(k) · m˜k ≥
∑
k≥0
f(k) ·mk/λ ≥
∑
k≥0
f(k) · |M ∩ Ek|/λ ≥ match(G)/λ
where the last inequality follows since
(1 + )we ≥
∑
k:we≥(1+)k
f(k) ≥ we (5.1)
We now prove the right inequality. Consider the matching R formed by taking a
maximal matching in Er where r = blog1+W c; extending this to a maximal matching
in Er−1; extending this to a maximal matching in Er−2 as so on. Note that since R∩Ek
is a maximal matching in Ek, we have m˜k ≤ mk ≤ 2|R ∩ Ek|. Therefore,
∑
k≥0
f(k) · m˜k ≤ 2
∑
k≥0
f(k) · |R ∩ Ek| ≤ 2(1 + )
∑
e∈R
we ≤ 2(1 + ) match(G)
where the second to last inequality follows from Eq. 5.1.
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CHAPTER 6
CYCLE COUNTING IN ARBITRARY ORDER STREAMS
In this chapter, we concentrate on the problem of counting the number of h-cycles
in the graph in the arbitrary order insert-only streaming model. If only one pass over
the stream is allowed, Ω(m) space is required to even distinguish between graphs with
0 and T h-cycles for any h ≥ 3 and T = O(n) (see [21] for h = 3; this bound extends
in a straightforward manner for larger cycles). Thus, in this chapter we concentrate
on multipass algorithms. We describe algorithms for approximating the number of
triangles and 4-cycles in the graph and show that even if taking a constant number
of passes is allowed, Ω(m) space is still necessary for h ≥ 5.
6.1 Triangles
In this section, we present two multipass algorithms computing a (1+)-approximation
of the number of triangles in the graph. The first algorithm uses two passes over the
stream and O˜(m/
√
T ) space, where T is the number of triangles in the graph. The
second one uses three passes over the stream, O˜(m3/2/T ) space, and a degree oracle.
6.1.1 Two-pass O˜(m/
√
T )-space Algorithm
It will be useful to start by briefly revisiting an algorithm by Jha, Seshardri, and
Pinar [63] in this model. They designed a beautifully simple algorithm for estimating
the transitivity coefficient of a graph up to small additive error. We show that the
algorithm can be used to estimate the number of triangles and that, if one makes a
small change to their algorithm (essentially sampling edges independently rather than
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sampling a fixed number of edges), this facilitates a simple analysis of the algorithm
that is similar to that used by Pagh and Tsourakakis [95]. While we think that
simplifying the analysis and generalizing the result is valuable in its own right, our
main purpose in revisiting this algorithm is that we will need to build upon it.
This single-pass algorithm samples edges uniformly with probability p and for
each edge arriving in the stream also checks whether it forms a triangle with some
two previously sampled edges.
Single Pass: S ← ∅, A← 0. On the arrival of the edge {u, v}:
1. S ← S ∪ {{u, v}} with probability p (to be determined).
2. A← A+ |{w : {w, u} and {w, v} ∈ S}|
Output: Return A/p2.
The following lemma bounds the probability that the output of the algorithm is
far from T .
Lemma 35. Let τ =
∑
e∈E
(
xe
2
)
and xe is the number of triangles that include edge
e. Then,
P
[|A/p2 − T | ≥ B] ≤ (T + τp)/(B2p2) .
Proof. Let T1, T2, . . . be the triangles in the graph and for each Ti let Wi be the length
two path consisting of the first two edges in Ti that arrive in the stream. Let Ai = 1
if both edges in Wi are sampled and Ai = 0 otherwise. At the end of the stream
A =
∑
Ai. To analyze A, first note that E [Ai] = p2 and V [Ai] ≤ p2. Furthermore,
COV [Ai, Aj] ≤ E [AiAj] = p3 if Wi and Wj share an edge (they can share at most
one edge) and COV [Ai, Aj] = 0 otherwise. It follows that E [A] = Tp2 and
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V [A] =
∑
i∈T
V [Ai] +
∑
i 6=j
COV [Ai, Aj]
≤ Tp2 +
∑
e∈E
∑
Wi∩Wj={e}
p3
≤ Tp2 + p3
∑
e∈E
(
xe
2
)
= Tp2 + τp3 .
The lemma follows from the Chebyshev’s inequality.
The parameter τ can be bounded as O(Tx∗) where x∗ is the maximum number of
triangles that share the same edge. Hence, it follows that the variance of the estimate
decreases with x∗. The following corollary follows by setting p appropriately. The
first result is an algorithm with the same space bound as Pagh and Tsourakakis’
algorithm [95] and the second result reproves the result of Jha et al. [63].
Corollary 36. Setting p appropriately, the above single pass algorithm returns:
• (1± )T with probability 99/100 using O˜(m(−1/√T + −2x∗/T )) space.
• T ± W with probability 99/100 using O˜(m−2/√W ) space.
where W is the number of wedges (length two paths) in the graph.
Proof. First note that τ ≤ ∑e∈E x2e/2 ≤ 1.5 · x∗ · T and because (xe2 ) is at most the
square of the degree of an endpoint of e,
τ =
∑
e∈E
(
xe
2
)
≤
∑
u:deg(u)>1
(deg(u))3
≤
 ∑
u:deg(u)>1
(deg(u))2
3/2
= O(W 3/2)
The expected space use of the algorithm is O˜(pm). Hence, setting
p = α ·max(−1/
√
T , −2τ/T 2)
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in the algorithm for some sufficiently large constant α and appealing to Lemma 35
with B = T gives the first result. Similarly, setting p = α · −2/√W in the algorithm
and B = W gives the second result.
Two Passes and O˜(−2m/
√
T ) Space. From the analysis of the above one-
pass algorithm, it is evident that the space required is very sensitive to the existence
of edges that are involved in many triangles. In this section, we address this by
considering two types of edges, light edges that are only involved in a small number
of triangles and heavy that are involved in a large number of triangles. Using two
passes, we estimate the number of triangles where every edge is light separately from
the number of triangles with at least one heavy edge.
Edges are characterized as heavy or light by an oracle defined by the following
random process:
1. Sample each vertex z of the graph with probability
p = β−2 log n/
√
T
for some large constant β > 0. Let Z be the set of sampled vertices.
2. For any edge e = {u, v}, let x˜e = |{z ∈ Z : u, v ∈ Γ(z)}| and define
oracle(e) =

L if x˜e < p
√
T
H if x˜e ≥ p
√
T
Note that once Z is chosen, the value of oracle(e) is fixed for all e, including edges
used to define the oracle. The following lemma establishes that xe is relatively small
if oracle(e) = L and relatively large if oracle(e) = H.
Lemma 37. With high probability for all e = {u, v}, oracle(e) = L implies xe ≤ 2
√
T
and oracle(e) = H implies xe ≥
√
T/2.
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Proof. First, observe that for each e, x˜(e) ∼ Bin(xe, p). By an application of the
Chernoff bound, if xe ≥ 2
√
T then
P
[
x˜(e) < p
√
T
]
≤ exp(−2p
√
T/3) = n−10 .
Hence, by the union bound, with high probability oracle(e) = H if xe ≥ 2
√
T for all
edges e. The second case follows similarly.
Our algorithm is then as follows:
Initialization: Let Z be a random subset of vertices where each vertex is in Z with
probability p = β−2 log n/
√
T .
First pass:
1. Sample a random subset of edges S1 where each edge is in S1 with proba-
bility p.
2. Collect all edges S2 that are incident to any vertex in Z.
Second pass: Let AL = AH = 0. For each edge e = {u, v} in the stream,
1. For i ∈ {1, 2}, define SLi = {e ∈ Si : oracle(e) = L} and SHi = {e ∈ Si :
oracle(e) = H} where Z and S2 define oracle as above.
2. If oracle(e) = L then AL ← AL + |{w : {u,w}, {v, w} ∈ SL1}|/3
3. If oracle(e) = H then AH ← AH + x˜1e + x˜2e/2 + x˜3e/3 where
x˜1e = |{w ∈ Z : {u,w}, {v, w} ∈ SL2}|
x˜2e = |{w ∈ Z : {u,w} ∈ SL2 , {v, w} ∈ SH2}|
+|{w ∈ Z : {u,w} ∈ SH2 , {v, w} ∈ SL2}|
x˜3e = |{w ∈ Z : {u,w}, {v, w} ∈ SH2}|
Output: Return AL/p2 + AH/p
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In the first pass, the algorithm instantiates the above oracle and samples some
additional edges S1. In the second pass, for each new edge that is light we increment
counter AL by a third of the number of triangles it forms with light edges from S1.
In expectation, this counter will be p2 times the total number of triangles involving
three light edges. For each new edge that is heavy, we use the oracle to estimate the
number of triangles with i heavy edges that involve this edge for i ∈ {1, 2, 3}. Scaling
appropriately, we increment counter AH by the sum of these estimates, ensuring that
this counter is an estimate of the total number of triangles with at least one heavy
edge.
Theorem 38. There exists a O˜(−2m/
√
T )-space algorithm using two passes in the
arbitrary order model that returns a (1 + )-approximation of T with probability at
least 49/50.
Proof. Let T L be the number of triangles among the set of edges EL = {e ∈ E :
oracle(e) = L}. Let W1,W2, . . . , be the length two paths in EL that are involved in
triangles in EL. Notice, there are three length two paths involved in every triangle.
Let Ai = 1 if both edges in Wi are in S
L
1 and Ai = 0 otherwise. Then, following
the analysis in Lemma 35 and appealing to Lemma 37, we can show that AL/p2 =∑
iAi/(3p
2) equals T L ± T/2 with probability at least 99/100.
Let T H be the number of triangles in the input graph that have at least one heavy
edge. For each heavy e, define xie to be the number of triangles that include edge e
and have exactly i heavy edges. Then
T H =
∑
e:oracle(e)=H
(x1e + x
2
e/2 + x
3
e/3)
because every heavy triangle with i heavy edges occurs in i different summands. Since
each x˜ie ∼ Bin(xie, p) we can apply the Chernoff bound to prove that
x˜1e + x˜
2
e/2 + x˜
3
e/3 = (1± )p(x1e + x2e/2 + x3e/3)
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with probability at least
1− 2 exp(−2p(
√
T/6)/3) = 1− 1/ poly(n) .
We then apply the union bound.
To bound the space used by the algorithm observe that
E [|S1|+ |S2|] = pm+
∑
v
p deg(v) = 3pm
so the expected space used by the algorithm is O˜(−2m/
√
T ) as claimed.
6.1.2 Three-pass O˜(m3/2/T )-space Algorithm
In this section, we consider the “wedge sampling approach” proposed by Schank
and Wagner [103] and Kolda et al. [79]. This approach is most relevant to estimating
the number of triangles when the global clustering coefficient of the graph (the fraction
of wedges that are included in triangles) is large. The previous work did not consider
the data stream model, but we show that it is relatively straightforward to design a
streaming algorithm based on their ideas. Throughout this section we assume that
m ≥ 2n. This guarantees there are a Ω(n) wedges in the graph.
Wedge Sampling Algorithm. The basic wedge sampling idea is to sample
wedges uniformly and compute the fraction of these that are contained in a triangle.
If there are W wedges, then this fraction is 3T/W because each triangle contains
three length-two paths. Thus, by an application of the Chernoff bound, if we sam-
ple O(−2W/T ) wedges then we can estimate T/W up to a factor 1 ±  with good
probability. Hence, the challenge becomes how to uniformly sample from the set of
wedges in the graph and check whether there is an edge that “completes” this wedge
to a triangle.
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To sample and test a single wedge in the arbitrary order model we use the following
two-pass algorithm:
First pass: Use an `2-sampling algorithm [67] to sample a vertex v with probability
proportional to (1± ) deg(v)2.
Second pass: Independently sample two edges e1 and e2 incident to v uniformly at
random. If e1 = e2, output FAIL. Else, check if one of the edges arriving after
e1 and e2 completes a triangle with e1 and e2.
The following lemma shows that the above algorithm outputs fail with probability
at most 1/4 and if not, finds a triangle with probability ≈ T/W .
Lemma 39. Let F be the event that the above algorithms fails. Then if m ≥ 2n,
P [F ] ≤ 1/2 and the probability of finding a triangle is (1 ± )T/W conditioned on
¬F .
Proof. We assume the `2 sampling is performed perfectly since the (1± ) error will
only introduce a factor (1± ) to all the probabilities. First observe that
P [F ] =
∑
v∈V
deg(u)2∑
u∈V deg(u)
2
· 1
deg(v)
=
∑
v∈V deg(v)∑
u∈V deg(u)
2
≤ 2m
4m2/n
=
n
2m
≤ 1/4 .
Let Rv be the event that we sample vertex v and that e1 6= e2.
P [Rv|¬F ] = P [Rv ∧ ¬F ]P [¬F ]
=
deg(v)2∑
u deg(u)
2
(
2
deg(v)2
)(
1
1−∑v deg(v)/∑u deg(u)2
)
=
2∑
u deg(u)(deg(u)− 1)
= 1/W .
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Therefore, e1 and e2 form a wedge chosen uniformly at random. Hence the probability
that we find a triangle with edges e1, e2, e3 where e3 arrives in the stream after e1 and
e2 are sampled in the second pass equals
3T
W
· 1
3
= T/W as required. Note that the
fact that e3 comes last is not true if we condition on the vertex v that was chosen as
the “center” of the wedge; but since we chose a wedge uniformly at random, there
was probability of 1/3 that e1 and e2 were the first two edges of the triangle.
Appealing to the previous lemma and the above discussion we can multiplicatively
estimate T/W in two passes. Using the fact we can also multiplicatively approximate
W in parallel (see details below), we can also multiplicatively approximate T .
Theorem 40. There is a two pass, O˜(−2W/T )-space algorithm in the arbitrary order
model that returns a (1 + )-approximation to T with probability at least 99/100.
Three pass algorithm using O˜(−2m3/2/T ) space and a degree oracle. Note
that the above algorithm could be implemented in a single pass if the degrees of the
vertices in the graph were known a priori. If we can assume oracle access to the
degrees of the vertices in the graph (this may be reasonable in various systems), we
can further improve the space use given additional passes.
Define a total ordering on vertices <d based on degrees where x <d y if
deg(x) < deg(y) or (deg(x) = deg(y) and id(x) < id(x)) ,
i.e., <d is ordering the vertices by degree with ties broken by the id of the vertex (we
assume the vertices are labeled in 1, 2, . . . , n). Given a degree oracle we can evaluate
the <d ordering between the two endpoints of an edge when this edge arrives. This
will allow us to focus on a smaller set of wedges when following the wedge sampling
procedure above. Specifically, let W ′ be the number of length two-paths x-y-z where
y <d x and y <d z. We call such wedges “<d-consistent”. Note that W
′ ≤ W and it
can be significantly less; W may be Ω(mn) whereas W ′ = O(m3/2).
69
Lemma 41. W ′ < 2m3/2.
Proof. First, we show that for any vertex y, the number of its neighbors z such that
y <d z is at most
√
2m. Assume, this is false. Then there exist over
√
2m vertices
z1, z2, . . . such that deg(zi) ≥ deg(y) >
√
2m. But then
deg(z1) + deg(z2) + . . . >
√
2m ·
√
2m = 2m
which is a contradiction since the sum of degrees of every vertex in the graph is 2m.
Next, associate every wedge with its internal vertex y. Since the number of z ∈
Γ(y) such that y <d z is at most
√
2m, every edge participates in at most (
√
2m− 1)
wedges in W ′. Therefore W ′ < 2m3/2.
Our three pass algorithm for sampling <d-consistent wedges and checking if they
participate in triangles is then as follows:
Initialization: A = 0, B = 0, r = α log n · −2m3/2/T for a large constant α. Repeat
r times in parallel:
First pass: Use an `2-sampling algorithm to sample a vertex v with probability
proportional to (1± )|{u ∈ Γ(v) : v <d u}|.
Second pass: Given the vertex v chosen in the first pass, sample edges e1 and e2
from {{u, v} : u ∈ Γ(v), v <d u} via `0 sampling.
Third pass: If e1 6= e2:
1. B ← B + 1.
2. If for some edge e in the stream {e, e1, e2} form a triangle, A← A+ 1.
Output: AW ′/B
The algorithm attempts to sample r wedges that are <d-consistent in parallel. B
stores the number of wedges found and A stores the number of these that participate
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in triangles. To output the estimate of the number of triangles, rather than T/W ′,
we note that W ′ can be estimated via second frequency moment estimation [24] as
explained shortly.
The analysis of this algorithm is analogous to that of the previous algorithm. Note
that it is not clear whether it is possible to collapse the second and third pass in a
single pass, since the stream may be ordered such that edges on high degree vertices
arrive before edges on low degree vertices.
Theorem 42. Given access to a degree oracle, there is a three pass, O˜(−2m3/2/T )-
space algorithm in the arbitrary order model that returns a (1 + )-approximation to
T with probability at least 99/100.
Estimating W and W ′. We start by rewriting W as follows:
W = 1/2 ·
∑
v∈V
deg(v)(deg(v)− 1) = 1/2 ·
∑
v∈V
deg(v)2 −m.
Assuming that m ≥ 2n,
1/2 ·
∑
v∈V
deg(v)2 ≥ 1/2 · 4m2/n ≥ 4m.
Since m can be computed exactly, it follows that it is sufficient to (1 + 3/4)-
approximate
∑
v∈V deg(v)
2 if we wish to approximate (1 + )-approximate W . This
can be done using existing algorithms for second frequency moment estimation [24].
The case of W ′ can be argued similarly. Let
deg′(v) = |{u ∈ Γ(v) : u >d v}| .
Then,
W ′ = 1/2 ·
∑
v∈V
deg′(v)(deg′(v)− 1) = 1/2 ·
∑
v∈V
deg′(v)2 −m/2.
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We also have
1/2 ·
∑
v∈V
deg′(v)2 ≥ 1/2 ·m2/n ≥ m .
Thus, (1+/2)-approximating
∑
v∈V deg
′(v)2 (which we can do given a degree oracle)
is sufficient to (1 + )-approximate W ′.
Running Time. The above two algorithms require running many parallel copies
of the corresponding wedge sampler. It may initially appear that running s copies
would necessitate Ω(s) update time and thus make the algorithms prohibitively slow.
Fortunately, this can be avoided and we can ensure O(polylog n) update time, see
McGregor et al. [93] for the details on fast `p-sampling.
6.2 Four-cycles
In this section, we describe two algorithms related to counting 4-cycles in the
graph. Both algorithms take two passes over the stream. The first one returns
an O(1) multiplicative approximation and uses space O˜(m/T 1/4), where T denotes
the number of 4-cycles in the graph. The second one uses space O˜(m3/2/T 3/4) and
distinguishes between graphs with 0 and T 4-cycles. Both algorithms rely on the
following structural result:
Lemma 43. Let an edge e be heavy, if it is involved in at least 40
√
T 4-cycles and
light otherwise. There are at least T/4 cycles containing no more than one heavy
edge.
Proof. We start by noting that there are at most
√
T/10 heavy edges. If there were
more, then the number of 4-cycles in the graph would be greater than
√
T/10 ·40√T ·
1/4 = T . Therefore, there are at most
(√
T/10
2
) ≤ T/100 distinct pairs of vertex-
disjoint heavy edges, and at most T/50 cycles containing a pair of disjoint heavy
edges, as each such pair may participate in at most two distinct cycles.
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Therefore, the remaining 49
50
T cycles either contain no more than one heavy edge,
or consist of two heavy edges sharing a vertex and two light edges. Let the number
of cycles of the second type be B.
For each pair of vertices uv, let luv be the number of wedges of the form uwv,
where both uw and vw are light. Similarly, let huv be the number of wedges of the
form uwv, where both uw and vw are heavy. Then we have:
B =
∑
u,v∈V
luvhuv
Furthermore,
∑
u,v∈V :
luv≤2
luvhuv ≤ 2
∑
u,v∈V
huv ≤ T/50
where the second inequality holds, since the total number of wedges comprised of two
heavy edges is at most
(√
T/10
2
) ≤ T/100. Thus, we have:
B ≤
∑
u,v∈V :
luv>2
luvhuv + T/50
Also note that for any pair of vertices there are at least
(
huv
2
)
cycles consisting of
four heavy edges and at least
(
luv
2
)
cycles consisting of four light edges with u and
v appearing distance two apart on the cycle. Furthermore, each of those cycles will
appear between at most two pairs of vertices in this fashion. Therefore,
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T ≥ B + 1
2
∑
u,v∈V
((
luv
2
)
+
(
huv
2
))
≥ B + 1
2
∑
u,v∈V :
luv>2
((
luv
2
)
+
(
huv
2
))
≥ B + 1
4
∑
u,v∈V :
luv>2
(
l2uv − luv + h2uv − huv
)
≥ B + 1
4
∑
u,v∈V :
luv>2
(
2
3
l2uv + h
2
uv
)
− T/400
= B +
1
4
∑
u,v∈V :
luv>2
(√2
3
luv − huv
)2
+ 2
√
2
3
luvhuv
− T/400
≥ B + 1
4
∑
u,v∈V :
luv>2
(
2
√
2
3
luvhuv
)
− T/400
= B +
1√
6
∑
u,v∈V :
luv>2
luvhuv − T/400
≥ B + 1√
6
(B − T/50)− T/400
where the last step plugs in the previous expression. Hence,
B ≤ T (1 + 1
50
√
6
+
1
400
)/(1 +
1√
6
) < 0.72T
Thus, the number of cycles that contain at most one heavy edge is at least (0.98 −
0.72)T > T/4.
6.2.1 Two-pass O˜(m/T 1/4)-space Algorithm
In this section, we describe an algorithm which computes a constant approxima-
tion to the number of 4-cycles in the graph using O˜(m/T 1/4) space and two passes
over the stream. Our algorithm relies on the simple idea of sampling edges uniformly
in the first pass, identifying paths of length three among those, and in the second
pass counting the number of 3-paths each edge in the stream completes to 4-cycles.
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Thus, our algorithm is as follows:
Pass 1: Sample edges with probability p = c/T 1/4, call set of sampled edges S
Pass 2: Let A = 0. For every edge e in the stream:
• Let a(e) = number of 4-cycles containing e and three edges in S
• A← A+ a(e)
Return: A/(4p3)
Space Complexity. By Chernoff bound, |S| = Θ˜(m/T 1/4) with high probability.
We do not store any additional edges in the second pass, and thus the space used by
our algorithm is O˜(m/T 1/4).
Correctness. Let T˜ be the estimate returned by the algorithm. Below we show
that T/32 ≤ T˜ ≤ 10T with constant probability.
Lemma 44. P
[
T˜ ≥ 10T
]
≤ 1/10.
Proof. T 4-cycles contain 4T paths of length 3, and each of those gets sampled with
probability p3. Thus, E
[
T˜
]
= E [A/(4p3)] = T . By Markov’s inequality,
P
[
T˜ ≥ 10T
]
≤ E
[
T˜
]
/10T = 1/10
Lemma 45. P
[
T˜ ≤ T/32
]
≤ 1/10.
Proof. We call a 3-path heavy if it contains a heavy edge and light otherwise. Let
HL be the set of light 3-paths involved in 4-cycles and HL = |HL|. Lemma 43 states
that at least T/4 cycles contain no more than one heavy edge. Hence, HL ≥ T/4.
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Finally, let H˜L = (# of light 3-paths in S)/p
3. Then E
[
H˜L
]
= HL. Note, that
we cannot distinguish between light and heavy edges and thus do not know which
3-paths in S are light.
P
[
T˜ ≤ T/32
]
≤ P
[
H˜L ≤ T/8
]
≤ P
[
E
[
H˜L
]
− H˜L ≥ T/8
]
≤ 1/10
where the last step follows from Chebyshev’s inequality and Lemma 46 which gives
a bound on the variance of H˜L.
Lemma 46. V
[
H˜L
]
≤ T 2/640.
Proof. Let Xq be 1 if all 3 edges of path q ∈ HL were sampled and 0 otherwise. Then
V
[
H˜L
]
= V
[
1
p3
∑
q∈HL
Xq
]
=
1
p6

∑
q∈HL
V [Xq] +
∑
q,t∈HL :
q 6=t,
q∩t6=∅
COV [Xq, Xt]

≤ 1
p6

∑
q∈HL
E
[
X2q
]
+
∑
q,t∈HL :
q 6=t,
q∩t6=∅
E [XqXt]

≤ 1
p6

∑
q∈HL
p3 +
∑
q∈HL
∑
t∈HL :
q 6=t,
q∩t6=∅
p4

≤ 1
p6
(
HLp
3 +
∑
q∈HL
120
√
Tp4
)
(6.1)
≤ 1
p6
(
HLp
3 + 120HL
√
Tp4
)
≤ 4T/p3 + 480T 3/2/p2
≤ T 2/640 (6.2)
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where equation 6.1 follows from the fact that any light path q ∈ HL intersects at
most 3 · 40√T other paths in HL and equation 6.2 follows when constant c in the
sampling probability is sufficiently large.
We now state our final result.
Theorem 47. There exists an O˜(m/T 1/4) space algorithm that takes two passes over
an arbitrary order stream and returns a O(1) multiplicative approximation to the
number of 4-cycles in the graph with probability at least 2/3.
By running Θ(log 1/δ) copies of the algorithm in parallel and taking the median
of their outputs, we can increase the success probability to 1− δ, where δ ∈ (0, 1).
6.2.2 Two-pass O˜(m3/2/T 3/4)-space Algorithm
In this section, we describe an algorithm which distinguishes between graphs with
0 and T 4-cycles using O˜(m3/2/T 3/4) space and two passes over the stream. Our
algorithm relies on the following fact (see for example [84] and [100]):
Lemma 48. Let G = (V,E) be graph. If |E| ≥ 2|V |3/2, then G contains a 4-cycle.
In the first pass, we sample edges with probability p = c/T 1/2, where c is a
sufficiently large constant. Call the set of sampled edges S. We show that if the
input graph has T 4-cycles, then with constant probability S will contain a pair of
vertex-disjoint edges e and e′ which belong to the same 4-cycle. Let VS be the set
of vertices involved in the edges we sampled and GS = (VS, ES) be the subgraph
induced by VS. Then GS contains a 4-cycle involving e and e
′. However, we do not
know which two edges in S form this special pair. Therefore, in the second pass we
keep collecting edges in GS until we find a 4-cycle.
Thus, our algorithm is as follows:
Pass 1: Sample edges with probability p = c/T 1/2, call set of sampled edges S.
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Pass 2: Collect edges with both endpoints in VS, until you find a 4-cycle or reach
the end of the stream.
Space Complexity. By Chernoff bound, |S| = Θ˜(m/√T ) with high probability
and thus |VS| = Θ˜(m/
√
T ). If there are no 4-cycles in GS, it follows from Lemma 48
that the number of edges collected in two passes is |ES| < 2|VS|3/2 = O˜(m3/2/T 3/4).
Otherwise, after collecting at most 2|VS|3/2 = Θ˜(m3/2/T 3/4) edges in GS we find a
4-cycle.
Correctness. Below, we prove that if the input graph contains T 4-cycles, then
GS contains a 4-cycle with constant probability.
We call a pair of disjoint edges heavy if it contains a heavy edge and light otherwise.
Let DL be the set of light pairs involved in 4-cycles and DL = |DL|. Lemma 43 states
that at least T/4 cycles contain no more than one heavy edge. Hence, DL ≥ T/4.
Lemma 49. If G contains T 4-cycles, in pass 1 we sample at least one pair in DL
with constant probability.
Proof. Let Xq be 1 if both edges of pair q ∈ DL were sampled and 0 otherwise.
Then X =
∑
q∈DL Xq is the number of light pairs that are sampled. Note that
E [X] = p2DL = Ω(1) when constant c in the sampling probability is sufficiently
large.
P [X ≤ 0] = P [E [X]−X ≥ E [X]] ≤ 1
10
where the last inequality follows from Chebyshev’s inequality if V [X] ≤ E [X]2 /10.
We now prove this bound on the variance of X.
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V [X] =
∑
q∈DL
V [Xq] +
∑
q,t∈DL :
q 6=t
q∩t6=∅
COV [Xq, Xt]
≤
∑
q∈DL
E
[
X2q
]
+
∑
q,t∈DL :
q 6=t
q∩t6=∅
E [XqXt]
≤
∑
q∈DL
p2 +
∑
q∈DL
∑
t∈DL :
q 6=t
q∩t6=∅
p3
≤ DLp2 +
∑
q∈DL
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√
Tp3 (6.3)
= DLp
2 + 80DL
√
Tp3
= O(p4D2L) (6.4)
where equation 6.3 follows from the fact that any light pair q ∈ DL intersects at most
2 · 40√T other pairs in DL and equation 6.4 from the fact that DL ≥ T/4 and from
constant c in the sampling probability being sufficiently large. The theorem then
follows from Chebyshev’s inequality.
We now state our final result.
Theorem 50. There exists an O˜(m3/2/T 3/4) space algorithm that takes two passes
over an arbitrary order stream and distinguishes between between graphs with 0 and
T 4-cycles with probability at least 2/3.
By running Θ(log 1/δ) copies of the algorithm in parallel and taking the majority
answer, we can increase the success probability to 1− δ, where δ ∈ (0, 1).
6.3 Lower Bounds
In this section, we present lower bounds on the space complexity of cycle counting
in the arbitrary order streaming model. It is known that in one pass Ω(m) space
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is required to distinguish between graphs with 0 and T h-cycles for any h ≥ 3 and
T = O(n) (see [21] for h = 3; this bound extends in a straightforward manner for
larger cycles). For a constant number of passes, the space complexity of counting
triangles is also known, see Bera and Chakrabarti [16]. Thus, we concentrate on
bounds for counting cycles of size 4 and lager in a constant number of passes.
Constant-pass 4-cycle Counting
Theorem 51. For any m and T ≤ m2, there exists m′ = Θ(m) and T ′ = Θ(T )
such that any arbitrary order streaming algorithm that distinguishes between m′-edge
graphs with 0 and T ′ 4-cycles with at least 2/3 probability in a constant number of
passes requires Ω(m/T 1/2) space.
Proof. For the proof we use a reduction from Disjointness communication complexity
problem.
Disjointness (DISJr)
Alice holds a binary string s1 of length r and Bob holds a string s2 of the same
length. Using multi-way communication, they must determine whether there
exists an index x such that s1x = s
2
x = 1, answering 1 if there is and 0 otherwise.
The communication complexity of this problem is Ω(r) [70, 99].
We embed an instance of the problem in a graph which has no 4-cycles if the
output is 0, and T cycles if it is 1. Therefore, any algorithm that can distinguish
between 0 and T 4-cycles (in particular, any algorithm for counting 4-cycles) would
provide a protocol for the communication problem, with communication complexity
equal to the space cost of the algorithm.
Let the vertices of the graph be
• Two special vertices u and w.
• n/k groups of k vertices V1, V2, . . . Vn/k.
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Alice and Bob hold strings of length n/k. For every s1i = 1 in Alice’s string, she
inserts k edges between u and Vi. For every s
2
j = 1 in Bob’s string, he inserts k edges
between Vj and w. This graph has Θ(n) edges. If the strings are disjoint, the graph
consists of two disjoint stars and thus has no 4-cycles. If there is an index x, such
that s1x = s
2
x = 1, then we have set Vx with edges to both u and w. Thus, it contains(
k
2
)
= Θ(k2) 4-cycles. The bound is then Ω(n/k) = Ω(m/T 1/2).
Constant-Pass h-cycle Counting for h ≥ 5. In Section 7.3 we show that for
h ≥ 5 and T = O(n), counting the number of h-cycles requires Ω(m) space for any
algorithm taking a constant number of passes over an adjacency list stream. Since
arbitrary order model is more restrictive, the same result holds.
Theorem 52. For any constant h ≥ 5, and for any m and T ≤ m, there exists m′ =
Θ(m) such that any arbitrary order streaming algorithm that distinguishes between m′-
edge graphs with 0 and T h-cycles with at least 2/3 probability in a constant number
of passes requires Ω(m) space.
Proof. See proof of Theorem 72.
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CHAPTER 7
CYCLE COUNTING IN ADJACENCY LIST STREAMS
In this chapter, we concentrate on the problem of counting the number of h-
cycles in the graph in the adjacency list order insert-only streaming model. In this
model, edges incident to the same vertex arrive together, providing two advantages
for cycle counting: we receive every edge twice in each pass, and furthermore, can
rely on observing two consecutive edges of a cycle at a time. While in arbitrary order
streams there is no algorithm approximating the number or triangles in the graph
using a single pass and sublinear space, in the adjacency list model there exists a
one-pass O˜(m/
√
T ) space algorithm [93], where T denotes the number of triangles
in the graph. In this chapter, we improve the space to O˜(m/T 2/3) while taking an
extra pass over the stream. We also present a two-pass 4-cycles counting algorithm
and supplement these algorithmic results with lower bounds for all cycle lengths.
7.1 Triangles
In this section, we describe a two-pass adjacency list streaming algorithm that re-
turns a (1 + )-approximation of the number of triangles in a graph using O˜(m/T 2/3)
space. To motivate our methods, consider first the following algorithm for distin-
guishing graphs with T triangles from graphs with no triangles described in [93]:
First Pass: Sample m′ edges from the graph.
Second Pass: Check if any of these edges are in a triangle.
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Note that the second pass can be accomplished with only 2m′ extra bits of storage
by, for each adjacency list presented in the second pass, flagging any endpoint of a
sampled vertex if it appears in the adjacency list. If both endpoints of an edge are
flagged in the adjacency list of some vertex v, that edge forms a triangle with v.
It can be shown (see, e.g., [9]) that any graph with T triangles must have at least
T 2/3 edges involved in those triangles, so provided m′ ≥ m/T 2/3, at least one such
edge will be sampled in the first pass with good probability, and so the algorithm will
detect that the graph has at least one triangle.
This algorithm gives an unbiased estimator for T , as the number of triangles found
by the algorithm is 3m
′
m
T in expectation (if triangles with multiple sampled edges are
counted with multiplicity). However, this estimator has high variance, due to “heavy”
edges — edges involved in many triangles. Instead, consider the following three-pass
algorithm, which only counts a triangle as being sampled if its “lightest” edge was
sampled.
First Pass: Sample a size-m′ set S of edges from the graph.
Second Pass: Collect the set Q of triangles that include at least one edge in S.
Third Pass: For every triangle uvw ∈ Q, calculate Tuv, Tvw, Twu, the number of
triangles in G that use uv, vw, and wu, respectively.
Post-Processing: For each edge e ∈ S, and each triangle τ using e, count τ iff
e = arg mine′∈τ Te′ , breaking ties arbitrarily.
This algorithm discards most heavy edges (it is possible for a heavy edge to be the
lightest edge of some triangle, but not of most triangles), while providing an unbiased
estimator, as each triangle has an exactly m
′
m
chance of being counted. One can show
that this leads to an unbiased estimator with good variance.
However, there are two problems with this algorithm. Firstly, it takes an extra
pass, and secondly, we need to store Q, which is size m
′
m
T in expectation. Therefore, its
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space complexity is, in the worst case, O˜
(
max
(
m
T 2/3
, T
1
3
))
. To deal with the second
problem, we sample a size-m′ subset of the triangles we would collect in the third
pass, or all of them if we see fewer than m′. This gives us a true O˜(m/T 2/3)-space
algorithm.
Now we consider the first problem. For each triangle sampled, our algorithm
depends on determining whether it was sampled at its lightest edge. It is impossible
to determine this exactly in only two passes, as for each edge e′ in a triangle τ , we
will only be able to count triangles that involve e′ in the postfix of the stream that
appears after τ is first detected.
To solve this, we first note that, if we sample the edge uv in our first pass, we will
be able to add it to S when the first of the adjacency lists of u, v arrive (assuming we
use a hash-based sampling method). Suppose this is u. Then, if uv is completed by
a vertex w to form τ , either w appears after u, in which case τ can be found during
the first pass, or it appears before u, in which case τ can be found in the second pass
as soon as w arrives. In either case, we can find τ by the time its first vertex arrives
in the second pass.
We can therefore replace arg mine′∈τ Te′ with arg mine′∈τ He′,τ , where
He′,τ = |{τ ′ : e′ ∈ τ ′, (τ ′ \ e′) arrives after (τ \ e′) }|,
because we can compute He′,τ in the second pass for every τ ∈ Q and edge e′ ∈ τ .
For any given edge e′ and triangle, this can be arbitrarily small, but on average
across all triangles that use an edge e′, He′,τ will be approximately Te′/2, which will
suffice to bound the variance of our algorithm.
Combining with the aforementioned fix — only storing a sample of Q — this gives
our final algorithm.
Two-pass O˜(m/T 2/3) Space Algorithm. Our algorithm will take two passes
over the stream. Call these passes P1, P2. We will require that P2 have the same
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ordering as P1. For each i ∈ [2], u ∈ V (G) and v ∈ Γ(u), let P<uvi denote the prefix
of Pi that appears before v appears in the adjacency list of u, and P
>uv
i denote the
postfix of Pi that appears afterwards. Similarly, let P
<u
i ,P
>v
i denote the prefix and
postfix of Pi that occur before and after the adjacency list of v, respectively.
For any edge or subset of edges x in G, write L(x) for the set of triangles involving
x, and write T (x) for |L(x)|. Let T = T (G). For each triangle τ ∈ L(G), and each
edge e ∈ τ , let τ−e denote the unique vertex in τ that is not an endpoint of e. For
each e ∈ G, define an order on the triangles of the graph as follows: τ1 <e τ2 if τ−e2
arrives after τ−e1 in the stream.
Now, let τ be a triangle and e an edge. Define:
He,τ = |{τ ′ ∈ L(e) : τ <e τ ′}|
Then, for each triangle τ , let ρ(τ) be the unique edge e ∈ τ that minimizes He,τ ,
breaking ties arbitrarily. Let T˜e = |{τ ∈ L(e) : ρ(τ) = e}|. Note that
∑
e∈E T˜e = T .
Our algorithm is then as follows:
1. Choose a sample size m′.
2. While passing through P1, keep a uniformly chosen size-m
′ subset S of E(G),
adding an edge to S the first time of the two times it appears in P1. If m
′ > m,
instead keep all of E(G).
3. While passing through P1 and P2, perform the following steps in parallel:
(a) Calculate m = |E(G)|. Define k = max(m/m′, 1).
(b) Calculate T ′ =
∑
e∈S Te.
(c) Sample a size-m′ subset Q uniformly from {(e, τ) : e ∈ S, τ ∈ L(e)}, or let
Q be the entire set if it is smaller than m′.
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(d) For each (e′, τ) ∈ Q and for each e ∈ τ , calculate He,τ .
4. Return T˜ ′ = k
2T ′
m
|{(e, τ) ∈ Q : ρ(τ) = e}|.
Space Complexity. To see that this can be implemented, first note that, if we
are storing an edge e = uv, whenever the adjacency list of a vertex w appears in the
stream we can check whether uvw forms a triangle in G with the use of only two
extra bits per such edge e. This is because, while scanning the adjacency list of w, we
can flag u if uw appears, and v if vw appears, concluding at the end of the adjacency
list that uvw exists iff v and w are flagged.
Therefore, we can perform step 3b with O(|S| log n) space, and step 3c with
O(|Q| log n) space. We can perform step 3a in O(log n) space just by maintaining
a counter.
Then, for step 3d, consider any (e, τ) ∈ Q. The first time this can be added to Q
is the first time the vertex w = τ−e is seen after adding e to S. Suppose e appears
in P1 for the first time as the vertex v in the adjacency list of u. Then, as P1, P2
have the same order, the adjacency list of w appears either in P>uv1 or P
<uv
2 . So in
particular, all of P>uv2 ∪P>w2 is seen after (e, τ) is added to Q. Since u arrives before
v, this means that P>u2 ∪ P>v2 ∪ P>w2 is seen after (e, τ) is added to Q.
Then, for any f ∈ τ and σ ∈ L(e′) such that τ <f σ, σ−f appears after τ−f in P2,
by the definition of <f . Since τ
−f must be one of u, v, w, σ−f is in P>u2 ∪P>v2 ∪P>w2 ,
and it appears after (e, τ) is added to Q. Therefore,
He,τ = |{τ ′ ∈ L(e) : τ <e τ ′}|
can be counted with only O(|Q| log n) space.
Therefore, the space complexity of this algorithm is:
O ((|Q|+ |S|) log n) = O(m′ log n)
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Correctness. We now show that the estimate returned by our algorithm is
accurate.
Lemma 53.
E
[
T˜ ′
]
= T
Proof. Fix any ordering of the stream. Condition on the set S of edges sampled from
P1. Then, for each triangle τ ∈ G such that e ∈ S and ρ(τ) = e, (e, τ) ∈ Q with
probability m
′
T ′ =
m
kT ′ . Thus,
E
[
T˜ ′|S
]
= k
∑
e∈S
T˜e
Then, as each e ∈ G is included in S with probability m′
m
= 1/k,
E
[
T˜ ′
]
=
∑
e∈G
T˜e
And since for each τ there is exactly one e ∈ τ such that ρ(τ) = e,
E
[
T˜ ′
]
= T
To bound the accuracy of this estimator, we will need the following combinatorial
lemma concerning the values T˜e.
Lemma 54. ∑
e∈G
T˜ 2e = O
(
T 4/3
)
Proof. For all i ∈ {0, . . . , blog T c}, let Ei = {e ∈ G : T˜e ∈ [2i, 2i+1]}, and let Ai =
{τ ∈ G : ρ(τ) ∈ Ei}.
Then, let Bi = {τ ∈ Ai : Hρ(τ),τ ≥ T˜ρ(τ)/2}, and let Fi =
⋃
Bi, so Fi contains all
of the edges of triangles in Bi. Then, for any e ∈ Ei, at least half of the triangles τ
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such that ρ(τ) = e have Hρ(τ),τ ≥ T˜ρ(τ)/2, so |Bi| ≥ |Ai|/2. Furthermore, by [9], any
graph with m edges has at most m3/2 triangles, and so |Fi|3/2 ≥ |Ai|/2. Then,
∑
e∈G
T˜ 2e ≤
blog T c∑
i=0
2i+1
∑
e∈Ei
T˜e
While ∑
e∈Ei
T˜e = |Ai| ≤ 2|Fi|3/2
Then, for any e ∈ Fi, ∃τ ∈ Bi such that e ∈ τ , and therefore He,τ ≥ Hρ(τ),τ ≥ T˜ρ(τ)/2.
Therefore:
Te ≥ He,τ ≥ T˜ρ(τ)/2 ≥ 2i−1
Thus, |Fi|2i−1 ≤ 3T , and so |Fi|3/2 ≤ T 3/22−3(i−1)/2/33/2. At the same time,
∑
e∈Ei T˜e
is clearly at most T , and so by breaking our sum at i = blog T/2c,
∑
e∈G
T˜ 2e ≤
blog(T )/3c∑
i=0
2iT +
blog T c∑
i=blog(T )/3c
2−i/2+5/2T 3/2/33/2
= O
(
T 4/3
)
+O
(
T 4/3
)
= O
(
T 4/3
)
We are now ready to analyze the accuracy of the algorithm. First, we will show that
k
∑
e∈S T˜ is a good estimator for T .
Lemma 55.
∀ > 0,P
[
k
∑
e∈S
T˜e ∈ ((1− )T, (1 + )T )
]
≥ 1−O
(
k
2T 2/3
)
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Proof. As each e ∈ G is included in S with probability m′/m = 1/k,
E
[
k
∑
e∈S
T˜e
]
= T
We will now proceed to bound the variance. Let Ie be the indicator variable that
is 1 if e ∈ S and 0 otherwise. Then, since a fixed number of edges are included in S,
the family {Ie}e∈G is negatively associated, and so
V
(
k
∑
e∈S
T˜e
)
= k2
∑
e∈G
T˜ 2eV (Ie)
≤ k2
∑
e∈G
T˜ 2e (1/k − 1/k2)
≤ k
∑
e∈G
T˜ 2e
≤ kT 4/3
by applying Lemma 54. The result then follows by Chebyshev’s inequality.
We will now bound, for any sample set S, the accuracy with which the algorithm
estimates k
∑
e∈S T˜e.
Lemma 56.
∀ > 0,P
[
T˜ ′ ∈
(
k
∑
e∈S
T˜e − T, k
∑
e∈S
T˜e + T
)∣∣∣∣∣S
]
≥ 1− k
3T ′
2T 2m
∑
e∈S
T˜e
Proof. We may assume |Q| = m′, since otherwise Q = ⋃e∈S(e, L(e)) and so T˜ ′ =
k
∑
e∈S T˜e exactly. Conditioned on S, for any τ such that ρ(τ) ∈ S, let Jτ be 1 if
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(ρ(τ), τ) ∈ Q, and 0 otherwise. As Q is fixed size, the family {Jτ}τ∈G is negatively
associated, and so
V
(
T˜ ′
∣∣∣S) ≤ (kT ′
m′
)2∑
e∈S
∑
τ :ρ(τ)=e
V(Jτ )
=
(
kT ′
m′
)2∑
e∈S
∑
τ :ρ(τ)=e
(
m′
T ′
−
(
m′
T ′
)2)
≤ k
2T ′
m′
∑
e∈S
T˜e
≤ k
3T ′
m
∑
e∈S
T˜e
The result then follows from Chebyshev’s inequality.
To make use of the bound above, we will need to bound the probability that T ′ is too
large.
Lemma 57.
P [kT ′ ≤ 30T ] ≥ 9/10
Proof. Each edge in G is included in S with probability 1/k, so
E [T ′] =
∑
e∈G
Te/k = 3T/k
The result then follows from Markov’s inequality.
Putting these results together will allow us to bound the accuracy of the estimator.
Lemma 58. There exists a constant D > 0 such that, ∀ ∈ (0, 1), if
k ≤ 2DT 2/3
then
P
[
T˜ ′ ∈ ((1− )T, (1 + )T )
]
≥ 2/3
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Proof. Using Lemmas 55 and 56, choose D ≤ 1 such that
P
[
k
∑
e∈S
T˜e ∈ ((1− /2)T, (1 + /2)T )
]
≥ 99/100
P
[
T˜ ′ ∈
(
k
∑
e∈S
T˜e − T/2, k
∑
e∈S
T˜e + T/2
)∣∣∣∣∣S
]
≥ 1− kT
′
3000T 4/3m
k
∑
e∈S
T˜e
Then, if E is the event that k∑e∈S T˜e = (1 ± /2)T and kT ′ ≤ 30T , by Lemma 57
and the union bound
P [E ] ≥ 89/100
Thus,
P
[
T˜ ′ ∈
(
k
∑
e∈S
T˜e − T/2, k
∑
e∈S
T˜e + T/2
)∣∣∣∣∣S, E
]
≥ 1− kT
′
2670T 4/3m
k
∑
e∈S
T˜e
≥ 1− 1
89T 1/3m
k
∑
e∈S
T˜e
≥ 1− 1 + 
89m
T 2/3
≥ 87
89
as T ≤ m3/2. Therefore, with probability at least 89/100 ∗ 87/89− 1/100 > 2/3
T˜ ′ ∈
(
k
∑
e∈S
T˜e − T/2, k
∑
e∈S
T˜e + T/2
)
and
k
∑
e∈S
T˜e ∈ ((1− /2)T, (1 + /2)T )
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Therefore,
T˜ ′ = ((1− )T, (1 + )T )
Theorem 59. For all , δ ∈ (0, 1), there is a two-pass triangle counting algorithm
that uses
O
(
m log n
2T 2/3
log 1/δ
)
space and returns a (1± ) multiplicative approximation to T with probability 1− δ.
Proof. Let m′ = Θ
(
m
2T 2/3
)
, with constants chosen so that k = Θ(2T 2/3) meets the
requirements of Lemma 58. This gives an algorithm that runs in
O
(
m log n
2T 2/3
)
space and returns a (1 ± ) multiplicative approximation to T with probability 2/3.
Then, for an appropriately chosen constant D ∈ N, run D log 1/δ copies of the al-
gorithm in parallel, and take the median of their outputs. If D is chosen to be a
sufficiently large constant, at least half the algorithms will return a result within T
of T with probability 1 − δ, and so the median will give a (1 ± ) multiplicative
approximation.
7.2 Four-cycles
In this section, we describe a two-pass adjacency list streaming algorithm that
returns an O(1) multiplicative approximation to the 4-cycle count of a graph using
O˜(m/T 3/8) space, where T is the number of 4-cycles in the graph. In the first pass,
we collect a set of edges S and in the second, count how many 4-cycles G has that
contain a wedge in S. To sample even one cycle reliably, we need S to be size at least
m/T 3/8, as any wedge will be sampled with probability about (|S|/m)2, and there
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can be as few as T 3/4 wedges in a graph with T 4-cycles. We show that this also gives
a O(1)-factor multiplicative approximation to T by showing that at least a constant
fraction of the cycles in G have at least one wedge that is “good”, i.e. that is not used
by too many 4-cycles and has neither of its edges used by too many 4-cycles.
Two-pass O˜(m/T 3/8) Space Algorithm. Our algorithm will take two passes
over the stream. Call these passes P1 and P2. We will not require P2 to have the
same ordering as P1. For any edge or wedge x, let Tx denote the number of 4-cycles
that contain x.
Our algorithm is then as follows:
1. Choose a sample size m′.
2. While passing through P1, keep a uniformly chosen size-m
′ subset S of E(G).
If m′ > m, instead keep all of E(G). Record m.
3. Let Q be the set of wedges consisting of edges in S.
4. While passing through P2, for each w ∈ Q, calculate Tw.
5. Set k = m/m′.
6. Return T ′ = k2
∑
w∈Q Tw.
Space Complexity. For any wedge uvw in Q, and any vertex z ∈ V (G), we may
check whether uvwz forms a 4-cycle in G while passing over the adjacency list of z
with only extra 2 |S| bits of storage, by flagging whether u and w are in the adjacency
list of z. Therefore, the algorithm can be implemented with the use of
O(|S| log n) = O(m′ log n)
space.
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Correctness. To show that the algorithm obtains an O(1) factor approximation
to T , we will need to show that at least a constant fraction of cycles in our graph G
are easy to find.
Definition 60. We call an edge e ∈ E(G) “heavy” if it is contained at least 40√T
cycles, and “light” otherwise. We call a wedge w “overused” if it is contained in at
least 40T 1/4 cycles, “heavy” if it contains a heavy edge, “bad” if it is either overused
or heavy, and “good” otherwise. We call a cycle “good” if it contains at least one
good wedge.
We will denote the set of good cycles as FG.
Lemma 61. |FG| = Ω(T )
Proof. In Lemma 43, we showed that there are at least 1
4
T cycles containing no more
than one heavy edge. Below, we show that no more than 3
25
T of these cycles have all
overused wedges (Lemma 62), and no more than 3
25
T of them have one heavy edge e
and two overused wedges that do not contain e (Lemma 63). Therefore, the number
of cycles which contain at least one good wedge is at least:
1
4
T − 3
25
T − 3
25
T =
1
100
T = Ω(T )
For the next two lemmas, note that there are at most 4T/40T 1/4 = T 3/4/10
overused wedges, as each cycle contains 4 distinct wedges.
Lemma 62. There are at most 3
25
T 4-cycles containing all overused wedges.
Proof. Let a vertex v ∈ V (G) be “primary” if it is an endpoint of at least√T overused
wedges, and “secondary” otherwise. There are at most 2 · T 3/4/10 · 1/√T = T 1/4/5
primary vertices.
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Any 4-cycle that contains all overused wedges and at least one primary vertex
can be uniquely specified by one primary vertex and an overused edge that is disjoint
from it. There are therefore at most
T 1/4/5 · T 3/4/10 ≤ T/50
such cycles. Now, for any pair of secondary vertices u, v ∈ V (G), let Xuv be the
number of 4-cycles that contain u and v as opposite vertices (that is, not connected
by any edge in the cycle), and have only overused wedges. As both u and v are
secondary, Xuv ≤
√
T . Note also that there are at least
√
Xuv overused wedges with
u and v as their endpoints. Then, the number of 4-cycles containing only secondary
vertices and all overused wedges is at most:
∑
uv∈V (G)2:
u,v secondary
Xuv ≤ T 1/4
∑
uv∈V (G)2:
u,v secondary
√
Xuv
≤ T 1/4 · (# of overused wedges)
≤ T/10
So the total fraction of cycles that contain all overused wedges is at most 1/50+1/10 =
3/25.
Lemma 63. There are at most 3
25
T 4-cycles containing one bad edge e and two
overused wedges not containing e.
Proof. Define “primary” and “secondary” vertices as in the previous lemma. Either
e has at least one primary endpoint, or it has at least one secondary endpoint.
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First we bound the number of such 4-cycles where e has at least one primary
endpoint, v. Then, v has an overused wedge that is disjoint from it, and v together
with this wedge uniquely determine the cycle, so the number of such cycles is at most:
T 1/4/5 · T 3/4/10 = T/50
Second, we bound the number of such 4-cycles where e has at least one secondary
endpoint v. Each such cycle can be characterised by the choices of e and the choice
of overused wedge that connects to e at v. As v is secondary, there are at most
√
T
choices of this overused wedge, so the total number of such cycles is at most:
√
T/10 ·
√
T = T/10
So the total number of cycles that contain one bad edge e and with the two edges not
containing e being overused is at most 1/50 + 1/10 = 3/25.
For each cycle τ that has at least one good wedge, let ρ(τ) denote an arbitrarily
chosen good wedge in τ . Let fG denote the number of 4-cycles τ such that ρ(τ) is in
the sampled wedge set Q. Let fB denote the number of 4-cycles τ such that ρ(τ) 6∈ Q,
but some other wedge in τ is in Q. The estimate returned by the algorithm is then
k2(fG + fB).
Lemma 64. There exists a constant D > 0 such that, if
k ≤ DT 3/8
then P [k2fG ∈ [|FG|/4, 2|FG|]] ≥ 9/10.
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Proof. For each τ ∈ FG, there is a
m′(m′ − 1)
m(m− 1) ∈ [1/(2k
2), 1/k2]
probability that both edges in ρ(τ) will be included in S, so
E
[
k2fG
] ∈ [|FG|/2, |FG|]
Next we bound the variance. For any two 4-cycles τ1, τ2, the probability that both
ρ(τ1) and ρ(τ2) are in Q is
∏r−1
i=0
m′−i
m−i ≤ k−r, where r is the total number of distinct
edges between ρ(τ1) and ρ(τ2) (varying from 4 if they are disjoint to 2 if they are the
same wedge).
V [(] k2fG) = k4 E
[
f 2G
]− k4 E [fG]2
≤ k4
∑
τ1,τ2∈FG
P [ρ(τ1), ρ(τ2) ∈ Q]− k4 E [fG]2
≤ k4
∑
τ1,τ2∈FG:
ρ(τ1)∩ρ(τ2)6=∅
P [ρ(τ1), ρ(τ2) ∈ Q]
≤ k4
∑
τ∈FG
k−2Tρ(τ) + k−3 ∑
e∈ρ(τ)
Te

≤
∑
τ∈FG
(
40k2T 1/4 + 80kT 1/2
)
≤ 120DT 2
where the penultimate step uses the fact that ρ(τ) is good and the last step uses
the fact that k ≤ DT 3/8. The result then follows for sufficiently small D > 0 by
Lemma 61 and Chebyshev’s inequality.
Lemma 65.
P
[
k2fB ≤ 40T
] ≥ 9/10
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Proof. Each cycle has 4 wedges, and each one has at most a 1/k2 probability of
contributing to fB, so E [k2fB] ≤ 4T . The result then follows by Markov’s inequality.
Lemma 66. There exists a constant D > 0 such that, if
k ≤ DT 3/8
then with probability 4/5, the algorithm outputs an O(1) multiplicative approximation
to T .
Proof. Apply the union bound to the above two lemmas.
Theorem 67. For every δ ∈ (0, 1), there exists a two-pass 4-cycle counting algorithm
that uses
O
(
m log n
T 3/8
log 1/δ
)
space and returns a O(1) multiplicative approximation to T with probability 1− δ.
Proof. Let m′ = Θ
(
m
T 3/8
)
, with constants chosen so that k = Θ
(
T 3/8
)
meets the
requirement of Lemma 66. This gives an algorithm that runs in O
(
m logn
T 3/8
)
space and
returns an O(1) multiplicative approximation to T with probability 2/3. Running
Θ(log 1/δ) copies of the algorithm in parallel and taking the median of their outputs
then gives the desired result.
7.3 Lower Bounds
In this section, we present five lower bounds on the space complexity of cycle
counting in the adjacency list streaming model. Each of the lower bounds will take
the following form: an encoding of an instance of the problem into a graph where
the vertices are assigned to players. Each player must be able to insert the adjacency
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list corresponding to their assigned vertices, and thus any edges between the assigned
vertices of two different players must be determined by state shared by both players.
In each case, we will embed an instance of the problem in a graph which has no
h-cycles if the correct output of the game is 0, and T cycles if it is 1. Therefore, any
algorithm that can distinguish between 0 and T h-cycles (in particular, any algorithm
for counting h-cycles) would provide a protocol for the communication problem, with
communication complexity equal to the space cost of the algorithm. For one-pass
lower bounds, we will reduce from one-way communication problems, and for multi-
pass lower bounds we will reduce from multi-way communication problems, so that
each pass over the input corresponds to one round of communication.
Using reductions from Index and Disjointness is standard for proving lower bounds
on the space of one-pass and multi-pass arbitrary order streaming algorithms. In
adjacency list streams, they are only applicable for obtaining bounds on counting
subgraphs with two disjoint edges, and thus cannot be used for triangles. Since
the input of a given communication complexity problem is encoded in the edges of
the graph and each player sees every edge on certain vertices, assigning two vertices
of a triangle to Alice and the third one to Bob (or vice versa) would lead to the
player with two vertices having information about the other player’s input. On the
other hand, in a 4-cycle (or a larger cycle) we can assign two adjacent vertices to
Alice and two other adjacent vertices to Bob, which would insure that both of them
have private input. To circumvent this problem for triangles, we employ three-player
communication complexity problems, where each player knows two thirds of the input.
This is a special case of the k-player Number-on-Forehead (NOF) model, where the
input consists of k parts I1 through Ik and i-th player knows all Ij except Ii. Showing
bounds on communication complexity in this model has proven harder than in the
more standard Number-in-Hand model. For multiparty NOF Pointer Jumping and
Disjointness there is currently a gap between best known upper and lower bounds
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on the communication complexity. The best known lower bound for three players
is currently Ω(
√
r) for both problems, where r is the size of input [104, 112]. Thus,
we reference fpj(r) and fd(r) as (currently unknown) complexities of NOF Pointer
Jumping and Disjointness respectively in our triangle counting lower bounds. It is
conjectured, that the communication complexity of both problems is Ω˜(r), where
Ω˜(·) notation hides inverse polylog factors. If that is the case, our triangle counting
bounds become tight.
In two of our reductions concerning counting 4-cycles we aim to construct a graph
with a large number of 4-cycles for instances with output 1 and a similar 4-cycle-free
graph for 0-instances. To achieve that, we employ bipartite 4-cycle-free graphs on 2r
vertices with Θ(r3/2) edges. An example of such a graph is an incidence graph of a
special kind of projective plane called a field plane. If the order of the plane is q, it
has q2 + q+ 1 points, the same number of lines, and each line passes through exactly
q + 1 points. Thus, the incidence graph has 2(q2 + q + 1) vertices, each with degree
q + 1. The graph is 4-cycle-free since by definition of a projective plane, for any two
distinct points, there is exactly one line passing through both of them, and for any
two distinct lines, there is exactly one point both of them pass through. We also note
that there are no 4-cycle-free graphs on r vertices with ω(r3/2) edges [20].
We will make use of reductions from the following communication complexity
problems. In each case, the players are allowed to use (shared) randomness, and the
lower bounds mentioned will be for solving the problem with probability 2/3.
Index (INDEXr)
Alice holds a binary string s of length r and Bob holds an index x ∈ [r]. Alice
sends a message to Bob, who must compute sx. This requires Ω(r) communica-
tion [85].
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Three Party NOF Pointer-Jumping (3-PJr)
Alice, Bob, and Charlie share edges from a graph with four layers of vertices:
V1 = {v∗}, V2 = {v2i}ri=1, V3 = {v3i}ri=1, V4 = {v40, v41} and three layers of
edges E1, E2, E3, where Ei contains edges from Vi to Vi+1. Edges of the graph
are directed, and every vertex in layers 1 through 3 has out-degree exactly one.
Vertices in V4 have out-degree 0. Alice has the edges in E2 and E3, Bob has E1 and
E3, and Charlie has E1 and E2. Using one way communication — Alice sends a
message to Bob, who then sends a message to Charlie — the players must compute
whether v∗ is connected by a directed path to v40 or v41, answering 0 in the first
case and 1 in the second. The best known lower bound on the communication
complexity of this problem is Ω(
√
r) [112], while the best known upper bound
is O˜ (r log log r/ log r) [23], and it is conjectured that the true complexity of the
problem is close to linear.
Two Party Disjointness (DISJr)
Alice holds a binary string s1 of length r and Bob holds a string s2 of the same
length. Using multi-way communication, they must determine whether there
exists an index x such that s1x = s
2
x = 1, answering 1 if there is and 0 otherwise.
The communication complexity of this problem is Ω(r) [70, 99].
Three Party NOF Disjointness (3-DISJr)
Alice, Bob, and Charlie share three binary strings of length r: s1, s2, and s3.
Each of the three players holds two of the strings: Alice has s1 and s2, Bob s2
and s3, Charlie s3 and s1. Using multi-way communication, they must determine
whether there exists an index x such that s1x = s
2
x = s
3
x = 1, answering 1 if
there is and 0 otherwise. The best known lower bound on the communication
complexity of this problem is Ω(
√
r) [104]. No sublinear protocol is known, and
it is conjectured that the true complexity is Ω˜(r).
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Alice: r Bob: k
Charlie: r ⋅ k
E3
E2 E1
(a) One-pass Triangle Counting
Ω˜(m/
√
T ) from 3-PJ
(conditional)
Alice
Bob Charlie
s1s2
s3
(b) Multi-pass Triangle Counting
Ω˜(m/T 2/3) from 3-DISJ
(conditional)
Alice
Bob
(c) One-pass 4-cycle Counting
Ω(m) from INDEX
Alice
Bob
(d) Multi-pass 4-cycle Counting
Ω(m/T 2/3) from DISJ
Alice
Bob
s1 s2
(e) Multi-pass h-cycle Counting, h ≥ 5
Ω(m) from DISJ
Figure 7.1: Lower bound constructions
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For illustrations of the lower bound constructions see Figure 7.1. Solid edges are
fixed and dashed edges correspond to players’ input.
One-Pass Triangle Counting
Theorem 68. If 3-PJr requires Ω(fpj(r)) communication, then for any m and T ≤
m, there exist m′ = Θ(m) and T ′ = Θ(T ) such that any adjacency list streaming
algorithm that distinguishes between m′-edge graphs with 0 and T ′ triangles with at
least 2/3 probability in one pass requires Ω(fpj(m/
√
T )) space.
Proof. We will describe an encoding of an instance of 3-PJr as a graph G, illustrated
in Figure 7.1a. Let r, k ∈ N be variables to be fixed later, and consider an instance
of 3-PJr with edge sets E1, E2, E3. V (G) will be the union of the following sets:
• A = {ai}ri=1 of r vertices, assigned to Alice.
• B of size k, assigned to Bob.
• C1, C2, . . . , Cr, each of size k, assigned to Charlie.
The edges of the graph will be:
• For the edge (v∗, v2i) ∈ E1, k2 edges connecting every vertex in B to every
vertex in Ci.
• For each edge (vi, v3j) ∈ E2, k edges connecting every vertex in Ci to aj.
• For each edge (vi, v41) ∈ E3, k edges connecting ai to every vertex in B. Edges
(vi, v40) ∈ E3 will be ignored.
G will have O(rk+k2) edges. If v∗ has a path to v41 it will have k2 triangles. Otherwise
it will have 0 triangles. We can therefore set k = Θ(
√
T ) and r = Θ(m/
√
T ) to
complete the proof.
Constant-Pass Triangle Counting
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Theorem 69. If 3-DISJr requires Ω(fd(r)) communication, then for any m and T ≤
m3/2, there exist m′ = Θ(m) and T ′ = Θ(T ) such that any adjacency list streaming
algorithm that distinguishes between m′-edge graphs with 0 and T ′ triangles with at
least 2/3 probability in a constant number of passes requires Ω(fd(m/T
2/3)) space.
Proof. We will describe an encoding of an instance of 3-DISJr as a graph G, illustrated
in Figure 7.1b. V (G) will be the union of the following sets:
• A1, A2, . . . , Ar, each of size k, assigned to Alice.
• B1, B2, . . . , Br, each of size k, assigned to Bob.
• C1, C2, . . . , Cr, each of size k, assigned to Charlie.
The edges of the graph will be:
• For each i ∈ [r], k2 edges between Ai and Ci iff s1i = 1.
• For each i ∈ [r], k2 edges between Ai and Bi iff s2i = 1.
• For each i ∈ [r], k2 edges between Bi and Ci iff s3i = 1.
G will have Θ(rk) vertices and O(rk2) edges. If there exists an index x such that
s1x = s
2
x = s
3
x = 1, Ax, then Bx, and Cx will form k
3 triangles. Otherwise, the graph
will be triangle-free. Therefore, for any m and T ≤ m3/2, we may set k = Θ(T 1/3)
and r = m/T 2/3, and the result follows.
One-Pass 4-Cycle Counting
Theorem 70. For any m and T ≤ m1/3, there exists m′ = m such that any adjacency
list streaming algorithm that distinguishes between m′-edge graphs with 0 and T 4-
cycles with at least 2/3 probability in one pass requires Ω(m) space.
Proof. We will describe an encoding of an instance of INDEXΘ(r3/2) as a graph G,
illustrated in Figure 7.1c. V (G) will be the union of the following sets:
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• A = {ai}ri=1 and B = {bi}ri=1, each of size r, assigned to Alice.
• C1, C2, . . . , Cr, D1, D2, . . . , Dr, each of size k, assigned to Bob.
Using the construction described in the beginning of this section, fix a bipartite 4-
cycle-free graph H with both partitions of size r and Θ(r3/2) edges. Let the size of
Alice’s string (and therefore the size of the instance) be |E(H)|, and associate each
edge of H with a different index of Alice’s string. The edges of our graph are then
the following:
• A copy of H between A and B, with the edges corresponding to bits of Alice’s
string that are 0 removed.
• A matching of size k between Ci and Dj, where ij is the edge of H corresponding
to Bob’s index.
• For each i ∈ [r], k edges between ai and Ci.
• For each i ∈ [r], k edges between bi and Di.
The resulting graph has Θ(rk) vertices and O(r3/2 + rk + k) edges. If sx = 1, the
graph has k 4-cycles, otherwise it is 4-cycle-free. Therefore, by setting k = T and
r = Θ(m2/3), the result follows.
Constant-Pass 4-Cycle Counting
Theorem 71. For any m and T ≤ √m, there exists m′ = Θ(m) such that any any
adjacency list streaming algorithm that distinguishes between m′-edge graphs with 0
and T 4-cycles with at least 2/3 probability in a constant number of passes requires
Ω(m/T 2/3) space.
Proof. We will describe an encoding of an instance of DISJΘ(r3/2) as a graph G,
illustrated in Figure 7.1d.
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Using the construction described in the beginning of this section, fix a bipartite
4-cycle-free graph H1 = (V ∪U,E) with |V | = |U | = r and |E| = Θ(r3/2) and another
bipartite 4-cycle-free graph H2 with both partitions of size k and Θ(k
3/2) edges. Let
the size of Alice and Bob’s strings (and therefore the size of the instance) be |E(H)|,
and associate each edge of H with an index i from 1 to |E(H)|, so each edge in H1
corresponds to bits s1i and s
2
i in Alice and Bob’s strings.
V (G) will be the union of the following sets:
• Sets A1, A2, . . . Ar and B1, B2, . . . Br, each of size k, assigned to Alice.
• Sets C1, C2, . . . Cr and D1, D2, . . . Dr, each of size k, assigned to Bob.
The edges of the graph will be:
• A copy of H2 between Ai and Ci for all i ∈ [r]
• A copy of H2 between Bi and Di for all i ∈ [r].
• For each edge (vi, uj) in H1, a matching of size k between Ai and Bj iff corre-
sponding Alice’s bit is 1.
• For each edge (vi, uj) in H1, a matching of size k between Ci and Dj iff corre-
sponding Bob’s bit is 1.
G will have Θ(rk) vertices and Θ(rk3/2 + kr3/2) edges. If there exists an index x
such that s1x = s
2
x = 1, G will have k
3/2 4-cycles, and otherwise it will be 4-cycle-free.
Therefore, the result follows by setting k = T 2/3 and r3/2 = Θ(m/T ), so that as
m/T ≥ T , r = Ω(T 2/3) and so rk3/2 + kr3/2 = Θ(kr3/2) = Θ(m).
Constant-Pass h-cycle Counting for h ≥ 5
Theorem 72. For any constant h ≥ 5, and for any m and T ≤ m, there exists m′ =
Θ(m) such that any adjacency list streaming algorithm that distinguishes between m′-
edge graphs with 0 and T h-cycles with at least 2/3 probability in a constant number
of passes requires Ω(m) space.
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Proof. We will describe an encoding of an instance of DISJn as a graph G, illustrated
in Figure 7.1e. V (G) will be the union of the following sets:
• A = {ai}r+1i=1 of size r + 1, assigned to Alice.
• B = {bi}ri=1 of size r, assigned to Bob.
• C = {ci}Ti=1 of size T , assigned to Bob.
• D = {di}h−4i=1 of size h− 4, assigned to Bob.
The edges of the graph will be:
• (ai, bi) for all i ∈ [r].
• (ar+1, ci) for all i ∈ [T ].
• (d`−4, ci) for all i ∈ [T ].
• A path d1 − d2 − · · · − dh−4. Note that for h = 5, this path has 1 vertex and 0
edges.
• (ai, ar+1) for every i such that the i-th bit of Alice’s string is 1.
• (bi, d1) for every i such that the i-th bit of Bob’s string is 1.
G will have O(r + T ) edges, as h is a constant. If there exists an index x such that
s1x = s
2
x = 1, then the graph will have T h-cycles, otherwise it will be h-cycle-free.
Therefore, if T ≤ m, the result follows by setting r = m.
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CHAPTER 8
VERTEX ORDERING PROBLEMS IN DIRECTED
GRAPH STREAMS
An ordering of an n-vertex directed graph G = (V,E) is a list consisting of its
vertices. We shall view each ordering σ as a function σ : V → [n], with σ(v) being
the position of v in the list. To each ordering σ, there corresponds a set of back edges
BG(σ) = {(v, u) ∈ E : σ(u) < σ(v)}. We say that σ is a topological ordering if
BG(σ) = ∅; such σ exists iff G is acyclic. We define βG = min{|BG(σ)| : σ is an
ordering of G}. Notice that βG is precisely the size of a minimum feedback arc set
for G.
We now define several interrelated directed graph problems that we consider in
this chapter.
topo-sort: Under the promise that G is acyclic, output a topological ordering of
its vertices.
fas-size (α-approximation): Output an integer βˆ ∈ [βG, αβG].
fas (α-approximation): Output an ordering σ such that |BG(σ)| ≤ αβG.
fas-t: Solve fas under the promise that G is a tournament. In a similar vein, we
define the promise problems topo-sort-t, fas-size-t.
We remark that the most common definition of the minimum feedback arc set problem
in the literature on optimization is to identify a small set of edges whose removal makes
the graph acyclic, so fas-size is closer in spirit to this problem than fas. As we shall
see, our algorithms will apply to both variants of the problem. On the other hand,
lower bounds sometimes require different proofs for the two variants.
108
8.1 Feedback Arc Set in Tournaments
In this section, we concentrate on vertex ordering in tournaments, where a tourna-
ment is a directed graph with exactly one directed edge between each pair of distinct
vertices. If the input tournament is guaranteed to be acyclic, it is trivial to find a
topological ordering by considering the in-degrees of the vertices. If there are no as-
sumptions about the acyclicity, we show how to compute a (1 + )-approximation to
feedback arc set in one pass using O˜(n) space but with exponential post-processing
time. We also present another algorithm that avoids exponential time use. We show,
that in p passes and O˜(n1+1/p) space it is possible to compute a 3-approximation to
feedback arc set. Thus, in O(log n) passes this approximation can be computed while
using only O˜(n) space and polynomial time.
8.1.1 Single-pass Algorithm
We shall now design an algorithm for fas-t (that also solves fas-size-t) based
on linear sketches for `1-norm estimation. Recall that the `1-norm of a vector x ∈ RN
is ‖x‖1 =
∑
i∈[N ] |xi|. A d-dimensional `1-sketch with accuracy parameter  and error
parameter δ is a distribution S over d × N matrices, together with an estimation
procedure est : Rd → R such that
Pr
S←S
[
(1− )‖x‖1 ≤ est(Sx) ≤ (1 + )‖x1‖
] ≥ 1− δ
Such a sketch is “stream friendly” if there is an efficient procedure to generate a given
column of S and further, est is efficient. Obviously, a stream friendly sketch leads to
a space and time efficient algorithm for estimating ‖x‖1 given a stream of entrywise
updates to x. We shall use the following specialization of a result of Kane et al. [72].
Fact 73 (Kane et al. [72]). There is a stream friendly d-dimensional `1-sketch with
accuracy  and error δ that can handle nO(1) many ±1-updates to x ∈ RN , for d =
O(−2 log δ−1 logN).
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Theorem 74. There is a one-pass algorithm for fas-t that uses O(−2n log2 n) space,
returns a (1 + )-approximation with probability at least 2
3
, but requires exponential
post-processing time.
Proof. Identify the vertex set of the input graph G = (V,E) with [n] and put N =
(
n
2
)
.
We index vectors z in RN as zuv, where 1 ≤ u < v ≤ n. Define a vector x ∈ {0, 1}N
based onG and vectors ypi ∈ {0, 1}N for each permutation pi : [n]→ [n] using indicator
variables as follows.
xuv = 1{(u, v) ∈ E} , ypiuv = 1{pi(u) < pi(v)}
A key observation is that the uv-entry of x − ypi is nonzero iff the edge between u
and v is a back edge of G according to the ordering pi. Thus, |BG(pi)| = ‖x− ypi‖1.
Our algorithm processes the graph stream by maintaining an `1-sketch Sx with
accuracy /3 and error δ = 1/(3 ·n!). By Fact 73, this requires at most O(−2n log2 n)
space.
In post-processing, the algorithm considers all n! permutations pi and, for each of
them, computes S(x−ypi) = Sx−Sypi. It thereby recovers an estimate for ‖x−ypi‖1
and finally outputs the ordering pi that minimizes this estimate. By a union bound,
the probability that every estimate is (1 ± /3)-accurate is at least 1 − n! · δ = 2/3.
When this happens, the output ordering provides a (1 + )-approximation to fas-t
by our key observation above.
8.1.2 Multi-pass Algorithm
For a more time-efficient streaming algorithm, we design one based on the Kwik-
Sort algorithm of Ailon et al. [8]. This (non-streaming) algorithm operates as follows
on a tournament G = (V,E).
• Choose a random ordering of the vertices: v1, v2, . . . , vn.
110
• Vertex v1 partitions V into two sub-problems {u : (u, v1) ∈ E} and {w :
(v1, w) ∈ E}. At this point we know the exact place of v1 in the ordering.
• Vertex v2 further partitions one of the these sub-problems. Proceeding in this
manner, after v1, v2, . . . , vi are considered, there are i+ 1 sub-problems.
• Continue until all n vertices are ordered.
When vi is being used to divide a sub-problem we refer to it as a pivot.
Emulating KwikSort in the Data Stream Model. We will emulate Kwik-
Sort in p passes over the data stream. In each pass, we will consider the ac-
tion of multiple pivots. Partition v1, . . . , vn into p groups V1, . . . , Vp, where V1 =
{v1, . . . , vcn1/p logn}, V2 consists of the next cn2/p log n vertices in the sequence, and Vj
contains cnj/p log n vertices coming after Vj−1. Here c is a sufficiently large constant.
Finally, Vp contains the last few vertices of the sequence and |Vp| ≤ cn log n.
At the end of pass j + 1, we want to emulate the effect of pivots in Vj+1 on the
sub-problems resulting from considering pivots in V1 through Vj. In order to do that,
in pass j+ 1 for each vertex v ∈ Vj+1 we store all edges between v and vertices in the
same sub-problem as v, where the sub-problems are defined at the end of pass j.
The following combinatorial lemma plays a key role in analyzing this algorithm’s
space usage.
Lemma 75. In an n-vertex tournament, if we pick a vertex v uniformly at random,
then
Pr[n < din(v) < (1− )n] ≥ 1− 4
Similarly,
Pr[n < dout(v) < (1− )n] ≥ 1− 4
In particular, with probability at least 1/3, v has in/out-degree between n/6 and 5n/6.1
1Lemma 75 is tight: consider sets of vertices A,B,C where |A| = |C| = 2n and |B| = (1− 4)n.
Edges on B do not form any directed cycles. Subgraphs induced by A and C are balanced, i.e.,
111
Proof. Let H be a set of vertices of in-degree at least (1− )n. Let h = |H|. On the
one hand,
∑
v∈H din(v) ≥ (1− )nh. On the other hand, the edges that contribute to
the in-degrees of vertices in H have both endpoints in H or one endpoint in H and
one in V \H. The number of such edges is
∑
v∈H
din(v) ≤
(
h
2
)
+ h(n− h) = 1
2
(2nh− h2 − h) .
Therefore, (2nh− h2 − h)/2 ≥ (1− )nh. This implies h < 2n.
Thus, the number of vertices with in-degree at least (1 − )n (and out-degree at
most n) is h < 2n. By symmetry, the number of vertices with out-degree at least
(1 − )n (and in-degree at most n) is also less than 2n. Thus, the probability a
random vertex has in/out-degree between n and (1 − )n is (n − 2h)/n > (n − 2 ·
2n)/n = 1− 4.
Space Analysis. Let Mj be the maximum size of a sub-problem after pass j.
The number of edges collected in pass j + 1 is then at most Mj|Vj+1|. By Lemma 76
(below), this is at most cn1+1/p log n. Once the post-processing of pass j + 1 is done,
the edges collected in that pass can be discarded.
Lemma 76. With high probability, Mj ≤ n1−j/p for all j.
Proof. Let M vj denote the size of the sub-problem that contains v, after the jth pass.
We shall prove that, for each v, Pr[M vj > n
1−j/p] ≤ 1/n10. The lemma will then follow
by a union bound.
Take a particular vertex v. If, before the jth pass, we already have M vj−1 ≤ n1−j/p,
there is nothing to prove. So assume that M vj−1 > n
1−j/p. Call a pivot “good” if it
the in-degree equals the out-degree of every vertex (where degrees here are considered within the
subgraph). All other edges are directed from A to B, from B to C, or from A to C. Then vertices
with in/out-degrees between n and (1 − )n are exactly the vertices in B, and a random vertex
belongs to this set with probability 1− 4.
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reduces the size of the sub-problem containing v by a factor of at least 5/6. A random
pivot falls in the same sub-problem as v with probability at least n1−j/p/n; when this
happens, by Lemma 75, there is a probably at least 1/3 that the pivot is good.
Overall, the probability that the pivot is good is at least n−j/p/3.
In the jth pass, we use cnj/p log n pivots. If at least log6/5 n of them are good, we
definitely have M vj ≤ n1−j/p. Thus, by a Chernoff bound, for a sufficiently large c, we
have
Pr
[
M vj > n
1−j/p] ≤ Pr [Bin (cnj/p log n, n−j/p/3) < log6/5 n] ≤ 1/n10 .
Theorem 77. There exists a polynomial time p-pass data stream algorithm using
O˜(n1+1/p) space that returns a 3-approximation (in expectation) for fas-t.
Proof. The pass/space tradeoff follows from Lemma 76 and the discussion above it;
the approximation factor follows directly from the analysis of Ailon et al. [8].
8.2 Topological Ordering of Vertices in Random Graphs
Huang et al. [62] considered a certain distribution that we call a “planted path
distribution” for average case analysis in their work on generalized sorting. For an
ordering pi of a vertex set V , define Epi = {(u, v) ∈ V 2 : pi(u) < pi(v)}. Define
tou(pi) = (V,Epi) to be the unique acyclic tournament on V consistent with pi.
Definition 78 (Planted Path Distribution). Let PlantDAGn,p be a distribution on
directed graphs on [n] defined as follows. Pick a permutation pi of [n] uniformly at
random. To generate a sample from PlantDAGn,p, retain each edge (u, v) in tou(pi)
with probability 1 if pi(v) = pi(u)+1, and with probability p, independently, otherwise.
We call an edge critical if it lies on the planted path in G ∼ PlantDAGn,p. We say
a vertex u has rank r if it occurs in the rth position in the total ordering.
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In this section, we present results for computing a topological ordering of G ∼
PlantDAGn,p. We first present an O(log n)-pass algorithm using O˜(n
4/3) space. We
then present a one-pass algorithm that uses O˜(n3/2) and requires the assumption that
the stream is in random order.
8.2.1 Arbitrary Order Streams
We describe two different algorithms. The first is appropriate when p is large
whereas the second is appropriate when p is small. Combining these algorithms and
considering the worst case value of p yields the algorithm using O˜(n4/3) space.
Algorithm for large p. The basic approach is to emulate QuickSort. We claim
that we can find the relationship between any vertex u among n vertices and a prede-
termined vertex v using three passes and O(n+p−3 log n) space. Assuming this claim,
we can sort in O(log(p2n)) passes and O˜(n/p) space: we recursively partition the ver-
tices and at the end of the rth phase we have 2r sub-problems of sizes n1, n2, . . . , n2r .
To partition these into 2r+1 sub-problems in the next phase we need
O
(
2r∑
i=1
(ni + p
−3 log n)
)
= O(n+ 2rp−3 log n)
space. In the log(p2n)th phase, this requires O(n/p · log n) space. Furthermore, the
size of each sub-problem is O(n/2r · log n) = O(1/p2 · log n) and each vertex degree is
O(1/p · log n) in each sub-problem; at which point the entire remaining instance can
stored using O(n/p · log n) space.
It remains to prove our three-pass claim. For this, we define the following families
of sets:
Li = {u : ∃ u-to-v path of length ≤ i} , Ri = {u : ∃ v-to-u path of length ≤ i} .
Using two passes and O(n log n) space we can identify L2 and R2 using O(n log n)
space. Let U be the set of vertices not contained in L2 ∪ R2. The following lemma
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(which can be proved via Chernoff bounds) establishes that this includes most of the
vertices of the graph with high probability.
Lemma 79. With high probability, |U | = O(p−2 log n).
In the third pass, we store every edge between vertices in U and also compute
L3 and R3. Computing L3 and R3 requires only O(n log n) space. There is an edge
between each pair of vertices in U with probability p and hence, by appealing to the
expected number of edges between vertices in U is at most p|U |2 = O(p−3 log2 n). By
Chernoff Bound, this bound also holds w.h.p. Note that L3, R3, and the edges within
U suffice to determine whether u ∈ L∞ or u ∈ R∞ for all u. To see this first suppose
u ∈ L∞ and that (u,w) is the critical edge on the directed path from u to v. Either
w ∈ L2 and therefore we deduce u ∈ L3; or u ∈ L2; or u 6∈ L2 and w 6∈ L2 and we
therefore store the edge (u,w).
This establishes the following lemma.
Lemma 80. There is a O(log n)-pass, O˜(n/p)-space algorithm for topo-sort on a
random input graph G ∼ PlantDAGn,p.
Algorithm for small p. We use only two passes. In the first pass, we compute
the in-degree of every vertex. In the second, we store all edges between vertices
where the in-degrees differ by at most 3
√
cnp · lnn where c > 0 is a sufficiently large
constant.
Lemma 81. There is a two-pass, O˜(n3/2
√
p)-space algorithm for topo-sort on a
random input graph G ∼ PlantDAGn,p.
Proof. We show that, with high probability, the above algorithm collects all critical
edges and furthermore only collects O˜(n3/2
√
p) of them. Let u be the element of rank
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ru. Note that din(u) has distribution 1 + Bin(ru − 2, p). Let Xu = din(u)− 1. By an
application of the Chernoff Bound,
P
[
|Xu − (ru − 2)p| ≥
√
c(ru − 2)p lnn
]
≤ 1/ poly(n) .
Hence, w.h.p., ru = 2 + Xu/p±
√
cn/p · lnn for all vertices u. Therefore, if (u, v) is
critical, then
|Xu−Xv| ≤ |Xu− (ru−2)p|+ |(ru−2)p− (rv−2)p|+ |Xv− (rv−2)p| ≤ 3
√
cnp · lnn
This ensures that the algorithm collects all critical edges.
For the space bound, we first observe that for an arbitrary pair of vertices u and
v, if |Xu −Xv| ≤ 3
√
cnp · lnn then
|ru − rv| ≤ |Xu −Xv|/p+ 2
√
cn/p · lnn ≤ 8
√
cn/p · lnn .
Hence, we only store an edge between vertex u and vertices whose rank differs by at
most 8
√
cn/p · lnn. Since edges between such vertices are present with probability p,
the expected number of edges stored incident to u is 8
√
cnp · lnn and is O(√np · lnn)
by an application of the Chernoff bounds . Across all vertices this means the number
of edges stored is O(n3/2
√
p · lnn) as claimed.
Final Result. Combining Lemma 80 and Lemma 81 yields the main theorem of
this section.
Theorem 82. There is an O(log n)-pass algorithm for topo-sort on a random
input G ∼ PlantDAGn,p that uses O˜(min(n/p, n3/2√p) space. For the worst-case over
p, this is O˜(n4/3).
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8.2.2 Random Order Streams
The transitive reduction of a DAG G = (V,E) is the minimal subgraph Gred =
(V,E ′) such that, for all u, v ∈ V , if G has a u-to-v path, then so does Gred. So if G
has a Hamiltonian path, Gred is this path.
The one-pass algorithm assuming a random ordering of the edges is simply to
maintain Gred as G is streamed in, as follows. Let S be initially empty. For each edge
(u, v) in the stream, we add (u, v) to S and then remove all edges (u′, v′) where there
is a u′-to-v′ path among the stored edges.
Theorem 83. There is a one-pass O˜(minq≤p min{n/q, qn2})-space algorithm for topo-
sort on inputs G ∼ PlantDAGn,p. In the worst case this is O(n3/2).
Proof. Consider the length-T prefix of the stream where the edges of G are presented
in random order. It will be convenient to write T = qn2. We will argue that the
number of edges in the transitive reduction of this prefix is O(min(qn2, n/q) with
high probability; note the bound qn2 follows trivially because the transitive reduction
has at most T edges. The result then follows by taking the maximum over all prefixes.
We say an edge (u, v) of G is short if the difference between the ranks is
rv − ru ≤ τ := cq−2 log n
where c is some sufficiently large constant. An edge that is not short is defined to be
long.
Let S be the number of short edges in G and let M be the total number of edges
in G. Note that E [S] ≤ (n − 1) + pτn and E [M ] ≥ pn2/3. By the Chernoff bound,
S ≤ 2pτn and M ≥ pn2/6 with high probability. Furthermore, the number of short
edges in the prefix is expected to be T · S/M and, with high probability, is at most
2T · S/M ≤ 4Tpτn
pn2/6
= 24cn/q .
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Now consider how many long edges are in the transitive reduction of the prefix. For
any long edge (u, v), let Xw denote the event that (u,w), (w, v) are both in the prefix.
Note that the variables {Xw}w:ru+1≤rw≤rv−1 are negatively correlated and that
P [Xw = 1] ≥ (pT/M)2/2 ≥ q2/72 .
Hence, if X =
∑
w:ru+1≤rw≤rv−1Xw then
E [X] ≥ cq−2 log n · q2/72 = c/72 · log n
and so by the Chernoff bound X > 0 with high probability and if this is the case,
even if (u, v) is in the prefix, it will not be in the transitive reduction of the prefix.
Hence, by the union bound, with high probability no long edges exist in the transitive
closure of the prefix.
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