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Abstract. We discuss the impact of EW corrections on differential distributions in top-quark pair production at the
LHC and future hadron colliders, focusing on the effects of initial-state photons. Performing a calculation at Next-to-
Leading Order QCD+EW accuracy, we investigate in detail the impact of photon-initiated channels on central values
as well as PDF and scale uncertainties, both at order αsα and α2s α . We present predictions at 13 and 100 TeV, and
provide results for the 8 TeV differential measurements performed by ATLAS and CMS. A thorough comparison of
results obtained with the NNPDF2.3QED and CT14QED PDF sets is performed. While contributions due to the photon
PDF are negligible with CT14QED, this is not the case for NNPDF2.3QED, where such contributions are sizeable
and show large PDF uncertainties. On the one hand, we show that differential observables in top-pair production, in
particular top-quark and tt¯ rapidities, can be used to improve the determination of the photon PDF within the NNPDF
approach. On the other hand, with current PDF sets, we demonstrate the necessity of including EW corrections and
photon-induced contributions for a correct determination of both the central value and the uncertainties of theoretical
predictions.
CP3-16-28
1 Introduction
The production of a pair of top quarks (tt¯) is one of the key pro-
cesses in the physics program at the LHC. On the one hand, this
process is an ideal testing ground for strong interactions, which
can be probed in the perturbative regime, and more in general
for the Standard Model (SM) interactions. On the other hand,
because the experimental signatures emerging from tt¯ produc-
tion can feature leptons, missing transverse energy and (b)-jets,
this process enters as a background in several experimental
analyses and searches, notably those related to the Higgs boson
and new physics. The study of tt¯ production gives also access
to many of the top-quark properties and can be exploited for
the determination of the Parton-Distribution-Functions (PDF)
of the proton [1–3]. Furthermore, since the top quark is the
heaviest particle in the SM, it is often a proxy to new physics
in Beyond-the-Standard-Model (BSM) scenarios. Thus, tt¯ pro-
duction can be exploited to precisely test SM predictions as
well as to search for or put constraints on BSM interactions.
For these reasons, a proper modelling of the tt¯ signal and a
sound understanding of all effects that can lead to distortions in
the distributions are mandatory. This explains the great efforts
which have been put in place in order to improve the accu-
racy of theoretical predictions: inclusive and differential cross-
sections have been calculated up to Next-to-Next-to-Leading-
Order (NNLO) accuracy in QCD [4, 5], and including soft
gluon effects up to Next-to-Next-to-Leading-Logarithmic (NN-
LL) accuracy [2, 6–16]. Notably, higher-order QCD corrections
lead to the reduction of scale uncertainties down to very few
percents. At this level of accuracy effects due to Electro-Weak
(EW) corrections cannot be neglected, especially for differen-
tial distributions, where the expected hierarchy between the
strong and electroweak interactions (αs  α) may not be re-
spected. On the one hand, when large scales are probed (Q
mW ), the so-called Sudakov logarithms render EW corrections
large and negative. On the other hand, EW corrections receive
also contributions from channels that feature photons in the
initial state, thus they depend on the PDF of the photon. As
we will show in this work, the impact of photons in the ini-
tial state strongly depends on the PDF set employed and can
give a positive contribution of non-negligible size, leading to
possible compensations of the corrections induced by Sudakov
logarithms.
While weak [17–25], QED [26] and EW (weak+QED)
[27–30] corrections to tt¯ production at hadron colliders have
been known for quite some time and the effect of Sudakov log-
arithms has been quantified and studied, the impact of photon-
induced subprocesses has been addressed only in [26] for only
the gγ → tt¯ channel at LO and using the only PDF set with the
photon distribution available at that time, i.e., MRST2004QED
[31].
In this work we (re-)evaluate, besides the NLO QCD cor-
rections, the complete set of NLO EW corrections to top-quark
pair production and carefully assess their impact on differen-
tial distributions for proton–proton collisions at 8, 13 and 100
TeV centre-of-mass energy. For the first time, photon-induced
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contributions are taken into account both at O(αsα), from the
gγ-channel at tree-level, and at O(α2s α), from the gγ as well
as the qγ(q¯γ) initial states arising in the NLO EW corrections.
For all the results presented here, the calculation has been per-
formed within the MADGRAPH5_AMC@NLO framework [32],
thanks to an extension of the code that allows to automatically
calculate NLO QCD and EW corrections [33, 34]. In order to
have a reliable estimate of the photon-induced contribution and
of its uncertainties, we evaluate the impact of electroweak cor-
rections with both the NNPDF2.3QED [35] and CT14QED [36]
PDF sets, the only modern sets that include LO QED contribu-
tion in the DGLAP evolution and, with very different assump-
tions and strategies in the extraction from data, the photon dis-
tribution 1.
We show that, besides higher-order QCD corrections, it is
also necessary to take into account EW corrections, including
photon-induced contributions, for a correct determination of
both the central value and the uncertainty of theoretical predic-
tions. This is particularly important in the context of the ongo-
ing discussion on NLO-accurate event generators and the com-
patibility with experimental data for the pT (t) distribution at
the LHC 8-TeV measurements [39] and in view of the measure-
ments at 13 TeV. Furthermore, we show that differential ob-
servables in top-pair production, in particular top-quark and tt¯
rapidities, can be used to improve the determination of the pho-
ton PDF within the NNPDF approach, while in the CT14QED
approach tt¯ production is not sensitive to the photon-induced
contributions.
The structure of our paper is the following: in sect. 2 we
present the framework employed to perform our calculation
and discuss relevant input parameters. In sect. 3 we discuss
differences among existing PDF sets which provide a photon
distribution (NNPDF2.3QED, CT14QED and the older MRST-
2004QED set). We describe the different theoretical approaches
employed in the sets, and we compare central values and uncer-
tainties for the photon PDF and the parton luminosities relevant
for our calculation. In sect. 4 we show predictions at 13 and 100
TeV, and we compare results with and without the contribution
of photon-induced processes and using the NNPDF2.3QED or
the CT14QED PDF set. In sect. 5 we analyse the impact of EW
corrections and the photon PDF for specific measurements per-
formed by ATLAS and CMS at 8 TeV. We compare the usage
of NNPDF2.3QED with a standard modern set with QCD-only
partons and DGLAP evolution. We give our conclusions and
outlook in sect. 6.
2 Calculation setup and input parameters
The calculation has been performed in a completely automated
way and we do not describe here the technical details; they can
be found in [33, 34], where the tt¯H process has been calcu-
lated in the same framework. In the following, we only want to
match the notation of this paper to the one introduced in [33]
and precisely define the quantities included in our calculation,
specifying those that depend on the photon PDF.
1 We acknowledge that two new studies on the determination of
the photon PDF [37, 38] have appeared during the publication of our
work.
In the case of pp → tt¯ process a generic observable Σ tt¯
can be expanded simultaneously in the QCD and EW coupling
constants as:
Σ tt¯(αs,α) = ∑
m+n≥2
αms α
nΣm+n,n . (2.1)
Following this notation, one can separate the LO (m+ n = 2)
and NLO (m+n = 3) contributions as follows:
Σ tt¯LO(αs,α) = α
2
s Σ2,0 +αsαΣ2,1 +α
2Σ2,2 ≡
≡ ΣLO,1 +ΣLO,2 +ΣLO,3 ,
Σ tt¯NLO(αs,α) = α
3
s Σ3,0 +α
2
s αΣ3,1 +αsα
2Σ3,2 +α3Σ3,3 ≡
≡ ΣNLO,1 +ΣNLO,2 +ΣNLO,3 +ΣNLO,4 . (2.2)
In our results we include the ΣLO,1, ΣLO,2, ΣNLO,1 and ΣNLO,2
terms. We checked that the remaining terms are subleading as
expected, giving results of the order or below 1% of the LO,1
contribution both in the total cross section and at the differential
level. In order to help the reader we further define the quantities
ΣLO QCD ≡ ΣLO,1 , ΣNLO QCD ≡ ΣNLO,1 , (2.3)
ΣLO EW ≡ ΣLO,2 , ΣNLO EW ≡ ΣNLO,2 , (2.4)
ΣQCD ≡ ΣLO QCD +ΣNLO QCD , (2.5)
ΣEW ≡ ΣLO EW +ΣNLO EW , (2.6)
ΣQCD+EW ≡ ΣQCD +ΣEW . (2.7)
In the following text with the term “EW corrections” we
will in general refer to the quantity ΣEW, while we will use
“NLO EW corrections” for ΣNLO EW. At variance with refs. [33,
34], in our calculation we do not consider the effect due to the
Heavy-Boson-Radiation (HBR). Although the LO cross sec-
tions of pp→ tt¯V , V = W±,Z,H processes may in principle
contribute at the same perturbative order of ΣNLO EW to the in-
clusive tt¯ production, in this work we assume that tt¯ and tt¯V
final states can always be distinguished.
The quantities that depend on the photon PDF are ΣLO EW
and ΣNLO EW. The gγ → tt¯ process contributes to ΣLO EW and
to ΣNLO EW. In addition, ΣNLO EW receives contributions from
the qγ → tt¯q and q¯γ → tt¯q¯ processes at the tree level, which
feature initial-state singularities that have to be subtracted. As
in the case of qq¯→ tt¯γ processes, the subtracted QED singular-
ities are taken into account in the DGLAP evolution in MRST-
2004QED, NNPDF2.3QED and CT14QED. Thus, for theoreti-
cal consistency, these three PDF sets should be preferred when-
ever NLO EW corrections are computed. However, since the
QED accuracy of DGLAP evolution is only LO in all the three
PDF sets, one could not technically claim at the moment NLO
QED and thus NLO EW accuracy for hadronic predictions.
Even before considering the numerical results in sects. 4 and
5, this issue points to the necessity of a better determination of
the photon PDF by means of fits which include NLO QED ef-
fects in the DGLAP evolution [40, 41].
Our calculation is performed using the following input pa-
rameters
mt = 173.3 GeV , mH = 125.09 GeV ,
mW = 80.385 GeV , mZ = 91.1876 GeV , (2.8)
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and setting all the other fermion masses to zero. All masses are
renormalised on-shell and all decay widths are set to zero. The
renormalisation of αs is performed in the five-flavour scheme,
while EW parameters are chosen in the Gµ -scheme, with
Gµ = 1.1663787 ·10−5 GeV−2 . (2.9)
Since NLO EW corrections of O(α2s α) to tt¯ hadroproduction
do not involve the renormalisation of α , the choice of a differ-
ent EW scheme will not change our results in a visible way.
The CKM matrix is taken as the identity.
Unless differently specified, we use a dynamical reference
scale for the central values of the renormalisation (µr) and fac-
torisation (µ f ) scales defined as
µ =
HT
2
=
1
2∑i
mT,i , (2.10)
where the sum of the transverse masses runs over all the final-
state particles. In all cases theoretical uncertainties due to miss-
ing higher orders are estimated via independent variations of µr
and µ f in the interval {µ/2,2µ}.
It is worth to note that the NNPDF2.3QED set is in the
variable-flavour scheme with six active flavours, which for µ >
mt is equivalent to the six-flavour scheme. On the contrary,
in CT14QED the active flavours are five, leading to the five-
flavour scheme also for µ > mt . As we said, we renormalise αs
in the five-flavour scheme for all the predictions; for the com-
parison between the NNPDF2.3QED and CT14QED results we
simply change the PDF set without modifying the calculation
framework. The change of scheme can be easily performed
by following the recipe described in [42] and based on [43],
which, at NLO QCD + NLO EW accuracy, has a direct effect
only on the qq¯-induced contribution to ΣNLO QCD. We explicitly
verified that the numerical impact of such a change of renor-
malisation scheme is always much smaller of the scale uncer-
tainty and furthermore cancels in any ratio involving ΣNLO QCD
both at the numerator and the denominator. Thus, it has not any
influence on the discussion presented in this work.
3 Photon PDF and parton luminosities
In this section we discuss in some details the different mod-
elling of the photon PDF in the NNPDF2.3QED, CT14QED2
and MRST2004QED sets.
Although for all the three PDF sets the DGLAP evolution
is performed at NLO QCD + LO QED accuracy 3, very differ-
2 CT14QED provides two kinds of sets, one with only the inco-
herent component of the photon PDF and another one with both the
coherent and incoherent components. In our work we have used the
first set. We have checked that the inclusion of the coherent compo-
nent in the photon PDF does not significantly alter our findings. The
predictions obtained with the photon PDF with momentum fraction
pγ0 = 0.00% including both components are very similar, in the x and
Q ranges relevant for our study, to those from the incoherent-only pho-
ton PDF with pγ0 = 0.14%.
3 In the case of NNPDF2.3QED, PDFs at NNLO QCD + LO QED
accuracy as well as at LO QCD + LO QED accuracy are also available.
However we considered here only the NLO QCD + LO QED case,
consistently with the other PDF sets discussed.
ent and crucial assumptions underlie the determination of the
photon PDF γ(x,Q). These differences mainly concern the fol-
lowing three aspects. First, the ansatz for γ(x,Q) at the initial
scale Q = Q0. Second, the different datasets which are used
in the fit. Third, the practical implementation of the DGLAP
evolution from the initial scale Q0 to the scale Q.
In fig. 1 we show the photon PDF for the different sets at
the scales Q = (3,173,5000) GeV. As it can be seen, these as-
sumptions affect the dependence on x and Q for both the central
value and the uncertainty band 4. The main reasons for the dif-
ferences can be traced to the different assumption for the pho-
ton PDF at the initial scale and in differences in the QCD+QED
evolution. In particular:
– Consistently with the approach pursued for coloured par-
tons, in NNPDF2.3QED no functional form is specified for
the photon PDF at the initial scale, γ(x,Q0). The photon
PDF is only constrained to be positive. In a first step, PDF
replicas for all the partons are fit together from DIS-data
only. Afterwards, they are further constrained by Drell-Yan
data form the LHC Run-I at 7 TeV. At variance with DIS,
neutral-current Drell-Yan is sensitive to the photon PDF al-
ready at LO, and it can put stronger constraints on γ(x,Q0).
Because of the positivity requirement for the photon PDF,
the replicas distribute in a very non-Gaussian way around
the central value. The prescription suggested in order to de-
termine a 68% CL uncertainty band consists in the evalua-
tion of the symmetric error including 68 of the 100 replicas
around the central value. Since no model is assumed for the
photon PDF and no data are present for large x, in this re-
gion uncertainties are very large and the central value alone
can be misleading, leading even to an unphysical peak at
very large x, which can be seen in fig. 1.
– The CT14QED and MRST2004QED sets are based on a
completely different assumption for γ(x,Q) at the initial
scale Q = Q0. Since the amount of data for constraining
the shape of the photon PDF is limited, γ(x,Q0) is chosen
to be described by an ansatz; the photon PDF at Q = Q0
is assumed to be completely determined by the valence
quark distributions. Specifically, in CT14QED and MRST-
2004QED the photon parameterisation at the initial scale
Q0 GeV reads
fγ/p(x,Q0) =
α
2pi
(
Aue2uP˜γq⊗u0(x)+Ade2dP˜γq⊗d0(x)
)
.
(3.1)
In eq. (3.1) P˜γq⊗ f 0(x) corresponds to the convolution of
the splitting function P˜γq(x) with the so-called “primordial”
quark distributions f 0(x). In the case of MRST2004QED,
f 0(x) are valence-like model distributions, i.e., they are not
those fitted within the global MRST2004 [44] analysis. In
the case of CT14QED, f 0(x) correspond to the initial up
and down valence distributions from CT14NLO [45].
More importantly, in CT14QED Au is set equal to Ad in
order to obtain a dependence on a single parameter. Con-
versely, in MRST2004QED, the coefficients Ai are given by
Ai = ln
(
Q20/m
2
i
)
, where mi are the “Current Mass” (CM)
4 The red dotted curve labelled as APFEL_NN23 will be explained
after in the text.
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Fig. 1. Comparison of the photon PDF for MRST2004QED, CT14QED, NNPDF2.3QED and APFEL_NN23 sets at Q = 3 GeV, Q =
173 GeV and Q = 5000 GeV.
10-14
10-13
10-12
10-11
10-10
10-9
10-8
10-7
10-6
10-5
10-4
dL
 / 
dM
2
dL(gγ) / dM2 comparison at 8 TeV
Q=M
NNPDF2.3
APFEL_NN23
MRST2004
CT14 0.00
CT14 0.14
 0
 0.5
 1
 1.5 Ratio Q=M / Q=mt
10-2
10-1
100 Ratio over NNPDF2.3, Q=M
10-2
10-1
100
 1  2  3  4
M [TeV]
Ratio over NNPDF2.3, Q=mt
10-14
10-13
10-12
10-11
10-10
10-9
10-8
10-7
10-6
10-5
10-4
dL
 / 
dM
2
dL(gγ) / dM2 comparison at 13 TeV
Q=M
NNPDF2.3
APFEL_NN23
MRST2004
CT14 0.00
CT14 0.14
 0
 0.5
 1
 1.5 Ratio Q=M / Q=mt
10-2
10-1
100 Ratio over NNPDF2.3, Q=M
10-2
10-1
100
 1  2  3  4  5  6
M [TeV]
Ratio over NNPDF2.3, Q=mt
10-16
10-15
10-14
10-13
10-12
10-11
10-10
10-9
10-8
10-7
10-6
10-5
10-4
10-3
dL
 / 
dM
2
dL(gγ) / dM2 comparison at 100 TeV
Q=M
NNPDF2.3
APFEL_NN23
MRST2004
CT14 0.00
CT14 0.14
 0
 0.5
 1
 1.5 Ratio Q=M / Q=mt
10-2
10-1
100 Ratio over NNPDF2.3, Q=M
10-2
10-1
100
 10  20  30  40  50
M [TeV]
Ratio over NNPDF2.3, Q=mt
Fig. 2. Comparison of the gγ luminosity for MRST2004QED, CT14QED, NNPDF2.3QED and APFEL_NN23 sets at 8, 13 and 100 TeV.
of the quarks (mu = 6 MeV and md = 10 MeV). Thus, the
case of CT14QED is a generalisation of the original ansatz
used in MRST2004QED, where the photon PDF is simply
determined by the CM for the up and the down quark. The
CT14QED set leaves freedom for the value of mi in the Ai
coefficients, which can be alternatively parameterised by
the momentum fraction p0γ carried by the photon at the ini-
tial scale. The constraints on p0γ and consequently on the
photon PDF are then obtained by fitting the ZEUS data [46]
for the production of isolated photons in Deep-Inelastic-
Scattering (DIS), ep→ eγ+X , a process which is sensitive
to the photon PDF already at LO. In this way, the constraint
pγ0 . 0.14% is set at 90% CL for the photon PDF, at the
initial scale of Q0 = 1.295 GeV. For this reason, the uncer-
tainty band in CT14QED corresponds to the area between
the pγ0 = 0.14% and p
γ
0 = 0% predictions; no central, or
preferred value is given in this approach. Since in MRST-
2004QED the photon PDF is simply determined from the
quark PDF assuming CM for the up and the down quark,
no uncertainty band is provided. Moreover, for this set, no
constraints from data enter in the determination of the pho-
ton PDF.
– All three PDF sets implement the DGLAP evolution at NLO
QCD+LO QED accuracy. However, while the scale is evol-
ved simultaneously with the same value for the QCD and
QED evolution in CT14QED and MRST2004QED, in NN-
PDF2.3QED the two scales are run independently. The ef-
fect from the different evolution can be seen by comparing
the plots in fig. 1, which display the same quantities at dif-
ferent factorisation scales. At Q = 3 GeV the central values
of the three sets are different, although the CT14QED and
NNPDF2.3QED photons are well compatible within the un-
certainty. At large Q, while CT14QED and MRST2004QED
converge to similar values, the prediction from NNPDF2.3-
QED is different. This trend is particularly visible at small
x and for large scales, where the photon PDF mostly stems
from the quark densities via the DGLAP evolution. How-
ever, it is worth to remind that a new correct implementa-
tion of the coupled QCD+QED DGLAP equations is now
also available in APFEL [47] and has been described in [48]
in the context of the determination of new sets of PDFs in-
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Fig. 3. Comparison of the gγ , gg and qq¯ luminosities for the NNPDF2.3QED set at 8, 13 and 100 TeV.
cluding also lepton members. 5 In fig. 1 we included also a
red dashed line labelled APFEL_NN23, which corresponds
to the central value for the set denoted as “C2” in [48].
This set is the same of NNPDF2.3QED at the initial scale
Q0 = 1 GeV, but it is different at larger scales due to the dif-
ferent treatment of the evolution. Indeed, the photon PDF in
APFEL_NN23 is very close to the one of NNPDF2.3QED
only at large x, while for small x and large Q it converges to
the values of CT14QED and MRST2004QED. This proves
that the discrepancy between the different sets at small x
and large Q is completely driven by the different treatment
of the DGLAP evolution.
In fig. 2 we show the photon-gluon luminosity as function
of the invariant mass M for the three PDF sets considered at
8, 13 and 100 TeV, with the factorisation scale Q set equal to
M. In the first inset we show for every luminosity the ratio of
their values at Q = M and Q = mt , while in the second(third)
inset we show at Q = M(Q = mt ) the ratio of every luminosity
over the corresponding central value with NNPDF2.3QED. For
the entire range in M considered at the three different proton-
proton-collision energies, the CT14QED and NNPDF2.3QED
photon-gluon luminosities are barely compatible or not com-
patible at all. The slightly better compatibility with Q = mt is
mainly due to the larger uncertainty band in NNPDF2.3QED.
It is important to note that the behaviour of the photon PDF
at small x and large Q, the region where differences among
the PDF sets are the largest (see fig. 1) and are determined
by the different QCD+QED DGLAP evolution, is not of par-
ticular interest for our study. Indeed, as can be seen in fig. 2,
the APFEL_NN23 gγ luminosity is very close to the NNPDF-
2.3QED one and inside its uncertainty band. The insensitivity
of our study on the different treatment of QCD+QED DGLAP
running is in principle expected for most of the predictions at
5 During the writing of this article also a new set NNPDF3.0QED
has been released [49] and it includes the correct DGLAP running at
(N)NLO QCD + LO QED accuracy.
the LHC, since large factorisation scales Q are typically not
correlated with small values of x. Moreover, at small values of
M, where small values of x can be probed, the PDFs of quarks
and gluons are much larger than the photon PDF, leading to a
relative suppression of photon-initiated contributions.
In order to determine at which values of M the photon–
gluon luminosity is actually expected to be relevant in tt¯ hadro-
production, in fig. 3 we show the photon-gluon, gluon-gluon
and quark-antiquark luminosities for NNPDF2.3QED sets at 8,
13 and 100 TeV. These plots will also become useful to un-
derstand the dependence of ΣEW/ΣLO QCD on the scale defini-
tion. 6
The solid lines refer to the luminosities with Q = M, with
the uncertainty band shown only for the photon-gluon case.
The same-colour dashed lines are the corresponding quantities
with Q = mt . The ratios between predictions with Q = M and
with Q = mt is shown in the first inset. The luminosities at Q =
M are in general of the same order or smaller than at Q = mt ,
with the exception of the 100 TeV case for M . 10 TeV. In
particular at 8 and 13 TeV, in the range of M . 1 TeV the lu-
minosities of gg and qq¯ strongly reduce at Q = M with respect
to Q = mt , while the photon-gluon luminosity is less sensitive
to the value of Q. Since in the TeV range the negative con-
tributions from Sudakov logarithms in the gg and qq¯ channels
and the positive photon-gluon contribution tend to cancel each
other, larger scales lead to larger values of ΣEW/ΣLO QCD. This
effect will be discussed both in sect. 4 for predictions at 13 TeV
and in sect. 5, where the ΣQCD+EW/ΣQCD ratio will be com-
pared to the experimental accuracy reached at the LHC mea-
surements at 8 TeV. In the second(third) insets we also show
the ratios of the gg and qq¯ luminosities over the gγ luminosity
at Q = M(Q = mt ) in order to better identify at which scales the
6 In our calculation there are also contribution from quark-photon
initial states, however, as it will be discussed in sect. 4, their contribu-
tion is small so we decided to exclude the corresponding luminosities
from the discussion in this section for the sake of clarity.
6 D. Pagani et al.: The impact of the photon PDF and electroweak corrections on tt¯ distributions
gγ contribution is expected to be relevant. From these insets,
the hierarchy between gg and qq¯ channels can also be easily
derived.
In conclusion, the different results for photon-induced pro-
cesses and consequently for EW corrections obtained with the
different PDF sets discussed in this article have to be attributed
mainly to the different assumptions that underlie the determi-
nation of γ(x,Q) at the initial scale Q = Q0 and the choice of
the factorisation scale, but not to the different treatment of the
DGLAP NLO QCD+LO QED evolution.
4 Predictions at 13 and 100 TeV
In this section we discuss the impact of the EW corrections
and the photon PDF on several distributions at 13 and 100 TeV.
In particular, we focus on the top-pair invariant mass m(tt¯), the
transverse momentum of the top quark pT (t), and the rapidities
of the top quark y(t) and tt¯ pair y(tt¯). Predictions for the LHC at
13 TeV are shown in figs. 4-9, while those for a Future Circular
Collider (FCC) at 100 TeV are shown in figs. 10-15. Unless
differently specified, results are obtained with no cut imposed
on the final-state particles.
In each figure we show two plots for the same observable,
displaying in the left plot, denoted as “no γ”, predictions with
the photon PDF artificially set equal to zero. The reason be-
hind this choice is manifold. First of all, the comparison of left
and right plots allows to gauge the impact of the photon PDF on
both the central value and PDF uncertainties of the electroweak
contributions. Furthermore, in the plots on the left it is possible
to observe the impact of the Sudakov logarithms, which can
be hidden by the compensation given by the photon-induced
processes included in the plots on the right. Last but not least,
whereas the EW corrections in the right plots strongly depend
on the PDF set used and may possibly change with future im-
proved determination of the photon PDF, the plots on the left
display the subset of the EW corrections that is expected to be
stable under future PDF determination.
In each plot the main panel includes the distributions for
ΣLO QCD, ΣQCD and ΣQCD+EW predictions as defined in equa-
tions (2.3)-(2.7). The four insets below the main panel dis-
play ratios of several quantities over the ΣLO QCD central value.
In the first inset we plot this ratio for the central values of
ΣLO EW, ΣNLO QCD and ΣNLO EW, i.e., the other perturbative
orders which we consider. The second and third inset respec-
tively present the ΣQCD+EW/ΣLO QCD ratio including the scale
and PDF uncertainties for the numerator. In the last inset we
present the ΣEW/ΣLO QCD ratio with the PDF uncertainties for
the numerator. All the results in the plots are obtained with the
NNPDF2.3QED PDF set, with the PDF uncertainty computed
at the 68% CL. However, plots on the right, including effects
due to the photon PDF, also show (in the last inset) the ratio
ΣEW/ΣLO QCD computed with the CT14QED PDF set. 7 For
this particular set two predictions are shown, which correspond
to a momentum fraction carried by the photon at the initial scale
of 0% and 0.14%; as explained in sect. 3 this interval corre-
sponds to the uncertainty band of CT14QED.
7 Only for this ratio, also the ΣLO QCD quantity has been evaluated
with the CT14QED PDF set.
The first general feature that can be noticed in all the dis-
tributions for the LHC at 13 TeV is the different behaviour
of the EW corrections with NNPDF2.3QED and CT14QED in
the plots on the right. The effects induced by the photon PDF
with CT14QED is much smaller w.r.t. the case of NNPDF2.3-
QED. Indeed, by comparing the last inset in equivalent plots
with (right) and without (left) photon-induced contributions, it
is easy to see that effects due to the CT14QED photon PDF
are essentially invisible, regardless of the momentum fraction
(in the 0%-0.14% range). Furthermore, by comparing the first
inset in the two plots of each figure, it is possible to notice
how the dominant contribution from photon-induced processes
originates from the ΣLO EW contribution of the gγ channel. As
anticipated in sect. 3, the qγ contribution is negligible 8 and will
not be further discussed in the following. Moreover, when we
will refer to the effect of photon PDF, unless differently spec-
ified, we will always understand the case of NNPDF2.3QED
PDF set in order to be conservative.
As can be seen in figs. 4 and 5, at 13 TeV the photon-
initiated contributions can compensate the Sudakov suppres-
sion in the top-pair invariant mass and top-quark transverse mo-
mentum distributions. At very large scales (pT (t) > 1.7 TeV
or m(tt¯) > 3 TeV) their size is larger than the effect due to
Sudakov logarithms. In all the figures at 13 TeV, in the last in-
set of the plots on the right, we also included the central value
of the ratio ΣEW/ΣLO QCD with both quantities evaluated at the
scale µ = mt . This quantity indicates that the cancellation be-
tween Sudakov logarithms strongly depends also on the scale
choice, thus the scale dependence of ΣEW should also be taken
into account as a source of uncertainties. The origin of this de-
pendence will be discussed in detail in sect. 5, in the context of
the measurements at 8 TeV.
In the last inset, the PDF uncertainties of the ΣEW term
alone are directly compared with the ΣLO QCD PDF uncertain-
ties, the grey band. In the tail of the pT (t) and m(tt¯) distribu-
tions on the right, PDF uncertainties for separately ΣEW and
ΣLO QCD are of the same size. This is consistent with the dif-
ference between the PDF uncertainty for the total prediction
ΣQCD+EW with and without effects form photon in the initial
state, which is shown in the third inset and, in the plots on
the right, is much larger w.r.t the case of ΣLO QCD. Just for
reference, we decided to show in the second inset the ratio
ΣQCD+EW/ΣLO QCD with scale uncertainties, which are reduced
w.r.t. the ΣLO QCD case, the grey band. The effects due to the
EW corrections and the impact of the photon PDF is in general
smaller than the scale uncertainty of ΣQCD+EW. However, one
should consider that the scale uncertainty is further reduced to
very few percents by NNLO corrections, which have already
been calculated [4, 5]. Moreover, when normalised distribu-
tions (dσ/σ ) are considered, even at NLO accuracy scale un-
certainties are strongly reduced. In sect. 5 we will comment
both effects for specific distributions measured at the LHC at 8
TeV by ATLAS and CMS, where we will also investigate the
impact of EW corrections and of the photon PDF.
While pT (t) distributions do not change by requiring |y(t)|,
|y(t¯)|< 2.5, i.e. top and anti-top produced in the central region
8 This statement could be done only a posteriori, after having per-
formed the calculation and cannot be generalised to other processes.
See for instance ref. [50].
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Fig. 4. Differential distributions for the pT (t) at 13 TeV. The format of the plots is described in detail in the text.
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Fig. 5. Differential distributions for the m(tt¯) at 13 TeV. The format of the plots is described in detail in the text.
of the detector, these cuts have an effect on predictions for high
m(tt¯). This is shown in fig. 6, which is equivalent to fig. 5, but
with |y(t)|, |y(t¯)|< 2.5 cuts. At large invariant masses, tops are
preferably produced in the forward or backward region, due
to the t- and u-channel diagrams in the gg-channel, which is
much less suppressed than the qq¯ channels featuring only s-
channel diagrams at LO QCD. Rapidity cuts suppress the gg
contribution, as well as gγ contributions, but also enhance the
typical value of the partonic Mandelstam variables tˆ and uˆ.
Consequently, with those cuts, we observe larger values for the
Sudakov logarithms (plot on the left) and a similar behaviour
for the photon-induced contributions. Moreover, we can notice
that, as in the pT (t) distributions in fig. 4, also in the tails of
the plots in fig. 6 the ratio ΣNLO QCD/ΣLO QCD in the first insets
decrease, at variance with fig. 5, where cuts are not applied.
This trend is correlated with the fraction of the cross section
originating from the gg initial state, which is decreasing in the
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Fig. 6. Differential distributions for the m(tt¯) at 13 TeV with |y(t)|, |y(t¯)|< 2.5 cuts applied. The format of the plots is described in detail in the
text.
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Fig. 7. Differential distributions for the y(t) at 13 TeV. The format of the plots is described in detail in the text.
tail of pT (t) distribution and, only with rapidity cuts applied,
of the m(tt¯) distribution.
In figs. 7 and 8 we show predictions for y(t) and y(tt¯) dis-
tributions. EW corrections are quite flat in the plots on the left,
while in the plots on the right they are enhanced by the gγ initial
state in the peripheral region, especially for the y(tt¯) distribu-
tion. In this region photon-initiated contributions and their un-
certainties become relevant since the photon PDF is sampled at
rather large x, where the suppression w.r.t the quark and gluon
PDFs is reduced. At variance with the tail of pT (t) or m(tt¯),
where the gγ contribution is also sizeable, the cross section in
the peripheral region is not largely suppressed w.r.t to the to-
tal cross section. For these reasons, large-rapidity bins can be
exploited to set additional constraints on the photon PDF in a
theoretical framework such as the one adopted in NNPDF2.3-
QED, while with an assumption à la CT14QED the sensitivity
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Fig. 8. Differential distributions for the y(tt¯) at 13 TeV. The format of the plots is described in detail in the text.
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Fig. 9. Differential distributions for the y(t) at 13 TeV with the cut m(tt¯)> 1 TeV. The format of the plots is described in detail in the text.
on the photon PDF remains very small. Given the large cross
section in tt¯ production at the LHC 13 TeV, in fig. 9 we also
show the same plots of fig. 7 with a m(tt¯) > 1 TeV cut ap-
plied. EW corrections in the left plot are larger in the central
region, where, due to large values of the tˆ and uˆ Mandelstam
variables, the effect of Sudakov logarithms is enhanced. Again,
this effect can be compensated by photon-induced processes as
shown in the plot on the right. As already observed for all the
previous distributions, only in the plots on the left the PDF un-
certainties related to ΣEW are negligible, while they are sizeable
in the plots on the right. Also in this case the trend of the ra-
tio ΣNLO QCD/ΣLO QCD displayed in the first inset is correlated
with the fraction of the cross section originating from the qq¯
initial state, as discussed for figs. 4 and 6.
It is worth to notice that while plots in fig. 4 would be
identical in the case of pT (t¯) distributions, the transverse mo-
mentum of the antitop, the y(t¯) distribution is different from
y(t) when ΣQCD+EW terms are included, because of the charge
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Fig. 10. Differential distributions for the pT (t) at 100 TeV. The format of the plots is described in detail in the text.
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Fig. 11. Differential distributions for the m(tt¯) at 100 TeV. The format of the plots is described in detail in the text.
asymmetry [28–30, 51]. However, we observed the same qual-
itative behaviour for the photon PDF and the EW corrections
in y(t) and y(t¯) distributions. Moreover, the gγ channel cannot
give a contribution to the numerator of the charge asymmetry
(see also ref. [52]), and all the other contributions to the asym-
metry have already been investigated in ref. [30].
The distributions that have been discussed for the LHC at
13 TeV are also presented for a FCC at 100 TeV, with larger
ranges for the abscissae. 9 By comparing plots in figs. 10-13
with their corresponding ones at 13 TeV, it can be noticed that
the impact of the photon PDF is strongly reduced at 100 TeV.
In each figure, the plot on the right (with photons in the ini-
tial state) does not exhibit any qualitatively different behaviour
w.r.t. the plot on the left. The smaller impact of the photon-
induced contributions at 100 TeV w.r.t the 13 TeV case is due
9 We provided a few representative results also in [53].
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Fig. 12. Differential distributions for the y(t) at 100 TeV. The format of the plots is described in detail in the text.
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Fig. 13. Differential distributions for the y(tt¯) at 100 TeV. The format of the plots is described in detail in the text.
to the different range of x spanned in the PDFs; keeping the
hardness of the process fixed, a larger energy of the hadronic
collisions corresponds to probing smaller values of x, where
parton luminosities involving photons are suppressed with re-
spect to those involving QCD partons, as shown in fig. 3. For
the same reason, the impact of the photon PDF at the LHC at 8
TeV is even larger than at 13 TeV, as it will be discussed in the
next session. Moreover, at 100 TeV, for a given value of pT (t)
or m(tt¯), EW corrections are slightly smaller than at 13 TeV
also in the plots on the left, i.e., without considering photon-
induced contributions.
In order to find a large contribution form the gγ initial state
at a FCC, it is necessary to probe very large scales. In figs. 14
and 15 we respectively plot, using the same layout of the pre-
vious plots, the cumulative distributions σ(pT (t)> pT,cut) and
σ(m(tt¯) > mcut) with pT,cut up to 12 TeV and mcut up to 30
TeV. First of all, we remind that at a FCC it would be possible
with 10 ab−1 integrated luminosity to probe such small cross
12 D. Pagani et al.: The impact of the photon PDF and electroweak corrections on tt¯ distributions
σ
(p T
(t)
 > 
p T
,c
ut
) [p
b]
LO QCD
QCD
QCD+EW
10−6
10−5
10−4
10−3
10−2
10−1
tt- (µ=HT/2), FCC100, no γ
M
a
dG
ra
ph
5_
aM
C@
NL
O
LO EW/LO QCD NLO QCD/LO QCD NLO EW/LO QCD
 0
 1
 1
 2
 3 (QCD+EW)/LO QCD; scale unc.
 1
 2
 3 (QCD+EW)/LO QCD; PDF unc.
pT,cut [GeV]
−0.4
 0
 5000  6000  7000  8000  9000  10000  11000  12000
EW/LO QCD; PDF unc.
σ
(p T
(t)
 > 
p T
,c
ut
) [p
b]
LO QCD
QCD
QCD+EW
10−6
10−5
10−4
10−3
10−2
10−1
tt- (µ=HT/2), FCC100
M
a
dG
ra
ph
5_
aM
C@
NL
O
LO EW/LO QCD NLO QCD/LO QCD NLO EW/LO QCD
 0
 1
 1
 2
 3 (QCD+EW)/LO QCD; scale unc.
 1
 2
 3 (QCD+EW)/LO QCD; PDF unc.
pT,cut [GeV]
CT14 0.00 CT14 0.14
−0.4
 0
 5000  6000  7000  8000  9000  10000  11000  12000
EW/LO QCD; PDF unc.
Fig. 14. Integrated distributions for the pT (t) at 100 TeV. The format of the plots is described in detail in the text.
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Fig. 15. Integrated distributions for the m(tt¯) at 100 TeV. The format of the plots is described in detail in the text.
sections and large hard-scales. Thus, the following discussion
is not purely academic. Sudakov logarithms can induce up to
∼−40% corrections for σ(pT (t)> 12 TeV) and ∼−30% for
σ(m(tt¯)> 30 TeV), rendering EW corrections not only impor-
tant for precision physics, but essential for obtaining a sensible
result. For precision physics, Sudakov logarithms have to be
considered also beyond the NLO EW accuracy and possibly
resummed. The central role of EW corrections at a FCC at 100
TeV is not peculiar for the tt¯ final state; it is a general feature for
all the production processes (see also the EW section in [53]).
At such large scales, also the gγ luminosity is not negligible,
and indeed the size and the PDF uncertainty of the EW correc-
tions is very different in the left and right plots. Once again, the
prediction obtained with CT14QED is similar to the case where
the photon PDF has been set to zero. As in the case of 13 TeV,
we observed similar changes in the tail of the m(tt¯) distribution
by applying the |y(t)|, |y(t¯)| < 4 cuts, i.e., mimicking the ex-
pected coverage of the future detector. Sudakov logarithms are
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enhanced, photon contributions are not visibly changed, and
the ΣNLO QCD/ΣLO QCD ratio in the first inset decreases in the
tail as observed in fig. 14.
5 Impact on ATLAS and CMS
measurements at 8 TeV
In this section we discuss the relevance of the photon PDF and
EW corrections for experimental measurements at the LHC.
Specifically, we will consider their impact on the analyses al-
ready published both by ATLAS and CMS for the tt¯ differential
distributions at 8 TeV.
We want to stress that our aim is not to perform a direct
comparison of the SM “best prediction” with experimental data.
Indeed, at differential level, the best accuracy reached in per-
turbative QCD is NNLO or NLO+NNLL. Terms beyond NLO
in QCD are not taken into account in this analysis, but they
are crucial both for a correct determination of the central value
and for reducing the scale uncertainty. Here, we want to show
that a reliable comparison between SM predictions and exper-
imental data in tt¯ production cannot be based only on purely
QCD corrections. Indeed, the contribution of EW corrections,
especially the uncertainty due to the photon PDF and the scale
choice, cannot be ignored and has to be taken into account. In
particular cases, such as the normalised distributions discussed
in the following, they can yield the largest effect, playing a pri-
mary role in the determination of precise SM predictions.
After the discussion and the results presented in the pre-
vious section, it is clear that EW corrections at 8 TeV are ex-
pected to show a larger dependence on the photon PDF w.r.t.
the 13 TeV case. On the other hand, smaller cross sections
and integrated luminosities may in practice not lead to enough
events to probe this effect. In order to evaluate their real impact
at the experimental level, we take in to account in our anal-
ysis both the theory uncertainties (scale and PDF) and the er-
rors from the experimental measurements. Moreover, this study
serves also as a motivation to perform this kind of analysis for
future 13 TeV data, where larger cross sections and luminosi-
ties should considerably decrease the experimental errors.
In the following, we consider CMS data from ref. [54],
which are based on the dilepton and lepton+jets events col-
lected with an integrated luminosity of 19.7fb−1. In particu-
lar, we focus on the distributions of the transverse momentum
and rapidity of the top quark, 10 and of the rapidity of the tt¯
pair. Moreover, we consider ATLAS data based on lepton+jets
events collected with an integrated luminosity of 20.3fb−1. Dis-
tributions for the top quark transverse momentum in the boosted
regime are taken from ref. [55], while those for the invariant
mass of the tt¯ pair, the absolute value of the rapidity of the top
and of the tt¯ pair are taken from ref. [56]. In the ATLAS anal-
yses, part of the electroweak corrections (the purely weak con-
10 In the plots of this section, the pT (t) distribution is actually the av-
erage of the distribution of the transverse momentum of the top quark
and antiquark, consistently with what has been done in the experi-
mental analyses. Similarly, the y(t) distribution is the average of the
distribution of the rapidity of the top quark and antiquark. However,
differences with real p(t) and y(t) distributions are in practice invisi-
ble.
tribution calculated in [20]) has been taken into account via an
updated version of HATHOR [57]. Thus, although the Sudakov
enhancement has been taken into account, the QED corrections
and especially the dependence on the photon PDF, which is a
crucial aspect of our discussion, have not been considered yet.
For each differential measurement of ATLAS and CMS, we
show two plots with the corresponding theoretical predictions
obtained with the MMHT2014 PDF set [58] (plot on the left),
and with NNPDF2.3QED (plots on the right), respectively. At
variance with what has been done in sect. 4, we do not set
the photon PDF to zero in the left plots, but we directly use
a PDF set that does not include neither LO QED contribution
in the DGLAP running nor the photon PDF, as typically done in
the experimental analyses and in QCD-only predictions. In the
plots on the right we decided to use NNPDF2.3QED in order to
be conservative, since the effects due to the photon PDF are the
largest for this PDF set. We explicitly verified that, as it could
be expected from the discussion in sect. 4, using the CT14QED
PDFs or setting the photon PDF in NNPDF2.3QED to zero, the
relative corrections induced by ΣEW, e.g. the ΣQCD+EW/ΣQCD
ratio, are the same as those obtained with MMHT2014. In-
deed the effect of the LO QED terms in the DGLAP running,
which is present in CT14QED and NNPDF2.3QED but not in
MMHT2014, cancels in the ratio. On the other hand, this ef-
fect can have an impact on the cross section, especially on the
ΣLO QCD term, and may be important for a direct comparison
with data. This is another reason, besides the theoretical con-
sistency, for which NNPDF2.3QED or CT14QED should be in
general preferred when NLO EW calculations are performed.
In each plot we present our predictions for a specific mea-
surement, using three different definitions for the renormalisa-
tion and factorisation scales, i.e., µ = m(tt¯) (blue), µ = HT/2
(as in sect. 4, red) and µ = mt (green). In the main panel of
each plot we present the ΣQCD+EW predictions, without theory
uncertainties, compared to data. In the first inset we display the
ratio of the ΣQCD+EW over data, including scale (light band)
and PDF (dark band) uncertainties linearly added. In the second
inset we show the central value of the ratio ΣQCD+EW/ΣQCD for
the three different scales and also the relative error in the mea-
surement for each bin, with the error bar centred around one. In
the third inset we zoom the PDF uncertainty already included in
the main panel. Specifically, we show the PDF uncertainty band
of the ΣQCD+EW predictions with µ = HT/2 normalised to their
central value and we compare them again with the relative error
in the measurement for each bin. Distributions corresponding
to CMS analyses [54] are shown in fig. 16, while ATLAS dis-
tributions taken from ref. [55] and ref. [56] are shown in fig. 17
and fig. 18, respectively.
Before discussing each plot, it is important to note that two
different kinds of distributions are shown here, namely, differ-
ential distributions (dσ ) and normalised distributions (dσ/σ ). 11
The m(tt¯) distribution in fig. 17 and the boosted pT (t) dis-
tribution in fig. 18 are differential distributions, while all the
other plots actually display normalised distributions, which ex-
hibit much smaller scale and PDF uncertainties. Indeed, for
normalised distributions both types of uncertainties are calcu-
11 Consistently with what is done in the experimental analyses, we
use as σ the sum of the values of the bins of the distribution consid-
ered, without including overflows.
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Fig. 16. Comparison of CMS data from ref. [54] and NLO QCD+EW predictions computed with MMHT2104 (left) and NNPDF2.3QED (right)
PDF sets.
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lated directly for the dσ/σ ratio, yielding large cancellations
between the numerator and the denominator. As we said, our
aim is not to perform a direct comparison of data and SM pre-
dictions, which would need QCD corrections beyond the NLO.
Nevertheless, it is interesting to note how the scale uncertainty
shown in the main panel and in the first inset of the plots, which
reflects the typical QCD accuracy (NLO) of available Monte
Carlo event generators, is of the same order of the experimen-
tal precision for all the distributions considered here. Thus,
although NNLO and NLO+NNLL have shown to reduce the
dependence of the predictions on the renormalisation and fac-
torisation scale, a few comments can be done about the scale
choice for NLO simulations. The plots for the m(tt¯) distribu-
tion in fig. 17 suggests that m(tt¯) is not the natural scale for
this process and indeed it artificially leads to particularly large
corrections also beyond NLO (see ref. [16]). Similarly, the dis-
crepancy between data and predictions observed in ref. [5] at
NLO QCD for large pT (t), but not at NNLO QCD with fixed
scale µ = mt , can be simply reduced at NLO using the scale
µ = HT/2, as shown in the plots in the first line of fig. 16.
The most important information of the plots is however
contained in the second and third insets. In the former we com-
pare the experimental precision with the relative corrections in-
duced by ΣEW on the predictions at NLO QCD accuracy via
the ratio ΣQCD+EW/ΣQCD. 12 In the latter we compare the ex-
perimental precision with the relative PDF uncertainties for the
ΣQCD+EW predictions. In the following, we discuss these com-
parisons for every measurement analysed here.
In the plots of the first line in fig. 16, we can see that the size
of electroweak corrections is always smaller than the precision
of the experimental measurement for pT (t) distributions. How-
ever, it is reasonable to expect that in the Run-II at 13 TeV,
with larger cross sections and higher luminosities, it will be
possible to reach an experimental precision such that this ef-
fect could be probed, as it is also discussed in ref. [20] and sup-
ported by the first CMS analyses [59, 60] on 13 TeV data col-
lected with only 2.3fb−1 integrated luminosity. Nevertheless, it
is important to note how results obtained with MMHT2014 and
NNPDF2.3QED are qualitatively different; the cancellation be-
tween photon-induced contributions and Sudakov logarithms
at large pT (t) also strongly depends on the factorisation scale
used. This is particularly important because the dependence of
the ΣQCD+EW/ΣQCD ratio on the PDF set and on the central
scale choice is of the same order, or even exceeds, the scale
uncertainty of the NNLO QCD predictions, which is at the per-
cent level. 13 The PDF uncertainties for ΣQCD+EW predictions
are smaller than the experimental precision both in the right and
left plot, although slightly larger values appear in the NNPDF-
2.3QED case at large pT (t) due to the photon-induced contri-
bution.
12 In the case of normalised distributions, we actually display
the ratio of dσ/σ with both numerator and the denominator evalu-
ated at QCD+EW accuracy over the same quantity at QCD accuracy
(dσ/σ)|QCD+EW/(dσ/σ)|QCD, in order to correctly identify the ef-
fect of the electroweak corrections on the observable considered.
13 The size of NNLO scale uncertainties quoted in this section are
taken from ref. [5]. In particular the authors of ref. [5] explicitly con-
sidered the same pT (t) and the y(t) CMS distributions of fig. 16 that
are discussed in detail in the text.
The case of the y(t) and y(tt¯) distributions in the plots in the
second and third lines of both figs. 16 and 17 clearly shows the
relevance of EW corrections and photon-initiated processes for
a trustworthy comparison of theory predictions and data mea-
surements at the LHC. As can be seen in the first insets, scale
uncertainties are smaller than the experimental errors and, for
the y(t) distribution, they are further reduced to 1% level or
even less by NNLO QCD corrections, thus they are negligi-
ble. The theory uncertainties, as can be noted in the second
insets, are completely dominated by PDF uncertainties. What
is not negligible is the impact of the electroweak corrections.
In the case of MMHT2014, without photon-induced processes,
EW corrections are flat and thus their impact cancels in the
dσ/σ ratio. On the contrary, in the case of NNPDF2.3QED,
for large rapidities their impact is comparable to the experi-
mental error, with a negligible dependence on the factorisation
scale. Also, the enhancement in the peripheral region induces a
small negative effect in the central region because of the fixed
normalisation. PDF uncertainties for the ΣQCD+EW are smaller
or of the same order of the experimental precision in the case
of MMHT2014, while they are larger in the case of NNPDF-
2.3QED for large rapidities. All these effects are more promi-
nent in the case of the ATLAS measurement (fig. 17), where
experimental errors are smaller. It is also worth to note that
for rapidity distributions EW corrections do not receive Su-
dakov enhancements and, at this level of accuracy, besides the
photon-induced contributions, a priori QED effects cannot be
neglected.
The situation for the m(tt¯) distribution in the first line of
fig. 17 is very similar to the one for the pT (t) distribution,
which has been already discussed for the CMS measurement
(first line of fig. 16) and it is also shown for the boosted regime
in the ATLAS analysis in fig. 18. However, these two differ-
ential distributions exhibit much larger scale uncertainties than
the normalised pT (t) distribution in fig. 16. The inclusion of
NNLO QCD corrections is crucial in order to pin down the
scale uncertainties below the 5% level, pointing to the neces-
sity of a combination of EW and NNLO QCD corrections for
a reliable comparison of theory predictions and data measure-
ments at the LHC. In all the pT (t) and m(tt¯) distributions with
the NNPDF2.3QED set, the dependence of the EW corrections
on the factorisation scale is also particularly evident and in the
following we describe the reason of this feature.
The dependence of the size (and possibly of the sign) of
EW corrections on the scale choice can be traced to different ef-
fects. First of all, unlike QCD corrections, EW corrections to qq¯
and gg initial states do not involve neither αs renormalisation
nor the O(αs) PDF counter terms that stabilise the µ f depen-
dence. Thus, without photon-initiated contributions, both the
µr and µ f dependence of ΣLO QCD and ΣNLO EW is the same; it
is different for ΣQCD. This can be clearly seen in the left plot
of fig. 18, where in addition to the ΣQCD+EW/ΣQCD ratio in
the third inset we included also the (ΣLO QCD +ΣEW)/ΣLO QCD
ratio 14, where the scale dependence is the same in the numer-
14 It is worth to note that without photon PDF this ratio corresponds
to the NLO EW K-factor, KEW ≡ (ΣLO QCD +ΣNLO EW)/ΣLO QCD,
which can be also seen as the ratio ΣQCD×EW/ΣQCD, where
ΣQCD×EW ≡ ΣLO QCD×KQCD×KEW is the multiplicative combina-
tion of results at NLO QCD and EW accuracy and we have defined
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Fig. 17. Comparison of ATLAS data from ref. [56] and NLO QCD+EW predictions computed with MMHT2104 (left) and NNPDF2.3QED
(right) PDF sets.
D. Pagani et al.: The impact of the photon PDF and electroweak corrections on tt¯ distributions 17
dσ
/d
p T
 
[pb
/G
eV
]
data (ATLAS, arXiv:1510.03818)
10−4
10−3
10−2
10−1 tt
-
 (QCD+EW, MMHT2014), LHC8
M
a
dG
ra
ph
5_
aM
C@
NL
O
µ=m(tt-)
µ=HT/2
µ=mt
 0.6
 1
 1.4 (QCD+EW)/data; scale+PDF unc.
 0.9
 1
(QCD+EW)/QCD data unc.
 0.9
 1
(LO QCD+EW)/(LO QCD)
pT(t) [GeV]
 0.9
 1
 1.1
 300  400  500  600  700  800  900  1000  1100  1200
QCD+EW; PDF unc. data unc.
dσ
/d
p T
 
[pb
/G
eV
]
data (ATLAS, arXiv:1510.03818)
10−4
10−3
10−2
10−1 tt
-
 (QCD+EW, NNDPF2.3QED), LHC8
M
a
dG
ra
ph
5_
aM
C@
NL
O
µ=m(tt-)
µ=HT/2
µ=mt
 0.6
 1
 1.4 (QCD+EW)/data; scale+PDF unc.
 0.9
 1
(QCD+EW)/QCD data unc.
 0.9
 1
(LO QCD+EW)/(LO QCD)
pT(t) [GeV]
 0.9
 1
 1.1
 300  400  500  600  700  800  900  1000  1100  1200
QCD+EW; PDF unc. data unc.
Fig. 18. Comparison of ATLAS data from ref. [55] and NLO QCD+EW predictions computed with MMHT2104 (left) and NNPDF2.3QED
(right) PDF sets.
ator and the denominator. On top of this, as anticipated in the
last point in sect. 3, gg, qq¯ and gγ luminosities have a different
dependence on µ f . Moreover, at LO the gγ channel contributes
only to ΣLO EW, which features only one power of αs and thus a
different dependence on µr w.r.t. ΣLO QCD. While the Sudakov
logarithms are negative and proportional to the gg and qq¯ con-
tributions to ΣLO QCD, the gγ contributions to ΣEW are positive.
Consequently, the cancellation of this two classes of contribu-
tions both entering ΣEW depends on µ . All these effects are
present in any distribution on the right with NNPDF2.3QED.
However, in the rapidity distributions there is no Sudakov en-
hancement and mt ∼ HT/2, especially for large rapidities, so
only a small difference for the case µ = m(tt¯) is visible.
In conclusion, the impact of the photon PDF and also its
dependence on the scale choice should be in general taken into
account for the determination of the theory uncertainties.
6 Conclusions and outlook
In this work we studied the impact of EW corrections and pho-
ton-induced contributions on top-quark differential distributions
at 8, 13 and 100 TeV. We compared predictions with two diffe-
rent modern PDF sets including the photon density and DGLAP
evolution at NLO QCD + LO QED accuracy: the CT14QED
and NNPDF2.3QED PDF sets. While contributions due to the
photon PDF are negligible with CT14QED, this is not the case
as usual KQCD = ΣQCD/ΣLO QCD. Thus the second and third insets in
the left plot can be seen as a comparison of ΣQCD+EW and ΣQCD×EW.
On the other hand, the inclusion of gγ-channels in ΣLO EW, such as
in the right plot, invalidates the previous argument introducing a non-
negligible contribution to ΣLO EW.
for NNPDF2.3QED, where such contributions at 13 TeV are
sizeable and are affected by large PDF uncertainties. At high
pT (t) and m(tt¯), the photon-induced contributions can com-
pensate the negative contributions of Sudakov logarithms or
even change the sign of the EW corrections. Furthermore, we
have shown that such a compensation strongly depends on the
scale choice. In rapidity distributions, the impact of the gγ ini-
tial state is sizeable in the peripheral region and much larger
than NLO EW corrections, which do not receive large Sudakov
enhancements in these kinematical configurations.
Increasing the energy of the collider, photon-induced chan-
nels become less relevant for a fixed value of pT (t) or m(tt¯),
since smaller values of x are probed and consequently the quark
and gluon PDFs are much larger than the photon PDF. At 100
TeV, photon-induced channels are important only in the very
boosted regime (pT (t) & 5 TeV or m(tt¯) & 10 TeV), where
Sudakov logarithms are negative and above the 20% level.
For the same reason, at the LHC photon-induced contribu-
tions are relatively larger at 8 TeV than at 13 TeV. We computed
their size for the same differential (and normalised) distribu-
tions already analysed by ATLAS and CMS, taking into ac-
count both experimental errors and theory uncertainties. Data
from 8 TeV at large rapidities already appear to be sensitive to
the photon PDF; with smaller experimental errors, as expected
at 13 TeV, such a sensitivity may be reached also at large pT (t)
and m(tt¯).
In conclusion, our analyses showed two important points.
First, differential observables in top-pair production, in partic-
ular y(t) and y(tt¯) rapidities, can be used to improve the deter-
mination of the photon PDF within the NNPDF approach. Sec-
ond, given the status of the current available PDF sets, both EW
corrections and photon-induced contribution have to be taken
into account for a correct determination of both central values
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and uncertainties of theoretical predictions. The first point is
particularly relevant for a future fit with LHC 13 TeV data at
(N)NLO QCD as well NLO QED accuracy, which will pre-
sumably return a better determination of the photon PDF and
consequently, with smaller uncertainties, a more solid com-
parison with the ansatz for γ(x,Q0) used in CT14QED. The
second point suggests also that a priori not only EW correc-
tions but also photon-induced contributions may be in gen-
eral important for processes at the LHC and must not be ne-
glected. For the case of tt¯ production, given the experimen-
tal precision that has been reached at the LHC and especially
will be achieved in the Run-II, a combination of higher-order
QCD corrections, beyond the NLO, and EW corrections, in-
cluding photon-induced contributions, is mandatory for provid-
ing a precise and reliable SM predictions. This is relevant not
only for top physics but also for all the analyses that feature tt¯
production as background, notably those related to the Higgs
boson and new physics.
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