Abstract-Recently, both research-and-education networks (RENs) and commercial networks have added a dynamic circuit service. With this service, users can request and obtain dedicated bandwidth for short durations (on the order of minutes to hours). Host-to-host (cluster-to-cluster) circuits are used for large file transfers. The network nodes used for this circuit service are not pure TDM or WDM circuit switches; instead they are hybrid nodes that include Ethernet interfaces that allow for the connection of host Ethernet NICs. While as with ordinary circuit switches, cross-connections have to be provisioned prior to data transfer, the technology allows for the creation of mismatched rate circuits, in which the wide-area portion of the circuit can be matched to the (typically lower) disk-access rates, while the access links from hosts to these switches are Gb/s Ethernet. In this work, an in-depth experimental investigation is performed to gain insights into the complex interactions between the TCP layer, ON/OFF flow control at the Ethernet layer, and switch buffer sizes (the Ethernet line cards have buffers). Using a novel tool and transport protocol designed for circuits, these interactions are characterized. An interesting new dynamic was found between flow control at the data-link layer and congestion control at the transport layer. With this in-depth characterization, it is clear that automated mechanisms are necessary to not only configure end-host TCP send and receive buffer sizes as is required for high throughput across IP-routed networks, but for circuit networks, additionally, Ethernet-layer output queue (called qdisc in Linux) size needs to be set, along with flow-control related parameters within switches.
I. INTRODUCTION
Recently, both research-and-education networks (RENs) and commercial networks have added a dynamic circuit service. With this service, users can request and obtain dedicated bandwidth for short durations (on the order of minutes to hours). RENs are motivated by eScience applications such as the high-energy physics projects enabled by the Large Hadron Collider in CERN, Geneva. Commercial providers refer to this service as "bandwidth-on-demand."
The deployed dynamic circuit networks use newly developed equipment called multi-service provisioning platforms (MSPPs), which are fundamentally SONET/WDM circuit switches with additional Ethernet line cards that implement Ethernet-to-SONET or Ethernet-to-WDM frame mapping technologies. These mappings have to be provisioned prior to data transfer, making the end-to-end communication path effectively a virtual circuit. The addition of Ethernet line cards to circuit switches has enabled the use of dedicatedbandwidth end-to-end circuits between computers. The end-toend circuits consist of Ethernet segments between computers and MSPPs, and wide-area SONET/WDM circuits between MSPPs.
The main application for end-to-end high-speed dedicated circuits is large file transfers. Toward supporting this application, the problem statement of this work is to design, implement and test a transport protocol for use across dedicated end-to-end circuits. More specifically, the type of circuits considered here are what we term mismatched-rate circuits. Such circuits are created when a high-speed port, such as a GigE (Gb/s Ethernet) port, is mapped on to a lower-rate circuit, e.g., a 400Mbps virtually concatenated SONET circuit. First, the MSPP technology allows for such mismatched-rate mappings. Second, the reason for provisioning such mismatchedrate circuits is as follows. For file transfers, disk-write speeds are often the bottleneck. They are typically on the order of 400Mbps per host. This means even if the link from the host to the MSPP is a GigE, by making the wide-area SONET circuit between the MSPPs just 400Mbps, we can ensure that there is no under-utilization of wide-area circuits. Therefore, the goal of this work is to design and configure transport protocols for use on such mismatched-rate circuits.
Our key contribution is a characterization of the interaction between multiple layers: TCP, switch (MSPP) buffers and Ethernet layer. Rate mismatches across circuits are handled by enabling ON/OFF flow control in the MSPP Ethernet line cards. This, in turn, causes a Layer-2 parameter, txqueuelen, the size of the output queue (qdisc), at the sending host to play an important role. The TCP congestion window is limited by the sum of txqueuelen, the Pause ON threshold set in the switch buffer, and the product of the circuit rate and round-trip propagation delay.
Using recently available features in Linux, a new tool, BWdetail, is developed to capture these complex interactions between (i) transport protocols, (ii) Ethernet drivers at hosts, (iii) switch buffers, and (iv) Layer-2 flow control. This indepth study shows how TCP layer parameters, Ethernet layer parameters at hosts and switches, and switch buffer allocations should be configured to achieve better performance and fully leverage circuit infrastructure advances. Such an in-depth characterization can only be obtained with experimental methods, and not with analytical modeling and/or simulation. Therefore, this work is an experimental study not an abstracted modeling study.
978-1-4244-7116-4/10/$26.00 ©2010 IEEE II. BACKGROUND Section II-A describes newly deployed circuit networks, and more detail is provided on the MSPPs used in these networks in Section II-B. The likely scenario of mismatched-rate circuits is described in Section II-C. Sections II-D and II-E provide the necessary background on interactions between TCP, switch buffers and the Ethernet layer.
A. Dynamic circuit service deployment
Three US-wide core (backbone) REN providers, Internet2
[1], the Department of Energy's (DOE's) ESNet4 [2] , and NLR [3] , offer a dynamic circuit service in addition to their IProuted service offering. Similar deployments include Europe's AutoBAHN [4] , Japan's JGN2plus [5] , and Canada's UCLP [6] , among others. Motivated to support eScience applications that require rate guarantees, these networks provide users the ability to request on-demand high-speed circuits for short durations (on the order of minutes to hours). High-energy physics, climate studies, bio-informatics, and a number of other eScience projects are using these dynamic circuit services.
As an example, consider the Internet2 network. Its dynamic circuit network is referred to as Interoperable Ondemand Network (ION). The ION consists of twenty-two Ciena CD-CI systems, which are Ethernet/SONET MSPPs. The IP-routed network consists of Juniper routers. Two wavelengths are leased by Internet2 on its entire national footprint, one to interconnect ION nodes, and the second to interconnect IP routers. Connectors, which are regional RENs, connect via separate links to these two networks. The Internet2 dynamic software suite [7] provides the control-plane software, which includes a bandwidth reservation scheduler, through which individual users or application software can request bandwidth, specifying start times, bandwidth amount, and durations.
B. Equipment used in dynamic circuit networks
Given the ubiquity of Ethernet, circuit switch vendors have added Ethernet line cards to their SONET/WDM circuit switches to create the so-called MultiService Provisioning Platforms (MSPPs). The operation of an Ethernet line card designed for an MSPP is described below. Fig. 1 shows the internal structure of a 10-port GigE line card in an Ethernet/SONET MSPP. It has Ethernet ports on the front end (left edge of Stage One in Fig. 1 ) and SONET (virtual) ports on the back end (right edge of Stage Three in Fig. 1 ) through which the card is connected to the backplane. The backplane thus brings SONET signals from all interface cards, both Ethernet and SONET, to the switch fabric card where the signals are cross-connected according to programmed configuration information.
Stage One classifies frames and does traffic policing on "Layer-2 flows," which are defined as all packets entering the line card at a specific physical port, or tagged with specific virtual LAN identifiers (VLAN IDs). Virtual-concatenation groups (VCGs) are configured as shown in Stage Two of Fig. 1. An example VCG is a OC3c-7v, which consists of seven virtually concatenated OC3 signals, for an aggregate rate of 1.09Gbps. The "flow-VCG" mapping shown in Stage Two allows for the mapping of an Ethernet port or VLAN based Layer-2 flow to a VCG. As the VCG rate does not necessarily have to match the port or VLAN rate, mismatchedrate circuits can be created. Stage Three implements generic framing procedure (GFP) [8] in a VC framer to map Ethernet frames onto SONET frames. In Ethernet-WDM MSPPs, the ITU-T G.709 digital wrapper standard is implemented to map Ethernet frames on to wavelengths.
C. Mismatched-rate circuits and Layer-2 flow control
In a mismatched-rate circuit, Ethernet frames could arrive at a rate faster than the rate of the SONET circuit to which the incoming port is mapped. The rate mismatch will cause the VCG buffer, shown in Stage Two of Fig. 1 , to fill. The GigE line card in the MSPP issues Layer-2 Pause frames to stop the sender, in accordance with IEEE 802.3x ON/OFF flow control, to prevent buffer overflows and corresponding packet losses. The switch sends Pause frames when the Pause ON threshold (typically configurable) is crossed. Within each Pause frame, a field specifies the time period during which the sender should not transmit any frames. At the end of the specified time period, or after receiving a Pause frame with zero in the time field, the sender resumes normal transmission of frames. A switch sends the Pause frame with zero in the time field when the buffer size falls below the Pause OFF threshold.
D. Impact of TCP congestion control on switch buffer occupancy
TCP congestion control consists of two phases: slow start and congestion avoidance. In the slow-start phase, TCP congestion window cwnd increases at an exponential rate. In the slow-start phase, if the size of the congestion window is x, x 2 packets will be queued in switch/router buffers. A full explanation of why this occurs is given in [9] .
Similarly, during the congestion avoidance phase, there will always be (cwnd -2t prop r) number of packets queued inside switch/router buffers, where t prop is the one-way propagation delay and r is the bottleneck link rate. This assumes that the receive buffer is set to a large value to avoid becoming the bottleneck. As acknowledgments are received by the sender, the congestion window keeps growing by one packet per round-trip time (RTT). Eventually, for long flows, there could be packet loss once the congestion window grows beyond the capacity of the end-to-end path between the end hosts, where capacity is the sum of 2t prop r and switch/router buffer size.
E. TCP-Ethernet layer interaction within hosts
An application writes data into the TCP send buffer by calling the write() system call. The TCP layer assembles a segment when data is available in the send buffer. Each segment is pushed down to the IP layer for transmission. The IP layer enqueues each packet in an output queue (qdisc) associated with the appropriate NIC. The size of the qdisc can be modified by assigning a value to the txqueuelen variable associated with each NIC card. After a packet is successfully queued inside the output queue, the packet descriptor is then placed in a output ring buffer. When there are packet descriptors queued in the ring buffer, the device driver invokes the NIC DMA engine to transmit packets onto the wire.
III. PRIOR WORK
There has been significant work developing protocols to offer high performance for data transfers, e.g., NETBLT [10] , UDT [11] , RAPID [12] , and TCP variants such as HSTCP [13] and FAST [14] . However, none of these protocols were designed for circuits.
One protocol which was specifically designed for use on circuits is a variant of TCP called Circuit-TCP (CTCP) [15] . The key modifications to TCP are that the congestion window is set to a fixed value equal to the bandwidth-delay product of the path and that the TCP slow start and congestion avoidance algorithms are disabled. The rationale is that by reserving bandwidth and provisioning a dedicated circuit between two end hosts (or computer clusters), there can be no congestionrelated losses in the data plane. Losses, if any, are due only to link errors, which is no reason to change the sending rate.
In the experiments presented in [15] , the effects of running CTCP on mismatched-rate circuits, interaction with Layer-2 ON/OFF flow control, and MSPP's buffering capability were not studied. These aspects are the main focus of this current paper.
IV. NEW CTCP IMPLEMENTATION AND BWDETAIL
A limitation of the CTCP implementation used in [15] is the need to patch the Linux kernel. To make CTCP more accessible to circuit users in the deployed dynamic circuit networks, in this work a new CTCP implementation has been developed. Starting with Linux 2.6.13, congestion control algorithms can be dynamically loaded in as kernel modules. This capability is leveraged in the new CTCP implementation. In CTCP, a configurable parameter sets the congestion window value, which remains unchanged for the duration of the connection. Thus, slow start and congestion avoidance algorithms are disabled in CTCP. Also, the TCP feature that resets the congestion window to the restart window value when [16] is disabled. By fixing the congestion window size, the number of unacknowledged packets allowable is "capped," enforcing a strict upper limit on the resources (buffer space, bandwidth, host memory, etc.) a CTCP flow will use.
To characterize the behavior of CTCP, BIC TCP and Reno TCP across circuits, a new tool called BWdetail was developed in this work [17] . BWdetail is similar to Iperf [18] , in that it is used to measure throughput. BWdetail, however, additionally provides detailed information relating to the TCP stack without requiring kernel modification. BWdetail takes advantage of the exposed kernel information to record information such as the current congestion window. No kernel modifications such as Web100 are necessary to record TCP stack information. Fig. 2 shows the experimental setup. Two end hosts, Zelda1 and Wuneng, are connected to GigE interfaces of MSPPs. A SONET circuit is provisioned between two MSPPs and the Ethernet ports are mapped to the SONET circuit. Specifically, the Ethernet/SONET MSPPs shown in Fig. 2 are Sycamore SN16000 systems, and the hosts are off-the-shelf Linux machines.
V. EXPERIMENTS

A. Experimental Setup
BWdetail is used to execute memory-to-memory data transfers of variable sizes from Zelda1 to Wuneng using Reno, BIC, or CTCP as the transport protocol. The experiments are performed with a SONET circuit rate of OC3. For each of these transfers, the instantaneous throughput is recorded every 100 ms, and the cwnd and RTT every 5 ms. The entire transmission is also captured using tcpdump. The initial RTT between these two hosts, i.e., with no buffered packets, is 8.85 ms. The txqueuelen is set to 1000 packets. The MSPPs are configured with a Pause ON threshold of 1 MB and a Pause OFF threshold of 512 KB. Maximum frame size is 1500 bytes, which makes emission delay at OC3 rate approximately 80µs, and correspondingly, the initial BDP, i.e., with no buffered packets, is 100 packets. The receive-side buffer is set to a large value so that the effects of congestion window growth can be isolated.
B. Findings on cross-layer interactions
Our key finding is about the interaction between TCP congestion control, buffering within switches, and data-link layer flow control. Given the presence of ON/OFF flow control at the data-link layer, whereby Pause frames are sent to the sending host as the switch (MSPP) buffer fills up, there are no packet losses. Instead, when the sending end host's Ethernet layer receives a Pause frame, it stops transmissions. This causes the Ethernet-layer output queue (qdisc) to fill up because the TCP layer keeps adding packets to this queue as acknowledgments are received.
When the Ethernet-layer output queue (qdisc) is full, an attempt to enqueue a packet generates a local-congestion event, which is propagated upward to the TCP layer. The TCP congestion-control algorithm then enters into the Congestion Window Reduced (CWR) state, and reduces the congestion window by one every other acknowledgement (known as rate halving).
The cwnd value at which the CWR state is reached is given by:
where t prop is one-way propagation delay, r is the circuit rate, P auseON is the Pause ON threshold set in the bottleneck switch (MSPP) buffer, and txqueuelen is the size of the output queue (qdisc) at the sending host's Ethernet NIC.
C. Results
The periodic nature of Pause frames is explained by examining the lengths of the Pause ON periods, Pause OFF periods, and the number of Pause frames seen in each of these Pause ON periods (Fig. 3) . During the Pause ON periods, the sender NIC sits idle, while the MSPP drains data from its buffer at the SONET circuit rate. For the OC3 rate (Fig. 3) , the average length of the Pause ON period is 0.027967s, during which time the MSPP drains 529 KB of data. This causes the MSPP buffer to fall below the Pause OFF threshold. As the sending host resumes transmission after the Pause ON period, it transmits data at a 1 Gbps rate during the following Pause OFF period. This causes data to be queued in the switch buffer at (1000 − 155) Mbps rate, resulting in 512 KB of data In Figures 4, 5 , and 6, the throughput, cwnd, and RTT are shown for a 1 GB transfer over an OC3 circuit using Reno, BIC, and CTCP. Due to regular Pause ON and Pause OFF periods, the throughput graph for Reno (Fig. 4a) shows drops at regular intervals. The average throughput of the entire 1 GB transmission is 142 Mbps for all three transport protocols. As predicted by Eq. 1, the congestion window plot (Fig. 4b) for Reno after the initial slow-start period, and at regular intervals in BIC (Fig. 5b) , drops after crossing 1750 packets as TCP enters the CWR state. In these experiments, the NIC transmit- If the bandwidth-delay product (BDP) of a path is large, this slow increase of the congestion window will hurt the overall throughput [13] . No drops in cwnd occur with CTCP, as this is held constant. The difference in RTT between Reno/BIC-TCP and CTCP is significant. Queued packets in the NIC buffer and the MSPP buffer cause the RTT to build up. When these buffers are full, each new packet will be queued behind a maximum 1700 packets. For an OC3 circuit, the service time for a standard 1500B packet is 77µs. Hence, a packet may experience a maximum queueing delay of 1700×77µs or 131ms. Therefore, the maximum RTT observed when using Reno (Fig. 4c) and BIC (Fig. 5c) is as large as (131 + 8.85) ≈140ms. In contrast, for CTCP, RTT holds steady at a value slightly higher than the base 8.85ms, since as seen in Fig. 6b , cwnd is capped at 130 packets. This point is important when considering how a large flow could severely impact the latency of packets in a small flow if both are mapped to the same VCG.
D. Discussion
With the in-depth understanding from this work, several options can be suggested to improve performance. Given there is a control-plane procedure for circuit provisioning, this phase should get information about buffer sizes, select an appropriate TCP congestion control module, and configure TCP-layer receive and transmit buffers and Ethernet-layer txqueuelen, in order to achieve the best performance. Different options may be more or less easily implementable depending on one's situation.
One approach to limit the number of outstanding packets in Reno or BIC is to set the receive-side buffer to equal or be slightly larger than the initial BDP (with no buffered packets). In this example, this would limit the number of outstanding packets to a value of 100 packets even if cwnd keeps increasing to 1750. The RTT would then be held to a value close to 8.85ms. The receive-buffer size should be initialized on a per-socket basis within the application but this requires application code modification. If set using external OS commands, it becomes a system-wide parameter used for all TCP flows. If the value chosen is too small, it will hurt throughput of large BDP connections. If it is too large, it will impact RTT as shown with the above experiment.
With CTCP, the effect of bursting a whole BDP-sized window at the Gb/s NIC rate when a transfer starts needs to be considered since slow start is disabled. If the ingress MSPP, where the GigE port is mapped to a lower-rate SONET circuit, does not have sufficient buffer space to hold this whole window of packets, Pause frames will be generated. Care should be taken to configure the txqueuelen variable within the sending host to a large value to prevent a CWR state.
The importance of this work is not limited to circuits. Implications for connectionless traffic can be drawn from these results with respect to how "elephant" flows, if allowed to grow to a large congestion window, will cause "mice" flows to incur unnecessary packet delay and/or losses, and streamed flows to suffer jitter.
VI. CONCLUSIONS
The key contribution of this work is a detailed understanding of the interactions between TCP congestion control algorithms, data-link layer flow control algorithms, and switch buffering. These interactions are observed using a new tool called BWdetail. The behavior of three variants of TCP: Reno, BIC, and CTCP, are observed across an Ethernet-SONET mismatched-rate circuit. These types of circuits will increasingly be used across the newly deployed dynamic circuit networks in research-and-education networks, such as Internet2 and ESnet4, and in commercial bandwidth-ondemand services. As there is a circuit provisioning phase, this phase can be used to obtain parameters such as endto-end propagation delay. Using these values and the circuit rate, flow-control parameters such as Pause ON and Pause OFF threshold should be set within the circuit switches in the provisioning phase. Furthermore, in addition to tuning TCP send and receive buffer sizes, Ethernet-layer output queue length should be configured at the end hosts on a per-circuit basis. Such configurations are critical to exploiting the full transmission rate allocated to the circuit to achieve better performance (lower file transfer delays).
