Music perception remains rather poor for many Cochlear Implant (CI) users due to the users' deficient pitch perception. However, comprehensible vocals and simple music structures are well perceived by many CI users. In previous studies researchers re-mixed songs to make music more enjoyable for them, favoring the preferred music elements (vocals or beat) attenuating the others. However, mixing music requires the individually recorded tracks (multitracks) which are usually not accessible. To overcome this limitation, Source Separation (SS) techniques are proposed to estimate the multitracks. These estimated multitracks are further re-mixed to create more pleasant music for CI users. However, SS may introduce undesirable audible distortions and artifacts. Experiments conducted with CI users (N ¼ 9) and normal hearing listeners (N ¼ 9) show that CI users can have different mixing preferences than normal hearing listeners. Moreover, it is shown that CI users' mixing preferences are user dependent. It is also shown that SS methods can be successfully used to create preferred re-mixes although distortions and artifacts are present. Finally, CI users' preferences are used to propose a benchmark that defines the maximum acceptable levels of SS distortion and artifacts for two different mixes proposed by CI users.
I. INTRODUCTION
Cochlear Implants (CIs) are surgically implanted electronic devices. By stimulating the auditory nerve with a set of electrodes it is possible to restore the sense of hearing for people with profound hearing loss. CI devices have been optimized to improve speech perception but less attention has been paid to improving music perception. This work focuses on improving CI users' musical experience since many of them cannot currently enjoy music. 1, 2 The main reason for that is because melody is not well transmitted with these devices. Melody perception is severely limited mainly due to the poor pitch perception achieved with current CI devices. [3] [4] [5] However, CI users perceive rhythm and beat as well as normal hearing (NH) people. [6] [7] [8] For this reason, CI listeners prefer music with clear rhythm or beat structures. Therefore, less complex music favoring the rhythm/beat can enhance the musical experience with CIs. 9, 10 Moreover, since CIs work best in quiet listening environments, 4 CI users can have difficulty tracking the lyrics of a song with accompaniment. 11 However, it has been shown that the recognition of lyrics may become easier if the accompaniment is not complex. 2 Furthermore, CI users find music composed of multiple instruments less pleasant than music played by a single instrument, 10, 12 likely because pitch recognition is difficult in a polyphonic scenario. 13 In that sense, reducing music complexity seems like an appropriate way of approaching the music perception problem. 2, 9, 14 But not all CI users perceive music in the same way. The enjoyment of music varies a lot between implantees 5, 9 and depends largely on the experience listening to music. 2, 14 Buyens et al. 9 proposed a method to determine enjoyable audio mixes for CI users. They showed that the CI users' music experience can be improved by reducing the complexity re-mixing musical pieces using multitrack recordings. CI listeners rated several re-mixes and it was shown that they preferred audio mixes with clear vocals and attenuated instruments. Furthermore, they observed that given an audio mix with clear vocals and attenuated instruments, CI users prefer beat inducers-bass and drums-to be louder than the other instruments. Kohlberg et al. 15 also mixed multitrack recordings to reduce their complexity, concluding that modified versions containing only 1-3 instruments were more enjoyable for CI users. But the original multitrack recordings required to create remixes such as those used in these studies are not available for most of the population. Buyens et al. 14, 16 proposed an approach based on "harmonic percussive sound separation" (HPSS) to separate the vocals, drums, and bass components from mixed music. HPSS assumes that in a Short-Time Fourier Transform (STFT) spectrogram the harmonic components are "smooth in the temporal dimension" and the percussive components are "smooth in the frequency dimension." By adjusting the STFT-spectrogram time-frequency resolution with a long window (between 100 and 500 ms), Buyens et al. 17 are capable of separating vocals and drums (percussive components) from the other instruments (harmonic components). Note that the approach of Buyens et al. 16 separates vocals and drums, but the bass still remains in the harmonic components. Therefore, Buyens et al. 16 still cannot achieve a multitrack separation: vocals, drums, bass, and others. In a recent publication, Buyens et al. 14 propose extracting the bass by applying a low pass filter to the harmonic components. However, note that the ideal scenario would be to directly estimate the multitrack (one track per instrument) instead of first separating two audio streams: harmonic (bass and others) and percussive (vocals and drums), and then filtering out the bass from the harmonic stream. Moreover, the approach of Buyens et al. 14 uses a stereo binary mask to enhance the separations assuming that vocals, bass, and drums are mixed in the center of the stereo image. As a final remark, the HPSS approach used by Buyens et al. 14 is based on the iterative method of Ono et al. 17 that allows real time implementations.
We propose using Source Separation (SS) instead of HPSS-based techniques because SS can estimate one track per instrument (source) whereas HPSS cannot. SS algorithms have been used in the CI research community for noise reduction to improve speech perception 18, 19 and in the audio research community to isolate audio sources. 20, 21 Currently, common SS methods are based on non-negative matrix factorization (NMF) 22, 23 or deep learning. 21 NMF is a consolidated state-of-the-art algorithm with a high computational cost due to its iterative nature. In contrast, deep learning is a novel and promising approach allowing faster implementations than NMF. Therefore, deep learning is more suitable for real-time implementations than NMF. However, it has to be taken into account that the estimated multitracks by any SS algorithm may introduce undesirable distortions and artifacts, and these may also depend on the content of the song. These distortions and artifacts are audible for NH listeners and limit the applicability of these algorithms for re-mixing purposes. However, given that CI users seem to better tolerate audio distortions than NH listeners, 24 because they already receive a signal with reduced spectro-temporal resolution, SS algorithms could be a promising tool for remixing music for this population.
This manuscript focuses on algorithms for the separation of the vocal components from the background instruments since CI users prefer an audio mix with clear vocals and attenuated instruments. 2, 9 However, it has to be noted that SS algorithms are capable of extracting a track per instrument and similar studies could be done considering other music components such as beat inducers: bass, 25 drums, 20 or both together. 22 This work investigates whether SS algorithms can be used for remixing music for CI users and whether the music mixing preferences found for CI listeners using multitrack recordings 9 are reproducible using estimated multitracks. It is necessary that the undesired distortions and artifacts introduced by these SS algorithms remain tolerable to CI users. Therefore, this work also investigates the maximum levels of acceptable SS distortion/artifacts.
II. METHODS

A. SS
This section introduces the SS algorithms used throughout this manuscript. A NMF 23 as implemented in the Flexible Audio Source Separation Toolbox (FASST) 22 and a deep recurrent neural network (DRNN). 21 The former is the baseline state-of-the-art algorithm used in the perceptual experiments. Therefore, the maximum levels of acceptable distortion and artifacts are measured considering only FASST-NMF. It is chosen for the perceptual experiments because it is a consolidated algorithm in the SS field whereas DRNN is introduced as an example of how novel SS algorithms can be used given that the maximum allowable distortion and artifacts levels are known-with a benchmark defined in Sec. III B 3.
The SS problem in signal processing is defined as the extraction of the original sources from a mixture where several sources have been combined together
Currently, most SS approaches work in the time-frequency domain: the mixture spectrogram V is approximated withV that is formed by a superposition of J source spectrograms V j . Where V,V, and V j are of size F Â N, J is the number of sources (i.e., number of different instruments), and F and N are the number of frequency bins and time frames of the spectrogram, respectively. Once the source spectrograms are estimated, a common way to compute the sources is by first applying a soft mask (i.e., Wiener mask 26 or linear mask 21 ) and then computing the inverse STFT of the estimated spectrogram. This enforces the constraint that the sum of the predictions is equal to the original mixture. The two SS techniques used (FASST-NMF and DRNN) rely on the previous assumptions.
NMF is an iterative method that estimates the sources factorizing V assuming that all components of the model (w j and h j ) are non-negative; then Eq. (1) extends to
It is assumed that each of the spectrograms V j can be represented by the outer product of basis (w j 2 < FÂ1 ) with a time-varying gain (h j 2 < NÂ1 ). Each source spectrogram V j stands for an instrument. Source spectrograms corresponding to the singing voice and to the other instruments are constrained to V j ¼ w j g j h j where w j is a fixed dictionary representing the narrowband spectral patterns modeling the harmonic pitch, g j represents the w j gains, and h j describes the time activations that display when each source is activated. The bass and drums source spectrograms are set such that V j ¼ w j h j , where w j is fixed and pre-trained from isolated bass and drum samples from the Real World Computing Music Database 27 and h j describes the time activations.
The factorizations are obtained over an Equivalent Rectangular Bandwidth (ERB) 28 spectrogram, considering all V j models together and with random initialization to all the adaptive parameters. The model parameters are estimated from the mixture V using the iterative Generalized Expectation Maximization 29 algorithm. The vocals are reconstructed by choosing the most energetic source of the ones modeling the other instruments-this assumption holds for all factorized songs in that study-and the remaining sources modeling other instruments are summed up and represent the background instruments. The window for the initial STFT analysis (before the ERB mapping) is set to be a raised sine of size 2048 samples with a 50% overlap and fast Fourier transform (FFT) size of 2048 samples. This implementation is available online 30 and Ozerov et al. 22 extensively explain the details of it.
DRNN
DRNN is a biologically inspired machine learning scheme of interconnected neurons used to approximate an unknown function from data. It is formalized as follows: 
where the weight matrices are denoted by W ðlÞ 2 < d ðlÞ Âd ðlÀ1Þ for feed-forward connections and W ðlÞ rec 2 < d ðlÞ Âd ðlÞ for the recurrent connections. The bias vector is b ðlÞ 2 < d ðlÞ Â1 , the input matrix is x ðtÞ 2 < d input Â1 , the hidden activations are denoted as h ðlÞ ðtÞ 2 < d ðlÞ Â1 , and the output activations as y ðtÞ 2 < d ðLÀ1Þ Â1 . l represents the index of the current layer, ranging from 1 l ðL À 1Þ and t denotes the current timeframe. Each neuron is characterized by a nonlinear activation function r ðlÞ that can be layer specific. The r ðlÞ used here is the rectifier linear unit (ReLU)
ReLUðxÞ ¼
x if x > 0 0 otherwise:
A DRNN model was successfully trained by Huang et al. 21 to separate the vocals from the background instruments of a mono signal. This implementation is available online 31 and extensively explained by Huang et al. 21 This deep recurrent architecture is based on three hidden layers where the second is recurrent, each hidden layer has 1000 units characterized by ReLUs, and the output layer is a linear layer modeling two sources. Moreover, they propose jointly optimizing the net with a soft time-frequency mask attached after the output layer. A context window of three frames (jV tÀ1 j; jV t j, and jV tþ1 j) of the magnitude spectra composes the input vector (then, x t 2 < ðFÁ3ÞÂ1 ) of the net. A raised sine of 1024 samples is used as the analysis window with a FFT size of 1024 samples and 50% overlap. During this study, the DRNN model was trained using data provided by the Signal Separation Evaluation Campaign 2015 (SISEC-2015) . 32 This data, pop western music, have more resemblance to the audio material used for the perceptual experiments, pop western music as well, than the original Chinese karaoke files used by Huang et al. 21 Training with the SISEC-2015 dataset is the main modification to the original DRNN model proposed by Huang et al. 21 The model is optimized by back-propagating the gradients through time with respect to the training objectives. The Limited-memory Broyden-Fletcher-Goldfarb-Shanno 33 algorithm is used to train the models from random initialization considering a discriminative cost function 21 together with the Mean Squared Error (MSE) cost function. Such discriminative cost decreases the similarity between the prediction and the targets of other sources while the MSE cost increases the similarity between the target and the prediction of the same source.
Evaluation
In the SS research community the separation errors are typically 21, 22, 25, 26 quantified by the Source-to-Distortion Ratio (SDR), the Source-to-Artifacts Ratio (SAR), and the Source-to-Interference Ratio (SIR). 34 However, SIR values are less relevant for this study because when mixing estimated tracks, the interferences are mutually combined and are very difficult to perceive. For this reason, SIR values are omitted in this study. Higher SDR/SAR values represent a better separation quality. Therefore, the maximum levels of distortion/artifacts correspond to the lower bounds of these measures. Computing SDR and SAR values involves two successive steps. 34 In a first step, the estimated source, s target ðnÞ, is decomposed s target ðnÞ ¼ s target ðnÞ þ e interf ðnÞ þ e noise ðnÞ þ e artif ðnÞ;
where e interf ðnÞ; e noise ðnÞ; e artif ðnÞ are the interferences, noise, and artifacts error terms, respectively. These error terms are computed by using the BSS Eval Toolbox, 35 an implementation provided by the original authors of these measurements. In a second step, SDR and SAR are computed as follows:
SDR and SAR are given in dBs. The global SDR and SAR measures are defined as their mean value weighted by the length of each song.
B. Perceptual experiments
Two experiments were designed. The first one explored which mixing pre-sets are preferred by CI users; original and estimated multitracks were used for this purpose. In the second experiment, additional music pieces were re-mixed using pre-sets based on the results of the first experiment. CI users were asked, through a pairwise comparison test, about their preference for the different pre-sets using original and estimated multitracks. The methodology described in the following is based on the one presented by Buyens et al. 9 -considered the base of this work. By doing so, and given that we use the same audio material, the results presented below are directly comparable to the ones published in Buyens et al. 9 Therefore, common methodologies-such as MUltiple Stimuli with Hidden Reference and Anchor 36 (MUSHRA) or Mean Opinion Score 37 (MOS)-are not considered. However, and similarly as in MUSHRA standard, the following perceptual experiments also include anchor mixes. The purpose of the anchor is to make the results more interpretable making sure that minor distortion/artifacts are not rated as having very bad quality.
Five post-lingually deaf CI users (S1-S5) participated in experiment 1. Nine post-lingually deaf CI users (S1, S3, and S6-12) and nine NH subjects (NH1-NH9) participated in experiment 2. CI subjects were native German speakers and had at least 1 year of experience with their CI. Subjects obtaining more than 25% speech intelligibility in noise using the HSM sentence test 38 (signal-to-noise ratio ¼ 10 dB) and having interest in music were selected for the study. Table I shows the CI subjects' details. Six out of 9 NH subjects were males with an average age of 33 yrs old (ranging from 25 to 41). The study participants signed a consent form and were paid for their travel expenses. Ethical approval from the university's local ethics committee was obtained. Subjects had no time constraints for conducting each experiment and could take a break whenever it was necessary. Both experiments used western popular music presented at approximately 60 dB SPL (sound pressure level) through a single loudspeaker (Genelec 8240 APM, Iisalmi, Finland) at a 0 azimuth/elevation angle inside an acoustically treated room.
Experiment 1
CI subjects were asked to determine the most enjoyable audio mix using a mixing console that played an infinite loop of the first multitrack presented in Table II . This piece was selected as it is the only one having all accompanying instruments. Each multitrack was presented 10 times in random order in its original and estimated form, giving a total of 20 tests per subject. The mixing console was a web app 39 based on the MT5 multitrack player. 40 It is composed by two sliders that control the gain applied to each track of the song: vocals and instruments. The gain assigned to the sliders ranged from À70 to 0 dB. All sliders were initialized to the lowest value to avoid suggesting a priori mixing preferences. Furthermore, a random offset gain ranging from À15 to TABLE I. Demographic information for the CI subjects who took part in the perceptual experiments. Five post-lingual CI subjects (S1-S5) participated in experiment 1 and nine post-lingual CI subjects (S1, S3, and S6-12) participated in experiment 2. 
CI experience
Hey Jude (excerpt A) (The Beatles)
Michel (Anouk) þ À þ þ À 0 dB was added independently to each slider track to ensure that subjects did not use visual cues. CI subjects were asked to adjust the sliders to the levels that produced the most enjoyable mix. Before starting the test, subjects performed several training trials until they got familiar with the interface. Experiment 1 allowed CI subjects to propose the mixing pre-sets that they enjoyed most and also allowed the observation of the potential differences in mixing preferences between mixes created using original and estimated multitracks. Before starting the test, the study participants were asked about their level of knowledge on popular modern music on a scale from 1 to 10 (where 10 stands for a high level of musical knowledge) and about their general music enjoyment.
The differences in level settings between tracks were analyzed with the Wilcoxon signed-ranks test. For each multitrack (original or estimated) 50 experiment repetitions (5 subjects Â 10 tests) are available. The Wilcoxon signedranks test handles the repetitions by comparing whether the mean of the vocals levels ranks differently from the mean of the instruments levels.
Experiment 2
Based on the results from experiment 1 and previous work, 9 different mixing pre-set pairs were defined (see Table  IV and the discussion in Sec. IV B 1). The Standard pre-set stands for a NH listener mix, with vocals and instruments presented at the same level. The À6 and À12 dBMT pre-sets denote re-mixes obtained from the original multitracks where the vocals are favored attenuating the instruments by 6 and 12 dB, respectively. The À6 and À12 dBSS are defined similarly but using the estimated multitracks from SS.
The experiment was designed (1) to assess whether the SS distortions and artifacts are tolerated by CI subjects or not (comparing mixSS with mixMT preference percentages), (2) to determine which of the mixing pre-sets presented in Table III are more enjoyable for CI subjects, and (3) to study whether the preference for the pre-sets proposed for CI users change when using SS or not (comparing mixSS vs Standard preference percentage with mixMT vs Standard preference percentage).
A pairwise comparison test was used for studies (1), (2), and (3) in experiment 2. Each subject was asked to choose the most enjoyable sound (A or B). When both sounds were equally enjoyable, participants were asked to find any detail that would allow them to decide whether they prefer A or B. If they were not capable of finding it, they were asked to guess. A and B were the same song but with different mixing configurations and the order of the mix assigned to song A or B was randomized, see Table IV . The estimated multitracks were obtained using the FASST-NMF algorithm. Pairs were randomly presented 3 times for each song listed in Table II , giving a total of 108 pair comparisons (6 pairs Â 3 repetitions Â 6 songs). The preference score between mix A and B is indicated in percentages calculated dividing the number of times A or B was preferred by the total number of comparisons for the same pair, A and B are therefore complementary. Before starting the test, CI subjects were asked if they regularly listen to popular western music and about their general music enjoyment. NH subjects were not asked since it is assumed that all NH listeners regularly listen to music because they have no difficulties in listening to it.
For study (1) and (2) the chi-square (v 2 ) test with Bonferroni correction was used to determine which of the mixing pre-sets of the pair was preferred. It was applied over the preference percentage score with the null hypothesis (H 0 ) set such that preference scores were the same for both pre-sets-A and B: 50%-50%. H 0 was set to random guess because the study participants were also instructed to guess in case that they could not perceive any difference between A and B. A significant p-value means that the distributions differed and that a significant preference existed for one of the pre-sets.
For study (3) the v 2 test was used to determine whether the preference for the pre-sets proposed for CI users changed when using SS or not. The v 2 test was applied as a goodness of fit test where the H 0 was set to be the preference percentage distribution of mixMT vs Standard. The test measured how well the preference percentage distribution of mixSS vs Standard fitted the H 0 distribution. Therefore, mixSS vs Standard preference percentage was compared to mixMT vs Standard preference percentage. A significant result means that the distributions differ and that the mixing preferences have changed. This test provides a measure of how much the distortion and artifacts in the estimated SS influenced the user mixing preferences.
C. Audio material
All the multitracks used during the present study (Table  II) were kindly provided by Buyens et al. 9 who normalized each track to have the same loudness. The ReplayGain 41 standard was used as the loudness measure. Note that by using the same multitracks as Buyens et al., 9 the results presented here are directly comparable to the ones included in their study. They assumed that the summation of the normalized tracks, having the same loudness level, stands for a NH listener studio mix. 9 Throughout this manuscript we refer to this mix as Standard.
The monaural input mixtures for the DRNN algorithm were Standard mixes. But FASST-NMF can also exploit the panning information from stereo audio files. In order to allow that, the following stereo panning is used for recordings with drums (Dock and Jude, see Table II) : where the sum of the channels still provides a Standard mix.
Note that for some multitrack recordings, not all the tracks described in the above stereo mix setup are present (e.g., Bef and Hall multitrack recordings have only two tracks). In these cases, the remaining tracks are simply omitted. For example, the stereo mix for the Bef multitrack recording is L : 0:75 Á Vocals þ 0:25 Á Guitar;
R : 0:25 Á Vocals þ 0:75 Á Guitar:
Note that in these cases where only two tracks are available, panning the vocals to the left allows having a stereo mix-otherwise the mix will be mono. The stereo panning mix was introduced to improve the performance of the FASST-NMF separation. Our goal was to obtain good examples of separation that are valid to assess our hypothesis in the perceptual experiments. In order to keep some coherence among stereo mixes, we decided to always pan the vocals to the left although this is an atypical panning setup-because in commercial releases the vocals are normally placed in the center of the stereo image. Note that this stereo setup allows a consistent comparison among FASST-NMF separations although the FASST-NMF algorithm has an advantage when compared to DRNN since it also uses stereo information. However, in principle, any other panning could be used without decreasing the quality of the separations since FASST-NMF would still be able to exploit the panning information.
In order to allow a fair comparison among the resulting gains of the mixing console in experiment 1, each estimated track was normalized to have the same loudness as its corresponding original track. But for experiment 2, the different loudness levels between presented songs were compensated by applying an overall gain, keeping the mix intact. When setting the estimated tracks to be equally loud as the original track, subjects are not influenced by any loudness difference and the preference decisions are based on the tolerance level that subjects have with respect to SS artifacts and distortions. However, note that the error estimations could be amplified by applying a positive gain. For this reason, negative gains were applied whenever was possible and it was assumed that the estimated track had a similar loudness as the original track. Therefore, the overall gain discussed here is not expected to produce a large effect.
III. RESULTS
A. SS
Results are given for FASST-NMF (Table V) and DRNN (Table VI) considering the same dataset used in experiment 2 (Table II) and the SDR and SAR measures introduced in Sec. II A 3.
DRNN is a powerful model to separate vocals from background instruments since similar global SDR and superior SAR values were obtained compared to FASST-NMF. The DRNN algorithm can reduce the FASST-NMF processing time, DRNN is approximately 70 times faster. All runs were computed with a regular laptop: i5 with 4Gb-RAM. Finally, one can observe that DRNN drops significantly its SDR and SAR performance for the Bef and Hall songs. Subjects were asked to determine their own level of knowledge about western popular modern music (from 1 to 10): S1-3, S2-4, S3-8, S4-5, and S5-7; and all subjects participating in experiment 1 reported to enjoy music in general.
The acquired data were averaged for all CI subjects. For the original multitrack, the preferred instruments level was set significantly lower than the vocals level (Wilcoxon signed-ranks test: p-value ¼ 0.003) with a mean instrumentsto-vocals ratio of À1.92 dB. For the estimated multitrack with FASST-NMF, the instruments level was set significantly lower than the vocals level (Wilcoxon signed-ranks test: p-value < 0.001) with an instruments-to-vocals ratio mean value of À3.82 dB.
Even though the scope of experiment 1 is to analyze the overall mixing preferences of CI subjects, individual results are also presented ( Fig. 1) to illustrate the high variability obtained among subjects. For example, S4 (the less experienced subject with a music knowledge level of five) is the only one having a mean instruments-to-vocals ratio above zero (for the original multitrack). But also a high within subjects variability is observed. For example, subjects having less knowledge about popular western music (S1 and S2) showed a larger variability in their results.
Experiment 2
Table VII shows the averaged results for CI subjects and NH subjects, separately. NH subjects significantly preferred mixes created from the original multitrack over mixes created from the estimated. This could be due to the presence of SS distortion/artifacts in the estimated multitracks. NH subjects significantly preferred the Standard pre-set over any other.
In the following, the results for studies (1), (2) , and (3) that conform experiment 2 are presented.
In Table VII are presented the results for study (1), showing that CI subjects significantly preferred the À12 dBMT over the À12 dBSS pre-set. However, no significant preference was observed when comparing the À6 dBMT and À6 dBSS pre-sets. This could be because the presence of SS distortion/artifacts in vocals were not tolerated for the À12 dB mix but these were tolerable for the À6 dB mix.
Individual results for each subject are also presented in Table VIII and provide material for discussing study (2) . All CI subjects participating in experiment 2 reported to enjoy music except S6 and S11. In general, a large variability in mixing preferences across CI subjects can be observed. For example, S8 and S3 significantly preferred the Standard over all other pre-sets. However, S10 significantly preferred the À6 dB and the À12 dB over the Standard pre-set. Also note that four subjects (S6, S9, S11, and S12) showed no significant preference for any of the pre-sets proposed to be more suitable for CI users. If these four subjects are added to the two who significantly preferred the Standard mixes over all others (S3 and S8), six out of the nine subjects did not significantly prefer any of the pre-sets proposed to be more suitable for CI users. Individual results also show that only S10 significantly preferred the À12 dBMT pre-set over the À12 dBSS, denoting that some CI subjects can tolerate the SS distortion/artifacts when attenuating the background instruments by 12 dB. CI subject preferences for the À6 dB pre-set were preserved although the original or the estimated multitracks were used, v 2 goodness of fit test between À6 dBSS vs Standard (54.32%-45.68%) and À6 dBMT vs Standard (52.47%-47.53%): p-value ¼ 0.6369. However, the preferences significantly changed for the À12 dB mixing pre-set, v 2 goodness of fit test between À12 dBSS vs Standard (42.60%-57.40%) and À12 dBMT vs Standard (52.47%-47.53%): p-value ¼ 0.011. There is a preference for the À12 dBMT mix over the Standard that is inverted when using À12 dBSS. However, the preference for the À6 dB pre-set is preserved although the original or estimated multitracks are used. These results correspond to study (3) and point out that the mixing preferences changed when using SS for the À12 dB mix. This can be explained by the fact that the SS distortion/artifacts present in vocals were not tolerated for the À12 dB mix but these were tolerable for the À6 dB mix.
Defining a benchmark: Rating distortion and artifacts levels
After experiment 2, the objective SDR and SAR measures as well as the subjective preference scores are available. The relation between the objective and subjective measures has been analyzed to study which SDR and SAR levels cause a change in preference from estimated to original multitracks. These may be different for the À6 and À12 dB mixes and are treated separately. The SDR and SAR values are given for the vocals source because for the À6 and À12 dB mixing pre-sets this is the most prominent source, where the distortion and artifacts may be noticeable. Note that for the À12 dB mix, the anchor pre-set, the vocals distortions, and artifacts may be more noticeable since the background is more attenuated.
The resulting data have been analyzed using two models, the linear regression model and the minimum model. One could argue that there is not enough data for fitting the models to the observations. However, simple, easy to interpret, and complementary models were chosen given that the data were scarce. Rather than using a subjective evaluation based on the MUSHRA or MOS tests, a new methodology that links two de facto standards is proposed. This novel methodology connects Buyens et al. 9 methods and results with the error measures broadly used in the SS research community. With this new methodology, the suitability for remixing music to improve CI users' musical experience of novel SS algorithms can be directly considered.
Results and models are summarized in Fig. 2 , where the gray highlighted area (non-preference area, from 29.63% to 70.37%) corresponds to the ratings having a p-value >0.05 of a v 2 test (with H 0 being the equal preference for both conditions: 50%-50%). Note that the ratings in Fig. 2 never exceed the non-significant upper bound of 70.37%, since this would mean that there is a significant preference for the estimated multitrack over the original multitrack. However, exceeding the lower bound means that the original multitrack is preferred over the estimated multitrack. Higher values of SDR and SAR represent a better separation quality and therefore, defining the maximum allowed distortion/artifacts levels is equivalent to defining the minimum SDR/SAR values.
The linear regression model fits a regression line between the preference ratings for every mix and the SAR and SDR values for the six songs in Table II . The intersection between the linear regression (dark line in Fig. 2 ) and the lower bound of the non-preference area (left dashed vertical line) gives an approximation of the minimum SDR and SAR values recommended to create re-mixes for CI users using SS. The minimum recommended values for the SDR and SAR measures in the À6 dB mix are 4.9 dB for both measures. For the À12 dB mix the minimum recommended TABLE VIII. Results showing the preference percentage of each CI subject for the pre-sets pairs of experiment 2. Significant results are highlighted in bold (v 2 test with H 0 being the equal preference for both conditions, 50%-50%; with Bonferroni correction: m ¼ 9, a ¼ 0:0055). The pop music experience column shows whether a subject regularly listens to popular western music or not. Fig. 2) ; À12 dB mix with SDR model-p-value ¼ 0.4852 (top right in Fig. 2) ; À6 dB mix with SAR model-p-value ¼ 0.421 (bottom left in Fig. 2 ) and À12 dB mix with SAR model-p-value ¼ 0.4571 (bottom right in Fig. 2) . It can be observed that there is no significant correlation between the linear regression models and the data, probably due to the small amount of data available. For this reason, a complementary model is added for defining the benchmark.
The minimum model provides a lower bound value that is recommended not to be exceeded. It is based on measuring the minimum SDR and SAR values inside the non-preference area. The minimum model is represented with a dotted line in Fig. 2 . The minimum values for both pre-sets (À6 and À12 dB) correspond to the same song (Jud2) and are the same for both measures (SDR and SAR): 3.6 dB.
Given that a small sample of data are considered, both models define a benchmark that provides some intuition about the maximum levels of acceptable distortion and artifacts for each mix (À6 dB and À12 dB).
IV. DISCUSSION
A. SS
Tables V and VI show the levels of distortion and artifacts for FASST-NMF and DRNN, respectively. DRNN is a powerful model to separate vocals from background instruments since similar global SDR and superior SAR values were obtained compared to FASST-NMF. This result is notorious given that DRNN is using monaural signals while FASST-NMF is exploiting stereo information to enhance the separations. It is worth noting that DRNNs achieve a drastic reduction in computational time which is required to achieve real-time implementations for commercial behind-the-ear CI processors. But when comparing the results for each song individually, one can observe that DRNNs achieve a lower performance for the Bef and Hall songs while the FASST-NMF results are less variable across songs. This observation may be explained by the fact that the Bef and Hall songs contain two sources while the SISEC-2015 dataset, used for training the DRNNs, contains songs with a full instrumental band playing. These results show the importance of the training database and the high risk of committing over-fitting with data-driven approaches like deep learning. Further experiments with larger training datasets together with the use of techniques that help to prevent over-fitting 42 may help to overcome this DRNN limitation.
B. Perceptual experiments
Experiment 1
Results show an instruments-to-vocals ratio mean value of À1.92 dB (p-value ¼ 0.003) when the original multitracks are used and an instruments-to-vocals ratio mean value of À3.82 dB (p-value <0.001) when the estimated multitracks are used. These results are in agreement with the study of Buyens et al., 9 where CI subjects preferred the vocal level set significantly higher than the instruments level with an instruments-to-vocals ratio ranging from À3 to À15 dB. From these results one can conclude that whether using estimated or original multitracks, CI subjects significantly prefer the vocals to be louder than the instruments.
However, individual results show a large variability ( Fig. 1-last column: Group) . When using original multitracks the instruments-to-vocals ratio ranges from À16 to 12 dB, while for the estimated multitracks it ranges from À17 to 7 dB. Such variability could be partially explained by the large dynamic range of the linear sliders, 70 dB. Constraining the search space may help to obtain less variable data. Moreover, in Fig. 1 one can also observe that FIG. 2. Results of experiment 2 relating the error levels obtained with the FASST-NMF (SDR and SAR, in rows) with the preference ratings for song A are presented. Song A always represents the mixSS (the mix created using the estimated multitracks) and song B represents mixMT (the mix created using the original multitrack). Only the A preference percentages are presented because A and B preference percentages are complementary. Two different mixes are considered: À6 and À12 dB (first and second columns, respectively). Each song is represented by a different symbol. The nonpreference area (gray highlighted area from 29.63% to 70.37%) corresponds to the ratings having a p-value >0.05 of a v 2 test with H 0 being the equal preference for both conditions (50%-50%), the dark line represents the linear regression model, and the dotted line stands for the minimum model defined measuring the minimum SDR/SAR value inside the non-preference area.
results are user dependent. For example, one can observe that the results for S1 and S2 show large variability. However, this variability is smaller than half of the dynamic range assigned to the sliders, indicating that their responses were probably not random.
From the above results and previous work, 9 three mixing pre-sets were designed. The Standard pre-set stands for a NH listener mix, with vocals and instruments presented at the same level. The other two pre-sets were configured to be more suitable for CI users with an instruments-to-vocals ratio of À6 and À12 dB. These were selected considering the large variability among individual results (instruments-tovocals ratio between À17 and 12 dB), to have vocals louder than instruments (instruments-to-vocals ratio <0) and to be consistent with the previous work 9 where the À6 and À12 dB pre-sets were used. Note that for the À12 dB mix the distortions and artifacts in the vocals may be more noticeable since the background is more attenuated. Therefore, the À12 dB pre-set acts as an anchor mix (where the SS distortion/artifacts present in the estimated vocals can be perceived at least for NH) in order to get more interpretable results-similarly as in MUSHRA 36 standard. The mixing pre-sets are summarized in Table III .
Experiment 2
Results show that NH listeners have a preference for the Standard pre-set and for mixes created from the original rather than the estimated multitracks (Table VII ). This result confirms that mixes generated from original multitracks are more enjoyable for NH listeners than SS mixes, revealing that NH subjects do not tolerate SS distortion and artifacts. Furthermore, the assumption that the Standard pre-set is most enjoyable for NH listeners is confirmed because these listeners significantly preferred the Standard pre-set over any other. Since NH listeners have no difficulties on listening to music and are normally exposed to commercial music with a similar balance between vocals and instruments, NH listeners were more familiar with the Standard mix rather than any other mixing pre-set. Therefore, it seems reasonable that NH listeners significantly preferred the Standard pre-set over any other because prior musical culture significantly affects people's musical preferences. 43 In study (1), CI subjects showed no significant preference between the original or the estimated multitracks for the À6 dB mix, but a significant preference for the original multitrack was found for the À12 dB mix (Table VII) . Results for study (3) reveal that the mixing preferences for the À12 dB vs Standard changed when estimated multitracks were used but were preserved for the À6 dB vs Standard comparison. Results in studies (1) and (3) suggest that CI subjects can tolerate the SS distortion and artifacts in the estimated vocals when the background is attenuated by 6 dB but not when the background is attenuated by 12 dB. This result is worth highlighting because it means that simplifying the music by re-mixing it using the proposed SS methods is a feasible approach. This is important considering that most of the commercial songs are mono or stereo and require a previous step to estimate the multitrack. However, this claim holds only for mixing pre-sets where the background is attenuated by 6 dB. Yet, other mixing pre-sets might exist (for ratios below 0 dB and between À6 and À12 dB) for which CI listeners do not have a significant preference for mixes created with the original multitracks over those created with the estimated multitracks. Regarding the previous discussion, one can conclude that further research exploring more mixing pre-sets is probably needed. Experiment 2 individual results (Table VIII) are useful for discussing study (2) . There exists a large variability in mixing preferences across CI subjects. This variability can be due to the fact that the mixing preferences are subjectspecific or that in some cases the proposed pre-sets did not fit their preference. For example, for six out of nine CI subjects no significant preference was observed for any of the pre-sets proposed for CI users. The choice of the À6 and À12 dB mixing pre-sets (with an anchor mix, À12 dB, that allows a better interpretation of the results) implied using mixing pre-sets that differ significantly from the average results obtained in experiment 1. This could be the reason why most participants showed no preference for any of the proposed pre-sets over the Standard. In Table VIII one can also relate the popular music experience of a subject with its mixing preferences. Out of the five subjects that regularly listen to popular music, two have a preference for the Standard mix, one has a preference for the mixes with attenuated background and two have no preference for any mixing. Therefore, and differently from NH listeners, subjects familiar with popular music have no common preference for the Standard mix. Furthermore, Table VIII shows that some CI subjects can tolerate the SS distortion/artifacts even for the À12 dB mix. Finally, note that S3 preferred a negative instruments-to-vocals ratio in experiment 1 (see Fig. 1 ) but in experiment 2 S3 preferred the Standard mix (see Table  VIII ). S3 was the unique subject familiar with the song chosen for experiment 1 and moreover, S3 regularly listens to popular western music. We think that in experiment 1 S3 preferred the vocals level to be louder in order to better understand the known lyrics, however in experiment 2 S3 has chosen the Standard mix that stands for one of the commercial mixes that this subject normally listens to.
The previously discussed results denote that individual subject-specific mixing pre-sets seem to be the appropriate way to exploit the potential of the SS approach. From the results presented here, one can interpret that general mixing pre-sets may not be helpful for every CI user. A possible way to short-cut these problems in commercial applications using SS is to allow CI users to modify the mixing in situwithout assuming any prior preferred mix.
Benchmark use case: DRNN
A method for defining a benchmark describing the maximum acceptable levels of distortion in the vocals is proposed in Sec. III B 3. According to the linear model based on the CI listeners' preference ratings, for the À6 dB pre-set the SS algorithms should approximately achieve average SDR and SAR values greater than 4.9 dB. For the À12 dB pre-set the SS algorithms should approximately achieve average SDR and SAR values greater than 5.7 and 5.8 dB, respectively. However, the minimum SDR and SAR values desirable for the À6 and À12 dB pre-sets, based on the minimum SDR and SAR values inside the non-preference area, should be approximately above 3.6 dB.
In order to emphasize the utility of the proposed benchmark, an additional SS algorithm based on DRNN is introduced as an example in how to use it. In Table VI one can observe that DRNNs can be used to remix the À6 dB pre-set because the global SDR and SAR levels for the vocals are above the average values recommended by the proposed benchmark. However, the SDR levels for the Bef and Hall songs are below the minimum recommended values. For these songs, it is likely that CI users may be aware of the SS distortions. For the À12 dB pre-set mix, only the Jud2, Jud, and Mic2 songs have SDR and SAR measures above the average values recommended by the proposed benchmark. Again, for the other songs it is likely that CI users may be aware of the SS distortion/artifacts. This study is the first defining a general benchmark considering error measures broadly used by the SS research community. More studies considering not only vocals but also other instruments, with more different mixing pre-sets, taking into account more test songs and with more CI subjects, might further boost the utility of the proposed benchmarking method. These benchmarks may be convenient for directly adopting state-of-the-art SS algorithms to create pilot software for a ready-to-use technology. New SS algorithms may be also tested, especially those that overcome current limitations, such as: real time implementation or separating (and re-mixing) more than one instrument at time.
V. CONCLUSIONS
SS techniques can be used to create re-mixes of popular music that favor vocals over attenuated background instruments to improve CI users' musical experience. However, SS techniques may introduce some distortion and artifacts. A methodology for defining the maximum acceptable levels of distortion and artifacts present in the estimated vocals track is presented. According to our experiments, SS distortion/artifacts were tolerated when the background instruments were attenuated by 6 dB if the average SDR/SAR scores were greater than approximately 4.9 dB. However, some CI subjects tolerated the SS distortion/artifacts when the background instruments were attenuated by 12 dB if the SS algorithm average SDR/SAR scores were greater than approximately 5.7/5.8 dB, respectively. For the mixing presets studied in this manuscript, the multitrack estimations may not exceed the approximate lower SDR/SAR bound of 3.6 dB; otherwise it is likely that CI users may not tolerate the distortion/artifacts. The lower boundaries for the SDR/ SAR levels are derived from a non-significant model that fitted a reduced number of experimental data points and therefore, they only provide some intuition about the minimum SDR/SAR levels required to remix music for CI users from estimated multitracks.
The presented results also suggest that CI users may not benefit from general mixing pre-sets, individual subjectspecific mixes are needed.
Given that commercial music releases are not available in multitrack format, SS techniques (that allow individual personalized re-mixes) seem to be a promising approach toward a better music appreciation for CI users.
