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Abstract
We obtain a generalisation of the Stroock-Varadhan support theorem for a large
class of systems of subcritical singular stochastic PDEs driven by a noise that is
either white or approximately self-similar. The main problem that we face is the
presence of renormalisation. In particular, it may happen in general that different
renormalisation procedures yield solutions with different supports. One of themain
steps in our construction is the identification of a subgroupHof the renormalisation
group such that any renormalisation procedure determines a unique coset g ◦H.
The support of the solution then only depends on this coset and is obtained by
taking the closure of all solutions obtained by replacing the driving noises by
smooth functions in the equation that is renormalised by some element of g ◦H.
One immediate corollary of our results is that the Φ43 measure in finite volume
has full support and that the associated Langevin dynamic is exponentially ergodic.
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1 Introduction
The purpose of this article is to provide a far-reaching generalisation of the support
theorem of Stroock and Varadhan [SV72]. Recall that this result can be formulated
as follows. Let {Vi}mi=0 be a finite collection of vector fields on Rn that have bounded
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first and second derivatives and consider the solution x to the system of stochastic
differential equations given by
dx = V0(x) dt +
m∑
i=1
Vi(x) ◦ dWi(t) , (1.1)
where theWi are i.i.d. standardWiener processes and ◦ denotes Stratonovich integration
[Str64]. Write Px for the law of the solution to (1.1) with initial condition x0 = x on
C(R+,Rn). It follows from the Wong–Zakai theorem that, if we write x(ε) for the
solution to the random ODE
Ûx(ε) = V0(x(ε)) +
m∑
i=1
Vi(x(ε)) ÛW (ε)i , (1.2)
for W (ε) a smooth approximation to W (for example convolution with a smooth mol-
lifier), then x(ε) → x in probability. On the other hand, for any fixed ε > 0, the
topological support of the law P(ε)x of x(ε) is contained in the closure Rx of the range of
the continuous mapIx : C1(R+,Rm) → C(R+,Rn) which maps any C1 functionW (ε)
to the solution to (1.2).
Since the topological support is lower semi-continuous under weak convergence,
this immediately implies that one also has supp Px ⊂ Rx . What Stroock and Varadhan
proved in [SV72] is that one actually has supp Px = Rx . Our aim is to generalise such
a statement to a wide class of singular stochastic PDEs.
The general framework used in this article is that of [BHZ16, BCCH17]. Loosely,
speaking, we consider systems of SPDEs of the form
∂tui = Liui + Fi(u,∇u, . . .) +
∑
j≤n
F ji (u,∇u, . . .)ξj , i ≤ m (1.3)
where the Li denote homogeneous differential operators on Rd , the spatial variable
takes values in the torus Td , and the ξi denote driving noises that are of the form
ξi = Ki ? ηi where ηi denotes space-time white noise and Ki is a kernel which is
self-similar in a neighbourhood of the origin and smooth otherwise. The F ji are local
nonlinearities in the sense that the value of F ji (u,∇u, . . .) at a given space-time point is
a smooth function of u and finitely many of its derivatives evaluated at that same point.
We will assume throughout that the system (1.3) is locally subcritical in the sense of
[BHZ16].
It was shown in [BHZ16] that one can associate to such an equation in a natural way
a nilpotent Lie group G−, usually called the renormalisation group in this context, a
vector space X carrying a representation g 7→ Mg of G−, equipped with a distinguished
vectorΩF ∈ X (depending on F), as well as a linear mapΥ (independent of F) mapping
X into a suitable space of possible right-hand sides for (1.3) and such that ΥΩF = 0.
This has the property that if, for a given g ∈ G−, we define Gi = Fi + ΥMgΩF and
G ji = F
j
i , then one has the identity
ΥM f ◦gΩF = ΥMgΩF + ΥM fΩG , (1.4)
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which shows that (g, F) 7→ F + ΥMgΩF yields an action of G− on the space of
nonlinearities. Furthermore, given any natural regularisation ξε of ξ, one can find a
sequence of elements gε ∈ G− such that the solutions to
∂tuεi = Liu
ε
i + Fi(uε,∇uε, . . .) +
∑
j≤n
F ji (uε,∇uε, . . .)ξεj +
(
ΥMgεΩF
)
i(uε,∇uε, . . .) ,
(1.5)
subject to suitable initial condition uεi (0, ·) = uε,(0)i , converge to a limit u. (The
convergence takes place in probability in a space of Hölder continuous trajectories with
possible finite-time blow-up.) These limits have a restricted uniqueness property in the
sense that, for any other regularisation ξ˜ε of ξ one can find a sequence of elements
g˜ε ∈ G− such that the solutions to (1.5) with ξε replaced by ξ˜ε and gε replaced by g˜ε
converge to the same limit.
Remark 1.1 As in [BCCH17, Sec. 2.7], the initial condition uε,(0)i is dependent on ε
and taken of the form uε,(0) = v(0) + S−ε (ξ)(0, ·), where S−ε (ξ) is a stationary process
representing the rough part (i.e. the non function-valued part) of the solution. In
particular, it is in general not possible to choose as initial condition a deterministic
smooth function unless solutions themselves are function-valued in which case S−ε ≡
0. An interesting equation where this happens is the so-called Φ44−δ equation, see
[BCCH17, Sec. 2.8.2] and Sections 1.2.1 and C.2. For many interesting examples,
including generalised KPZ and generalised PAM, this issue is not apparent and the
initial condition can be chosen as any deterministic function (or even distribution) with
sufficient regularity. An exceptional case is Φ43 where S
−
ε , 0 but one can compensate
this by choosing v(0) appropriately, compare Section C.1.
Remark 1.2 Writing T− for the set of trees of negative degree associated to the class
of SPDEs under consideration (see Section 2.2.1 below), one can explicitly set X =
(VecT−)∗ ⊕ PL+ , ΩF = (0, F), and
Υ : (g, F) 7→
∑
τ∈T−
g(τ)
S(τ)Υ
F [τ] ,
where the space of nonlinearities PL+ , combinatorial factor S(τ) and evaluation map
ΥF are defined in [BCCH17, Sec. 2.7]. The action of G− on X is then given by
M f (g, F) = (ι−1( f ◦ ιg), F), where ι : (VecT−)∗ → G− is the natural identification
given by viewing elements of G− as characters on the free unital algebra generated by
T−.
We call a choice of (ξε, gε)ε>0 a renormalisation procedure and we consider two
such procedures to be equivalent if they yield the same limit process for any system of
SPDEs driven by ξε belonging to a suitable class of systems of the same form as the
original one. (See [BCCH17] for the definition of this class of equations given a ‘rule’
in the sense of [BHZ16].) Given two renormalisation procedures (ξε, gε) and (ξ˜ε, g˜ε),
it turns out that as a consequence of (1.4) it is always possible to find one single element
f ∈ G− such that (ξ˜ε, g˜ε) is equivalent to (ξε, f ◦ gε).
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At first sight, the natural generalisation of Stroock and Varadhan’s result for a
system of equations of the type (1.3) may be that the support of the solutions starting at
u coincides with the closure Ru of the set of all solutions to (1.3) with the ξj replaced
by smooth controls. A moment of thought reveals that this cannot be the case for the
simple reason that the formal expression (1.3) only determines a solution theory up to
a choice of renormalisation procedure and different renormalisation procedures may
produce solutions with different supports. This is already apparent in the case of SDEs
where an expression like
Ûx = V0(x) + Vi(x) ξi ,
(summation over repeated indices is implicit) may be interpreted either in the Itô sense
or in the Stratonovich sense, yielding solution theories with distinct supports in general.
It is also not difficult to see that in general one cannot hope to obtain the support
of (1.3) as the closure Rgu of the set of all solutions to (1.5) with the ξεj replaced by
smooth controls and gε replaced by some fixed element g of the renormalisation group.
Indeed, consider the system of SPDEs given by
∂tu = ∂2xu + ξ , ∂tv = ∂
2
xv + (∂xu)2 , (1.6)
for some smooth function F : Rm → Rm. The relevant part of the renormalisation
group for this equation is simply (R,+), with the renormalised equation being of the
form
∂tu = ∂2xu + ξ , ∂tv = ∂
2
xv +
((∂xu)2 − c) . (1.7)
For any fixed value of c, solutions to (1.7) with smooth ξ and vanishing initial condition
are such that v is bounded below by −ct. However, the solution to (1.6) should really
be interpreted as the limit as ε → 0 to the solution to (1.7) with ξ replaced by ξε and c
replaced by cε for a suitable choice of cε → +∞.
Furthermore, it was already remarked in [Hai13] (in a slightly different setting) that,
for any fixed smooth h, the solutions to
∂tu = ∂2xu + h + aε
−1 cos(εx) , ∂tv = ∂2xv + (∂xu)2 − c , (1.8)
converge as ε → 0 to those of
∂tu = ∂2xu + h , ∂tv = ∂
2
xv + (∂xu)2 − (c − c˜a2) ,
for some fixed positive constant c˜. In other words, it is possible to emulate a decrease
in the renormalisation constant c (but not an increase!) by adding a small (in a
distributional sense) highly oscillatory term to h. This suggests that the support of the
solution to (1.6) is given by the closure of the set of all solutions to
∂tu = ∂2xu + h , ∂tv = ∂
2
xv + (∂xu)2 − c , (1.9)
for any choice of smooth function h and any choice of constant c ∈ R. As a matter
of fact, by considering perturbations of h of the type (1.8), but with an additional
modulation of the highly oscillatory term, we will see in Theorem 1.11 below that,
whatever the choice of renormalisation procedure, solutions to (1.6) have full support,
so that this example exhibits some weak form of ‘hypoellipticity’.
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1.1 The main theorem
We consider subcritical SPDEs of the form (1.3) such that Assumptions 2 and 3 below
hold. Subcriticality ensures that one can construct a problem dependent regularity
structure as in [BHZ16], and Assumptions 2 and 3 guarantee by [CH16, Thm. 2.33]
the convergence of the sequence of admissible models Zˆε to a random limit model Zˆ ,
where Zˆε denotes the renormalised canonical lift of the regularised noise ξε , see
Section 2.2.2. Furthermore, we can only expect a support theorem to hold if the
integration kernels associated to our equations are homogeneous on small scales, and in
order to not overcomplicate the presentation, we assume that our Green’s functions are
self-similar under rescaling, compare Assumption 4. For convenience we also restrict
to the case of independent (space or space-time) Gaussian white noises ξi (but compare
Remark 2.5). Our assumptions ensure that equation (1.3) can be lifted to an abstract
fixed point problem as in [Hai14, Thm. 7.8]. Finally, we need a technical assumption
on the trees that appear in our regularity structure, which for ease of this introduction
we will not comment on and instead refer the interested reader to Assumptions 5 and 6
in Section 2.5.
Under Assumptions 2–6 we will show a support theorem for random models, see
Theorem 3.13. Using the stability of the support under continuousmaps (modulo taking
closures, compare Lemma 3.12) this implies immediately a support theorem for any
continuous transformation of the model.
However, we would like to formulate our main results at the level of the equation
rather than the model. For this it is convenient to be in the slightly more restrictive
setting of [BCCH17], which guarantees in particular that the reconstructed solution to
the abstract fixed point problem for Zˆε satisfies the regularised and renormalised SPDE
(1.5). We thus assume for the sake of the main results, Theorems 1.3 and 1.4, that the
full assumptions of [BCCH17] are satisfied.
Assumption 1 We assume that in addition to Assumptions 2–6 one has that [BCCH17,
Eqn, 2.4, Ass. 2.4, Ass. 2.6, Ass. 2.10] are satisfied.
Ourmain result then is a support theorem for u in any spaceX=
⊕
i Xi such that the
solution operator (mapping the space of admissible models for the regularity structure
T into X) is continuous. For instance, one could define the space Xi as a version of
the usual Hölder spaces allowing for finite time blow up as in [BCCH17]. In situations
where we know a priori that the solution survives until timeT > 0 almost surely, one can
take alternatively for Xi the usual Hölder-Besov space C
− |s |2 +βi−κ
sΛ ((0,T) × Te). (Here
βi > 0 and the scaling sΛ : {0, . . . , e} → N are determined by the linear part ∂t −Li
of our equations, see Assumption 4. The statement holds for any κ > 0.) The main
theorem of this article is the following description of the topological support of u.
Theorem 1.3 Under Assumption 1, let uε denote the classical solutions to the regu-
larised and renormalised equation (1.5) with noise ξε and renormalisation constants
cετ = h ◦ gε(τ), and let u := limε→0 uε . Then, one has the identity
supp u =
⋂
ε>0
⋃
δ<ε
supp uδ
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in X.
Theorem 1.3 is a direct consequence of a support theorem for random models,
Theorem 3.13, and the continuity of the solution operator. It will become clear from
our proof that for a “tweaked” choice of renormalisation constants c˜ετ = kε ◦ h ◦ gε(τ)
with kε → 1∗ as ε → 0 one can show that, denoting by u˜ε the classical solution to the
system (1.3) with renormalisation constants c˜ε , one still has u˜ε → u in probability in
X, but one has the stronger statement
supp u˜ε ⊆ supp u
for any ε > 0.
We also have a characterisation of the support in the spirit of Stroock andVaradhan’s
support theorem for SDEs [SV72]. The “correct” way to resolve the issue of divergent
renormalisation constants in such a description turns out to be the following.
Theorem 1.4 Under Assumption 1, let h ∈ G− and u be as in Theorem 1.3. There
exists a Lie subgroup H ⊆ G− of the renormalisation group and a character f ∈ G−
independent of the choice of h in Theorem 1.3 such that the following holds. The support
supp u is given by the closure of all solutions ϕ to
∂tϕi = Liϕi + Fi(ϕ,∇ϕ, . . .) +
∑
j≤n
F ji (ϕ,∇ϕ, . . .)ψj +
(
Υik
)(ϕ,∇ϕ, . . .) , (1.10)
for any character k ∈ h◦ f ◦H, initial condition ϕ(0, ·) ∈ Φk0 1, and smooth deterministic
functions ψj , j = 1, . . . , n (depending only on space if ξj is purely spatial white-noise).
Here we write Υik := (ΥMkΩF )i for simplicity.
Theorem 1.4 follows from Proposition 3.7 below, the properties of the shift operator,
Theorem 2.4, and the continuity of the solution operator. The Lie subgroupH is given
as the annihilator of a finite number of linear “constraints” between the renormalisation
constants. We refer the reader to Definition 3.3 for a precise definition. The tweaking
by f is necessary, since the BPHZ characters only respect these constraints up to order
1 (a by-product of the fact that we use truncated integration kernels for its definition.)
Remark 1.5 In case that we are in a situation in which we are allowed to choose the
initial condition uε,(0) = v(0) deterministically and independent of ε, the initial condition
of the control problem (1.10) has to coincide with this choice, so that we have to set
Φk0 = {v(0)}.
In order to cover also the case that the initial condition uε,(0) is a perturbation
to S−ε (ξ)(0, ·), compare Remark 1.1, we make use of the fact that S−ε can be written
as an explicit continuous function of the model Zˆε , compare [BCCH17, Prop. 6.22,
Eqn. 6.10]. In the notation of that paper we define Φk0 as the set of all functions of
the form v(0) + (RZPZU˜)(0, ·) ∈ (C∞(Te))m where Z is a renormalised canonical
lift Z = RkZc(ψ) with ψ ∈ C∞c (Λ)n. (The fact that we can choose the Cameron-
Martin function ψ independent of the ψ appearing in (1.10) comes from the fact that
1See Remark 1.5 below for the definition of this set.
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(RZPZU˜)(0, ·) only depends on the value of ψ on negative times, while in the equation
(1.10) only the behaviour of ψ for positive times matters.)
Remark 1.6 It suffices to prove Theorems 1.3 and 1.4 for h = 1∗. This follows, since
by [BCCH17, Thm. 2.13] there exists a action (F, h) 7→ h ◦ F of the renormalisation
group G− onto the collection of vector fields F = (Fi), which leaves the class of vector
fields consider in [BCCH17] invariant, and is such that Fi +Υi(h ◦ g) = h ◦ Fi +Υig for
any h, g ∈ G−. Therefore, changing renormalisation can simply be viewed as changing
the non-linearity.
Remark 1.7 The set f ◦ H used in Theorem 1.4 is in some sense the largest set of
characters such that we can guarantee that the solution to (1.10) is element of the support
of u. In many situations we know a-priori that there exists a smooth approximation
ξε = ξ ? ρε as above with the property that the BPHZ characters gε take values in a
fixed subset K ⊆ f ◦H. In this case, combining Theorem 1.3 and Theorem 1.4 implies
that the support supp u is given by the closure of the set of all solutions to the control
problem (1.10) with k ∈ K .
1.2 Applications
1.2.1 The Φp
d
equation
The Φp
d
equation formally is given by
∂tu = ∆u +
∑
1≤k≤p−1
akuk + ξ (1.11)
with space-time white-noise ξ on D = R × Td . This equation is subcritical in the
sense of [Hai14, BHZ16] provided that p < 2d/(d − 2). As pointed out above, in a
formal sense, one can also consider (1.11) in dimension ‘d−ε’, either by replacing ∆ by
−(−∆)1+ε or by convolving ξ with a slightly regularising Riesz kernel. We will restrict
ourselves here to the cases d = 2 and p even, d = 3 and p = 4, as well as d = 4 − ε
and p = 4. We denote by ‘the’ solution to (1.11) the BPHZ solution in the sense of
[BHZ16, CH16] for any fixed truncation K of the heat kernel. All statements below are
independent of the choice of cutoff.
Note that in dimension d = 2 Assumption 6 below is violated, but as pointed out in
Remark 2.22, Assumption 6 can be replaced by Assumptions 7 and 8, which are trivially
true in this case (one has J := {0} and H= G−). In dimension d = 3 all assumptions
are satisfied. However, the ‘black-box’ theorem of [BCCH17] only allows us to start
the approximate equation at a perturbation of S−ε (ξ)(0, ·), compare Remark 1.1 (in this
case S−ε (ξ)(0, ·) is in law a smooth approximation to the Gaussian free field). As was
already noticed in [Hai14, Sec. 9.4], this issue can be circumvented, but this requires
to work with a model topology which is slightly stronger than the usual one. We show
in Section C.1 that the support theorem still holds for this topology. If we emulate
dimension d = 4 − ε by slightly regularising the noises, then our assumptions on the
noises are violated (since they are no longer white), but it is again possible to resolve
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this issue, see Section C.2. We will be interested in showing ergodicity of (1.11), so
that we will always assume that ap−1 < 0. Under this condition, we have the following
consequence of Theorem 1.4.
Theorem 1.8 Let u0 ∈ Cη(T3), where η > − 23 if d = 2, 3 and η > −(ε∧ 23 ) if d = 4−ε.
Let u denote the solution to theΦp
d
equation with the combinations of p and d mentioned
above, with initial condition u0 +S−(ξ)(0, ·) (in the sense of Remark 1.1). Then for any
T > 0 u has full support in Cαs ((0,T) × Td) for α = 2−d2 − κ for any κ > 0.
For d = 2, 3, let α as above and consider the solution u with fixed initial condition
u0 ∈ Cη(T3) for some η ∈ (− 23, α]. Then, u has support in C([0,T], Cη(Td)) given by
all functions with value u0 at time 0.
Proof. Global existence for these equation was shown in [TW18] in d = 2 and [MW17,
MW18] in d = 3. For d = 4 − ε it will be a consequence of a forthcoming paper
[CMW19]. The first statement then follows directly from Theorem 1.4, which shows
that any trajectory can be realised since the equation is driven by additive noise.
The second statement does not follow immediately since the topology of our model
space is too weak for the solution map to be continuous as a map with values in
C([0,T], Cη(Td)). We show in Section C.1 below that one can endow it with a slightly
stronger topology in such a way that the solution map becomes continuous and our
support theorem still holds.
A particular application of our support theorem in dimension d ≤ 3 is to the
uniqueness of the invariant measure and exponential convergence to this measure.
Corollary 1.9 Assume that p, d ≤ 3 and ap−1 are as above. Then the Φpd equation
admits a unique invariant measure µ on Cα(Td).
Moreover, if p ≥ 4, then we have uniform exponential convergence of the dynamical
model to the invariant measure in the following sense. Let u the solution starting from
u0 as in Theorem 1.8. Then
‖P∗u(t) − µ‖TV ≤ 1 ∧ C exp(−λt) , (1.12)
for some C, λ > 0, uniformly over t ≥ 0 and u0 ∈ Cα(Td).
Proof. It follows from Doeblin’s theorem (see for instance [Hai16a, Thm. 3.6] with
V = 0) that it suffices to show that for some t > 0 one has2
‖(uvt )∗P − (uwt )∗P‖TV ≤ 1 − δ (1.13)
for some δ > 0 and all v,w ∈ Cα(Td). Here uv denotes the solution to (1.11) with
initial condition v.
As a consequence of the “coming down from infinity” property, see [TW18,
Eq. 3.24] for d = 2, [MW17, Eq. 1.27] for d = 3 (see also [MW18]), there exists
a compact set K ⊆ Cα(Td) such that
inf
v∈Cα (Td )
P[uv1 ∈ K] ≥
1
2
.
2We normalise the total variation norm so that mutually singular probability measures have distance 1.
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By the strong Feller property for Φp
d
shown in [HM18] (see also [TW18] for d = 2),
the transition probabilities are continuous in the total variation norm, so that for some
ε > 0 one has
‖(uvt )∗P − (uwt )∗P‖TV ≤
1
2
for any v, w in the centred ε-ball Bε in Cα(Td). Again by continuity of the transition
probabilities and compactness of K the infimum
ρ := inf
v∈K P[u
v
1 ∈ Bε]
is attained for some v¯ ∈ K and, by Theorem 1.8, one has ρ > 0. It follows that (1.13)
holds for t = 3 with δ = 14 ρ.
Remark 1.10 We have to restrict to d ≤ 3 in Corollary 1.9 since it is not known that
the solution to Φ44−ε is a Markov process (although it is expected). Actually, at the
current state it is even unclear if one can start the equation at a fixed deterministic initial
condition (compare Remark 1.1 for a discussion of this issue) or evaluate the solution
at a fixed positive time.
1.2.2 The generalised KPZ equation
A natural analogue to the class of SDEs (1.1) is given by the class of stochastic PDEs
recently studied in [Hai16b, BGHZ19] that can formally be written as
∂tu = ∂2xu + Γ(u)(∂xu, ∂xu) + h(u) +
m∑
i=1
σi(u) ξi , (1.14)
where u : R+ × S1 → Rn, the ξi denote independent space-time white noises, h : Rn →
Rn and σi : Rn → Rn are smooth functions and Γ is a smooth map from Rn into
the space of symmetric bilinear maps Rn × Rn → Rn. This should be viewed as a
connection on Rn, which is why we use the customary symbol Γ for it, and it gives rise
to a notion of covariant differentiation:
(∇XY )i(u) = X j(u)∂jY i(u) + Γij,k(u)X j(u)Y k(u) , (1.15)
for any two smooth vector fields X,Y : Rn → Rn.
One problem when trying to even guess the form of a support theorem for an
equation like (1.14) is that there is typically no canonical notion of solution associated
to it. Instead, one has a whole family of solution theories that can be parametrised by
a renormalisation group R. This already happens for SDEs where one has a natural
one-parameter family of solution theories which include solutions in the sense of Itô,
Stratonovich, backwards Itô, etc, so that R = (R,+) in this case. While R is always
a finite-dimensional Lie group, it can be quite large in general: even after taking the
x ↔ −x symmetry and the fact that the noises ξi are Gaussian and i.i.d. into account,
one has R = (R54,+) in the case of (1.14) (at least for n large enough, see [BGHZ19,
Prop. 6.8]). Furthermore, there is typically no naïve analogue of the Wong-Zakai
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theorem: if one simply replaces ξ by a mollified version ξ(ε), the resulting sequence of
solutions u(ε) typically fails to converge to any limit whatsoever. Instead, one needs to
modify the right-hand side of the equation in an ε-dependent way in order to obtain a
well-defined limit.
In some cases, imposing additional desirable properties on the solution theory
results in a reduction of the number of degrees of freedom, but still leads to mollifier-
dependent counterterms. For example, it is shown in [BGHZ19] that (1.14) admits a
natural one-parameter family of solution theories, all of them which satisfy all of the
following properties simultaneously:
• The usual chain rule holds in the sense that, if u solves (1.14) and v = φ(u) for
some diffeomorphism φ : Rn → Rn, then v solves the equation obtained from
(1.14) by formally performing the corresponding change of variables as if the
ξi were smooth. (This is analogous to the property of Stratonovich solutions to
SDEs.)
• If {σ˜j}m˜j=1 is a collection of smooth vector fields on Rn such that
m∑
i=1
σi(u) ⊗ σi(u) =
m˜∑
j=1
σ˜j(u) ⊗ σ˜j(u) ,
then the solution to (1.14) is identical in law to the solution with the σi replaced
by the σ˜i . (This is analogous to the property of Itô solutions to SDEs.)
• Given (1.14), there exists a collection of 13 vector fields Wi on Rd such that,
for any mollifier ρ, there exist constants c(ε)i such that, setting ξ
(ε)
i = ρε ? ξε ,
solutions to (1.14) are given by u = limε→0 uε with
∂tuε = ∂2xuε+Γ(uε)(∂xuε, ∂xuε)+h(uε)+
m∑
i=1
σi(uε) ξi−
13∑
j=1
c(ε)j Wj(uε) . (1.16)
Furthermore, the Wj are such that, for every u? ∈ Rn such that Γ(u?) = 0 and
Dσi(u?) = 0 (for i > 0), one hasWj(u?) = 0 for every j.
Given (1.14), we then define a number of auxiliary vector fields. First, for µ, ν =
1, . . . ,m, we set
Xµν(u) = (∇σµσν)(u) ,
and we also write V? for the vector field HΓ,σ defined in [BGHZ19, Eq. 1.9]. We then
use the Xµν to define two additional vector fields as follows:
V = Xµµ , Vˆ = ∇Xµν Xµν ,
with implied summation over repeated indices.
As already mentioned above, this class of equations admits a one-parameter canoni-
cal family of solution theories that combine the formal properties of both ‘Stratonovich’
and ‘Itô’ solutions. We fix once and for all one of these solution theories and call it
henceforth ‘the’ solution to (1.14). Again, our statement is independent of the precise
choice of solution theory as long as it belongs to the canonical family. (Actually, this
can be further weakened, see Section C.3.) Under the assumption that Γ, h and σ
are smooth functions, we have the following result, the proof of which is postponed to
Section C.3.
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Theorem 1.11 Let u be the solution to (1.14) with deterministic initial condition u(0) =
u0 ∈ Cα(T) for some α ∈ (0, 12 ). Then, there exists a constant c such that the support
of the law of u in Cα(R+ × T) is given by the closure of all solutions to
∂tui = ∂2xu
i + Γij,k(u)∂xu j∂xuk + hi(u) (1.17)
+ cˆVˆ i(u) + K?V i?(u) + KV i(u) + σiµ(u)ηµ
for arbitrary smooth controls ηµ and arbitrary constants K,K?.
Remark 1.12 The appearance of the additional constants Ki and cˆ in (1.17) may seem
strange at first, although we have of course already seen in the discussion preceding
(1.9) that one cannot expect to obtain the support of u by simply replacing noises by
smooth controls in (1.17).
Remark 1.13 At this stage, we do not know whether one actually has cˆ = 0 (which
would be natural) or whether the description given above even depends on the value of
cˆ. We do however know that both terms V? and V are required for the result to hold, as
follows from the example
∂tu1 = ∂2xu1 + ξ , ∂tu2 = ∂
2
xu2 + (∂xu1)2 , ∂tu3 = ∂2xu3 + (∂xu2)2 ,
with u(0) = 0 say. In this case, V ∝ (0, 1, 0) and V? ∝ (0, 0, 1), so that Theorem 1.11
(when combined with Lemma C.1 below) shows that the law of u has full support, while
we would have u2(t) ≥ C2t, u3(t) ≥ C3t if we placed some constraints on the possible
values of K? and K .
1.3 Outline
All equations in our setting can be lifted to abstract fixed point problems [Hai14,
Thm. 7.8] in a problem dependent regularity structure T. Exploiting the continuity
of the solution map (mapping the space of admissible models M0, see Section 2.2.1,
continuously into some solution space X), we can redirect our focus towards showing
Theorem 3.13, which gives a characterisation of the topological support of random
models in complete analogy with Theorem 1.3. We are interested in random models
Zˆ obtained as the limit of a sequence of smooth random models Zˆ = limε→0 Zˆε . The
upper bound for the support of Zˆ then follows from elementary probability theory
arguments. The basic idea to show the lower bound is to fix a deterministic model Z
(for which we want to show Z ∈ supp Zˆ) and to construct a sequence of “shifts” ξ + ζδ
of the underlying Gaussian noise ξ by a smooth random function ζδ = ζδ(ξ) such that
the “shifted model” Zˆδ , formally given by Zˆδ(ξ) = Zˆ(ξ + ζδ), converges to Z almost
surely as δ → 0. Since supp Zˆδ ⊆ supp Zˆ for any δ > 0 and supp Zˆ is closed, this
shows that Z ∈ supp Zˆ .
We want to consider random shifts for reasons outlined in detail below (most
crucially, our shifted noises are still of the type considered [CH16]). It is then not
even clear a priori what we mean by “shifted model”, since the law of ξ + ζδ(ξ) is not
necessarily absolutely continuous with respect to the law of ξ, so that simply evaluating
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the random limit model Zˆ at ξ + ζδ(ξ) is in general not well-defined. Instead we rely on
a purely analytic shift operator Tf (Theorem 2.4, see also [HM18, Thm. 3.1]), acting
continuously on the space of admissible models and satisfying Zˆ(ξ + f ) = Tf Zˆ(ξ) for
deterministic, smooth, compactly supported functions f (in which case Zˆ(ξ+ f ) is well-
defined by the Cameron-Martin theorem), and we call Zˆδ(ξ) := Tζδ (ξ) Zˆ(ξ) the shifted
model. From the deterministic continuity of the shift operator we infer in particular
that any shift maps the support of Zˆ into itself (this also works for random shifts, see
Lemma 3.11), so that we are left to find the set of models Z for which a shift as above
can be constructed.
For the type of statement we are looking for, it suffices to consider models Z
of the form Z = RhZc( f ) for some tuple of smooth functions f = ( fi)i≤m, where
fi ∈ C∞c (R × Te) for any i ≤ m, and some character h in the renormalisation group
G−. (See Section 2.2 for the notation used here; f 7→ Zc( f ) denotes the canonical lift,
R : G− ×M0 → M0 denotes the action of the renormalisation group onto the set of
admissible models.) In fact, since the shift operator commutes with the action of the
renormalisation group (Theorem 2.4), it suffices to consider f = 0 in the sense that we
aim to find a set H ⊆ G− which is as large as possible such that for any h ∈ H one can
find a sequence of smooth random shifts ζδ such that
lim
δ→0
Tζδ Zˆ(ξ) = RhZc(0) , (1.18)
where the limit is taken in the sense of convergence in probability in the space ofmodels.
Actually, since our proof draws on the results of [CH16], we will automatically have
convergence in Lp for any p ≥ 1.
Since the limit we aim for as δ → 0 is deterministic, we are left to choose ζδ in
such a way that the variance of the models goes to zero, while the expected value has
the correct behaviour in the limit. The first point is ensured if ξ + ζδ → 0 in a strong
enough sense, which will be formalised in Definition 2.13. Note that the space of
noises introduced there is a subset of the one used in [CH16], and our distance (2.20)
is stronger, see Lemma 2.18. Our noises always live in a fixed inhomogeneous Wiener
chaos with respect to some fixed Gaussian noise, which in particular allows us to work
with a linear space of noises and our distance is an actual norm on this space. The main
issue is then to obtain (3.6), namely to “control” the expected value Υˆδτ := ETζδ Πˆξτ(0)
of the finite number of trees T− of negative homogeneity, so that in the limit δ → 0
they equal h(τ). Here Πˆξ denotes the renormalised canonical lift of ξ and Tζδ is as
above the shift operator acting on the space of admissible models.
These two properties are obviously necessary for the convergence (1.18) in L2 in
the space of models. To see this, note that if we write Πg for the modelRgZc(0), then
one has Πgτ(0) = g(τ) for any τ ∈ T−. With a bit more effort (Proposition 3.19) it is
possible to see that they are also sufficient. At this stage there are two main problems
left to be solved, which we address respectively in Sections 4 and 5.
1. What is the set H of characters h such that we can find a shift ζδ as above? In
particular, we have to show that this set is large enough to “almost” contain the
BPHZ character gε (up to an o(1) tweaking, see the remark below Theorem 1.3
or the second statement of Theorem 3.13).
2. Given h ∈ H, how does one construct a shift ζδ such that ξ + ζδ → 0 inM0 and
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such that limδ→0 ETζδ Πˆξτ(0) = h(τ) for every τ ∈ T−?
Let us first discuss the second question, since our solution to this problem motivates the
choice of H. It is natural to make the ansatz ζδ = −ξδ + kδ , see Section 5.1, where ξδ
is a smooth approximation of ξ at scale δ and kδ is a random, centred, stationary, and
smooth function living only on high frequencies, or equivalently on small scales (think
of scales much smaller than δ). The last property will ensure weak convergence of kδ
to 0 as δ → 0. If we simply chose kδ = 0, then the quantity Υˆδτ of some fixed tree
τ ∈ T− would in general blow blow up, as shown in the following example.
Example 1.14 Consider the ‘cherry’ τ = appearing in the regularity structure
associated to the Φ43 equation. Using the fact that by definition of the BPHZ character
one has EΠˆξ (0) = 0, one has
Υˆδ = −2
δ
+
δ δ
' −δ−1. (1.19)
Herewe use Feynman diagrams on the right-hand side to encode real constants. Straight
lines should be though of as the heat kernel, dotted lines as the δ0-distribution and wavy
lines as an approximation to δ0 at scale δ > 0.
To see how a “high frequency perturbation” can solve this issue, consider adding a
term of the form kδ = aδξλ with λ = λδ  δ and aδ ∈ R. Similar to (1.19) one obtains
Υˆδ = −2
δ
+
δ δ
+ 2aδ
λ
− 2aδ
λ δ
+ (aδ)2
λ λ
' −2δ−1 + δ−1 + 2aδλ−1 − 2aδδ−1 + (aδ)2λ−1.
Fix now a number h( ) ∈ R. Then provided λ  δ one can find aδ such that
Υˆδ = h( ). To see this, observe that in the regime λ  δ and aδ  1 one has
δ−1  λ−1 and (aδ)2  aδ , so that the third term above dominates all other terms, and
one can solve the fixed point problem
aδ =
1
2
( λ )−1 (h( ) + 2 δ − δ δ + 2aδ λ δ − (aδ)2 λ λ ) .
Remark 1.15 In the above example the term that ended up dominating the quantity
Υˆδ was the tree inwhich exactly onewhite noisewas replaced by the highly oscillating
perturbation kδ , while all other noises remained white. We will tailor our shift so that
the trees with this property will always represent the dominating part, see Sections 5.2
and 5.4, in particular Lemma 5.13 and Lemma 5.20.
This strategy is complicated by two hurdles. Firstly, one has to control various trees
simultaneously, and it is a priori not clear that a perturbation designed to control one
tree does not destroy the desired expected value of another. Indeed, it is not hard to see
that with our strategy we are in general not able to control all trees τ ∈ T− at the same
time to arbitrary values h(τ), but we have to respect certain linear constraints between
them. See Examples 4.2–4.5 for examples of such linear constrains in the context of
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various interesting SPDEs. (It is a crucial insight that these constraints are “almost”
satisfied by the BPHZ character, see the outline below and Assumption 8.)
The second problem comes from the fact that we also have to bound the expected
values of treeswithmore than two leaves. If one tries to use high frequency perturbations
which are Gaussian, then in general trees with one white noise replaced by such a
perturbation would not dominate the expression Υˆδτ. There are even trees for which
these expressions vanish identically for any Gaussian shift ζδ . An example is the tree
from the Φ52 equation, for which we obtain (in case of a Gaussian shift ζδ)
Υˆδ = Υˆδen
(
4 +
)
. (1.20)
Here, red nodes are new noise types and should be thought of as placeholders for the shift
ζδ . Formally, the trees on the right-hand side of (1.20), which we call “shifted trees”, are
elements of an enlarged regularity structure T, see Section 5.1. The renormalisation
group G− acts naturally onTby only considering contractions of original trees. In this
way one can build for any ε, δ > 0 a “renormalised” model Πˆξε,ζδen , which converges in
the limit ε → 0 to a model Πˆξ,ζδen , and we introduce the notation Υˆδenτ := EΠˆξ,ζδen τ(0).
(Note that Πˆξ,ζδen is very different from the BPHZ renormalisation Πˆξε,ζδ on the large
regularity structure, in which case these quantities would vanish by definition of the
BPHZ character.) We will construct in Definition 5.3 a shift operator S : T→ T,
formally given by replacing blue nodes with red nodes in all possible ways, and we will
show in Lemma 5.5 that Υˆδ = ΥˆδenS .
In the above example Υˆδen vanishes on any “shifted” tree which does not appear on
the right-hand side of (1.20). To clarify why, let us write Υε,δen τ := EΠξε,ζδ τ(0), where
Πξε,ζδ denotes the canonical lift of (ξε, ζδ) (think of ε  δ) to a model in the enlarged
regularity structure. Using Lemma 5.4 one can show that
Υˆδen = lim
ε→0
(
Υε,δen − 3Υε,δen Υε,δen
)
= 0. (1.21)
The second identity in (1.21) only holds if ζδ is Gaussian in general. This can be seen
by using Wick’s rule of calculating the expected values of all trees involved, which
shows that it identically vanishes for any fixed ε > 0. Note also that the renormalisation
constant of this tree vanishes identically, i.e. one has gη( ) = 0 for any smooth
Gaussian noises η and the BPHZ character gη , but the expectation after shifting the
noise does not vanish and with the choice ζδ = −ξδ would blow up as δ→ 0.
One could now try to use shifted trees with more than one shifted noise to dominate
the expression, which however leads to two issues which seem difficult to resolve. First,
in general it would now be subtrees of τ that dominate the behaviour of the shifted
tree (in the example above, it would be ), and one may see constraints between these
trees. Contrary to the constraints we end up with, such constraints (between trees of
different homogeneity with different number of leaves) are not seen at the level of the
BPHZ characters. Second, while the equation we needed to solve above for was a
perturbation of a linear equation, we would now have to solve a polynomial equation,
which introduces non-linear constraints (for example (aδ)2 is always positive) and it is
not clear if these polynomial equation can be solved (to worsen the matter, recall that
we need to control various trees simultaneously, so that we end up with a system of
polynomial equations).
15
Outline 1.3
We opt for a different way. We introduce a shift kδ such that trees with one noise
replaced by a shifted noise gives a non-vanishing contribution. We ensure this by
choosing kδ such that the cumulant of (kδ, ξ, . . . , ξ), with m(τ) := #L(τ) − 1 instances
of white noise ξ, does not vanish. The easiest way to guarantee this is to choose kδ in
the m(τ)-th homogeneous Wiener chaos with respect to ξ.
Example 1.16 Consider the tree τ = from the generalised KPZ equation, where
we draw and to distinguish two different (hence independent) noise types. In this
case we would choose our shift
kδ := aδ J[ , , ]( ) ,
where ∈ C¯∞c (D¯ × D¯3) is a suggestive way to write a kernel of the form
(x; x1, x2, x3) = K(x − x1)K(x − x2)K(x − x3)
for some kernels K,K,K ∈ C∞c (D¯), and J[ , , ] denotes a third order stochastic
integral with respect to the joint law of (ξ , ξ ), see (2.8). One then has the following
graphical representation
Υˆδen = a
δ + aδ . (1.22)
(Here, a dark red node represents an instance of kδ .) We would now rescale the
kernels K,K,K to a scale λ = λδ  δ at a homogeneity α which is determined by the
homogeneity | |s = −κ and m( ) = 3, see (5.10).
The strategy outlined above is implemented in Section 5 as follows. In Section 5.1
we construct an enlarged regularity structure, containing additional noise types (5.2),
large enough to be able to represent the regularised noise ξδ
Ξ
(for any noise type Ξ)
and the highly oscillating perturbation kδ(Ξ,τ) (for any tree τ and noise type Ξ ∈ t(L(τ))
appearing in τ). We will define the enlarged regularity structure T via an enlarged
rule R (5.3), and we construct the shift operator S : T→ T in Definition 5.3. We
determine the set of treesS ↑[τ] in the image of the shift operator which will dominate
the expected value in Definition 5.6. In Section 5.2 we construct in (5.15) a “highly
oscillating perturbation” ηδ(Ξ,τ) in the m(τ)-th Wiener chaos for any tree τ ∈ T− (see
below for the definition of T− ⊆ T−) and any Ξ ∈ t(L(τ)). The kernel Kδ(Ξ,τ) (with
respect to Gaussian integration) of this perturbation will be a rescaled version of a
fixed kernel Φ(Ξ,τ), see (5.9), at a homogeneity α(Ξ,τ), see (5.10), to a scale λδτ (we will
discuss shortly the choice of these scales). The kernels Φ(Ξ,τ) will be chosen along the
lines of Example 1.16 above (there is a slight subtlety here in case of log-divergencies,
see Example 5.10 below, which we ignore for the sake of this introduction).
A key result is Lemma 5.13 which determines the behaviour of the “dominating”
trees τ˜ ∈ S ↑[τ]. It will be useful to introduce the function Fτ(a, λ) := Υˆδτ for τ ∈ T−,
see (5.21), where a = aδτ and λ = λδτ , τ ∈ T−. In Proposition 5.22 in Section 5.4
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we will then, for fixed λ, recast the equation Fτ(a, λ) = h(τ) for τ ∈ T− into a fixed
point problem for a. This problem will be a small perturbation of a solvable linear
problem (linear because of the definition of kδ , solvable thanks to Lemma 5.13, small
perturbation thanks to Lemma 5.20) which is therefore straightforward to solve. The
tricky issue is that in order for Lemma 5.20 to hold one needs to choose the scales λδτ
carefully. In Section 5.3 we will determine an order ≤ on the set of trees T−, and we
will choose the scales such that λδτ  λδτ˜ whenever τ, τ˜ ∈ T− with τ ≤ τ˜. To formalise
this idea, we introduce in Definition 5.17 the notion of an attainable statement, and we
show at the end of Section 5.4 that the necessary bound of Lemma 5.20 is attainable in
this sense.
We now outline how we will address the first point above, i.e. how to define the set
H, which we will do in Section 4. Every tree τ ∈ T can be mapped onto a function
Kτ : RL(τ) → R, see (3.1). One should think of Kτ as the function obtained by
anchoring the root to the origin and integrating out all other vertices, except for the
leaves.
Example 1.17 In the case of the Φ43 equation, one has for instance(
K
)
(x1, . . . , x4) =
∫
dyK(x1)K(y)K(x2 − y)K(x3 − y)K(x4 − y),
where we identify the set of leaves L( ) ' {1, 2, 3, 4} with ‘1’ denoting the leaf directly
attached to the root, and where K denotes a truncation of the heat kernel.
Denote now by Kˆτ the function defined in same way, but with K replaced by the
actual (i.e. not truncated) heat kernel Kˆ (we will later write KKˆτ for this). It is a
priori not clear that these integrals are well-defined on large scales, but we will show
in Theorem 4.17 that at least for trees τ of non-positive homogeneity this is always the
case. Let us furthermore write Ksymτ and Kˆsymτ for the kernels obtained from Kτ
and Kˆτ by symmetrisation under spatial reflections (t, x) 7→ (t,−x) and permutation
of the variables. (If τ contains more than one noise type, one should only symmetrise
variables corresponding to the same noise type.)
From the discussion above, it is clear that we cannot hope to control two trees τ, τ˜
independently if Kˆsymτ and Kˆsymτ˜ are linearly dependent. To make this more clear,
consider the following example.
Example 1.18 Continuing Example 1.16, one has
Υˆδen = 2aδ
∫
dx1 · · · dx4
(
Ksym
)
(x1, . . . , x4) (x3; x1, x2, x4) . (1.23)
where we identify the leaves of τ := with {1, 2, 3, 4} from left to right. Since one
should think of as being rescaled to scales λ  δ, only the small scale behaviour
ofKsymτ matters, which is (essentially) the behaviour of the self-similar kernel Kˆsymτ.
(The last statement is justified by Lemma5.13, wherewe show that the difference between
(1.23) with Ksym and Kˆsym vanishes in the limit δ → 0.) It follows that if τ˜ ∈ T− is
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another tree carrying the same noise types as τ and such that Kˆsymτ˜ = cKˆsymτ for
some c ∈ R, then the shifted trees which are dominating (i.e. elements of S ↑[τ] and
S ↑[τ˜]) satisfy the same linear relation in the limit δ→ 0.
Motivated by this example, we introduce in Definition 3.3 an idealJ⊂ T− generated
by linear combination of trees σ ∈ T carrying the same noise types and such that
Kˆsymσ = 0. Here we introduce the notation T− for the free, unital, commutative
algebra generated by T−. We recall at this point [BHZ16] that T− is naturally endowed
with a Hopf algebra structure with coproduct ∆− (the character group of T− is precisely
the renormalisation group G− already mentioned above), see Section 2.2.1 for details
and precise references.
We show in Section 4 that J is a Hopf ideal, see Assumption 7. The crucial impli-
cation is that its annihilatorH is a Lie subgroup of G−. We show further Assumption 8,
which states that the BPHZ character gε of the regularised noise ξε “almost” belongs to
this group, in the sense that one has gε ∈ f ε ◦H, for a sequence of characters f ε ∈ G−
which converges to a finite limit f ξ as ε → 0. It is crucial to note that we show this
also for a class of non-Gaussian approximations ξε which is rich enough to contain
the shift ζδ . Assumption 8 finally justifies the assertion made above that gε “almost”
satisfies the linear constraints. (In a perfect world, gε would satisfy these constraints
precisely. The discrepancy stems from the fact that we use truncated kernels to define
gε .) Moreover, we have identified that the set H ⊆ G− for which we can construct a
shift as above is equal to the coset f ξ ◦H. It may be useful to observe that while the
character f ξ is not uniquely defined, the coset f ξ ◦H is unique.
Section 4 shows that a under a technical Assumption 6 the Assumptions 7 and 8
always hold. The latter two are formulated as assumptions (rather then theorems), since
there are a range of interesting equations in which Assumption 6 is violated, while
one can simply show Assumptions 7 and 8 by hand. The general proof, assuming
Assumption 6 and given in Section 4, is motivated and outlined at the beginning of this
section.
We are left to link the two constructions outlined above. In Definition 3.17 we will
define a set T− ⊆ T− which is a maximal set with the property that VecT− and J are
linearly independent (in other words, one has Alg(T−) ⊕ J = T− where ⊕ denotes the
direct sum of vector spaces). For any fixed character h ∈ f ξ ◦Hwe will tailor a shift
of the noise in Section 5 (see outline above) such that Υˆδτ → h(τ) as δ → 0 for any
τ ∈ T−. Using the fact that VecT− has a complement in VecT− which is a subset of the
idealJ, we will show in Proposition 3.19 that the sequence of shifted models converge
toRhZc(0) almost surely, which shows in particular that
{RhZc( f ) : h ∈ f ξ ◦H, f ∈ C∞c } ⊆ supp Zˆ .
Philosophically, Proposition 3.19 fills in the “gap” between T− and T−, in the sense
that we do not need any a priori information how the shifted models behaves on trees
τ ∈ T−\T−. This step relies of course on the relation between the set T− and the ideal
J, and the fact that we choose h ∈ f ξ ◦ H, where H is the annihilator of J. What
is less obvious, it also uses crucially the fact that H is indeed a subgroup of G− (see
Assumption 7). By Assumption 8, the “tweaked” BPHZ character f ξ ◦ ( f ε)−1 ◦ gε
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is an element of f ξ ◦ H for any ε > 0, and using that f ξ ◦ ( f ε)−1 → 1∗ as ε → 0
concludes the proof.
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2 Notations and assumptions
2.1 Conventions on notation
For any integer M ∈ N we write [M] := {1, . . . ,M} with the convention that [0] = 6#.
We fix a spatial dimension e ≥ 1 and a space-time domain Λ := R × Te.
For any integer m ∈ N we write D′(Rm) for the space of distributions and C∞c (Rm)
for the space of compactly supported, smooth functions on Rm. For any distribution
u and any multiindex k ∈ Nd we denote by Dku the kth distributional derivative of
u. In the sequel, test functions that are compactly supported in the difference of their
variables but invariant under simultaneous translations of all their arguments will play
an important role. We capture this in the following definition.
Definition 2.1 For any finite set L we define the space C¯∞c (D¯L) as the set of smooth
functions φ ∈ C∞(D¯) such that both of the following properties are satisfied.
1. The function φ is invariant under simultaneous translation of all variables by any
vector h ∈ D¯. In other words, we postulate that one has the identity
φ((xu)u∈L) = φ((xu + h)u∈L)
for any h ∈ D¯ and any x ∈ D¯L .
2. There exists R > 0 such that φ((xu)u∈L) = 0 for any x ∈ D¯L such that for some
u, v ∈ L one has |xu − xv | > R.
We will consider the usual topology of test-functions on this space.
Scalings: Space-time vs. purely spatial white noise
We assume that either all noises ξj in (1.3) are space-time white noises, or they are all
purely spatial white noises. In the first case, we define D := Λ and d := e + 1, while
in the second case we let D := Te and d := e. In either case, we define D¯ := Rd , so
that D can be identified with the factor space of D¯ modulo a suitable discrete group of
translations. Given a distribution u on D we can naturally view u as a distribution on D¯
by periodic extension.
We write sΛ for the scaling on Λ (which we used already in the formulation of
our main results, Theorems 1.3 and 1.4). Here sΛ is determined by the integration
kernels, see Assumption 4. We will mostly work with the scaling s : [d] → N,
defined by restricting sΛ to D. We write |s | := ∑di=1 s(i) for the effective dimension.
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For a multi-index k ∈ N{1,...d} we write |k |s := ∑di=1 s(i)ki , and for z ∈ D we write
|z |s := ∑di=1 |zi | 1s(i) . We use the convention that sums of the form∑
|k |s≤r
(· · · )
always run over all multi-indices k ∈ N{1,...,d} with |k |s ≤ r . Finally, for any x ∈ D¯,
φ ∈ C∞(D¯) and λ > 0 we define λ−sx ∈ D¯ and φ(λ) ∈ C∞(D¯) by
(λ−sx)i := λ−s(i)xi , i ≤ d and φ(λ)(x) := λ−|s |φ(λ−sx). (2.1)
Multisets
Let A be a finite set. A multiset m with values in A is an element of NA. Given two
multisets m, n ∈ NA we write (m \ n)a := (ma − na) ∨ 0 for any a ∈ A. We also
naturally identify a subset B ⊆ A with the multiset IB : A→ {0, 1}. Given a function
f : A→ R we write f (m) := ∑a∈m f (a) := ∑a∈Am(a) f (a). Given any finite set I
and a map ϕ : I → A we write [I, ϕ] for the multiset with values in A given by
[I, ϕ]a := #{i ∈ I : ϕ(i) = a} (2.2)
for any a ∈ A. Given a finite multiset m, it will be useful to define the index set
d(m) := {(a, k) : a ∈ A, k ≤ m(a)} ⊂ A × N . (2.3)
It will be useful to consider functions f with the property that their domain is
intuitively given by Mm for some set M and some multisetm. Given sets M and N , we
write f : Mm → N as a shorthand for a function f : Md(m) → N which is symmetric
in the sense that f (xj) = f (xσ(j)) for every permutation σ of d(m) preserving the
‘fibres’ {a} × N for all a ∈ A. Note that if m = [I, ϕ], then any f : M [I,ϕ] → N can
be identified with a function fI : M I → N by choosing any bijection ψ : I → d(m)
with the property that ψ1 = ϕ, and setting fI ((xi)i∈I ) := f ((xψ−1(a,k))(a,k)∈d(m)). The
symmetry of f guarantees that fI is independent of the choice of bijection ψ. If M and
N are subsets of the Euclidean space, we use the notation C∞(Mm, N), etc., with the
obvious meaning.
Another way of viewing a multiset m : A→ N is to fix an arbitrary total order 
on L− and implicitly identifymwith the tuple m˜ ∈ A#m defined as the (unique) order
preserving map m˜ : [#m] → A such that #{i : m˜i = Ξ} = m(Ξ).
Remark 2.2 We now have three equivalent representations of multisets: m : A→ N,
d(m) ⊆ A × N and m˜ : [#m] → A. We will mostly working with the first, but
depending on the context, it will be helpful to have the notation d(m) and m˜ at hand.
2.2 Regularity structures
Our driving noises ξ are indexed by a finite sets of types noise types L−. These noises
ξΞ, Ξ ∈ L−, should be thought of as independent Gaussian noises whose law is self-
similar under rescaling. For simplicity, we will restrict to Gaussian space or space-time
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white noises (but see Remark 2.5). The components of our equation are indexed by a
finite set of kernel-types L+ and to any component t ∈ L+ we associate an integration
kernel Kt ∈ C∞c (D¯ \ {0}) satisfying the “usual” assumptions, see Section 2.2.2. We
equip L := L+ unionsq L− with two homogeneity assignments | · |s : L? → R? and 8 · 8s :
L? → R? unionsq {0} for ? ∈ {+,−}, where we think of 8 · 8s as the “real homogeneity” of
the noises (for instance |Ξ|s = − |s |2 for space-time white-noise), and we assume that
|t |s = 8t8s , for t ∈ L+ |Ξ|s = 8Ξ8s − κ , for t ∈ L+
for some κ > 0 (small enough).
Recall [BHZ16, Def. 5.7] that a rule R is a collection (R(t))t∈L+ that assigns to any
kernel-type t ∈ L+ a set R(t) of multisets with values in L × Nd . In order to lift our
problem to the abstract level of regularity structures, we assume that we are given a
normal, subcritical (with respect to | · |s) and complete (c.f. [BHZ16, Def. 5.7, Def. 5.14,
Def. 5.22]) rule R which is “rich enough” to treat the system at hand. (Such a rule is
not hard to work out by hand in situations which are simple enough. For more involved
examples we refer the reader to [BCCH17].)
In [BHZ16, Def. 5.26] the authors constructed an (extended) regularity structureTex
based on the rule R. We alsowriteT⊆ Tex for the reduced regularity structure obtained
as in [BHZ16, Sec. 6.4]. (We will actually work with a slightly simplified extended
decoration, compare Section 2.2.1 below.) We extend the homogeneity assignments | · |s
and 8 · 8s to homogeneity assignments | · |+ and 8 · 8+ (respectively | · |− and 8 · 8−) onTex
in the usual way, taking into account (respectively neglecting) the extended decoration.
On the reduced structure Twe set | · |s := | · |+ = | · |− and 8 · 8s := 8 · 8+ = 8 · 8−. We
also write T ex and T for the set of trees in Tex and T, respectively, so that Tex and T
are freely generated by T ex and T as linear spaces.
The following assumption guarantees that the analytic BPHZ theorem of [CH16]
can be applied.
Assumption 2 For any tree τ ∈ T one has
|τ |s >
( − |s |
2
) ∨ max
u∈L(τ)
|t(u)|s ∨
( − |s | − min
Ξ∈L−
|Ξ|s
)
. (2.4)
We also impose that for any τ ∈ T and any e ∈ K(τ) one has |t(e)|s − |e(e)|s > 0.
We also make the simplifying assumption on the rule that we do not allow products
or derivatives of noises to appear on the right-hand side of the equation. As was already
remarked in [CH16] and [BCCH17], such an assumption does not seem to be crucial
but simplifies certain arguments.
Assumption 3 We assume that for any t ∈ L and any N ∈ R(t) there exists at most one
pair (Ξ, k) ∈ L− × Nd+1 such that N(Ξ,k) , 0, and this case k = 0 and N(Ξ,0) = 1.
2.2.1 Trees and algebras
Basis elements τ ∈ T ex can be written as typed, decorated trees τ = (Tn,oe , t), where T
is a rooted tree with vertex set V(T), edge set E(T) and root ρT , the map t : E(T) → L
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assigns types to edges, and the decorations n, e, o are maps n : N(T) → Nd , e : E(T) →
Nd and o : N(T) → (−∞, 0]. We call o the extended decoration. Here we define
the decomposition of the set of edges into E(T) = L(T) unionsq K(T) with e ∈ L(T) (resp.
e ∈ K(T)) if and only if t(e) ∈ L− (resp. t(e) ∈ L+), and we write N(T) ⊆ V(T) for the
set of u ∈ V(T) such that there does not exist e ∈ L(τ) such that u = e↑. We will often
abuse notation slightly and leave the type map t and the root ρτ implicit.
Given a rooted tree T , we define a total order ≤ on V(T) by setting u ≤ v if and only
if u lies on the unique shortest path from v to the root ρT , and we write edges e ∈ E(T)
as order pairs e = (e↑, e↓) with e↑ ≥ e↓. If u ∈ V(T)\{ρT }, then there exists a unique
edge e ∈ E(T) such that u = e↑, and in this case we write u↓ := e. Recall that it follows
from the fact that R is normal (c.f. [BHZ16, Def. 5.7]) that elements u ∈ V(T)\N(T)
are leaves of the tree T .
Given a typed, decorated tree τ as above, k ∈ Nd and t ∈ L+ we write Jkt τ for the
planted, decorated, typed tree obtained from τ by attaching an edge e = (ρ(τ), ρ(Jk
t
τ))
with type t to the root ρ(τ) and e(e) = k, and moving the root ρ(Jk
t
τ) to the new vertex.
We frequently use the Hopf algebras T− and Tex− associated to negative renormali-
sation [BHZ16, Eq. 5.23, Sec. 6.4]. The character group G− of T− is called renormali-
sation group, and we write ◦ for the group product. We denote by T− the set of trees of
τ ∈ T with |τ |s < 0 and such that τ is not planted, so that T− is freely generated as a
unital, commutative algebra from T−. We will also frequently use the algebras Tˆ− and
Tˆex− [BHZ16, Def. 5.26] which are freely generated as a unital, commutative algebra by
T and T ex, respectively.
Recall [BHZ16, Cor. 5.32] that the algebrasT− andTex− endowed with the coproduct
∆− are Hopf algebras, and Tˆex− with the coproduct∆− : Tˆex− → Tex− ⊗ Tˆex− is a comodule.
Finally, wewrite A˜− : Tex− → Tˆex− for the twisted antipode [BHZ16, Prop. 6.2, Prop.6.5].
2.2.2 Kernels and models
We assume that for any t ∈ L+ we are given a Green’s function Pt ∈ C∞(D¯\{0}), and
we make the following assumption.
Assumption 4 We assume that for any kernel-type t ∈ L+ the kernel Pt is invariant
under rescaling in the sense that
λ−|sΛ |+ |t |Pt(λ−sΛ ·) = P.
for any λ > 0. Furthermore, in case that the ξΞ’s are purely spatial white noises, we
assume that |s | − |t |s > s0.
The last property ensures that in case of purely spatial white noise the time integral
Kˆ t(x) :=
∫ ∞
−∞ Pt(t, x)dt is well-defined and self-similar under scaling λ−|s |+ |t |Kˆ t(λs ·) =
Kˆt for any λ > 0. To avoid case distinctions, we set Kˆ := P in case of space-time white
noise.
It follows from Assumption 4 that Kˆ t can be decomposed into Kˆ t = Kt + Rt with
Rt ∈ C∞(D¯) and such that Kt ∈ C∞c (D¯\{0}) satisfies [Hai14, Ass. 5.1, Ass. 5.4]. It will
convenient in Section 4.6 to assume that Kt = Kˆtφ, where φ ∈ C∞c (D¯) is symmetric
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under xi → −xi for any i ≤ d and equal to 1 in a neighbourhood of the origin. Given
the kernel assignment (Kt)t∈L+ we recall the definition of admissible models [Hai14,
Def. 2.7, Def. 8.29]. We call a model Z = (Π, Γ) smooth if Πxτ ∈ C∞(D) for any
τ ∈ T ex and some (and therefore any) x ∈ D, and we call Z reduced if Πxτ does not
depend on the extended decoration of τ.
Given an admissible [BHZ16, Def. 6.8] and reduced linear map Π : Tex → C∞(D)
we writeZ(Π) for the model constructed as in [BHZ16, Eqs 6.11, 6.12], whenever this
is well-defined, and we write M∞ for the set of smooth, reduced, admissible models
for Tex. We write M0 for the closure of M∞ in the space of models. We write
Ω∞ := Ω∞(L−) := C∞(D)L− and, given f ∈ Ω∞, we write Zc( f ) = Z f = Z(Π f ) for
the canonical lift of f to a model Z f ∈M∞, c.f. [BHZ16, Rem. 6.12].
2.2.3 Renormalised models
Recall [BHZ16, Eq. 6.23] that for a smooth noise η (which we assume to be stationary
and centred, with all its derivatives having moments of all orders) we can define a
characterΥη on Tˆex− by settingΥη := E(Πητ)(0) for any tree τ ∈ Tˆex− , and extending this
linearly and multiplicatively, where Πη denotes the canonical lift of η to an admissible
random model. The BPHZ-character gη ∈ G− is then given by [BHZ16, Eq. 6.24]
gη := ΥηA˜− (2.5)
on T−. A character g ∈ G− defines a renormalisation map Mg : Tex → Tex by
Mg := (g ⊗ Id)∆−,
and we recall that the BPHZ renormalised model Zˆη = Z(Πˆη) for a smooth noise η is
given by [BHZ16, Thm. 6.17]
Πˆητ := ΠηMgη τ (2.6)
for any τ ∈ Tex. Finally, note that one has a continuous action g 7→ Rg of the
renormalisation group G− onto the spaceM0 of admissible models, given by
RgZ(Π) := Z(ΠMg). (2.7)
(The fact thatM0 is stable under this action is not obvious but was shown in [BHZ16,
Thm. 6.15].)
Remark 2.3 We will work with the convention that the renormaisation group product
on G− is given by
g ◦ h := (g ⊗ h)∆−.
With this convention one obtains Mh◦g = MgMh for any g, h ∈ G−, which follows
from a quick computation
Mh◦g = ((h ◦ g) ⊗ Id)∆− = (h ⊗ g ⊗ Id)(∆− ⊗ Id)∆− =
(h ⊗ g ⊗ Id)(Id ⊗ ∆−)∆− = (h ⊗ Mg)∆− = MgMh,
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so that the group R of “matrices” Mg acting on T is naturally identified with the
opposite group Gop− . Note however that the action R of G− onto the space of models
satisfiesRg◦h = RgRh for any g, h ∈ G−.
A central role will be played by the following “shift operator”.
Theorem 2.4 For any h ∈ Ω∞ there exists a continuous operator Th : M0 →M0 with
the property that for any f ∈ Ω∞ and any g ∈ G− the canonical lift Zc( f ) of f satisfies
RgZc( f + h) = ThRgZc( f ) = RgThZc( f ).
Moreover, this operator is continuous as a map Ω∞ ×M0 → M0 : (h, Z) 7→ ThZ
where we endow the space Ω∞ ×M0 with the product topology. We call Th the shift
operator.
Proof. The existence of a jointly continuous shift operator (h, Z) 7→ ThZ such that
Zc( f + h) = ThZc( f ) for any h, f ∈ Ω∞ follows as in [HM18, Thm. 3.1]. It remains to
argue that shift and renormalisation commute. Any admissible modelZ(Π) is uniquely
determined by the knowledge of Πτ for any τ ∈ T−, so that by (2.7) we are left to show
that
(ThΠ f )Mgτ = (ThRgΠ f )τ
for any f , h ∈ Ω∞ and any g ∈ G−. For this one can consider an enlarged regularity
structureT by introducing a copy Ξ˜ of every noise-type Ξ ∈ L− such that |Ξ˜|s := |Ξ|s
and extending the rule R in such a way to allow any appearance of Ξ to be replaced
by Ξ˜, see Section 4.1 for details (compare also [Sch18, Sec.2.1,2.2]). If we denote
by S : T→ T the shift operator introduced in Definition 5.3, then it follows from
Lemma 5.4 that one has
(ThΠ f )Mgτ = Π f ,hSMgτ = Π fMgS τ = ThRgΠ f .
2.3 Driving noises
For simplicity we restrict to the case that our noises (ξΞ)Ξ∈L− are independent Gaussian
white-noises on D, so that one has
E[ξΞ(ϕ)ξΞ′(ϕ′)] = ϕ, ϕ′〉L2(D)IΞ=Ξ′ .
We therefore set 8Ξ8s := − |s |2 . We fix a smooth and compactly support function
ρ ∈ C∞c (D¯) such that
∫
ρ(x)dx = 1, and for ε > 0 we define the random smooth noise
ξε by setting
ξεt := ξt ∗ ρ(ε)
for any t ∈ L−.
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Remark 2.5 We do this in order to not complicate the presentation unnecessarily. In
principle the proof we give in this paper will hold (modulo some minor modifications)
in the case that ξ is a family of independent, stationary, centred Gaussian noises with
“self-similar” covariance structure and the property that smooth, compactly supported
functions are included in the Cameron-Martin space. One can often relate these situa-
tions back to our setting by introducing a new kernel type, see for instance Section C.2
where this is made precise for the Φ44−ε equation.
It is well known that ξ admits a version which is a random element of
Ω :=
⊕
Ξ∈L−
C
|Ξ |s
s (D) .
We denote the law of ξΞ on C|Ξ |ss (D) by Q, and we write P :=
⊗
Ξ∈L− Q for the law
of ξ on Ω. Since only the law of ξΞ is relevant in order to establish a support theorem,
there is no loss of generality to assume that ξ : Ω→ Ω denotes the canonical process.
We write H := L2(D)L− ⊆ Ω for the Cameron-Martin space of P and we recall the
following well-known theorem.
Theorem 2.6 (Cameron-Martin) For any fixed h ∈ H, the laws of ξ and ξ + h under P
are equivalent.
Since smooth noises Ω∞ are in general not in the Cameron-Martin space, we define
the space of compactly supported smooth noises Ω∞,c :=
⊕
Ξ∈L− C
∞
c (D). It will often
be convenient to identify functions h ∈ C∞c (D¯) with the element of C∞c (D) obtained by
symmetrisation. We endow C∞c (D)with the usual topology (which induces convergence
in the sense of test functions), and we define the seminorms
‖ f ‖α,K := sup
x∈K
|Dα f (x)|
for K ⊆ D compact and α ∈ Nd .
Recall [Bog98, Nua06] that there is a canonical isomorphism h 7→ I(h) between
the Cameron-Martin space H and a closed subspace H1 of L2(Ω,P) with the property
that (I(h))h∈H are jointly Gaussian random variables. This extends to isomorphisms Im
between the symmetric tensor product H⊗sm and subspacesHm of L2(Ω,P) by setting
Im(h⊗ . . .⊗ h) = Hm(I(h), ‖h‖H ), where Hm(x, c) denotes themth Hermite polynomial
with parameter c. These maps extend to contractions on the full tensor product spaces
H⊗m by setting Im(h1 ⊗ . . . ⊗ hm) := Im(h1 ⊗s . . . ⊗s hm). We call Im(h) the iterated
integral of h ∈ H⊗m with respect to P, and we write Im(h)[ξ] if we want to emphasise
the dependence of Im(h) on the noise ξ.
We write piΞ : L2(D) → H for the isometry given by (piΞh)Ξ˜ = h1Ξ˜=Ξ for any
h ∈ L2(D). More generally, given m ≥ 1 and a map m˜ : [m] → L− we write
pim˜ :
⊗m L2(D) →⊗m H for the isometry which satisfies
pim˜(h1 ⊗ . . . ⊗ hm) := (pim˜1h1) ⊗ . . . ⊗ (pim˜m hm).
We then introduce the notation
Im˜(h) := Im(pim˜h) . (2.8)
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for any h ∈ ⊗m L2(D). We will mostly need a stochastic integral whose output is a
smooth stationary function on D rather than just a number, and we define
Jm˜(h)(z) := Im˜
(
h(z − (·)1, . . . , z − (·)m)
)
. (2.9)
Finally, recall from Remark 2.2 that given a total order  on L− (which we assume
to be fixed once and for all) we obtain a map m˜ : [#m] → L− for any multisetm. We
then abuse notation slightly and write Jm := Jm˜.
2.4 Non-Gaussian noises
In this section, let L− be a finite set of noise types such that L− ⊆ L−. A possible choice
is of courseL− = L−, but we do not require this here. One should rather think ofL− as an
enlarged set of noise types, see Section 5. The noises (ηΞ)Ξ∈L− which we will consider
always take values in a fixed inhomogeneous Wiener chaos with respect to the (fixed)
family of independent Gaussian white-noises ξ = (ξΞ)Ξ∈L− . For technical reasons we
restrict ourselves to a class of noises η such that the kernels of ηΞ (in the Wiener chaos
decomposition) has a relatively simple structure. For this we write C∞
c,1(D¯) ⊆ C∞c (D¯)
for the space of smooth functions ϕ ∈ C∞c (D¯) which are supported in a neighbourhood
of | · |s radius 1 around the origin. We also fix an integer r ∈ N larger than |s |2 , and
given a homogeneity α < 0 and a kernel K ∈ C∞c (D¯\{0}) we write ‖K ‖α ∈ [0,∞] for
the smallest constant such that
|DkK(x)| ≤ ‖K ‖α |x |α−|k |ss (2.10)
for any x ∈ D¯\{0} and multi-index k ∈ Nd with |k |s < r , and such that∫
xkK(x)dx ≤ ‖K ‖α (2.11)
for any k ∈ Nd with |k |s ≤ d−α − |s |e.
Definition 2.7 For n ∈ N let Yn∞ denote the space
Yn∞ =
n⊗
i=0
C∞c,1(D¯). (2.12)
For any α¯ = (α¯i)i=0,...,n ∈ Rn+1− we define a norm on Yn∞ by
‖K0 ⊗ . . . ⊗ Kn‖α¯ :=
n∏
i=0
‖Ki ‖α¯i , (2.13)
Finally, given α < 0 we define for n ≥ 2 the norm
‖K ‖α := sup
α¯
‖K ‖α¯, (2.14)
where the supremum on the right hand side runs over all α¯ ∈ Rn+1− such that
∑n
i=0 α¯i =
α− |s |, α¯0 > −|s | −1 and α¯i > −|s | for i = 1, . . . , n. For n = 1 we define ‖K0 ⊗K1‖α :=
‖K0 ?K1‖α.
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Elements K ∈ Yn∞ define kernels UK ∈ C∞c (D¯n) in the following way.
Definition 2.8 We define a linear map U : Yn∞ → C∞c (D¯n) by setting
UK(x1, . . . , xn) =
∫
D¯
dyK0(y)K1(x1 − y) . . .Kn(xn − y). (2.15)
We call kernels of the form UK simple kernels, and we write Kn for the linear space
generated by simple kernels in n variables.
One should think of UK as a kernel with respect to stochastic integration, see
Definition 2.13 below.
Remark 2.9 One has an obvious isomorphism between C∞c (D¯n) and C¯∞c (D¯ × D¯n)
given by identifying K and (x, x1, . . . , xn) 7→ K(x − x1, . . . , x − xn). It will sometimes
be useful to view simple kernels as elements of C¯∞c (D¯ × D¯n) in this way, which we will
do implicitly below.
Remark 2.10 The “kernels” Ki that we have in mind for i = 1, . . . , n are of the form
Ki = λβ+ |s |φ
(λ)
i for some fixed test function φi and some λ > 0, where β := n
−1α,
while K0 will be of the form K0 := φ(λ)0 for some fixed test function φ0 integrating to
zero. One then has ‖Ki ‖α¯i ' λβ−α¯i and ‖K0‖α¯0 ' λ−α¯0−|s | uniformly in 0 > α¯i > −|s |,
0 > α¯0 > −|s | − 1 and λ > 0, and thus
‖K0 ⊗ . . . ⊗ Kn‖α . 1 (2.16)
uniformly in λ > 0. This is the type of kernel we will use when we define the shift of
the noise in Section 5.
But we want the space of noises to be rich enough to encode not only the shifts,
but also an approximation to white noise itself. In this case one cannot choose K0 to
integrate to zero, which explains the slightly different definition of the norm ‖ · ‖α on
Y1∞.
We fix a homogeneity s : L− → R− with s ≥ − |s |2 − κ for κ > 0 small enough, and
we set βΞm := s(Ξ) − #m |s |2 for any Ξ ∈ L− and any multiset m.
Definition 2.11 For N ∈ N we denote byYN∞ the space of all families K = (KΞm)where
Ξ ∈ L− and m runs over all multisets with values in L− such that #m ≤ N , and such
that KΞm ∈ Y#m∞ . On YN∞ we define the norm ‖ · ‖s by setting
‖K ‖s :=
∑
m,Ξ
‖KΞm‖βΞm (2.17)
We write YN0 for the closure of Y
N∞ under this norm.
Remark 2.12 We will shortly interpret the kernels KΞm as ‘stochastic integration ker-
nels’ which define a translation invariant noise in a fixed Wiener chaos, see Definition
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2.13. The norm defined in (2.17) is then the natural norm to put on elements of YN∞ . In
particular,
‖K ‖var := max
Ξ,m
∫
D¯#m
dx
∫
D¯
dyUKΞm(0, x1, . . . , x#m)UKΞm(y, x1, . . . , x#m), (2.18)
which corresponds to [CH16, Eq. A.15], is automatically bounded by ‖K ‖s . See the
proof of Lemma 2.18 for more details.
Definition 2.13 For N ∈ N we denote by MN∞ = MN∞ (L−) the space of tuples η =
(ηΞ)Ξ∈L− given by
ηΞ := JΞ(K) :=
∑
m
Jm(UKΞm) (2.19)
for some K ∈ YN∞ . We call any η ∈ MN∞ a smooth noise. OnMN∞ we define the norm
‖η‖s := inf
K
‖K ‖YN∞ , (2.20)
where the infimum runs over all K ∈ YN∞ such that (2.19) holds, and we denote by
MN0 = M
N
0 (L−) the closure of the set of simple smooth noises under this norm. (The
space MN0 depends on s, but we hide this dependence in the notation.) It will be
convenient to writeM∞ :=
⋃
N M
N∞ andM0 :=
⋃
N M
N
0 .
Remark 2.14 We will see in Lemma 2.18 below that any smooth noise in our setting
is a smooth noise in the sense of [CH16], and the distance ‖·; ·‖c considered there is
dominated by ‖ · ‖s (provided the cumulant homogeneity c is chosen appropriately, see
below). One advantage of the restricted setting introduced here is that the spaces M∞
and M0 form linear spaces and (2.20) is indeed a norm (this is very different from
[CH16], where ‖·; ·‖c is not even a distance in the metric sense.)
Remark 2.15 Onemotivation behind this definition is that cumulants formed by noises
of this type are represented by Feynman diagrams which are reasonably simple so we
can use the results of [Hai18]. This is of particular importance whenever we need results
not covered in [CH16] (for instance bounds on their large scale behaviour or conditions
under which one does not see a log-divergence for the renormalisation constant of
0-order trees).
In order to apply the results from [CH16] we will have to bound cumulants of orders
higher than two. The assumptions in [CH16] are formulated on objects called cumulant
homogeneities, see [CH16, Def. A.14]. We define now such a cumulant homogeneity
c consistent with s. (Later on we will show that the shift of our noise is bounded
uniformly by this cumulant homogeneity.)
Given a homogeneity assignment s we define a cumulant homogeneity c = sc as
follows. For any M ∈ N, any map t : [M] → L−, any spanning tree T for [M] and any
interior vertex ν ∈ T◦ we define the quantity
c
(t,[M])
T (ν) := −
( ∑
µ∈CT(ν)
max
u∈L(Tµ )
s(tu)
)
+ max
u∈L(Tν )
s(tu)Iν,ρT, (2.21)
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where CT(ν) denote the set of children of ν in T and L(Tµ) denote the set of leaves u
of T such that u ≥ µ with respect to the tree order. Note that in particular L(Tu) = {u}
for any leaf u ∈ L(T).
Remark 2.16 In the notation of [CH16], we always set Lcum := Lallcum.
As a first result we check consistency [CH16, Def. A.16] of s and sc, and super-
regularity of the shifted trees τ. Here we call a tree τ “shifted tree” if there exists
τ˜ = (Tne , t) ∈ Tsuch that τ = (Tne , t′) where t(e) = t′(e) for kernel-type edges e ∈ K(τ)
and t′(L(τ)) ⊆ L−. (The basis vectors of the larger regularity structure which we will
construct in Section 5.1 will be shifted trees in this sense.) The next lemma applies in
particular in case of L− = L− and s = s.
Lemma 2.17 The cumulant homogeneity sc is consistent with s. Moreover, provided
that s(Ξ) ≥ − |s |2 − κ for any Ξ ∈ L−, any shifted tree is (sc, | · |s)-super-regular.
Proof. We first check consistency in the sense of [CH16, Def A.16]. Let M ∈ N and
t : [M] → L−. The fact that ∑
ν∈T◦
sc
t,[M]
T (ν) = −|t([M])|s
follows directly from the definition. To see point 3 of [CH16, Def. A.16], let ν ∈ T◦
such that ν , ρT. Then we have∑
µ∈T◦,µ≥ν
sc
t,[M]
T (µ) = −
∑
i∈L(Tν )
|ti |s + max
i∈L(Tν )
|ti |s < −|t(L(Tν))|s .
To see the last point, let M ≥ 3 and ν ∈ T◦ with |L(Tν)| ≤ 3. Then∑
µ∈T◦,µ≥ν
sc
t,[M]
T (µ) < |s |(|L(Tν)| − 1)
since by assumption one has |t |s > −|s | for any noise type t ∈ L−.
We show next that any shifted tree τ = (Tne , t) is super-regular. Let τ˜ = (Tne , t′) be as
in the definition of shifted trees. Since the tree τ ∈ T− is s-super-regular by assumption,
one has for any subtree S ⊆ T with the property that #K(S) > 1 the estimate
|(S0e , t)|s ≥ |(S0e , t′)|s > −
|s |
2
.
Furthermore, we have in the notation of [CH16, Def A.24] the identity
~sc(t(L(S))) = − max
u∈L(S)
|t(u)|s . (2.22)
Choose now a noise type edge v ∈ L(S) with the property that the maximum on the
right-hand side of (2.22) is attained for v. If v is such that t(v) , t′(v), then one has
|(S0e , t)|s ≥ |(S0e , t′)|s + (|t(v)|s − |t′(v)|s) > −~sc(L(S)),
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where we use the fact that by super-regularity of τ one has |(S0e , t)|s > |t(v)|s .
Finally, in the notation of [CH16, Def. 2.26] we have for any leaf-typed sets A and
B
jA(B) ≥ |s |2 − κ
and for κ > 0 small enough we have − |s |2 + κ < |(S0e , t)|s .
We recall the notation ‖η‖N,c and ‖η; η¯‖N,c from [CH16, Def. A.18 & A.19].
Lemma 2.18 Fix N, N¯ ∈ N. Let s˜ : L− → R− be a second homogeneity assignment
such that − |s |2 − (N¯ + 1)κ < s˜ < s − N¯κ and let c := s˜c. For any η ∈ MN∞ and C > 0
one has
‖η‖N¯,c . ‖η‖s (2.23)
uniformly over all noises η ∈ MN∞ with ‖η‖s ≤ C.
If η¯ ∈ MN∞ is another smooth noise, then one has
‖η; η¯‖N¯,c . ‖η; η¯‖s (2.24)
uniformly over all noises η, η¯ with ‖η‖s ∨ ‖η¯‖s ≤ C.
Proof. We only show (2.23), the bound (2.24) follows similarly. Let K ∈ YN∞ be such
that (2.19) holds and such that ‖K ‖s ≤ 2‖η‖s . To continue the proof, we introduce
some notation from [CH16]. Given M ∈ N we call T a spanning tree for M if T is a
binary, rooted tree with set of leaves given by L(T) = [M]. We denote by ◦T the set of
interior nodes of T and we call an order-preserving map s :
◦
T→ N a labelling. Given
a labelled spanning tree (T, s) and a map t : [M] → L− we introduce the notation
〈ct,[M]T , s〉 :=
∑
ν∈ ◦T
c
t,[M]
T (ν)s(ν),
and the set D(T, s) ⊆ D¯M as the set of x ∈ D¯M such the
C−12−s(k∧Tl) ≤ |xk − xl | ≤ C2−s(k∧Tl)
for any 1 ≤ k, l ≤ M and for some constant C > 0 large enough. (Here C > 0 is fixed
but large enough so that the sets D(T,s) cover all of D¯M .) With this notation one has
‖η‖N¯,c ≤ ‖K ‖var + max
M≤N¯
max
t:[M]→L−
sup (T, s) sup
x∈D(T,s)
|Ec[(ηt(k)(xk))k≤M ]|2−〈c
t,[M ]
T ,s〉,
where the first supremum runs over all labelled spanning trees (T, s) for M .
We fix from now on M ≤ N¯ , a type map t : [M] → L− and a spanning tree T for
M . The cumulant of the noises ηt(k)(xk) can be bounded by
|Ec[(ηt(k)(xk))k≤M ]| ≤
∑
m
|Ec[Jm(k)(UK t(k)m(k)(xk))k≤M ]|
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where the sum runs over all families (mk)k∈[M] where eachmk is a multiset with values
in L−. We fix such a family from now on. We then write K (k) := K t(k)mk ∈ Y#m(k)∞ , so
that it suffices to show that
|Ec[Jmk (UK (k)(xk))k≤M ]| .
M∏
k=1
‖K (k)‖β(k)2〈c
t,[M ]
T ,s〉,
uniformly over all labelling s and x ∈ D(T,s), where β(k) := βΞ(k)mk is as in (2.17). It
suffices to show this bound for uniformly over all simple tensorsK (k) = K (k)0 ⊗ . . .⊗K (k)mk ,
where mk := #mk , the general case follows from the definition of the tensor norm.
We define Λ := {(k, l) : 1 ≤ k ≤ M, 1 ≤ l ≤ m(k)}. We think of Λ as indexing
the variables of the kernels K (k) which are integrated out by stochastic integration. We
define P as the set of pairings P of Λ with the following properties. We require that
for any {(k, l), (m, n)} ∈ P one has k , m and Ξ(P) := m˜k(l) = m˜m(n). (The first
condition reflects the fact that our noises take values in homogeneous Wiener Chaoses,
so that self contractions do not need to be considered, the second condition reflects the
fact that the Gaussian noises ξΞ are independent.) We also require that the pairing is
connected, in the sense that if ∼ denotes the smallest equivalence relation on [M] with
the property that k ∼ l whenever there exists some i, j such that {(k, i), (l, j)} ∈ P, then
all elements of [M] are equivalent.
The cumulant can then be written as
Ec[Jmk (UK (k)(xk))k≤M ] =
∑
P∈P
EP(x),
where
EP(x) :=
∫
D¯Λ
dyΛ
M∏
k=1
UK (k)((xk − y(k,l))l≤mt(k) )
∏
P={a,b}∈P
δ(ya − yb), (2.25)
and we will show that for any P ∈ P one has
|EP(x)| .
M∏
k=1
‖K (k)‖β(k) 2〈c
t,[M ]
T ,s〉 . (2.26)
Let J ⊆ [M] denote the set of indices k ≤ M with mk > 1, and we write
EP(x) =
∫
D¯M
dzM
∏
k∈J
K (k)0 (xk − zk)
∏
k<J
δ0(xk − zk)E˜P(z)dz,
with
E˜P(z) :=
∫
D¯Λ
dyΛ
M∏
k=1
U˜K (k)((xk − y(k,l))l≤mt(k) )
∏
P={a,b}∈P
δ(ya − yb),
where we set
U˜K (k) :=
{
U(δ0 ⊗ K (k)1 ⊗ . . . ⊗ K (k)mk ) if k ∈ J
U(K (k)0 ⊗ K (k)1 ) if k < j .
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It suffices to show that bound uniformly over kernels with ‖K (k)0 ‖−|s | = 1 for any
k. Then, it suffices to show (2.26) with EP replaced by E˜P , the bound for EP can be
argued as in [CH16, Sec. B].
By definition, for every choice of homogeneities β(k)i , k = 1, . . . ,M , i = 1, . . . ,mk ,
with −|s | − Ik<J < β(k)i < 0 and
∑mk
i=1 β
(k)
i = β
(k) one has the bound
|E˜P(x)| .
(
M∏
k=1
mk∏
i=1
‖K˜ (k)i ‖β(k)i
) ∏
{(k,i),(l, j)}∈P
2−s(k∧Tl)
(
(β(k)i +β(l)j + |s |)∧0
)
.
Here, we set K˜ (k)i := K
(k)
i if k ∈ J and K˜ (k)1 := K (k)0 ?K (k)1 = U˜(K (k)) if k < J.
Since by definition one has the estimate
M∏
k=1
mk∏
i=1
‖K˜ (k)i ‖β(k)i ≤
M∏
k=1
‖K (k)‖β(k),
it remains to find a choice of β(k)i as above with the property that
−
∑
µ≥ν
∑
k,l:(k∧Tl)=µ
(
(β(k)i + β(l)j + |s |) ∧ 0
)
≤
∑
µ≥ν
c
t,[M]
T (µ) (2.27)
for any ν ∈ ◦T. Let k¯ : ◦T\{ρT} → [M] be the injective map defined recursively by
setting3 k¯(ν) := argmink∈L(Tν )s˜(t(k)) if ν is maximal in
◦
T, and
k¯(ν) := argmin (s˜(t(k)) : k ∈ L(Tν)\{k¯(µ) : µ > ν}) (2.28)
otherwise. (Recall that L(Tν) denotes the set of leaves u ∈ L(T) such that u ≥ ν.) Note
that ct,[M]T (ν) = −s˜(t(k¯(ν))) for ν ∈
◦
T\{ρT}. Denote moreover by k1, k2 ∈ [M] the two
distinct elements of [M] not in the range of k¯, so that ct,[M]T (ρT) = −s˜(k1) − s˜(k2).
Conversely, denote by ν¯(k) ∈ ◦T the interior node of T with the property that K (k)
“collapses” at ν¯(k), i.e. ν¯(k) is the maximum node ν with the property that whenever
{(k, i), (l, j)} ∈ P one has k ∧T l ≥ ν. Since we only have to consider “connected”
pairings, it is clear that
#{k ∈ [M] : ν¯(k) ≥ µ} ≤ #L(Tµ) − 1
for any µ ∈ ◦T\{ρT}. Let finally i(k) ∈ {1, . . . ,m(k)} denote some index such that
{(k, i(k)), (l, j)} ∈ P for some (l, j) ∈ Λ such k ∧T l = ν¯(k).
We also choose an arbitrary index j(k) ∈ {1, . . . ,m(k)} such that j(k) , i(k)
whenever k ∈ J (and hence m(k) > 1). With the choice
β
(k)
i := −
|s |
2
+ (s(t(k)) + κ)Ii=i(k) − κIi=j(k)
3If the argmin is not unique, we choose a minimizer arbitrarily.
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one has
∑
i β
(k)
i = β
(k) and β(k)i > −|s | − Ik<J , so that it remains to show (2.27), which
follows once we show that∑
k:ν¯(k)≥ν
s(t(k)) − κM ≥
∑
µ≥ν
s˜(t(k¯(µ)))
It is clear from the fact that the numbers k¯(µ) where recursively chosen to maximise
s(t(k)), so that for any A ⊆ L(Tν) with #A ≤ #L(Tν) − 1 one has∑
µ≥ν
s˜(t(k¯(µ))) ≤
∑
k∈A
s˜(t(k)) ≤
∑
k∈A
s(t(k)) + κN¯ .
Since ν¯(k) ≥ ν implies k ∈ L(Tν), the proof is finished.
2.5 Technical assumptions
For the main result of this article we need a technical assumption that guarantees
that ‘logarithmic’ trees which appear (modulo polynomial decoration) as a subtree of
another ‘logarithmic’ tree are such that theBPHZ character vanishes automatically. This
should also hold after we shift the noise. It turns out that in some examples (for instance
generalised KPZ, see Section C.3), this is not true if we would consider arbitrary shifts.
Instead we exploit certain (anti-)symmetries of our integration kernels, and for this we
need the expectation of our noise to be invariant under these symmetries. To make this
more concrete, we fix a finite symmetry group g ⊆ GL(d) in d dimensions. The typical
case one should have in mind (and suffices for our purpose) is when g is generated by
finitely many spatial reflections.
To incorporate this symmetry into our definitions, we make the following definition.
Definition 2.19 We denote by Ys,n∞ ⊆ Yn∞ the set of K ∈ Yn∞ such that UK is invariant
under simultaneous transformation of all variables by any A ∈ g. We also write
Ys,N∞ ⊆ YN∞ for the space of all K = (KΞm) such that KΞm ∈ Ys,#m∞ for anym and any Ξ,
and we write Ys,N0 ⊆ YN0 for the closure of Ys,N∞ under the norm (2.17).
Later on it will be convenient to also introduce the notation Ys,n∞,? ⊆ Ys,n∞ for the
linear space spanned by K0 ⊗ . . . ⊗ Kn ∈ Ys,n∞ such that
∫
K0 = 0. Note that for any
K ∈ Ys,n∞ one can view UK as an element C¯∞c (D¯n/g). Here, we let g act on D¯n via
A(xi)i≤d := (Axi)i≤d for any A ∈ g. The following definition will play an important
role.
Definition 2.20 We writeMs∞ ⊆ M∞ for the subspace of noises given as in (2.19) for
some K ∈ Ys,N∞ , and we writeMs0 ⊆ M0 for the closure ofMs∞ under the norm (2.20).
We call a smooth noise η = (ηΞ)Ξ∈L− ∈ Ms∞ a “shifted smooth noise”.
The terminology “shifted noise” will become clear in Section 5.2. In order to
formulate our assumption, let Vdenote the set of trees τ ∈ T− with 8τ8s = 0 and which
are “subtrees” (modulo polynomial decoration) of a larger tree of zero homogeneity.
More precisely, for any τ ∈ V there exists another tree σ = Sne ∈ T− with 8σ8s = 0, a
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proper sub tree τ˜ = T˜ne ⊆ σ of σ (“proper” means that E(τ˜) ( E(σ)) and a decoration
n˜ : N(τ˜) → Nd such that τ = T n˜e . We also assume that τ˜ is connected to its complement
in σ with more than one node, so that #{u ∈ N(τ˜) : ∃e ∈ E(σ) \ E(τ˜) with u ∈ e} > 1.
Assumption 5 We assume that for any τ ∈ V and (not necessarily Gaussian) shifted
smooth noise η one has gη(τ) = 0.
Remark 2.21 The only place where Assumption 5 is used is the proof of Lemma 5.26
below. While the conclusion of this lemma is simply not true without this assumption,
it is reasonable to believe that Assumption 5 can be removed with some more technical
effort.
Finally, denote by V0 the set of τ ∈ T− with 8τ8s = 0 and #L(τ) = 2.
Assumption 6 We assume that for any τ ∈ V0 and (not necessarily Gaussian) shifted
smooth noise η one has gη(τ) = 0.
Assumption 6 is needed in Section 4 since the stability under removing the large-
scale cutoff given in Theorem 4.17 fails in general for τ ∈ V0. Note that for τ ∈ V0 one
has EΠητ(0) = −gη(τ) = 0.
Remark 2.22 One can replace Assumption 6 by the weaker Assumptions 7 and 8
introduced in Section 3.1 below. We will show in Section 4 that the former really
implies the latter two. In some interesting examples, including SDEs, Φp2 , Young-
Mills and the parabolic Anderson in two spatial dimensions, Assumptions 7 and 8
can be shown ‘by hand’ relatively easily, even though all of these examples violate
Assumption 6 above. However, for many more convoluted examples, including Φ44−ε ,
generalised KPZ or the parabolic Andersonmodel in three dimensions, it seems difficult
to show these assumptions by hand. We actually expect Assumptions 7 and 8 always
to hold, so that one should be able to drop Assumption 6 with a little more technical
effort.
3 A support theorem for random models
Recall that we fix a Gaussian (space or space-time) white noise ξ = (ξΞ)Ξ∈L− , which
we can view as an element of Ms0, see Definition 2.20. We also fix a smooth mollifier
ρ ∈ C∞c (D¯/g) with
∫
ρ = 1, so that ξε := ξ ∗ ρ(ε) ∈ Ms∞ for any ε > 0 and one has
ξε → ξ in Ms0. We write gε := gξ
ε for the BPHZ character (2.5) and Zˆε := Zˆξε and
Πˆε := Πˆξε for the BPHZ-renormalised lift (2.6) of ξε
3.1 The ideal J
Let us first introduce the following notation, whichwewill use heavily in the forthcoming
sections. Given a kernel assignment (Gt)t∈L+ with Gt ∈ C∞(D¯\{0}), we define for any
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tree τ ∈ Ta functionKGτ : D¯L(τ) → R by
KGτ(xL(τ)) :=
∫
D¯N (τ)
dx δ(xρτ )
∏
e∈K(τ)
De(e)Gt(e)(xe↓ − xe↑)
×
∏
u∈N (τ)
xn(u)u
∏
e∈L(τ)
δ(xe − xe↓) . (3.1)
We also write Kˆ := KKˆ . Given additionally a smooth function ϕ ∈ C¯∞c (D¯L(τ)) it will
be useful to introduce the constant
〈KGτ , ϕ〉 :=
∫
D¯L(τ)
dxKGτ(x)ϕ(x). (3.2)
Example 3.1 We can graphically represent the action ofKGτ. For instance, we write
(slightly informally) (
KG
)
(x1, . . . , x4) =
x1 x2
x3 x4 ,
where we leave G implicit on the right-hand side.
For two different trees τ, τ˜ one has by definition L(τ) ∩ L(τ˜) = 6#, so thatKGτ and
KG τ˜ have disjoint domains of definition. However if m := [L(τ), t] = [L(τ˜), t], then
after symmetrizing one can naturally viewKGτ andKG τ˜ as being defined on the same
space D¯m. In particular, the notation (3.2) extends naturally to ϕ ∈ C¯∞c (D¯m). This
motivates the following definition.
Definition 3.2 We write Ψ˜ for the set of all families of test functions (ψm)m, indexed
by multisets m with values in L−, such that ψm ∈ C¯∞c (D¯m/g). We also write Ψ˜◦ for
the set of ψ ∈ Ψ˜ such that
∫
ψm :=
∫
D¯m δ(xp)ψm(xm) = 0 for any m. Here we fix
some p ∈ d(m) (it is clear that this definition does not depend on the choice of p). We
then define an evaluation 〈KGτ , ψ〉 for τ ∈ Tand ψ ∈ Ψ˜ by setting
〈KGτ , ψ〉 := 〈KGτ , ψ[L(τ),t]〉.
With this notation we now define an ideal Jas follows.
Definition 3.3 We define J ⊆ T− as the ideal generated by all elements τ ∈ VecT−
such that 〈Kˆτ , ψ〉 = 0 for any ψ ∈ Ψ˜◦. We then denote by H ⊆ G− the annihilator
of J (given by the set of all characters g ∈ G− with the property that g(σ) = 0 for all
σ ∈ J).
Note that by definition J is generated by linear combinations of trees (rather than
linear combinations of products of trees). We will use this fact heavily below.
Remark 3.4 There is a natural norm on ‖ · ‖K+ on large scale kernel assignments R,
see (4.9), and writingK+0 for the closure of the space of smooth, compactly supported
functions under this norm, one has indeed Kˆ−K ∈ K+0 . Moreover, it is not hard to show
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that 〈KK+Rτ , ψ〉 extends continuously to R ∈ K+0 for any τ ∈ T− and any ψ ∈ Ψ˜◦, so
that 〈Kˆτ , ψ〉 is well defined. The last claim follows from a straightforward counting
argument as in [Hai18, Sec. 4], which is carried out in Lemma 4.19 below.
Remark 3.5 We choose ψ in the definition of Ψ˜◦ to integrate to zero, since the cumu-
lants of our ‘shits’ will satisfy this property. This is needed to ensure weak convergence
of the shift to zero.
We now state the two assumptions that we are going to need for this section. The
first assumes that the annihilatorHof J forms indeed a group.
Assumption 7 The ideal J is a Hopf ideal in T−. In particular, its annihilator H is a
Lie subgroup of the renormalisation group G−.
The next assumption relates the subgroup H to the BPHZ characters associated to
smooth shifted noise. We recall the notationMs∞ for the space of smooth shifted noises
and Ms0 for its closure under the norm (2.20). In the following assumption we do not
require the noise η to be Gaussian.
Assumption 8 There exists a continuous map Ms0 3 η 7→ f η ∈ G− with the property
that f 0 = 1∗, and such that gη ∈ f η ◦H for any η ∈ Ms∞. Here 0 denotes the 0-noise.
We will see in Corollary 3.21 below that H is in fact the smallest Lie subgroup of
G− that has the property described in Assumption 8. As was already pointed out in
Remark 2.22, we will show in Section 4 that the two assumptions given above are
implied by Assumption 6 (which is the only argument in the paper where Assumption 6
is needed).
3.2 A support theorem for random models
One can write the renormalised approximate model Zˆε as
Zˆε = TξεRg
ε
Zc(0).
Models obtained by acting on the canonical lift of 0 with the renormalisation operators
will later play an important role, so we introduce the following notation.
Definition 3.6 For any character g ∈ G− we define the model Z (g) by letting the
renormalisation operator act on the canonical lift of 0 to a model, i.e. we set
Z (g) := RgZc(0).
We will see in Lemma 3.11 below that the action of the translation operator maps
the support into itself, so that the main part of the proof consists in understanding the
set of characters g ∈ G− such that RgZc(0) ∈ supp Zˆ . We will show that this set is a
coset f ◦Hof the Lie subgroupHof G− constructed above.
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Proposition 3.7 Let H be the Lie subgroup of G− defined in Definition 3.3 and let
f ξ ∈ G− be the character defined in Assumption 8. Then for any character h ∈ f ξ ◦H
in the left coset determined by f ξ andHone has
Z (h) ∈ supp Zˆ .
Proposition 3.7 follows from Proposition 3.19 below, which in turn relies on the con-
structions carried out in Sections 3.3 and 5. Before we prove Proposition 3.7 we show
now that it implies a support theorem for random models, see Theorem 3.13.
Remark 3.8 The converse of Proposition 3.7 is not true in general. An example of
this is given by the rough paths B = (B,B + M) where Bi, js,t :=
∫ t
s
(Bir − Bis) ◦ dB jr
denotes the Stratonovich lift and Ms,t = (t − s)M for a constant (in time) and skew-
symmetric matrix M . These rough paths are known to have support independent of M
butH= {1∗} is trivial in this case. We just sketch the argument here that the support is
really independent of M . Consider deterministic smooth shifts Bit → Bit + ε
1
2 cos(ε−1t)
and B jt → B jt +ε
1
2 sin(ε−1t). The translation operator transforms the second component
into
Bi, j,εs,t = B
i, j
s,t + ε
− 12
∫ t
s
(Biu − Bis) cos(ε−1u)du+
ε
1
2
∫ t
s
cos(ε−1u) − cos(ε−1s)dBu +
∫ t
s
(cos(ε−1u) − cos(ε−1s)) cos(ε−1u)du.
The last term converges to a positive constant times (t − s) as ε → 0, while a quick
computation shows that the two terms in the centre vanish in this limit.
Remark 3.9 Proposition 3.7 also gives information about limit models obtained from
a different choice of renormalisation: For any k ∈ G− and any h ∈ k ◦ f ξ ◦H− one has
Z (h) ∈ suppRk Zˆ .
Before we state the main theorem, we derive some immediate identities.
Lemma 3.10 For any character g ∈ G− and any smooth noise h ∈ M∞ one has the
equality
RgZc(h) = ThZ (g).
In particular, one has the identity
Zˆε[ξ] = TξεZ (gε)
almost surely for any ε > 0.
Proof. In order to see the first identity, it is enough to apply Theorem 2.4 to f ≡ 0. The
second claim follows from the fact that Zˆε = Rgε Zε and Zε[ξ] = Tξε Zc(0).
The next lemma crucially states that shifting the noises by a random smooth function
maps the support into itself.
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Lemma 3.11 Let h ∈ Ω∞. Then one has the identity
Th Zˆ[ξ] = Zˆ[ξ + h]
almost surely. Moreover, if h ∈ M∞ is any smooth random noise, then one has the
identity
suppTh Zˆ ⊆ supp Zˆ .
Proof. We show the first statement. By Cameron-Martin’s Theorem 2.6 it follows that
the laws of ξ and ξ + h are equivalent. In particular, the right-hand side is well-defined
P-almost surely. To see the identity claimed in the statement, we use the fact that T is
jointly continuous in h and Z . We then have
Zˆ[ξ + h] = lim
ε→0
Zˆε[ξ + h] = lim
ε→0
Thε Zˆε[ξ] = Th Zˆ[ξ].
In order to see the second statement, let first h ∈ Ω∞ be deterministic. In this case
we exploit again the fact that the laws of ξ and ξ + h are equivalent, so that the laws
of Zˆ[ξ] and Th Zˆ[ξ] = Zˆ[ξ + h] are equivalent as well and supp Zˆ = suppTh Zˆ . Using
Lemma 3.12 below, it follows that the continuous operator Th maps the support of Zˆ
into itself.
Let now h ∈ M∞ be random and let A ⊆ Ω be the set of full P-measure with
the property that Zˆ(ω) ∈ supp Zˆ for any ω ∈ A. It then follows for ω ∈ A that
Th(ω) Zˆ(ω) ∈ supp Zˆ . In particular we have Th Zˆ ∈ supp Zˆ almost surely.
In the previous proof we used the following lemma.
Lemma 3.12 Let X,Y be two Polish spaces, let T : X → Y be a continuous map and
let µ be a probability measure on X . Then suppT∗µ = T(supp µ).
Proof. Since x ∈ supp µ for µ-almost every x ∈ X , it follows that T(x) ∈ T(supp µ)
µ-almost surely, and hence suppT∗µ ⊆ T(supp µ). To see the inverse inclusion, let
y = T(x) ∈ T(supp µ) with x ∈ supp µ, and let U be a neighbourhood of y in Y . By
continuity it follows that T−1(U) is a neighborhood of x in X and by the definition of
the support, it follows that µ{x : T(x) ∈ U} = µ(T−1(U)) > 0, and thus y ∈ suppT∗µ.
This show that T(supp µ) ⊆ suppT∗µ and concludes the proof.
Assuming Proposition 3.7, we can now state and prove the main theorem of this
section.
Theorem 3.13 For any ε > 0 let Zˆε denote the BPHZ renormalised lift of the regu-
larised noise ξε to a random admissible model and let k ∈ G− be any character. Then
one has the identity
suppRk Zˆ =
⋂
ε>0
⋃
δ<ε
suppRk Zˆδ . (3.3)
Moreover, if we denote by f ε := f ξε ∈ G− the sequence of characters defined in
Assumption 8 (so that f ε → f ξ as ε → 0), the one has the stronger statement
suppRk Zˆ =
⋃
ε∈(0,1)
suppRk◦ f ξ ◦( f ε )−1 Zˆε . (3.4)
38
A support theorem for random models 3.2
Proof. (Assuming Proposition 3.7) We first argue that (3.3) follows from (3.4). To see
this, we introduce the sequence of character lε ∈ G− via the identity k ◦ f ξ ◦ ( f ε)−1 =
lε ◦ k, and we note that since k ◦ f ξ ◦ ( f ε)−1 → k in G− it follows that lε → 1∗. By
Lemma 3.12 and the continuity of the action of the renormalisation group it follows
that suppRk Zˆ can be written as
lim
ε→0
⋃
δ<ε
suppRlε◦k Zˆε = lim
ε→0
Rl
ε
⋃
δ<ε
suppRk Zˆε =
⋂
ε>0
⋃
δ<ε
suppRk Zˆε .
It remains to show (3.4). The fact that suppRk Zˆ is contained in the right-hand side
follows trivially from the fact that
Rk◦ f
ξ ◦( f ε )−1 Zˆε → Rk Zˆ
in probability in the space of models, so it remains to show the inverse inclusion. By
Lemma 3.10 we have the identity
suppRk◦ f
ξ ◦( f ε )−1 Zˆε = {ThZ (k ◦ f ξ ◦ gˆε) : h ∈ Ω∞},
where we introduced the character gˆε ∈ G− via the identity f ε ◦ gˆε = gε . By
Assumption 8 one has gˆε ∈ H, so that Proposition 3.7 implies that
Z (k ◦ f ξ ◦ gˆε) ∈ suppRk Zˆ .
It remains to show that the translation operator Th leaves the support ofRk Zˆ invariant,
in the sense that for any smooth function h ∈ Ω∞ one has
suppThRk Zˆ = suppRk Zˆ
This in turn is a corollary of Lemma 3.10.
One consequence of Theorem 3.13 is that the support of the limit model does in
general depend on the choice of renormalisation k ∈ G−. In the next result we show
that for any fixed k ∈ G− there exists a Lie subgroup Hk− of G−, such that changing
renormalisation from k to l ◦ k for some l ∈ Hk− does not change the support. More
precisely, we have the following result.
Corollary 3.14 For any k ∈ G− let k¯ := k ◦ f ξ , and denote byHk the Lie subgroup of
G− obtained fromHby conjugation with k¯, i.e. the subgroup given by
Hk := k¯ ◦H◦ k¯−1.
Then, for any l ∈ Hk , one has
suppRl◦k Zˆ = suppRk Zˆ .
Proof. The support ofRk Zˆ andRl◦k Zˆ are respectively characterised as the closure of
all smooth translations of all models of the form Z (h) and Z (h˜) for some h ∈ k¯ ◦H
and some h˜ ∈ l ◦ k¯ ◦H. We are thus left to show that
l ◦ k¯ ◦H= k¯ ◦H,
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which is true if and only if l ∈ Hk .
The fact that Hk is invariant under a change of renormalisation by l ∈ Hk follows
from the fact that
Hl◦k = l ◦ (k¯ ◦H− ◦ k¯−1) ◦ l−1
⊆ k¯ ◦H− ◦ k¯−1 ◦ (k¯ ◦H− ◦ k¯−1) ◦ k¯ ◦H− ◦ k¯−1 = Hk ,
whence the claim follows.
Remark 3.15 A consequence of the previous corollary is that the groups Hk are
invariant under composing k with any element of Hk , i.e. one has Hk = Hl◦k for any
l ∈ Hk , so that the collection of cosets
Mk := {k ◦H : k ∈ G−}
yields a foliation of G− into a family of manifolds of fixed dimension with the property
that for any k ∈ G−, the support of Rl Zˆ is independent of l ∈ Mk .
3.3 Renormalisation group argument
In light of the last section it remains to show Proposition 3.7. For this we fix from now
on a character h ∈ f ξ ◦Hand we will construct a sequence ζδ ∈ M∞, δ > 0, of random
smooth noises such that
Tζδ Zˆ → Z (h) in probability inM0
as δ → 0. Together with the continuity of the translation operator and Lemma 3.11,
this immediately implies Proposition 3.7. This convergence essentially relies on two
conditions. The first condition (3.5) guarantees that the noise cancels out in the limit
δ→ 0 and the second condition (3.6) guarantees the correct behaviour of the expected
values. Before stating the main proposition of this section, we introduce the following
notation.
Definition 3.16 Let ∼ denote the equivalence relation on T− given by setting τ ∼ τ˜
if and only if 8τ8s = 8τ˜8s and one has that the identity [L(τ), t] = [L(τ˜), t] between
multisets. We write T−/∼ for the set of equivalence classes of T− with respect to ∼.
We also fix an arbitrary total order  on T− with the property that τ  τ˜ whenever
τ, τ˜ ∈ T− are two trees such that either #E(τ) < #E(τ˜), or #E(τ) = #E(τ˜) and∑
u∈N (τ) n(u) ≤
∑
u∈N (τ˜) n(u). We write T τ− ⊆ T− and T ≺τ− ⊆ T− for the set of trees
τ˜ ∈ T− such that τ˜  τ and τ˜ ≺ τ, respectively. We denote the unital sub algebras of
T− generated by T ≺τ− and T τ− by T≺τ− and Tτ− respectively and we point out that it
follows from the properties of the coproduct ∆− that both of these algebras form Hopf
algebras.
We use the total order  to select a subset of trees T− ⊆ T− in the following way.
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Definition 3.17 For any equivalence class Θ ∈ T−/∼ we write T−(Θ) ⊆ Θ for the
set of trees τ ∈ Θ with the property that there exists a linear combination of trees
σ ∈ Vec (Θ ∩T ≺τ− ) such that
τ + σ ∈ J.
(Here,J is the ideal inT− defined in Definition 3.3.) We also write T−(Θ) := Θ\T−(Θ)
and we define T− :=
⊔
Θ∈T−/∼ T−(Θ).
Later on in (3.8) we will be given a linear subspace X of VecT− of which we
can show relatively easily that J∩ VecT− ⊆ X , and our goal will be to show that
X = VecT−. Definition 3.17 is set up so that it suffices to show that T− ⊆ X . The
total order  is chosen in such a way that we can show this inductively in the number
of edges and the polynomial decoration of τ ∈ T−.
In the Section 5 we will show the following proposition, for which we recall the
notation Υη from Section 2.2.3 and the spaces Ms∞ and M0 of smooth shifted noises
and (rough) noises from Definition 2.13.
Proposition 3.18 There exists a sequence ζδ ∈ Ms∞, δ > 0, of smooth random noises
such that
ξ + ζδ → 0 in M0, (3.5)
and such that for any τ ∈ T− one has
lim
δ→0
lim
ε→0
Υξ
ε+ζδMg
ε
τ = h(τ). (3.6)
Given Proposition 3.18, we can show the following result.
Proposition 3.19 Let ζδ be the sequence given by Proposition 3.18. Then one has
lim
δ→0
Tζδ Zˆ = Z (h)
in probability in the space of admissible models.
Proof. We denote as before the BPHZ character for ξε by gε := gξε , and we denote
similarly by gε,δ := gξε+ζδ the BPHZ character for the smooth noise ξε+ ζδ . We define
a character hε,δ ∈ G− via the relation
hε,δ ◦ gε,δ = gε, (3.7)
where ◦ denotes the group product in G−. We show inductively with respect to ≺ that
one has
lim
δ→0
lim
ε→0
hε,δ(τ) = h(τ) (3.8)
Let first τ ∈ T−. Since for any tree τ ∈ T which contains at least one noise type edge
one has
Υξ
ε+ζδMg
ε,δ
τ → 0
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in the limit ε → 0 and δ→ 0 by Lemma3.20 below, it follows that
hε,δ(τ) = Υξε+ζδMgε,δMhε,δ τ − (hε,δ ⊗ Υξε+ζδMgε,δ )(∆−i − Id ⊗ 1)τ
= Υξ
ε+hδMg
ε
τ + o(1)
where o(1) → 0 as ε → 0 and δ→ 0, so that (3.8) follows from (3.6).
Let now τ ∈ T−\T−. Let Θ ∈ T−/∼ be the equivalence class of τ, and let
τ˜ ∈ Vec (Θ ∩T ≺τ− ) such that σ := τ + τ˜ ∈ J. We claim that ( f ε)−1 ◦ hε,δ(σ) → 0 in
the limit ε → 0 and δ→ 0. Indeed, one has
( f ε)−1 ◦ hε,δ ◦ f ε,δ ◦ gˆε,δ = gˆε
where f ε, gˆε and f ε,δ, gˆε,δ are defined as in Assumption 8 for the noises ξε and ξε+ζδ ,
respectively, so that f ε ◦ gˆε = gε and f ε,δ ◦ gˆε,δ = gε,δ . By definition one has that
gˆε,δ ∈ H and gˆε ∈ H, so that
( f ε)−1 ◦ hε,δ ◦ f ε,δ = gˆε ◦ (gˆε,δ)−1 ∈ H (3.9)
By Assumption 8 the characters f ε and f ε,δ converge to f ξ and 1∗ in G−, respectively.
At this stage we would be done, if we knew a priori that limδ→0 limε→0 hε,δ exists in
G− on Tτ− . By induction hypothesis, this is true on T≺τ− , so that is remains to show
that hε,δ(τ) converges to something in the limit ε → 0 and δ → 0. For this, note that
(3.9) vanishes when applied to σ, since σ ∈ J. On the other hand, one has
(∆− ⊗ Id)∆−σ ∈ (1 ⊗ τ ⊗ 1) + (Tτ− ⊗ T≺τ− ⊗ Tτ− ),
and we conclude using the induction hypothesis, which implies in particular that
( f ε)−1 ⊗ hε,δ ⊗ f ε,δ
converges on Tτ− ⊗ T≺τ− ⊗ Tτ− .
It follows that limδ→0 limε→0( f ε)−1 ◦ hε,δ = ( f ξ )−1 ◦ h on Tτ− . Since Tτ− is a
Hopf subalgebra ofT−, we conclude that one also has limδ→0 limε→0 hε,δ = h onTτ− ,
and this concludes the proof of (3.8).
The remaining proof is now straight forward. We first compute
Tζδ Zˆ
ε = Rg
ε
Zc(ξε + ζδ) = Rhε,δRgε,δ Zc(ξε + ζδ).
It follows from [CH16, Thm. 2.33] that limδ→0 limε→0Rg
ε,δ
Zc(ξε + ζδ) = Zc(0) in
probability in the space of models. Using the fact that the renormalisation group
G− acts continuously onto the space of admissible models, together with the fact that
limδ→0 limε→0 hε,δ = h, we obtain
lim
δ→0
lim
ε→0
Tζδ Zˆ
ε = RhZc(0) = Z (h),
and this concludes the proof.
Lemma 3.20 For any p < ∞ and τ ∈ T, the map η 7→ EΠηMgη τ(0) is continuous as
a map fromM0 into R.
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Proof. The continuity of the map η 7→ E(ΠηMgη τ)(ϕ) for any fixed test function
ϕ ∈ C∞c (D) is a consequence of [CH16]. To show the lemma, it thus suffices to find,
for any fixed τ ∈ T, a test function ϕ such that EΠηMgη τ(0) = E(ΠηMgη τ)(ϕ) for
any smooth noise η ∈ M∞. For this we recall that one has
(Πˆητ)(z) ∼ (Πˆη ⊗ gz)∆+τ(0), z ∈ D, (3.10)
where ∆+ denotes the coproduct on the structure group G+ and gz ∈ G+ is defined by
setting gz(Xi) := zi , and gz(τ) = 0 for any non-polynomial τ ∈ T+ (in the language of
[BHZ16, Def. 6.16] this follows from the fact that Πˆη is stationary). It follows that
EΠηMgη τ(z) = ((EΠˆη) ⊗ gz)∆+τ(0) =: Pη(z),
where Pη is a polynomial depending on η with deg Pη ≤ ∑u∈N (τ) |n(u)|s . Since,
for any fixed degree N , one can find a test function ϕ integrating to 1 and such that∫
xkϕ(x) dx = 0 for all 0 < |k | ≤ N , we conclude that Pη(0) =
∫
Pη(z)ϕ(z), and thus
EΠηMgη τ(0) = E(Πˆητ)(ϕ) ,
which finishes the proof.
3.4 Corollaries
We get the following characterisation ofH.
Corollary 3.21 The groupH is the smallest Lie subgroup of G− with the property that
the statement of Assumption 8 holds.
Proof. LetK ⊆ G− be any Lie subgroup of G− such that the statement of Assumption 8
holds and denote the corresponding characters for the noises ξε and ξε + ζδ by f˜ ε and
f˜ ε,δ . It then follows that f˜ ξ := limε→0 f˜ ε exists and limδ→0 limε→0 f˜ ε,δ = 1∗.
Let h ∈ f ξ ◦Hbe any character and let ζδ be the sequence of smooth shifts defined
in Proposition 3.18. Denoting as in the proof of Proposition 3.19 by gε and gε,δ the
BPHZ characters for ξε and ξε + ζδ and hε,δ ∈ G− the character defined via the relation
(3.7), then it follows from (3.9) that hε,δ → h. On the other handK is a subgroup, and
by definition one has ( f˜ ε)−1 ◦ gε ∈ K and (gε,δ)−1 ◦ f˜ ε,δ ∈ K, so that
( f˜ ε)−1 ◦ hε,δ ◦ f˜ ε,δ ∈ K.
Since f˜ ε → f˜ ξ and f˜ ε,δ → 1∗ one has
h ∈ f˜ ξ ◦K.
Thus, it follows that
f ξ ◦H ⊆ f˜ ξ ◦K,
which can only be true ifH ⊆ K.
An interesting, although somewhat unrelated, corollary is the following statement.
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Corollary 3.22 Let k, l ∈ G− be two characters with k , l and k(Ξ) = l(Ξ) = 0 for any
noise type Ξ ∈ L−. Then the laws ofRk Zˆ andRl Zˆ , restricted to any open subset of Λ
which contains the initial time-slice {0} × Td , are singular with respect to each other.
Remark 3.23 Even though the laws of Rk Zˆ and Rl Zˆ are mutually singular, their
topological supports may still be the same.
Proof. This is a Corollary of Proposition 3.19. Indeed, for any random smooth noise ζ
such that ζ : Ω→ Ω∞ is continuous we denote by T˜ζ : M→M the continuous map
T˜ζZ(Π) := Tζ ((ΠΞ)Ξ∈L− )Z(Π).
This is well-defined since the map Z(Π) 7→ (ΠΞ)Ξ∈L− is continuous from M into Ω.
In particular, for any k ∈ G− which acts trivially on L− one has the identity
Tζ (ξ)Rk Zˆ(ξ) = T˜ζRk Zˆ(ξ) .
If we now denote by ζδ the sequence defined in Proposition 3.19, then it follows that,
for a suitable subsequence δ→ 0 sufficiently fast, we have the P-almost sure limit
lim
δ→0
T˜ζδR
k Zˆ = Z (k) .
Since Z (k) , Z (l) (and both are deterministic), the claim follows. (Note that for
δ > 0 small enough the random function ζδ((ΠΞ)Ξ∈L− ) only depends on the knowledge
of Zˆ in Λ.)
4 Constraints between renormalisation constants
The goal of this section is to show that Assumption 6, which we assume to hold in this
section, implies Assumptions 7 and 8 made at the beginning of Section 3.
Proposition 4.1 Assumption 6 implies Assumptions 7 and 8.
Assumption 7 is proven in Corollary 4.61, Assumption 8 follows from Lemma 4.66 and
Lemma 4.69. To get a feeling for the ideal Jfirst we consider a couple of examples of
generators.
Example 4.2 In the case of the three dimensional PAM equation, one has
− 1 1 − 2 2 − 3 3 ∈ J.
Here a bold edge with label k = 1, 2, 3 denotes the derivative of the Poisson kernel with
respect to xk , and a circle denotes an instance of spatial white noise. The reason for
this is the relation
K − ∂1K ∗ ∂1K − ∂2K ∗ ∂2K − ∂3K ∗ ∂3K = 0
for the Poisson kernel K in three dimensions. Note that the corresponding linear
combination between the renormalisation constants does not vanish (since we work
with a spatial truncation of the Poisson kernel), but it is easy to see that it is bounded
uniformly in the limit.
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Example 4.3 Another possible source of constraints is given by “total derivatives”.
For instance in case of the generalised KPZ equation one has
+ + ∈ J,
where the white circles denotes instances of white noise (the circles are allowed to
denote different instances of white noise, but with the convention that circles the appear
at the same position in the three trees correspond to the same white noise). These two
classes of constraints were recently used quite systematically in [Ger19].
Example 4.4 A third possible constraint comes from symmetries, for instance in case
of
∂tu = −∆2u + g(u, ∂xu)(−∆)1−κη
with η spatial white-noise in 2 dimensions and κ > 0, one has
∈ J.
Here an edge denotes the (truncation of the) Green’s function for ∂t − ∆2, the bold
edge denotes its spatial derivative (say with respect to x1) and a node an instance of
(−∆)1−κη.
Example 4.5 Finally, a possible source of constraints comes frommoving the root. For
instance, if one considers a couple of interacting forward-backward generalised KPZ
equations, one has
− ∈ J
where a red edge denotes the backward heat kernel.
Remark 4.6 It is unclear at this point whether all constrains that show up in reasonable
examples are of the form described above. One could of course always construct more
contrived examples by simply choosing the integration kernels themselves to satisfy
certain constraints. The approach chosen in this article aims for the largest possible
generality while avoiding having to explicitly characterise these constraints. Instead, we
show directly that the ideal generated by these constraints always has “nice” algebraic
properties (Assumption 7) and that the BPHZ characters are “well-behaved” in the sense
that they respect these constraints up to discrepancies of order 1 (Assumption 8).
We first a generalization of the notation (3.1) by including noises. We define the
space M?∞ := Ms∞ unionsq {1} and its closure Ms0 under the norm (2.20). Here, we let 1 act
on any noise type Ξ ∈ L− by setting 1(Ξ) := 1.4 With this notation, we now make the
following key definition.
4Note that 1 < M∞, since E1 , 0.
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Definition 4.7 Given a tree τ ∈ T, we define for any η ∈ M?∞, any ψ ∈ Ψ˜ and any
large-scale kernel assignment R = (Rt)t∈L+ with Rt ∈ C∞c (D¯) the constant
Υ˜
η,ψ
R τ := 〈KK+Rτ , ζ〉 (4.1)
where ζ(x) :=
(
E ∏e∈L(T ) ηt(e)(xe)) ψ(x). We will write Υ˜ψR := Υ˜1,ψR .
As was already remarked below Definition 3.3, we will show in Theorem 4.17 that
for any τ ∈ T− the limit Υ˜η,ψR τ does indeed exist as the smooth kernels Rt approach
Kˆt − Kt, and we denote this limit by Υ˜η,ψ . We write also Υ˜ψ := Υ˜1,ψ . All operators
introduced here are multiplicatively extended to characters on the Hopf algebra T−.
The following lemma gives a useful alternative description of J.
Lemma 4.8 Under Assumption 6 the ideal J is generated by all τ ∈ VecT− such that
Υ˜η,ψτ = 0 for any η ∈ M?∞ and any ψ ∈ Ψ˜.
Proof. Comparing (4.1) and Definition 3.3, we only have to show that
〈Kˆτ , ψ〉 = 0
for any τ ∈ J and any ψ ∈ Ψ˜. Rescaling ψ → ψε and exploiting the homogeneous
behaviour of the integration kernels Kˆt it suffices to consider linear combinations of
trees τ =
∑
i≤r ciτi such that [L(τi), t] and α := 8τi8s do not depend on i ≤ r . In
particular, it suffices to consider the cases τi ∈ V0 for all i ≤ r or τi < V0 for all i ≤ r .
In the former case Assumption 6 guarantees that 〈Kˆτ , ψ〉 = 0 for any ψ ∈ Ψ˜. In the
latter case, note that τ ∈ J implies that
〈Kˆτ , ψ〉 = a(τ)
∫
ψ (4.2)
for some a(τ) ∈ R and all ψ ∈ Ψ˜. However, the transformation ψε(x) := ε−|s |ψ(ε−sx)
leaves the right hand side (4.2) invariant, while the left hand side is transformed as
〈Kˆτ , ψε〉 = εα+( 12 #L(τi )−1) |s | 〈Kˆτ , ψ〉, which is a contradiction unless α = −#L(τi) |s |2 +
|s |. Unless #L(τi) = 2 one hasα ≤ − |s |2 , in contradiction toAssumption 2. If #L(τi) = 2,
then one α = 0, and thus τ ∈ V0 in contradiction to τ < V0.
An important remark is that if the cutoff functions ψ are chosen such that ψ ≡ 1 in
a large enough neighbourhood of the origin, then one has the identity
Υ˜
η,ψ
0 τ = EΠ
ητ(0) = Υη
for any smooth noise η ∈ M∞.
One may wonder what the function ψ in this notation is trying to accomplish.
We want to study the limit of Υ˜η,ψR τ in which Rt converges to Kˆt − Kt, where Kˆt :
D¯→ R is the homogeneous extension of the integration kernel to the whole space, see
Section 2.2.2. Without the cutoff function ψ, this quantity has no chance of converging
in general. However, we will see that the presence of the cutoff ψ is sufficient for this
limit to exist. The fact that we cannot get rid of the large-scale cutoff completely is no
surprise. Indeed, even for η = 1 this is not true:
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Example 4.9 Consider the cherry tree in Φ43. We obtain
Υ˜
ψ
R =
∫
R+×R3
dx
∫
R+×R3
dy (K + R)(x)(K + R)(y)ψ(x − y)
where we identify ψ ∈ C¯∞c (D¯L(τ)) ' C∞c (D¯). We can only guarantee that this is finite
as R→ Kˆ − K if ψ is compactly supported.
On a more technical level, this issue is related to the bound on the degrees of tight
partitions introduced in [Hai18, Sec. 4].
There is however one big advantage of the large-scale cutoff introduced by ψ over
the one given by simply choosing a compactly supported kernel K: the latter “sees” the
interior structure of the tree τ, while the former only “sees” the noise type edges. When
we work out properties of the ideal J later on, this becomes crucial, as it can happen
that two trees with the property that the evaluation (4.1) only differs due to the large
scale cutoff have distinct interior structure (compare e.g. Example 4.2). However, such
trees will always carry the same multiset of noise types, so that the cutoff introduced
by ψ as in (4.1) will affect each of them in precisely the same way, thus not destroying
exact identities between their renormalisation constants.
A motivating example
The main difficulty in proving Assumptions 7 and 8 is to determine the algebraic
structure of a tree τ drawing only on the analytic information given by KKˆτ. The
strategy to show the first of these results, namely thatJ is a Hopf ideal, and the second
one, namely that the BPHZ characters gη “almost” annihilate J, are quite similar. The
main step is to show how J interacts with the coproducts ∆− and ∆−i, compare (4.51)
and (4.50) in Proposition 4.58 below. The interaction property of J with ∆− gives
immediately the Hopf ideal property, while the statement about the BPHZ characters
needs a further argument carried out in Section 4.6.
Consider as an example two trees coming from the generalised PAM equation in 3D.
Recall that in this equation we consider purely spatial white-noise and the integration
kernel is given by the 3D Poisson kernel P. One then has
τ1 − τ2 := − ∈ J , (4.3)
This can be seen by noting that P is invariant under the transformation x 7→ −x. Here
we use different colours to indicate different (hence independent) white-noises. As part
of the proof of Assumptions 7 and 8 we have to show respectively that
∆−
(
−
)
∈ J⊗ T− +T− ⊗ J and
gη( ) − gη( ) . 1, (4.4)
where the second statement is uniform over η with ‖η‖s ≤ C.
Remark 4.10 The reason why we have to bound the linear difference (as opposed to
the “difference” with respect to the group operation) is that these two turn out to be the
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same in the present example. In general the second bound in (4.4) does not hold and
should be replaced with ( f˜ η ◦ gη)(τ1 − τ2) = 0 where | f˜ η | . 1. (Here f˜ η = ( f η)−1
is the group inverse of the character defined in Assumption 8. Since f 7→ f −1 is a
uniformly bounded operation on G−, bounding f η and f˜ η are equivalent.) Of course,
boundedness is not quite sufficient and we will later show the stronger statement of
continuity with respect to ‖ · ‖s . (This is not equivalent since η 7→ f η is not a linear
map.)
Let us first convince ourselves “by hand” that (4.4) holds. To see the first statement,
it suffices to note that
∆−
(
−
)
=
(
−
)
⊗ 1 + 1 ⊗
(
−
)
+ ⊗
(
−
)
and − ∈ Jholds with the same argument as above. (In fact both of these trees
are individually elements of J for symmetry reasons. Actually, in this case one also
has ∈ J for symmetry reasons. Both of these statements are however not generic.
They would for instance not hold if the Poisson kernel was replaced by a non-symmetric
kernel.) For the second statement in (4.4) one can calculate
gη
(
−
)
= −EΠη
(
−
)
(0) + EΠη (0)EΠη
(
−
)
(0) = 0. (4.5)
Note that the fact that this expression vanishes identically is not really intrinsic. For
instance, the various Poison kernels could be associated to different components of the
equation, and in principle we could choose different large-scale cutoff’s, which would
make the expression above non-zero (but it would remain order 1). This may not seem
like a natural thing to do, but it is sometimes unavoidable, compare Example 4.2.
The goal of this section is to automatise these arguments, drawing only on the
information that Υ˜ψ(τ1 − τ2)(0) = 0 for any smooth function ψ ∈ C¯∞c (D¯[ , , , ]).
We write elements in the domain as x = (x1 , x2 , x1 , x2 ). Let φ ∈ C∞c (D¯) be any
smooth, symmetric (under x 7→ −x) test function, define φ(ε) := ε−3φ(ε−1·), and let
ψε(x1 , x2 , x1 , x2 ) := ψ(x1 , x2 , x1 , x2 )φ(ε)(x1 , x2 ). We also write ψˇ(x1 , x2 , x) :=
ψ(x, x, x1 , x2 ), and we denote by Υ˜ψˇ and Υ˜ψˇ the quantity defined analogously
to (4.1), butwhere the additional variable x correspond to the nodewhichwas generated
by contracting the subtree (in the current examples, the only node without a noise).
This rather ad hoc notation is resolved later on by the introduction of legs, see below.
We then arrive at the following diagram
Υ˜ψ
ε − Υ˜ψε = 0
− −
Υ˜φ
(ε)
Υ˜ψˇ − Υ˜φ(ε) Υ˜ψˇ = 0
. 1 . 1
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The equality in the first line is the analytic input we are given from (4.3). The
uniform bounds on the differences vertically are a consequence of the analytic BPHZ
theorem [Hai18], see also Proposition 4.47 below. The equality on the second line is
what we infer. Note that in a first step we only deduce a uniform bound, however we
can make use of the fact that the integration kernels are homogeneous functions, so
that we know a priori that the expressions in the second line are proportional to εα for
some homogeneity α < 0. Both statements can hold simultaneously only if the quantity
vanishes identically. It then follows in particular that
Υ˜φ Υ˜ψ − Υ˜φ Υ˜ψ = 0 (4.6)
for any symmetric test function φ, ψ ∈ C∞c (D¯) (here we naturally identify C¯∞c (D¯[ , ])
and C¯∞c (D¯[ , ]) with the space of symmetric functions in C∞c (D¯)). Note that in general
there may be more than one divergent subtree. We then perform the strategy above
with all possible divergent subtrees, by splitting the multiset [ , , , ] in two parts in
all possible ways (the derivation above would then correspond to [ , ], [ , ]).
Comparing (4.6) and (4.5), and using the fact that the function φ(x − y) :=
E[η(x)η(y)] is an element of C∞c (D¯), we deduce that
gˆη
(
−
)
= 0
for any smooth, centred, stationary noise η. Here, gˆη is a character which is defined
similarly to the BPHZ character, but where the large-scale cutoff of the integration
kernels is removed and instead a large-scale cutoff is introduced between any pair of
nodes, see Definition 4.15 above and (4.27) below.
Let us review the outline so far from a more algebraic perspective. We have
essentially proven that, assuming that
− ∈ J ⇒ ∆−i
(
−
)
∈ J⊗ Tˆ− +T− ⊗ Jˆ, (4.7)
where Jˆ ⊆ Tˆ− is an ideal defined analogously to J. (We refrain from given a precise
definition here, since there are some subtleties; most notably the fact that Υ˜η is in
general not well-defined on trees of positive homogeneity. We refer to Definition 4.52
for the definition of an ideal that mirrors this idea.) We then use that ∆− = (Id⊗ p−)∆−i
and J = p−Jˆ to conclude that J is a Hopf ideal, which concludes the outline of the
proof of Assumption 7. The remaining argument to conclude the outline of the proof of
Assumption 8 is to bound the difference of gη and gˆη with respect to the group product
in G−, which we will do in Section 4.6.
The problems ahead
There are several points that complicate this line of argument in general:
• One can have more complicated sub-divergencies, in particular one can have
divergent sub-forests instead of just single trees. To deal with this issue, we will
introduce a test function for each pair of noises (Definition 4.40), which will give
us the flexibility to trigger any sub-divergence by rescaling these test functions in
all possible ways.
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• A bigger issue is the presence of derivatives hitting the test function. Implement-
ing the above strategy without a proper algebraic framework leads to significant
notational difficulties. Instead, we opt for a systematic extension of the algebraic
framework by introducing the notion of “legs”, against which our test functions
are integrated. Formally, we do this via an extension of the regularity structure,
see Section 4.1 for the details. The point here is that legs can have non-vanishing
derivative decorations.
• Every leg has a unique partner leg, and we call a tree properly legged (Defini-
tion 4.21), if for any pair of verices u and v with u , v, and both u and v carrying
noises, there exists a unique leg incident to u such that its partner is incident to v.
We ultimately need to understand how this “properly legged” property interacts
with the coproduct, which leads to the construction of algebrasTpl− and Tˆex,pl− ,
which are related to the algebras T− and Tˆex− (we colour them to indicate that
they are spaces generated by trees containing legs, c.f. Sec. 4.1). We refer to
Section 4.3 for details.
• Noises are in general indistinguishable. We need to distinguish them at the
algebraic level to carry out the argument above, and only afterwards factor out
the necessary ideals given by “identifying” noises that we made distinguishable
(Definition 4.34). (Actually, it suffices for us to break the symmetry at the level
of legs.)
• We need to make precise what exactly we need to subtract in general in order
to see the cancellations inferred above. For this we need a general strategy of
rescaling the test functions (c.f. (4.37),(4.40)) and a general bound in the spirit
of the BPHZ theorem (c.f. Proposition 4.47). We draw here on the results of
[Hai18] rather than [CH16], since we deal with kernels of unbounded support.
• Finally, we have to show that the evaluation Υ˜ηψτ is well-defined, at least on a large
enough set of trees τ. We refer the reader to Theorem 4.17 and Lemma 4.19.
Outline of the section
The plan is now as follows. We enlarge in Section 4.1 the regularity structures T to a
regularity structureT by adding a sufficient number of new types (which we call “leg
types”, but are treated as noise types with just slightly negative homogeneity) and we
allow any number of them (up to a large enough constant) to be incident to any node
u of any tree τ ∈ T. We then construct spaces T− and Tˆex− analogously to T− and
Tˆex− . We show that one can remove the large-scale cutoff in the sense that Υ˜ητ exists
(at least for a large class of trees τ) in Section 4.2. The most cumbersome subsection
is Section 4.3, in which we systematically factor out ideals in T− and Tˆex− , arriving
eventually at the following sequences of spaces
T−
P→ T− ⊇ Tpl−
Psym→ Tsym−
Psym♠→ Tsym♠
Tˆex−
Pˆex,→ Tˆex,− ⊇ Tˆex,pl−
Pex,sym→ Tˆex,sym− .
The spaces T− and Tˆex− , see Definition 4.24, are merely auxiliary spaces, and
we will mostly be working with the subspaces Tpl− and Tˆex,pl− , see Definition 4.27,
formed by properly legged trees. So far symmetries of a tree, related to the fact that the
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same noise type appears multiple times, are not reflected in the legs, and we remedy
this inTsym− and Tˆex,sym− , see Definition 4.34. Finally, dropping “non-essential” legs
and identifying trees with non-vanishing derivative decoration on legs, we arrive at the
spaceTsym♠ , see Lemma 4.38, which turns out to be isomorphic as a Hopf algebra to
T−, see Lemma 4.39. An analytic result generalising the “vertical” cancellations in the
diagram on page 48 will be derived in Proposition 4.47 in Section 4.4. A key result
is Proposition 4.58 in Section 4.5, making precise the idea of (4.7) and in particular
concluding the proof of Assumption 7 thatJ is a Hopf ideal. Finally, in Section 4.6 we
compare the characters gˆη and gη , and show that their difference is continuous in the
limit as η approaches a rough limit noise, see Lemma 4.66 and Lemma 4.69
4.1 Extension of the regularity structure
We assume that we are given a finite set L, disjoint from L, elements of which we
call leg types. From an algebraic point of view, we treat L as a set of additional noise
types, and we extend the homogeneity assignments 8 · 8s and | · |s to L− := L− unionsq L by
setting 8l8s := 0 and |l|s := −κ for some κ > 0 small enough (to be specified shortly)
whenever l ∈ L. From the extended set of types L := L− unionsq L+ we want to build a
regularity structureTex as in [BHZ16, Sec. 5.5], for which we specify a rule R.
Let M ∈ N denote the maximum number of edges #E(τ) for any τ ∈ T−. We first
define the rule R˜ by setting
R˜(t) := {A unionsq B : A ∈ R(t) and B ⊆ L × {0} is a set with #B ≤ M}, (4.8)
for any t ∈ L+. Here R denotes the rule used to construct the regularity structure T,
see Section 2.2. Note that in (4.8) we only allow B to be a proper set (or equivalently a
multiset satisfying B ≤ 1). Provided that κ > 0 is small enough we obtain a normal and
subcritical [BHZ16, Def. 5.14] rule R˜ in this way, and we denote by R its completion
[BHZ16, Prop. 5.21].
Definition 4.11 We denote byTex (resp. T) the extended (resp. reduced) regularity
structure constructed as in [BHZ16, Sec. 5.5] from the rule R. Furthermore, we denote
byTex− and Tˆex− the algebras constructed as in [BHZ16, Def. 5.26, Def. 5.29] starting
from the regularity structureTex.
As in [BHZ16, Prop. 5.35], the spaceTex− forms a Hopf algebra. We will mostly work
with the factor Hopf algebra T− of Tex− given by neglecting the extended decoration.
We writeT− for the set of unplanted trees τ ∈ T of negative homogeneity, so thatT−
is generated freely as a unital, commutative algebra fromT− .
For a tree τ ∈ Tex we denote by LL(τ) ⊆ E(τ) the set of leg type edges, i.e. the set
of e ∈ E(τ) such that t(e) ∈ L, and by L(τ) ⊆ E(τ) the set of noise type edges of τ, i.e.
the set of e ∈ E(τ) such t(e) ∈ L−. We will often call a edge of leg type simply a leg.
We write L(τ) ⊆ N(τ) (resp. LL(τ) ⊆ N(τ)) for the set of nodes u ∈ N(τ) that are
adjacent to at least one noise type (resp. leg type) edge, and we write Lˆ(τ) ⊆ N(τ) for
the set of nodes u ∈ N(τ) with the property that o(u) < 0.
51
Large scale behaviour of renormalised trees 4.2
Example 4.12 In the following example, taken from the KPZ equation, we coloured
kernel-type edges e ∈ K(τ) grey (they are bold because the carry a derivative decora-
tion), noise type edges e ∈ L(τ) blue, we draw legs e ∈ LL(τ) as wavy lines, we colour
nodes blue if they are elements of L(τ), and we draw nodes as squares (rather than
circles) if they are elements ofLL(τ)
.
This is the only example in this paper in which we make noise type edges explicit, since
their position can always be inferred byL(τ). We will always make legs explicit (note
that their position cannot be inferred from LL(τ), as there may be more than one leg
incident to the same node). Conversely, sinceLL(τ) can be inferred from LL(τ), we will
not draw them explicitly as boxes in the forthcoming examples.
The space Tex can be identified with the linear subspace of Tex spanned by all
trees τ ∈ Tex without legs. Similarly, the spaces Tˆex− , Tex− , and T− have natural
interpretations as subalgebras ofTex− , Tˆex− andT−, respectively (in this interpretation
the latter two are Hopf subalgebras). Given any tree τ = (Tn,oe , t) ∈ Tex we define a
tree piτ ∈ Tex by simply removing all of its legs. The map pi extends to a linear map
pi :Tex → Tex, and to an algebra morphism from the algebrasTex− , Tˆex− andT− onto
Tex− , Tˆex− and T−, respectively.
Finally, we denote by G− the character group of the Hopf algebra T−, which is
canonically isomorphic to the reduced renormalisation group constructed in [BHZ16,
Thm. 6.28]. There exists a subgroup of G− isomorphic to G−, given by the set of those
characters that vanish on any tree τ with LL(τ) , 6#. (The isomorphism ϕ : G− ↪→ G−
is given explicitly by mapping g ∈ G− to a character ϕ(g) ∈ G− given by setting
ϕ(g)(τ) = g(τ) for τ ∈ T− and ϕ(g)(τ) = 0 for τ ∈ T−\T−.)
Remark 4.13 Since we view T− as a subspace of T−, the embedding G− → G− is
actually not ‘canonical’, although the projection G− → G−, given by restricting a
character g ∈ G− to T−, is canonical. The construction in the previous paragraph uses
indirectly the fact thatT− is also naturally isomorphic to a factor Hopf algebraT−/ker q,
where q : T− → T− is defined by killing trees τ such that LL(τ) , 6#. However, in the
sequel we will continue to view T− as a subalgebra of T−
4.2 Large scale behaviour of renormalised trees
We now fix a degree assignment deg∞(t) ∈ R− unionsq {−∞} for kernel types t ∈ L+. In
order to avoid case distinctions later on, we also set deg∞(Ξ) := 0 for any noise type
Ξ ∈ L− and deg∞(l) := −∞ for any leg type l ∈ L. We writeK+∞ for the set of kernel
assignments (Rt)t∈L+ such that Rt : D¯→ R is smooth and compactly supported for any
t ∈ L+. We endow this space with the topology generated by the system of seminorms
‖Rt ‖K+,t for t ∈ L+, where the latter is defined as the smallest constant such that
|DkRt(x)| ≤ ‖Rt ‖K+,t(1 + |x |)deg∞ t (4.9)
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for any x ∈ D¯ and k ∈ Nd with |k |s < r . We writeK+0 for the completion ofK+∞ with
respect to the corresponding metric. We extend the notation of (3.1) and (3.2) to the
extended regularity structure, with L(τ) replaced by L(τ) unionsq LL(τ), so that in particular
one has KGτ : D¯L(τ)unionsqLL(τ) → R and the integral in (3.2) ranges over D¯L(τ)unionsqLL(τ).
Furthermore, we introduce the following space in analogy to Definition 3.2.
Definition 4.14 We write Ψ for the set of all families of test functions (ψm)m, indexed
by multisets mwith values in L, such that ψm ∈ C¯∞c (D¯m/g).
With this notation, we now define the following evaluations.
Definition 4.15 We define for any tree τ = Tn,oe ∈Tex, any smooth noise η ∈ M?∞, any
ψ ∈ Ψ, and any large-scale kernel assignment R = (Rt)t∈L+ ∈ K+∞ the constant
Υ¯
η,ψ
R τ := 〈KK+Rτ , ζη,ψ,τ〉 , (4.10)
where ζη,ψ,τ ∈ D¯L(τ)unionsqLL(τ) is defined by
ζη,ψ,τ(x) :=
(
E
∏
u∈L(T )
ηt(u)(xu)
)
De |LL(τ)ψ[LL(τ),t](xLL(τ))
for any x ∈ D¯L(τ)unionsqLL(τ). Moreover, we define the “renormalised” constant by
Υˆ
η,ψ
R τ := Υ¯
η,ψ
R M
gη τ (4.11)
Here, we use the notation gη ∈ G− for the BPHZ-character of the noise η in the
renormalisation group G−, which we view naturally as a character in G− as above. We
also set Υ¯ψR := Υ¯
1,ψ
R and Υ¯
ψ := Υ¯1,ψ
Kˆ−K .
Remark 4.16 One has gη(σ) = 0 for any σ ∈ T− such that LL(σ) , 6#, so that Mgη
maps τ onto the span of trees τ˜ with the property that [L(τ), t] = [L(τ˜), t] It follows
that Υˆη,ψR τ really only depends on ψ[LL(τ),t]. We finally note that these notations do not
depend on the extended decoration o.
Our goal is to show that under some natural assumptions on the degree assignment
deg∞ the map Υ¯
η,ψ
R extends continuously to any large-scale kernel assignment R ∈ K+0 ,
and Υˆη,ψR extends continuously to the set of pairs (η, R) ∈ Ms0 ×K+0 . Such a statement
can only be true if we make an assumption on the degree assignment deg∞ and the
positions of the legs, which is in complete analogy to [Hai18, Sec. 4]. We then consider
partitions P of the node set N(τ) such that #P ≥ 2 and such that there exists P ∈ P
withLL(τ) ⊆ P. We call partitions of N(τ) that satisfy these properties tight from now
on. For any tight partitionPwe denote by K(P) the set of kernel-type edges e ∈ K(τ)
with the property that there does not exist P ∈ P such that e ⊆ P, and we set
deg∞P :=
∑
e∈K(P)
deg∞ t(e) +
∑
u∈N (τ)
|n(u)|s + |s |(#P− 1). (4.12)
Let M?0 denote the closure of M
?∞ under the norm ‖ · ‖s . The key result of this
section is the following theorem.
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Theorem 4.17 Let τ ∈ T ex be such that deg∞P < 0 for any tight partitionPof N(τ).
Then for any fixed ψ ∈ Ψ and η ∈ M?0 the evaluation
R 7→ Υ¯η,ψR τ (4.13)
extends continuously to the spaceK+0 . Moreover, the evaluation
(η, R) 7→ Υˆη,ψR τ (4.14)
extends continuously to the spaceM?0 ×K+0 . Finally, one has the bound
|Υˆη,ψR τ | . ‖η‖s
( ∏
e∈K(τ)
‖Rt(e)‖K+,t(e),r + 1
)
(4.15)
for r ∈ N any integer larger than −min{|τ |s : τ ∈ T}, uniformly over all (η, R) ∈
M?0 ×K+0 .5
Remark 4.18 This theorem should be viewed as a generalisation of [Hai18, Thm. 4.3].
The main reason why it does not follow directly from [Hai18, Thm. 4.3] is the presence
of higher-order cumulants. In principle, one could formulate a statement analogous to
[Hai18, Thm. 4.3] for Feynman hyper-graphs which would then imply the statement
of the above theorem. However, such a formulation is rather cumbersome, so that we
refrain from carrying out this construction.
Proof. This follows very similar to [Hai18, Thm. 4.3]. See Section A.3 for a proof.
The large-scale kernel assignment that we are interested in is given by Rt = Kˆt −Kt
for any t ∈ L+, so that we have to choose deg∞ t := 8t8s − |s | for any kernel-type
t ∈ L+. The next lemma shows that the assumption of super-regularity implies that the
condition of Theorem 4.17 holds automatically for a large class of trees τ ∈ T ex.
Lemma 4.19 Let τ ∈ T ex be a tree with 8τ8+ ≤ 0 and such thatL(τ)∪Lˆ(τ) ⊆ LL(τ).
Assume moreover that τ < V0 (see Section 2.5). Then one has deg∞P < 0 for any tight
partition P of N(τ).
Proof. Let τ = Tne ∈ T ex, assume first that Lˆ(τ) = 6#, so that 8τ8+ = 8τ8s ≤ 0, and
letP be a tight partition of N(T). We denote by P? ∈ P the set such thatLL(τ) ⊆ P?,
and therefore, by assumption, L(τ) ⊆ P?, and we write P? := P\{P?}. We need to
show that
deg∞(P) :=
∑
e∈K(P)
deg∞ t(e) +
∑
u∈N (T )
|n(u)|s + (#P− 1)|s | < 0.
Any P ∈ P? is a subset of N(τ) and induces a subgraph GP = (VP, EP) of τ, given by
setting VP := P and EP is the set of edges e ∈ K(τ) such that e ⊆ P. It is sufficient to
consider partitionsP that have the property that this induced subgraph is connected for
5We set ‖1‖N ,c := 1.
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any P ∈ P? ; otherwise there exists a non-trivial way to write P = P1 unionsq P2 such that
there does not exists an edge e with the property that e↑ ∈ P1 and e↓ ∈ P2 or the other
way around. One could then replace P with {P1, P2} in P to create a tight partition
Q with deg∞(Q) = deg∞(P) + |s | > deg∞(P). We now claim that it is even sufficient
to consider partitions P with the property that any set P ∈ P? contains only a single
vertex. Indeed, assume that P ∈ P? contains more than one vertex. Then P induces a
subtree S ⊆ T that does not contain any u ∈ L(T), and thus one has∑
e∈K(T ),e⊆P
deg∞ t(e) + (#P − 1)|s | = |S0e |s > 0
by assumption. With a virtually identical argument one can assume that the partition
Phas the property that there exists a finite number of node-disjoint subtrees S1, . . . , Sm
of T for some m ≥ 1 such that for any 1 ≤ i ≤ m one has that L(Si) , 6#, such that
L(T) = ⊔i≤m L(Si), and with the property that P? = ⊔i≤m N(Si). We also assume that
the number of trees are minimal, so that for any i , j the subgraph induced by the node
set N(Si) unionsq N(Sj) is not connected. It follows that K(P) = K(T) \ ⊔i≤m K(Si).
A straightforward calculation shows that
8Tne 8s = ∑
e∈K(T )
deg∞ t(e) +
∑
u∈L(T )
8t(u)8s + ∑
u∈N (T )
n(u) + #K(T)|s | ,
and a similar identity holds for any the subtree Si for any i ≤ m. Using the fact that
#K(P) = #K(T) −∑mi=1 #K(Si) we get the identity
deg∞(P) = 8Tne 8s −∑
i≤m
8(Si)0e 8s − #K(P)|s | + (#P− 1)|s |.
Let Q := {e↑ : e ∈ K(P)}, then our definitions show that
Q =
({ρ(Si) : i ≤ m} unionsqP?) \ {ρT },
so that #K(P) = #Q = m + #P− 2, and thus
deg∞(P) = 8Tne 8s −∑
i≤m
8(Si)0e 8s − (m − 1)|s |.
We now use the assumption of the proposition which imply on the one hand that8Tne 8s ≤ 0 and on the other hand that 8(Si)0e 8s ≥ − |s |2 , from which it follows that
deg∞(P) ≤ (1 −
m
2
)|s | ≤ 0 , (4.16)
with equality if and only if m = 2, 8τ8s = 0, and 8Si8s = − |s |2 for any i = 1, 2. By
assumption, any tree S ∈ T such that 8S8s = − |s |2 is equal to some Ξ ∈ L−, so that
#L(τ) = 2, and therefore τ ∈ V0.
Assume now that τ = (Tn,oe , t) ∈ T ex is such that Lˆ(τ) , 6#. Since 8τ8+ ≤ 0, by
[BHZ16, Lem. 5.25] there exists a tree τ¯ = (T¯ n¯e¯ , t¯) ∈ T− (that is, a tree with vanishing
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extended decoration such that 8τ¯8s ≤ 0), a subforest F ∈ div(τ) (here div(τ) denotes
the set of subforests Fof τ with the property that any connected component S of F is
of negative homogeneity; see Section A.1), and decorations nF and eF as in (A.3) with
the property that one has
τ = ((T¯/F)n¯−nF,[o]F
e¯+eF
, t¯).
(Note that necessarily τ has at least one divergent proper subtree, so that #L(τ) > 2. In
particular, τ is not the exceptional case from the first part of the proof.) We let ϕF
T¯
:
V(T¯) → V(T) be the map defined in (A.1), and we write ϕ := ϕF
T¯
|N (τ¯) : N(τ¯) → N(τ)
for the restriction of this map to the set of nodes N(τ¯) ⊆ V(τ¯).
Let now P be a tight partition of N(T), and write again P? ∈ P for the element
such thatL(τ) ∪ Lˆ(τ) ⊆ P?. We define a partition Q of N(τ¯) by setting
Q := {ϕ−1(P) : P ∈ P}.
SinceL(τ¯) ⊆ ϕ−1(P∗), the partition Q is tight, and by the first part of the proof one has
deg∞ Q < 0. It thus remains to note that deg∞P ≤ deg∞ Q, which follows from the
definition of deg∞P in (4.12), the fact that one has K(P) = K(Q), #P = #Q and the
fact that by definition
∑
u∈N (τ) |n(u)|s =
∑
u∈N (τ¯) |n¯(u) − nF(u)|s .
Remark 4.20 The statement fails for trees τ ∈ V0. For such trees however one has
Υ¯
η,ψ
R τ = Υ
ητ = −gη(τ) = 0 for any η ∈ Ms∞, where the first equality holds if R = 0,
and ψ = 1 in a large enough neighbourhood of the origin (compare Lemma 4.42), and
the last equality holds by Assumption 5. Using the homogeneity of the integration
kernels, it is possible to find a sequence Rn → Kˆ − K so that Υ¯η,ψRn vanished for any
n, so that at least for this particular choice of Rn and ψ a statement analogue to (4.14)
holds. We will make use of this fact in the proof of Lemma 4.69 below.
The statement of Lemma 4.19 does clearly not hold in general for trees τ ∈Twith
positive homogeneity, if we only assumeL(τ) ⊆ LL(τ). Keeping track of the “location”
of contracted subtrees (and thus a sufficient criterion for the positions at which we have
to attach legs) is the only reason why we keep track of the extended decoration o instead
of working directly withT. As mentioned in Lemma 4.19, this is irrelevant for trees
τ such that 8τ8− ≤ 0, so that there is no need to keep the extended decoration when
working with the Hopf algebraT−. It will therefore be convenient for us to work with
the two spaces Tˆex− (keeping the extended decoration) andT− (dropping the extended
decoration), and we will view the operator ∆− as acting between these space
∆− : Tˆex− →T− ⊗ Tˆex−
by dropping the extended decoration on the left component.
4.3 An algebraic construction
Wewant to work with a Hopf subalgebra (resp. subalgebra) ofT− (resp. Tˆex− ) generated
by trees τ such that Theorem 4.17 can be applied. In other words, we want to work with
trees that contain enough legs so that the large-scale evaluation is well-defined. Also,
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we would like to work with trees that are properly legged, see Definition 4.21 below.
Roughly speaking, we want every leg to have a unique “partner”. For this we assume
that we are given a type map i : L → L− × L− and an involution L 3 l 7→ l¯ ∈ L that
switches the components of i in the sense that if i(l) = (t, t′), then i(l¯) = (t′, t). To
avoid case distinctions, we also assume that l¯ , l.
With this notation, we make the following key definition. Recall the notation [·, ·]
for multisets from Section 2.1.
Definition 4.21 We call a tree τ ∈ T ex properly legged if 8τ8+ ≤ 0 and the following
properties hold.
1. Any leg type appears at most once, i.e. one has [LL(τ), t] ≤ 1.
2. For any noise type edge u ∈ L(τ) and any leg e ∈ LL(τ) with e↓ = u↓ one has
i1(t(e)) = t(u).
3. For any leg e ∈ LL(τ) there exists a leg e¯ ∈ LL(τ), which we call the partner of
e, with t(e¯) = t(e) and one has e↓ , e¯↓.
4. For any distinct u, u¯ ∈ L(τ) there exists a unique leg e with e↓ = u and e¯↓ = u¯.
5. For any u ∈ Lˆ(τ) and any u¯ ∈ L(τ)6 there exists7 a leg e ∈ LL(τ) such that
e↓ = u and e¯↓ = u¯.
Remark 4.22 The leg e refered to in 5. in the previous definition is not assumed to be
unique (as opposed to 4.): Given a tree τ and a subtree σ ⊆ τ, then after contracting σ,
we obtain a tree τ˜ = τ/σ. Let w ∈ Lˆ(τ˜) be the vertex generated by contracting σ. For
any u ∈ L(τ)\L(σ) and any v ∈ L(σ) there will be a pair of legs e, e¯ in τ˜ with e↓ = u
and e¯↓ = w.
Example 4.23 Consider the following example of a properly legged tree:
where straight lines denote kernel-type edges, circles denote noises (elements ofL(τ))
and coloured coiling edges denote legs. Here, we coloured legs which are partners
with the same colour, but with different wavy patterns to make them distinguishable.
Note that we could remove only the orange edges without loosing the property of being
properly legged.
We will mainly work with algebrasTpl− and Tˆex,pl− formed by properly legged trees.
But if we would simply define these spaces as the algebras generated by properly legged
trees, then they would not be closed under the action of the coproduct ∆−. The main
problem here is that the previous definition enforces the existence of a partner for any
leg e ∈ LL(τ), and this property is not preserved under the coproduct. To circumvent
this problem, we will defineTpl− and Tˆex,pl− as sub algebras of factor algebrasT− and
Tˆex,− , which are defined in the following way.
6Recall that our assumptions implyL(τ) ∩ Lˆ(τ) = 6#, so that u , u¯.
7Note that we do not impose uniqueness here.
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Definition 4.24 Let I ⊆ T− and Iˆ ⊆ Tˆex− denote the ideals generated by the set of
trees τ ∈ T− or τ ∈ Tˆex− respectively such that there exists a leg e ∈ LL(τ) without a
partner. (Recall from 3 fromDefinition 4.21 that e¯ ∈ LL(τ) is a partner of e if t(e¯) = t(e)
and e↓ , e¯↓.) Then we define
T− :=T−/I and Tˆex,− := Tˆex− /Iˆ,
and the canonical projections P :T− →T− and Pˆex, : Tˆex− → Tˆex,− .
ConcerningT− and Tˆex,− , we can now show the following Lemma.
Lemma 4.25 The idealI forms a Hopf ideal inT−, so that in particularT− is a Hopf
algebra, and the factor algebra Tˆex,− forms a co-module over the factor Hopf algebra
T− .
Proof. The lemma follows once we show the identities
∆−I ⊆ I⊗T− +T− ⊗ I (4.17)
∆−Iˆ ⊆ I⊗ Tˆex− +T− ⊗ Iˆ. (4.18)
We only show (4.18) since (4.17) follows with almost the same proof. Let τ = Tne ∈ I
be a tree and fix a leg e ∈ LL(τ) such that all legs e˜ ∈ LL(τ) with the property that
t(e˜) = t(e) satisfy e↓ = e˜↓. By (A.2) we are left to show that for any forest F ∈ div(τ)
one has
∏
S∈F¯S
nF+pieF
e ⊗(T/F)n−nF,[o]Fe+eF ∈ I⊗T−+T−⊗Ifor any choice of decorations
nF, eF. For this we distinguish two cases. In the first case, there exist S ∈ F¯ such that
e ∈ E(S). From this it follows that whenever t(e˜) = t(e) for some edge e˜ ∈ E(S),
then one has e↓ = e˜↓ and thus SnF+pieFe ∈ I. In the second case, one has e < E(F).
In this case it suffices to note that whenever e˜ < E(F) is a leg with the property that
e↓ = e˜↓ in T , then this identity remains true in T/Fas well, so that in this case one has
(T/F)n−nF
e+eF,[o]F ∈ Iˆ.
The canonical embedding i− : T− → Tˆex− induces an embedding i− : T− →
Tˆex,− . We denote by j :T− →T− and j : Tˆex,− → Tˆex− the obvious embeddings,
so that the range of j is the algebra generated by trees with the property that any leg
has at least one partner. We now have the following analogue of [BHZ16, Prop. 6.5] in
this setting.
Proposition 4.26 There exists a unique algebra homomorphism A˜ex,pl− :T− → Tˆex,−
with the property that the identity
M(A˜ex,pl− ⊗ Id)∆−i− = 1? (4.19)
holds on T− . Moreover, in terms of the usual twisted antipode A˜ex− , this operator is
uniquely determined by the relation
A˜ex,pl− P = Pˆex,A˜ex− (4.20)
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onT−, or equivalently by the relation
A˜ex,pl− = Pˆex,A˜ex− j (4.21)
onT− .
Proof. The fact that (4.19) determines a unique algebra homomorphism follows easily
via induction in the number of edges (see also the proof of [BHZ16, Prop. 6.5]).
Since P is surjective, (4.20) defines a unique operator A˜ex,pl− , so that we are left to
show that this operator also satisfies (4.19). For this we use the identities ∆−Pˆex, =
(P ⊗ Pˆex,)∆− on Tˆex,− and i−P = Pˆex,i−, from which is follows that
M(A˜ex,pl− ⊗ Id)∆−i−P =M(A˜ex,pl− P ⊗ Pˆex,)∆−i−
holds onT− . Using (4.20), we can rewrite the right-hand side of this identity as
Pˆex,
(
M(A˜ex,pl− ⊗ Id)∆−i−
)
= 1?,
and since Pˆex, is a surjective homomorphism the statement follows. The equivalence
with (4.21) follows at once from the fact that Pj = Id onT− .
Later on we will mostly work with sub algebrasTpl− and Tˆex,pl− ofT− and Tˆex,−
which are generated by properly legged trees.
Definition 4.27 We denote byTpl− ⊆ T− and Tˆex,pl− ⊆ Tˆex,− the subalgebras gener-
ated by properly legged trees.
Remark 4.28 Note that by definition any tree τ ∈ Tˆex,pl− satisfies 8τ8+ ≤ 0. By
definition of 8τ8+ and the coproduct ∆− one has ∆− : Tˆex,pl− → Tpl− ⊗ Tˆex,pl− , so that
Tˆex,pl− is a comodule overTpl− .
One of the facts that motivate the definition of properly legged trees is that for any
tree τ ∈ Tˆex,pl− there exists a one to one correspondence between forests F ∈ div(piτ)
and forests G∈ div(τ)with the property thatFand Ggive non-vanishing contributions
to the coproduct, see (4.23) below. To state this correspondence we introduce the
following notation. Given a tree τ ∈ Tex and a forest F∈ div(piτ), we write F for the
forest of τ induced by the edge set
E(F) := E(F) unionsq
⊔
S∈F¯
LL(S) (4.22)
with LL(S) ⊆ LL(T) defined as the set of legs e ∈ LL(T) with the property that e↓, e¯↓ ∈
N(S), where e¯ ∈ LL(T) denotes the partner of e in T as before. Here and below we write
F¯ for the set of connected components of F. We sometimes write F[τ] if we want to
emphasise the tree τ.
With this notation, we have the following lemma, the proof of which is postponed
to Section A.2 below.
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Lemma 4.29 The spaceTpl− forms a Hopf subalgebra ofT− and Tˆex,pl− forms a co-
module over Tpl− . In particular, one has A˜ex,pl− : Tpl− → Tˆex,pl− . Moreover, one has
that i− :Tpl− → Tˆex,pl− . Finally, the coproduct ∆− : Tˆex,pl− →Tpl− ⊗ Tˆex,pl− is explicitly
given by
∆−τ =
∑
F∈div(piτ)
∑
nF,eF
1
eF!
(
n
nF
) ∏
S∈F
S
nF+pieF
e ⊗ (T/F)n−nF,[o]Fe+eF , (4.23)
for any tree τ = Tn,oe ∈ Tˆex,pl− .
Wewill work with embeddings ι : T− →Tpl− with the property that any tree τ ∈ T−
is mapped onto a tree ιτ ∈ Tpl− with the property that piιτ = τ and ιτ is in some
sense as simple as possible with this property. There is some freedom how to construct
such embeddings, and many of the statements below do not depend on the choice of
embedding, as long as certain conditions are met, which we summarise in the following
definition. We choose this way, rather than simply fixing such an embedding, since it
will be convenient in the proofs below to have some flexibility in this choice.
Definition 4.30 We call an algebra monomorphism ι : T− → Tpl− an admissible
embedding if all of the following properties hold for any τ ∈ T−.
• The tree ιτ is constructed by attaching legs to τ, i.e. one has piι = Id on T−.
• There are only legs attached to nodes inL(τ), i.e. one hasLL(ιτ) = L(ιτ).
• The derivative decoration vanishes on legs, i.e. all legs e ∈ LL(τ) satisfy e(e) = 0.
We denote by Tad− the subalgebra of Tpl− generated by all elements of the form
ιτ for some admissible embedding ι and some τ ∈ T−. Note that Tad− is not closed
under the coproduct, so that in particular Tad− does not form a Hopf algebra. We
will write Tˆex,ad− ⊆ Tˆex,pl− for the smallest subalgebra of Tˆex,pl− with the property that
∆−i−Tad− ⊆ Tpl− ⊗ Tˆex,ad− . It follows from the definition of Tad− and (4.23) that one
actually has
∆−i− :Tad− →Tad− ⊗ Tˆex,ad− .
Example 4.31 The following is an example of an admissible embedding:
7→ .
The construction so far does not mirror the fact that noise types might appear
multiple times on a given tree. In such a situation the cumulants built between noises
satisfy certain symmetry constraints, and we want to mirror these symmetries at the
level of the legs. To this end, we perform the following construction.
Definition 4.32 We denote by GL the group of all permutations σ of L such that i is
invariant under σ and with the property that σ(l) = σ(l¯) for any l ∈ L.
60
An algebraic construction 4.3
We will often abuse notation and view elements σ of GL as maps σ : L unionsq L → L unionsq L
by extending σ as the identity on L. There exists an action S of GL onto Tpl− and
Tˆex,pl− given by linearly and multiplicatively extending the map (g, (τ, t)) 7→ Sg(τ, t) :=
(τ,Sgt), and this action has the property that Sg is an algebra automorphism on Tˆex,pl− ,
and a Hopf algebra automorphism on Tpl− . It will be useful to denote for l1, l2 ∈ L
with i(l1) = i(l2) by l1 ↔ l2 ∈ GL the group element given by sending l1 to l2, l¯1
to l¯2 (and vice versa), and letting (l1 ↔ l2)(t) := t for any t ∈ L\{l1, l2, l¯1, l¯2}. Note
that elements of the form l1 ↔ l2 generate GL.
Example 4.33 As an example, with g = ( ↔ ) one has
Sg = .
With this notation we introduce the following definition.
Definition 4.34 We denote byS ⊆ Tpl− and Sˆ ⊆ Tˆex,pl− the ideals generated by all
elements of the form Sgτ − τ for some τ ∈ Tpl− and τ ∈ Tˆex,pl− respectively, for some
g ∈ GL.
We then denote by
Tˆex,sym− := Tˆex,pl− /Sˆ and Tsym− :=Tpl− /S
the factor algebras with the canonical projections Pex,sym : Tˆex,pl− → Tˆex,sym− and
Psym :Tpl− →Tsym− .
As before, we define the natural embedding isym− :Tsym− → Tˆex,sym− induced by i−. We
have the following lemma.
Lemma 4.35 The idealS ⊆ Tpl− forms a Hopf ideal inTpl− , so that in particular the
factor algebraTsym− is a factor Hopf algebra. The algebra Tˆex,sym− is a co-module over
Tsym− .
Proof. This follows from the fact thatSg is a co-module andHopf algebra automorphism
on Tˆex,pl− andTpl− , respectively.
It will sometimes be convenient to view basis vectors τ ∈Tsym− (resp. τ ∈ Tˆex,sym− )
as basis vectors τ ∈ Tpl− (resp. τ ∈ Tpl− ). For this we simply fix, once and for all, a
right inverse φsym : Tsym− → Tpl− (resp. φsym : Tˆex,sym− → Tˆex,pl− ) of the canonical
projection, with the property that φsym maps trees onto trees. Concerning the twisted
antipode, we have the following analogue of Proposition 4.26.
Proposition 4.36 There exists a unique algebra homomorphism A˜sym− : Tsym− →
Tˆex,sym− such that the identity
M(A˜sym− ⊗ Id)∆−i− = 1? (4.24)
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holds on Tsym− . Moreover, in terms of the operator A˜ex,pl− , this operator is uniquely
determined by the relation
A˜sym− Psym = Pex,symA˜ex,pl− (4.25)
onTpl− .
Proof. The proof is identical to the proof of Proposition 4.26.
Finally, we have the following result.
Lemma 4.37 The map ιsym := Psymι : T− →Tsym− is an algebra monomorphism and
independent of the choice of admissible embedding ι : T− →Tpl− .
Proof. The fact the ιsym is independent of the admissible embedding follows directly
from the definition. By definition ιsym is a homomorphism of algebras, and the fact that
ιsym is one to one follows from the fact thatS ⊆ ker pi.
4.3.1 Hopf algebra isomorphism
We will now factor out a final ideal fromTsym− to obtain a factor Hopf algebraT
sym
♠
which is isomorphic as a Hopf algebra to T−. There are two reasons whyTsym− is not
already isomorphic to T−. The first is that trees may contain more legs than needed to
be properly legged, thus makingTsym− larger than T−. The second reason is that legs
may have non-vanishing derivative decoration, thus the decoration of trees inTsym− is
richer than in T−.
To tackle the first issue, we denote for any tree τ ∈ Tpl− by Qτ the tree obtained
from τ by removing all legs which are not needed in order for τ to be properly legged.
More precisely, suppose that τ = (Tne , t) is a properly legged tree. Then there exists (by
definition of properly legged trees) for any pair of distinct vertices u, v ∈ L(τ) a leg
e ∈ LL(τ) such that e↓ = u and e¯↓ = v. We then call e and e¯ essential legs, since we
can not remove them from τ if we want the resulting tree to be properly legged. On
the other hand, any leg e ∈ LL(τ) such that either e↓ < L(τ) or e¯↓ < L(τ) is called
superfluous, and we can remove it, together with its partner, while remaining properly
legged. We then set Qτ := (T˜ne , t), where T˜ ⊆ T denotes the subtree of T obtained by
removing all superfluous legs, and we extend Q to a linear and multiplicative map, so
that Q : Tpl− → Tad− becomes an algebra homomorphism. (Note that Q acts as the
identity on the image of any admissible embedding ι : T− → Tpl− .) Composed to the
left with the natural projectionTpl− →Tsym− and to the right with φsym :Tsym− ↪→Tpl− ,
we obtain an algebra homomorphism Q :Tsym− →Tsym− .
Similarly, we write P0 :Tpl− →Tpl− for the multiplicative projection that kills trees
with non vanishing derivative decoration on legs, formally given by
P0(τ) :=
{
τ if e(e) = 0 for all e ∈ LL(τ)
0 otherwise
for any tree τ ∈Tpl− . As before, we use the same symbol for themapP0 :Tsym− →Tsym−
given by composing P0 with the natural projection and the embedding φsym.
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Finally, we denote by Q0 : Tpl− → Tpl− the multiplicative projection given by
Q0 = QP0. (Note that the order of the operators matters here.) With this notation
we now have the following straightforward result, the proof of which is postponed to
Section A.2.
Lemma 4.38 The ideal kerQ0 ⊂ Tsym− is a Hopf ideal, so that in particularTsym♠ =
Tsym− /kerQ0 is a Hopf algebra.
We now recall the projection pi : T− → T− given on a tree τ by simply removing
all legs from τ, which we naturally view as a projection pi : Tsym♠ → T−. Conversely,
composing the embedding ιsym : T− → Tsym− of Lemma 4.37 with the canonical
projection Psym♠ : Tsym− → Tsym♠ yields an embedding T− → Tsym♠ . The next lemma
shows that these two maps are actually Hopf algebra isomorphisms.
Lemma 4.39 The maps
pi :Tsym♠ → T− and ϕ := Psym♠ ιsym : T− →Tsym♠
are Hopf algebra isomorphisms and one has ϕ = pi−1.
Proof. By construction the map piϕ is the identity on T−. It is not hard to see that for
any tree τ ∈ T− the tree ϕτ ∈ Tsym♠ is the unique tree inTsym♠ with the property that
piσ = τ. Note for this that any tree σ ∈ Tsym♠ with the property that piσ = τ is the
image of τ under an admissible embedding. The claim then follows from Lemma 4.37.
It follows that pi :Tsym♠ → T− is an algebra isomorphism with inverse given by ϕ. The
fact that these maps are Hopf algebra isomorphisms follows from the explicit formula
for the coproducts in (4.23) and (A.2), respectively.
It will be useful to introduce the notation P♠ := Psym♠ Psym : Tpl− → Tsym♠ for the
canonical projection. Also, for later use we point out that the projection P0 is also
well-defined on Tˆex,pl− and Tˆex,sym− . (Note however that Q is not!) Note also that one
actually has Q0 :Tpl− →Tad− , and Q0 is the identity onTad− .
4.3.2 Evaluations and characters
We start by rephrasing the statement of Theorem 4.17 into a form that is more suited to
our analysis below. First we introduce the following terminology. We say that a typed
set (A, t) with t : A → L is properly typed if t is injective and such that every a ∈ A
has a partner a¯ ∈ A such that t(a¯) = t(a). We also call a subset A ⊆ L proper typed if
for any l ∈ A one has l¯ ∈ A. A multiset m with values in L is properly typed if it is a
properly typed set. Note that (LL(τ), t) is properly typed for any properly legged tree τ.
For the next definition we fix R¯ > maxτ∈T− #K(τ), and fix an element ψ¯ ∈ Ψ such that
ψ¯m(xm) = 1 for any xm ∈ D¯d(m) such that |xp − xq |s ≤ R¯ for any p, q ∈ d(m).
Definition 4.40 We denote by N the set of all families (φl)l∈L of smooth functions
with the property that φl ∈ C∞c (D¯/g) and φl = φl¯(−·) for any l ∈ L. We also impose
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that φl is supported in a centred scaled ball or radius R¯ around the origin. Any such
family φ ∈ N determines an element φˆ ∈ Ψ given by
φˆA(xA) := ψ¯A(xA)
∏
{l,l¯}⊆A
φl(xl − xl¯), (4.26)
for properly typed set A ⊆ L. We simply set φˆm := 0 if m is not not properly typed.
In (4.26) there is one factor for leg-type l and its partner l¯. Note that the right-hand
side is well-defined, since φl = φl¯(−·). Without the function ψ one would not have
φˆ ∈ Ψ, since φˆwould not compactly supported in the differences of its arguments. Note
however that ψ¯ plays no role in the definition of the evaluation Υ¯η,φˆR , since by (4.10)
and (3.1) only the function
(xu)u∈LL 7→
∫
dxLL(τ)φˆ(xLL(τ))
∏
e∈LL(τ)
δ0(xe − xe↓)
enters the definition of Υ¯η,φˆR , and by the support properties of φl this expression does
not depend on the choice of ψ¯ for any properly legged tree τ. Finally, R¯ is chosen
such that one can find a tuple φ ∈ N with the property that (4.31) holds (recall that the
truncated integration kernels Kt are supported in the centred ball of radius 1). We first
have the following consequence of Theorem 4.17.
Corollary 4.41 Let τ ∈ Tex be a properly legged tree, and let φ ∈ N. Then for any
η ∈ M?∞ the evaluation R 7→ Υ¯η,φˆR τ extends continuously to K+0 , and the evaluation
(η, R) 7→ Υˆη,φˆR τ defined in (4.14) extends continuously to the spaceM?0 ×K+0 .
We will abuse notation a bit and simply write Υˆη,φR τ := Υˆ
η,φˆ
R τ and similarly for
Υ¯
η,φ
R , Υ¯
φ
R and Υ¯
φ . Given a smooth noise η ∈ M?∞, an element φ ∈ N and a large-
scale kernel assignment R ∈ K+0 , we want to define a character gη,φR onTpl− which is
defined analogously to the BPHZ character gη , but where the kernel assignment in the
evaluations is replaced by K + R, and where we introduce a cutoff according to φ.
To this end we first define a character on Tˆex,pl− by linearly and multiplicatively
extending the evaluation Υ¯η,φR . We then define a character g
η,φ
R onT
pl− via the identity
g
η,φ
R (τ) := Υ¯η,φR A˜ex,pl− τ. (4.27)
Let Nsym be defined as the set of families φ ∈ N which are invariant under GL in the
sense that φg(l) = φl for any g ∈ GL. This definition ensures that one has the identity
Υ¯
η,φ
R S
g = Υ¯
η,φ
R
for every g ∈ GL, and hence the character Υ¯η,φR vanishes on the ideal Sˆ which we
used in Definition 4.34 to define the factor algebra Tˆex,sym− . It follows that Υ¯
η,φ
R is
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well-defined on Tˆex,sym− for any φ ∈ Nsym, and thus we can define a character gη,φR on
Tsym− via the identity
g
η,φ
R (τ) := Υ¯η,φR A˜sym− τ. (4.28)
(Comparing this with (4.27) and Proposition 4.36 one has gη,φR P
sym = gη,φR onT
pl− .)
The following lemma shows the relation between the characters gη,φ0 onT
pl− on the
one hand, and the usual BPHZ character gη on T− on the other hand.
Lemma 4.42 Let φ ∈ N and assume that for any l ∈ L one has that φl = 1 in a large
enough neighbourhood of the origin. Then for any η ∈ M∞ one has the identity
g
η,φ
0 = g
ηpiP0 and gη,φ0 ι = g
η (4.29)
onTpl− and T−, respectively, for any admissible embedding ι : T− →Tpl− .
Moreover, one has
Υ¯
η,φ
R M
gη j = Υ¯η,φR M
g
η,φ
0 (4.30)
on Tˆex,pl− . Here on the left hand side we view G− ⊆ G− as in Section 4.1.
Proof. Let φ ∈ N be such that for any l ∈ L the testfunction φl is 1 in a neighbourhood
the origin which is large enough so that one has for any smooth noise η ∈ M∞ the
identity
Υ¯
η,φ
0 τ = Υ
ηpiτ (4.31)
for any tree τ ∈ Tˆex,pl− with the property that the derivative decoration e vanishes on
the set of legs LL(τ).
We first show (4.29). Note that with the same arguments that shows (4.31) it
also follows that one has Υ¯η,φ0 τ = 0 for any tree τ ∈ Tˆex,pl− with the property that
the derivative decoration e does not vanish identically on the set of legs. Writing
P0 : Tpl− → Tpl− and Pˆ0 : Tˆex,pl− → Tˆex,pl− for the multiplicative projections onto the
respective sub algebra generated by trees τ ∈ Tpl− and τ ∈ Tˆex,pl− respectively, with
the property that the decoration e vanishes identically on the set of legs of τ, the two
previous observations are equivalent to the identity
Υ¯
η,φ
0 = Υ¯
η,φ
0 Pˆ
0 = Υ¯ηpiPˆ0 (4.32)
on Tˆex,pl− .
Noting that one has piP0ι = Id on T−, we are left to show that gη,φ0 = g
ηpiP0 on
Tpl− , which, with the aid of (4.32) and the definition of the respective character, follows
once we show the identity
piPˆ0A˜ex,pl− = A˜ex− piP0
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onTpl− . In order to see this, apply the operator on either side of this identity to some
tree τ and proceed inductively in the number of edges of τ. We then have the identities
A˜−piP0τ = −M(A˜− ⊗ Id)(∆−i − Id ⊗ 1)piP0τ
= −M(A˜− ⊗ Id)(piP0 ⊗ piPˆ0)(∆−i− − Id ⊗ 1)τ
= −piPˆ0M(A˜ex,pl− ⊗ Id)(∆−i− − Id ⊗ 1)τ = piPˆ0A˜ex,pl− τ ,
and the claim follows.
We now show (4.30). Denote by q : T− → T− the algebra homomorphism such
that, for any tree τ ∈ T− one has qτ = piτ if LL(τ) = 6# and qτ = 0 otherwise. Let
furthermore denote by Q : T− → T− the multiplicative projection which on a tree
τ ∈ T− acts by removing all legs e ∈ LL(τ) without a partner and such that e(e) = 0,
and set Q0 := Pˆex,Q. Then one has
Υ¯
η,φ
R M
gη j = (gηq ⊗ Υ¯η,φR )∆−j = (gηq ⊗ Υ¯η,φR Q0)∆−j (4.33)
on Tˆex,pl− . The first equality is a consequence of the embedding G− ⊆ G−, compare
in Section 4.1. The second equality is a consequence of the fact that the only legs e
appearing in the right component of this tensor product which do not have a partner
are such that there exists a leg e¯ with t(e¯) = t(e) and e↓ = e¯↓. Since φ = 1 in a
neighbourhood of the origin, if the derivative decoration of these legs is zero they do
not contribute to the evaluation Υ¯η,φR , while in case that the derivative decoration does
not vanish they kill the evaluation Υ¯η,φR . Either way, inserting the projection Q0 does
not change (4.33).
Next we note that one has
Υ¯
η,φ
R M
g
η,φ
0 = (gηpiP0 ⊗ Υ¯η,φR )∆− (4.34)
on Tˆex,pl− , where we used (4.29), and combining (4.33) and (4.34) we are left to show
that
(q ⊗ Q0)∆−j = (piP0 ⊗ Id)∆− (4.35)
on Tˆex,pl− .
For this we use the forest expansion of∆− on Tˆex− given by (A.2) and on Tˆex,pl− given
by (4.23). First, due to the projection q on the right hand side of (4.35) the first sum
in (A.2) can be restricted to F ∈ div(piτ). The sum over all polynomial decorations is
already identical, but (A.2) include a sum over edge decoration put on legs e ∈ LL(F),
whereF is as in (4.22). Any term where eF does not vanish on such legs gets killed by
Q0, so that we can restrict the sum over eF in (A.2) to eF as in (4.23).
Now fix F∈ div(piτ) and decorations nF and eF. We show that∏
S∈F
S
nF+pieF
e ⊗ Q0(T/F)n−nF,[o]Fe+eF =
∏
S∈F
piP0S
nF+pieF
e ⊗ (T/F)n−nF,[o]Fe+eF , (4.36)
which concludes the proof.
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It there exists a leg e ∈ LL(F) with e(e) , 0 then both sides of (4.36) vanish. On
the other hand, if e(e) = 0 for all legs e ∈ LL(F), then one can remove the projection
P0 from the right hand side of (4.36), which then becomes∏
S∈F
S
n+pieF
e ⊗ (T/F)nF−nF,[o]Fe+eF ,
so that we are left to show that
Q0(T/F)n−nF,[o]Fe+eF = (T/F)
nF−nF,[o]F
e+eF
,
which is a consequence of the definition of Q0.
4.4 An analytic result
In this section we are going to show an analytic result, Proposition 4.47, which we will
then use as a black box in the next section. Our goal is to study how the evaluations Υ¯η,φR τ
for φ ∈ N behave when the smooth functions φl for l ∈ L are rescaled to small scales.
More concretely, assume that we are given a degree assignment deg : L → R− ∪ {◦}
that is invariant under conjugation. For any family φ ∈ N we define a rescaled family
φε ∈ N by setting
φεl :=
{
ε2 deg(l)S [ε]φl if deg(l) ∈ R−
φl if deg(l) = ◦
(4.37)
for any l ∈ L and ε > 0. Here, we define the rescaling operatorS [ε] by setting
(S [ε]ϕ)(x) := ϕ(ε−sx)
for any ϕ ∈ C∞c (D¯).
We will now describe a particular way to choose degree assignments deg : L →
R−∪{◦}. We fix an arbitrary homogeneity assignment ||| · |||s onL−with the property that
one has |Ξ|s < |||Ξ|||s < 8Ξ8s for any noise type Ξ ∈ L−. For any set I ⊆ L of leg types
which is closed under conjugation we define a degree assignment degI : L→ R− ∪ {◦}
by setting
degI(l) :=
1
2 (|||i1(l)|||s + |||i2(l)|||s)
− 12 +
√
1
4 + #I
if l ∈ I, (4.38)
and degI(l) := ◦ if l < I. The factor in (4.38) is chosen in such a way that one has for
any tree τ ∈Tad− the identity∑
l∈I
degI(l) =
∑
e∈L(τ)
|||t(e)|||, (4.39)
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with I = {t(e) : e ∈ LL(τ)} the set of leg types appearing in τ. Let us sketch the
argument why (4.39) is true. Since τ ∈ Tad− there are no superfluous legs in τ, so that
#I = #L(τ)(#L(τ) − 1). It follows that the denominator in (4.38) is simply given by
#L(τ) − 1, which is equal to {e ∈ LL(τ) : e↓ = u} for any u ∈ L(τ), and one has∑
l∈I
degI(l) =
∑
u∈L(τ)
∑
e∈LL(τ):e↓=u↓
|||t(u)|||s
#L(τ) − 1 =
∑
e∈L(τ)
|||t(e)|||.
More generally, assume that we are given a systemP of non-empty, disjoint subsets
of L such that each I ∈ P is invariant under conjugation (we allow P = 6#, but we
impose 6# < P). Then we define a degree assignment degP by setting
degP :=
∑
I∈P
degI, (4.40)
with the convention that α + ◦ := α for any α ∈ R− ∪ {◦}. We writeP for the set of all
systems P as above.
We define for any P ∈ P, any smooth tuple φ ∈ N, and any large-scale kernel
assignment R ∈ K+0 a character hφP,R onTpl− by setting
hφ
P,R
τ := −
∑
I∈P
Υ¯
φ
RPIτ (4.41)
for any tree τ ∈Tpl− , and extending this linearly andmultiplicatively. Here, we introduce
the linear (but not multiplicative!) projections PI : Tpl− → Tpl− onto the subspace of
Tpl− spanned by all trees τ ∈ Tad− with the property that t(LL(τ)) = I. In analogy to
above we write hφ
P
:= hφ
P,Kˆ−K .
Remark 4.43 We could make PI multiplicative without changing (4.41). However, we
will later on introduce the notation PP, whereP is a system of subsets of L, in a similar
way, projecting onto a subspace spanned by products of trees, see (4.52). At this point
we really want to consider the linear and not multiplicative projection, so we choose
the definition introduced above to be consistent.
The goal of the present section is to obtain bounds on the quantity
(hφε
P
⊗ Υ¯φε )∆−τ
as ε → 0 for any τ ∈ Tad− , where φε is defined as in (4.37) for the degree assignment
degP.
Example 4.44 Let P := {{ , }, { , }} and consider the following example from the
generalised KPZ equation
(hφε
P
⊗ Υ¯φε )∆− = Υ¯φε − Υ¯φε Υ¯φε
−
∑
e∈{ , , , }
Υ¯φ
ε
Υ¯φ
ε
De .
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Here D , etc., is a shortcut for putting a derivative decoration (0, 1) on the respective
edge. One has #{ , } = 2 so that (4.38) gives degP( ) = − |s |2 − κ. It follows that
Υ¯φ
ε ' ε−1−2κ , Υ¯φε ' ε−2κ
as ε → 0. Note that the counter-terms cancel out precisely the subdivergence in the
big tree. The fact that one has { , } ∈ P changes nothing, since there is no subtree of
negative homogeneity in the image of P{ , }.
There are some technical subtleties in the proof that require us to put certain
assumptions on the test tuple φ in order for good bounds to hold, and we summarise
these assumptions in the following definition.
Definition 4.45 Given a system P ∈ P, and δ > 0, we define the set N(P, δ) ⊆ N as
the set of φ ∈ N such that both of the following properties hold for any l ∈ L.
• If l <
⊔
P, then one has that φl = 0 in the δ-ball of the origin.
• If degPl ≤ − |s |2 , then one has that
∫
φl(x)dx = 0.
We write N(P) for the union of N(P, δ) over δ > 0
Let us briefly comment why these assumptions will play a role later on. The
first assumption ensures that under rescaling φ as in (4.37) all subtrees σ of a tree
τ ∈ Tad− that trigger a divergence have the property that t(LL(σ)) ∈ P. Without this
assumption, one would have to consider additionally any subtree σ with the property
that t(LL(σ)) can be written as t(LL(σ)) = ⊔i≤m Ii for some sets Ii ∈ P. In particular,
this assumption means that we never have to deal with nested divergencies. The
second assumption above simply ensures that the test functions φε converge to 0 in the
distributional sense under the rescaling (4.37). One always has 2 degJ l > −|s | − 1 for
any l ∈ L, which follows from the assumption that 8Ξ8s ≥ − |s |2 for any Ξ ∈ L−.
In order to state the next result, we need a final piece of notation. Let τ ∈Tad− be a
tree. Given M ⊆ L(τ)we denote by L(τ,M) the set of leg types t(e) ∈ Lwith e ∈ LL(τ)
such that both e and e¯ are incident to M . (Note in particular that L(τ,M) is closed under
conjugation.) We also write Λ(τ) for the set of all systems M of disjoint, non-empty
subsets ofL(τ). (Note that one has 6# ∈ Λ(τ), but for anyM ∈ Λ(τ) one has 6# <M.)
Definition 4.46 We write P(τ) for the set of all P ∈ P of the form
P = {L(τ,M) : M ∈M} (4.42)
for someM ∈ Λ(τ).
With these notations, we will show the following statement.
Proposition 4.47 Let τ ∈ Tad− be an admissible tree, let P ∈ P(τ), and let φ ∈ N(P)
be a tuple of smooth functions. Define the rescaled family φε as in (4.37) for the degree
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assignment degP defined in (4.40). Let finally R, R′ ∈ {0, Kˆ − K} be large scale kernel
assignments. Then, there exists β > 0 such that one has the bound (hφ
P,R
⊗ Υ¯φεR′
)
∆−i−τ
 . εβ (4.43)
uniformly over ε > 0.
We will show Proposition 4.47 by applying the results of [Hai18], which ultimately
comes down to comparing the character h with the BPHZ character for a suitable
space of Feynman diagrams. Since this proof is largely technical, we postpone it to
Appendix B.
4.5 The ideal J is a Hopf ideal
We will construct an idealJ inTpl− that is related to the idealJgiven in Definition 3.3
via the projection pi (Lemma 4.56). We will work below with the space VecN of formal
linear combinations of elements of N. The notation (4.26) can be linearly extended to
an operator ·ˆ : VecN→ Ψ, where Ψ is as in Definition 4.14.
Remark 4.48 For a fixed properly typed set A ⊆ L the set {φˆA : φ ∈ VecN} is dense in
C¯∞c (D¯A/g) (say with respect to the topology of Ck , for any k > 0). Note however that
the definition of φˆ puts non trivial constraints between φˆA and φˆB whenever A ⊆ B.
Definition 4.49 Given a linear combination φ ∈ VecN, say φ = ∑i≤r ciφi with ci ∈ R
and φi ∈ N, we define the character Υ¯φ on Tˆex,pl− by setting
Υ¯φτ :=
∑
i≤r
ciΥ¯φi τ,
for any tree τ ∈ Tˆex,pl− , and extending this linearly and multiplicatively.
We now fix a partition P of the set of leg types L with the property that for any
fixed P ∈ P the noise type t(P) := i1(l) ∈ L− does not depend on the representative
l ∈ P. We then introduce the following terminology.
Definition 4.50 We call a tree τ ∈ Tpl− or τ ∈ Tˆex,pl− good if there exists a injection
ζ : L(τ) → P with the property that for any leg e ∈ LL(τ) with e↓ ∈ L(τ) one has
t(e) ∈ ζ(e↓). We writeTpl− [P] and Tˆex,pl− [P] for the subalgebras generated by good
trees.
We can (and will) assume without loss of generality that L is large enough andP is
such that there exists an admissible embedding ι : T− →Tpl− mapping any tree τ ∈ T−
onto a good tree ιτ ∈ Tpl− . We also note that these subalgebras are stable under the
coproduct, namely one has
∆− :Tpl− [P] →Tpl− [P] ⊗Tpl− [P]
and
∆− : Tˆex,pl− [P] →Tpl− [P] ⊗ Tˆex,pl− [P].
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Moreover, the following simple lemma will be helpful, which contains the motivation
for the preceding definition.
Lemma 4.51 Assume that τ, τ¯ ∈ Tad− are good trees such that t(LL(τ)) = t(LL(τ¯)).
Then P(τ) = P(τ¯), where P(τ) is as in Definition 4.46.
Proof. Let ζ : L(τ) →P and ζ¯ : L(τ¯) →P be the injections used in the definition
of good trees. Observe that the condition of the lemma imply that ζ and ζ¯ have the
same range, so that η := ζ¯−1 ◦ ζ defines a bijection fromL(τ) toL(τ¯). This induces a
bijection from Λ(τ) to Λ(τ¯), and the result follows immediately from Definition 4.46.
With this notation, we define the following ideals.
Definition 4.52 We define J ⊆ Tpl− as the ideal generated by all σ ∈ Tpl− [P] with
the property that
Υ¯φQ0σ = 0 , for any φ ∈ VecN, (4.44)
with Q0 as in Lemma 4.38. We also let Jad ⊆ Tpl− denote the ideal generated by all
σ ∈Tpl− [P] ∩Tad− such that (4.44) is satisfied.
Finally, we define Jˆ⊆ Tˆex,pl− as the ideal generated by all σ ∈ Tˆex,pl− [P] with the
property that
Υ¯φσ = 0 for any φ ∈ VecN. (4.45)
Note that these ideals depend onP , but we think ofP as fixed from now on and
hide this dependence in the notation. One has Q0J= Q0Jad, and since P♠ = P♠Q0 on
Tpl− , one has the identity
J
sym
♠ := P♠J= P♠Jad (4.46)
as ideals onTsym♠ .
Remark 4.53 We use Q0σ instead of just σ in (4.44) to ensure that (4.46) holds. If
Υ¯φ(τ + τ˜) = 0 for two trees τ, τ˜ and all φ ∈ VecN, we easily infer that τ and τ˜ contain
the same leg types (unless the evaluation vanishes on both trees individually), but there
is no reason for τ and τ˜ to contain the same “essential leg types” (i.e. the set of types of
essential legs), so that there is no obvious relation between Q0τ and Q0τ˜. We cannot
use Q0 in (4.45), since this projection is not well-defined on Tˆex,pl− . In particular is
does not hold that J = p−Jˆ. However, if τ =
∑
i ciτi ∈ Jˆ is a linear combination of
trees with |τi |− < 0, and we know a priori that all the τi contain the same essential leg
types, then we can conclude that p−τ ∈ J.
We use φ ∈ VecN in the preceding definition rather than φ ∈ N so that Lemma A.2
can be applied, which ensures that the ideals J and Jˆ are generated by linear com-
binations of trees, see Lemma 4.55. Note that if σ ∈ Tpl− or σ ∈ Tˆex,pl− is a linear
combination of trees, then (4.44) for all φ ∈ N is equivalent to (4.44) for all φ ∈ VecN.
More generally, one has the following.
71
The ideal J is a Hopf ideal 4.5
Lemma 4.54 Let σ ∈ Tˆex,pl− (respectively σ ∈Tpl− ) be of the form
σ =
∑
i≤r
ci
∏
j≤m
τi, j (4.47)
for some collection of trees τi, j ∈ Tˆex,pl− (respectively τi, j ∈ Tpl− ) and some m, r ≥ 1.
Assume that the multisets mi, j := [LL(τi, j), t] of leg types have the following two
properties.
1. For fixed j ≤ m the trees τi, j contain the same leg types for any i ≤ r , i.e. one
has that mj := mi, j is independent of i ≤ r .
2. Any leg type appears at most once, i.e. one has that
∑
j≤mmj ≤ 1 (in other words,
the multisets mj are really sets and one has mj ∩mk = 6# for any j , k).
If (4.45) (resp. (4.44)) holds for σ for any φ ∈ N, then one has σ ∈ Jˆ (respectively
σ ∈ J).
Proof. We only show the statement for J, the one for Jˆ follows in the same way.
Assume without loss of generality that Q0σ = σ. Let l0 ≥ 1 and let φ = ∑l≤l0 γlφl for
some γl ∈ R and φl ∈ N for any l ≤ l0. Given a finite sequence α : [m] → [l0], we
define the tuple φα ∈ N by setting
φαl :=
{
φ
αj
l if l ∈ mj, j ≤ m
0 otherwise
for any l ∈ L. Note that this is well-defined, since it follows from point 2. of our
assumptions that the relation l ∈ mj holds for at most one j ≤ m. It follows from a
simple application of the binomial expansion and the representation (4.47) that one has
the identity
Υ¯φσ =
∑
i≤r
ci
∏
j≤m
∑
l≤l0
γlΥ¯
φl τi, j =∑
i≤r
ci
∑
α:[m]→[l0]
∏
j≤m
γαj Υ¯
φ
α j
τi, j =
∑
α:[m]→[l0]
Υ¯φ
α
σ.
In the last equality we used that one has Υ¯φ
α j
τi, j = Υ¯
φατi, j for any i ≤ r and j ≤ m.
The next lemma is crucial since it shows that the idealsJ, JˆandJad are generated
by linear combinations of trees.
Lemma 4.55 The idealsJ(Jˆ,Jad) are generated by allσ ∈Tpl− [P] (σ ∈ Tˆex,pl− [P],
σ ∈Tpl− [P] ∩Tad− ), such that σ can be written as a linear combination of good trees
and such that (4.44) holds for any φ ∈ N.
Proof. This follows from Lemma A.2 applied to the algebras Tpl− [P] (Tˆex,pl− [P],
Tpl− [P] ∩Tad− ). Note that e.g. the set {Υ¯φQ0 : φ ∈ VecN} is indeed a linear space of
linear functionals when restricted to Vec
(
T− ∩Tpl− [P]
)
. This was the motivation for
using VecN in the definition of these ideals.
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We now have the following lemma.
Lemma 4.56 Let Jbe the ideal defined in Definition 3.3. Then one has the identity
J= piJ
sym
♠ = piJad (4.48)
Proof. Since pi is an algebra homomorphism and both ideals are generated by linear
combinations of trees (for Jsym♠ this follows from Lemma 4.56 and (4.46), for J this
follows from Definition 3.3), it suffices to show that for any linear combination of trees
σ ∈Tsym♠ one has σ ∈ Jsym♠ if and only if piσ ∈ J.
Let first σ ∈ Tpl− [P] ∩Tad− be as in Lemma 4.55 a linear combination of good
trees σ =
∑
i∈I ciσi ∈ Jad such that (4.44) holds. We assume without loss of generality
that Q0σ = σ.
We first claim that is suffices to consider σ such that the set of leg-types L :=
[LL(τi), t] does not depend on i ∈ I. Indeed, assume that the claim holds for all σ with
this property and let σ =
∑
i∈I ciσi ∈ Jad be as above a linear combination of trees, but
assume that [LL(τi), t] is not independent of i ∈ I. We claim that there exists a proper
non-empty subset J ⊆ I such that ∑j∈J cjσj ∈ Jad, from which the result follows by
induction. For this let l◦ ∈ L let J := {i ∈ I : l◦ ∈ LL(σi)}, and assume that I , J , 6#.
Consider for any family φ ∈ N the family φλ, λ > 0, defined by setting φλl◦ := λφl◦ ,
φλ
l¯◦
:= λφl¯◦ and φ
λ
l := φl for any l ∈ L \ {l◦, l¯◦}. It follows that
Υ¯φ
λ
σi = Υ¯
φσi , Υ¯
φλσj → 0
as λ→ 0, for any i ∈ I \ J and j ∈ J, which implies that ∑j∈J cjσj ∈ Jad.
Hence, we also have that [L(τi), t] is independent if i ∈ I. Let now ζi : L(τi) →P
be the injection as Definition 4.50, denote by Q its range (which is independent of i),
and write as above t(P) ∈ L− for the “type” of P ∈P . Let H ⊆ GL be the subgroup of
those g ∈ GL with the property that g(l) = l for any l < L. For l ∈ L let P(l) ∈P be
such that l ∈ P(l). One hasm = [Q, t], so that for any φ ∈ N we can define a function
ψφ ∈ C¯∞c (D¯m/g) by
ψφ(xQ) :=
∑
g∈H
∏
l,l¯∈L
φg(l)(xP(l) − xP(l¯)). (4.49)
Recall that in the definition of multisets of the form [Q, t] we “forget” the domain Q,
so that one has indeed [Q, t] = [L(τi), t] for any i ∈ I. Furthermore, ψφ is invariant
under those perturbations ofQ which leave the noise type t(P) invariant for any P ∈ Q.
Hence, ψφ can indeed be viewed as having the domain D¯m. Finally, in the product on
the right-hand side of (4.49) we have one (and only one) factor for each pair leg l and
its partner l¯. Since by definition g commutes with conjugation and φl = φl¯(−·), there
is no ambiguity in this notation.
We claim that the linear space Y generated by functions of the form ψφ for some
φ ∈ N is dense in the space X of functions ψ ∈ C¯∞c (D¯m/g) which are supported
in the set of xd(m) with |xp − xq | ≤ R¯ for any p, q ∈ d(m) with respect to uniform
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convergence. Then Y is the linear space generated by functions ψ ∈ X such that there
exist functions ψΞ,Ξ˜ ∈ C∞c (D¯/g) with
ψ(xm) =
∏
(Ξ,k),(Ξ˜,l)∈d(m),(Ξ,k),(Ξ˜,l)
ψΞ,Ξ˜(x(Ξ,k) − x(Ξ˜,l)).
The claim now follows from Arzelá and Ascoli’s theorem.
For any fixed compact K ⊆ D¯m and any τ ∈ T− the evaluation ψ 7→ Υ˜ψτ is
continuous on the subspace of those ψ ∈ C¯∞c (D¯m) with suppψ ⊆ K with respect to
uniform convergence. This follows from the second part Assumption 2, which implies
a bound on the small scales, and Proposition 4.19 and [Hai18, Sec. 4], which implies
a bound on the large scales. It now suffices to show Υ˜ψφ piσ = 0 for any φ ∈ N. This
however follows from
Υ˜ψ
φ
piσ = Υ¯φ
∑
g∈H
Sgσ = 0,
so that piσ ∈ J.
The converse direction follows in almost the same way. Let σ =
∑
i∈I ciσi ∈ Jbe
a linear combination of trees and let ι : T− →Tpl− be an admissible embedding taking
values in the set of good trees. Assume without loss of generality that the set of leg
types L := LL(ισi) does not depend on i, and let H ⊆ GL be as above. It then suffices
to show that
Υ¯φ
∑
g∈H
Sgισ = 0
for any φ ∈ N. Reversing the above arguments, we see that
Υ¯φ
∑
g∈H
Sgισ = Υ¯
ψφσ = 0,
which concludes the proof.
We want to use Proposition 4.47 from the previous section. For this we need the
following technical lemma, which shows that the ideals J and Jˆ can alternatively
be defined by considering only φ ∈ N(P) for some P ∈ P, where N(P) is as in
Definition 4.45.
Lemma 4.57 Let τ ∈ Tpl− [P] (τ ∈ Tpl− [P] ∩Tad− , τ ∈ Tˆex,pl− [P]), assume that τ
can be written as a linear combination of trees τ =
∑r
i=1 ciτi with r ≥ 1, ci ∈ R and
trees τi such that I := [LL(τi), t] is independent of i ≤ r . Assume that there exists
some system P ∈ P such that Υ¯φQ0τ = 0 (resp. Υ¯φτ = 0 if τ ∈ Tˆex,pl− [P]) for any
φ ∈ N(P). Then one has τ ∈ J (τ ∈ Jad, τ ∈ Jˆ).
Proof. We only show the statement aboutJ.
By Lemma 4.54, we need to show that (4.44) holds for any φ ∈ N. For this we
recall the definition of Υ¯φ (4.26), (4.10). It suffices to consider the case that that the
τi’s contain only essential legs, and we naturally identify the sets of legs LL(τi) with
I for any i ∈ I. This identification induces a natural identification of the sets of noise
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type edges L(τi) with a subset Q ⊆ P as in the proof of Lemma 4.56. Then, for any
P,Q ∈ Q with P , Q there exists a unique leg type l(P,Q) ∈ I such that l(P,Q) ∈ P
and l¯(P,Q) ∈ Q. Conversely, for any leg type l ∈ I there exists a unique P(l) ∈ Q
such that l ∈ P(l).
For ϕ ∈ C¯∞c (D¯I/g) let Πϕ ∈ C¯∞c (D¯Q/g) be defined by setting
Πϕ(xQ) :=
∫
dxIϕ(xQ)
∏
l∈I
δ(xl − xP(l)).
It follows that
0 = Υ¯φτ = 〈KKˆτ,De |I φˆI〉 = 〈KKˆpiτ,ΠDe |I φˆI〉.
for any φ ∈ N(P). We need to show that this identity holds for any φ ∈ N.
Assume first that #I > 2. We first claim that one has 〈KKˆpiτ,ΠφˆI〉 = 0 for any
φ ∈ N(P), that is, one can get rid of the derivative decoration. Indeed, let R > 0 be such
that supp φl is included in the centred ball of radius R for any l ∈ I. Note that since
KKˆpiτ is homogeneouswemay assume that R is as small aswewant, so that in particular,
we may assume that 2R ≤ R¯. Fixing l∗ ∈ I, we see that for any φ˜ ∈ C∞c (D¯/g) such
that φ˜ vanishes inside the ball of radius 2R one has ΠDe |I φˆI = Π(De |I φˆI + φˆ∗I), where
φ∗l∗ := φ˜ and φ
∗
l := φl for l , l
∗. Since any smooth function ψ which is compactly
supported in the centred ball of radius R agrees with a function of the form De |Iφl + φ˜
(for φ˜ as above) inside the ball of radius 2R, the claim follows. With precisely the
same argument we can remove the second constrained coming from Definition 4.45,
so that the equality 〈KKˆpiτ,ΠφˆI〉 = 0 holds for any φ ∈ N such that φl vanishes in a
neighbourhood of the origin. At this point is remains to note that KKˆpiτ is a locally
integrable function, so that condition that the φl’s vanish around the origin can be
removed by a limit argument in L∞(D¯).
The remaining case I = {l0, l¯0} ∈ P, so that degPl0 ≤ − |s |2 , needs a slightly
different argument. Using a simple rescaling argument it is clear that it suffices to
consider the case that α := 8τi8s < 0 is independent of i ≤ r . (Note that in case α = 0
one has Υ¯φτ = 0 by Assumption 5, so that there is nothing to show.) Our integration
kernels are homogeneous, so that we can write 〈KKˆτ,De |I φˆI〉 =
∫
K˜(x)φl0 (x)dx for
some function K˜ ∈ C∞(D¯ \ {0}) satisfying K˜(λx) = λαK(x) for all λ > 0, x ∈ D¯ \ {0}.
(Here we removed the derivative decoration by an integration by parts.) Since α > −|s |
the function K˜ is locally integrable and we remove the constraint that φl0 vanishes
around the origin by a limit argument in L∞(D¯). We still have the constraint
∫
φl0 = 0
coming from Definition 4.45, which implies that K˜ is a constant, and since α < 0, this
actually implies that K˜ = 0 as required.
With these preliminaries we can now show the following proposition, which is the
main result of this section.
Proposition 4.58 One has the identities
∆−i−Jad ⊆ (Jad ⊗ Tˆex,pl− ) + (Tpl− ⊗ Jˆ) (4.50)
∆−Jad ⊆ (Jad ⊗Tpl− ) + (Tpl− ⊗J). (4.51)
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Proof. Let τ =
∑r
i=1 ciτi ∈ Jad be a linear combination of treeswith τi ∈Tpl− [P]∩Tad−
and ci ∈ R for i ≤ r . As before we can assume without loss of generality that the trees
τi are such that the set of leg types L := t(LL(τi)) is independent of i ≤ r , and thus so is
P¯ := P(τi) (recall (4.42) for the definition of this set). By definition of the coproduct
∆−, it follows that one has the identity
∆−i−τ = (
∑
P∈P¯
PP ⊗ Id)∆−i−τ. (4.52)
Here PP is the linear (but not multiplicative) projection ofTpl− onto the linear subspace
Tpl− [P] spanned by all products of trees of the form τ =
∏
I∈P τI with τI ∈ rng PI (that
is t(LL(τI)) = I). The projection PP is uniquely defined if we specify additionally that
it diagonalises on the basis (in the sense of linear spaces) B ⊆ Tpl− containing 1 and
all possible products of trees.
The crucial step is to show that for any fixed P ∈ P¯ and any fixed φL ∈ N(P) and
φR ∈ N(P) one has
Aφ
L,φR τ := (Υ¯φL ⊗ Υ¯φR )(PP ⊗ Id)∆−i−τ = 0. (4.53)
Actually, since no leg type appears in both the left and the right factor of this tensor
product simultaneously, it is enough to show this claim for φL = φR ∈ N(P).
More precisely: assume we have shown this special case. Then we construct a tuple
φ ∈ N(P) by setting φl := φLl if there exists P ∈ P such that one has l ∈ P, and
φl := φRl otherwise. It follows that φ ∈ N(P) and one has the identity
Aφτ = Aφ
L,φR τ,
where Aφ := Aφ,φ , so that (4.53) follows indeed from the special case φL = φR. In
order to continue we fix a family φ ∈ N(P). For ε > 0 we define a rescaled family
φε ∈ N(P) as in (4.37) for the degree assignment degP defined as in (4.40). With this
notation, we define a function f : (0, 1] → R by setting
f (ε) := Aφε τ
for any ε ∈ (0, 1]. The proof of (4.53) is finished once we show that f (1) = 0.
Lemma 4.59 One has that
| f (ε)| ≥ | f (1)| (4.54)
for ε > 0 small enough.
Proof. We first note that one can write
f (ε) = Aφε,φτ.
This follows from the fact that there is a projection PP hitting the left component of
(4.50), which ensures that no leg type l ∈ ⋃P appears in the right component, together
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with the definition of degP in (4.40). On the other hand, by a simple change of variables
one can exploit the homogeneity of the kernels Kˆ , which implies that
Υ¯φ
ε
σ = ε8σ8s Υ¯φσ
for any fixed tree σ ∈ rng PI for any I ∈ P. This is a consequence of the definition
of PI below (4.41) and degP. As a consequence f (ε) can be written as a finite sum of
terms
∑
j≤J fj(ε) such that fj(ε) = εγj fj(1) for some γj ≤ 0 and ε > 0, from which
the statement of the lemma easily follows.
We now proceed to show (4.52) by induction over #P. For #P = 0 one has the
identity (PP ⊗ Id)∆−i−τ = 1 ⊗ i−τ so that (4.53) follows from the fact that τ ∈ Jad.
Let now #P ≥ 1 and assume that (4.53) holds for any Q with Q ( P. Then, using the
induction hypothesis, we can rewrite f (ε) as
f (ε) =
∑
Q⊆P
(−1)#Q(Υ¯φε ⊗ Υ¯φε )(PQ ⊗ Id)∆−i−τ = (hφ
ε
P
⊗ Υ¯φε )∆−i−τ, (4.55)
where hφ
ε
P
denotes the character onTpl− defined in (4.41), compare also (B.16). Since
φ ∈ N(P) by assumption, we conclude from Proposition 4.47 that there exists β > 0
such that one has the estimate
| f (ε)| . εβ
uniformly over ε ∈ (0, 1). Comparing this with (4.54) it follows at once that one has
f (1) = 0, and this concludes the proof of (4.53).
Since the left factor of (4.53) is an element ofTad− one also has
(Υ¯φLQ0 ⊗ Υ¯φR )(PP ⊗ Id)∆−i−τ = 0. (4.56)
In order to see (4.50), we draw on the following simple lemma.
Lemma 4.60 Let X and Y be linear spaces and let ( fi)i∈I and (gj)j∈J be families of
linear functionals on X and Y respectively, for some index sets I and J. Then one has⋂
i, j
ker( fi ⊗ gj) =
(⋂
i
ker fi
)
⊗ Y + X ⊗
(⋂
j
ker gj
)
as subspaces of the algebraic tensor product X ⊗ Y .
Proof. Denote the right and left-hand sides by R and L, respectively. Let first z ∈ R.
Then by definition we can write z = z1 + z2 with ( fi ⊗ Id)(z1) = (Id ⊗ gj)(z2) = 0 for
all i ∈ I and j ∈ J. It follows that ( fi ⊗ gj)(zk) = 0 for all i ∈ I, j ∈ J and k = 1, 2, and
thus z ∈ L.
Let now z =
∑K
k=1 xk ⊗ yk ∈ L. We proceed inductively in K . For K = 1 one has
fi(x1)gj(y1) = 0 for all i ∈ I and j ∈ J. Thus either fi(x1) = 0 for all i ∈ I or gj(y1) = 0
for all j ∈ J, and hence x1 ⊗ y1 ∈ R. For K > 0 we can assume that xK ⊗ yK < L.
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In particular, there exists i◦ ∈ I such that fi◦ (xK ) , 0. Define bk := fi◦ (xk )fi◦ (xK ) , so that by
assumption one has
K∑
k=1
bkgj(yk) = 0 for all j ∈ J . (4.57)
We can write
z =
K−1∑
k=1
(xk − bk xK ) ⊗ yk + xK ⊗
( K∑
k=1
bk yk
)
From (4.57) we deduce xK ⊗
( ∑K
k=1 bk yk
)
∈ R ⊆ L, so that∑K−1k=1 (xk −bk xK )⊗ yk ∈ L.
We conclude using the induction hypothesis.
Applying this lemma to the families of linear functionals onTpl− and Tˆex,pl− , given by
Υ¯φQ0 and Υ¯φ , respectively, where φ ranges over N(P) (and recalling Lemma 4.57), we
conclude that (4.50) is a consequence of (4.56).
In order to see (4.51) we now use the identity
∆− = (Id ⊗ p−)∆−i−,
onTpl− . We still fix P ∈ P¯. For l ∈ L denote by P(l) ∈ P the set such that l ∈ P(l)
(recall from above Definition 4.50 thatP is a partition of the set of leg types). Let L?
denote the set of leg types l ∈ L with the property that l, l¯ < ⋃l′∈⋃P P(l′). It follows
that the right factor of (PP ⊗ p−)∆−i−τ takes values in the algebra generated by trees σ
such that the set of essential leg types of σ is given by L?. Letting φ→ φε , where we
rescale φ as in (4.37) for the degree assignment degL
?
, shows that(
Υ¯φ ⊗ Υ¯φ
)
(Q0PP ⊗ p−)∆−i−τ = 0 (4.58)
for any φ ∈ N.
Finally, letting φl → 1 for any l ∈ I := L \ (L? ∪⋃P) we can show that(
Υ¯φ ⊗ Υ¯φ
)
(Q0PP ⊗ Q0p−)∆−i−τ = 0. (4.59)
Indeed, recall that Q0 = QP0. From Assumption 2 it follows that divergent subtrees
σ never touch noise type edges e, that is one has either e ∈ L(σ) or e↓ < N(σ). It
follows from this that the coproduct never produces a derivative decoration on noise
type edges. In precisely the same way we see that the coproduct does not produce a
derivative decoration on essential legs on the right-hand side. Hence every tree on the
right-hand side of (PP ⊗ (Id − P0)p−)∆−i−τ contains at least one non-essential leg e
such that e(e) > 0. Assume now that φl ≡ 1 in a neighbourhood of the origin for l ∈ I,
and define φε,Nl := φ
ε
l (N−1·) for l ∈ I and φε,Nl := φεl for l ∈ L\I. we see that(
Υ¯φ
ε,N ⊗ Υ¯φε,N
)
(Q0PP ⊗ (Id − P0)p−)∆−i−τ → 0 as N →∞.
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In exactly the same way we see that(
Υ¯φ
ε,N ⊗ Υ¯φε,N
)
(Q0PP ⊗ (Id − Q)P0p−)∆−i−τ → 0.
On the other hand, the quantity(
Υ¯φ
ε,N ⊗ Υ¯φε,N
)
(Q0PP ⊗ Ap−)∆−i−τ
for A ∈ {Id,Q0} is independent of N ∈ N (for A = Id this quantity vanishes by (4.58),
for A = Q0 independence of N follows since the projection Q0 removes non-essential
legs on the right factor, but these are the only one that come with a type which we
rescale). This concludes the proof.
Finally, the key result of this section is the following corollary, which finishes the
proof of Assumption 7.
Corollary 4.61 The ideal J is a Hopf ideal in T−.
Proof. By Lemma 4.56 is suffices to show thatJsym♠ is a Hopf ideal inT
sym
♠ . This in
turn follows from (4.51) and the identity (4.46).
4.6 Rigidities between renormalisation constants
In this section we are going to prove Assumption 8. We first build for any smooth
shifted noise η ∈ M∞ characters gˆη ∈ H and f η ∈ G− such that gη = f η ◦ gˆη . We
recall for this the notation introduced in Section 4.2, which we will use heavily in this
section. As above, we always set deg∞ t := 8t8s − |s | for any kernel type t ∈ L+, and
we fix from now on the homogeneous large-scale kernel assignment Rt := Kˆt − Kt for
any t ∈ L+. Recall that with this definition one has (Rt)t∈L+ ∈ K+0 .
Furthermore, we fix a smooth, symmetric under g, compactly supported function
ϕ ∈ C∞c (D¯/g) such that ϕ ≡ 1 in a neighbourhood of the origin. Given this function ϕ
we build an element φ ∈ Nsym by setting φl = ϕ for any l ∈ L.
With this notation we introduce for any smooth noise η ∈ M∞ a character gˆη ∈ G−
by setting
gˆη := gη,φR ι
sym,
where gη,φR is the character onT
sym− defined in (4.28), and we define f η ∈ G− by
gη = f η ◦ gˆη . (4.60)
One has the identity gˆη = gη,φR ιwhere g
η,φ
R is as in (4.27) for any admissible embedding
ι : T− → Tpl− . We assume that ϕ ≡ 1 holds in a large enough neighbourhood of the
origin so that Lemma 4.42 applies.
Lemma 4.62 For any smooth shifted noise η ∈ Ms∞ one has that gˆη ∈ H.
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Proof. Fix an admissible embedding ι : T− → Tpl− . We have to show that gˆη = gη,φR ι
vanishes onJ, so that is suffices to show that gη,φR vanishes on ιJ⊆ Tpl− . Recalling that
J = piP♠Jad we see that PsymιJ = PsymJad, and since the character gη,φR is invariant
under the symmetry group GL, it suffices to show that gη,φR vanishes on Jad. For this
we use the fact that A˜ex,pl− Jad ⊆ Jˆ(c.f. Proposition 4.58), and the fact that by definition
the character Υ¯η,φR vanishes on Jˆ.
We are left to show that the map η 7→ f η extends continuously to η ∈ Ms0. A
possible approach to show such a statement would be to use an inductive argument
in the number of edges of a tree τ ∈ T−, and to use the fact that we can re-write the
definition of f η in (4.60) as
f ητ = gητ − ( f η ⊗ gˆη)(∆− − Id ⊗ 1)τ. (4.61)
One could then exploit the properties of the coproduct from which it follows that the
character f η on the right-hand side of (4.61) gets only hit by trees that have strictly
fewer edges then τ, so that one could try to match the diverging terms coming from gη
and gˆη on the right-hand side. At this point however, this approach leads to relatively
complicated expressions, and our arguments are greatly simplified by bounding the
linearised expression and using an integration argument.
We first recast the problem into a problem of characters acting onTsym− .
Lemma 4.63 For η ∈ Ms∞ let f˜ η be the character ofTsym− defined by
f˜
η ◦ gη,φ0 = g
η,φ
R . (4.62)
If the map η 7→ f˜ η extends continuously toMs0, then so does the map η 7→ f η .
Proof. For η ∈ Ms∞ let f˜ η := ( f η)−1, where the inverse is taken in the character group
G− ofT−. The operation of taking inverses is a homeomorphism of G−, so that is suffices
to show that f˜ η extends continuously toMs0. We claim that one has f˜
η
ιsym = f˜ η , which
concludes the proof, since the map Gsym− → G−, g 7→ gιsym is continuous. To see this
claim, we are left to show that f˜ η ιsym ◦ gη = gˆη . Recall that one has
f˜ η ◦ gη = gˆη and gˆη = gη,φR ιsym , gη = gη,φ0 ιsym (4.63)
so that we are left to show that
( f˜ η ⊗ gη,φ0 )(ιsym ⊗ ιsym)∆− = ( f˜
η ⊗ gη,φ0 )∆−ιsym. (4.64)
Note that the previous identity does not follow immediately, since ιsym is not a Hopf
algebra homomorphism. However, using Lemma 4.38 and Lemma 4.39, we can show
that
∆−ιsym ∈ (ιsym ⊗ ιsym)∆− + kerQ0 ⊗Tsym− +Tsym− ⊗ kerQ0. (4.65)
Indeed, note first that kerQ0 = ker Psym♠ , so that with Lemma 4.60 we are left to show
that (Psym♠ ⊗ Psym♠ )(∆−ιsym − (ιsym ⊗ ιsym)∆−) = 0 onTsym− . By Lemma 4.39 the map
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Psym♠ ιsym is a Hopf isomorphism and by Lemma 4.38 and the definition of a Hopf factor
algebra one has (Psym♠ ⊗ Psym♠ )∆− = ∆−Psym♠ onTsym− , hence (4.65) follows.
We now show (4.64), which concludes the proof. By the definition of admissible
embeddings, the definition of∆− andQ0 one has (Q0⊗Id)∆−ιsym = ∆−ιsym onT−, so that
we deduce from (4.65) the stronger inclusion ∆−ιsym ∈ (ιsym⊗ ιsym)∆−+Tsym− ⊗kerQ0.
It remains to note that kerQ0 ⊆ ker gη,φ0 , which follows since we chose φ = 1 in a large
neighbourhood of the origin, compare Lemma 4.42.
In order to continue, we define for r > 0 the family of large-scale integration kernels
R(r) = (R(r)
t
)t∈L+ by setting
R(r)
t
(x) := Kˆtφ((r + 1)−s ·) − Kt
for any t ∈ L+, where φ is as in Section 2.2.2. This particular way of removing the
cutoff has the advantage that R(r)
t
+ Kt = Kˆtφ((r + 1)−s ·) for any r > 0, which will be
helpful in the proof of Lemma 4.69 below. We also denote by gηr the character ofTsym−
defined by
g
η
r := g
η,φ
R(r ) .
Note that one has limr→0 R(r) = 0 and limr→∞ R(r) = R, so that it follows from
Corollary 4.41 that one has gηr → gηR as r → ∞ for any fixed η ∈ M∞. We define
the character f˜ ηr analogue to above via the identity f˜
η
r ◦ gη0 = g
η
r . It follows from
the continuity of the group operation that one has f˜ η0 = 1
? and f˜ ηr → f˜ η as r → ∞.
Moreover, it follows easily from the fact both Rt and φ are smooth that the maps r 7→ gηr
and r 7→ f˜ ηr are smooth functions in r > 0 for any fixed smooth noises η ∈ Ms∞. We
are going to study a differential equation that f˜ ηr satisfies for r > 0. To this end we
introduce the following notation.
Definition 4.64 We call a linear map k : Tsym− → R an infinitesimal character if for
any τ1, τ2 ∈Tsym− one has k(τ1τ2) = 1∗(τ1)k(τ2) + k(τ1)1∗(τ2).
Note that an infinitesimal character k vanishes on elements which are not linear combi-
nation of trees. In particular, one has k(1) = 0, where 1 is the unity for multiplication.
We extend the operation ◦ to act on any pair of linear maps g, h :Tsym− → R by setting
g ◦ h := (g ⊗ h)∆, where ∆ denotes the coproduct of the Hopf algebra Tsym− . With
this definition g ◦ h is in particular well-defined whenever g and h are characters or
infinitesimal characters, and in case both are infinitesimal characters, then g ◦ h − h ◦ g
is again an infinitesimal character. The following is well-known.
Lemma 4.65 Let g denote the space of infinitesimal characters ofTsym− and define the
bi-linear map [·, ·] : g × g→ g by [k, l] := k ◦ l − l ◦ k . Then g is the Lie algebra of the
character group Gsym− ofTsym− .
Proof. See for instance [BDS18, Thm. 3.9].
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It is well known that the Lie algebra g is naturally isomorphic to the tangent space
T1?Gsym− of Gsym− at the co-unit 1? ∈ Gsym− and for fixed h ∈ Gsym− both right and left
translations k 7→ k ◦ h and k 7→ h ◦ k induce isomorphisms between g and the tangent
space of Gsym− at h. We are going to study the differential equation
∂r f˜
η
r = k
η
r ◦ f˜ ηr , for r > 0, (4.66)
with initial condition f˜ η0 := 1
?. Note that the identity (4.66) defines an infinitesimal
character kηr ∈ gsym− . The reason for studying equation (4.66) is the following Lemma.
Lemma 4.66 Assume that for any fixed η ∈ Ms∞ the map r 7→ kηr is an element of
L1(0,∞), and assume that this map extends to a continuous map η 7→ kη· fromMs0 into
L1(0,∞). Then the map η 7→ f˜ η extends continuously toMs0.
Proof. Let ‖ · ‖ denote a norm on g and let d(·, ·) be the induced metric onTsym− . Then
one has for any η, η˜ ∈ M∞ the estimate
d( f˜ η, f˜ η˜) ≤ exp
( ∫ ∞
0
‖kηr − kη˜r ‖dr
)
,
from which the statement follows immediately from the assumption of the lemma.
Fix from now on a rough noise η ∈ Ms0 and let ηε ∈ Ms∞ be any sequence such that
ηε → η inMs0 as ε → 0. We will use the simplified notation gεr := gη
ε,φ
r , kεr := k
ηε
r ,
and similar for the other characters. By Lebesgue’s theorem it is sufficient to show
that the sequence kεr converges as ε → 0 for any fixed r > 0, as well as the estimate∫ ∞
0 supε>0 ‖kεr ‖n×ndr < ∞. This is equivalent to showing that there exist infinitesimal
characters kr ∈ gsym− such that one has
∀r > 0 : kεr (τ) → kr (τ) as ε → 0 , and
∫ ∞
0
sup
ε>0
|kεr (τ)|dr < ∞ (4.67)
for all τ ∈Tsym− . In the remainder of this section we show (4.67), which completes the
proof. For simplicity, we are going to write
=
Υεr := Υ¯
ηε,φ
R(r )
for the character on Tˆex,sym− from now on. With this notation, we have the following
representation of the infinitesimal character kεr .
Lemma 4.67 One has the identity
kεr (τ) = −(kεr ⊗
=
Υεr M
gεr )(∆−i− − Id ⊗ 1)τ − (gεr ⊗ ∂r
=
Υεr )∆−i−τ
for any tree τ ∈Tsym− .
Remark 4.68 The significance of this formula is that the right-hand side only depends
the character kετ on proper subtrees of τ. This identity is thus well adapted to an
inductive argument, see the proofs of (4.69) and (4.70) below.
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Proof. The key point is that by definition of the character gεr inTsym− and the definition
of the twisted antipode A˜sym− one has that
=
Υεr M
gεr isym− = 0 (4.68)
onTsym− for any r > 0, where we use the usual notation Mg := (g ⊗ Id)∆ex− on Tˆex,sym−
for any character g ofTsym− . Differentiating (4.68) with respect to r , one obtains
0 = ∂r (
=
Υεr M
gεr isym− )
= (∂r gεr ⊗
=
Υεr )∆−i− + (gεr ⊗ ∂r
=
Υεr )∆−i−
= (kεr ⊗
=
Υεr M
gεr )∆−i− + (gεr ⊗ ∂r
=
Υεr )∆−i−
onTsym− . In the last equality we used that
∂r g
ε
r = ∂r ( f˜ εr ◦ gε0 ) = kεr ◦ f˜ εr ◦ gε0 = kεr ◦ gεr .
As a consequence, we have the following sufficient condition for (4.67) to hold.
Lemma 4.69 Let τ ∈ Tsym− be a tree and assume that (4.67) holds on the Hopf
subalgebra Tsym− [τ] generated by all trees σ ∈ Tsym− with strictly less edges than τ.
Then one has that
(gεr ⊗ ∂r
=
Υεr )∆−i−τ (4.69)
converges to a finite limit ε → 0 for any r > 0, and its supremum over ε ∈ (0, 1) is
moreover bounded in L1(0,∞) as a function in r . Furthermore, for any properly legged
tree σ ∈ Tˆex,sym− with |σ |+ < 0 and with strictly less edges than τ one has that
=
Υεr M
gεr σ (4.70)
converges to a finite limit as ε → 0, and is moreover bounded uniformly in r > 0 and
ε ∈ (0, 1). In particular, (4.67) holds for τ.
Remark 4.70 The relative simplicity of (4.69) and (4.70) over the corresponding ex-
pressions one would get in the strategy outline in (4.61) is the main motivation for
choosing this approach.
Proof. Using Lemma 4.67, it is clear that (4.69) and (4.70) imply (4.67). Note that
in (4.70) it is sufficient to consider σ with strictly less edges than τ, since kεr is an
infinitesimal character and vanishes on the unit element 1.
In order to see the converse, we first show (4.70). Recall that the large scale
integration kernels K (r) converge to Kˆ − K in K+0 as r → ∞ and the smooth noises
ηε converge to η in Ms0 as ε → 0. Since σ is properly legged by assumption, the
convergence of the expression
lim
ε→0
=
Υεr M
gε0 σ
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and the uniform boundedness of
=
Υεr M
gε0 σ in ε > 0 and r > 0 are a consequence of
Theorem 4.17, Lemma 4.19 and (4.30). (If σ ∈ V0, then this expression vanishes for
any ε, r > 0.) The remaining obstacle is therefore the presence of the character gεr
instead of gε0 in (4.70). However, by definition one has f˜
ε
r ◦ gε0 = gεr , so that it suffices
to show that the character f˜ εr restricted to Tsym− [τ] is uniformly bounded in ε, r > 0
and converges as ε → 0 to a finite limit. This is a consequence of (4.67), which holds
onTsym− [τ] by assumption.
In order to derive the bound (4.69) we make the following construction. Consider
the extended set of kernel types L¯+ := L+unionsq∂L+ where ∂L+ := {∂t : t ∈ L+} is a disjoint
copy of L+. We let |∂t |s := |t |s for any t ∈ L+, and we extend the rule R to a rule R¯ by
allowing any kernel-type t to be replaced by ∂t. We denote byTex,Tsym− , and Tˆex,sym−
the respective spaces constructed in Section 4.2 starting from the rule R¯. Finally, we
introduce a linear operator D :Tex →Tex by setting for any tree τ = (Tn,oe , t)
Dτ :=
∑
e∈K(T )
(Tn,oe , ∂et)
where ∂et : K(T) unionsq L(T) → L¯+ unionsq L− is defined by setting (∂et) f := t f for any
f ∈ K(T)\{e} unionsq L(T), and (∂et)e := ∂te. We extend this to a linear operator D :
Tˆex,sym− → Tˆex,sym− by imposing that the Leibnitz rule D(τσ) = D(τ)σ + τD(σ)
holds.
Finally, we define the kernel assignments K∂t = 0 and R(r)∂t := ∂rR
(r)
t
for any t ∈ L+,
and we write again
=
Υεr := Υ¯
ηε,φ
R(r ) for the character on Tˆ
ex,sym− . It follows that (4.69) is
equal to
=
Υεr M
gεr Dτ,
where we view gεr as a character onTsym− by setting gεr (τ) := 0 for any tree τ ∈ Tsym−
which contains an edge e ∈ K(τ) such that t(e) ∈ ∂L+.
Using the induction hypothesis and an argument identical to before (using the
identity f˜ εr ◦ gε0 = gεr and the fact that by (4.67) the sequence f˜ εr is bounded), it is now
sufficient to bound
=
Υεr M
gε0 Dτ,
which is again bounded uniformly in ε > 0 and r > 0 as a consequence of Theorem 4.17.
It remains to show that this expression is absolutely integrable over r ∈ (0,∞) and
that this integral is uniformly bounded in ε > 0. For this note that Dτ satisfies the
conditions of Theorem 4.17with the degree assignment deg∞ ∂t := deg∞ t := |t |s−|s | =8t8s − |s | − κ for t ∈ L+. With this degree assignment however it follows that one has
‖R(r)
∂t
‖K+,∂t . r−κ−1 ∧ 1 uniformly in r > 0, and we conclude with (4.15).
5 The construction of the shift
We fix a character h ∈ f ξ ◦ H, and we finally construct a sequence ζδ ∈ Ms∞ for
δ > 0 such that (3.5) and (3.6) hold. Let us first motivate the construction below. The
convergence in (3.5) requires us to choose ζδ in such a way that for any t ∈ L− one has
ξt + (ζδ)t → 0 (5.1)
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in Ms0. This could simply be accomplished by setting (ζδ)t = −ξδt , where ξδ is a
δ-regularisation of ξ. However, with this choice there is no hope of satisfying (3.6)
as well. At this point we make the observation that introducing a perturbation of
−ξδ
t
, which lives on scales much smaller then δ, may not destroy the convergence
(5.1). On the other hand, such small-scale perturbations of −ξδ
t
generate resonances
in expressions of the type (3.6), and the fact that a tree τ has negative homogeneity
implies that perturbations weak enough not to destroy (5.1) might at the same time give
non-vanishing contributions to (3.6).
Let us briefly compare this idea to the strategy used in [CF18] to show a support
theorem for the 2D multiplicative heat equation with purely spatial white noise, known
as the 2D-PAM equation. Although the set-up in their paper differs slightly from ours
(they use the theory of paracontrolled distributions rather than regularity structures and
hard cutoffs of the noise in Fourier space rather than regularisations via convolution)
the spirit of the two approaches are similar. At this stage the authors of [CF18] use
deterministic perturbations of −ξδ at a fixed frequency in order to generate the required
resonances. Deterministic perturbations do not fall in our setting, since we assume
our noises to be stationary and centred (one could of course use randomly shifted
oscillations at a fixed frequency, but this does not seem to generalise well). There are
two major reasons why we prefer to use perturbations which are random instead of
deterministic.
The first reason concerns the type of expression one gets when calculating expected
values of the form (3.6). By considering random stationary shifts, we ensure that these
expressions are constant (as opposed to space-time dependent). Moreover, by choosing
the shift to be non-Gaussian we have a freedom to control the cumulants built between
the original noise and the shift. This will be crucial in order to control the expected
value of all τ ∈ T− (see Definition 3.17) simultaneously.
The second reason concerns the bound of variances of the shifted model, once the
expectation can be controlled. This argument was carried out in Proposition 3.18. The
proof of this proposition uses crucially the results from [CH16], which in turn requires
the shift to be stationary and centred.
Both of these points were carried out in [CF18] by hand, and the success of this
strategy seems to rely heavily on the fact that the corresponding regularity structure is
relatively simple (in particular the set T− contains only a single tree).
5.1 Enlarging the regularity structure
Following the discussion above, wewill choose the shift ζδ = −ξδ+kδ for some random
perturbation kδ living on scales much smaller then δ. The random smooth function
kδ in turn will be a sum over functions kδ(Ξ,τ), where (Ξ, τ) runs over all pairs of noise
types Ξ ∈ L− and trees τ ∈ T− with the property that that Ξ ∈ t(L(τ)). In order to keep
the notation clean, we will introduce an extended set of noise types as follows. For any
type Ξ ∈ L− we let Ξ˜ be a new symbol such that Ξ˜ < L−. We then define for any type
Ξ ∈ L− the set (recall that L− ⊆ J if one identifies elements of L− with elements of T−,
see Definition 3.3, so that τ ∈ T− implies |L(τ)| ≥ 2)
L−[Ξ] := {Ξ, Ξ˜} ∪ {(Ξ, τ) : τ ∈ T− such that ∃u ∈ L(τ) with t(u) = Ξ},
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and we set
L− :=
⊔
Ξ∈L−
L−[Ξ]. (5.2)
We also define the set L := L− unionsq L+, and we extend the homogeneity assignments | · |s
and 8 · 8s to L by setting |Ξ|s := |Ξ|s for any Ξ ∈ L−[Ξ], and similarly for 8 · 8s . We
define the map q : L→ L by setting q(t) := Ξ for any t ∈ L−[Ξ] and q(t) := t for any
t ∈ L+. One should think of Ξ˜ as an abstract placeholder for the δ-regularisation ξδΞ
of the noise ξΞ, and of (Ξ, τ) as an abstract placeholder for a small-scale perturbation
to the shift −ξδ
Ξ
which we will use to control the expected value of τ after shifting the
noise.
Starting from the set of noise types L− and the (unchanged) set of kernel-types L+,
we consider an enlargement of the rule R to a rule R, which is defined by allowing
any appearance of any noise types Ξ ∈ L− to be replaced by any extended noise type
Ξ ∈ L−[Ξ]. To be more precise, with the notation N := NL×Nd , we define the rule
R : L→ 2N\{ 6#} by setting
R(t) := {N ∈N : qN ∈ R(t)} (5.3)
for any t ∈ L+, and R(t) := { 6#} for t ∈ L−. Here, we define qN ∈ NL×Nd by setting
(qN)(t,k) :=
∑
t˜:qt˜=t
N(t˜,k) (5.4)
for any t ∈ L and any k ∈ Nd , where the sum runs over all t˜ ∈ L with qt˜ = t.
The following lemma shows in particular that we can construct a regularity structure
Tex starting from the extended rule R.
Lemma 5.1 The rule R is a complete and subcritical rule. In particular, we can define
the extended regularity structureTex as in [BHZ16, Sec. 5.5]. ThenTex coincides with
the span of all decorated trees τ = (Tn,oe , t) with t : E(T) → L and with the property
that (Tn,oe ,qt) ∈ Tex.
Proof. In order to see that R is subcritical, recall from [BHZ16, Def. 5.14] and the fact
that R is subcritical that there exists a function reg : L→ R with the property that
reg(t) < |t |s + inf
N ∈R(t)
reg(N) (5.5)
for any t ∈ L. We extend reg to a function reg : L→ R by setting reg(t) := reg(qt) for
any t ∈ L. Then one has reg(N) = reg(qN), where qN is as in (5.4), and thus the fact
that (5.5) holds for any t ∈ L is a trivial consequence from the respective bound for qt
and the fact that |qt |s = |t |s . Completeness (c.f. [BHZ16, Def. 5.20]) is a little tedious
to verify, but completely straight forward. The main points to keep in mind are that
typed trees (τ, t) ∈ T, where T denotes the set of simple decorated trees as in [BHZ16,
Eq. 5.3] with L− replaced by L−, that (strongly) conform to R are precisely those trees
such that (τ,qt) (strongly) conforms to R. From this, the definition of the substitution
operation [BHZ16, Eq. 5.14] and the definition of the extended rule in (5.3) the result
follows.
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The construction in [BHZ16, Sec. 5.5, Sec.6] results in a number of spaces which
are all completely determined by the rule R. We adopt the convention that X denotes
the space constructed from R in the same way as X is constructed from R. In particular,
we writeT− for the (reduced) Hopf algebra constructed in [BHZ16, Eq. 5.23], and we
write G− for its character group, compare [BHZ16, Def. 5.36].
For τ ∈ Tex we write Lˆ(τ) := {u ∈ L(τ) : t(u) < L−}. One has the obvious
embedding T ↪→ T and a Hopf algebra monomorphism T− ↪→ T−. This embedding
between the Hopf algebras induces a group monomorphism between their character
groups G− ↪→ G− , which is defined by extending any character g ∈ G− in such a way
that g(τ) vanishes for any tree τ outside of T−.
Remark 5.2 Similar to Remark 4.13 this embedding is not canonical, since we view
T− as a Hopf subalgebra of T−. Once again G− ↪→ G− is well defined and a group
homomorphism because T− is also isomorphic to a Hopf factor algebra.
We denote by Ms∞ := Ms∞(L−) the set of smooth noises as in Definition 2.13 and
Ms0 := M
s
0(L−) for its closure under the norm (2.20). Note that Ms∞ ' Ms∞(L−) ×
Ms∞(L−\L−), so that we can write elements of Ms∞ as tuples (ξ, η) with ξ ∈ Ms∞(L−)
and η ∈ Ms∞(L−\L−). An important role is played by the following operater.
Definition 5.3 For any tree τ ∈ Twe denote by S [τ] ⊆ T the set of trees σ ∈ T
such that qσ = τ. We define the linear operator S : T→ T by setting for any tree
τ ∈ T
S τ :=
∑
σ∈S [τ]
σ.
We also extend S multiplicative to an algebra homomorphism S : T− → T− and
S : Tˆ− → Tˆ−.
We denote byS ∗ : Ms∞ → M∞ the “dual” operator given by
(S ∗η)Ξ :=
∑
Ξ∈L−[Ξ]
ηΞ
for any Ξ ∈ L−. We first have the following lemma, showing the interaction of S and
∆−.
Lemma 5.4 The operator S commutes with the coproduct ∆− on T− and Tˆ−. More
precisely, one has
(S ⊗S )∆− = ∆−S
both on T− and Tˆ−.
Proof. This can be seen from the definition of the co-product ∆−, see (A.2). The main
point to note is that ∆− does not care if two distinct edges carry the same noise type.
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For a tree τ = (Tn,oe , t) ∈ Tˆ− we obtain
∆−S τ = ∆−
∑
t′:qt′=t
(Tn,oe , t′)
=
∑
F∈div(τ)
∑
nF,eF
1
eF!
(
n
nF
) ∑
t′:qt′=t
∏
S∈F
(SnF+pieFe , t′ |S) ⊗ ((T/F)n−nF,[o]Fe+eF , t′/F). (5.6)
where t′ |S := t′ |E(S) and t′/F := t′ |E(T )\E(F). We nownote that⊔S∈FE(S)unionsqE(T/F) =
E(T) for any F ∈ div(τ). If we write DS for the set of decorations t′ : E(S) → L such
that qt′ = t, then by definition of q one has
DT = {
⊔
S∈F
t′S unionsq t′F : t′S ∈ DS, t′F ∈ DT/F}
and the right-hand side of (5.6) is equal to∑
F∈div(τ)
∑
nF,eF
1
eF!
(
n
nF
) ∏
S∈F
∑
t′∈DS
(SnF+pieFe , t′) ⊗
∑
t′∈DT /F
((T/F)n−nF,[o]F, t′)
=
∑
F∈div(τ)
∑
nF,eF
1
eF!
(
n
nF
) ∏
S∈F
S (SnF+pieFe , t) ⊗S ((T/F)n−nF,[o]Fe+eF , t). (5.7)
which is equal to (S ⊗S )∆−τ.
The following lemma connects the construction of this section to the discussion of
the last section.
Lemma 5.5 Let ξ ∈ M∞ be a smooth noise, let η ∈ Ms∞ be a smooth noise which
extends ξ in the sense that ξΞ = ηΞ for any Ξ ∈ L−, and let ζ ∈ M∞ be defined by
ζ := S ∗η − ξ. Then one has for any τ ∈ T
(Tζ Πˆξ )τ = Πξ+ζMgξ τ = ΠηSMgξ τ. (5.8)
Proof. This follows from Theorem 2.4.
We will show that there exists a double sequence ηε,δ ∈ Ms∞, ε, δ > 0, of smooth,
random noises with the property that ηε,δ extends ξε , one has S ∗ηε,δ → 0 in Ms0 in
the limit ε → 0 and δ → 0, and one has limδ→0 limε→0 Υηε,δMgεS τ = h(τ) for any
τ ∈ T−. Setting ζ := S ∗η − ξ then concludes the proof of Proposition 3.18.
We now identify those trees σ ∈ S [τ] that have the property that their expected
value depends linearly on the shift. They will give the dominating contribution to
Υη
ε,δ
Mg
ε
S τ.
Definition 5.6 For any τ ∈ T− we defineS ↑[τ] as the set of σ ∈ S [τ] such that there
exists a noise type edge u ∈ L(σ) such that
• one has t(u) = (Ξ, τ˜) for some Ξ ∈ L− and τ˜ ∈ T− with τ˜ ∼ τ, and
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• for any noise type edge v ∈ L(σ)\{u} one has t(v) ∈ L−.
Recall Definition 3.16 for the definition of the equivalence relation ∼ used here. We
also setS ↓[τ] := S [τ]\(S ↑[τ] unionsq {τ}). With this notation, we define
S ↑τ :=
∑
σ∈S ↑[τ]
σ and S ↓τ :=
∑
σ∈S ↓[τ]
σ.
Note that one has the identityS = S ↑ +S ↓ + Id.
5.2 Construction of the shift as Wiener chaos
We will choose the perturbation ηε,δ(Ξ,τ) in a homogeneous Wiener chaos of fixed order,
so that ηε,δ(Ξ,τ) is determined by specifying a kernel K
ε,δ
(Ξ,τ). (To clarify the idea behind
the construction below, consider Example 1.16 in the introduction).
The kernels will be constructed by fixing a smooth, compactly supported function
and rescaling it to scales much smaller than δ at some homogeneity s(Ξ), see (5.11),
(5.12). It will be crucial that we choose this homogeneity s(Ξ) carefully in such a way
that shifted trees σ as in Example 1.16 (i.e. where exactly one noise Ξ of some tree
τ ∈ T− is replaced by (Ξ, τ)) have just slightly negative homogeneity. For this, we fix
κ¯ > 0 small enough and we make the following definition.
Definition 5.7 We define a homogeneity assignment s : L → R in the following way.
First, we set s(Ξ) := s(Ξ˜) := s(Ξ) for any noise type Ξ ∈ L−, and s(t) := s(t) for any
kernel-type t ∈ L+. For any noise type of the form (Ξ, τ) ∈ L− we set
s(Ξ, τ) := s(Ξ) − 8τ8s − κ¯.
We now have two homogeneity assignments s and s with s ≥ s − κ¯ on L−. For any
ε > 0 and δ > 0 we are going to define a random smooth noise ηε,δ ∈ Ms∞ satisfying
the following.
• For any noise type Ξ ∈ L− one has that ηε,δΞ = ξεΞ and ηε,δΞ˜ = −ξδΞ .
• For any noise type Ξ ∈ L−\L− the noise ηε,δΞ is independent of ε.
• For any noise type of the form (Ξ, τ) the noise ηε,δ(Ξ,τ) is a random centred stationary
smooth function that takes values in the m(Ξ, τ)-th homogeneous Wiener chaos
with respect to ξ, where m(Ξ, τ) := [L(τ), t]\{Ξ}.
We also write m(Ξ) := m(Ξ˜) := {Ξ} for any Ξ ∈ L−. We now define for any
(Ξ, τ) ∈ L− a smooth kernel Kδ(Ξ,τ) ∈ Y
m(τ)
∞ , depending only on δ > 0 (compare (2.12)
for the notation used here). We define Kδ(Ξ,τ) by rescaling a fixed kernel Φ(Ξ,τ) ∈ Y
m(τ)
∞ ,
independent of δ > 0, which will be determined in Lemma 5.13 below. In order to
avoid case distinctions, we also define for any noise type Ξ ∈ L− the kernels
ΦΞ := ρ, ΦΞ˜ := −ρ,
so that ΦΞ,ΦΞ˜ ∈ Y1∞. Before we choose the kernels Φ(Ξ,τ), we describe how we rescale
them in order to obtain the kernels Kδ(Ξ,τ). Let us first define for any n ≥ 1, any scale
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λ > 0 and any homogeneity α ∈ R the rescaling operator S(λ, α) : Yn∞ → Yn∞ by
S(λ, α)(K0 ⊗ . . . ⊗ Kn) := λα−|s |(K0(λ−s ·) ⊗ . . . ⊗ Kn(λ−s ·)). (5.9)
Note that UK transforms as
(US(λ, α)K)(x1, . . . , xn) = λα(UK)(λ−sx1, . . . , λ−sxn)
for any K ∈ Yn∞.
The correct homogeneity to rescale a kernelΦ(Ξ,τ) so that the random variable ηε,δ(Ξ,τ)
is of order 1 for the homogeneity s(Ξ, τ) is given by
α(Ξ,τ) := s(Ξ, τ) − m(τ) |s |2 (5.10)
for any (Ξ, τ) ∈ L−. This follows from the fact that the covariance of ηε,δ(Ξ,τ) is given
by |E[ηε,δ(Ξ,τ)(z)ηε,δ(Ξ,τ)(z¯)]| = |
∫
dxKδ(Ξ,τ)(z, x)Kδ(Ξ,τ)(z¯, x)| . |z − z¯ |2α(Ξ,τ)+m(τ) |s | . We will
later on choose for any δ > 0 and any tree τ ∈ T− a scale λδτ ∈ (0, 1) and a real constant
aδτ ∈ R. Let A := RT− and denote by Λ˜† the set of scales λ ∈ (0, 1)T−unionsq{?,†} such that
λτ depends only on the equivalence class [τ]∼ of τ. (This property will be useful in the
proof of Lemma 5.13 below.) For fixed scales λτ ∈ Λ˜ and constants aτ ∈ A we now
make the following definition.
Definition 5.8 For any (a, λ) ∈ A × Λ˜† and any (Ξ, τ) ∈ L− with 8τ8s < 0, we define
the kernel
Ka,λ(Ξ,τ) := aτS(λτ, α(Ξ,τ))Φ(Ξ,τ). (5.11)
For 8τ8s = 0 we use a slightly different definition
Ka,λ(Ξ,τ) := aτ
1
Nλτ
Nλτ −1∑
k=0
2−κ¯kS(2−kλτ, α(Ξ,τ))Φ(Ξ,τ), (5.12)
where Nλτ is the smallest integer larger then (λτ)−1.
We also set
Ka,λ
Ξ
:= S(ε,−|s |)ρ and Ka,λ
Ξ˜
:= S(δ,−|s |)ρ, (5.13)
where we write δ := λ? and ε := λ†.
Remark 5.9 We include ε and δ into the data λ in order to avoid case distinctions in
some expressions below. Sometimes it will be useful to make ε explicit. In these cases
we write ηε,a,λ and Kε,a,λ with a ∈ A and λ ∈ Λ˜ := (0, 1)T−unionsq{?}.
Example 5.10 To understand (5.12), consider first a tree τ ∈ T− with 8τ8s < 0 and
assume for simplicity that τ does not contain any divergent proper subtree. Consider
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two trees τ˜, τ¯ ∈ S [τ], where in τ˜ (resp. τ¯) exactly one noise type Ξ (resp. two
noise types Ξ, Ξ˜) are replaced by (τ,Ξ) (resp. (τ,Ξ), (τ, Ξ˜)), so that in the notation of
Definition 5.6 one has τ˜ ∈ S ↑[τ] and τ¯ ∈ S ↓[τ]. It then follows from a simple scaling
argument and (5.11) that one has
|Υηε,a,λ τ˜ | ' aτλ−κ¯τ and |Υη
ε,a,λ
τ¯ | . a2τ . (5.14)
The second bound follows from the fact that |τ¯ |s > 0. We will choose aτ such that
Υη
ε,a,λ
τ˜ is of order 1 as λτ → 0, hence aτ ' λκ¯τ . Thus, one has Υηε,a,λ τ¯ → 0.
This argument used crucially that |τ¯ |s > 0, which fails in case 8τ8s = 0 where one
has 8τ˜8s = −κ¯ and 8τ¯8s = −2κ¯. It follows that if we simply defined Ka,λ(Ξ,τ) via (5.11)
in this case, we would get that |Υηε,a,λ τ¯ | is order 1. In order to continue, we “spread
out” the kernel Ka,λ(Ξ,τ) in frequency space via (5.12). One can readily check that the first
relation in (5.14) still holds, while for the second relation essentially only the resonant
terms contribute (compare the proof of Lemma 5.26, where this is made precise), and
we obtain the bound
|Υηε,a,λ τ¯ | . a
2
τ
(Nλτ )2
Nλτ −1∑
k=0
2−2κ¯k(22κ¯kλ2τ) . (Nλτ )−1,
which converges to 0 as Nλτ →∞.
We are now given a family of kernels Ka,λ
Ξ
∈ Ym(Ξ)∞ and a multiset m(Ξ) for any
noise type Ξ ∈ L−, where m(Ξ) := #m(Ξ). With this notation we now make the
following definition, for which we recall Definition 2.13.
Definition 5.11 Let Ka,λ ∈ YN∞ be defined by setting (Ka,λ)Ξm := Ka,λΞ Im=m(Ξ) for
any multiset Ξ with values in L− and any Ξ ∈ L−. We then define the smooth noises
ηa,λ ∈ Ms∞ by setting, for any noise type Ξ ∈ L−,
ηa,λ
Ξ
:= J(Ka,λ). (5.15)
From (2.19) it follows that ηa,λ
Ξ
= Jm(Ξ)(UKa,λΞ ).
The following is then a simple consequence of this definition.
Lemma 5.12 For any (a, λ) ∈ A × Λ˜ and any Ξ ∈ L− one has ηa,λΞ = ξεΞ and ηa,λΞ˜ =
−ξδ
Ξ
.
In order to determine our shift, we are left to choose for any (Ξ, τ) ∈ L− a compactly
supported kernel Φ(Ξ,τ), and for any δ > ε > 0 a choice of parameters (a, λ) ∈ A × Λ˜
with λ† = ε and λ? = δ.
The following lemma determines a choice of smooth kernels Φ(Ξ,t).
Lemma 5.13 Let S ↑ be the operator from Definition 5.6 and let gε be the BPHZ
character for the noise ξε as in Section 2.2.3, which we view as an element of G− as in
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Section 5.1. Then, there exists a choice of kernels Φ(Ξ,τ) ∈ Ys,m(τ)∞,? for any (Ξ, τ) ∈ L−
such that the following holds. For any tree τ ∈ T− and any C > 0 one has the identity
lim
ε→0
Υη
ε,a,λ
Mg
ε
S ↑τ = aτ(λτ)−κ¯ + o((λτ)−κ¯).
where the o((λδτ )−κ¯) constant is such that
(λδτ )κ¯o((λδτ )−κ¯) → 0
as λτ → 0 uniformly over λ ∈ Λ˜ and a ∈ A with |a|∞ < C.
Proof. Fix for the entire proof an equivalence class Θ ∈ T−/∼. Let τ ∈ Θ and
σ = (Sne , t) ∈ S ↑[τ], and let w ∈ L(σ) be the unique noise type edge such that
t(w) = (Ξ, τ˜) for some Ξ ∈ L− and some τ˜ ∈ Θ. It follows that
Υη
ε,a,λ
Mg
ε
σ = Υη
ε,a,λ
σ
=
∫
D¯L(τ)
dx
(
KKτ
)((xu)u∈L(τ))Ec[((ξεt(u)(xu))u∈L(τ)\{w }, ηε,a,λ(Ξ,τ˜) (xw))].
(Both equalities are consequences of the fact that ηε,a,λ
t(w) is in a homogeneous Wiener
chaos of order m(τ) = #L(τ) − 1.) In the limit ε → 0 we obtain∫
D¯L(τ)
dx
(
KKτ
)((xu)u∈L(τ))Ec[(ξt(u)(xu))u∈L(τ)\{w }, Im(Ξ,τ)(UK(Ξ, τ˜)a,λ(xw, ·))].
For 8τ8 < 0 this expression is equal to
aτ˜ζτ,Ξ
∫
D¯L(τ)
dx
(
KKτ
)(x)S(λτ, α(Ξ,τ))UΦ(Ξ,τ˜)(xw; x ◦ φ−1), (5.16)
where we used that λτ = λτ˜ and α(Ξ,τ) = α(Ξ,τ˜), where ζτ,Ξ ∈ N denotes a symmetry
factor, and where φ : L(τ)\{w} → d(m(Ξ, τ)) denotes an arbitrary bijection with the
property that t(u) = φ1(u) for any u ∈ L(τ)\{w}. It follows from the definition of
m(Ξ, τ) that such a bijection exists and from the symmetry properties of Φ(Ξ,τ˜) that
the integral is independent of this choice. (Here we assume without loss of generality
that Φ(Ξ,τ) is symmetric under all permutations of [m(τ)] which leave the noise-type
t invariant, where t : [m(τ)] → L− is the unique order preserving map such that
[[m(τ)], t] = m(Ξ, τ).) Recall now the definition of α(Ξ,τ) from (5.10), and note that
after a change of integration x → λsτ x we obtain the expression
aτ˜ζτ,Ξ(λτ)−κ¯
∫
D¯L(τ)
dx
(
KK (R)τ
)(x)UΦ(Ξ,τ˜)(xw; x ◦ φ−1) ,
where R = (λτ)−1 and the assignment K (R) is given by K (R)t (x) = R |s |− |t |sKt(R−sx) for
any t ∈ L+.
As λτ → 0 the integral in the last expression converges to∫
D¯L(τ)
dx
(
KKˆτ
)(x)UΦ(Ξ,τ˜)(xw; x ◦ φ−1). (5.17)
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(The integrand is absolutely integrable. The fact that this integral is finite on small scales
is easy to see, the bound on large scales follows from the assumption that UΦ(Ξ,τ˜) is
compactly supported and Lemma 4.19. One could also see this directly from a simple
power counting argument, or equivalently from [Hai18, Thm. 4.3].)
For 8τ8 = 0 equation (5.17) follows almost identically. Indeed, in this case (5.16)
should be replaced by
aτ˜ζτ,Ξ
1
Nλτ
Nλτ −1∑
k=0
2−κ¯k
∫
D¯L(τ)
dx
(
KKτ
)(x)S(2−kλτ, α(Ξ,τ))UΦ(Ξ,τ˜)(xw; x ◦ φ−1), (5.18)
which as above gives aτ˜ζτ,Ξ(λτ)−κ¯ times an integral expression which converges to
1
Nλτ
Nλτ −1∑
k=0
2−κ¯k2κ¯k
∫
D¯L(τ)
dx
(
KKˆτ
)(x)UΦ(Ξ,τ˜)(xw; x ◦ φ−1), (5.19)
so that we recover (5.17).
It remains to argue that there exists a choice of Φ(Ξ,τ) ∈ Ys,m(τ)∞,? for any (Ξ, τ) ∈ L−
such that for any τ, τ˜ ∈ T− with τ ∼ τ˜ the expression in (5.17) is equal to ζ−1τ,Ξδτ,τ˜ . For
this we recall thatJ∩VecT− = {0} byDefinition 3.17. Moreover, the space of functions
of the form UΦ ∈ C¯∞c (D¯m) for Φ ∈ Ys,m(τ)∞,? which is symmetric under permutations of
[m] which preserve the noise-type in the same sense as above are dense in C¯∞c (D¯m/g).
The claim now follows from the definition of the ideal J in Definition 3.3.
Finally, we want to bound the norm ‖ηa,λ‖s˜ for homogeneity assignments s˜ : L− →
R−, compare (2.20). As long as s˜ ≤ s, with s as in Definition 5.7, we obtain a bound
uniformly in λ ∈ Λ˜†. If this condition is violated a uniform bound of this form is in
general not true. However, it is still possible to derive a bound on this quantity in terms
of the scales λτ in the following way.
Lemma 5.14 Let s˜ : L− → R− be a homogeneity assignment. For any scale λ ∈ Λ˜†
we define the quantity
λ(s˜) :=min{λΞ : Ξ ∈ L− , s˜(Ξ) > s(Ξ)} ∧ 1.
For any natural number N ∈ N and any λ > 0 there exists a constant CN (λ) > 0 such
that the following holds. For any A > 0 one has the bound
‖ηa,λ‖s˜ ≤ CN (λ(s˜)) (5.20)
uniformly λ ∈ Λ˜† and aτ ∈ R with the property that |a|∞ < A.
In particular, the convergence (3.5) holds provided that a(δ)τ → 0 as δ→ 0 for any
τ ∈ T−.
Proof. We have to bound ‖Ka,λ
Ξ
‖
s˜(Ξ)−m(Ξ) |s |2
for any Ξ ∈ L−, and ‖Ka,λ‖var, compare
(2.17). Fix Ξ = (Ξ, τ) ∈ L− and assume first that 8τ8s < 0. We only treat the
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5.3
slightly more difficult case m(τ) ≥ 2 in detail. We show bounds uniform in α¯ as
in (2.13), so that α¯i ∈ R−, i = 0, . . . ,m(Ξ) is such that α¯0 > −|s | − 1, α¯i > −|s |
and
∑
i≥0 α¯i = s˜(Ξ) − m(Ξ) |s |2 − |s |. For the purpose of this proof we assume for
notational simplicity that Φ(Ξ,τ) is a simple tensor product (in general, it is a linear
combination of such terms, but since the number of summands does not change under
rescaling one can repeat the argument given here for each summand individually). Write
Φ(Ξ,τ) := Φ0 ⊗ . . . ⊗ Φn, so that
Ka,λ
Ξ
= aτλ
α(Ξ,τ)−|s |
τ Φ0(λ−s ·) ⊗ . . . ⊗ Φn(λ−s ·).
Since
∫
(Φa,λ
Ξ
)0 = 0 by definition one has ‖(Ka,λΞ )0‖α¯0 . λ−α¯0 and for i ≥ 1 one has
‖(Ka,λ
Ξ
)0‖α¯i . λ−α¯i , both uniformly over all α¯ as above. It follows that
‖Ka,λ
Ξ
‖
s˜(Ξ)−m(τ) |s |2
. λ
−s˜(Ξ)+m(τ) |s |2 + |s |+α(Ξ,τ)−|s |
τ = λ
s(Ξ,τ)−s˜(Ξ,τ)
τ .
Since s(Ξ, τ) − s˜(Ξ, τ) < 0 implies λτ > λ(s˜), the required bound follows.
In case that 8τ8s = 0 one proceeds in the same way, using the fact that ∑k≥0 2−κk
is finite.
Finally, bounding the ‘variances’ (2.18) is a simple exercise using the fact (Φa,λ
Ξ
)0
integrates to zero and 2s ≥ −|s | − 2κ − 2κ¯ > −|s | − 1.
5.3 A recursive strategy for choosing λε,δ
t
Our shift ζδ is defined up to specifying a sequence of constants aδ ∈ A and a sequence
of scales λδ ∈ Λ˜ with λδ? = δ for any δ > 0.
The constants aδτ will be chosen in the subsequent section via a fixed-point argument,
which we will show has a solution, provided the scales λδτ are chosen in a good way.
We will choose the scales λδτ only depending on the homogeneity 8τ8s and the number
of leaves of τ. (In particular the scale only depends on the equivalence class [τ]∼ of τ,
so that λδ ∈ Λ˜). To this end we write i(τ) := (8τ8s, #L(τ)) , and we define the set
I :=
{
i(τ) : τ ∈ T−
}
,
On Iwe define the total order
(γ, l) ≤ (β, r),
if and only if either γ < β, or γ = β and l ≥ r . (Note the reversed direction of the
second inequality!)
Example 5.15 Consider as an example the KPZ equation, where one has
T− = { , , , , , , }.
By definition of Jone has T− = { , , , }, and I= {(−1, 2), (− 12, 3), (0, 4)}.
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It will also be convenient to introduce the setI? := I∪ {?}, where we extend the total
order ≤ to I? by setting i ≤ ? for any i ∈ I. As above we always set λδ? := δ for any
δ > 0.
The arguments showing the existence of a solution to the fixed point problem we
will be looking at (c.f. (5.26)) will in general only hold if one chooses the scales λδ
i(τ)
such that λδ(γ,l) is “small enough” compared to λ
δ
(β,r) whenever (γ, l) ≤ (β, r). In order
to make the arguments below more systematic, we introduce the set
Λ := {λ ∈ (0, 1)I? : i < j implies λi < λj}.
We will view Λ as a subset of Λ˜ by setting λτ := λi(τ) for any τ ∈ T− and any λ ∈ Λ.
Remark 5.16 It follows that in our notation we have λδτ = λδ(Ξ,τ) = λ
δ
i(τ) for any τ ∈ T−
and any Ξ ∈ L− such that (Ξ, τ) ∈ L−.
We also introduce a bit of notation for general finite totally ordered sets. For notational
convenience we assume without loss of generality (I, ≤) = ([M], ≤) for some M ≥ 1.
Definition 5.17 Let ([M], ≤) be a finite totally ordered set and let S = S(λ) be any
statement depending on λ ∈ (0, 1)M . We define recursively in the number of elements
M the notion of an attainable statement. If M = 1, then we call S an attainable
statement if there exists λ¯1 > 0 such that S(λ1) holds for any λ1 ∈ (0, λ¯1). For M ≥ 2
and any fixed λM > 0 we denote by (S |λM )(λi1, . . . , λM−1) the statement depending on
λ1, . . . , λM−1 defined by
(S |λM )(λ1, . . . , λM−1) ⇐⇒ S(λ1, . . . , λM ).
We then call the statement S attainable if there exists λ¯M > 0 such that for any λM < λ¯M
the statement (S |λM ) is attainable.
We will often use the following lemma, which is a direct consequence of the definition
of attainable statements.
Lemma 5.18 Let I be a finite, totally ordered set and let R, S be attainable statements
on I. Then the conjunction R ∧ S is attainable.
The strategy of the following sections will be as follows. We will show various
lemmas whose statements are attainable statements for the family λ ∈ (0, 1)I? . These
(finitely many) statements in conjunction imply that (5.26) can be solved, so that the
existence of a solution is an attainable statement. This in particular implies that that
there exists a choice of scales λδ ∈ Λ for any δ > 0 small enough such that the statement
holds true, and this concludes the proof.
5.4 A fixed point argument
Our goal is to find a family (aδ, λδ) ∈ A ×Λ for δ > 0, converging to 0 as δ→ 0, such
that
lim
δ→0
lim
ε→0
Υη
ε (aδ,λδ )Mg
ε
S τ = h(τ)
95
A fixed point argument 5.4
for any τ ∈ T−. Here and below we write ηε(a, λ) := ηε,a,λ in order to make some
expressions more readable. For τ ∈ T− we introduce the function Fτ : A × Λ→ R by
setting
Fτ(a, λ) := lim
ε→0
Υη
ε (a,λ)Mg
ε
S τ. (5.21)
for any τ ∈ T−. Note that restricted to τ ∈ T− we obtain a map
F : A × Λ→ A.
We also define the functions F↑ and F↓ in the same way with S replaced by S ↑ and
S ↓ respectively, see Definition 5.6. SinceS = S ↑ +S ↓ + Id and Υηε (a,λ)Mgε τ = 0
for any τ ∈ T− one has F = F↑ + F↓.
Remark 5.19 For fixed (a, λ) ∈ A × Λ˜ the noise ηεΞ(a, λ) is independent of ε unless
Ξ ∈ L−. On the other hand, the expression MgεS τ coincides with the BPHZ renor-
malisation, if the homogeneity of the noise types Ξ ∈ L− \ L− are viewed as zero
(or more precisely as −κ for some κ small enough, compare Lemma 5.24 below for a
precise statement). In this sense the right-hand side of (5.21) is just the expectation of
Πτ(0), where Π denotes the BPHZ renormalised (in the sense of the previous sentence)
canonical lift of ηε(a, λ). It follows in particular that the right-hand side of (5.21) is
indeed convergent.
Note however that this expression does not vanish. This is not a contradiction to
the characterisation [BHZ16, Eq. 6.25] of the BPHZ character, since with respect to
the homogeneity constructed in the previous paragraph,S does not leave homogeneity
invariant. In fact, any tree σ ∈ S [τ]\{τ} is of positive homogeneity in this sense. The
identity [BHZ16, Eq. 6.25] on the other hand is only guaranteed to hold for trees of
negative homogeneity.
Our intuition behind this definition is that F↓τ should be small compared to F
↑
τ , in
the sense that a statement of the form F↓τ (a, λ)  F↑τ (a, λ) is an attainable statement. It
turns out that this is not quite true, since in general there will be sub-divergencies of τ
that cause F↓τ to become dominant. However, assuming that we have good bounds on
these sub-divergencies, this statement becomes attainable. More precisely, we have the
following result.
Lemma 5.20 For any τ ∈ T− there exists a smooth functionGτ : RT−×RT ≺τ− ×Λ→ R
such that
Gτ(a, (Fτ˜(a, λ))τ˜∈T ≺τ− , λ) = F↓τ (a, λ), (5.22)
for any (a, λ) ∈ A×Λ, and such that for any fixed ρ > 0 and β > 0 the following bound
is attainable: One has
|Gτ(a, b, λ)| ≤ βλ−κ¯i(τ) (5.23)
uniformly over all (a, b) ∈ A × RT ≺τ− such that maxτ˜∈T− |aτ˜ | ∨maxτ˜∈T ≺τ− |bτ˜ | ≤ ρ.
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Before we prove Lemma 5.20, we show how to use this in order to finish the proof
of Proposition 3.18. We first argue that one can strengthen the statement of this lemma.
Lemma 5.21 For any τ ∈ T− and ρ > 0 there exists a continuous function G˜τ :
A × RT≺τ− × Λ→ R such that
G˜τ(a, (Fτ˜(a, λ))τ˜∈T≺τ− , λ) = F↓τ (a, λ), (5.24)
holds for any (a, λ) ∈ A × Λ with supτ˜∈T− |aτ˜ | ∨ supτ˜∈T≺τ− |Fτ˜(a, λ)| ≤ ρ, and for any
β > 0 the bound
|G˜τ(a, b, λ)| ≤ βλ−κ¯i(τ) (5.25)
uniformly over (a, b) ∈ A × RT≺τ− such that maxτ˜∈T− |aτ˜ | ∨ maxτ˜∈T≺τ− |bτ˜ | ≤ ρ is
attainable.
Proof. Let Aρ denote the set of a ∈ A such that supτ˜∈T− |aτ˜ | ∨ supτ˜∈T≺τ− |Fτ˜(a, λ)| ≤ ρ.
We first argue that there exists R > 0 such that one has |Fτ˜(a, λ)| ≤ R for any τ˜ ∈ T ≺τ−
and any (a, λ) ∈ Aρ × Λ. Once this is shown, it is not hard to see that the function
G˜τ(a, b, λ) := Gτ(a, (bτ¯)τ¯∈T≺τ− unionsq (Fτ¯(a, λ) ∧ R)τ¯∈T ≺τ− \T≺τ− , λ)
has all the properties we were looking for.
We denote by gε = gε(a, λ) ∈ G− the BPHZ-character for the noise ηε(a, λ) and
we define hε = hε(a, λ) ∈ G− via the identity hε ◦ gε = gε , so that one has
Fτ˜(a, λ) = lim
ε→0
Υη
ε
Mg
ε
Mh
ε
S τ˜
for any τ˜ ∈ T−, where we suppress the dependence on (a, λ) in the notation on the
right-hand side. By Lemma 5.14 the noise ηε(a, λ) is uniformly bounded with respect
to ‖ · ‖s−κ¯ over (a, λ) ∈ Aρ × Λ and ε > 0, and it follows from [CH16] that
|ΥηεMgεσ | . 1
for any σ ∈ T uniformly over (a, λ) ∈ Aρ × Λ and ε > 0. We recall at this point
(Lemma 5.4) that S commutes with the coproduct, so that it remains to show that
hεS τ˜ is bounded for any τ˜ ∈ T− uniformly over (a, λ) ∈ Aρ ×Λ and ε > 0. We denote
by hε,δ ∈ G− the character from Proposition 3.19 for the shift ζδ := S ∗ηε(a, λ) − ξε ,
and we claim that one has hεS = hε,δ on T−. Indeed, one has
M(gεS ⊗ Υξε+ζδ )∆−i =M(gε ⊗ Υηε )∆−iS = 1?S = 1?
on T−, and since this relation characterizes the BPHZ character, one has gεS = gε,δ .
It remains to argue that
hεS ◦ gε,δ = hεS ◦ gεS = (hε ◦ gε)S = gεS = gε
on T−. We can now argue inductively with respect to ≺ in the same way as in the
proof of (3.8). The only difference is that in (3.8) we showed convergence based on the
assumption that Fτ˜(a, λ) converges for τ˜ ∈ T≺τ− , now we show boundedness based on
the assumption that these quantities are bounded.
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With this we can finish the proof of Proposition 3.18. We recall at this point that
we fixed h ∈ f ξ ◦Hat the beginning of Section 3.3, see also (3.6) in Proposition 3.18.
Proposition 5.22 For any δ > 0 the following is an attainable statement: there exists
a family of constants a ∈ RT− such that supτ∈T− |aτ | ≤ δ and such that
Fτ(a, λ) = h(τ) (5.26)
for any τ ∈ T−.
In particular, one can choose a sequence of scales λδ ∈ Λ and a sequence of
constants aδ ∈ A, both converging to 0 as δ → 0, such that the statement of Proposi-
tion 3.18 holds for the corresponding shift ζδ = S ∗ηε(a, λ) − ξε .
Proof. The key step is to find a solution a ∈ A with maxτ∈T− |aτ | < δ to the system of
equations
F↑τ (a, λ) + G˜τ
(
a, (h(τ˜))τ˜∈T≺τ− , λ
)
= h(τ) , τ ∈ T−, (5.27)
where G˜τ is as in Lemma 5.21 for ρ := 2 maxτ∈T− h(τ)∧2δ. We then argue inductively:
Fixing τ ∈ T− and assuming that Fτ˜(a, λ) = h(τ˜) for any τ˜ ∈ T≺τ− , then the assumptions
of (5.24) are met for τ, so that the left-hand side of (5.27) is equal to Fτ(a, λ).
We rephrase (5.27) slightly into a fixed-point problem. Define the function g :
A × Λ→ A by
gτ(a, λ) := −λκ¯i(τ)
(
F↑τ (a, λ) + G˜τ
(
a, (h(τ˜))τ˜∈T≺τ− , λ
) − h(τ)) + aτ (5.28)
for any τ ∈ T−. Then a ∈ A with maxτ∈T− |aτ | < δ is a fixed point of g(·, λ) if and only
if (a, λ) is a solution to (5.26). It follows from Lemma 5.13 that−λκ¯
i(τ)F
↑
τ (a, λ)+aτ → 0
as λ→ 0 uniformly over a ∈ A as above, and from Lemma 5.21 that for any β > 0 the
bound λκ¯i(τ)G˜τ (a, (h(τ˜))τ˜∈T≺τ− , λ)  ≤ β
for any a ∈ A as above is an attainable statement.
It follows that the statement
max
τ∈T−
|aτ | ≤ δ implies max
τ∈T−
|gτ(a, λ)| ≤ δ
is attainable, and by Schauder’s fixed point theorem there exists a solution a to (5.28)
in the δ-neighborhood of the origin.
It remains to show Lemma 5.20. We fix κ > 0 with the property that κ¯ > κ and such
that |τ |s > − |s |2 + κ for any tree τ ∈Twith #K(τ) ≥ 1. For fixed i0 ∈ Iwe introduce
a homogeneity assignment si0 on L− which treats noises regularised on scales larger
than λi0 as smooth. More precisely, we set si0 (Ξ) := s(Ξ) and si0 (Ξ˜) := −κ for any
Ξ ∈ L−, and we define
si0 (Ξ, τ) :=
{
s(Ξ, τ) if i(τ) ≤ i0
−κ if i(τ) > i0
for any noise type (Ξ, τ) ∈ L−. Here we use the total order ≤ on I introduced in
Section 5.3.
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Lemma 5.23 Let i ∈ I and let i↑ := min{j ∈ I? : j > i}. For any A > 0 there
exists a constant CN (λi↑) > 0, such that for any N ∈ N the bound
‖ηε(a, λ)‖si0 ≤ CN (λi↑)
holds uniformly over all families λ ∈ Λ and a ∈ A with maxτ∈T− |aτ | < A.
Proof. This follows directly from Lemma 5.14.
We denote by Ti ⊆ T− the unital subalgebra generated by trees of negative | · |si-
homogeneity. Note that κ was chosen small enough so that for any tree τ ∈ T− one
has τ ∈ Ti if and only if for any noise type edge e ∈ L(τ) on has either t(e) ∈ L− or
t(e) = (Ξ, τ) with i(τ) ≤ i0. We denote by pi− the multiplicative projection ofT− onto
Ti, and we define gεi := g
εpi− (we usually suppress the dependence of (a, λ) in this
notation).
It follows that gε
i
restricted to Ti is just the BPHZ-character for the homogeneity
assignment si and the evaluation ηε . Applying the results of [CH16] to the homogeneity
assignment si we obtain the following estimate.
Lemma 5.24 For any i ∈ I there exists a constant CN (λi↑) > 0 such that for any
τ ∈ Tˆ− the bound
|ΥηεMgεi τ | ≤ CN (λi↑)
holds uniformly over all families λ ∈ Λ and a ∈ A with maxτ∈T− |aτ | < A.
Moreover, one has
gi(a, λ)τ := lim
ε→0
Υη
ε
Mg
ε
i τ
exists and is a continuous function in (a, λ).
Proof. Both statements follow from Lemma 5.23 and [CH16, Thm. 2.31].
We are finally in the position to prove Lemma 5.20.
Proof of Lemma 5.20. We fix from now on a tree τ ∈ T− and assume that the statement
of Lemma 5.20 holds for any τ˜ ∈ T≺τ− . We set j := i(τ) and we define a character
kε
j
∈ G− by
kεj ◦ gεj = gε . (5.29)
It then follows that for any τ˜ ∈ T ≺τ− one has
Υη
ε
Mg
ε
S τ˜ = (kεj ⊗ Υη
ε
Mg
ε
j)∆−iS τ˜
= (kεjS ⊗ Υη
ε
Mg
ε
jS )(∆−i − Id ⊗ 1)τ˜ + kεjS τ˜.
It follows from this identity and the definition of the coproduct that there exists a fixed
polynomial Pτ˜ in T τ˜− ×T variables such that
kεjS τ˜ = Υ
ηεMg
ε
S τ˜ + Pτ˜
(
kεjS τ¯ , Υ
ηεMg
ε
jS τˆ : τ¯ ∈ T τ˜− , τˆ ∈ T
)
. (5.30)
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We proof inductively in ≺ that for any τ˜ ∈ T ≺τ− there exists a continuous function
f(·, ·, ·)τ˜ : A × RT ≺τ− × Λ→ R (5.31)
such thatf(a, (Fτˆ(a, λ))τˆ∈T ≺τ− , λ)τ˜ is equal to (5.30) in the limit ε → 0 for any (a, λ) ∈
A × Λ, and such that for any C > 0 the estimate
|f(a, b, λ)τ˜ | . CN (λj↑)
holds uniformly over all (a, b) ∈ A×RT ≺τ− such that supτ¯∈T− |aτ¯ | ∨ supτ¯∈T ≺τ− |bτ¯ | < C
and ε > 0 small enough (where “small enough” may depend on (a, b)). We can write
lim
ε→0
kεjS τ˜ = Fτ˜(a, λ) + Pτ˜
(
f(a, (Fτˆ(a, λ))τˆ∈T ≺τ− , λ)τ¯ , gj(a, λ)τˆ : τ¯ ∈ T τ˜− , τˆ ∈ T
)
=: f(a, (Fτˆ(a, λ))τˆ∈T ≺τ− , λ)τ˜,
which is bounded in the required way by Lemma 5.24 and the induction hypothesis. In
order to continue, we now make the claim that for any tree τ˜ ∈ T− one has kεjτ˜ = 0 if
at least one of the following three properties is satisfied.
1. One has τ˜ ∈ T−.
2. For any partition pi ∈ P(L(τ˜)) one has∏
P∈pi
Ec[(ηεt(e)(xe))e∈P] = 0 (5.32)
for any (xe)e∈L(τ˜) ∈ (D¯)L(τ˜), where t : L(τ˜) → L− denotes the type map of τ˜.
3. One has |τ˜ |sj > 0.
The first claim follows from the fact that T− is a Hopf subalgebra ofT− and on T− the
characters gε and gε
j
agree. For the second claim we denote by I ⊆ T− the ideal in
T− generated by all trees τ˜ ∈ T− with the property that (5.32) holds. Then I forms
a Hopf ideal, and by definition of the BPHZ character it follows that both gε and gε
j
vanish onI. The claim now follows from the fact that the annihilator of any Hopf ideal
forms a subgroup of G−. The third claim follows similarly, noting that ∆− preserves
the | · |sj-homogeneity, in the sense that |∆−τ˜ |sj = |τ˜ |sj, where on the left-hand side
we add up the homogeneities of products of trees. It follows that the ideal I+
j
in T−
generated by trees τ˜ ∈ T− such that |τ˜ |sj > 0 is a Hopf ideal. Since moreover one has
that gε
j
and gε vanish on I+
i
, the claim follows again from the fact that annihilators of
Hopf ideals are subgroups.
As a corollary, we obtain the identity
(kεj ⊗ Υη
ε
Mg
ε
j)(∆−i − Id ⊗ 1)(S ↑ + Id)τ = 0. (5.33)
Indeed, let τ˜ ∈ S ↑[τ]. Then there exists a unique noise type edge e ∈ L(τ˜) such that
t(e) < L−, and for this edge ηεt(e) is an element of the m(τ)-th homogeneous Wiener
chaos. It follows that whenever τ¯ , 1 is a proper subtree of τ˜, so that in particular
L(τ¯) ( L(τ˜), then either the first or the second point above are satisfied. The claim then
follows, since on the one hand ΥηεMg
ε
jXk = 0 for any k ∈ Nd\{0}, and on the other
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hand |τ˜ |sj < 0 implies that Υη
ε
Mg
ε
jτ˜ = 0. Here we use that sj was chosen in such a
way that |τ˜ |sj ≤ κ¯ < 0 for any τ˜ ∈ S ↑[τ].
As a second corollary, we get that if τ is such that 8τ8s < 0, then
kεjS
↓τ = 0. (5.34)
To see this, let τ˜ ∈ S ↓[τ]. It is clear that whenever there exists e ∈ L(τ˜) such that either
t(e) = Ξ˜ for some Ξ ∈ L−, or t(e) = (Ξ, τ¯) with i(τ¯) > j, then one has |τ˜ |sj > 0, and
by the third point above it follows that kε
j
τ˜ = 0. Thus, we can assume that t(e) ∈ L− or
t(e) = (Ξ, τ¯) with i(τ¯) ≤ j for all e ∈ L(τ).
Assume now that in addition there are two distinct e, f ∈ L(τ˜) such that t(e), t( f ) <
L−, say t(e) = (Ξ¯, τ¯) and t( f ) = (Ξˆ, τˆ). Then the assumption i(τ¯) ∨ i(τˆ) ≤ j implies
that 8τ¯8s ∨ 8τˆ8s ≤ 8τ8s . Upon choosing κ¯ small enough, one has
|τ˜ |sj ≥ |τ |s − (8τ¯8s + κ¯) − (8τˆ8s + κ¯)
≥ |τ |s − 2(8τ8s + κ¯) > 0. (5.35)
In the remaining case there exists a unique e ∈ L(τ˜) such that t(e) < L−, say
t(e) = (Ξ¯, τ¯). We distinguish the case 8τ¯8s = 8τ8s and 8τ¯8s < 8τ8s (by the discussion
above we have i(τ¯) ≤ j, so that the case 8τ¯8s > 8τ8s is ruled out). In the first case,
we have by definition of ≤ and S ↓ that #L(τ¯) > #L(τ), so that ηε
t(e) takes values in a
homogeneous Wiener chaos of order strictly greater than m(τ), so that the second point
above applies. In the second case it follows similarly to before that
|τ˜ |sj ≥ |τ |s − 8τ¯8s − κ¯ > 0,
so that the third point above applies, and this finishes the proof of the claim.
We now conclude that in case 8τ8s < 0, it follows from (5.33) and (5.34) that
F↓τ (a, λ) = lim
ε→0
(kεj ⊗ Υη
ε
Mg
ε
j)(∆−i − Id ⊗ 1)S ↓τ + kεjS ↓τ
= lim
ε→0
(kεjS ⊗ Υη
ε
Mg
ε
jS )(∆−i − Id ⊗ 1)τ,
and using the definition off in (5.31) together with Lemma 5.24 this can be re-written
as
F↓τ (a, λ) = (f(a, (Fτ˜)τ∈T ≺τ− (a), λ) ⊗ g(a, λ))(∆−i − Id ⊗ 1)τ
so that
Gτ(a, b, λ) := (f(a, b, λ) ⊗ g(a, λ))(∆−i − Id ⊗ 1)τ
has the desired form (5.22).
It remains to treat the case 8τ8s = 0, where the estimate (5.35) fails in general.
However, we will show that a slightly weaker statement than (5.34) still holds, namely
there exists a constant CN (λj↑) such that
|kεjS ↓τ | ≤ CN (λj↑). (5.36)
Proceeding identically to above, this suffices to finish the proof of Lemma 5.20.
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To show (5.36) we recall that by Assumption 5 one has for any τ˜ ∈ V and any
τ¯ ∈ S [τ˜] that gε τ˜ = gε
j
τ¯ = 0. It follows from this, (5.29) and the fact that the unital
algebra generated by
⋃
τ∈VS [τ] is a Hopf subalgebra ofT− that one also has kεjτ¯ = 0
for any τ¯ ∈ S [τ˜] and any τ˜ ∈ V. In particular
0 = gεS ↓τ = (kεj ⊗ gεj)∆−S ↓τ = kεjS ↓τ + gεjS ↓τ.
The estimate (5.36) now follows from (5.37) below, using the fact that one has the
identity gε
j
τ¯ = gε τ¯ for any tree τ¯ ∈T− such that gεjτ¯ , 0.
Remark 5.25 The last step of the previous proof, relating kε
j
S ↓τ and gε
j
S ↓τ, does
not need Assumption 5, although the argument is greatly simplified. The assumption
is however needed in the proof of (5.37) below.
Lemma 5.26 Let τ ∈ T− satisfy 8τ8s = 0, and let τ˜ ∈ S ↓[τ] be such that 8τ˜8s ≤ 0.
Then for any noise type edge e ∈ L(τ˜) one has t(e) = Ξ or t(e) = Ξ˜ for some Ξ ∈ L−,
or t(e) = (Ξ, τ¯) with τ¯ ∈ T− such that 8τ¯8s = 0.
Moreover, setting j := i(τ), for any ρ > 0 the bound
|gε τ˜ | ≤ C(λj↑), (5.37)
uniformly over a ∈ A with maxτ∈T− |aτ | < ρ is attainable.
Proof. The first statement follows directly from the definition. For (5.37) we distinguish
three cases.
First case. There exists e ∈ L(τ˜)with λ(t(e)) > λj; that is, one has either t(e) = Ξ˜ ∈ L˜−
or t(e) = (Ξ, τ¯)with 8τ¯8s = 0 and #L(τ¯) < #L(τ˜). In this case consider the homogeneity
assignment s˜ given by
s˜(t) := s(t) + θIt=t(e),
for any t ∈ L− where θ := −|τ˜ |s + κ. Then, one has |τ˜ |s˜ > 0. Let g˜ε be the BPHZ
character for this homogeneity assignment and the noise ηε . From Assumption 5 it
follows that
gε(τ˜) = (gε ⊗ Υηε )(∆−i − Id ⊗ 1)τ˜ = (g˜ε ⊗ Υηε )∆−iτ˜ =
Υη
ε
M g˜
ε
τ˜ . λ(t(e))8τ˜8s˜ ≤ C(λj↑). (5.38)
Here we used that by construction g˜ε τ˜ = 0. We also used that whenever τ¯ne ⊆ τ˜ is
a proper subtree such that for some polynomial decoration n˜ one has 8τ¯n˜e 8s = 0 and
t(e) ∈ t(L(τ¯)), then |τ¯n˜e |s˜ > 0, so that g˜ε τ¯ = 0. On the other hand, by Assumption 5
one also has gε τ¯n˜e = 0.
Second case. There exists a unique noise type edge e ∈ L(τ˜) with e(e) < L−. We only
need to consider the case that t(e) is of the form (Ξ, τ¯) for some τ¯ ∈ T− with 8τ¯8s = 0
and #L(τ¯) > #L(τ˜); otherwise either the first case above applies, or τ˜ ∈ S ↑[τ]. In
this case however we recall that ηε(Ξ,τ¯) takes values in the (#L(τ¯) − 1)-th Wiener chaos,
and since #L(τ¯) − 1 ≥ #L(τ˜) and all other noise type edges (there are only #L(τ˜) − 1
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such edges) carry Gaussian noises, there is no non-vanishing cumulant, and one has
gε(τ˜) = 0.
Third case. In the final case there exist r ≥ 2 distinct noise type edges e1, . . . , er ∈ L(τ˜)
with t(ei) = (Ξ¯i, τ¯i), and one has 8τ¯i8s = 0 and #L(τ¯i) ≥ #L(τ˜). At this point we recall
the definition (5.12) of K(Ξ¯i,τ¯i ) from which it follows that these two kernels are sums
over Ni := Nτ¯i kernels respectively, and we write
K(Ξ¯i,τ¯i ) =
aτ¯i
Ni
λ−κ¯τi
Ni−1∑
m=0
Kmi
with (recall that α(Ξ¯i,τ¯i ) = −#L(τi) |s |2 − κ¯)
Kmi := λ
−κ¯mS
(
2−mλτi , #L(τi)
|s |
2
)
Φ(Ξ¯i,τ¯i ).
In order to simplify the argument below, we assume that the noise types (Ξ¯i, τ¯i)
are all different. (If this is not the case, extend the regularity structure at this point by
introducing sufficiently many distinct copies of the noise types (Ξ¯i, τ¯i), and extend ηε
such that it acts identically on each copy of any given noise type. The argument below
can then be applied to the extended regularity structure and the extended set of noise
types.)
Given n = (n1, . . . nr ) with ni ∈ {0, . . . , Ni − 1}, we write ηεn for the noise defined
by (5.15) but with K(Ξ¯i,τ¯i ) replaced by K
ni
i and we write g
ε
n for the BPHZ character for
the noise ηεn . It follows that with a = aτ¯1 · · · aτ¯n one has
gε(τ˜) = aλ
−κ¯
τ1 . . . λ
−κ¯
τr
N1 . . . Nr
N1−1∑
n1=0
· · ·
Nr−1∑
nr=0
gεn(τ˜). (5.39)
By Corollary A.23 there exists θ > 0 such that
|gεn(τ˜)| .
( mini 2−niλτi
maxi 2−niλτi
)θ
(5.40)
We can assume that λ1 ≤ λ2 ≤ · · · ≤ λr and hence also N1 ≥ N2 ≥ · · · ≥ Nr . At this
point we recall that the scales are “well separated”, and in particular there is no loss of
generality to assume that whenever λτi > λτj one also has 2−Niλτi > λτj . Then one
has the bound
|gε(τ˜)| . λ
−r κ¯
1
N1 . . . Nr
N1−1∑
n1=0
· · ·
Nr−1∑
nr=0
2−θ(maxi ni−mini ni ). (5.41)
Up to a combinatorial factor we can restrict the sum to the regime n1 ≥ . . . ≥ nr .
Changing variables in the sum so that k = (maxi ni) − (mini ni) = n1 − nr , we obtain
the bound
N1−1∑
n1=0
· · ·
Nr−1∑
nr=0
2−θ(maxi ni−mini ni ) .
∑
k
N2−1∑
n2=0
· · ·
Nr−1∑
nr=0
2−θk . N2 . . . Nr .
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With (5.41) we obtain
|gε(τ˜)| . N−11 λ−r κ¯1 ,
and recalling that N1 ∼ λ−11 it remains to choose κ¯ small enough so that r¯ κ¯ < 1, where
r¯ denotes the maximal number of noise type edges appearing in any tree τ ∈ T−.
A Technical proofs and notations
A.1 The coproduct via i-forests
In some of the arguments we are going to perform a construction for which it will be
important to show that certain sets have nice interaction properties with the coproduct.
The proofs of some of these statements are relatively straightforward but turn out to be
a bit fiddly, and these arguments are going to get more clear using some notation that
we introduce in this section.
Definition A.1 For a rooted, typed tree (T, t) way say that F is a sub-forest of T if F
is a subgraph of τ without isolated vertices. We call F a subtree if F is non-empty
and connected. We write T/F for the rooted, typed tree obtained by contracting any
connected component of T to a single vertex.
We write F¯for the set of the connected components ofF. In a natural way one can
view any connected component of S ∈ F¯again as a rooted, typed tree (S, t) where the
type t is simply taken over from T . The set of vertices V(T/F) can now be naturally
identified with the set (V(T)\V(F)) unionsq {uA : A ∈ F¯}, where uA ∈ V(T/F) denotes the
vertex obtained by contracting the subtree A of T . It follows that there exists a map
ϕFT : V(T) → V(F/T) defined by
ϕFT (u) :=
{
uA if u ∈ V(A) with A ∈ F¯
u if u ∈ V(T)\V(F). (A.1)
Given a tree τ ∈ Tex then τ is of the form τ = Tn,oe for some rooted, typed tree T , and
we say that F is a sub-forest of τ if F is a sub-forest of T .
Given a tree τ = Tn,oe ∈ Tex we write div(τ) for the set of sub-forests Fof τ with
the property that one has any S ∈ F¯ one has |S0e |s < 0. We write ∂FE(τ) ⊆ E(τ)
for the set of e ∈ E(τ) with the property that e < E(F) but e↓ ∈ N(F). For a map
e¯ : E(τ) → Zd ⊕ Z(L) we write pi e¯ : N(τ) → Zd ⊕ Z(L) for the map defined by
pi e¯(u) :=
∑
e∈E(τ),e↓=u
e¯(e).
Finally, if m : N(τ) → Zd ⊕ Z(L) the we define m/F : N(τ/F) → Zd ⊕ Z(L) by
setting (m/F)(u) := m(u) of u ∈ N(τ)\N(F) and
(m/F)(u) :=
∑
v∈N (S)
m(v)
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if u ∈ N(τ/F) was generated by contracting the subtree S ∈ F¯. With this notation we
have the following formula for the coproduct ∆− : Tex → T− ⊗ Tex from [BHZ16,
Def. 3.3,Def. 3.18]:
∆−τ =
∑
F∈div(τ)
∑
nF,eF
1
eF!
(
n
nF
) ∏
S∈F
SnF+pieFe ⊗ (T/F)n−nF,[o]Fe+eF , (A.2)
where [o]F := (o + nF+ pi(eF− e|F+ t |E(F))/F. Here we use the same convention as
in [BHZ16, Def. 3.3]: Given a typed tree τ and a subforest Fof τ, then the notations
nF and eF always denote decorations nF : N(τ) → Nd and eF : E(τ) → Nd with the
property that
supp nF ⊆ N(F) and suppeF ⊆ ∂FE(τ). (A.3)
We furthermore use the convention that a sum over nFand eF ranges over all decorations
satisfying (A.3).
A.2 Some technical proofs
Proof of Lemma 4.29. Note first that for an undecorated tree S one has that Sne ∈ I
holds either for all choices of decorations n, e or for no choice of decoration, and for the
purpose of this proof we write S ∈ I? in the first case.
In order to see that (4.23) holds, we only need to show that for any forestF∈ div(τ)
which is not of the form G for some G∈ div(piτ) one has∏
S∈F
SnF+pieFe ⊗ (T/F)n−nF,[o]Fe+eF ∈ I⊗ Tˆex− +T− ⊗ Iˆ. (A.4)
If there exists S ∈ F¯ such that E(S) = LL(S) (i.e. such that S consists only of the root
with a finite number of legs attached to it), then (A.4) follows at once. Otherwise, we
write piF for the sub forest of Fgiven by removing all legs, i.e. piF is the subgraph of
piτ induced by the edge set
E(piF) := E(F)\LL(τ).
Then one has piF ∈ div(piτ), and since F , piF by assumption, there exists S ∈ F
with the property such that LL(S) , LL(piS). Assume first that LL(S) contains a leg e
with the property that e < LL(piS). Then, since τ is properly legged, the leg e has a
unique partner e˜ ∈ LL(T) in T and one has e˜↓ < N(S) (since otherwise one would have
e↓, e˜↓ ∈ N(S) and hence e, e˜ ∈ LL(piS) by definition of piS). Thus, e does not have a
partner in S and hence S ∈ I?. Otherwise, LL(S) ( LL(piS). Then, there exists legs
e, e˜ ∈ LL(piS) such that {t(e), t(e˜)} ∈ L, and such that at least one of these two legs is
not an element of LL(S). If e ∈ LL(S) but e˜ < LL(S) (or the other way round), then one
has S ∈ I?. If e, e˜ < LL(S) then one has e↓ = e˜↓ in T/F (since the vertices e↓ and e˜↓
in T belong to the same connected component of F) and thus T/F∈ Iˆ?.
We now show thatTpl− is a Hopf subalgebra, the claim that Tˆex,pl− is a co-module
follows very similarly. We need to show that ∆−Tpl− ⊆ Tpl− ⊗ Tpl− . For this it is
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sufficient to show that ∆−Pτ = (P ⊗ P)∆−τ ∈ Tpl− ⊗Tpl− for any properly legged
tree τ = Tne ∈ T−, which in turn follows once we show that any sub-forest F = G
for some G ∈ div(piτ) has the property that the trees S ∈ F¯ and the tree T/F are all
properly legged.
It follows from the definition of the coproduct that if τ is properly legged, then
point 1. in Definition 4.21 carries over to any subtree S ∈ Fand also toT/F. Moreover,
point 2. also immediately carries over to subtrees S ∈ F. To see that point 2. is
inherited also by T/F, we note that by assumption on the regularity structure it follows
that whenever S is a subtree of piτ with 8S0e 8s < 0, then for any u ∈ L(τ) one has
u ∈ L(S) if and only of u↓ ∈ N(S). Applying this to fact to the trees S ∈ G, it
follows that one hasL(τ/F) = L(τ)\N(F) and moreover, for any u ∈ L(τ/F) one has
that the sets E(u, τ/F) and E(u, τ), given respectively as the sets containing all edges
e ∈ E(τ/F) and e ∈ E(τ) with e↓ = u, coincide, which together imply that 2. holds
with i = i|L(τ/F).
The fact that points 4. and 3. of Definition 4.21 hold for any S ∈ F¯ follow from
the definition of F = G. The fact that 4. holds for T/F follows from the fact that
E(u, τ) = E(u, τ/F) for any u ∈ L(τ). A very similar argument shows that 3 holds also
for T/F. Finally, note that 5. holds trivially for the left component of ∆ex− τ since this
component does not contain coloured vertices by definition. The fact that 5. holds for
T/Fcan be argued very similarly to 4.
Proof of Lemma 4.38. UsingLemma4.60, it suffices to show that∆− kerQ0 ⊆ ker(Q0⊗
Q0), which follows once we show that (Q0 ⊗ Q0)∆− = (Q0 ⊗ Q0)∆−Q0. This in turn is
a consequence of
(P0 ⊗ P0)∆−τ = (P0 ⊗ P0)∆−Q0τ (A.5)
for any τ ∈ Tpl− . Since both sides are linear and multiplicative, it suffices to show this
for trees τ ∈Tpl− .
In the case that the derivative decoration e of τ does not vanish identically on legs,
identity (A.5) follows directly from the fact that the coproduct ∆− never decreases the
decoration e, so that either the right or the left component of ∆−τ contains at least one
leg with non-vanishing derivative decoration. Hence, both sides in (A.5) vanish.
In the remaining case one has e|LL(τ) = 0 and thus Q0τ = Qτ. Recall that one has
∆− = (Id ⊗ p−)∆−i− onTpl− . We then note that one has piτ = piQτ, so that from (4.23)
we infer
∆−i−Qτ =
∑
F∈div(piτ)
∑
nF,eF
1
eF!
(
n
nF
) ∏
S∈F
S
nF+pieF
e ⊗ (T/F)n−nF,[o]Fe+eF ,
whereF= F[Qτ]. If we compare the second sum in this identity to the corresponding
sum in (4.23), we see that they only differ by the range of the decoration eF, since the
sum above puts derivatives also on superfluous legs. If we write L∗L(τ) ⊆ LL(τ) for the
set of superfluous legs of τ, it follows that one has the idenity
∆−i−Qτ =
∑
F∈div(piτ)
∑
nF,eF
eF|L∗L (τ)=0
1
eF!
(
n
nF
) ∏
S∈F
QS
nF+pieF
e ⊗ Q(T/F)n−nF,[o]Fe+eF ,
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where this timeF= F[τ]. Since any term on the right-hand side of (4.23) with eF non
vanishing on L∗L(τ) yields an element ofTpl− ⊗ ker P0, the claim follows.
Lemma A.2 Let A be the symmetric algebra of a finite-dimensional vector space B,
and let Φ ⊆ B∗ be a linear subspace of the dual space B∗ of B. For any f ∈ B∗,
denote by f∗ ∈ A∗ the unique character ofAextending f . Finally, for anyC ⊆ A, write
J(C) for the ideal in Agenerated by C.
Then, one has I := J
( ⋂
ϕ∈Φ ker ϕ
)
=
⋂
ϕ∈Φ ker ϕ∗ =: I¯.
Proof. The inclusion I ⊆ I¯ is trivial so we only need to show that I¯ ⊆ I.
Define Φ⊥ ⊆ B by Φ⊥ := ⋂ϕ∈Φ ker ϕ, Let X be a basis of Φ⊥, let Y be a basis of a
complement of Φ⊥ inB, and observe that X ∪Y generates A freely as a commutative,
unital algebra. So, for any a ∈ A there exist r ≥ 0, ci ∈ R and bi : X ∪Y → N such that
a =
∑
i≤r
ci
∏
x∈X
xbi (x)
∏
y∈Y
ybi (y) . (A.6)
We will always assume that this sum is minimal in the sense that ci , 0 and i , j ⇒
bi , bj , which makes the representation unique, modulo a permutation of the index set
{1, . . . , r}.
The idealIconsists precisely of those elements a ∈ Asuch that in the representation
(A.6) one has biX , 0 for all i. For a ∈ I¯, we can therefore write a = a0 + a1 with
a1 ∈ I and a0 belonging to the subalgebra AY ⊂ A generated by Y . Assuming by
contradiction that a0 , 0, one can find a character ϕ of AY such that φ(a0) , 0. If
we extend ϕ to all of A by setting ϕ(x) = 0 for x ∈ X , then ϕ ∈ (Φ⊥)⊥ = Φ, so that
ϕ(a0) = 0 and therefore ϕ(a) , 0 in contradiction with the assumption that a ∈ I¯.
A.3 Feynman diagrams
We state and sketch the proof of (a slight generalisation) of [Hai18, Thm. 3.1, Thm. 4.3].
Let for this L? be a non-empty set of types and let L := L? unionsq {δ}. In analogy to
[Hai18, Def. 2.1] we make the following definition.
Definition A.3 A Feynman diagram is a finite directed graph Γ = (V, E) endowed with
the following additional data
• An ordered set of distinct vertices V¯ = {[1], . . . , [k]} ⊆ V such that each [i] has
exactly one outgoing edge called “leg” and no incoming edge and such the each
connected component of Γ contains at least one leg. We write V? := V \ V¯ and
E? ⊆ E for the set of internal edges, i.e. edges which are not legs. For each
[i] ∈ V¯ we denote by i? the vertex such that ([i], i?) ∈ E .
• For every connected component Γ˜ of Γ we choose a distinguished vertex v?(Γ˜).
For any u ∈ V we write u? for the distinguished vertex v?(Γ˜) of the connected
component Γ˜ which contains u.
• Decorations t : E → L such that t(e) = δ if and only if e is a leg, e : E → Nd
and n : V?→ Nd .
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We write Γne whenever we want to make the decorations explicit.
This definition differs slightly from [Hai18, Def. 2.1] since we include a polynomial
decoration n.
As in [Hai18, Def. 2.7] we define a vacuum diagram as a Feynman diagram Γ
such that each connected component contains exactly one leg. We write D for the
linear space generated by all Feynman diagrams, and we write Dˆ− for the algebra of
all vacuum diagrams such that each connected component contains at least one internal
edge. As in [Hai18] we factor out a subspace (resp. an ideal) on which the valuation
(which we will define below) vanishes. We define ∂D (resp. ∂ Dˆ−) as the smallest
subspace of D (resp. the smallest ideal in Dˆ−) which contains the expressions [Hai18,
Eq. 2.16, 2.17, 2.18] for any connected Feynman diagram, and we set
H := D/∂D and Hˆ− := Dˆ−/∂ Dˆ−.
Degree assignments
In [Hai18] it was assumed that we are given a degree assignment deg : L → R−
and for any C > 0 bounds were derived uniformly in kernel assignments K such that
‖Kt ‖deg t < C for any t ∈ L. We will generalise this setting slightly to allow some of
the kernels to ”exchange” homogeneity. This is possible due to the fact that the bounds
we are interested in only depend on the product
∏
e∈E(Γ) ‖Kt(e)‖deg t(e).
Example A.4 As a typical example, consider two edges e, f ∈ E(Γ) and two smooth,
compactly supported functions ϕ, ψ, and assume that
Kt(e)(x) := λαϕ(λ−sx) and Kt( f )(x) := λβψ(λ−sx)
for some α, β < 0 and λ ∈ (0, 1). While deg t(e) = α and deg t( f ) = β seems the most
natural choice, if we are interested in bounds uniformly in λ > 0 we could make any
choice of the form deg t(e) = α − θ and deg t( f ) = β + θ for some θ ∈ R (as long as
α − θ < 0 and β + θ < 0).
Tweaking the degrees in this way may alter the renormalisation structure (i.e. the
degree of a sub diagram may cross a non-positive integer), so that one could try and
find a degree assignment which minimises the number of sub-diagrams that need to be
renormalised. Unfortunately, in the situations we are interested in, this turns out to be
impossible: Given any “tweaked” choice of degrees, there are always sub graphs which
appear divergent, but are actually completely fine.
To overcome this issue we consider the following construction. Assume that we are
given a partition L =
⊔
l∈LLl of the set of types. We then call a type t ∈ L strong if
{t} = Ll for some l ∈ L, and weak otherwise, and we write Ls and Lw for the subsets
of strong and weak types, respectively. We always assume that δ is a strong type.
Definition A.5 A Feynman diagram Γ is called admissible if any weak type t appears
at most once in Γ, and for any l ∈ L with t(E(Γ)) ∩ Ll , 6# one has Ll ⊆ t(E(Γ))
and there exists a vertex u with the property that all e ∈ E(Γ) with type t(e) ∈ Ll are
connected to u.
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The last part of the previous definition rules out the possibility that for some l ∈ L there
are two non-overlapping subgraphs which contain the edges e ∈ E(Γ) with t(e) ∈ Ll
(in which case we may be able to avoid either sub-divergence, but possibly not both at
the same time).
Example A.6 A typical example to which we apply this setting is given by a Feynman
diagram where the “strong” edges are the kernels-type edges of an underlying tree
τ ∈ T and the “weak edges” represent kernels of noises living in fixed homogeneous
Wiener chaoses. For instance, one could look at the following Feynman diagram:
Here, we draw bold lines for strong edges, dotted lines for weak edges, and we colour
weak edges according to the partition
⊔
l∈LLl.
We assume we are given a degree assignment Deg : L→ R−, such that Deg(δ) = −|s |.
Here and below we write Deg(t) := Deg(l) if t ∈ Ls is a strong type such thatLl = {t}.
Finally, we assume we are given a homogeneity assignment deg : L→ R− such that
degt := Deg t for any strong type t ∈ Ls. We then write
Deg := {deg : L→ R− : deg ≥ deg and for all l ∈ L one has
∑
t∈Ll
deg t = Deg l},
and for any Feynman diagram Γne we define the quantity
Deg Γ := sup
deg∈Deg
∑
e∈E(Γ)
(deg t(e) − |e(e)|s) +
∑
u∈V (Γ)
|n(u)|s + |s |(#V(Γ) − 1).
(Note that the expression inside the sup does not depend on deg ∈ Deg for admissible
Feynman diagrams.)
Example A.7 Consider two non-admissible, overlapping (but not nested) sub-diagrams
Γ˜1, Γ˜2 with Deg Γ˜i > 0. Consider furthermore a spanning tree T such that Γ˜1 collapses
for T (i.e. for some interior node µ of T one has that V(Γ˜1) is given by the set of
u ∈ V(Γ) such that u ≥ µ with respect to the tree order). By definition we can find
a degree assignment deg ∈ Deg such that Γ˜1 is of positive degree, and since Γ˜2 is
overlapping with Γ˜1 it does not collapse. Consequently, neither of these two sub-
diagrams need to be renormalised. An identical argument works in the case that Γ˜2 is
collapsing. However, there might not exist a fixed degree assignment deg ∈ Deg such
that both statements are true at the same time.
Finally, we fix another degree assignment deg∞ : L→ [−∞, 0] with deg∞(δ) :=
−∞.
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Kernel assignments and valuations
We write C1 for the space of smooth functions φ ∈ C∞c (D¯) supported in the s-unit ball
of radius 1. We then writeK−∞ for the set kernel assignments (Kt)t∈L such that Kt ∈ C1
for any t ∈ L, andK+∞ for the set of kernel assignments (Rt)t∈L such that Rt ∈ C∞c (D¯)
for any t ∈ L and Rt := 0 for any weak type t ∈ Lw. We also let li := e([i], i?) for
i = 1, . . . , k, and with this notation we define an valuation ΠK,R onHby setting
(ΠK,RΓ)(ϕ) :=
∫
D¯V?
∏
e∈E?
De(e)(K + R)t(e)(xe+ − xe− )∏
u∈V?
(xu − xu?)n(u)(Dl11 . . . Dlkk ϕ)(xv1, . . . , xvk )dx,
for any (K, R) ∈ K−∞ ×K+∞.
Recall that we want to allow types t, t˜ ∈ Ll to “exchange homogeneity”, and as
consequence there is no natural norm onK−∞ which we can use. Instead we are forced
to work with tensor products, which is very similar to Definition 2.7. For any l ∈ L we
define the space
K˜
l,−
∞ :=
⊗
t∈Ll
C1
together with the norm
|||K |||Deg l := sup
deg∈Deg
∏
t∈Ll
‖Kt ‖deg t, (A.7)
where ‖ · ‖deg t is as in (2.10), (2.11), and we define K˜l,−0 as the closure of K˜l,−∞ under
this norm. We also write
K˜−∞ :=
⊕
l∈L
K˜
l,−
∞ and K˜−0 :=
⊕
l∈L
K˜
l,−
0 .
We next note that, for admissible Feynman diagrams Γ, one can define ΠK,RΓ
for any (K, R) ∈ K˜−∞ ×K+∞ in a canonical way by imposing this to be linear on each
component K˜l,−∞ . To be more precise, for fixed K ∈ K−∞ define K˜ ∈ K˜−∞ by setting
K˜l :=
⊗
t∈Ll
Kt (A.8)
for any l ∈ L. Then, if Γ is admissible, the quantity
ΠK˜,RΓ := ΠK,RΓ
is well defined (recall that Rt = 0 for any weak type t ∈ Lw) and can be linearly
extended to K˜ ∈ K˜−∞.
We finally defineK+0 analogously to [Hai18, Sec. 4] as the closure ofK
+∞ under the
norm ‖R‖∞,deg∞ given by the smallest constant such that
|DkRt(x)| ≤ ‖R‖∞,deg∞ (1 + |x |)deg∞ t
for all t ∈ L, x ∈ D¯ and |k |s < r .
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Renormalisation
We denote by H− the algebras of Feynman vacuum diagrams defined as in [Hai18,
below Rem. 2.9]. Recall that H− can be identified with the factor algebra Hˆ−/J+,
whereJ+ ⊆ Hˆ− denotes the ideal generated by connected vacuum diagrams of positive
Deg-degree. We introduce a co-product ∆− : X→ H− ⊗ X for X ∈ {H, Hˆ−,H−} in
analogue to [Hai18, Eq. 2.19, 2.24] by setting
∆−Γne =
∑˜
Γ⊆Γ
∑˜
e,n˜
(−1) | out e˜ |
e˜!
(
n
n˜
)
Γ˜n˜+pie˜e ⊗ (Γ/Γ˜)n−n˜[e˜]+e (A.9)
where we use the convention that the first sum runs over full subgraphs8 Γ˜ of Γ
with the property that any connected component of Γ˜0e is of negative degree, and
the second sum runs over all decorations e˜ : ∂Γ˜E(Γ) → Nd and n˜ : V(Γ) → Nd
such that supp n˜ ⊆ V(Γ˜). Here, we write ∂Γ˜E(Γ) for the set of half-edges (e, v) with
e ∈ E(Γ)\E(Γ˜) and v ∈ e∩V(Γ˜), andwewrite [e˜](e) := ∑u∈e e˜(e, u). We call a subgraph
Γ¯ of Γ full if it has the property that E(Γ¯) is given by the set of all e = (u, v) ∈ E(Γ)
such that {u, v} ⊆ V(Γ¯). This definition agrees (apart form the fact the we restrict to full
subgraphs) with [Hai18, Eq. 2.24] in case X ∈ {Hˆ−,H−} and is a slight generalisation
of [Hai18, Eq. 2.19] in case X= H since we include polynomial decorations.
We moreover write ∆˜− for the coproducts acting between the same spaces, which
are defined similarly to (A.9), but where Γ¯ ranges also over subgraphs which are not
necessarily full. We define the twisted antipode Aˆ : H− → Hˆ− as in [Hai18, Eq. 2.28]
as the unique multiplicative map satisfying M(Aˆ⊗ Id)∆−Γ = 0 for any Γ ∈ Hˆ− such
that Deg Γ < 0, and we write A˜ : H− → Hˆ− for the operator that satisfies the same
identity with ∆− replaced by ∆˜−. It follows with arguments identical to those carried
out in [Hai18] that the spaces H− and Hˆ− equipped with the full coproduct ∆− form a
Hopf algebra and a co-module, respectively. When we refer to H− as a Hopf algebra,
and in particular when we refer to the group product in the character group ofH−, it is
always the full coproduct ∆− that we have in mind.
Finally, given a smooth kernel assignment K ∈ K−∞, we write g(K) and gfull(K) for
the respective BPHZ characters, defined as characters on the Hopf algebra H− via the
identities
g(K) := ΠK Aˆ and g˜(K) := ΠK A˜.
It then follows from the discussion in [Hai18, Sec. 3.3] that one has
ΠˆK := (g(K) ⊗ ΠK )∆− = (g˜(K) ⊗ ΠK )∆˜− (A.10)
onH. We first show a simple lemma that extends (A.10) to the situation where one has
non-vanishing large-scale kernel assignments.
Lemma A.8 Assume that R is a smooth, compactly supported large-scale kernel as-
signment as in [Hai18, Sec. 4] and assume that Γ ∈ Hˆ− is a connected vacuum diagram
with the following property. Whenever Γ˜ ⊆ Γ is a connected subgraph such that
8Recall [Hai18, pg. 7] that by definition a subgraph does not contain legs or isolated vertices
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Deg Γ˜ < 0, then for any e = (u, v) ∈ E(Γ)\E(Γ˜) with {u, v} ⊆ V(Γ˜) one has Rt(e) = 0.
Then one has
ΠˆK,RΓ := (g(K) ⊗ ΠK,R)∆−Γ = (g˜(K) ⊗ ΠK,R)∆˜−Γ.
Finally, note that as before, for admissible Feynman diagrams Γ, the quantity ΠˆK,RΓ
is well-defined for K ∈ K˜−∞ by linear extension.
Remark A.9 The character g(K) is in general not well defined for K ∈ K˜−∞. This
is because divergent subgraphs Γ˜ of an admissible Feynman diagram Γ need not be
admissible. However, the map K 7→ (g(K) ⊗ ΠK,R)∆−Γ, for K ∈ K−∞, has the multi-
linearity property described above, and can therefore be extended uniquely to K˜−∞ by
linearity.
A slight generalisation of [Hai18]
We now state a generalisation of the results of [Hai18]. For this we recall that for any
Feynman diagram Γ we call a partitionPof V? tight if #P ≥ 2 and there exists P? ∈ P
such that i? ∈ P? for any i ≤ k. For any such partition we introduce the notation EP
for the set of edges e ∈ E? such that e is not subset of any P ∈ P, and the notation VP
for the set of vertices u ∈ V? such that {u, u?} is not subset of any P ∈ CP. We then
define
deg∞P :=
∑
e∈EP
deg∞ t(e) − |e(e)|s +
∑
u∈VP
|n(u)| + |s |(#P− 1).
This differs slightly from [Hai18, pg. 43] since we include polynomial decorations.
Theorem A.10 Let Γ be an admissible Feynman diagram such that deg∞P < 0 for any
tight partition of V . Then, for fixed K ∈ K˜−0 the map R 7→ ΠK,RΓ extends continuously
to the space K+0 and the map (K, R) 7→ ΠˆK,RΓ extends continuously to the space
K˜−0 ×K+0 .
Proof. We only sketch the difference to [Hai18]. Let us first discuss the bound on small
scales, i.e. the continuous extension of K 7→ ΠˆK,0Γ to K˜−0 . There are two differences to
the case treated in [Hai18, Sec. 3]. One is that we allow Γ to have polynomial decoration
n and the other is the presence of weak types.
It is straightforward to convince oneself that the proof given in [Hai18] works
without any changed for non-vanishing the polynomial decoration. To see that weak
edges cause no problem, we recall a few pieces of notation. We write F−Γ for the set
of all forests Fof Γ. Recall [Hai18, Sec. 3.1] that a forest F is a family of divergent
subgraphs of Γ such that any two elements of Fare non-overlapping (i.e. either node-
disjoint or nested). Recall further that a forest interval M is a subset of F−Γ with the
property that there exists M,M ∈ F−Γ such that M contains exactly those forestsF∈ F−Γ
such that M ⊆ F⊆ M. The bound in [Hai18] is then obtained by fixing a Hepp sector
T [Hai18, Def. 3.5], which allows to partition the set of forests into a family of forests
intervals indexed by safe-forests for T. The main step of the proof [Hai18, Eqs 3.9,
3.10, Lem. 3.7, Lem. 3.8] is then performed for each of these forest intervals separately.
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The only difference to the present setup is that we have a set Deg of possible degree
assignments to choose from. By our definitions, a subgraph Γ˜ is divergent if and only
if deg Γ˜ < 0 for any deg ∈ Deg, so that the definition of the set of forests F−Γ does not
depend on a choice deg ∈ Deg. Neither do the notions of forest interval and save forest.
We can then use exactly the same proof as in [Hai18]. The only difference is that we
first fix a Hepp sector T and a safe forest Fs = M. Only afterwards do we choose
deg ∈ Deg in such a way to make sure that for any subgraph Γ˜ of Γ which is unsafe for
Fs one has deg Γ˜ = Deg Γ˜. This is always possible, since by definition, for any weak
type l, all edges e ∈ E(Γ) of type t(e) ∈ Ll are connected to the same vertex. If we
denote by El ⊆ E(Γ) the set of these edges and νe ∈
◦
T the node of the spanning tree
at which e collapses, then the fact that all e ∈ El have a vertex in common implies that
{νe : e ∈ El} is a totally ordered set with respect to the tree order. It follows that one
can recursively choose deg ∈ Deg to optimise the degree of subdiagrams containing
edges e ∈ El.
We finally discuss the bound on large scales. In [Hai18, Sec. 4] the analogue
statement was shown again without polynomial decorations and weak types. It is again
easy to convince oneself that polynomial decorations pose no problems. Furthermore,
the proof of [Hai18, Thm. 4.3] uses the bound on small scales (i.e. the continuous
extension of ΠˆK,0 to K ∈ K˜−0 ) as a black box, otherwise only the a-priori bounds on
the large-scale kernel assignments are used. It remains to point out that since Rt = 0
for weak types t ∈ Lw it suffices to consider in [Hai18, pg. 45] subsets E˜ of the set of
edges E such that each e ∈ E˜ has a strong type, and for such sets U(Γ, E˜) constructed
in [Hai18, pg. 45] is again an admissible Feynman diagram.
An important application of the previous theorem is the proof of Theorem 4.17, see
the end of Section A.3.1 below.
A scale dependent bound
We also show that one can infer a scale dependent bound from [Hai18] (even though
this is not explicitly stated in this paper). Given a Feynman diagram Γ ∈ Hwe write
F¯−Γ ⊆ F−Γ for the set of all forests F ∈ F−Γ of Γ such that Γ < F. To any forest interval
M we associate a linear combination of Feyman diagrams RˆMΓ as in [Hai18, Eq. 3.7].
Remark A.11 A reader who is not familiar with [Hai18] should think of RˆMΓ as a
sum over all possible ways of “pulling out and contracting” the divergent sub-diagrams
in M, with the restriction that any element of M is always pulled out, and adjusting
the sign according to the number of sub-diagrams which are pulled out. One specify
property of RˆM is that we view the vertex set of every Feynman diagrams that we sum
over in RˆMΓ as equal to V(Γ). This can be obtained by “reattaching” one vertex of the
pulled-out sub-diagram to the vertex which has been created by contracting it. (This is
not canonical, but depends on a choice of distinct vertex in the pulled-out diagram. The
ambiguity can be removed by fixing an arbitrary total order onV(Γ).) Note that this last
property forces us to abstain from viewing RˆM as an operator acting on the algebraH
(the operator viewed in this way is denoted byRM in [Hai18]).
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We then write Rˆ :=
∑
M∈P RˆM where P is some partition of F¯−Γ into forest intervals
(the definition of Rˆ is independent of this choice), and we write WK for the map
defined below [Hai18, Eq. 3.7], so that
WKΓ ∈ C∞c (D¯V (Γ))
for any K ∈ K−∞. The function WKΓ should be thought of as introducing for every edge
e ∈ E(Γ) a factor De(e)Kt(e) evaluated between its endpoints. Note that by definition of
RˆΓ, one has WKRˆΓ ∈ C∞c (D¯V (Γ)). It follows as in [Hai18, Lem. 3.4] that one has
gfull(K)Γ =
∫
D¯V (Γ)
dxδ(xv?)(WKRˆΓ)(x) (A.11)
if deg Γ ≤ 0, while in case that deg Γ > 0 the right-hand side of (A.11) is equal to ΠˆKΓ.
We define the “scale” m(x) of x ∈ D¯\{0} as the largest integer smaller than − ln2(|x |s)
(so that |x |s is of order 2−m(x)), and we set
YK,Γn :=
∫
D¯V (Γ)
dx δ(xv?)WKRˆΓ(x) I{ min
u,v∈V (Γ)
m(|xu − xv |) = n}. (A.12)
The indicator function ensures that we only integrate over point configurations x such
that the maximal distance |xu − xv | for u, v ∈ V(Γ) is of order 2−n, and the sum∑
n≥0
YK,Γn
is equal to the right-hand side of (A.11). The following result follows as in [Hai18].
Theorem A.12 Let Γ be an admissible Feynman diagram. Then one has the bound
|YK,Γn | .
( ∏
e∈E(Γ)
‖Kt(e)‖deg t(e)
)
2−n Deg Γ (A.13)
for any deg ∈ Deg. (Note that the right-hand side does not depend on deg ∈ Deg.) Here,
the implicit constants only depends on Γ and Deg, but is uniform in n and K ∈ K˜−∞.
Proof. Given a decorated spanning tree (T, n) for V(Γ) with n : ◦T→ N, we denote by
D(T,n) ⊆ D¯V (Γ) the Hepp sector associated to (T, n) defined via [Hai18, Eq. 2.10], and
for n ∈ N we write DT,n := ⋃n:n(ρT)=n D(T,n). Given furthermore a forest interval M of
F¯−Γ , we write Y¯
K,Γ,M
T,n for the constant given by
Y¯
K,Γ,M
T,n :=
∫
DT,n
|dx δ(xv?)WKRˆMΓ(x)|, (A.14)
so that it follows from the definitions that
|YK,Γn | .
∑
T
∑
M∈PT
n+n0∑
m=n−n0
Y¯
K,Γ,M
T,m ,
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where n0 ∈ N depends only on the choice of C in [Hai18, Eq. 2.10]. Here PT is the
partition of F¯−Γ defined as in [Hai18, p. 29]. It suffices to show the bound (A.13) for
Y¯
K,Γ,M
T,m for any spanning tree T, any m ∈ N and any M ∈ F¯−Γ separately.
We now choose a degree assignment deg ∈ Deg with the property for that any sub
graph Γ˜ of Γ which collapses for T one has ddeg Γ˜e = dDeg Γ˜e. Identically to [Hai18,
Eq. 3.9] we obtain the bound
Y¯
K,Γ,M
T,m .
∑
i∈I
∑
n:n(ρT)=m
∏
v∈ ◦T
2−ηi (v)nv
where ηi(v) is defined as in [Hai18, Eq. 3.17] for the degree assignment deg. We can
show [Hai18, Eq. 3.10] for any v ∈ ◦T\{ρT} exactly as in [Hai18, p. 34], and it follows
that
Y¯
K,Γ,M
T,m .
∑
i∈I
∏
v∈ ◦T
2−ηi (v)m . 2−Deg Γm,
where we used that
∑
v∈ ◦T ηi(v) = Deg Γ for any i ∈ I.
One application is the following corollary which shows the absence of logarithmic
divergencies in certain situations. Before we state the next definition, we introduce
a piece of notation. Given a Feynman diagram Γne and a subgraph Γ˜ ⊆ Γ, we want
to identify all polynomial decorations n˜ : V(Γ˜) → Nd such that Γ˜n˜e appears on the
right-hand side of the coproduct ∆− applied to Γne . For this we write N(Γ˜) for the set
of decorations n˜ : V(Γ˜) → Nd such that for any u ∈ V(Γ˜) with the property that there
does not exist e ∈ E(Γ) \ E(Γ˜) with u ∈ e one has n˜(u) ≤ n(u).
Definition A.13 Let Γ = Γne be an admissible Feynman diagram such that Deg Γne = 0
and let l ∈ L. We say that a kernel assignment K ∈ K˜−∞ is log-avoiding for Γ and l,
if Ll ⊆ t(E(Γ)) and for any proper subgraph Γ˜ ⊆ Γ with Ll ∩ t(E(Γ˜)) , 6# and any
polynomial decoration n˜ ∈ N(Γ˜) such that Deg Γ˜n˜e = 0 one has g(K)Γ˜n˜e = 0.
Given l ∈ L and θ > 0 we also introduce the seminorm
|K |l,θ := |||Kl |||Deg l+θ |||Kl |||Deg l−θ
for K ∈ K˜−0 . We then have the following statement.
Corollary A.14 In the setting above, let Γ be an admissible Feynman diagram, let
l◦ ∈ L and let K ∈ K˜−∞ be a kernel assignment which is log-avoiding for Γ and l◦. Then
for all θ > 0 small enough one has
|g(K)Γ | . ‖K ‖K˜−0 + |K |l◦,θ (A.15)
uniformly over all K ∈ K˜−∞.
Moreover, if l1 ∈ L is such that K is also log-avoiding for Γ and l1, then for all
θ > 0 small enough one has
|g(K)Γ | . |||Kl◦ |||Deg l◦+θ |||Kl1 |||Deg l1−θ (A.16)
uniformly over K ∈ K˜−∞ such that ‖K ‖K˜−0 . 1.
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Proof. First note that (A.15) is a consequence of (A.16) with l◦ = l1. We consider two
degree assignments Deg+ and Deg− on L such that Deg+ l = Deg l except for l = l◦
and Deg− l = Deg l except for l = l1, which are defined by Deg+ l◦ := Deg l◦ + θ and
Deg− l1 := Deg l1 − θ. If we denote by g+(K) and g−(K) the BPHZ characters for K
and the degree assignments Deg+ and Deg−, respectively, then it is not hard to see that
for θ > 0 small enough one has
g−(K)Γne = g(K)Γne = ΠKMg+(K)Γne .
Indeed, the first identity follows from the fact that dDeg Γ˜e = dDeg− Γ˜e for any Feynman
diagram Γ˜ and for any θ > 0 small enough. The second identity is a bit more subtle,
since in general the “divergence structure” of Γ is not the same for the homogeneity
assignments Deg and Deg+. But writing ∆Deg− and ∆
Deg+− for the coproducts obtained
from the respective homogeneity assignments, one has ∆Deg+− = (p ⊗ Id)∆Deg− with p
the projection onto the algebra generated by diagrams of non-positive Deg+-degree, so
that it suffices to show that g+(K)pΓ˜n˜e = g(K)Γ˜n˜e for any sub diagram Γ˜ of Γ such that
Deg Γ˜n˜e ≤ 0. If we assume inductively that this is true for all proper sub diagrams of Γ˜,
then we observe that if θ > 0 is small enough then Deg+ Γ˜n˜e > 0 implies Deg Γ˜n˜e = 0,
and hence also g(K)Γ˜n˜e = 0 (by assumption), and otherwise
g(K)Γ˜n˜e = −(g(K) ⊗ Id)(∆Deg− − Id ⊗ 1)Γ˜n˜e = −(g+(K) ⊗ Id)(∆Deg+− − Id ⊗ 1)Γ˜n˜e
= g+(K)Γ˜n˜e ,
which proves the claim.
Let now λ > 0 be such that |||Kl◦ |||Deg l◦+θ = λ−θ , so that one also has |||Kl1 |||Deg l1−θ ≤
C(θ)λθ , where C(θ) denote the right-hand side of (A.16). Let moreover m ∈ N such
that 2−m−1 ≤ λ < 2m. We estimate the sum over large scales using (A.13) for the degree
assignment Deg− so that ∑
n≤m
|YK,Γn | . 2mθλθ ' C(θ)
and the sum over small scales using (A.13) for the degree assignment Deg+ so that∑
n≥m
|YK,Γn | . 2−mθλ−θ ' 1,
where both estimates hold uniformly over K ∈ K˜−∞ such that ‖K ‖K˜−0 ≤ C.
A.3.1 Application to trees
We want to apply the result of Section A.3 to models obtained from smooth noises
η ∈ M∞, see Section 2.4. In Sections 4 and 5 we consider two different enlargements
of the regularity structure (by including legs and by enlarging the set of noise types,
respectively). We want to use the construction carried out in this section in both cases,
so we simply formulate our results on the regularity structure which is enlarged in both
ways. We write L− for the enlarged set of noise types (not including leg types) and L for
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the set of leg types, and we write L− := L− unionsq L. We then use the notationT etc. as in
Section 4.1 with L− replaced by L−. (Note that this is not really a generalisation, since
all assumptions which Section 4 puts on L− and Tare satisfied for the enlargement L−
andT as well.)
Moreover, in order not to overcomplicate the presentation of the current section, we
assume that for any Ξ ∈ L− we are given a multi-set mΞ with values in L−, and we
write YN∞ (L−,m) for the set of kernels K ∈ YN∞ (L−) such that for any Ξ ∈ L− one has
KΞm = 0 unless m = mΞ. For K ∈ YN∞ (L−,m) we simply write KΞ := KΞmΞ . We set
mΞ := #mΞ.
Define the set of labels
L? := L+ unionsq L˜ := L+ unionsq {(Ξ, k) : ImΞ=1 ≤ k ≤ mΞ, Ξ ∈ L−},
and we writeH for the linear space of Feynman diagrams as above. We also define the
partition L ofL given by
L :=
{{l} : l ∈ L+} unionsq {lΞ : Ξ ∈ L−, }, (A.17)
where lΞ := {(Ξ, k) : 0 ≤ k ≤ mΞ} if mΞ > 1 and lΞ := {(Ξ, 1)} if mΞ = 1.
Trees τ ∈ T contain a finite number of legs e ∈ LL(τ) and a finite number of noise
type edges f ∈ L(τ). The formulation of this section will be cleaner by focusing on
trees τ ∈Twith the property that any leg type l and any noise type Ξ appears at most
once in τ, so that [LL(τ), t] and [L(τ), t] are proper sets. We write T? ⊆ T for the
subspace generated by such trees. We will also work the Hopf subalgebra T?− ⊆ T−
generated by such trees. We also fix an arbitrary total order ≤ on L and we note that ≤
induces an order ≤ on LL(τ) for any tree τ ∈T?.
Given K ∈ YN∞ (see Definition 2.11) we always write η := JK for ease of notation.
We first construct continuous linear operators
U :T?→ H and L : YN∞ (L−,m) → K˜−∞(L˜)
with the property that for any tree τ ∈ T one has that Wτ takes values in the span of
Feynman diagrams Γ with exactly k(τ) := #LL(τ) legs, and such
(ΠLK,RWτ)(ψτ) = Υ¯η,ψR τ (A.18)
for any τ ∈ T?, K ∈ YN∞ (L−,m) and ψ ∈ Ψ. Here, we write ψτ = ψ(k(τ),tτ ) ∈
C∞c (D¯k(τ)), where tτ : k(τ) → t(LL(τ)) denotes the unique order preserving map.
Fix a tree τ ∈ T? and denote the legs of τ by e1, . . . , ek(τ) in increasing order. Let
Λ := {(u, k) : u ∈ L(τ), 1 ≤ k ≤ m(t(u))}.
Definition A.15 We denote by P the set of pairings P of Λ with the property that for
any {(u, k), (v, l)} ∈ P one has u , v andmt(u)[k] = mt(v)[l]. For u ∈ L(τ) and P ∈ P
we write P[u] ⊆ P for all elements of the form {(u, k), (v, l)} ∈ P for some v ∈ L(τ)
and k, l ∈ N.
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For any pairing P ∈ Pwe now construct a connected, direct graph ΓPτ = (VPτ , EPτ ).
Let L>1(τ) denote the set of noise-type edges u ∈ L(τ) such that m(t(u)) > 1 and
L=1(τ) := L(τ) \ L>1. We first set
VPτ := N(τ) unionsq P unionsq {u∗ : u ∈ L≥1(τ)} unionsq {[1], . . . , [k(τ)]}.
We define for any u ∈ L>1(τ) the set Eu := {(q, u∗) : q ∈ P[u]} unionsq {(u∗, u↓)}, while for
u ∈ L=1(τ) we simply set Eu := {(q, u↓) : q ∈ P[u]}. To avoid case distinctions, we
also set u∗ := u↓ for any u ∈ L=1(τ). (As always, u↓ ∈ N(τ) denotes the unique node to
which the noise type edge u is connected.) We then set
EPτ := K(τ) unionsq
⊔
u∈L(τ)
Eu unionsq {([i], e↓i ) : 1 ≤ i ≤ k(τ)}.
We also fix an edge decoration e : EPτ → Nd and a node decoration n : VPτ → Nd
by extending the corresponding decorations coming from τ by setting them to zero
everywhere else. We choose as “special” vertex the root u?(ΓPτ ) := ρτ ∈ N(τ).
It remains to specify a type map t : (EPτ )? → L to obtain an element of H. On
K(τ) we define t to be equal to the type map of τ. On edges (q, u∗) ∈ Eu for u ∈ L(τ)
and q ∈ P[u] we set t(q, u∗) := (t(u), k), where k ≤ m(t(u)) is the unique integer such
that (u, k) ∈ q. Finally, we define t(u∗, u↓) := (t(u), 0) for any u ∈ L>1(τ).
We then set
Wτ :=
∑
P∈P
ΓPτ , (A.19)
and we extend W to a linear operator W :T?→ H.
Next we define a kernel assignment LK ∈ K˜−∞(L˜) for any K ∈ YN∞ (L−,m). For this
we set for any Ξ ∈ L− with m(Ξ) > 1
(LK)lΞ := KΞ,
where we identify {0, . . . ,m(Ξ)} with {(Ξ, 0), . . . , (Ξ,mΞ)}, so that the space (A.8) with
lΞ is naturally isomorphic to (2.12) with n = mΞ. For Ξ ∈ L− with m(Ξ) = 1 we set
(LK)lΞ := KΞ0 ? KΞ1 . We extend any element K ∈ K˜−∞(L˜) to a kernel assignment K ∈
K˜−∞(L) by defining Kt to agree with the truncated integration kernel (see Section 2.2.2).
Finally, we fix a degree assignment deg∞ : L→ [−∞, 0] such that deg∞ t := −∞ for
any t ∈ L˜. It then follows directly from the definition that one has the following identity.
Lemma A.16 One has
(ΠLK,RWτ)(ψτ) = Υ¯η,ψR τ
for any τ ∈T?, any K ∈ YN∞ (L−,m), any R ∈ K+∞ and ψ ∈ Ψ. Here ψτ is as in (A.18).
Here we write as above η := JK.
Proof. This follows almost directly from the definition. See the proof of Lemma B.5
below for a very similar statement.
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Our next goal is to show that a similar identity holds for the BPHZ renormalised
evaluations. (Actually, this will only be true modulo an order one change in renor-
malisation, see below). As in Section 2.4 we fix a homogeneity s : L− → R− with
s(Ξ) ≥ − |s |2 − κ (for some κ > 0 small enough), and we define a degree assignment
Deg : L→ R− by setting
Deg t := −|s | + |t |s , Deg lΞ := s(Ξ) − mΞ |s |2 − |s |ImΞ>1 (A.20)
for any t ∈ L+ and Ξ ∈ L−. We also set deg(Ξ, 0) := −|s | − 1 + κ and deg(Ξ, k) := −|s |
for any k ≥ 1. The degree assignments Deg and deg give us a natural norm on K˜l,−∞ as
in (A.7), and we respect to this norm and (2.17) the map L : M∞(L−,m) → K˜l,−∞ (L˜)
constructed becomes a bounded linear map. We extend s to L− by setting s(l) := 0 for
any leg type l ∈ L. Then, a quick computation shows the following.
Lemma A.17 For any tree τ ∈T? any pairing P ∈ P one has Deg ΓPτ = |τ |s and ΓPτ
is an admissible Feynman diagram.
We still fix a tree τ ∈T? and a pairing P ∈ P.
Definition A.18 We call a subtree σ ⊆ τ closed for P if for any {(u, k), (v, l)} ∈ P one
has either {u, v} ⊆ L(σ) or {u, v} ∩ L(σ) = 6#.
Let σ ⊆ τ be a closed subtree. Then we denote by ΓPτ (σ) ⊆ Γ the full connected
subgraph of ΓPτ which is induced by the vertex set
V(ΓPτ (σ)) := N(σ) unionsq {u∗ : u ∈ L>1(σ)} unionsq {q : q ∈ P[u], u ∈ L(σ)}.
We show next that divergent subgraphs Γ˜ of ΓPτ correspond (almost) to closed divergent
subtrees σ of τ.
Lemma A.19 Let P ∈ P and let σ ⊆ τ be a closed subtree of τ. Then one has
|σ0e |s˜ = Deg(ΓPτ (σ))0e . Conversely, if Γ˜ ⊆ ΓPτ is a connected full subgraph such that
Deg Γ˜0e ≤ 0, then either Γ˜ = ΓPτ (σ) for a closed subtree σ ⊆ τ, or there does not exists
an edge e ∈ E(Γ˜) with t(e) ∈ L+.
Proof. The first statement follows from Lemma A.17. For the second statement, let
Etrees denote the set of edges e ∈ E˜ := E(Γ˜) with t(e) ∈ L+, and assume that Etrees , 6#.
Let moreover Eψ (resp. Enoise) denote the set of edges e ∈ E(Γ˜) with t(e) = (Ξ, 0)
(resp. t(e) = (Ξ, k), k ≥ 1) for some Ξ ∈ L−. Let also V˜ := V(Γ˜). The set V˜ induces
a subforest σ ⊆ τ with N(σ) := V˜ ∩ N(τ), K(σ) := {e ∈ K(τ) : e ⊆ N(σ)}, and
L(σ) := {u ∈ L(τ) : u↓ ∈ V˜}. We also set LL(σ) := 6#.
Special case. Assume that Eψ contains all edge e ∈ E with t(e) = (Ξ, 0) for some
Ξ ∈ L− and e ∩ V˜ , 6#.
Let N ≥ 1 denote the number of connected components of σ. Let furthermore
H ⊆ Enoise denote the set of edges e ∈ Enoise which are “hanging” in the following
sense. Since e ∈ Enoise one has e = (q, u∗) for some u ∈ L(τ) and q ∈ P[u], say
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q = {(u, k), (v, l)}. Consequently (q, v∗) ∈ E(ΓPτ ), and we let e ∈ H if (q, v∗) < Enoise.
Let finally Q ⊆ L(σ) denote the set of noise type edges u ∈ L(σ) such that u↓ ∈ V˜ but
there exists q ∈ P[u] such that (q, u∗) < Enoise. The proof of the first step is finished if
we can show that N = 1 and H = Q = 6#. We have the bound
Deg Γ˜0e ≥
∑
e∈Etrees
deg(e) +
∑
u∈L(σ)
s(t(u)) + |s |
2
#H + |s |(#N(σ) − 1)
= |σ |s + |s |2 #H + |s |(N − 1),
where |σ |s denotes the sum of the homogeneities of each connected component σˆ of σ.
Since |σˆ |s ≥ − |s |2 − κ for any tree σˆ ∈Tone has |σ |s ≥ − |s |2 N − κN , so that, provided
κ and κ◦ are small enough, one has has N = 1, since the left hand side is non-positive
by assumption. It follows that σ is a tree, and since σ contains at least one kernel-type
edge by assumption, one has |σ |s > − |s |2 . Hence one has #H = 0.
Let now denote by a ≥ 0 the number of edges of the form (q, u∗) for some u ∈ Q
and q ∈ P[u] such that (q, u∗) < Enoise. Then we have the bound
Deg Γ˜0e ≥
∑
e∈Etrees
deg(e) +
∑
u∈L(σ)\Q
s(t(u)) + |s |
2
a + |s |(#N(σ) − 1)
≥ |σ |s + |s |2 a,
so that with the same argument as above one has a = 0 and hence Q = 6#.
General case. Define Γˆ ⊆ ΓPτ as the subgraph induced by the edge set
E(Γˆ) := E(Γ˜) ∪ {e ∈ E(ΓPτ ) : t(e) = (Ξ, 0) for some Ξ ∈ L− and e ∩ V˜ , 6#}.
Then Γˆ is a connected subgraph of Γ and one has Deg Γˆ ≤ Deg Γ˜. Hence Γˆ satisfies the
conditions of the special case above, so that in particular Γˆ = ΓPτ (σ) for some closed
subtree σ ⊆ τ. Let now e ∈ E(Γˆ) \ E(Γ˜). Then necessarily t(e) = (Ξ, 0) for some
Ξ ∈ L− and from the definition we infer deg lΞ < −|s |. The first part of the proof shows
that e ⊆ V(Γ˜), hence Deg Γ˜ > Deg Γˆ + |s | > 0, in contradiction to the assumption.
Hence we must have Γˆ = Γ˜, and this concludes the proof.
We denote by g(LK) BPHZ characters onH− and by gJK ∈ G− the BPHZ character
on T−. We introduce furthermore a character gtrees(LK) on H− which corresponds
to gη . For this we introduce the canonical projection p− : Hˆ− → H−. We write
i : H− → Hˆ− for the embedding which is a right inverse of p− such that the range
of i is given by the subalgebra of Hˆ− generated by Feynman diagrams of non-positive
homogeneity. Furthermore, we write Htrees− for the unital subalgebra of H− generated
by connected vacuum Feynman diagrams Γ such that there exists an edge e ∈ E(Γ)with
t(e) ∈ L+, and we denote by Jnoise and Hnoise− (resp. Jˆnoise and Hˆnoise− ) the ideal and
unital subalgebra ofH− (resp. Hˆ−) generated by Feynman vacuum diagrams Γ with the
property t(e) ∈ L˜ for any edge e ∈ E(Γ). Finally, we define ptrees : H− → Htrees− as the
multiplicative projection which is the identity onHtrees− and annihilates Jnoise.
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With this notation we define gtrees(LK) as the unique character onH− which satisfies
the two relations
(gtrees(LK) ⊗ ΠLK)∆−i = 0 onHtrees (A.21)
gtrees(LK) = 0 on Jnoise. (A.22)
Let finally h(LK) be the character defined by
h(LK) ◦ gtrees(LK) = g(LK).
We would like to show that h is bounded in the character group uniformly over K ∈
YN∞ (L−,m) such that ‖K‖s ≤ C. This is not quite true, however it is true if h is restricted
to the Hopf subalgebra Hs− ⊆ H− generated by all connected vacuum diagrams of the
form ΓPτ for some τ ∈T? and some P ∈ P.
Lemma A.20 Let Γ ∈ Hnoise− ∩ Hs− be a connected vacuum diagram. Then either Γ
contains exectly one edge e, and one has t(e) = (Ξ, 1) for any Ξ ∈ L− with mΞ = 1, or
Γ ‘represents a covariance’ in the sense that Γ is of the form
Γ = . (A.23)
Here we coloured edges e with weak types t(e) belong to the same element of the
partitionLl in the same colour.
Proof. Let τ ∈ T? and fix a pairing P ∈ P. Assume that we are given a family
L = (Li)i≤n of disjoint subsets Li ⊆ L(τ), i = 1, . . . , n such that each Li is ‘closed’
under P in the sense that whenever {(u, k), (v, l)} ∈ P for any u ∈ Li and k, l ∈ N, then
one has v ∈ Li as well. Each set Li defines a connected subgraph Γi ⊆ ΓPτ , i = 1, . . . , n,
induced by the vertex set V(Γi) := {u∗, u↓, q : u ∈ Li, q ∈ P[u]}. Then we define the
‘contraction’ ΓPτ |L ∈ Htrees− by contracting each subdiagrams Li to a single vertex.
We claim that the unital algebra H˜s− ⊆ H− generated by connected vacuum diagrams
of the form ΓPτ |L where L is as a (possible empty) family as above and (A.23) forms a
Hopf algebra. This immediately concludes the proof.
Fix τ ∈ T? and P ∈ P and let Fbe a forest of ΓPτ , i.e. F is a collection of node-
disjoint subgraphs Γ˜ ⊆ ΓPτ such that Deg Γ˜0e ≤ 0. We first show that for any Γ˜ ∈ Fand
any polynomial decoration n : V(Γ˜) → Nd one has Γ˜ne ∈ H˜s−. First it follows with the
same arguments as in the proof of Lemma A.19 that Γ˜ is admissible. If Γ˜ ∈ Htrees− then
Γ˜ = ΓPτ (σ) for some subtree σ ⊆ τ by Lemma A.19, and the latter is element of H˜s− by
definition. Otherwise there exists L˜ ⊆ L such that t(E(Γ˜)) = ⊔l∈L˜Ll, and it follows
that
Deg Γ˜ ≥ −n( |s |
2
+ κ) + (n − 1)|s |,
where n := #L˜. This can only be negative if n ≤ 2. If n = 1, say L˜ = {lΞ}, then
Deg Γ˜ = s(Ξ) + mΞ |s |2 , so that mΞ = 1 and hence Γ contains a single leg. Otherwise
n = 2 and hence Γ is of the form (A.23).
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Now let Γˆ be the Feynman diagram generated by contracting each graph Γ˜ ∈
F to a single vertex. Since the operation of contracting node disjoint subgraphs
is commutative, we can first contract those elements Γ˜ of F for which Γ˜ ∈ Htrees− .
By Lemma A.19 for any such Γ˜ there exists a closed subtree σ(Γ˜) ⊆ τ such that
Γ˜ = ΓPτ (σ(Γ˜)). The Feynman diagram resulting from this contractions is then again of
the form ΓPˆτˆ , where τˆ ∈ T? is the tree obtained by contracting each σ(Γ˜) to a single
vertex and Pˆ is the pairing induced by P. To proceed we can hence assume that each
connected component Γ˜ of F is an element of Hnoise− . Then each Γ˜ induces a subset
L(Γ˜) ⊆ L(τ) by setting L(Γ˜) := {u ∈ L(τ) : u↓ ∈ V(Γ˜)} and thus Γˆ = ΓPτ |L and this
concludes the proof.
The next lemma shows that when restricted to Hs− the character h is uniformly
bounded.
Lemma A.21 For any C > 0 the character h(LK) restricted to the Hopf subalgebra
Hs− is bounded uniformly over all noises K ∈ YN∞ (L−,m) with ‖K‖s ≤ C
Proof. By definition of the BPHZ character g(LK) one has
0 =
(
g(LK) ⊗ ΠLK)∆−i = (h ⊗ gtrees(LK) ⊗ ΠLK)(∆− ⊗ Id)∆−i
=
(
h ⊗ (gtrees(LK) ⊗ ΠLK)∆−
)
∆−i .
Since (gtrees(LK) ⊗ ΠLK)∆− = ΠLK on Hˆnoise− , it follows that h = g onHnoise− . The fact
that |g(LK)Γ | . 1 for any Γ ∈ Hnoise− ∩Hs− is straightforward from the definitions.
We now show inductively in the number of edges of connected Feynman diagrams
Γ, and in the quantity
∑
u∈N (Γ) |n(u)|s , that one has h(LK)Γ = 0 for any Γ ∈ Htrees− .
Indeed, one has
h(LK)Γ = −(h(LK) ⊗ (gtrees(LK) ⊗ ΠLK)∆−)(∆− − Id ⊗ 1)iΓ (A.24)
= −(h(LK)pnoise ⊗ (gtrees(LK) ⊗ ΠLK)∆−)(∆− − Id ⊗ 1)iΓ, (A.25)
where we used the induction hypothesis in order to get the projection pnoise ontoHnoise−
in the last line.
One has
(pnoise ⊗ Id)(∆− − Id ⊗ 1)iΓ ⊆ Hnoise− ⊗ Hˆtrees− . (A.26)
(Note that the second component contains an edge e of type t(e) ∈ L+, otherwise
such an edge would be in the left component and thus the term would be killed by the
projection.) Since (gtrees(LK) ⊗ΠLK)∆−i vanishes onHtrees− by definition, it remains to
show that the right component of (A.26) is of non-positive degree. But this follows for
κ > 0 small enough, since from the fact that any connected diagram Γ ∈ Htrees− satisfies
Deg Γ ≥ −nκ where n > 0 denotes the number of nodes w ∈ V(Γ) of the form w = u∗
for some u ∈ L(τ). (We omit the details of this argument which are very similar to the
one carried out in the proof of Lemma A.19.)
Finally, we have the following relation between the renormalised valuations on H
andT?.
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Proposition A.22 One has the identity
gtrees(LK)Wq = gη (A.27)
onT?− . Here q : T?− → T− denote the projection which kills trees τ ∈ T?− such that
LL(τ) , 6#, and we write as above η := JK. Moreover, one has
(ΠLK,RMgtrees(LK)Wτ)(ψτ) = Υ¯η,ψR Mg
η
τ (A.28)
for any τ ∈T?, any K ∈ YN∞ (L−,m), any R ∈ K+∞ and ψ ∈ Ψ. Here ψτ is as in (A.18).
Proof. We show (A.27). The character gη when viewed as a character of the Hopf
algebraT?− is determined by the relations
(gη ⊗ Υη)∆−i = 0 onT−
gη = 0 onJ?legs
where J?legs ⊆ T?− denote the ideal generated by trees τ ∈ T?− that contain legs. The
second identity holds for the character gtrees(LK)Wq by definition of q. To see the first
one, note that
(gtrees(LK)Wq ⊗ Υη)∆−i = (gtrees(LK) ⊗ ΠLK)(Wq ⊗ W)∆−i
onT−. From Lemma A.19 and the definition of the respective coproducts we infer that
(Wq ⊗ W)∆−i = (ptrees ⊗ Id)∆−iW
onT−, which together with (A.21) concludes the proof.
The proof for (A.28) is very similar. One has
Υ¯
η,ψ
R M
gη τ = (gtrees(LK)Wq ⊗ ΠLKW)∆−
onT?, where we used (A.18) and (A.27). Using the identity
(Wq ⊗ W)∆− = (ptrees ⊗ Id)∆−W
onT? concludes the proof.
As an important application of this construction we proof Theorem 4.17
Proof of Theorem 4.17. We fix a tree τ ∈T and assume without loss of generality that
leg types and noise types are unique in τ, so that τ ∈T?.
By Lemma A.16 the continuous extension of R 7→ Υ¯η,ψR toK+0 is a consequence of
the continuous extension of the evaluation R 7→ ΠWη,R which in turn is the content of
the first part of Theorem A.10.
The continuous extension of the map (η, R) 7→ Υˆη,ψR τ to the space M?0 ×K+0 is a
consequence of (A.28), Lemma A.21 and the second part of Theorem A.10.
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Another consequence is the following corollary for which we assume as in Sec-
tion 2.4 that we are given a set of types L− such that L− ⊆ L− and a homogeneity
assignment s : L− → R−.
Corollary A.23 Assume that Assumption 5 holds. Let N ∈ N and let K = (KΞm) ∈ YN∞ ,
and assume that
• one hasKΞm ∈ Ys,#m∞,? for anyΞ ∈ L−\L− and any mulitsetm (see Definition 2.19
for the definition of this space), and
• one has KΞm = 0 for any Ξ ∈ L− and multiset m with #m > 1.
Fix τ ∈T such that 8τ8s = 0 and let L◦− := (L− \L−) ∩ t(L(τ)). Let finally η := J(K) ∈
M∞ and denote by gη ∈ G− the BPHZ character for η. Then for any Ξ, Ξ˜ ∈ L◦− there
exists θ > 0 such that one has
|gητ | . suppm,m˜ ‖KΞm‖βΞm+θ ‖KΞ˜m‖βΞ˜m˜−θ (A.29)
uniformly over all K as above such that ‖K‖s ≤ C. Here the supremum runs over all
multisets m, m˜ with values in L− and such that #m ∨ #m˜ ≤ N . (See Definition 2.11
for the definition of βΞm.)
Proof. Fix a tree τ ∈ T. We can assume that any noise type Ξ ∈ t(L(τ)) is unique, so
that t(L(τ)) is a proper set. Note that K can be written as a finite sum K = ∑m[K]m,
where the sum runs over all families m = (mΞ), Ξ ∈ L−, of multisets mΞ with values
in L− and such that #mΞ ≤ N , and where [K]m ∈ YN∞ (L−,m) (see Section A.3.1).
Since one has gητ =
∑
m g
[η]mτ, where [η]m := J([K]m), it suffices to assume that
K ∈ YN∞ (L−,m). By (A.27) it then suffices to bound gtrees(LK)Wτ, and by definition
of W in (A.19) is suffices to fix a pairing P ∈ P and bound gtrees(LK)ΓPτ .
We want to use the second statement of Corollary A.14, which is formulated in
terms of g(LK) rather than gtrees(LK). We recall that one has
gtrees(LK) = h(LK)−1 ◦ g(LK),
and by LemmaA.21 the character h(LK) is uniformly bounded when restricted toHs−. It
follows from the proof of Lemma A.21 that h(LK) vanishes onHtrees− ∩Hs−. Moreover,
h(LK)Γ˜ = 0 for any subgraph Γ˜ ∈ Hs− ∩ Hnoise− which contains a type lΞ ∈ L with
Ξ ∈ L− \ L−. To see this, recall from Lemma A.20 that Γ˜ represents a variance as in
(A.23), so that Γ˜ has no proper subdivergences, and g(Γ˜) = 0 = gtrees(Γ˜), where the
first equality follows from KΞmΞ ∈ Ys,#mΞ∞,? and the second equality follows from (A.22).
It follows that the only subgraphs Γ˜ of ΓPτ on which h(LK)Γ˜n˜e does not vanish have the
property that every edge e ∈ E(Γ˜) is of type t(e) = (0,Ξ) for some Ξ ∈ L−. We denote
by E ⊆ E(ΓPτ ) the set of edges e ∈ E(ΓPτ ) with the property, such that {t(e)} = (Ξ, 0)
with Ξ ∈ L−, and we write A(τ, P) for the collection of diagrams of the form ΓτP | E˜
which are obtained from ΓτP by fixing E˜ ⊆ E and contracting each edge in E˜ to one
vertex. Then, this paragraph implies in particular that one has
(h(LK) ⊗ Id)∆− Vec A(τ, P) ⊆ Vec A(τ, P). (A.30)
It now remains to show that for any fixed Γ ∈ A(τ, P) one has that g(LK)Γ is bounded
by the right-hand side of (A.29). For this we note first that ‖LK‖K˜−0 . ‖K‖s . 1. Fix
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nowΞ, Ξ˜ ∈ L◦− and let l◦ := lΞ and l1 := lΞ˜, see (A.17). Then, one has Deg l◦ = βΞm− |s |
and Deg l1 = βΞ˜m − |s | and by definition (A.7) and (2.14) one has
|||(LK)l◦ |||Deg l◦+θ = ‖KΞmΞ ‖βΞmΞ+θ and |||(LK)l1 |||Deg l1−θ = ‖K
Ξ˜
mΞ˜
‖
βΞ˜m
Ξ˜
−θ .
It remains to show that LK is log-avoiding for Γ and lΞ ∈ L for any Ξ ∈ L◦−. First
note thatDeg Γ = Deg ΓPτ = 8τ8s = 0. (In the first equality we used thatDeg t(e) = −|s |
for any e ∈ E, the second equality holds by construction and the third by assumption.)
Fix a type Ξ ∈ L◦− and let Γ˜ ⊆ Γ be a subgraph with t(E(Γ˜))∩LlΞ , 6# and let n˜ ∈ N(Γ˜)
be a polynomial decoration such that Deg Γ˜n˜e = 0. We have to show that g(LK)Γ˜n˜e = 0.
If Γ˜ ∈ Hs− ∩Hnoise− , then g(Γ˜n˜e ) = 0 with the same argument as above. Otherwise, note
that Γ˜ can be written as Γˆ |(E˜∩ E(Γˆ)) for some subdiagram Γˆ of ΓPτ and E˜ as above,
where E(Γˆ) := E(Γ˜) unionsq {e ∈ E˜ : e ⊆ V(Γ˜)}. By Lemma A.19 there exists a closed
subtree σ ⊆ τ such that Γˆ = ΓPτ (σ), and it follows that Γ˜n˜e ∈ A(σn˜e , P). We can assume
that σ is connected to its complement in τ with at least two nodes (otherwise one has
g(LK)Γ = 0 and there is nothing to show). By (A.30) it suffices to show that gtrees(LK)
vanishes on A(σn˜e , P). By (A.27) one has gtrees(LK)Γˆn˜e = gησn˜e = 0, where the last
equality follows from Assumption 5, which shows the required identity for E˜ = 6#. In
general, we obtain the identity via a limit argument. Let Eˆ := E˜∩ E(Γˆ) and let Kε be
defined by setting, for any Ξ ∈ L− such that (Ξ, 0) ∈ t(E˜),
(Kε)ΞmΞ := ρε,
where ρε → δ0 as ε → 0 (note that #mΞ = 1 by assumption). For any Ξ ∈ L− which
is not of this type we set (Kε)ΞmΞ := KΞmΞ . Then one has
gtrees(LKε)Γˆn˜e = gη
ε
σn˜e = 0
for any ε > 0, where ηε := J(Kε), and on the other hand one has
gtrees(LKε)Γˆn˜e → gtrees(LK)Γˆn˜e | Eˆ, as ε → 0,
which concludes the proof.
B Proof of Proposition 4.47
We will work with Proposition 4.47, although this proposition is not formulated in the
most natural way and not well adapted to the proof we will give below. We will now
state a more general (but essentially equivalent) formulation. For this we start with the
following definition.
Definition B.1 Given a system P ∈ P, a compact set K ⊆ D¯, and δ > 0 we define the
set N(P,K, δ) ⊆ N as the set of φ ∈ N(P, δ) such that additionally one has supp φl ⊆ K
for any l ∈ L. On the spaceN(P,K, δ)we introduce the norm ‖ · ‖P given as the smallest
constant such that
|Dkφl(x)| ≤ ‖φ‖P |x |deg
Pl−|k |s
s (B.1)
for any l ∈ L, k ∈ Nd with |k |s < r , and x ∈ D¯.
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With this notation, we will show below the following proposition.
Proposition B.2 Let τ ∈ Tad− , let P ∈ P(τ), let K ⊆ D¯ be a compact set, let δ > 0,
and let degP be the degree assignment defined in (4.40). Then one has for any C > 0
the bound  (hφ
P,R
⊗ Υ¯φ
R˜
)
∆−i−τ
 . 1 (B.2)
uniformly over φ ∈ N(P,K, δ) and R, R˜ ∈ K+0 with ‖φ‖P ∨ ‖R‖K+ ∨ ‖ R˜‖K+ < C.
The proof of this proposition is the content for the next three sections, see in
particular Section B.3 below. We end this section by showing that Proposition 4.47
follows from Proposition B.2.
Proof of Proposition 4.47. We apply Proposition B.2 for ||| · |||(β)s := ||| · |||s − β, where
β > 0 is small enough so that one still has |||Ξ|||(β)s > |Ξ|s for any Ξ ∈ L−. We denote by
degP,β : L→ R− ∪ {0} the degree assignment defined as in (4.38) and (4.40) but with
||| · |||s replaced by ||| · |||(β)s , and we write ‖φ‖P,β for the norm defined as in (B.1) with
degP replaced by degP,β . We choose a compact set K ⊆ D¯ that supports the functions
φεl for any l ∈ L and ε > 0, so that one has φε ∈ N(P,K, δ) for any ε ∈ (0, 1].
Let now l˜ ∈ L be such that l˜ ∈ t(LL(τ)) and l˜ ∈ I ∈ P, and define for 0 < ε ≤ 1
the tuple φ˜ε ∈ N(P,K, δ) by setting φ˜ε
l˜
:= ε−
β
2 φε
l˜
and φ˜εl := φ
ε
l for any l ∈ L\{l˜}.
It follows that ‖φ˜ε ‖P,β . 1. Since moreover deg∞ was chosen in such a way that
‖Kˆ − K ‖K+ is finite, it follows from (B.2) that one has (hφε
P,R
⊗ Υ¯φ˜ε )∆−i−τ . 1, (B.3)
for R ∈ {0, Kˆ − K}.
It remains to show that the left-hand side of (B.3) is equal to ε−
β
2 times the left-hand
side of (4.43). For this let Fbe a subforest of τ and choose decorations nF and eF as
in (A.3). We then distinguish two cases. In the first case, one has l˜ ∈ t(LL(T/F)), and
it follows that Υ¯φ˜ε (T/F)n−nFe+eF = ε−
β
2 Υ¯φ
ε (T/F)n−nFe+eF . In the second case, there exists
S ∈ F¯ such that l˜ ∈ t(LL(S)), and in this case it follows that hφ
ε
P,R
SnFeF = ε
− β2 hφ
ε
P,R
SnFeF .
B.1 Feynman diagrams
We are going to show Proposition B.2 by applying the results of [Hai18]. To this end
we recall the notation of section A.3 about Feynman diagrams, which we are going to
apply to the type setL := MunionsqL+, where we define M as the set of all (l, l¯) ∈ L× L with
l < l¯. Fix a system P ∈ P. We then define a degree assignment degP onL by setting
degP(l, l¯) := 2degP(l) for (l, l¯) ∈ M and degPt := |t |s − |s | for any kernel type t ∈ L+.
Given an element φ ∈ N and a large-scale kernel assignment R ∈ K+0 we define
Kt :=
{
Kt if t ∈ L+
φl if t = (l, l¯) ∈ M
and Rt :=
{
Rt if t ∈ L+
0 if t ∈ M, (B.4)
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In the notation of Proposition B.2, letK= K(φ) be defined as in (B.4) from some
tuple φ ∈ N(P,K, δ), and let R and R˜ be the large scale kernel assignments defined
as in (B.4) from R and R˜. Then we have the following result, which is an immediate
Corollary of [Hai18, Thm. 4.3].
Theorem B.3 Assume that Γ ∈ Hˆ− is a connected vacuum diagram that has the
property described in Lemma A.8 and letK= K(φ) be as above. Then for any C > 0
one has the bound
|(gfull(K) ⊗ ΠK,R˜)∆full− Γ | . 1 (B.5)
uniformly over φ ∈ N(P,K, δ) and R˜ ∈ K+∞ with ‖φ‖P ∨ ‖R˜‖K+ ≤ C.
Proof. Comparing this formulation to [Hai18, Thm. 4.3], we only need to note that one
has ‖K(φ)‖K− . ‖φ‖P uniformly over all φ ∈ N(P,K, δ), where the norm ‖ · ‖K− is
defined as the smallest constant such that
|DkKt(x)| ≤ ‖K‖K− |x |degJ t−|k |s
for any t ∈ L and k ∈ Nd+1 with |k |s < r (c.f. [Hai18, Eq. 2.2]).
B.2 Embedding the tree algebra into the Feynman diagram algebra
We now construct for any properly legged tree τ ∈ Tˆex,pl− a Feynman vacuum diagram
Γ(τ) := (VΓ(τ), EΓ(τ)) together with the necessary decorations l : EΓ(τ) → L and
n : VΓ(τ) → Nd . To this end, we first introduce the notation that for e ∈ EΓ(τ) we
write e+, e− ∈ VΓ(τ) for the two vertices such that e is an edge from e− to e+9. The
total order ≤ on L induces a total order ≤ on LL(τ), and we define EL(τ) as the set of
all ordered pairs (e, e¯) with e ≤ e¯ (recall that e¯ denotes the partner of e). We interpret
any (e, e¯) ∈ EL(τ) as an edge by setting (e, e¯)− := e↓ and (e, e¯)+ := e¯↓, and with this
notation we set
VΓ(τ) := N(τ) and EΓ(τ) := EL(τ) unionsq K(τ).
The decoration n is then taken over from τ, and the decoration l : EΓ(τ) → L is defined
by setting l(e) := t(e)(e(e)) for any e ∈ K(τ) and l(e, e¯) := (t(e), t(e¯))(e(e)+e(e¯)) for any
(e, e¯) ∈ EL(τ). We finally specify that the distinguished vertex in VΓ(τ) is given by
v? := ρ(τ) ∈ VΓ(τ). This specifies a Feynman vacuum diagram, and we summarise this
in the following lemma.
Lemma B.4 For any properly legged tree τ ∈ Tˆex,pl− the vacuum diagram Γ(τ) =
(Γ(τ), n, l, v?) is a connected vacuum diagram and element of the algebra Hˆ−.
9We do not identify an edge ewith the pair (e−, e+), since we will have to consider multiple edges between
the same pair of vertices.
127
Embedding the tree algebra into the Feynman diagram algebra B.2
In plain words, we can view Γ(τ) as the Feynman diagram obtained from τ by killing
the noise types edge e ∈ L(τ) an marrying each leg of τ with its respective partner. We
also set
Vτ := (−1)m(τ)Γ(τ) (B.6)
where we define for any properly legged tree τ ∈ Tˆex,pl− the quantity
m(τ) :=
∑
(e,e¯)∈EL(τ)
e(e).
If we extend Vmultiplicatively to amap on Tˆex,pl− , we obtain an algebramonomorphism
V : Tˆex,pl− → Hˆ−.
We now have the following relation between the evaluations Π on Hˆ− and Υ¯ on Tˆex,pl− ,
respectively.
Lemma B.5 For any φ ∈ N and any large-scale kernel assignment R ∈ K+∞, one has
the identity
ΠK,RV= Υ¯
φ
R, (B.7)
on Tˆex,pl− , whereKandR are constructed from φ and R as in (B.4).
Proof. Let τ ∈ Tˆex,pl− be a tree. We have to compare the definition of Υ¯1,φR τ in (4.10)
with ψ given by (4.26) to the definition of ΠK,RVτ in [Hai18, Eqs 2.15, 4.3]. We
re-write the integrand in [Hai18, Eqs 2.15, 4.3] as
(−1)m(τ)δ0(xρ)
∏
e∈K(τ)
De(e)(K + R)t(e)(xe+ − xe− )∏
e,e¯∈EL(τ)
De(e)+e(e¯)φt(e)(xe↓ − xe¯↓)
∏
u∈N (τ)
xn(u)u . (B.8)
Moreover, we have the identity∏
e,e¯∈EL(τ)
De(e)+e(e¯)φt(e)(xv↓ − xu↓)
= (−1)m(τ)
∫
LL(τ)
dx
∏
e∈LL(τ)
De(e)δ0(xu↓ − xu)φˆLL(τ)(xLL(τ)) (B.9)
where φˆLL(τ) is as in (4.26). Comparing this with (4.26) the lemma follows at once.
In a the next step we would like to understand the relation between the coproducts
∆− and ∆− on Tˆex,pl− and Hˆ−, respectively. This in general quite messy, as for general
trees τ ∈ Tˆex,pl− there is no obvious relation between the homogeneity |τ˜ |s and the
degree degIΓ(τ˜) for subtrees τ˜ of τ. However, the situation is much nicer for trees of
the form i−τ for some τ ∈Tad− with the property that P ∈ P(τ).
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Lemma B.6 Let τ = Tne ∈Tad− , let P ∈ P(τ), and let (Γ, n, l) := Γ(τ). Then, the set of
full, connected subgraphs Γ˜ of Γ with degPΓ˜0e < 0 coincides with the set of subgraphs
Γ˜ of Γ that satisfy one of the following two criteria.
1. There exists a subtree τ˜ = T˜0e of τ with |τ˜ |s < 0 such that Γ˜ is the full subgraph
of Γ induced by N(τ˜).
2. The graph Γ˜ contains a single edge e with the property that l(e) = l(k) for some
l ∈ M and k ∈ Nd .
In the first case one has |||T˜0e |||s = degPVΓ˜0e and Γ˜ = Γ(piτ˜), where pi is as above the
projection that removes legs and piτ˜ is as in (4.22). Finally, there exists M¯ ⊆ M such
thatL(τ˜) = ⊔ M¯, whereM is as in (4.42) for P.
Proof. Let Γ˜ be a connected, full subgraph of Γ(τ) such that degPΓ˜0e < 0, and let τˆ be the
subgraph of τ induced by the edge set E(τˆ) := K(τ)∩E(Γ˜). We first argue that either τˆ is
a subtree of τ, or point 2. above applies. For this we denote by τˆ1, . . . , τˆm for somem ≥ 1
the connected components of τˆ, so that τˆi is a subtree of τ for any i ≤ m. We obtain
another tree τ˜i from τ˜i by adding all noise type edges e ∈ L(τ) incident to τˆi , so that τ˜i
is the subtree of τ induced by the edge set E(τ˜i) := E(τˆi) unionsq {e ∈ L(τ) : e↓ ∈ N(τˆi)}. It
now follows from a counting argument identical to (4.39) that degPΓ˜0e is given by
m∑
i=1
∑
e∈K(τˆi )
(|t(e)|s − |e(e)|s) + (m − 1)|s |
+
∑
(e,e¯)∈EL(τ)∩E(Γˆ)
degP(t(e)) + degP(t(e¯)) +
∑
u∈V (Γ˜)
|n(u)|s
≥
m∑
i=1
|||(τ˜i)0e |||s + (m − 1)|s |, (B.10)
Now, by our assumption on the regularity structure one has |||(τ˜i)0e |||s > − |s |2 unless
τ˜i = Ξ for some Ξ ∈ L− with 8Ξ8s = − |s |2 . It follows that this expression can only be
negative for m = 1 or for m = 2, and in the second case one has necessarily that τˆi is
the trivial tree for i = 1, 2, so that point 2 above applies.
Assume for the rest of the proof that m = 1 and hence τ˜ is a subtree of τ. It then
follows that Γ˜ is the full subgraph of Γ induced by set N(τ˜) of nodes of τ˜. Moreover,
from (B.10) we infer that |||τ˜0e |||s < 0. We are left to show thatL(τ˜) can be written as a
disjoint union of some M¯ ⊆ M. Assume this does not hold. We distinguish two cases.
In the first case there exists u ∈ L(τ˜) such that one has u < ⊔M. Let e ∈ LL(τ˜) be the
noise type edge with e↓ = u, and observe that one gets similarly to (B.10) the estimate
degPΓ˜0e ≥ |||τ˜0e |||s − |||t(e)|||s > 0.
The last inequality follows again from the assumptions made on the regularity structure.
In the second case there exists M ∈M such that M ∩L(τ˜) , 6#, but M * L(τ˜). Then
we set α := max{|||t(e)|||s : e ∈ L(τ˜), e↓ ∈ M ∩L(τ˜)} and we have similar to (B.10) the
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estimate
degPΓ˜0e ≥ |||τ˜0e |||s −
∑
e∈L(τ˜),e↓∈M∩L(τ˜)
#M − #(M ∩L(τ˜))
#M − 1 |||t(e)|||s (B.11)
≥ |||τ˜0e |||s −
#M − #(M ∩L(τ˜))
#M − 1 #(M ∩L(τ˜))α. (B.12)
Since 1 ≤ #(M ∩L(τ˜)) ≤ #M − 1 we can bound this expression by
|||τ˜0e |||s − α ≥ 0.
The last inequality follows again from the assumption on the regularity structure and
the fact that there exists a noise type edge e ∈ L(τ˜) such that |||t(e)|||s = α.
We are now in a position to show an identity between the coproduct on the respective
spaces. For this we introduce the canonical projection p− : Hˆ− → H−, and we define
the projection ptrees : H− → H− as the multiplicative projection onto the sub algebra of
H− generated by connected vacuum diagrams (Γne , l) ∈ Hwith the property that there
exists an edge e ∈ E(Γ) such that l(e) ∈ L+. With this notation, we have the following
lemma.
Lemma B.7 One has the identity
(p−V⊗ V)∆ex− i− = (ptrees ⊗ Id)∆−Vi− (B.13)
onTad− .
Proof. Since the expression on both sides are multiplicative and linear, it suffices to
show this identity for trees, and we fix for the entire proof a tree τ = Tne ∈Tad− . We start
with the expression given by applying the right-hand side of (B.13) to τ and transform
it into the left-hand side.
By definition one has
∆−Vi−τ = (−1)m(τ)
∑˜
Γ
∑˜
e,n˜
(−1) | out e˜ |
e˜!
(
n
n˜
)
Γ˜n˜+pie˜e ⊗ (Γ/Γˆ)n−n˜[e˜]+e
where we use the convention that the first sum runs over subgraphs Γ˜ of Γne := Vτ
with the property that any connected component of Γ˜0e is divergent, and the second sum
runs over all decorations e˜ : ∂Γ˜E(Γ) → Nd and n˜ : V(Γ) → Nd such that supp n˜ ⊆
V(Γ˜). Here, we write ∂Γ˜E(Γ) for the set of half-edges (e, v) with e ∈ E(Γ)\E(Γ˜) and
v ∈ e ∩ V(Γ˜), and we write [e˜](e) := ∑u∈e e˜(e, u).
After applying ptrees⊗Id to this identity, we restrict the first sum to those subgraphs Γ˜
with the property that each connected component of Γ˜ is of the first type in Lemma B.6.
In this case we can write this graph in the form Γ˜ =
∏
S∈F¯Γ(S) for some forest
F ∈ div?(piτ), where we write div?(piτ) ⊆ div(piτ) for the set of forests F ∈ div(piτ)
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with the property that each tree S ∈ F¯ satisfies the first condition of Lemma B.6. We
can now write
(ptrees ⊗ Id)∆−Vi−τ
= (−1)m(τ)
∑
F∈div? (piτ)
∑
eF,nF
(−1)〈eF〉
eF!
(
n
nF
)
Γ(F)nF+pieFe ⊗ (Γ(T/F))n−nFeF+e
=
∑
F∈div? (piτ)
∑
eF,nF
1
eF!
(
n
nF
)
V(F)nF+pieFe ⊗ (V(T/F))n−nFeF+e ,
where 〈eF〉 := |∑(u,v)∈EL(τ) eF(u)|. The sums here run over all decorations nF and
eF satisfying the condition that deg Γ(S)nF+pieFe < 0 for any S ∈ F¯, which, due to
Lemma B.6, is equivalent to |SnF+pieFe |s < 0. Moreover, again with Lemma B.6, it
follows that this condition is violated for any F ∈ div(τ)\ div?(τ) for any choice of
decoration, so that we can re-write this expression further into
(ptrees ⊗ Id)∆−Vi−τ = (p−V ⊗ V)
∑
F∈divτ
∑
eF,nF
1
eF!
(
n
nF
)
F
nF+pieF
e ⊗ (T/F)n−nFeF+e .
(B.14)
Comparing this with the definition of the coproduct ∆ex− in (4.23), and noting that the
extended o-decoration is irrelevant due to the definition of the operator V, concludes
the proof.
We now construct a character h(K,R) onH− in an analogous way to (4.41). Given
a set I ⊆ L which is closed under conjugation, we write HI− ⊆ H− and HˆI− ⊆ Hˆ− for
the linear sub-space of H− and Hˆ− respectively, spanned by all connected Feynman
diagrams Γ = (V, E) with the property that for any e ∈ E one has either t(e) ∈ L+
or t(e) = (l, l¯) ∈ L/− with l ∈ I, and we write PI : H− → HI− for the canonical
projection.
With this notation we define a character h(K,R) onH− by setting
h(K,R)Γ := −
∑
I∈P
ΠK,RPIΓ (B.15)
for any connected vacuum Feynman diagram Γ, and extending this linearly and multi-
plicatively. We leave the set P implicit in this notation, since it is fixed for the entire
proof anyway.
Before we state the next Lemma, let us give an equivalent definition of the characters
h(J, φ, R) and h(K,R) defined in (4.41) and (B.15).
First note that we introduced linear projections PI : Tpl− → Tpl− and PI : H− →
H−. We generalise this notation to systems Q ∈ P in the following way. We write
Tpl− [Q] ⊆ Tpl− (resp. HQ− ⊆ H−) for the linear subspaces spanned by all products of
trees
∏
I∈Q τI (resp. vacuum diagrams
∏
I∈Q ΓQ) with the property that t(LL(τI)) = I
(resp. ΓI ∈ HI−) for any I ∈ Q. We then write PQ for the linear projection ontoTpl− [Q]
and HQ− , respectively. We overload the notation PQ here since these projections are
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closely related, compare (B.19) below. With this notation, we have the following
identities:
hφ
P,R
:=
∑
Q⊆P
(−1)#QΥ¯1,φR PQ (B.16)
h(K,R) :=
∑
Q⊆P
(−1)#QΠK,RPQ (B.17)
onTpl− andH−, respectively.
Lemma B.8 Let K, R and R˜ be constructed from φ, R and R˜ as in (B.4). Then one
has the identity
(hφ
P,R
⊗ Υ¯φ
R˜
)∆−i− = (h(K,R) ⊗ ΠK,R˜)∆full− Vi− (B.18)
onTad− .
Proof. We first claim that one has the identity
PQV= VPQ (B.19)
on Tad− for any Q ⊆ P. By definition of PQ it is clear that it is enough to show this
identity for Q = {I} for any I ∈ P. Let now τ ∈ Tad− be a tree, and observe that one
has τ ∈ rng PI if and only if t(LL(τ)) = I. This implies in particular that Vτ ∈ HI− , so
that
PIVτ = VPIτ = Vτ.
Conversely, assume that t(LL(τ)) , I. Then this implies in particular that Vτ < HI− by
construction, so that both sides of the claimed identity vanish.
Now, using the expression (B.16) for h(P, φ, R) we can re-write the left-hand side
of (B.18) into ∑
Q⊆P
(−1)#Q
(
Υ¯
φ
RPQ ⊗ Υ¯φR˜
)
∆ex− i−.
Using Lemma B.5 and Lemma B.7, we can re-write this into∑
Q⊆P
(−1)#Q
(
ΠK,RPQp−V⊗ ΠK,R˜V
)
∆ex− i−
=
∑
Q⊆P
(−1)#Q
(
ΠK,RPQptrees ⊗ ΠK,R˜
)
∆full− Vi−. (B.20)
We now note that the projection ptrees on the right-hand side is irrelevant, since the only
divergent connected subgraphs of Vιτ that get killed byptrees are of type 2 in LemmaB.6
and thus get killed by ΠK,R anyway. Using (B.17) we see that this expression is equal
to the right-hand side of (B.18) as required.
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B.3 Proof of Proposition B.2
For ε > 0 let (K¯ε
t
)t∈L+ be a kernel assignment such that K¯εt ∈ C∞c (D¯\{0}) for any
t ∈ L+ and ε > 0, and auch that K¯εt is equal to Kˆεt in some neighbourhood of the
origin, but compactly supported in a ball of radius δM around the origin, where δ is
as in Proposition 4.47 and M is the maximal number of edges appearing in some tree
τ ∈ T−. Let also K¯ be defined as in (B.4) with K replaced by K¯ . We first have the
following Lemma.
Lemma B.9 Under the assumptions of Proposition 4.47, one has
(gfull(K¯) ⊗ ΠK¯,R)∆full− Vi− = (h(K¯, 0) ⊗ ΠK¯,R)∆full− Vi−
onTad− .
Proof. Let Γ := Vi−τ. It is sufficient to show that
gfull(K¯)Γ˜n˜e = h(K¯, 0)Γ˜n˜e (B.21)
for any connected, full subgraph Γ˜ of Γ and any node decoration n˜ with the property
that degPΓ˜n˜e < 0. Assume first that Γ˜ satisfies point 2. of Lemma B.6 and let e be the
unique edge of Γ˜. Then h(K¯, 0) vanishes by definition, and one has
gfull(K¯)Γ˜ = −ΠK¯Γ˜ = −
∫
φl(e)(x)dx = 0,
where the last equality follows from the definition of N(P, δ). Otherwise, one has that
Γ˜ satisfies 1. in Lemma B.6, and we denote by τ˜ be the subtree of τ such that Γ˜ is
induced as a full subgraph of Γ by N(τ˜). Then one hasL(τ˜) = ⊔ M¯ for some M¯ ⊆ M
with #M ≥ 1. In case #M¯= 1 one has that all full subgraphs Γˆ of Γ˜ of negative degree
are of type 2 in Lemma B.6, so that (B.21) follows from
gfull(K¯)Γ˜n˜e = −(gfull(K¯) ⊗ ΠK¯)
∑ˆ
Γ(Γ˜
∑ˆ
e,nˆ
(−1) | out eˆ |
eˆ!
(
n
nˆ
)
Γˆnˆ+pieˆe ⊗ Γn−nˆeˆ /(Γˆ, pieˆ)
= −ΠK¯Γ˜n˜e = h(K¯, 0)Γ˜n˜e .
In case #M¯ ≥ 2 one has h(K¯, 0)Γ˜n˜e = 0 by definition. On the other hand, there exists
distinct M, N ∈ M¯with M , N , and we can choose elements u ∈ M and v ∈ N. There
exists a unique edge e ∈ E(Γ˜) connecting u and v. By definition ofM (c.f. (4.42)) one
has l(e) < ⊔P/−, and by definition ofN(P, δ) one has φl(e) = 0 in a δ-neighbourhood of
the origin. Combined with the support properties of the kernel assignment K¯ , we infer
that one has ΠK¯Γ˜n˜e = 0. The same reasoning applies to any other Feynman diagram
containing the edge of type l(e). It follows thus from the definition of the coproduct
that one has gfull(K¯)Γˆnˆ
eˆ
= 0.
With this lemma, comparing (B.5) and the right-hand side of (B.18), we are left to
compare the characters
h(K,R) = h(K¯, R¯) and h(K¯, 0),
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where we define R¯ := R − K¯+K. We first claim that for any τ ∈Tad− one has
( f ◦ h(K¯, 0))(Vτ) = f (Vτ) + h(K¯, 0)(Vτ)
for any character f in the character group ofH−. This can been seen in away very similar
to the last step of the proof of Lemma B.9, since whenever Γ˜ is a non-empty, proper
subgraph of Γ = Vτ of negative homogeneity then there exists an edge e ∈ E(Γ/Γ˜)
with l(e) < ⊔P/−, so that h(K¯, 0)(Γne /(Γ˜, e˜)) vanishes for any such subdiagram.
It remains to show that the expression
f (K¯, R¯)Γ := h(K¯, R¯)Γ − h(K¯, 0)Γ
is bounded by a constant uniformly over φ ∈ N(P,K, δ) and R¯ ∈ K+0 such that
‖φ‖P ∨ ‖R¯‖K+ ≤ C for any Γ ∈ H−. By definition, it is sufficient to show this for
connected Feynman diagrams Γ ∈ HI− for any I ∈ P. In this case one has
f (K¯, R¯)Γ = (ΠK¯,R¯ − ΠK¯,0)Γ,
and since Γ does not contain any sub-divergencies in this case, this expression is bounded
in the required way as a consequence of [Hai18, Sec. 4] and Lemma 4.19.
C Applications
C.1 The Φ43 equation
We show that our support theorem applies to the solution to Φ43 started at any deter-
ministic initial condition u0 ∈ Cη(T3) with η > − 23 , which then concludes the proof
of Theorem 1.8. While it is known that u is a Markov process which can be started
from a deterministic initial condition and is a continuous function in time (see [Hai14,
Sec. 9.4]), none of these statements follow immediately from [BCCH17]. In case of
Φ43, the process S
−(ξ) = limε→0S−ε (ξ) is the stationary solution to the stochastic heat
equation on T3, so that S−ε (ξ)(0, ·) is (in law) a smooth approximation of the Gaussian
free field. In order to see that one can start the equation at a deterministic initial con-
dition, one has to use the fact that the critical regularity for the initial condition is − 23 ,
see [Hai14, Eqn. 9.13], and hence lower than the regularity of the Gaussian free field.
One can now choose the initial condition for the remainder ε-dependent of the form
v(0) − S−ε (ξ)(0, ·), use the fact that this converges in probability in C−
2
3+κ(T3) for any
κ < 16 , and argue with the fact that the solution constructed in [BCCH17, Thm. 2.13]
is almost surely continuous as a functional of the initial condition. The last statement
follows from the second bullet in [BCCH17, Thm. 2.13] with Cireg := Cη(T3) and
η ∈ (− 32,− 12 ).
While this procedure provides a robust interpretation of what we mean by a solution
to Φ43 starting from a deterministic initial condition v
(0) ∈ Cireg, the process defined
in this way fails to be a continuous function of the model. Note that while S−ε (ξ) is a
continuous function of the model with values in C−
1
2−κ
s (Λ), evaluating at a fixed time
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is not well defined on this space, so that S−ε (ξ)(0, ·) fails to be a continuous function of
the model.
To overcome this difficulty we work with a slightly stronger topology on the space
of models, compare [Hai14, Prop. 9.8], generated by the system of pseudo-metrics
8Z, Z˜8γ,T := |||Z, Z˜ |||γ,[−T,T ]×T3 + ‖K ?ΠZΞ − K ?ΠZ˜Ξ‖C([−T,T ],Cireg)
for any T > 0. Here |||Z, Z˜ |||γ,[−T,T ]×T3 denotes the usual metric on the model space
as in [Hai14, Eqn. 2.17]. With respect to this topology it is clear that S−ε (ξ)(0, ·) =
(K?ΠZˆεΞ)(0, ·) is a continuous function of the model with values in Cireg. The fact that
the BPHZ renormalised model converges in this stronger topology follows from [Hai14,
Prop. 9.5]. To show that our support theorem holds for Φ43 it remains to argue that the
proof of the support theorem for random models also applies in this stronger topology.
For this we first note that once Proposition 3.7 is proved, the arguments carried out in
Section 3.2 only use the fact that the shift operator and the renormalisation group act
continuously on the space of models, which is still true in this stronger topology. As
in d = 2, Assumptions 7 and 8 are trivial in this case, so that Section 4 is not needed.
Section 5 is formulated entirely at the level of the space of noisesM0 and never refers
to the topology on the model space. The remaining caveat is Section 3.3. The topology
on the model space enters explicitly in the final step of the proof of Proposition 3.19
via the identity
lim
δ→0
lim
ε→0
Rg
ε,δ
Zc(ξε + ζδ) = Zc(0) ,
so we need to show that this convergence holds also with respect to the stronger
topology defined above. Using [Hai14, Prop. 9.5], which shows that K ? ξε → K ? ξ
in C([−T,T], Cireg) almost surely, we need to provide an additional argument showing
that
K ? ζδ → 0 in C([−T,T], Cireg)
as δ→ 0 in probability. This can be shownwith an argument very similar to the proof of
[Hai14, Eqn. 9.15]. Indeed, setting X := C κ˜2 ([−T,T], Cη+κ˜(T3)), where η ∈ (− 32,− 12 )
is as above and κ˜ > 0 is small enough such that η+ 2κ˜ < − 12 , it suffices to bound K?ζδ
uniformly in X. Write K =
∑
n≥0 Kn, where Kn is supported in an annulus of order
2−n as in [Hai14, Ass. 5.1]. By Kolmogorov’s continuity criterion and the fact that,
since ζδ belongs to a Wiener chaos of fixed order and therefore enjoys equivalence of
moments, it suffices to show that for some r > 0 one has
E
( ∫
ψλ(x)(Kn ∗ ζδ(x, t) − Kn ∗ ζδ(x, 0))dx
)2
. 2−rn |t |κ˜+rλ2η+2κ˜+r . (C.1)
This expression is of the form [Hai14, Eqn. 9.17] with white noise ξ replaced by ζδ .
For the proof we can now proceed along the same lines as in [Hai14], noting that by
definition ζδ is linear combination (with uniformly bounded coefficients) of random
stationary smooth functions ηδ(Ξ,τ) with the property that
ρδ(Ξ,τ)(x, t) := Eηδ(Ξ,τ)(x, t)ηδ(Ξ,τ)(0, 0)
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satisfies the scaling relation
ρδ(Ξ,τ) = (λδ(Ξ,τ))−28τ8s−2κ¯(ρ1(Ξ,τ))(λδ(Ξ,τ)).
The proof is now straighforward in case that 8τ8s < 0, where the right hand side can
be estimated by an approximate δ0. In case 8τ8s = 0 the fact that these covariances
integrate to zero comes to rescue in the same way as in the proof of (2.18).
C.2 The Φ44−κ equation
TheΦ44−κ satisfies all our assumptions, except that the noise is not white. Recall that the
space-time scaling is given by s = (2, 1, 1, 1, 1) with |s | = 6. We assume that ξ = P ∗ ξ˜,
where ξ˜ is space-time white noise on T4 ×R, the symbol ∗ denotes spatial convolution,
and P ∈ C∞c (R4\{0}) is some integration kernel on R4 which is homogeneous on small
scales P(λx) = λ−4+κP(x) for any λ ∈ (0, 1) and x ∈ R4 with |x | ≤ 12 (say). Here
we assume that κ > 0 is irrational (in order to avoid log-divergencies, which could
destroy Assumption 5). There exists a unique homogeneous kernel Pˆ : T4\{0} → R
such that Pˆ = P in a neighbourhood of the origin. We denote by Kˆ the heat-kernel and
we assume that Pˆ is such that Kˆ ∗ Pˆ can be decomposed as in Section 2.2.2. (This is
certainly possible for Pˆ(x) = |x |−4+κ , which is a natural choice.)
We fix a set of two kernel types L+ := {t, t′} representing heat kernel Kˆ and the
convolution Kˆ ∗ Pˆ respectively, with 8tK8 := 2 and 8tP8 := 2 + κ, and we fix a single
noise type L− := {Ξ} representing white noise with 8Ξ8 = −3 and |Ξ| = −3 − κ¯ for
some κ¯ > 0 small enough. A rule R is given by the completion of R¯, defined by setting
R¯(t) := { 6#, [t˜1], [t˜1, t˜2], [t˜1, t˜2, t˜3] : t˜i ∈ {t, t′}} and R¯(t′) := { 6#, [Ξ]}.
Provided that κ¯ < κ, the rule R¯ (and hence R) is subcritical (see [BHZ16, Def. 5.14]).
We fix a truncation Kt and Kt′ of Kˆ and Kˆ ∗ Pˆ as in Section 2.2.2, and we denote by
Zˆε the BPHZ-renormalised canonical lift of the regularised white noise ξε , and we
write Zˆ := limε→0 Zˆε . The existence of this limit follows from [BCCH17, Sec. 2.8.2].
Moreover, the solution to Φ44−κ equation is path-wise continuous in Zˆ . It remains to
note Assumptions 2 to 6 hold, and hence Theorem 3.13 can be applied to Zˆ .
C.3 Proof of Theorem 1.11
Recall that we are interested in characterising the support of the solutions, in the sense
of [BGHZ19, Thm 1.2], to
∂tui = ∂2xu
i + Γij,k(u)∂xu j∂xuk + hi(u) + σiµ(u)ξµ . (C.2)
As before, i, j, k = 1, . . . , n, µ = 1, . . . ,m, and Einstein’s convention is used. We also
denote as in (1.15) by ∇ the connection on Rn given by Γ.
We first show that the generalised KPZ equation (C.2) satisfies Assumptions 2
to 6. Assumption 2 was shown in [BGHZ19], Assumptions 3 and 4 are clear. To see
Assumption 5 we choose g := g2 and we note that
V=
{
, , , , , ,
}
.
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Here, thin black lines denote the heat kernel, while thick grey lines denote its spatial
derivative. Wewrite for an instance of white noise and polynomial label n( ) = (0, 0),
for a node with white noise and polynomial label n( ) = (0, 1), and for a node
without noise and polynomial label n( ) = (0, 1). In the notation we drop the type
decoration from the noises for simplicity, so that any tree in V should be thought of
as a finite collection of trees. It is easy to see that the kernels Kˆτ for τ ∈ V are all
anti-symmetric under the transformation (t, x) 7→ (t,−x), and since the covariance of a
shifted noise is symmetric under this transformation, one has EΠητ(0) = 0, as required.
Write now Sgeo ⊂ T− for the linear subspace of dimension 15 generated by the ‘geo-
metric’ counterterms, as defined in [BGHZ19, Def. 3.2] and characterised in [BGHZ19,
Prop. 6.11 & Rem. 6.17]. We also write ΥΓ,σ : Sgeo → C∞(Rn,Rn) for the evaluation
map defined in [BGHZ19, Eq. 2.6] (but note also the remark just before Eq. 6.2 in
that article). We can interpret (Sgeo,+) as a subgroup of the renormalisation group G−
and its action on the space of right hand sides for (C.2) is given by τ 7→ ΥΓ,στ. As in
[BGHZ19, Rem. 2.9], it will be convenient to introduce onT− (and therefore also onSgeo
an inner product by specifying that any two trees are orthogonal and their norm squared
is given by their symmetry factor. We will use the suggestive notation of [BGHZ19]
for elements of Sgeo, so that for example
ΥΓ,σ∇ =
∑
µ
∇σµσµ .
We are now in a position to apply Theorem 1.4.
Write Moll ⊂ C∞0 (R2) for the collection of test functions that are supported in the
unit ball and integrate to 1. It then follows from [BGHZ19, Thm 1.2] that there exists
τ? ∈ Sgeo as well as maps Moll 3 ρ 7→ τρ ∈ Sgeo and Moll 3 ρ 7→ Cρ ∈ R such that, for
every mollifier ρ ∈ Moll and for ξµε = ρε ? ξµ, one has u = limε→0 uε with
∂tuε = ∂2xuε + Γ(uε)(∂xuε, ∂xuε) + h(uε) + σµ(uε)ξµε (C.3)
+ (ΥΓ,στρ)(uε) + (ΥΓ,στ?)(uε) log ε +
Cρ
ε
(ΥΓ,σ∇ )(uε) .
Combining this with Theorem 1.3 and Remark 1.7 we conclude that there exists τ¯ ∈ Sgeo
such that the support Su of the law of u is given by the closure in Cα of all solutions to
∂tu = ∂2xu + Γ(uε)(∂xu, ∂xu) + h(u) + σµ(u)ηµ
+ (ΥΓ,σ τ¯)(uε) + K?(ΥΓ,στ?)(uε) + K0(ΥΓ,σ∇ )(uε) ,
for arbitrary smooth controls ηµ and arbitrary constants K? and K0. Note that ΥΓ,σ∇
is nothing but the vector field V in Theorem 1.11 while ΥΓ,στ? = V?. We also write
τˆ ∈ Sgeo for the element such that ΥΓ,σ τˆ = Vˆ with Vˆ as in Theorem 1.11, so that
τˆ = ∇∇ ∇ .
We also introduce the following notation. Given two collections A, A¯ ⊂ C∞(Rn,Rn)
and H ∈ C∞(Rn,Rn), we write U(H,A, A¯) for the closure in Cα of all solutions to
∂tu = ∂2xu + Γ(uε)(∂xu, ∂xu) + H(u) +
∑
A∈A
ηAA +
∑
B∈A¯
KBB ,
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where the ηA are arbitrary smooth functions and the KB are arbitrary real constants. An
important remark is that one has the identity
U(H,A, A¯) = U(H + H¯,A, A¯∪B) (C.4)
for any H¯ ∈ Vec (A∪ A¯) and anyB ⊂ VecA.
To complete the proof of Theorem 1.11, it then remains to show that, for any τ¯ ∈ Sgeo
there exists cˆ such that
U(h + τ¯, {σµ}, {τ?,∇ }) = U(h + cˆτˆ, {σµ}, {τ?,∇ }) , (C.5)
thus reducing the dimensionality of the unknown quantity from 15 to 1. Here, we
implicitly identify elements of Sgeo with elements of C∞(Rn,Rn) via ΥΓ,σ to shorten
notations. To show (C.5), we will make extensive use of the following result.
Lemma C.1 Let Hˆ : R+ ×T×Rn → Rn, A, B : Rn → Rn, and ζ, ζˆ, η, ηˆ : R+ ×T→ R
be smooth functions and let C ∈ R. Then there exists Cε ∈ R and smooth functions
ηε, ηˆε : R+ × T→ Rm such that the solution to
∂tuε = ∂2xuε + Γ(uε)(∂xuε, ∂xuε) + Hˆ(t, x, uε)
+ A(uε)ηε + B(uε)ηˆε + Cε
(∇AA)(uε) , (C.6)
converges in Cα as ε → 0 to the solution u to
∂tu = ∂2xu + Γ(u)(∂xu, ∂xu) + Hˆ(t, x, u)
+ A(u)η + B(u)ηˆ + (∇AB)(u)ζ + (∇BA)(u)ζˆ + C (∇AA)(u) .
Proof. We consider the singular SPDE given by
∂tu = ∂2xu + Γ(u)(∂xu, ∂xu) + Hˆ(t, x, u)
+ A(u)η + B(u)ηˆ + (∇AB)(u)ζ + (∇BA)(u)ζˆ + C (∇AA)(u)
+ A(u)ξ˜ε + B(u)
(
ζ · ξε + ζˆ · ξˆε
)
,
driven by the three ‘noises’ ξε ∈ Cκ−1, ξˆε ∈ Cκ−1 and ξ˜ε ∈ C−1−3κ . If we choose
κ sufficiently small, the only symbols of negative degree appearing in the correspond-
ing regularity structure (besides those representing the noises themselves and the one
representing the product of ξε with the spatial coordinate) are
, , , , , , , ,
where we denote the symbol representing ξ˜ε by , the one representing ξε by and the
one representing ξˆε by . Thin lines represent the heat kernel and thick lines its spatial
derivative as usual.
One then proceeds as follows: choose first a symmetric function ρ˜ ∈ C∞0 such that∫
(ρ˜? ρ˜)(z)P(z) dz = 1 for P the heat kernel on the whole space and z = (t, x) ∈ R2 and
set ξ˜ε = ε−1−2κ ρ˜ε ? ξ, where ξ is space-time white noise and ρ˜ε(t, x) = ρ˜(t/ε2, x/ε).
138
Proof of Theorem 1.11 C.3
One then fixes two asymmetric C∞0 functions ρ and ρˆ such that the following identities
hold: ∫
P(z)(ρ˜ ? ρ)(z) dz = 1 ,
∫
P(−z)(ρ˜ ? ρ)(z) dz = 0 ,∫
P(z)(ρ˜ ? ρˆ)(z) dz = 0 ,
∫
P(−z)(ρ˜ ? ρˆ)(z) dz = 1 .
(C.7)
With this choice, we then set
ξε = ε
2κ−1ρε ? ξ , ξˆε = ε2κ−1 ρˆε ? ξ .
Since all of these noises weakly converge to 0, it is immediate from [CH16] (but in this
case this is also a simple exercise along the lines of the examples treated in [Hai14])
that the BPHZ model associated to this choice converges to the canonical lift of 0.
Furthermore, as a consequence of (C.7), the scaling of the noise, and the identity
∂xP ? ∂x P¯ =
1
2
(P + P¯) ,
where P¯(z) = P(−z), the BPHZ character gε for our choice of ‘noise’ is given by
gε( ) = gε( ) = −ε−4κ , gε( ) = gε( ) = −1 ,
gε( ) = gε( ) = 0 , gε( ) = gε( ) = − 12 .
It then suffices to apply the results of [Hai14, BCCH17] to conclude that the BPHZ
renormalised equation solves (C.6) with the choice ηˆε = ηˆ+ζ ·ξε+ ζˆ · ξˆε and ηε = η+ ξ˜ε ,
so that the claim follows.
Corollary C.2 One has the identity
U(H,A, A¯) = U(H,A∪ {∇AB,∇BA}, A¯) ,
for any A, B ∈ A such that ∇AA ∈ A¯.
Define now a sequence of collections of vector fields Ak by setting (for k ≥ 1)
A1 = {σµ | µ = 1, . . . ,m} , Ak+1 = {∇AB,∇BA | A ∈ A1, B ∈ Ak} .
It now follows for the same reason as in Lemma C.1 that for any two of the noises
appearing in (C.2) (denote them by and , say) one has
2 − − ∈ J ,
while the kernels associated to and are linearly independent. This shows in
particular that {
+ 12 , +
1
2
}
= {∇ ,∇ } ∈ H ,
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so that first applying Theorem1.4 (combinedwithDefinition 3.3) and thenCorollaryC.2
implies that, for any vector field H and any finite collection of vector fieldsB, one has
U(H, {σµ},B∪ {∇ }) = U(H, {σµ},B∪ {∇ } ∪A2)
= U(H, {σµ} ∪A2 ∪A4,B∪A2) . (C.8)
(We could have added any of theAk’s to the right hand side, but onlyA2 andA4 matter
for the sequel.) Setting
S?geo = {τ ∈ Sgeo : ΥΓ,στ ∈ Vec (A2 ∪A4)}
and combining the description of Sgeo given in [BGHZ19, Eq. 1.8] with the definition
of the Ai we see that one has the decomposition
Sgeo = S
?
geo ⊕ Vec
{∇∇ ∇ ,∇∇ ∇ ,∇∇ ∇ } .
Similarly, it follows from [BGHZ19, Eq. 3.22] that there exists a constant c such that
τ? − c
(
2∇∇ ∇ − ∇∇ ∇
)
.
Setting τ˜ = ∇∇ ∇ and combining this with (C.4) and (C.8), we conclude that there
exist constants cˆ0 and c˜ such that the support of u is given by
U(h + τ¯, {σµ}, {τ?,∇ }) = U(h + cˆ0τˆ + c˜τ˜, {σµ} ∪A2 ∪A4, {τ?} ∪A2) .
In order to eliminate τ˜ we note that, as a consequence of [BGHZ19, Eq. 6.19], setting
σ1 = , σ2 = ,
and writing pi : Sgeo → Vec{σ1, σ2} for the orthogonal projection, we have
piS?geo = 0 , piτ˜ = σ1 , piτˆ = piτ? = σ2 .
Since furthermore σ1 < J by Definition 3.3, there exists σ˜ ∈ Hwith 〈σ˜, σ1〉 , 0 and
therefore 〈σ˜, τ˜〉 , 0. We conclude that there exists cˆ such that the support of u is given
by
U(h + τ¯, {σµ}, {τ?,∇ }) = U(h + τ¯, {σµ}, {τ?,∇ , σ˜})
= U(h + cˆτˆ, {σµ} ∪A2 ∪A4, {τ?, σ˜} ∪A2) = U(h + cˆτˆ, {σµ}, {τ?,∇ }) ,
thus concluding the proof of Theorem 1.11. Here, the last identity follows from the fact
that the preceding sequence of identities holds for any choice of h.
D Symbolic index
Here, we collect some of the most used symbols of the article, together with their
meaning and the page where they were first introduced.
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Symb. Meaning P.
| · |s Homogeneity used to construct the regularity structure 218 · 8s “True” homogeneity of the noise 21
∼ Equivalence relation on T− 40
 Total order on T− 40
[I, ϕ] Multi-set, [I, ϕ]a = #{i ∈ I : ϕ(i) = a} 20
sc Cumulant homogeneity consistent with s 28
α(Ξ,τ) s(Ξ, τ) − m(τ) |s |2 90
C¯∞c Functions invariant under translation of all arguments 19
d(m) Set canonically associated to a multiset m 20
D Domain of definition of the noise 19
D¯ Whole space extension of D 19
∆− Coproduct 22
degI Degree assignment on L 67
degP Degree assignment on L 68
f η Character depending continuously on η 36
ζδ Shift of the noise 40
G− Renormalisation group, character group of T− 3
G− Renormalisation group, character group ofT− 52
gη BPHZ character 23
gˆη “Tweaked” BPHZ character ( f η)−1 ◦ gη 36
g
η,φ
R Character onT
pl− andTsym− 64
GL Group of permutations of L consistent with i and ·¯ 60
H Annihilator of J 35
hφ
P,R
Character onTpl− 68
Im(h) Stochastic integration 26
i Type map on L 57
i− Canonical embeddingT− ↪→ Tˆex− andTpl− ↪→ Tˆex,pl− 58
isym− Canonical embeddingTsym− ↪→ Tˆex,sym− 61
ι Admissible embedding T− →Tpl− 60
ιsym Admissible embedding T− →Tsym− 62
J˜ Ideal in T−, kernel of Υ˜ 35
J Ideal in T− generated by J˜and trees with odd number of noises 35
Kn Space of smooth simple kernels in n variables 27
K(τ) Kernel-type edges 22
KGτ “Kernel” D¯L(τ) → R associated to τ 35
K+∞ Compactly supported large-scale kernel assignments 52
K+0 Large-scale kernel assignments 53
L(τ) Edges of noise type 22
LL(τ) Edges of leg type 51
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Symb. Meaning P.
L(τ) Nodes touching edges of noise type 51
Lˆ(τ) Nodes with non-vanishing extended decoration 51
Λ Space-time domain 19
Λ(τ) System of disjoint, non-empty subsets ofL(τ) 69
L Set of leg types 51
L− Enlarged set of noise types 85
[M] Integers from 1 to M 19
M∞ Space of smooth admissible models 23
m˜ Map m˜ : [#m] → A associated to multiset m 20
M0 Space of admissible models 23
Mg Matrix acting on T 23
M∞ Space of smooth noises 28
M0 Space of singular noises 28
Ms∞ Space of shifted smooth noises 33
Ms0 Space of shifted singular noises 33
Ms∞ Space of smooth noises for L− 87
s Homogeneity assignment on L− 89
m(Ξ, τ) [L(τ), t] \ {Ξ} 89
LL(τ) Nodes of τ touching legs 51
N Families of smooth functions indexed by leg types 63
N(P) Elements of N satisfying a constraint depending on P 69
P0 Projection onTpl− killing trees with non vanishing e on legs 62
Q Projection onTpl− removing superfluous legs 62
Q0 Projection onTpl− , Q0 = QP0 63
PI Projection onTpl− onto trees τ with t(LL(τ)) = I 68
ρ Smooth mollifier 24
Rg Action of G− ontoM0 23
s Scaling on D 19
S Shift operatorS : T→T 87
S ↑ “Dominating” part of the shift operatorS ↑ : T→T 88
S ↓ “Non-dominating” part of the shift operatorS ↓ : T→T 88
S(λ, α) Rescaling operator 90
Tex Extended regularity structure 21
T Reduced regularity structure 21
Tex− Extended Hopf algebra 22
T− Reduced Hopf algebra 22
Tˆex− Algebra of extended trees 22
Tˆ− Algebra of reduced trees 22
Tex Extended regularity structure with legs 51
T Reduced regularity structure with legs 51
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Symb. Meaning P.
Tex− Extended Hopf algebra with legs 51
T− Reduced Hopf algebra with legs 51
Tˆex− Algebra of extended trees with legs 51
T− Auxiliary Hopf algebraT−/I 58
Tˆex,− Auxiliary algebra Tˆex− /Iˆ 58
Tpl− Hopf algebra of properly legged trees 59
Tˆex,pl− Algebra of properly legged trees 59
Tad− Algebra of admissible trees 60
Tsym− Symmetrised Hopf algebra of properly legged trees 61
Tˆex,sym− Symmetrised algebra of properly legged trees 61
T
sym
♠ Hopf algebra isomorphic to T− 63
Tex Enlarged regularity structure 86
T Set of trees 21
T− Set of trees of negative homogeneity 22
T− Set of trees of negative homogeneity with legs 51
T− Subset of T− 41
Th Shift operator 24
V Set of trees appearing in Assumption 5 33
Ψ Set of functions indexed by typed sets 53
Υητ E(Πητ)(0) 23
Υ˜
η,ψ
R τ Evaluation using large-scale kernel assignment R 45
Υ¯
η,ψ
R τ Like Υ˜
η,ψ
R τ, acting on trees with legs 53
Υˆ
η,ψ
R τ Renormalised evaluation acting on trees with legs 53
ϕ Hopf isomorphism T− →Tsym♠ 63
Z(Π) Model constructed from Π 23
Zc( f ) Canonical lift of f to an admissible model 23
Z (g) RgZ(0) 36
Ω∞ Space of smooth deterministic noises 23
Ω Space of rough deterministic noises 25
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