Processing and analysis of massive clinical data are resource intensive and time consuming with traditional analytic tools. Electroencephalogram (EEG) is one of the major technologies in detecting and diagnosing various brain disorders. Diagnosing sleep disorders are also possible by classifying the sleep stages from EEG signals. In this study, we investigate classification sleep stages using SparkMlib framewok and evaluate scalabilities of algorithms on physionet sleep records.
INTRODUCTION
Sleep disorder, or somnipathy, is a medical disorder of the sleep patterns of a person or animal. Some sleep disorders are serious enough to interfere with normal physical, mental, social and emotional functioning. Types of sleep disorders can be put into four groups: dysomnia, circadian rhythm sleep disorders, parasomnias, and medical or psychiatric disorder [1] . One technique for sleep disorder diagnosis is by analyzing the sleep stages. Using EEG and EMG (Electromyography), sleep stages will be visualized and analyzed.
EEG includes information about the work principles for both brain and body. The signals like EEG which is obtained by sensors. Obtained these signs can be interpreted directly by the doctors or they can be classified by programmers using some classification methods for diagnosis and treatment.
Sleep stages can be determined by the structural combination of electrical activities which produced by nerve cells. The sleep process includes different stages and these stages characterized by use of structural combination of electrical activities of nerve cells. Automatic approaches for sleep stage classification have been developed in many studies [2] - [6] .
The aim of this work is to present sleep stage classification in distributed manner. In this study, sleep stages are classified into six different groups using SparkMLlib that is distributed machine learning framework. The success of developed system is determined by various metrics such as recall, precision and accuracy.
The rest of the paper is structured as follows. In the second section, preliminaries on sleep EEG and sleep stages, used dataset, and other sub-steps to process data, and classification algorithms are mentioned. Third section presents experimental evaluation.
Conclusion and some future enhancements are given at the last section. 
MATERIALS AND METHODS

Sleep EEG and Sleep Stages
Dataset
The dataset for the experiment in this study was provided by MCH-Westeinde Hospital. The data can be downloaded from http://www.physionet.org/physiobank/database/slee p-edf/. This is a collection of 61 polysomnograms (PSGs) with accompanying hypnograms (expert annotations of sleep stages) from 42 subjects in two studies. The first was a study of age effects on sleep in healthy subjects (20 subjects, aged 25-34, with two 20-hour PSGs from consecutive nights for 19 subjects); the second was a study of temazepam effects on sleep in 22 subjects who had mild difficulty falling asleep but were otherwise healthy (9-hour PSGs of each subject on placebo) [7] - [7] . Dataset 
Multiclass Classification
In machine learning, multiclass or polynomial classification is a problem that includes two or more class. Some classification algorithms allow using more than two class and some of them use binary algorithms. In this causes, using different strategies the conversion to polynomial classification is done.
Random Forest Algorithm (RF)
It is a sub-class of decision trees. It is one of the successful models of machine learning that used for method classification and regression. To reduce the risk of excessive compliance, multiple decision trees are used in algorithm [9] . Spark MLlib supports random forest algorithm for binary and multiclass classification and regression.
Gradient Random Forest Algorithm
It is a sub-class of decision trees. This method use decision trees in iterative training for reducing loss function. Spark MLlib sustains Gradient Random Forests algorithm binary classification and regression [9] .
Adaptive Boosting (AdaBoost)
It is a meta-algorithm of machine learning and abbreviation is AdaBoost. It is used for the combination of learning algorithm to increase the performance of different type of learning algorithm. AdaBoost is sensitive to nosy and contradictory data [10] .
Decision Trees (DT)
Decision trees that are used for binary and multiclass classification has continuous and categorical features. Leaf nodes are considered equivalent to the related K-class [11] .
Naïve Bayes (NB)
The Bayesian classification represents a supervised learning method as well as a statistical method for classification. Assumes an underlying probabilistic model and it allows us to capture uncertainty about the model in a principled way by determining probabilities of the outcomes. It can solve diagnostic and predictive problems.
Support Vector Machine (SVM)
Support vector machines classification algorithm is one of the strongest and most successful one. It is based the idea to make the maximum limit. SVM supports both binary and multiclass classifications.
EVALUATION DESIGN AND EXPERIMENTS
It is investigated with metrics that classification process is how healthy. The basic concepts that used in assessing model performance are accuracy, precision, sensitivity and recall. The success of model is related to the number of examples that assigned to correct class and the number of examples that assigned to wrong class [11] .
The information about these metrics is as following:
The most popular and simple way of measure the performance of model is accuracy rate. It is the ratio of the total number of examples that classified correctly and total number of examples.
Precision is the ratio of the number of true positive examples to the total number of true positives and false positives.
It is the ratio of the number of positive examples that classified correctly and the total number of positive examples.
We test all aforementioned classification algorithms implemented in MLlib on sleep-edf dataset. Also, PCA (Principal Component Analysis) and SVD (Singular Value Decomposition) are applied to improve the performance of classification algorithms. Running times that observed from single node and multi-node are given in Tables 2-6. 
CONCLUSION AND FUTURE WORKS
Visual scoring for 8 hours sleeping takes lots of time and requires expertise work. Improvement of these automatic scoring system is designed for critical classification situations and helping doctors who do not have enough expertise. It saves time for doctors and minimizes the visual errors of experts. In this study, automatic classification is done using distributed machine learning algorithms.
Socio-economic and psychological situations, age ranges, gender of sleep disorders may be elaborated for diagnosis and treatment of disease in the feature.
