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Abstract 
Previous cross-linguistic research has found that comprehenders are immediately sensitive to 
various kinds of agreement violations across languages. We focused on Basque, a verb-final 
ergative language with both subject-verb (S-V) and object-verb (O-V) agreement. We compared 
the effects of S-V agreement violations on comprehenders’ event-related brain potentials (ERPs) 
in transitive sentences (where O-V agreement is present, and the subject is ergative) and 
intransitive sentences (where O-V agreement is absent, and the subject is absolutive). We 
observed a P600 effect in both cases, but only violations with intransitive subjects elicited an 
early posterior negativity. Such a qualitative difference suggests that distinct neurocognitive 
mechanisms are involved in processing agreement with transitive subjects (which are marked 
with ergative case) vs. intransitive subjects (which bear absolutive case). Building on theoretical 
proposals that in languages such as Basque, true agreement occurs with absolutive subjects but 
not with ergative subjects, we submit that the early posterior negativity may be an 
electrophysiological signature for true agreement. 
Keywords:  
Basque, number agreement, morphosyntactic processing, early posterior negativity, P600 
 
Highlights: 
 ERP study of Basque, a morphologically rich language 
 Compares ERP responses to agreement violations in transitive vs intransitive verbs 
 Integrates case-marking with ERP indices of agreement processing 
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Introduction 
Language is full of dependencies between non-adjacent elements. One type of 
dependency that has been studied extensively in linguistics as well as in cognitive neuroscience 
is agreement, namely, the matching of features (e.g., person, gender, number) between two 
elements in a sentence (e.g., subject-verb, object-verb; adjective-noun; determiner-noun). 
Previous research has looked at different languages to examine and compare how the brain 
processes agreement that (i) involves different features, including number (De Vincenzi et al., 
2003; Hagoort, Brown, & Groothusen, 1993; Kutas & Hillyard, 1983), gender (Barber & 
Carreiras, 2005; Barber, Salillas, & Carreiras, 2004; Hagoort & Brown, 1999), person (Frenck-
Mestre, Osterhout, McLaughlin, & Foucart, 2008; Hinojosa, Martín-Loeches, Casado, Muñoz, & 
Rubia, 2003) as well as comparisons across features (Alemán Bañón, Fiorentino, & Gabriele, 
2012; Alemán Bañón & Rothman, 2016; Barber & Carreiras, 2003, 2005; Hagoort, 2003; 
Mancini, Molinaro, Rizzi, & Carreiras, 2011; Martín-Loeches, Nigbur, Casado, Hohlfeld, & 
Sommer, 2006; Nevins, Dillon, Malhotra, & Phillips, 2007; Silva-Pereyra & Carreiras, 2007; 
Zawiszewski, Santesteban, & Laka, 2016) and (ii) occurs between different constituents (Barber 
& Carreiras, 2005; Díaz, Sebastián-Gallés, Erdocia, Mueller, & Laka, 2011; Zawiszewski & 
Friederici, 2009).  
Little is known, however, about what happens when the brain has to process multiple 
instances of grammatical agreement within the same clause. How does the computation of 
different grammatical agreement relationships interact with each other? For instance, would the 
cognitive system’s computation of subject-verb (S-V) agreement be affected when it has to 
compute object-verb (O-V) agreement at the same time? Furthermore, little is known about how 
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grammatical case may interact with agreement processing. For example, will the computation of 
S-V agreement differ depending on the grammatical case of the subject? 
Basque, a language spoken in the Basque country in northern Spain and southwestern 
France, presents a perfect testing ground for this question. Basque is a verb-final ergative 
language with a rich case-inflectional system (de Rijk, 2008; Hualde & Ortiz de Urbina, 2003; 
Laka, 1996). As illustrated in (1) and (2), subjects of transitive verbs are marked with the 
ergative case (-k), while direct objects of transitive verbs and subjects of unaccusative verbs like 
‘arrive’ are absolutive and unmarked. Therefore, the subject noun phrase (NP) in a transitive 
sentence like (1) has ergative case, while that in an intransitive sentence such as (2) have 
absolutive case.1 
1. ikaslea-k                mutila             ikusi         zuen 
student-[Erg.sg-the] boy-[Abs.sg.the] seen 3sg.A.aux.past.3sg.E 
“The student saw the boy.” 
2. ikaslea             heldu        zen 
student-[Abs.sg-the] arrived 3sg.A.aux.past 
“The student arrived.” 
3. Ni-k             emakume-a          ikusi    dut 
I-[Erg] woman-[Abs.sg.the]   seen   3sg.A.aux.1sg.E 
“I have seen the woman.” 
                                                 
1 These patterns of case-marking hold generally across tenses in Basque, but notably, in progressive constructions, 
transitive subjects of a class of aspectual verbs are marked as absolutive (Laka, 2006). While we do not examine the 
way in which these constructions cause a departure from the ordinary pattern of case-marking in Basque within the 
present study, we return to a discussion of their potential value in future comparisons in the conclusion. 
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In affirmative sentences, the main verb appears in a nonfinite form (a participle) after all 
of its arguments and is immediately followed by a finite auxiliary. 2 Crucially, as illustrated in (3), 
Basque has multiple verb agreement, such that the finite auxiliary agrees not only with the 
subject NP, but also with any direct object and indirect object NP present. Therefore, the number 
of constituents that undergo agreement with the auxiliary in a sentence critically depends on the 
verb’s argument structure. For intransitive verbs like ‘arrive’ in (2) which only takes a subject 
and no objects, only S-V agreement has to be computed at the auxiliary. Meanwhile, for 
transitive verbs like ‘see’ in (1) which take both an ergatively-marked subject and a direct object, 
both S-V and O-V agreements must be computed at the auxiliary. 
Taken together, when it comes to S-V agreement in Basque, transitive and intransitive 
sentences differ in two interesting ways: (i) S-V agreement has to be computed in conjunction 
with O-V agreement in transitive sentences but not in intransitive sentences, and (ii) subject NPs 
have ergative case in transitive sentences but absolutive case in intransitive sentences. Therefore, 
the present study will capitalize on the presence of multiple verb agreement and the case system 
in Basque to examine whether and how the processing of S-V agreement may differ between 
transitive and intransitive sentences. This study adds to the growing body of research that draws 
on findings from a typologically diverse set of languages to inform the cognitive neuroscience of 
language (e.g., Bornkessel-Schlesewsky et al., 2011), as Basque is an SOV ergative case-
marking language with a rich system of agreement on the auxiliary, all of which place it in stark 
contrast to languages such as English. 
                                                 
2 The finite auxiliary is fronted to the left of the arguments in negated sentences (Pablos, 2011). 
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Before describing the details of the present experiment and predictions, we will first 
introduce the event-related potentials (ERPs) components that have been implicated in 
agreement processing. We will then review existing ERP findings on agreement processing in 
Basque.  
ERP components implicated in agreement processing 
Event-related brain potentials (ERPs) have been used extensively in the study of 
agreement processing. Most studies have used a violation paradigm to compare participants’ 
ERP response to a target word that has correct vs. incorrect agreement (grammatical: “John runs” 
vs. ungrammatical: “John run”; for a review see Molinaro, Barber, & Carreiras, 2011). The most 
robust finding across previous studies that examined agreement processing in different languages 
is that agreement violations commonly elicit an increased posterior positivity starting at around 
500ms after stimulus onset known as the P600 (Alemán Bañón et al., 2012; Coulson, King, & 
Kutas, 1998; Hagoort & Brown, 2000; Kolk, Chwilla, van Herten, & Oor, 2003; Münte, 
Szentkuti, Wieringa, Matzke, & Johannes, 1997; Nevins et al., 2007; Osterhout & Mobley, 1995; 
Silva-Pereyra & Carreiras, 2007). This positivity is sometimes found to be preceded by an 
increased negativity between 300–500 ms after stimulus onset. This negativity tends to have an 
anterior distribution and is at times found to be left-lateralised (a LAN; Caffarra & Barber, 2015; 
Caffarra, Siyanova-Chanturia, Pesciarelli, Vespignani, & Cacciari, 2015; De Vincenzi et al., 
2003; Gunter, Friederici, & Schriefers, 2000; Münte, Heinze, & Mangun, 1993; Osterhout & 
Mobley, 1995; Silva-Pereyra & Carreiras, 2007), although in some cases it has also been found 
to be largest at central-posterior sites and has been considered an N400 effect instead (Barber & 
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Carreiras, 2003; Guajardo & Wicha, 2014; Mancini et al., 2011; Zawiszewski & Friederici, 2009; 
Zawiszewski et al., 2016). 
Note, however, that these ERP components are not exclusively sensitive to agreement 
violations. They are all known to be modulated by other factors and their functional significance 
is still under debate to date. For instance, while some earlier accounts have taken the P600 to 
reflect grammatical or syntactic processing (Hagoort et al., 1993; Osterhout & Holcomb, 1992; 
Osterhout & Nicol, 1999), many have since demonstrated that the P600 is sensitive to various 
non-syntactic anomalies (e.g., semantic anomalies, spelling errors) and non-linguistic factors 
(e.g., task, proportion of trials with anomalies) and have instead taken it to reflect domain-
general processes such as error detection and reanalysis (Coulson et al., 1998; Hahne & 
Friederici, 1999; Kuperberg, 2007; van de Meerendonk, Kolk, Vissers, & Chwilla, 2010). 
Further, although the P600 is typically found to have a posterior distribution (e.g., Kaan & 
Swaab, 2003; Kutas & Hillyard, 1983; Osterhout & Mobley, 1995; van Petten & Luka, 2012), in 
some cases it was found to be broadly distributed initially (around 500-750ms) and become more 
posterior later in time (around 750-1000ms), which has been taken to suggest that the P600 
reflects two distinct stages of processing (Barber & Carreiras, 2005; Carreiras, Salillas, & Barber, 
2004; Friederici, Mecklinger, Spencer, Steinhauer, & Donchin, 2001; Hagoort & Brown, 2000). 
Previous ERP studies on agreement processing in Basque 
To our knowledge only three previous studies have used ERPs to look at agreement 
processing in Basque. In the initial study, Zawiszewski and Friederici (2009) compared the 
effects of S-V and O-V agreement violations as participants read transitive sentences that 
contained a mix of person and/or number agreement violations. They found that both S-V and O-
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V agreement violations elicited a P600 effect following a centro-posterior negativity in an earlier 
time interval, which they took to be an N400 effect. In a subsequent study, Díaz et al. (2011) 
examined the effects of S-V and O-V number agreement violations as participants listened to 
transitive sentences in Basque. They found that both S-V and O-V number agreement violations 
elicited a P600 effect, but an early posterior negativity was found in the O-V conditions only; 
however, this early effect may in part be attributable to early physical differences in the auditory 
stimuli, as the ERP responses were measured from the onset of the auxiliary, which differed 
between conditions within their first syllable. More recently, Zawiszewski et al. (2016) examined 
participants’ ERPs as they read transitive sentences in which the subject and the verb failed to 
agree in their (i) person feature, (ii) number feature, and (iii) person and number features. They 
found that all three types of S-V agreement violations elicited a posterior negativity followed by 
a P600 effect relative to the grammatical control. 
Results from these studies revealed important similarities as well as differences in the 
effects of agreement violations in Basque compared to other languages. Crucially, agreement 
violations consistently elicit a P600 effect in Basque and other languages alike. Further, the P600 
effect elicited by agreement violations is at times preceded by a negativity. However, unlike the 
negativity reported in previous studies which typically has a left-anterior distribution, the 
negativity found in these studies in Basque tends to have a centro-posterior distribution.  
The present study 
While previous studies have compared the effects of S-V and O-V agreement violations 
in Basque, to our knowledge no previous work has explored how S-V agreement may be 
modulated by the presence or absence of O-V agreement. Specifically, in the present study we 
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asked whether the processing of S-V agreement may differ between transitive sentences, in 
which O-V agreement is also present, and intransitive sentences, which have no object and 
therefore no O-V agreement.  In addition, as noted above, subjects in transitive and intransitive 
sentences also bear different grammatical cases, leading to a design that allows us to investigate 
the potential interaction between case and agreement processing. 
In the present experiment, we only used unaccusative verbs (e.g., arrive) in intransitive 
sentences; we did not use unergative verbs (e.g., dance) because they have been argued to have 
implicit objects (Bobaljik, 1993). Meanwhile, we manipulated the number feature of the subject 
NP as well as that of the auxiliary to create grammatical vs. ungrammatical S-V number 
agreement. Further, in order to minimize potential interference from the object NP (c.f. plural 
markedness effect: Bock & Miller, 1991; Pearlmutter, Garnsey, & Bock, 1999), we kept all 
object NPs in transitive sentences singular and ensured that they always agreed with the verbs. In 
other words, while S-V agreement violations were present in half of the experimental sentences, 
no O-V agreement violation was ever present in the present experiment.  
Based on previous findings, S-V number agreement violations are expected to elicit a 
P600 effect in transitive and intransitive sentences alike. However, different hypotheses about 
how the processing of S-V agreement may be affected by case and/or the presence of O-V 
agreement could lead to very different predictions about how results might differ between 
transitive and intransitive sentences.  
If the processing S-V and O-V agreements are completely independent from each other, 
then the brain’s response to S-V agreement violations should not be modulated by the presence 
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of O-V agreement in transitive sentences. Under this view, the effects of S-V agreement 
violations should be identical in transitive and intransitive sentences.  
An alternative possibility is that the computation of O-V agreement makes the processing 
of S-V agreement more difficult or delayed. Under this view, the presence of O-V agreement in 
transitive sentences should result in a quantitative change to the effects of S-V agreement 
violations, such that the ERP response to S-V agreement violations might show a later onset 
and/or reduced amplitude in transitive sentences than in intransitive sentences. 
Finally, if the brain engages distinct cognitive processes in processing S-V agreement in 
transitive vs. intransitive sentences, then S-V agreement violations should elicit qualitatively 
different ERP responses in these sentences. Indeed, in proposals such as Arregi and Nevins 
(2012), 3rd person ergative subjects – the kind found in transitive, but not intransitive verbs – 
trigger a distinct type of grammatical dependency with the auxiliary from non-ergative ones. As 
a result, one might expect that the S-V agreement in transitive verbs will show a different 
electrophysiological signature. For example, in addition to the presence or absence of an ERP 
effect, qualitative differences could also be found in an ERP effect’s polarity (positive vs. 
negative) and topographic distribution. 
Methods 
Participants 
Twenty-seven native speakers of Basque (14 female, mean age = 24.6 years, range 19 - 
31 years) from the Basque country in Spain participated in the current study. All participants 
learned Basque as their native language before the age of 4. They were all right-handed (based 
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on the Edinburgh Handedness Inventory; Oldfield, 1971), had normal or corrected-to-normal 
vision, and had no history of neurological disorder. Data from five additional participants were 
excluded due to low accuracy on the acceptability judgment task (< 70%). All participants gave 
informed consent and were paid 20 Euros for their participation.  
Materials 
The experimental stimuli were 120 pairs of simple active sentences with a SOV word 
order in Basque. As illustrated in Table 1, half of the sentences were transitive and the other half 
were intransitive with an unaccusative main verb (e.g., heldu, “arrive”). Both conditions included 
a range of agentive and non-agentive (e.g. psych) verbs, so as to ensure that transitivity was the 
factor under manipulation, as opposed to one based on thematic roles. All arguments were 
animate and in third person. In intransitive sentences the subject had absolutive case and was 
unmarked. In transitive sentences the subject was marked with ergative case (-k); the object was 
singular, had absolutive case and was unmarked. In order to hold the linear distance between the 
subject and the verb constant, we introduced an adverb (e.g., berandu, “late”) before the non-
finite verb (the participle) in intransitive sentences. Immediately following the participle was an 
inflected auxiliary (the target word) which either matched or mismatched the subject in number; 
following previous studies on Basque, the auxiliary was presented in isolation. In order to ensure 
that grammaticality is not confounded with the number feature of the subject and/or the auxiliary, 
both singular and plural forms of the subject were used within each item set to create two 
grammatical and two ungrammatical versions (singular/plural subject grammatical vs. 
singular/plural subject ungrammatical). The auxiliary always agreed in number and person with 
the object (third-person singular) in transitive sentences. Sentences were extended with one or 
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more words to avoid sentence-final wrap-up effects. A full list of experimental materials along 
with approximate English translations can be found in the Supplementary Materials. 
The experimental sentences were distributed in four presentation lists such that each 
participant saw exactly one version of each item. Each list contained 120 experimental sentences 
(30 per condition) and 120 filler sentences of similar length and structural complexity for a 
different study. The order of the sentences was randomized across participants.  
Table 1. Experimental conditions and sample materials. 
Transitive “Last summer the kid(s) saw the shark in the zoo.” 
Grammatical Pasa den udan {umeak / umeek} marrazoa ikusi {zuen/ zuten} zooan. 
Last summer {kid-[Erg.sg.the]/kid-[Erg.pl.the]} shark-[Abs.sg] see {3sg.A-aux.past-3sg.E/ 
3sg.A-aux.past-3pl.E} in the zoo 
Ungrammatical Pasa den udan {umeak / umeek} marrazoa ikusi {zuten/ zuen} zooan.  
Last summer {kid-[Erg.sg.the]/kid-[Erg.pl.the]} shark-[Abs.sg] see {3sg.A-aux.past-3pl.E/ 
3sg.A-aux.past -3sg.E} in the zoo 
Intransitive “Last month the minister(s) arrived late to all meetings.” 
Grammatical Joan den hilabetean {ministroa / ministroak} berandu heldu {zen/ ziren} bilera guztietara. 
Last month {minister-[Abs.sg-the]/ minister-[Abs.pl.the]} late arrive {3sg.A-aux.past/ 3pl.A-
aux.past} to all meetings 
Ungrammatical Joan den hilabetean {ministroa/ ministroak} berandu heldu {ziren/ zen} bilera guztietara. 
Last month {minister-[Abs.sg-the]/ minister-[Abs.pl.the]} late arrive {3pl.A-aux.past/ 3sg.A-
aux.past} to all meetings 
Procedure 
Participants were comfortably seated about 100cm in front of a computer screen in a 
testing room. Sentences were presented one word at a time in a white font on a black background 
at the centre of the screen. Each sentence was preceded by a fixation cross that appeared for 
1000ms. Each word appeared on the screen for 360ms, followed by 320ms of blank screen (i.e., 
680ms SOA). The last word of each sentence was marked with a period, followed 1000ms later 
by the question Esaldi ona al da? (“Is this a good sentence?”). We explained to the participants 
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that to be “good” a sentence needs to be grammatical and describe something that would happen 
normally. Participants were instructed to read each sentence attentively, avoid eye blinks and 
movements during the presentation of the sentences, and respond at the end of each sentence by 
pressing one of two buttons. Prior to the experimental session, participants were presented with 8 
practice trials with feedback to familiarize themselves with the task. The experimental session 
was divided into four blocks of 60 sentences each, with short pauses in between. Including set-up 
time, an experimental session lasted around two hours on average. 
EEG Recording 
EEG was recorded continuously from 27 AgCl electrodes mounted in an elastic cap: 
FP1/2, F3/4, C3/4, P3/4, O1/2, F7/8, T7/8, P7/8, FC1/2, CP1/2, FC5/6, CP5/6, Fz, Cz, Pz. Four 
additional electrodes were placed above and below the right eye and at the outer canthus of each 
eye to monitor eye movements and blinks. EEG recordings were amplified and digitized online 
at 500Hz with the BrainAmp DC® amplifier (Brain Products GmbH) and impedances were kept 
below 5kΩ. All electrodes were referenced online to the left mastoid and re-referenced to the 
average of both mastoids offline. Data were then filtered offline with a bandpass of 0.1 – 40 Hz. 
ERP Data Analysis  
Event-related potentials were computed for the 1000ms after the onset of the target word 
(the auxiliary verb) relative to a 200ms pre-stimulus baseline. All epochs were evaluated 
individually for EOG or other artifacts. Trials contaminated by artifacts were excluded from the 
averaging procedure, affecting 6.6% of all experimental trials. Statistical analyses on average 
voltage amplitudes were conducted separately for two time windows: 250 – 450 ms for the early 
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negativity and 500 – 800 ms for the P600. Following Lau, Holcomb & Kuperberg (2013), we 
divided 20 scalp electrodes into two levels of laterality (left vs. right) and two levels of 
anteriority (anterior vs. posterior), defining four quadrants: left anterior (FP1, F7, F3, FC5, FC1), 
right anterior (FP2, F8, F4, FC6, FC2), left posterior (CP5, CP1, P3, P7, O1) and right posterior 
(CP6, CP2, P4, P8, O2). We conducted repeated measures ANOVAs on time-window average 
ERPs in these four quadrants, fully crossing transitivity (transitive vs. intransitive) and 
grammaticality (grammatical vs. ungrammatical) with anteriority (anterior vs. posterior) and 
laterality (left vs. right). Since transitivity was manipulated between different items, we discuss 
effects of transitivity only when they interact with the effects of grammaticality. Significant 
interactions between transitivity and grammaticality were resolved by comparisons within each 
level of transitivity. Further, we computed standardized effect sizes (Pearson’s r) and their 
bootstrap confidence intervals (95% CI) for the contrasts between the grammatical and 
ungrammatical conditions in each time interval (see also Chow, Smith, Lau, & Phillips, 2016).  
Further, since half of the materials had a singular subject NP and the other half had a 
plural subject NP, we conducted an additional analysis to examine potential effects of the subject 
NP’s number feature on the ERP data in each time window. We expanded on the repeated 
measures ANOVAs described above to include subject number feature (singular vs. plural) as an 
additional within-participant factor, fully crossing it with transitivity, grammaticality, anteriority 
and laterality. 
Results 
Participants had an overall accuracy of 83% in their acceptability judgements (transitive-
grammatical: 82.2%; transitive-ungrammatical: 71.7%; intransitive-grammatical: 85.8%; 
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intransitive-ungrammatical: 92.1%). Their d-prime scores were 1.64 and 2.76 in the transitive 
and intransitive conditions respectively. A paired sample t-test revealed that comprehenders were 
more sensitive to the grammaticality of intransitive sentences than that of transitive sentences 
(t(26) = 9.66, p < .001).  
ERP data from correct and incorrect trials were analysed together. Additional analyses 
that looked at correct trials only revealed highly similar results and are reported in the 
Supplementary Materials. Figure 1 shows the grand average ERPs at the target word and the 
topographic distribution of the effects in the 250 – 450 ms and 500 – 800 ms intervals. Visual 
inspection of the data indicates that S-V agreement violations elicited an early posterior 
negativity in the intransitive sentences but not in the transitive sentences. Meanwhile, a P600 
effect was observed in both transitive and intransitive sentences.  
Figure 1. Grand average ERPs at 9 scalp electrodes and topographic distribution of ERP effects 
in the 250 – 450 ms and 500 – 800 ms intervals in the transitive (left) and intransitive (right) 
conditions. 
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These observations were confirmed by the statistical analyses. The standardized effect 
size (Pearson’s r) and 95% confidence interval for the contrasts between the grammatical and 
ungrammatical conditions in the two time intervals are presented in Table 2. 
In the 250 – 450 ms interval, the omnibus ANOVA revealed a main effect of 
grammaticality (F(1,26) = 4.39, p < .05) and a significant transitivity × grammaticality 
interaction (F(1,26) = 11.95, p < .01). Paired-sample t-tests within each level of transitivity on 
ERPs averaged across all scalp sites revealed a significant effect of grammaticality in the 
intransitive conditions (t(26) = 4.15; p < .001) but not in the transitive conditions (t(26) = -1.18). 
Further, analyses of effect sizes across the four quadrants showed that the effect was largest at 
posterior sites (see Table 2). These results show that S-V agreement violations elicited an 
increased posterior negativity in intransitive sentences only.  
In the 500 – 800 ms interval the omnibus ANOVA revealed a main effect of 
grammaticality (F(1,26) = 20.03, p < .001), a grammaticality × anteriority interaction (F(1,26) = 
5.81, p < .05), and a transitivity × grammaticality × laterality interaction (F(1,26) = 6.45, p < .05). 
The three-way interaction was followed up by a repeated measures ANOVA involving 
grammaticality and transitivity within each level of laterality, which revealed a main effect of 
grammaticality on both hemispheres (right: F(1,26) = 19.49, p < .001; left: F(1,26) = 19.05, p 
< .001) and a grammaticality × transitivity interaction on the left hemisphere only (F(1,26) = 
5.37, p < .05). This interaction was resolved by paired t-tests examining the effect of 
grammaticality on the left hemisphere within each level of transitivity, which revealed a 
significant grammaticality effect in both transitive (t(1,26) = -3.28, p < .01)  and intransitive 
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(t(1,26) = -3.99, p < .001) conditions.3 Along with the analyses of effect sizes across the four 
quadrants (see Table 2), these results show that S-V agreement violations elicited a late posterior 
positivity (P600 effect) in both transitive and intransitive sentences, but the effect was slightly 
more left-lateralised in the intransitive conditions than in the transitive conditions.  
Table 2. Standardized effect size (Pearson's r) and 95% confidence interval for the contrast 
between the grammatical and ungrammatical conditions in transitive and intransitive sentences in 
the 250 – 450 ms and 500 – 800 ms time intervals. The effect size of a contrast expressed in 
Pearson’s r is scaled to have an absolute magnitude between 0 and 1, with the sign indicating the 
direction of the differences. 
Transitive Intransitive
Quadrant Effect size r 95% CI Effect size r 95% CI Effect size r 95% CI Effect size r 95% CI
Left anterior 0.01 [-0.43, 0.37] 0.38 [0.01, 0.62] -0.50 [-0.71, -0.11] 0.50 [0.12, 0.69]
Right anterior 0.25 [-0.15, 0.53] 0.49 [0.15, 0.71] -0.37 [-0.62, 0.04] 0.45 [0.07, 0.66]
Left posterior 0.08 [-0.31, 0.44] 0.63 [0.37, 0.77] -0.66 [-0.78, -0.37] 0.70 [0.55, 0.80]
Right posterior 0.17 [-0.22, 0.50] 0.63 [0.34, 0.78] -0.62 [-0.76, -0.31] 0.62 [0.41, 0.76]
250-450ms 500-800ms250-450ms 500-800ms
 
The same pattern of results were obtained in the analyses in which the subject number 
feature was included as an additional factor (for complete ANOVA results see Table A3 in the 
Supplementary Materials). Crucially, none of the effects involving the subject number feature 
were statistically significant (all ps> .05).4 
                                                 
3 The transitivity × grammaticality × laterality interaction was also followed up by a repeated measures ANOVA 
involving grammaticality and both topographic factors within each level of transitivity. Similar results were obtained. 
We found a main effect of grammaticality in both transitive and intransitive sentences (transitive: F(1,26) = 13.67, p 
< .01; intransitive: F(1,26) = 14.27, p < .001), in addition to interactions between grammaticality and each 
topographic factor in the intransitive sentences (grammaticality × anteriority: F(1,26) = 8.15, p < .01; 
grammaticality ×laterality: F(1,26) = 5.19, p < .05). 
4 In order to explore potential relationships between participants’ ERPs in the two time windows and their 
behavioural responses, we used generalised mixed effects models to predict participants’ behavioural response to an 
acceptability judgement (yes vs. no) from their average ERP amplitude in each time window in a given trial, with 
the formula glmer(response ~ amplitude + (1|subj) + (1|item), family = 
“binomial”)in the lmer R package (version 1.1-12; Bates, Maechler, Bolker & Walker, 2015). The final models 
only included random by-subject and by-item intercepts in their random effect structure since models with a more 
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Discussion 
In the present study we investigated whether and how the processing of S-V agreement 
may differ between transitive and intransitive sentences in Basque. We found that S-V agreement 
violations consistently elicited a P600 effect in transitive and intransitive sentences alike, but this 
effect was preceded by a posterior negativity in the 250-450 ms interval only in intransitive 
sentences and not in transitive sentences.  
The presence of a P600 effect in the current study is in line with existing findings in 
Basque as well as other languages. This effect had a clear posterior distribution from its onset at 
around 500ms and remained so throughout the rest of the epoch. This topography is typical of 
P600 effects reported in the broader literature (Kaan & Swaab, 2003; Kutas & Hillyard, 1983; 
Osterhout & Mobley, 1995; van Petten & Luka, 2012) but does not provide support for proposals 
which take the P600 to reflect two different phases of processing (Barber & Carreiras, 2005; 
Carreiras et al., 2004; Friederici et al., 2001; Hagoort & Brown, 2000). 
Meanwhile, the observation of an early posterior negativity in the present study is also 
consistent with earlier findings in Basque (Zawiszewski & Friederici, 2009; Zawiszewski et al., 
2016). Given its posterior distribution, this effect is likely distinct from the left-anterior 
negativity (LAN) that has been reported in earlier studies in other languages and might be more 
similar to the N400. However, we refrain from labelling this early posterior negativity an N400 
effect mainly because the timing of this effect is not typical of an N400 effect. As noted in a 
                                                                                                                                                             
complex random effect structure failed to converge. The models revealed a large effect of participants’ ERPs in the 
500-800ms window on their behavioural response (estimate = -0.052, SE=0.006, z = -8.155, p < .001). The effect of 
participants’ ERPs in the 250-450ms window was also statistically significant, albeit much smaller in magnitude 
(estimate = -0.014, SE=0.007, z = 2.05, p = .04).  
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review by Kutas and Federmeier (2011), the latency of the N400 response is remarkably stable, 
peaking at around 400ms after stimulus onset across studies that vary greatly in their stimuli and 
tasks. However, the posterior negativity observed in the present study peaked at around 320ms 
after target word onset, which is considerably earlier than typical N400 effects (see also the early 
negativity in Experiment 1 in Zawiszewski & Friederici, 2009). Therefore, for the remainder of 
our discussion we will refer to this effect simply as an early posterior negativity. 
Further, participants’ d-prime scores showed that they were better at detecting S-V 
agreement violations in intransitive sentences compared to transitive sentences. Recall that all 
object NPs in transitive sentences were singular. One potential explanation for comprehenders’ 
lower accuracy in transitive sentences is that the subject and object NPs differed in their number 
features half of the time. However, this was not supported by the data, as participants’ average d-
prime score in transitive sentences was in fact lower when the subject NP was singular (1.26) 
than when it was plural (2.15). This suggests that their lower d-prime score in transitive 
sentences is not attributable to the presence of arguments with different number features in half 
of the sentences. Instead, this may be because the ‘–ak’ ending, found on singular transitive 
subjects, is ambiguous between marking an ergative singular and an absolutive plural. However, 
further work is needed to understand the effects of this ambiguity, as it did not appear to have the 
same effect in the intransitive conditions in the present study (singular ‘–a’: 2.50; plural ‘–ak’: 
2.79). 
Returning to the main research question of the current study, we presented in the 
Introduction three competing hypotheses about the ways in which S-V agreement processing 
may differ between transitive and intransitive sentences. The present results showed a qualitative 
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difference between the brain’s response to S-V agreement violations in transitive vs. intransitive 
sentences, which is in line with the prediction of the third and last hypothesis positing that 
distinct neurocognitive mechanisms are engaged in processing S-V agreement in these sentences. 
Why would S-V agreement be processed differently when it occurs in a transitive vs. 
intransitive sentence? The fact that we observed a qualitative, not quantitative, difference 
between transitive and intransitive sentences suggests that this is not due to the processor 
somehow simply being less sensitive to agreement violations in one than the other. Rather, we 
take this qualitative difference to reflect something about the nature of the agreement relation 
itself. 
One available explanation is that agreement with ergative subjects (those that occur with 
transitive verbs) is different from agreement with the absolutive subject of an intransitive verb. 
Specifically, work such as Moravscik (1974), Woolford (2006), and Bobaljik (2008) have 
suggested that some languages may disallow true agreement with ergatively-case marked 
subjects. Arregi and Nevins (2012) suggest that the grammatical dependency between 3rd person 
ergative subjects and the auxiliary verb in Basque is in fact clitic-doubling (a weak pronominal 
element, akin to those found with French subject clitics) and not agreement. This argument is 
based on a number of observations on how this marking differs from uncontroversial S-V 
agreement; for example, it does not vary with tense (much like pronominal clitics in French). 
The proposal, in essence, is that the auxiliary verb cannot actually support more than one 
instance of ‘true’ agreement. What is called ‘multiple agreement’ in the literature is actually true 
agreement with the absolutive argument (the subject of an intransitive verb, or the object of a 
transitive verb) plus something else. When there is a 3rd person ergative argument (subject of a 
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transitive verb), given that the main agreement relation has been ‘used up’ by the absolutive 
argument, the way to mark it on the verb is achieved by pronominal clitic doubling.   
While the P600 effect found in both transitive and intransitive sentences likely reflects a 
more general detection of a violation, for the early posterior negativity which was observed in 
intransitive sentences only, we propose that it tracks violations of true agreement. Specifically, 
the number mismatch between absolutive subjects and the auxiliary verb elicited an early 
posterior negativity in intransitive sentences because it was a violation of true agreement, but no 
early posterior negativity was observed in transitive sentences because the grammatical 
dependency between 3rd person ergative subjects and the auxiliary verb is not true agreement. 
These results are interesting, therefore, as they provide support for independent research in the 
literature suggesting that ergative ‘agreement’ does not always pattern the same as true 
agreement, and the early posterior negativity may be a neurophysiological signature for this 
difference.  
At first blush, these results seem to be divergent from those of earlier ERP studies on 
Basque agreement.  Specifically, the account that ergative agreement is not true agreement (and 
hence does not trigger an early posterior negativity when violations occur) might appear 
incompatible with the Zawiszewski et al.’s (2016) observation that S-V agreement violations 
elicited an early posterior negativity even when the subject was ergative. However, that study 
had a notable difference from the present one: all of the ergative subjects in question were 2nd 
person. Recall that the restriction on ergatives undergoing true agreement as developed in Arregi 
and Nevins (2012) was based on the pattern of 3rd person ergatives. Third person ergatives show 
a number of distinct properties from 1st and 2nd person ergatives, including a limitation in their 
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ability to undergo the Ergative Displacement operation found in Basque with 3rd person 
absolutive arguments, and the fact that 3rd person pronouns are derived from demonstratives 
(Hualde & Ortiz de Urbina, 2003). As a result, the S-V agreement violations with 2nd person 
ergatives in Zawiszewski et al.’s (2016) study are violations of true agreement and the observed 
early posterior negativity is compatible with the proposal that this ERP signature tracks true 
agreement relations. In this light, the results of Zawiszewski and Friederici (2009) could be 
potentially revealing to look into further as well, as they too found an early posterior negativity 
effect for S-V agreement violations, although their materials included a mixture of 1st, 2nd and 3rd 
person subjects. Potentially, separating out the ERP responses for S-V agreement violations for 
these different persons within the materials could reveal different ERP profiles than the picture 
obtained by averaging them together. Finally, Díaz et al (2011) only used 3rd person subjects and 
did not find an early posterior negativity to S-V agreement violations. This is again compatible 
with the view that the grammatical dependency between 3rd person ergatives and the auxiliary 
verb in Basque does not reflect true agreement. One additional prediction that emerges from our 
proposal is that O-V agreement violations, as the single instance of true agreement, should 
reliably elicit an early posterior negativity in Basque. This was indeed observed by Zawiszewski 
and Friederici (2009).  
The present results may pertain specifically to agreement processing in Basque (an SOV, 
ergative language), as existing research on languages with other morphosyntactic profiles present 
a more mixed picture in terms of when an early negativity (or a LAN) is elicited by agreement 
violations (Alemán Bañón & Rothman, 2016; Molinaro, Barber, Caffarra, & Carreiras, 2015; 
Molinaro et al., 2011; Tanner, 2015). Cross-linguistic comparison of structures parallel to these, 
as well meta-analyses of the conditions under which similar posterior negativities are elicited for 
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agreement violations (Guajardo & Wicha, 2014; Mancini et al., 2011; Shen, Staub, & Sanders, 
2013), will therefore be informative in further refining our understanding of the functional 
significance of this ERP component. 
We have advanced the claim that the lack of an early negativity effect in the transitive 
conditions results from the fact that the grammatical dependency between an auxiliary and a 3rd 
person ergative subject is not true agreement. We believe that these results are not attributable to 
the mere presence of the intervening object NP found in transitive sentences but not in 
intransitive sentences. Given a theoretical framework in which language processing operates 
over a content-addressable memory structure (e.g., Lewis, Vasishth, & Van Dyke, 2006; 
McElree, Foraker, & Dyer, 2003; Van Dyke & McElree, 2011), the presence of an additional 
definite NP could give rise to more similarity-based interference in the transitive sentences than 
intransitive sentences (e.g., Fedorenko, Gibson, & Rohde, 2006; Gordon, Hendrick, Johnson, & 
Lee, 2006; van Dyke & Johns, 2012). However, it is unclear how a quantitative difference in the 
amount of memory interference in these sentences would explain the qualitative difference we 
observed. Further, agreement attraction is also unlikely to explain the present results. This is 
because we deliberately avoided potential agreement attraction effects by using only singular 
object NPs in transitive sentences, as previous studies have demonstrated that only plural 
distractors give rise to agreement attraction effects (the plural markedness effect: Bock & Miller, 
1991; Pearlmutter et al, 1999).  
One prediction of our proposal, therefore, is that the same effects should be observed 
even when (i) an additional NP is introduced in intransitive sentences to match the transitive 
sentences in terms of the level of similarity-based interference (such as by modifying the subject 
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with a pre-nominal prepositional phrase, e.g., Gasteizko ministroa, meaning ‘the minister from 
Vitoria’), or (ii) the materials have a non-canonical OSV order, where the subject appears after 
the object and immediately before the verb (for related work on the effects of non-canonical 
OSV order on agreement processing in Basque, see Santesteban, Pickering, & Branigan, 2013).  
The overall contributions of the present study have been as follows. First, we have 
provided further electrophysiological evidence regarding the signatures of agreement violations 
in Basque, adding to the recent research efforts on this typologically distinct language. Further, 
the observation of a qualitative difference between S-V agreement violations in intransitives 
(where the subject is absolutive) and in transitives (where it is ergative) led us to integrate these 
results with a grammatical model in which these superficially similar agreement processes are 
actually distinct kinds of grammatical relations. In particular, we proposed that the early 
posterior negativity may be an index of true agreement. The present results underscore the 
importance of considering grammatical case as a factor that can influence the nature and 
processing of agreement.  
In Basque, as in other ergative languages, transitivity and ergative case are often found 
hand in hand. However, there are at least three ways that argument structure can be dissociated 
from ergative case marking, and these can potentially be manipulated in future studies. First, 
ditransitive verbs like ‘give’ take both indirect and direct objects and are arguably ‘more 
transitive’ than transitive verbs, but under the current model they are expected to show the same 
S-V agreement processing profile because the subject NP for both transitive and ditransitive 
verbs is marked ergative. Second, there is a small set of unaccusative verbs like ‘boil’ that 
exceptionally take ergative case marking on their single argument. As such, the present model 
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would predict no early negativity in response to agreement violations with these verbs, despite 
the fact that there is no object NP and thus no O-V agreement to compute. Finally, as one 
reviewer pointed out, in progressive transitive constructions involving the aspectual verb ari in 
Basque, both the subject and object NPs take absolutive case. In this case, even transitive verbs 
are expected to elicit an early negativity in response to S-V agreement violations. Therefore, 
future work can and should look at additional manipulations of argument structure in order to 
examine S-V agreement violations in cases where transitivity and ergative case marking do not 
fully align to examine whether the early negativity is elicited specifically by true agreement 
(agreement with an absolutive argument) and not by the argument structure of the verb per se. 
The fine-grained predictions brought forward by applying the current model to a language with 
many morphosyntactic variables to be compared and controlled mean that there is important 
work still to be done on the neurolinguistics of Basque agreement.  
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Supplementary Materials 
Table A1. ANOVA F-values at the target word (correct trials only). 
df 250-450ms 500-800ms
Omnibus ANOVA
transitivity 1,26 < 1 3.98^
grammaticality 1,26 4.79* 22.44**
transitivity × grammaticality 1,26 17.86** < 1
transitivity × ant 1,26 < 1 < 1
grammaticality × ant 1,26 < 1 7.67*
transitivity × lat 1,26 7.9** 14.02**
grammaticality × lat 1,26 5.61* 2.49
transitivity × grammaticality × ant 1,26 < 1 4.63*
transitivity × grammaticality × lat 1,26 < 1 5.67*
transitivity × ant × lat 1,26 6.74* 5.33*
grammaticality × ant × lat 1,26 1 1.95
transitivity × grammaticality × ant × lat 1,26 < 1 < 1
Topographic factors: ant = anteriority; lat = laterality.
** p  < .01
* p  < .05
^ .05 < p  <.1  
Table A2. Standardized effect size (Pearson's r) and 95% confidence interval for the contrast 
between the grammatical and ungrammatical conditions in transitive and intransitive sentences in 
the 250 – 450 ms and 500 – 800 ms time intervals (correct trials only). 
Transitive Intransitive
Quadrant Effect size r 95% CI Effect size r 95% CI Effect size r 95% CI Effect size r 95% CI
Left anterior 0.08 [-0.31, 0.45] 0.56 [0.25, 0.73] -0.60 [-0.75, -0.33] 0.48 [0.11, 0.70]
Right anterior 0.27 [-0.10, 0.58] 0.64 [0.35, 0.80] -0.51 [-0.71, -0.17] 0.39 [0.03, 0.62]
Left posterior 0.12 [-0.27, 0.47] 0.67 [0.41, 0.80] -0.65 [-0.78, -0.38] 0.72 [0.60, 0.81]
Right posterior 0.21 [-0.22, 0.54] 0.71 [0.47, 0.82] -0.62 [-0.76, -0.31] 0.63 [0.39, 0.76]
250-450ms 500-800ms 250-450ms 500-800ms
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Table A3. ANOVA F-values at the target word in the additional analysis which included the 
number feature of the subject as an additional within-participants factor (all trials). 
df 250-450ms 500-800ms
Omnibus ANOVA
transitivity 1,26 < 1 8.15**
grammaticality 1,26 3.85^ 21.94**
number 1,26 < 1 < 1
transitivity × grammaticality 1,26 11.22** 3.56^
transitivity × number 1,26 1.42 < 1
grammaticality × number 1,26 < 1 < 1
transitivity × ant 1,26 < 1 < 1
grammaticality × ant 1,26 1.25 5.6*
number × ant 1,26 1.47 < 1
transitivity × lat 1,26 7.27* 12.84**
grammaticality × lat 1,26 4.7* 1.11
number × lat 1,26 < 1 < 1
transitivity × grammaticality × number 1,26 3.59^ 4.13^
transitivity × grammaticality × ant 1,26 < 1 1.22
transitivity × number × ant 1,26 2.84 3.82^
grammaticality × number × ant 1,26 4.03^ 3.01^
transitivity × grammaticality × lat 1,26 < 1 6.72*
transitivity × number × lat 1,26 < 1 < 1
grammaticality × number × lat 1,26 < 1 1.22
transitivity × ant × lat 1,26 9.73** 9.1**
grammaticality × ant × lat 1,26 2.12 2.6
number × ant × lat 1,26 < 1 2.35
transitivity × grammaticality × number × ant 1,26 < 1 < 1
transitivity × grammaticality × number × lat 1,26 1.86 2.21
transitivity × grammaticality × ant × lat 1,26 < 1 < 1
transitivity × number × ant × lat 1,26 3.23^ 2.21
grammaticality × number × ant × lat 1,26 < 1 < 1
transitivity × grammaticality × number × ant × lat 1,26 < 1 < 1
Topographic factors: ant = anteriority; lat = laterality.
** p  < .01
* p  < .05
^ .05 < p  <.1  
