We develop an automated method to determine the foveola location in macular 3D-OCT images in either healthy or pathological conditions. Structural Support Vector Machine (S-SVM) is trained to directly predict the location of the foveola, such that the score at the ground truth position is higher than that at any other position by a margin scaling with the associated localization loss. This S-SVM formulation directly minimizes the empirical risk of localization error, and makes efficient use of all available training data. It deals with the localization problem in a more principled way compared to the conventional binary classifier learning that uses zero-one loss and random sampling of negative examples. A total of 170 scans were collected for the experiment. Our method localized 95.1% of testing scans within the anatomical area of the foveola. Our experimental results show that the proposed method can effectively identify the location of the foveola, facilitating diagnosis around this important landmark.
Introduction
The foveola is an important anatomical landmark for retinal image analysis [1] . It is located in the center of the macula, responsible for sharp central vision. Several clinically-relevant indices are measured with respect to the foveola location, such as the retina's average thickness, or drusen size within concentric circles around the foveola [1, 2] . In addition, many macular diseases are best observed around the foveola, such as macular hole, and age-related macular degeneration [3] . Therefore, the localization of the foveola in retinal images is an important first step for diagnosis and longitudinal data analysis.
There has been extensive work in determining the foveola location in 2D color fundus images [1, 4] . However, there has been no published work on automated foveola localization in retinal 3D-OCT images. Researchers in ophthalmology typically need to determine this landmark in 3D-OCT images manually [2, 3] .
Examples of the foveola location in 3D-OCT images are illustrated in Fig. 1 , where the OCT en-face is a 2D image generated by projecting the 3D-OCT volume along the z (depth) axis, a x-y plane analogous to the fundus image. Examples of the foveola's (x,y) location in normal and diseased cases. On the en-face image, the (x, y) location is marked by a green circle, while in the corresponding x-z (horizontal) and z-y (vertical) slice, the x and y location is shown in green and yellow line, respectively. (The 3D scan is normalized to 200x200x200 dimension.)
From Fig. 1 , we can see that the localization task is not trivial, since the foveola can have significant appearance changes due to various ocular diseases. In the literature, an object localization or detection task is usually formulated as a discriminative binary classification problem [5] [6] [7] , where zero-one loss term is employed. In training, the annotated ground truth locations form the positive set, while a number of negative examples are typically randomly-sampled. Each negative example is treated equally negative, regardless of its distance or area of overlap to the ground truth. Thus, the loss function used in training may not be the same as the one utilized in performance evaluation in testing (e.g. the Euclidean distance). This scheme has been applied to localizing organs in whole-body scans [5] and detection of liver tumors [6] .
Recently Blaschko et. al [8] proposed to pose the object localization task as a structural prediction problem. Specifically, they adopted Structural Support Vector Machine (S-SVM) formulation [9, 10] to directly predict the coordinates of the target object's bounding box in a 2D image. S-SVM learns to predict outputs that can be a multivariate structure. The relationship between a possible output and the ground truth is explicitly modeled by a desired loss function. During training, the constraints state that the score at the ground truth should be higher than that of any other output by a required margin set to the loss term [9] . This formulation considers all possible output locations during training, and directly minimizes the empirical risk of localization. They have shown that the S-SVM outperforms binary classification for object localization in several 2D image datasets. However, S-SVM has not yet been applied to medical image analysis.
In the context of our task, the output space is the space of possible locations of the foveola in the 3D-OCT scan, which makes this problem a multivariate structural prediction problem. We adopt S-SVM framework to directly minimize the localization risk during training. A coarse-to-fine sliding window search approach is proposed to efficiently find the most-violated constraint in S-SVM's cuttingplane training and in prediction. In feature construction, multi-scale spatiallydistributed texture features are designed to encode the appearance in the neighborhood of any candidate 3D position. We conducted experiments to compare S-SVM's performance with a human expert, and with the binary SVM classifier to validate our approach.
This paper makes three main contributions: (1) Introduce a formulation of the foveola localization problem in 3D-OCT as structured output prediction, which can be solved using S-SVM method. (2) Propose a coarse-to-fine sliding window-based approach to identify the most-violated constraint during S-SVM training. (3) Demonstrate high prediction accuracy using a dataset of 170 scans.
Approach

Formulation of Structural SVM in Foveola Localization Task
For our task, the optimization problem is formulated as follows: given a set of training scans (a 1 , ..., a n ) ⊂ A and the annotated foveola locations (b 1 , ..., b n ) ⊂ B, the goal is to learn a function g : A → B with which we can automatically label novel images. Note that since there is no consensus in defining the z (depth) location of the foveola in ophthalmology, we consider the output space B consisting of only the (x, y) labels. The extent of the retina in z direction can be estimated by a separate heuristic procedure and serves as an input for feature extraction (explained in Section 2.3).
The mapping g is learned by using the structured learning formula [9] as
where
is a linear discriminant function that should give a large score to pair (a, b) if they are well-matched, φ(a, b) is a feature vector associating input a and output b, and w is the weight vector to be learned. To learn w, we use the following 1-slack margin-rescaling formulation of S-SVM [9] , min w,ξ≥0
where Δ(b i ,b i ) is the loss function relating the two outputs, and is set to b i −b i 2 representing their Euclidean distance, ξ is the slack variable, and C is a free parameter that controls the tradeoff between the slack and model complexity. The constraints state that for each training pair (a i , b i ), the score w, φ(a i , b i ) for the correct output b i should be greater than the score of all other outputs b i by a required margin Δ(b i ,b i ). If the margin is violated, the slack variable ξ becomes non-zero. In fact, ξ is the upper bound of the empirical risk on the training set [9] , and is directly minimized in the objective function. Algorithm 1. S-SVM training with margin-rescaling and 1-slack [9] Input: Examples S = { (a1, b1) , ..., (an, bn)}, C, ; Init:
Note that the number of constraints in Eq. (3) is intractable, with the total number of constraints in O(|B| n ). By using the cutting-plane training algorithm [9] (presented in Algo. 1 for completeness) that employs constraint-generation techniques, this large-scale optimization problem can be solved efficiently. Briefly, the weight vector w is estimated using a working set of constraints W which is set to empty initially, and new constraints are then added by finding theb i for each a i that violates the constraint the most (i.e., has the highest sum of the score function and the loss term). These two steps are alternated until no constraint can be found that is violated by more than the desired precision . This generally ends with a small set of active constraints [9] . Note that when the algorithm terminates, all constraints in B n are satisfied within precision .
Finding the Most-Violated Constraint and Prediction
Note that in Algo. 1, we need an efficient method to
for each a i , so as to construct the next constraint. Similarly, in prediction, it is desirable to efficiently deriveb = argmax b w, φ(a, b) for a novel input a. Previous work [8] addressed the above problems using a branch-and-bound procedure which exploited a bag-of-words feature model. Unfortunately such a technique cannot be easily adapted for the dense feature vectors (Section 2.3) needed for OCT image analysis. As an alternative, we propose to use a coarse-to-fine sliding window search approach to approximately obtain the desired result. Specifically, we first search the entire output range (x= [1 200 ], y=[1 200]) with 16-pixel spacing in both x and y, to identify the coarse position with the maximum score. The subsequent search ranges are ±48, ±8, ±4 in both x and y, with the sliding window centered around the previously found best location, at 4, 2, and 1 pixel spacing, respectively. A similar search strategy has been used for object detection [7] with a conventional classifier for improving the search speed.
Image Pre-processing and Feature Construction
We now describe the construction of our feature vector φ(a, b) . First, before we can reliably extract features from a raw scan, a necessary pre-processing is z-y x-z en-face to conduct eye-motion correction for restoring the 3D integrity of the volume. We apply Xu's [11] method to correct the eye motion artifacts, which usually produces a corrected volume with a roughly flattened retinal pigment epithelium (RPE) layer (the bottom retinal layer that shows high intensity in OCT images). This effect largely reduces the appearance variations across scans caused by different retinal curvatures or imagining deviation.
Before we can extract a volumetric feature vector centered at a candidate foveola location (x,y), we need to decide the retina's spatial extent in z. We now describe an empirical procedure to identify the maximum z value,ẑ, for analysis. We begin by estimating an average z position of the RPE layer in the volume. For each x-z slice, we find one row z that has the maximum average energy in the slice. This is usually located at the bottom RPE layer, but could sometimes map to the top nerve fiber layer. Then, the maximum z value among all x-z slices is found, and only the z within a specified distance to this maximum are retained, in order to exclude outliers. The z location of the RPE layer is estimated by taking the average of these retained z values. We found that this procedure can robustly derive the desired results (light blue line in Fig. 2(a) ). We then set z = (z RPE + 1 10 dim z) as the largest z position for further analysis. In constructing the feature φ(a, b) for a candidate output b = (x, y), we compute features within the neighborhood centered at (x, y, z), where z = (ẑ − 1 4 dim z). Specifically, we calculate features in the three orthogonal context windows (in en-face, x-z slice, and z-y slice) centered at (x, y, z). The window width/height is set to be 1 2 dim size for each dimension. For each window, we divide it into 6x6 spatial cells, and compute intensity mean and gradient orientation histogram [12] with 16 angular bins for each cell. The same feature types are also computed for the down-scaled volume with 3x3 spatial grids. An example is shown in Fig. 2 . To reduce the boundary effect, we also include the 5x5 and 2x2 central overlapped cells in the two scales, respectively. These measurements are concatenated to form an overall appearance descriptor. Also, since the relative location to the scan center is also a useful cue, we include (dx, dy) = (
, |y−scan center y| dim y ) in our overall descriptor. 
Experimental Results
We collected a large sample of 3D SD-OCT macular scans (200x200x1024 or 512x128x1024 protocol, 6x6x2 mm; Cirrus HD-OCT; Carl Zeiss Meditec). Each scan is then normalized to be 200x200x200 in x, y, z. For each scan, two ophthalmologists labeled the (x, y) location of the foveola independently. We then included a total of 170 scans from 170 eyes/126 subjects in which all scans have good expert labeling agreement (distance ≤ 8 pixels). One expert's labeling was adopted as the ground truth while the other was used to assess the inter-expert variability. We split the dataset to a training and a testing set such that they have similar disease distributions, and eyes from the same subject were assigned to the same set. The statistics of our dataset is detailed in Table 1 .
We conducted experiments to compare the performance of the proposed S-SVM with binary SVM (B-SVM), both using linear kernel for localization efficiency. We used SVMStruct package [13] and SVMLight [14] for S-SVM and B-SVM, respectively. The precision is set to 0.1 and the parameter C is set by performing 2-fold cross validation on the training set. In B-SVM training, for each training scan, we sampled k locations which are at least 8 pixels away from the ground truth as negative examples. We tested for k = 1, · · · , 5, 10, 25, 50. The best result of B-SVM was reported for comparison to S-SVM.
The mean and median localization distance of the S-SVM, B-SVM (best k = 1), and the second human expert are detailed in Table 2 . The results for the percentage of scans within various precision are shown in Table 3 . From Table 2 the performance of the second expert is the best, followed by S-SVM, and then B-SVM. The labeling difference between S-SVM and the second expert is only 1.25 pixels on average, though this is statistically significant (t-test, p 0.001). From Table 3 , our S-SVM can localize 95.1% of scans within 6 pixels, well within the foveola's diameter (12 pixels). Example outputs of S-SVM are in Fig. 3 .
In comparison to B-SVM, S-SVM achieved smaller median, mean and standard deviation in all cases as shown in Table 2 , and their performance difference is statistically significant (t-test, p = 0.004). From Table 3 , S-SVM also shows larger percentage of scans within anatomical foveola area (95% vs. 87%). S-SVM's better performance is intuitively due to its direct minimization of the localization risk, and its efficient use of all negative locations (the final constraint size |W | = 22). In addition, we observed that when using B-SVM, sampling more negative examples (≥ 3 per scan) in training doesn't give us higher performance (some scans have ≥ 20 pixel errors). This is likely due to the higher imbalanced sample number between the two classes that can result in classifier degeneration. Our results demonstrate the value of the proposed S-SVM approach.
The running time of the training of our S-SVM is about 5 hours while for a B-SVM is 1 hour (with 2.67GHz CPU, Matlab+SVM software). Both methods gave the prediction result in 1 minute for each scan. This running time can be improved by parallelizing the score evaluations in sliding window search for both methods, and the loop in finding the most-violated constraint in S-SVM training.
Conclusion
In this paper, we propose an effective approach to determine the location of the fovea in retinal 3D-OCT images. Structural SVM is learned to directly predict the foveola location, such that the score at the ground truth position is higher than that of any other position by a margin set to the localization loss. This S-SVM formulation directly minimizes the empirical risk of localization, naturally fitting the localization problem. A coarse-to-fine sliding window search approach is applied to efficiently find the most-violated constraint in the cutting-plane training and in prediction. Our results show that S-SVM outperforms B-SVM, and is within only 1.25 pixel difference on average compared to the second expert.
Our results suggest that the S-SVM paradigm, using the efficient coarse-tofine sliding window approach during training, could be profitably applied in a broad range of localization problems involving medical image datasets.
