Suppose that, under a semiparametric model setting, one is interested in drawing inferences about a finite-dimensional parameter vector /? based on an estimating function. Generally a consistent point estimator /J for /? 0 , the true value for /J, can be easily obtained by finding a root of the corresponding estimating equation. To estimate the variance of ft, however, may involve complicated and subjective nonparametric functional estimates. In this paper, a general and simple resampling method for inferences about jS 0 based on pivotal estimating functions is proposed. The new procedure is illustrated with the quantile and rank regression models. For both cases, our proposal can be easily and efficiently implemented with existing statistical software.
INTRODUCTION
Suppose that we are interested in drawing inferences about /?, a p x 1 vector of parameters, based on a random observable quantity X through an estimating function S x (fi). If E{S X {P O )} =0, a consistent point estimator /? for p 0 , the true value of p, usually can be obtained by solving the equation: S x (f}) = 0. If the function S X (P) is smooth enough in /?, generally the distribution of /? is approximately normal with mean f} 0 . The corresponding variance is simply A~1(P 0 )v&r {S x (fl 0 )} {A'Uio)}' 1 , where A{fl) is the expected value of the derivative of S X (P) with respect to /?. Inferences about /? 0 may then be made based on these large-sample properties of /?. Often, under a semiparametric model setting, the estimating function S may not be smooth. Although under some regularity conditions the large-sample distribution of ft is still normal, the above matrix A(p) may involve the unknown underlying density functions. Complicated and subjective nonparametric functional estimates are needed to estimate the matrix A. For example, suppose that we are interested in fitting the data X, which consist of the responses {Y t , i = 1,..., n} and the covariates {z h i = 1,..., n}, with a simple heteroscedastic median regression model. That is, Y ( = P'Zi + e,-, where e ; has median 0 for i = 1,..., n (Koenker & Bassett, 1978) . The error terms e's are assumed to be independent, but may not be identically distributed. Conditioning on the independent variable z, the distribution function of e is completely unspecified. A commonly-used estimating function S for ft is where /(.) is the indicator function. Note that this estimating function S is not continuous in p. Recently, in an unpublished paper from Harvard Institute of Economic Research, G. Chamberlain has shown that for large n the distribution of /? is approximately normal, but the variance of /? is rather difficult to estimate well directly for the heteroscedastic case.
In this paper, a general and simple resampling method based on pivotal estimating functions S X (P) is proposed for inferences about /? 0 . The new procedure, given in § 2, does not involve any complicated and subjective nonparametric functional estimate. Our proposal is illustrated with quantile and rank regression models in § § 3 and 4. For both cases, we show that the new method can be easily and efficiently implemented with existing statistical software.
A GENERAL RESAMPLING METHOD
Suppose that the random vector S x (f} 0 ) is exactly or asymptotically pivotal. That is, the exact or limiting distribution of S x (fi 0 ) can be generated by a p x 1 random vector U whose distribution function is completely known or can be estimated consistently. For example, U may be a mean 0 Gaussian random vector whose covariance matrix can be estimated consistently from the data. Let x be the observed value of the random quantity X. Then, at least in theory, a 1 -a confidence region D for f} 0 may be obtained by collecting all the P's such that S x (j3) e C, where pr (U e C) is at least 1 -a, exactly or asymptotically. In practice, however, it may be difficult to choose an appropriate set C in R p to construct the desired region D, especially when p is large. Now, let us define a random vector p v which is a solution to the stochastic equation:
is exactly pivotal and S x (f}) is a one-to-one function in /?, then p v generates a joint fiducial distribution of /? (Buehler, 1983, pp. 76-7) . When p = 1, one may use this distribution to choose a desired 1 -a fiducial interval D which, by definition, is also a 1 -a confidence interval for /? 0 . With the presence of nuisance parameters, however, such an interval D obtained from the marginal fiducial distribution for the parameter of interest may not have the correct coverage probability (Buehler, 1983, pp. 78-9) . We show in this paper that, for a rather general estimating function S x ((}) which satisfies two mild conditions (AM) and (Al-2) in Appendix 1, the above D is a valid confidence interval asymptotically. Specifically, we demonstrate that, for any realization x of X, the conditional distribution of (/? -fl v ) is asymptotically identical to the unconditional distribution of (ft -Po) (Appendix 1), where ft is the observed ft. If the distribution of f} v can be easily generated, inferences about any specific component of p 0 may be made based on the corresponding marginal distribution of p v .
In practice, the distribution of p v can be estimated using a resampling method through U. First, we generate a large random sample {uy,j = l,...,M} from U. Then, for each realized sample Uj, we obtain a solution fl Uj by solving the equation: S x (P Uj ) = Uj (j = 1,..., M). The theoretical distribution of p v can be approximated by the usual empirical distribution function based on {fi Uj ; j = 1,..., M).
It is important to note that to make the above resampling method feasible for practical usage, efficient numerical algorithms for solving the equation: S x (/? u ) = u are needed. In the next two sections, we use quantile and rank regression models to illustrate our proposal. For both cases, reliable and easily accessible statistical software exists for solving the above equation.
HETEROSCEDASTIC QUANTILE REGRESSION
Let T be a number between 0 and 1. Let Y t be the ith response variable and z, be the corresponding covariate vector, i = l,...,n.
Also, let the lOOrth percentile of Y t be P' o z t . Then, one may use the following estimating function S X (P) to make inferences about f} 0 : & Koenker, 1982) . This optimization problem can be easily handled by linear programming techniques (Barrodale & Roberts, 1973 ). An efficient algorithm developed by Koenker & D'Orey (1987) is available in S-PLUS to obtain such an estimate /) for the quantile regression model. Note that S X (P O ) is a pivotal quantity. Its distribution can be generated exactly by a random vector U which is a weighted sum of independent and centred Bernoulli variables: n~* £ zA^ -T), where the sum is over the range i = 1,...,«, and where {^,} is a random sample from a Bernoulli random variable with a 'success' probability T. In Appendix 2, we show that the estimating function (31) satisfies (All) and (Al-2). Therefore, for large n, the distribution of (/? -/J o ) can be approximated by the conditional distribution of
C
To generate the distribution of f} v empirically, we need to know how to solve efficiently the equation, S x (/?) = u, for a given realization u of U. To this end, let y t be the observed value of Y { (i = 1,..., n). We then artificially create an extra data point y n + l and z n + 1 , where z n + 1 is M*U/T and y n + l is an extremely large number such that I()>n+i -P' z n+i < 0) is always 0. Furthermore, let S*{P) be Then, rinding a solution S x (p) = u is equivalent to solving the equation: S*(p) = 0, which can be done using existing statistical software for the point estimation of the quantile regression coefficients. Now, we use an example to illustrate the above procedure. The data of the example were collected on survival times in patients undergoing a particular type of liver operation (Neter, Wasserman & Kutner, 1985, p. 419) . The aim of the study was to examine the effects from various prognostic variables on patient's survival. Observations from 54 patients were collected in this example. From each patient record, four potential predictors were extracted from the preoperational evaluation. They are blood clotting score, prognostic index, enzyme function test score, and liver function test score. With the intercept term, the covariate z is a 5 x 1 vector and the response variable is the base 10 logarithm of the patient's survival time. For simplicity, we only analyzed the data with a median regression model. That is, we let x be 0-5 in (31). The resulting point estimate ft is reported in Table 1 under the headings 'median regression' and 'new method'. To obtain an estimate of the covariance matrix for /?, we generated 1000 samples {uj} from the random vector U. The covariance matrix of ft was then estimated by f 1000 1
The corresponding estimated standard errors are reported in Table 1 . It appears that only the fourth covariate 'liver function test score' is not a significant predictor for the patient's survival. We also analyzed the present data with the heteroscedastic boostrap method (Efron, 1982, p. 36) . That is, we resampled the (y, z) pairs with replacement instead of resampling the residuals from the fitted regression model. For each bootstrap sample, we obtained an estimate /? B using the estimating function (31). The standard error estimates under the heading 'boostrap' presented in Table 1 are based on 1000 bootstrap samples. The results from the bootstrap method are very similar to those obtained from our resampling procedure. As far as we know, however, there is no analytical proof that the boostrap method is valid for the general quantile regression model.
In Table 1 we also report the results from an analysis done with the commercial statistical package STATA. The standard error estimates obtained from the bootstrap and the new method are larger than those from STATA. Note that, regardless of the technique used to estimate the standard errors, the point estimates are all the same. It is also important to note that the variance estimates of the median regression coefficient estimates used in STATA were obtained under a strong assumption, that is, the errors {ej are independent of the covariates {z,} (Computing Resource Center, 1992, p. 135) . For the heteroscedastic case, those variance estimates may not be valid.
For practical sample sizes, it is important to know if it is appropriate to use the resampling distribution of (j? -fi v ) to approximate the unconditional distribution of (/? -/J o ). To this end, simulation studies were carried out. The results indicate that under the median regression model with the estimating equation (31) this approximation is fairly satisfactory even for moderate sample sizes. For example, in one of the numerical studies, we generated 1000 samples {(y h zj, i = 1,..., 50} with jl 0 = (0,1,1)'. For each of those 1000 samples, the first components of {z,} were all l's and the second components were a realization of a random sample from a Bernoulli population with a success probability \. The third components were a realization of a random sample from the standard normal, which was independent of the previous Bernoulli variable. The {y t } were then generated with the errors {e,} being a random sample from various distributions. For each simulated sample {(y h z,), i = 1,..., 50}, the distribution of (/? -p v ) was estimated based on 1000 samples from U.
The standard, percentile, and bias-corrected methods (Efron & Tibshirani, 1986, pp. 67-70) were then used to construct confidence intervals of the regression coefficient corresponding to the continuous covariate. The empirical coverage probabilities and estimated average lengths for these intervals are summarized in Table 2 . In general, we find that the resampling interval procedure with the standard method performs well. The percentile method appears to be slightly conservative while the bias-corrected method does not appear to offer significant improvement over the standard method. For comparisons, we also report the results based on the boostrap method and the procedure used in STATA in the table. We find that the intervals obtained from STATA and the bootstrap method are similar to ours in terms of the empirical coverage probability and the average interval length. However, if the variance of e, -is not constant, for example the variance is proportional to the absolute value of the continuous covariate, the empirical coverage probabilities of confidence intervals obtained from the commercial package STATA can be extremely low; see Table 2 (c).
To examine the adequacy of usjng the distribution of (/? -p v ) to approximate the unconditional distribution of (/? -jS 0 ) globally, 1000 random samples {(y t , z,), i = 1,..., 200} were generated from the above model. The distribution of (j8 -/? 0 ) was estimated using the empirical distribution function based on the corresponding 1000 realized /Ts. The resulting distribution function for the third component of (/? -f} 0 ) is given in Fig. 1 . We then randomly selected two samples from the above 1000 samples. For each selected sample, the distribution of (J3 -(5 V ) is estimated based on 1000 random samples generated from U. The two estimated distribution functions, denoted by the dotted curves, for the third component of (J3 -($ v ) are also displayed in Fig. 1 . These two dotted curves appear to be fairly accurate approximations to the solid curve^ which should be very close to the true distribution function of the third component of (/? -/? 0 ). 
RANK REGRESSION
Again, let us assume that 1^ = P'z t + e, -(i = 1,..., ri) but {e,} are now independent and identically distributed. Note that the vector /J does not include the intercept term. The estimating function S X (P) based on ranks is
where <j> is an increasing function, i?(e,) is the rank of e f among {sj, j = 1,..., n} and z is the mean of {z,} (Hettmansperger, 1984, p. 235) . Note that the function (j> may depend on n. The limiting variance of n*/? depends on the unknown density function of the error term (Hettmansperger, 1984, p. 241 ...,n, and where (n^,..., n n ) is a random permutation of (1,..., n). If there are ties, we use mid-ranks. In Appendix 3, we show that under the rank regression model the distribution of (/? -/? 0 ) can be approximated by the distribution of {B v -fl). Now, given a realization u from U, consider the problem of solving the equation: S X {B) = u. As for quantile regression, we artificially create an extra data point (y n+ i, z n+1 ), where y n+1 is an extremely large number such that is always {n + 1), z (n+1) is and ^ = n" 1 £^(i)> where the sum is over i = 1,..., n. Let S*(B) be n + l where z* is the mean of z t for i = 1,..., (n + 1). Then, finding B u such that £*(/?") = u is equivalent to solving the equation S*(P U ) = 0, which can be done using the RREGRESSION program in MINITAB. For the 'surgical unit' example, the rank estimates for the regression coefficients with <j> the identity function, i.e. the Wilcoxon score function, are fairly close to those for the median regression (Table 1 ). The corresponding estimated standard errors were obtained from 1000 samples generated from U. For this example, our rank procedure gives smaller confidence intervals than the median regression counterpart does. However, if the assumption of a location model with a linear regression function is false, the rank interval procedures may not be valid. For practical sample sizes, the new resampling method for the rank regression performs well if the distribution of the error term is indeed free of the covariates. For example, with the Wilcoxon score and the same set-up used in the previous section, the empirical coverage probabilities of the 095, 0-90 and 0-85 rank intervals of the regression coefficient corresponding to the dichotomous covariate are 095, 091 and 085, respectively, when the error term is the standard normal and the sample size is-50. On the other hand, if the error term depends on the covariates, then the rank procedure may produce rather liberal intervals.
REMARKS
Like the bootstrap method, our proposal is useful when the point estimate /? for the parameter of interest can be easily obtained, but its variance may be difficult to estimate well by conventional methods.
In simulating the distribution of f} v , the problem of choosing an appropriate number M of samples {Uj, j,..., M) is similar to that of choosing the number of bootstrap samples in the bootstrap method. In practice, we may construct the desired intervals based on, say, 500 resamples. Then, we repeat the same type of analysis with M = 1000. If there is not much practical difference with respect to the resulting confidence intervals between these two analyses, further resampling may not be needed.
Recently Keaney & Wei (1994) have successfully applied the resampling method proposed here to an interesting and important problem in monitoring clinical trials based on median survival times.
APPENDIX 2

Quantile regression
Suppose that (If -P' o z t ) has a unique median at 0 and has a continuous density function /, such that fi(0) > a positive constant. Let F t be the distribution function for /;. To check if S X (P) satisfies (All), one can use Theorem 1 of Lai & Ying (1988) Rank regression For rank statistics, if we let /?* be /? 0 , then (All) is a slight generalization of the well-known almost sure linearity for linear rank statistics (Sen, 1981, Ch. 4 for any e>0, where sup is over any bounded region. Since §<j>{EFp(t)} dEFp z (t) is a differentiable function of p, (All) is satisfied with c n = n" 1/3 and A being the limit of Here F and / are the distribution and density functions of the error term. Furthermore, using the monotonicity property of the rank statistics we can show that the minimum value of over \\P-Po\)>n~1 13 is at least of the order n 1 ' 6 . By (A31), S X {P) has the same order over WP-PoW ^n 113 . Therefore, (Al-2) is also satisfied.
