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a b s t r a c t
A singularly perturbed one-dimensional two point boundary value problem of reac-
tion–convection–diffusion type is considered. We generate a C0-collocation-like method
by combining Galerkin with an adapted quadrature rule. Using Lobatto quadrature and
splines of degree r , we prove on a Shishkin mesh for the qualocation method the same
error estimate as for the Galerkin technique. The result is also important for the practical
realization of finite element methods on Shishkin meshes using quadrature formulas. We
report the results of numerical experiments that support the theoretical findings.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
We consider the singularly perturbed boundary value problem
Lu := −εu′′ − bu′ + cu = f in (0, 1)with u(0) = u(1) = 0, (1.1)
where the parameter ε is small and positive and b, c, f are smooth functions with
b(x) > β > 0 in [0, 1]. (1.2)
Note that for sufficiently small ε, condition (1.2) implies that
c(x) > γ > 0 in [0, 1], (1.3)
for some given γ , can always be ensured by the simple change of variable v(x) = eδxu(x). Assuming (1.2), it can also be
supposed c + 12b′ > 0.
While the theory of finite element methods for solving (1.1) is well developed [1,2], there is not so much known
concerning collocation based on splines of higher degree. The collocation method is simpler to implement but has a more
delicate convergence analysis than the Galerkin method. In most papers concerning collocation on layer adapted meshes
the authors study quadratic C1-splines (this means globally C1) and interpret the method as a finite difference method,
∗ Corresponding author. Tel.: +381 216350770; fax: +381 216350770.
E-mail addresses: hans-goerg.roos@tu-dresden.de (H.-G. Roos), zora@uns.ac.rs (Z. Uzelac).
0377-0427/$ – see front matter© 2012 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2012.06.028
H.-G. Roos, Z. Uzelac / Journal of Computational and Applied Mathematics 237 (2013) 556–564 557
see [3] and the literature quoted. The only exception concerning a different analysis is [4] where also quadratic C1-splines
are studied (for a reaction–diffusion problem) but new tools are developed for proving error estimates.
It seems that the C1 collocation method is not the optimal method for solving (1.1) because it requires non-optimal
smoothness on the solution (compare [5]). Therefore we try to combine Galerkin and collocation in generating collocation
by Galerkin with an adapted quadrature rule. For solving boundary integral equations, this qualocation technique is well
known [6]. Our method is based on the paper of Leyk [7] concerning C0-collocation in the non-singularly perturbed case.
Using splines of degree r , we shall prove, on a Shishkin mesh, for the error of the qualocation method in the ε-weighted
H1 norm (see Section 2):
∥u˜N − u∥ε ≤ C(N−1 lnN)r ,
i.e., the same error estimate as for the Galerkin technique. We use Lobatto, Radau quadrature, because then the method is
closely related to collocation. But our error estimates also hold true for the Galerkin finite element method combined with
quadrature formulas. If the quadrature formula has the same exactness degree as Lobotto quadrature (for instance, Radau
or Gauss–Legendre), one obtains the same error estimate as for the ‘‘theoretical’’ method where all integrals are computed
exactly. Remark that we do not know any result in that direction in the literature of singularly perturbed problems. An
exception is [8], where b, c and f are piecewise polynomial approximated, and then all integrals are computed exactly.
2. The method on an arbitrary mesh
Let the mesh be defined by 0 = x0 < x1 < · · · < xN = 1 and hi = xi+1 − xi. Denote by VN ⊂ H10 (0, 1) the finite element
space of continuous, piecewise polynomials of degree r ≥ 1. Introducing the bilinear form
a(w, v) := ε(w′, v′)+ (−bw′ + cw, v),
the finite element approximation uN ∈ VN solves
a(uN , v) = (f , v) ∀v ∈ VN . (2.1)
Here (·, ·) denotes the L2 scalar product.
Next we replace the integrals in (2.1) by some quadrature formula. Denote by {tj}r−1j=1 the zeros of L′r (Lr is the Legendre
polynomial of degree r and t0 = −1, tr = 1). The transformation on [xi, xi+1] yields
ti,j = xi + hi2 (tj + 1), i = 0, . . . ,N − 1; j = 0, 1, . . . , r.
Then Lobatto quadrature on the interval [xi, xi+1] is defined by
Qi(g) = hi2
r
j=0
ρjg(ti,j). (2.2)
Remark that the formula is exact for polynomials of degree 2r − 1. The positive weights ρj are given by (see [9])
ρj = 2r(r + 1)(Lr(tj))2 .
Thus the application of the quadrature formula to (2.1) yields
˜˜a(u˜N , v) = f˜ (v) ∀v ∈ VN
with
˜˜a(w, v) =
N−1
i=0
Qi(a(w, v)|(xi,xi+1)), f˜ (v) =
N−1
i=0
Qi((f , v)|(xi,xi+1)).
Next we use forw, v ∈ VN
N−1
i=0
Qi(w′v′) =
N−1
i=0
 xi+1
xi
w′v′ =
N−1
i=0
w′v |xi+1xi −
N−1
i=0
 xi+1
xi
w′′v
and consequently,
N−1
i=0
Qi(w′v′) =
N−1
i=0
w′v |xi+1xi −
N−1
i=0
Qi(w′′v).
Finally, this reformulation shows that u˜N solves also the problem
a˜(u˜N , v) = f˜ (v), ∀v ∈ VN
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with
a˜(w, v) = ε
N−1
i=0
w′v |xi+1xi +
N−1
i=0
Qi((Lw)v).
If we introduce the nodal basis functions of VN , then the interior basis functions generate the collocation equation
Lu˜N(ti,j) = f (ti,j), i = 0, 1, . . . ,N − 1j = 1, . . . , r − 1. (2.3a)
The basis functions related to our mesh points generate (see [7]):
ε
r(r + 1)
2hi
[u˜′N ](xi)+ {Lu˜N}(xi) = f (xi). (2.3b)
Here [·] denotes the jump, {·} the average of a discontinuous functions, hi = (hi + hi−1)/2.
The Eqs. (2.3a) and (2.3b) show that the method is closely related to collocation.
Introducing
∥v∥2ε := ε|v|21 + ∥v∥20
it is well known that there exist some constant α > 0 such that the bilinear form a(·, ·) satisfies
a(v, v) ≥ α∥v∥2ε ∀v ∈ H10 (0, 1).
The error analysis of the qualocation method is based on
Lemma 1. Assuming (1.2) and (1.3) there exist some constant α˜ > 0 such that
a˜(v, v) ≥ α˜∥v∥2ε ∀v ∈ VN . (2.4)
For constant b the proof of (2.4) is based on
N−1
i=0
Qi(v′2) =
 1
0
v′2,
N−1
i=0
Qi(vv′) =
 1
0
vv′ for v ∈ VN
and the equivalence of
N−1
i=0
Qi(v2) and
 1
0
v2, on VN .
To handle the case of a non-constant bwe introduce
Ei(g) =
 xi+1
xi
g − Qi(g).
We denote by Pr the space of polynomials of degree r . Further,Wm,q(K), q ∈ [1,∞) is the Sobolov space of functions with
f (j) ∈ Lq(K) for j = 0, 1, . . . ,m. We use ∥ · ∥s,q, and | · |s,q for norm and seminorm inW s,q(K). If K = (xi, xi+1), we denote
norm and seminorm by ∥ · ∥s,q,i, and | · |s,q,i.
Based on the Bramble–Hilbert lemma it is not difficult to prove the following estimate for the quadrature error (see
[7, Lemma 1]).
If p ∈ Pr , 1q < s ≤ r , then for f ∈ W s,q(xi, xi+1)
|Ei(fp)| ≤ Chs+1/2−1/qi |f |s,q,i∥p∥0,i. (2.5)
Now we apply that result to handle the convective term of our bilinear form. We have
i
Qi(bv′v) =
 1
0
bv′v −

i
Ei(bv′v),
and with some piecewise constant approximation of bwith b− bi = O(hi):
i
Ei(bv′v) =

i
Ei((b− bi)v′v).
Using (2.5) for s = 1, q = 2 and a local inverse inequality we obtain
|Ei(bv′v)| ≤ Ch2i |v′|1,i∥v∥0,i ≤ C∥v∥20,i.
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Therefore, condition (1.3) guaranties the VN -ellipticity of our bilinear form on VN . More precisely:
If 
i
|Ei(bv′v)| ≤ c1∥v∥20 for v ∈ VN ,
and 
i
Qi(v2) ≥ c2∥v∥20 for v ∈ VN ,
then γ has to satisfy
c2γ − c1 + 12b
′ > 0.
3. Error estimation on a Shishkin mesh
It is well known that the solution of (1.1) with (1.2) can be decomposed into
u = S + E,
where for l = 0, 1, . . . ,m
|S(l)(x)| ≤ C, |E(l)(x)| ≤ Cε−l exp

−β x
ε

, x ∈ [0, 1].
Herem only depends on the regularity of the coefficients.
We consider a piecewise uniform or Shishkin mesh, i.e., we divide each of the subintervalsΩ1 = [0, λ] andΩ2 = [λ, 1]
into N/2 equal subintervals, where the transition point λ is defined by
λ = min

1
2
,
(r + 1)ε
β
lnN

. (3.1)
In fact we will assume λ = ((r + 1)ε lnN)/β since otherwise N−1 is much smaller than ε. Throughout the paper we shall
assume ε ≤ CN−1, as in general it is practically satisfied for discretizations of a convection dominated problems.
If now uI ∈ VN denotes the standard nodal interpolant of u, we have the known estimates (see [10] or [1]):
∥u− uI∥ε ≤ C(N−1 lnN)r (3.2)
and
∥E − E I∥0,Ω1 ≤ Cε1/2(N−1 lnN)r+1,
∥E − E I∥0,Ω2 ≤ CN−(r+1).
These estimates lead to
|a(u− uI , vN)| ≤ C(N−1 lnN)r ∥vN∥ε. (3.3)
Note that for r = 1 a better estimate is possible, but the situation for r ≥ 2 is not clear (see the numerical experiments
in [11]). Together with the VN -ellipticity of the bilinear form a(·, ·) we obtain the following error estimate for the finite
element method:
∥uN − u∥ε ≤ C(N−1 lnN)r .
Remark 1. Tobiska [12] and Zhang [13] use different interpolants. While Tobiska is interested in improving estimates of the
second term in the error decomposition
u− uN = (u− uI)+ (uI − uN),
Zhang’s interpolant gives better estimates for the interpolation error. 
For analyzing the qualocation method, we introduce ξ = u˜N − uI and start from
α˜∥ξ∥2ε ≤ a˜(ξ , ξ) = f˜ (ξ)− a˜(uI , ξ)+ a(u, ξ)− (f , ξ) = a(u− uI , ξ)+ (a− a˜)(uI , ξ)+ f˜ (ξ)− (f , ξ).
Because with (3.3) we can already estimate the Galerkin part we have still to estimate
T1 = f˜ (ξ)− (f , ξ)
and
T2 = (a− a˜)(uI , ξ).
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Let us start from
|T1| =

i
Ei(f ξ)
 .
The application of (2.5) for s = r, q = ∞ yields
|T1| ≤ C

i
h
r+ 12
i |f |r,∞,i∥ξ∥0,i
or
|T1| ≤ C |f |r,∞hr∥ξ∥0 ≤ CN−r∥ξ∥ε. (3.4)
It would be possible to improve (3.4). But because the estimates of the other terms are not better than O(N−r), we ignore
that.
The remaining consistency error is given by
T2 = −

i
Ei(b(uI)′ξ)+

i
Ei(cuIξ) = T21 + T22.
We estimate T21 and T22 separately for S I and E I . For the smooth part S we get immediately (remember that all used norms
of S are uniformly bounded with respect to ε)
|T22| =

i
Ei(cS Iξ)
 ≤ C
i
hri |S I |r,i∥ξ∥0,i ≤ CN−r∥ξ∥0.
Similarly,
|T21| =

i
Ei(b(S I)′ξ)
 ≤ C
i
hri |(S I)′|r,i∥ξ∥0,i ≤ CN−r∥ξ∥0.
For the layer part E we use different techniques onΩ1 andΩ2.
First we estimate onΩ2:
i
|Ei(cE Iξ)| ≤ C

i
N−3/2|E I |1,∞,i∥ξ∥0,i ≤ CN−r∥ξ∥0
(using (2.5) with s = 1, q = ∞, the property ∥E I∥∞,Ω2 ≤ CN−(r+1), and an inverse inequality.)
Next we estimate on the fine meshΩ1:
i
|Ei(cE Iξ)| ≤ C

i
hri |E I |r,i∥ξ∥0,i ≤ C(N−1 lnN)r∥ξ∥0 (3.5)
(using (2.5) with s = r, q = 2, ε ≤ CN , and |E I |r,Ω1 ≤ Cε−r+
1
2 , which follows from |E I |r,Ω1 ≤ |E|r,Ω1 + |E − E I |r,Ω1 ).
Next we consider the convective term. Again we introduce some piecewise constant approximation of b onΩ2:
|T21| =

i
Ei(b− bi)(E I)′ξ
 ≤ CN−5/2
i
|E I |2,∞,i∥ξ∥0,i ≤ CN−r∥ξ∥0,
and onΩ1:
|T21| ≤ C

i
hr+1i ∥E I∥r,i∥ξ∥0,i ≤ Cε(N−1 lnN)r+1∥ξ∥0.
Collecting all error terms we proved.
Theorem 1. Assume that b, c, f are sufficiently smooth functions with (1.2). Then, the error of the qualocation method satisfies
∥u˜N − u∥ε ≤ C(N−1 lnN)r . (3.6)
What about other norms? First, as we mentioned above, for r ≥ 2 even for the Galerkin finite element method optimal
estimates in L2 in the singularly perturbed case are open (closely related to supercloseness of the method, see [1]).
Concerning the maximum norm, one could get from Theorem 1 order r in the layer region and r − 1/2 on the coarse mesh,
but that estimate on the coarse mesh obtained from an inverse inequality is far from being optimal.
Numerically, we observe almost no difference between the Galerkin finite element method and our qualocationmethod.
Remark 2. In our analysis we studied convection–diffusion problems but it is quite obvious that similar results hold true
for the reaction–diffusion problem:
−εu′′ + cu = f , u(0) = u(1) = 0,
with c(x) ≥ c0 > 0. Of course, one has tomodify themesh corresponding to the different layer structure, see [10] or [1]. 
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Table 1
Error of the C0-collocation-like method on a Shishkin
mesh with linear elements, ε = 10−4 and ε = 10−8 .
N ε = 10−4 ε = 10−8
eN pN eN pN
25 2.0457e−02 0.99 2.0452e−02 0.99
26 1.2315e−02 1.00 1.2313e−02 1.00
27 7.1937e−03 1.00 7.1922e−03 1.00
28 4.1126e−03 1.00 4.1118e−03 1.00
29 2.3137e−03 1.00 2.3133e−03 1.00
210 1.2855e−03 1.00 1.2852e−03 1.00
211 7.0701e−04 1.00 7.0688e−04 1.00
212 3.8564e−04 1.00 3.8557e−04 1.00
213 2.0889e−04 1.00 2.0885e−04 1.00
214 1.1248e−04 – 1.1246e−04 –
Table 2
Error of the C0-collocation-like method on a Shishkin
mesh with quadratic elements, ε = 10−4 and ε = 10−8 .
N ε = 10−4 ε = 10−8
eN pN eN pN
25 2.5383e−03 1.97 2.5372e−03 1.97
26 9.2558e−04 1.99 9.2520e−04 1.99
27 3.1640e−04 2.00 3.1633e−04 2.00
28 1.0347e−04 2.00 1.0346e−04 2.00
29 3.2754e−05 2.00 3.2749e−05 2.00
210 1.0111e−05 2.00 1.0109e−05 2.00
211 3.0588e−06 2.00 3.0580e−06 2.00
212 9.1007e−07 2.00 9.0981e−07 2.00
213 2.6702e−07 2.00 2.6693e−07 2.00
214 7.7420e−08 – 7.7398e−08 –
Table 3
Error of the C0-collocation-like method on a Shishkin
mesh with cubic elements, ε = 10−4 and ε = 10−8 .
N ε = 10−4 ε = 10−8
eN pN eN pN
25 3.2173e−04 2.94 3.2155e−04 2.94
26 7.1573e−05 2.98 7.1533e−05 2.98
27 1.4367e−05 2.99 1.4359e−05 2.99
28 2.6914e−06 3.00 2.6898e−06 3.00
29 4.7963e−07 3.00 4.7936e−07 3.00
210 8.2276e−08 3.00 8.2235e−08 3.00
211 1.3690e−08 3.00 1.3718e−08 2.85
4. Numerical verification
We present numerical results for the test problem
−εu′′ − u′ + 2u = ex−1 in (0, 1)with u(0) = u(1) = 0.
In [10] Linss used the same test problem and presented results for linear finite elements (p. 162) and several difference
schemes (pp. 86, 133). For our test we take ε = 10−4, and ε = 10−8. In the Tables 1–3 we present respectively the errors eN ,
and convergence rates pN for the polynomial degree 1, 2, 3. The errors eN are measured in the ∥ · ∥ε-norm, and convergence
rates pN in terms of N−1 lnN:
eN = ∥u˜N − u∥ε, pN = ln eN − ln e2Nln(2 lnN)/ ln(2N) .
The results of our numerical experiments agree with the theoretical estimates.
5. Remarks on the two-dimensional case
Leyk analyzed in [14] a C0-collocation like method for general elliptic equations on rectangles. Let us consider
Lu := −ε△u− b · ∇u+ cu = f inΩ = (0, 1)2 with u|∂Ω = 0.
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Using tensor product elements and again Lobatto quadrature, the error analysis (stability) is based on the assumption: there
exists a constant a0 > 0 such that for all (ξ1, ξ2, η)
ε(ξ 21 + ξ 22 )+ b1ξ1η + b2ξ2η + cη2 ≥ a0(ξ 21 + ξ 22 ). (5.1)
For ε = 1 as in the paper of Leyk this assumption is realistic, for ε ≪ 1 not. In our analysis in 1D we could avoid (5.1) based
on the property that for constant b
Qi(bv′v) =
 1
0
bv′v.
But in 2D such an equality does not hold and we see so far no possibility to prove stability for the discretization of
convection–diffusion problems with qualocation based on Lobatto quadrature.
But for reaction–diffusion problems
Lu := −ε△u+ cu = f inΩ = (0, 1)2 with u|∂Ω = 0. (5.2)
with c > 0 an analysis seems to be easier then for convection–diffusion problems.
Let us consider a rectangleΩij = {(x, y) : xi < x < xi+1, yj < y < yj+1} with hi = xi+1 − xi, hj = yj+1 − yj. Denote by
Ti(g) the restriction of a continuous function g on x = xi, by Ii(g) the integral Ii(g) =
 xi+1
xi
g(t, y)dt . Tj, Ij are analogously
defined.
Integration by parts generates the bilinear form
a(u, v) :=

i,j
ε{IjTi(uxv)+ IiTj(uyv)} +

i,j

Ωij
(Lu)v
and its discrete counterpart
a˜(u, v) :=

i,j
ε{Qj(Ti(uxv))+ Qi(Tj(uyv))} +

i,j
QiQj(Luv),
where all integrals are approximated by Lobatto quadrature.
Denote by Rr the tensor product of Pr -spaces: Rr = Pr × Pr . Moreover, VN ⊂ H10 (Ω) is the corresponding finite element
space of Rr elements. The discrete problem reads:
Find uN ∈ VN such that
a˜(uN , v) =

i,j
QiQj(f v) for all v ∈ VN . (5.3)
First we have to study the question: do we have the existence of a constant α˜ > 0 such that
a˜(v, v) ≥ α˜∥v∥2ε for all v ∈ VN? (5.4)
In 1D the answer for reaction–diffusion problems is very easy: the quadrature formula computes
 1
0 v
′2 exactly, moreover
i Qi(v
2) and ∥v∥20 are equivalent on VN . In 2Dwe use (see [14, Lemma 2] for uniform meshes):
Lemma 2. There exists a constant β such that for all v ∈ VN
i,j
QiQj(v2x + v2y ) ≥ β|v|21. (5.5)
Proof. We map an element K with mesh sizes hi, hj on a reference element, the unit square K˜ , in the ξ − η plane. Then, as
well
hj
hi

K˜

∂v
∂ξ
2
as
hj
hi
QξQη

∂v
∂ξ
2
define norms on the quotient space Rr(K˜)/Po × Pr(K˜). The equivalence of these norms and back transformation to K yields
the assertion of the Lemma.
Eq. (5.5) implies (5.4). Then the error estimation, as in the 1D case, requires to estimate (a− a˜)(uI , ξ) and f˜ (ξ)− (f , ξ).
We have
(a− a˜)(uI , ξ) =

i,j
ε{(Ij − Qj)Ti(uIxξ)+ (Ii − Qi)Tj(uIyξ)} +

i,j

Ωij
L(uI)ξ − QiQj(L(uI)ξ)

.
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Leyk [14, Lemma 1] estimated these terms based on the following result for uniform meshes:
If 2q < s ≤ r, q ∈ [1,∞), f ∈ W s,q(Ωij), p ∈ Pr(Ωij), then
|Eij(fp)| ≤ Chs+1−2/q|f |s,q,Ωij∥p∥0,Ωij , (5.6)
|(Ii − Qi)Tj(fp)| ≤ Chs−2/q|f |s,q,Ωij∥p∥0,Ωij . (5.7)
But on our Shishkin mesh adopted to (5.2) (see [10,1]) we need anisotropic versions of (5.6), (5.7).
Let us, for instance, imitate Leyk’s proof of (5.7). We use a transformation on a reference element:
(Ii − Qi)Tj(fp) = hi(I − Q )T (f˜ p˜).
On the reference element the Bramble–Hilbert lemma is used:
|(Ii − Qi)Tj(fp)| = hi|(I − Q )T (f˜ p˜)| ≤ Chi|f˜ |s,q,K˜∥p˜∥0,K˜ .
Next, we carefully transform back on the givenΩij:
|(Ii − Qi)Tj(fp)| ≤ C hi
(hihj)1/2+1/q
|α|=s hαDα f

Lq(Ωij)
∥p∥0,Ωij . (5.8)
Here we used the multiindex notation
hαDα f = hα1i hα2j
∂α1+α2
∂xα1∂yα2
f .
Analogously we obtain the anisotropic version of (5.6):
|Eij(fp)| ≤ C(hihj)1/2−1/q
|a|=s hαDα f

Lq(Ωij)
∥p∥0,Ωij . (5.9)
Next we assume that u allows a decomposition (see [1, III.1.4]):
u = S + EBL + ECL,
into a smooth part S, four boundary layer terms, and four corner layer terms.
We have to estimate the contribution of all terms to (a − a˜)(uI , ξ), additionally f˜ (ξ) − (f , ξ), and do this separately in
three subdomains of a Shishkin mesh: in the domainΩf near the corners where hi and hj are very small, in the domainΩ0
where all contributions of the layer terms are small and hi = hj = O(N−1), and in the domainΩan where the rectangles are
anisotropic, the one mesh size is of order O(N−1)while the other is of order O(ε1/2N−1 lnN).
Let us, for instance, take a typical boundary layer term E with ∂ i+j∂xi∂yj E
 ≤ C(ε−1/2)i exp−c0 x√ε

,
and estimate
R1 = ε|(Ij − Qj)Ti(E Ixξ)| and R2 = ε|(Ii − Qi)Tj(E Iyξ)|
over some anisotropic elementΩij with hi = O(ε1/2N−1 lnN), hj = O(N−1). Then (5.8) and the a priori information about E
yield for q = ∞ and s = r
|R1| ≤ Cε (ε
1/2N−1 lnN)1/2
(N−1)1/2
|α|=r hαDαE Ix

∞,Ωij
∥ξ∥0,Ωij ≤ Cε3/4(N−1 lnN)r(lnN)1/2∥ξ∥0,Ωij .
Similarly,
|R2| ≤ Cε (N
−1)1/2
(ε1/2N−1 lnN)1/2
|α|=r hαDαE Iy

∞,Ωij
∥ξ∥0,Ωij ≤ Cε3/4(N−1 lnN)r(lnN)−1/2∥ξ∥0,Ωij .
If we sum up over all elements in the anisotropic regionΩan we use Cauchy–Schwarz to generate ∥ξ∥0,Ran and loose N (the
square root of the number of elements).
All other terms can be estimated in a similar way. (only for the layer terms in Ω0 we mainly use the smallness of the
terms). An expensive computation yields finally:
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Assume ε3/4 ≤ CN−1, and u can be decomposed as described above. Then
∥u˜N − uN∥ε ≤ C(N−1)r(lnN)r+1/2.
As in the one-dimensional case, (5.3) is equivalent to some equations of collocation type in the interior quadrature points
of every subelement Ωij, and similar to more complicated equations (compare to (2.3b)) in the quadrature points on ∂Ωij,
(see [14, formulas (3.1)–(3.4)]). Because the number of interior points in 2D is relatively small (in comparison to the total
number of mesh points), the interpretation as a variant of collocation is less important as in 1D. But such results in 2D are
essential for the practical realization of finite elementmethods on layer-adaptedmeshes, because, in general, one has to use
quadrature formulas for the computation of integrals. 
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