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Abstract
In the paper [1] we showed that in double space, where all initial coordinates xµ
are doubled xµ → yµ, the T-duality transformations can be performed by exchanging
places of some coordinates xa and corresponding dual coordinates ya. Here we gen-
eralize this result to the case of weakly curved background where in addition to the
extended coordinate we will also transform extended argument of background fields
with the same operator Tˆ a. So, in the weakly curved background T-duality leads to
the physically equivalent theory and complete set of T-duality transformations form
the same group as in the flat background. Therefore, the double space represent all
T-dual theories in unified manner.
1 Introduction
The T-duality is one of the stringy properties, because it has no analogy in particle physics.
Its distinguishing features are unification of equations of motion with Bianchi identity. The
standard way to construct T-dual theory is Buscher’s proscription [2, 3, 4, 5]. In order to
apply such approach it is necessary that background has some continuous isometries which
leaves the action invariant. Then, in some adopted coordinates, the background does not
depend on these coordinates. For the backgrounds which depend on the coordinates such
approach is not applicable.
The simplest coordinate depending background is the weakly curved background.
There the metric Gµν is constant and the Kalb-Ramond field Bµν is linear in coordinates
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with infinitesimal coefficient. In the paper [6] the new procedure for T-duality, adopted for
the case of the weakly curved background, has been introduced. This approach generalize
Buscher’s one and makes it possible to carry out T-duality along coordinates on which the
Kalb-Ramond field depends. In that article T-duality transformations has been performed
simultaneously along all coordinates xµ : T full = T 0 ◦ T 1 ◦ . . . ◦ TD−1 , (µ = 0, 1, · · · ,D),
while in the article [7] it has been performed along any subset of coordinates xa : T a =
T 0 ◦ T 1 ◦ . . . ◦ T d−1 , (a = 0, 1, · · · , d − 1). The first case connects the beginning and the
end of the T-duality chain,
Π±µν , x
µ T
1
⇀↽
T1
Π1±µν , x
µ
1
T2
⇀↽
T2
Π2±µν , x
µ
2 . . .
Ti
⇀↽
Ti
Πi±µν , x
µ
i . . .
TD
⇀↽
TD
ΠD±µν , x
µ
D , (1.1)
while the second one connects the beginning with the arbitrary node. Here Πi±µν and
xµi , (i = 1, 2, · · · ,D) are background fields and the coordinates of the corresponding con-
figurations and we will also use notation ΠD±µν =
⋆Π±µν and x
µ
D = yµ. The nontrivial
extension of T-duality transformations in this approach, compared with the flat space
case, is a source of closed string non-commutativity [8, 9, 10].
The T-duality in the extended space has been investigated in Refs.[11]-[17]. In Ref.[11]
all coordinates are doubled and T-duality relation between the beginning and the end of
the chain has been established for the flat space. In Ref.[12] only coordinates along which
T-duality is performed are doubled and background fields do not depend on them. The
relation with our approach has been discussed in Ref.[1].
In paper [1] the extended space with coordinates ZM = (xµ, yµ), which contains all the
coordinates of the initial and T-dual spaces, has been introduced. It was shown that in
such double space T-duality has a simple interpretation. Arbitrary T-duality T a = T a◦Ta,
along some initial coordinates xa : T a = T 0 ◦ T 1 ◦ . . . ◦ T d−1, and along corresponding
T-dual ones ya : Ta = T0 ◦ T1 ◦ . . . ◦ Td−1, can be realized by exchanging their places,
xa ↔ ya. It has been proven for constant background fields, the metric Gµν and the
Kalb-Ramond field Bµν , when Buscher’s approach can be applied. This interpretation
shows that T-duality leads to the equivalent theory, because replacement of coordinates
does not change the physics.
In the present article, following idea of Ref.[1], we are going to offer similar interpreta-
tion of T-duality in the weakly curved background. The main difference, comparing with
the flat space case, is that in the weakly curved background the background fields depend
on the coordinates. So, together with changing the coordinates, we should change the
arguments of the background fields, also.
Let us stress that we doubled all the coordinates. We rewrite T-duality transformations
connected beginning and end of the chain (1.1) in the double space. We obtain the
fundamental expression, where the generalized metric depend on both initial and T-dual
coordinates. We will show that this expression is enough to find background fields from all
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nodes of the chain (1.1) and T-duality transformations between arbitrary nodes. In such
a way, as well as in the flat background, we unify all T-dual theories of the chain (1.1).
In Sec.6 we will illustrate our approach by the example of three torus.
2 T-duality in the weakly curved background
The propagation of the closed bosonic string in D-dimensional space-time is described by
the action [18]
S[x] = κ
∫
Σ
d2ξ
√−g
[1
2
gαβGµν [x] +
ǫαβ√−gBµν [x]
]
∂αx
µ∂βx
ν , (ε01 = −1) . (2.1)
Here xµ(ξ), µ = 0, 1, ...,D−1 are the coordinates of the string moving in the background,
defined by the space-time metric Gµν and the Kalb-Ramond field Bµν . The intrinsic world-
sheet metric we denote by gαβ . The integration goes over two-dimensional world-sheet Σ
with coordinates ξα (ξ0 = τ, ξ1 = σ).
The space-time equations of motion, in the lowest order in slope parameter α′, for the
constant dilaton field Φ = const have the form
Rµν − 1
4
BµρσB
ρσ
ν = 0 , DρB
ρ
µν = 0 . (2.2)
Here Bµνρ = ∂µBνρ+∂νBρµ+∂ρBµν is the field strength of the field Bµν , and Rµν and Dµ
are Ricci tensor and covariant derivative with respect to space-time metric. The equations
of motion are consequence of the world-sheet conformal invariance on the quantum level.
We will consider the simplest coordinate dependent solutions of (2.2), the so-called
weakly curved background, defined as
Gµν = const, Bµν [x] = bµν +
1
3
Bµνρx
ρ ≡ bµν + hµν(x) . (2.3)
This background satisfies the space-time equations of motion, if the constant Bµνρ is
taken to be infinitesimally small (for more details see [9]). Then all the calculations can
be performed in the first order in Bµνρ, when the Ricchi tensor can be neglected as the
infinitesimal of the second order.
In the conformal gauge gαβ = e
2F ηαβ, and light-cone coordinates ξ
± = 12(τ ± σ),
∂± = ∂τ ± ∂σ , the action (2.1) obtains the form
S[x] = κ
∫
Σ
d2ξ ∂+x
µΠ+µν [x]∂−x
ν , (2.4)
where we introduced the useful combination of the background fields
Π±µν [x] = Bµν [x]± 1
2
Gµν . (2.5)
We will assume that background has topology of D-dimensional torus, TD. In the
Section 6, we will present example of the 3-dimensional torus, T 3.
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2.1 Sigma-model approach to T-duality in the weakly curved back-
ground
T-dualization along all the coordinates in the weakly curved background, has been ob-
tained in Ref.[6]. Let us stress that the coordinates of which the background fields do
not depend on, presents Killing directions. The usual Buscher procedure can be applied
along these directions. Here, following Ref.[6], we will consider the more general approach
when Kalb-Ramond field depend on some coordinates. Then, in the case of weakly curved
background variation of the action with respect to the argument of Kalb-Ramond field
is total divergence. For topologically trivial mapping of the world-sheet into space-time
it vanishes. It means that classically, directions which appear in the argument of Kalb-
Ramond field are also Killing directions, but now the usual Buscher procedure can not
be applied. The explanation is that the argument of Kalb-Ramond field depend only on
the coordinates and not on its derivatives. In order to generalize Buscher procedure we
must find the gauge invariant coordinate. It is nontrivial step and have been realized in
Refs.[6, 7].
In Ref.[6] we obtaind the T-dual action
S[y] = κ
∫
d2ξ ∂+yµ
⋆Πµν+ (∆V (y)) ∂−yν =
κ2
2
∫
d2ξ ∂+yµθ
µν
− (∆V (y))∂−yν , (2.6)
where
θµν± (∆V ) ≡ −
2
κ
(G−1E Π±G
−1)µν = θµν ∓ 1
κ
(G−1E )
µν . (2.7)
Its symmetric and antisymmetric parts are the inverse of the effective metric GEµν and the
non-commutativity parameter θµν
GEµν(∆V ) ≡ Gµν − 4(BG−1B)µν , θµν(∆V ) ≡ −
2
κ
(G−1E BG
−1)µν . (2.8)
They depend on the expression
∆V µ(y) = −κθµν0 ∆yν + (g−1)µν∆y˜ν, (2.9)
where ∆yµ = yµ(ξ)− yµ(ξ0) and
∆y˜µ =
∫
(dτy′µ + dσy˙µ). (2.10)
We also introduced flat space effective metric and non-commutativity parameter gµν =
(G − 4bG−1b)µν and θµν0 = − 2κ(g−1bG−1)µν as well as their combinations θµν0± = θµν0 ∓
− 1
κ
(g−1)µν .
Consequently, both T-dual background fields in the case of weakly curved background
depend on the coordinates ∆V (y) and have a form
⋆Gµν [∆V (y)] = (G−1E )
µν [∆V (y)], ⋆Bµν [∆V (y)] =
κ
2
θµν [∆V (y)] . (2.11)
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Note that the dual effective metric is inverse of the initial metric and hence it is coordinate
independent
⋆GµνE ≡ ⋆Gµν − 4(⋆B⋆G−1⋆B)µν = (G−1)µν , (2.12)
while the following combination depend on the coordinates
(⋆B⋆G−1)µν = −(G−1B)µν , (⋆G−1⋆B)µν = −(BG−1)µν . (2.13)
The fact that we work with the weakly curved background ensures that T-dual theory
is solution of the space-time equations (2.2). Because both dual metric ⋆Gµν and dual
Kalb-Ramond field ⋆Bµν are linear in coordinates with infinitesimal coefficients, then dual
Christoffel ⋆Γνρµ and dual field strength
⋆Bµνρ are constant and infinitesimal. So, both
dual space-time equations, for the metric and for the Kalb-Ramond field, are infinitesimal
of the second order which we will neglect.
2.2 T-duality transformations in the weakly curved background
As well as in Ref.[1] we will start with the T-duality transformations between all initial
coordinates xµ and all T-dual coordinates yµ. For the closed string propagating in the
weakly curved background they have been derived in ref.[6]
∂±x
µ ∼= −κθµν± [∆V ]
[
∂±yν ± 2β∓ν [V ]
]
,
∂±yµ ∼= −2Π∓µν [x]∂±xν ∓ 2β∓µ [x]. (2.14)
Here V µ is defined in (2.9) and the functions β±µ have a form
β±µ [x] =
1
2
(β0µ ± β1µ) = ∓
1
2
hµν [x]∂∓x
ν , β0µ[x] = hµν [x]x
′ν , β1µ[x] = −hµν [x]x˙ν . (2.15)
If Bµν(x) does not depend on some coordinate x
µ1 , then the corresponding βµ1 func-
tions are equal to zero, β±µ1 = β
0
µ1
= β1µ1 = 0. Because in that case the standard Buscher
approach can be applied, from now on we will suppose that Bµν(x) depend on all coordi-
nates.
The transformations (2.14) are inverse to one another. Using the fact that
θµν± (x) = θ
µν
0± − 2κ[θ0±h(x)θ0±]µν , (2.16)
we can reexpress these T-duality transformations as
∂±x
µ ∼= −κ ⋄θµν± [∆V ]∂±yν ,
∂±yµ ∼= −2 ⋄Π∓µν [x]∂±xν . (2.17)
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Here with diamond we denoted redefined background fields, where infinitesimally small
parts are rescaled
⋄Bµν(x) ≡ bµν + 3
2
hµν(x) ,
⋄GEµν(x) ≡ gµν +
3
2
∆GEµν(x) , (2.18)
and ∆GEµν(x) = G
E
µν(x) − gµν = −4[bh(x) + h(x)b]µν . Let us explain the origin of the
coefficient 32 . The T-duality relations (2.14) have been obtained varying the gauge fixed
action of ref.[6] with respect to vµ±. From the quadratic terms in v
µ
± we obtain the coefficient
2 and from that of third degree in vµ± we obtain the coefficient 3. Note that equality of
some redefined background fields is equivalent to the equality of corresponding initial
background fields
⋄B1(x) =
⋄B2(x) ⇐⇒ B1(x) = B2(x) , (2.19)
because both finite and infinitesimal parts are equal. Similarly, all relations between
background fields as (2.12) and (2.13) also valid with diamond.
Finally, we can rewrite above T-duality transformations in a form
±∂±yµ ∼= ⋄GEµν(V )∂±xν − 2[⋄B(V )G−1]µν∂±yν ,
±∂±xµ ∼= 2[G−1⋄B(x)]µν∂±xν + (G−1)µν∂±yν , (2.20)
where the terms with world-sheet antisymmetric tensor εα
β (ε±
± = ±1) are on the left
hand side. In the double space, which contains all initial and T-dual coordinates
ZM =
(
xµ
yµ
)
, (2.21)
these T-duality relations obtain the simple form
∂±Z
M ∼= ±ΩMNHNK(x, V ) ∂±ZK . (2.22)
Here we introduced
ΩMN =
(
0 1
1 0
)
, (2.23)
and the coordinate dependent generalized metric
HMN (x, V ) =
(
⋄GEµν(V ) −2 ⋄Bµρ(V )(G−1)ρν
2(G−1)µρ ⋄Bρν(x) (G
−1)µν
)
. (2.24)
Using (2.12) and (2.13) we can rewrite the generalized metric in terms of T-dual back-
ground fields
HMN(x, V ) =
(
(⋄⋆G−1)µν(V ) 2(
⋄⋆G−1)µρ(V ) ⋄⋆Bρν(V )
−2 ⋄⋆Bµρ(x)(⋄⋆G−1)ρν(x) (⋄⋆GE)µν(x)
)
. (2.25)
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In Double field theory [19]-[22] it is usual to call ΩMN the O(D,D) invariant metric
and denote with ηMN .
The argument of the generalized metric was not written manifestly in double form.
We can rewrite generalized metric as
HNK(x, V ) = H0NK + ZMargHMNK ≡ HNK(Zarg) , (2.26)
where the zeroth order generalized metric
H(0)MN =
(
gµν −2(bG−1)µν
2(G−1b)µν (G
−1)µν
)
, (2.27)
and infinitesimal coefficient
HMNK =
(
−2[bµαBανρ +Bµαρbαν ] −Bµαρ(G−1)αν
(G−1)µαBανρ 0
)
, (2.28)
are constant. We also introduced the double space vector
ZMarg =
(
V µ
xµ
)
=
(
−κθµν0 yν + (g−1)µν y˜ν
xµ
)
, (2.29)
according the rule that all background fields in the upper D rows of (2.24) depend on
V µ while all background fields in the lower D rows of (2.24) depend on xµ. For more
details about notation see Section 4. With the help of (2.9) we can conclude that V µ and
consequently ZMarg depend on both yµ and its double y˜µ. It is important that we can not
express ZMarg in terms of Z
M because y˜µ is not linear function on yµ. We can relate theirs
derivatives as
∂±Z
M
arg = K±
M
N∂±Z
N , K±
M
N ≡
(
0 −κθµν0±
δµν 0
)
, (2.30)
but the arguments of background fields does not appear with derivatives. This is significant
differences in relation to a series of papers [19]-[22], where the arguments of background
fields depend on ZM .
The finite part (the zeroth order) of the T-dual transformations (2.14) have a form
∂±x
µ ∼= −κθµν0±∂±yν , ∂±yµ ∼= −2Π0∓µν∂±xν . (2.31)
The solution of these relation are
xµ ∼= −κ θµν0 yν + (g−1)µν y˜ν , yµ ∼= −2bµνxν +Gµν x˜ν . (2.32)
Note that solution for xµ coincides with V µ in (2.9), so that we also can write
xµ ∼= V µ . (2.33)
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The generalized metric satisfies the condition
(ΩH)2 = 1 + 4bh(x− V ) ∼= 1 , (2.34)
because xµ is T-dual to V µ. This is the consistency condition of the relation (2.22). We
can rewrite it as
HTΩH ∼= Ω , (2.35)
because the generalized metric is symmetric, HT ∼= H. As noticed in Refs.[11, 12], the
last relation shows that there exists manifest O(D,D) symmetry.
The inverse of the generalized metric has a form
(H−1)MN =
(
(G−1)µρ[A(x− V )]ρν 2(G−1)µρ ⋄Bρσ(V )[G−1A(x− V )G]σν
−2 ⋄Bµρ(x)[G−1A(x− V )]ρν ⋄GEµρ(V )[G−1A(x− V )G]ρν
)
,
(2.36)
where A(x)µ
ν ≡ δµν − 6(bG−1h(x)G−1)µν . In the zero order it takes the form
(H−1(0))MN =
(
(G−1)µν 2(G−1)µρ bρν
−2bµρ(G−1)ρν gµν
)
. (2.37)
2.3 Equations of motions as consistency condition of T-duality relations
As was discussed in [11, 23, 6, 9] the equation of motion and the Bianchi identity of the
original theory are equal to the Bianchi identity and the equation of motion of the T-dual
theory. So, we will show that the consistency conditions of the relations (2.22)
∂+[HMN (Zarg)∂−ZN ] + ∂−[HMN (Zarg)∂+ZN ] ∼= 0 , (2.38)
are T-dual to the equations of motion for both initial and T-dual theories.
We are going to multiply the last equation from the left with H−1. So, we will need
expression
H−1∂±H = H−10 ∂±H = ∂±
(
−4h(V )b+ 4bh(x− V ) −2h(V )
2[h(V ) + 4bh(V )b] + 2[h(x− V )− 4b2h(x− V )] 4bh(V )
)
.
(2.39)
Using the relation (2.33), xµ ∼= V µ, we have
H−1∂±H ∼= ∂±
(
−4h(x)b −2h(x)
2[h(V ) + 4bh(V )b] 4bh(V )
)
, (2.40)
where in the first row we chose xµ dependence and in the second row V µ dependence.
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Multiplying (2.38) from the left with H−1 and separating first and second rows we
obtain (for simplicity here we omit the indices)
2∂+∂−x− 6∂+(hb)∂−x− 3∂+h∂−y − 6∂−(hb)∂+x− 3∂−h∂+y ∼= 0 ,
2∂+∂−y + 3∂+(h+ 4bhb)∂−x+ 6∂+(bh)∂−y +
+3∂−(h+ 4bhb)∂+x+ 6∂−(bh)∂+y ∼= 0 , (2.41)
where all variables in the first equation depend on xµ and in the second equation on V µ.
Using he zeroth order T-dual transformations (2.31) these equations turn to
∂+∂−x
µ −Bµρσ∂+xρ∂−xσ ∼= 0 ,
∂+{[⋄θ0−(V )]µν∂−yν} − ∂−{[⋄θ0+(V )]µν∂+yν} ∼= 0 , (2.42)
where in analogy with (2.18) we introduce
⋄θ±(V ) ≡ θ0± + 3
2
∆θ±(V ) , (2.43)
with ∆θ±(V ) = θ±(V )− θ0±. So, they are just equations of motion for initial and T-dual
theories, respectively. Note that the second one can be rewritten as
∂+[θ
µν
− (V )∂−yν − 2θµν0−β+ν (V )]− ∂−[θµν+ (V )∂+yν + 2θµν0+β−ν (V )] ∼= 0 , (2.44)
which is the form of the equations of motion of T-dual theory from the Ref.[6].
The expression (2.38) originated from conservation of the topological currents iαM =
εαβ∂βZ
M , which is often called Bianchi identity. So, we proved that T-duality transfor-
mations in the double space (2.22), for weakly curved background, unites equations of
motion and Bianchi identities.
3 T-duality as coordinates permutations in flat double space
The present article is generalization of the paper [1] for the case of weakly curved back-
ground. So, in this section we will repeat some notation and the results we are going to
use.
Let us split coordinate index µ into a and i ( a = 0, · · · , d − 1, i = d, · · · ,D − 1), and
denote T-dualization along direction xa and ya
T a = T a ◦ Ta , T a ≡ T 0 ◦ T 1 ◦ · · · ◦ T d−1 , Ta ≡ T0 ◦ T1 ◦ · · · ◦ Td−1 . (3.1)
The main result of the paper [1] is the proof that exchange the places of some coor-
dinates xa with its T-dual ya, in the flat double space produce the T-dual background
fields
aΠ
ab
0± =
κ
2 θˆ
ab
0∓ , aΠ
a
0±i = κθˆ
ab
0∓Π0±bi , (3.2)
aΠ0±i
a = −κΠ0±ibθˆba0∓ , aΠ0±ij = Π0±ij − 2κΠ0±iaθˆab0∓Π0±bj , (3.3)
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where all notation are introduced in App. A.1. The symmetric and antisymmetric parts
of these expressions are T-dual metric and T-dual Kalb-Ramond field. This is in complete
agreement with the Ref.[24, 7]. The similar way to perform T-duality in the flat space-time
for D = 3 has been described in App. B of Ref.[9]. Consequently, exchange the places of
coordinates is equivalent to T-dualization along these coordinates.
As was shown in [1] eliminating yi from zero order T-duality transformations (2.22)
gives
∂±x
a ∼= −2κθˆab0±Π0∓bi∂±xi − κθˆab0±∂±yb . (3.4)
Similarly, eliminating ya from the same relation produces
∂±x
i ∼= −2κθˆij0±Π0∓ja∂±xa − κθˆij0±∂±yj . (3.5)
The equation (3.4) is zero order of the T-duality transformations for xa (eq. (44) of ref.
[7]) and (3.5) is its analogue for xi.
4 The complete T-duality chain in the weakly curved back-
ground
Following the line of paper [1] we will show that, in the case of the weakly curved back-
ground, the complete T-duality chain can be obtained by by exchanging the places of
coordinates in the double space. Due to the fact that background fields depend on the
coordinates this conjecture will be proven iteratively.
In the case of weakly curved background, comparing with the flat case one, the ar-
gument dependence is a new feature and will be discussed in Subsections 4.1, 4.2 and
4.5.
4.1 Notation for arguments of background fields
In the flat space, permutation of the coordinates xa with the corresponding T-dual ya, we
realized by multiplying double space coordinate (2.21)
ZM =
(
xµ
yµ
)
=


xa
xi
ya
yi

 , (4.1)
by the matrix
(T a)MN =
(
1− Pa Pa
Pa 1− Pa
)
=


0 0 1a 0
0 1i 0 0
1a 0 0 0
0 0 0 1i

 = 12⊗ (1−Pa) +Ω2⊗Pa . (4.2)
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Here
Pa =
(
1a 0
0 0
)
, (4.3)
is D ×D projector with d units on the main diagonal where 1a and 1i are d and D − d
dimensional identity matrices. It is easy to check that
(T a)T = T a , (T aT a)MN = δMN , (ΩT aΩ)MN = (T a)MN , T aΩT a = Ω .
(4.4)
We have to be very careful with notation for arguments of background fields. The
double space coordinate ZM has 2D rows. In the upper D rows we have put the D
components xµ and in the lower D rows the D components yµ. The notation for the
arguments of background fields Zarg is a bit different. Let us first notice that in the
same row of H(Zarg), as well as in the same row of combinations T aH(Zarg)T a (see
(4.28)) the arguments of all background fields are the same. So, if we want to uniquely
determine arguments of all background fields it is enough to introduce new coordinate
with 2D rows Zarg, putting in each row the corresponding argument from H(Zarg) or
T aH(Zarg)T a. Note that unlike double space coordinate ZM , where in each row there
is only one component of the vector, in arguments of background fields Zarg in each row
there could be the complete D dimensional vector. Rewritten in form of the one column
the arguments of background fields are 2D2 dimensional vector. In particular examples
the background fields may depend on some n ≤ D component. We will use indices r, s to
denote coordinates xr, (r = 1, 2, · · · , n), which appear as the background fields arguments.
Then the components of the argument of background fields are n-dimensional projections
xr = Prx
µ and V r = PrV
µ of D-dimensional vectors xµ and V µ. In that case the
arguments of background fields will have 2Dn nonzero elements and we will write them
as 2Dn dimensional vector.
We will use the following shorter notation. Let us start with the most complicated
case for the background fields combination T aH(Zarg)T a, which depend on Pa. The
multiplication with matrices T a partially implemented the change of arguments according
to the relation (see (4.28))
T aH(Zarg)T a = (T aHT a)(ZT aHT a) , (4.5)
which can be used as definition of ZT aHT a . It has the same arguments in the first d and
then in the following D − d, d and D − d rows, if we perform T-dualization along first d
rows. Generally, it has the same arguments in those d rows of the first D rows defining
by projection operator Pa (which we will call a-rows) and in those D− d rows of the first
D rows defining by projection operator 1− Pa (which we will call i-rows). A similar rule
valid for the last D rows. For simplicity, we will assume that we perform T-dualization
along first d rows, except in Sec.6 where we will present useful example.
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So, in the shorter notation we will write such argument in four component notation
(note that real dimension is n[d+ (D − d) + d+ (D − d)] = 2Dn)
Z˘T aHT a =
∣∣∣∣∣∣∣∣∣∣
xµ
V µ
V µ
xµ
∣∣∣∣∣∣∣∣∣∣
a,r
=
∣∣∣∣∣∣∣∣∣∣
1
0
0
1
∣∣∣∣∣∣∣∣∣∣
a
⊗ xr +
∣∣∣∣∣∣∣∣∣∣
0
1
1
0
∣∣∣∣∣∣∣∣∣∣
a
⊗ V r , (4.6)
where the lower index a indicates the rule described above and index r the projection with
Pr. With ”breve” we mark 2Dn dimensional vector.
Because arguments of all background fields in H(Zarg) and aH(Zarg) are the same in
the upper D rows as well as in the lower D rows we can write them in two component
notation. We will indicate it with index D. But, it is useful to reexpress these arguments
in Pa dependent four component notation
Z˘arg =
∣∣∣∣∣ V
µ
xµ
∣∣∣∣∣
D,r
=
∣∣∣∣∣∣∣∣∣∣
V µ
V µ
xµ
xµ
∣∣∣∣∣∣∣∣∣∣
a,r
, aZ˘arg =
∣∣∣∣∣ x
a , V i
V a , xi
∣∣∣∣∣
D,r
=
∣∣∣∣∣∣∣∣∣∣
Pa x
µ + (1− Pa)V µ
Pa x
µ + (1− Pa)V µ
Pa V
µ + (1− Pa)xµ
Pa V
µ + (1− Pa)xµ
∣∣∣∣∣∣∣∣∣∣
a,r
,
(4.7)
in order to be of the same form as Z˘T aHT a . Note that for example the first D rows in
aZ˘arg are
Pr[Pa x
µ + (1− Pa)V µ] = Pr
(
xa
V i
)
=
∣∣∣∣∣ x
a
V i
∣∣∣∣∣
r
. (4.8)
4.2 Relations between arguments of background fields
The arguments (4.6) and (4.7) are connected by the relations
aZ˘arg = S˘a Z˘T aHT a , Z˘T aHT a = R˘a Z˘arg , (4.9)
where
R˘a = T a ⊗ Pr =
∣∣∣∣∣∣∣∣∣∣
0 0 1aPr 0
0 1iPr 0 0
1aPr 0 0 0
0 0 0 1iPr
∣∣∣∣∣∣∣∣∣∣
a
, (4.10)
and
S˘a = T a ⊗ (1− Pa)Pr + T¯ a ⊗ PaPr
12
=∣∣∣∣∣∣∣∣∣∣
PaPr 0 (1− Pa)Pr 0
0 (1− Pa)Pr 0 PaPr
(1− Pa)Pr 0 PaPr 0
0 PaPr 0 (1− Pa)Pr
∣∣∣∣∣∣∣∣∣∣
a
. (4.11)
The matrix T a is defined in (4.2) and
T¯ a = 12 ⊗ Pa +Ω2 ⊗ (1− Pa) =


1a 0 0 0
0 0 0 1i
0 0 1a 0
0 1i 0 0

 . (4.12)
The lower indices a and r indicate the same rules for the matrix as described above for
vectors. With ”breve” here we marked 2Dn× 2Dn matrices.
Because
(T a)2 = 12D T¯ a · T a = Ω2D ≡ Ω2 ⊗ 1D , (4.13)
we have
T˘ a = S˘a · R˘a = 12 ⊗ 1D ⊗ (1− Pa)Pr +Ω2 ⊗ 1D ⊗ PaPr
=
∣∣∣∣∣∣∣∣∣∣
(1− Pa)Pr 0 PaPr 0
0 (1− Pa)Pr 0 PaPr
PaPr 0 (1− Pa)Pr 0
0 PaPr 0 (1− Pa)Pr
∣∣∣∣∣∣∣∣∣∣
a
. (4.14)
According to (4.9) this matrix transforms the arguments of background fields
aZ˘arg = T˘ a Z˘arg . (4.15)
Note that double space coordinate ZM transforms with 2D× 2D the matrix (4.2). Up to
1D (which reflects the fact that in any row we have put the D dimensional vector) and
Pr (which, when it is different from one, reflects the fact that we can omit background
dependence of some coordinates), T a and T˘ a have the same structure. For Pr = 1 they
are isomorphic and form the same group GT (D) with respect to multiplication. For
Pr 6= 1 theirs groups are homeomorphic. We can consider matrices T a and T˘ a as different
representation of the same operator Tˆ a.
The relation (4.14) shows the width of applicability of Buscher’s approach. Whenever
we perform T-dualization along coordinates xa, which do not appear in the arguments
of background fields, we will have PaPr = 0. Consequently in that case T˘ a = 12D ⊗ Pr
and aZ˘arg = Z˘arg. For PaPr 6= 0 (when we perform T-dualization along coordinates
xa, appearing in the arguments of background fields) the second term in (4.14) becomes
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nontrivial. It exchanges positions of xµ with V µ and turns the physical theory to the
nonphysical, described in Refs.[6, 7].
In order to get proper arguments aZ˘arg from arguments Z˘T aHT a we should make
substitution
xµ → Pa xµ + (1− Pa)V µ ⇐⇒ xi → V i
V µ → Pa xµ + (1− Pa)V µ ⇐⇒ V a → xa
V µ → Pa V µ + (1− Pa)xµ ⇐⇒ V i → xi
xµ → Pa V µ + (1− Pa)xµ ⇐⇒ xa → V a
, (4.16)
which performs the transformation (4.9) with the matrix S˘a. These rules are valid for
d, D − d, d, and D − d rows of the generalized metric, respectively. Consequently, in all
background fields in T aHT a with left index a (in all a and a+D rows) we should change
all arguments with index i : xi ↔ V i in order to obtain aH. Similarly, in all background
fields in T aHT a with left index i (in all i and i+D rows) we should change all arguments
with index a : xa ↔ V a in order to obtain aH. We can also obtain arguments of aZ˘arg
directly from Z˘arg using (4.15).
4.3 T-duality transformations as coordinates permutations
Let us derive expression for T-dual generalized metric. We start with the T-duality rela-
tions in the form (2.22)
∂±Z
M ∼= ±ΩMNHNK(Zarg) ∂±ZK , (4.17)
with generalized metric (2.24)
HMN (Zarg) =
(
⋄GEµν(V ) −2 ⋄Bµρ(V )(G−1)ρν
2(G−1)µρ ⋄Bρν(x) (G
−1)µν
)
. (4.18)
We are going to apply the procedure of paper [1] to the case of weakly curved back-
ground. Then, beside double space coordinate ZM (4.1) we should also transform extended
coordinates of the arguments of background fields Z˘arg (4.7). We will require that the T-
duality transformations (4.17) are invariant under transformations of the double space
coordinates ZM and Z˘arg
ZMa = T aMNZN , aZ˘arg = T˘ aZ˘arg , (4.19)
with the matrices T a and T˘ a. The new coordinates should satisfy the same form of the
equation
∂±Z
M
a
∼= ±ΩMNaHNK(aZarg) ∂±ZKa , (4.20)
which produces the expression for the dual generalized metric in terms of the initial one
aH(aZarg) = T aH(Zarg)T a . (4.21)
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Note that multiplication with matrices T a partially implemented the change of arguments
according to (4.5), which we marked with transformation matrix R˘a
aH(aZarg) = (T aHT a)(R˘aZarg) . (4.22)
Recalling that aZarg = T˘ aZarg = S˘aR˘aZarg it is clear that in order to obtain aZarg we
should make remaining transformation with matrix S˘a.
Consequently, we can obtain the dual generalized metric aH(aZarg) in two steps. First,
multiplying initial one H(Zarg) from left and right with T a and second additionally trans-
form the obtaining argument with matrix S˘a.
4.4 The T-dualities in the double space along all coordinates
To learn what is going on with the arguments of background fields we will suppose that the
first relation (4.19) valid and we will derive the second one in the simplest case of complete
T-dualization and when background fields depend on all the coordinates. In that case we
have Pa → ⋆P = 1 and Pr → 1, so that (4.2) turns to T a → ⋆T = Ω2⊗1D =
(
0 1D
1D 0
)
and the first relation (4.19) to ZMa → ⋆ZM = ⋆T ZM =
(
yµ
xµ
)
. Then from (4.18) we
obtain
T aH(Zarg)T a → ⋆T H(Zarg)⋆T =
(
(G−1)µν 2(G−1)µρ ⋄Bρν(x)
−2 ⋄Bµρ(V ) (G−1)ρν ⋄GEµν(V )
)
. (4.23)
Using the analogy with known expressions for dual background fields (2.11), (2.12) and
(2.13), but this time according to (2.19) with diamond, we have
⋆T H(Zarg)⋆T =
(
⋄⋆GµνE −2(⋄⋆B ⋄⋆G−1)µν(x)
2(⋄⋆G−1 ⋄⋆B)µ
ν(V ) (⋄⋆G−1)µν(V )
)
. (4.24)
Note that in the case of this subsection S˘a → ⋆S˘ = ⋆T¯ = 12D and T˘ a → ⋆T˘ = ⋆R˘ =
Ω2 ⊗ 1D2 . That is exactly what we expected, because according to (4.22) it should be
⋆HMN (⋆Zarg). It has the same form as the initial one (4.18) but with T-dual background
fields. We additionally learned that we also should exchange xµ with V µ, because all
background fields in upper D rows depend on xµ and all background fields in lower D
rows depend on V µ.
So, as in the case of flat background ⋆T acts on ZM , but here ⋆T˘ acts on the arguments
of background fields Zarg, as well. It exchanges x
µ with V µ as ⋆Zarg =
⋆T˘ Zarg which is
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just the second eq.(4.19) for Pa → ⋆P = 1 , Pr → 1, or explicitly
⋆
.
∣∣∣∣∣∣∣∣∣∣
xµ
xµ
V µ
V µ
∣∣∣∣∣∣∣∣∣∣
a
=
∣∣∣∣∣∣∣∣∣∣
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
∣∣∣∣∣∣∣∣∣∣
a
∣∣∣∣∣∣∣∣∣∣
V µ
V µ
xµ
xµ
∣∣∣∣∣∣∣∣∣∣
a
. (4.25)
So, we should transform both ZM and Zarg with the matrices
⋆T = Ω2 ⊗ 1D and ⋆T˘ =
Ω2 ⊗ 1D2 , in accordance with the (4.19).
4.5 The arguments of the dual background fields
Up to now the variable V µ was undetermined. Now we will determine it for for arbitrary
T-dualization. Because, all arguments are multiplied by infinitesimal coefficient Bµνρ we
can calculate them using the zero order of the T-duality transformations (2.22). So, the
solution for xa we proclaim as V a and from (3.4) we obtain
∂±V
a = −2κθˆab0±Π0∓bi∂±xi − κθˆab0±∂±yb , (4.26)
which coincide with eq.(37) of Ref.[7].
Similarly, we proclaim solution for xi as V i and from (3.5) we obtain
∂±V
i = −2κθˆij0±Π0∓ja∂±xa − κθˆij0±∂±yj . (4.27)
This is in fact the same relation (4.26) with altered indices i, j ↔ a, b.
So far we obtained the expressions for V a and V i. Now, we will determine theirs posi-
tions. The multiplication with matrices T a partially implemented the change of arguments
according to the relation (4.5)
T aH(Zarg)T a = (T aHT a)(ZT aHT a)
=


(G−1)ab(x) 2(G−1⋄B)aj(x) 2(G
−1⋄B)ab(x) (G
−1)aj(x)
−2(⋄BG−1)ib(V ) ⋄GEij(V ) ⋄GEib(V ) −2(⋄BG−1)ij(V )
−2(⋄BG−1)ab(V ) ⋄GEaj(V ) ⋄GEab(V ) −2(⋄BG−1)aj(V )
(G−1)ib(x) 2(G−1⋄B)ij(x) 2(G
−1⋄B)ib(x) (G
−1)ij(x)

 .(4.28)
To obtain final result, after transformation with matrix S˘a we have
aH(aZarg) =
=


(G−1)ab(xa, V i) 2(G−1⋄B)aj(x
a, V i) 2(G−1⋄B)ab(x
a, V i) (G−1)aj(xa, V i)(xa, V i)
−2(⋄BG−1)ib(xa, V i) ⋄GEij(xa, V i) ⋄GEib(xa, V i) −2(⋄BG−1)ij(xa, V i)
−2(⋄BG−1)ab(V a, xi) ⋄GEaj(V a, xi) ⋄GEab(V a, xi) −2(⋄BG−1)aj(V a, xi)
(G−1)ib(V a, xi) 2(G−1⋄B)ij(V
a, xi) 2(G−1⋄B)ib(V
a, xi) (G−1)ij(V a, xi)

 ,(4.29)
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where V a = V a(xi, ya) and V
i = V i(xa, yi) are defined in (4.26) and (4.27) respectively.
4.6 The T-dual background fields in the weakly curved background
As well as in the case of the flat background we will require that the dual generalized
metric has the same form as the initial one (2.24) but with T-dual background fields
aHMN (aZarg) =
(
a
⋄GµνE (x
a, V i) −2(a⋄B a⋄G−1)µν(xa, V i)
2(a
⋄G−1 a
⋄B)µ
ν(V a, xi) (a
⋄G−1)µν(V
a, xi)
)
. (4.30)
From now on, in this subsection, we will omit the arguments of background fields, because
all fields in lower D rows depend on the same variables (V a, xi).
It is useful to consider background fields
a
⋄Πµν± ≡ (a⋄B ±
1
2
a
⋄G)µν = a
⋄Gµρ[(a
⋄G−1 a
⋄B)ρ
ν ± 1
2
δνρ ] , (4.31)
and express them in terms of initial fields. From lower D rows of expressions (4.29) and
(4.30) we have
(a
⋄G−1 a
⋄B)µ
ν =
(
−(⋄BG−1)ab 12⋄GEaj
1
2(G
−1)ib (G−1⋄B)ij
)
≡
(
−⋄β˜ 12⋄GTE
1
2γ −⋄β¯T
)
, (4.32)
and
(a
⋄G−1)µν =
(
⋄GEab −2(⋄BG−1)aj
2(G−1⋄B)ib (G
−1)ij
)
≡
(
⋄G˜E −2 ⋄β1
−2 ⋄βT1 γ¯
)
, (4.33)
where we used (A.3), (A.10), (A.12) and (A.13) to obtain the second equalities. To
calculate the inverse of the last expression we will use the general expression for block
wise inversion matrices(
A B
C D
)−1
=
(
(A−BD−1C)−1 −A−1B(D − CA−1B)−1
−D−1C(A−BD−1C)−1 (D − CA−1B)−1
)
. (4.34)
So, we find that
(a
⋄G)µν =
(
(⋄A−1)ab 2(⋄G˜−1E
⋄β1
⋄D−1)aj
2(γ¯−1⋄βT1
⋄A−1)i
b (⋄D−1)ij
)
, (4.35)
where we introduced
⋄Aab = (
⋄G˜E − 4 ⋄β1γ¯−1⋄βT1 )ab , ⋄Dij = (γ¯ − 4 ⋄βT1 ⋄G˜−1E ⋄β1)ij . (4.36)
It can be shown that
⋄Aab = (G˜− 4 ⋄B˜G˜−1 ⋄B˜)ab ≡ ⋄GˆEab , (4.37)
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where the last expression is definition (A.14). Similarly as in the flat space case, ⋄G˜Eab, is
just ab component of ⋄GEµν , while the
⋄GˆEab has the same form as effective metric G
E
µν but
with all components (G˜, ⋄B˜) defined in d dimensional subspace with indices a, b.
With the help of (4.37) we can put the first equation (4.36) in the form (⋄GˆE)ab =
(⋄G˜E)ab − 4(⋄β1γ¯−1⋄βT1 )ab. Multiplying it on the left with (⋄G˜E
−1
)ab and on the right
with (⋄GˆE
−1
)ab we obtain
(⋄G˜E
−1
)ab = (⋄GˆE
−1
)ab − 4 (⋄G˜E−1⋄β1γ¯−1⋄βT1 ⋄GˆE
−1
)ab , (4.38)
which help us to verify that
(⋄D−1)ij = (γ¯
−1 + 4γ¯−1⋄βT1
⋄GˆE
−1⋄β1γ¯
−1)ij , (4.39)
is inverse of the second equation (4.36).
Using (4.32) and (4.35) we can express background field (4.31) as
a
⋄Πµν± =
(
⋄G˜−1E
⋄β1
⋄D−1γ − ⋄A−1(⋄β˜ ∓ 12) 12⋄A−1⋄GTE − 2 ⋄G˜−1E ⋄β1⋄D−1(⋄β¯T ∓ 12 )
1
2
⋄D−1γ − 2γ¯−1⋄βT1 ⋄A−1(⋄β˜ ∓ 12 ) γ¯−1⋄βT1 ⋄A−1⋄GTE − ⋄D−1(⋄β¯T ∓ 12 )
)
.
(4.40)
After lengthy computation using (A.5), (A.12) and (A.13) we find
a
⋄Πµν± =
(
κ
2
⋄θˆab∓ κ
⋄θˆab∓
⋄Π±bi
−κ⋄Π±ib⋄θˆba∓ ⋄Π±ij − 2κ⋄Π±ia⋄θˆab∓ ⋄Π±bj
)
, (4.41)
where ⋄Π±ab and
⋄θˆab± are defined in (A.15).
Comparison of the upperD rows of expressions (4.28) and (4.30) yields the same result.
In component notation we can write
a
⋄Πab± =
κ
2
⋄θˆab∓ , a
⋄Πa±i = κ
⋄θˆab∓
⋄Π±bi ,
a
⋄Π±i
a = −κ⋄Π±ib⋄θˆba∓ , a⋄Π±ij = ⋄Π±ij − 2κ⋄Π±ia⋄θˆab∓ ⋄Π±bj . (4.42)
The equality of two redefined background fields with diamond means that both finite and
infinitesimal parts are equal. According to (2.19) it follows that the same relations are
valid for background fields without diamond
aΠ
ab
± =
κ
2 θˆ
ab
∓ , aΠ
a
±i = κθˆ
ab
∓Π±bi ,
aΠ±i
a = −κΠ±ibθˆba∓ , aΠ±ij = Π±ij − 2κΠ±iaθˆab∓Π±bj . (4.43)
The arguments of all background fields are [V a(xi, ya), x
i], where V a is defined in (4.26).
Consequently, we obtained the T-dual background fields in the weakly curved back-
ground after dualization along directions xa (a = 0, 1, · · · , d − 1). They are in complete
agreement with eq.(42) of Ref.[7]. So, the generalized metric HMN(Zarg) contains suffi-
cient information about background fields in each node of the chain (1.1).
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The double space contains coordinates of two spaces totally dual relative to one an-
other. The starting theories are: the initial one described by the action S(xµ) and its
T-dual along all coordinates with the action S(yµ). Arbitrary T-dualization T a, in the
double space along d coordinate with index a, transforms at the same time S(xµ) to
S[V a(xi, ya), x
i] and S(yµ) to S[x
a, V i(xa, yi)]. The obtained theories are also totally dual
relative to one another.
4.7 T-duality group GT (D), for the weakly curved background
Although, in the weakly curved background not only the double coordinate ZM but also
the argument of background field Z˘arg should be transformed, they are transformed with
the same operator Tˆ a. Because they live in the spaces with different dimensions, the
operator Tˆ a has different representations T a and T˘ a.
Successively T-dualization can be represent by operator multiplications Tˆ a1 Tˆ a2 =
Tˆ a, (a = a1
⋃
a2). The sets of operators Tˆ a form a commutative group GT (D) with
respect to multiplication. Consequently, the set of all T-duality transformations form the
group GT (D) with respect to the operation ◦.
This is a subgroup of the 2D permutational group and T-duality along 2d coordinates
xa and ya can be represent as(
1 2 · · · d d+ 1 · · · D D + 1 · · · D + d D + d+ 1 · · · 2D
D + 1 D + 2 · · · D + d d+ 1 · · · D 1 · · · d D + d+ 1 · · · 2D
)
,
(4.44)
or in the cyclic notation
(1,D + 1)(2,D + 2) · · · (d,D + d) . (4.45)
So, T-duality group is the same for the flat and weakly curved background. It is a global
symmetry group of equations of motion (2.38).
5 Dilaton
To include dilaton field φ, we will add Fradkin-Tseytlin term to the action (2.1)
Sφ =
∫
d2ξ
√−gR(2)φ , (5.1)
where R(2) is scalar curvature of the world sheet. It is one order higher in α′ then terms
in (2.1) with metric and B-field.
Let us consider the T-duality transformation of the dilaton field in the weakly curved
background. There are several topics we are going to discuss.
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5.1 Path integral in the weakly curved background
It is well known that dilaton transformation has quantum origin. For a constant back-
ground the Gaussian path integral produces the expression (detΠ0+µν)
−1. In our case the
background is coordinate dependent and the integration is not Gaussian. The fact that we
have infinitesimally small parameter will help us to show that the final result is formally
the same as in the flat case. Let us start with path integral
Z =
∫
dvµ+dv
µ
−dyµe
iSfix(v±,∂±y) , (5.2)
where
Sfix(v±, ∂±y) = S0 + S1 ,
S0 = κ
∫
d2ξ[v+Π0+v− +
1
2 (v+∂−y − v−∂+y)] , S1 = κ
∫
d2ξ v+h(V )v− , (5.3)
and S1 is infinitesimal. For simplicity, in this Subsection we will omit space-time indices.
We will consider ∂∓y as a sources for v±. We introduce differential operators
vˆ± = ∓2i
κ
δ
δ∂∓y
, Vˆ =
∫
(dξ+vˆ+ + dξ
−vˆ−) , (5.4)
such that
vˆ±e
iS0(v±,∂±y) = v±e
iS0(v±,∂±y) , Vˆ eiS0(v±,∂±y) = V eiS0(v±,∂±y) . (5.5)
Using the fact that S1 is infinitesimal we can write
Z =
∫
dyµ[1 + iκ
∫
d2ξ vˆ+h(Vˆ )vˆ−]
∫
dvµ+dv
µ
−e
iS0(v±,∂±y) . (5.6)
The integral over v± is Gaussian and we can find
Z =
∫
dyµ
[
1 + iκ
∫
d2ξ(vˆ+h(Vˆ )vˆ−)
]
1
det(Π0+)
ei
⋆S0(y) , (5.7)
where ⋆S0(y) =
κ2
2
∫
d2ξ ∂+y θ0−∂−y is zero order of the T-dual action. Because the
determinant is constant we should apply differentiation only on ⋆S0(y). After some direct
calculation we obtain
iκ
∫
d2ξ(vˆ+h(Vˆ )vˆ−) e
i ⋆S0(y) =
[
i
κ2
2
∫
d2ξ ∂+y θ1−(V )∂−y + 2κθ
µν
0−
∫
d2ξ hµν(V )
]
ei
⋆S0(y) ,
(5.8)
where θ1−(V ) = −2κθ0−h(V )θ0−. Substitute it back into (5.7) and express the infinitesi-
mal term as an exponent we have
Z =
∫
dyµ
1
det(Π0+)
e2κθ
µν
0−
∫
hµν(V ) · ei ⋆S(y) , (5.9)
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where ⋆S(y) = κ
2
2
∫
d2ξ ∂+y [θ0− + θ1−(V )]∂−y is the full T-dual action.
In the first two terms we can recognize det(Π+(V )). Separating the infinitesimal term
we have Π+(V ) = Π0+ + h(V ) and consequently
detΠ+(V ) = detΠ0+ det(1 + 2κθ0−h) . (5.10)
Using the fact that h is infinitesimal we have, up to the first order
det(1 + 2κθ0−h) = 1 + Tr(2κθ0−h) = e
Tr(2κθ0−h) = e−2κθ
µν
0−
∫
hµν . (5.11)
From last three equations we obtain
Z =
∫
dyµ
1
det(Π+(V ))
ei
⋆S(y) . (5.12)
Consequently, the functional integration over v± in non-Gaussian case for weakly curved
background (where the action is of the third degree) produces formally the same result as
in the flat space (where the action is Gaussian).
5.2 Functional measure in the weakly curved background
Using the expressions for T-dual fields (4.43) we can find the relations between the deter-
minants
det(2Π±ab) =
1
det(2 aΠ
ab
± )
=
√
detGab
det aGab
. (5.13)
We put factor 2 for the convenience, because Π±ab = Bab ± 12Gab. On the other hand,
from (A.1) and (4.33) we have
detGµν =
detGab
det γ¯ij
, det aGµν =
det aG
ab
det γ¯ij
. (5.14)
From (5.13) and (5.14) follows
det(2Π±ab) =
1
det(2 aΠab± )
=
√
detGµν
det aGµν
. (5.15)
With the help of last relation we can show that the change of space-time measure in
the path integral of the ordinary (not doubled) approach is correct
√
detGµν dx
idxa →
√
detGµν dx
i 1
det(2Π+ab)
dya =
√
det aGµν dx
idya , (5.16)
when we performed T-dualization T a along xa directions.
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In the double space the path integral measure is invariant under T-dual transformation.
In fact after T-dualization T a along both xa and ya we have
√
detGµν
√
det ⋆Gµν dxidyidx
adya → (5.17)
√
detGµν
√
det ⋆Gµν dxidyidyadx
a 1
det(2Π+ab) det(2 aΠ
ab
+
)
,
and because according to (5.13) the last term is equal to 1 we can conclude that the
measure is invariant.
5.3 Dilaton in the double space
In double space the new dilaton should be introduced, invariant under T-duality trans-
formations. As it is explained in Refs.[2, 23] the expression det(2Π±ab) produces the well
known shift in the dilaton transformation
aφ = φ− ln det(2Π+ab) = φ− ln
√
detGab
det aGab
. (5.18)
Note that according to (5.13) we have
a(aφ) = aφ− ln det(2aΠ+ab) = φ− ln det(2Π+ab)− ln det 1
(2Π+ab)
= φ , (5.19)
which means that φ+ aφ is duality invariant. So, we can define dilaton
Φ(a) =
1
2
(aφ+ φ) = φ− 1
2
ln
√
detGab
det aGab
, (5.20)
invariant under duality transformation along xa directions. It often occurs in the literature
as ”invariant dilaton” (see for example Ref.[17]). The ”doubled dilaton” Φ(a) is good
solution for the set of theories [12, 17] where for any d coordinates xa along which we
perform T-duality it corresponds the actions Sd , (d = 1, 2, · · · ,D). These actions are
invariant under corresponding T-dualities.
We have one action which describes all T-dual transformations and we would like to
have dilaton invariant under all possible T-duality transformations. So, we will offer new
expression for ”doubled dilaton”
”Φ” =
1
2D
∑
a∈A
aφ = φ− ln
√
detGµν +
1
2D
√∏
a∈A
det aGµν , (5.21)
where index A means summation (multiplication) of all possible 2D T-dualities. It includes
initial dilaton φ all D T-dual dilatons along one of D dimensions, all D(D−1)2 T-dual
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dilatons along arbitrary two coordinates and so on, ending with T-dual dilaton along all
dimensions. Using (5.19) it is easy to show that above expression is duality invariant under
all possible T-dualizations. Because the last term is manifestly duality invariant, we can
take the first two terms as invariant dilaton
Φ = φ− ln
√
detGµν . (5.22)
With the help of (5.18) we can check that it is duality invariant and we will take this
expression as dilaton of the double space. In new notation the expression (5.18) takes the
simple form aΦ = Φ.
As before, with star we denote T-dualization along all coordinates. Using (2.24) and
(2.25) we can expressed generalized metric symmetrically in term of initial metric and
Kalb-Ramond fields and their totally T-dual background fields
HMN (x, V ) =
(
(⋄⋆G−1)µν(V ) 2(
⋄⋆G−1)µρ(V ) ⋄⋆Bρν(V )
2(G−1)µρ ⋄Bρν(x) (G
−1)µν
)
. (5.23)
Let us do a similar thing with dilaton field. Because we have ⋆Φ = ⋆φ− ln
√
det ⋆Gµν ,
we can express (5.22) in symmetric form in term of dilaton from the initial theory φ and
dilaton from its totally T-dual theory ⋆φ
Φ =
1
2
(Φ + ⋆Φ) =
1
2
(φ+ ⋆φ)− 1
2
ln
√
detGµν det ⋆Gµν . (5.24)
This is useful relation for the path integral measure, because we can reexpress it as
e−2Φ = e−(φ+
⋆φ)
√
detGµν det ⋆Gµν , (5.25)
so that e−2Φdxµdyµ is double space integration measure, as well as in the Double field
theory.
6 Example: Three torus
In this section we will take the example of 3−torus with H flux background, considering
in of the Refs.[9, 25, 26, 27, 7]. Using the method described above, we will compute
backgrounds for all T-dual theories, both geometric and non-geometric.
6.1 Background of the initial theory
Let us first fix the initial theory. The coordinates of the D = 3 dimensional torus will be
denoted by x1, x2, x3. In our particular example, nontrivial components of the background
are
Gµν = δµν , B12 = −1
2
Hx3 , (6.1)
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or explicitly
Gµν =


1 0 0
0 1 0
0 0 1

 , Bµν(x) =


0 −12Hx3 0
1
2Hx
3 0 0
0 0 0

 . (6.2)
Here, the background fields depend only on x3 and so in the whole section we will have
n = 1 and
Pr → P3 =


0 0 0
0 0 0
0 0 1

 . (6.3)
Note that the background fields considered in Refs.[9, 25, 26, 27], which will be marked
by G and B, are related with our notation as
Bµν = −2Bµν , Gµν = Gµν , (µ, ν = 1, 2, 3) . (6.4)
It is easy to check that
Π±µν(x) ≡ Bµν(x)± 1
2
Gµν =
1
2


±1 −Hx3 0
Hx3 ±1 0
0 0 ±1

 , (6.5)
and so,
GEµν = Gµν = δµν , Θ
µν
± = −
2
κ
Π±µν . (6.6)
Because bµν = 0 it follows that θ
µν
0 = 0.
For diamond background fields we have
⋄Bµν(x) =


0 −34Hx3 0
3
4Hx
3 0 0
0 0 0

 , ⋄Π±µν(x) = 1
2


±1 −32Hx3 0
3
2Hx
3 ±1 0
0 0 ±1

 .(6.7)
6.2 General form of T-duality transformations for Three torus
In this example the T-duality chain for three dimensional space has the form
Π±µν(xarg), x
µ T
1
⇀↽
T1
Π1±µν(x1arg), x
µ
1
T2
⇀↽
T2
Π2±µν(x2arg), x
µ
2
T3
⇀↽
T3
Π3±µν(x3arg), x
µ
3 ,(6.8)
with coordinates
xµ = {x1, x2, x3}, xµ1 = {y1, x2, x3}, xµ2 = {y1, y2, x3}, xµ3 = {y1, y2, y3} . (6.9)
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The general forms of the arguments are
xµarg = {x1, x2, x3}, xµ1arg = {V 1(y1), x2, x3},
xµ2arg = {V 1(y1, y2), V 2(y1, y2), x3}, xµ3arg = {V 1(y1, y2, y3), V 2(y1, y2, y3), V 3(y1, y2, y3)} ,
(6.10)
where V a(ya) will be calculated later as a solutions of the zero order T-duality transfor-
mations. Because in this example the arguments depend only on the third coordinate
(n = 1) in the particular case, after projection with Pr → P3, we have
xµarg = {x3}, xµ1arg = {x3}, xµ2arg = {x3}, xµ3arg = {V 3(y1, y2, y3)} . (6.11)
In general, there are
(D
1
)→ (31) = 3 dual theories along one coordinate, (D2 )→ (32) = 3
dual theories along two coordinates and so on. It is useful to represent T-duality trans-
formations between these theories in the diagram
1S(y1, x
2, x3) −→T2 12S(y1, y2, x3)
T1
ր րT1 ցT3
T3
ց
S(x1, x2, x3)
T2−→ 2S(x1, y2, x3) 13S(y1, x2, y3) T
2−→ 123S(y1, y2, y3, V 3)
T3
ց րT1 ցT3
T1
ր
3S(x
1, x2, y3) −→T2 23S(x1, y2, y3) . (6.12)
It is possible to perform successive two and three T-dualizations as well as T-dualization
in the directions opposite to the direction of the arrows. For simplicity we did not show
it on the diagram. The background fields for all theories of the above diagram will be
collected in Subsection 6.8. In the literature the theories S, 1S, 12S and 123S are known as
theories with H, f ,Q and R fluxes respectively.
The explicit form of the double coordinate, the arguments of background fields and
the generalized metric is
ZM =
(
xµ
xµ3
)
=


x1
x2
x3
y1
y2
y3


, ZMarg =


xµ3arg
xµ3arg
xµ3arg
xµarg
xµarg
xµarg


=


V 3
V 3
V 3
x3
x3
x3


, (6.13)
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HMN (ZMarg) =


1 0 0 0 32HV
3 0
0 1 0 −32HV 3 0
0 0 1 0 0 0
0 −32Hx3 0 1 0 0
3
2Hx
3 0 0 0 1 0
0 0 0 0 0 1


. (6.14)
Because in this example we have n = 1, the ZM and ZMarg have the same dimension.
Note that they transform with matrices T a and T˘ a respectively, which also have the same
dimension, but they are not equal.
6.3 The expression for V 3 as solutions of zero order T-duality transfor-
mation
In expressions for ZMarg (6.13) and for HMN (6.14) there is undetermined variable V 3 as
the arguments of background fields. It is solution of T-duality transformations at zero
order. In the flat space we have HMN = 1 and
∂± Z
M = ±ΩZM . (6.15)
Note that last relation does not depend on d. In general case, for different values of d, we
should solve zero order T-duality transformations independently.
There are three independent relations (in this example they have the same form)
± ∂± yµ = ∂± xµ , (µ = 1, 2, 3). (6.16)
Because we should eliminate yi it is enough to solve relations with index a. Its solution
xa = y˜a , (a = 1, · · · d) (6.17)
where y˜a is defined in (2.10), we will proclaim as V
a. In this example the arguments
depend only on the third coordinate and we have
xµarg = {x3}, xµ1arg = {x3}, xµ2arg = {x3}, xµ3arg = {V 3 = y˜3} . (6.18)
Now, we can replace V 3 with y˜3 in the arguments of background fields Z
M
arg (6.13) and
in the generalized metric HMN (2.24) and obtain
ZMarg =


y˜3
y˜3
y˜3
x3
x3
x3


, HMN (ZMarg) =


1 0 0 0 32Hy˜3 0
0 1 0 −32Hy˜3 0
0 0 1 0 0 0
0 −32Hx3 0 1 0 0
3
2Hx
3 0 0 0 1 0
0 0 0 0 0 1


.
(6.19)
26
6.4 Tˆ 1 : H flux → f flux (d=1)
Let us first consider the case d = 1, where the indices take the following values a, b ∈
{1}, i, j ∈ {2, 3} and consequently Pa → P1 =


1 0 0
0 0 0
0 0 0

. It corresponds to the
T-dualization along direction x1,
Tˆ 1 : torus with H flux → torus with f flux (twisted torus) , SH [x1, x2, x3]→ Sf [y1, x2, x3] .
To perform such T-dualization we should exchange x1 with y1 with matrix
(T 1)MN =


0 0 0 1 0 0
0 1 0 0 0 0
0 0 1 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1


= 12 ⊗ (1− P1) + Ω2 ⊗ P1 , (6.20)
and obtain instead of (4.28)
T 1HT 1(ZT 1HT 1) =


1 −32Hx3 0 0 0 0
−32Hy˜3 1 0 0 0
0 0 1 0 0 0
0 0 0 1 32Hy˜3 0
0 0 0 32Hx
3 1 0
0 0 0 0 0 1


. (6.21)
Let us note that after multiplication with T 1 in the particular case (dependence only
on the third coordinate) we have
ZMT 1H T 1 =


x3
y˜3
/
y˜3
x3
/


. (6.22)
In this example we have only variables with index 3 and in case of T-dualization along x1
the index i takes the value 3. So, in order to obtain 1Zarg we should change only variables
with index i which according to the rule (4.16) appear in the rows a = 1 and a+D = 4.
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It produces
ZMT 1H T 1 =


x3
y˜3
/
y˜3
x3
/


→


y˜3
y˜3
/
x3
x3
/


= 1Zarg = S˘1ZMT 1H T 1 , (6.23)
where in this case S˘1 = T 1. So, instead of (4.29) we obtain the generalized metric
1HMN(1Zarg) =


1 −32Hy˜3 0 0 0 0
−32Hy˜3 1 0 0 0
0 0 1 0 0 0
0 0 0 1 32Hx
3 0
0 0 0 32Hx
3 1 0
0 0 0 0 0 1


. (6.24)
The expression for 1Zarg we can also obtain directly multiplying Zarg with T˘ 1. Since,
in our case PaPr → P1P3 = 0 from (4.14) we have T˘ 1 = 1 and 1Zarg = Zarg.
According to (4.30) the generalized metric has a form (note that i = 3)
1HMN (1Zarg) =
(
1
⋄GµνE (V
3 = y˜3) −2(1⋄B 1⋄G−1)µν(V 3 = y˜3)
2(1
⋄G−1 1
⋄B)µ
ν(x3) (1
⋄G−1)µν(x
3)
)
. (6.25)
From lower D = 3 rows we have
(1
⋄G−1)µν(x
3) =


1 32Hx
3 0
3
2Hx
3 1 0
0 0 1

 , (1⋄G−1 1⋄B)µν = 0 , (6.26)
and consequently,
1
⋄Gµν(x3) =


1 −32Hx3 0
−32Hx3 1 0
0 0 1

 , 1⋄Bµν = 0 . (6.27)
The upper D = 3 rows produce the same result. So, the results without diamond
Gµνf (x
3) ≡ 1Gµν(x3) =


1 −Hx3 0
−Hx3 1 0
0 0 1

 , Bµνf ≡ 1Bµν = 0 , (6.28)
completely coincide with Refs.[9, 25, 26, 27, 7].
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6.5 Tˆ 2 : f flux → Q flux (d=1)
Let us consider the next d = 1 case, where the indices take the following values a, b ∈
{2}, i, j ∈ {1, 3} and consequently Pa → P2 =


0 0 0
0 1 0
0 0 0

. It corresponds to the
T-dualization along direction x2,
Tˆ 2 : torus with f flux → torus with Q flux , Sf [y1, x2, x3]→ SQ[y1, y2, x3] .
To perform such T-dualization we exchange x2 with y2 with the matrix
(T 2)MN =


1 0 0 0 0 0
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 1 0 0
0 1 0 0 0 0
0 0 0 0 0 1


= 12 ⊗ (1− P2) + Ω2 ⊗ P2 , (6.29)
and obtain
T 2 1HT 2(ZT 2 1HT 2) =


1 0 0 0 −32Hy˜3 0
0 1 0 32Hx
3 0 0
0 0 1 0 0 0
0 32Hx
3 0 1 0 0
−32Hy˜3 0 0 0 1 0
0 0 0 0 0 1


. (6.30)
According to (4.16) we should again change only variables with index i at rows a = 2
and a+D = 5
ZMT 21H T 2 =


y˜3
x3
/
x3
y˜3
/


→


y˜3
y˜3
/
x3
x3
/


= 12Zarg = S˘2ZMT 21H T 2 , (6.31)
(where again S˘2 = T 2) so that the generalized metric takes the final form
12HMN(12Zarg) =


1 0 0 0 −32Hy˜3 0
0 1 0 32Hy˜3 0 0
0 0 1 0 0 0
0 32Hx
3 0 1 0 0
−32Hx3 0 0 0 1 0
0 0 0 0 0 1


. (6.32)
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Again we have T˘ 2 = 1 and 12Zarg = 1Zarg. According to (4.30) the generalized metric has
a form
12HMN (12Zarg) =
(
12
⋄GµνE (V
3 = y˜3) −2(12⋄B 12⋄G−1)µν(V 3 = y˜3)
2(12
⋄G−1 12
⋄B)µ
ν(x3) (12
⋄G−1)µν(x
3)
)
. (6.33)
From lower D = 3 rows we have
(12
⋄G−1)µν =


1 0 0
0 1 0
0 0 1

 , (12⋄G−1 12⋄B)µν(x3) =


0 34Hx
3 0
−34Hx3 0 0
0 0 0

 ,
(6.34)
and consequently,
12
⋄Gµν =


1 0 0
0 1 0
0 0 1

 , 12⋄Bµν(x3) =


0 34Hx
3 0
−34Hx3 0 0
0 0 0

 . (6.35)
The upper D = 3 rows produce the same result. So, the results without diamond
GµνQ ≡ 12Gµν =


1 0 0
0 1 0
0 0 1

 , BµνQ (x3) ≡ 12Bµν(x3) =


0 12Hx
3 0
−12Hx3 0 0
0 0 0

 ,
(6.36)
completely coincide with Refs.[9, 25, 26, 27, 7].
6.6 Tˆ 12 : H flux → Q flux (d=2)
Let us reproduce the result of the previous two subsections with one transformation. We
will consider the case d = 2, where the indices take the following values a, b ∈ {1, 2} and
i, j ∈ {3} and consequently Pa → P12 =


1 0 0
0 1 0
0 0 0

. It corresponds to the T-dualization
along direction x1 and x2
Tˆ 12 : torus with H flux → torus with Q flux , SH [x1 , x2 , x3 ]→ SQ [y1 , y2 , x3 ] .
To perform such T-dualization we should exchange x1 with y1 and x
2 with y2 with the
matrix
T 12 = T 1T 2 =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 1 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1


= 12 ⊗ (1− P12) + Ω2 ⊗ P12 , (6.37)
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and obtain
T 12HT 12(ZT 12HT 12) =


1 0 0 0 −32Hx3 0
0 1 0 32Hx
3 0 0
0 0 1 0 0 0
0 32Hy˜3 0 1 0 0
−32Hy˜3 0 0 0 1 0
0 0 0 0 0 1


. (6.38)
According to (4.16) we should change only variables with index i = 3 at rows a = 1, 2
and a+D = 4, 5
ZMT 12H T 12 =


x3
x3
/
y˜3
y˜3
/


→


y˜3
y˜3
/
x3
x3
/


= 12Zarg = S˘12ZMT 12H T 12 , (6.39)
(where S˘12 = T 12) so that the generalized metric 12HMN (12Zarg) takes the same final
form as in (6.32). Again we have T˘ 12 = 1 and 12Zarg = Zarg. Consequently, the final
result (6.36) is the same as in previous subsection.
6.7 Non-geometric theory with R-flux in three ways
Tˆ 3: Q flux → R flux (d=1), Tˆ 23: f flux → R flux (d=2) and
Tˆ 123: H flux → R flux (d=3)
We are going to obtain the background fields for theory with R flux in three different
ways. First, in the case (d=1) for a, b ∈ {3}, i, j ∈ {1, 2} where Pa → P3 =


0 0 0
0 0 0
0 0 1

.
Applying the matrix
(T 3)MN =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1
0 0 0 1 0 0
0 0 0 0 1 0
0 0 1 0 0 0


= 12 ⊗ (1− P3) + Ω2 ⊗ P3 , (6.40)
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on the 12HMN (12Zarg), which has been obtained in (6.32), we find
T 3 12HT 3(ZT 3 12HT 3) =


1 0 0 0 −32Hy˜3 0
0 1 0 32Hy˜3 0 0
0 0 1 0 0 0
0 32Hx
3 0 1 0 0
−32Hx3 0 0 0 1 0
0 0 0 0 0 1


. (6.41)
Now, we should change the variables with index a (because now a = 3). According to
(4.16) they appear in the rows i = 1, 2 and i+D = 4, 5 and we find
123HMN (123Zarg) =


1 0 0 0 −32Hx3 0
0 1 0 32Hx
3 0 0
0 0 1 0 0 0
0 32Hy˜3 0 1 0 0
−32Hy˜3 0 0 0 1 0
0 0 0 0 0 1


. (6.42)
In all previous cases (for a 6= 3) we had T˘ a = 1. In all cases of this subsection we
have Pa=3Pr=3 = Pa=2,3Pr=3 = Pa=1,2,3Pr=3 = P3 and consequently T˘ 3 = T˘ 2,3 = T˘ 1,2,3 =
Ω2 ⊗ 13 ⊗ P3. It means that we should just exchange variables from upper D = 3 rows
with that from lower D = 3 rows, in particular x3 with y˜3. To the same conclusion we
can come using (4.9) and the fact that S˘3 = T¯ 3.
The same result we can obtain applying T 23 = T 2T 3 on 1HMN(1Zarg), which has been
obtained in (6.24), in the case (d=2) for a, b ∈ {2, 3} and i, j ∈ {1}, as well as applying
(T 123)MN = (T 1T 2T 3)MN =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0


=
(
0 13
13 0
)
, (6.43)
on the starting generalized metric HMN (2.24).
The obtaining generalized metric should has a form (4.30)
123HMN (123Zarg) =
(
123
⋄GµνE (x
3) −2(123⋄B 123⋄G−1)µν(x3)
2(123
⋄G−1 123
⋄B)µ
ν(V 3 = y˜3) (123
⋄G−1)µν(V
3 = y˜3)
)
.
(6.44)
Note that in general, according to (4.30), all background fields in upper D rows depend
on xa and V i while in lower D rows depend on V a and xi. Up to now we had that index
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i took value 3, but now first time the index a takes value 3. So, the background fields in
the upper 3 rows depend on x3 and in the lower 3 rows on V 3 = y˜3, the opposite of the
previous cases. Consequently, the background fields for theory with R flux, which take the
position of lower 3 rows, will depend on V 3 = y˜3. This is something that we could expect,
because we realized T-duality along x3 direction on which background fields depend. The
result of this subsection can not be obtained with standard Buscher approach, but the
generalized one of Refs.[6, 7] must be applied.
With the same reason as in previous sections we have
GµνR ≡ 123Gµν =


1 0 0
0 1 0
0 0 1

 , BµνR (y˜3) ≡ 123Bµν(y˜3) =


0 12Hy˜3 0
−12Hy˜3 0 0
0 0 0

 ,
(6.45)
which completely coincide with Ref.[7]. Unlike previous cases here the background is
non-geometric and it depends on y˜3.
6.8 Collection of all metrics and Kalb-Ramond fields for Three torus
In a similar way as described above we can find all metrics and Kalb-Ramond fields for
Three torus. Here we will collect the final results for all theories in diagram (6.12)
d = 0 : Gµν =


1 0 0
0 1 0
0 0 1

 , Bµν(x) =


0 −12Hx3 0
1
2Hx
3 0 0
0 0 0

 , (6.46)
d = 1 :
1G
µν(x3) =


1 −Hx3 0
−Hx3 1 0
0 0 1

 , 1Bµν = 0 ,
2G
µν(x3) =


1 Hx3 0
Hx3 1 0
0 0 1

 , 2Bµν = 0 ,
3G
µν =


1 0 0
0 1 0
0 0 1

 , 3Bµν(y˜3) =


0 −12Hy˜3 0
1
2Hy˜3 0 0
0 0 0

 ,(6.47)
d = 2 :
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12G
µν =


1 0 0
0 1 0
0 0 1

 , 12Bµν(x3) =


0 12Hx
3 0
−12Hx3 0 0
0 0 0

 ,
23G
µν(y˜3) =


1 Hy˜3 0
Hy˜3 1 0
0 0 1

 , 23Bµν = 0 ,
13G
µν(y˜3) =


1 −Hy˜3 0
−Hy˜3 1 0
0 0 1

 , 13Bµν = 0 , (6.48)
d = 3 : 123G
µν =


1 0 0
0 1 0
0 0 1

 , 123Bµν(y˜3) =


0 12Hy˜3 0
−12Hy˜3 0 0
0 0 0

 . (6.49)
In the particular example, up to higher order of H2 which we will neglected, we have
det aGµν = 1 which produces aφ = φ. So, dilaton field is invariant under T-duality
transformations and doubled dilaton is equal to the initial dilaton, Φ = φ.
All theories obtained after dualization along x3 coordinate (the coordinate on which
background depends) are nongeometric. Here they are 3S, 13S, 23S and 123S. The other
theories S, 1S, 2S and 12S are geometric.
6.9 T-duality group GT (3)
Let us illustrate the T-duality group in the case of three torus. The three matrices T 1 ,T 2
and T 3, defined in the relations (6.20), (6.29) and (6.40), are generators of the group
GT (3). This group is subgroup of the 6−permutational group. These matrices can be
represent in the following way
T 1 :
(
1 2 3 4 5 6
4 2 3 1 5 6
)
T 2 :
(
1 2 3 4 5 6
1 5 3 4 2 6
)
T 3 :
(
1 2 3 4 5 6
1 2 6 4 5 3
)
,
(6.50)
or in the cyclic notation
T 1 : (1, 4) T 2 : (2, 5) T 2 : (3, 6) . (6.51)
The whole group has 8 elements: 1,T 1,T 2,T 3,T 12,T 13,T 23 and T 123 and all matrices can
be simply obtained by matrix multiplication of the generators, for example T 12 = T 1T 2.
The only independent ”breve” matrices are T˘ 1 = T˘ 2 = 16, and T˘ 3 = Ω2 ⊗ 13. They
form a group isomorphic to the group of two elements 1 and Ω2. In fact we have T˘ 1 =
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T˘ 2 = T˘ 12 = 16 and T˘ 3 = T˘ 13 = T˘ 23 = T˘ 123 = Ω2 ⊗ 13. They can be represent as
T˘ 1 :
(
1 2 3 4 5 6
1 2 3 4 5 6
)
T˘ 3 :
(
1 2 3 4 5 6
4 5 6 1 2 3
)
. (6.52)
7 Conclusion
In the paper [1] we offered simple formulation for T-duality transformations. We intro-
duced the extended 2D dimensional space with the coordinates ZM = (xµ, yµ), which
beside initial D dimensional space-time coordinates xµ contains the corresponding T-dual
coordinates yµ. We showed that in that double space the T-duality along some subset of
coordinates xa (a = 0, 1, · · · , d− 1) and corresponding dual coordinates ya is equivalent to
replacing their places.
Here we generalize this result to the case of weakly curved background where in addition
to the extended coordinate we should also transform extended argument of the background
fields. We define particular permutation of the coordinates, realized by operator Tˆ a, which
in the weakly curved background has two roles. First, with matrices T a it exchanges the
places of some subset of the coordinates xa and the corresponding dual coordinates ya
along which we perform T-dualization. Second, in arguments of background fields Zarg =
[V µ(y), xµ] it exchanges xa with its T-dual image V a(y), with matrices T˘ a. Matrices T a
and T˘ a are homeomorphic and they are representation of the operator Tˆ a.
We require that the obtained double space coordinates satisfy the same form of T-
duality transformations as the initial one, or in other words that this permutation is a
global symmetry of the T-dual transformation. We show that this permutation produce
exactly the same T-dual background fields as in the generalized Buscher approach of
Ref.[7].
In the flat space-time, this statement has been proved by direct calculations in Ref.[1].
In the weakly curved background, thanks to the arguments of background fields, we made
nontrivial generalization. But in that case we should solve the problem iteratively. We
start with T-duality transformations (4.17), with variables ZM and Zarg. The zero order
does not depend on Zarg, because it appears with infinitesimal coefficient. Elimination
of yi from T-duality equations produce solution x
a(xi, ya), eq.(3.4), while elimination of
ya produce solution x
i(xa, yi), eq.(3.5). The solution for x
a we proclaim the V a(xi, ya)
and solution for xi we proclaim the V i(xa, yi). Thanks to the plus minus sign in front of
T-duality relations (4.17) these solutions depend on both ya and its double y˜a. The zero
order background field arguments Z
(0)
arg consists of V µ and xµ, see (4.7). It is the arguments
of the first order transformations, because it appears with infinitesimal coefficient. So, we
obtain the first order transformations, which according to (2.38), produce equations of
motion.
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In the standard Buscher formulation T-duality transforms the initial theory to the
equivalent one, T-dual theory. The double space formulation contains both initial and T-
dual theory and T-duality becomes the global symmetry transformation. With the help of
(4.21) it is, easy to see that equations of motion (2.38) are invariant under transformation
ZM → Z ′M = (T a)MNZN , Zarg → Z ′arg = T˘ aZarg.
We have shown that in the case of weakly curved background, although the path
integral is not Gaussian, the T-duality transformation for the dilaton formally has the
same form as in the case of the flat background, where the path integral is Gaussian. As
well as in the other approaches, the double dilaton Φ is duality invariant. In our approach
it is invariant with respect to all T-duality transformations. We have expressed it in term
of dilaton from the initial theory φ and dilaton from its totally T-dual theory ⋆φ. This is
analogously to the generalized metric, which is expressed symmetrically in terms of metric
and Kalb-Ramond fields of both initial and its totally T-dual theory.
Because both ZM and Zarg are transformed with the homeomorphic matrices T a and
T˘ a, the T-duality group with respect to the successive T-dualizations is the same as in
the case of flat background. It is a subgroup of the 2D permutation group, which permute
some d of the first D coordinates with corresponding d of the last D coordinates. In the
cyclic form it can be written as
(1,D + 1)(2,D + 2) · · · (d,D + d) , d ∈ (0,D) , (7.53)
where d = 0 formally corresponds to the neutral element (no permutations) and d = D
corresponds to the case when T-dualization is performed along all coordinates.
It is well known that, in the case when background fields depend on all coordinates,
all theories in the chain (1.1), except the initial one, are nongeometric. In the case of the
weakly curved background, the source of the nongeometry is nonlocality of the arguments,
which itself is a line integral. It depend on two variables, the Lagrangian multiplier
yµ and its double y˜µ. So, because our approach unify all nodes of the chain (1.1) it
unify geometric with non-geometric theories. It is also clearly explains that T-duality is
unphysical, because it is equivalent to the permutation of some coordinates.
Our approach is essentially different from the standard one of the double field theory,
where all background fields depend on the same variable ZM . Here, it formally depends
on two kind of double space coordinates ZM and Zarg. The argument Zarg appears with
infinitesimal coefficient and it is solution for ZM in one order smaller approximation. So,
it essentially depend only on variable ZM , but we should solve the problem iteratively.
A Block-wise expressions for background fields
In order to simplify notation and to write expressions without indices (as matrix multipli-
cation) we will introduce notations for component fields.
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A.1 Block-wise expressions for flat background fields
For the metric tensor and the Kalb-Ramond background fields we define
Gµν =
(
G˜ab Gaj
Gib G¯ij
)
≡
(
G˜ GT
G G¯
)
, (A.1)
and
bµν =
(
b˜ab baj
bib b¯ij
)
≡
(
b˜ −bT
b b¯
)
. (A.2)
We also define
(G−1)µν =
(
γ˜ab γaj
γib γ¯ij
)
≡
(
γ˜ γT
γ γ¯
)
, (A.3)
and the effective metric
gµν = Gµν − 4bµρ(G−1)ρσbσν =
(
g˜ab gaj
gib g¯ij
)
≡
(
g˜ gT
g g¯
)
. (A.4)
Note that because Gµν is inverse of Gµν we have
γ = −G¯−1Gγ˜ = −γ¯GG˜−1 , γT = −G˜−1GT γ¯ = −γ˜GT G¯−1 ,
γ˜ = (G˜−GT G¯−1G)−1 , γ¯ = (G¯−GG˜−1GT )−1 ,
G˜−1 = γ˜ − γT γ¯−1γ , G¯−1 = γ¯ − γγ˜−1γT . (A.5)
We will also use the expression similar to the effective metric (A.4) and non-commutativity
parameters but with all contributions from ab subspace
gˆab = (G˜− 4b˜G˜−1b˜)ab , θˆab0 = −
2
κ
(gˆ−1b˜G˜−1)ab . (A.6)
Note that gˆab 6= g˜ab because g˜ab is projection of gµν on subspace ab. It is extremely useful
to introduce background field combinations
Π0±ab = bab ± 1
2
Gab θˆ
ab
0± = −
2
κ
(gˆ−1Π˜0±G˜
−1)ab = θˆab0 ∓
1
κ
(gˆ−1)ab , (A.7)
which are inverse to each other
θˆac0±Π0∓cb =
1
2κ
δab . (A.8)
The similar relations valid in ij subspace.
With the help of (4.38) one can prove the relation
(g˜−1β1D
−1)ai = (gˆ
−1β1γ¯
−1)ai , (A.9)
where Dij is defined in (4.36).
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A.2 Block-wise expressions for weakly curved background fields
For the effective metric tensor and the Kalb-Ramond background fields (2.18) we define
⋄GEµν =
(
⋄G˜Eab
⋄GEaj
⋄GEib
⋄G¯Eij
)
≡
(
⋄G˜E
⋄GTE
⋄GE
⋄G¯E
)
, (A.10)
and
⋄Bµν =
(
⋄B˜ab
⋄Baj
⋄Bib
⋄B¯ij
)
≡
(
⋄B˜ −⋄BT
⋄B ⋄B¯
)
. (A.11)
It is also useful to introduce new notation for expressions
(⋄BG−1)µ
ν =
(
⋄B˜γ˜ − ⋄BTγ ⋄B˜γT − ⋄BT γ¯
⋄Bγ˜ + ⋄B¯γ ⋄BγT + ⋄B¯γ¯
)
≡
(
⋄β˜ ⋄β1
⋄β2
⋄β¯
)
, (A.12)
and
(G−1 ⋄B)µν =
(
γ˜⋄B˜ + γT ⋄B −γ˜ ⋄BT + γT ⋄B¯
γ ⋄B˜ + γ¯⋄B −γ ⋄BT + γ¯⋄B¯
)
≡
(
−⋄β˜T −⋄βT2
−⋄βT1 −⋄β¯T
)
. (A.13)
We will use the effective metric and non commutativity parameter but with all contri-
butions from ab subspace
⋄GˆEab = (G˜− 4⋄B˜G˜−1⋄B˜)ab , ⋄θˆab = −
2
κ
[(⋄GˆE)
−1⋄B˜G˜−1]ab . (A.14)
Note that ⋄GˆEab 6= ⋄G˜Eab because ⋄G˜Eab is projection of ⋄GEµν on subspace ab. It is also useful
to introduce background field combinations in weakly curved background
⋄Π±ab =
⋄Bab ± 1
2
⋄Gab
⋄θˆab± = −
2
κ
(⋄Gˆ−1E
⋄Π˜±G˜
−1)ab = ⋄θˆab ∓ 1
κ
(⋄Gˆ−1E )
ab , (A.15)
which are inverse to each other
⋄θˆac±
⋄Π∓cb =
1
2κ
δab . (A.16)
The similar relations valid in ij subspace.
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