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ON THE Lp-SOLVABILITY OF HIGHER ORDER PARABOLIC
AND ELLIPTIC SYSTEMS WITH BMO COEFFICIENTS
HONGJIE DONG AND DOYOON KIM
Abstract. We prove the solvability in Sobolev spaces for both divergence and
non-divergence form higher order parabolic and elliptic systems in the whole
space, on a half space, and on a bounded domain. The leading coefficients are
assumed to be merely measurable in the time variable and have small mean
oscillations with respect to the spatial variables in small balls or cylinders.
For the proof, we develop a set of new techniques to produce mean oscillation
estimates for systems on a half space.
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1. Introduction
The paper is devoted to the study of the Lp-theory of higher order parabolic and
elliptic systems. More precisely, we expand the Lp-theory of higher order elliptic
and parabolic systems to include a class of not necessarily continuous coefficients via
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a unified approach for both divergence type and non-divergence type systems in the
whole space, on a half space, and on a bounded domain. The coefficients we consider
are complex valued and, especially, the leading coefficients of parabolic systems are
only measurable in the time variable and belong to the class of BMO (bounded
mean oscillations) as functions of the spatial variables. The mean oscillations of
the coefficients only need to be sufficiently small over small cylinders.
To present the exact forms of systems, we let
Lu =
∑
|α|≤m,|β|≤m
AαβDαDβu, Lu =
∑
|α|≤m,|β|≤m
Dα(AαβDβu),
where m is a positive integer,
Dα = Dα11 · · ·D
αd
d , α = (α1, · · · , αd),
and, for each α, β, Aαβ = [Aαβij (t, x)]
n
i,j=1 is an n × n complex matrix-valued
function. The involved functions are complex vector-valued functions, that is,
u = (u1, · · · , un)tr, f = (f1, · · · , fn)tr, fα = (f
1
α, · · · , f
n
α )
tr.
The parabolic systems we study are
ut + (−1)
mLu = f, ut + (−1)
mLu =
∑
|α|≤m
Dαfα,
where the first one is in non-divergence form and the second one is in divergence
form. The elliptic systems, non-divergence form and divergence form, respectively,
are
Lu = f, Lu =
∑
|α|≤m
Dαfα.
Whenever elliptic systems are considered, coefficients, u, f , and fα are independent
of t. When the domain is other than the whole space, we impose the homogeneous
Dirichlet boundary condition.
In the case of non-divergence type elliptic systems, we prove that, for a given
f ∈ Lp(Ω), there is a unique solution u ∈ W
2m
p (Ω) to the system Lu = f in Ω, where
Ω is either the whole space Rd, the half space Rd+ = {(x1, · · · , xd) ∈ R
d, x1 > 0},
or a bounded domain. We also prove the corresponding results for the other types
of elliptic and parabolic systems; see Section 2.
As is well known, the key ingredient in establishing Lp-theory is apriori Lp-
estimates of solutions to given systems. Largely, this is done in two steps. First, one
establishes Lp-estimates for systems with ‘simple’ coefficients, for example, constant
coefficients. Second, if the given system is in some sense close to systems with simple
coefficients, one obtains the desired Lp-estimates by using a perturbation argument.
The Lp-estimates for systems with constant coefficients, in many references,
for example, [2], rely on the exact representation of solutions and the Caldero´n-
Zygmund theorem. Another approach for such Lp-estimates is that of Campanato-
Stampachia using Stampacchia’s interpolation theorem (see [19]). As to perturba-
tion arguments, if the coefficients of given systems are uniformly continuous, the
estimates are carried out by using the local closeness of the coefficients to constant
coefficients in L∞ norm. When the class of VMO (vanishing mean oscillations) co-
efficients was first introduced, another perturbation argument was used in [7, 8, 4],
where the continuity of coefficients is measured in the average sense, not in the
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pointwise sense, through a representation formula of solutions and the Coifman-
Rochberg-Weiss commutator theorem.
In this paper, in establishing the key Lp-estimates, we replace the first step,
Lp-estimates of solutions to systems with simple coefficients, by mean oscillation
estimates of solutions to the systems. Then for the second step we use a different
perturbation argument, which is well suited to the mean oscillation estimates. For
instance, if the system under consideration is elliptic in the form of Lu = f with
constant coefficients in the whole space, then by the mean oscillation estimate of
D2mu we mean a pointwise estimate of the form
–
∫
Br(x0)
|D2mu− –
∫
Br(x0)
D2mu dy| dx
≤ Nκ−1
(
–
∫
Bκr(x0)
|D2mu|2 dx
)1/2
+Nκ
d
2
(
–
∫
Bκr(x0)
|f |2 dx
)1/2
(1.1)
for all x0 ∈ R
d, r ∈ (0,∞), and κ ∈ [κ0,∞), where Br(x0) is a ball with center
x0 and radius r. Indeed, this implies the Lp-estimate of D
2mu by the well known
Fefferman-Stein theorem on sharp functions and the Hardy-Littlewood maximal
function theorem. But more importantly, this type of estimates well embraces
the perturbation between the original systems and systems with simple coefficients
when the coefficients have small mean oscillations over small balls or small parabolic
cylinders. This approach was first introduced by Krylov [24, 25] to deal with second
order elliptic and parabolic equations with VMO coefficients in the whole space,
and is well explained in his book [26].
Due to the well adaptiveness of estimates like (1.1) to the perturbation argument,
our main effort in this paper focuses on obtaining mean oscillation estimates of
systems with simple coefficients. Since in the parabolic case we allow coefficients
to be only measurable in the time direction, the systems with simple coefficients in
our case are naturally those with measurable coefficients depending only on t.
For systems in the whole space, which corresponds to interior estimates, the mean
oscillation estimates follow rather easily by adapting the techniques in [24, 26] to
higher order systems. However, differently from the arguments in [24], we derive the
non-divergence case as a corollary from the divergence case. Another noteworthy
difference is that we prove the mean oscillation estimates not only for the highest
order terms but also for the lowest order terms, so we are able to avoid the argument
in [24] deriving the Lp-estimates of solutions from those of the highest order terms,
which is technically difficult in the case of higher order equations.
For systems on a half space or on a bounded domain, which corresponds to
boundary estimates, it is not possible to use the approach in [24, 26] since the esti-
mates developed there are only for equations in the whole space (interior estimates).
Thus here we develop a set of new techniques to produce mean oscillation estimates
for systems on a half space. This is a new approach for boundary Lp-estimates,
which is applicable to a wide class of equations or systems. To get these boundary
mean oscillation estimates, as in the whole space case, we start with L2-estimates
of systems on a half space. Although the L2-estimate for divergence type systems is
well known under appropriate ellipticity or parabolicity conditions on the leading
coefficients, our Theorem 6.6 regarding the L2-estimate for non-divergence type
systems on a half space with coefficients measurable in time, as it alone, is a new
4 H. DONG AND D. KIM
result to our best knowledge. In the proof we only use that of divergence type sys-
tems and an interpolation argument. It is worth noting that L2-estimates for higher
order elliptic equations and systems were obtained in [18, 15] by using bootstrap
arguments. For parabolic equations, however, in [18] the coefficients are assumed
to be Ho¨lder continuous in the time variable since a semigroup method was used.
From the L2-estimates, we derive the boundary mean oscillation estimates of
some of highest order derivatives of solutions, precisely, Dmx′u in the case of diver-
gence systems and D2mx′ u in the case of non-divergence systems, where x
′ denotes
the last d−1 coordinates of x = (x1, x
′) in Rd. These estimates alone, however, are
not sufficient for us to prove the main theorems. Because of this, we then consider
a parabolic system with special coefficients, such that in a periodic pattern certain
order normal derivatives of solutions to the system vanish on the boundary. This
gives us the boundary mean oscillation estimates of Dm1 u or D
2m
1 u; see Lemma
8.4. Once we have all required mean oscillation estimates, we proceed as in [24] to
the desired Lp-estimates using the perturbation argument, the details of which are
illustrated for divergence type systems in the whole space; see Section 5.
In the literature, for uniformly continuous coefficients, a rather complete Lp-
theory can be found for general linear elliptic systems in [2, 1] and for parabolic
systems in [35, 28, 16, 17]. If coefficients are in the class of VMO, non-divergence
type higher order systems in the whole space have been investigated, for example,
in [9, 21, 33, 34], where leading coefficients of systems are either VMO with respect
to all the variables or independent of the time variable. For divergence type higher
order elliptic systems with VMO coefficients, we refer the reader to a recent in-
teresting preprint [30] in which the inhomogeneous Dirichlet problem on Lipschitz
domains was studied. In all these papers, the method of singular integrals is used,
so measurable coefficients are not allowed.
Restricted to second order systems or equations, there are a relatively larger
number of papers which can be compared to this paper. Non-divergence elliptic
and parabolic equations on smooth domains with VMO coefficients were first stud-
ied in [7, 8, 4] by using the technique of singular integrals. For further related
results, we refer the reader to the book [31] and reference therein. The correspond-
ing results for divergence elliptic equations were obtained in [10, 3] by a similar
technique. These results were later improved by the authors of [5] in several papers
for divergence type equations/systems without lower order terms on non-smooth
domains by using a perturbation argument based on the maximal function theorem
and a covering lemma (see [6] for an extension to fourth order systems). An inter-
esting question would be whether the methods in [5, 6] can be applied to equations
with lower order terms or non-divergence form equations/systems. The methodol-
ogy developed by Krylov in [24, 25] was later developed and extended in [13] for
divergence and non-divergence systems in the whole space with the same class of
coefficients, and in [22, 23, 27] for non-divergence parabolic and elliptic equations
in the whole space with partially BMO coefficients for p > 2, and in [11] for any
p ∈ (1,∞). In [12, 11, 14], this method was further adapted to divergence parabolic
and elliptic equations/systems in the whole space with partially BMO coefficients.
It is worth noting that in [11]-[14] and [22]-[27] only interior mean oscillation esti-
mates were derived. When dealing with equations and systems on a half space or
on a bounded domain in [22, 23, 12, 14], the authors took full advantage of the facts
that the coefficients are allowed to be merely measurable in one spatial direction
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and the given systems are second order. Thus without using any boundary mean
oscillation estimates developed here, the boundary Lp-estimates were derived from
interior estimates as corollary type results by using odd and even extension tech-
niques. However, the extension techniques do not work for higher order equations
or systems. This is the first paper in which the ideas in [24, 25] are adapted to
boundary estimates, in both divergence and non-divergence cases.
As noted above, the first critical step of the proof is the L2-estimates of systems
with relatively simple coefficients under the ellipticity or parabolicity conditions
on the leading coefficients. In this paper, we use so-called Legendre-Hadamard
ellipticity condition, which is more general than the strong ellipticity condition
considered, for example, in [29, 6, 14]. Nevertheless, it is still stronger than the
uniform parabolicity condition in the sense of Petrovskii, which was used in [16, 33,
35] with more regularity assumptions on the leading coefficients. We shall discuss
in details these conditions in Section 11.
The organization of the paper is as follows. We introduce some notation and
state the main results in the next section. The remaining part of the paper is
divided into two parts. In the first part, we treat systems in the whole space.
Section 3 and 4 are devoted to the L2-estimates and mean oscillation estimates
for both divergence and non-divergence parabolic systems with simple coefficients.
In Section 5 we complete the proofs of the Lp-solvability of systems in the whole
space. The second part is the main part of the paper, in which we treat systems on
a half space or on a bounded domain. In Section 6 we establish the L2-solvability of
divergence and non-divergence parabolic systems with simple coefficients on a half
space. Then in Section 7, we obtain the boundary mean oscillation estimates of
Dmx′u and D
2m
x′ u for divergence and non-divergence systems respectively. Section 8
is devoted to the estimates for a special type of systems. With these preparations,
in Section 9 and 10 we establish the Lp-solvability of both divergence and non-
divergence parabolic systems on a half space and on a bounded domain. Finally,
we discuss in Section 11 some other ellipticity conditions used in the literature, and
show how our results can be extended to systems under those conditions.
2. Main results
We first introduce some notation used throughout the paper. A point in Rd is
denoted by x = (x1, · · · , xd). Whenever needed, we denote x by (x1, x
′) where
x′ ∈ Rd−1. A point in
R
d+1 = R× Rd = {(t, x) : t ∈ R, x ∈ Rd}
is denoted by X = (t, x). For T ∈ (−∞,∞], set
OT = (−∞, T )× R
d, O+T = (−∞, T )× R
d
+,
where Rd+ = {x = (x1, · · · , xd) ∈ R : x1 > 0}. Especially, if T = ∞, we have, for
example, O+∞ = R× R
d
+. We also have
Br(x) = {y ∈ R
d : |x− y| < r}, B′r(x
′) = {y′ ∈ Rd−1 : |x′ − y′| < r},
Qr(t, x) = (t− r
2m, t)×Br(x), Q
′
r(t, x
′) = (t− r2m, t)×B′r(x
′),
Q+r (t, x) = Qr(t, x) ∩ O
+
∞.
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We denote
〈f, g〉Ω =
∫
Ω
f trg¯ =
n∑
j=1
∫
Ω
f jgj .
For a function f on D ⊂ Rd+1, we set
(f)D =
1
|D|
∫
D
f(t, x) dx dt = –
∫
D
f(t, x) dx dt,
where |D| is the d+ 1-dimensional Lebesgue measure of D.
In order to state and prove our results on systems in Sobolev spaces, in addition
to the well known spaces Lp and W
k
p , we introduce the following function spaces.
As a solution space for non-divergence type parabolic equations, we use
W 1,2mp ((S, T )× Ω) = {u : ut, D
αu ∈ Lp((S, T )× Ω), 0 ≤ |α| ≤ 2m}
equipped with its natural norm. Unless specified otherwise, in this paper Dαu(t, x)
means the spatial derivative of u. For divergence type parabolic equations with
Ω = Rd, we introduce
Hmp ((S, T )× R
d) = (1−∆)
m
2 W 1,2mp ((S, T )× R
d)
equipped with the norm
‖u‖Hmp ((S,T )×Rd) = ‖(1−∆)
−m
2 u‖W 1,2mp ((S,T )×Rd).
Note that if we set
H
−m
p ((S, T )× R
d) = (1−∆)
m
2 Lp((S, T )× R
d),
‖f‖
H
−m
p ((S,T )×Rd)
= ‖(1−∆)−
m
2 f‖Lp((S,T )×Rd),
then
‖u‖Hmp ((S,T )×Rd)
∼= ‖ut‖H−mp ((S,T )×Rd) +
∑
|α|≤m
‖Dαu‖Lp((S,T )×Rd).
For a general Ω, we set
H
−m
p ((S, T )× Ω) =

f : f =
∑
|α|≤m
Dαfα, fα ∈ Lp((S, T )× Ω)

 ,
‖f‖
H
−m
p ((S,T )×Ω)
= inf


∑
|α|≤m
‖fα‖Lp((S,T )×Ω) : f =
∑
|α|≤m
Dαfα

 ,
and
Hmp ((S, T )×Ω) = {u : ut ∈ H
−m
p ((S, T )×Ω), D
αu ∈ Lp((S, T )×Ω), 0 ≤ |α| ≤ m},
‖u‖Hmp ((S,T )×Ω) = ‖ut‖H−mp ((S,T )×Ω) +
∑
|α|≤m
‖Dαu‖Lp((S,T )×Ω).
Let δ,K > 0 be two constants. Throughout the paper, we assume that all the
coefficients are measurable, complex valued and bounded,
|Aαβ | ≤
{
δ−1, |α| = |β| = m,
K, otherwise.
In addition, we impose the Legendre-Hadamard ellipticity on the leading coefficients
(see, for instance, [17, 19]). Here we call Aαβ the leading coefficients if |α| = |β| =
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m. All the other coefficients are called lower-order coefficients. By the Legendre-
Hadamard ellipticity we mean
ℜ

 ∑
|α|=|β|=m
θtrξαξβAαβ(t, x)θ¯

 ≥ δ|ξ|2m|θ|2 (2.1)
for all (t, x) ∈ Rd+1, ξ ∈ Rd, and θ ∈ Cn. Here we use ℜ(f) to denote the real part
of f .
Now we state our regularity assumption on the leading coefficients. Let
oscx
(
Aαβ , Qr(t, x)
)
= –
∫ t
t−r2m
–
∫
Br(x)
∣∣Aαβ(s, y)− –∫
Br(x)
Aαβ(s, z) dz
∣∣dy ds.
Then we set
A#R = sup
(t,x)∈Rd+1
sup
r≤R
sup
|α|=|β|=m
oscx
(
Aαβ , Qr(t, x)
)
.
We impose on the leading coefficients the small mean oscillation condition with
a parameter ρ > 0, which will be specified later.
Assumption 2.1 (ρ). There is a constant R0 ∈ (0, 1] such that A
#
R0
≤ ρ.
Contrary to non-divergence type systems where equations are defined almost
everywhere, solutions to divergence type equations are understood in the weak
sense. More precisely, for example, we say that u ∈ Hmp,loc((S, T ) × Ω), where
1 < p <∞, Ω ⊂ Rd, and −∞ ≤ S < T ≤ ∞, satisfies
ut + (−1)
mLu+ λu =
∑
|α|≤m
Dαfα in (S, T )× Ω,
provided that ∫ t
S
∫
Ω
(
−ϕt · u+ (−1)
m+|α|Dαϕ ·AαβDβu
)
dx ds
= (−1)|α|
∫ t
S
∫
Ω
Dαϕ · fα dx ds+
∫
Ω
u(S, x)ϕ(S, x) dx −
∫
Ω
u(t, x)ϕ(t, x) dx
for every t ∈ (S, T ] and ϕ = (ϕ1, · · · , ϕn) ∈ C∞((S, T )× Ω) such that ϕ(t, ·) ∈
C∞0 (Ω) for all t ∈ [S, T ]. If S = −∞ or T =∞, we take ϕ ∈ C
∞((S, T )× Ω) such
that ϕ(−∞, ·) = 0 or ϕ(∞, ·) = 0, respectively.
We are now ready to present our main results.
Theorem 2.2 (Divergence parabolic systems in the whole space). Let p ∈ (1,∞),
T ∈ (−∞,∞] and fα ∈ Lp(OT ) for |α| ≤ m. Then there exists a constant ρ =
ρ(d,m, n, p, δ) such that, under Assumption 2.1 (ρ), the following hold true.
(i) For any u ∈ Hmp (OT ) satisfying
ut + (−1)
mLu+ λu =
∑
|α|≤m
Dαfα in OT , (2.2)
we have ∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp(OT ) ≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖Lp(OT ),
provided that λ ≥ λ0, where N and λ0 ≥ 0 depend only on d, m, n, p, δ, K and
R0.
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(ii) For any λ > λ0, there exists a unique u ∈ H
m
p (OT ) satisfying (2.2).
Theorem 2.3 (Non-divergence parabolic systems in the whole space). Let p ∈
(1,∞), T ∈ (−∞,∞] and f ∈ Lp(OT ). Then there exists a constant ρ = ρ(d,m, n, p, δ)
such that, under Assumption 2.1 (ρ), the following hold true.
(i) For any u ∈ W 1,2mp (OT ) satisfying
ut + (−1)
mLu+ λu = f in OT , (2.3)
we have
‖ut‖Lp(OT ) +
∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp(OT ) ≤ N‖f‖Lp(OT ),
provided that λ ≥ λ0, where N and λ0 ≥ 0 depend only on d, m, n, p, δ, K and
R0.
(ii) For any λ > λ0, there exists a unique u ∈ W
1,2m
p (OT ) satisfying (2.3).
Remark 2.4. We can also solve Cauchy problems for systems defined on (0, T )×Rd
in divergence or non-divergence form. If the initial condition is zero, this is done
by extending the original system to a system defined on (−∞, T ) × Rd with the
right-hand side being zero for t ∈ (−∞, 0). We deal with, in the same manner,
Cauchy problems for the systems below defined on a half space or on a bounded
domain. Note that in the case T < ∞, by considering e−(λ0+1)tu instead of u we
can take λ = 0 in the theorems above and below with the expense that N also
depends on T .
The next two theorems are about the boundary value problem of systems in
divergence and non-divergence form on a half space O+T = (−∞, T )× R
d
+.
Theorem 2.5 (Divergence parabolic systems on a half space). Let p ∈ (1,∞),
T ∈ (−∞,∞] and fα ∈ Lp(O
+
T ) for |α| ≤ m. Then there exists a constant ρ =
ρ(d,m, n, p, δ) such that, under Assumption 2.1 (ρ), the following hold true.
(i) For any u ∈ Hmp (O
+
T ) satisfying

ut + (−1)
mLu+ λu =
∑
|α|≤m
Dαfα in O
+
T ;
u = D1u = ... = D
m−1
1 u = 0 on ∂pO
+
T ,
(2.4)
where ∂pO
+
T = (−∞, T )× ∂R
d
+, we have∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp(O+T )
≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖Lp(O+T )
, (2.5)
provided that λ ≥ λ0, where N and λ0 ≥ 0 depend only on d, m, n, p, δ, K and
R0.
(ii) For any λ > λ0, there exists a unique u ∈ H
m
p (O
+
T ) satisfying (2.4).
Theorem 2.6 (Non-divergence parabolic systems on a half space). Let p ∈ (1,∞),
T ∈ (−∞,∞] and f ∈ Lp(O
+
T ). Then there exists a constant ρ = ρ(d,m, n, p, δ)
such that, under Assumption 2.1 (ρ), the following hold true.
(i) For any u ∈ W 1,2mp (O
+
T ) satisfying{
ut + (−1)
mLu+ λu = f in O+T ;
u = D1u = ... = D
m−1
1 u = 0 on ∂pO
+
T ,
(2.6)
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we have
‖ut‖Lp(O+T )
+
∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp(O+T )
≤ N‖f‖Lp(O+T )
,
provided that λ ≥ λ0, where N and λ0 ≥ 0 depend only on d, m, n, p, δ, K and
R0.
(ii) For any λ > λ0, there exists a unique u ∈ W
1,2m
p (O
+
T ) satisfying (2.6).
Remark 2.7. By using a scaling argument, it is easy to see that we can choose λ0
to be zero in the theorems above provided that L or L has no lower-order terms
and the leading coefficients depend only on t.
Remark 2.8. In the above we presented the results only for parabolic systems.
From those results we obtain easily the corresponding results for higher order elliptic
systems in divergence form and non-divergence form. The key idea is viewing
solutions to elliptic systems as steady state solutions to the corresponding parabolic
systems. We refer the reader to [24] and [13] for details. To show the exact form
of results for elliptic systems, we state below the cases for elliptic systems on a
bounded domain, Theorem 2.12 and Theorem 2.13.
Next we consider the solvability of systems in domains with the homogeneous
Dirichlet boundary condition. For divergence systems, we assume the boundary ∂Ω
of the domain Ω is locally the graph of a Lipschitz continuous function with a small
Lipschitz constant. More precisely, we make the following assumption containing a
parameter ρ1 ∈ (0, 1], which will be specified later.
Assumption 2.9 (ρ1). There is a constant R1 ∈ (0, 1] such that, for any x0 ∈ ∂Ω
and r ∈ (0, R1], there exists a Lipschitz function φ: R
d−1 → R such that
Ω ∩Br(x0) = {x ∈ Br(x0) : x
1 > φ(x′)}
and
sup
x′,y′∈B′r(x
′
0
),x′ 6=y′
|φ(y′)− φ(x′)|
|y′ − x′|
≤ ρ1
in some coordinate system.
Note that all C1 domains satisfy this assumption for any ρ1 > 0. Below we
denote ΩT = (−∞, T )× Ω, where Ω ⊂ R
d.
Theorem 2.10 (Divergence parabolic systems on a bounded domain). Let p ∈
(1,∞), T ∈ (−∞,∞]. Then there exist constants ρ = ρ(d,m, n, p, δ), ρ1 = ρ1(d,m, n, p, δ,K,R0)
and λ0 = λ0(d,m, n, p, δ,K,R0, R1) > 0, such that under Assumption 2.1 (ρ) and
Assumption 2.9 (ρ1) the following is true. For any fα ∈ Lp(ΩT ), |α| ≤ m, and
λ ≥ λ0, there is a unique solution u ∈ H
m
p (ΩT ) to

ut + (−1)
mLu + λu =
∑
|α|≤m
Dαfα in ΩT ;
u = |Du| = ... = |Dm−1u| = 0 on (−∞, T )× ∂Ω,
and we have ∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp(ΩT ) ≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖Lp(ΩT ),
where N depends only on d, m, n, p, δ, K, R0 and R1.
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Theorem 2.11 (Non-divergence parabolic systems on a bounded domain). Let p ∈
(1,∞), T ∈ (−∞,∞] and Ω be a C2m−1,1 domain with the C2m−1,1 norm bounded
byK. Then there exist constants ρ = ρ(d,m, n, p, δ) and λ0 = λ0(d,m, n, p, δ,K,R0) >
0, such that under Assumption 2.1 (ρ) the following is true. For any f ∈ Lp(ΩT )
and λ ≥ λ0, there is a unique solution u ∈W
1,2m
p (ΩT ) to{
ut + (−1)
mLu+ λu = f in ΩT ;
u = |Du| = ... = |Dm−1u| = 0 on (−∞, T )× ∂Ω,
(2.7)
and we have
‖ut‖Lp(ΩT ) +
∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp(ΩT ) ≤ N‖f‖Lp(ΩT ),
where N depends only on d, m, n, p, δ, K and R0.
As discussed in Remark 2.8, the theorems above have elliptic analogies. We state
the results below for elliptic systems on a bounded domain for future references.
Theorem 2.12 (Divergence elliptic systems on a bounded domain). Let p ∈ (1,∞).
Then there exist constants ρ = ρ(d,m, n, p, δ), ρ1 = ρ1(d,m, n, p, δ,K,R0) and λ0 =
λ0(d,m, n, p, δ,K,R0, R1) > 0, such that under Assumption 2.1 (ρ) and Assumption
2.9 (ρ1) the following is true. For any fα ∈ Lp(Ω), |α| ≤ m and λ ≥ λ0, there is a
unique solution u ∈Wmp (Ω) to

Lu+ (−1)mλu =
∑
|α|≤m
Dαfα in Ω;
u = |Du| = ... = |Dm−1u| = 0 on ∂Ω,
and we have ∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp(Ω) ≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖Lp(Ω),
where N depends only on d, m, n, p, δ, K, R0 and R1.
Theorem 2.13 (Non-divergence elliptic systems on a bounded domain). Let p ∈
(1,∞) and Ω be a C2m−1,1 domain with the C2m−1,1 norm bounded by K. Then
there exist constants ρ = ρ(d,m, n, p, δ) and λ0 = λ0(d,m, n, p, δ,K,R0) > 0, such
that under Assumption 2.1 (ρ) the following is true. For any f ∈ Lp(Ω) and λ ≥ λ0,
there is a unique solution u ∈W 2mp (Ω) to{
Lu+ (−1)mλu = f in Ω;
u = |Du| = ... = |Dm−1u| = 0 on ∂Ω,
and we have ∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp(Ω) ≤ N‖f‖Lp(Ω),
where N depends only on d, m, n, p, δ, K and R0.
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Part 1. Systems in the whole space
This part of the paper is devoted to the proofs of the Lp-solvability of systems
in the whole space, i.e., Theorem 2.2 and 2.3. In Section 3 we obtain several
L2-estimates for systems with coefficients depending only on t. By using these
estimates, in Section 4 we prove the mean oscillation estimates for systems with
the same class of coefficients. We complete the proofs of Theorem 2.2 and 2.3 in
Section 5.
3. L2-estimates for systems with simple coefficients in the whole
space
In this section we obtain L2-estimates of parabolic systems in divergence and
non-divergence form when the coefficient matrices are measurable functions of
only the time variable satisfying the Legendre-Hadamard ellipticity condition (2.1).
Even though our proofs are basic, we present them here for the sake of complete-
ness. In particular, we derive the L2-estimate of systems in non-divergence form
only using that of divergence type systems. Throughout the section we set
L0u =
∑
|α|=|β|=m
Dα(AαβDβu),
where Aαβ = Aαβ(t). Since Aαβ are independent of x ∈ Rd, we can write
L0u =
∑
|α|=|β|=m
AαβDαDβu.
Let C∞0 (OT ) be the collection of infinitely differentiable functions defined on OT
vanishing for large |(t, x)|.
Theorem 3.1. Let T ∈ (−∞,∞]. There exists N = N(d, n,m, δ) such that, for
any λ ≥ 0, ∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖L2(OT ) ≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖L2(OT ), (3.1)
if u ∈ Hm2 (OT ), fα ∈ L2(OT ), |α| ≤ m, and
ut + (−1)
mL0u+ λu =
∑
|α|≤m
Dαfα (3.2)
in OT . Furthermore, for λ > 0 and fα ∈ L2(OT ), |α| ≤ m, there exists a unique
u ∈ Hm2 (OT ) satisfying (3.2).
Proof. We assume λ > 0. If λ = 0, the inequality (3.1) holds trivially or we obtain∑
|α|=m
‖Dαu‖L2(OT ) ≤ N
∑
|α|=m
‖fα‖L2(OT ) if fα = 0 for |α| < m
using the inequality (3.1) for λ > 0 and letting λց 0.
Let us assume that the inequality (3.1) is proved. Then due to the fact that
ut = −(−1)
m
∑
|α|=|β|=m
Dα(AαβDβu)− λu +
∑
|α|≤m
Dαfα,
we obtain ‖u‖Hm
2
(OT ) ≤ N‖Pλu‖H−m
2
(OT )
, where Pλu = ut + (−1)
mL0u + λu and
N = N(d, n,m, δ, λ). Then using the estimate, the method of continuity, and the
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unique solvability of systems with coefficients Aαβ = δαβIn×n we prove the second
assertion of the theorem. Therefore, we only need to prove the inequality (3.1).
Moreover, since Pλ is a bounded linear operator from H
m
2 (OT ) to H
−m
2 (OT ), it
suffices to concentrate on u ∈ C∞0 (OT ).
Multiply both sides of (3.2) by u and integrate them on OT . Then by integration
by parts we have
〈u, ut〉OT + 〈D
αu,AαβDβu〉OT + λ〈u, u〉OT =
∑
|α|≤m
(−1)|α|〈Dαu, fα〉OT . (3.3)
Note that
〈Dαu,AαβDβu〉OT = 〈(i ξ)
αu˜, Aαβ(i ξ)β u˜〉OT =
∫
OT
ξαξβ u˜trAαβ u˜ dξ dt.
Here u˜ is the Fourier transform of u in x. By the ellipticity condition we get
δ
∫
OT
|ξ|2m|u˜|2 dξdt ≤
∫
OT
ℜ
(
ξαξβ u˜trAαβ u˜
)
dξ dt.
Also note that∫
Rd
|u|2(T, x) dx =
∫
OT
∂
∂t
|u|2(t, x) dt dx = 〈u, ut〉OT + 〈ut, u〉OT ,
ℜ〈u, ut〉OT =
1
2
∫
Rd
|u|2(T, x) dx ≥ 0.
Thus, if we denote the right-hand side of (3.3) by I, we obtain
δ
∫
OT
|ξ|2m|u˜|2 dξdt+ λ〈u, u〉OT ≤ ℜI ≤
∑
|α|≤m
|〈Dαu, fα〉OT |.
Since
‖Dmu‖2L2(OT ) ≤ N
∫
OT
|ξ|2m|u˜|2 dξdt
and
|〈Dαu, fα〉OT | ≤ ελ
m−|α|
m ‖Dαu‖2L2(OT ) +Nε
−1λ−
m−|α|
m ‖fα‖
2
L2(OT )
for all ε > 0, the inequality (3.1) follows by using the interpolation inequalities and
choosing an appropriate ε. 
Theorem 3.2. Let T ∈ (−∞,∞]. There exists N = N(d, n,m, δ) such that
‖ut‖L2(OT ) +
∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖L2(OT ) ≤ N‖ut + (−1)
mL0u+ λu‖L2(OT )
for all λ ≥ 0 and u ∈ W 1,2m2 (OT ). Moreover, for λ > 0 and f ∈ L2(OT ), there
exists a unique u ∈W 1,2m2 (OT ) satisfying
ut + (−1)
mL0u+ λu = f
in OT .
Proof. As in the proof of Theorem 3.1, we only prove the estimate assuming that
u ∈ C∞0 (OT ). Let f = ut + (−1)
mL0u+ λu and write
ut + (−1)
mDα(AαβDβu) + λu = f. (3.4)
Then by Theorem 3.1
λ‖u‖L2(OT ) ≤ N‖f‖L2(OT ). (3.5)
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Now by differentiating both sides of (3.4) m times with respect to x we get
(Dmu)t + (−1)
mDα(AαβDβDmu) + λDmu = Dmf.
This with Theorem 3.1 shows that∑
|α|=m
‖DαDmu‖L2(OT ) ≤ N‖f‖L2(OT ). (3.6)
Using (3.5), (3.6), and the interpolation inequalities, we obtain∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖L2(OT ) ≤ N‖f‖L2(OT ).
Finally, observe that
‖ut‖L2(OT ) = ‖f − (−1)
mL0u− λu‖L2 ≤ N‖f‖L2(OT ).
The theorem is proved. 
4. Mean oscillation estimates for systems in the whole space
In this section we continue working on the operator
L0u =
∑
|α|=|β|=m
AαβDαDβu,
where Aαβ = Aαβ(t). The main objective of this section is to obtain mean oscil-
lation estimates for divergence type systems (Theorem 4.6) and for non-divergence
type systems (Corollary 4.7) defined in the whole space.
4.1. Some auxiliary results for systems in the whole space. First we prove
the following localized version of Theorem 3.2.
Lemma 4.1. Let 0 < r < R <∞. Assume u ∈W 1,2m2 (QR) and
ut + (−1)
mL0u = f
in QR, where f ∈ L2(OT ). Then there exists a constant N = N(d, n,m, δ) such
that
‖ut‖L2(Qr) + ‖D
2mu‖L2(Qr) ≤ N‖f‖L2(QR) +N(R− r)
−2m‖u‖L2(QR). (4.1)
Furthermore,
‖u‖W 1,2m
2
(Qr)
≤ N‖f‖L2(QR) +N‖u‖L2(QR), (4.2)
where N = N(d, n,m, δ, r, R).
Proof. Let
R0 = r, Rj = r + (R− r)
j∑
l=1
2−l, j = 1, 2, · · · .
For each j = 0, 1, · · · , we take ζj ∈ C
∞
0 (R
d+1) satisfying
ζj =
{
1 on QRj
0 on Rd+1 \ (−R2mj+1, R
2m
j+1)×BRj+1
,
and
|Dkζj | ≤ N2
kj(R− r)−k, |(ζj)t| ≤ N2
2mj(R − r)−2m,
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where k = 0, 1, · · · , 2m. Indeed, we can take ζj as follows. Let g(z) ∈ C
∞(R) be a
function such that
0 ≤ g ≤ 1, g(z) = 1 if z ≤ 0, g(z) = 0 if z ≥ 1/2.
Then set ζj(t, x) = ψj(t)ηj(x), where
ψj(t) = g(2
j(R − r)−1(|t|
1
2m −Rj)),
ηj(x) = g(2
j(R − r)−1(|x| −Rj)).
Now we apply Theorem 3.2 with λ = 0 to ζju ∈ W
1,2m
2 (O0), so that
‖(ζju)t‖L2(O0) + ‖D
2m(ζju)‖L2(O0) ≤ N‖(ζju)t + (−1)
mL0(ζju)‖L2(O0)
≤ N‖f‖L2(QR) +N‖(ζj)tu‖L2(O0) +N
2m∑
k=1
‖DkζjD
2m−ku‖L2(O0). (4.3)
Using the properties of ζj and interpolation inequalities (see, for instance, [26]), for
each 1 ≤ k < 2m, we have
‖DkζjD
2m−ku‖L2(O0) = ‖D
kζjD
2m−k(ζj+1u)‖L2(O0)
≤ N2kj(R− r)−k‖D2m−k(ζj+1u)‖L2(O0)
≤ ε‖D2m(ζj+1u)‖L2(O0) +N2
2mj(R− r)−2m‖u‖L2(QR). (4.4)
Furthermore, we have
‖(ζj)tu‖L2(O0) + ‖uD
2mζj‖L2(O0) ≤ N2
2mj(R− r)−2m‖u‖L2(QR). (4.5)
Therefore, if we set
Ij = ‖(ζju)t‖L2(O0) + ‖D
2m(ζju)‖L2(O0),
from (4.3), (4.4), and (4.5) we obtain
Ij ≤ εIj+1 +N‖f‖L2(QR) +N2
2mj(R − r)−2m‖u‖L2(QR).
Multiply both sides by εj and make summations with respect to j to get
∞∑
j=0
εjIj ≤
∞∑
j=1
εjIj +N
∞∑
j=0
εj‖f‖L2(QR) +N(R− r)
−2m
∞∑
j=0
εj22mj‖u‖L2(QR).
Upon choosing, for example, ε = 2−2m−1, the summations are finite, so from the
above inequality we have
‖D2m(ζ0u)‖L2(O0) + ‖(ζ0u)t‖L2(O0) ≤ N‖f‖L2(QR) +N(R − r)
−2m‖u‖L2(QR).
This proves the inequality (4.1) because the left-hand side of the above inequality
is bigger than that of (4.1). Finally, the inequality (4.2) follows from (4.1) and the
interpolation inequalities. 
In the sequel we denote u ∈ W1,∞p (Qr(t0, x0)), 1 < p < ∞, (t0, x0) ∈ R
d+1, if
Dαu, Dαut ∈ Lp(Qr(t0, x0)) for all multi-index α including α = (0, · · · , 0).
Corollary 4.2. Let 0 < r < R <∞ and u ∈W1,∞2 (QR) satisfy
ut + (−1)
mL0u = 0 (4.6)
in QR. Then for any multi-index γ, we have
‖Dγu‖L2(Qr) + ‖D
γut‖L2(Qr) ≤ N‖u‖L2(QR),
where N = N(d, n,m, δ, r, R, γ).
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Proof. Note that
Dγut = −(−1)
mL0D
γu
in QR. Hence it is enough to prove
‖Dγu‖L2(Qr) ≤ N‖u‖L2(QR). (4.7)
Since u ∈W 1,2m2 (QR), this inequality follows from (4.2) if |γ| ≤ 2m, so assume that
|γ| > 2m and
Dγu = D2mDϑu.
Note that Dϑu is in W 1,2m2 (QR) and satisfies (4.6). Thus applying (4.1) to the
equation (4.6) with Dϑu in place of u we get
‖Dγu‖L2(Qr) ≤ N‖D
ϑu‖L2(QR0),
where r < R0 < R. We repeat this process as many times as needed to get
‖Dγu‖L2(Qr) ≤ N‖D
γ0u‖L2(QR1 ),
where |γ0| ≤ 2m and r < R1 < R. Then the inequality (4.7) for |γ| > 2m follows
from the same inequality for |γ| ≤ 2m (with R1 in place of r). 
Lemma 4.3. If u ∈W1,∞2 (Q4) satisfies (4.6) in Q4, then
sup
Q1
|Du(t, x)|+ sup
Q1
|ut(t, x)| ≤ N‖u‖L2(Q4),
where N = N(d, n,m, δ).
Proof. Thanks to the fact that ut = −(−1)
mL0u in Q4, it suffices to prove
sup
(t,x)∈Q1
|Dγu(t, x)| ≤ N‖u‖L2(Q4), (4.8)
for a multi-index γ. By the Sobolev embedding theorem
sup
t∈(−1,0)
|Dγu(t, x)|2 ≤ N
∫ 0
−1
|Dγu(s, x)|2 ds+N
∫ 0
−1
|Dγut(s, x)|
2 ds
for each x ∈ B1, where D
γu(t, x) is considered as a function of t ∈ (−1, 0) for each
fixed x ∈ B1. On the other hand, again by the Sobolev embedding theorem there
exists a positive number k such that
sup
x∈B1
|Dγu(s, x)| ≤ N‖Dγu(s, ·)‖Wk
2
(B1)
for each s ∈ (−1, 0), where Dγu(s, x) is considered as a function of x ∈ B1 for each
fixed s ∈ (−1, 0). We have the same inequality as above with Dγut in place of D
γu.
Therefore, we obtain
sup
(t,x)∈Q1
|Dγu(t, x)|2 ≤ N
∑
|ϑ|≤k
‖DϑDγu‖L2(Q1) +N
∑
|ϑ|≤k
‖DϑDγut‖L2(Q1).
This together with Corollary 4.2 gives the inequality (4.8). 
Lemma 4.4. Let λ ≥ 0 and u ∈W1,∞2 (Q4) satisfy
ut + (−1)
mL0u+ λu = 0 (4.9)
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in Q4. Then we have
sup
Q1
|Dm+1u(t, x)|+ sup
Q1
|Dmut(t, x)| + λ
1
2 sup
Q1
|Du(t, x)|
+ λ
1
2 sup
Q1
|ut(t, x)| ≤ N
m∑
k=0
λ
1
2
− k
2m ‖Dku‖L2(Q4), (4.10)
where N = N(d, n,m, δ).
Proof. The case λ = 0 follows by Lemma 4.3 applied to Dmu since Dmu satisfies
(4.6). For the case λ > 0, we follow an idea by S. Agmon. Consider
ζ(y) = cos(λ
1
2m y) + sin(λ
1
2m y).
Note that
(−1)mD2my ζ(y) = λζ(y), ζ(0) = 1, |D
mζ(0)| = λ
1
2 .
Denote by (t, z) = (t, x, y) a point in Rd+2, where z = (x, y) ∈ Rd+1, and set
uˆ(t, z) = u(t, x)ζ(y), Qˆr = (−r
2m, 0)× {|z| < r, z ∈ Rd+1}.
Since u satisfies (4.9), uˆ satisfy
uˆt + (−1)
mL0uˆ+ (−1)
mD2my uˆ = 0
in Qˆ4. Upon applying the inequality (4.10) with λ = 0 just proved above, we get
sup
Qˆ1
|Dm+1x uˆ(t, z)|+ sup
Qˆ1
|Dmx uˆt(t, z)|+ sup
Qˆ1
|Dmy Dxuˆ(t, z)|
+ sup
Qˆ1
|Dmy uˆt(t, z)| ≤ N‖D
muˆ‖L2(Qˆ4). (4.11)
Since, for example,
sup
(t,x)∈Q1
λ
1
2 |Dxu(t, x)| ≤ sup
(t,z)∈Qˆ1
|Dmy Dxuˆ(t, z)|,
the left-hand side of (4.11) is bigger than that of (4.10). On the other hand, Dmuˆ
is a linear combination of terms like
λ
1
2
− k
2m cos(λ
1
2m y)Dkxu(t, x), λ
1
2
− k
2m sin(λ
1
2m y)Dkxu(t, x), k = 0, · · · ,m.
Thus we see that the right-hand side of (4.11) is bounded by that of (4.10). The
lemma is proved. 
Recall that we denote by X a point in Rd+1 = R× Rd.
Lemma 4.5. Let r ∈ (0,∞), κ ∈ [4,∞), λ ≥ 0, and X0 = (t0, x0) ∈ R
d+1. Assume
u ∈ Hm2,loc(R
d+1) satisfies (4.9) in Qκr(X0). Then for any α, |α| = m, we have(
|Dαu− (Dαu)Qr(X0)|
)
Qr(X0)
+ λ
1
2
(
|u− (u)Qr(X0)|
)
Qr(X0)
≤ Nκ−1
m∑
k=0
λ
1
2
− k
2m (|Dku|2)
1
2
Qκr(X0)
, (4.12)
where N = N(d, n,m, δ) > 0.
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Proof. Let us prove the inequality (4.12) when X0 = (0, 0). This with a translation
of the coordinates proves the inequality for general X0 ∈ R
d+1.
Since the standard mollification of u with respect to x satisfies (4.9) in a little
bit smaller cylinder than Qκr, we assume that D
αu ∈ L2(Qκr) for all multi-index
α. Furthermore, (4.9) implies that Dγut ∈ L2(Qκr) if D
αu ∈ L2(Qκr) for all α.
Therefore, without loss of generality we assume that u ∈W1,∞2 (Qκr).
Due to a scaling argument (for instance, see the proof of Lemma 7.5), it suffices
to deal with the case r = 4/κ. Observe that, for example,
(|Dαu− (Dαu)Qr |)Qr ≤ Nr sup
Q1
|Dα+1u(t, x)|+Nr sup
Q1
|Dαut(t, x)|.
By Lemma 4.4, the right-hand side of the above inequality is bounded by that of
(4.12) (recall r = 4κ−1). The lemma is proved. 
4.2. Mean oscillation estimates for systems in the whole space. In the
next theorem, we prove a mean oscillation estimate for divergence form systems
with simple coefficients in the whole space.
Theorem 4.6. Let r ∈ (0,∞), κ ∈ [8,∞), λ > 0, X0 = (t0, x0) ∈ R
d+1, and
fα ∈ L2,loc(R
d+1), |α| ≤ m. Assume that u ∈ Hm2,loc(R
d+1) satisfies
ut + (−1)
mL0u+ λu =
∑
|α|≤m
Dαfα
in Qκr(X0). Then for any α, |α| = m, we have(
|Dαu− (Dαu)Qr(X0)|
)
Qr(X0)
+ λ
1
2
(
|u− (u)Qr(X0)|
)
Qr(X0)
≤ Nκ−1
m∑
k=0
λ
1
2
− k
2m (|Dku|2)
1
2
Qκr(X0)
+Nκm+
d
2
∑
|α|≤m
λ
|α|
2m−
1
2 (|fα|
2)
1
2
Qκr(X0)
, (4.13)
where N = N(d, n,m, δ) > 0.
Proof. We take, for the sake of simplicity, X0 = (0, 0). As mentioned earlier, a
translation gives the result for general X0.
Take an infinitely differentiable function ζ defined on Rd+1 such that
ζ = 1 on Qκr/2, ζ = 0 outside (−(κr)
2m, (κr)2m)×Bκr.
By Theorem 3.1, for λ > 0, there exists a unique solution w ∈ Hm2 (O∞) to the
equation
wt + (−1)
mL0w + λw =
∑
|α|≤m
Dα(ζfα) (4.14)
in O∞ = R
d+1. Let v := u− w. Then the function v ∈ Hm2,loc(R
d+1) satisfies
vt + (−1)
mL0v + λv = 0 in Qκr/2.
By Lemma 4.5 (note that κ/2 ≥ 4) applied to v, we have
(|Dαv − (Dαv)Qr |)Qr + λ
1
2 (|v − (v)Qr |)Qr ≤ Nκ
−1
m∑
k=0
λ
1
2
− k
2m (|Dkv|2)
1
2
Qκr/2
.
(4.15)
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Next we estimate w, which is the unique solution to the equation (4.14) consid-
ered on O0. By Theorem 3.1, we have∑
|α|≤m
λ1−
|α|
2m ‖Dαw‖L2(O0) ≤ N
∑
|α|≤m
λ
|α|
2m ‖ζfα‖L2(O0).
In particular,(
|Dmw|2
) 1
2
Qr
+ λ
1
2
(
|w|2
) 1
2
Qr
≤ Nκm+
d
2
∑
|α|≤m
λ
|α|
2m−
1
2 (|fα|
2)
1
2
Qκr
, (4.16)
m∑
k=0
λ
1
2
− k
2m
(
|Dkw|2
) 1
2
Qκr
≤ N
∑
|α|≤m
λ
|α|
2m−
1
2 (|fα|
2)
1
2
Qκr
. (4.17)
Now we are ready to prove (4.13). Since
(|Dαu− (Dαu)Qr |)Qr ≤ 2(|D
αu− c|)Qr
for any constant c, by taking c = (Dαv)Qr and repeating the same argument for
the second term, we bound the left-hand side of (4.13) by a constant times
(|Dαu− (Dαv)Qr |)Qr + λ
1
2 (u− (v)Qr )Qr ,
which is, due to the fact that u = w + v, controlled by
(|Dαv − (Dαv)Qr |)Qr + λ
1
2 (|v − (v)Qr |)Qr +
(
|Dmw|2
) 1
2
Qr
+ λ
1
2
(
|w|2
) 1
2
Qr
.
Using (4.15) and (4.16), we see that the above is less than
Nκ−1
m∑
k=0
λ
1
2
− k
2m (|Dkv|2)
1
2
Qκr/2
+Nκm+
d
2
∑
|α|≤m
λ
|α|
2m−
1
2 (|fα|
2)
1
2
Qκr
.
Finally, we use the fact that v = u − w and (4.17) to prove that the terms above
are not greater than the right-hand side of (4.13). 
Next we consider the corresponding mean oscillation estimate for non-divergence
type systems in the whole space.
Corollary 4.7. Let r ∈ (0,∞), κ ∈ [8,∞), λ > 0, X0 ∈ R × R
d, and f ∈
L2,loc(R
d+1), |α| ≤ m. Assume that u ∈W 1,2m2,loc (R
d+1) satisfies
ut + (−1)
mL0u+ λu = f
in Qκr(X0). Then for any α, |α| = 2m, we have(
|Dαu− (Dαu)Qr(X0)|
)
Qr(X0)
+ λ
(
|u− (u)Qr(X0)|
)
Qr(X0)
≤ Nκ−1
2m∑
k=0
λ1−
k
2m (|Dku|2)
1
2
Qκr(X0)
+Nκm+
d
2 (|f |2)
1
2
Qκr(X0)
,
where N = N(d, n,m, δ) > 0.
Proof. Again let X0 = (0, 0) for simplicity. By Theorem 4.6, it follows that (after
multiplying both sides by λ
1
2 )
λ(|u− (u)Qr |)Qr ≤ Nκ
−1
m∑
k=0
λ1−
k
2m (|Dku|2)
1
2
Qκr
+Nκm+
d
2 (|f |2)
1
2
Qκr
. (4.18)
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Differentiate m times both sides of the system with respect to x to get
Dmut + (−1)
mL0D
mu+ λDmu = Dmf.
By Theorem 4.6 applied to Dmu in place of u,
(|DγDmu− (DγDmu)Qr |)Qr ≤ Nκ
−1
m∑
k=0
λ
1
2
− k
2m (|DkDmu|2)
1
2
Qκr
+Nκm+
d
2 (|f |2)
1
2
Qκr
,
where |γ| = m. This combined with (4.18) gives the inequality in the corollary. 
5. Lp-estimates for systems in the whole space
In this section, we use the mean oscillation estimates obtained in the previous
section to prove Theorem 2.2 and 2.3.
Let Q =
{
Qr(t, x) : (t, x) ∈ R
d+1, r ∈ (0,∞)
}
. For a function g defined on Rd+1,
we denote its (parabolic) maximal and sharp function, respectively, by
Mg(t, x) = sup
Q∈Q:(t,x)∈Q
–
∫
Q
|g(s, y)| dy ds,
g#(t, x) = sup
Q∈Q:(t,x)∈Q
–
∫
Q
|g(s, y)− (g)Q| dy ds.
Then
‖g‖Lp ≤ N‖g
#‖Lp , ‖Mg‖Lp ≤ N‖g‖Lp,
if g ∈ Lp, where 1 < p <∞ and N = N(d, p). As is well known, the first inequality
above is due to the Fefferman-Stein theorem on sharp functions and the second one
is the Hardy-Littlewood maximal function theorem.
We use the idea of freezing the coefficients to obtain
Lemma 5.1. Let L be the operator in Theorem 2.2. Suppose the lower-order co-
efficients of L are all zero. Let µ, ν ∈ (1,∞), 1/µ + 1/ν = 1, and λ,R ∈ (0,∞).
Assume u ∈ C∞0 (R
d+1) vanishing outside QR and
ut + (−1)
mLu+ λu =
∑
|α|≤m
Dαfα,
where fα ∈ L2,loc(R
d+1). Then there exists a constant N = N(d,m, n, δ, µ) such
that for any α, |α| = m, r ∈ (0,∞), κ ≥ 8, and X0 ∈ R
d+1, we have(
|Dαu− (Dαu)Qr(X0)|
)
Qr(X0)
+ λ
1
2
(
|u− (u)Qr(X0)|
)
Qr(X0)
≤ Nκ−1
m∑
k=0
λ
1
2
− k
2m (|Dku|2)
1
2
Qκr(X0)
+Nκm+
d
2

 ∑
|α|≤m
λ
|α|
2m−
1
2 (|fα|
2)
1
2
Qκr(X0)
+ (A#R)
1
2ν (|Dmu|2µ)
1
2µ
Qκr(X0)

 .
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Proof. Let κ ≥ 8 and r ∈ (0,∞). Fix a y ∈ Rd and set Lyu = A
αβ(t, y)DαDβu(t, x).
Then we have
ut + (−1)
mLyu+ λu =
∑
|α|≤m
Dαf˜α,
where
f˜α = fα + (−1)
m
∑
|β|=m
(Aαβ(t, y)−Aαβ(t, x))Dβu.
It follows from Theorem 4.6 that(
|Dαu− (Dαu)Qr(X0)|
)
Qr(X0)
+ λ
1
2
(
|u− (u)Qr(X0)|
)
Qr(X0)
≤ Nκ−1
m∑
k=0
λ
1
2
− k
2m (|Dku|2)
1
2
Qκr(X0)
+Nκm+
d
2
∑
|α|≤m
λ
|α|
2m−
1
2 (|f˜α|
2)
1
2
Qκr(X0)
. (5.1)
Note that ∫
Qκr(X0)
|f˜α|
2 dx dt ≤ N
∫
Qκr(X0)
|fα|
2 dx dt+NIy, (5.2)
where, for |α| = m,
Iy =
∫
Qκr(X0)
|(Aαβ(t, y)−Aαβ(t, x))Dβu|2 dx dt.
Denote B to be Bκr(x0) if κr < R, or to be BR otherwise; denoteQ to be Qκr(t0, x0)
if κr < R, or to be QR otherwise. Now we take average of Iy with respect to y in
B. Since u = 0 outside QR, by the Ho¨lder inequality we get
–
∫
B
Iy dy = –
∫
B
∫
Qκr(X0)∩QR
|(Aαβ(t, y)−Aαβ(t, x))Dβu|2 dx dt dy
≤ –
∫
B
(∫
Q
|Aαβ(t, y)−Aαβ(t, x)|2ν
) 1
ν
dy
(∫
Qκr(X0)∩QR
|Dmu|2µ
) 1
µ
,
where, by the boundedness of Aαβ as well as the definitions of oscx and A
#
R , the
integral over B in the last term above is bounded by a constant times
–
∫
B
(∫
Q
|Aαβ(t, y)−Aαβ(t, x)|
) 1
ν
dy ≤
(
–
∫
B
∫
Q
|Aαβ(t, y)−Aαβ(t, x)| dx dt dy
) 1
ν
≤ N
(
|Q|oscx(A
αβ , Q)
) 1
ν ≤ N
(
R2m+dA#R
) 1
ν
.
This together with (5.1) and (5.2) completes the proof of the lemma. 
Proof of Theorem 2.2. Due to the method of continuity, it suffices to obtain an
apriori estimate. By moving all the lower-order terms to the right-hand side and
taking a sufficient large λ, we may assume that all the lower-order coefficients are
zero.
Case 1: p ∈ (2,∞). First we suppose T =∞ and u ∈ C∞0 (QR0). Choose a µ > 1
such that 2µ < p. Under these assumptions, from Lemma 5.1 we easily deduce
(Dαu)#(X0) + λ
1
2 u#(X0) ≤ Nκ
−1
m∑
k=0
λ
1
2
− k
2m (M(Dku)2(X0))
1
2
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+Nκm+
d
2

 ∑
|α|≤m
λ
|α|
2m−
1
2 (Mf2α(X0))
1
2 + ρ
1
2ν (M(Dmu)2µ(X0))
1
2µ

 ,
for any α, |α| = m, r ∈ (0,∞), κ ≥ 8, and X0 ∈ R
d+1. This together with the
interpolation inequality, the Fefferman-Stein theorem and the Hardy-Littlewood
maximal function theorem yields
m∑
k=0
λ
1
2
− k
2m ‖Dku‖Lp ≤ N‖D
αu‖Lp +Nλ
1
2 ‖u‖Lp
≤ N(κ−
1
2 + κm+
d
2 ρ
1
2ν )
m∑
k=0
λ
1
2
− k
2m ‖Dku‖Lp +Nκ
m+d
2
∑
|α|≤m
λ
|α|
2m−
1
2 ‖fα‖. (5.3)
Now we can choose κ sufficiently large and ρ sufficiently small in (5.3) to get the
desired estimate. A standard partition of the unity enables us to remove the re-
striction that u ∈ C∞0 (QR0). The extension to the case T ∈ (−∞,+∞] is by now
standard; see, for instance, [24]. We omit the details.
Case 2: p ∈ (1, 2). Since the system is in divergence form, this case follows
immediately from the previous case by using the duality argument.
Finally the case p = 2 is obtained by an interpolation argument. 
In a similar way, from Corollary 4.7 we get the following counterpart of Lemma
5.1 for non-divergence systems.
Lemma 5.2. Let L be the operator in Theorem 2.3. Suppose the lower-order co-
efficients of L are all zero. Let µ, ν ∈ (1,∞), 1/µ + 1/ν = 1, and λ,R ∈ (0,∞).
Assume u ∈ C∞0 (R
d+1) vanishing outside QR and
ut + (−1)
mLu+ λu = f,
where f ∈ L2,loc(R
d+1). Then there exists a constant N = N(d,m, n, δ, µ) such that
for any α, |α| = 2m, r ∈ (0,∞), κ ≥ 8, and X0 ∈ R
d+1, we have(
|Dαu− (Dαu)Qr(X0)|
)
Qr(X0)
+ λ
(
|u− (u)Qr(X0)|
)
Qr(X0)
≤ Nκ−1
2m∑
k=0
λ1−
k
2m (|Dku|2)
1
2
Qκr(X0)
+Nκm+
d
2
(
(|f |2)
1
2
Qκr(X0)
+ (A#R)
1
2ν (|D2mu|2µ)
1
2µ
Qκr(X0)
)
.
Proof of Theorem 2.3. As in the proof of Theorem 2.2, it suffices to prove the apri-
ori estimate for T =∞.
Case 1: p ∈ (2,∞). We only need to consider the case when u ∈ C∞0 (QR0),
since the general case follows from a partition of the unity. The proof of this case
is almost the same as that of Theorem 2.2, by using Lemma 5.2 instead of Lemma
5.1. So we omit it.
Case 2: p ∈ (1, 2]. Note that here we cannot use the duality argument directly.
From Case 1 and Remark 2.7, we already have the W 1,2mq solvability of
ut + (−1)
mL0u+ λu = f
in the whole space for any q ∈ (2,∞) and λ > 0. For this system, since Aαβ are
measurable function of time only we can make use of the duality argument, which
yields the solvability of the same equation for any q ∈ (1, 2). Fix a q = (1 + p)/2.
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Now we can repeat the arguments in the previous section with q in place of 2, and
get the estimate in Lemma 5.2 with q in place of 2. Finally, following the proof of
Case 1 completes the proof of this case. 
Part 2. Systems on a half space or a bounded domain
This is the most novel part of the paper. The objective of this part is to establish
the Lp-solvability of parabolic systems on a half space or on a domain.
In the next section, we prove the L2-estimates for systems with coefficients mea-
surable in t on a half space. Relying on these L2-estimates, in Section 7 we are
able to derive mean oscillation estimates of some partial derivatives of solutions to
systems on a half space. These estimates alone are not sufficient for our purpose.
So in Section 8 we consider a certain system with special coefficients. Combining
the results in Section 7 and 8 together enables us to prove the Lp-solvability on a
half space (Theorem 2.5, 2.6). Section 10 is devoted to the proofs of the bounded
domain cases (Theorem 2.10, 2.11). Finally we give several remarks about other
ellipticity conditions.
6. L2-estimates for systems with simple coefficients on a half space
In this section, we prove the L2-estimate for systems on a half space. We again
consider
L0u =
∑
|α|=|β|=m
Dα(AαβDβu) =
∑
|α|=|β|=m
AαβDαDβu,
where Aαβ = Aαβ(t). Recall that O+T = (−∞, T ) × R
d
+. In the divergence case
(Theorem 6.1), the proof is rather standard. However, in the case of non-divergence
systems (Theorem 6.6), the proof is much more involved. To the best of our knowl-
edge, Theorem 6.6 is new for higher order parabolic equations and systems with
measurable coefficients depending only on t.
6.1. Divergence case. Throughout the paper, we use the notation Dmx′u to in-
dicate one of Dαu, where α = (α1, · · · , αd), α1 = 0, and |α| = m. Sometimes,
depending on the context, Dmx′u means the whole collection of D
αu, |α| = m,
α1 = 0. Similar to C
∞
0 (OT ), we denote by C
∞
0 (O
+
T ) the collection of infinitely
differentiable functions defined on O+T vanishing for large |(t, x)| ∈ O
+
T .
Theorem 6.1. Let T ∈ (−∞,∞] and fα ∈ L2(O
+
T ). There exists a constant
N = N(d, n,m, δ) such that∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖L2(O+T )
≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖L2(O+T )
(6.1)
for any λ ≥ 0 and u ∈ Hm2 (O
+
T ) satisfying
u(t, 0, x′) = · · · = Dm−11 u(t, 0, x
′) = 0 (6.2)
on (−∞, T )× Rd−1 and
ut + (−1)
mL0u+ λu =
∑
|α|≤m
Dαfα (6.3)
in O+T . Furthermore, for λ > 0 and fα ∈ L2(O
+
T ), |α| ≤ m, there exists a unique
u ∈ Hm2 (O
+
T ) satisfying (6.3) in O
+
T and (6.2) on (−∞, T )× R
d−1.
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Proof. As in the proof of Theorem 3.1, we consider only the case λ > 0. We
follow the lines of the proof of Theorem 3.1. One noteworthy fact is that, because
u ∈ Hm2 (O
+
T ) satisfies (6.2), we have
〈Dαu,AαβDβu〉O+T
= 〈Dαu,AαβDβu〉OT ,
where the function u on the right-hand side is viewed as an extension of u to OT
so that it is zero on OT \ O
+
T . Similarly,
‖Dmu‖2
L2(O
+
T )
≤ N
∫
OT
|ξ|2m|u˜|2 dξ dt,
where u˜ is the Fourier transform of the extension. 
Remark 6.2. Theorem 6.1 can be extended to systems in a cylindrical domain
ΩT , where Ω is a bounded Lipschitz domain. For small λ ≥ 0, we have a better
estimate than (6.1). Indeed, from the proof above, we get
‖Dmu‖2L2(ΩT ) ≤ N
∑
|α|≤m
‖fα‖L2(ΩT )‖D
αu‖L2(ΩT ).
By using the Poincare´ inequality,
‖u‖L2(ΩT ) ≤ N‖Du‖L2(ΩT ) ≤ N‖D
2u‖L2(ΩT ) ≤ ... ≤ N‖D
mu‖L2(ΩT ).
Thus, we conclude
m∑
k=0
‖Dku‖L2(ΩT ) ≤ N
∑
|α|≤m
‖fα‖L2(ΩT ).
Note that in this case, the solvability also holds for λ = 0.
6.2. Non-divergence case. Let us introduce some additional notation. Let τ ∈ N
and {c1, · · · , c2τ} be the solution to the following system:
2τ∑
k=1
(
−
1
k
)j
ck = 1, j = 0, · · · , 2τ − 1. (6.4)
For a function w defined on Rd+, set
Eτw =


w(x1, x
′) if x1 > 0
2τ∑
k=1
ckw(−
1
k
x1, x
′) otherwise
.
Note that Eτw ∈ C
2τ−1(Rd) if w ∈ C∞(Rd+). Indeed, by (6.4)
Dj1
(
2τ∑
k=1
ckw(−
1
k
x1, x
′)
) ∣∣∣∣
x1=0
=
2τ∑
k=1
(
−
1
k
)j
ckD
j
1w(0, x
′) = Dj1w(0, x
′)
for j = 0, · · · , 2τ − 1.
We remark that similar extension operators were used in [18] and [15] in the
study of elliptic systems. We will use the following interpolation estimate.
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Proposition 6.3. Let 1 < p < ∞ and u ∈ Wmp (R
d
+). For any ε > 0, there exists
N = N(d, n,m, p, ε) such that
‖Dk1D
m−k
x′ u‖Lp(Rd+) ≤ ε‖D
m
1 u‖Lp(Rd+) +N
d∑
j=2
‖Dmj u‖Lp(Rd+),
where k = 0, 1, · · · ,m− 1.
Proof. Without loss of generality we assume that u ∈ C∞0 (R
d
+). Let uˆ = Eτu. For
a sufficiently large τ , the extension uˆ is in Wmp (R
d) and satisfies
∑d
j=1D
2m
j wˆ =∑d
j=1D
m
j fˆj , where
fˆj =
{ ∑d
j=1D
m
j u, in R
d
+;∑d
j=1
∑2τ
k=1 cˆkD
m
j w(−
1
kx1, x
′), in Rd−.
Here cˆk are appropriate constants. Observe that
‖Dk1D
m−k
x′ u‖Lp(Rd+) ≤ ‖D
muˆ‖Lp(Rd) ≤ N‖fˆ‖Lp(Rd) ≤ N
d∑
j=1
‖Dmj u‖Lp(Rd+),
where the second inequality is due to the Lp-estimate of elliptic systems in the
whole space (see Remark 2.4) and N = N(d, n,m, p). By replacing u(x1, x
′) by
u(ε1x1, x
′) in the above inequality we have
εk1‖D
k
1D
2m−k
x′ u‖Lp(Rd+) ≤ ε
2m
1 N‖D
2m
1 u‖Lp(Rd+) +N
d∑
j=2
‖D2mj u‖Lp(Rd+).
The proposition is proved. 
Lemma 6.4. Let T ∈ (−∞,∞]. There exists N = N(d, n,m, δ) such that∑
|α|=m
‖DαDmx′u‖L2(O+T )
+ λ‖u‖L2(O+T )
≤ N‖ut + (−1)
mL0u+ λu‖L2(O+T )
for all λ ≥ 0 and u ∈ W 1,2m2 (O
+
T ) satisfying
u(t, 0, x′) = · · · = Dm−11 u(t, 0, x
′) = 0. (6.5)
on (−∞, T )× Rd−1.
Proof. Define
f = ut + (−1)
mDα(AαβDβu) + λu (6.6)
in O+T . Then by Theorem 6.1
λ‖u‖L2(O+T )
≤ N‖f‖L2(O+T )
.
Now differentiate with respect to x′ ∈ Rd−1 both sides of (6.6) m times to get
(Dmx′u)t + (−1)
mDα(AαβDβDmx′u) + λD
m
x′u = D
m
x′f
in O+T . Note that D
m
x′u satisfies (6.5). Thus by Theorem 6.1 again we have∑
|α|=m
‖DαDmx′u‖L2(O+T )
≤ N‖f‖L2(O+T )
.
The lemma is proved. 
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Lemma 6.5. Let T ∈ (−∞,∞] and λ ≥ 0. There exists N = N(d, n,m, δ) such
that, for u ∈W 1,2m2 (O
+
T ) satisfying (6.5),
‖D2m1 u‖L2(O+T )
≤ N
2m∑
j=1
‖D2m−j1 D
j
x′u‖L2(O+T )
+N‖f‖L2(O+T )
(6.7)
provided that
ut + (−1)
mL0u+ λu = f (6.8)
in O+T .
Proof. By multiplying both sides of the equation (6.8) from the left by D2m1 u we
get
〈D2m1 u, ut〉O+T
+ (−1)m〈D2m1 u,A
αβDαDβu〉O+T
+ λ〈D2m1 u, u〉O+T
= 〈D2m1 u, f〉O+T
.
(6.9)
Note that
ℜ(−1)m〈D2m1 u, ut〉O+T
=
1
2
∫
R
d
+
|Dm1 u|
2(T, x) dx ≥ 0. (6.10)
Indeed, this holds true because∫
R
d
+
|Dm1 u|
2(T, x) dx =
∫
O+T
∂
∂t
|Dm1 u|
2 dx dt = 〈Dm1 u,D
m
1 ut〉O+T
+ 〈Dm1 u,D
m
1 ut〉O+T
and
〈D2m1 u, ut〉O+T
= (−1)m〈Dm1 u,D
m
1 ut〉O+T
,
the latter of which follows from the boundary condition (6.5) and integration by
parts. Hence by taking the real parts of (6.9) and using (6.10) we have
ℜ〈D2m1 u,A
αˆαˆD2m1 u〉O+T
≤ −ℜ
∑
(α,β) 6=(αˆ,αˆ)
〈D2m1 u,A
αβDαDβu〉O+T
−(−1)mλℜ〈D2m1 u, u〉O+T
+ (−1)mℜ〈D2m1 u, f〉O+T
,
where αˆ = (m, 0, · · · , 0). Thanks to the ellipticity condition and Young’s inequality,
δ‖D2m1 u‖
2
L2(O
+
T )
≤ ℜ〈D2m1 u,A
αˆαˆD2m1 u〉O+T
≤ ε‖D2m1 u‖
2
L2(O
+
T )
+N(ε, δ)
2m∑
j=1
‖D2m−j1 D
j
x′u‖
2
L2(O
+
T )
+N(ε)λ2‖u‖2
L2(O
+
T )
+N(ε)‖f‖2
L2(O
+
T )
.
Choosing a sufficiently small ε and using Lemma 6.4, we prove (6.7). 
Now we are ready to state and prove the main theorem of the section.
Theorem 6.6. Let T ∈ (−∞,∞]. There exists N = N(d, n,m, δ) such that
‖ut‖L2(O+T )
+
∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖L2(O+T )
≤ N‖ut + (−1)
mL0u+ λu‖L2(O+T )
for all λ ≥ 0 and u ∈ W 1,2m2 (O
+
T ) satisfying
u(t, 0, x′) = · · · = Dm−11 u(t, 0, x
′) = 0
on (−∞, T )× Rd−1.
26 H. DONG AND D. KIM
Proof. Thanks to Lemma 6.4 and interpolation inequalities, it suffices to prove that
‖ut‖L2(O+T )
+ ‖D2mu‖L2(O+T )
≤ N‖f‖L2(O+T )
, (6.11)
where f = ut+(−1)
mL0u+λu. Lemma 6.5 and Proposition 6.3 (with 2m in place
of m) imply that
‖D2mu‖L2(O+T )
≤ N‖f‖L2(O+T )
+ ε‖D2m1 u‖L2(O+T )
+N‖D2mx′ u‖L2(O+T )
.
This along with Lemma 6.4 and a sufficiently small ε proves the inequality (6.11)
without the ut term on the left-hand side. To complete the proof we simply note
that
ut = −(−1)
mL0u− λu+ f.

7. Mean oscillation estimates of some partial derivatives of
solutions to systems on a half space
The aim of this section is to derive several mean oscillation estimates of highest
order derivatives of solutions to systems on a half space. Contrary to the whole
space case, here we are only able to estimate parts of the highest order derivatives.
More precisely, for divergence form systems, we give estimate of Dmx′u, while for
non-divergence form systems we present the estimate of D2mx′ u. We emphasize that
these estimates alone are not sufficient for proving Theorem 2.5 and 2.6.
We still denote
L0u =
∑
|α|=|β|=m
DαAαβ(t)Dβu =
∑
|α|=|β|=m
Aαβ(t)DαDβu.
Recall that
Q+r (t, x) = Qr(t, x) ∩ O
+
∞, Q
+
r = Qr ∩O
+
∞,
Q′r = (−r
2m, 0)×B′r, B
′
r = {x
′ ∈ Rd−1 : |x′| < r}.
7.1. Some auxiliary results for systems on a half space. We first prove some
auxiliary estimates in this subsection. The first two are counterparts of Lemma 4.1
and Corollary 4.2.
Lemma 7.1. Let 0 < r < R <∞. Assume that u ∈ W 1,2mp (Q
+
R) satisfies
u(t, 0, x′) = · · · = Dm−11 u(t, 0, x
′) = 0 (7.1)
on Q′R and
ut + (−1)
mL0u = f
in Q+R, where f ∈ L2(Q
+
R). Then there exists a constant N = N(d, n,m, δ) such
that
‖ut‖L2(Q+r ) + ‖D
2mu‖L2(Q+r ) ≤ N‖f‖L2(Q+R)
+N(R − r)−2m‖u‖L2(Q+R)
.
Furthermore,
‖u‖W 1,2m
2
(Q+r )
≤ N‖f‖L2(Q+R)
+N‖u‖L2(Q+R)
,
where N = N(d, n,m, δ, r, R).
Proof. By Theorem 6.6 the L2-estimate of systems on a half spaces is available.
Then the proof is the same as that of Lemma 4.1 with some minor changes. 
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Corollary 7.2. Let 0 < r < R <∞. Assume that u ∈ C∞
loc
(O+∞) satisfies (7.1) on
Q′R and
ut + (−1)
mL0u = 0 (7.2)
in Q+R. Then for any multi-indices γ and ϑ such that
γ = (γ1, γ2, · · · , γd), γ1 ≤ 2m, ϑ = (0, ϑ2, · · · , ϑd),
we have
‖Dγu‖L2(Q+r ) + ‖D
ϑut‖L2(Q+r ) ≤ N‖u‖L2(Q+R)
,
where N = N(d, n,m, δ, r, R, γ, ϑ).
Proof. From (7.2) it follows that
Dθut = −(−1)
mAαβDαDβDθu
in Q+R. Each of the terms on the right-hand side is a constant times a term of the
form Dγu, where |γ| = 2m+ |β| and γ1 ≤ 2m. Hence we only need to prove
‖Dγu‖L2(Q+r ) ≤ N‖u‖L2(Q+R)
,
where γ = (γ1, · · · , γd) satisfies γ1 ≤ 2m. The proof of this inequality is identical
to that of (4.7) in Corollary 4.2 with the only difference that, in |γ| > 2m, we write
Dγu = D2mDϑu, ϑ = (0, ϑ2, · · · , ϑd),
where Dϑu satisfies (7.2) in Q+R as well as (7.1) on Q
′
R, so that we can apply Lemma
7.1 to Dϑu. 
Next we derive a few Ho¨lder estimates of solutions. Throughout the paper, for
a function g defined on a subset D in Rd+1, we set
[g]Cν(D) = sup
(t,x),(s,y)∈D
(t,x) 6=(s,y)
|g(t, x)− g(s, y)|
|t− s|
ν
2 + |x− y|ν
,
where 0 < ν ≤ 1.
Lemma 7.3. If u ∈ C∞
loc
(O+∞) satisfies (7.1) on Q′4 and (7.2) in Q
+
4 , then
[u]C1/2(Q+
1
) ≤ N‖u‖L2(Q+4 )
.
Proof. Let
Θ+r = {(t, x1) ∈ (−r
2m, 0)× (0, r)}, B′r = {x
′ ∈ Rd−1 : |x′| < r}.
The triangle inequality gives
sup
(t,x),(s,y)∈Q+
1
(t,x) 6=(s,y)
|u(t, x)− u(s, y)|
|t− s|1/4 + |x− y|1/2
≤ sup
(t,x1),(s,y1)∈Θ
+
1
x′∈B′1
|u(t, x1, x
′)− u(s, y1, x
′)|
|t− s|1/4 + |x1 − y1|1/2
+ sup
(s,y1)∈Θ
+
1
x′,y′∈B′1,x
′ 6=y′
|u(s, y1, x
′)− u(s, y1, y
′)|
|x′ − y′|1/2
:= I1 + I2.
To estimate I1, we view u(t, x1, x
′) as a function of (t, x1) for a fixed x
′ ∈ B′1.
Then by the Sobolev embedding theorem
sup
(t,x1),(s,y1)∈Θ
+
1
|u(t, x1, x
′)− u(s, y1, x
′)|
|t− s|1/4 + |x1 − y1|1/2
≤ N‖u(·, x′)‖W 1,2
2
(Θ+
1
) (7.3)
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for each x′ ∈ B′1. On the other hand, there exists a positive integer k such that, for
each (t, x1) ∈ Θ
+
1 ,
2∑
j=0
sup
x′∈B′
1
|Dj1u(t, x1, x
′)|+ sup
x′∈B′
1
|ut(t, x1, x
′)|
≤ N
2∑
j=0
‖Dj1u(t, x1, ·)‖Wk2 (B′1) +N‖ut(t, x1, ·)‖Wk2 (B′1), (7.4)
where Dj1u(t, x1, x
′) and ut(t, x1, x
′) are viewed as functions of x′ ∈ B′1. Combining
(7.3) and (7.4) proves
I1 ≤ N
∑
|γ|≤k+2
γ1≤2
‖Dγu‖L2(Q+2 )
+N
∑
|ϑ|≤k
ϑ1=0
‖Dϑut‖L2(Q+2 )
≤ N‖u‖L2(Q+4 )
, (7.5)
where the last inequality is due to Corollary 7.2.
For the estimate of I2, we look at u(s, y1, x
′) as a function of x′ ∈ B′1 for each
(s, y1) ∈ Θ
+
1 . Again by the Sobolev embedding theorem, there exists a sufficiently
large integer k such that
sup
x′,y′∈B′1
x′ 6=y′
|u(s, y1, x
′)− u(s, y1, y
′)|
|x′ − y′|1/2
≤ N‖u(s, y1, ·)‖Wk
2
(B′
1
).
Moreover, as a function of (s, y1) ∈ Θ
+
1 , D
j
x′u(s, y1, x
′), j = 0, · · · , k, satisfy
k∑
j=0
sup
(s,y1)∈Θ
+
1
|Djx′u(s, y1, x
′)| ≤ N
k∑
j=0
‖Djx′u(·, x
′)‖W 1,2p (Θ+1 )
for each x′ ∈ B′1. From the above two inequalities, we obtain (7.5) with I2 in place
of I1. The lemma is proved. 
In the sequel, for a function g defined on O+T , T ∈ (−∞,∞], we denote by E(g)
(= Eg) the even extension of g defined on OT .
Corollary 7.4. Let λ ≥ 0, X0 = (t0, 0, x
′
0), where t0 ∈ R and x
′
0 ∈ R
d−1. Assume
that u ∈ C∞
loc
(O+∞) satisfies (7.1) on Q′4(X0) = (t0 − 4
2m, t0)×B
′
4(x
′
0) and
ut + (−1)
mL0u+ λu = 0 (7.6)
in Q+4 (X0). Then there exists N = N(d, n,m, δ) such that
[E(Dmx′u)]C1/2(Q1(X0)) + λ
1/2[Eu]C1/2(Q1(X0)) ≤ N
m∑
k=0
λ
1
2
− k
2m ‖E(Dku)‖L2(Q4(X0)).
Proof. By using a translation in t and x′, we assume that X0 = (0, 0). Let λ = 0.
In this case, the inequality in the corollary follows from
[Dmx′u]C1/2(Q+
1
) ≤ N‖D
mu‖L2(Q+4 )
.
To prove this, we apply Lemma 7.3 to Dmx′u. This is indeed possible because D
m
x′u
satisfies (7.1) on Q′4 and (7.2) in Q
+
4 . To prove the case λ > 0, we follow the steps
in the proof of Lemma 4.4. 
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Lemma 7.5. Let r ∈ (0,∞), κ ∈ [64,∞), λ ≥ 0, and X0 = (t0, x0) ∈ O
+
∞. Assume
that u ∈ C∞
loc
(O+∞) satisfies (7.1) on R× Rd−1 and (7.6) in Q+κr(X0). Then
(|E(Dmx′u)− (E(D
m
x′u))Qr(X0)|)Qr(X0) + λ
1
2 (|Eu− (Eu)Qr(X0)|)Qr(X0)
≤ Nκ−
1
2
m∑
k=0
λ
1
2
− k
2m (|E(Dku)|2)
1
2
Qκr(X0)
, (7.7)
where N = N(d, n,m, δ).
Proof. We first prove that, using a scaling argument, it suffices to prove the in-
equality (7.7) only for r = 16/κ. Indeed, assume that the inequality (7.7) holds
true for r = 16/κ. For a given r ∈ (0,∞), let r0 = 16/κ, R = r/r0, and
w(t, x) = u(R2mt, Rx). It is easy to check that w satisfies (7.1) on R × Rd−1
and
wt + (−1)
mAαβ(R2mt)DαDβw + λR2mw = 0 (7.8)
in Q+κr0(Y0), where Y0 = (s0, y0) = (R
−2mt0, R
−1x0) ∈ O
+
∞. Then by the inequality
(7.7) with r = r0 applied to the system (7.8), we have(
|E(Dmx′w)− (E(D
m
x′w))Qr0 (Y0)|
)
Qr0 (Y0)
+ λ
1
2Rm
(
|Ew − (Ew)Qr0 (Y0)|
)
Qr0 (Y0)
≤ Nκ−
1
2
m∑
k=0
λ
1
2
− k
2mRm−k(|E(Dkw)|2)
1
2
Qκr0 (Y0)
. (7.9)
Note that, for example,
(E(Dkw))Qr0 (Y0) = R
k(E(Dku))Qr(X0).
Thus the inequality (7.9) leads to the inequality (7.7) for arbitrary r ∈ (0,∞).
Now we assume r = 16/κ. We consider two cases.
Case 1: the first coordinate of x0 ≥ 1. In this case, we see that Q
+
κr/16(X0) =
Qκr/16(X0) and u satisfies the assumptions in Lemma 4.5, especially, u satisfies (7.6)
inQκr/16(X0) and u can be extended to a function inH
m
2,loc(R
d+1) without changing
the values of u on Qκr/16(X0). Hence by the inequality (4.12) with Qκr/16(X0) in
place of Qκr(X0) (note that κ/16 ≥ 4), the left-hand side of (7.7) is controlled by
Nκ−1
n∑
k=0
λ
1
2
− k
2m (|Dku|2)
1
2
Qκr/16(X0)
,
which is less than the right-hand side of (7.7).
Case 2: the first coordinate of x0 is in [0, 1]. By denoting Y0 = (t0, 0, x
′
0), we
have
Qr(X0) ⊂ Q2(Y0) ⊂ Q8(Y0) ⊂ Qκr(X0).
By Corollary 7.4 applied to u with 2 and 8 in place of 1 and 4, respectively (this
case can be seen using a scaling argument as above), we have
(|E(Dmx′u)− (E(D
m
x′u))Qr(X0)|)Qr(X0) ≤ Nr
1
2 [E(Dmx′u)]C1/2(Q2(Y0))
≤ Nκ−
1
2
m∑
k=0
λ
1
2
− k
2m (|E(Dku)|2)
1
2
Q8(Y0)
≤ Nκ−
1
2
m∑
k=0
λ
1
2
− k
2m (|E(Dku)|2)
1
2
Qκr(X0)
.
The second term on the left-hand side of (7.7) are estimated similarly. 
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7.2. Mean oscillation estimates of Dmx′u for divergence type systems on a
half space. Now we state and prove the main result of this section.
Proposition 7.6. Let r ∈ (0,∞), κ ∈ [128,∞), λ ≥ 0, and X0 = (t0, x0) ∈ O
+
∞.
Assume that u ∈ Hm2,loc(O
+
∞) satisfies (7.1) on R× R
d−1 and
ut + (−1)
mL0u+ λu =
∑
|α|≤m
Dαfα (7.10)
in Q+κr(X0), where fα ∈ L2,loc(O
+
∞), |α| ≤ m. Then we have
(|E(Dmx′u)− (E(D
m
x′u))Qr(X0)|)Qr(X0) + λ
1
2 (|Eu− (Eu)Qr(X0)|)Qr(X0)
≤ Nκ−
1
2
m∑
k=0
λ
1
2
− k
2m (|E(Dku)|2)
1
2
Qκr(X0)
+Nκm+
d
2
∑
|α|≤m
λ
|α|
2m−
1
2 (|Efα|
2)
1
2
Qκr(X0)
,
(7.11)
where N = N(d, n,m, δ).
Proof. Multiplying u by an infinitely smooth function as ζ below, we see that
(7.10) can be extended to a system defined on O+∞ without changing the values of
u and fα on, for example, Qκr/2. Thus without loss of generality we assume that
u ∈ Hm2 (O
+
∞), fα ∈ L2(O
+
∞), and (7.10) is satisfied in O
+
∞. We consider only λ > 0.
Take a ζ ∈ C∞0 (Qκr(X0)) such that
ζ = 1 on Qκr/2(X0), ζ = 0 outside (t0 − (κr)
2m, t0 + (κr)
2m)×Bκr(x0).
Let L
(ε)
0 = A
αβ
(ε)D
αDβ , where Aαβ(ε) are the standard mollifications with respect to
t of Aαβ(t). Also let f
(ε)
α be infinitely differentiable functions approaching fα in
L2(O
+
∞) as εց 0. By Theorem 6.1, there exists a unique solution v
(ε) ∈ Hm2 (O
+
∞),
satisfying (7.1) on R× Rd−1, to the equation
v
(ε)
t + (−1)
mL
(ε)
0 v
(ε) + λv(ε) =
∑
|α|≤m
Dα((1 − ζ)f (ε)α )
in O+∞. Since f
(ε)
α and A
αβ
(ε) are infinitely differentiable, by the classical theory for
higher order parabolic systems, v(ε) is infinitely differentiable. Moreover, for any ε,
v
(ε)
t + (−1)
mL
(ε)
0 v
(ε) + λv(ε) = 0 in Q+κr/2(X0).
Thus by Lemma 7.5 (note that κ/2 ≥ 64)
(|E(Dmx′v
(ε))− (E(Dmx′v
(ε)))Qr(X0)|)Qr(X0) + λ
1
2 (|Ev(ε) − (Ev(ε))Qr(X0)|)Qr(X0)
≤ Nκ−
1
2
m∑
k=0
λ
1
2
− k
2m (|E(Dkv(ε))|2)
1
2
Qκr(X0)
.
Set w(ε) = u− v(ε). Then w(ε) ∈ Hm2 (O
+
∞) and it satisfies (7.1) on R×R
d−1 and
w
(ε)
t + (−1)
mL
(ε)
0 w
(ε) + λw(ε) = Dα(ζf (ε)α + fα − f
(ε)
α ) + (−1)
m(L
(ε)
0 − L0)u
in O+∞. Denote the right-hand side of the above equality by D
αg
(ε)
α . We apply
Theorem 6.1 to the above equation as one defined on O+t0 so that we have∑
|α|≤m
λ1−
|α|
2m ‖Dαw(ε)‖L2(O+t0)
≤ N
∑
|α|≤m
λ
|α|
2m ‖g(ε)α ‖L2(O+t0)
.
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In particular,
‖Dmw(ε)‖L2(Q+r (X0)) + λ
1
2 ‖w(ε)‖L2(Q+r (X0))
≤ N
∑
|α|≤m
λ
|α|
2m−
1
2 ‖f (ε)α ‖L2(Q+κr(X0)) + I
(ε), (7.12)
m∑
k=0
λ
1
2
− k
2m ‖Dkw(ε)‖L2(Q+κr(X0)) ≤ N
∑
|α|≤m
λ
|α|
2m−
1
2 ‖f (ε)α ‖L2(Q+κr(X0)) + I
(ε) (7.13)
for all sufficiently small ε, where
I(ε) = N
∑
|α|≤m
λ
|α|
2m−
1
2 ‖fα − f
(ε)
α ‖L2(O+t0)
+N
∑
|α|=|β|=m
‖(Aαβ(ε) −A
αβ)Dβu‖L2(O+t0)
.
Note that, for the even extension Eg of a function g defined on O+∞, we have
‖Eg‖L2(Qr(X0)) ≤ 2‖g‖L2(Q+r (X0)) ≤ 2‖Eg‖L2(Qr(X0))
whenever X0 ∈ O
+
∞. This combined with (7.12) and (7.13) gives
(
|E(Dmw(ε))|2
) 1
2
Qr(X0)
+ λ
1
2
(
|Ew(ε)|2
) 1
2
Qr(X0)
≤ Nκm+
d
2
∑
|α|≤m
λ
|α|
2m−
1
2 (|Ef (ε)α |
2)
1
2
Qκr(X0)
+ r−m−
d
2 I(ε),
m∑
k=0
λ
1
2
− k
2m
(
|E(Dkw(ε))|2
) 1
2
Qκr(X0)
≤ N
∑
|α|≤m
λ
|α|
2m−
1
2 (|Ef (ε)α |
2)
1
2
Qκr(X0)
+ (κr)−m−
d
2 I(ε).
Now by following the corresponding steps in the proof of Theorem 4.6 we see that
the left-hand side of the inequality (7.11) is less than the right-hand side of the
same inequality with f
(ε)
α in place of fα plus the error term
(r−m−
d
2 + (κr)−m−
d
2 )I(ε).
To finish the proof we let εց 0. 
Remark 7.7. Later we need to have the mean oscillation estimate (7.11) for all
X0 ∈ O∞, instead of X0 ∈ O
+
∞, for functions E(Dku), Eu, and Efα defined on O∞
if the equation (7.10) is satisfied in O+∞. In order to do this, in case X0 ∈ O∞ \O
+
∞,
we let Y0 be the reflection point of X0 with respect to the hyper-plane {(t, 0, x
′) :
t ∈ R, x′ ∈ Rd−1}. By Proposition 7.6 we get the estimate (7.11) with Y0 in place
of X0. Then it is not difficult to see that the estimate (7.11) holds true as well for
X0 using the evenness of functions involved. The same claim can be repeated for
Corollary 7.8, Proposition 8.5, and Proposition 8.6.
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7.3. Mean oscillation estimates of D2mx′ u for non-divergence type systems
on a half space. As a consequence of Proposition 7.6, we easily get
Corollary 7.8. Let r ∈ (0,∞), κ ∈ [64,∞), λ ≥ 0, and X0 = (t0, x0) ∈ O
+
∞.
Assume that u ∈W 1,2m2,loc (O
+
∞) satisfies (7.1) on R× R
d−1 and
ut + (−1)
mL0u+ λu = f
in Q+κr(X0), where f ∈ L2,loc(O
+
∞). Then we have
(|E(D2mx′ u)− (E(D
2m
x′ u))Qr(X0)|)Qr(X0) + λ(|Eu − (Eu)Qr(X0)|)Qr(X0)
≤ Nκ−
1
2
2m∑
k=0
λ1−
k
2m (|E(Dku)|2)
1
2
Qκr(X0)
+Nκm+
d
2 (|Ef |2)
1
2
Qκr(X0)
,
where N = N(d, n,m, δ).
Proof. Since Dmx′ satisfies (7.1) on R × R
d−1, we can proceed as in the proof of
Corollary 4.7. 
8. Estimates for systems with special coefficients on a half space
The estimates in the previous section imply the Lp-estimate of D
m
x′u in the
divergence case and that of D2mx′ u in the non-divergence case. In order to estimate
the remaining highest order derivatives, by the interpolation inequality (Proposition
6.3), it suffices to estimate Dm1 u in the divergence case and D
2m
1 u in the non-
divergence case. To this end, in this section we consider
L0u = A(t)D
2m
1 u+
d∑
j=2
D2mj u,
where A(t) = Aαˆαˆ(t), αˆ = (m, 0, · · · , 0).
For this special operator, we have the following improved L2-estimate.
Lemma 8.1. Assume that u ∈ C∞
loc
(O+∞) satisfies
u(t, 0, x′) = · · · = Dm−11 u(t, 0, x
′) = 0 (8.1)
on Q′R and
ut + (−1)
m
L0u = 0 (8.2)
in Q+R. Then, for any multi-index γ, we have
‖Dγu‖L2(Q+r ) + ‖D
γut‖L2(Q+r ) ≤ N‖u‖L2(Q+R)
, (8.3)
where N = N(d, n,m, δ, r, R, γ).
Proof. As noted in the proof of Corollary 4.2, it suffices to estimate the first term
on the left-hand side of (8.3). Also, we only need to treat the case when the multi
index γ satisfies γ′ = 0, where γ = (γ1, γ
′). In fact, if the inequality (8.3) is shown
to be true with γ′ = 0 and a smaller R, since Dγ
′
u satisfies (8.1) on Q′R and (8.2) in
Q+R, we can replace u by D
γ′u in (8.3). Then the right-hand side, N‖Dγ
′
u‖L2(Q+R)
,
is bounded by that of (8.3) by Corollary 7.2. Furthermore, by the interpolation
inequality with respect to x1, it suffices to show
‖D2lm1 u‖L2(Q+r ) ≤ N‖u‖L2(Q+R)
(8.4)
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for l = 0, 1, 2, .... To prove the above inequality, we first observe that, thanks to
(8.2), we have
D2m1 u = A
−1(t)(−1)m+1ut −A
−1(t)
d∑
j=2
D2mj u
in Q+R. This together with (8.1) implies that (first with l = 0, then inductively)
Dk1D
2ml
1 u(t, 0, x
′) = 0, k = 0, · · · ,m− 1,
on Q′R. Moreover, D
2ml
1 u satisfies (8.2) in Q
+
R. Therefore, by Corollary 7.2 applied
to D2ml1 u we have
‖D
2(l+1)m
1 u‖L2(Q+r ) ≤ N‖D
2lm
1 u‖L2(Q+r0 )
,
where r < r0 < R. This implies (8.4) by an induction on l. 
As a consequence of the previous lemma, we get
Lemma 8.2. Let u ∈ C∞
loc
(O+∞) satisfy (8.1) on Q′4 and (8.2) in Q
+
4 . Then, for
any multi-index γ,
sup
Q+
1
|Dγu|+ sup
Q+
1
|Dγut| ≤ N‖u‖L2(Q+4 )
,
where N = N(d, n,m, δ, γ).
Proof. This is deduced from Lemma 8.1 in the same way as Lemma 4.3 is deduced
from Corollary 4.2. 
Note that in the following Ho¨lder estimates the first inequality is for all Dγu,
|γ| = m, whereas the second inequality is for D2m1 u only. Similarly we see D
mu
and D2m1 u in the following lemma and propositions as well.
Corollary 8.3. Let λ ≥ 0, X0 = (t0, 0, x
′
0), where t0 ∈ R and x
′
0 ∈ R
d−1. Assume
that u ∈ C∞
loc
(O+∞) satisfies (8.1) on Q′4(X0) and
ut + (−1)
m
L0u+ λu = 0 (8.5)
in Q+4 (X0). Then there exists N = N(d, n,m, δ) such that
[E(Dmu)]C1(Q1(X0)) ≤ N
m∑
k=0
λ
1
2
− k
2m ‖E(Dku)‖L2(Q4(X0)), (8.6)
[E(D2m1 u)]C1(Q1(X0)) ≤ N
2m∑
k=0
λ1−
k
2m ‖E(Dku)‖L2(Q4(X0)). (8.7)
Proof. Similar to the proof of Corollary 7.4, we prove only the case λ = 0 and
X0 = (0, 0). As noted in the proof of Lemma 8.1, D
2m
1 u satisfies (8.1) on Q
′
4 and
(8.2) in Q+4 . In this case, (8.7) follows immediately from Lemma 8.2 applied to
D2m1 u.
Lemma 8.2 also shows that
[Dmu]C1(Q+
1
) ≤ N‖u‖L2(Q+4 )
≤ N‖Dmu‖L2(Q+4 )
,
where the second inequality is due to the fact that u satisfies (8.1) and the boundary
version of the Poincare´ inequality. This gives the inequality (8.6). 
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Lemma 8.4. Let r ∈ (0,∞), κ ∈ [64,∞), λ ≥ 0, and X0 = (t0, x0) ∈ O
+
∞. Assume
that u ∈ C∞
loc
(O+∞) satisfies (8.1) on R× Rd−1 and (8.5) on Q+κr(X0). Then
(|E(Dmu)− (E(Dmu))Qr(X0)|)Qr(X0) ≤ Nκ
−1
m∑
k=0
λ
1
2
− k
2m (|E(Dku)|2)
1
2
Qκr(X0)
,
(|E(D2m1 u)− (E(D
2m
1 u))Qr(X0)|)Qr(X0) ≤ Nκ
−1
2m∑
k=0
λ1−
k
2m (|E(Dku)|2)
1
2
Qκr(X0)
.
where N = N(d, n,m, δ).
Proof. Thanks to the Ho¨lder estimates in Corollary 8.3, we process as in the proof
of Lemma 7.5. 
From the above lemma, by following the steps in the proof of Proposition 7.6 we
prove the following two propositions.
Proposition 8.5. Let r ∈ (0,∞), κ ∈ [128,∞), λ ≥ 0, and X0 = (t0, x0) ∈ O
+
∞.
Assume that u ∈ C∞
loc
(O+∞) satisfies (8.1) on R× Rd−1 and
ut + (−1)
m
L0u+ λu =
∑
|α|≤m
Dαfα
in Q+κr(X0), where fα ∈ L2,loc(O
+
∞), |α| ≤ m. Then we have
(|E(Dmu)− (E(Dmu))Qr(X0)|)Qr(X0) ≤ Nκ
−1
m∑
k=0
λ
1
2
− k
2m (|E(Dku)|2)
1
2
Qκr(X0)
+Nκm+
d
2
∑
|α|≤m
λ
|α|
2m−
1
2 (|Efα|
2)
1
2
Qκr(X0)
,
where N = N(d, n,m, δ).
Proposition 8.6. Let r ∈ (0,∞), κ ∈ [128,∞), λ ≥ 0, and X0 = (t0, x0) ∈ O
+
∞.
Assume that u ∈ C∞
loc
(O+∞) satisfies (8.1) on R× Rd−1 and
ut + (−1)
m
L0u+ λu = f
in Q+κr(X0), where f ∈ L2,loc(O
+
∞). Then we have
(|E(D2m1 u)− (E(D
2m
1 u))Qr(X0)|)Qr(X0) ≤ Nκ
−1
2m∑
k=0
λ1−
k
2m (|E(Dku)|2)
1
2
Qκr(X0)
+Nκm+
d
2 (|Ef |2)
1
2
Qκr(X0)
,
where N = N(d, n,m, δ).
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9. Lp-estimates for systems on a half space
With the preparation in the previous two sections, we complete the proofs of
Theorem 2.5 and Theorem 2.6 in this section.
Proof of Theorem 2.5. Recall that the leading coefficients satisfy Assumption 2.1
(ρ). As before, we may assume that T = ∞, p > 2, the lower-order coefficients of
L are all zero, and u ∈ C∞(O+∞) vanishing on O+∞ \QR0(X1) for some X1 ∈ O
+
∞.
In this case, it follows from Proposition 7.6 (also see Remark 7.7) and the proofs
of Lemma 5.1 as well as Theorem 2.2 that
‖Dmx′u‖Lp(O+∞) + λ
1
2 ‖u‖Lp(O+∞) ≤ ‖E(D
m
x′u)‖Lp(O∞) + λ
1
2 ‖Eu‖Lp(O∞)
≤ Nκ
m+ d
2
1
∑
|α|≤m
λ
|α|
2m−
1
2 ‖Efα‖Lp(O∞)+N(κ
− 1
2
1 +κ
m+d
2
1 ρ
1
2ν )
m∑
k=0
λ
1
2
− k
2m ‖E(Dku)‖Lp(O∞)
≤ Nκ
m+ d
2
1
∑
|α|≤m
λ
|α|
2m−
1
2 ‖fα‖Lp(O+∞)+N(κ
−1
2
1 +κ
m+d
2
1 ρ
1
2ν )
m∑
k=0
λ
1
2
− k
2m ‖Dku‖Lp(O+∞)
(9.1)
for any κ1 ≥ 128.
Now we move all the spatial derivatives except Dm1 (A
αˆαˆDm1 u) to the right-hand
side of (2.4), and add (−1)m
∑d
j=2D
2m
j u to both sides. Here αˆ = (m, 0, · · · , 0).
Then for any Qκ2r(X0), κ2 ∈ [128,∞), r ∈ (0,∞), X0 ∈ O
+
∞ and y ∈ Rd+, we have
ut + (−1)
m(Dm1 (A
αˆαˆ(t, y)Dm1 u) +
d∑
j=2
D2mj u) =
∑
|α|≤m
Dαf˜α + (−1)
m
d∑
j=2
Dmj D
m
j u,
where f˜α = fα for |α| < m,
f˜αˆ = fαˆ−
∑
|β|=m
β 6=αˆ
(−1)m(Aαˆβ(t, x)+Aβαˆ(t, y))Dβu+(−1)m(Aαˆαˆ(t, y)−Aαˆαˆ(t, x))Dαˆu,
and
f˜α = fα −
∑
|β|=m
β 6=αˆ
(−1)mAαβDβu+ (−1)m(Aααˆ(t, y)−Aααˆ(t, x))Dαˆu
for |α| = m, α 6= αˆ. In the last two expressions, we used the fact that
DαxA
αβ(t, y)Dβxu(t, x) = D
β
xA
αβ(t, y)Dαxu(t, x).
As a consequence of Proposition 8.5 and the proof of Lemma 5.1, for any κ2 ≥ 128,
(|E(Dmu)− (E(Dmu))Qr(X0)|)Qr(X0) ≤ Nκ
−1
2
m∑
k=0
λ
1
2
− k
2m (|E(Dku)|2)
1
2
Qκ2r(X0)
+Nκ
m+d
2
2
∑
|α|≤m
λ
|α|
2m−
1
2 (|Efα|
2)
1
2
Qκ2r(X0)
+Nκ
m+ d
2
2 ρ
1
2ν (|E(Dm1 u)|
2µ)
1
2µ
Qκ2r(X0)
+Nκ
m+d
2
2
∑
|α|=m,α6=αˆ
(|E(Dαu)|2)
1
2
Qκ2r(X0)
.
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Choose a µ ∈ (1, p/2). This estimate combined with the Fefferman-Stein theorem
and the Hardy-Littlewood maximal function theorem gives
‖Dmu‖Lp(O+∞) ≤ Nκ
−1
2
m∑
k=0
λ
1
2
− k
2m ‖Dku‖Lp(O+∞) +Nκ
m+d
2
2 ρ
1
2ν ‖Dm1 u‖Lp(O+∞)
+Nκ
m+ d
2
2
∑
|α|≤m
λ
|α|
2m−
1
2 ‖fα‖Lp(O+∞) +Nκ
m+d
2
2
∑
|α|=m,α6=αˆ
‖Dαu‖Lp(O+∞). (9.2)
From (9.2) and Proposition 6.3, we get
‖Dmu‖Lp(O+∞) ≤ Nκ
−1
2
m∑
k=0
λ
1
2
− k
2m ‖Dku‖Lp(O+∞) +Nκ
m+ d
2
2 (ρ
1
2ν + ε)‖Dm1 u‖Lp(O+∞)
+Nκ
m+ d
2
2
∑
|α|≤m
λ
|α|
2m−
1
2 ‖fα‖Lp(O+∞) +N(ε)κ
m+d
2
2 ‖D
m
x′u‖Lp(O+∞). (9.3)
Combining (9.1) and (9.3) we obtain the desired estimate by first taking κ2 suffi-
ciently large, then ε sufficiently small, κ1 sufficiently large, and finally ρ sufficiently
small. 
Proof of Theorem 2.6. It suffices to establish the apriori estimate when T = ∞,
the lower-order coefficients of L are all zero, and u ∈ C∞(O+∞) vanishes on O+∞ \
QR0(X1) for some X1 ∈ O
+
∞. We use the strategy in the proof of Theorem 2.5 and
consider two cases.
Case 1: p ∈ (2,∞). It follows from Corollary 7.8 that
‖D2mx′ u‖Lp(O+∞) + λ‖u‖Lp(O+∞) ≤ Nκ
m+d
2
1 ‖f‖Lp(O+∞)
+N(κ
− 1
2
1 + κ
m+d
2
1 ρ
1
2ν )
m∑
k=0
λ1−
k
2m ‖Dku‖Lp(O+∞) (9.4)
for any κ1 ≥ 64. We move all the spatial derivatives except A
αˆαˆD2m1 u to the right-
hand side of (2.6), and add (−1)m
∑d
j=2D
2m
j u to both sides. As a consequence of
Proposition 8.6 and the proof of Lemma 5.1, for any κ2 ≥ 128,
(|E(D2m1 u)− (E(D
2m
1 u))Qr(X0)|)Qr(X0) ≤ Nκ
−1
2
2m∑
k=0
λ1−
k
2m (|E(Dku)|2)
1
2
Qκ2r(X0)
+Nκ
m+d
2
2 (|Ef |
2)
1
2
Qκ2r(X0)
+Nκ
m+ d
2
2 ρ
1
2ν (|E(D2m1 u)|
2µ)
1
2µ
Qκ2r(X0)
+Nκ
m+d
2
2
∑
|α|=2m,α6=2αˆ
(|E(Dαu)|2)
1
2
Qκ2r(X0)
.
This estimate combined with the Fefferman-Stein theorem and the Hardy-Littlewood
maximal function theorem gives
‖D2m1 u‖Lp(O+∞) ≤ Nκ
−1
2
2m∑
k=0
λ1−
k
2m ‖Dku‖Lp(O+∞) +Nκ
m+ d
2
2 ρ
1
2ν ‖D2m1 u‖Lp(O+∞)
+Nκ
m+d
2
2 ‖f‖Lp(O+∞) +Nκ
m+ d
2
2
∑
|α|=2m,α6=2αˆ
‖Dαu‖Lp(O+∞). (9.5)
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From (9.5) and Proposition 6.3, we get
‖D2mu‖Lp(O+∞) ≤ Nκ
−1
2
2m∑
k=0
λ1−
k
2m ‖Dku‖Lp(O+∞)+Nκ
m+d
2
2 (ρ
1
2ν +ε)‖D2m1 u‖Lp(O+∞)
+Nκ
m+d
2
2 ‖f‖Lp(O+∞) +N(ε)κ
m+d
2
2 ‖D
2m
x′ u‖Lp(O+∞). (9.6)
Combining (9.4) and (9.6) we obtain the desired estimate by first taking κ2 suffi-
ciently large, then ε sufficiently small, κ1 sufficiently large, and finally ρ sufficiently
small.
Case 2: p ∈ (1, 2]. Thanks to Case 1 and Remark 2.7, we already have the
W 1,2mq solvability of
ut + (−1)
mL0u+ λu = f
on the half space for any q ∈ (2,∞) and λ > 0. The same duality argument in the
proof of Theorem 2.3 yields the solvability of the same equation for any q ∈ (1, 2).
We can repeat the argument in Section 8 to deduce a version of Proposition 8.6
with 2 norms replaced by q norms. Inspecting the proof of Case 1, to finish the
proof it remains to have a proper version of Corollary 7.8 with 2 norms replaced
by q norms.
We claim that Lemma 7.3 is still true with L2 replaced by Lq, q ∈ (1,∞), i.e., if
u ∈ C∞loc(O
+
∞) satisfies (7.1) on Q′4 and (7.2) in Q
+
4 , then
[u]C1/2(Q+
1
) ≤ N‖u‖Lq(Q+4 )
.
This easily yields the desired version of Corollary 7.8 by following the lines in
Section 7. However, the claim does not follow directly from the proof of Lemma 7.3
because (7.4) doesn’t hold if theW 1,22 norm on the right-hand side is replace by the
W 1,2q norm when q is close to 1. To get around this, we use a bootstrap argument.
We first note that under the assumption of Lemma 7.3, for any 1 < r < R ≤ 4, it
holds that
‖u‖W 1,2mq (Q+r ) ≤ N‖u‖Lq(Q+R)
. (9.7)
This can be shown in the same way as Lemma 7.1 and 4.1 based on the global
W 1,2mq estimate on the half space. By the Sobolev imbedding theorem and (9.7),
we have
‖u‖Lq1(Q
+
r )
≤ N‖u‖Lq(Q+R)
for any q1 > q satisfying
1
q1
>
1
q
−
1
d+ 1
.
We iterate this bootstrap process for a finite many steps on a sequence of shrinking
half cylinders, and get
‖u‖W 1,2mql (Q
+
1
) ≤ N‖u‖Lq(Q+4 )
,
where ql > 2(d+ 1). Now by the Sobolev imbedding theorem again, we deduce
‖u‖C1/2(Q+
1
) ≤ N‖u‖Lq(Q+4 )
,
which is exactly our claim. The theorem is proved. 
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Remark 9.1. From the bootstrap argument above, we actually can get a finer
boundary estimate as follows. If u ∈ W 1,2mq,loc (O
+
∞), q ∈ (1,∞) satisfies (7.1) on Q′4
and (7.2) in Q+4 , then for any and ε ∈ (0, 1),
[u]C1−ε,2m−ε(Q+
1
) ≤ N‖u‖Lq(Q+4 )
,
where N = N(d,m, n, q, ε).
10. Systems on a bounded domain
We present the proofs of Theorem 2.10 and 2.11 in this section. We first treat
the non-divergence systems. In this case, the proof is quite standard by using
the technique of flattening the boundary and a partition of the unity. We give a
sketched proof for the sake of completeness.
Proof of Theorem 2.11. First, in a same way as Lemma 4.1 by using Theorem 2.3
instead of Theorem 3.2, we obtain the following interior estimate for any 0 < r <
R <∞, Qr ⊂ QR ⊂ ΩT and λ ≥ λ0
‖ut‖Lp(Qr) +
∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp(Qr) ≤ N‖f‖Lp(QR) +N‖u‖Lp(QR). (10.1)
Similarly, Theorem 2.6 yields a boundary estimate: let 0 < r < R < ∞, f ∈
Lp(Q
+
R), and ρ be the constant taken from Theorem 2.6. Then under Assumption
2.1 (ρ), for any λ ≥ λ0 and u ∈W
1,2m
p (Q
+
R), we have
‖ut‖Lp(Q+r ) +
∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp(Q+r ) ≤ N‖f‖Lp(Q+R)
+N‖u‖Lp(Q+R)
, (10.2)
provided that u = D1u = ... = D
m−1
1 u = 0 on Q
′
R and
ut + (−1)
mLu+ λu = f in Q+R.
It is well-known that the ellipticity condition (2.1) is preserved under a change
of variables. Take t0 ∈ (−∞, T ), a point x0 ∈ ∂Ω and a number r0 = r0(Ω), so that
Ω ∩Br0(x0) = {x ∈ Br0(x0) : x1 > φ(x
′)}
in some coordinate system. We now locally flatten the boundary of ∂Ω by defining
y1 = x1 − φ(x
′) := Φ1(x), yj = xj := Φ
j(x), j ≥ 2.
Under the assumptions of the theorem, Φ is a C2m−1,1 diffeomorphism in a neigh-
borhood of x0. It is easily seen that the leading coefficients of the new operator in
the y-coordinates also satisfy Assumption 2.1 with a possibly different ρ. Thus, we
can choose a sufficiently small ρ such that from (10.2), for X0 = (t0, x0) and some
r1 = r1(Ω) < r0,
‖ut‖Lp(ΩT∩Qr1(X0)) +
∑
|α|≤2m
λ1−
|α|
2m ‖Dαu‖Lp(ΩT∩Qr1 (X0))
≤ N‖f‖Lp(ΩT∩Qr0(X0)) +N
m−1∑
j=0
‖Dju‖Lp(ΩT∩Qr0 (X0)). (10.3)
Finally, a partition of the unity together with (10.1) and (10.3) completes the proof
for a sufficiently large λ0. 
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Now we turn to the divergence case. We need to introduce a special mollification,
which was used, for instance, in [20, 32].
Proof of Theorem 2.10. Again we only give an outline of the proof. The interior
estimate is similar to that of the non-divergence case. Theorem 2.2 implies that,
for any 0 < r < R <∞, Qr ⊂ QR ⊂ ΩT and λ ≥ λ0,∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp(Qr) ≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖Lp(QR) +N‖u‖Lp(QR).
We also have the boundary estimate by Theorem 2.5: Let 0 < r < R < ∞, f ∈
Lp(Q
+
R), and ρ be the constant taken from Theorem 2.5. Then under Assumption
2.1 (ρ), for any λ ≥ λ0 and u ∈ H
2m
p (Q
+
R), we have∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp(Q+r ) ≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖Lp(Q+R)
+N‖u‖Lp(Q+R)
, (10.4)
provided that u = D1u = ... = D
m−1
1 u = 0 on Q
′
R and
ut + (−1)
mLu+ λu = f in Q+R.
Take t0 ∈ (−∞, T ), a point x0 ∈ ∂Ω and a number r0 ∈ (0, R1]. By Assumption
2.9, locally in some coordinate system, we have
Ω ∩Br0(x0) = {x ∈ Br0(x0) : x
1 > φ(x′)},
and the local Lipschitz norm of φ is less than ρ1. The goal is to locally flatten the
boundary of ∂Ω. However, φ is not smooth in this case since it is only assumed
to be Lipschitz continuous. To construct a smooth diffeomorphism, we define a
function φ˜ on Rd+ by
φ˜(x) =
∫
Rd−1
η(y′)φ(x′ − x1y
′) dy′.
Here η ∈ C∞0 (B
′
1) has unit integral. It is easy to check that φ˜(0, x
′) = φ(x′) and
|Dkφ˜(x)| ≤ N(x1)
1−kρ1. We now define
y1 = x1 − φ˜(x) := Φ˜
1(x), yj = xj := Φ˜
j(x), j ≥ 2.
As before, the leading coefficients of the new operator in the y-coordinates also
satisfy Assumption 2.1 with a possibly different ρ. After some straightforward
calculations using (10.2) and Hardy’s inequality, we conclude, for X0 = (t0, x0) and
some r1 = r1(Ω) ∈ (0, r0),∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp(ΩT∩Qr1(X0)) ≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖Lp(ΩT∩Qr0 (X0))
+Nρ1
∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖Lp(ΩT∩Qr0 (X0)). (10.5)
Using a partition of the unity together with (10.4) and (10.5), we complete the
proof of the theorem upon choosing a sufficiently large λ0 and small ρ1. 
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11. Remarks on the ellipticity conditions
In this section we discuss some other ellipticity conditions appeared in the litera-
ture, and show how our results can be extended to systems under those conditions.
The following strong ellipticity condition has been widely used before; see, for
example, [29, 6].
Assumption 11.1. For all (t, x) ∈ Rd+1 and complex vectors ξ = {ξα,i}, |α| =
m, i = 1, ..., n,
ℜ

 ∑
|α|=|β|=m
ξα,iξβ,jA
αβ
ij (t, x)

 ≥ δ|ξ|2, (11.1)
where δ > 0.
The next condition is called uniform parabolicity in the sense of Petrovskii, which
has been used, for example, in [35, 28, 16, 33]. We define a matrix-valued function
on Rd+1 × (Rd \ {0}):
A(t, x, ξ) = |ξ|−2m
∑
|α|=|β|=m
ξαξβAαβ(t, x).
Assumption 11.2. Let λj(t, x, ξ), j = 1, ..., n, be the eigenvalues of A(t, x, ξ).
Then,
ℜ (λj(t, x, ξ)) ≥ δ, j = 1, 2, ..., n, (11.2)
for all (t, x) ∈ Rd+1 and ξ ∈ Rd \ {0}, where δ > 0.
We still assume that all the coefficients are bounded and measurable. Clearly, the
Legendre-Hadamard ellipticity condition (2.1) is weaker than the strong ellipticity
condition. However, it is stronger than the uniform parabolicity in the sense of
Petrovskii.
11.1. The strong ellipticity condition. Since it is stronger than our assumption,
all the results in this paper hold true under this condition. Moreover, we can take
λ0 = 0 in Theorem 2.10 for divergence form parabolic systems without lower-order
terms. In this case the solution u satisfies∑
|α|≤m
‖Dαu‖Lp(ΩT ) ≤ N
∑
|α|≤m
‖fα‖Lp(ΩT ). (11.3)
Indeed, by the method of continuity it suffices to prove the estimate (11.3). Due to
(11.1) and the Poincare´ inequality, we easily get the unique solvability for p = 2 as
well as ∑
|α|≤m
‖Dαu‖L2(ΩT ) ≤ N
∑
|α|≤m
‖fα‖L2(ΩT ). (11.4)
In the case when p > 2, we add (λ0+1)u to both sides of the first equation of (2.7).
By Theorem 2.10, it holds that∑
|α|≤m
‖Dαu‖Lp(ΩT ) ≤ N1
∑
|α|≤m
‖fα‖Lp(ΩT ) +N1‖u‖Lp(ΩT ). (11.5)
Take p1 ∈ (p,∞) such that 1 − d/p > −d/p1. By Ho¨lder’s inequality, Young’s
inequality and the Poincare´-Sobolev inequality, we get for any ε > 0,
‖u‖Lp(ΩT ) ≤ N(ε)‖u‖L2(ΩT ) + ε‖u‖Lp1(ΩT ) ≤ N(ε)‖u‖L2(ΩT ) +N2ε‖Du‖Lp(ΩT ).
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Choosing ε = 1/(2N1N2) and using (11.4) and (11.5), we obtain (11.3) for p > 2.
The remaining case p ∈ (1, 2) follows from the standard duality argument.
11.2. The uniform parabolicity condition in the sense of Petrovskii. As we
noted, this assumption is weaker than the Legendre-Hadamard condition. Under
this assumption, for the solvability of parabolic systems, we need to impose a
stronger regularity assumption on the leading coefficient, that is, they are VMO in
both t and x. More precisely, set
osct,x
(
Aαβ , Qr(t, x)
)
= –
∫
Qr(t,x)
∣∣Aαβ(s, y)− –∫
Qr(t,x)
Aαβ
∣∣ dy ds,
and
A˜#R = sup
(t,x)∈Rd+1
sup
r≤R
sup
|α|=|β|=m
oscx
(
Aαβ , Qr(t, x)
)
.
Assumption 11.3 (ρ). There is a constant R0 ∈ (0, 1] such that A˜
#
R0
≤ ρ.
Next we show that the results in Section 2 about parabolic systems in the whole
space (Theorem 2.2 and 2.3) still hold true under the assumptions above. As a
consequence, we obtain interior estimates for both divergence and non-divergence
type parabolic systems. We note that, for non-divergence type parabolic systems,
the corresponding interior estimate was established in a recent interesting paper
[33] (see Theorem 2.4 there) by using a completely different approach.
By inspecting the proofs of the main theorems, it is apparent that if the L2-
estimate Theorem 3.1 is proved for parabolic systems with constant coefficients
under the uniform parabolicity condition, then the remaining arguments can be
carried out as before with obvious modifications. Indeed, we have
Theorem 11.4. Let T ∈ (−∞,∞] and
L0u =
∑
|α|=|β|=m
Dα(AαβDβu),
where Aαβ are constants satisfying the uniform parabolicity condition (11.2). Then
there exists N = N(d, n,m, δ) such that, for any λ ≥ 0,∑
|α|≤m
λ1−
|α|
2m ‖Dαu‖L2(OT ) ≤ N
∑
|α|≤m
λ
|α|
2m ‖fα‖L2(OT ), (11.6)
if u ∈ Hm2 (OT ), fα ∈ L2(OT ), |α| ≤ m, and
ut + (−1)
mL0u+ λu =
∑
|α|≤m
Dαfα (11.7)
in OT . Furthermore, for λ > 0 and fα ∈ L2(OT ), |α| ≤ m, there exists a unique
u ∈ Hm2 (OT ) satisfying (11.7).
Theorem 11.4 is probably known before. For example, it can be derived from the
results in [35]; see also Theorem 10.4 in Chapter VII of [28]. Instead of appealing to
those general results, here we present a direct proof of it. We need an elementary
lemma, which is verified by a direction computation.
Lemma 11.5. Let δ > 0 and U be an n × n upper triangular complex matrix
satisfying
|U | ≤ δ−1, ℜλj ≥ δ, j = 1, 2, ..., n,
42 H. DONG AND D. KIM
where λj, j = 1, ..., n, are the eigenvalues of U . Then there exist real constants
ε, δ1 > 0, depending only on n and δ, such that for any x ∈ C
n
ℜ(xHBUx) ≥ δ1|x|
2,
where B = diag{εn−1, εn−2, ..., ε, 1} and xH is the conjugate transpose of x.
Proof of Theorem 11.4. It suffices to prove (11.6) when u ∈ C∞0 (OT ) and λ > 0.
We take the Fourier transform of (11.7) in x and get
u˜t +A(ξ)|ξ|
2mu˜+ λu˜ =
∑
|α|≤m
(i ξ)αf˜α. (11.8)
Let A(ξ) = QHUQ be the Schur decomposition of A, where Q = Q(ξ) is an n× n
unitary matrix and U = U(ξ) is an upper triangular matrix. Let B be the diagonal
matrix in Lemma 11.5. Multiplying both sides of (11.8) by QHBQu˜ and integrating
on OT give us
〈BQu˜,Qu˜t〉OT + 〈BQu˜, UQ|ξ|
2mu˜〉OT + λ〈BQu˜,Qu˜〉OT
=
∑
|α|≤m
〈QHBQu˜, (i ξ)αf˜α〉OT . (11.9)
As in the proof of Theorem 3.1,
ℜ〈BQu˜,Qu˜t〉OT ≥ 0.
By the Plancherel equality,
λℜ〈BQu˜,Qu˜〉OT ≥ N(ε)λ‖u‖
2
L2(OT )
.
To estimate the second term of the left-hand side of (11.9), we use Lemma 11.5
and the Plancherel equality to get
ℜ〈BQu˜, UQ|ξ|2mu˜〉OT ≥ δ1〈u˜, |ξ|
2mu˜〉OT ≥ N(n,m, δ)‖D
mu‖2L2(OT ).
The real part of the right-hand side of (11.9) is bounded from above by
N
∑
|α|≤m
‖Dαu‖L2(OT )‖fα‖L2(OT )
≤
∑
|α|≤m
ελ
m−|α|
m ‖Dαu‖2L2(OT ) +N
∑
|α|≤m
ε−1λ−
m−|α|
m ‖fα‖
2
L2(OT )
for all ε > 0. To complete the proof of (11.6) it suffices to use the interpolation
inequalities and choose an appropriate ε. 
Remark 11.6. In contrast, under Petrovskii’s parabolicity condition, the Dirichlet
boundary value problem of parabolic systems is in general not well-posed when
d ≥ 2, as pointed out in §10 Chapter VII of [28]. However, in the case d = 1,
relying on a linear transformation one can extend Theorem 11.4 to systems on the
half space with the homogeneous Dirichlet boundary condition; see, for instance,
§10 Chapter VII of [28]. Thus, all the results in Section 2 about systems on a half
space or a bounded domain remain true in this case.
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