Hidden order and flux attachment in symmetry protected topological
  phases: a Laughlin-like approach by Ringel, Zohar & Simon, Steven H.
Hidden order and flux attachment in symmetry protected topological phases: a
Laughlin-like approach
Zohar Ringel1 and Steven H. Simon1
1Theoretical Physics, Oxford University, 1, Keble Road, Oxford OX1 3NP, United Kingdom.
Topological phases of matter are distinct from conventional ones by their lack of a local order
parameter. Still in the quantum Hall effect, hidden order parameters exist and constitute the basis
for the celebrated composite-particle approach. Whether similar hidden orders exist in 2D and 3D
symmetry protected topological phases (SPTs) is a largely open question. Here we introduce a new
approach for generating SPT groundstates, based on a generalization of the Laughlin wavefunction.
This approach gives a simple and unifying picture of some classes of SPTs in 1D and 2D, and reveals
their hidden order and flux attachment structures. For the 1D case, we derive exact relations between
the wavefunctions obtained in this manner and group cohomology wavefunctions, as well as matrix
product state classification. For the 2D Ising SPT, strong analytical and numerical evidence is
given to show that the wavefunction obtained indeed describes the desired SPT. The Ising SPT
then appears as a state with quasi-long-range order in composite degrees of freedom consisting of
Ising-symmetry charges attached to Ising-symmetry fluxes.
I. INTRODUCTION
In the past three decades, topological phases of mat-
ter have attracted a large amount of interest due to their
tendency to exhibit highly robust quantum phenomena
which have various applications in quantum engineering
and metrology. One of the current frontiers in the field
aims at understanding the variety of novel topological
phases which arise when some extra symmetries are not
allowed to be broken. For example, considering the case
of an Ising symmetry, one may ask whether new topolog-
ical phases exist in spin systems, provided that no mag-
netic fields or magnetic impurities are allowed. For this
case, it was shown [1, 2] that there are two topologically
distinct Ising paramagnets in both one and two dimen-
sions (1D,2D). Both phases are “integer” (or short range
entangled) paramagnetic phases; however they are distin-
guished by the absence or presence of protected bound-
ary excitations. By now a variety of integer and frac-
tional (long range entangled) SPTs are known to be the-
oretically possible [1, 3–5] along with some experimental
realizations. The latter include 2D and 3D topological
insulators [6], the Haldane chain [7], and recently an ex-
periment realizing a 2D bosonic SPT has been proposed
[8].
At least in 2D, the quantum Hall effect (QHE) is the
basic building block of most topological phases. For ex-
ample, upon replacing the layer index by a spin index,
a quantum Hall bilayer in which each layer experiences
an opposite magnetic field (a (1, 1¯, 0) state [9]) describes
a topological insulator [6]. Similarly a modified-(0,0,1)
quantum Hall bilayer state of bosons can be thought of
as a bosonic SPT, protected by the U(1) symmetry asso-
ciated with the charge difference between the layers [10].
Furthermore, by condensing charges such that this sym-
metry is broken down to a discrete subgroup G, one can
obtain a large variety of abelian 2D SPTs [3, 11]. Also
in some recent works [12–15], effects of flux and charge
binding, analogous to those occurring in the QHE, have
been established for several types of SPTs.
Laughlin’s wavefunctions [16] are powerful tools for an-
alyzing the fractional quantum Hall effect. Besides being
extremely good approximations for realistic Hamiltoni-
ans, they offer a simple picture of the groundstate and
excitations of these phases, they embody the idea of flux
attachment which is the basis of composite particle the-
ory [17, 18], they allow the construction of parent Hamil-
tonians for which they are the exact ground state [19, 20],
they are amenable to numerical explorations [16, 21, 22],
and their connection with conformal field theories [23]
provides the basis for generalizing them to more exotic
phases.
The Laughlin wavefunctions also reveal an intriguing
connection between topological phases and broken sym-
metry phases via the concept of hidden long range or-
der. Indeed, with complex phases removed, Laughlin’s
wavefunctions appear as states in which the U(1) charge
symmetry is spontaneously broken [24, 25]. Curiously, a
similar type of hidden long range order exists in some 1D
SPTs[26–28]. The question of whether 2D SPTs show a
hidden order structure, and if so of what kind, is a largely
open one.
Here we generalize the Laughlin wavefunctions to the
SPT context by exchanging the U(1) symmetry of these
functions, by the symmetry, G, protecting the SPT. This
results in Laughlin-like wavefunctions describing some
bosonic SPTs in one and two dimensions. More specif-
ically, we write an ansatz for the groundstate of SPTs
on a lattice using a specific type of tensor product state
(TPS). The TPS is written in the basis where G acts di-
agonally (the symmetry-charge basis) and appears as a
broken symmetry state dressed by a phase factor which
attaches fluxes to charges of the symmetry G. Remov-
ing this latter phase factor the hidden order behind these
functions is studied and identified.
This work is organized as followed: We begin by con-
sidering the Laughlin wave function on a lattice and
rewrite it as a TPS. This reformulation allows us to gener-
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2alize the U(1) symmetry of Laughlin’s wavefunction, to a
generic ZN symmetry. Doing so yields the TPS ansatz for
the SPT groundstates which are the focus of this work.
Starting from 1D, for any ZN × ZN symmetry we use
our ansatz to constructively obtain the groundstates of
the N possible SPTs in this class. The hidden order of
these states is a simple spontaneous breaking of the dis-
crete ZN × ZN symmetry. Generalized flux attachment
unitary transformations which unveil this hidden order
are also obtained. We further validate our construction
either by presenting the states as matrix product states
(MPSs) and appealing to the known classification [5] or
by making a local unitary transformation which maps
our states onto the ones obtained using group cohomol-
ogy [1]. It is also shown that these states obey a certain
self-duality symmetry.
In 2D we study the Ising (Z2) SPT [2, 29], and again
obtain a candidate state for the groundstate. Strong an-
alytical and numerical evidence is given to show that it
indeed describes the desired topological phase. Further-
more, in striking similarity with the Laughlin wavefunc-
tion [24, 25], removing phases from this wavefunction in
the Ising-charge basis (σx basis, if the local Ising symme-
try is given by σx) reveals a state with quasi-long-range
order associated with a breaking of the Ising symmetry.
II. THE TPS ANSATZ
To motivate our TPS ansatz, we begin by rewriting the
Laughlin wavefunction for a finite size droplet as a TPS.
Consider a bosonic Laughlin wavefunction at 1/m filling
with n particles
Ψm(z1, ..., zn) = Πi<j(zi − zj)me−
∑
i
1
4 |zi|2 . (1)
We introduce a U(1) scalar field φ ∈ [0..1] and use it to
decouple the particle-particle terms
Ψm(z1, ..., zn) =
∫
Dφe−
∫
d2r pim2 (∇φ)2+ipimφ(ρ(z)−ρ0)ΠiAi
(2)
Ai = δ
(∫
Ozi
dl∇φ− 1
)
,
where ρ0 is the neutralizing background charge, ρ(z) =∑
i δ(z − zi), Ozi is some infinitesimal circle around zi,
and we only allow vorticity around zi’s and nowhere else.
Similarly to how one may present the Laughlin wavefunc-
tion as a many-operator correlator in a chiral CFT [23],
in the above we present it as a many-operator correlator
in a non-chiral CFT (a U(1) model) but choose opera-
tors which couple only to a chiral subset of observables.
The above identity can be proven straightforwardly in
the continuum limit using simple Gaussian integrations.
To regularize ultraviolet divergences one may put it on
a lattice. We refer the avid reader to App. (A) for its
derivation.
Next we restrict position to a dense lattice (zab, where
a and b are the x and y coordinates), with spacing ()
much smaller than 1 (the magnetic length), and discretize
ρ(z) and φ(z) to a lattice ρab taking values in the positive
integers (Z+) and φab ∈ [0, 1). This yields
〈{ρab}|Ψm〉 =
∫
Πab[dφab]Aφ(ρab) (3)
Aφ(ρab) = δ
(∫
Ozab
dl∇φ− ρab
)
eipimφab(ρab−
2ρ0)
× e−pim4 (∇φab)2
where |{ρab}〉 is a state in the occupation basis and
derivatives should be understood as their lattice ver-
sions involving nearest neighboring lattice sites. Simi-
larly
∫
Ozab
denotes a discrete sum over a circle-like path
of radius r0, where   r0  1. The above expression
now appears as a TPS with φ ∈ U(1) serving as the ten-
sor index. An important and expected [30] limitation of
this TPS, is that the density of the lattice must scale
with the droplet radius (R). Indeed since the circulation
at radius R would scale as R2 (or particle number), the
typical gradients at this radius would scale as R. Thus
the lattice density would have to scale as R−1 in order
to prevent a breakdown of the continuum approximation.
This mode of failure can be traced back to the chirality
of the Laughlin state, manifest here in the fixed sign of
all vortices. Notably in App. (F) we show how arrive
at a similar expression from a known wavefunction of a
U(1) SPT. Conveniently in this latter case there is no
background charge and the net vorticity is zero.
To carry Eq. (3) into the SPT context we note that the
tensor indices are a U(1) variable, and that the charges
(ρab) generate Z+ upon addition, the latter being the
positive subset of U(1) representations (Rep[U(1)] = Z).
We thus replace the U(1) symmetry by an Abelian dis-
crete symmetry G, and replace charges by Rep[G]. Since
G representations have a cyclic group structure, there is
no sense of restricting to positive representations. Ac-
cordingly, we allow all representations and remove the
background charge (ρ0 = 0). We also remove the φ field
strength term ((∇φ)2), since as would be evident later,
its main effect in the SPT context is to drive the TPS
into a trivial state where charges are confined. Last, we
determine the lattice derivative by demanding it to fulfill
a consistency condition, given below, which is inspired
by the notion of flux attachment. As shown below, this
appears to work well both for 1D and 2D SPTs.
We turn to write the TPS explicitly. We consider ZN
groups and represent the group elements (φ) as the num-
bers 0 . . . N − 1 and group action as addition modulo N .
A product φaφb means adding φb’s φa−times. Represen-
tations are labeled by the symmetry-charges α ∈ ZN
and for the character tables we use χφ(α) = e
2pii
N φα.
Our Hilbert space is either a 1D lattice or a 2D trian-
gular lattice where each site is occupied by a symmetry-
charge degree of freedom, again thought of as an integer
3in 0 . . . N−1. Unlike some other approaches [1], we work
in the on-site symmetry-charge basis |{α}〉 = |α1〉|α2〉....
On this basis the action of g ∈ G, on a site i is diagonal
and given by
g|αi〉 = χg(αi)|αi〉. (4)
Tensor indices (φi) are elements in ZN and also sit on
sites rather than bonds. Our TPS ansatz for an SPT
wavefunction in a phase m (|ψm〉) is
〈{α}|ψm〉 =
∑
{φ}∈G
ΠjAφ〈·,j〉(αj) (5)
Aφ〈·,j〉(αj) = δdd[{φ}]j ,αje
iθm(φ〈·,j〉)
where φ〈·,j〉 denotes the nearest neighbors of φj . The lat-
tice derivative operator for dimension d (dd[{φ}]j), which
is some function of φ〈·,j〉, and the local phase factors
(eiθm(φ〈·,j〉)), are determined next.
We demand the following generalized flux attachment
condition on the overall phase factor of the TPS (Θm =∑
j θm(φ〈·,j〉))
∆je
iΘm({φ}) ≡ e
iΘm({φ}+1j)
eiΘm({φ})
= χm(dd[{φ}]j), (6)
where {φ} + 1j means taking {φ} =
{..., φj−1, φj , φj+1, ...} to {...φj−1, φj + 1, φj+1, ...}.
Note that the same condition is obeyed by Eq. (3) in the
bosonic case. One can think of this equation as a (dis-
crete) derivative of eiΘm({φ}) along path in configuration
space of φ’s. From this perspective χm(dd[{φ}]j) takes
the role of a (discrete) differential of a single valued
function (eiΘm({φ})) and must therefore be exact. This
implies the following consistency condition
χm(dd[{φ}+ 1j′ ]j)χm(dd[{φ}]j′)
χm(dd[{φ}+ 1j ]j′)χm(dd[{φ}]j) = 1, (7)
where j and j′ are two neighboring sites. One can also
write down an onsite consistency condition, requiring N
consecutive applications of Eq. (6) on the same site to
yield an overall factor of 1. Provided that dd[..]j is not a
function of site j itself, this will be automatically obeyed
since (χm(α))
N = χmN (α) = χ0(α) = 1.
Notably we do not claim that any solution of the flux
attachment consistency equation yields an SPT (clearly
the trivial dd = 0 operator is always solution). What
we shall see below is that certain “natural” choices of dd
lead to known SPTs.
III. ONE DIMENSION
We proceed by solving the above consistency condition
for a 1D lattice with a ZN degree of freedom on each
site. As one can verify, a generic solution is a staggered
derivative
d1[{φ}]2j = φ2j+1 − φ2j−1, (8)
d1[{φ}]2j+1 = φ2j − φ2j+2.
This equation along with Eq. (6) determine eiΘm up to
a global phase. Explicitly we find that
θm(φ〈·,j〉) = 2pim(−1)jφjφj+1, (9)
plus some constant. The resulting wavefunction for the
1D SPT ground state in class m is given by
|ψm〉 =
∑
{φ}
e
2pim
N i
∑
j(−1)jφjφj+1 |{α(φ)}〉 (10)
where {α(φ)} denotes the charge configuration αi =
d1[{φ}]i.
The above state generalizes the Laughlin wavefunction
in the sense that it is written in the symmetry-charge
basis and obeys flux attachment (Eq. (6)). As we now
show, it also includes hidden long range order structure.
In the case of the Laughlin wave function, hidden or-
der is revealed by removing the complex phase from the
wavefunction [24] in the charge basis. The transforma-
tion which does so, is the flux attachment transformation.
We thus perform a similar procedure on our state.
First note that on closed boundary conditions, with an
even number of sites, |ψm〉 contains all possible charge
configuration up to two global constraints. These are
that the charges on the even and odd sites add to zero
separately. These constraints simply ensure that the
state is invariant under the global ZN symmetry acting
on all even or odd sites, which can be understood as a
ZN × ZN symmetry.
Next define the wavefunction, ||ψm|〉, obtained by re-
moving all complex phases from |ψm〉 in the symmetry-
charge basis
||ψm|〉 = 1
NL
∑
{φ}
|{α(φ)}〉 = 1
NL−1
∑
{α}
δ∑α,0|{α}〉,
(11)
where the Kronecker delta (δ∑α,0) enforces both of the
above global constraints on the {α} charge configuration,
and we introduced the normalization factor on a ring with
2L sites ( 1
NL
).
To test for off diagonal long range order (ODLRO) in
||ψm|〉 consider Ri,j = 〈|ψm||a−j a+i ||ψm|〉 where a+i (a−j )
raises (lowers) the charge at point i by one (for example
a+i |αi〉 = |αi + 1〉). As can be easily verified, both these
operators have zero average on a state which respects the
ZN ×ZN symmetry. Consequently a long range behavior
of Ri,j implies hidden order associated with a breaking
of the ZN × ZN symmetry.
To show that Ri,j is long ranged, we note that the ac-
tion of a−j a
+
i on a charge configuration respects the global
constraint, or equivalently commutes with the ZN × ZN
symmetry. Consequently on a ring with 2L sites we have
Ri,j = 〈|ψm||a−j a+i ||ψm|〉 (12)
=
1
N2L−2
∑
{α},{α}
δ∑α,0δ∑α′,0〈{α′}|a−j a+i |{α}〉 = 1
4where in the last equality we have used the fact that a−j a
+
i
acting on any constraints-respecting {α}, gives another
constraints-respecting charge configuration.
It is also possible to construct a unitary “flux-
attachment” transformation, acting within the eigen-
value 1 subspace of the global ZN × ZN symmetry,
which maps |ψm〉 to ||ψm|〉. Explicitly one writes
U =
∑
{α} |{α}〉〈ψm|{α}〉〈{α}|. Being diagonal in the
symmetry-charge basis, this transformation commutes
with the symmetry operation and furthermore removes
all phases from |ψm〉 as required. We comment that U
preserves the locality of symmetry respecting operators,
and in particular maps the Hamiltonian of the SPT to
a local Hamiltonian which breaks the symmetry sponta-
neously. The ground state degeneracy of the ferromagnet
reflects the degeneracy caused by the boundary states in
the SPT. Furthermore U coincides with the disentanglers
obtained in Refs. [27, 28].
The above properties strongly suggests that |ψm〉’s de-
scribe ground states of SPTs with a ZN ×ZN symmetry
in 1D. The rest of this section is devoted to proving this
as well as showing the existence of a certain self-duality
symmetry of |ψm〉. To this end, consider reversing the
role of α and φ in the above TPS, such that φ’s become
the physical degrees of freedom and α’s are traced over.
By grouping elements in pairs, the resulting state |ψ˜m〉
can be written as
〈{φ}|ψ˜m〉 = Πkνm(1, [φ2k−1, φ2k],[φ2k+1, φ2k+2]) (13)
νm(1, [φ2k−1, φ2k], [φ2k+1, φ2k+2]) = e
2piim
N φ2k(φ2k+1−φ2k−1)
Consider [σ, τ ] as a group element in ZN × ZN and
extend νm to be a function of all three arguments
via symmetry (νm([σ0, τ0], [σ1, τ1], [σ2, τ2]) = νm(1, [σ1 −
σ0, τ1 − τ0], [σ2 − σ0, τ2 − τ0]). One then finds that
νm(a, b, c) · νm(a, c, d) · ν−1m (b, c, d) · ν−1m (a, b, d) = 1 for
any a, b, c, d ∈ ZN ×ZN , and so νm are cocycles [1] in the
second cohomology group H2(ZN × ZN , U(1)). Further-
more in App. (B) we show that varying m, all cocycles
of H2(ZN × ZN , U(1)) are obtained. Thus |ψ˜m〉 are just
the ground states obtained in Ref. (1) for 1D SPTs with
G = ZN × ZN with some specific choice of coboundary.
Moreover they are related to our TPS via
dˆ1|ψ˜m〉 = |ψm〉, (14)
dˆ1 =
∑
{φ}
|{d1[{φ}]}〉〈{φ}|.
This algebraic relation is however short of implying topo-
logical equivalence between |ψm〉 and |ψ˜m〉, since dˆ1 can-
not be written as a product of local unitary transfor-
mations even for fixed boundary conditions (to see this,
assume that it can be written in such a form. If so its in-
verse, dˆ−11 , must also have a local unitary form whereas
actually it is a highly non-local string-like transforma-
tion).
Next we regroup the tensor and indices such that they
appear as MPSs. This will allow us to use the known
classification of MPSs [5]. Accordingly, the φ’s and α’s
are paired into [σk, τk] = [φ2k−1, φ2k], and [βk, γk] =
[α2k, α2k+1]. These paired variables can be thought of
as elements of ZN × ZN . The tensors are then paired as
Bm([βk, γk])[σk,τk],[σk+1,τk+1] = (15)
δβk,σk+1−σkδ−γk,τk+1−τkνm(1, [σk, τk], [σk+1, τk+1]) =
δβk,σk+1−σkδγk,τk+1−τkν−m(1, [σk, τk], [σk+1, τk+1]),
where in the first line we used the definition of νm ap-
pearing in Eq. (13), and in the second line we used the
fact that flipping the sign of just the τ ’s is equivalent to
flipping the sign ofm. As a result, our state appears as an
MPS with site dimension (d = N2) and bond dimension
(D = N2)
〈{[β, γ]}|ψm〉 = Tr [ΠkBm([βk, γk])] . (16)
Note that in App. (E) we show the relation between the
above MPS for D = Z2 × Z2 and the AKLT state.
To use the classification of Ref. (5), the symmetries
of the MPS have to be identified. As one can verify (see
also App. B), Bm([β, γ])’s furnish a projective unitary
representation of ZN × ZN
Bm(g)Bm(g
′) = Bm(gg′)ω−m(g, g′) (17)
ωm(g, g
′) = νm(1, g, gg′),
with g, g′ ∈ ZN × ZN . Let us associate with each ele-
ment g ∈ ZN × ZN , the matrix Bm(g). Consider con-
jugating each matrix in the MPS by Bm(g). Notably
this operation does not change the trace in Eq. (16) and
thus leaves the state invariant. It can be presented as a
unitary operation on Hilbert space through the follow-
ing construction. Note that Bm(g)Bm([β, γ])B
†
m(g) =
ω−m(g,[β,γ])
ω−m([β,γ],g)
Bm([β, γ]). Interestingly
ω−m(g,[β,γ])
ω−m([β,γ],g)
is equal
to the character of −mg in the representation labelled by
[β, γ] ∈ ZN × ZN [31]. In our notations, this character
is χ−mgl(β)χ−mgr (γ), where g = [gl, gr] (gl, gr ∈ ZN ).
Thus, conjugation by Bm(g) is equivalent to acting on
the state with the following unitary operator
Og =
∑
{[β,γ]}
|{[β, γ]}〉Πkχ−mgl(βk)χ−mgr (γk)〈{[β, γ]}|.
(18)
By construction Og are symmetries of the MPS, and one
may verify that they form a (non-projective) representa-
tion of ZN × ZN . Alternatively stated, |ψm〉 possesses a
ZN × ZN symmetry realized by the operators Og.
As shown in Ref. [5], the topological phase of a MPS
with a symmetry ZN × ZN , can be determined by the
projective representation of the matrices which imple-
ment the symmetry using conjugation. These matrices
here are simply the Bm([β, γ])’s themselves. Since the set
{νm}Nm=1 spans H2(ZN × ZN , U(1)), the different Bm’s
span all projective representation and hence all SPTs in
this symmetry class [32].
5In App. (C) we also show that an onsite unitary
transformation (Fˆ ) which rotates between the symmetry-
charge basis and the regular basis of Ref. [1], gives a
mapping between the two sets of states
Fˆ |ψ˜−m〉 = dˆ1|ψ˜m〉 = |ψm〉. (19)
The above relation also implies a non-local symmetry of
our states and |ψ˜m〉 of Ref. [1], given by dˆ1 times a local
change of basis (Fˆ ).
IV. TWO DIMENSIONS
We turn to discuss the two dimensional case. We again
solve Eq. (7), only this time on a triangular lattice with
both αi and φi sitting on sites (vertices). We focus on
a Z2 symmetry, where the solution is quite simple and
given by
d2[{φ}]j =
〈∑
〈i,j〉〈φi − φi−1〉Z2
〉
Z22
2
+ a0, (20)
where φi are arranged in clockwise order, 〈...〉Z2 means
taking modulo 2, a0 ∈ {0, 1} is an arbitrary number
which we shall later fix.
(a) (b)
e ↵
B b
Z
d2rB = (2⇡) 1
Z
dl@  = me
  2 U(1) e 2 Z ' Rep[U(1)]
b = |G| 1
X
   = m↵
  2 G ↵ 2 Rep[G] ' G
FIG. 1: (a) In the Laughlin state, each electron has a U(1)
charge (e) and also carries a magnetic flux B = me/~. (b)
In the SPTs described here, each of the on-site degrees of
freedom carries a G charge, α, and also a symmetry-flux, b.
In both cases charges correspond to representations (Rep) of
the symmetry group. These fluxes are the vorticity of φ which
is either a U(1) field (a) or a discrete field taking values in G
(b).
Despite appearances Eq. (20) is a natural algebraic
definition of vorticity (see Fig. (1)). To show this con-
sider replacing 2 by N in the above, and taking the limit
of large N . By presenting ZN as points on the complex
circle, we asymptotically obtain the U(1) group. A U(1)
singled valued function defined on a disk with a hole,
may show any integer vorticity. A way of locally measur-
ing this vorticity is the following: (a) take a differential
of the U(1) phase ∂φdl (b) lift it to be a variable in R
within [−, ] (c) integrate the differential around the cir-
cle and (d) divide the result by the periodicity of U(1) to
obtain a number in Z equal to the vorticity. This proce-
dure is well-defined because U(1) = R/Z. In the above
equations we do the same only interchange R by ZN2 ,
integration by a discrete sum and  by 1/N . This proce-
dure is well defined since ZN = ZN2/ZN . We note that
our discrete vorticity is closely related to the Bockstein
homomorphism [33, 34] in singular cohomology (or lat-
tice gauge theory) where it is used for lifting a 1-cocyle
(gauge field) to a 2-cocycle (curvature).
We proceed by analyzing the N = 2 case and leave a
more generic study for future work. Given d2 with a0 =
1, and Eq. (6), the overall phase factor is determined
and given by
eiΘm({φ}) = (−1)#dw[{φ}] (21)
where #dw[{φ}] denotes the number of domain walls in
the {φ} configuration. To verify the above note that in
the case where all surrounding φ’s around a site j0 are
equal, flipping φj0 (i.e. adding 1 modulo 2) either cre-
ates or destroys a domain wall in the φ variables and so
changes the domain wall number parity and the above
right hand side receives a minus sign. Consistently with
Eq. (6), the discrete vorticity in this case is a0 = 1
and χm=1(a0) = −1. Similarly one can check all other
φ combinations around the hexagon surrounding j0. In-
terestingly, this overall phase factor can be divided into
product of local factors thereby allowing a local TPS rep-
resentation. The TPS is then given by
|ψZ2〉 =
∑
α,{φ}
ΠjAj(αj)|{α}〉 (22)
Aφ〈·,j〉(αj) = δd2[{φ}]j ,αj
× ν(1, φj , φj+1, φj+3)ν(1, φj , φj+2, φj+3)
where φj , φj+1, .., φj+3 denotes the four vertices on the
two triangles to the right of j in anti-clockwise order.
The values of ν(1, φ1, φ2, φ3) are detailed in Fig. (2).
One may verify that they indeed count the domain wall
parity. Unlike in 1D, the ν we obtained here is not a
cocycle.
⌫(1, x, y, z)
x, y, z 2 [0, 1]
x
y
z
1
-11
-1
1
-1
i
i
⌫(1, 1, 2, 3)
⌫(1, 1, 4, 3)
 1
 2  3
 4
FIG. 2: The box depicts the values of ν(1, x, y, z) appearing
in Eq. (22). Considering a triangular lattice with Ising spins
(φi) taking the values 0 and 1, we associate such a factor
with each triangle and order the three arguments according
to the branching structure. The product of all such local
factors yields (−1) to the number of domain walls in the spin
configurations, a global quantity.
Similarly to the 1D case, an algebraic correspondence
based d2, can be established between our state and a
6known Ising SPT groundstate [2]. The ground state of
the latter is written in the symmetry-phase basis and
given by
〈{φ}|ψ˜Z2〉 = (−1)#dw[{φ}]. (23)
It then follows that our TPS (|ψZ2〉) obeys
|ψZ2〉 = dˆ2|ψ˜Z2〉, (24)
dˆ2 =
∑
{φ}
|{d2[{φ}]}〉〈{φ}|,
where in order to relate the two vector spaces we as-
sociate the local |σz〉 basis on the right hand side with
|α = (σz + 1)/2〉 on the left hand side. Unfortunately
the above relation is again short of implying that both
wavefunctions are in the same phase. There is a further
qualitative difference compared to 1D, as dˆ2 is not invert-
ible even with fixed boundary conditions. Notably, one
can quantify this lack of invertibility of dˆ2 by measuring
the entropy per spin of the charge-ensemble, obtained by
acting with dˆ2 on an ensemble of random spins. Using
brute-force numerics, we have calculated this entropy for
4x4,5x5 and 6x6 lattices, for randomized boundary con-
ditions (the boundary condition are counted here as part
of the lattice). Following this we find that the entropy per
spin is 1, 0.997(3), and 0.995(5) times that of a random
spin. The bulk density of degrees of freedom projected
out by d2 is thus very small.
To establish the topological nature of |ψZ2〉 we begin
with a few analytical observations. First note that deal-
ing with a Z2 symmetry in 2D, it is believed that there
is only one possible nontrivial SPT, the Ising SPT [1].
Thus any symmetry respecting, short range entangled
state which is distinct from the simple paramagnet (a
state with σx = 1 everywhere) must be in the Ising SPT
universality class. Consider tri-partiting the lattice into
A, B and C sublattices and placing it on periodic bound-
ary conditions which are consistent with this lattice la-
beling. Conveniently, flipping (adding 1 modulo 2) all
the φ variables on one sublattice, has the effect of flip-
ping the α variables on the remaining sublattices only.
As a result one can show that
|ψZ2〉 = Πa∈AσaxΠj∈[B,C]σjz|ψZ2〉, (25)
where σjz flips αj , and σ
j
x gives a factor 2αj−1. From this
it follows that the average of σx is zero, implying the our
state is very different from the simplest trivial paramag-
net in which this quantity is simply one. It can similarly
be shown that average of σz and also that of the phase op-
erator of Ref. (2) given by Θj = Π〈q,q′,j〉(i)
1−σqzσq
′
z
2 (where
q′, q, j denote the vertices of the triangles containing j)
both vanish. All these expectation values match with
|ψ˜Z2〉. Nonetheless we find that these are not the same
wavefunctions: Calculating Θjσ
j
x numerically for 3x3,4x4
and 5x5 lattices with periodic boundary conditions, we
find that it is 0.82(6), 0.12(4) and 0.08(1) respectively,
while it is strictly one for |ψ˜Z2〉. Last we note that in
the bulk, φ flips can only create/annihilate α = 1 sites
in pairs. Thus in direct analogy with regular vorticity, in
periodic boundary conditions there cannot be an overall
odd vorticity (charge). Since the global Ising symme-
try acts here as (−1) to the number of nonzero charges,
|ψZ2〉 obeys the global Ising symmetry. In particular this
implies that any product of an odd number of σz or σy
averages to zero.
To proceed, we use a variation of the PEPS algorithm
[35] suitable for our TPS (see App. (D) for details).
We obtain the spectrum and eigenvalues of the trans-
fer operator associated with the TPS and its transpose,
on a cylindrical geometry of circumferences 4,5, and 6
sites. Using this data we bound the correlation length
and obtain the entanglement spectrum for a half infinite
cylinder [5]. The results for the TPS are shown in Fig.
(3). The correlation length is close to one and decreases
with increasing system size. This justifies our finite size
method and strongly suggests that the TPS describes a
non-critical state (note that unlike MPSs, finite bond di-
mension TPSs may also describe critical states [36]). The
entanglement spectrum, showing the six smallest eigen-
values, appears to be non-gapped.
To study properties of the TPS on larger systems we
use a Monte-Carlo approach and evaluate observables by
sampling the α (charge) configurations appearing in the
TPS randomly. The seemingly difficult computation here
is to find the amplitude of each sampled charge configu-
ration, or equivalently, to invert d2. However due to the
almost one to one nature of the d2 mapping, this task can
be carried out rather efficiently. To this end we use a tree-
search algorithm which calculates the source φ configura-
tions by gradually iterating over 1D slices of the charge
configuration. An efficient geometry to do this source
search, is a cylindrical one with an initial φ = 0 bound-
ary conditions on the two initial lines. These boundary
conditions mimic a paramagnet, since constant φ yields a
constant charge configuration. Given the charge configu-
ration on the starting 1D slice, one calculates all possible
lines of φ’s which together with the two previous lines of
φ’s, agree with this charge configuration in terms of d2.
For each such line of φ’s the process repeats iteratively
until the last slice is reached. Due to the low bulk en-
tropy of sourceless charge configurations, we find that the
recursion here branches rather slowly. On the last slice,
we do not enforce any conditions on φ, and therefore al-
low any 1D slice of charges. Since charges can fluctuate
freely on this last slice this mimics a symmetry breaking
or ferromagnetic boundary condition.
Using the above approach we have calculated vari-
ous expectation values in cylindrical geometries of size
6 × 12, 7 × 14, 8 × 16 and 9 × 18. The triangular lattice
was taken as a square lattice with an extra diagonal bond.
The boundary conditions were, physically, a ferromagnet
on the left end and a paramagnet in the other, in the
sense described above. Fig. (4), panel (a) depicts the av-
erage of 〈σz(X)〉 along the cylinder for both |ψZ2〉 (solid
7line) and the modulus of |ψZ2〉 (dashed line). While the
effect of the ferromagnetic boundary quickly decays for
|ψZ2〉, the modulus shows strong evidence for a power
law decay. Similar behavior appears in panel (b), when
evaluating 〈∆σz(2)∆σz(X)〉. Panel (c) shows a fast de-
cay of the average charge 〈σx(X)〉, for either |ψZ2〉 or its
modulus, as the two are equivalent in this case. We have
also calculated averages and correlations of σy(X) which
appear to be zero everywhere. All errors bars show a 1σ
( 68%) confidence interval. The amount of charge con-
figurations sampled is of the order of 1E + 8. The above
results strongly suggest that quasi-long-range order asso-
ciated with a spontaneous breaking of the Ising symme-
try exists in the modulo of the wavefunction. A similar
behavior occurs in Laughlin’s wavefunction [24] further
strengthening the analogy between the two. As a com-
ment on computational resources, we note that the 9×18
results appearing in Fig. (a) took 6631 CPU hours and
less than 2Mb per CPU. Execution time scaled roughly
as 6 to the width.
Lastly, we note that according to Ref. [37], a
Z2 SPT should exhibits long range correlation of the
type CP (x) = 〈P |σz(0)σz(x)|SPT 〉/〈P |SPT 〉 (so called
strange correlators), where |P 〉 is a topologically trivial
state. Taking |P 〉 to be a product of charge states |{αi}〉,
one finds that
〈|ψZ2 ||σz(0)σz(x)||ψZ2 |〉 (26)
=
∑
{α}
〈|ψZ2 ||{α}〉〈{α}|σz(0)σz(x)||ψZ2 |〉
=
∑
{α}
|〈|ψZ2 ||{α}〉|2 |CP={α}(x)|,
where in the second equality we used the fact that both
〈|ψZ2 ||{α}〉, and 〈{α}|σz(0)σz(x)||ψZ2 |〉 are real and non-
negative. As result we find that when the correlation
length of the strange correlators is bounded, the mod-
ulo of the wavefunction cannot contain quasi-long-range
order. Consequently quasi-long-range order in the mod-
ulo of |ψZ2〉, implies that |ψZ2〉 itself has long ranged
strange correlators and so it passes this test for topology
as well. Interestingly, similarly to the quasi-long-range
order implied by the numerics, the strange correlators
obtained for the Levin-Gu wavefunction also show quasi-
long-range-order and are related to a non-unitary CFT
with central charge c = −7 [37].
V. SUMMARY
Motivated by the Laughlin wavefunction, we have writ-
ten down an ansatz for a TPS describing abelian, bosonic
SPTs in 1D and 2D. We tested our ansatz and estab-
lished its validity for 1D SPTs with G = ZN ×ZN . This
was carried out either by rewriting it as an MPS and
using the known classification [5] or by directly map-
ping it, through a local basis change, to the wavefunc-
tions obtained using the group cohomology approach [1].
low ent. spec
correlation length
FIG. 3: Correlation length and sixth lowest entanglement
spectrum eigenvalues for the TPS in Eq. (22) on an infinite
cylinder of circumference 4,5 and 6 lattice sites. The TPS
shows a small and decreasing correlation and are consistent
with a gapless entanglement spectrum.
Furthermore, a unitary transformation which maps these
SPT phases onto broken symmetry states (a disentangler
[27, 28]) was read-off the phase factor of these states.
In 2D we used the same ansatz to derive a TPS which
we conjecture to be in the Ising SPT phase. As evi-
dence, we found that in periodic boundary conditions it
is an Ising symmetry respecting state with strictly short
range correlations. It has strongly fluctuating symmetry
charges (σx) with zero average and thus it is markedly
different from the representative wavefunction of the triv-
ial phase (a simple product state of σx = 1 on every
site). Taking the modulus of the TPS revealed a criti-
cal state which is a feature of several other topological
phases [24, 25, 27, 28]. Furthermore based on the con-
jecture that the entanglement spectrum and edge spec-
trum shared the same topological features [38, 39], we
may relate its non-gapped entanglement spectrum to a
non-gapped edge spectrum, as one expects from an SPT
phase. Lastly, the criticalness of the modulus implies the
existence of a long range strange correlator [37], which is
also a characteristic of an SPT phase.
Discrete duality transforms, such as site to bond du-
ality in the 1D and the discrete vorticity transform in
2D, ended up playing important roles in our construc-
tion. In particular all the states we obtained could be
written as such transforms acting on known SPT ground
states. It thus appears that these transformations take
SPT states written in the symmetry-phase basis and
yield SPT phases presented on the symmetry-charge ba-
sis. In this sense the SPT phases we studied appear
to be self-dual: The phase is preserved under a dual-
ity transformation times a local change of basis. For
the 1D case this self-duality symmetry was established
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FIG. 4: Averages and correlations of σz (panel (a) and (b)) as
well as averages of σx (panel (c)) along cylinders of different
size with ferromagnet and paramagnetic boundary conditions
on the left and right respectively. While the Laughlin-like
wavefunction for the Ising SPT shows a fast decay of both
boundary effects (panel (a)) and correlation effects (panel
(b)), the modulus of the wavefunction reveals a hidden power
law decay in both cases. The average of σx is unaffected by
the modulus transformation and shows a fast decay.
rigorously. Considering acting with these duality trans-
formation on other phases, one finds that paramagnetic
states (in the symmetry-phase basis) map onto ferromag-
netic states (in the symmetry-charge basis) while ferro-
magnetic states (in the symmetry-phase basis) map onto
paramagnetic states (in the symmetry-charge basis).
Our approach, which is a hybrid of Laughlin’s ap-
proach and TPSs, has several advantages. It is a con-
structive microscopic approach, derived directly from
the physical concept of composite particles and flux at-
tachment. This concept has proven extremely useful
in past studies of bosonic, fermionic, integer, and frac-
tional quantum Hall states. One may therefore hope
that its adaptation to SPTs will provide for similar gen-
eralizations and help explore these phases away from the
well mapped realm of integer (short ranged entangled)
bosonic SPTs. Furthermore having a TPS representation
for the groundstate allows the use of efficient numerical
techniques [32] and also derivation of parent Hamilto-
nians [36]. Lastly, this approach touches upon the in-
triguing correspondence between topological phases and
broken symmetry phases [24, 25, 27, 28] as well as the
correspondence between 1 + 1 CFTs and 2 + 1 topologi-
cal phases [23].
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Appendix A: Detailed derivation of a finite-size
Laughlin TPS
Here we derive a finite-size TPS representation of the
Laughlin state. Consider a bosonic Laughlin wavefunc-
tion at 1/m filling with n particles in a droplet of radius
of approximately R =
√
2(n− 1)m, in units of the mag-
netic length which we set to unity
Ψm(z1, ..., zn) = Πi<j(zi − zj)me−
∑
i
1
4 |zi|2 , (A1)
also consider its discrete version (Ψ˜m) where zi take val-
ues only on a lattice of resolution → 0. Note that there
is no obstruction to discretizing space under a Laugh-
lin state. In fact there are lattice models for which the
discrete Laughlin wave function is an exact, topologically
distinct, ground state [40, 41]. Here we show that one can
find a tensor product state (|TPSm〉) with continuous in-
dices such that the overlap 〈Ψ˜m|TPSm〉 > 1 − O(/r0),
provided that one keeps  R/n ∝ R−1.
To this end we introduce a U(1) scalar field φ ∈ [0..1]
which lives on the lattice and use it to decouple the flux
from the particles as follows
ψ˜m(z1, ..., zn) = C0
∫
Dφe−
∫
d2r β2 (∇φ)2+ipim(φρ(z)−ρ0)ΠiAi
(A2)
Ai = δ
(∫
Ozi
dl∇φ− 1
)
,
9where C0 is a normalization constant, β = pim, ρ(z) =∑
i δ(z − zi), ρ0 is the neutralizing background charge,
and Ozi is an r0-circle around zi, and derivatives and spa-
tial delta functions should be thought of as their lattice
counterparts. The boundary conditions for φ(r >> R)
are (2pi)−1n= log(z). We note that β > βc ≈ 8pi ·1.12, the
scalar field theory is on the ordered side of the Kosterlitz-
Thouless transition [42].
Let us be concrete about the lattice version of the vor-
ticity operator (
∫
Ozi
dl∇φ). As a first attempt at defining
it, one may consider the r0 radius of integration, perform
the discrete derivative, lift it from U(1) to R, and sum
in R. Whenever the field is smooth the resulting deriva-
tive is −close to unity and so there is no ambiguity in
lifting it to R. When the field is not smooth, the dis-
crete derivative may be of the order of 1 and ambiguities
arise. The impact of such singularities should be strongly
suppressed by decreasing (r0/). The reason is that, as
shown later, β > βc for m > 8. The field-theory on
the scale of r0, can then be made arbitrarily close to the
smooth Gaussian fixed-point [43] by increasing r0/. If
we measure the vorticity on a scale r0, the most prob-
lematic (common) singularity will be vortex anti-vortex
pairs appearing on the scale r0. If the vortex is very
close to some zi, the vorticity in most of the r0 region
will appears to be 1. Consequently if we define the vor-
ticity operator on the scale r0, by some simple averaging
procedure, we would be misled to think that there is vor-
ticity there, while actually there is none. The probability
of such an event is exponentially suppressed in the energy
of such a configuration which goes as β4pi log(r0/), and
so it goes as (/r0)
β/4pi. Later on we will see that we
actually need to take r0/ to scale as R
−1, and so this is
not an important restriction.
We turn to establish the validity of Eq. (A2). Note
that the background charge term can be removed by
transforming φ → φ + iρ02 z2, while yielding the de-
sired Gaussian factors of the Laughlin state. Next the
delta function constraint can be removed by transform-
ing φ → φ + φ0 where φ0 =
∑
i
1
2pi= log(z − zi). Conse-
quently the exponent of the φ field (−S[φ]) changes to
S[φ] + S0[φ0, φ] where
S0[φ0, φ] =
∫
d2r
β
2
(∇φ0)2 + β∇φ∇φ0 + ipimφ0ρ(z).
(A3)
Note that boundary conditions of φ are now constant,
and therefore allow no net vorticity. The last term on
the above right hand side is given by∫
d2ripimφ0ρ(z) =
∑
i,j
i
m
2
= log(zi − zj) (A4)
=
∑
i<j
im
[
= log(zi − zj) + 1
2
= log(−1)
]
+
∑
i
im
2
= log(0).
Out of the resulting three terms, the second is just
piimN(N − 1)/4 and can be absorbed into C0. To de-
fine the third term we require a lattice definition of the
φ0 shift. We choose it such that log(0) = 0.
Next we discuss the second term on the right hand
side of Eq. (A3). We use integration by parts to obtain
φ∇2φ0 along with a vanishing boundary term. Away
from the singularities of φ0 we may use the continuum
limit where ∇2φ0 = 0. In a few  radius around the
singularities of φ0, a more delicate analysis is required.
Let us taylor expand φ around some particle (zj) as
φ(z + zj) = φ(zj) + z∂zφ(zj) + ... As one can check
the φ(zj)∇2φ0 term vanishes exactly even on the lat-
tice. Thinking of the underlaying lattice as rectangular,
pi rotation symmetry also removes the next order term.
Following this, contributions from the vortex cores will
be smaller than
∑
j 
2∂2φ(zj) and therefore negligible.
We turn our attention to β2 (∇φ0)2. Away from the
singularities we may again use the continuum approx-
imation with minor  corrections of the type we had
previously. By a pi/2 rotation of ∇φ0, we find that it
describes the electric field (E) of a set of 2D coulomb
charges at positions zi (or equivalently the electric field
of a set of 1D wires parallel to a fictitious z axis). The ac-
tion is therefore
∫
d2rE2 and proportional to the overall
electrostatic energy of this field configuration. Rewriting
E = ∇ϕ, where ϕ = ∑i(2pi)−1< log(z − zi), we use in-
tegration by parts to get Coloumb’s law for the charges
(
∑
i,j
β
4pi< log(zi − zj)) along with a surface term which
gives the infrared divergence proportional to n2 log(R).
These infrared divergence can again be absorbed into the
normalization, provided  is small enough. Focusing on
the Coulomb part, terms in this sum with equal i and
j, give rise to a some core energy term Ecore ∝ 1/−1.
Since the vortex number is fixed here, their contribution
is constant can be absorbed into C0. Note that when zi
and zj come -close, the continuum description breaks
down. Also before this, there may be running coupling
effect in β. The length scale on which these effects start
interfering is again controlled by  and therefore we allow
ourselves to ignore this.
The last term which couples the U(1) field to the par-
ticles, is the preexisting
∫
ipimρ(z) = impi
∑
i φ(zi) term.
Completing the square, this results in an additional vor-
tex repulsion term (
∑
i,j
pim2
4β < log(zi − zj)). The φ field
then becomes decoupled and can be integrated out lead-
ing to yet another change in C0.
Finally we choose β, such that pim
2
2β +
β
2pi = m so that
the coefficients of the real and imaginary part of the log
are both equal to m. This yields a single solution which is
(β = pim) such that the desired
∑
i<jm log(zi−zj) term
appears in the exponent. Notably, β > βc for m > 8.
Last we recast Eq. (A2) into tensor product form.
Instead of describing the position of each particle we work
with a discrete density field, ρab, and describe the particle
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number at each position. The resulting expression is
〈{ρab}|TPSm〉 =
∫
Πab[dφab]Aφ(ρab) (A5)
Aφ(ρab) = δ
(∫
Ozab
dl∇φ− ρab
)
eipimφab(ρab−
2ρ0)
× e−pim4 (∇φab)2
where |{ρab}〉 is a state in the occupation basis. The
above expression now appears as a tensor product state
with φ serving as the tensor indices and taking values in
the group U(1). Notably, as well as forcing vorticity at
particle positions, the above form also forces zero vortic-
ity everywhere else. As long as β > βc this should not
matter much as net vorticity, on the scale r0, is already
exponentially suppressed. When β < βc, a naive guess
will be that these constraints suppress the Kosterlitz-
Thouless transition.
Last we discuss the main mode of failure of this Laugh-
lin TPS in the thermodynamic limit. In the above, the
scalar field is forced into a highly non-typical configura-
tion with a finite density of positive vorticity. The cir-
culation induced by this vorticity at radius R, will scale
as n, the total number of particles. To make the contin-
uum approximation valid at this radius we must require
R/  n and so −1  n/R ∝ R. Notably this mode
of failure, becomes irrelevant once we consider a system
with a discrete symmetry instead of a U(1) symmetry.
Then, there is no sense in thinking about positive vor-
ticity, as charge/vorticity becomes a cyclic variable. Ac-
cordingly there is no notion of a macroscopic vorticity,
which is the source of the problem here.
Appendix B: νm covers H
2(ZN × ZN , U(1))
Here we show that the cocycles used in Eq. (16), fully
cover the second cohomology group H2(ZN × ZN , U(1))
in the sense that they give a representative cocycle in
each equivalence class.
From any such cocycle one can construct a projec-
tive representation of ZN × ZN as follows. Consider
a vector space |[σ, τ ]〉, labeled by group elements and
have the matrices D([σ0, τ0]) act as D([σ0, τ0])|[σ, τ ]〉 =
|[σ + σ0, τ + τ0]〉. This is gives the regular (and non-
projective) representation of ZN × ZN . Next we use D
and the cocycle to define a projective representation of
ZN × ZN by
[R([σ0, τ0])][σ,τ ],[σ′,τ ′] = [D([σ0, τ0])][σ,τ ],[σ′,τ ′] (B1)
× νm(1, [σ, τ ], [σ′, τ ′])
using the cocycle condition (νm(a, b, c) · νm(a, c, d) ·
ν−1m (b, c, d) · ν−1m (a, b, d) = 1), one can verify that this
is a projective representation and that
R([σ0, τ0])R([σ1, τ1]) = R([σ0 + σ1, τ0 + τ1]) (B2)
× ωm([σ0, τ0], [σ1, τ1]),
ωm([σ, τ ], [σ
′, τ ′]) ≡νm(1, [σ, τ ], [σ′ − σ, τ ′ − τ ]) (B3)
= e−
2piim
N τσ
′
.
For any m different than zero, the representation ob-
tained is non-abelian and must therefore be projective.
As a result, we find that all the cocycles are non-trivial.
We further note that H2(ZN × ZN , U(1)) = ZN has a
group structure under the action of multiplying cocycles.
Since νmν
−1
m′ = νm−m′ results in a regular representation
only when m = m′, we find that all cocycles are distinct.
Having N of them means they cover the entire cohomol-
ogy group.
Appendix C: Self duality in 1D SPTs
Here we construct a local, symmetry respecting, uni-
tary transformation which maps between |ψ˜m〉 and |ψm〉.
To this end we limit ourselves to prime cyclic groups.
This way multiplying φ by m is an automorphism from
the group to itself. Consider the local unitary Fourier
transform, [Fˆm]α,φ = χmφ(α), which changes basis from
the φ (symmetry-phase) basis and the α (symmetry-
charge) basis. We argue that when acting on |ψ˜m〉, this
transform is equivalent to d1 up to complex conjuga-
tion. A useful tool in proving this is the following parent
Hamiltonian for |ψ˜m〉
Hsd = −
∑
i
N−1∑
p=0
e
2piimp
N (τi−τi−1)σ+pi + e
2piimp
N (σi−σi+1)τ+pi ,
(C1)
where [σi, τi] = [φ2i−1, φ2i], σ
+p
i is a raise-σ-by-p-and-
take-modulo-N operator (for example in the N = 2 case,
σ+0 = I2x2;σ
+1 = σx). Note that this Hamiltonian
obeys two separate ZN symmetries, acting on the σ and
τ degrees of freedom with the regular action.
Next we show that Hsd obeys a self-duality symmetry
and that its groundstate is unique. First recall the action
of dˆ1 and Fˆm on the double site basis, spanned by all
configurations of the form |..., [σi−1, τi−1], [σi, τi]...〉
dˆ1|..., [σi−1, τi−1], [σi, τi], [σi−1, τi−1]...〉 (C2)
= |..., [..., σi−1 − σi], [τi − τi−1, σi − σi+1], [τi+1 − τi, ...]...〉
[Fˆm][σ˜,τ˜ ],[σ,τ ] =
1√
N
e
2piim(σ˜σ+τ˜τ)
N . (C3)
For interpreting dˆ1 as a symmetry, we need its inverse
which, strictly speaking, does not exist. This is because
any two symmetry-phase configurations which differ by a
global rotation are mapped to the same state. Focusing
on bulk effects, one can remedy this problem by fixing
the left most two sites to be [0, 0].
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Conjugating Hsd by dˆ1 we find
dˆHsddˆ
−1
1 = −
∑
i
[
N−1∑
p=0
e
2piimp
N (σi)τ+pi τ
−p
i−1 (C4)
+ e
2piimp
N (τi)σ+pi σ
−p
i+1],
Next using the fact that
Fˆ †me
2piimp
N τ Fˆm = τ
+p (C5)
Fˆ †mτ
+pFˆm = e
− 2piimpτN , (C6)
Fˆ †me
2piimp
N σFˆm = σ
+p (C7)
Fˆ †mσ
+pFˆm = e
− 2piimpσN , (C8)
we find that
Fˆ †mdˆ1Hsddˆ
−1
1 Fˆm (C9)
= −
∑
i
N−1∑
p=0
e
−2piimp
N (τi−τi−1)σ+pi + e
−2piimp
N (σi−σi+1)τ+pi
= H∗sd
Next we wish to show that the ground state of this
Hamiltonian is unique on closed boundary conditions. To
this end we conjugate the Hamiltonian with the following
unitary transformation
U = |{[σ, τ ]}〉ν−1m (1, [σi, τi], [σi+1, τi+1])〈{[σ, τ ]}| (C10)
As one can verify from Eq. (13), this transformation re-
moves all phase factor from the wave function, leaving a
state which is an equal superposition of all {[σ, τ ]} con-
figurations. Similarly one finds
U†HsdU = −
∑
i
∑
p
[
τ+p + σ+p
]
. (C11)
Clearly the resulting Hamiltonian has a unique ground
state and since U is unitary, so does Hsd. Thus when fix-
ing φ on the boundary, the above Hamiltonian is gapped
and has a unique ground state. It is then easy to show
that
Fˆm|ψ˜−m〉 = dˆ1|ψ˜m〉 = |ψm〉, (C12)
as advertised. Consistently with our initial definitions,
the symmetry G acts regularly on |ψ˜m〉 and so, conju-
gated by Fˆm, it should indeed act diagonally on our TPS.
Appendix D: TPS numerics
Here we study the correlation length and entanglement
spectrum of the TPS in Eq. (22) both with and without
the (−1)#dw[{φ}] factor. We work in an infinite cylin-
drical geometry aligned along the x-direction. The un-
derlying triangle lattice is skewed into a square lattice
containing an extra diagonal bond on each square going
in the right-up direction. To obtain the correlation length
and entanglement spectrum, we use the transfer operator
approach as described in Ref. [32]. Since our TPS differs
slightly from standard PEPS, we re-derive some of their
formulation.
Consider two local operators placed at x1 and x2 given
by
O1 =
∑
α1,α
′
1
cα1,α′1
|α1〉〈α′1| ⊗ I (D1)
O2 =
∑
α2,α
′
2
cα2,α′2
|α2〉〈α′2| ⊗ I
where we make a slight abuse of notation and use the
dummy indices to denote the position on the lattice. Cal-
culating their joint expectation value involves tracing two
conjugated TPSs
〈O1O2〉 = (D2)∑
{φ,φ¯,α,α′}ΠiAφ〈·,i〉(αi)A
∗¯
φ〈·,j〉
(α
′
j)〈{α}|O1O2|{α
′}〉∑
{φ,φ¯,α,α′}ΠiAφ〈·,i〉(αi)A
∗¯
φ〈·,j〉
(α
′
j)〈{α}|{α′}〉
,
The A tensors are those used in the main text how-
ever due to technical reasons, the cocycle differs by an
insignificant boundary term. More specifically we take
ν′(1, a, b, c) which is 1 (i) whenever the majority of a, b
and c are zero (one) and add an additional (−1)φi term.
One can check that such factor also solves equation Eq.
(7) with the previously used d2. For example if all φ’s
surrounding a site j are zero, d2[{φ}]j = a0 = 1 and con-
sequently a minus sign is expected. Accordingly, there
will be no change in ν′ in the six triangles around j
however due to the (−1)φj factor there will be an over-
all minus sign. Since both this choice and the one used
in the main text agree on periodic boundary conditions,
they may only differ by a boundary term. Focusing on
bulk properties one may ignore this subtlety. Indeed the
boundary term can be absorbed into a unitary transfor-
mation of the transfer matrix defined below.
Let us first discuss how to use the transfer matrix
method to efficiently calculate the above denominator.
Consider dividing the cylinder into thin ring regions (R)
whose width is two sites. The transfer operator of such
a ring is defined as
[T ](φl,φ¯l),(φr,φ¯r) =
∑
{α}R
Πi∈RrAφi,L,φi,R(αi)A
∗¯
φi,L,φ¯i,R
(αi),
(D3)
where φi,L and φi,R are the left and right subsets of the
set {φ〈·,i〉, φi}, since these two subsets overlap, a delta
function forcing them to be equal is implicit in the above
notation. The set Rr denotes the indices on the right col-
umn of the region R. Using T , one can express 〈ψZ2 |ψZ2〉
for a cylinder of length N rings, as
〈ψZ2 |ψZ2〉 = 〈χL|TN |χR〉, (D4)
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where 〈χL| and |χR〉 are determined by the boundary
conditions. Applying similar ideas we can express the
average as
〈O1O2〉 = 〈χL|T
nM1T
mM2T
N−m−n−2|χR〉
〈χL|TN |χR〉 , (D5)
with Mk being
[Mk](φl,φ¯l),(φr,φ¯r) = (D6)∑
{α,α′}R
Πi∈RAφi,L,φi,R(αi)A
∗¯
φi,L,φ¯i,R
(αi)[Ok]{α}R,{α′}R .
Next we discuss an important symmetry of T which
stems from the fact that flipping all the indices does not
affect the charge configuration. As an initial guess for
what the symmetry associated with this redundancy may
be, consider flipping either the φ or φ¯ indices of T . As far
as α’s are concerned, this is clearly a symmetry. However
the phase factor changes. Since R contains two columns,
the Πi∈Rφi is always symmetric under such a flip. How-
ever the ν factors change such that 1 becomes i and i
becomes 1 (recall that ν(1, φ1, φ2, φ3) is 1 (i) if the ma-
jority of φ’s are 0 (1)). Thus each triangle in R gets
multiplied by either i or −i depending on its majority
spins. Since the number of triangles is even, this always
results in a ±1 relative phase factor. For even circumfer-
ence, this factor is simply (−1) to the number of majority
1 triangles. Conveniently, we find that this factor, which
is naively a function of both the left and right indices
of T , can be written as a product of two functions act-
ing on the left and right indices of T separately. As a
result we obtain the following Ising-advanced (IA) and
Ising-retarded (IR) symmetries of T
[IA]{φ,φ¯},{φ′ ,φ¯′} = δ{φ}={−φ′}δ{φ¯}={φ¯′}(−1)#[11−bonds]({φ
′})
(D7)
where #[11− bonds](φ′) denotes the number of adjacent
sites whose φ’s are both equal to 1 on the right column of
{φ′}. The Ising-retarded symmetry is defined in exactly
the same only with φ and φ¯ exchanged.
Notably, the above two Ising symmetries are also sym-
metries of M1 and M2 and more generally of any such
matrix representing an operator acting on the physical
space. Indeed, physical operators such as the above O1
and O2, when presented in transfer matrix form, are
mapped to different pairing of A(αj) between the re-
tarded and advance sector (see Eq. (D6)). To maintain
the above lifted-Ising symmetries, one just requires the A
tensors within each sector to be function of φ fluxes and
not φ themselves. Consequently these symmetries are
automatically obeyed by any transfer matrix involved in
calculating physical observables. It reflects a redundancy
in our description rather than an actual physical symme-
try.
To obtain the decay of correlations, we numerically
obtain the six maximal eigenvalues of T for cylinders of
circumference 4, 5 and 6. The results are
λ4 =[17.60(2), 16.67(7), 8.75(3), (D8)
8.40(0), 8.34(5),−7.85(7)]
λ5 =[34.47(8), 34.31(4), 16.42(2), (D9)
4.40(5) + 13.55(7)i, 14.30(0), 4.40(5)− 13.55(7)i]
λ6 =[70.04(8), 69.33(6),−14.72(5) + 25.50(5)i,
− 14.72(5) + 25.50(5)i,−28.71(9), 29.45(1)]
In both cases, the two maximal eigenvalues show a dif-
ferent IA and IR eigenvalues. The (marginally) larger
of the two has a +1 eigenvalue for both IA and IR
and the smaller one has a −1 eigenvalue for both sym-
metries. As we next show, based on symmetry con-
sideration these two maximal eigenvalues cannot trans-
mit any correlations. Taking this constraint into ac-
count, as well as Eq. (D5), the correlation length χn
is given by e−χn = λn[2]/λn[0] (as these are the two
closest eigenvalues within the same sector), and we find
χ4 = 1.55(1), χ5 = 1.35(7), χ6 = 1.15(4). This short
scale, suggests that the above results are already close to
the thermodynamic limit.
Studying the TPS without the phase factor we find
λ4 = [19.54(2), 16.88(5), 16.88(5), 11.72(8), (D10)
10.15(2), 9.21(1)]
λ5 = [39.06(7), 33.89(1), 33.89(1), 24.99(4), (D11)
21.73(0), 14.63(9) + 3.24(2)i]
λ6 = [78.90(4), 69.70(5), 69.70(5), 53.56(4), (D12)
48.92(2),−32.37(4)]
Here the definition of the IA and IR symmetries are
simply spin flips, as there is no phase factor. Check-
ing the IA and IR eigenvalues we find that the largest
eigenvector has both positive (+,+), unlike before the
two smaller ones are a mixture of (+,+) and (−,−).
Consequently the symmetry does not protect mixing by
physical operators. Indeed taking mixed boundary con-
ditions containing the above three top eigenvectors, we
find various values for the magnetization, typically of the
order of 1/2. We also obtain large correlation lengths
χ4 = 6.84(2), χ5 = 7.03(5), χ6 = 8.06(7) suggesting a
critical phase.
We turn to show how symmetry protects the mix-
ing of transfer matrix eigenvalues. Since T is not Her-
mitian, in general it can only be brought to a Jordan
form using a similarity transformation (S−1TS). We
define the right |λ, i) and left (λ, i| eigenvectors of T
obeying T |λ, i) = λ|λ, i) + |λ, i − 1) (where |λ, 0) ≡ 0),
and (λ, i|T = λ(λ, i| + (λ, i + 1| (where (λ,N + 1| ≡ 0
where N is the size of the block). These eigenvectors
obey (λ, i|λ′, j) = δλ,λ′δij . Given [T,U ] = 0, T acts
within each any eigenvalue subspace of U , and so the
Jordan blocks can be assigned with good U eigenvalue
numbers (χλ). Consequently U |λ, i) = χλ|λ, i), and
(λ, i|U = (λ, i|χλ, and (λ, i|U−1 = χ¯λ. Considering now
a different matrix M , respecting the symmetry U . We
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find that (λ|M |λ′) = (λ|U−1MU |λ′) = χλχ¯λ′(λ|M |λ′).
Consequently it vanishes when |λ) and |λ′) have different
U eigenvalues. Inserting an
∑
λ |λ)(λ| resolution of iden-
tity in Eq. (D5), before and after M1 and M2, one finds
that the two maximal and almost degenerate eigenvalues
of the TPS (with phase factors) are unable to transmit
correlations.
To obtain the entanglement spectrum we again follow
Ref. [32]. For simplicity, we normalize T such that its
largest eigenvalue is exactly 1. Consider the reduced den-
sity matrix of a very long cylinder cut in the middle.
One can define the following two quantities capturing
the “quantum state” of the unphysical indices at the cut
[σR]{φ},{φ¯} = 〈{φ}, {φ¯}|TN/2|χR〉 (D13)
[σL]{φ},{φ¯} = 〈χL|TN/2|{φ}, {φ¯}〉 (D14)
Clearly for N →∞ only the largest eigenvalue dominates
and so σL/R are simply a repackaging of this maximal
eigenvalue into a matrix in retarded-advance space. In
our case, there are several dominant eigenvalues which
seem to become degenerate in the long circumference
limit. To be concrete we will assume N goes to infin-
ity last and keep only the largest of them. Conveniently,
this way our results are independent of the boundary con-
ditions. Following Ref. [32], the entanglement spectrum
is given by the spectrum of
√
σ∗LσR
√
σ∗L. The results
obtained are shown in Fig. (3).
Appendix E: Relations with the AKLT wavefunction
Here we establish the relation between the AKLT
wavefunction [44] and Eq. (16), which then implies, via
Eq. (C12), a relation between the AKLT wavefunction
and the group cohomology wavefunctions of Ref. [1]. The
AKLT state is given by∑
{m}
Tr[Πiσ(mi)]|{m}〉, (E1)
with m ∈ {1,−1, 0} corresponding to the angular mo-
menta of a spin-1 in the z−direction and σ(1) = 1√
2
(σx+
iσy), σ(−1) = 1√2 (σx − iσy), σ(0) = σz.
Recall how a local unitary transformation U (i) acts the
i’th site of a generic MPS
U (i)
∑
..,gi,..
Tr [...M(g)..] |..g..〉 (E2)
=
∑
..,g,..
Tr [...M(gi)..]U
(i)|..gi..〉
=
∑
..,gig′i,..
Tr [...M(gi)..]U
(i)
g′igi
|..g′i..〉
this last line can be interpreted in two ways: one can sum
over g′i first, which is equivalent to rotating the basis in
the i’th site from |g〉 to U |g〉. Alternatively one can sum
over gi first meaning that the matrix associated with g
changes from M(g) to M˜(g′) =
∑
g Ug′gM(g). Thus if
one wishes to present the same wavefunction on a dif-
ferent local basis given by U |g〉, one should act with U
on the basis vectors and change the matrices according
to
M˜(g′) =
∑
g
U−1g′gM(g) (E3)
The minimal local unitary symmetry protecting the
AKLT is G = D2 = (1, X, Y, Z), consisting of pi rotations
around the principal axes [45]. As presented, the AKLT
state is not written in the charge basis of this symmetry,
since |m〉 transform non-trivially under the elements of
D2. The charge basis here is the cartesian basis which
remains invariant (up to a phase) under the action of D2.
The unitary transformation (U) which rotates a vector
written in the | − 1/1/0〉 basis to a vector written in the
(|x/y/z〉) basis is given by
Uij = 〈xi|mj〉 = 1√
2
 1 −1 0i i 0
0 0
√
2
 (E4)
|1〉 = 1√
2
(|x〉+ i|y〉) (E5)
| − 1〉 = 1√
2
(−|x〉+ i|y〉) (E6)
|0〉 = |z〉 (E7)
According to Eq. (E3) the matrices in the AKLT MPS
transform to
σ(1)→ 1√
2
[σ(1)− iσ(−1)] =
√
i¯√
2
(σx − σy) ≡
√
i¯σx−y
(E8)
σ(−1)→ −1√
2
[σ(1) + iσ(−1)] = −
√
i√
2
(σx + σy) ≡ −
√
iσx+y
(E9)
σz → σz (E10)
with
√
i = 1+i√
2
and
√
i¯ = 1−i√
2
A clear difference between the our wavefunctions and
the group cohomology wavefunctions compared to the
AKLT wavefunction is that the dimension of the lo-
cal Hilbert space is four rather than three. To inter-
polate between these Hilbert spaces, one should think
of the spin-1 degree of freedom of the AKLT as two
spin-1/2 degrees of freedom and include both the triplet
and the singlet. Accordingly, we introducing a state
|0〉 associated with the identity matrix σ0 and gradu-
ally penalized its appearance by some small coefficient
 (i.e. its MPS matrix is σ0). Gradually increasing 
from zero to one then performs the desired extrapolation.
By analyzing the transfer matrix of the MPS, given by
T = 
2I ⊗ I +σx−y ⊗σx+y +σx+y ⊗σx−y +σz ⊗σz, one
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deduces the correlation length from the inverse of the log-
arithm of the ratio of the magnitudes of the largest eigen-
value over the next largest eigenvalue. For  = 0 this ratio
is 3/|−1|, and therefore for finite  it is |3+2|/|−1+2|.
Consequently, the correlation length decreases to zero at
 = 1, which implies that nonadjacent sites are com-
pletely uncorrelated. We believe that such an extrapo-
lation between short-range entangled and symmetry re-
specting wavefunctions can be lifted, via the notion of
parent Hamiltonians [46, 47], to an adiabatic path be-
tween the AKLT Hamiltonian and the extended-AKLT
Hamiltonian. Proving this is however out of the scope of
this appendix.
The matrices in the extended-AKLT MPS furnish a
projective representation (R˜(g)) of D2, given by R˜(I) =
σ0, R˜(X) =
√
i¯σx−y, R˜(Y ) = −
√
iσx+y, and R˜(Z) = σz.
The phase factor associated with this projective repre-
sentation (ω(g, g′), with g, g′ ∈ {I,X, Y, Z}) can be cal-
culated form R˜(g)R˜(g′) = ω˜(g, g′)R˜(gg′) yielding
ω˜(g 6= I, g′ 6= I) = −ω˜(g′, g) (E11)
ω˜(I, g) = ω˜(g, I) = 1 (E12)
ω˜(X,X) = −i (E13)
ω˜(Y, Y ) = i (E14)
ω˜(Z,Z) = 1 (E15)
ω˜(X,Y ) = −i (E16)
ω˜(X,Z) = 1 (E17)
ω˜(Y,Z) = 1 (E18)
In the bulk, or equivalently with periodic boundary
conditions, the size of the matrices making up the MPS
is irrelevant and only their algebra affects the state. As
shown in Eq. (B2), the matrices (R(g)) of the MPS
in Eq. (16), also yield a projective representation of
Z2×Z2 ' D2. Two projective representations are called
equivalent if they can be obtained from one another by
R(g) ' Φ(g)R˜(g), where Φ(g) is a function from g ∈ D2
to U(1) and the equality is at the level of the algebra. In
the MPS context, this equivalence reflects the gauge free-
dom in choosing the phases of our basis vector |g〉. Two
equivalent projective representations would thus gener-
ate the same state, up to a local symmetry respecting
gauge transformation.
The remaining task is thus to show that a Φ(g) con-
necting the two representations exists. First we fix our
association of elements in [σ, τ ] ∈ Z2 × Z2 with g ∈ D2
to be [0, 0] = I, [1, 0] = X, [0, 1] = Y and [1, 1] = Z. Fol-
lowing Eq. (B2) with m = 1, the phase factor ω is given
by
ω(g 6= I, g′ 6= I) = −ω(g′, g) (E19)
ω(I, g) = ω(g, I) = 1 (E20)
ω(X,X) = 1 (E21)
ω(Y, Y ) = 1 (E22)
ω(Z,Z) = −1 (E23)
ω(X,Y ) = 1 (E24)
ω(X,Z) = 1 (E25)
ω(Y, Z) = −1 (E26)
As one can verify that using Φ(I) = 1, Φ(X) = 1+i√
2
=
√
i,
Φ(Y ) = −
√
i¯, and Φ(Z) = i, one obtains that ω(g, g′) =
ω˜(g, g′)Φ(g)Φ(g′)/Φ(gg′), and thus R(g) ' Φ(g)R˜(g) as
required.
Appendix F: Deriving the TPS ansatz from a U(1)
SPT wavefunction
The TPS ansatz in Eq. (5) maybe also be derived
starting from the bosonic 2D U(1) SPT wavefunction of
Ref. [10]
Ψmod = Πi<j |zi − zj ||wi − wj |Πi,j (zi − wj)|zi − wj | e
−∑i |zi|2+|wi|24
(F1)
Analogously to what was done for the Laughlin wavefunc-
tion in App. (A), ψmod can be presented as a continuum
TPS using two virtual U(1) fields (φ, ϕ ∈ [0..1)) associ-
ated with the two types of particles. This results in the
following expression
Ψmod({zi}, {wj}) =
∫
Dφe−S[φ]−S[ϕ]ΠiAiBi (F2)
Ai = δ
(∫
Ozi
dl∇φ− 1
)
,
Bi = δ
(∫
Owi
dl∇ϕ− 1
)
,
S[φ] =
∫
d2r
pi
2
(∇φ)2 + 2piiφ[ρw(r)− ρ0],
S[ϕ] =
∫
d2r
pi
2
(∇ϕ)2 + 2piiϕ[ρz(r)− ρ0]
where ρw(r) =
∑
i δ(r − wi), ρz(r) =
∑
i δ(r − zi), and
ρ0 is the average density of the zi’s or the wi’s charges.
The wavefunction Ψmod actually obeys a U(1)× U(1)
symmetry, since it conserves both types of charges sep-
arately. The U(1) symmetry that preserves the SPT is
associated with the charge difference while the symme-
try associated with the total charge is superfluous here.
To disentangle these two parts, we can rewrite the above
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continuum TPS using the fields Θ = φ+ϕ and θ = φ−ϕ,
both being periodic in the interval [0..1). This results in
Ψmod(({zi}, {wj}) =
∫
Dφe−S[Θ]−S[θ]ΠiCici (F3)
Ci = δ
(∫
Ozi
dl∇Θ− 1
)
δ
(∫
Owi
dl∇Θ− 1
)
ci = δ
(∫
Ozi
dl∇θ − 1
)
δ
(∫
Owi
dl∇θ + 1
)
S[Θ] =
∫
d2r
pi
4
(∇Θ)2 + ipiΘ(Σ(r)− 2ρ0),
S[θ] =
∫
d2r
pi
4
(∇θ)2 + ipiθρ(r)
where Σ(r) = ρz(r) + ρw(r) and ρ(r) = ρz − ρw.
Next we break the superfluous U(1) symmetry asso-
ciated with the total charge, by making a condensate of
(z, w) pairs. Previously Σ(r) and ρ(r) were dependent by
the restriction that the original particle density cannot
be negative or equivalently | ∫
region
ρ(r)| ≤ | ∫
region
Σ(r)|.
As this pair-condensate density increases, this constrain
becomes less significant and we thus consider Σ(r) and
ρ(r) as independent quantities. The wavefunction then
factorizes into a product of Ψsuperfluous and ΨSPT , the
latter given by
ΨSPT (ρ) =
∫
Dφe−S[θ]Πici (F4)
ci = δ
∫
O
x
+
i
dl∇θ − 1
 δ
∫
O
x
−
i
dl∇θ + 1

S[θ] =
∫
d2r
pi
4
(∇θ)2 + ipiθρ(r)
where ρ(r) =
∑
i δ(r−x+i )−δ(r−x−i ). The above contin-
uum TPS can now be discretized by taking U(1) → ZN
and space to a lattice similarly to what has been done in
App. (A). A pleasant feature of this U(1)-SPT viewpoint
is that the divergent circulation of the U(1) vorticity is
avoided since
∫
d2rρ(r) = 0. Consequently we see no ob-
vious obstruction to placing this continuum TPS, with
the full U(1) symmetry, on a lattice. This we could not
do for the continuum TPS of the Laughlin state in Eq.
(A2)
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