In this paper we discuss the need for learning in multi-agent design systems, and the variety of forms it might take. We propose a particular method of guiding learning in these systems, describe an architecture for its implementation, and discuss how the learning should be evaluated.
INTRODUCTION
This paper is concerned with the use of Machine Learning techniques in MultiAgent Design Systems (MADS). It is clear that designers who are attempting to solve large and complex design problems require computational support, and that some aspects of these designs might be fully automatable. MADS have been proposed as a viable approach to building such design systems. They offer a variety of advantages, including extensibility, the potential for parallel activity, and the capability of acting in a distributed manner [Lander 1997 ].
In this paper we discuss the need for learning in MADS, and the variety of forms it might take. We propose a particular method of guiding learning in a MADS, and describe an architecture for its implementation.
LEARNING IN A MULTI-AGENT DESIGN SYSTEM

Opportunities for learning
Multi-agent design systems (MADS) are similar to organizations: their performance can be improved. Two characteristics of performance in organizations are effectiveness and efficiency [Etzioni 1964] . Effectiveness is the degree to which the goals of the system are attained, i.e., the quality of the solution. Efficiency refers to the
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Intensive CAD, S. Finger, T. Tomiyama, and M. Mantyla (eds.), Tokyo, Japan, December 1998, pp. 237-250. amount of resources used to produce the result. In a MADS, effectiveness is affected by the amount, distribution and use of the knowledge in the system, as well as by the accuracy and completeness of information exchange. Efficiency is affected by the details of the process used, including the number of conflicts, the amount of communication, the reasoning approaches selected, and the quality of conflict resolution strategies.
It would be nice if systems could be developed from scratch that were both highly efficient and highly effective. However, this is rare. As design systems move from addressing small and 'neat' design problems towards real-world design tasks, it becomes harder to address at development time the range of efficiency and effectiveness issues that the system will encounter at run-time.
Within a multi-agent system, it is not possible to anticipate all possible interactions between agents a priori. This is especially true for a MADS that is being asked to respond to a range of different design problems. It is also difficult to anticipate whether the knowledge that is built into the system can respond adequately to all the design situations to which it might be applied.
In addition, while problem-solving methods and heuristics may be well understood in isolation, when distributed across agents, or when interacting between agents, their behavior may be more unpredictable. Similarly, with respect to knowledge, separate development of individually consistent agents, does not guarantee globally consistent systems. Unfortunately, addition of new knowledge to try to counteract discovered flaws may lead to new problems.
Dimensions of learning
In a multi-agent design system there is no single place where learning might occur, and no single time for it to occur. Such a system is complex, with many types of knowledge and reasoning, many types of interaction, and many roles for agents to play. This complexity provides a myriad of opportunities for learning ].
There are several "dimensions" of learning in a design context. For example, the triggers of learning might include failure, success, expectations violations or perceived need to improve some aspect of the system. Learning is supported by different types of information. Some of it might be available while designing (e.g., critiques), and some after a design is produced (e.g., feedback about the design's quality). Some of it is communicated directly to the learner (e.g., another agent's design decision), while some is collected and available for retrieval (e.g., design traces).
Perhaps the most variety is found in what gets learned, i.e., the targets of the learning process. These include constraints, dependencies between design parameters, plans, preferences, and the consequences of design decisions.
FLEXIBLE AGENT LEARNING
Human problem-solvers do not persist with the same learning task forever. They start by identifying areas were they need to change their approach to the problems they face. Then they use learning in an attempt to acquire knowledge that will allow them to be better at the task. In time, the acquired knowledge will lead the problemsolvers to different decisions in situations similar to the ones that triggered the learning process in the first place.
This will have two effects. First, the need for learning in that specific area is reduced as a result of improved results achieved by the problem solver, and other areas of concern in the problem-solving process may become more important for learning. Second, the learning environment changes, as the learned knowledge is used. Therefore, the learner will not always have an indefinite opportunity to learn from a specific context. This scenario establishes several requirements and constraints for learning design agents. We will refer to them interchangeably as learners and agents, to stress their role as both design problem-solvers and adaptive entities:
• An agent has to be able to identify the areas where it needs to learn. Humans trained in identical educational environments need to learn different skills for their jobs depending on the specifics of the problem-solving that characterize their workplace. Design agents also need to learn different problem-solving skills depending on the design tasks they face and depending on the other design agents that are present in the environment.
• A learner has to cope with several simultaneous learning processes. Complex problems do not always allow for an analysis to determine where learning should occur and what should be learned in response to identified 'deficiencies' in the problem-solving. This can lead the learner to attempt to start several learning processes in response to the same deficiency. Furthermore, agents can identify several points in the problem that need to be supported through learning.
• Learners need to evaluate and prioritize the learning processes. They have to recognize whether the learning processes have led to improvements in the area that motivated the use of learning. They also need to know whether or not a learning process continues to bring any benefit for the problem it was supposed to address. If resources, such as time, memory, or data (if the information for learning is acquired through intense communication) are limited, an agent may need to prioritize its learning tasks.
Agents, like humans, have to display flexibility in learning if they are to prove efficient in constantly changing environments. The ability to determine the need for learning, the parameters of learning, where and what to learn, and the possibility of refocusing on new learning tasks are essential for multi-agent design systems. This is especially true when attempting to scale up to new problems: sooner or later the system will have to operate with knowledge and contexts that were not anticipated when the design system was developed.
THE ROLE OF EXPECTATIONS IN LEARNING
The observable world of a design agent
Design agents have knowledge about the problem domain in which they operate and about the agent environment in which they find themselves. The very idea of using agents in problem-solving suggests that agents are specialized. Specialization implies a limited view of the design domain and problem-solving knowledge that confines the agent to a given range of design tasks. In mechanical design, for example, an agent's domain can be restricted to materials and their physical properties, to assembly operations, or to product marketing. Its tasks can range from making decisions about the design, to critiquing design aspects, or to evaluating design parts.
Within its 'society' an agent may know about the roles or specializations of the agents it interacts with, about when to act, how to communicate, and how to solve conflicts with other agents. However, a realistic approach would prevent it from being able to anticipate or to compute the behavior of all the other agents in the system.
We define the observable world of an agent as the collection of features, in the design domain and in the agent environment, that the agent can 'perceive'. The observable world of an agent is constrained by the functionality built into the agent. An agent that is specialized in material selection may have no use for information about the impact of color for product esthetics and for marketing. Therefore color aspects of the designed product need not be 'visible' to the material selection agent.
A second constraint on observability is placed by the nature of an agent's access to information. If the design is distributed across a set of agents, perhaps physically over a network, relevant design information for an agent's computations may become available only through communication with other agents. This constraint applies also to aspects that describe and define the behavior of other agents, that may be relevant for an agent's planning or evaluation activity.
Expectations as basis for agent learning
Expectations express the belief that an event will happen. In a more general sense, the term event does not necessarily refer to the occurrence of the event itself, but rather to the event happening under given circumstances, or being characterized by given properties.
In our multi-agent design paradigm, expectations represent the knowledge of agents that events will occur in a pre-defined way: design parameters will be within specific ranges, responses from other agents will arrive within a given amount of time, or decisions will lead to given outcomes. As such, expectations represent a basis for action in a partially observable and partially computable world.
If agents were omniscient and had unlimited computational power, expectations would not be needed since events, values and outcomes would be computable in advance. Unfortunately, agents are limited in their anticipatory power [Cherniak 1992; Russell and Wefald 1991] , due to the constraints imposed on perceiving the world and due to their computational resources.
Expectations encode knowledge about events that are likely to occur as a combined result of the action of several agents, about properties that are likely to be satisfied as a result of lengthy sequences of computations, or about outcomes that are desired as a result of the tasks being accomplished in a given way.
Expectation violations indicate that an agent's knowledge about events, or event properties has limited validity. Therefore, if not noticed or taken into consideration, an agent will repeatedly fail in outlining and implementing its problem-solving actions. A design parameter that is set to a value that falls outside of the range expected by an agent implies that the agent does not have sufficient knowledge about the consequences of its actions. A design agent that plans to perform a task, and is unable to do so because an event does not occur or because another agent responds in an unexpected manner (with respect to time or content), holds invalid expectations about the agent environment.
Expectations can be violated in a 'good' or in a 'bad' sense. An agent may be surprised by a product cost value that is either too high or too low. In the first case, the learning is supposed to prevent, in the second case it will attempt to reinforce.
From this perspective, expectations are a measure of an agent's awareness of the global environment in which it operates. They reflect the criteria through which the agent relates to the environment. The fact that an expectation is violated leads to the conclusion that an agent has to update its knowledge so as to adjust its image about the environment. Therefore expectations are a basis for learning.
The same agent can evolve in different ways, depending on the set of expectations it holds. If a spring design agent holds expectations only about the elasticity of the spring, it will adjust its knowledge only when it is 'surprised' by new resulting elasticity values. Alternatively, the design agent may have expectations about the cost of the spring, and will react to cost values that do not correspond with the expected values. Or, the design agent may consider both types of expectations concurrently. Thus expectations represent a bias for the agent's learning process. An agent will learn only in response to its expectations.
Conversely, different agents may react in different ways to the same expectation violation. Given the different knowledge they have about design and about the other agents, and given their different observable worlds, agents will account for expectation violations in different ways.
Expectations encode points of view that guide an agent's learning. In previous work [Brown et al. 1995] we have looked at the role of points of view in agent functionality. In a similar manner, expectations about cost, esthetics, or mechanical resistance represent the points of view that an agents considers as triggers for its learning processes.
Relating expectation violations to changes in the observable world of an agent
Beyond noticing expectation violations, an agent may want to determine the factors in the design environment that have led to that violation. The factors may be located in the design values, and/or in the parameters that describe the behavior of other agents. For example, an increased electrical resistance of a spring may be correlated with a particular material and the presence of a particular evaluator agent in the design environment. The agent's goal is to capture the factors that together are likely to cause the expectation violation, and to update its expectations. In the future, this will lead the agent to make design decisions, to plan its actions, or to respond to other agents by taking into account the new knowledge it has captured about events in the design environment, or outcomes of agent decisions.
A major task faced by agents is to identify the potential factors that, if monitored, may account for the expectation violation. Given the dynamic character of the decision to learn, agents have to reason about where the information in support of learning may come from. This process may rely on dependencies between elements in the design environment. For example, a longer response time from an evaluating agent may result in a higher accuracy of the evaluation, or a higher strength requirement posted by an agent may lead to a higher product cost. In general, agents have to make use of meta-knowledge to select parameters in the design environment that 
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THE LEARNING MODEL
Controlling the agent learning
In our model, agent learning focuses on learning the circumstances that lead to unexpected events. The learning task of an agent consists of inductively developing representations for new expectations (i.e., which features lead to violations), which are then added to an agent's expectation set. Each violated expectation will trigger a learning process. The agent controls the learning process by constantly evaluating whether the process should remain active. A learning process is active until the agent determines that the learning has is stationary. This implies that the expectation violations have ceased to occur under the newly acquired representations (figure 2). Alternatively, the agent may decide to stop the learning process if it determines that the acquired information does not lead to further improvements in removing the violations for the corresponding expectation. This can be caused by the agent not being able to perceive sufficient factors to develop a representation for the circumstances that cause an expectation violation.
The use of a newly acquired expectation and the learning process for the expectation overlap. In other words, the agent starts using the new expectation, and will adjust this representation if new violations occur. This will allow the agent to dynamically balance parallel learning processes. the design agent will give primary consideration to the processes that have been least successful in removing expectation violations. However, if the learning process doesn't make improvements relatively to the number of violations seen for a given expectation, it will remove the 
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Wrapper-based learning of expectation representations
Expectation acquisition is an inductive learning process that associates features from the agents observable world (circumstances) with expectation violations. The violations of an expectation are grouped into classes, where each class represents a new expectation. The inductive learning algorithm attempts to learn a representation for each class, and the features of this concept description are the circumstances that the agent has identified as influencing the occurrence of that expectation. The new descriptions are then used by the agent in evaluating the outcomes of its decisions and, therefore, for guiding its problem-solving.
As shown in section 4.3, an agent uses meta-knowledge to identify a set of candidate features from its observable world as potential factors that may influence the expectation violation. This set of features has to be further pruned during the learning process to retain the ones that prove to be relevant for predicting the expectation violations, and to increase prediction accuracy.
To achieve this learning goal, agents use wrappers for feature selection [Kohavi & John 1997; Liu & Setiono 1997] . Wrappers apply an induction algorithm to a data set. The experiments are run by eliminating different sets of features from the training data. The task is to find a feature set that provides the highest prediction accuracy. The wrapper method proposes a set of features that are relevant for the identification of the expectation violation. Features are considered relevant if their "values vary systemically with category membership" [Gennari, Langley and Fisher 1989] . Figure 3 summarizes the learning process in the context of expectation learning. The inductive learner receives a set of features (factors) from the design environment, selected by the meta-reasoning module based on its built-in heuristics. These features are the candidate features for the inductive learner.
The learner performs a search in the space of subsets of features to identify one subset that allows for both a reduced description and good prediction of the new expectation that is being learned. The wrapper maintains several subsets of candidate features. An accuracy testing component determines the performance of each subset, and eliminates or adds new subsets of features, by providing information to a feature selector.
Wrappers have the major advantage of being able to work with different learning algorithms, as long as the algorithms have the same interface. Therefore, the approach provides flexibility in choosing and testing different learning algorithms without affecting the agent or the multi-agent system. They have also been proven to be effective in pruning large initial sets of features [Kohavi & John 1997] . Therefore, a 'weak' meta-reasoning module for the selection of candidate features can still be compensated for by the wrapper technique.
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THE AGENT ARCHITECTURE
The multi-agent architecture that we use models a group of designers. Agents act as design specialists and as group members. There are no agent hierarchies or relations between the agents that create rigid 'links' between them. However, the types of interactions between agents are predetermined, and they essentially represent the rules that create the group behavior. The interactions result dynamically, at runtime, and originate in the problem the system attempts to solve. The agents have complete autonomy in organizing their actions, with regard to the decisions they take as design specialists, or to their interactions with the rest of the group. The agent model evolved from the Single Function Agent (SiFA) paradigm [Dunskus et al. 1995] , and includes specialized, knowledge-based design agents with precise functionality. Each agent has a predefined function in the design process. The agent types we see as most important are:
• Designers -agents that are responsible for taking design decisions, such as selecting values for design parameters, or creating links between design components in a configuration process.
• Critics -agents that criticize design aspects, such as design parameter values, or weak properties of component configurations. Beyond revealing undesirable properties of the design, critics may point out constraints or quality requirements that are not met by the design aspect on which they focus.
• Praisers -are meant to praise design aspects that rate particularly highly from a given point of view. Positive evaluations are important when designers have to decide which parts of the design need to be revised and which ones should preferably remain unchanged.
• Estimators -produce estimates of design aspects, such as parameters, or component types, that are needed in design decisions, but are unavailable at that point in the design process. The unavailability is often caused by cyclic dependencies and design constraints, where computations cannot be ordered such that all the needed elements are computed in previous design steps.
The agent function types are not necessarily limited to the ones previously described. The final application domain and the scale of the multi-agent system are the factors that ultimately decide the agent types to be included in the system. All design agents have a restricted area of influence called a "target". The target represents the design elements that are the object of an agent's functionality. In parametric design problems an agent's target can be as narrow as a single design parameter. Several agents, of various functionalities, can have overlapping targets. For example, a component material can be decided by a designer agent, and can be criticized by two different critics.
Design agents can be classified on a third dimension -their domain of specialization. Agents typically group knowledge and heuristics that allow them to reason in a particular domain. In the previous example, the two critics that target the material of a component can have different domains of specialization, such as cost or reliability.
The description given so far covers one of the two main components that make up a design agent -the design layer. The knowledge incorporated at this level gives the agent the ability to function as an independent design specialist. A second layer -the interaction layer -allows the agent to be part of the design group. The interaction layer includes the knowledge that is necessary to communicate, coordinate and reach agreements with other group members (figure 4):
• Coordination: Agents act on a task-centered basis. An agent takes on, or 'assumes' a task if it decides it can achieve the requirements of the task. Once an agent has acquired a task, the scheduling of the task and its execution are entirely decided by that agent. An agent can delay the execution of a task if it does not have the necessary resources to proceed (parameter values, critiques of a given decision, etc.). Agent coordination is generated by the computational needs that arise during task execution. The coordination module searches for and acquires the information needed for the agent's computations. The availability of such information can be determined from the current design state or by querying other agents.
• Conflict resolution: Conflicts occur mainly due to constraint violations. Previous design decisions may have left no choices for subsequent design aspects that depend on these decisions. The agents that have over-constrained the design and the agent that cannot proceed as a result of these constraints have to agree on a set of values that allows them all to accomplish their respective tasks. Previous work on single function agents has looked extensively into conflict classification [Dunskus et al. 1995] , conflict detection [Berker & Brown 1996] , and conflict resolution [Brown, Dunskus & Grecu 1994] . The conflict resolution strategies that were successfully tested in the SiFA environment are reimplemented in the current agent model.
• Communication is implemented using speech acts framework with KQML [Finin et al. 1992] . Messages include performatives defining the permissible actions that an agent can attempt in communicating with another agent (e.g., 'ask', 'evaluate', 'reply' etc.). The communication is direct, i.e., it doesn't use any intermediary facilitation or mediation agents.
The multi-agent design system is implemented in the CLIPS rule-based environment [Giarratano & Riley 1993] . The machine-learning components are based on source code for wrapper techniques and inductive learning included in the MLC++ machine learning library [Silicon Graphics 1998 ].
THE EVALUATION METHODOLOGY
Given the flexibility in learning that is made possible in our approach, and the potential complexity of the MADS, it is clear that careful attention needs to be given to the evaluation of the impact of learning on the design system [Grecu & Brown 1998b] . A number of issues need to be considered for the evaluation. The first issue is the system's response to various sets of expectations. The MADS will evolve depending on the expectation types that have been encoded in 
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Meta-control the system. For example, evaluation should consider expectations that refer to only the design quality, to the design process, and also to both factors. An evaluation should reveal the degree to which expectation violations have been satisfied, the order in which they were satisfied, and the accuracy of the information learned. Also needed is information about how the presence of some expectations can increase, reduce or inhibit the satisfaction of other expectations, as well an indication of the convergence of the learning processes.
The second issue focuses on the sets of features in the design environment that are 'perceived' by the agents, that is, the observable world of each agent. The learning result will significantly depend on the features available to the agents. The features in the design environment that are visible to an agent will determine the subset that eventually gets selected by the learning component to represent new expectations. Similarly, the meta-reasoning heuristics used to select a candidate set of features as a starting point for the inductive learners will also impact the representations that are generated.
The third issue is the correlation between the sets of expectations that are initially encoded and attainment of the design objectives. Expectations act as guides that direct the system's behavior towards the attainment of those global design objectives.
Learning in real-world design problems will focus on multiple objectives. Developers will have to establish sets of expectations that will potentially cover a design system's adaptability to various sets of objectives.
Evaluation of the learning in the design system has to determine how the choice of expectations affect the achievement of global objectives, such as small area. It is also necessary to determine the limits on learning for an individual learning process, beyond which learning is not necessary or may even have undesired effects.
The fourth issue concerns interference between learning processes. Learning processes can interfere by placing conflicting demands in a certain area of the design system. In such cases it is important to determine whether a compromise is possible that satisfies each of the improvement goals to a certain degree, or whether the two goals will actually cancel themselves out.
Finally, the evaluation has to determine when a learning processes generate a "moving target" for another learning process. This happens when the information that the first process generates, determines changes in the system that modify the context of the other learning process.
An evaluation needs to identify these situations to determine how the learning processes converge and whether the resulting learned information is reliable.
CONCLUSIONS
There are several important aspects of the approach to guiding learning in MADS that have been presented here. The first, and most general idea, is that learning is distributed throughout the MADS, and that learning can occur independently and concurrently.
The second is that the learning activity is temporary, in the sense that learning is active at a particular location in the MADS until no more progress can be made with the learning or until the expectation violation is removed.
The third important aspect is that learning processes shift around the system at run time in response to expectation violations. These patterns of activation are affected by the design problem being attempted in response to a particular set of requirements. In addition, these patterns are determined by the expectations themselves, as the interaction between them and the agents' actions determine the actual violations that occur. The focus of the learning can be changed by the expectations that are set into the system when it is constructed. In some sense, manipulation of the expectations "manages" the learning, and hence the changes to efficiency or effectiveness that result.
Expectation manipulation offers the possibility of experimentation with learning in a MADS. The use of Wrappers strongly supports this feature of the system. The Wrapper allows the inductive algorithm, used to select the key features, to be changed independently of the context in which it was used. This allows Machine Learning experiments to be carried out to determine the effect of different algorithms.
We believe that learning in MADS is an important and necessary area of investigation that will ensure the effectiveness and efficiency of future design systems. The approach we have described for guiding learning in multi-agent design systems allows the flexibility needed to take advantage of the power of learning and to dynamically target it to areas that need it in the MADS. We are experimenting with our approach and details of its performance will be described in future articles. 9
