The main objective of this paper is to give more informations about classes of operators for which the distance of the identity operator and the derivation range is minimal(noted J A(H)), or maximal(noted F(H)).
J. P. Williams [21] introduced a class of operators, noted by: [10] proved the existence of such operators. In the nineties and beyond, several class of operators were introduced without study if they belong or not to the classes J A(H) and F(H).
F(H) = {A ∈ B(H)
:
Preliminary Notes
In this paper we are aiming to investigate these classes and for this purpose we survey the following definitions. A ∈ B (H) is said to be log-hyponormal if A is invertible and satisfies the following inequality:
An operator A ∈ B (H) is said to be normal if (A *
We say that A is transaloid if (α−A) is normaloid for all α ∈ C; moreover, if p(A) is normaloid for each polynomial p(α), then we say that A is polynomial-normaloid. A is said to be a p-quasihyponormal operator if
A is said to be a quasi- 
Algebraic structure of J A(H) and F (H)
Using the definition of F (H), it is easy to verify that
, and α, β ∈ C * then
If A, B ∈ F(H), then A.B ∈ F(H) and (A + B) ∈ F(H).

There exist A, B ∈ J A(H); such that A.B / ∈ J A(H) and (A + B) / ∈ J A(H).
Proof 1. Let A, B ∈ F(H) and suppose that AB / ∈ F(H). using proposition 1.1 if A ∈ F(H); then
2
. We use the same argument for J A(H).
Unfortunately J A(H) has no significant algebraic structure, but F(H) is a field for operations sum and product as it is proved previously.
Operators in J A(H)
J. A. Anderson gaves a necessary and sufficient conditions for A ∈ J A(H), Halmos and Yong Ho gave necessary or sufficient condition for A ∈ J A(H). Here we give a necessary and sufficient condition for A ∈ J A(H) and give the form of operators in the class J A(H).
Theorem 2.1[15] Let A ∈ B(H), and f an analytic function on an open set containing the spectrum of A to B(H), such that f does not vanish on σ (A). Then A ∈ J A(H) if and only if f (A) ∈ J A(H).
i
.e.I ∈ R(δ
A ) ⇐⇒ I ∈ R(δ f (A) ).
Corollary 2.1 Let A be an invertible operator such that
A = A −1 , then
A ∈ J A(H) if and only if A n ∈ J A(H).
Proof Let f be a function defined by
analytic function, such that f does not vanish on σ (A) . Using the previous theorem; A ∈ J A(H) if and only if A n ∈ J A(H).
Theorem 2.2 Let A ∈ B(H) an operator of the form
for n tends to infinity we find:
Proposition 2.1 [15] Let A, P ∈ B(H), such that P 2 = P , if I + P ∈ R(δ A ) ∩ {A} , then A ∈ J A(H).
Where {A} is the set of commutator of A.
Proposition 2.2 [15] Let A, P ∈ B(H), such that
P n → 0, if I + P ∈ R(δ A ) ∩ {A} , then A ∈ J A(H).
Operators in F(H)
Let A ∈ B(H), we note by σ ra (A) the reduced approximate point spectrum of A, the set of scalars α for which there exist a sequence (x n ) ∈ H, verifying: lim
The approximate point spectrum of A, noted by σ a (A) is the set of scalars α for which there exist a sequence (x n ) ∈ H, verifying: lim
J.P.Williams [21] proved that R n ⊂ F(H); where R n is the closure of the class of operators A ∈ B(H) which have a reducing subspace of dimension n; P.R. Halmos [10] proved that R 1 = {A ∈ B(H) : σ ra (A) = ∅} .
Theorem 3.1 Let A ∈ B(H), if A ∈ R 1 ; then A ∈ F(H).
Proof If A ∈ R 1 ; then there exist a sequence (x n ) ∈ H, such that lim 
Now if n tends to infinity we get the desired result.
Lemma 3.1 Let A ∈ B(H), if A is normaloid operator; then A ∈ F(H).
Proof If A is a normaloid operator, then A = r(A) (the spectral radius of A); so there exist α ∈ σ(A) such that A = |α| ; so if: lim
As a direct consequence of Lemma 3.1 we obtain the following corollary.
Corollary 3.1 Let A ∈ B(H), if A is a normal, hyponormal, p-hyponormal,
paranormal, p-quasihyponormal, q-quasihyponormal, (p, q)-quasihyponormal, log-hyponormal, transaloid, polynomial-normaloid, von Neumann or w-hyponormal, class A, class A (k) or absolutly k-paranormal, then A ∈ F(H).
Proof Since every given classes in the corollary is subset in the normaloid class.
Theorem 3.2 Let A ∈ B(H), if A is a quasi class ( A), k-quasi class ( A), class A (s, t) , class wA (s, t) , class F (p, r, q) or a class wF (p, r, q) operator; then A ∈ F(H).
Proof If A is a quasi class A; we have [13] (resp k-quasi class A [8] ) : if
According to definitions, the following inclusions are verified: wA (s, t) ⊂ A (s, t) and wF (p, r, q) ⊂ F (p, r, q) , and for A ∈ A (s, t), if (A − αI)x = 0, then [19] (A − αI) * x = 0; ∀α ∈ C * , ∀x ∈ H.... (1) and the same for operators of class F (p, r, q) [22] . It is obvious that if α satisfies (1), then α ∈ σ ra (A) , so A ∈ R 1 ; which implies that A ∈ F(H).
Lemma 3.2 Let A ∈ B(H), if A ∈ (W N); then A ∈ F(H).
Proof By [3] if A ∈ (W N); then A satisfies the property:
(A − αI) * x ≤ 3 (A − αI)x for all x ∈ H and α ∈ C; so for α ∈ σ a (A) there exist a sequence (x n ) ∈ H such that: lim 
Lemma 3.3 If A ∈ B(H) is a posinormal operator; then A ∈ F(H).
Proof. Let A be a posinormal operator in B(H), then: 
1; ∀X ∈ B(H) i.e. A ∈ F(H).
Theorem 3.3 Let A ∈ B(H); such that
It is known that:
Corollary 3.3 Let A ∈ B(H), be an operator of the matrix form
Proof We use the same argument as the previous proof. In the following theorem we give the condition for which the tensor product of two operators is finite.
Theorem 3.4 Let
A ∈ F(H), W an invertible operator in B(H), then A ⊗ W ∈ F(H ⊗ H). Proof. Let A ∈ F(H), then AX − XA − I ≥ 1; ∀X ∈ B(H) 1 ≤ AX − XA − I = (AX − XA − I) ⊗ I = AX ⊗ I − XA ⊗ I − I ⊗ I = AX ⊗ W W −1 − XA ⊗ W −1 W − I ⊗ I = (A ⊗ W ) X ⊗ W −1 − X ⊗ W −1 (A ⊗ W ) − I ⊗ I for Y = X ⊗W −1 , we have (A ⊗ W ) Y − Y (A ⊗ W ) − I ⊗ I ≥ 1.This proves that A ⊗ W ∈ F(H ⊗ H).
Lemma 3.5 Let
A be a C * -algebra, and let a ∈ A be an element of the class
Proof. By Berberian theorem; it is known that there exist a *-isomorphism J. G. Stampfli [18] proves that the operators of the form hyponormal + compact or Toyplitz + compact are in F(H), the next theorem is a generalisation of Stampfli theorem. 
