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Zusammenfassung
Atmosphärisches Kohlenstoffdioxid und Methan sind die wichtigsten anthropogenen Treib-
hausgase. Die Quellen und Senken dieser Gase lassen sich durch hochgenaue und repräsenta-
tive Messungen mithilfe des sogenannten „Top Down“ Ansatzes bestimmen. Bodengestützte,
fernerkundliche Messungen in solarer Direktlicht-Spektroskopie nutzen molekulare Rotations-
Vibrations-Absorptionsbanden im nahen Infrarot um die Spurengaskonzentration entlang
des Lichtweges durch die Atmosphäre zu bestimmen. Derzeit gibt es Netzwerke einigen
duzend Stationen, die weltweit regelmäßige, bodengebundene, fernerkundliche Messungen
von CO2 und CH4 durchführen. Durch diese geringe Anzahl ist die Bestimmung von
Quellen und Senken dieser Gase jedoch mit erheblichen Unsicherheiten behaftet. Ziel dieser
Arbeit ist es, die globale Abdeckung von bodengebundenen, fernerkundlichen Messungen
der Klimagase CO2 und CH4 durch mobile und portable Spektrometer zu erweitern, sodass
kampagnengebundene Messungen möglich werden.
Direktlicht-Spektroskopie erfordert hochgenaues Einkoppeln der solaren Intensität in die
Eintrittsblende des Spektrometers. Dies stellt eine Herausforderung für mobile Anwendungen
z.B. auf einem Schiff dar. Ein Sonnenfolger, der für den stationären Betrieb konzipiert war,
wurde für bewegte Plattformen so erweitert, dass die benötigte Genauigkeit von 0.05 ∘ für
Winkelgeschwindigkeiten von bis zu 6.3 ∘s−2 gewährleistet werden kann. Während einer
Messkampagne konnte dieser Sonnenfolger erfolgreich auf einem Schiff getestet werden.
Im Rahmen dieser Arbeit wurden zwei Spektrometer mit einem Auflösungsvermögen von
mindestens 12.000 für die spektralen Absorptionsbanden von CO2 (≈ 1600 nm), CH4 (≈
1650 nm) und O2 (≈ 1260 nm, als Referenz) getestet. Eines der Instrumente ist eine Gitter-
basierte Eigenentwicklung. In Voruntersuchungen wurde unter anderem ein sogenanntes
„Immersionsgitter“ aus monokristallinem Silizium getestet. Trotz der sehr guten spektralen
Eigenschaften, wurde ein Kampagnen-Instrument mit einem konventionellem Gitter im-
plementiert. Ein Teil der Arbeit umfasst die Charakterisierung des 2D-InGaAs-Detektors,
welcher Nicht-Linearitäten und unerwünschte Interferenzmuster zeigte. Das implementierte
Instrument hat ein Auflösungsvermögen von 29.000 und kann die atmosphärische CO2
-Konzentration mit einer Präzision von etwa 0.4% messen.
Das zweite getestete Instrument ist das EM27/SUN Fourier-Transform-Spektrometer. Es
wurde in Zusammenarbeit mit Bruker Optics und dem KIT entwickelt und konnte bereits
hervorragende Eignung im stationären Betrieb unter Beweis stellen. Diese Arbeit konnte
zeigen, dass auch im schiff-gestützten Betrieb während einer Fahrt von Kapstadt nach
Bremerhaven eine hoch genaue Messung mit einer Präzision von 0.03% bei XCO2 und
0.04% bei XCH4 mit diesem Instrument möglich ist (Klappenbach et al., 2015). Dieser
veröffentlichte Nord-Süd-Transekt reproduziert den inter-hemisphärischen Gradienten der
Konzentrationen beider Spurengase, mit erhöhten Messwerten in der nördlichen Hemisphäre.
Nach Kalibration ist die Messung akkurat genug um Satelliten Daten zu validieren und
ermöglicht es in einer Folgestudie Modelldefizite eines Vorhersagemodells für atmosphärisches
CO2 und CH4 zu quantifizieren.
Abstract
Carbon dioxide and methane are the most important anthropogenic greenhouse gases. The
sources and sinks of these gases can be inferred with the “top-down” approach from accurate
and representative measurements. Ground based remote sensing uses rotational-vibrational
absorption features in the Near-Infra-Red (NIR) spectral region, to retrieve the trace gas
concentration along the solar light path through the atmosphere. However, only a few tens
of sites worldwide deliver ground based remote sensing measurements of CO2 and CH4 on a
regular basis which hinders a robust evaluation of sources and sinks of these two greenhouse
gases. This approach is not flexible enough to conduct campaign based measurements.
This work aims at increasing the spatial representation of ground based remote sensing
measurements with robust and portable packing-case sized instruments. Direct sunlight
spectroscopy on a mobile platform, such as a ship, requires an accurate solar tracking
device that couples solar intensity into the spectrometer’s entrance aperture regardless
the instrument’s orientation. This work documents the development of the tracker and
reveals in a performance analysis a tracking accuracy of 0.05 ∘up to angular accelerations of
6.3 ∘s−2 which suits excellent for deployment on a ship.
Two spectrometers with a resolving power of at least 12,000 within the spectral region
of CO2 (≈ 1600 nm), CH4 (≈ 1650 nm) and O2 (≈ 1260 nm, as reference) were tested for
ship based measurements. One of the instruments is a self-developed grating spectrometer.
Initial tests investigate a setup with an “immersed grating”, made of crystalline silicon.
Despite the excellent properties, a conventional grating setup was finally implemented in
the campaign instrument. In addition extensive detector-characterization of the used 2D
InGaAs detector with respect to non-linearity as well as etalon-interference is part of this
work. The finally implemented grating spectrometer has a resolving power of approximately
29,000 and can measure CO2 concentrations with 0.4% precision.
The second instrument used within this work is the IR-Fourier-Transform-Spectrometer
EM27/SUN previously developed in cooperation with Bruker Optics and KIT. The in-
strument showed excellent results even under campaign conditions. The atmospheric
concentrations during a ship based campaign from Cape Town to Bremerhaven were mea-
sured with precisions better than 0.03% for XCO2 and 0.04% for XCH4, respectively
(Klappenbach et al., 2015). This work demonstrates that the instrument is accurate enough
to validate satellite data, proper coincidence given. The measured inter-hemispheric gradient
of both gases was used in a follow up study, to investigate model-deficiencies in forecasting
global concentrations of CO2 and CH4.
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Introduction
Carbon dioxide (CO2) and methane (CH4) are the most important anthropogenic green-
house gases (Stocker et al., 2013, Figure SPM.5). Since pre-industrial times 1750AD the
atmospheric concentration of CO2 rose by approximately 40% from 280 ppm (parts per
million) to approximately 400 ppm (Le Quéré et al., 2013). An even stronger relative rise
shows atmospheric CH4 with an increase of approximately 150% from 720 ppb (parts per
billion) to 1800 ppb within the same timespan (Dlugokencky et al., 2016). This increase is
the main driver for the anthropogenic greenhouse effect and the increase in global mean
temperatures of approximately 1 ∘C (Hansen et al., 2010).
The scientific understanding of the connection from increased greenhouse gases (GHGs)
to increased temperatures is considered very high (Stocker et al., 2013, Figure SPM.5). The
atmospheric burden of GHGs is influenced by both anthropogenic and natural sources and
sinks such as fossil fuel combustion, landfills, wetlands, photosynthesis, oceanic surfaces and
many others (e.g. Schulze, 2006; Le Quéré et al., 2013; Stocker et al., 2013). However, the
scientific understanding of these individual source and sink contributions on a continental or
regional scale is rather low and subject to large uncertainties (e.g. Stocker et al., 2013, Figure
6.15,Table 6.3, Table 6.6). In order to predict future climate a good scientific understanding
of these sources and sinks is indispensable. Not only the underlying mechanisms and drivers
that control these sources and sinks, but also the absolute amount of emitted compounds
on a continental scale play a key role.
In general two approaches aim to increase the scientific knowledge upon sources and sinks
of GHGs. The “bottom up” approach characterizes individual source and sink contributors
such as plants, eco-regions or individual animals. Upscaling of these individual contributions
is the second step to infer the global budget of GHG emissions (e.g Schulze, 1986; Dentener
et al., 2005; Denman et al., 2007; Hodson et al., 2011). This approach is complemented by
the “top down” approach. The presence of a source or sink alters the GHG-concentration
of an air-parcel. Measurements of GHGs allow to infer the source or sink strength from
gradients in the trace gas concentration. Here, global models with underlying advection
schemes interconnect individual measurements to obtain the source strength along the
interconnecting trajectory (e.g. Schimel et al., 2001; Baker, 2001; Takahashi et al., 2009;
Allen et al., 2012; Peylin et al., 2013).
This work contributes to the “top down” approach. This approach is challenged by the
globally sparse and inhomogeneous distribution of measurements (e.g. Masarie et al., 2011;
Babenhauserheide et al., 2015). Additionally an individual measurement can contribute
with various weights into the model output. This weight is dominated by both the
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Figure 0.1: Global view of greenhouse gas measurements (mainly CO2 and CH4 ) by several
networks. In-situ measurements are highly accurate point-like measurements (small black
dots). Ground based remote sensing measurements on a regular basis are organized in two
networks (NDACC and TCCON) measure total column average concentration and represent
basically the entire atmosphere overhead. With a good global coverage but low accuracy
satellite soundings can complement this global picture. Shown are valid soundings of
GOSAT measurements within 3 days provided by ACOS. The 3 day time span corresponds
to the revisit-time for the satellite to a specific geo-location. Data by (Masarie et al., 2014)
(in-situ) (TCCON-Wiki, 2015) (TCCON), (Hannigan, 2011) (NDACC) and (O’Dell et al.,
2012) (GOSAT)
accuracy of the measurement as well as on the representativeness of the measurement. This
representativeness can be increased by probing multiple parts of the atmosphere rather
than a point-like measurement. Remote sensing, in terms of spectroscopy, allows to retrieve
a representative cross-section of GHG-concentrations through the atmosphere known as
“total column average”. This total column average can be inferred from space based satellite
soundings with high global coverage, but low accuracy (Yokota et al., 2004; Butz et al., 2011;
Schepers et al., 2012, e.g.). Ground based total column measurements validate coinciding
satellite soundings as well as serving as a highly accurate and representative measurement
(e.g. Wunch et al., 2010; Feist et al., 2010; Messerschmidt et al., 2011). Table 0.1 presents
an overview on the most important CO2 and CH4 products.
However, globally there are well below fifty sites, that conduct ground based total column
measurements of GHGs on a regular basis. These accurate and representative measurements
are still too sparse to infer individual source and sink contributions of GHGs on a continental
scale (e.g. McGuire et al., 2012; Gloor et al., 2012; Babenhauserheide et al., 2015). These
ground based measurement sites require frequent maintenance and laboratory infrastructure,
which does not allow conducting campaign based measurements to increase the sparse
sampling.
3CO2 % CH4 % worldwide number citation
ObsPack (in-situ) 0.025 0.2 ≈ 160 (WMO-GAW, 2011)
TCCON (remote) 0.2 0.4 29 (Wunch et al., 2011)
Satellite (remote) 0.5-2 0.5 - 2 ≈ 1000 per day (Schneising et al., 2008)
Table 0.1: Typical accuracies for several greenhouse gas measurement techniques. Ref-
erenced to an atmospheric background concentration of 390 ppm CO2 and 1.7 ppm CH4
.
This work aims to perform highly accurate ground based remote sensing measurements
of GHGs with near infrared spectroscopy with a robust instrument, which can be operated
campaign based on a mobile platform such as a ship. The approach allows to complement
the lack of spatially accurate and representative measurements of greenhouse gases. It can
contribute to both satellite validation as well as model improvements. In addition the agility
allows to characterize local sources such as volcanic or anthropogenic emissions and can con-
tribute to an enhanced scientific understanding on the sources and sinks of greenhouse gases.
This work is structured as follows. chapter 1 introduces the most important measure-
ment techniques for atmospheric greenhouse gases. After a short introduction on in-situ
approaches, the principles of remote sensing will be given starting out with insights into
molecular absorption theory. Technical details and principles of satellite remote sensing as
well as ground based remote sensing will close this general introduction.
The structure of the following chapters orientates on the processing steps in the chain
from initial instrument design considerations to the finally evaluated total column average.
Here, each chapter starts with an introduction that presents the theoretical basics. This
introduction is followed by technical details found to be important within this work. The
chapter closes with an evaluation and discussion of the findings.
The processing chain stars at the solar tracking device in chapter 2. Focus is put upon the
challenge for mobile applications to feed the solar intensity into the spectrometers entrance
and how to compensate for movements of the platform in real time.
Two infra-red (IR) spectrometers had been used within this work. The IR-Fourier-
Transform Spectrometer “EM27/SUN” will be presented in chapter 3. The underlying
theoretical basics on Fourier Transform Spectrometry and the optical setup are presented in
the first two sections. As part of this work corrections such as DC-correction and additional
a post processing quality-filters will be presented. The section closes with a short overview
on the implemented Python1 software “CALPY-mobile”.
The second IR-spectrometer is a self-developed grating spectrometer “Ground based
RemoTeC” (GRC) as an alternative approach. chapter 4 starts out with a general in-
troduction on theoretical background. Within this work three optical setups of such a
grating instrument had been tested in a breadboard setup. Besides two approaches with
conventional gratings the third tested instrument is based on an “immersed grating” with
1https://www.python.org/, last access Jun 12,2016
4significantly enhanced dispersion, developed for space based instruments. Despite convincing
properties, one of the conventional grating instruments was chosen to be implemented in
a campaign instrument. The technical details of this instrument starting at section 4.4.
Since the data-acquisition and processing differs from the FTS instrument, the acquisition
and processing scheme will be presented before further details on the used two dimensional
detector will follow. This two-dimensional detector array poses the key feature of this
instrument development and allows to increase both sampling and signal to noise ratio of
the final spectrum. In section 4.6 the shortcomings of the detector, mainly non-linearity
and etalon-interference will be presented and how to correct for these effects. The section
closes with a laser-based characterization of the instrumental line shape as a measure of
the spectral quality. The instrumental quality with respect to trace gas measurements
will be discussed in the upcoming chapter. The section closes with the discussion how the
instrument can be further improved.
Chapter 5 gives insights on the spectral retrieval and how the total column can be
obtained from the spectral record. After an introduction on retrieval theory the impact of
the instrumental line shape will be discussed in more detail as a key retrieval contribution.
The retrievals of a consecutive day will be presented for both the IR-FTS as well as the
grating instrument GRC.
Since all the basics are presented in the previous chapters, the final chapter 6 can focus
on the campaign description of a ship-based campaign from South Africa to Germany
whilst recording the inter hemispheric transect of the greenhouse gases carbon dioxide and
methane in direct sunlight spectroscopy. Besides satellite validation this highly accurate
data set can be used to characterize model-weaknesses along the inter-hemispheric gradient
of carbon dioxide and methane. A final comparison of grating and FTS instrument closes
this work.
1 Measurement techniques for
atmospheric CO2 and CH4
In monitoring the atmospheric concentrations of CO2 and CH4 several global networks
provide data-sets with various temporal and spatial resolutions. Here a short overview of
the most important networks will be given. These networks can be divided into in-situ
networks that sample a punctual section of the atmosphere, and remote sensing networks
that typically measure an atmospheric cross-section overhead.
Besides sporadic campaign based measurements (e.g. Wofsy, 2011; Machida et al., 2008;
Feist et al., 2010; Frey et al., 2015; Hase et al., 2015) networks conduct long term mea-
surements. One of them is the observation package (ObsPack), organized by the Earth
System Research Laboratory (ESRL) which acts as a distribution platform of relevant
data for carbon cycle modeling (Masarie et al., 2014). Further data sets are available
from passenger aircraft flights that are conducted 8-12 times a year (Schuck et al., 2009;
Brenninkmeijer et al., 2007). Finally, the Total Carbon Column Observatory Network
(TCCON1) is a network of currently 28 WMO2-validated remote sensing sites that operate
IR-FTS instruments in direct sunlight spectroscopy (Wunch et al., 2011). In addition the
NDACC (Network for the Detection of Atmospheric Composition Change) with the IRWG
(Infra-Red Working Group) for sensing atmospheric trace gases in the Mid Infra-Red (MIR)
operates currently 24 sites. Note that some of the sites are both, NDACC and TCCON
sites. The last two ground based remote sensing networks are complemented by data
from the recently initiated and growing Collaborative Carbon Column Observing Network
(COCCON) (Hase et al., 2014, 2015), that uses smaller, more agile instruments in direct
sunlight spectroscopy which is also used within this work.
These ground based or aircraft supported measurements are complemented by satellite
remote sensing approaches from space. Current remote sensing satellites are passive instru-
ments such as Thermal Infra-Red (TIR) sounders like IASI3 (Phulpin et al., 2007; Blumstein
et al., 2007). Currently operating SWIR4-sounders are the TANSO-FTS-instrument on
board the Greenhouse Gas Observing Satellite (GOSAT) (Yokota et al., 2004; Kobayashi
et al., 2010) and the OCO-2 (Orbiting Carbon Observatory 2) that focuses on CO2 (Crisp
1Website: https://tccon-wiki.caltech.edu/ (last access May 31,2016)
2World Meteorological Organization
3Infrared Atmospheric Sounding Interferometer, European Organization for the Exploration of Meteoro-
logical Satellites (EUMETSAT) operated by European Space Agency (ESA)
4Short Wave Infra-Red approximately 1.4-3𝜇m
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et al., 2004). Active instruments using light detecting and ranging (LIDAR) as for example
MERLIN5 are scheduled to be launched in December 2019 (Stephan et al., 2011).
Table 0.1 reflects typical accuracies of in-situ, ground based and satellite remote ap-
proaches. The accuracy for in-situ instruments is derived from the WMO comparison
requirement. Two instruments are comparable, if they measure the same state within
a 0.1 ppm margin in the northern hemisphere and 0.05 ppm in the southern hemisphere.
For methane measurements, two instruments are allowed to deviate not more than 2 ppb
from each other (WMO-GAW, 2011). Wunch et al. (2010, Table 5) presents the TCCON
accuracy derived from in-situ aircraft profiles. The estimate of the accuracy of satellite
soundings is a challenging task and typically limited to the availability of independent
reference measurements. The accuracy also differs among individual satellite missions. This
results into a larger spread in accuracy quantification of satellite remote sensing.(e.g Butz
et al., 2011; Schneising et al., 2008).
1.1 In-situ methods
The in-situ technique can be performed as continuous measurements (e.g. van der Laan
et al., 2009; Flowers et al., 2012) that sample local air source through an inlet and analyze
it in-situ. The high chemical stability of CO2 and CH4 allows for an alternate approach
as well. Air samples can be collected in flasks and analyzed in the lab later on with
a great variety of available methods. Instruments used for in-situ measurements are
gas-chromatographic approaches (e.g. Turnbull et al., 2012), laser cavity ring down (e.g.
Crosson, 2008) or mass-spectroscopic and chemical approaches. Network structures such
as Observation Package (ObsPack) (Masarie et al., 2014; Zhao and Tans, 2006) or The
World Data Centre for Greenhouse Gases (WDCGG)6 provide standardized data access.
These point-like measurement samples can be advanced by mobile platforms such as aircraft
(e.g. Wofsy, 2011; Brenninkmeijer et al., 2007) or balloon soundings (e.g. Karion et al.,
2010) to vertical atmospheric profiles. In-situ approaches typically come along with a high
precision. Calibration with a reference gas and yields then into a high accuracy (Masarie
et al., 2001).
However limitations of in-situ records are the lack of data in remote regions such as
tropical or Eurasian mid-latitude regions since lab-infrastructure has to be present at the
measurement site as Figure 0.1 depicts. Despite the quite large number of global sites, Law
et al. (2008) could show, that it is still insufficient to infer the source strength of specific
regions (here, southern oceanic sink). She could show, that the variation in source-strength
in 1981-2002 strongly depends on the choice of network and cannot considered to be
significant in this particular case.
5Methane Remote Lidar Mission by DLR (Deutsches Zentrum für Luft- und Raumfahrt) and CNES
(Centre National d’Etudes Spatiales)
6http://ds.data.jma.go.jp/gmd/wdcgg/introduction.html, (last access May,24 2016)
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In addition the localized sampling method of in-situ approaches might deviate significantly
from the mean averaged signal of a larger region such as a model grid in the order of a few
ten to hundred kilometers.
1.2 Remote sensing
Contrary to in-situ methods, remote sensing approaches allow to obtain the trace gas
concentrations from a distance. The key idea here is to make use of absorption or emission
features of individual trace gases. This approach is widely used in astronomy to obtain the
information on the composition of extraterrestrial atmospheres stars or nebulae. But also
the earth can be observed from space via satellite remote sensing. In addition, ground based
remote sensing can be conducted from the earth’s surface and measures the average trace
gas concentration of the atmosphere overhead. In the following section the basic concepts
of remote sensing techniques will be presented, starting out with the basics of molecular
absorption. In a next step satellite remote applications will be elaborated followed by the
description of ground based remote sensing approaches.
1.2.1 Molecular absorption
In the following subsection, the molecular interaction with electro-magnetic (EM) waves
(such as infra-red radiation) will be described. Electronic transitions with higher energies
are not predominant in the IR-region but become more relevant in the UV-VIS spectral
region. The section focuses on sketching, how the spectral position and intensities of
spectral absorption or emission of IR spectral absorbing gases can be explained and why
each molecule has a very characteristic and molecule specific interaction with EM-waves.
Despite conceptually most of the content applies for other molecules as well, main focus
lies on the CO2 molecule in order to decrease the complexity of the topic. More details can
be found in Petty (2007); Atkins and De Paula (2013); Demtröder (2010).
A molecule, as a bonded state of two or more atoms, can be in different quantum
mechanical states that correspond to different energy levels. The CO2 molecule consists of
three atoms O=C=O, which are in a linear arrangement. The molecular quantum mechanical
state of this molecule can be approximated deriving it from classical considerations. In
case of the CO2 molecule the most important IR-energy states at room temperature are
rotational and vibrational ones, which can be subject to changes. Without further deduction,
the rotational quantum mechanical energy of a linear rotator (such as CO2 ) is given by
𝐸𝑟𝑜𝑡(𝐽,𝑀𝐽) = ℎ𝑐 𝐵𝐽(𝐽 + 1)⏟  ⏞  
rigid rotator
− 𝐷𝐽2(𝐽 + 1)2⏟  ⏞  
centrifugal distortion
(1.1)
Here, ℎ denotes the Planck constant and 𝑐 the speed of light. 𝐵 and 𝐷 are constants that
depend on the molecule i.e. the atomic masses and average bonding distance. The quantum
number 𝐽 = 0, 1, · · · corresponds to the rotational states, whereas 𝑀𝐽 = −𝐽,−𝐽 +1, · · · , 𝐽
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represents the degeneracy of the linear rotor. This means to a given rotational state 𝐽 there
are 𝑔𝐽 = 2𝐽 + 1 states with identical energy. The first part of the Equation 1.1 corresponds
to a rigid rotator. This approximation is refined by the second part, which represents
centrifugal deviations in atomic distances from 𝑅0 with increasing rotational energies. This
approach assumes that the rotating masses are coupled by a spring with the spring constant
𝑘.
Now, this molecule is in the state ⟨𝐽 ′,𝑀 ′𝐽 | and interacts with an electro-magnetic wave
and changes its state to |𝐽,𝑀𝐽⟩. The quantum mechanicalcoupling operator is given by the
dipole moment 𝜇 of the molecule.
𝐼𝐽 ′,𝑀 ′𝐽→𝐽,𝑀𝐽 = ⟨𝐽 ′,𝑀 ′𝐽 |𝜇 |𝐽,𝑀𝐽⟩ (1.2)
A vanishing dipole moment leads to no coupling from an EM-wave with the molecular
state and thus, no transition and in turn no molecular absorption or emission7. Note that
the Equation 1.2 already includes some approximations such as the Born-Oppenheimer
approximation, which separates the pure electronic transitions. Additionally, vibrational
transitions are separated from this approach. It can be shown, that certain selection rules
apply for the rotating, linear molecule when it interacts with electro-magnetic waves:
Δ𝐽 = 0,±1 and Δ𝑀𝐽 = 0,±1 (1.3)
This implies, that the possible energy transitions are proportional to multiples of 2𝐽 .
With respect to the spectral perspective, this leads to equi-distant absorption/emission
lines in a wave-number calibrated spectrum (see Figure 1.1).
The transition intensities, which refer to the probability to change from one state into
another, depend on both the coupling strength given by the dipole momentum 𝜇 as well as
the population density of the states. The transition probability to change from state 𝑙 into
state 𝑢, follows the Boltzmann-distribution to a given temperature 𝑇 :
𝑁𝑙
𝑁𝑢
= 𝑔𝑙
𝑔𝑢
𝑒
−(𝐸𝑙−𝐸𝑢)
𝑘𝑏𝑇 = (2𝐽𝑙 + 1)(2𝐽𝑢 + 1)
𝑒
−(𝐸𝑙−𝐸𝑢)
𝑘𝑏𝑇 (1.4)
The transition intensity increases for low 𝐽 transitions. They are dominated by 𝐽 until
the Boltzmann-factor decreases the population for higher 𝐽 , referring to higher energies.
This forms a characteristic envelope of transition intensities (see Figure 1.1).
The second relevant energetic state of a CO2 molecule is the molecular vibration. Con-
sidering a bi-atomic molecule, the potential can be pictured as displacement of the relative
7Homonuclear molecules such as N2 or O2 are spectroscopically very in-active. However other processes
such as quadrupole momenta or magnetic dipoles might allow transitions despite a vanishing electric
dipole moment.
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distance 𝑥 from the equilibrium distance 𝑅0. This can be approximated by the Morse-
potential 𝑉 (𝑥):
𝑉 (𝑥) = ℎ𝑐𝐷𝑒(1− 𝑒−𝑎𝑥)2 (1.5)
with 𝑎 =
√︃
𝑘
2ℎ𝑐𝐷𝑒
. (1.6)
Here, 𝑘 corresponds to the spring constant and is in good approximation proportional to
the bonding strength and 𝐷𝑒 represents the dissociation energy. Solving the Schrödinger-
equation for the Morse potential, the corresponding energy states to a given quantum
number 𝑣 are:
𝐸𝑣 = (𝑣 +
1
2)~𝜔 − (𝑣 +
1
2)
2~𝜔𝑥𝑒 (1.7)
with 𝜔𝑥𝑒 =
𝑎2~
2𝜇 (1.8)
and 𝜔 =
√︃
𝑘
𝜇
(1.9)
The first term of Equation 1.7 is a pure harmonic oscillator and represents a good
approximation for low rotational energies. This implies, only small displacements from the
equilibrium state 𝑅0 are allowed with this approximation. A refinement poses the inclusion
of the harmonic constant 𝑥𝑒.
For EM-transitions from one vibrational stage 𝑣 to 𝑣′, again a selection rule applies.
Without exact proof holds (Atkins and De Paula, 2013):
Δ𝑣 = ±1 (1.10)
Analogue to the rotational considerations, this selection rule represents distinct energy
differences by the EM-induced transition of a vibrating molecule. For a pure harmonic
oscillator, the energy differences for a single photonic transition process would be Δ𝐸 = ~𝜔.
In an absorption/emission spectrum, this would lead to only a single transition line. However,
anharmonicities in the Morse-Potential result into a linear decrease of the transition energies
with higher molecular states 𝑣 up to the dissociation energy of the molecule.
So the selection rules for rotational and vibrational states offer the general possibility to
observe energetic transitions from one state into another. For spectroscopy, the probability
of a specific transition is of great interest. The absorption and emission strengths, which are
typically observed in a spectrum, are proportional to the transition probabilities. Besides
the molecular dipole moment 𝜇, this transition intensity depends on the population density
of the corresponding energy level, which follows in good approximation the Boltzmann-
distribution to a given temperature 𝑇 (see Equation 1.4).
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Figure 1.1: Illustration of the rotational-vibrational energy transitions of a molecule (left).
The corresponding transition lines in are shown below. The intensity of a particular
transition is proportional to the population density of a certain energy level (light blue
balls). A high population density results into a high intensity if the transition is allowed by
the selection rules. A real atmospheric transmission spectrum of CO2 is shown right. The
P and R branch are clearly visibleas absorption lines of CO2 . Note that additional gases
-mainly water vapor- are present in this spectrum.
Figure 1.1 summarizes this section. The presence8 of a dipole moment 𝜇 in a molecule
provides the main factor whether an electro-magnetic transition takes place or not. From
considerations of the interaction between this dipole moment and the molecular quantum
mechanical state of the molecule, the selection rules Δ𝑣 = ±1 and Δ𝐽 = 0,±1 can be
derived. With respect to a molecular transition spectrum this results into a subset of
permitted transitions forming the P (Δ𝐽 = −1),Q (Δ𝐽 = 0) and R (Δ𝐽 = +1) branch.
This P,Q and R-branch repeats as an “overtone” corresponding to Δ𝑣 = ±1. Besides the
selection rule that gives the principle possibility to observe a specific transition, the popula-
tion density is proportional to the observable transition intensity. If the molecular energetic
states are in the order of 𝑘𝑏𝑇 , the intensities are proportional to the Boltzmann-distribution
and form the characteristic envelope of the P or R branch. It is worth to notice, that
each molecule, even different isotopologies of the contributing atoms, has a very specific
interaction characteristic with electro-magnetic waves, which can be used to identify this
particular molecule exactly.
Until now, only the spectral positions and intensities have been discussed, assuming an
infinitesimal narrow (𝛿-like) transition to a discrete energy 𝐸. In fact, this discrete energy
is broadened by several broadening effects. To begin with the weakest effect, the natural
line width broadening: The transition line is broadened by Δ𝜈 ∝ Δ𝐸 ∝ ~/(2𝜏) with 𝜏
8Note that this dipole moment might be non-permanent, such it is the case for CO2. Further, higher
multipole-momenta might lead to allowed transitions, but typically with low intensities as well as other
effects.
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species absorption win-
dow / cm−1
absorption
window / nm
CO2 6170 – 6400 1560 – 1620
CH4 5890 – 6150 1625 – 1695
O2 7760 – 8010
12,820 – 13,330
1250 – 1285
750 – 780
H2O 8353 – 8463 1180 – 1200
Table 1.1: A selection of spectral windows
that can be used to retrieve trace gases. These
gases (i.e. H2O ) might absorb in other spec-
tral ranges as well.
as the lifetime of the transition due to the Heisenberg-uncertainty relation. Within this
work, the natural line broadening is entirely negligible, which might not be the case for
higher resolution spectra. Contrary to natural line broadening, two further effects are not
negligible for atmospheric absorption spectroscopy: First is the temperature dependent
Doppler-broadening effect. Thermic movement of a molecular gas causes a slight wavelength
shift in both short and long wavelength range due to the Doppler effect. Typical values of
the Doppler broadening width are Δ𝜈𝑑𝑜𝑝𝑝𝑙𝑒𝑟𝒪·10−3 cm−1 (Hase, 2000). In addition pressure-
broadening effects take place, that can be pictured as collision induced deformations of the
molecular potential and an influence on transition energies9. The pressure-broadening ranges
Δ𝜈𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒𝒪·10−2 cm−1at 1000mbar Kramer (2007). Table 1.1 shows the key absorption
windows for the used trace gas retrievals in this work.
As shown before, a molecule has a specific energetic transition characteristic which
allows to identify the type of molecule and allows even to distinguish different isotopologies.
Besides this qualitative identification, quantitative information can be obtained as well.
Assuming a medium with the optical thickness 𝜏 , the spectral intensity 𝐼0 is attenuated
according to the Beer-Lambert’s law:
𝐼(𝜏, 𝜈) = 𝐼0(𝜈) exp(−𝜏) (1.11)
The optical thickness 𝜏 might have several dependencies on the optical path 0− 𝑙 and of the
gas specific absorption cross section 𝜎𝑖 and number density 𝑛𝑖 for gas 𝑖. For 𝑁 absorbing
gases follows:
𝜏 =
𝑁∑︁
𝑖=1
∫︁ 𝑙
0
𝜎𝑖(𝑧, 𝜈) · 𝑛(𝑧)𝑑𝑧 (1.12)
Starting out with this equation the trace gas concentration 𝐶 = 𝑛𝑖/𝑛𝑔𝑒𝑠 can be derived
from a spectroscopic measurement as described in chapter 5.
In summary, a qualitative measurement of gases is possible as long as EM-transitions are
present in the specific spectral range. If a spectral intensity passes through the absorbing
9This can even introduce additional transition pathways. This collision induced absorption/emission
features become more relevant, the higher the pressure and temperature of a gas, with respect to the
transition energy.
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Figure 1.2: NIR-Satellite measurement geometries: ocean glint uses the reflection on the
oceanic surface with the angle 𝛼, nadir orthogonal to the earth’s surface and target with
an arbitrary angle 𝛽.
gas a known distance, a retrieval of the concentration is possible from the absorption
strength (optical thickness 𝜏). The procedure of retrieving the atmospheric concentrations
of a trace gases such as CO2 or CH4 will be described in chapter 5 in more detail.
The application of remote sensing techniques in monitoring atmospheric concentrations
will be introduced in the following.
1.2.2 Satellite remote sensing
Contrary to in-situ approaches, remote sensing enables measurements from space. This
comes along with vast global data coverage, even in inaccessible regions such as tropic
or boreal parts of the world. Several satellite missions deliver space based data sets of
CO2 and/or CH4 already. Namely the SCanning Imaging Absorption spectroMeter for
Atmospheric CartograpHY (SCIAMACHY) (Burrows et al., 1995; Bovensmann et al., 1999),
Greenhouse gases Observing SATellite (GOSAT) (Yokota et al., 2004) and the recently
launched Orbiting Carbon Observatory-2 (OCO-2) (Crisp et al., 2004).
For Short Wave Infra-Red (SWIR) spectroscopy three viewing geometries are common.
Figure 1.2 shows these geometries of Near Infra-Red satellite instruments. In the “ocean
glint geometry” the satellite points towards the specular ocean surface reflex. Obviously
this can only be performed on oceanic regions and under distinct angles with the benefit of
a high photon flux and a precise knowledge of the light path. On the other hand both nadir
1.2 Remote sensing 13
and target-mode geometry is using the solar illuminated continental surface as light source.
In the “nadir” geometry the satellite points perpendicular to the earth’s surface. Here, the
surface albedo mainly influences the spectral intensity. In addition some instruments can
operate in “target-mode”, where the instrument observes a specific target within visible
range. Towards longer wavelengths the self-emission of the atmosphere enables additionally
“limb-scanning” geometries where the line of sight is tangent to the earth’s surface such
as the Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) instrument
(Fischer et al., 2008).
The knowledge of the light path through the atmosphere is essential for the retrieval
accuracy. This poses the major challenge in retrieving total column abundances from
space based spectra and is the dominant systematic error source (Oshchepkov et al., 2013):
Obviously the light passes the atmosphere twice in all geometries with an effective length.
Besides that, additional intensity can be scattered into the satellite spectrometer, taking
another way through the atmosphere. Butz et al. (2011) could show, that these scattering
effects can have both, shortening and enlarging effects on the light path. Unaccounted this
leads to higher/lower retrieved trace gas concentrations. Satellite instruments additionally
have to cope with low light conditions which results into small signal-to-noise-ratio (SNR).
This is the main reason why the standard deviation of satellite soundings towards ground
based remote sensing reference sites for a single measurement is in the range of 2.6 ppm
for XCO2 (Oshchepkov et al., 2013) and 14 ppb for XCH4 (Parker et al., 2011). Here,
“XGAS” stands for the measurement of the target gas (GAS) referenced to a simultaneous
measurement of a reference gas (oxygen). See subsection 5.4.1 for more details. However,
satellite remote sensing provides global coverage of measurements even in remote regions
such as the tropics or Siberian tundra. This enables studies on large scale effects like the
seasonal cycle for the individual hemispheres or the studies of year-to-year anomalies (e.g.
Guerlet et al., 2013a). Satellite data close the gap between the globally sparse distributed,
but accurate grounds based measurements and allow science on a global scale.
Several working groups worldwide develop retrieval code that evaluates the satellite
spectra and obtains the final XCO2 and XCH4 total column per sounding. Within this work
basically three retrieval products form GOSAT are used. Two variants of the RemoTeC
evaluation code, namely FP-(full physics) and proxy (Butz et al., 2011; Guerlet et al., 2013b;
Schepers et al., 2012), as well as the retrieval approach Atmospheric CO2 Observations
from Space (ACOS) ((O’Dell et al., 2012; Crisp et al., 2012)) are used within this work.
The main difference between the RemoTeC-FP and the RemoTeC-Proxy algorithm is
the way the light path through the atmosphere is estimated. While RemoTeC-FP retrieves
aerosol parameters simultaneously with XCO2 and XCH4 and takes multiple scattering
effects into account, the RemoTeC-Proxy approach is restricted to XCO2 only and uses the
retrieved CO2 column together with CarbonTracker-modeled10 CO2 as a lightpath proxy.
ACOS is, as well as RemoTeC-FP, a full-physics approach i.e. simultaneously retrieving
10Carbontracker is a data assimilation approach to infer sources and sinks of CO2 and CH4 on a regional
scale (Peters et al., 2007)
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Figure 1.3: Two scenarios that depict the challenges of satellite validation. Both show
model-concentration-fields by CAMS of total CO2 columns along the RV Polarstern track.
Satellite soundings are indicated by a blue *. Within 4 h temporal coincidence RV Polarstern
measurements are shown as dots. The black circle represents the 5 ∘ spatial coincidence
criterion. This criterion gives no coincidence for the left panel. However according to the
model-field both agree within ±0.5ppm (contour shape). Right panel shows a situation
where satellite and ship based measurements are coincident according to the spatial criterion.
However, strong gradients in the model field indicate systematic differences here.
XCO2 and atmospheric scattering properties. Differences between RemoTeC-FP and ACOS
relate to details how aerosol and cloud scattering parameters are implemented and how the
inverse problem is solved. Most importantly here, ACOS delivers many more data than
RemoTeC-FP for ocean-glint soundings since RemoTeC-FP resorts to a conservative cloud
and aerosol filtering scheme using the “upper edge” method (Butz et al., 2013). ACOS does
not deliver XCH4 .
Comparing satellite remote sensing products with ground based or model products pose
a challenging task. Not only the measurement geometries differ (direct sunlight versus
scattered sunlight) but also the retrieval procedure including the used a-priori profile (see
section 5.1) and different sensitivity with respect to altitude. Rodgers and Connor (2003)
suggested a systematic approach to inter compare these products properly. However, for
the comparison with all the GOSAT products the smoothing effect of the averaging kernel
matrix is neglected within this work. Compared to systematic errors introduced by temporal
and spatial distance these effects are assumed to be negligible.
An additional challenge poses the temporal and spatial coincidence. This might be given
for comparing model data with measurement data, since model data can be interpolated
to the measurement coordinates. However, comparisons from ground based measurements
to satellite data can rarely co-inside directly in space and time directly. To overcome this
problem the recently launched OCO-2 satellite can be operated in a target-mode, which
allows pointing directly to a ground based site. But still, there are residual differences since
the satellite integrates a broader column than the remote sensing instrument.
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However, ground-based-satellite inter comparisons can be performed on a statistical
level if enough measurement data is available (Morino et al., 2011; Parker et al., 2011).
Here a spatial (e.g. 2x5 ∘latitude/longitude) and temporal (e.g. ± 1 hour) coincidence
criterion is defined and the data inter compared. Oshchepkov et al. (2012) suggested a
refinement of this approach by inter-connecting the measurements with model-fields if the
data set is too sparse for a statistical analysis. Within this approach, two measurements
are considered coincident if the corresponding model-fields at the particular geo-location
deviate less than a given threshold (e.g. 0.5 ppm) from each other. Figure 1.3 depicts the
advantages of this approach compared to the simple radius based approach and compares
it to the pure spatial/temporal approach. Left panel shows positive coincidence with the
model-field, but flags no coincidence within the spatial/temporal criterion. The opposite
case is depicted by the right panel, where model-fields indicate no coincidence despite the
spatial/temporal criterion does. However, shortcomings of this approach is that it relies on
accurate model fields and depends on the model resolution - high resolution model fields will
lead to fewer coincidences since less fields are connected. In addition the spatial distance
within this approach is neglected, which would allow co-incidences along a large spatial
distance. Within this work the spatial/temporal criterion is used.
1.2.3 Ground based remote sensing
Basically two ground based networks operate worldwide in order to retrieve atmospheric
greenhouse gases with remote sensing techniques. The high resolution (𝑅 := Δ𝜈
𝜈
≈3·105)
Fourier Transform Spectrometers (FTS) operate in direct sunlight spectroscopy. This means,
the solar light beam is feed directly into the spectrometers entrance. This allows retrieving
the total column of a trace gas along the line of sight trough the atmosphere. Influences on
the light path due to the presence of aerosols or other scattering effects that shorten or
enlarge the light path in satellite sounding are of minor importance since the direct sunlight
is the predominant source of intensity, which makes complex radiative transfer calculations
obsolete. This allows to achieve accuracies in the total column product of 0.8 ppmv11 for
XCO2 and 7 ppbv12 for XCH4 respectively (Wunch et al., 2010). Shortcomings of remote
sensing in direct sunlight spectroscopy in general are that the measurement is only possible
under good weather conditions i.e. the sun is not obscured by clouds or other objects. In
addition the knowledge of the atmospheric condition (i.e. pressure and temperature) is of
utmost importance for an accurate retrieval. Further the high resolution instruments of
network instruments from TCCON or NDACC require infrastructure, a large, temperature
stabilized container housing and frequent maintenance (refill of cooling liquid, calibration)
and do not allow to perform campaign based flexible measurements. Previous attempts to
operate these instruments on a mobile platform yield into a sparse data set (Notholt et al.,
1995). In order to characterize sources and sinks of greenhouse gases, more flexibility would
11parts per million volume mixing ratio
12parts per billion volume mixing ratio
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allow for a specific deployment of such instruments nearby large scale sources such as cities,
volcanoes or wetlands.
Within this work the ground based remote sensing technique is used. Packing box sized
instruments are used to perform ground based remote sensing in direct sunlight spectroscopy
on a campaign basis from mobile platforms to retrieve atmospheric CO2 and CH4. This
allows inferring global effects such as the interhemispheric gradient of trace gases along
a ship based campaign. Details on the solar tracking device will be given in chapter 2.
The two different instruments are used within this work will be described in more detail in
the upcoming sections. A small Fourier Transform Spectrometer (EM27/SUN) that has
been developed for ground based remote sensing approaches by Gisi (2012) in cooperation
with Bruker Optics (see chapter 3). The second instrument is a self-developed grating
spectrometer (GRC) that is presented in chapter 4.
2 Solar tracking device
Measuring atmospheric trace gases by direct sunlight spectroscopy as described in subsec-
tion 1.2.3, implies the need for a device that feeds the solar beam into the spectrometer’s
entrance aperture. Since the air mass is an important retrieval parameter and assumed to
be the direct light-path towards the center of the solar disc, deviations here would introduce
directly systematic errors in the retrieval. In order to keep the tracking induced relative
error below the targeted 0.1%, (Gisi, 2012) showed, that a tracking accuracy of at least
0.05 ∘ is needed.
Rather than pointing the spectrometer with its entrance aperture directly towards the
sun, as it is performed by hand held sun-photometers (Volz, 1974; Brooks and Mims, 2001)
for example, automated systems are desired especially for larger devices. This automated
system can be designed in a way, that it orientates two mirrors such, that the solar beam
is constantly fed into the spectrometer’s entrance. Since this device is able to track the
sun along its movement over the sky hemisphere it is called “solar tracking device” or just
“solar tracker”.
In the following chapter the working principle of the solar tracker will be described. It
has been updated in the framework of a Master’s thesis by Bertleff (2014). The initial solar
tracker developed by Gisi et al. (2011) was able to follow the relatively slow solar movement
under stationary operation with angular speed that did not exceed 4.2 10−3 ∘s−1. To develop
the general measurement setup towards more mobile and flexible applications, stronger
movement compensations are desirable. It will be described, how the initial stationary
solar tracker can cope with faster movements of several degrees per second. Finally the
performance of the adapted solar tracker will be analyzed. Basis is the record during a
measurement campaign on board the research vessel “Polarstern”. Based on this analysis,
an estimate of the tracking requirements for car-applications will be given. Part of this
chapter are summarized from the publication Klappenbach et al. (2015) and the Master
thesis by Bertleff (2014).
2.1 Setup of the solar tracker
Each point on the sky hemisphere can be described by two angles: Azimuth (𝜑) and
elevation (𝜃). So a system that can compensate for two degrees of freedom is desired. Two
mirrors mounted on a rotation stage, with the rotating axis arranged perpendicular to
each other, can optically connect the spectrometers entrance with each point in the sky
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hemisphere. Each point on the sky hemisphere can be described by two angles: Azimuth (𝜑)
and elevation (𝜃). So a system that can compensate for two degrees of freedom is desired.
Two mirrors mounted on a rotation stage, with the rotating axis arranged perpendicular to
each other, can optically connect the spectrometers entrance with each point in the sky
hemisphere. For the use under extremely harsh environments (e.g. volcanic corrosive plume,
sea salt or sandblast) these mirrors might need to be protected or replaced periodically
(Feist et al., 2015).
The task to achieve automated tracking of the solar disc while it moves across the sky
can be performed by calculating the solar position and/or implement an active feedback
mechanism.
To begin with a stationary case, where the initial orientation of the instrument is known
and left unchanged: At a given geo-location (latitude, longitude, altitude) and a specific
time the solar position can be calculated. However, this calculation is not trivial since
the earth rotation changes due to tidal friction or unpredictable changes of the earth’s
moment of inertia. These changes are typically on the order of several 10−4 ∘day−1 (Vondrák
and Richter, 2004). Additionally atmospheric refraction changes the solar zenith angle
by up to 0.7 ∘ (Gisi et al., 2012) and is also variable over the day due to changes in the
atmospheric pressure. Since this scientific information needs to be available in real time
for pure astronomical tracking, this approach seems not practical. In addition it requires
highly accurate initial orientation of the instrument in all the three axes.
So early solar tracking approaches came up with an active feedback system (Adrian et al.,
1994; Notholt et al., 1995; Washenfelder et al., 2006) using a quadrant diode. However
this approach has it’s disadvantages. Gisi et al. (2011) showed, that deviations using this
approach can exceed 0.08 ∘ that introduces a systematic error significantly above 0.1%
in the retrieved CO2 trace gas abundance. The most severe flaw of this approach is,
that a systematic deviation occurs if the quadrant diode is not carefully aligned with the
spectrometer’s setup.
Gisi et al. (2011) proposed an active system that observes the spectrometer’s aperture
with a camera and calculates the current position 𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡 of the solar disc. The resulting
deviation 𝑒 := 𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡 − 𝑝𝑑𝑒𝑠𝑖𝑟𝑒𝑑 of the solar disc is used to adapt the azimuth and elevation
motors accordingly.
With this approach corrections for the mirror positioning motors are linked directly to
the desired solar position and brings the advantage of a high absolute pointing accuracy. In
the following this tracking principle will be called “fine tracking”.
In stationary operation, on start-up the initial position is found with astronomic calcu-
lations combined with a search pattern. Since this approach was designed for stationary
operation only the system had only to cope with the relatively slow angular velocities in
the order of 𝑣 < 4.2 · 10−3 ∘s−1. A moving platform, such as a ship, poses two additional
challenges:
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Figure 2.1: Function-principle of
the solar tracing device, connect-
ing each possible point of the
sky hemisphere optically to the
spectrometer’s entrance aperture.
Cameras supply optical feedback
on a software package, which is
in control of the azimuth and ele-
vation motors. These motors ad-
just such, that the light beam is
feed into the spectrometers en-
trance aperture. Picture taken
from Bertleff (2014)
- At start-up or after interruptions of the tracking operations, the solar tracker needs
to find the solar disk without knowledge of the observatory’s orientation.
- The control feedback cycle needs to cope with the potentially fast motion of the
platform in addition to the slow motion of the solar disk.
Basically, the implemented tracking procedure can be split into two parts, that tackle
these required adaptations: the coarse and the previously introduced fine-tracking mode.
The latter is a refinement of the concept proposed by Gisi et al. (2011). Both require
additional or exchange of hardware. Figure 2.1 shows the implemented setup.
In order to bring the solar disc into the field of view (FOV) of the fine-tracking camera the
coarse-tracking mode is used. This tracking mode relies on a 185 ∘ fish eye-lens (Lensation,
BFM2320) that is mounted on a CMOS digital camera (VR-magic, model C-9+ PRO BW
CMOS, 1288× 1032pixel2) and observes the entire sky hemisphere above the instrument.
The brightest spot on the camera image gives the approximate position of the solar disk.
A look up-table that was generated through lamp calibration in the laboratory translates
image positions into azimuth and elevation angles of the tracking mirrors.
The angular resolution of the coarse-tracking is approximately 0.15 ∘ pixel−1 and is strongly
variable within the FOV. Thus, it is not accurate enough to perform the entire tracking
process with the desired accuracy of 0.05 ∘. However, the coarse-tracking ensures that the
solar disc of about 0.53 ∘ diameter can be located within the field-of view of the fine-tracking
camera in the order of 10–15 ∘.
Once the solar image is located within the FOV of the fine-tracking camera (VR-magic,
model C-9+ PRO BW CMOS, 1288 × 1032pixel, 𝑓 = 50mm), coarse-tracking goes idle
and fine-tracking mode takes over and centers the solar image on the aperture of the
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Table 2.1: Leading contributions to the
duration of fine-tracking control cycles of
the solar tracker (average values retrieved
from housekeeping data logged during the
measurement campaign aboard RV Po-
larstern).
Task Durationms
Image acquisition ≈ 10
Image processing < 3
Motor position request 5–10
Update motor speed 5–10
Overall average ≈ 22
spectrometer through a circle fitting routine. From this routine the current position 𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡
is obtained and can be compared with the desired position 𝑝𝑑𝑒𝑠𝑖𝑟𝑒𝑑.
In order to enhance the tracking velocity for a moving platform, it is essential to update
the motor control parameters (position, speed or acceleration) as frequently as possible. To
minimize the time lost during communication between the fine-tracking camera and the
control unit (Embedded PC-System, ARK by Advantech), the camera only transmits a region
of interest of approximately 200 pixel2 out of the full camera frame of 1288 pixel ×1032 pixel
via USB. Additionally each motor is connected via its individual RS485 connection to
the control unit to enable simultaneous send and receive to/from both motors. Based on
this hardware setup, the custom-built image acquisition, processing and motor control
software achieves control cycle durations on the order of 20–30ms corresponding to an
update frequency of 33–50Hz. Table 2.1 summarizes individual contributions.
To enhance the performance additionally a proportional-differential-integral (PID) con-
troller is used. Without using this approach, the tracking system would always lag behind
the last correction. With the update rate of 𝜏 = 30ms this system could only compensate
angular velocities 𝑣𝑚𝑎𝑥 < 𝑒𝑚𝑎𝑥𝜏 = 1.5
∘𝑠−1. A PID control calculates and sets a time depen-
dent control variable 𝑉 (𝑡) (motor position, velocity or acceleration) in dependence of the
deviation 𝑒.
𝑉 (𝑡) = 𝜅𝑃 𝑒+ 𝜅𝐼
∫︁ 𝑡
𝑡−Δ𝑡
𝑒𝑑𝑡+ 𝜅𝐷
𝑑𝑒
𝑑𝑡
(2.1)
Here, the PID-parameters 𝜅𝑃 ,𝜅𝐼 and 𝜅𝐷 are determined empirically. Typically higher
values make the system more responsive to deviations 𝑒 but can cause them to oscillate or
over shoot. Smaller values however make the system more stable. Further details on PID
controlling can be found in literature (e.g. Lunze, 2013).
The choice of the control variable 𝑉 is of additional importance. The stepper motors
have the option to set a new position, velocity or acceleration. Bertleff (2014) could show
that for moving systems the acceleration variable is the best choice to minimize the residual
tracking error under movement. However, for stationary applications this system is too
responsive and the tracking residual could be lowered by approximately 60% under the use
of the angular velocity as control variable 𝑉 .
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2.2 Performance of solar tracking device
The described solar tracker was taken out for a measurement campaign on board the research
vessel RV-Polarstern operated by Alfred-Wegener-Institute, Bremerhaven, Germany. Two
spectrometers were operated in direct sunlight spectroscopy whilst most important tracker
parameters were recorded. This allows a performance analysis of the tracking accuracy for
a mobile, pitching and rolling platform. For simplicity reasons only the tracker of the EM27
instrument is evaluated. However, the tracking device of the GRC instrument shows a very
similar performance.
The solar tracker was operated upon a five week ship cruise over the Atlantic Ocean. The
software recorded all major tracker parameters (angular position, velocity, tracking error)
into a log file for every PID update interval of approximately 30ms. The data set covers over
103 hours of solar tracking including all deviations forced due to shadowing by the ship’s
infrastructure or clouds. The total tracking error of both azimuth and elevation component
𝑒𝑡𝑜𝑡 can be calculated from Equation 2.2 since azimuth and elevation are perpendicular to
each other and form an orthogonal basis.
𝑒𝑡𝑜𝑡 =
√︁
𝑒2𝑎𝑧 + 𝑒2𝑒𝑙 (2.2)
Figure 2.2 shows a typical record of the tracker parameters during the campaign. The
azimuth and elevation angles oscillate gently around an average value with an amplitude of
a few degrees (upper panel). Compared to the position the angular velocity 𝑣 oscillates
with a 𝜋2 phase shift with a few spikes (second panel). These spikes translate into strong
angular accelerations 𝑎 (third panel). After start up at 𝑡 = 0 the tracker total residual 𝑒𝑡𝑜𝑡
decreases and stabilizes within the first 10 seconds (lowest panel).
The temporal interval of 120 s represents a typical time span for two total column scans
from the EM27 instrument with a scan-time of 58 s for a 10 fold average double-sided
interferogram (see chapter 3).
Figure 2.2 shows further, that the angular position and angular velocity does not correlate
with the total tracking error 𝑒𝑡𝑜𝑡. In contrast, a clear correlation can be seen with the
angular acceleration 𝑎. This correlation can be used to give a performance estimate on the
solar tracker for the azimuth and elevation component upon. The maximum angular 𝑎𝑚𝑎𝑥
acceleration the system can compensate without exceeding the desired 𝑒𝑚𝑎𝑥 = 0.05 ∘accuracy
criteria can be derived from this analysis. To overcome sampling artifacts from unevenly
spaced intervals the angular velocity and angular acceleration is smoothed with a 5 fold
running mean on the tracker data.
Figure 2.3 shows the color coded histogram of the entire data set for azimuth (left) and
elevation (right). There is a clear linear dependency that is fitted with a linear polynomial
𝑒 = 𝑚𝑎+ 𝑏. The slope 𝑚 represents the tracker responsiveness: A perfect tracker 𝑚 = 0
would show no dependence on the angular acceleration.
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Figure 2.2: A typical tracking situation during the ship campaign. Azimuth is shown in red,
elevation in blue. The upper panel shows the angular movement, that the ship produces
in angular units. The next panels show the angular speed and angular acceleration for
azimuth and elevation. The last plot shows the typical transient oscillation of the total error
𝑒𝑡𝑜𝑡 that stabilizes within the first 10 seconds. A clear correlation of angular acceleration
with the tracking error is visible.
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Parameter set 1 set 2 unit
𝜅𝑃 0.1099 0.15 s−2
𝜅𝐼 0.1128 0.17 s−2
𝜅𝐷 25.0 32.0 s−2
𝑚𝑎𝑧 -1.350 10−2 -6.842 10−3 s2
𝑚𝑒𝑙 -6.438 10−3 -4.342 10−3 s2
𝑎𝑚𝑎𝑥 3.4 6.3 ∘𝑠−2
Table 2.2: Two different sets of PID pa-
rameters (𝜅𝑃 ,𝜅𝐼 and 𝜅𝐷) had been evalu-
ated for both the azimuth and elevation
component. The linear relation between
the angular acceleration 𝑎 and the track-
ing error is represented by 𝑚 (sign is
convention). An ideal tracking instru-
ment would yield 𝑚=0.
During the campaign the PID parameters had been changed from set 1 (green line) to set 2
(red line). Table 2.2 shows the derived parameters and the corresponding PID-parameter-sets.
The maximum angular acceleration 𝑎𝑚𝑎𝑥 this system can compensate without permanently
exceeding desired tracking accuracy can be calculated using Equation 2.4. Here the offset 𝑏
is neglected:
𝑎𝑚𝑎𝑥 =
𝑒𝑚𝑎𝑥
𝑚
(2.3)
𝑎𝑚𝑎𝑥,𝑡𝑜𝑡 =
𝑒𝑚𝑎𝑥√︁
𝑚2𝑎𝑧 +𝑚2𝑒𝑙
(2.4)
Equation 2.3 can be derived combining Equation 2.2 and Equation 2.3.
The overall performance of the solar tracker during the campaign is shown in Fig-
ure 2.4. Here, the color code represents the logarithm of the number of occurrence within
a 4 10−4 ∘interval of azimuth and elevation errors. An ideal tracker would accumulate all
points in the center of the panel. The accuracy requirement of 0.05 ∘is encircled in red and
contains 98.2% of the entire data set. Note that un-trackable deviations due to clouds or
shadowing by the ships infrastructure are included in this data set so this analysis serves as
a conservative estimate. Additionally the 1𝜎 and 2𝜎 region is shown, that correspond to
68.3% and 95.5% of the entire data set.
Since this solar tracking system is able to cope with movements on a ship, the question
arises how it would perform on a car for example. Figure 2.5 shows a typical tracking
situation on a car from a test campaign at mount Etna in Sicily (Butz et al., 2016). The
record here is sampled with approximately 400Hz, so high frequency variations can be
made visible. Analogue to Figure 2.2 the angular position, velocity and acceleration are
shown. Assuming that the solar tracking system used on the ship campaign responds linear
to angular accelerations from a car (see Equation 2.3), the resulting residual 𝑒𝑐𝑎𝑟,𝑡𝑜𝑡 can be
calculated using
𝑒𝑐𝑎𝑟,𝑡𝑜𝑡 =
√︁
(𝑎𝑎𝑧𝑚𝑎𝑧)2 + (𝑎𝑒𝑙𝑚𝑒𝑙)2. (2.5)
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Figure 2.3: Color-coded histogram of the tracking error 𝑒 (ordinate) in dependence of the
angular acceleration 𝑎 (abscissa) for the azimuth component (left panel) and the elevation
component (right panel). There are two PID-parameter sets used (see. Table 2.2) to fit a
linear dependency: Set 1 (green) and set 2 (red).
Figure 2.4: Performance of the
solar tracker. The figure shows
color coded the number of oc-
currence (𝑛𝑜𝑐𝑐) of tracking devia-
tions in dependence of elevation
(abscissa) and azimuth (ordinate)
within a 2 · 10−4 ∘interval. An
ideal device would accumulate
all measurements in the center.
Additionally the desired tracking
accuracy requirements of 0.05 ∘
is encircled (red) and the cor-
responding 1𝜎(68.3%, blue) and
2𝜎(95.5%, magenta) regimes.
The lower most plot of Figure 2.2 shows this calculated residual. The deviation is
far beyond the desired tracking accuracy of 0.05 ∘. Hence, using this solar tracker on
a car poses an additional challenge and requires further modifications. In order to sup-
press these strong angular variations a decoupling of the instrument from the platform
might be appropriate. Note, that the actual angular movements can vary strongly depend-
ing on the speed of the car, the damping system as well as on the condition of the road itself.
In conclusion, the initial solar tracking device by Gisi et al. (2012) could be modified
in the framework of a master’s thesis such, that accurate and reliable solar tracking on a
moving platform such as a ship was possible with great performance. The performance
analysis within this work is based on 103 hours of campaign data. It could be shown, that
the required tracking accuracy of 0.05 ∘could only be disrupted by un-track-able situations
such as shadowing by the ship’s infrastructure or clouds. A quantitative analysis could
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Figure 2.5: A typical tracking situation how it would occur on a car. Azimuth is shown in
red, elevation in blue. The upper panel shows the angular movement in angular units. The
next panels show the angular speed and angular acceleration for azimuth and elevation.
The bottom panel depicts the tracking error 𝑒𝑡𝑜𝑡(𝑎) using Equation 2.5. Note the narrowed
time-span compared to Figure 2.2. In general the angular accelerations exceed the one that
occur on a ship by far. Data from Julian Kostinek.
show that this system is able to compensate for angular accelerations of up to 6.3 ∘s−2 for
both azimuth and elevation.
Finally the use of this implementation for mobile applications on a car is in theory
investigated. Extrapolation of this performance to a more agile vehicle than a ship (e.g.
a car) revealed that the strong angular accelerations pose an additional challenge for
the advanced solar tracking system. Mechanical decoupling from the platform as well
as increased PID-cycle frequencies might prepare the solar tracking device for such a
challenging application.

3 The miniature Fourier Transform
spectrometer EM27 / SUN
As described in section 1.2, atmospheric trace gas abundances can be measured using
spectroscopic approaches. For ground based measurements in the near-infra red (NIR, 0.8 ≈
2.0𝜇m wavelength) Fourier transform spectrometers (FTS) are widely used in atmospheric
monitoring such as within TCCON1 or NDACC2. In the following a short introduction
on Fourier transform spectrometry will be given. Starting out with a brief theoretical
introduction the practical aspects of Fourier transform spectrometry will be sketched.
Namely a description of shortcomings of intensity fluctuations during the sampling process
and additional quality filters. Focus is put here upon the miniature FTS EM27 by Bruker
Optics.
3.1 Fourier transform spectrometry
Contrary to grating spectrometers (see chapter 4), Fourier transform spectrometers record
the spectrum as an interferogram (𝐼(𝑥)) in the Fourier space. The Fourier transformation
ℱ converts this interferogram into the spectrum 𝑆(𝜈).
𝐼(𝑥) = ℱ−1(𝑆(𝜈)) =
∫︁ ∞
−∞
𝑒𝑖 2𝜋𝜈𝑥𝑆(𝜈)𝑑𝜈 (3.1)
𝑆(𝜈) = ℱ(𝐼(𝑥)) =
∫︁ ∞
−∞
𝑒−𝑖 2𝜋𝜈𝑥𝐼(𝑥)𝑑𝑥 (3.2)
𝑖 denotes the imaginary number and 𝜈 the wave number. The optical path difference
𝑥 = 𝑂𝑃𝐷 can be introduced with multiple approaches depending on the application. For
instance optical fibers, plain parallel plates, optical resonators or Michelson interferometers
can introduce the optical path difference. Widely used in FTS instruments is the Michelson
interferometer. It consists of a beam splitter that divides the collimated entrance beam
into two beams. One of the beams usually serves as reference, remains unchanged3 and is
directly reflected back into the beam splitter after traveling the optical path of 𝑥𝑟. The
second beam is reflected back as well into the beam splitter, but here, the mirror is mounted
1TCCON stands for Total Carbon Column Observing Network
2NDACC stands for Network for the Detection of Atmospheric Composition Change
3In case of the EM27 instrument both mirrors move and introduce the double optical path difference
𝑂𝑃𝐷 = 2 · 𝑥 with the mirror movement 𝑥.
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movable in 𝑥 and introduces the optical path difference 𝑂𝑃𝐷 = 𝑥𝑟 − 𝑥. At the remaining,
fourth face of the beam-splitter the interference of the two optical paths (reference and
moving mirror) can be observed in the focal plain of a lens with a detector. The detector
records to each optical path difference 𝑥 + Δ𝑥 the intensity 𝐼(𝑥) and converts it into a
digital signal4. In theory the function 𝐼(𝑥) is a continuous function. However, in practical
applications it only can be recorded in 𝑁 discrete steps 𝐼(𝑥𝑛). This means the integral
Equation 3.1 and 3.2 can be represented by:
𝐼(𝑥) =
𝑁∑︁
𝑚=1
𝑆(𝜈𝑚)𝑒𝑖 2𝜋𝑥𝑛𝜈𝑚 (3.3)
𝑆(𝜈𝑚) =
𝑁∑︁
𝑛=1
𝐼(𝑥𝑛)𝑒−𝑖 2𝜋𝜈𝑚𝑥𝑛 (3.4)
So the continuous integral Equation 3.1 and 3.2 is replaced by the sum of discrete mea-
surement steps and transformed with the discrete Fourier transformation into the spectral
space. Note, that here the integration limits changed from infinity to the measurement
constrained 𝑥𝑚𝑎𝑥 = 𝑂𝑃𝐷𝑚𝑎𝑥 = 𝑥𝑁 (𝑥𝑚𝑖𝑛 analogue). Equation 3.4 thus can be pictured as
an approximation of Equation 3.2 with 𝑥𝑚𝑎𝑥 →∞. Further it is important to mention that
the number of samples (𝑁) have to follow the Nyquist-Shannon sampling theorem:
1
Δ𝑥 > 2 · (𝜈𝑚𝑎𝑥 − 𝜈𝑚𝑖𝑛) (3.5)
This side constraint avoids ambiguous frequencies that would occur since a discretely
sampled periodic function can be represented by a frequency higher than the maximum
sampling frequency.
The optical path difference of the interferometer is usually varied continuously, since
a stop-record-go pattern would lead to mechanical wear and unprecise movement due to
the fact that the static friction of the moving mechanics would have to be overcome each
sampling interval. In order to record the continuously varying intensity 𝐼(𝑥) within an
interval Δ𝑥, a reference laser beam travels the same optical path as the measurement
beam through the interferometer. An infinite small line width of the laser (which is a
good approximation for most applications) yields to the resulting reference interferogram
𝐼𝑟𝑒𝑓(𝑥) ∝ 𝑐𝑜𝑠(𝑥). The interferometer electronics can be designed such, that each zero
crossing of the reference interferogram triggers the measurement electronic to perform a
read out. Typical sampling frequencies are in the order of a few ten kHz. Using a Helium-
Neon-laser as a reference with a wavelength of 632.988 nm this corresponds to an optical
path difference of the same distance for each zero crossing. This implies high accuracy
requirements regarding the optical setup. After analog to digital conversion (ADC) the
result is stored as a series of interferogram intensities 𝐼(𝑥𝑛) with the sampling interval Δ𝑥.
This signal now can computationally be processed with the fast Fourier transformation FFT.
4 Detector imperfections (see section 4.6) might introduce errors here.
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It is of major importance that the sampling is equidistant. A non-equidistant sampling
would lead to sampling artifacts such as sampling ghosts (Dohe et al., 2013).
Because the instrumental line shape (ILS) is of key importance in the trace gas retrieval
(see section 5.2) a brief introduction on the ILS in FTS will be given. The ideal ILS of an
FTS instrument can be achieved with an infinite number of sampling points and 𝐼𝑖𝑛𝑓 (𝑥) to
an infinite large optical path difference in short: The ideal instrument. Real instruments
truncate this ideal measurement by the maximum optical path difference 𝑂𝑃𝐷𝑚𝑎𝑥. It
follows:
𝑆𝑖𝑛𝑠𝑡𝑟(𝜈) = ℱ [𝐼𝑖𝑛𝑠𝑡𝑟(𝑥)] (3.6)
= ℱ [𝐼𝑖𝑛𝑓 · 𝑏𝑜𝑥(𝑥)] (3.7)
= ℱ [𝐼𝑖𝑛𝑓 ] * ℱ [𝑏𝑜𝑥(𝑥)] (3.8)
= 𝑆𝑖𝑛𝑓 (𝜈) * 𝑠𝑖𝑛(2𝜋𝑂𝑃𝐷𝑚𝑎𝑥𝜈)2𝜋𝑂𝑃𝐷𝑚𝑎𝑥𝜈 (3.9)
Here 𝑆𝑖𝑛𝑠𝑡𝑟 denotes the spectrum measured by the instrument. In the step from Equa-
tion 3.7 to Equation 3.8 the folding theorem is used, where * denotes the convolution
operator. Assuming
𝑆𝑖𝑛𝑓 (𝜈) = 𝛿(𝜈 − 𝜈0) (3.10)
with 𝛿(𝑥) :=
⎧⎨⎩ ∞ if 𝑥 = 00 otherwise (3.11)
directly follows that the ideal ILS of an FTS is proportional to the 𝑠𝑖𝑛𝑐(𝜅) := 𝑠𝑖𝑛(𝜅)/𝜅
as the instrument’s response function. The theoretical resolution of an FTS that is only
limited by 𝑂𝑃𝐷𝑚𝑎𝑥 is given by
Δ𝜈 ≈ 0.6035
𝑂𝑃𝐷𝑚𝑎𝑥
. (3.12)
To reduce sampling artifacts the interferogram 𝐼(𝑥) can be filtered such, that the endpoints
vanish i.e. 𝐼(𝑥𝑚𝑖𝑛) = 𝐼(𝑥𝑚𝑎𝑥) = 0. This causes the resolution further to decrease slightly
depending on the used filter. As a rule of thumb the resolution of an FTS can be written
as
Δ𝜈 ≈ 0.9
𝑂𝑃𝐷𝑚𝑎𝑥
. (3.13)
For the EM27/SUN ILS parameters are inferred from lab-air measurements as performed
by Frey et al. (2015) using water vapor absorption as a reference gas. The retrieval of the
ils from the grating instrument (GRC) is describe in section 4.8 in more detail.
The used FTS instrument in this work is an EM27/SUN by Bruker Optics. Its properties
will be discussed in the following in more detail.
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Figure 3.1: Functions in the Fourier space 𝐼(𝑥) (left) and their Fourier transformation
𝑆(𝜈)(right). a) 𝑏𝑜𝑥(𝑤 = 1.8 cm),b) 𝑡𝑖𝑟𝑎𝑔(1.8 cm),c) 𝑡𝑟𝑎𝑝(1.8 cm, 1.8 cm and d) 𝑠𝑖𝑛𝑐( 𝜋𝑥2·1.8 cm).
The 𝑂𝑃𝐷𝑚𝑎𝑥of 1.8 cm corresponds to the resolution of the EM27.
3.2 Optical setup of the EM27
Central piece of the EM27/SUN5 Fourier Transform spectrometer (FTS) by Bruker OpticsTM
is a cube corner pendulum interferometer as sketched in Figure 3.2: The collimated ≈ 40mm
entrance beam enters the instrument’s wedged window. The wedge suppresses Fabry-Perot
etalon (see subsection 4.6.3) and additionally filters the visible part of the spectrum in
order to avoid stray light on the detectors. A flat mirror can toggle from the external input
to the internal calibration lamp. The light beam is then separated by a CaF2 beam splitter
into two individual light beams. They are reflected back into the beam splitter by two
cube-corner retro-reflectors. The cube corners are mounted on a pendulum such, that the
pending arms introduce the optical path difference of up to 1.8 cm. Since both cube corners
move at the same time an effective travel of just 1.82 = 0.9 cm is needed. From the remaining
face of the beam splitter, the exit beam is reduced in diameter by a ≈ 3mm aperture and
then focused on the 0.6mm aperture with a 𝑓 = 127mm off-axis paraboloid mirror. The
corresponding semi-field of view (sFOV) is 2.36mrad which in turn corresponds to 56% of
the solar disc diameter. Directly behind that aperture is a diffuser followed by the 1mm2
InGaAs photo-detector with a spectral sensitivity of 5000 − 11000 cm−1, that converts
the photon signal into digital values. This spectral range is suited to obtain trace gas
information from CO2, CH4, O2, H2O. In addition the retrieval on HF (hydrogen fluoride)
and HCl (hydrogen chloride) can be performed if concentrations exceed the detection limit
5SUN denotes the shipping with solar tracker
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Figure 3.2: The EM27 Fourier Transform spectrometer. The solar light enters the instru-
ment from the right through a wedged window and is split into two beams by the CaF2 beam
splitter. Contrary to the Michelson interferometer, both mirrors move and introduce an
optical path difference (𝑂𝑃𝐷), that amounts to twice the mirror travel 𝑥. The beam exits
the cube corner to the left and is focused on the InGaAs-IR-detector. Here, the interference
in dependence of the 𝑂𝑃𝐷 occurs. The Helium-Neon-laser serves as trigger source for the
electronics (ADC) to record an interferogram sampling point for each zero-crossing of the
HeNe interference intensity. The hinged entrance mirror can toggle the interferometer from
external input to the internal calibration lamp.
of approximately 1·1021molec m−2 (HCL) and 2·1020molec m−2 (HF). These two species
typically can be measured in volcanic plumes (Butz et al., 2016).
An additional filter mounted in front of the calibration lamp, allows determining the
ghost to parent ratio (GPR). As described before, non-equi-distant sampling can cause
sampling ghosts. These ghosts appear as an attenuated, shifted spectrum somewhere in
the real spectrum. The 𝐺𝑃𝑅 := 𝐼𝑔ℎ𝑜𝑠𝑡(𝜈)
𝐼𝑠𝑝𝑒𝑐(𝜈) can be measured with a narrow spectrum, with
spectral intensities only in a certain wavelength range. The filter FB1650-12 by Thorlabs
(center wavenumber: 6061 cm−1, FWHM:44.0 cm−1) provides such a characteristic. The
remaining spectral regions should not have any intensity. In presence of ghosts, intensities
besides the filter characteristics would be visible. With respect to the retrieval, sampling
ghost pose a strong disturbance, since they contain spectral information that can correlate
with the retrieved trace gas.
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The EM27/SUN is a development in cooperation between KIT and Bruker Optics. It
has indicated its long-term stability (Gisi et al., 2012) in measuring atmospheric CO2
abundances over a four month period. Even strong temperature differences due to free-air
measurements in winter as well as summer times, indicated no significant drift in comparison
to TCCON measurements. The instrument is portable and operable by a single person and
well suited to operate in stationary operation, even in remote regions with low infrastructure.
Within this work the EM27 could be operated on board the research vessel RV-Polarstern
(see chapter 6) and record the interhemispheric transect of CO2 and CH4 . Challenging,
however was the measurement from a mobile platform such as a car. Here, strong vibrations
cause the interferometer to malfunction during movement. In addition the long integration
time of approximately 12 s was too long for the strongly varying tracking conditions, even
with an enhanced solar tracker version (pers. communication A.Butz).
3.3 DC-fluctuations
A FTS-instrument records the interferogram (IFG) during the integration time. Key
assumption to apply the Fourier Transformation is, that during the measurement from
𝑂𝑃𝐷𝑚𝑖𝑛 to 𝑂𝑃𝐷𝑚𝑎𝑥the spectral signal remains unchanged. Such a spectral change can be
for example the sudden presence of a spectral absorber during the record. For atmospheric
conditions, however, this requirement is mostly given, since changes take place slowly.
However, this might not be the case by the investigation of a volcanic plume, or other
point-like sources, that might have strong variability in trace gas concentration along the
line of sight.
In addition the absolute intensity of the spectrum might change due to cloudy conditions
or other disturbances. For this reason the interferogram should be recorded in the DC6-mode.
The correction scheme is described in the following.
Figure 3.3 shows an example spectrum that is affected by DC-fluctuations. In addition
the smoothed interferogram is shown. The smoothing here is a 5 times running mean upon
𝑛 = 61 IFG-samples. It is equivalent to
𝐼𝑠,𝑚(𝑥) = 𝐼𝑚(𝑥) * 𝑏𝑜𝑥𝑛(𝑥) (3.14)
𝑏𝑜𝑥𝑛(𝑥) here indicates a box function that is 0 except for n-samples and * denotes the
convolution of the two functions.
From the smoothed interferogram 𝐼𝑠(𝑥) the DC-parameter 𝐷𝐶𝑝𝑎𝑟 can be derived using
𝐷𝐶𝑝𝑎𝑟 =
|𝐼𝑠(𝑥)|𝑚𝑎𝑥 − |𝐼𝑠(𝑥)|𝑚𝑖𝑛
|𝐼𝑠(𝑥)|𝑚𝑎𝑥 . (3.15)
6DC stands for direct current contrary to AC (alternate current) record scheme, where 𝑑𝐼(𝑥)𝑑𝑡 is recorded
instead.
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Figure 3.3: Example DC-affected interferogram of the EM27 (left). The center burst
at 𝑂𝑃𝐷=0 exceeds the shown plot by a factor of approximately 1.6. The smoothed
interferogram 𝐼𝑠 is shown in red. It is used to obtain DC-characteristics as well as for the
DC-correction. The corrected interferogram is shown right.
The𝐷𝐶𝑝𝑎𝑟 can be used to characterize and flag DC-affected spectra and discard them from
the scientific data set. A value of 𝐷𝐶𝑝𝑎𝑟=0 corresponds to a non-DC-affected interferogram,
whereas a value of 1 would mean a maximum of the DC-fluctuation. This corresponds to a
total loss of intensity in the interferometer during the record. In the course of a ship based
campaign (see chapter 6) the DC-threshold of 5% could be found. This empirical threshold
selects with good accuracy DC-affected spectra and removes them from the data set.
However its capabilities are limited. For instance a small, but high-frequent dc-fluctuation
might pass the filter but cannot be corrected properly (according to Equation 3.16) since the
smoothed IFG cannot follow this high frequent noise. However, these kind of fluctuations
are rare in the stationary or mobile operation on a ship, but might become more frequent
at the operation on a car (see Figure 2.5).
As long as the variation in the DC-IFG signal can be followed properly by the smoothed
function 𝐼𝑠(𝑐) the dc-correction can be applied as suggested by Gisi (2012):
𝐼𝑐(𝑥) =
(︃
𝐼(𝑥)
𝐼𝑠(𝑥)
− 1
)︃
· 𝐸 (3.16)
Here 𝐸 := ⟨|𝐼𝑠(𝑥)|⟩ as the mean intensity of the smoothed interferogram. In case of the
EM27 record the parameter 𝐸 ranges from 0 to approximately 0.5 and is proportional
to the exposure. The exposure parameter can additionally be used to discard unexposed
records form the data set. A threshold of 0.05 (equivalent to approximately 10% of full
detector exposure) can empirically be found to discard the weakly exposed spectra from
the data set.
These two corrections are applied automatically in a self-programmed routine that will
be described in section 3.5.
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3.4 Quality filters
Various effects disturb the retrieved final total column mixing ratio of XCO2 and XCH4 .
Goal is to define quality filters that remove the affected spectra and discard them as soon
as possible from the processing chain in order to lower the computational effort. Basically
three filters can be applied that will be described in the following. Underlying data-set
is the Polarstern record as described in section 6.1. The well mixed oceanic air is little
influenced by local sources such as power-plants forests swamps or others, and can be used
to constrain the filter-threshold. Outliers are more likely measurement artifacts rather than
a real signal.
The first applicable filter is the exposure filter. Since the EM27/SUN records the spectra
regardless the illumination conditions, cloudy scenes or other shadowing effects have to be
removed from the data set. If the maximum intensity (IFG𝑚𝑎𝑥) is lower than the threshold
𝑇𝑒𝑥𝑝 then the spectrum will be discarded. This threshold was set to 5% of the maximum
possible IFG-value. In addition over-exposure could prevented and would be filtered out if
80% where exceeded. Since overexposure did not occur, this filter was never active. Note,
that previous EM27/SUN instruments recorded negative values of the IFG. Because of that
the absolute value is taken instead.
The second applied filter is the DC-filter as described in the previous section. Here the
filter threshold of 𝑇𝐷𝐶 = 0.05 was found to give the optimal balance between data yield
and data quality.
The two previous filters are applicable before the computationally costly retrieval proce-
dure. As a post-processing step a third quality criteria can be used: The O2 filter. Since the
oxygen total column typically is retrieved as well, and the relative change in atmospheric O2
concentration is rather constant this record can serve as a reference. The partial pressure
of the oxygen can be calculated:
𝑝𝑔𝑎𝑠 =
𝑁𝑔𝑎𝑠𝑀𝑔𝑎𝑠𝑔(𝑙𝑎𝑡)
𝑁𝑎
(3.17)
𝑁𝑔𝑎𝑠 = 𝑁𝑂2 denotes the number of O2 molecules, 𝑀𝑔𝑎𝑠 = 𝑀𝑂2 the molar mass, 𝑔(𝑙𝑎𝑡) is
the latitudinal dependent gravitational acceleration and 𝑁𝑎 the Avogado constant.
Assuming a constant mass-mixing ratio of 𝐶𝑟𝑒𝑓,𝑂2 = 0.23135 the total pressure can be
calculated including the contribution of H2O and can be referenced to the measured pressure
𝑝𝑚𝑒𝑎𝑠 at station height:
𝑅 = 𝑝𝑂2/𝐶𝑟𝑒𝑓,𝑂2 + 𝑝𝐻2𝑂
𝑝𝑚𝑒𝑎𝑠
(3.18)
Ratio 𝑅 can be used as a sanity check on global retrieval parameters such as solar zenith
angle, timing or assumed field of view (FOV). Deviations from unity indicate that these
parameters might be incorrect ad filtered out.
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Figure 3.4: RV Polarstern data (see section 6.1) of the ratio 1−𝑅 (see Equation 3.18) in
temporal dependence (left) and latitudinal dependence (right). Note the systematic pattern
at approximately 10-25 ∘North. The source of this deviation remains unclear. Comparisons
with modeled CO2 concentrations confirmed this systematic deviation (Frédéric Chevallier,
personal communication).
Figure 3.5 shows the effects of the O2 and DC-Filter. It can be seen, that they filter for
individual error sources, since only a few data points are filtered by both filters.
With the Polarstern-data-set a threshold of 𝑇𝑂2 = 0.003 could be found to be suitable.
Note, that all measured quantities (O2,H2O and 𝑝𝑚𝑒𝑎𝑠) introduce measurement errors, that
might disturb the filter approach. In fact, a systematic change in the ratio can be observed
with unknown source. Parameters like the ghost-to-parent ratio (GPR) (see section 3.2)
are not suspicious. A likely candidate might be interference with water vapor or the
H2O -a-priori profile. Email communications with Frederic Chevallier7 revealed systematic
model-measurement deviations in this particular region. This hints to re-investigate the
approach on referencing by the O2 column for the XCO2 . It might be possible, that
rationing by oxygen column introduces more systematic errors, than it corrects for.
3.5 Spectral calibration - CALPY-mobile
To obtain the trace gas abundances of the EM27 a spectral retrieval has to be performed
as described in chapter 5. For this purpose a set of auxiliary data has to be provided for
the retrieval. So far the retrieval is only performed on stationary instruments, which did
not change its position in means of latitude and longitude. With this change in position
a change in atmospheric state comes along that has to be accounted for in the retrieval.
Additionally the calculation of the solar zenith angle 𝜃 changes with the position. The
required pointing accuracy for the solar tracker of 0.05 ∘(see chapter 2) holds as well for the
calculation of the solar zenith angle in the retrieval to ensure a retrieval error below 0.1%.
The calculation of the solar zenith angle can exceed the 0.05 ∘requirement by deviations of
the station from 5 km onwards. This implies the need to account for the moving position in
7Frédéric CHEVALLIER,Lab. des,Sciences du Climat et de l’Environnement, France.
36 3 The miniature Fourier Transform spectrometer EM27 / SUN
10-3 10-2
O2-filter / AU
10-2
10-1
100
dc
-f
ilt
er
 / 
A
U
40% 50%
60%
70%
80%
90%
Mar-22 - Mar-25 2014
0.08
0.17
0.25
0.33
0.42
0.50
st
d 
C
O
2
/ p
pm
Ma
r-2
2 0
0:0
0
Ma
r-2
2 1
2:0
0
Ma
r-2
3 0
0:0
0
Ma
r-2
3 1
2:0
0
Ma
r-2
4 0
0:0
0
Ma
r-2
4 1
2:0
0
Ma
r-2
5 0
0:0
0
Ma
r-2
5 1
2:0
0
Ma
r-2
6 0
0:0
0
date utc
388
390
392
394
396
398
400
402
X
C
O
2
/ p
pm
DC-flagged
O2-flagged
O2 and DC
-flagged
filtered
Figure 3.5: A sub set of the Polarstern data-set of four representative days. Left figure
shows the logarithmic color-coded standard deviation in the XCO2 record in dependence
on the O2 filter threshold (𝑇𝑂2 ,abscissa) and the DC-filter threshold (𝑇𝐷𝐶 ,ordinate). In
addition the data-yield is overlaid (black lines). The right figure shows the effect of the
individual filters in the time series. It can be seen, that they filter for different effects since
the have only a few data points in common.
the retrieval. In addition the spectral calibration of the spectrometer’s output has to be
performed that ideally applies quality filters as well as corrections to the data set.
Preferable spectral input files for the PROFIT retrieval programme executable is a binary
format with prior ASCII-header. This requires several steps in the pre-processing involving
multiple programmes: The spectral records in the OPUS8-format were exported with a
special script (CalA.mtx) to a ASCII data-point table. It required the previous creation
of the required pressure-temperature profiles (pT-files). This in turn was done by an
email-request to the Goddard-automailer9, and the creation of these files with an external
program. After the first step, the next step (CalB.mtx) creates the .BIN-files that serve as
an input for PROFFIT.
In order to simplify this data-processing the Python-Based script CALPY10 was developed.
The initial version of CALPY had been expanded heavily within this work to CALPY-mobile.
The pre-processing includes automated download of the pT-profiles from goddard-automailer
and preparing the pT-files for the use in PROFFIT. Additionally the recorded spectra in the
OPUS-format are loaded, DC-corrected (if desired) and exported together with the desired
additional data (such as solar zenith angle etc.) into the PROFFIT readable .BIN format.
In addition multiple intermediate processing data are stored into an ASCII log-file, which
can be used for the post-processing. Optionally CALPY-mobile outputs the a-priori-profiles
in the PROFFIT-format from model-ncdf-data files. Figure 3.6 shows the input-output
scheme of calpy-mobile. Minimum requirement (light green) is the input-configuration
file, external data such as ground pressure and temperature values and the spectra in the
8FTS-recording software by Bruker, https://www.bruker.com/products/
infrared-near-infrared-and-raman-spectroscopy/opus-spectroscopy-software.html(last
accessed: 19.05.2016)
9Provided by NASA: http://acdb-ext.gsfc.nasa.gov/Data_services/automailer/
10Involved: Frank Hase, and Michael Gisi
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OPUS-format. The output then directly can be processed using BAT-SU.exe and then
BAT-EX.exe (or BAT-EXPP.exe) to start the PROFFIT job.
CALPY-mobile could be advanced to replace the BAT-SU and the BAT-EX in further
versions in order to simplify the work flow further.
In summary, intensity fluctuations during the sampling period of the Fourier Transform
Spectrometer can be corrected automatically with the DC-correction. In addition this
correction can be used to filter for strongly affected measurements in order to exclude
them before the computationally costly retrieval starts. The threshold of 𝐷𝐶𝑝𝑎𝑟 > 0.05
was found to discard affected spectra properly. The self-programmed python-software
package “CALPY-mobile” performs the correction and discards measurements according
to the threshold. In addition this software collects auxiliary data such as meteorological
profiles or trace gas profile a-priories from model data in preparation for the retrieval with
PROFFIT.
In addition the measured ground pressure can serve as an additional filter criterion with
comparisons to the measured oxygen total column, that can assumed to be constant. A
filter threshold of 𝑅 > 0.003 removes false measurements from the data set reliable after
the retrieval process.
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4 Grating spectrometer for mobile
applications
High resolution FTS NIR spectrometers, such as used by the TCCON network (see sub-
section 1.2.3) are well established instruments for accurate trace gas measurements. The
EM27/SUN (see chapter 3), as a moderate-resolution FTS with a resolving power of ap-
proximately 12,000 could show already great performance under stationary conditions and
even on board the research vessel Polarstern in direct sunlight spectroscopy (see chapter 6).
However, this instrument is less agile due to its moving parts. On strongly vibrating
platforms (e.g. car) the interferometer regularly fails (personal communication A.Butz).
Flexibility is required to infer the source strength of a localized source of CO2 and CH4 as
it can be performed with traverses (passing by a source). To drive mobile remote sensing
techniques towards more flexibility the development of a NIR grating spectrometer will be
described in the following.
This chapter is structured as follows: Theoretical basics of NIR-Grating spectrometers
with focus on a portable and robust instrument will be given first together with the require-
ments the instrument should comply with. Then, the basic setup of grating spectrometers
is described, including the required optical and mechanical parts. An inter comparison of
three grating setups, including a highly dispersive “immersed grating” will be presented. A
brief sketch on the data acquisition and evaluation scheme will be given, before the finally
implemented setup of the grating spectrometer will be described in detail. A considerable
part of this section discusses detector characteristics, such as non-linearity and etalon-
interference, and approaches to correct them. The section closes with the description of the
data processing step from a raw record to the calibrated spectrum as well as a discussion
on future instrumental improvements.
The idea of using a NIR-Grating spectrometer for mobile atmospheric measurements is to
take advantage of the mechanical robustness of such instruments. Grating spectrometers can
be designed without moving parts. If moving parts (e.g. a rotating grating) are chosen, their
movement is typically non-critical and deviations can be corrected. This allows constructing
a robust campaign instrument, which can cope with vibrations or strong accelerations.
Downside, compared to FTS instruments, is, that usually only the prior selected spectral
windows are available, rather than the entire spectral range the detector can resolve. This
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comes along with integration times (the time for a single record) that are up to 3 orders of
magnitude shorter than the FTS - a valuable feature under strongly variable conditions.
The requirements for the instrument are a spectral resolving power 𝑅 := 𝜆Δ𝜆 =
𝜈
Δ𝜈 of
approximately 6400 or better. Here, 𝜆 represents the wavelength and Δ𝜆 the minimal
distance of two resolvable intensities. This resolving power corresponds to a spectral
resolution of Δ𝜆= 0.25 nm at 1600 nm. The spectral windows should cover the absorption
range of carbon dioxide (CO2 ) methane and (CH4 ) as well as the spectral absorption
region of oxygen (O2) as reference (see Table 1.1).
One person should be able to move and operate this instrument and poses the requirement
with respect to the physical dimensions and weight. Power consumption should be suitable
for field-deployment.
4.1 Optical setup of grating spectrometers
The task of a spectrometer is to measure the intensity within a specific wavelength range.
This can be performed by the projection (lens or mirror) of a defined input (e.g. a slit
aperture) on a detector (e.g. CCD camera), where the image position on the detector is
dependent on the wavelength. Central piece of such an instrument is the dispersing element
(e.g. prism or grating), which introduces a wavelength dependent angular dispersion which,
in turn, alters the position on the detector image. These dispersing elements typically need
a plane wave front. This requires two imaging components (e.g. lens or mirror). Here, the
first imaging element forms a plane wave front on the dispersing element, as desired, and
the second imaging element focuses the image on the detector.
The following chapter gives a brief overview of the most important optical features. The
content is summarized from Hecht (2014), James (2007) and Demtröder (2013).
4.2 Diffracting elements
Two optical elements can be used to perform a wavelength depended deflection of light to
be used in spectrometers: Gratings and prisms.
Prisms are dispersing elements that make use of the change in refractive index 𝑑𝑛(𝜆)
𝑑𝜆
.
Under specific incident angle 𝜃𝑖𝑛 on a surface with the refractive index 𝑛(𝜆) Snell’s law
gives the relation to the outgoing beam 𝜃𝑜𝑢𝑡:
𝜃𝑜𝑢𝑡(𝜆) = arcsin
(︃
𝑛𝑖𝑛(𝜆)
𝑛𝑜𝑢𝑡(𝜆)
sin(𝜃𝑖𝑛)
)︃
(4.1)
Typical values of 𝑑𝑛(𝜆)𝑁𝐵𝐾7
𝑑𝜆
range in the order of 0.12-2.9·10−4 nm−1 for a widely used
NBK7-glass. This value increases drastically towards the shorter wavelength range of 400 nm
and below. The dispersion relation is typically low in the IR-region, so for IR applications
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and a small instrument the use of a prism is less suitable using most of the conventional
glasses.
Gratings, however, are based on an interference condition depending on the angle 𝜃𝑖𝑛.
Since a multiple of the specific wavelength gives the same interference condition, the grating
equation might have multiple solutions:
𝜃𝑜𝑢𝑡(𝜆) = arcsin (𝐺𝑚𝑛𝜆− sin(𝜃𝑖𝑛)) (4.2)
Here, 𝐺 = 1/𝑠 is the grating constant and the inverse of the periodic spacing 𝑠. 𝑚
denotes the diffraction order, that is a whole number and might also have negative values.
𝑛 stands for the refractive index of the medium, the grating is embedded. For conventional
gratings, 𝑛 = 𝑛𝑎𝑖𝑟 ≈ 1 applies. Typical values of 𝐺 range from a few ten to 3600 lines mm−1
or more.
Both grating and prism can disperse different wavelengths separated by Δ𝜆 under different
angles Δ𝜃. These angles can be projected into the image plane with a lens (or mirror)
of the focal length 𝑓 . This translates the angular dispersion into a spatial dispersion
Δ𝑥 = 𝑓 tan(Δ𝜃) ≈ 𝑓Δ𝜃 in the image plane. A detector pixel in the image plane integrates
the intensity along the pixel width 𝑤𝑝𝑖𝑥. An individual pixel in the image plane of a grating
instrument samples the spectral width Δ𝜆 according to
Δ𝜆𝑝𝑖𝑥|𝜆 = 𝑤𝑝𝑖𝑥
𝑓 𝑑𝜃𝑜𝑢𝑡
𝑑𝜆
|𝜆
(4.3)
=
𝑤𝑝𝑖𝑥
√︁
1− (𝐺𝑚𝑛𝜆− sin(𝜃𝑖𝑛))2
𝑓 𝐺𝑚𝑛
. (4.4)
For a high resolution instrument a small Δ𝜆𝑝𝑖𝑥 is desired. Note, that typically the pixel
width 𝑤 has a certain limit that defines the sampling width Δ𝜆. As a rule of thumb
Δ𝜆𝑝𝑖𝑥 < 5Δ𝜆𝑜𝑝𝑡𝑖𝑐 should hold to ensure a proper sampling of the spectrum. In order to
construct a small instrument, a small focal length 𝑓 is necessary, since large focal lengths
need space. According to Equation 4.4, this has to be compensated by a high angular
dispersion 𝑑𝜃𝑜𝑢𝑡
𝑑𝜆
.
In order to increase the angular dispersion, the grating order 𝑚 can be increased such as
it is performed with Échelle gratings. This can be further enhanced by the combination
of a grating with a prism. Such a “grism” or “immersed grating” is highly dispersive and
allows to construct small instruments such as it is desired for satellite applications (van
Amerongen et al., 2010; Ebizuka et al., 2002, 1998). The use of immersed gratings is further
investigated in subsection 4.3.1.
Additional to the resolution and sampling related parameters, instrumental line shape
(ILS) is of major importance for the retrieval (see section 5.2). Here, the optical components
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introduce numerous possible imaging errors that cause a point-like source object not to
be imaged like a point. These imaging errors can be diffraction on apertures, chromatic
aberration, spherical aberration, coma, astigmatism or simply de-focus, which decrease
the performance of the instrument’s imaging properties. Deviations from the optical axis
typically increase these aberrations. Thus, lowering the effective aperture of an optical
system typically decreases these image deviations drastically, with the drawback of less
intensity on the detector. The f-number defined as 𝑓# := 𝑓/𝑑 is an indicator for how much
light passes the system. Here, higher f-numbers stand better image properties, but less light
on the detector and longer integration times. Additionally, the off-axis-angles introduce
image aberrations. These angles typically occur with the use of imaging mirrors in an
optical system instead of lenses. The source (the element in front of the mirror, for instance
a light bulb) and the target component (the element after the mirror, e.g. detector) cannot
be at the same physical location and thus mirrors always introduce off axis angles. Off-axis
effects might cancel out partly, if two mirrors with contrary off-axis angles are used1. In
order to eliminate chromatic aberrations and additional surface reflexes of lenses, imaging
mirrors present a valuable choice within the framework of optical systems.
4.3 Design concepts for a NIR-grating spectrometer
In designing a grating spectrometer, numerous parameters have to be taken into account
which are depicted by James (2007) and summarized in the following. The choice to of
the grating, focal length, aperture, entrance slit and detector as well as the breadboard
and the use of field stops can be implemented in various ways. Additionally practical
aspects such as availability of optical components, thermal stability, force free mounting of
the optical elements or damage prevention due to user-interaction, focus adjustments and
many other aspects have to be taken into account. Here, just a very brief summary of the
most important aspects and design considerations will be given. First a suitable mounting
configuration will be described. Then the technical aspects such as the focal length or
the use of an immersed grating compared to conventional gratings will be discussed. The
section closes with the description of the final instrument.
Grating spectrometers can be implemented in multiple ways. Figure 4.1 gives a selection
of mounting configurations. The Ebert-Fastie-mounting uses just one mirror for collimation
and refocus. Main disadvantage here is, that it is difficult to adjust and stray light cannot
be controlled well since most of the beams overlap. The Littrow-Mounting uses just one
mirror as well with the condition that the entrance angle on the grating equals the exit angle
𝜃𝑜𝑢𝑡 = 𝜃𝑖𝑛. This results into optimal grating efficiency but only allows very small entrance
and exit apertures that can be used in monochromators. The Czerny-Turner-Mounting
is the most flexible mounting configuration that allows adjusting two mirrors. Separated
1Telescopes are a good example: They have a large-diameter primary mirror and a smaller diameter
secondary mirror (e.g. Newtonian, Cassegrain or Gregorian Telescope). However off-axis angles occur
as well but average to a symmetric distortion
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Figure 4.1: A selection of grating mounting configurations. Ebert-Fastie (left), Littrow-
mounting (middle) with entrance and exit aperture above and below principle plane, and
the widely used Czerny-Turner-configuration (right).
beams allow introducing stray light suppressing apertures. In addition this configuration is
flexible enough to integrate a broad detector instead of a small exit aperture.
In order to find the initial setup design for the grating spectrometer, a self-programmed
MatLab™ routine was used, to simulate a Czerny-Turner spectrograph with geometric ray
optics that gives an estimate on resolution, aberrations and physical dimensions of the
instrument. The specifications of the optical elements such as focal length, aperture, ruling
of the grating, slit width and many others can be tried out and simulated in real-time.
First possible setups were simulated and tested on a breadboard in the second step. Most
important here was the question of the focal length to use. Mirrors with the focal length of
300 and 500mm where available “of the shelf”. Three setups were simulated and tested in a
breadboard setup: Two conventional Czerny-Turner setups with 𝑓=300mm and 𝑓=500mm
focal length. The third design is a setup with an immersed silicon grating. Before the
results will be discussed, the immersed grating will be discussed in more detail.
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Figure 4.2: The used immersed grating (top left) and the used breadboard setup (bottom
left). The fiber coupling is in the upper right section. A 90 ∘imaging mirror collimates
the light into the immersed grating. Since there is little space available lenses instead of
mirrors image the spectral information on the detector (left). On the right hand side is a
ray-simulation of silicon grating as it was available - the angle of the right corner is 𝛼 = 60 ∘.
Note that the oxygen-spectral region (1250-1285 nm)does not exit the prism surface but is
reflected by a total reflection.
4.3.1 Immersed grating concept
Equation 4.3 depicts that a high resolution instrument can be implemented by increasing
the focal length or the angular dispersion of the dispersing element (grating or prism).
Increasing the focal length, however, typically results into a larger instrument. Thus
increasing the angular dispersion can result in a small and high resolution instrument.
Crystalline silicon has a refractive index in the order of 𝑛𝑆𝑖 ≈ 3.4 (Li, 1980) whereas the
refractive index of a typical glass 𝑛𝐵𝐾7 ≈ 1.5 in the near infrared wavelength domain.
According to Equation 4.3 the instruments resolution can be improved drastically using
silicon as immersed substrate. The overall performance regarding resolving power or free
spectral range of grating spectrometers increases for short wavelength regimes (i.e. in the
UV region). An immersed grating can be pictured as a grating inside an optical medium
with the refractive index 𝑛. Here, inside this medium the vacuum wavelength is shortened
by the refractive index 𝜆𝑛 = 𝜆𝑣𝑎𝑐/𝑛 and thus enhances the grating performance. Note, that
this only applies for configurations where the grating surface and the immersed surface are
not parallel to each other but under the angle 𝛼 ̸= 0.
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The immersed grating was a loan from SRON2 as a development sample (ID# 11-10-13)
(van Amerongen et al., 2010). The design wavelength is 2305-2385 nm with a prism angle
of 𝛼 = 60.0 ∘and a groove density of 400 l mm−1 for the use in the 𝑚 = -6th order. The
entrance/exit face has a specially designed anti reflective coating with a reflectivity lower
than 0.5% for the designed wavelength range. The physical dimensions are 50x60x43mm3
with a weight of approximately 150 g.
Figure 4.2 shows the simulation of a silicon immersed grating as is was available. The
relevant rays from 1490 - 1790 nm are shown. Both wavelength ranges for CO2 (1590-
1620 nm) and CH4 (1630-1680 nm) exit the prism surface after diffraction. Challenging might
be the position of focusing elements for the spectral range of CH4 , since the angles align
with entrance beam. A change in the angle of incidence (rotating the immersed grating) can
be an option but this might result into additional stray light in the spectrometer. Further,
the desired O2 absorption range does not exit the prism, so this particular immersed grating
is not suited to measure the target gas oxygen as reference gas. These total reflections can
reach the detector unintended and produce stray light. If the stray light contains spectral
information e.g. from a different wavelength range that overlaps the target spectrum, the
spectral retrieval might be disturbed significantly. For this reason the unused left face of
the prism is designed such, that its internal reflective properties are low to suppress such
stray light sources.
An additional source of stray light is the entrance facet itself. It has an anti-reflective
coating optimized for the design wavelength of 2305-2385 nm with a nominal reflectivity of
0.5% or less. This coating has a different reflectivity in the near infrared wavelength range
of 1000-1650 nm. To estimate the reflectivity of the immersed grating entrance surface, a
reflection of a homogenous illuminated screen is imaged on the NIR-camera. This reflection
can be set into relation to a reflection on an aluminum coated mirror under the same
conditions. Using this approach the reflectivity of the immersed grating coating for the
wavelength range from 1000-1650 nm can be estimated to (13.8±2.5)%. Compared to the
low reflectivity of less than 0.5% at design wavelength, a high amount of stray light from
direct reflections is to be expected.
The refractive index of silicon is strongly temperature dependent. According to Li (1980)
𝑑𝑛/𝑑𝑇 |𝜆=1600𝑛𝑚,𝑇=293𝐾 ≈ 1.7·10−4K−1 which would translate to a relative change in the
pixel sampling 𝛿𝑝𝑖𝑥|𝜆 of approximately 1·10−4𝐾−1 and will affect the ILS as well as spectral
shift.
Simulations show, that an immersed grating can be designed such, that it suites the needs
for measuring CO2 CH4 and O2 as reference. Figure 4.3 depicts the simulation of a silicon
immersed grating for the desired wavelength ranges. The chosen prism angle is 𝛼 = 44.0 ∘at
a groove density of 400 l mm−1 in the use of 𝑚 = -8th order. It is worth mentioning, that
the blaze-angle of the grooves that enhance the intensities for specific wavelength regions
might need to be adopted to this new immersed grating design. A spectrometer using this
2SRON Netherlands Institute for Space Research (Netherlands)
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Figure 4.3: Simulation of an immersed grating designed specifically for the measurement
of CO2 CH4 and O2. The prism angle 𝛼 = 44.0 ∘under the order 𝑚 = −8th.
designed immersed grating could be implemented as a static instrument that uses three
detectors under the specific angles of the trace gases. Instead of rotating the (immersed)
grating this approach can avoid the use of moving components.
4.3.2 Inter-comparison of three grating setups
As mentioned earlier, three setups were tested in theory and implemented as breadboard
setup: Two conventional grating Czerny-Turner setups with 𝑓 = 300mm and 𝑓 = 500mm
and the immersed grating as it was available. Table 4.1 summarizes the key parameters of
the implementation. The used detector differs for the 𝑓 = 300mm and the immersed setup
from the 𝑓 = 500mm setup. The initial 2D detector (NIR300PGE by VDS Vosskühler) has
an additional glass window in front of the detector, which produces additional interference
structures (see section 4.6). Further not all detector corrections could be applied to the
NIR300 detector (e.g. non-linearity) since the laborious characterization of the detector
was only performed for the detector used in the final setup (𝑓 = 500mm).
Figure 4.4 shows the 2D records for each setup. All of them used the NIR-2D pixel array
as detector. So besides the spectral domain that is resolved in one direction (abscissa) an
additional domain (ordinate) can be used to obtain spatial information or as a repeated
measurement. The coarse spectral calibration on the abscissa is only for reference purposes.
Each record has non-illuminated areas on the detector (dark blue colors). These non-
illuminated areas can be used as stray-light estimate or to check on variations in the
detector dark-signal. The vertical width of the illuminated area (reddish colors) depends
on the external field of view and the height of the entrance slit. The slit height of the
immersed grating setup and the 𝑓 = 300mm setup is 3.0mm, contrary to 7.5mm for the
𝑓 = 500mm setup.
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parameter immersed 𝑓 = 300mm 𝑓 = 500mm unit
focal length 𝑓 100 304.8 508.0 –
grating 𝐺 400 (immersed) 600 950 l mm−1
entrance slit 30 30 10 𝜇m
slit height 3.0 3.0 7.5 mm
aperture diameter 𝑑 25.4 20.3 25.4 mm
numerical aperture 3.9 15.0 20.0 –
design wavelength 2305-2385 1606 1606 nm
design resolution 0.04 0.14 0.04 nm
resolving power 40,000 11,000 40,000 –
detector NIR300 NIR300 Goldeye –
coupling fiber direct direct –
dimensions L 350 550 850 mm
dimensions W 300 370 370 mm
Table 4.1: Key parameters of the three tested spectrometer setups.
Figure 4.4: 2D-raw atmospheric spectra in the range of CO2 absorption for the different
setups in the range of 6200-6260 cm−1. Color coded is the detector intensity in arbitrary
units (AU). The conventional grating with 𝑓 = 300mm focal length (left) immersed grating
(middle) and the conventional 𝑓 = 500mm setup. The conventional setups are directly
coupled into the entrance aperture, whereas the immersed grating (left) is coupled with
a 1x7 cross-section converting fiber. All available corrections are applied i.e. background
correction.
The illuminated areas show the spectral information along the abscissa. Clearly visible is
the broadband continuum intensity - basically the solar black body spectrum. Additionally
absorption features of atmospheric gases lower the transmission intensities in specific
wavelength regions represented by greenish-blueish colors. These absorption features cause
the vertically stripe-shaped pattern that can be seen best for the 𝑓 = 500mm setup (right).
The pattern appears slightly tilted (right, middle) caused by the entrance slit that is
gently tilted towards the vertical pixel array for the conventional setups. This enables
up-sampling since each horizontal, spectral row is sampled with slightly shifted pixel grids
(see. section 4.7).
A very prominent feature is visible especially for the 𝑓 = 300mm setup: A gently varying
reddish pattern that overlays the spectral absorption features. This Fabry-Perot-Etalon,
probably caused by a glass-window in front of the detector array, is a strongly interfering
feature for the spectral retrieval (see section 4.6). This feature could be removed partly
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in the final 𝑓 = 500mm setup (right) and is not directly visible here. Further some
defective pixels are scattered over the detector plane, which cause minor problems after
characterization.
To obtain the calibrated spectrum from the 2D raw record some processing steps are needed
as described in subsection 4.5.2. All the spectra are BG-corrected (see subsection 4.6.1).
For the 𝑓 = 500mm setup additionally non-linearity and etalon correction is applied since
this correction was only available for this setup. Figure 4.5 shows the calibrated and up
sampled results for the three setups. The top panel gives an overview of the spectral width
that the implemented spectrometers can cover without rotating the grating. The lowest
resolution instrument gives the largest spectral coverage (blue). The immersed grating
setup as well as the 𝑓 = 500mm setup (red, magenta) show very similar spectral coverage
as they have similar resolution. In the lower left the physical size of the setups is shown in
scale to each other.
The lower panels show a zoom into an arbitrary spectral region for each setup. Here,
the high resolution TCCON reference spectrum is plotted as reference in the adapted
resolution. The immersed setup shows compared to the 𝑓 = 300mm setup a relative high
resolution. This is especially impressive if the size of the instrument is taken into account.
Unfortunately up-sampling was not possible since the entrance slit was not tilted towards
the vertical pixel domain for the sake of a simpler evaluation in this early stage of the
thesis. The 𝑓 = 300mm setup (middle) shows a rather moderate resolution. Additionally
as already seen before in the 2D records the strong interference pattern progresses into the
calibrated spectrum and forms a wavy structure. It is to be expected, that this interference
will disturb trace gas retrieval. The 𝑓 = 500mm setup (right) is the one with the best
developed evaluation scheme. The spectral resolution is very similar to the resolution of the
immersed grating setup but is approximately three times larger in its physical dimensions.
Each of the three setups has their pros and cons. Even though the immersed grating
showed excellent results regarding the spectral resolution in relation to the physical size
of the instrument, the disadvantages and unknown issues were too predominant. The
prevailing downside of the immersed grating as it was designed that it is not capable to
measure oxygen as reference. In addition issues regarding the stray light from the highly
reflective entrance facet could pose additional challenges. Further thermal drift of the
silicon refractive index does not align with the call for a robust instrument that can be
operated under harsh environmental conditions. The remaining question to implement the
𝑓 = 300mm or 𝑓 = 500mm of the conventional grating setups was decided by the spectral
resolution properties. As shown in section 5.2 the spectral resolving power of approximately
12,000 is desired to obtain CO2 abundances in a high accuracy. The 𝑓 = 300mm setup
is with a resolving power of 11,000 on the edge of this criterion. However the optimal
focal length might be in the range of approximately 350-400mm. Since mirrors of this
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Figure 4.5: Up-sampled and calibrated spectra for the three setups (top panel). Additionally
the approximate instruments size is depicted in the lower left of the upper panel. A zoomed
spectral region is shown in the lower panels for each setup with the TCCON convolved high
resolution spectrum as reference. Note that the data-processing steps for the immersed
grating (left) and the f=300mm setup (middle) was still not well elaborated, so these spectra
suffer from sampling issues.
focal length are not available in the standard assortment of optic components suppliers the
500mm focal length setup was the finally implemented one.
In the following section the properties of the 𝑓 = 500mm setup will be described in
detail.
4.4 Ground based grating NIR spectrometer
Based on three test setups of two conventional grating instruments and an immersed
grating setup a conventional Czerny-Turner grating spectrometer with 𝑓 = 500mm focal
length was implemented in a campaign GRC-instrument. Here, GRC stands for “Ground
RemoTeC3”.
Figure 4.7 shows the linear optical setup of the implemented GRC-instrument. The
optical elements are in scale to each other and for illustrative purposes magnified by a
factor of 10 compared to their linear positions. In the following the light path through this
setup is described as it travels from left to right.
3RemoTeC stands for Remote Sensing of Greenhouse Gases for Carbon Cycle Modeling and is the name
of the DFG-funded Emmy Noether Nachwuchgruppe by André Butz
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The solar light beam enters from left and is feed with the angular variable azimuth and
elevation mirrors into the aperture lens (APTLens). This lens focuses the 4.6mm diameter
solar image on the round 3mm entrance aperture (APT). Here, the instruments external
field of view is defined that amounts to 3.019mrad. The fine-tracking camera observes this
image and provides optical feedback for the tracking routine (see chapter 2). The SLTLens
illuminates the slit aperture (SLT) and projects a solar image on the grating. The image
properties are chosen such, that the entrance aperture of the APTLens is imaged on the
entrance slit SLT. This ensures, that the the radial variation of the solar disc (e.g. different
optical thicknesses of the solar atmosphere) is averaged over the entrance slit. This, in turn
allows treating the vertical detector plane as repeated measurements in the evaluation. Two
plane mirrors deflect the beam by 90 ∘each and have minor effects on the optical setup, but
cause the optical setup to be more compact. The mirror M1 collimates the light beam on
the grating. The grating is mounted on a motorized rotation stage to select the desired
wavelength range that is projected with the mirror M2 on the pre-illuminated detector
plane. Pre illumination is necessary because the camera has a strong non-linear regime in
the lower detector response region (see subsection 4.6.2).
In the following a few details will be given regarding the conceptual design of the GRC
instrument.
Breadboard: Thermal and physical stress can cause the breadboard to bend or even
oscillate. This causes changes in the optical setup such as de-focus or jitter in the image plane.
A stiff breadboard with little thermal response is desired, especially since the instrument
should operate in free-air conditions. Here, a carbon-reinforced breadboard is chosen. It is
light weight (6.04 kg), very stiff and has a little thermal expansion (2.7·10−6K−1) compared
to aluminum (23.1·10−6K−1,(Haynes, 2015)).
Housing: The entire instrument is covered in profile frame. The faces of the frame are
covered with aluminum-PVC composite plates and are dust tight. The first lens in the
system (APTLens) serves as window. The solar tracker with its mirrors is not covered.
Heat producing elements (e.g. Control PC, power supply etc) are located outside for a
better cooling.
Electronics: The additional electronics consists basically of two parts: Motor control
electronics and communications for tracker motors as well as the grating rotational stage.
Additional data such as GPS position, air pressure, internal temperatures, pre-illumination
LED intensity is recorded with the second set of electronics. Both communicate with a
serial interface with the control PC unit.
Apertures: Surfaces with low reflection in the visible range are not necessarily low
reflective in the infra-red regime. Here, for field stop apertures, mostly made of metal sheet,
are painted with a special black paint (Antireflexfarbe by Astrogeräte Berger4). Optic
mounts by Thorlabs are usually shipped with a black paint. From measurements with the
4Astrogeräte Berger, Andreas Berger,Lützowstrasse 180,42653 Solingen, Germany, http://www.
astrogeraete.de/index.html (last accessed 16.05.2016)
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parameter value unit annotation
focal length 𝑓 508.0 mm symmetric, gold coated
aperture diameter 𝑑 40.0 mm
numerical aperture 20.0 –
grating 𝐺 950 l mm−1 holographic, blazed at 900 nm
design wavelength 1606 nm
design resolution 0.04 nm at design wavelength, simulated
resolving power 40,000 – at design wavelength, simulated
entrance slit 10 𝜇m
detector pixel width 30 𝜇m 25𝜇m active area
design resolution 0.055 nm at design wavelength, measured
design resolving power 29,000 nm at design wavelength, measured
integration time 250 ms at design wavelength, 80% exp.
field of view (FOV) 0.346 ∘ full angle, 65.2% of solar diam.
dimensions 850 x 370 x 260 mm L x W x H
weight ≈ 18 kg
power consumption ≈ 100 (150 peak) W peak occurs during calibration
Table 4.2: Key parameters of the implemented grating spectrometer.
optical setup the reflectivity of the used Antireflexfarbe, the reflectivity in the NIR is over
1
4 lower than the black paint used on the Thorlabs mounts.
Table 4.2 gives an overview of the final design parameters of the implemented grating
spectrometer GRC. In addition the used optic or mechanical parts are presented in Table 4.3.
All these parts contribute to the properties of the final instrument. In the following section
the used detector characteristics will be described in more detail, since this part of the
spectrometer posed several challenges regarding non-linearity and unintended interference
phenomena.
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Figure 4.6: CAD-drawing of the implemented grating setup. The light beam is sketched in
yellow. Colors of the optical components are analogue to Figure 4.7. Two flat mirrors (90D)
fold the light path such that the instruments dimensions tend to be more compact. Not
shown here are additional stray light apertures, which prevent uncontrolled optical paths
on the detector.
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component properties order number supplier
tracking mirrors Al coat. elliptical. 50mm small axis GSFS50 teleskop-express
large 90D flat mirror Al coat. elliptical 63mm small axis GSFS63F teleskop-express
APTLens NBK7, IR-coat. f=500mm d=2” LB-1909-C Thorlabs
SLTLens NBK7, IR-coat. f=75mm d=1” LBF245-75-C Thorlabs
SLT W=10𝜇m, h = 7.5mm, black one side custom National Aperture inc.
small 90D flat mirror Al coat. elliptical 20mm small axis GSFS20 teleskop-express
M1,2 Au-coat. f=508mm d=2” 32-822 Edmund Optics
Grating 950 l mm−1, 30(h) x 40(w) mm2, holo, 900 nm blaze 530 60 Horiba scientific
Grating Turntable Motorized rotational stage 8MR190-2-28 Vision Lasertechnik
InGaAs 2D detector 256 x 320 pix , window removed Goldeye P-008 SWIR cool Allied Vision Technologies
CFK Breadboard 300 x 800 x 60mm custom Carbon Vison
Black Paint less than 14 reflectivity in the NIR nm ref. to Thorlabs paint Astrogeräte Berger
Table 4.3: Key components of the implemented grating spectrometer and their suppliers.
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Figure 4.7: Linear representation of the optical setup of the grating spectrometer GRC. Reflecting surfaces are sketched in green, transparent
surfaces in light blue field stops are black and image surfaces are purple. Here, AZ and EL denoted as azimuth and elevation flat tracking
mirrors. The aperture lens (APTLens) images after a 90 ∘deflection by a flat mirror (90D) the solar image on the entrance aperture APT. This
image is used for the solar tracker as optical feedback. The second lens (SLTLens) focuses the solar image on the Grating. Before and after the
entrance slit aperture (SLT) the light is deflected by 90 ∘twice. The collimation mirror (M1) projects the light on the grating by introducing an
off-axis angle. The grating disperses the light and reflects it onto the camera mirror (M2). Here an off-axis angle negative to the one before
compensates off axis effects partly, before the image is projected onto the pre-illuminated camera array.
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Figure 4.8: Atmospheric measurement scheme of the grating spectrometer (GRC). The
atmospheric measurement series (ATM𝑖) is framed by the reference measurements (BG,CAL).
This measurement scheme can be optimized for the sake of fast data acquisition if desired so
that a single ATM-measurement can be recorded within 3 seconds by skipping the window
select (O2,CO2 ,CH4 ) and the micro-window select (a-e).
4.5 Data acquisition and processing
Before details on the used components of the grating instrument will be discussed, the
acquisition and processing scheme of the grating instrument GRC will be presented. This
includes the atmospheric data acquisition scheme as well as a principle introduction into
the use of a 2D detector element.
4.5.1 Data acquisition
Due to the working principle of grating spectrometers a distinct wavelength range called
“window” can be recorded at a time. These narrow windows in the order of approximately
40 cm−1 have to be selected individually. One spectral record contains the 2D spectral
pixel array stored as an 256x320 int32 array. If averaging is selected the average is stored
and additionally the standard deviation as a 256x320 int64 array. Further data such as
the center wavelength, temperatures, pressure, tracking residual during record and many
other parameters are stored in the human readable header of the 964 kByte file. Figure 4.8
explains the acquisition. One atmospheric measurement (ATM) sequence consists of five
micro-windows for each of the 𝑂2, CO2 and CH4 windows and needs 21 seconds if the solar
tracking is not disturbed. Since the trace gases are not expected to be very variable in time,
a wait cycle of 39 seconds is implemented before the next ATM-cycle begins. This cycle is
embedded into a 15 minute calibration cycle. Here, the dark or background (BG) and the
calibration lamp spectra are recorded. The BG record is taken while the tracker points on
a target of black paint with low reflectivity in the NIR. For the lamp calibration spectra
the tracking device points into a collimated tungsten lamp (see subsection 4.6.3). Table 4.4
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parameter 𝑂2 CO2 CH4 unit
window 1250-1290 1575-1615 1620-1660 nm
micro-window - step 10 10 10 nm
window 7752-8000 6292-6350 6024-6173 cm−1
micro-window - step 34.5 21.7 37.2 cm−1
window name O N M
exposure time 20 50 60 ms
cycle time (effective) 2.6+0.8 7.3+0.8 8.9+0.8 s
max freq (estimate) 50 20 16 Hz
Table 4.4: Window wise record parameters.
summarizes the acquisition scheme with respect to further parameters such as window size,
exposure,- or cycle-times.
This recording cycle is not optimized for speed yet and can be made faster using the
advantage of the grating instrument. Since the signal to noise ratio of the detector is well
above 1000 for a single pixel, averaging over several 2D spectra is not necessary. Additionally
a set of 5 micro-windows is recorded for each trace gas species in this cycle. A careful
selection of one micro-window for each trace gas species can increase the record frequency
by an additional factor of 5. The remaining dominant delay is given by the selection of the
micro-window what is well below 1 second. So an ATM-series for 𝑂2, CO2 and CH4 can
be recorded within less than 4 seconds. The focus on a single species would make grating
rotations obsolete and single spectra can be recorded with a frequency of 20Hz for CO2
and 16Hz for CH4 . Compared to the EM27 instrument with a minimum integration time
of approximately 12 seconds for a two fold spectrum the grating instrument here brings a
significant advantage of a high frequent data acquisition, best suited for strongly variable
trace gas concentrations.
Before the processing steps will be sketched, a single record will be explained in the
description of Figure 4.9.
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Figure 4.9: A single atmospheric spectrum from the spectral window N (CO2 ) and the micro window ’d’. Left figure shows the color coded raw
record with no corrections applied. Here along a row (abscissa, indexed by 𝑗) the spectral information is contained and the vertical dimension
(ordinate, indexed by 𝑖) represents the spatial dimension, basically represented by the entrance slit (SLT) that is by design gently inclined towards
the vertical pixel dimension. Reddish colors correspond in good approximation to the solar intensity 𝐼0 whereas the bluish vertically inclined
rows are atmospheric absorption features, mainly of CO2 . By design, the lower section from approximately row 200 onwards is a non-illuminated
section, with the background intensity. The non-zero values indicate the background intensity as the sum of detector dark-current and the
additional background illumination (see subsection 4.6.2 or Figure 4.7).
The right figure shows the identical spectral record, but with all corrections (linearity,-, background,- and etalon-correction) applied. Defective
pixels that are most abundant at the top and right side of the picture, are flagged as nan-values. The previous non-zero background region from
row 200 onwards is approximately zero due to the BG-correction. The correction for etalon (ETH) removes the faint interference pattern at the
pixel coordinates i≈120 and j≈ 60.
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After the description of the measurement scheme now the evaluation will be described in
more detail from the raw record series to the calibrated spectrum. The section starts out
with the overview of the applied corrections. Later these corrections will be described more
in detail. It can be divided into three parts. First the Level 0 processes that are applied to
the 2D record. Secondly the up-sampling process described in section 4.7 and finally the
retrieval process described in chapter 5.
4.5.2 Data processing
spectral domain / pix
sp
at
ia
l d
om
ai
n 
/ p
ix
ETH record
50 100 150 200 250 300
50
100
150
200
250
in
te
ns
ity
 / 
A
D
U
lin
ea
r
0
200
400
600
800
1000
1200
1400
1600
1800
2000
spectral domain / pix
sp
at
ia
l d
om
ai
n 
/p
ix
non linearity + BG correction + ETH correction
50 100 150 200 250 300
50
100
150
200
250
in
te
ns
ity
 / 
A
D
U
lin
ea
r
0
500
1000
1500
2000
2500
3000
spectral domain / pix
sp
at
ia
l d
om
ai
n 
/ p
ix
ETH correction
50 100 150 200 250 300
50
100
150
200
250
E
TH
 e
ffi
ci
en
cy
 / 
re
l
0.8
0.85
0.9
0.95
1
1.05
1.1
1.15
BG1 CAL1 ATM1 ATMn BG2 CAL2
time
NL
BG
ETH
NL NL
Δt1 Δt2
Δt2Δt1
spectral domain / pix
sp
at
ia
l d
om
ai
n 
/ p
ix
raw image
50 100 150 200 250 300
50
100
150
200
250
in
te
ns
ity
 / 
A
D
U
no
nl
in
0
500
1000
1500
2000
2500
3000
3500
4000
BGBG
NL NL
Figure 4.10: Level 0 data processing on the 2D data. First the non-linearity correction is
applied (NL) and then the background-correction (BG) on the atmospheric measurement
(ATM). After all the correction for the detector etalon (ETH) is applied, using the calibration
record (CAL). The calibration records before and after the ATM are weighted each with
the time difference to the ATM record (Δ𝑡 )
In the following section the data processing scheme will be presented. It connects the
data acquisition scheme 4.5 with the corrections described in the previous sections and
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ends up with a calibrated spectrum that can be analyzed in the trace gas retrieval (see
chapter 5)
The Level 0 process contains all corrections that can be applied to the 2D record. Despite
this, each pixel has its individual treatment. Basically three corrections are applied in
this step. First the non-linearity is corrected according to the characterization according
to Equation 4.12. All records, regardless of the purpose, are corrected for non-linearity
according to the specific exposure time. This includes the background records (BG) as well
as the etalon reference records (CAL). The value of defective pixels is replaced by nan5-values.
In further processes these values will be ignored. Next step is the BG-correction.
Finally the correction for etalon is applied (ETH). The linearized calibration images
(CAL𝑖) are weighted temporally after BG-correction analogue to Equation 4.6. This
approach might be questionable, since averaging the etalon might not be similar to the
real etalon. Attempts to take just the closest record, however, lead to similar results. In a
next step the record is normalized row-by-row and then used as a correction as described in
Equation 4.12.
After the Level 0 data process the up-sampling (see section 4.7) takes place and calibrates
the record to a spectrum 𝐼(𝜈).
4.6 Photonic detectors
In the following section the properties of photon detectors suitable for spectroscopy will be
discussed. After a brief introduction on the working principle of photon detectors and their
flaws are presented and how they can be characterized in order to correct them. Mainly
the detector background (BG), non-linear detector response (non-linearity) and unwanted
interference effects will be discussed.
Nowadays photons can be detected using semi-conductor devices. Figure 4.11 sketches the
working principle of this array, which can be separated into three steps: First the conversion
of photons into an electronic signal, second, the pre-amplification of this signal and finally
the conversion from the electronic signal to a digital value with an analog-digital-converter
(ADC).
Central element here is a semi conducting p-n-junction that is a diode. Photons with a
discrete energy 𝐸𝛾 > 𝐸𝑔𝑎𝑝 can generate electron-hole pairs if the band gap energy is lower.
These charge carriers (in the following photo electrons) produce a photo current. This
current can either be converted in a resistor to a proportional voltage or alternatively charge
a capacitor. The voltage on the capacitor increases proportional to the number of photons
and after the exposure time 𝑡𝑒𝑥𝑝 the voltage is processed further. Before the next readout,
the capacity has to be reset before the next integration starts. In the next step this weak
signal in the order of typically a few mV is amplified and then converted to a digital value.
This value are discrete steps, typically from 0-2𝑛 that map to the voltages 𝑉𝑚𝑖𝑛-𝑉𝑚𝑎𝑥. In the
5nan stands for not a number
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Figure 4.11: The photon intensity 𝐼𝛾 can be absorbed by a photo diode that produces
a current 𝐼 if the photon energy is higher than the band gap energy 𝐸𝛾 > 𝐸𝑔𝑎𝑝. After
pre-amplification this current can be converted by an Analog to Digital Converter (ADC)
into a digital value 𝐴𝐷𝑈 that can be computationally processed.
following these values are called AD-units (ADU). A wide range of pixel arrays is available
today for multiple applications from X-ray detection in medical and scientific applications
along photography in the visible spectral range to multiple near-infra-red applications for
science and defense purposes. All these detectors work in a similar principle with variations
depending on the application. For practical applications some effects of photo detectors
have to be accounted for. To begin with the dark-current, a generation of photo-electrons
even in complete darkness.
4.6.1 Detector dark current
Photon stimulation is not the only way to overcome the band gap energy 𝐸𝑔𝑎𝑝 to produce a
photo current 𝐼𝛾 . Thermal excitation can increase the population density of the conduction
band according to the Maxwell-Boltzmann-Distribution. This is called dark-current, since
it is present with the non-illuminated detector. For the generated dark current follows in
dependency on the temperature 𝑇 and the Boltzmann-constant 𝑘𝑏 the strongly non linear
relation (Widenhorn et al., 2002)
𝐼𝑑𝑎𝑟𝑘 = 𝐴𝑇 3 exp
(︂
−𝐸𝑔𝑎𝑝
𝑘𝑏𝑇
)︂
+𝐵𝑇 3/2 exp
(︂
−𝐸𝑔𝑎𝑝2𝑘𝑏𝑇
)︂
. (4.5)
𝐴 and 𝐵 are constants that depend on various chip parameters such as the detector size
and further parameters.
Since this effect is statistically reproducible a non-illuminated detector signal can be
recorded and subtracted from further measurements. Using this approach, it is important
that all detector parameters, i.e. the exposure time and detector temperature remain
constant over time. Detectors can be temperature stabilized to keep the dark current
constant. Subtracting the dark record from the target measurement cancels out additional
detector effects such as electronic offsets and thus is a common approach. However, this
correction requires a linear photon response.
To correct for BG, he linearized background intensity is subtracted from the ATM
spectrum that is recorded at the time 𝑡. To avoid discontinuities and compensate thermal
drift effects, the background from before the ATM at (BG1,𝑡1) and the background from
after (BG2,𝑡2) is weighted by the time differences Δ𝑡 = |𝑡− 𝑡𝑖|:
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𝐴𝑇𝑀𝐵𝐺 = 𝐴𝑇𝑀 − (𝑤1 ·𝐵𝐺1 + 𝑤2 ·𝐵𝐺2) (4.6)
with 𝑤𝑖 =
Δ𝑡𝑖
Δ𝑡1 +Δ𝑡2
(4.7)
In this work the entire used detector images regardless the purpose are corrected for BG.
Since multiple electronic elements within the detector electronics may introduce non-linear
photon response, this effect is discussed in the following subsection.
4.6.2 Detector non linearity
Ideally there is a linear relation between the incident photon flux (𝐼𝛾) on the detector and
the digital 𝐴𝐷𝑈 -value. However, several electronic effects disturb this linear relationship
so the photon detector response is not necessarily a strictly linear function.
The effects of nonlinear detectors in Fourier transform spectrometers are very different
since they appear in the Fourier space rather than the actual transmission spectrum (e.g.
Chase, 1984; Richardson et al., 1998; Palchetti et al., 2002).
Basically two techniques are common to characterize detector photon response (Sha,
2013): Both record a series of detector signals while the photon flux on the detector is
varied in an accurate way. There are calibrated light sources available to perform this task
directly. However, these light sources are technically difficult because most current driven
light sources (light bulb or LED) vary their intensity non-linearly with driving power and
depend strongly on temperature. Instead of tuning the light source itself one could use
variable apertures as suggested by Sanders (1962) or Zwinkels and Gignac (1991). This in
turn requires a highly homogeneous light beam as well as high precision apertures.
Alternatively the intensity can be altered using the fact that irradiance 𝐼 from a point
source depends on the distance 𝑟: 𝐼𝛾 ∝ 1𝑟2 . This approach, however requires a long distance
travel of a point-like-source with a high precision.
Since most detectors have an integrating mechanism implemented to cope with different
light conditions the variation of the integration time is an alternative option under the
assumption that the integration time correlates linearly with the detector electrons generated.
However, this comes along with the disadvantage that the dark signal changes with the
integration time. Also the electronic amplifier or the AD-converter might behave differently
with different integration times due to device specific characteristics.
In the framework of a bachelor’s thesis by (Kostinek, 2013) an alternative approach was
tested without the need for a calibrated light source similar as described in Frehlich (1992):
Again a series of detector signals is recorded. This differential method uses two light sources
𝑆: The intensity of 𝑆𝑣𝑎𝑟 can be varied stepwise whereas the second light source 𝑆𝑟𝑒𝑓 is a
constant reference. Two detector signals belong together: The first record is an arbitrary
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Figure 4.12: Differential detector response (left) and nominal detector response function
(right). An ideal detector response (black) is compared to nonlinear functions with nonlinear
behavior at high intensities (blue) and low intensities (red).
Figure 4.13: The linear response Δ𝐼𝛾 can be approximated by Δ𝐴𝐷𝑈 since the local,
linear response to the intensity 𝑑𝐼 at 𝐴𝐷𝑈 is measured as 𝑑𝐴𝐷𝑈 . Here, 𝐼𝛾 represents the
linear intensity.
detector signal (𝐴𝐷𝑈(𝑆𝑣𝑎𝑟)) that is recorded. The second, weaker signal 𝑆𝑟𝑒𝑓 is added to
the first one and a second detector signal is recorded which in turn leads to
𝐴𝐷𝑈(𝑆𝑣𝑎𝑟 + 𝑆𝑟𝑒𝑓 ) = 𝐴𝐷𝑈𝑣𝑎𝑟 + 𝑑𝐴𝐷𝑈 = 𝐴𝐷𝑈𝑣𝑎𝑟+𝑟𝑒𝑓 . (4.8)
The result gives a good quantitative measure on the regions of strong nonlinear detector
response by plotting the results as sketched in Figure 4.12 (left). With this method non-
linearity’s can be identified without the need of a calibrated light source and without the
variation of the exposure time.
To obtain the transfer function from the photon intensity to the detector response
𝐼𝛾(𝐴𝐷𝑈) the previous work can be advanced as follows. Starting with the dark detector
signal (𝐴𝐷𝑈(𝐼𝛾 = 0) = 0). From this point the linear response to another recorded detector
signal (𝐴𝐷𝑈𝑣𝑎𝑟1 − 𝐴𝐷𝑈𝑣𝑎𝑟0 = Δ𝐴𝐷𝑈) can be linearly approximated with
Δ𝐼𝛾 =
Δ𝐴𝐷𝑈
𝑑𝐴𝐷𝑈
𝑑𝐼𝛾 (4.9)
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since the response to an additional amount of photons 𝑑𝐼𝛾 is known. Here, the absolute
value of 𝑑𝐼𝛾 is not important, but it is constant. These intensities Δ𝐼𝛾 can be summed up
upon the desired detector signal. Figure 4.13 depicts this idea.
𝐼𝛾(𝐴𝐷𝑈) =
𝐴𝐷𝑈∑︁
𝐴𝐷𝑈(𝐼𝛾=0)
Δ𝐼𝛾|𝐴𝐷𝑈 (4.10)
=
𝐴𝐷𝑈∑︁
0
Δ𝐴𝐷𝑈
𝑑𝐴𝐷𝑈
𝑑𝐼𝛾 (4.11)
To remove the small error from the local linearization this procedure can be iterated until
𝑑𝐴𝐷𝑈𝑙𝑖𝑛𝑒𝑎𝑟𝑖𝑧𝑒𝑑 is constant within the detector noise for all detector intensities 𝐴𝐷𝑈 in the
record.
The used NIR-2D InGaAs pixel array “Goldeye P-008 SWIR Cool” from Allied Vision
Technologies has a strong nonlinear response function and could be characterized with
this method. Figure 4.14 shows the result after several iterations of Equation 4.11 for an
individual pixel bottom and the entire pixel array (top). Since 𝑑𝐼𝛾 is given in arbitrary
units the result can be scaled such, that 𝐴𝐷𝐶𝑚𝑎𝑥 = 𝐼𝛾,𝑎𝑥 = 4100.
Additionally this method comes along with the advantage of characterizing defective
pixels that can be identified as outliers in the retrieved parameters. Furthermore the
correction of pixel to pixel variations known as “non uniformity error” comes along with this
correction procedure. Here it is important that the intensity Δ𝐴𝐷𝑈 is fairly homogeneous
along the pixel array. Figure 4.15 demonstrates this correction for one of the illuminated
images.
With respect to spectroscopic measurements the non-linearity can be characterized for
each desired exposure time 𝑡𝑒𝑥𝑝 and applied to the spectroscopic record with the same
exposure time. To lower the computational effort a set of parameters p𝑡𝑒𝑥𝑝 represents the
derived linear response 𝐼(𝐴𝐷𝑈, 𝑡𝑒𝑥𝑝, 𝑖, 𝑗,p) for each pixel 𝑖, 𝑗, so this correction can be be
applied with very little computational effort:
𝐼(𝐴𝐷𝑈, 𝑡𝑒𝑥𝑝, 𝑖, 𝑗,p(𝑖, 𝑗)) =
𝑛∑︁
0
𝑝𝑛 · 𝐴𝐷𝑈𝑛 (4.12)
This correction is part of the processing chain described in section 4.5.
Besides the great advantage of this method that there is no need for a calibrated tunable
light source, it can be applied easily and repeated during a measurement campaign if desired.
The computational effort for the characterization takes a few minutes per exposure time.
The correction itself (Equation 4.12) has negligible computational time, even for a 256x320
pix array.
Limitations of the approach show in very low illuminated detector regions. Since this
forms the starting point of the integral, errors here propagate to the upper regimes as well.
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Figure 4.14: Left panels show the raw detector response with just the BG-correction
applied. The right panels show the linearized detector signal. The upper panels show a
2D histogram in logarithmic color scale of the entire pixel array of 320x256 pixels. Most
of the pixels show a similar detector response. However some outliers can be identified
and considered as defect pixels. The lower panel shows one arbitrary pixel. Some of the
measurement points (blue +) are not evaluated (gray +). Additionally a subset of linear,
equidistant measurements (red dots) is displayed: Both represent the same measurement
and demonstrate the change in the abscissa before and after calibration.
To overcome this downside, the detector can be characterized and pre-illuminated by a
constant light source during the spectroscopic measurement to avoid these low intensity
regions. This comes along with a slightly smaller dynamic range of the detector response,
for the sake of an advanced linear detector response. In the example shown in Figure 4.14 a
pre-illumination of additional 300ADC would be sufficient to avoid this low intensity region.
This would lower the dynamic range by approximately 7%. Additionally the non-linearity
might change with temperature or other external effects such as a variation of the supply
voltage or electromagnetic interference. These effects have not been investigated in this
work and so far there is no indication of any further detrimental effects.
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Figure 4.15: The side effect that pixel to pixel variations can be corrected is shown here.
A measurement that is just BG-corrected shows clear variations along the illuminated array.
This variation disappears for the non-linearity corrected image.
4.6.3 Etaloning - unwanted interference patterns
As shown in subsection 4.3.2 already, the test setups revealed interference patterns on
the detector. The transmission intensity on the detector is altered by 9% or more. Since
this effect is not a global scaling on the spectrum but a strongly wavelength dependent
modification it is to be expected that this will have influence on the trace gas retrieval.
The section is structured as follows: First the theoretical basics of etalon effects will be
given. In a next step the individual contributions to the total interference signal will be
disentangled, basically by applying a Fourier analysis on a lab measurement series. From
this analysis the characteristics, mainly the thickness 𝑑 can be derived and allows to avoid
the sources of interference in future instruments. The subsection closes with the correction
scheme for the interference on atmospheric measurements.
Interference on a detector can occur if multiple optical paths join in the detector plane
and these paths differ by the optical path difference 𝑂. Plane parallel surfaces such as
glass plates, thin lenses or detector layers can add additional optical paths due to multiple
surface reflections and cause interference structures.
The transmission intensity 𝐼𝑡 from the intensity 𝐼0 through plane parallel plate reflective
surfaces, reflectivity 𝑟 and the transmission 𝑡 = 1− 𝑟 can be described as a Fabry-Perot-
Etalon:
𝐼𝑡 = 𝐼0
(1− 𝑟)2
1 + 𝑟2 − 2𝑟 cos(𝛿) (4.13)
with 𝛿 : = 2𝜋𝜈𝑂 (4.14)
and 𝑂 : = 2𝑛𝑟𝑑 cos(𝜃) (4.15)
Here 𝜃 is the angle of incidence, 𝑑 the thickness and 𝑛𝑟 the refractive index of the plane
parallel plate. In the following 𝜃 = 0 is assumed. Here 𝑂 corresponds to the free spectral
range (ℱ𝒮ℛ) in terms of wave numbers. Defining the contrast amplitude 𝐴 of the etalon
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Figure 4.16: Illustrative transmission characteristics for several Fabry-Perot-Etalon struc-
tures with variable reflectivity (see Equation 4.13). Low reflectivity’s 𝑟 (blue), can be
approximated by Equation 4.17 (cyan +). The absorbers intensity will be attenuated
accordingly, regardless of the spectrometer’s resolution qualities.
as 𝐴 := 𝐼𝑡,𝑚𝑎𝑥 − 𝐼𝑡,𝑚𝑖𝑛 = 1− (1−𝑟)2(1+𝑟)2 one can see that an increasing reflectivity 𝑟 increases
the etalon effect.
If multiple interferometers are present in an optical system, the effective 𝐼𝑒𝑓𝑓 transmission
intensity can be calculated by the superposition of individual contributions.
𝐼𝑒𝑓𝑓 = 𝐼0
∑︁
𝑛
𝐼𝑡(𝑟𝑛, 𝛿𝑛) (4.16)
For low reflectivities 𝑟 ≪ 𝑡 this contrast 𝐴 can be used to approximate 𝐼𝑡
𝐼𝑡 ≈ 𝐼0
(︂
1 + 𝐴2 (𝑐𝑜𝑠(𝛿))
)︂
(4.17)
Figure 4.16 illustrates the transmission to a given optical path difference in dependence
of the phase 𝛿. Low reflectivities 𝑟 show little attenuation of the signal. They can be
approximated by the Equation 4.17. In addition the effect on an spectral absorber is shown
located at −𝜋/2. With increasing reflectivity the shape and depth of the absorption feature
is altered and is expected to propagate into the final retrieved trace gas concentration, if
unaccounted.
There are basically two options to suppress unwanted interference patterns: The removal
of plane parallel surfaces from the optical setup and lower the surface reflectivity 𝑟 of the
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residual plane parallel surfaces. Transmission windows as they are used as protection glasses
or optical filters can be replaced by wedged windows, with an angle of a few arc-seconds
that destroys the interference condition. Additionally anti-reflective coatings lower the
Fabry-Perot efficiency.
Regarding the used InGaAs 2D pixel array two measures in the optical setup were
undertaken to suppress interference patterns. In the standard shipping configuration the
camera comes with a window in front of the detector array to protect it from mechanical
and chemical influences. This detector unit is mounted on a thermal control and embedded
into a vacuum chamber with an additional window. Since the detector is well protected
from the exterior surrounding by the vacuum window the additional detector window was
removed by the supplier6. Additionally the vacuum window is coated with a anti reflective
coating. The option to replace this window by a wedged window, with non-plane parallel
surfaces was not chosen. The wedge angle on these windows can cause leakage of the
vacuum chamber if not properly sealed.
Despite these actions interference patterns remained on the detector image. In order
to find the sources of the interference, the following characterization approach has been
undertaken. There is no need for changes on the GRC instrument and the detector can be
characterized “in-situ”. Here, a broadband spectrum of a halogen lamp is used since this
spectrum reveals the detector interference undisturbed by spectral absorption features. This
record is identical with a 𝐶𝐴𝐿 record (see Figure 4.8). An f=60mm lens with AR-coating
is mounted 60mm in front of a 50W light bulb7 feeds the collimated source intensity with
the solar tracker into the spectrometers entrance. After a few minutes of thermalization
the measurement started.
A series of 𝑁 spectra 𝑆 is recorded while the grating is rotated in the smallest possible
steps (approximately 9.2·10−2 𝑐𝑚−1). Figure 4.17 (left) illustrates this record. Spectral
calibration (see section 4.7) assigns for each pixel 𝑖, 𝑗 and for each record 𝑛 = 1, ..., 𝑁 a
corresponding wavenumber 𝜈(𝑖, 𝑗, 𝑛).
𝑆(𝑖, 𝑗, 𝑛)→ 𝑆(𝑖, 𝑗, 𝜈) (4.18)
A Fourier transformation ℱ converts this series 𝑆(𝑖, 𝑗, 𝜈) into transmission attenuation of
optical path differences 𝐴(𝑖, 𝑗, 𝑂) and a given phase 𝛿(𝑖, 𝑗, 𝑂).
𝑆(𝑖, 𝑗, 𝜈) ℱ−→ 𝐴(𝑖, 𝑗, 𝑂) and 𝛿(𝑖, 𝑗, 𝑂) (4.19)
The calibration from grating-steps 𝑛 to wavenumbers 𝜈 allows to identify the corresponding
optical path difference 𝑂𝑛 for each amplitude 𝐴𝑛 and phase 𝛿𝑛.
6Allied Vision Technologies - former VDS Vosskühler
7Osram Halogen Display/Optic lamp 64602 50 W 12 V G 6.35 NAED 54607, e.g. leuchtmittelmarkt.com
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Figure 4.17: Illustration of the characterization approach: A series of 𝑁 broadband spectra
(left). For each individual image 𝑛 the grating is turned and selects a different wave number
domain. After Fourier Transformation (right) along the series axis (vertical axis) the
interferometer-amplitude (top right) and corresponding phase (bottom right) is obtained.
For using the Fourier analysis in this assessment presupposes a low contrast 𝐴, so that the
approximation Equation 4.17 holds and the result can be represented by a Fourier Series. In
addition an equi-distant sampling in terms of wavenumbers is assumed. This is not entirely
correct and might produce sampling artifacts. Figure 4.17 shows the idea of this approach.
The set of 𝑁 broad band spectra (left) can be represented by the corresponding amplitude
𝐴 (top right) and phase 𝛿 (bottom right) via a Fourier transformation. Figure 4.18 shows
a representative series before (left) and after (right) the Fourier Transformation for the
arbitrary pixel 𝑖 = 𝑗 = 100. In this representation the dominant resonators are visible
(upper right) with their corresponding optical path differences. This amplitude can be
used to disentangle the individual contributions. The phase (lower right) here is of minor
importance for this single pixel, but shows a shift to neighboring pixels: Going back to
Figure 4.17 one can see that the phase here provides the most important information, since
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Figure 4.18: Illustrative Fourier analysis for pixel 𝑖 = 𝑗 = 100. The Fourier Transformation
of the series record (left) gives the etalon efficiencies (top right) and the corresponding
phase (bottom right). Assuming that the interference pattern does not change strongly
from pixel to pixel, the phase for nearby pixels is similar. This can be used to obtain a
phase map for each relevant etalon surface.
the phase shows pixel to pixel variations to a given optical path difference 𝑂 (lower right).
In this particular case the phase 𝛿 systematically increases from -𝜋 to 𝜋 along the spectral
pixel domain.
Since the etalon amplitudes 𝐴(𝑖, 𝑗, 𝑛) only varies little from pixel to pixel a global presence
of etalon amplitude 𝑎𝑛 can be assumed:
𝐴(𝑖, 𝑗, 𝑛) ≈ 𝑎𝑛 (4.20)
≈ 𝑎𝑂𝑛 (4.21)
Note, that there is an corresponding optical path difference 𝑂𝑛 to each index 𝑛. Thus
the most intense amplitudes 𝑎𝑛 can be linked to a corresponding optical path difference 𝑂𝑛.
Equation 4.15 allows to calculate the corresponding etalon surface thickness 𝑑 assuming a
refractive index 𝑛𝑟. With this approach it is possible identify the source of the interference
pattern. Figure 4.19 shows corresponding layer thicknesses to the given interferometer 𝑛
for different refractive indexes. Glass substrates used in the optical setup are basically
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Figure 4.19: From the derived etalon efficiencies the source of the etalon effect can be
estimated using the etalon equation (see Equation 4.13). An unknown variable is the
refractive index of the plane parallel plate. Here some of the used materials are shown with
the corresponding thickness 𝑑. It is likely that the etalon pattern #6 and #7 originate from
the detector window with the thickness of 2mm and made from Schott D623 glass. Ranging
in the sub mm domain the patterns #1-#5 can originate from the detector substrate itself.
A special case is #8 that might originate from the glass bulb of the calibration lamp.
fused silica8 in the light bulb and NBK78 for the lenses. According to the manufacturer9
the vacuum window of the detector is made of 2mm Schott D623-Glass. Used lenses with
center thickness of 5.0mm (APTLens) and 4.3mm (SLTLens) made of NBK7 glass are not
candidates for the source since they are too thick and not plane parallel. The distance from
detector to vacuum window is unknown and could range in the order of 4mm that would
correspond to surface #9. But it is very likely, that the patterns from #1-#5 originate
from the detector itself. Typical materials used are InGaAs10 in various dopants as well as
indium phosphoride (InP)(Pettit and Turner, 1965) and silicon nitride (Si3N4) (Kischkat
et al., 2012). Since these semi-conductor layers typically have a high surface flatness and
parallelism they are prominent candidates for etalon interference. However the detector
structure with respect to the layer thickness 𝑑 and the refractive index 𝑛𝑟 is a business
secret of the manufacturer and could not be confirmed. Thus the source of the etalon
remains speculative, but likely originates from the detector itself.
Since the etalon could not be removed by the changes in the optical setup, it has to be
corrected before the trace gas retrieval.
8Data sheet SCHOTT AG; Hattenbergstrasse 10; 55122 Mainz; www.schott.com
9Allied Vision Technologies GmbH;Branch Office Ahrensburg; Klaus-Groth-Str. 1; 22926 Ahrensburg
10Online source: http://www.batop.de/information/n_InGaAs.html
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Figure 4.20: Color coded spectral attenuation intensities of a single record of a broadband
spectrum of a light bulb at approximately 1600-1610 nm (left). Here the abscissa is the
spectral domain, the ordinate the spatial domain in slit direction. This pattern is a
superposition of individual interferometers to a given optical path difference 𝑂 (left, s.
Equation 4.16), derived from the lab characterization.
Now that the characteristic of each individual interference surface is known, it is possible
to reproduce the transmission intensity of the interference using Equation 4.13 or the
approximation Equation 4.17. Figure 4.20 shows the corresponding superposition (left)
of nine individual interference structures (right). An obvious step would be to use this
calculated transmission efficiency to correct for the interference. Tests on one of the lab
record 𝑆(𝑖, 𝑗, 𝜈) showed a reduction in interference from 9% down to 2% using only the
most important 9 surfaces. Including all 256 surfaces of this analysis the interference
could be reduced to the residual noise level well below 1% with higher computational
costs. Unfortunately the reproduction of the interference is too unstable to apply it to
a measurement recorded under different conditions. Especially thermal drift makes this
lab-characterization unique in the sense that it cannot be used to correct for interference
of a spectral record recorded at another time for instance one of the 𝐶𝐴𝐿 images (see
Figure 4.8).
In general correcting for detector etalon requires that the interference can be resolved
by the instrument. This means that the free spectral range of the etalon must cover
several pixels. Or in other words there must not be interferometers in the system with
2𝜋/𝑂 ≫ Δ𝜈𝑝𝑖𝑥 ≈ 0.14 cm−1. Unresolved interference might not have a visual effect on the
detector image. However, the narrow absorption features of individual trace gases, might
be disturbed by these unresolved interferences as illustrated in Figure 4.16. This error will
then propagate into the trace gas retrieval. Under controlled circumstances the Fabry-Perot
etalon can be used to increase the resolution, combining a grating and an FTS instrument
as Hajian et al. (2007) suggests.
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Hence, a second approach can be applied, that uses a calibration measurement (𝐶𝐴𝐿)
temporally as close as possible to the atmospheric measurement to correct for the interference:
From the raw 𝐶𝐴𝐿-image the correction 𝐼𝐸𝑇𝐻 is derived and then applied to the spectrum
𝐴𝑇𝑀 . Typically the spatial domain (ordinate) varies in intensity along the calibration
record. This variation is different from that in the atmospheric spectrum. Thus it is not
possible just to divide both spectra, since this would lead to in-homogeneities in the up
sampling process. So before the etalon correction can be applied, the calibration spectrum
recorded at the time 𝑡 has to be normalized row by row to the average value of the row
⟨𝐼𝐶𝐴𝐿⟩𝑗. Here, 𝑗 is the spectral index and 𝑖 the index for each row.
𝐼𝐸𝑇𝐻(𝑖, 𝑗) =
𝐼𝐶𝐴𝐿(𝑖, 𝑗)
⟨𝐼𝐶𝐴𝐿(𝑖,𝑗)⟩𝑗 (4.22)
Assuming weak etalon intensities this then can be used to correct the atmospheric
spectrum:
𝐴𝑇𝑀𝑐𝑜𝑟(𝑖, 𝑗) =
𝐼𝐴𝑇𝑀(𝑖, 𝑗)
𝐼𝐸𝑇𝐻(𝑖, 𝑗)
(4.23)
This approach avoids complicated estimates on the background intensity 𝐼0 (see Equa-
tion 4.13) and rather assumes the cosine-approximation (see Figure 4.16) instead. However,
this approach is simple to use, but has several downsides. First, it is important, that
exactly the same window is selected by the grating rotation dish. Slight variations in
spectral domain cannot be accounted for with this approach. This effect might be negligible
with broadband interference patterns (e.g. surface #2 Figure 4.20) but becomes serious
if high-frequency etalons are present (e.g. surface #4 left side Figure 4.20). In addition
it might be possible, that interference structures originate from the calibration process
itself. For instance, the light source might introduce interference at the glass housing. In
this case the correction on an atmospheric spectrum, without the light-bulb interference,
introduces an additional interference pattern instead of correcting it. The previous approach
would allow to remove this contribution in the correction characteristic for the atmospheric
spectrum. Lastly this approach cannot interpolate to an atmospheric measurement from
the wrapping calibration measurements. So drift effects on the interference pattern from
one calibration record to the next, cannot be corrected properly.
4.7 Spectral calibration and up sampling
The great advantage of the 2D detector array is that it either can resolve spatial information
in one direction perpendicular to the slit direction or, if this domain does not contain
additional information, it can be treated as repeated measurements. This only holds if the
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imaging properties in the vertical slit direction can assumed to be constant. In particular
off-axis effects have to be negligible. The most important advantage of the additional
dimension is the option to sample the spectrum with a higher sampling resolution. A typical
bottleneck of a small sized grating spectrometer is the sampling resolution given by the
detector pixel width (see Equation 4.4). In the UV-VIS (VIS stands for visible) spectral
region detectors with pixel sizes of a few 𝜇m are available. However, NIR pixel arrays are
larger by approximately a factor of 5 compared to UV-VIS detectors and range in the order
of 25-30𝜇m pixel size. This limits the sampling of the obtained spectrum by the same
factor. The sampling can be increased by inclining the slit direction gently towards the pixel
orientation in order to sample the same part of the spectrum with a different pixel grid. In
the data processing chain the up-sampling and spectral calibration is performed in one step.
So first the spectral calibration procedure will be described and then the up-sampling.
The 256x320 (𝑖 x 𝑗) pixel array of the used detector records the intensity 𝐼(𝑖, 𝑗) at a
pixel at the vertical position 𝑖 and the horizontal position 𝑗. Here, a horizontal pixel row
corresponds to the spectral domain. Each pixel integrates the spectral intensity 𝜈𝑚𝑖𝑛 to 𝜈𝑚𝑎𝑥
and corresponds to a center wave number 𝜈(𝑖, 𝑗)𝑐 for this particular pixel. To relate each
pixel to its corresponding wave number, a calibration map can be created for a particular
spectral window, which contains 256 of these rows. This calibration array is obtained row
by row as follows: First a coarse calibration is performed. The spectral coarse calibration
𝜈(𝑖, 𝑗)𝑐𝑜𝑎𝑟𝑠𝑒 can be calculated with the use of the grating angle 𝜃 and an angular calibration
from the self-programmed simulation tool (see section 4.3). Besides a global offset in the
order of 5 cm−1 the spectral coarse calibration still deviates approximately 0.4 cm−1 along
the spectral row. A 2Deg polynomial 𝑓𝑖(𝑗, 𝑝) with the parameters 𝑝 is used to refine this
calibraion:
𝜈(𝑖, 𝑗) = 𝜈(𝑖, 𝑗)𝑐𝑜𝑎𝑟𝑠𝑒 + 𝑓𝑖(𝑗, 𝑝) (4.24)
with𝑓𝑖(𝑗, 𝑝) =
2∑︁
𝑛=0
𝑝𝑛𝑗
𝑛 (4.25)
The set of three parameters 𝑝 for each row 𝑖 is obtained by minimizing the difference 𝐷𝑖
from the coarsely calibrated spectrum 𝐼 to a reference spectrum 𝐼𝑟𝑒𝑓 recorded simultaneously
with the EM27 instrument.
𝐷𝑖 = (𝐼(𝑖, 𝑗, 𝜈𝑐𝑜𝑎𝑟𝑠𝑒 + 𝑓𝑖(𝑗, 𝑝))− 𝐼𝑟𝑒𝑓 (𝜈(𝑖, 𝑗, 𝑝)))2 (4.26)
So for each spectral window a calibration map 𝜈𝑤𝑖𝑛(𝑖, 𝑗) can be specified, that associates
each pixel with the corresponding wavenumber.
Due to variations in thickness along the entrance slit, some of the rows happen to have
lower intensities than others. These intensity variations affect in good approximation the
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entire row 𝑖 and can be characterized using the mean intensity ⟨𝐼𝑖(𝑗)⟩𝑖 to normalize the
different illuminated rows to each other:
𝐼𝑛(𝑖, 𝑗) =
𝐼(𝑖, 𝑗)
⟨𝐼𝑖(𝑗)⟩𝑖 (4.27)
(4.28)
A fully illuminated detector would result in a spectral record of 256x320 ≈ 8·104 data
points. Assuming a homogeneous distribution to the corresponding wavenumber calibration,
this would result in an average sampling interval of approximately 6·10−4 cm−1. Since the
instruments resolution ranges at approximately 0.25 cm−1a down sampling to approximately
𝑟 = 2.5·10−2 cm−1seems appropriate. The up sampling can be pictured as co-adding all
relevant rows and reduces the statistical noise by
√
𝑛, whereas 𝑛 is the number of samples
within the sampling interval 𝜈 ± 𝑟2 . The up sampled spectral Intensity 𝐼𝑟(𝜈) is calculated
by
𝐼𝑟(𝜈) =
∑︁
𝑛
𝐼(𝜈𝑛) ·𝐾𝑛 (4.29)
with 𝐾𝑛 = 𝐴𝑛(𝑟 − |𝜈𝑛 − 𝜈|) (4.30)
and 𝐴𝑛 =
1∑︀
𝑛𝐾𝑛
(4.31)
The weighting function 𝐾𝑛 gives samples the more weight, the closer they are are at
the center sampling wavenumber 𝜈. The choice of the weights has direct influence on
the ILS since it can be pictured as a convolution kernel, a triangular shape in this case.
Improvements might include the investigation of an alternative weighting function 𝐾 for
the up sampling process.
So far, this spectral calibration includes the characteristics of the nonlinear wavelength
calibration on the detector plane. It does not account for a spectral shift that occurs
because the grating motor does not drive to exactly the same position as it has been during
calibration. This shift is in the order of up to ±0.2 cm−1. The local minimum of a strong
absorption line is used to calibrate the residual offset for each individual spectrum.
The final result is an equi-distantly sampled and spectrum 𝐼𝑛(𝜈𝑛) with the spectral
spacing 𝑟 = 𝜈𝑛+1 − 𝜈𝑛. It can be processed further in the trace gas retrieval described in
chapter 5.
4.8 Instrumental line shape (ILS)
An important characteristic of the instrument is the instrumental line shape (see section 5.2
for more detail). The instrumental line shape, also called impulse response function, can be
pictured as the instrumental’s response to a 𝛿-impulse-function. It can then be used as a
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Figure 4.21: Top panel presents the overview of a raw calibrated spectrum (black dots).
In addition final calibrated spectra are shown, with multiple sampling intervals in units
of cm−1. The lower panels show a zoom into two spectral regions (red boxes). High
sampling resolutions produce sampling artifacts (lower left, blue line) where as low sampling
resolutions decrease the overall resolution. The sampling resolution of 0.14 cm−1corresponds
to the approximate pixel pitch. Most of the scatter of the raw data points is introduced by
the normalization process and corresponds to a standard deviation of approximately 1.1%
in reference to the up-sampled spectrum.
convolution kernel for the evaluation procedure. Here it will be described in more detail
how the instrumental line shape of the GRC-instrument can be characterized with the use
of a laser calibration source in addition with the ILS-retrieval software LineFit (Hase et al.,
1999).
The transition function ℎ(𝜈) can be measured directly by the impulse response of the
used system (see Equation 5.4). In practical terms a spectral, narrow emission line with
Δ𝜈𝑙𝑖𝑛𝑒 ≪ Δ𝜈𝑠𝑝𝑒𝑐 is desired, where Δ𝜈𝑠𝑝𝑒𝑐 represents the spectral resolution of the instrument.
For this purpose elementary spectral emission lines from gas discharge lamps can be
used11. For example Hg-gas-discharge lamps emit a prominent and narrow line at 253.65 nm
with a natural line width of 1.34·10−7 nm (Fuhr and Wiese, 2005). Especially in UV-
VIS spectroscopy there are numerous intense emission lines that can be used for the ILS
characterization. However, there are a few emission lines from elements in the NIR-region,
where as Thorium suits best for the design wavelength (Redman et al., 2014). They are
11The National Institute of Sandards and Technology (NIST) provides a comprehensive list of emission
lines with an online selection tool http://physics.nist.gov/PhysRefData/ASD/lines_form.html
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parameter value unit
tuning range 1540-1650 nm
6060-6493 cm−1
tuning step 0.01 nm
0.039 cm−1
optical power ≈ 5 mW
FWHM 100 MHz
8.5·10−4 nm
3.3·10−3 cm−1
NA 0.11 –
Table 4.5: Tunable diode laser specifications
generated by hollow-cathode discharge lamps since the element Thorium is contrary to
Mercury not gaseous under normal conditions. These lamps typically have low emission
intensities and an emissive area of a few mm2. Tests showed, that a Thorium-hollow cathode
lamp is not suited for the characterization of the spectrometer since the intensity is too
weak.
An alternative approach is to use a laser line for the ILS-characterization. Lasers typically
have very narrow transition lines in the order of Δ𝜈𝑙𝑎𝑠 ≈ 5·10−4 cm−1≪ 𝛿𝜈𝑠𝑝𝑒𝑐 = 0.15 cm−1.
In addition they are high in intensity and tunable designed. This means they can be selected
to lase on a desired resonance wave number over a few ten to hundred cm−1 range. In this
work a tunable diode laser was used to characterize the ILS. The Osics ECL 1600 External
Cavity Tunable Laser by Yenista12 was used for this purpose. Table 4.5 summarizes most
important laser parameters. A cost efficient alternative might be tunable laser electronics
for telecommunication purposes, that use the so called “L-band” (1565-1625 nm,CO2 ) or
“U-band” (1625-1675 nm,CH4 )13.
Challenge here is to feed a homogeneous laser beam intensity into the spectrometers
entrance aperture with a beam-diameter of 2 “(≈ 50.8mm). Figure 4.22 explains the
optical coupling. The laser output is a single mode fiber with a numerical aperture
𝑁𝐴 = 𝑓/𝐷 = 0.11. It is collimated with a 𝑓 = 37.31mm fiber collimator (Thorlabs
F810APC-1550) to a beam with approximately 𝑑 = 7mm diameter. This collimated beam
is pointed on a diffuser plate. The diffuser plate is a micro-lens array (Thorlabs ED1-C20-
MD) with the size of a single lens of approximately 50𝜇m. In total approximately 15,000
micro lenses with negative focal length open the collimated beam to 20 ∘. A 𝑓 = 60mm
lens collimates this beam again to the final 2” spectrometer aperture.
An additional effect has to be considered. Lasers usually have coherence lengths of a few
hundred meters or more. This means that interference occurs within the dimensions of
the spectrometer. In this case a typical speckle pattern on a screen can be observed. To
break the coherence of the laser beam the diffuser plate is additionally rotated with a few
hundred rotations per minute. This phase scrambler changes the optical path differences
12Yenista Optics S.A, 4 rue Louis de Broglie, 22300 Lannion, France
13JDSU-CW-TOSA type 5206-T, http://wircom.ua/content/1728/5205t5206titlads.pdf
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Figure 4.22: Optical setup of the laser coupling from the tunable diode laser (left) to the
spectrometer entrance (right). The phase scrambler (middle) ensures a homogeneous, and
speckle free detector image (see Figure 4.23).
continuously with high frequency. The integration time of the camera averages over these
high frequency changes within the integration time of 20ms.
Figure 4.23 shows the effects of the phase scrambler. The strong inhomogeneities are
averaged under the use of the phase scrambler. All laser measurements have been performed
using the phase scrambler. Possible weaknesses of this approach might arise from detector
non-linearity. As depicted in subsection 4.6.2, the used detector suffers from non-linearity
in photon response. The use of phase scrambler causes strong intensity fluctuations on an
individual pixel during the integration time 𝑡𝑒𝑥𝑝.
∫︁ 𝑡𝑒𝑥𝑝
0
𝑒𝛾(𝐼𝛾(𝑡))𝑑𝑡 = 𝑒𝛾
(︂∫︁ 𝑡𝑒𝑥𝑝
0
𝐼𝛾(𝑡)𝑑𝑡
)︂
(4.32)
Here 𝑒𝛾(𝐼𝛾) denotes the photo electrons generated by the intensity 𝐼𝛾 in the semi-conductor
absorber. Non linearity in this generation process of the photo electrons 𝑒𝛾 can cause
systematic deviations. If Equation 4.32 does not hold, the non-linearity correction cannot
correct for non-linearity properly. Residual structures in the retrieval (see chapter 5)
indicate, that an errorus ILS results in a systematic residual at strong spectral absorbers.
The recording scheme can be improved by using an alternate phase scrambler that could be
a homogeneous stray target instead of the micro lens array.
If Equation 4.32 holds, non-linearity from further detector-parts (amplifier, ADC,...) can
be corrected by the non-linearity correction and the non-linearity correction can be applied
safely to the phase-scrambled records.
Figure 4.24 shows a record of a series of laser lines within the spectral window “a”. Due
to vignetting effects (see Figure 4.10) the laser line at 6374 cm−1 is attenuated in the right
section of the spectrum. It is to be expected that the ILS changes due to this vignetting
effect. Thus the affected spectral range is neglected in further considerations. For reference
purposes an atmospheric spectrum is shown as well.
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Figure 4.23: The color coded intensity of a single laser line coupled into the spectrometer,
for a selected pixel section. Without phase scrambler (left) strong inhomogeneous pixel
responses occur (speckles). The phase scrambler changes the speckle pattern with a high
frequency, so the pixel response shows the average during the integration time of 20ms
(right). Note that by design the slit is slightly inclined towards the vertical pixel domain.
Figure 4.25 allows a closer look at the ILS properties. All laser peaks are centered and
referenced to the mean ILS of all peaks 𝐼𝑟𝑒𝑓 = ⟨𝐼𝑛⟩. The residual is shown below. It is
calculated by 𝑅 = (𝐼 − 𝐼𝑟𝑒𝑓 )/𝐼𝑟𝑒𝑓 . A variation in ILS along the spectral axis would lead to
a systematic residual. In fact this systematic residual can be seen on the vignetted laser
line (dotted line) and causes a strong systematic offset (scaled by 0.1). The laser lines
that correspond to each other show a much smaller deviation here. However there is noise
involved. Typical detector noise for a single pixel is in the order of 6 𝐴𝐷𝑈 that would
translate to a noise to signal ratio of 0.12% for a 50% illuminated scene with 2000 𝐴𝐷𝑈 .
Lower intensities increase this ratio to more than 12% for a 1% illuminated scene. So the
residual noise basically originates from detector noise. This could be enhanced by averaging
over a multitude of records. It is to be expected, that this background noise translates
directly into the retrieval process if this ILS is used for the instruments characteristic.
This procedure might be improved in three points: The correction of the etalon was
not possible, since it has not been characterized during this measurement. Since etalon
effects range in the order of a few percent (see subsection 4.6.3), this is a likely candidate
to lower the noise of the ILS characterization. A second thought might be given to the
phase scrambler. The speckles pose a highly dynamic variation, which might alter the ILS.
It could be worth to consider an alternative approach of phase scrambling such as the use
of a diffuse target instead of the micro lens array. The last option to suppress this noise
can be the use of more laser lines. According to the laser specifications the number of laser
lines could be increased to well above 1000 lines per spectral window.
For spectral fits that are shown in this work the corresponding ILS parameters are taken
from this characterization set. The software package LineFit (Hase et al., 1999) retrieves a
set of 2x20 parameters that reproduce the ILS within the retrieval. This parameters suit
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Figure 4.24: Records of the ILS for the spectral window “a” along the entire window
range. The right most line was recorded with a lower intensity due to vignetting effects of
the spectrometer. An atmospheric transmission spectrum is shown in gray for reference
purposes.
best for the use with Fourier-Transform-spectrometers but are considered to be applicable
within this work for the grating instrument as well. More details on the ILS-characteristics
with respect to the retrieval can be found in section 5.2.
4.9 Performance and future improvements of the GRC
Three grating setups had been tested within this work for their fitness as a portable
and robust IR-grating spectrometer to operate in direct sunlight spectroscopy. Despite
the “immersed grating” could show excellent dispersing properties with respect to the
instrument’s size, this setup was not chosen to be implemented in the final instrument.
The design was not suited to measure atmospheric oxygen as a reference. In addition
stray-light from the strongly reflective entrance face of the grating and possible thermal
issues influenced the decision.
The final setup was chosen to be a conventional grating in Czerny-Turner configuration
with 500mm focal-length. Key feature is the use of a 2D InGaAs detector-array in order
to enhance the spectral sampling. The detector could be characterized with respect to
non-linearity and detector interference within this work.
The nonlinear detector response (𝐴𝐷𝑈) to a linear photon flux (𝐼𝛾) could be successfully
derived without the need of a calibrated light source and without the need to change the
detector exposure time. For each pixel and integration time a correction function with
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Figure 4.25: Variation of the ILS along the spectral window “a” for the four different laser
lines in a logarithmic intensity. The lower end corresponds to the smallest, non-zero value
that can be represented by the ADU ( 14096). The residual to the average peak is shown
below and indicates slight systematic variations of the ILS along the spectrum. The residual
of the vignetted laser line (dotted) is scaled by a factor of 0.1 and shows strong systematic
deviations.
coefficients could be found that convert the nonlinear 𝐴𝐷𝑈 units into linear intensities. In
addition pixel-to-pixel variations in the photon response are automatically homogenized
with this approach.
Further detector shortcomings are unwanted interference patterns that alter the signal
by up to 9%. They could successfully be characterized in a lab measurement. From
the characteristics it was possible to disentangle the sources from each other. From this
characteristics the source of the patterns can be estimated and are very likely to originate
from the detector structure itself. The corresponding thicknesses of the etalon-plates range
in the order of a few ten to hundred 𝜇m - typical layer thicknesses of semi-conductor
detectors. With a sub-set of the obtained characteristics it was possible to lower the
interference to less than 2% when applying it to the lab measurement itself. This might
be further improved by increasing the subset towards the entire set with the burden of
higher computational costs. However it was not possible to derive a universal, parameter
controlled correction set for each interference structure at any time of record. Thus the
correction of the etalon has to be performed using the frequent calibration records 𝐶𝐴𝐿
directly during the atmospheric measurements 𝐴𝑇𝑀 .
The instrumental line shape (ILS) of the instrument could be successfully retrieved with a
tunable diode laser as a light source. A challenge here poses the strong variation in intensity
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(speckles) over the detector area due to the long coherence length of lasers. These speckles
could averaged away with a phase scrambler. Deficiencies show the line-wings which should
be approximately an order of magnitude lower than they really are and indicate stray light.
From these measurements the resolving power of the instrument can be determined to be
40,000 at the design wavelength of 1605 nm.
From the evaluation of a representative diurnal record (see upcoming section 5.3) the
standard deviation of single CO2 measurements amounts to 1.6 ppm. With respect to a
400 ppm background this is equivalent to a precision of 0.4%. Main driver for this scatter
might be the detector interference in combination with in-accuracies of the grating rotation.
The individual spectral window is selected by grating rotations. In-accuracies in re-visits of
a distinct spectral window disturb the etalon correction scheme.
Further, the thickness of the used entrance slit material amounts to approximately
12.7𝜇m stainless steel. It is likely that the slit height of 7.5mm in combination with local
inhomogeneous heating due to solar intensity on the slit causes instabilities. It is possible
that the slit bends or even flips over during the measurements. A filter that removes the
visible intensity on the entrance slit could reduce the heating power. Additionally a smaller
slit height might be appropriate and give more stability.
Spectral residuals (see Figure 5.3) indicate that the instrumental field of view might not
be properly chosen. This effect should be subject to future investigations in the retrieval
process together with stray-light assessments. Despite much effort had been made to
suppress stray-light, the zero-stay light assumption might not be correct.
Finally the focal length of the instrument can be decreased in future implementations.
Here a focal length of 350-400mm seems appropriate that would reduce the instruments
dimensions accordingly.
However, the GRC grating spectrometer has a significantly shorter sampling interval
(exposure time) in comparison to FTS-instrument EM27/SUN with similar properties. For
the EM27/SUN IR-FTST the shortest possible sampling interval amounts to approximately
12 seconds for a double sided interferogram. A grating instrument with three static detectors
could measure the desired target gases of CO2, CH4 and O2 within approximately 250ms
or less, yielding a factor 48 faster instrument.

5 Retrieval - from spectrum to total
column
This chapter introduces the retrieval theory that is used to obtain the trace gas concentrations
from the measured spectrum as described in section 1.2. Focus is put upon key aspects of
relevance within this work. Since the instrumental line shape (ILS) is an important impact
parameter, it will be discussed in a dedicated section.
After this introductionary part, spectral retrieval results of the GRC-grating instrument
as well as the EM27/SUN FTS-instrument are presented in section 5.3. This chapter
closes with the description of post-processing steps such as the reference to the oxygen
total column, SZA-correction, calibration to the WMO-calibrated TCCON instrument. In
addition it will be described, how the exhaust plume detection is performed in order to
identify soundings that read enhanced CO2 concentrations when the line-of-sight passes the
ships exhaust plume.
5.1 Retrieval theory
As introduced in section 1.2.1 qualitative and quantitative information about atmospheric
trace gases can be obtained from a spectroscopic absorption or emission signal due to
the presence of spectroscopic active molecules. Most of the section 5.1 and section 5.2 is
summarized from Rodgers and Connor (2003), Hase (2000); Hase et al. (1999) and the
publication Klappenbach et al. (2015).
The general idea of the spectral retrieval is to minimize the differences of the measured
signal S(𝜈) to the modeled signal 𝑓(x,b) by the forward model 𝑓 . Here, the forward model
includes the physical knowledge about the system. x denotes the unknown atmospheric
state vector and b denotes parameters which are not part of the state vector and considered
to be constant or known. Assuming x𝑡𝑟𝑢𝑒 as the true (typically unknown) atmospheric state
vector, an ideal retrieval with an ideal measurement S(𝜈) leads to
lim
x→x𝑡𝑟𝑢𝑒
|S(𝜈)− 𝑓(x,b)| = 0. (5.1)
Here the norm of X is denoted by |X|.
A convenient measure of the retrieval result is the total column, or total vertical column
of a gas that can be calculated from the measured spectrum. It basically represents the
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total number of molecules per unit area along a vertical atmospheric profile and can be
calculated using the total column operator h
𝑛𝑔𝑎𝑠 = h𝑇x𝑖 (5.2)
In case the state vector x would only contain the number of molecules per unit area of
each atmospheric layer h, would return the sum of x. The molar mixing ratio, often given
in ppmv (parts per million volume mixing ratio) is then given by
𝑐𝑔𝑎𝑠 =
𝑛𝑔𝑎𝑠
𝑛𝑐𝑜𝑙
(5.3)
with 𝑛𝑐𝑜𝑙 the number of all atmospheric molecules. Note, that for inter comparisons with
other instruments (including model data) the a-priori-profile as well as the averaging kernel
has to be taken into account (Rodgers and Connor, 2003)
This trace gas retrieval can be implemented into multiple software packages such as
PROFFIT1 (Hase, 2000; Schneider et al., 2008; Sepúlve da et al., 2012), GFIT (Wunch
et al., 2011) or RemoteC (Butz et al., 2009, 2010)). The implementations, however may
differ in the regularization algorithm and complexity.
This work uses the software package PROFFIT v.9.6 (Hase et al., 2004) for the spec-
tral retrieval of absorber total columns. In principle, PROFFIT is capable of retrieving
vertical profile information from high spectral resolution measurements of the atmospheric
transmittance in direct-sun view (García et al., 2012). However, the medium resolution of
0.5 cm is not sufficient to retrieve profile information since the pressure and temperature
broadening effects are not resolved properly by both instruments GRC and EM27/SUN.
Therefore, here, a setup is chosen, that only retrieves a scaling parameter for the a-priori
absorber profiles. In particular the number of degrees of freedom (DOF) was chosen to be
one (DOF=1). Table 5.1 gives an overview of the most important retrieval setup properties
for the EM27/SUN and GRC respectively.
In the following the most important retrieval parameters within this work will be pointed
out. To begin with the best known part b that is typically not retrieved and left unchanged.
Instruments field of view (FOV) The instrument’s FOV defines the section of the
solar disc that corresponds to the solar background intensity 𝐼0 (see Equation 1.11) before
telluric absorption features are added. The larger the FOV the more solar absorption
features are added, since solar limb regions correspond to larger solar “air-masses”. Typically
this parameter is considered to be known and left unchanged.
Spectral line list Spectral absorption features of individual trace gases (see subsec-
tion 1.2.1) are listed in “line list” repositories. Within this work line lists based on the
HITRAN2 (Rothman et al., 2009). Adaptations in these lists are found to be necessary and
used within this work (Lamouroux et al., 2010; Wunch et al., 2011). Besides the spectral
position and absorption intensity of the particular gas these lists contain parameters to
1PROFile FIT
2HIgh resolution TRANsition molecular absorption database
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control the pressure and Doppler broadening effect (see subsection 1.2.1). Along the light
path through the atmosphere typically various pressure and temperature conditions are
present. In order to account for these variations properly, a pressure and temperature state
of the atmosphere is needed called “PT profile”.
Pressure-Temperature profiles Atmospheric pressure and temperature conditions
along the light path alter the spectral line shape. The accuracy of these profiles is of
particular importance especially at high resolution spectra. Meteorological models provide
such profiles on a global scale (e.g. NCEP3). Since these vertical profiles typically modeled
up to 60 km altitude average monthly atmospheric conditions are used for altitudes above up
to 120 km from CIRA-864(Chandra et al., 1990). These profiles typically do not represent
variations over the day. From the measured ground pressure these variations can be
accounted for in the entire profile.
Profile a-priori Since the retrieval problem is considered to be ill-posed, meaning that
solutions are not unique, additional information has to be provided, mainly by the profile
a-priori x𝑎. This a-priori is a best estimate on the trace gas concentration along the line of
sight and is part of the state vector x𝑎 ∩ x. In case of a scaling retrieval a single parameter
𝑥𝑠𝑐 is retrieved, that scales the a-priori profile. Within this work profile a-priories are used
from CAMS5-model output (Agustí-Panareda et al., 2014; Massart et al., 2014). The choice
of the a-priori influences the retrieval result and should be chosen carefully. Comparisons
of the inter-hemispheric transect with a stationary profile a-priori and the best-estimate
considered CAMS-profile, revealed deviations in the order of 0.23% for CO2 and deviations
of more than 1.5% for CH4 .
Since the instrumental line shape (ILS) plays a key role within this work a separate
section is dedicated to this topic.
5.2 Instrumental Line Shape - ILS
The instrumental line shape (ILS) plays an important role in the retrieval. With the ILS it is
possible to modify the ideal measurement for the use with real instruments. A spectrometer
(regardless the type) can be described by system-theoretical considerations (Oppenheim
et al., 2004). The output or system response 𝑆(𝜈) can be described by
𝑆(𝜈) = 𝐼(𝜈) * 𝑇 (𝜈) def=
∫︁ ∞
−∞
𝐼(𝜈) · 𝑇 (𝜈 − 𝜈)𝑑𝜈 (5.4)
This approach requires a temporal and spectral independent transition function 𝑇 (𝜈). In
particular this means that the shape does not change within the spectral domain and is
constant in time.
3National Centers for Environmental Prediction, http://acdb-ext.gsfc.nasa.gov/Data_services/
automailer/
4CIRA stands for “COSPAR International Reference Atmosphere”, whereas COSPAR stands for “Com-
mittee on SPAce Research”.
5Copernicus Atmosphere Monitoring Service data assimilation and forecasting system
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CO2 CH4 O2 H2O
EM27 window cm−1 6173–6390 5897–6145 7765–8005 8353.4–8463.1
GRC window a cm−1 6331.30–6365.50 – – –
GRC window d cm−1 6213.50–6243.40 – – –
line list HITRAN08 (mod) HITRAN08 HITRAN08 (TCCON) HITRAN09 (TCCON)
disturbing gas H2O ,CH4 H2O ,CO2 H2O –
continuum points 40 (20)* 20 25 5
sza dependency (Θ = 80 ∘) ≈ 0.6%(−−)* ≈ 0.4% none not assessed
a priori profile CAMS CAMS static CAMS
Table 5.1: List of key retrieval parameters. The line lists are altered from the original
HITRAN line lists where “mod” indicates a modification suggested by Lamouroux et al.
(2010) to take line mixing effects into account. Likewise “TCCON” indicates a modification
suggested by Wunch et al. (2011). * denotes values from the grating instrument (GRC).
As described in section 3.1 the ideal ILS of an FTS-instrument is the Fourier transforma-
tion of a box-function 𝑇 (𝜈) = ℱ(𝑏𝑜𝑥(𝑂,𝑂𝑚𝑎𝑥)). Here, 𝑂 corresponds to the optical path
difference and 𝑂𝑚𝑎𝑥 to the instrument’s maximum optical path difference. Deviations from
this ideal ILS can be represented by replacing the 𝑏𝑜𝑥(𝑂) function with the modulation
efficiency 𝑚(𝑂) and the phase 𝑝(𝑂).
ℱ(𝑇 (𝑂)) = ℱ [𝑚(𝑂) * (𝑠𝑖𝑛(𝑝(𝑜)) +√1−𝑐𝑜𝑠(𝑝(𝑂)))] = 𝑇 (𝜈) (5.5)
This approach allows variations in the ILS along the spectrum. In addition the phase
introduces asymmetry into the ILS in 𝜈. This is from particular importance for the grating
instrument (GRC), since off-axis effects (see section 4.3) introduce asymmetries in the
intensity distribution of a point source in the image plane. Figure 5.1 shows the ILS
parameters retrieved from the laser measurements (see section 4.8) for the GRC-instrument,
represented by 20 parameters each. To allow for variations of the ILS over time 𝑡 the
modulation efficiency parameter can additionally be modified by 𝑚𝑚𝑜𝑑(𝑘, 𝑡) via
𝑚𝑣𝑎𝑟(𝑂) = 𝑚(𝑂) ·𝑚𝑚𝑜𝑑(𝑂, 𝑘(𝑡)) (5.6)
with 𝑚𝑚𝑜𝑑(𝑂, 𝑘(𝑡)) = 1− 𝑘(𝑡)
𝑂𝑚𝑎𝑥
𝑂 (5.7)
This modification allows accounting for changes over time in ILS while the overall shape
ILS is maintained. The GRC instrument showed a spurious variation in the retrieved product
(see upcoming section). The variation in modulation efficiency as shown in Figure 5.2
could improve the result in both spectral retrieval as well as systematic deviations from the
reference measurement by the EM27/SUN.
After this introductory part the trace gas retrieval results will be presented and discussed
in the upcoming section.
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Figure 5.1: ILS-parameters used for the GRC-retrieval in dependence of the optical path
difference for window a and d. Top panel shows the modulation efficiency. This modulation
efficiency is additionally multiplied by the values 𝑚𝑚𝑜𝑑(𝑂, 𝑘 = 0.85) (dashed line) to allow
variations in the ILS over the day (see Figure 5.2). The lower panel shows the phase shift
in dependence of the optical path difference. Non-zero values introduce an asymmetric
ILS. Note that there is no physical optical path difference or phase present in the GRC
instrument, but PROFFIT calculates with this parameter since this program is optimized
for FTS-instruments.
5.3 Trace gas retrievals from the EM27 and GRC
Both the EM27/SUN and the NIR-grating spectrograph “Ground based RemoTeC” (GRC)
were taken out for a measurement campaign on the research vessel “RV Polarstern” as
described in more detail in section 6.1. The solar tracking device for the GRC instrument was
designed in very similar configuration as for the EM27/SUN device described in chapter 2.
The tracker was capable to feed the solar beam into the spectrometer regardless the ships
movements. In the following focus is put upon the GRC properties whereas the EM27/SUN
data serves as a reference.
In total approximately 9000 atmospheric spectra were recorded from both instruments
coincidentally. The GRC spectra were recorded in the measurement pattern depicted
by Figure 4.8 for each of the target species (CO2, CH4 and O2). The ILS parameters
as described in section 4.8 could only be retrieved in the absorption region of CO2 and
CH4 since the laser’s tuning range from 6060-6493 cm−1excludes the O2 spectral region.
The development of the data processing steps is a challenging task and requires specific
adaptations for each micro window. Thus, the focus here is put on the retrieval of CO2
for two reasons: First, CO2 is less variable in the atmosphere than CH4 and secondly, on
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Figure 5.2: GRC modulation efficiency used for the atmospheric measurement on mar
10th 2014 on board the RV Polarstern. The running mean (red) is used to introduce a
modification in ILS over the day for the GRC instrument.
Apr, 10th the line-of-sight passed the ships exhaust plume that created a strong signal
of approximately 2 ppm CO2 in the EM27/SUN record, that measured aside the GRC
instrument. Aim for the GRC instrument is to reproduce this signal accordingly.
The GRC dataset for this consecutive day is prepared as described in the previous
chapter as sketched in subsection 4.5.2 including correction for detector non-linearity, dark
background and detector interference from a periodic reference measurement. From this
corrected spectral image, that still is in a 2-dimensional shape, the up sampling process
is performed as described in section 4.7 and results into a 1-dimensional, wavenumber-
calibrated spectrum. Here only the rows from 107 to 193 (vertical domain) are included in
the up sampling. An increase of the number of rows does not enhance the retrieval residual.
This already indicates the presence of systematic error sources instead of detector noise as a
dominating source of noise. This particular vertical domain was chosen, since the standard
deviation from the 10fold average of each image, indicated elevated standard deviations in
the region from row 40 to 80. This calibrated spectrum then was analyzed using PROFFIT
v9.6 (see section 5.1). Hereby identical atmospheric conditions for both the EM27/SUN
and the GRC are taken. In especially the identical profile a-priories as well as identical
pressure and temperature profiles were used for the retrievals of both instruments and
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allows for a direct comparison. The ILS parameters are inferred as described in section 4.8
and altered as described in the previous section. Further retrieval setup parameters are
shown in Table 5.1.
Figure 5.4 shows the spectral retrieval for a representative spectrum. The spectra from
the GRC are shown left, for different evaluation setups. The corresponding spectral sections
from the EM27/SUN are shown right. The measured and retrieved spectral shapes are
nearly identical shown in blue and dark green. The residual 𝐼𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 − 𝐼𝑓𝑖𝑡 is scaled by a
factor of 10 in order to increase the visibility and shown in red. In addition the background
intensity 𝐼0 is shown in light blue as a free retrieval parameter for each data point ’+’. Note
that not the entire spectral window of the EM27/SUN is shown.
The GRC instrument shows a general higher spectral resolution than the EM27/SUN
as indicated by the deeper absorption features of CO2 . Further the number of sampling
points within the spectral region is significantly higher.
The residual of the GRC is dominated by mainly two effects: A periodic pattern with a
periodicity below 0.2 cm−1and amplitudes in the order of 2-8% is visible in the left section
of the spectral window. In addition there are sporadic systematically increased residual
structures visible. The high frequent feature in the order of are likely to be a residual,
non-corrected etalon interference feature (see subsection 4.6.3). The shape of the individual
interference structures in the 2D spectrum (see Figure 4.20) supports this hypothesis, since
the pattern aligns parallel with the entrance slit direction in the left region of the image -
and thus is not averaged by the up-sampling process.
The sporadic increase of the residual, as depicted by “window-a” retrieval at approximately
6347 cm−1can be correlated with solar absorption lines as Figure 5.3 shows. This hinds
to the presence of stray light on the detector. However, several retrievals that included
various artificial broadband stray light backgrounds could not support this hypothesis. An
additional candidate is the assumed Field Of View, which is used for the calculation of the
solar intensity, but not investigated further within this work.
Figure 5.5 shows the retrieved CO2 concentrations measured by the GRC over the selected
day. The retrieved CO2 total column is here derived from ground pressure since the oxygen
retrieval could not be performed yet. In order to ensure a direct comparability of GRC and
EM27/SUN measurements the CO2 concentration from the EM27/SUN is derived with the
same approach.
From 15:00-16:00 UTC the line-of-sight of both instruments passed the ships exhaust
plume (see subsection 5.4.3) what can be clearly seen in the EM27/SUN record by enhanced
values of 2 ppm. However, besides a global scaling factor the GRC evaluation deviates in
the order of ±5 ppmv from the EM27/SUN instrument. “Window a” and “window d” show
similar systematic deviations that indicate a systematic effect that is not window-dependent.
Attempts to correlate this effect with the instruments internal temperatures lead not to a
significant correlation.
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Figure 5.3: Contributions to the fitted spectrum before convolution with the ILS. The
estimated continuum 𝐼0 is shown in cyan. The transmission spectrum consists of the solar
intensity (yellow) absorption lines and the absorption features of CO2 (green) and H2O
(blue). Note the significantly broader line-width of the solar spectrum compared to the
telluric lines. The increasing residual at strong solar features in combination with strong
deviations in the background estimate (cyan) indicates deficiencies in connection with solar
lines. Possible candidates are stray light on the detector or a deviating field of view (FOV).
A possible candidate for the variation is a variation in the ILS. The entrance slit (SLT,
see section 4.4) is made of 12.7𝜇m thin stainless steel. Along the slit height of 7.5mm
it might be possible that this slit bends or even flips over due to thermal inhomogeneous
heating effects. It is to be expected, that this will directly influence the ILS. This can be
tested by implementing a broadband filter, which removes the entire visible light on the
entrance slit in order to reduce the heating power. Alternatively a different slit might be
chosen with lower vertical extend. This will reduce the effectively used vertical detector
range. However, a retrieval with a variable ILS over the day (see Figure 5.2) increased both
the residual (see Figure 5.4, bottom left) as well as the systematic scatter of the retrieval
result.
5.4 Post processing
The total column average 𝑐𝑔𝑎𝑠 of the trace gas that can be obtained from the spectroscopic
measurement as described in the previous section requires additional post-processing
steps. First, referencing to the oxygen retrieval, second, correction of the solar zenith
angle dependency and finally the calibration to the WMO-calibrated TCCON side-by-side
measurements. The section closes with an approach to detect the enhanced measurements
by the FTS where the instruments line-of-sight passed the ships exhaust plume and caused
enhanced CO2 measurements in order to remove these soundings from the scientific data-
set.
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5.4.1 Referencing to the oxygen total column
As suggested by Wunch et al. (2010) the total column average of the target gas 𝑐𝑔𝑎𝑠 in units
molecm−2 can be referenced to the total column of the additionally retrieved oxygen total
column 𝑐𝑂2 :
𝑋𝑔𝑎𝑠 = 0.209420 · 𝑐𝑔𝑎𝑠
𝑐𝑂2
(5.8)
The factor of 0.209420 represents the dry molar mixing ratio of oxygen and is assumed
to be constant over space (latitude, longitude) and time (see Equation 3.18). The result
is typically called XCO2 and XCH4 and is given in molar mixing ratios parts per million
(ppm) or parts per billion (ppb).
This approach is chosen to cancel out systematic spectroscopic effects. For instance a
false ILS is assumed to affect both the 𝑐𝑔𝑎𝑠 as well as 𝑐𝑂2 , assuming a linear relation between
the deviation in ILS and the retrieved trace gas 𝑐𝑔𝑎𝑠. In addition deviations in the light
path through the atmosphere are corrected with this common approach. Especially for
satellite remote sensing, where the light path through the atmosphere might be influenced
by multiple scattering effects of aerosols, this rationing gives a good estimate on the light
path.
However, this approach might be questionable for ground based remote sensing in direct
sunlight spectroscopy. Figure 3.5 from section 3.4 indicates that the oxygen retrieval might
introduce additional errors instead of correcting for it. Spectral ghosts are likely candidates,
which introduce errors in the oxygen retrieval. Ghosts are expected to be predominant in
the spectral region of O2 rather than in the spectral region of CO2 and CH4 and might be
subject to further investigations. Despite there is no clear correlation with the water vapor
present in the retrieval the O2 retrieval might be influenced here as well by variable water
vapor.
5.4.2 Dependency on solar zenith angle
Spectroscopic trace gas measurements in the NIR appear to suffer from a dependency on the
solar zenith angle 𝜃 e.g. (Deutscher et al., 2010; Wunch et al., 2011). This effect seems to
be a spectroscopic shortcoming with increasing air mass 𝐴 ≈ 1cos(𝜃) and thus also known as
“air mass dependency”. Despite the source of this effect still remains unclear, uncertainties
of spectroscopic line broadening parameters or shortcomings of the Voigt line shape model
are likely candidates. In addition a variation in the used a-priori profile might as well
have influence on this effect. For the EM27/SUN instrument the air mass-dependency in
the course of the campaign can be estimated to up to 0.6% for XCO2 and 0.5% XCH4
for solar zenith angles of up to ≈ 80 ∘. Since the source of this effect remains unclear, a
correction can only performed on an empirical level as suggested by Wunch et al. (2011).
Atmospheric measurements in vicinity of local sources and sinks, as it is mostly the case
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Figure 5.4: Spectral fit for GRC window d (left) including the ILS modification and the
coincident window of the EM27/SUN for comparison purposes.
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Figure 5.5: Trace gas retrieval result of the GRC (dots) for different runs. As comparison
the coinciding EM27/SUN reference measurement. Two different spectral windows (a,d)
are evaluated. The result could be improved towards less scatter with the variation in ILS,
as tested in window d. (see Figure 5.2)
at TCCON-sites, are affected by these signals and disturb a characterization. Possible
systematic dependencies might be the enhanced assimilation of CO2 with increasing solar
intensity, which in turn is a function of the SZA. Wunch et al. (2011) suggested a correction
scheme that is linked to the CO2 abundance at SZA=45 ∘. Two terms drive the correction:
A dependency on the SZA itself and an estimate on diurnal systematic variations.
An empirical correction of the SZA dependency for XCO2 and XCH4 could be characterized
in the course of this work for the EM27/SUN instrument. Clean oceanic air, far away from
localized sources and sinks of CO2 and CH4 allow characterizing this effect. Remaining
long-term variations from distant sources and sinks are accounted for with a separate
reference to forenoon and afternoon measurements. Residual effects are assumed to be of
statistical nature and average away. In the following the convention is introduced that
𝜃 < 0 correspond to forenoon-measurements. The following function appeared to fit the
data-set best.
𝑐SZA, gas(𝜃) = 𝑎 · |𝜃|3 + 𝑏 · |𝜃|+ 𝑐 (5.9)
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Figure 5.6: Campaign record for on-board measurements of XCO2 (top left) and XCH4
(lower left). This data-set is referenced to SZA=45 ∘forenoon and afternoon separately to
account for long-term variations over the day. The oxygen retrieval (lower right) appears
not to be affected by the SZA dependency.
Here 𝑎, 𝑏, 𝑐 are free fitting parameters. Thereby, the correction was by definition chosen to
vanish at 𝜃 = 45 ∘as suggested by Wunch et al. (2011). This referencing was performed for
forenoon and afternoon separately. The correction to the data-set is then applied using
𝑋SZA, gas =
𝑋gas(𝜃)
𝑐SZA,gas(𝜃)
. (5.10)
Figure 5.6 shows the referenced data-set as well as the retrieved parameters for the
correction function. XCO2 and XCH4 show a systematic deviation that is symmetric
in SZA=0 (noon). The characteristic shape differs slightly for both gases so individual
parameters are retrieved. However, oxygen, depicted in the lower left, does not show a
significant SZA dependency. Note that here the reference to SZA=45 could be replaced by
the reference to the measured ground pressure 𝑅 (see Equation 3.18).
In summary, the spurious dependency on solar zenith angle could be characterized
using the clean oceanic air, free from the effects of localized sources of CO2 and CH4 .
Systematically introduced variations due to the advection driven changes in the trace gas
concentrations are assumed to cancel out each other. However, this characteristic might
depend on the assumed ILS as well as on the used a-priori profile as Figure 5.7 shows.
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Figure 5.7: Different SZA characteristic retrieved from the RV Polarstern data set for
CO2 and CH4 using a static profile a-priori or a model based a-priori. The impact on the
characteristic in dependence on a-priori is especially important for the spatially variable
trace gas as it is the case for CH4 .
5.4.3 Detection of ships exhaust plume
The ship’s funnel was located at a few ten meters distance to the spectrometer setup and
rose to approximately 12m above deck. If the line-of-sight passed through the exhaust
plume, enhancements in the observed XCO2 are to be expected. In order to detect such
observations, the enhancement pattern in the XCO2 time series can be calculated from the
line-of-sight (𝑙𝑜𝑠), the prevailing wind conditions and the ship’s exhaust. The ship’s funnel
was located at a few ten meters distance to the spectrometer setup and rose to approximately
12m above deck. If the line-of-sight passed through the exhaust plume, enhancements in the
observed XCO2 are to be expected. In order to detect such observations, the enhancement
pattern in the XCO2 time series can be calculated from the line-of-sight (𝑙𝑜𝑠), the prevailing
wind conditions and the ship’s exhaust.
The exhaust source flux 𝑆𝑠 can be estimated using a simple plume model that calculates
the XCO2 enhancement 𝐸𝑙𝑜𝑠. The model takes the relative wind speed and direction between
the ship-based spectrometer and the plume into account. Here a Gaussian diffusion model
is used as suggested by Bovensmann et al. (2010). Defining the 𝑥 coordinate as downwind
direction and the 𝑦 coordinate as the crosswind direction, the enhancement 𝐸𝑙𝑜𝑠 along the
line-of-sight can be calculated via
𝐸𝑙𝑜𝑠 =
∫︁ 𝑙𝑜𝑠 𝑆𝑠
𝑣𝑟𝑒𝑙
1√
2𝜋 · 𝜎𝑦(𝑥)
· exp
(︃
−12
𝑦2
𝜎𝑦(𝑥)2
)︃
d𝑥 d𝑦 (5.11)
where 𝑣𝑟𝑒𝑙 is the relative wind velocity between ship and plume, and the parameter
𝜎𝑦(𝑥) = 0.104 · 𝑥0.894 dilutes the plume in crosswind direction (𝑦). This assumes a class C
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Figure 5.8: Top panel shows the time series of XCO2 during Apr,10 2014 on board the RV
Polarstern. The line-of-sight passed the ships exhaust plume from approximately 14:50 to
16:00 UTC and shows enhanced XCO2 values (top panel) in the order of 2 ppm. The XCH4
and O2 retrieval do not show an enhancement. Affected measurements can be identified
by using a simple plume model that dilutes the ships exhaust downwind. The line-of-sight
integrates along this diluted plume (lower panel).
for the atmospheric stability (Bovensmann et al., 2010). At first, the exhaust flux 𝑆𝑠 := 1 is
given in arbitrary units. This simplifies the integration that can be performed numerically
and is sufficient to use the result to flag contaminated soundings. Relative wind velocities
𝑣rel and directions were taken from the records of the on board meteorological station.
The line-of-sight from instrument position up to 30m altitude above the smoke stack is
projected into the downwind (𝑥) and crosswind (𝑦) direction and then, 𝐸𝑙𝑜𝑠 is calculated by
integrating numerically Equation 5.11.
Figure 5.8 shows a day where according to the lab book the line-of-sight passed the exhaust
plume as confirmed by the record of relative wind velocities and directions. Measured O2
columns and XCH4 are not affected by the ship´s exhaust, XCO2 , however, is enhanced by
up to 2 ppm. The model yields an enhancement 𝐸𝑙𝑜𝑠 that is similar in temporal pattern to
the observed XCO2 enhancement that confirmed the overall applicability of the approach.
In order to remove the exhaust plume contaminated measurements from the scientific
data set, a filter-threshold is set such that whenever 𝐸𝑙𝑜𝑠 is larger than 0.001 the spectrum is
flagged contaminated. 11.1% of the spectra were discarded by this filter. Additionally, 2.8%
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Parameter value unit
𝜅 3.17 –
𝜂 80 %
𝑀𝑑𝑖𝑒𝑠𝑒𝑙 463 g s−1
𝑣𝑟𝑒𝑙 8 m s−1
Table 5.2: Used parameters for the plume enhancement calculation
of the spectra were rejected due to contamination by the exhaust plume after inspection by
eye.
The measurement can be used to estimate the source strength using Equation 5.11. Here
the source is located at 𝑥 = 𝑦 = 0 with 𝑥 as the downwind component and 𝑦 the crosswind
component. At the location 𝑥, 𝑦 the vertical column enhancement 𝐸𝑣 in units of molec
m−2
𝐸𝑣(𝑥, 𝑦, 𝑆𝑠) =
𝑆𝑠
𝑣𝑟𝑒𝑙
1√
2𝜋 · 𝜎𝑦(𝑥)
· exp
(︃
−12
(𝑦)2
𝜎𝑦(𝑥)2
)︃
(5.12)
with 𝜎𝑦(𝑥) = 0.1040𝑥0.894 (5.13)
The source flux 𝑆 in units of molec s−1 is given by
𝑆 = 𝜅𝜂𝑁𝑎𝑀𝑑𝑖𝑒𝑠𝑒𝑙
𝑀𝐶𝑂2
(5.14)
with 𝜅 the stoichiometric factor for the oxidation from diesel fuel to carbon dioxide, 𝜂 the
combustion efficiency of the engine, 𝑁𝑎 the Avogadro constant and 𝑀𝐶𝑂2 the molar mass
of CO2 . The slant column enhancement 𝐸𝑠𝑙𝑎𝑛𝑡 can be calculated using the solar zenith
angle 𝑆𝑍𝐴.
𝐸𝑠𝑙𝑎𝑛𝑡 = 𝐸𝑣𝑒𝑟𝑡(𝑥, 𝑦, 𝑆)
1
𝑐𝑜𝑠(𝑆𝑍𝐴) (5.15)
Instead of a single source two smoke stacks are assumed at location 𝑥𝑘 = ±0.5m,
𝑦𝑘 = ±1.5m as it is the case for the RV Polarstern. The total enhancement can be
calculated using
𝐸𝑡𝑜𝑡(𝑥, 𝑦, 𝑆) =
∑︁
𝑘=1,2
𝐸𝑠𝑙𝑎𝑛𝑡(𝑥− 𝑥𝑘, 𝑦 − 𝑦𝑘, 𝑆𝑘) (5.16)
The vessel has four engines, which release the exhaust through the two smoke stacks.
These engines can run with various loads. Here the load distribution is chosen to 40% to
the first and 60% to the second funnel.
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Figure 5.9: Top view of the RV Polarstern. The downwind direction (abscissa) and the
crosswind direction (ordinate) in the inertial system of the ships funnel. The enhanced
CO2 value is calculated using Equation 5.16. The positions of the dots represent the point
where the line-of-sight passed the exhaust plume approximately 10m above the funnels exit.
The color code of the dot is the same as the underlying ships exhaust.
Table 5.2 shows the estimated parameters. For 𝜅 Diesel fuel is assumed to be C12H23.
The Diesel flux corresponds to a fuel consumption of 40 t per day. Figure 5.9 shows the
top-view on the plume with downwind direction 𝑥 (abscissa) and crosswind direction 𝑦
(ordinate). In color code the vertical enhancement. The dots represent a single measurement
of CO2 at the point, where the line-of-sight passed the plume in approximately 10m above
the ships exhaust plume with the same color code. Clearly an enhanced value of CO2 aligns
with the down-wind model.
The record of CO2 over the day is shown in Figure 5.10. In red is the calculated plume
enhancement shown calculated using Equation 5.16 with the parameters in Table 5.2. A
4-degree polynomial fit to all non-plume measurements give the background concentration
where the enhancement is added. Note, that here instead of a global wind velocity 𝑣𝑟𝑒𝑙 the
prevalent wind condition measured by the on board meteorological site is used. This model
shows very good agreement to the measurement with the given assumptions. However, the
fuel consumption is not exactly known, as well as the combustion efficiency. Despite these
uncertainties the general approach of retrieving the source strength of a localized source
can be demonstrated successfully.
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Figure 5.10: RV Polarstern record from Apr 10th 2014. At approximately 14:50 utc the
line-of-sight passes the ships exhaust plume that result in enhanced CO2 values. With the
plume model (Equation 5.16) the source strength of CO2 can be estimated to 40t diesel per
day - a typical value.
5.4.4 Calibration to WMO reference
In order to compare the campaign data set with other products such as satellite soundings
or model data, calibration to a reference is performed. Side by side measurements at
the TCCON site Karlsruhe, Germany allow to constrain the campaign record to the
calibrated to WMO standard according to TCCON requirements. TCCON XCO2 and
XCH4 were retrieved with the GGG2014 software package (Wunch et al., 2011). The
campaign instrument was operated side-by-side the Karlsruhe TCCON instrument during 4
consecutive days in May 2014 after the ship campaign. Retrievals from the EM27/SUN
measurements followed the approach outlined in chapter 5 including the quality filters
described in section 3.4 and the aforementioned correction terms. Hourly means ⟨𝑋⟩ℎ of
the XCO2 and XCH4 were calculated and used to determine the calibration factor 𝛾𝑔𝑎𝑠
according to
𝛾𝑔𝑎𝑠 =
⟨⟨𝑋EM27⟩ℎ
⟨𝑋𝑤𝑚𝑜⟩ℎ
⟩
(5.17)
where brackets indicate averaging over the entire data set. Finally, the entire EM27/SUN
data set is scaled to the WMO calibrated TCCON reference with the global scaling factor
𝛾𝑔𝑎𝑠:
𝑋𝑔𝑎𝑠,𝑤𝑚𝑜 =
𝑋𝑔𝑎𝑠
𝛾𝑔𝑎𝑠
(5.18)
Figure 5.11 shows the post campaign reference measurements for both XCO2 (top figure)
and XCH4 (bottom figure). The obtained calibration factors 𝛾XCO2 = (0.99568± 0.00049)
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and 𝛾XCH4 = (0.98162± 0.00073) where the error estimate refers to the standard deviation
among the calibration data set. Note that the calibration factor for O2 in the order of
≈ 2.8% (≈ 0.972) was still present in the un-referenced data and is included into the
calibration factor 𝛾𝑔𝑎𝑠. Note further, that this calibration is obtained with a reprocessed
TCCON-Karlsruhe data set. This improvement was found to be necessary because the
station Karlsruhe differs in the optical setup from other TCCON stations (Kiel et al.,
2016). The difference can be scaled by using 𝛾XCO2,𝑜𝑙𝑑/𝛾XCO2,𝑛𝑒𝑤 = 1.00219487 and XCH4
by 1.00103463.
Advances with respect to future campaigns can be made recording reference measurements
before the campaign as well. This stabilizes the overall calibration and gives a handle on
instrumental drift as suggested by Frey et al. (2015). However there are no indications that
drift occurred along the campaign record.
In conclusion the clean oceanic air could be used to infer the spurious dependency on solar
zenith angle. The applied correction might be applicable to other EM27/SUN instruments
with the caveat, that there is a dependency on the used profile a-priori.
The enhancement of XCO2 of measurements that passed the ships exhaust plume could
be detected with a simple plume model. As a sanity check the source strength of the ship
could be estimated to approximately 40t diesel per day. Motivated by this high accuracy, a
measurement campaign at the volcano Mt. Etna, Sicily was performed Aug/Oct 2015. Here
the EM27/SUN was mounted on a car and moved such, that the line-of-sight passed the
plume in a cross section. Since volcanic gases contain both XCO2 and SO2 the total column
of SO2 had been measured as a reference with a UV-VIS spectrometer using the identical
light path as the EM27/SUN instrument. The SO2 concentrations outside the plume are
negligible compared to in-plume concentrations. This allows to use the SO2 total column
as a tracer for in-plume conditions in order to derive the high atmospheric background
of XCO2 . The ratio of XCO2 /XSO2 can be used as a measure for the volcanic magma
conditions (e.g. Aiuppa et al., 2007, 2010). The measurement campaign is published by
(Butz et al., 2016, in preparation). The final calibration to the WMO referenced TCCON
site does not show systematic deviations and allows to compare the data set with other
data such as satellite or model data as described in the upcoming chapter.
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Figure 5.11: Side by side measurements with the EM27/SUN campaign instrument (blue)
and the TCCON (red) site Karlsruhe, Germany. The calibration factor for XCO2 (top
figure) and XCH4 (bottom figure) to the WMO-reference is obtained using hourly averages
of each instrument. The calibration residual is shown in the lower panels of the figures and
shows no systematic effect.

6 Interhemispheric transect of carbon
dioxide and methane
The following chapter presents the first deployment of two miniature IR-Spectrometers on
board a research vessel as mobile platform. Purpose of this campaign is, to demonstrate a
general applicability of ground based direct sunlight spectroscopy from a moving platform.
Besides that it delivers a consistent data set of the target species XCO2 and XCH4 along
the interhemispheric transect with a quality beyond satellite accuracy. Parts of this chapter
are from the related publication (Klappenbach et al., 2015).
6.1 Campaign description
The German research vessel “RV Polarstern”1 started out at port Cape Town, South Africa
(30 ∘S, 18 ∘E) on March 5th 2014 and arrived port Bremerhaven, Germany (54 ∘N, 19 ∘E) on
April 14th 2014. Figure 6.1 shows the campaign outline together with the valid EM27/SUN
measurements and coinciding GOSAT soundings.
Two IR-spectrometers measured on board in direct sunlight spectroscopy: The Bruker™
EM27/SUN as an IR-FTS (see chapter 3) and the self-developed grating spectrometer
(GRC) (see chapter 4). The discussion focuses on the data retrieved from the EM27/SUN.
In total 5738 XCO2 and XCH4 total column average molar fractions could be obtained.
All corrections as described in section 3.3, section 3.4 and section 5.4 are applied to the
dataset. Side by side measurements at the TCCON2 site Karlsruhe, Germany enabled the
calibration to WMO standards in order to compare it to other data sets such as satellite
soundings or model output.
For GOSAT (Greenhouse Gas Observing Satellite) three different retrieval methods
are discussed: The RemoTeC-Full-Physics (FP) and RemoTeC-Proxy (Butz et al., 2011;
Guerlet et al., 2013b; Schepers et al., 2012) retrieval as well as the Atmospheric CO2
Observations from Space (ACOS) approach (O’Dell et al., 2012; Crisp et al., 2012). Even
though the in-orbit operations of GOSAT have been adapted to maximize the number of
ocean-glint soundings during the campaign period, the number of coincident and quality-
assured retrievals amounts to a few tens of samples, that largely varied among the retrieval
approaches (see subsection 1.2.2). Most importantly here, ACOS delivers many more data
than RemoTeC-FP for ocean-glint soundings since RemoTeC-FP resorts to a conservative
1Operated by the Alfred Wegener Institute (AWI), Helmholtz Centre for Polar and Marine Research
2Total Carbon Column Observatory Network
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Figure 6.1: Ship track of the RV Polarstern during the cruise from Cape Town Mar 5th
and port Bremerhaven Apr 14th 2014. GOSAT soundings that found to be coincident
within a 5 ∘radius and 4hour temporal radius are interconnected with gray lines.
cloud and aerosol filtering scheme using the “upper edge” method (Butz et al., 2013). ACOS
does not deliver XCH4.
Satellite soundings were correlated to RV Polarstern records with a 4 h temporal and
with a 5 ∘ latitudinal/longitudinal coincidence radius. Figure 6.1 depicts this coincidence
criterion connecting RV Polarstern-measurements (black) with satellite soundings (blue
= ocean glint; red = land-nadir). It is to be expected, that this coincidence criterion
introduces a large uncertainty, since real variations in total column averages may occur (see
subsection 1.2.2).
The model data by CAMS (Copernicus Atmosphere Monitoring Service) provides global
operational analysis and forecast of CO2 and CH4 in near real time. The model output is a
forecast without any data assimilation of the target species with a horizontal resolution
of around 80 km and 60 vertical levels from surface to 0.1 hPa. The atmospheric CO2
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and CH4 mixing ratio fields modeled by CAMS rely on the ECMWF IFS model3. The
IFS has a simple carbon module (Boussetta et al., 2013) to model the CO2 uptake and
release from vegetation. The CO2 biogenic fluxes from vegetation are adjusted to correct for
large-scale biases by using a climatology of optimized CO2 fluxes (Agusti-Panareda et al.,
2015, ECMWF Tech Memo 2015). The CH4 fluxes and other CO2 fluxes are prescribed
by inventories and seasonally varying climatologies, including the chemical sinks for CH4
in the troposphere and stratosphere. A more detailed description of the CO2 and CH4
forecast configuration can be found in Agustí-Panareda et al. (2014) for CO2 and in Massart
et al. (2014) for XCH4. The plotted data stems from the model simulation where the
meteorology is re-initialized daily using ECMWF meteorological analyses but CO2 and
CH4 are free running, i.e. no assimilation of CO2 and CH4 observations is performed. The
model data is temporally and spatially interpolated from model grid to the RV Polarstern
measurements in order to avoid discontinuities. The profile a-priori used in the retrieval of
the RV Polarstern-dataset was taken from the same CAMS model data. Thus effects of
the averaging kernel are assumed to be negligible (Klappenbach et al., 2015; Rodgers and
Connor, 2003) which allows a direct model-measurement comparison.
6.2 XCO2 and XCH4 - inter hemispheric transect
Figure 6.2 and Figure 6.4 show the EM27/SUN XCO2 and XCH4 records measured above
the Atlantic in March/April 2014 from aboard RV Polarstern. XCO2 represents the North–
South (N–S) gradient of up to 6.8 ppm between ∼ 45 ∘N and ∼ 30 ∘ S at the end of the
Northern Hemisphere dormant season. This is largely expected from previous assessments
(e.g. Denning et al., 1995). Beside the N–S gradient, diurnal and day-to-day variations on
the order of 1 ppm are found most likely originating from transport of far-away source/sink
signals. Note that the exhaust of RV Polarstern itself were excluded from the data(see
subsection 5.4.3).
Satellite data from GOSAT as well as globally modeled CO2 and CH4 by CAMS is shown
as well.
Figure 6.3 and Figure 6.5 show the differences of the various greenhouse gas products to
the campaign record. Here averages of all EM27/SUN soundings within the coincidence
criteria were subtracted from the individual satellite soundings.
Both GOSAT XCO2 retrievals, RemoTeC-FP and ACOS, generally match the EM27/SUN
observations within 2 ppm. Due to sparse data coverage, RemoTeC-FP does not allow for
assessing the N–S gradient. The ACOS retrievals tentatively show a weaker N–S gradient
due to XCO2 land-nadir soundings North of 23 ∘ being somewhat lower than the ship records.
Scatter of the satellite data, however, hinders robust conclusions.
The XCO2 modeled by CAMS shows an overall excellent agreement to our ship-borne
records. In the northern extra tropics an offset of 1 to 2 ppm is consistent with an independent
3https://software.ecmwf.int/wiki/display/IFS/Official+IFS+Documentation
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Figure 6.2: Atmospheric carbon dioxide concentrations (XCO2) retrieved from ship based
measurements in infra-red direct sunlight spectroscopy from onboard the research vessel
RV Polarstern. This latitudinal transect shows the retrieval result (gray dots) as well as
daily averages (black). Satellite evaluations from GOSAT data are shown for two retrieval
approaches (Acos and RemoTeC-FP) separated by ocean glint geometry (bluish) and
land-nadir soundings (reddish). In addition non-assimilated CAMS model-data is shown
(magenta).
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Figure 6.3: Differences X-X𝐸𝑀27 are shown for the different data-sets. Satellite data are
compared to the average of coinciding ship based measurements. The differences do not show
a systematic deviation for the satellite products. Most of the differences might be introduced
by the coincidence criterion and do not appear to show a clear trend. Modeled data however,
show a discrepancy of approximately 1 ppm in the interhemispheric gradient as well as a
general offset. In addition the deviation increases towards the tropical convergence zone at
the equatorial region.
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Figure 6.4: Atmospheric methane concentrations (XCH4 ) retrieved from ship based
measurements in infra-red direct sunlight spectroscopy from onboard the research vessel
RV Polarstern. This latitudinal transect shows the retrieval result (gray dots) as well
as daily averages (black). Satellite evaluations from GOSAT data are shown for two
“RemoTeC” retrieval approaches (FP and Proxy) separated by ocean glint geometry (bluish)
and land-nadir soundings (reddish). In addition non-assimilated model-data is shown
(magenta).
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Figure 6.5: Differences X-X𝐸𝑀27 are shown for the different data-sets. Satellite data are
compared to the average of coinciding ship based measurements. Satellite data indicate no
significant systematic deviation. Largest deviations occur at land-nadir soundings (reddish
colors) and might be differences introduced due to spatial distances.
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evaluation (Agustí-Panareda et al., 2016, submitted) using TCCON data at several sites in
the Northern Hemisphere extra tropics. This model bias is linked to errors in the modeled
CO2 fluxes which will be addressed by the CO2 flux adjustment scheme under development
in the CAMS forecasting system. Despite this model bias, the small variations introduced
by transport processes can be resolved by both model and measurements. Differences are
larger in the tropics where XCO2 is overestimated by the model. It is clear that the model
is not able to represent accurately the CO2 emissions from West Africa characterized by
widespread biomass burning. Due to persistent cloud cover the ship records lack data in
the inner tropics that hinders further investigation of this source related error. Smaller
discrepancies of less than 1 ppm are found in the Southern Hemisphere background air. The
smoothing effects introduced by the averaging kernel matrix are directly taken into account
due to the use of the model a-priories for the spectral retrieval. These effects are larger
in the northern extra tropics and tropics, but are found to be negligible in the southern
extra tropics. For XCH4 model-measurement deviations are below 0.02 ppm for most of the
cases. The discrepancies are also larger in the northern hemisphere where XCH4 fluxes are
strongest, but the relative differences are much higher than for XCO2 .
For XCH4, Figure 6.4 (right), the EM27/SUN soundings find a N–S gradient of roughly
0.06 ppm between ∼ 45 ∘N and ∼ 30 ∘ S. Diurnal and day-to-day variability on the order of
0.01 to 0.02 ppm can be observed around 30 ∘ S 35 ∘N. Tentatively, latitudinal variability in
XCH4 and XCO2 follows similar patterns. For example, one might speculate whether XCO2
and XCH4 increasing towards the Northern tropics (∼ 10 ∘N) are related to emissions of
both gases from biomass burning. Though, the inner tropics lack data to confirm that
hypothesis.
The GOSAT RemoTeC-FP and RemoTeC-Proxy XCH4 retrievals, both agree with the
ship-borne records to mostly within 0.02 ppm. As for XCO2, the yield from RemoTeC-FP is
too low to infer robust conclusions but overall RemoTeC-FP delivers XCH4 offset in the order
of 0.01 to 0.02 ppm compared to RemoTeC-Proxy retrievals. The latter fit the validation
data particularly well for the tropical ocean-glint soundings. The land-nadir soundings
North of 23 ∘N show greater differences of 0.03 to 0.04 ppm i.e. both, RemoTeC-Proxy
XCH4 and ACOS XCO2, reveal larger differences for the Northern mid-latitude land-nadir
observations than for the low-latitude ocean-glint soundings. Given that both algorithms
and both species are affected, the most likely explanation is that our coincidence criterion
is too loose to assume homogeneous concentration fields in the mid-latitudes.
Overall, the deployment of the EM27/SUN spectrometer on RV Polarstern demonstrated
that the inferred latitudinal transects of XCO2 and XCH4 were of adequate quality to
validate soundings from satellites such as GOSAT and to evaluate modeled concentration
fields such as provided by the CAMS model. The observations collected during our ∼ 5 week
campaign are too sparse too allow for a statistically robust ensemble of coincidences with
GOSAT but demonstrated the potential for providing satellite validation over the oceans
where other validation opportunities are sparse. Already a few ship cruises, similar to the
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one discussed here, conducted per year would make a great asset to for XCO2 and XCH4
remote sensing from satellites in particular for satellites such as OCO-2 providing much
denser data coverage than GOSAT. Despite the snapshot-like nature of our observations,
the comparison of the ship records to the CAMS model provided hints at model errors in
the CO2 and CH4 surface fluxes and model deficiencies in the representation of the chemical
sink for XCH4 in tropical regions. Simultaneously comparing measured and modeled XCO2
and XCH4 delivers additional confidence in the conclusions since transport related errors
are correlated among the two species, thus helping in the model flux/transport error source
attribution.
6.3 Hemispheric source strength - use of a simple box
model
An interhemispheric gradient of CH4 measured with high accuracy can be used to derive
the relative source strength of CH4 for each hemisphere. The source strength 𝑆𝐻 of one
hemisphere 𝐻 can be represented by a simple box model similar to the suggestion by Elkins
et al. (1993) where the atmosphere is divided into the two hemispheres:
𝑆𝐻 =
𝑑𝑋
𝑑𝑡
+ 𝜅𝑙𝑜𝑠𝑠𝑋 + 𝜅𝑒𝑥𝑐ℎ.(𝑋𝐻 −𝑋?^?) (6.1)
Here 𝑋 denotes the trace gas concentration in the specific hemisphere 𝐻. The source
strength 𝑆 is given by the change in concentration in time modified by removal processes
(𝜅𝑙𝑜𝑠𝑠) and inter hemispheric gradient driven exchange (𝜅𝑒𝑥𝑐ℎ.) from the other hemisphere
?^?. 𝜅 = 1
𝜏
with the average lifetime 𝜏 .
Under the assumption that the exchange found its equilibrium state 𝑑𝑋
𝑑𝑡
= 0. The inter
hemispheric exchange coefficient can be estimated from long lived SF6 (Sulfur hexafluoride)
to 𝜅𝑒𝑥𝑐ℎ. = 11.3±0.1 yr
−1 (Geller et al., 1997). In particular this means an atmospheric
molecule needs statistically 1.3 years to pass the inner tropical convergence zone to the
other hemisphere.
The relative source 𝑅𝐻 contribution from each hemisphere thus can be estimated using
the measured inter hemispheric gradient:
𝑅𝐻 =
𝑆𝐻
𝑆𝐻 + 𝑆?^?
(6.2)
The lifetime of CH4 is 𝜏 = 9.1± 0.9𝑦𝑟 (Prather et al., 2012). Here, the lifetime defined
as the total atmospheric burden divided by all loss processes.
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From the measurement (see Figure 6.4) the inter-hemispheric gradient can be estimated
to [CH4]NH = (1.7545± 0.0049) ppm and [CH4]SH = (1.8099± 0.0066) ppm which leads to a
source contribution of (61.9± 2.4)% for the northern hemisphere.
The net removal of atmospheric CO2 takes place by mainly two processes: Biogenic net
uptake and oceanic invasion4. Due to individual response times of these processes a general
lifetime of atmospheric CO2 cannot be specified and thus does not allow such an assessment
for CO2.
However, this simple box-model depicts the working principle of the top-down approach.
With respect to more sophisticated models this data set can be used to infer model in-
accuracies as depicted in the upcoming subsection, even if these models do not infer source
or sink budgets.
6.4 Model improvements with the measured north-south
transect.
The global CAMS forecast model for CO2 and CH4 is an advection based model that uses
source and sink repositories in combination with an transport model (Agustí-Panareda
et al., 2014; Massart et al., 2014). Here, the Integrated Forecasting System (IFS5) is used,
which is a semi-Lagrangian non mass conserving transport scheme. The error increases with
higher model-resolution. This is of particular importance for long-lived species such as CO2
and CH4 since these errors accumulate with model-time. The measured highly accurate
and representative data set obtained within this work can be used to identify these effects
and constrain correction approaches to it.
Figure 6.6 shows on the left hand side the RV-Polarstern track and daily average position.
The two right panels show model improvements compared to the RV-Polarstern data set
(black) for both CO2 and CH4 respectively. In general deviations increase with higher model
resolution depicted by light colors as to be expected. Two different correction approaches
are shown in blue and green. A simple “proportional” mass fixer (Agustí-Panareda et al.,
2014; Massart et al., 2014) as well as the more complex Bermejo & Conde mass correction
approach (Bermejo and Conde, 2002). Besides the general offset between measurement
and model, both correction schemes alter inter-hemispheric gradient as well and correct it
towards the measured transect. Satellite measurements can deliver such a transect, but
they are too in-accurate to asses the inter-hemispheric gradient. Stationary sites, on the
other hand, are accurate, but sparsely spread over the globe. In addition station-to-station
variations due to different instruments and measurement conditions do not allow such an
assessment which makes the RV-Polarstern data-set a valuable contribution for model
improvements.
4Note, that here are additional, long-term 𝒪(104𝑦𝑟) processes.
5For more information see https://software.ecmwf.int/wiki/display/IFS/Official+IFS+
Documentation, last access Jul 14th 2016
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Figure 6.6: Right two panels depict the step-wise model improvements of the CAMS CO2
and CH4 forecast product using the RV-Polarstern data set (black). High resolution model
runs are shown in light colors, low resolution in dark colors. The improvements address
the non-mass-conserving transport model, which affects high resolution runs more than
low resolutions. No correction is depicted by red/orange lines. Including two different
corrections (green/blue) decreases model-measurement deviations. Note, that beside a
global offset, the correction alters the inter-hemispheric gradient as well. Picture taken
from (Agustí-Panareda et al., 2016, Submitted).
6.5 FTS versus Grating Spectrometer
Within this work two IR-Spectrometers with similar resolving power had been tested for the
use of campaign based mobile measurements of atmospheric CO2 and CH4 in direct sunlight
spectroscopy. The EM27/SUN as an Infra-Red-Fourier-Transform-Spectrometer and a self
developed IR-Grating spectrometer (GRC). The EM27/SUN shows excellent performance
even under mobile application on board a ship including moderate engine induced vibrations.
Sampling-times in the order of 12 s for a double sided interferogram appear suitable for
stationary and ship-based measurements. However, shortcomings show off under more
mobile applications such as car-based measurements with strong vibrations causing sampling
related errors and stopped recording (personal communication André Butz). Despite the
GRC has not been tested on car-based applications, it can be expected that a grating
spectrometer should not suffer from such effects. In addition extremely short integration
times compared to the FTS instrument allow to relax the solar tracking requirements as well
as performing measurements under highly variable atmospheric conditions. For accurate
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parameter GRC EM27/SUN unit annotation
focal length 𝑓 508.0 127.0 mm
aperture diameter 𝑑 40.0 0.6 mm
numerical aperture 20.0 200 –
external field of view 0.346 0.270 ∘ full angle
design wavelength 900 – 1700 850 – 2000 nm
design wavenumber 900 – 1700 5,000 – 12,000 cm−1
resolving power 29,000 12,000 –
integration time 0.25 12 s
dimensions 85 x 37 x 26 35 x 27 x 40 cm L x W x H
weight ≈ 18 ≈ 25 kg
power consumption ≈ 100 (150 peak) ≈100 W plus laptop
precision in XCO2 0.4 0.03 % relative to 400 ppm
precision in XCH4 – 0.04 % relative to 1750 ppb
Table 6.1: Key parameters of the two NIR-spectrometers.
measurements the instruments stability has to be improved further as depicted in section 4.9
in order to compete with the EM27/SUN properly. Table 6.1 summarizes the instruments
properties accordingly.
7 Conclusion and outlook
This work contributes to the scientific understanding of sources and sinks for atmospheric
carbon dioxide (CO2) and methane (CH4) on a continental or local scale. As part of the “top
down” approach, which infers the source/sink strengths from accurate and representative
measurements, ground based remote sensing approaches are used to measure trace gas
concentrations as a column average of the entire atmosphere overhead. This technique
can be both accurate and representative. However, only a few tens of instruments operate
worldwide on a regular basis which hinders stable source/sink evaluations. This work aims
to perform mobile and accurate remote sensing measurements in order to increase the spatial
density of measurements worldwide. Within this work two packing-case sized near-infra-red
spectrometers were tested on a research vessel in direct sunlight spectroscopy, one of which
was a self developed grating spectrometer. A solar tracking system, also developed within
this work, couples the solar intensity reliably into the spectrometer’s entrance apertures,
regardless the ship’s movements. The obtained campaign data was evaluated and published
(Klappenbach et al., 2015).
The performance analysis of the developed solar tracking device revealed an accuracy of
0.05 ∘for angular accelerations up to 6.3 ∘s−2 and showed excellent performance for ship
based applications with typical angular accelerations well below the inferred limit. Future
developments can drive the fitness of the solar tracker towards car-based measurements
and would enable so called “traverse” measurements, by passing a localized source of trace
gases. In-plume and out-of-plume measurements during such a traverse allow to quantify
background concentrations and to infer the source enhancement directly. Sources might be a
city, volcano, ruminant based livestock or shale-gas facilities to name just a few. Especially
the latter are subject to scientific debates since the sources are diffuse and challenging to
characterize (e.g. Howarth et al., 2011; Schneising et al., 2014).
A major part of this work was the development of a NIR-grating spectrometer motivated
by the physical robustness of such instruments. Besides conventional gratings, an “immersed
grating” was tested. Despite the excellent dispersion that would have allowed decreasing
the physical dimensions of the instrument by a factor of 2-3, the conventional grating setup
was the finally implemented one. Key feature of this instrument was the used 2D detector
array in order to enhance the spectral sampling. The evaluated precision of 0.4% for
XCO2 was limited by instrumental effects, mainly shortcomings of the detector. However,
compared to the FTS-instrument, approximately 50 times shorter exposure times could
guarantee measurements under very variable conditions. For future instruments the use of
a strictly linear detector is strongly recommended, that must not be subject to additional
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interference phenomena in the detectors substrate. Modifications are indicated within this
work for the future use of an immersed grating, which might be a considerable choice for
a small instrument with a high resolving power. Future applications might be a grating
spectrometer without moving parts, which uses three detectors that resolve the absorption
features of CO2, CH4 and O2 simultaneously, resulting into extremely short integration
times to make a step towards car-based measurements.
The Infra-Red-Fourier-Transform-Spectrometer “EM27/SUN” by BrukerOptics could
already prove high precision and long term stability in stationary ground based measure-
ments. This work demonstrated, that the sensitive mechanics of this lab-instrument was not
challenged by campaign based measurements on a ship and delivered measurements with
precisions of better than 0.03% for XCO2 and 0.04% for XCH4, respectively. The published
data set from atmospheric XCO2 and XCH4 measurements along the ship route from Cape
Town to Bremerhaven was found to be a valuable data set to identify model-deficiencies
along the measured north-south transect.
From a global perspective the EM27/SUN Fourier Transform Spectrometer aligns perfectly
in the successful series of ground based measurements of carbon dioxide and methane. Due
to its high accuracy and robustness, even under campaign conditions, the instrument is a
valuable tool to infer sources and sinks of CO2 and CH4. After calibration, the instrument’s
accuracy is high enough to validate satellite soundings as well as to infer local source
strengths and can clearly be seen as an emerging tool for accurate ground- or ship- based
measurements of CO2 and CH4.
Future campaigns on research vessels might adapt the ship’s course to perform direct
satellite match-ups. This would enable the validation of satellite soundings in ocean glint ge-
ometries without coincidence criterion induced errors. The light infra-structure requirements
of the instrument are an optimal match for performing ship-based measurements on a regular
basis such as conventional cargo ships that regularly commute between the hemispheres.
Deployments on cruise-ships, however, that predominant cruise in tropical regions, could
help to address model-deficiencies in the inner-tropical convergence zone. Automation of the
instrumentation that allows to cover the instrument under harsh weather conditions without
human intervention could save personal and might enable remote operation. Challenges
here might be wear of the solar tracker as well as sea-salt introduced corrosion. A suitable
glass-dome to cover the instrument could be subject of further investigations.
Future cooperation between modeling working groups as well as measurement based
working groups should be intensified in order to close the loop from measurement to model.
Here the model delivered a-priori profiles could enhance the measurement quality. Accurate
measurements, on the other hand, can contribute to model-development and decrease the
uncertainty of “top down” inferred sources and sinks of CO2 and CH4.
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