In this paper, we study problems at the interface of two important fields: submodular optimization and online learning. Submodular functions play a vital role in modelling cost functions that naturally arise in many areas of discrete optimization. These functions have been studied under various models of computation. Independently, submodularity has been considered in continuous domains. In fact, many problems arising in machine learning and statistics have been modelled using continuous DRsubmodular functions. In this work, we are study the problem of maximizing non-monotone continuous DR-submodular functions within the framework of online learning. We provide three main results.
Introduction
In this paper, we study problems at the interface of two important fields: submodular optimization and online learning. A real-valued set function f : 2 N → R on a finite ground set N is submodular iff it exhibits a diminishing returns (DR) property that is,
where S ⊆ T ⊆ N and e ∈ N \ T . Submodular functions play a vital role in modelling cost functions that naturally arise in many areas of applied mathematics such as machine learning [2, 40] ), computer vision [9] , economics [52] and operation research [36, 47] . Moreover, submodular functions are computationally tractable that is, they can be minimized exactly and maximized approximately in polynomial time. In fact, submodular maximization problems have been explored under various models of computation, including centralized [11, 14] , streaming [15, 42] , and distributed [4, 5] frameworks.
Primarily, submodularity was introduced to handle problems arising in discrete domains. A widely-used method for maximizing a submodular set function relies on solving the multi-linear extension of the function and round the solution to a discrete one (using different techniques, for example, Pipage rounding [14] , swap rounding [17] , contention resolution schema [18] , etc.). Here, a crucial step is to optimize multi-linear extensions of submodular functions.
Independently, submodularity in continuous domains has been of great interest [1, 6, 7, 20, 33, 46, 51] . More specifically, many problems arising in domain of machine learning and statistics, such as Nondefinite Quadratic Programming [37] , Determinantal Point Processes [41] , log-submodular models [22] , to name a few, have been modelled using continuous DR-submodular functions. Continuous DR-submodular optimization is a broad subclass of non-convex optimization, which is an upcoming frontier in machine learning. Roughly speaking, a differentiable bounded function F : [0, 1] n → [0, 1] is DR-submodular if ∇F (x) ≥ ∇F (y) for all x, y ∈ [0, 1] n where x i ≤ y i for every 1 ≤ i ≤ n. (We consider only non-negative bounded functions in the paper and w.l.o.g., assume that the functions have values in [0, 1].) Continuous DRsubmodular functions generalize submodular set-functions in continuous domains in the sense that they both represent the diminishing return property or the economy of scale. Moreover, the multi-linear extensions of a submodular set function is a continuous DR-submodular function. In the remaining of the paper, we refer continuous DR-submodular functions defined on some convex subset of the hypercube [0, 1] n as DRsubmodular functions whereas we refer discrete submodular functions defined on subsets of {0, 1} n as submodular functions. In this paper, we are interested in the studying DR-submodular maximization within the framework of online learning.
In online learning, the goal is to make good decisions over time with a limited knowledge about the future. Informally, at any time step, given the history of actions and the reward functions, the online algorithm first chooses an action from a set of feasible actions and subsequently an adversary selects a reward function. The objective is to perform as good as a fixed action in hindsight. Within this framework of online learning, we consider two settings: full-information and bandit. In the full-information setting, the adversary reveals the reward function at end of each time step (round) whereas in the bandit setting, the algorithm learns/observes only the reward of its chosen action without any knowledge of the reward functions. Both, the full-information and bandit settings have been extensively studied in the literature especially for convex functions [34] .
In this paper, we study the problem of maximizing DR-submodular functions in both, full-information and bandit settings. For such functions, several algorithms with theoretical approximation guarantees are known in full-information setting. However, these guarantees hold under assumptions that are based on the monotonicity of the functions and on the structure of the convex domain (for eg., unconstrained, downclosed). Specifically in full-information setting, no algorithm with constant performance guarantee is known for the problem of maximizing non-monotone functions over a down-closed convex domain. However, many real-world problems require maximization of non-monotone DR-submodular functions (for example, the problems mentioned earlier such as Non-definite Quadratic Programming, Determinantal Point Processes, log-submodular models). The limit of current theory [6, 7, 20, 33, 46] motivates us to develop online algorithms for non-monotone functions.
In the paper, we consider the following settings.
Full-information setting. We are given a convex domain K ∈ [0, 1] n that is known in advance. At each time step t = 1, 2, . . . , T , the online algorithm first selects a vector x t ∈ K. Then, the adversary reveals a continuous non-monotone DR-submodular function F t : K → [0, 1] and the algorithm receives a reward of F t (x t ).
Bandit setting. We are given a convex domain K ∈ [0, 1] n that is known in advance. At each time step t = 1, 2, . . . , T , the online algorithm first chooses a vector x t ∈ K. Then, the adversary selects a continuous non-monotone DR-submodular function F t : K → [0, 1] and the algorithm receives a reward of F t (x t ). Unlike full-information setting, the adversary never reveals the function F t to the algorithm.
In both settings, we say that an algorithm achieves a (r,
In other words, r is the approximation ratio that measures the quality of the algorithm compared to the best fixed solution in hindsight and R(T ) represents the regret in the standard sense. Equivalently, we say that the algorithm has r-regret at most R(T ). Our goal is to design online algorithms with (r, R(T ))-regret where 0 < r ≤ 1 and is as large as possible, and R(T ) is sub-linear in T i.e., R(T ) = o(T ).
Our contributions and techniques
Exploring the underlying properties of DR-submodularity, we design algorithms with performance guarantees in the above mentioned settings. Our contributions are summarized as follows:
1. Maximzing non-monotone DR-submodular functions over general convex domains in full information setting. We present an online algorithm in full-information setting, for the problem of maximizing smooth non-monotone continuous DR-submodular functions over a general convex domain. Our algorithm uses stochastic estimates of gradients and achieves in expectation a
ln T -regret where T is the number of time steps. In particular, if the domain K contains the origin 0 then the algorithm guarantees that
To the best of our knowledge, this is the first online algorithm for the problem of maximizing nonmonotone continuous DR-functions over general convex domains in full-information setting. Note that the no algorithm is known even for the offline problem of maximizing a continuous non-monotone DR-submodular function (F t 's are the same function for every t) over a general convex domain. Moreover, it has been shown that any constant-approximation algorithm for the offline problem must require exponentially many value queries to the function [53] .
Our algorithm follows the Meta-Frank-Wolfe algorithm proposed by [19] . In their paper, [19] showed that the Meta-Frank-Wolfe algorithm achieves 1 − 1 e , O T ln T -regret for maximizing monotone DR-submodular functions over a general convex domain. Their analysis relies crucially on the monotonicity of the functions. Thus, the main difficulty while designing an algorithm for non-montone functions, lies in overcoming the monotonicity barrier. In the offline setting, previous approaches [27, 16, 7] (on down-closed domains) handled this issue in the following way: at every time step, they compute an update vector over a new modified convex domain that is defined using the solution of the previous step and the original convex domain. Nevertheless, this approach cannot be carried out in the online setting. The modification of the original convex domain at every step raises the issue of unbounded regret (as the feasible set changes over time). Moreover, these modified convex domains do not admit any special property (other than convexity) that can be use to an advantage. On the other hand, our algorithm, at every step, computes the direction of the update v ℓ on the original convex domain and updates the solution vector using the Frank-Wolfe rule that is,
The usage of Frank-Wolfe rule for updating the solution vector, is a common methodology in convex optimization but in the case of submodular maximization, it has played a limited role. (In the case of submodular maximization, previous approaches rather use the rule of form x ℓ+1 ← x ℓ + η ℓ v ℓ .) As it turns out, the Frank-Wolfe update rule is quite effective in dealing with DR-submodular functions over a general convex domain.
Besides, in the standard Frank-Wolfe algorithm, the direction of the update vectors are computed by optimizing an offline oracle (typically a linear one) which is based on the gradient of reward functions. However, in the online setting, such an oracle does not exist since at every step, the reward function is revealed only after a decision has to been made. [19] proposed the idea of multiple online linear optimization oracles in their Meta-Frank-Wolfe algorithm. These online linear oracles try to imitate the working of offline oracle in online scenario while maintaining a bounded regret. We combine this idea with our update rule. Specifically, in the algorithm, multiple copies of online linear optimization oracles are maintained. At every time step, we update the vector in a copy by the Frank-Wolfe rule based on the vector of the previous copy and the direction given by the linear optimization oracle for the current copy. Exploring the underlying properties of DR-submodularity, we manage to prove the performance of our algorithm.
Maximizing non-monotone DR-submodular functions over down-closed convex domains in fullinformation setting.
A convex domain K is down-closed if for every x ∈ K and y ∈ [0, 1] n is a vector such that y i ≤ x i for every 1 ≤ i ≤ n then y ∈ K. For example, a packing polytope is a down-closed convex domain. Motivated by theoretical and practical aspects, the problems of nonmonotone DR-submodular maximization are widely studied over down-closed convex domains in the offline setting [27, 16, 7] . However, much less is known in the online setting.
In this paper, we show that the well-known stochastic mirror ascent algorithm achieves a 1 4 , O T 5/6regret in expectation where T is the number of time steps. Prior to our work, no regret guarantee with constant approximation has been shown for online non-monotone DR-submodular maximization over down-closed convex sets. Moreover, our result provides a theoretical explanation of the performance of the mirror ascent (or gradient ascent) algorithm in practice.
In the analysis, we consider an approach which is fairly different to that for general convex domains. At every time step, we relate the reward of the algorithm to that of the best fixed solution in hindsight and that of non-fixed solutions over times. This gives raise to the main technical obstacle; that is to compare the total reward of the algorithm not only to that of the best fixed solution in hindsight but also to that of some solutions which vary over times. However, those solutions can be correlated with the best fixed solution and the solutions of the algorithm. Using the properties of DR-submodularity, we show that the mirror ascent algorithm indeed yields solutions with desired performance guarantee.
Bandit DR-submodular maximization over down-closed convex domains. Building on our result
in the full-information setting and the bandit algorithm of [28] for convex functions, we derive an algorithm which achieves a 1 4 , O(T 11/12 ) -regret. To the best of our knowledge, this is the first algorithm for maximizing non-monotone continuous DR-submodular functions in the bandit setting.
Related work
In this section, we give a summary on (continuous) DR-submodular maximization and also some works on (discrete) submodular maximization as it is closely related to the former. Submodular optimization has been widely studied for decades [45, 29] . Though, the domain has been investigated more extensively in recent years due to its numerous applications in the field of statistics and machine learning, for example active learning [30] , viral makerting [39] , network monitoring [31] , document summarization [43] , crowd teaching [50] , feature selection [25] , deep neural networks [24] , diversity models [23] and recommender systems [32] .
Offline setting. In the standard approximation theory, the problem of minimization a submodular function is known to be polynomial solvable [49, 38] . On the other hand, the problem of maximizing an unconstrained submodular function is NP-hard. Thus, several approximation algorithms have been developed in offline settings, for example 1/2-approximation algorithm for unconstrained domains [13, 10] , (1 − 1/e)approximation algorithm for monotone smooth submodular functions [14, 16] , 1/e -approximation algorithm for non-motonotone submodular functions on down-closed polytopes [27, 16] .
The continuous extensions of submodular functions such as the multilinear relaxation and the softmax extension, play a crucial role in submodular maximization. See [2] for a survey on connections and applications in machine learning. These extensions belong to the class of DR-submodular functions. [8] considered the problem of maximizing monotone DR-functions subject to down-closed convex domains and proved that the greedy method proposed by [14] , (a variant of well-known Frank-Wolfe algorithm in convex optimization), guarantees a (1 − 1/e)-approximation. It has been observed by [33] that the greedy method is not robust in stochastic settings (where only unbiased estimates of gradients are available). Subsequently, they showed that the gradient methods achieve 1/2-approximation in stochastic settings. The problem of maximizing non-monotone DR-submodular functions is much harder. Very recently, [6] and [46] have independently presented algorithms with the same approximation guarantee of 1/2 for the problem of unconstrained non-monotone DR-submodular maximization (K = [0, 1] n ). These algorithms are inspired by the bi-greedy algorithm in [13, 10] . [7] made a further step by providing an 1/e-approximation algorithm where the domains are down-closed convex. Remark that when aiming for approximation algorithms (in polynomial time), the restriction to down-closed polytopes is unavoidable. Specifically, [53] proved that any algorithm for the problem over a non-down-closed domain that guarantees a constant approximation must require exponentially many value queries to the function.
Full-information setting.
Chen et al. [20] considered the online problem of maximizing monotone smooth DR-submodular functions and provided an algorithm that achieves a 1 − 1/e, O( √ T ) -regret. For the general problem of monotone DR-submodular functions functions (not necessarily smooth), they proved that the online gradient ascent algorithm guarantees a 1/2, O( √ T ) -regret. No regret guarantees are known for the problem of maximizing non-monotone continuous DR-submodular functions in online setting. Very recently, [48] have studied the unconstrained non-monotone (discrete) submodular maximization. They gave an optimal 1/2-approximation factor with O( √ T ) regret.
Maximizing submodular (set) functions have been considered in the competitive analysis model. [26] considered the setting where given a non-monotone submodular reward function, elements arrive in online fashion and the algorithm at each time step makes an irrevocable decision of either selecting or rejecting the newly arrived element (without any constraint). The objective is to maximize the reward incurred on the set of chosen elements. They presented a simple 1/4-competitive algorithm for the problem. Later on, [12] showed competitive bound of 1/e in the preemptive model where the algorithm is allowed to discard/reject the previously selected elements. They also proved that no randomized algorithm can have better competitive ratio than 4/5.
Bandit setting.
In the bandit setting, submodular optimization has been studied for minimization problems [35] . However, no non-trivial approximation guarantee for non-monotone submodular maximization is known in the bandit settings.
Preliminaries and Notations
We introduce some basic notions, concepts and lemmas which will be used throughout the paper. We use bold face letters, e.g., x, z to represent vectors. We denote x(i) as the i th entry of x and x t as the decision vector at time step t. Given two n-dimensional vectors x, y, we say that x ≤ y iff x(i) ≤ y(i) for all 1 ≤ i ≤ n. Additionally, we denote by x ∨ y their coordinate-wise maximum vector such that (x ∨ y) i = max{x(i), y(i)} and similarly x ∧ y their coordinate-wise minimum vector such that (x ∧ y) i = min{x(i), y(i)}.
In the paper, we consider a bounded convex set (domain) K and without the loss of generality, we assume that K ⊆ [0, 1] n . We say that K is unconstrained if K = [0, 1] n , K is down-closed if for every z ∈ K and y ≤ z then y ∈ K, and K is general if K any subset of [0, 1] n without any special property.
We say that a function Φ :
for all x, y ∈ R n . Given a strongly convex function Φ : R n → R, the Bregman divergence is defined as
where the latter is the Euclidean norm. The diameter D of the convex domain K is defined as sup x,y∈K D(x y). The projection of a vector x onto a convex set K is a vector y ∈ K that is closest to x w.r.t D Φ , i.e., formally defined as: Proj K (x) := arg min y∈K D(y x). A useful property of projections is that they satisfy the generalized Pythagore theorem (proof can be found in [3] for example).
Lemma 1 (Generalized Pythagorean property). Given a convex body K ⊂ R n , let y be the projection of y ′ ∈ R n on K that is, y = arg min y∈K D Φ (y y ′ ). Let x be any vector in K, then it holds that
Given a semidefinite positive matrix A, the matrix norm w.r.t A is defined as
For a twice-differentiable function Φ, the Taylor expansion and the Mean-value theorem asserts that
where z = αx + (1 − α)y for some 0 ≤ α ≤ 1. Therefore, the Bregman divergence defines a local norm
Submodularity. In discrete setting, a set function f :
Submodular functions can be generalized over continuous domains.
n , any basis vector e i = (0, . . . , 0, 1, 0, . . . , 0) and any constant α > 0 such that
Note that if function F is differentiable then the diminishing-return (DR) property (1) is equivalent to
Moreover, if F is twice-differentiable then the DR property is equivalent to all of the entries of its Hessian being non-positive, i.e.,
or equivalently, the gradient is β-Lipschitz, i.e.,
Properties of DR-submodularity
In the following, we present properties of DR-submodular functions that are are crucial in our analyses. The properties have been proved in [33] and [7] . For completeness, we provide their proofs in the appendix.
Lemma 2 ([33]
). For every x, y ∈ K and any DR-submodular function F : [0, 1] n → R + , it holds that
). For any DR-submodular function F and for all x, y, z ∈ K it holds that
Maximizing DR-Submodular Functions on General Convex Domains
In this section, we consider the problem of maximizing non-monotone continuous DR-submodular functions in full-information setting. In offline setting, Bian et al. [7] presented an approximation algorithm for the down-closed convex domain. In the case of box constraints, Bian et al. [8] proposed an improved approximation algorithm. Both these algorithms are adapted variants of the well-known Frank-Wolfe algorithm. we show that beyond the down-closed structure, a variant of the Frank-Wolfe algorithm guarantees a constant regret solution for general convex sets in online settings. Observe that no algorithm is known for online settings even in down-closed convex domain.
Algorithm 1 Meta-Frank-Wolfe
Input: A convex set K, a time horizon T , online linear optimization oracles E 1 , . . . , E L , step sizes ρ ℓ ∈ (0, 1), and η ℓ ∈ (0, 1) 1: Initialize online linear optimization oracle E ℓ for all ℓ ∈ {1, . . . L}. 2: Initialize x t 1 ← x 0 for some x 0 ∈ K and d t 0 ← 0 for every 1 ≤ t ≤ T . In order to optimize the approximation ratio, let x 0 ← arg min x∈K x ∞ . 3: for t = 1 to T do 4: Compute v t ℓ ← output of oracle E ℓ in round t − 1 for all ℓ ∈ {1, . . . , L}.
5:
:
. . , L}.
9:
Feedback v t ℓ , d t ℓ to E ℓ for ℓ = {1, . . . , L}.
10: end for
In fact the model we consider applies to a more general case where the algorithm has access only to unbiased stochastic estimates of the gradient. This is often the case in real-world scenarios where computing stochastic estimates of the gradients (which can be done either by sampling or simulation) are much more efficient or realistic than computing the exact gradient (for example when the gradients are expectation over an unknown distribution).
Algorithm 1 uses online linear optimization oracles in each time step -the idea used in [19] for the problem of maximizing monotone DR-submodular function over a convex domain. An online linear optimization oracle is an instance of online linear optimization algorithm that optimizes linear objectives in a sequential manner. At a high level, our algorithm produces a solution x t by running L steps of the Frank-Wolfe algorithm that uses the outputs of L linear optimization oracles as update vectors. After the algorithm plays x t , it observes stochastic gradient estimates at L points in the convex domain. Subsequently, these estimates are averaged with the estimates from the previous round and are fed to the reward functions of L linear online optimization oracles. Lemma 4. Setting κ = ln 3 2 and η ℓ = κ ℓH L , ∀ℓ ∈ {1, 2, . . . , L} where H L is the L th Harmonic number, the following invariant holds true for every t ∈ {1, . . . , T } and for every i ∈ {1, . . . , n}
Proof. Fix a t ∈ {1, · · · , T }. We show that the above holds for every such t. For the ease of exposition, we drop the index t in the following proof. Using the update step (5) from Algorithm 1, for every 1 ≤ ℓ ≤ L, we have
where we use inequality 1 − u ≥ e −u−u 2 for 0 ≤ u < 1/2 and η ℓ = κ ℓH L . Therefore, we get
where the last inequality is due to the fact that
The following lemma has been observed first in [27] and it is generalized in [16, Lemma 7] and [7, Lemma 3] .
Lemma 5 ([27, 16, 7] ). For every x, y ∈ K, it holds that F (x ∨ y) ≥ 1 − x ∞ F (y).
Our analysis relies on a recent variance reduction technique proposed by [44] . This theorem has also been used in the context of online monotone submodular maximization [19] .
t=0 be a sequence of random variables where d 0 is fixed and subsequent d t are obtained by the recurrence 
the variance of the unbiased stochastic gradients is bounded by σ
for every t ∈ {1, . . . , T } and for every ℓ ∈ {1, . . . , L}; and 3. the online linear optimization oracles used in Algorithm 1 have regret at most R E T . Then setting κ = ln 3 2 , η ℓ = κ ℓH L , for every ℓ ∈ {1, . . . , L} where H L is the L th harmonic number and ρ ℓ = 2 (ℓ+3) 2/3 , for every ℓ ∈ {1, . . . , L}, the following inequality holds true for Algorithm 1:
In particular, if 0 ∈ K then choosing x 0 = 0 and Regularized Follow The Leader as E ℓ for every ℓ ∈ {1, . . . , L} with regret
Proof. Let x * ∈ K be a solution that maximizes x 0 (i)).
Note that from Lemma 4, we have that (1 − x t ℓ ∞ ) ≥ r for every 1 ≤ t ≤ T and every 1 ≤ ℓ ≤ L + 1. We prove the following claim which is crucial in our analysis.
Claim 1. For every 1 ≤ t ≤ T , it holds that
where D is the diameter of K and γ ℓ is any constant greater than 0.
Proof of claim. Fix a time step t ∈ {1, · · · , T }. For the ease of exposition, we drop the time index t in equations. For every 1 ≤ ℓ ≤ L, we have
(β-smoothness as per Equation (3)
(β-smoothness as per Equation (4))
where in the last inequality, η ℓ 's are parameters to be defined later (specifically in Claim 3). Applying the above inequality for 1 ≤ ℓ ≤ L and note that the diameter of K is bounded by D, we get
where the inequality holds since (1 − 2η ℓ ′ ) ≤ 1. Hence, the claim follows Summing the inequality in Claim 1 over all t = {1, 2, . . . , T }, we get
Next, we bound the terms on the right hand side of Inequation (5) separately by the following claims.
Claim 2. It holds that
Proof of claim. Using the inequality 1 − u ≥ e −(u+u 2 ) , we have that
where the last inequality is due to the facts that L ℓ=1 η ℓ = L ℓ=1 κ
Fix a time step t. We apply Theorem 1 to left hand side of the inequality where, for 1 ≤ ℓ ≤ L, a ℓ denotes the gradients ∇F (x t ℓ ),ã ℓ denote the stochastic gradient estimate g t ℓ , and d ℓ denotes the vector d t ℓ in the algorithm. Additionally, ρ ℓ = 2 (ℓ+3) 2/3 for 1 ≤ ℓ ≤ L. We verify the conditions of Theorem 1. By the algorithm,
Moreover, by the theorem assumption, E g t ℓ − ∇F (x t ℓ ) 2 ≤ σ 2 . Hence, applying Theorem 1, we get
Summing Equation (6) for 1 ≤ t ≤ T and 1 ≤ ℓ ≤ L and for γ ℓ = Q 1/2 D(ℓ+3) 1/3 and η ℓ = κ ℓH L , we obtain
Proof of claim. The claim follows from the definition of the regret for the online linear optimization oracles that is,
Taking the expectation on Inequality (5) and using Claims 2, 3, 4 , we have
Rearranging terms and note that L−1 ℓ=1 η 2
For L sufficiently large (so O(1/ ln 2 L) becomes negligible compared to a constant), the factor
attains the maximum value of 1
Remark. The regret guarantee, in particular the approximation ratio, depends on the initial solution x 0 . That confirms the observation that initialization plays an important role in non-convex optimization (which is in contrast to convex optimization). To achieve the regret of O T / log T , we set the number of linear optimization oracles T ≤ L ≤ 2T .
Additionally, to achieve the regret of O √ T , we set 2
In this case, the complexity (number of queries to functions and running time) of the algorithm per step is sub-exponential. Note that even in the offline setting, there exists no constant approximation algorithm with polynomial complexity [53] . Besides, as in the description, Algorithm 1 needs the knowledge of the time horizon T . To circumvent this problem, we use the standard doubling trick where Algorithm 1 is invoked repeatedly with a doubling time horizon. The details of which can be found in the Appendix B.1.
Maximizing DR-Submodular Functions on Down-Closed Convex Domains
We consider the DR-submodular maximization over a down-closed convex set in the full-information setting. We establish a provable guarantee of the gradient ascent method by exploring useful properties of DRsubmodularity.
Algorithm 2 Online Stochastic Mirror Ascent (K, η t ) 1: Let Φ be a α Φ -strongly convex function w.r.t · . 2: Initially, x 1 is some arbitrary point in the down-closed convex set K. 3: for t = 1 to T do 4: Play x t and receive reward F t (x t ).
5:
Observe g t such that E g t |x t = ∇F t (x t )
6:
Update x t+1 as follows:
where η t is a step size to be determined later. An equivalent description is
7: end for
The following property of the mirror ascent algorithm has been observed in literature and is explicitly stated in [3] .
Lemma 6 ([3]
). For every t and for any z ∈ K, it holds that
Proof. We have
The first inequality is due to the generalized Pythagorean inequality (Lemma 1). The third equality follows the update rule ϑ t+1 = θ t + η t · g t . The second inequality holds since Φ is α Φ -strongly convex; and in the last inequality, we use Cauchy-Schwarz inequality a, b ≤ b a * ≤ b 2 /2 + a 2 * /2. Rearranging terms, the lemma inequality follows. Theorem 3. Let K ⊂ [0, 1] n be a down-closed convex body and let F t : K → R be non-monotone DRsubmodular functions for every t = {1, 2, 3, . . . , T }. Let D be the diameter of the convex domain K w.r.t Bregman divergence, i.e., D(u v) ≤ D 2 for all u, v ∈ K; and let G := sup 1≤t≤T g t * . Then for
Proof. Let x * ∈ K be the solution that maximizes
The first inequality follows from Lemma 3. The second one is due to Lemma 2; and E g t |x t = ∇F t (x t ); and linearity of expectation. First, we bound the sum E T t=1 g t , x * − x t . Using Lemma 6 and the facts that D(x * x t ) ≤ D 2 and g t 2 * ≤ G 2 for all t, we have
Besides, as
Therefore,
where the equality is due to the definition of the local norm. That implies
By Inequalites (11), (12) and (13), we deduce that
which conclude the claim. Using Lemma 6 and Claim 5, we have
Specifically, the first inequality follows from Lemma 6 and the second inequality holds due to Claim 5. Consequently, the theorem follows from the Inequalities (8), (9) and (14) .
Bandit DR-Submodular Maximization on Down-Closed Convex Domains
We recall the bandit DR-submodular maximization model. Given a down-closed convex domain K, at each time step t = 1, 2, . . ., an algorithm chooses x t ∈ K. After the algorithm has committed to its choice, the adversary selects a non-monotone DR-submodular function F t : K → [0, 1] that subsequently induces the reward F t (x t ) for the algorithm. In bandit model, the online algorithm can observe only the rewards of its previous decisions and therefore, can play the action x t based on the history (x t ′ , F t ′ (x t ′ )) for t ′ < t (and probably with an external source of randomness). The objective is to achieve some (r, R(T ))-regret where 0 < r ≤ 1 is as large as possible and R(T ) is sub-linear in T . Next, we show how one can obtain the gradient estimators in the bandit setting. Let B n and S n be the unit ball and the unit sphere in n dimensions, respectively, that is, B n = {x : x ≤ 1} and S n = {x : x = 1}.
We restate useful lemmas related to functionF δ . Lemma 7 ([34] , Lemma 6.4) . Let δ > 0 be a fixed constant. Then, it holds that E u∈Sn F (z + δu)u = δ n ∇F δ (z), where the expectation is taken over uniform vector u in the n-dim unit sphere S n .
Proof. If F is DR-submodular then for all x ≤ y ∈ K δ and v ∈ B n (so that x + δv ∈ K and y + δv ∈ K), we have ∇F (x + δv) ≥ ∇F (y + δv). Therefore, ∇F δ (x) ≥ ∇F δ (y) for all x ≤ y ∈ K δ . Besides,
The second statement follows.
Algorithm. The algorithm is based on the bandit algorithm of [28] for convex cost functions where the update follows the stochastic mirror ascent algorithm in the previous section. Specifically, at every time step t, we approximate the gradient estimate of function F t by computing functionF t δ , which is also DRsubmodular. Due to the Lipchitz property of F t , F t (z) can be approximated byF t δ (z). Building on the result of the stochastic mirror ascent algorithm, we manage to prove the regret guarantee of the algorithm. Algorithm 3 Bandit DR-Submodular Maximization for a down-closed convex set K 1: Let 0 < δ < 1/2 be a constant to be specified later. 2: Initially, let z 1 ∈ K δ . 3: for t = 1 to T do 4: Pick u t ∈ S n uniformly at random and set y t ← z t + δu t
5:
Play y t and observe the reward F t (y t ).
6:
Set g t ← n δ F t (y t )u t
7:
Update z t+1 by Algorithm 2, i.e.,
8: end for
We are now ready for the main result of the section. 
Proof. Let z * be the solution that maximizes T t=1 F t (z). DefineF t (z) := E v∈Bn F t (z + δv) . By Lemma 7,
Let z * δ be the projection of z * onto K δ . Then by properties of projections, we have z * δ − z * ≤ δ √ n since K ⊆ [0, 1] n . As F t 's are Γ-Lipschitz, we have
Moreover, as F t (z) ≤ 1 for any z ∈ K and every 1 ≤ t ≤ T , we have g t ≤ n/δ. We have
The theorem follows.
Conclusion
In this paper, we presented performance guarantees for the problems of maximizing non-monotone DRsubmodular functions over convex domains in the both online setting, that is, full-information and bandit setting. The open questions that follow as a direct consequence of this work, is on the improvement of the guarantees in terms of both approximation ratio and regret. Moreover, characterizing necessary and sufficient regularity conditions/structures that enable efficient algorithm with approximation and regret guarantees is an interesting direction to pursue.
A Properties of DR-submodularity
We provide the proofs of the properties of DR-submodular functions mentioned in Section 2.
Lemma 1 ([33] ). For every x, y ∈ K and any DR-submodular function F : [0, 1] n → R + , it holds that
Proof. For any vectors x ≤ z, using Inequality (2), we have
Similarly for vectors x ≤ z, we have
Summing (15) and (16) Proof. First, we claim the following two inequalities:
F (z * ) + F (x ∧ y) ≥ F (y) + F (0).
Assuming (17) and (18) holds, we get:
F (x ∨ y) + F (z ∨ z * ) + F (x ∧ y) + F (z ∨ z * ) ≥ F (y) + F (0) + F ((x + z) ∨ y) + F (z ∨ z * ) ≥ F (y) and the lemma follows. In the remaining, we prove the above two inequalities. First, we establish the following identity.
x ∨ y − z * = (x + z) ∨ y − z ∨ z * (19) For this purpose, we will show that both the RHS and LHS of (19) are equal to x. For the LHS we can write x ∨ y − z * = x ∨ y − (x ∨ y − x) = x. For the RHS, let us consider any coordinate i ∈ [n], and show that the following expression equals x i :
Case (x i + z i ) ≥ y i . So (x i + z i ) is larger than both y i and x i . Therefore,
Case (x i + z i ) < y i . So (x i ∨ y i ) = y i . Therefore,
Hence, the RHS of (19) is equal to x. So the identity (19) holds.
We are now proving Inequality (17), i.e.,
The above inequality holds due to (19) , the fact z * ≤ z ∨ z * and the diminishing return property of F . Now we prove Inequality (18) is done similarly.
Theorem 5. Given Theorem 2, the following inequality holds true for Algorithm 4:
T t=1 E F t (x t L+1 ) ≥ L := 2 m+1 3:
Run Algorithm 1 with horizon 2 m , from the (2 m + 1)-th iteration to the 2 m+1 -th iteration.
4:
Let x t for 2 m + 1 ≤ t ≤ 2 m+1 be the solution fo Algorithm 1. 5: end for Proof. From Theorem 2, for each m, it follows that
Summing this quantity of m = 0, 1, 2, . . . , ⌈log 2 (T + 1)⌉ − 1, we have that 
