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Abstract
Quantum chromodynamics, the quantum field theory that describes the
strong interaction, demonstrates a property known as asymptotic freedom
which weakens the strong coupling constant αs at high energies or short
distances. The measurement of particles containing heavy quarks, i.e.
charm and beauty, in high-energy particle collisions is a stringent test of
the theory of quantum chromodynamics in the regime where αs is small.
In addition, asymptotic freedom leads to a phase transition of nuclear
matter at high temperatures or energy densities to a phase known as the
Quark-Gluon Plasma, where quarks and gluons are deconfined, and this
state of matter can be studied in relativistic heavy-ion collisions. Particles
containing heavy quarks, i.e. charm and beauty, have been proposed as
probes of the properties of the Quark Gluon Plasma, where the measure-
ment of mesons and baryons can offer insight into the transport properties
of the medium and mechanisms related to the formation of hadrons during
the transition back to ‘confined’ quark states. Proton-proton and proton-
lead collisions offer a crucial benchmark for these measurements, and can
also reveal important insights into particle production and interaction
mechanisms.
The goal of this thesis is to investigate the production of the charmed
baryon Λ+c in high-energy particle collisions with the ALICE detector at
the Large Hadron Collider. The measurements presented will test pre-
dictions utilising perturbative (small αs) and non-perturbative (large αs)
methods, will test possible cold-nuclear-matter modifications of the Λ+c
yield in proton-lead collisions, and will set the stage for future measure-
ments in lead-lead collisions. The measurements are carried out by recon-
structing the hadronic decay channel Λ+c → pK−pi+, making selections on
its decay topology, extracting the signal via an invariant mass analysis,
and finally correcting for its selection and reconstruction efficiency. A
multivariate technique (Boosted Decision Trees) has been developed and
is utilised in order to improve the signal extraction by optimally com-
bining discriminating variables related to the Λ+c decay topology. This
technique has also been investigated as a possible approach to measuring
the Λ+c baryon in lead-lead collisions in the future, after the upgrade of
the ALICE Inner Tracking System will make this measurement possible.
The transverse momentum dependence of the Λ+c baryon production cross
section has been measured in proton-proton collisions at a centre-of-mass
energy of 7 TeV and proton-lead collisions at a centre-of-mass energy per
nucleon-nucleon collision of 5.02 TeV, in the transverse momentum range
2 < pT < 12 GeV/c, and is shown to be under-predicted by theoretical
calculations. The baryon-to-meson ratio Λ+c /D
0 has been measured to
be consistent in proton-proton collisions and proton-lead collisions and
under-predicted by theoretical calculations. The nuclear modification fac-
tor RpPb is measured to be consistent with unity and in agreement with
the D meson RpPb, indicating no significant modification of the Λ
+
c yield in
proton-lead collisions with respect to proton-proton collisions within the
experimental uncertainties. Finally, Boosted Decision Trees have been
shown to significantly improve the statistical precision with which the
measurement of the Λ+c baryon can be made in lead-lead collisions with
the ALICE detector in the future.
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Chapter 1
Introduction
In our current understanding of nature and the universe at the most fundamental
scale, there exists four fundamental forces, which act in different ways. Gravity, which
acts upon anything with mass, the electromagnetic force which acts on electrically
charged particles, the weak force, which is the cause of some radioactive decays, and
the strong force, which binds together quarks into particles known as hadrons, as
well as confining protons and neutrons within the atomic nucleus. The latter three
forces are all described in terms of the Standard Model of particle physics, which
also describes the particles which couple to these forces. Gravity has so far eluded
integration with the Standard Model.
The Standard Model was born out of the two great revolutions of physics in the
20th century. The first is quantum mechanics, which describes nature at small scales.
Its initial formulation explains the structure of atoms, composed of a nucleus of pro-
tons and neutrons, orbited by electrons, and thus explains much of atomic physics.
The second is special relativity, which describes the propagation of light and matter up
to high speeds. The relativistic wave equation for a free spin-1/2 particle, expressed
in natural units as (i/∂ −m)ψ = 0, is consistent with both theories, and among other
things, predicted the existence of antimatter, accounts for the fine structure of hydro-
gen, and justifies that particles have quantised spin. It doesn’t however account for
particle creation and annihilation. The development of Quantum Field Theory (QFT)
led to a full theory consistent with both quantum mechanics and special relativity,
while accounting for observed violations in particle ‘number conservation’ - conceptu-
ally, QFT describes fields pervading all space and particles existing as excitations of
these fields. The Standard Model is a manifestation of quantum field theories which
rose from a combined effort of theoretical development, and experimental observa-
tions which provided remarkable confirmation of many predictions from what we now
understand as the theoretical basis for describing the known universe.
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1.1 The Standard Model
In the Standard Model there exist 17 fundamental particles. There are 12 spin-1/2
particles known as ‘fermions’, and 5 integer spin particles known as ‘bosons’.
Within the fermions there exists 6 types of ‘quarks’, which interact via the strong
force and electroweak force (and can be said to have ‘colour charge’, as well as ‘electric
charge’ and ‘weak isospin’). More will be said about quarks in the next section.
There are 6 more types of fermions known as ‘leptons’, which do not carry colour
charge, including the electron, the muon and the tau which have electric charge,
and accompanying each of these are 3 types of neutrinos (electron neutrino, muon
neutrino and tau neutrino), which are electrically neutral and interact only via the
weak force. The property that distinguishes between the different types of fermions is
called ‘flavour’, and flavour-changing processes can occur under the weak interaction.
The bosons in the Standard Model have spin-1 (known as ‘gauge bosons’) or
spin-0 (‘scalar bosons’). The gauge bosons in the Standard Model are defined as
the force carriers, which mediate the strong, weak and electromagnetic interactions.
The photon mediates the electromagnetic interaction, and is massless. The W and
Z bosons (W+,W−, Z) are massive, and mediate the weak interaction. The gluon
mediates the strong interaction between quarks. The colour charge of gluons gives
different types of gluons arising from the different possible combinations of colour
and anticolour charge. The only spin-0 boson within the Standard Model is the Higgs
Boson - a massive particle which is responsible for giving other massive particles their
(bare) mass.
The interactions within the Standard Model are formulated within the principle
of local gauge invariance, with the gauge symmetry described by the group product
SU(3)× SU(2)× U(1).
1.2 Quantum Chromodynamics
The rapid progression of particle physics and detector technology in the 1950’s led to a
large number of new particle discoveries, known then and now as hadrons. Properties
such as charge, isospin and ‘strangeness’ were assigned to them, but an overall theory
was lacking. To impose some order on the plethora of unexplained particles, Gell-
Mann and Ne’eman proposed a flavour symmetry under the special unitary group
SU(3) such that the baryons and mesons correspond to irreducible representations of
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the group [3]. Later in 1964, Gell-Mann and Zweig proposed that hadrons were com-
posite particles formed from up, down and strange (u, d, s) spin-1/2 particles with
fractional electric charges [4, 5]. This was initially more as a useful mathematical con-
struct, however electron-proton scattering experiments where the electron rebounded
inelastically from protons, known as deep-inelastic scattering, were proposed to indi-
cate whether the proton was composed of more fundamental particles [6, 7]. These
experiments indeed suggested the proton contains smaller, point-like objects, then
named ‘partons’, and this model was further verified with observed phenomena in
neutrino-nucleon, electron-positron and proton-proton collisions, from which conclu-
sive evidence was obtained that these partons were charged particles with spin-1/2.
With the prediction of the charm quark [8] and its subsequent discovery [9, 10], the
quark model was confirmed. The discovery of the beauty quark (sometimes called
‘bottom’ quark) in 1977 [11] and the top quark in 1995 [12] completed the six types
of quarks that are within the Standard Model. Table 1.1 gives the mass and electric
charge of each of these quarks.
Generation Name Mass (GeV/c2) Charge/e
1 up (u) 2.2+0.6−0.4× 10−3 +2/3
down (d) 4.7+0.5−0.4× 10−3 −1/3
2 strange (s) 96+8−4× 10−3 −1/3
charm (c) 1.27± 0.03 +2/3
3 beauty (b) 4.18+0.04−0.03 −1/3
top (t) 173.21± 0.51± 0.71 +2/3
Table 1.1: The properties of the three quark generations, including their mass and
electric charge [13].
Quarks have a property called ‘colour charge’, with baryons composed of a red,
green and blue quark, and mesons composed of a colour-anticolour pair, forming
colour singlet states with a net colour charge of 0. The property of colour was first
proposed to explain how quarks could exist in some observed hadrons (e.g. ∆++
with quark content uuu [14]) with otherwise identical quantum states without an
additional quantum number to prevent the violation of the Pauli exclusion principle.
Colour was verified from e+e− data where the ratio R = e+e− → hadrons /e+e− →
µ+µ− ∝ NC
∑
f Q
2
f with Qf the electric charge of a quark with flavour f confirmed
the number of colour charges NC = 3 [13].
The unification of the electromagnetic and weak nuclear forces within the frame-
work of gauge field theories led to their application for the strong interaction. The
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quantum field theory of the strong interaction is known as Quantum Chromodynam-
ics (QCD), and is a non-Abelian gauge theory based on the symmetry group SU(3).
The non-Abelian nature of QCD leads to the gluon carrying colour charge, meaning
gluons can self-interact, generating 3- and 4-gluon interaction vertices. This property
of gluon self-interactions represents a major difference to Quantum Electrodynamics
(QED), the (Abelian) quantum field theory describing the electromagnetic interac-
tion, where the photon does not carry electric charge. This results is some of the
fundamental phenomena arising from QCD, as will be explained in the next section.
1.2.1 Confinement
The strength and behaviour of the coupling strength of quantum field theories at
different scales can be understood through the ‘vacuum polarisation’. The vacuum,
according to QFT, is not a vacuum in the sense of being completely empty, but instead
contains virtual particles. In QED if a charge is inserted in the vacuum, it polarises
the electron-positron pairs, effectively ‘screening’ the charge, and cancelling out some
of the charge seen at some distance r. As r increases, or if the charge is probed at
smaller energies, there are more virtual particles screening the charge such that the
effective charge is reduced, and conversely at smaller r or if probed at higher energies
the screening effect reduces, such that the effective charge increases. The strength
of the force is determined by the coupling constant α and its change with energy or
distance (or, as often expressed, with momentum transfer squared Q2) is known as
‘running coupling’.
In QCD the colour charge is screened in a similar way by quark-antiquark (colour-
anticolour) pairs, decreasing the overall colour charge. However, since gluons are self-
interacting, this effect also occurs with gluons where gluon loops instead contribute
to the overall colour charge, leading to an anti-screening effect. The interplay of these
screening and anti-screening effects determines how the strong coupling αs scales with
energy or distance. One can define the β function which describes the running of the
coupling αs at a given scale µ:
β(αs) = µ
2dαs(µ
2)
dµ2
. (1.1)
To first order, the β-function for an SU(N) gauge theory with nf flavours of quarks
has been calculated as β1(αs) =
α2s
pi
b0 =
α2s
pi
(−11N
6
+
nf
3
)
[15] which for 6 quark flavours
is negative. This means that the anti-screening effect is greater than the screening
effect, and demonstrates the property of QCD called asymptotic freedom - that at
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large energies αs(µ) will approach zero (and conversely, that αs(µ) diverges at small
energies). This behaviour of αs is confirmed by experiments where its value is eval-
uated at different scales using various experimental methods, as shown in figure 1.1.
At the mass of the Z boson, αs(MZ) = 0.1181± 0.0011 [13].
Figure 1.1: Summary of measurements of αs(Q) as a function of the respective energy
scale Q. The brackets indicate the order to which perturbation theory is used [13].
Predictive calculations can be performed by expanding the relevant observable in
a perturbative series in powers of αs. For large energies (or small distances), the
higher-order terms get smaller and smaller such that they can be neglected, and the
observable can be calculated to a given order of αs. This idea forms the basis of
perturbative QCD (pQCD), and is the method used for calculating observables (e.g.
production cross sections) at high-energy colliders. However at small energies (or
large distances) where αs ∼ 1, a perturbative expansion is no longer possible, and
one must rely on non-perturbative methods for predictions.
Asymptotic freedom was discovered by Gross, Wilczek and Politzer in 1973 [16–
19], an achievement for which they won the Nobel Prize in 2004 [20], and is one of the
most important properties of QCD. As well as describing the property of confinement
at low energies it also implies that bulk QCD matter at high energy densities will
undergo a phase transition from confined hadrons to a state where the strong force
weakens such that quarks and gluons are no longer confined.
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1.2.2 Deconfinement
The concept of a critical point of hadronic matter was first postulated in the mid-
1960’s by Hagedorn [21], before the formulation of QCD and the discovery of quarks,
where it was proposed that there would be an upper temperature limit for hadronic
matter. Hadronic interactions provide abundant resonance production, and the den-
sity of particle species as a function of their mass ρ(m) was found to follow the
functional form
ρ(m) ∝ e mT0 (1.2)
where T0 is a parameter which when fit to the data comes out to be around 160 MeV.
Hagedorn interpreted T0 as the limiting temperature of hadronic matter, due to the
fact that the partition function for a density of this form diverges, effectively in-
troducing an (unphysical) infinite number of degrees of freedom, for temperatures
T > T0.
It was later suggested by Cabibbo [22] that this limiting temperature represents
the existence of a phase boundary, and temperatures larger than a critical temperature
TC may represent a phase where quarks are not confined within hadrons. A simplistic
model illustrating this phase transition, called the Bag Model [23], relates pressure
and temperature for these phases. In this model, hadrons are modelled as a ‘bag’
of quarks with a constant, positive potential energy B which acts as an external
pressure. With this consideration, an ideal gas can be thought of as a gas of bags,
and ‘quark matter’ can be thought of as a single, big bag whose pressure is reduced
by B. The pressure as a function of temperature for a gas of massless pions Ppi, and
an ideal deconfined state of quarks and gluons with two flavours and three colours
Pqg, can be written in the Stefan-Boltzmann
1 form [24]:
Ppi = g
pi2
90
T 4 (1.3)
Pqg = g
pi2
90
T 4 −B. (1.4)
Here g is the effective number of degrees of freedom of the considered particles,
with g = 3 for pions and g = 37 for quarks and gluons2, and B represents the
1The Stefan-Boltzmann form for the pressure is valid for a relativistic, non-interacting gas.
2For pions, there are 3 pion species leading to the degree of freedom g = 3. For a quark-gluon
gas there are 2× 8 degrees of freedom for the gluon accounting for the 2 spin states and 8 types of
gluon, and 79 (2× 2× 3× 2) degrees of freedom for the quark taking into account the 2 spin states,
2 flavours, 3 colours and 2 particle-antiparticle combinations, and the factor 78 taking into account
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bag pressure, taking into account the difference between the pressure in a vacuum
and the ground state for quarks and gluons in a medium. Taking the crossover of the
two pressures, and the bag pressure determined empirically from hadron spectroscopy
as B1/4 ' 0.2 GeV [25, 26], one obtains
TC ' 0.72B1/4 ' 150 MeV (1.5)
The change in the active degrees of freedom of nuclear matter at high temperatures
is clear from the temperature dependence of the energy density . Shown in figure
1.2 is /T 4 as a function of T , calculated on the lattice3 for two massless quarks,
three massless quarks and two massless quarks with one massive quark (s) with its
real mass [27]. An abrupt change in the energy density is seen around the critical
temperature (T/TC = 1), representing the transition to a deconfined phase where
quarks which were confined within hadrons are liberated and begin contributing to the
bulk thermodynamic properties. Above the critical temperature the energy density
depends on the number of quarks flavours up to high temperatures, such that the
active light quark degrees of freedom could be verified experimentally. As T →
∞ the energy density approaches the ideal (Stefan-Boltzmann) limit for a gas of
massless quarks and gluons. In the end, lattice QCD predicts a critical temperature
of hadronic matter of around 170 MeV [24] - very close to that predicted from the
simple bag model. Calculations on the lattice also reveal a critical energy density of
0 ∼ 0.5− 1 GeV/fm3 [28].
So far, it has been outlined that, theoretically, a state of matter exists at suffi-
ciently high temperatures or densities where quarks and gluons are deconfined. This
state of matter is known as the Quark-Gluon Plasma (QGP). Figure 1.3 shows the
phase diagram of nuclear matter as we know it today, where the vertical axis is the
temperature of the system and the horizontal axis shows the baryo-chemical poten-
tial4 µB. At low µB, lattice QCD results [29] indicate that a rapid crossover occurs
as the temperature changes, whereas models based on effective field theories of QCD
which reproduce other aspects of the phase diagram [30–33] suggest that a first-order
the difference between Fermi-Dirac and Bose-Einstein statistics. This leads to the degree of freedom
g = 37.
3To study the nature of the equation of state (phase diagram) under QCD, calculations can
be done within the framework of Lattice QCD. This is a non-perturbative approach which can be
applied at small energy scales or long distances, formulated on a grid of space-time points where
quarks are defined at lattice nodes, which are connected by gluon fields.
4The baryo-chemical potential is a measure of how the free energy of the system changes when
the baryon number is changed, and represents the net baryon density of the system. It is also closely
related to the overall density of the system.
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Figure 1.2: The energy density  divided by T 4, equivalent to the number of degrees
of freedom, computed on the lattice. The arrows on the right axis show the limit for
a perfect massless gas [27].
phase transition occurs for low T and large µB. This implies that at some point in
the phase diagram there exists a critical point, the search for which is an active field
of study (see e.g. [34]). Going further to larger µB and smaller T a ‘colour supercon-
ductor’ phase is theorised to exist, also in a region where the QCD coupling is weak
[35].
In practice, the temperatures and densities required to achieve this state are so
large that they do not exist in nature at present (except for perhaps in the core
of neutron stars, in the colour superconducting phase indicated in figure 1.3 [35]).
However, the universe was once more compact, and therefore hotter and denser than
the present day, and up until ∼ 10−6 sec after the big bang the temperature of the
universe was high enough such that the whole universe was a Quark-Gluon Plasma.
The expansion of the universe caused cooling until quarks could form hadrons. The
more stable hadrons (protons and neutrons) went on to form nuclei in the process of
nucleosynthesis, and the density anisotropies of the universe allowed stars, galaxies
and the universe we see today to form.
To recreate these conditions in the lab, heavy ions are collided at highly relativistic
energies. In such (central) collisions of nuclei a large amount of energy is liberated in a
volume equalling the size of the atomic nuclei (R ∝ A1/3 where A is the mass number
8
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Figure 1.3: The QCD phase diagram (temperature as a function of baryo-chemical
potential µB) of nuclear matter [36].
of the colliding nuclei), producing many particles, and the huge energy density in this
small region of space should create sufficiently high temperatures to cross the phase
boundary indicated in figure 1.3. The first conclusive evidence of a deconfined state
of matter came from the Relativistic Heavy Ion Collider (RHIC), which primarily
collides gold (Au-Au) beams at a maximum energy of
√
snn = 200 GeV. The ALICE
detector has been built at the Large Hadron Collider (LHC) with the primary aim
of studying lead–lead (Pb–Pb) collisions at a maximum energy per nucleon-nucleon
collision ∼ 30 times that at RHIC, √snn = 5.5 GeV. A description of the ALICE
apparatus is given in chapter 3. The remainder of this chapter will give a brief outline
of heavy-ion collisions, examples of observables used to study properties of the Quark-
Gluon Plasma and a selection of important results in the light quark sector relevant
for the work of this thesis.
Measurements in proton-proton (pp) collisions are an essential aspect of studying
the Quark-Gluon Plasma in heavy-ion collisions. They can be used as a reference,
from which any difference in heavy-ion collisions can be inferred to be down to physical
differences due to the presence of a hot, interacting medium. pp collisions can also be
used to address several topics within QCD where ALICE can compliment the other
LHC detectors. Finally, the LHC has run with proton-lead (p–Pb) collisions, which
are crucial to separate effects due to the Quark-Gluon Plasma from those that may
be due to other effects occurring with the presence of a lead nucleus (known as ‘cold
9
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nuclear matter’ effects), as well as offering insights into other aspects of QCD. These
collision systems will be mentioned when necessary, since the measurements presented
in this thesis are performed in pp and p–Pb collisions.
1.3 Quark-Gluon Plasma in heavy-ion collisions
Figure 1.4 shows a 2d representation of the light-cone, indicating two nuclei approach-
ing each other and the measurable phases of the collision, in one space (horizontal
axis) and one time (vertical) dimension. Nuclei with ‘rest’ radius R are Lorentz con-
tracted in laboratory frame, and the crossing time of the nuclei in the laboratory
frame can be estimated as τcross = 2R/γ - for lead ions accelerated at the LHC at√
snn = 2.76 TeV , γ ∼ 1500 and τcross = 10−3 fm/c. The crossing time is therefore
much shorter than the time scale of the strong interaction5 τstrong ∼ 1/ΛQCD ∼ 1 fm/c.
The formation of new partons occurs in a timescale of the order of the strong interac-
tion τform ∼ τstrong ∼ 1 fm/c, which continue to form and interact through secondary
interactions before reaching thermal equilibrium.
After reaching thermal equilibrium, large pressure gradients reflecting the initial
collisional impact geometry causes the partonic system to rapidly expand. This ex-
pansion occurs collectively due to the low viscosity of the medium, and is generally
described using relativistic hydrodynamics.
After rapid expansion and cooling the medium reaches a critical temperature TC
where the energy density is small enough for quarks to hadronise, and the medium
becomes an interacting gas of hadrons. At some point after hadronisation inelastic in-
teractions between the medium’s constituents cease and the hadron species abundance
becomes fixed. This point is known as ‘chemical freeze-out’. Elastic interactions be-
tween hadrons then continue for a brief time in a ‘hadronic phase’ until both inelastic
and elastic processes cease and the momenta of the hadrons become fixed. This point
is known as ‘kinetic freeze-out’.
There are a number of methods that can be used to study each phase of the
system’s evolution. The very early stages of the medium can be probed by electro-
magnetic radiation, for example photons and dileptons (e+e− or µ+µ− pairs), which
are formed either from the interaction of quarks and gluons or by quark-antiquark
annihilation - since they interact electromagnetically and not strongly, once formed
5ΛQCD is known as the QCD scale coming from the expression for the strong coupling
αs(µ) =
1
b0 ln
µ2
Λ2
QCD
(to first order), where ΛQCD ≈ 200 MeV. This energy scale also defines the
time scale of the strong interaction.
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they escape the medium with no further modification. Studying the hydrodynamic
evolution of the system through the collision geometry and the final state momen-
tum distribution can give information about bulk properties, such as the viscosity
and the extent to which the medium thermalises. The total hadron yields can be
used to study chemical freeze-out, and the relative hadron yields can give insight
into hadronisation. Since the transition to QGP only occurs for light quarks (u, d, s),
heavy quarkonia measurements (J/ψ, Ψ(2S) and Υ) can be used to test ‘suppression’6
and ‘regeneration’7 mechanisms. Finally, partons formed in hard-scattering (large-
momentum-transfer) processes at the start of the collision can lose energy traversing
the medium, and quantifying this energy loss can give information about the transport
properties of the medium.
Figure 1.4: The space-time evolution of a heavy-ion collision, as a 2d representation
of the light-cone. The nuclei collide at (t, z) = 0, and the created medium expands
in time. The light-cone is shown as the diagonal straight lines, and each stage of the
evolution of the collision, as described in the text, is indicated on the figure. Taken
from [37].
6Quarkonia can exist bound in the medium up to temperatures similar to their binding energies
at which point they can ‘melt’, suppressing the final quarkonia yield with respect to pp collisions.
7The high charm cross section at the LHC means many cc pairs are created in central Pb–Pb
collisions. Quarkonia formed from hadronisation via ‘coalescence’ of two independently-produced c
quarks can lead to a regeneration effect, reducing the level of suppression.
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1.3.1 Kinematics of the collision
The following section will briefly outline some important measures used when studying
colliding proton or heavy-ion beams.
1.3.1.1 Rapidity
The direction along the beam line (along the z-axis) is called longitudinal and the
direction perpendicular to the beam line (in the x-y plane) is called transverse. The
3-momentum p is usually decomposed into the longitudinal (pz) and transverse (pT)
momentum components, with pT being a vector quantity which is invariant under a
Lorentz boost along the longitudinal direction. The rapidity y of a particle with mass
m and energy E is defined in natural units as
y =
1
2
ln
(
E + pz
E − pz
)
(1.6)
which changes by an additive constant under longitudinal Lorentz boosts. The shape
of the rapidity distribution remains unchanged under a longitudinal Lorentz boost, so
when moving from the centre-of-mass frame (CMS) to the laboratory frame (LS) the
rapidity distribution is the same with the y-scale shifted by the rapidity in the centre-
of-mass frame ycms. For a particle emitted at an angle θ relative to the beam axis,
the rapidity can be written as y = 1
2
ln
[√
m2+p2+p cos θ√
m2+p2−p cos θ
]
which at very high energies
simplifies to
y = − ln (tan θ/2) = η. (1.7)
η is known as the pseudorapidity, which depends only on θ, and is the same for a
particle of any mass, momentum or energy.
1.3.1.2 Centrality
Since heavy nuclei contain many nucleons with finite radius r0, nuclei are extended
objects with a radius R ' r0A1/3. The geometry of a heavy-ion collision thus plays an
important role in the description of its physics. The main quantity used to determine
the collision geometry is the impact parameter b, defined as the transverse distance
between the centres of two colliding nuclei, and can carry values from 0 to R1 +
R2, where R1 and R2 are the diameters of the two nuclei. The ‘centrality’ of a
collision is often used, and is given as a percentage of the impact parameter with
respect to the added radii b/(R1 + R2), where 0% centrality is a completely head-on
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collision, and 100% centrality is a completely peripheral collision at the edge of where
the nuclei spatially overlap. A given centrality corresponds to other geometrical
quantities useful for centrality determination, including the number of participant
nucleons Npart, defined as the number of nucleons in one nucleus which undergo one
or more binary collisions with nucleons from the other nucleus, and the number of
binary nucleon-nucleon collisions Ncoll, defined as the total number of nucleon-nucleon
collisions in an event.
The Glauber model [38] is used to estimate Ncoll and Npart for a given centrality.
In the Glauber model a nuclear density profile (usually a Woods-Saxon distribution
[39]) is used to derive Ncoll(b) and Npart(b) for a given b, done either numerically using
a Monte Carlo (MC) approach, or analytically with the optical limit approximation
approach, as detailed in [38]. Since there is a monotonic relationship between b
and the particle multiplicity, centrality classes can be defined in terms of measured
multiplicity intervals.
In Pb–Pb collisions the centrality of the collision is strongly correlated with the
number of participant nucleons. However in p–Pb collisions the correlation is much
weaker due to fluctuations in the distribution of the nucleons in the lead nucleus.
In addition, hard scatterings can contribute significantly to the overall particle mul-
tiplicities. This leads to significant multiplicity fluctuations for a given centrality
which are of a similar magnitude of the total range of multiplicities, and care has
to be taken when choosing a centrality estimator to understand any possible biases
present in the centrality estimator. The measurement in p–Pb collisions in this thesis
is performed in minimum-bias, centrality-integrated p–Pb collisions, but for details
related to centrality measurements in p–Pb collisions see [40].
1.3.2 Multiplicities and energy densities
The multiplicity of produced particles is an important property of the collisions related
to the collision geometry, as mentioned in the previous section, as well as the initial
parton densities and the energy density produced in the collision. In p–Pb collisions,
or deuteron-gold (d–Au) at RHIC, the multiplicity can also be related to the initial
parton distribution in the nucleus and can be used to understand the initial state. To
compare bulk particle production in different collision systems the primary charged-
particle density per unit of pseudorapidity dNch/dη is scaled by the number of nucleon
pairs, 2〈Npart〉〈dNch/dη〉, and is shown in figure 1.5 as a function of
√
snn. The results
for p–Pb(d–Au) collisions are found to be consistent with the scaling of inelastic
pp collisions and are described by the function s0.103NN , whereas the value for central
13
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nucleus-nucleus (AA) collisions scales more rapidly with energy and is described by
the function s0.155NN . In p–Pb collisions at
√
snn = 5.02 TeV,
2
〈Npart〉〈dNch/dη〉 = 2.3±0.3
[41], which is over four times smaller than that for Pb–Pb collisions at the same energy,
where 2〈Npart〉〈dNch/dη〉 = 10.1± 0.3 [42].
The initial energy density 0 reached in heavy-ion collisions can be estimated using
the Bjorken model [43] from the measured transverse energy ET
0(τ0) =
1
piR2
1
τ0
dET
dy
(1.8)
where the initial fireball is a cylinder of length dz = τ0dy and transverse radius
R ∼ A1/3. For a central Pb-Pb collision the overlap area piR2 ∼ 150 fm2, and the
formation time occurs roughly on the timescale of the strong interaction τ0 ∼ 1 fm/c.
The measured dET/dη reaches 1700 GeV in the most central (0-5%) Pb-Pb collisions
at 2.76 TeV, with dET/dy determined to be around 10% larger, giving the total
energy density 0 ≈ 12 GeV/fm3 [44]. It is noted that this is much larger than the
critical energy density predicted from lattice QCD calculations of ∼ 0.5−1 GeV/fm3.
At RHIC this was measured as ∼ 5 GeV/fm3 in Au–Au collisions at √snn = 200 GeV
Figure 1.5: The charged-particle pseudorapidity density at mid-rapidity normalised to
the number of participating nucleons, for proton-proton, proton-nucleus and central
nucleus-nucleus collisions, as a function of the centre-of-mass energy per nucleon-
nucleon collision [42].
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[45, 46] and at top SPS energies as ∼ 3 GeV/fm3 [47], indicating the critical point
was also surpassed in both of these cases.
1.3.3 Thermal properties of the Quark-Gluon Plasma
Integrated hadron yields give information about the extent to which the system
reaches thermal equilibrium. A thermalised deconfined system undergoing a phase
change should drive the system towards chemical equilibrium8. It has been observed
that the hadron yield can be described by a statistical hadronisation model (SHM)
[48] dependent only on temperature T , volume V and baryo-chemical potential µB,
from Au–Au collisions at around
√
snn ∼ 2 GeV to Pb–Pb collisions at the LHC
[49] - thus T and µB at chemical freeze-out can be extracted from the measured
hadron yields. A global fit to the integrated hadron yields in Pb–Pb collisions at√
snn = 2.76 TeV, where T and µB are the free parameters of the fit, is shown in
figure 1.6. Temperature values of around T = 160 MeV are extracted from these
data.
Figure 1.6: Hadron yields in Pb–Pb collisions at
√
snn = 2.76 TeV measured by
ALICE and fit with the statistical hadronisation model. The fit yields a tempera-
ture T = 156 MeV. Results of the model when fixing T = 164 MeV are shown to
demonstrate the sensitivity of the fit [49].
8Analogous to thermal equilibrium, where the temperature of a system does not change tem-
porally or spatially, chemical equilibrium implies that the relative abundance of particle type is in
equilibrium and does not change.
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The temperature extracted from the same fitting procedure for lower energy col-
lisions decreases to around 50 MeV for Au–Au collisions at
√
snn = 2.24 GeV, while
the baryo-chemical potential decreases smoothly as a function of energy. In this way
the phase diagram in figure 1.3 can be roughly mapped out [50].
1.3.4 Nuclear modification factor
One way to study the hottest and densest phases of high-energy heavy-ion collisions
is to study particles emitted with high transverse momentum. High-pT partons (that
is, quarks or gluons) traversing the medium are sensitive to a range of effects, which
are expected to modify their distribution with respect to pp collisions. In particu-
lar, energy loss due to induced gluon radiation or elastic collisions is known as ‘jet
quenching’, and its measurement can be used to study the thermodynamic or trans-
port properties of the QGP. The nuclear modification factor RAB of some observable
ΦAB (where A and B are the respective objects colliding with an impact parameter
b), measured as a function of, e.g, collision energy
√
snn, transverse momentum pT, or
rapidity y, is defined by comparing to the same observable measured in pp collisions
Φpp, where RAB is given as
RAB(
√
snn, pT, y; b) =
“hot/cold QCD medium′′
“QCD vacuum′′
∝ ΦAB(
√
snn, pT, y; b)
Φpp(
√
snn, pT, y)
(1.9)
which can be more specifically defined, in p–Pb or AA collisions, here as a function
of pT, as
RAA =
dNAA/dpT
〈Ncoll〉 dNpp/dpT =
dNAA/dpT
〈TAA〉 dσINELpp /dpT
(1.10)
RpPb =
dNpPb/dpT
〈Ncoll〉 dNpp/dpT =
dNpPb/dpT
〈TpPb〉 dσINELpp /dpT
(1.11)
where NAA/pPb/pp is the observable’s yield in AA, p–Pb or pp collisions, respectively,
σINELpp is the observable’s inelastic cross section in pp collisions, 〈Ncoll〉 is the average
number of binary nucleon-nucleon collisions for the considered centrality interval,
and 〈TAA〉 = Ncoll/σpp is the nuclear overlap function, which can be thought of as
the effective integrated luminosity per collision. A nuclear modification factor less
than unity indicates a suppression, and a nuclear modification factor greater than
unity indicates an enhancement, with respect to the same number of independent pp
collisions.
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A measured high-pT particle can be interpreted as the leading particle within a jet.
Measurements of the centrality dependence of the nuclear modification of identified
particles (p, K, pi) in Pb–Pb collisions [51], as shown in figure 1.7 shows a clear
decrease in the RAA with more central collisions. A similar suppression at high pT
for each hadron species is seen, suggesting that there is no dependence between the
energy loss in the medium and the particle species. At intermediate pT, there is an
interplay between hydrodynamics and jet quenching, which leads to a mass dependent
RAA. The modified partonic density in the nucleus with respect to a free proton, as
well as other non-perturbative effects, is responsible for the suppression of the RAA
at low pT. Finally, baryons and mesons may hadronise differently, manifesting in
a baryon ‘enhancement’ at intermediate pT (explained in section 1.3.5). The direct
measurement of jets, while more difficult experimentally, are the closest objects to
the initial parton that can be properly defined. The measurement of both charged
[52] and calorimetric [53] jets in Pb–Pb collisions at the LHC shows a similar level of
suppression to charged particles.
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Figure 1.7: The nuclear modification factor RAA in Pb–Pb collisions at
√
snn =
2.76 TeV as a function of pT for different particle species. Results for different collision
centralities are shown [51].
The nuclear modification factor of charged hadrons in p–Pb collisions [54] is shown
in figure 1.8 in comparison to the nuclear modification factor of charged hadrons in
Pb–Pb collisions [55]. For pT > 2 GeV/c the RpPb is consistent with unity, showing
that the large suppression seen at high pT in Pb–Pb collisions is due to jet quenching
17
CHAPTER 1. INTRODUCTION
effects. Note that the RAA of photons [56] as well as W
± [57] and Z0 [58] bosons is
consistent with unity, since these particles do not interact strongly and therefore are
not affected by the strongly-interacting medium.
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Figure 1.8: The nuclear modification factor as a function of pT of charged hadrons in
Pb–Pb collisions at
√
snn = 2.76 TeV [55] and p–Pb collisions at
√
snn = 5.02 TeV
[54], and the nuclear modification factor of γ [56], W± [57] and Z0 [58] in Pb–Pb
collisions at
√
snn = 2.76 TeV.
1.3.5 Baryon-to-Meson Anomaly
It has been observed in heavy-ion collisions at RHIC that the Λ/K0S and p/pi ratios
9
at intermediate pT (∼ 2−6 GeV/c) show a marked enhancement in central heavy-ion
collisions with respect to peripheral heavy-ion and pp collisions [59, 60]. The same
observation has been made at ALICE [61]. It has been suggested that a new mode
of hadronisation can occur after deconfinement, where two or three quarks with low
and similar momentum can combine to form a baryon or meson. In this scenario of
hadronisation, given the name ‘recombination’ or ‘coalescence’ [62], baryons appear
9When writing ratios of particles (e.g. p/pi, Λ/K0S, Λc/D
0), this refers to the ratios of the number
of particles produced, i.e. the particle ‘yields’ either from their integrated yields, or differentially as
a function of e.g. pT or event multiplicity. This is often calculated from production cross section
measurements.
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at higher momentum since their total momentum is the sum of the three constituent
quarks, rather than two for mesons. As an alternative or additional explanation, at
lower pT the hydrodynamical evolution of the system could also contribute to baryon
enhancement, where radial flow would push baryons (which are heavier than mesons)
to higher momentum.
Figure 1.9 shows a comparison between central and peripheral heavy-ion collisions,
comparing Au–Au results from the STAR experiment at RHIC, and Pb-Pb collisions
from ALICE [61]. The shape of both results is seen to be very similar, with the peak
of the ratio shifted slightly to higher values and higher pT for the ALICE results. The
data is compared to models including a hydrodynamical calculation [63], a recombi-
nation calculation [64], and the EPOS event generator [65], which takes into account
the interaction between jets and the hydrodynamically expanding medium. At low pT
the hydrodynamical model describes the data, but deviates after pT & 2GeV/c, while
the recombination model qualitatively reproduces the shape but overestimates the
baryon enhancement. The EPOS model describes the data well. Recent calculations
including a combination of recombination and flow also describe the data well [66].
Figure 1.9: The Λ/K0S ratio as a function of pT [61] in central and peripheral Au–Au
collisions at
√
snn = 200 MeV, and in central and peripheral Pb–Pb collisions at√
snn = 2.76 TeV, in comparison to models [63–65]
To understand the interplay between hydrodynamics - where the different hadron
masses would be responsible for the different flow patterns, and hadronisation (re-
combination) mechanisms - where the difference in the baryon-to-meson ratio is down
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to the number of quarks constituting the hadron - resonances such as the K∗(892)
and φ(1020), which have masses similar to the proton, can also contribute important
information. A flat p/φ(1020) ratio has been measured in Pb–Pb collisions [67, 68],
suggesting that the difference in baryon-to-meson ratio could be down to hydrody-
namics, and challenging the presumed role of recombination in the enhanced Λ/K0S
and p/pi ratios.
In asymmetric collision systems (e.g. d–Au at RHIC, p–Pb at ALICE) a deficit
of particle production is seen at low pT, and an enhancement is seen at intermediate
pT. This effect (known as the ‘Cronin Effect’) has traditionally been explained as
multiple soft scatterings before the hard scattering and subsequent fragmentation of
the scattered parton, modifying the pT distribution of the observed final-state hadron.
This should not have a particle species dependence, since the particle species should
only depend on the hadronisation of the scattered parton. However an enhancement
of the proton yield in d–Au collisions relative to pp collisions, larger than that of
protons or kaons and increasing with more central collisions, has been measured at
RHIC (figure 1.10, left) [69]. A similar effect can be seen in the Λ/K0S ratio as well as
the p/pi ratio measured by ALICE in p–Pb collisions at
√
snn = 5.02 TeV [70]. The
Λ/K0S ratio can be seen in figure 1.10 (right) where the centrality classes 0-5 % and
60-80 % are shown for p–Pb collisions and the 0-5 % and 80-90% centrality classes
are shown for Pb–Pb collisions for comparison.
The qualitative similarity between p–Pb and Pb–Pb collisions is likely driven
by a common mechanism. Hadronisation through recombination of both soft and
hard partons has been suggested to account for the proton enhancement, with such
models describing these data well [71]. On the other hand, as will be discussed in the
following pages, recent measurements of central p–Pb collisions and high multiplicity
pp collisions at the LHC indicate that collective expansion may also be present in
these systems, which may affect the pT spectra in p–Pb collisions in a similar way to
Pb–Pb collisions.
1.3.6 Collectivity
Collectivity in heavy-ion collisions has been studied since fixed target experiments in
the late 1970’s, and it relates to the physics governing the expansion of the system.
‘Collective flow’, which is defined as the correlation between the position of matter
and its direction of flow, signals the presence of multiple interactions between the
constituents of the medium created in the collision, and a greater flow generally
signals that the matter comes closer to thermal equilibrium. Collective flow can be
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Figure 1.10: Left: RdAu of pions, kaons, protons, pi
0 and ρ particles as a function of
pT in different centrality intervals in d–Au collisions at
√
snn = 200 GeV [69]. Right:
The Λ/K0S ratio in p–Pb collisions at
√
snn = 5.02 TeV in the 0-5 % and 60-80 %
centrality classes, and in Pb–Pb collisions at
√
snn = 2.76 TeV in the 0-5 % and
80-90% centrality classes [70].
studied by expanding the azimuthal momentum, or the momentum distribution in
the plane perpendicular to the beam direction (rφ), in a Fourier series:
dN
dφ
=
N
2pi
[1 + 2v1 cos(φ) + 2v2 cos(2φ) + ...] (1.12)
where φ is the azimuthal angle between the particle and reaction plane, and vn are the
Fourier coefficients of the nth harmonic. A semi-central heavy-ion collision creates
pressure gradients along the horizontal axis much larger than that in the vertical
axis. This is depicted pictorially in figure 1.11. If the mean free path among the
produced particles is larger than the system size (left), the particles escape with their
initial momenta and their azimuthal distribution does not depend on their azimuthal
angle. On the other hand, if the mean free path is much smaller than the size of the
system, ‘collectivity’ can build up, and flow is enhanced along the horizontal axis. The
amplitude of this enhancement is described by the magnitude of the second Fourier
harmonic v2, known as elliptic flow [72], which is sensitive to bulk properties of the
system such as the viscosity and speed of sound, and can be used to probe the degree
to which the system thermalises.
Elliptic flow has been measured at the LHC and RHIC [73–75], and attempts
to derive the shear viscosity over entropy η/s [76] have found values close to the
lowest theoretical bound obtained from calculations based on the strong coupling
limit of conformal field theory, with the conjectured correspondence to anti-de Sitter
space (AdS/CFT) [77]. In addition, higher order coefficients of the Fourier series in
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equation 1.12 (v3-v6) have been measured to be non-zero [74, 78], and are ascribed to
fluctuations of the positions of nucleons in the overlap region.
Figure 1.11: Normalised angular distribution dN/dφ of a semi-central heavy-ion col-
lision. Figure taken from [79].
1.3.6.1 Collectivity in smaller systems
While there may be more than one parton-parton interaction in a proton-proton
collision (in fact the ‘hard’ cross section exceeds the total pp cross section at LHC
energies below a pT scale of a few GeV [80]), they are usually treated as uncorrelated
collisions with no interference between each interaction. In proton-lead collisions
multiple nucleon-nucleon collisions occur but it was initially thought that the system
would not live long enough to thermalise and undergo collective expansion. However,
recent unexpected behaviour in the angular two-particle correlations have called for
a rethink into whether some form of collectivity occurs in high multiplicity p–Pb and
pp collisions.
The study of two-particle correlations by measuring the relative angles ∆φ and ∆η
between pairs of particles - a ‘trigger’ particle in a pT,trig interval and an ‘associated’
particle in a pT,assoc interval - show a ‘near-side’ jet peak at ∆φ ∼ 0,∆η ∼ 0, where
both trigger and associated particle originate from the same parton, and a broader
‘away-side’ peak at ∆φ ∼ 0,∆η ∼ 0 extending over a wide η range, where the
associated particle originates from the recoiling jet. In nucleus-nucleus collisions a
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near-side ‘ridge’ extending over a large η range is explained to be due to modified
jet-related correlations due to the collective expansion of the system. Recently these
‘long-range correlations’ have also been measured in pp and p–Pb collisions. Examples
can be seen in figure 1.12. The left figure shows the two-particle angular correlations
as a function of relative azimuthal angle ∆φ and ∆η in p–Pb collisions at
√
snn =
5.02 TeV measured by ALICE [81] where the peripheral collision distribution has
been subtracted from the central collision distribution. The right figure shows the two-
particle angular correlations in pp collisions at
√
s = 13 TeV measured by ATLAS [82]
in the highest multiplicity (Nch ≥ 120 ) events. The anisotropic flow coefficients can
be extracted from these distributions and are found to be non-zero and quantitatively
similar in magnitude for both p–Pb and pp collisions, at different energies, suggesting
the ridge arises from a similar physical mechanism in both collision systems. The
origin of this phenomena is still unknown, and attempts to describe it include initial-
state effects (gluon saturation, colour connections) and final-state effects (multiple
parton interactions, collective effects arising from the high-density system), see [83]
for a recent review on these phenomena.
Figure 1.12: Left: The difference in the two-particle correlation function of high-
multiplicity and low-multiplicity p–Pb collisions at
√
snn = 5.02 TeV as measured
by ALICE [81]. Right: The two-particle correlation function in high-multiplicity pp
collisions at
√
s = 13 TeV as measured by ATLAS [82]. In both cases ∆φ and ∆η are
the difference in φ and η, respectively, between a trigger particle and an associated
particle.
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1.4 Summary
In this chapter, it has been outlined that the asymptotically free nature of QCD,
and the bulk properties of nuclear matter at high temperatures and energy densities
leads to a point where quarks and gluons become deconfined. It has been illustrated
that toy models and lattice QCD predict a phase transition temperature of around
160 MeV, and that by recreating these temperatures in the lab it is possible to study
this state of matter. Heavy-ion collisions have been introduced as a way to achieve
these goals, and some observables used to study the Quark-Gluon Plasma have been
introduced. A selection of results from heavy-ion collisions have been presented, in-
cluding measurements of the energy density and multiplicities, the thermal properties
of the medium, ways to study the collective behaviour of the system, and possible
tools to study hadronisation mechanisms. These discussed results have all been from
the ‘light’ sector (that is, hadrons containing, and limited to, u, d and s quarks).
The study of hadrons containing heavier quarks (i.e. charm c and beauty b) also
offer a unique probe of the Quark-Gluon Plasma, as well as important insights into
QCD, and the next chapter will focus on the motivations, theoretical description, and
measurements of these particles.
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Heavy-flavour production - from
pp to heavy-ion collisions
Open heavy-flavour (charm and beauty) production in pp collisions can be used to
understand important aspects of QCD. In particular it is an important testing ground
for state-of-the-art perturbative QCD predictions, and also offers a reference for mea-
surements in different collision systems. Open heavy-flavour production in p–Pb
collisions can be modified by various initial- and final-state effects, such as modifica-
tions to the initial state of the lead nucleus with respect to free protons, and multiple
scattering that may occur in the final state (known as cold nuclear matter effects).
Finally, heavy-flavour measurements in Pb–Pb collisions offer a unique way to probe
the strongly-interacting matter created in such collisions, to determine properties of
the medium and to probe hadronisation mechanisms. This chapter will present some
theoretical details of heavy-flavour production in each of these collision systems, as
well as some experimental results. A summary of the theory of heavy-flavour pro-
duction is given in section 2.1, with a description of heavy-flavour production in pp
collisions (section 2.1.1), p–Pb collisions (section 2.1.2) and Pb–Pb collisions (section
2.1.3). This will be followed by an overview of experimental results in section 2.2,
detailing measurements in pp and p–Pb collisions (section 2.2.1) and Pb–Pb collisions
(section 2.2.2). This chapter aims to put the measurements presented in this work
in the wider context of the study of heavy-flavour production in different collision
systems.
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2.1 Theoretical description
2.1.1 Heavy-flavour production in pp collisions
In proton-proton collisions, the proton must be considered as a composite structure of
quarks and gluons, which in high-energy collisions are given the name ‘partons’. An
inelastic proton-proton collision is therefore a superposition of one or more inelastic
parton-parton interactions. For high-energy parton interactions the QCD coupling
αS is small, and as such the cross section for the production of a parton c in a parton-
parton collision ab → c + X can be computed using perturbative techniques. Under
the assumption that the parton-parton interaction occurs on much shorter timescales
than any interactions that can occur before the collision among partons within the
proton, or after the collision with the outgoing parton, the production of a high-pT
or high-mass hadron h in a proton-proton collision AB → h can be calculated using
the QCD “factorisation theorem” [84], where
dσhardAB→h = fb/B(x1, Q
2)⊗ fa/A(x2, Q2)⊗ dσhardab→c(x1, x2, Q2)⊗Dc→h(z,Q2). (2.1)
The assumption here is that any interaction between the parton belonging to the
colliding proton, or any interaction during the evolution of the outgoing parton into
their hadronic final state occur at longer distances, and these interactions can be
factorised into the perturbative parton-parton scattering cross section dσhardab→c, and
two non-perturbative terms:
• A parton distribution function (PDF) fa/A(x,Q2), which parametrises the non-
perturbative dynamics of the proton. It represents the probability of finding a
parton of flavour a with a momentum fraction x = pparton/pproton of the proton
A, at a given momentum transfer Q2.
• A fragmentation function (FF) Dc→h(z,Q2), which describes the probability
that the outgoing parton c fragments into a hadron h with fractional momentum
z of the initial parton.
The parton distribution functions of a proton and the fragmentation functions
of a quark cannot be calculated perturbatively (since they are related to phenomena
occurring at low energies/large time scales), and therefore rely on experimental input.
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2.1.1.1 Heavy-quark production
At a partonic level, heavy-quark production can proceed via the interaction of two
quarks, two gluons, or a quark and a gluon. At leading order (LO) there are two
processes which contribute to heavy quark production; q + q¯ → Q + Q¯ and g + g →
Q + Q¯. The Feynman diagrams for these processes are shown in figure 2.1. At
Next-to-Leading Order (NLO) virtual one-loop corrections1 are added to the previous
processes, plus 2 → 3 processes: 1) q + q¯ → Q + Q¯ + g , 2) g + g → Q + Q¯ + g, 3)
g + q → q +Q+ Q¯, and 4) g + q¯ → q¯ +Q+ Q¯. Examples of some of these diagrams
are shown in figure 2.2.
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Figure 2.1: LO diagrams contributing to heavy-quark production.
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Figure 2.2: Examples of NLO diagrams contributing to heavy-quark production.
pQCD calculations introduce two scale factors - the renormalisation scale µr intro-
duced when renormalising the strong coupling, and the factorisation scale µf which
appears when factorising the long-distance and short-distance effects, to obtain the
factorised cross section given in equation 2.1. These scales are usually chosen to be of
the order of the hard process being calculated, and for the production of a heavy quark
this can be taken as the mass of the quark. pQCD calculations are reliable at scales
larger than the QCD scale µf , µr > ΛQCD, and since the masses of heavy quarks,
mc ' 1.5 GeV/c2 and mb ' 4.5 GeV/c2 are larger than ΛQCD, pQCD is applicable
to the production of heavy quarks down to low transverse momentum. There are
however some considerations when calculating cross sections in different pT regions,
and several schemes have been developed for calculating heavy quark production.
The simplest scheme for calculating heavy-flavour production is the Fixed Flavour
Number Scheme (FFNS), where the heavy quark is not considered as an active par-
1one-loop corrections account for the emission and absorption of a gluon by the incoming or
outgoing partons. Its ‘virtuality’ refers to the fact that interacting gluons do not have to obey the
energy-momentum relation. Since this allows particles to have different masses, virtual particles are
also often referred to as being ‘off the mass shell’.
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ton in the proton. A sum over all possible subprocesses a+ b→ Q+X is performed
in equation 2.1 for all considered active quarks a, b (u, u¯, d, d¯, s, s¯, g for charm and
beauty production. The quarks c, c¯ can be added for calculating beauty produc-
tion). The range of applicability of FFNS is roughly 0 ≤ pT . 5 ×mQ. Differential
implementations of FFNS are often referred to as NLO MNR [85].
For large pT relative to the heavy-quark mass a perturbative expansion ceases to
be applicable, which can be dealt with by treating the outgoing quark like a massless
parton, absorbing terms which would spoil the perturbative expansion into the PDF
and FF, where the scale dependence is governed by the DGLAP equations (see section
2.1.1.2). This scheme is known as the Zero-Mass Variable-Flavour-Number Scheme
(ZM-VFNS) and is applicable at large transverse momenta [86].
FFNS and ZM-VFNS are applicable in complimentary pT regions. A scheme
attempting to unify these two frameworks has been created, named the General-Mass
Variable-Flavour-Number Scheme (GM-VFNS) [87, 88], which is valid from small to
large transverse momenta.
The Fixed-Order plus Next-to-Leading-Logarithms calculation (FONLL) [89, 90]
has also been developed, as a variant of GM-VFNS based on matching NLO massive
(low pT) and massless (high pT) calculations. The final cross section is a convolution
of different contributions and is calculated as
dσFONLL = dσFO + (dσRS − dσFOM0)×G(mQ, pT). (2.2)
Here dσFO is the NLO calculation, performed with massive quarks (at fixed-order).
The cross section calculated in the massless limit (resummed next-to-leading-log, or
RS) is represented by dσRS. Since there are terms shared by both approaches the
fixed order terms at the massless limit are subtracted, given by the term dσFOM0.
G(mQ, pT) is a matching function which is forced to approach 1 as pT → ∞, whose
functional form is arbitrary and given by G(mQ, pT) = p
2
T/(p
2
T + a
2m2Q), where the
constant a is chosen to suppress the FO calculation at mT > 5mQ.
In addition to the analytic calculations described above which only provide an
accurate description of inclusively produced heavy hadrons, heavy-flavour production
can be studied through Monte Carlo (MC) event generators which allow for a more
complete description of the final state, as well as allowing for transport through
simulated detectors. An example of a widely used MC generator is PYTHIA [91, 92],
which includes hard interactions and soft interactions, parton distributions, initial-
and final-state parton showers, multi-parton interactions, jet and quark fragmentation
and hadronisation, and hadron decay. Hard processes in PYTHIA are performed at
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at leading-order + leading-log accuracy - more recently NLO generators have been
developed, including MC@NLO [93] and POWHEG [94, 95]. Generators such as
HIJING [96] extend PYTHIA to include effects present in heavy-ion collisions such as
nuclear shadowing (see section 2.1.2), multiple minijet production and jet quenching.
EPOS [65], based on Gribov-Regge theory [97], and DIPSY, based on a coloured
dipole picture (see [98] and references within), are examples of recent MC generators
that have been developed with the aim of simulating and gaining deeper insight into
the physics of pp and heavy-ion collisions, in particular to understand soft and semi-
hard processes where perturbative QCD ceases to be applicable.
2.1.1.2 Parton distribution functions
Parton distribution functions are determined experimentally at a given energy scale,
and the scale dependence of the PDFs is given by the DGLAP evolution [99–102] in
terms of the calculable splitting functions, Paa′, as
∂fa/A
∂ lnQ2
=
∑
a′=q,g
Paa′ ⊗ fa′/A (2.3)
where the splitting functions can be expanded as a perturbative series in the strong
coupling αS(Q
2). In this way parton distribution functions determined from experi-
mental data at lower energies can be scaled for higher energy regimes, such as those
at the LHC. Many PDF sets exist (see e.g. [103–106]), calculated using a combination
of hard-scattering input data, including fixed target and colliding beam deep-inelastic
scattering (DIS) data to constrain the quark and gluon PDFs, Drell-Yan data to con-
strain high-x sea quarks, Tevatron jet data to constrain high-x gluon distributions,
and W and Z data which provides access to different quark contributions [107].
2.1.1.3 Heavy-quark fragmentation
Fragmentation functions of heavy quarks have been studied in e+e− and electron-
hadron collisions, where the clean environment allows for the determination of the
state of the bare quark before hadronisation. Through fits to data the fragmentation
functional form can be determined through some parametrisation. For example, the
Peterson fragmentation function [108] is given by
dN
dz
=
1
z[1− (1/z)− P/(1− z)]2 . (2.4)
Here P is the only free parameter, and is expected to vary roughly as the ratio
of the light quark mass (or sum of the two light quark masses for baryons) to the
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heavy quark mass. To this effect, a harder fragmentation function, or smaller value
of P , is expected for lighter D mesons, meaning that a c quark fragmenting to a D
meson will not lose much of its initial momentum, and the Λ+c baryon is expected to
have a softer fragmentation function, losing more of the initial quark momentum in
hadronisation than a D meson would. Additionally b hadrons are expected to have a
harder fragmentation function than charmed hadrons.
The probability that a quark will fragment into a given hadron h, given the name
‘fragmentation fraction’, is included in the fragmentation function. Measurements of
the fragmentation fractions of charm quarks to hadrons (D0, D+, D∗+, D+s , Λ
+
c ) have
been made in e+e− collisions at B-factories, from Z decays, in photoproduction, in
deep inelastic scattering and in pp collisions. A combined analysis of charmed hadron
production from different experiments has been performed [109], and a summary of
the fragmentation fractions f(c → h) from this analysis is shown in figure 2.3. The
measurements are in good agreement within uncertainties, supporting the hypothesis
that quark fragmentation is independent of production process (fragmentation uni-
versality). The violation of fragmentation universality has however been hinted at in
the beauty sector [13], where differences between fragmentation fractions of b quarks
to b baryons have been seen in Z → bb¯ decays in e+e− collisions, and and hadron
collisions (pp collisions at the Tevatron, or pp collisions at the LHC), where a pT
dependence in the fragmentation fractions has also been observed in pp collisions by
CDF [110] and pp collisions by LHCb [111], though the available precision does not
allow a firm conclusion to be drawn.
Hadronisation of heavy quarks (as well as light quarks) is modelled in MC gen-
erators using phenomenological, non-perturbative models. The most widely used
hadronisation model is the Lund string model [112, 113], where the potential be-
tween two colour-connected quarks moving apart is described by a colour string which
breaks through creation of quark-antiquark pairs. New qq¯ pairs are produced when
it becomes more energetically favourable for the string to break into smaller strings,
modelled through quantum tunnelling with the probability
dP
dpT
∝ κ exp
(
−pim
2
T
κ
)
(2.5)
where the transverse mass of the quarks is the quadratic sum of the quark mass m
and transverse momentum pT, mT =
√
m2 + p2T, and κ is the longitudinal energy
density of the string, or the ‘string tension’, which is estimated from experimental
data and lattice calculations to be κ ≈ 1 GeV/fm for a qq¯ string in vacuum [114].
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Figure 2.3: The charm-quark fragmentation fractions measured in different experi-
ments. The global combination is shown with the shaded bands [109].
Fragmentation parameters can be determined from e+e− colliders, for example in
the clean e+e− → Z → qq¯ reaction, and directly applied to hadron colliders; any
discrepancy between the results has to be due to phenomena not active at lepton
colliders. The increased density of quarks and gluons is one effect in proton-proton
collisions that could affect hadronisation. Colour reconnection models [115, 116]
provide an extension on the string model where colour correlations can influence
hadronisation.
Build on the Lund string model for hadronisation, colour reconnection occurs when
colour strings begin to overlap. In a scenario without colour reconnection, a scattered
parton at mid-rapidity may be colour connected with part of the remaining proton.
With colour reconnection however, partons from two separate parton scatterings may
become colour-connected, coming from a preference for the colour strings to be as
short as possible. Since this gives a large transverse boost, this can increase the 〈pT〉.
A sketch of this scenario is shown in figure 2.4. In addition, colour reconnection allows
for ‘baryon junctions’, as depicted in figure 2.5. Since this topology is closely related
to baryons, the result can be a baryon enhancement. Reconnections occur given some
constrains, including SU(3) colour rules from QCD governing which reconnections are
allowed, ensuring that the strings are causally connected, and taking into account the
string length to decide whether a possible reconnection is favoured.
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Figure 2.4: Sketch of how colour reconnection can occur depicting, from left to right,
a) The outgoing partons of the first hard scattering color connected to the beam
remnants, b) the second hard scattering, and c) color reconnected strings [117].
Figure 2.5: Sketch of possible colour reconnections of two qq¯ pairs (top), including
colour reconnection with the other quark(antiquark) (left), and the formation of a
baryon junction (right) [116].
Rope hadronisation [118] is implemented in the MC event generator DIPSY [98],
which involves interaction between strings, such that when several parton pairs are
next to each other they can coherently interact to form a colour rope. The effects of
the interaction is determined by SU(3) colour rules, and can end up with the strings
forming a ‘rope’ which is hadronised with a higher effective string tension, and thus
with more energy available for fragmentation. This results in more strange quarks
and diquarks produced, leading to a higher number of baryons and more strangeness
among the resulting hadrons.
Figure 2.6 shows the Λ/K ratio for MC generators PYTHIA8 which includes colour
reconnection, and DIPSY which includes hadronisation via ropes [116]. Both models
show an increase in the Λ/K ratio. It is noted that enhanced baryon production, as
well as the distinctive ‘peak’ structure which moves towards higher pT with larger
multiplicities that is seen for colour reconnection is normally attributed to radial
flow in Pb–Pb and p–Pb collisions [61, 70], and is an intriguing hint at a possible
connection between flow (which there is evidence for in high-multiplicity pp collisions)
and colour reconnection. This feature is also seen in the colour reconnection model
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for the proton/pion ratio [117].
Figure 2.6: The Λ/K ratio in pp collisions from MC generators PYTHIA8 and DIPSY
as a function of pT in three forward-rapidity multiplicity intervals. On the right the
colour reconnection models are shown, and on the left the previous hadronisation
models are shown [116].
2.1.2 Heavy-flavour production in p–Pb collisions
In order to fully characterise effects present in Pb–Pb collisions, an understanding
of all phenomena which could contribute to observables is needed. Effects due to
the presence of the nuclei (such as modifications to the nuclear parton distribution
function, or multiple scatterings of partons before and/or after the hard scattering)
are known as cold nuclear matter (CNM) effects. These effects can be studied in
proton-nucleus (p–A) collisions, or deuteron-nucleus (d–A) collisions, where the en-
ergy density is smaller than in AA collisions at similar collision energies. Recent
results from the LHC and RHIC (see chapter 1) have called into question the idea
that the medium created in these collisions truly is ‘cold’, which could increase the
energy loss of partons traversing the medium, and collective behaviour of the ex-
panding system could impart ‘flow’ to the heavy particles produced, modifying the
heavy-flavour yield.
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The production cross section of a heavy quark pair in (minimum-bias) p–A colli-
sions assuming factorisation as in equation 2.1 is given by
dσhardpA→QQ¯+X = A · fNi (x1, Q2)⊗ fNj (x2, Q2)⊗ dσhardij→QQ¯+X(x1, x2, Q2) (2.6)
where A is the mass number of the nucleus and fN is the PDF for the bound proton
in the nucleus for partons of species i(j), related to that of a free proton PDF by
fNi (xi, Q
2) = RNi (xi, Q
2)fi(xi, Q
2) (2.7)
where RNi (x,Q
2) is the nuclear modification to the free proton PDF fi for a parton
of species i. This factor stems from the fact that the structure of high-energy nuclei
is different from a superposition of the non-interacting component nucleons, and as
such the PDF of the nucleus is modified. A value less than 1 at a given fractional
momentum x and momentum transfer Q2 indicates a depletion of partons with re-
spect to a free nucleon, while a value greater than 1 indicates an enhancement. An
illustration of RAi (x,Q
2) is shown in figure 2.7. The features in different x regions
can be explained as follows:
• Shadowing: The timescales to produce a heavy quark pair QQ¯ are typically of
the order of τc ∼ 1/mQQ¯ . 0.1 fm/c in the QQ¯ rest frame. However in the rest
frame of the nucleus, this time τc ∼ EQQ¯/m2QQ¯ can be larger than the nucleus.
This leads to shadowing effects due to destructive interferences from multiple
scattering on different nucleons [119].
• Anti-shadowing: At intermediate x, constructive interferences due to multiple
scatterings dominate [119].
• EMC effect: the suppression of the nuclear PDF at large x (x > 0.2) is
thought to originate from the fact that quarks in bound nucleons move through
a larger confinement volume, and as such carry less momentum than quarks in
free nucleons, though a complete theoretical description of the EMC effect is
still elusive [120].
• Fermi motion: The enhancement of the nuclear PDF at high x is due to the
fact that nucleons in a nucleus are moving with larger transverse momentum
compared to a free proton.
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Figure 2.7: Sketch of the nuclear modification to the free proton parton density
function [121]. See text for explanation of the different regions indicated on the plot.
Calculations have been performed to determine parametrisations of the nPDFs at
NLO in pQCD [121], examples of which can be seen in figure 2.8, including contri-
butions from valence and sea quarks, and gluons. The nuclear PDFs are determined
through fits to experimental data, including deep inelastic lepton-nucleus scattering
(DIS), Drell-Yan (DY) dilepton production and inclusive pion production measured
at RHIC which improves in particular the gluon densities. Note that there are large
uncertainties at low x, particularly for the gluon distributions, highlighting the need
to constrain the PDFs at low x.
Heavy-flavour production can also be affected by multiple, softer, elastic scatter-
ings of partons in the nucleus before or after the initial hard scattering. A parton,
after each scattering, will acquire additional transverse momentum kT, which grows
with the number of elastic collisions. This extra momentum given to the hard parton
in its final state can lead to an enhancement of the RpPb at pT & 2 GeV/c, expected
to disappear as pT →∞, and is usually know as kT broadening, or the Cronin Effect
[122].
Finally, recent results indicating collectivity in high-multiplicity p–Pb collisions
(see chapter 1) suggests that flow could be imparted on to heavy-flavour hadrons. A
first attempt [123] to describe the expanding medium with a Blast-Wave fit [124, 125]
which describes heavy-flavour decay electron data from RHIC well, predicts a small
enhancement of D mesons of up to 30% at around 2 < pT < 4 GeV/c for the 5% high-
est multiplicity p–Pb collisions at
√
snn = 5.02 TeV. Assuming that the presence of
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Figure 2.8: Comparison of the valence (left) and sea quark (middle), and gluon (right)
modifications RNi at Q
2 = 1.69GeV/c2 (top) and Q2 = 100GeV/c2 (bottom) from
different analyses at NLO [121].
collectivity also indicates a ‘hot’ and deconfined medium is created, medium-induced
energy loss may affect the heavy particle pT spectra. Some calculations [126, 127]
modifying the propagation and hadronisation of heavy quarks due to the presence of
a deconfined medium indicate a moderate (< 20− 30%) suppression of D mesons at
higher pT caused by energy loss of the heavy quark.
2.1.3 Heavy-flavour production in Pb–Pb collisions
The study of heavy quarks offer a valuable probe of the medium produced in high
energy heavy-ion collisions. Since the mass of charm and beauty quarks are much
greater than the temperature of the system mQ >> T , QQ¯ pairs are produced almost
exclusively from the initial hard scattering processes on short time scales, meaning
the heavy quark number after the initial hard scattering is essentially fixed. Heavy-
quark production is calculable perturbatively, and any modification to their differen-
tial yield, e.g. their transverse momentum spectra, can be attributed to the modifica-
tion of their kinematics by the medium. In addition, heavy quarks are not expected
to become fully thermally equilibrated with the medium, and thus keep some memory
of the interaction of the QGP. Heavy quarks are therefore very useful probes of the
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QGP and of the underlying QCD force.
The production cross section of a hadron h in (minimum-bias) nucleus-nucleus
collisions (with mass number A) can be expressed as
dσhardAA→h+X = A · A · fNi (xi, Q2)⊗fNj (xj, Q2)⊗ dσhardij→QQ¯+X(xi, xj, Q2)
⊗RQGPN (E,mQ, T, α, ...)⊗DNc→h(z,Q2).
(2.8)
Here the production cross section dσhard
ij→QQ¯+X(xi, xj, Q
2) is calculated as in section
2.1.1.1, and the nuclear PDFs fNi,j(xi, j, Q
2) are calculated as in section 2.1.2. The
two extra terms represent the effects of the quark-gluon plasma - RQGPN represents
the modification of the heavy quark momentum due to energy loss in the medium
and/or collective flow, and DNc→h(z,Q
2) represents the medium-modified fragmenta-
tion function due to hadronisation mechanisms which come into play at freeze-out,
such as quark coalescence. The following subsections describe these mechanisms in
more detail.
2.1.3.1 Heavy quark energy loss in the QGP
The energy loss ∆E of a high energy parton passing through the QGP as represented
by RQGPN in equation 2.8 depends on the properties of the particle (energy E, mass
mQ) as well as the medium (temperature T , particle-medium interaction coupling
α, thickness L). Energy loss in the medium primarily occurs via either radiative
or collisional energy loss, where the total energy loss can be expressed as ∆E =
∆Ecoll + ∆Erad. Collisional energy loss dominates at low particle momentum, and
occurs through elastic scatterings with the medium constituents. Radiative energy
loss occurs through inelastic scatterings within the medium through the emission of
a gluon or photon, and instead dominates at higher momentum.
In-medium energy loss can be modelled using a Brownian motion framework2
using the Fokker-Planck equation3, which describes the time evolution of the heavy-
quark momentum distribution under the influence of drag and diffusion forces. A
simplified version of the Fokker-Planck equation [128] describes the time evolution of
the heavy quark probability density fQ, and is given as
∂
∂t
fQ(t, p) = γ
∂
∂pi
[pifQ(t, p)] +Dp∆~pfQ(t, p) (2.9)
2In general, Brownian motion describes the random motion of a particle in a liquid or gas arising
from collisions with fast-moving particles constituting the liquid or gas.
3The Fokker-Planck equation approximates the Boltzmann equation when the momentum trans-
fer to the heavy quark is small relative to the total momentum of the heavy quark.
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This framework introduces some variables used to describe the medium - the
drag coefficient γ represents the fractional momentum loss per unit of time in the
absence of fluctuations, and the momentum diffusion coefficient Dp represents the
increase in the variance of the momentum distribution per unit time. The drag and
diffusion coefficients are linked through the Einstein relation Dp = mQγT where mQ
is the mass of the heavy quark and T is the temperature of the medium. The spatial
diffusion coefficient Ds which describes the broadening of the spatial distribution
with time is also defined and is related to the drag and momentum coefficient through
Ds = T
2/Dp = T/(mQγ). The Fokker-Planck equation can be solved stochastically
with a Monte Carlo simulation using the Langevin equation [129], where in the non-
relativistic limit the change in position d~x and change in momentum d~p can be given
by
d~p = −(γ(p)~p+ ξ)dt (2.10)
d~x =
~p
mQ
dt (2.11)
The change in momentum is given by a differential equation with a ‘deterministic’ part
and a ‘stochastic’ part. The deterministic part is realised by the drag term γ, and the
stochastic part is realised by the term ξ which is sampled from a Gaussian probability
distribution with width proportional to the momentum diffusion coefficient Dp [129].
For radiative energy loss processes (2→ 3 processes), the difference in the quark
and gluon couplings has to be taken into account. The relative amplitude of the
3 possible vertices are determined by the colour, or ‘Casimir’ factors CR, and are
CR = NC for g → gg, CR = (N2C − 1)/2NC for g → qg and CR = 1/2 for g → qq¯,
where NC = 3 is the number of colours in QCD. This means that the average number
of gluons radiated by a gluon is 9/4 times higher than that radiated by a quark
[130]. Radiation off a heavy quark is also suppressed at angles smaller than the
ratio of the quark mass mQ to its energy E. This effect is known as the ‘dead cone
effect’ [131], and it leads to a suppression of radiative energy loss which increases for
heavier quarks. This leads to a hierarchy of flavour-dependent radiative energy loss,
∆E(g) > ∆E(q) > ∆E(c) > ∆E(b) [130].
Interaction rates are determined through the calculation of the scattering matrix
(or cross section) of a given radiative or collisional process, from which the drag
and diffusion coefficients can be calculated. Various approaches have been devel-
oped to calculate the heavy-quark interactions within the medium, including pQCD
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calculations of radiative and collisional energy loss, as well as non-perturbative ap-
proaches employing lattice-QCD calculated heavy-quark potentials and/or calcula-
tions of transport coefficients through a T -matrix approach, and the calculation of
transport coefficients using the AdS/CFT conjecture. For full reviews of these types
of calculations, see [128, 132].
Phenomenologically, the nuclear modification factor RAA can be used to experi-
mentally test different scenarios of heavy-quark energy loss, and help constrain the
transport properties of the medium. The elliptic flow v2 can be used to test the level
to which heavy quarks thermalise in the medium. In addition, the v2 can be used to
test the path length dependence of in-medium energy loss - since semi-central colli-
sions lead to different path lengths for heavy quarks in the azimuthal plane φ, the
amount of energy loss in-plane and out-of-plane will also help constrain energy loss
models.
2.1.3.2 Heavy-quark hadronisation in the QGP
As a reminder, in heavy-ion collisions a hadronisation mechanism other than frag-
mentation (where a quark or diquark will appear from the vacuum to form a meson
or baryon) has been proposed. Coalescence, or recombination, describes the forma-
tion of hadrons through the coalescence of quarks close to each other in position and
momentum space [62]. The measurement of the Λ+c baryon in heavy-ion collisions has
been proposed as a probe of hadronisation [133]. In particular, if quark coalescence
plays a significant role in the hadronisation of charm quarks, an enhancement of the
baryon-to-meson ratio Λ+c /D
0 is expected [134, 135]. The measurement in the charm
sector would further constrain open questions from the strange Λ/K0S ratio and inter-
pretations based on the interplay between hadronisation mechanisms and flow (see
section 1.3.5). Furthermore, it has been predicted that binary, coloured bound states
(gg, qg, qq) may exist within the QGP [136], and coalescence also occuring between
a charm quark and a ‘diquark’ state ud would create a further enhancement of the
baryon-to-meson ratio [134]. This idea has been developed further in [135], where
the effect of coalescence on the beauty baryon-to-meson ratio Λ0b/B was also studied
though this is not described here. Λ+c formation via coalescence could also affect the
heavy-flavour decay electron spectrum, since the branching ratios for Λ+c to electrons
is much smaller than that for D mesons, and a Λ+c enhancement had been proposed
as a possible explanation for the large heavy-flavour decay electron suppression in
Au–Au collisions seen at RHIC [137, 138].
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The transverse momentum spectrum of a meson or baryon dNM
dpM
or dNB
dpB
, formed
through coalescence can be calculated from the individual quark transverse momen-
tum distributions dNi
dpi
, derived from the ‘GKL’ implementation explained in [62] and
given in [135] for mesons and baryons as
dNM
dpM
= gM
(2
√
piσ)2
V
∫
dp1dp2
dN1
dp1
dN2
dp2
× exp(−k2σ2)δ(pM − p1 − p3) (2.12)
dNB
dpB
= gB
(2
√
pi)6(σ1σ2)
3
V 2
∫
dp1dp2dp3
dN1
dp1
dN2
dp2
dN3
dp3
× exp(−k21σ21 − k22σ22)δ(pB − p1 − p2 − p3)
(2.13)
where it is assumed heavy quarks with transverse momentum p1 and light quarks with
transverse momenta p2 (and p3) are produced uniformly distributed in a cylinder of
volume V, gM,B is a statistical factor accounting for the degeneracy of the coloured
quarks, σ is the ‘width parameter’ related to the radius of the produced meson or
baryon, and k is the relative transverse momentum between the heavy quark and light
antiquark. The production of a baryon from a heavy quark and a bound diquark can
be expressed similarly to equation 2.12.
In Ref. [135] the baryon-to-meson ratio Λ+c /D
0 (and Λ0b/B) is determined at RHIC
energies (Au–Au collisions,
√
snn = 200 GeV) from a purely thermal model where the
integrated Λ+c /D
0 ratio comes out as
(
Λc
D0
) ' 0.24−0.27, and from a coalescence model
considering coalescence of a charm quark with two quarks, and a charm quark with
a [ud] diquark state. In the coalescence model, using a thermal initial momentum
distribution for light quarks and diquarks, taking the heavy quark distribution from
pp collisions of the same energy, including heavy quark energy loss, and including
fragmentation and resonance contributions the final baryon-to-meson ratios are
Λ+c
D0
= 0.83 (three-quark) ,
Λ+c
D0
= 1.34 (diquark). (2.14)
For the three-quark model this leads to Λ+c /D
0 ratio around 6.4 times greater than the
predictions from PYTHIA [91], and around 3.1 times larger than the purely thermal
model. A further enhancement in Λ+c /D
0 can be seen for the diquark model, where
the Λ+c /D
0 ratio is around 10.3 times larger than the predictions from PYTHIA and
around 5.0 times larger than the purely thermal model. Figure 2.9 shows the Λ+c
and D0 pT spectrum, and the Λ
+
c /D
0 ratio at RHIC energies at mid-rapidity as a
function of pT. A large difference can be seen for both the diquark and three-quark
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model up to ∼ 6 GeV/c, with a difference in the diquark and three-quark model up
to ∼ 3−4 GeV/c. This highlights the motivation for a Λ+c measurement down to low
pT.
Figure 2.9: Spectra of (a) Λ+c and (b) D
0, and (c) the ratio Λ+c /D
0 at |y| ≥ 0.5 for
central Au-Au collisions at
√
sNN = 200 GeV, including the three-quark and diquark
coalescence models, and results from PYTHIA [135]. Note that ‘Λc/D
0’ in the figure
refers to the ratio of particles, as refered to as Λ+c /D
0 in the text.
The diquark enhancement can also be thought of perhaps more simply in terms
of the probabilities of quark collisions in the medium. The Λc is formed from a
three-body collision among the c, u and d quark constituents if there are no diquark
states in the medium. However, if [ud] diquark states exist this becomes a two-body
collision, which is statistically more likely to occur.
It is noted that further studies into Λ+c propagation in the hadronic phase after
chemical freeze-out have determined that the Λ+c spectrum should be relatively unaf-
fected by this phase [139–141], thus allowing one to ignore this part of the system’s
evolution when interpreting the modification of the Λ+c yield.
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2.2 Experimental Results
Experimentally there are different techniques to study open heavy-flavour production.
A full exclusive reconstruction of the heavy-flavour particles is possible, for example
the reconstruction of B0 → J/ψφ, D0 → K−pi+, or as described in detail in this
thesis, Λ+c → pK−pi+. Selection of (semi)-inclusive decays is also possible, an example
is where a J/ψ a few hundred µm from the primary vertex is reconstructed and
supposed to come from a b-decay. Another technique is detection of leptons (e, µ) from
inclusive heavy-flavour decays, by subtracting known background sources (electrons
from so-called Dalitz decays, e.g. pi0 → e+e−γ, photon conversions γ → e+e−, light
hadron decays, J/ψ, W±, etc.) from the inclusive electron spectra. Finally, one can
reconstruct c- and b-jets, where one can either search for a reconstructed heavy-flavour
decay within a jet, or use properties of the jet (e.g. displaced vertices) to distinguish
between light-flavour jets (i.e. u, d, s, and in the case of b-jets, c). This section will
outline some of the many recent open heavy-flavour measurements - here I mainly
concentrate on measurements of fully reconstructed heavy-flavour decays (focusing
mainly on exclusive reconstruction of open charm decays), but for a full recent review
of measurements in the RHIC and LHC era see [132, 142].
2.2.1 Experimental results in pp and p–Pb collisions
The pT-differential cross section of D
0, D+, D∗+ and D+s mesons [143–145], heavy-
flavour decay muons [146, 147], heavy-flavour decay electrons [148, 149] and beauty-
decay electrons [150, 151] have been measured by ALICE in pp collisions at
√
s =
2.76 TeV and
√
s = 7 TeV and are found to be compatible with pQCD predic-
tions including calculations from FONLL [152], GM-VFNS [88, 153] and the kT -
factorisation scheme [154]. Preliminary cross section measurements of D mesons have
also been performed at
√
s = 5.02 TeV,
√
s = 8 TeV and
√
s = 13 TeV. Examples
of the D0, D+ and D∗+ cross sections at different energies are shown in figure 2.10
in comparison to theoretical predictions. It is pointed out that the D meson cross
sections at
√
s = 5.02 TeV were used to validate the rescaled 7 TeV cross section
used as the reference for the preliminary RAA measurement in Pb–Pb collisions at√
snn = 5.02 TeV [155, 156]. While relying on theoretical input to rescale the 7 TeV
reference to 5.02 TeV, the 7 TeV result offers smaller uncertainties than the 5.02 TeV
measurement.
Charm production has also been studied in pp collisions at RHIC [157–159] and
in pp collisions at Tevatron [160], and at lower energy fixed-target experiments [161].
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Figure 2.10: pT-differential cross section measurements of prompt D
+ at
√
s =
5.02 TeV (left), D0 at
√
s = 7 TeV (centre) and D∗+ at
√
s = 13 TeV (right),
compared to predictions from FONLL [152] and GM-VFNS [88, 153].
The scaling of the total inclusive charm production cross section in pp and p–A
collisions as a function of collision energy
√
s is shown in figure 2.11. The total cross
section is described within uncertainties by NLO pQCD calculations [162] with the
measurements falling on the upper edge of the theoretical uncertainty.
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Figure 2.11: Total inclusive charm production cross section in nucleon–nucleon colli-
sions as a function of
√
s [144]. Data are from pA collisions for
√
s < 100 GeV and
from pp collisions for
√
s > 100 GeV. Data from pA collisions were scaled by 1/A.
Results from NLO pQCD calculations (MNR [162]) and their uncertainties are shown
as solid and dashed lines.
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The nuclear modification factors RpPb of D mesons (including D
0,D+, D∗+ and
D+s ) have been measured at ALICE at mid-rapidity [144], and are found to be compat-
ible with each other. Figure 2.12 shows the averaged D0,D+ and D∗+ RpPb. Within
uncertainties, the measured D-meson RpPb is compatible with unity. This confirms
the large suppression of D mesons in Pb–Pb collisions is indeed a final-state effect
due to the interaction with the hot, deconfined medium (see next section). The
D-meson RpPb is compared to models - in the left panel models are shown which
include only cold nuclear matter effects, including NLO pQCD predictions [162] with
EPS09 parameterisation of the nuclear parton distribution function (nPDF) [121], a
leading-order pQCD calculation including shadowing, kT broadening and cold nuclear
matter energy loss [163], a model based on the Colour Glass Condensate [164], and a
higher-twist calculation based on incoherent multiple scattering [165]. All models are
consistent with the data except that based on incoherent multiple scattering, which is
disfavoured by the data at low pT. The right panel shows a comparison with models
which assume a QGP is formed - the DUKE model [127] includes both collisional and
radiative processes, and the POWLANG model [126] includes only collisional pro-
cesses, considering two different transport coefficients. While the data are consistent
with the models within uncertainties, the shape of the RpPb slightly disfavours these
models. The comparison with models shows the motivation for a precise measurement
at low pT, since this is where the models deviate from each other. The D
0 meson RpPb
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Figure 2.12: The nuclear modification factor RpPb of D mesons in p–Pb collisions
at
√
snn = 5.02 TeV as a function of pT, averaged over all D meson species [144],
compared with models that include cold nuclear matter effects [121, 162–165] (left)
and models that include a small QGP formation [126, 127] (right).
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has also been measured at LHCb in the rapidity region 2.5 < y < 4 [166], allowing
different Bjorken-x regions of the nuclear PDF to be probed, and is found to be in
good agreement with a NLO prediction computed using the EPS09 nPDF [121].
The multiplicity dependence of the nuclear modification factor has also been stud-
ied for D mesons by measuring the ‘centrality-dependent’ nuclear modification factor
QpPb given by
QpPb =
1
〈T centpPb 〉
dN centpPb /dpT
dσpp/dpT
(2.15)
where dN centpPb /dpt is the D meson yield in p–Pb collisions in a given centrality class,
dσpp/dpt is the D meson cross section in pp collisions and 〈T centpPb 〉 is the average nuclear
overlap function in a given centrality class, equal to the number of binary nucleon–
nucleon collisions divided by the inelastic nucleon–nucleon cross section. Figure 2.13
shows the QpPb measured in p–Pb collisions at
√
snn = 5.02 TeV [167] where the
centrality is estimated [40] using the energy deposited in the Zero Degree Neutron
Calorimeter (ZNA). The QpPb in all centrality classes are seen to be consistent with
each other and with unity, suggesting there is no centrality dependence in the nuclear
modification of D mesons within the experimental uncertainties.
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Figure 2.13: The averaged D meson centrality dependent nuclear modification factor
QpPb in p–Pb collisions at
√
snn = 5.02 TeV in the centrality classes 0-20%, 20-40%,
40-60% and 60-100%, using the ZNA centrality estimator [167].
While there are a wealth of charmed meson and heavy-flavour lepton production
results from hadron-hadron colliders, there are relatively few charmed baryon pro-
duction measurements. The Λ+c baryon pT and y differential cross section has been
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measured by LHCb at
√
s = 7 TeV. Shown in figure 2.14 (left) is the pT-differential
cross section of the Λ+c from 2−8 GeV/c in the rapidity range 2 < y < 4.5 [168]. The
LHCb measurement is compared to predictions from GM-VFNS, and the prediction
is seen to be in good agreement with the measured data, though the data is at the up-
per edge of the theoretical uncertainty. Previous measurements of Λ+c production in
hadron-hadron collisions have been at much lower centre-of-mass energies [169, 170].
It is also noted here that Λ+c production has been studied in ep collisions at
HERA [171] and in e+e− collisions at energies around the Υ resonance - including
at CLEO at
√
s = 10.55 GeV [172, 173], at ARGUS at
√
s = 10.2 GeV [174], at
Belle at
√
s = 10.6 GeV [175] and at BaBar at
√
s = 10.54 GeV [176]. These
measurements were based on the differential momentum spectrum dσ/dxp where xp
is the ratio of the hadron momentum to the maximum momentum available to this
hadron. Figure 2.14 (right) shows the differential Λ+c production rate (where prompt
and non-prompt Λ+c are not separated) normalised by the number of e
+e− → qq
events measured by BaBar, CLEO and BELLE [176]. All measurements are seen to
agree within uncertainties. The fragmentation function used in GM-VFNS is evolved
from fits to e+e− collider data.
Figure 2.14: Left: The pT-differential cross section of Λ
+
c , compared with GM-VFNS
calculations [168]. Right: the xp-differential Λ
+
c production rate per e
+e− → qq event
as measured by BaBar, CLEO and BELLE [176].
ALICE has also measured the azimuthal correlations of heavy-flavour particles
with charged particles, and studied D meson production as a function of the event
multiplicity in pp and p–Pb collisions. For further information on heavy-flavour
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results from ALICE in pp and p–Pb collisions, from Run 1 at the LHC, see [2] and
references within.
2.2.2 Experimental results in Pb–Pb collisions
The nuclear modification factor RAA of D
0,D+,D∗+ and D+s has been measured by
ALICE in Pb–Pb collisions at
√
snn = 2.76 TeV [177, 178]. The left panel of figure
2.15 shows the RAA for D mesons (averaged) and charged pions measured by ALICE,
and non-prompt J/ψ coming from B meson decays measured by CMS, as a function
of the number of participant nucleons Npart [178]. The pion RAA is consistent with
the D meson RAA, and the J/ψ RAA is larger than both the D meson and pion
RAA. While the quark energy-loss hierarchy described in section 2.1.3.1 is clearly
seen for charm and beauty it is not immediately apparent for pions and D mesons.
However an interpretation based on the colour-charge and quark-mass energy-loss
dependence is not trivial, since it should take into account the different fragmentation
functions (harder for charm quarks compared to light quarks) and the fact that at
low pT soft production processes could modify the pion yield. The right panel of
figure 2.15 shows the RAA of D mesons as a function of pT measured by ALICE
[177] compared to theoretical predictions, where the heavy quark interaction with
the medium is calculated from pQCD inspired models which include radiative and/or
collisional energy loss (BAMPS, POWLANG, MC@sHQ and Cao, Qin, Bass), lattice
QCD models (TAMU), or a quasi-particle model (PHSD) (see [142] and references
within). All models shown use a Fokker-Planck approach or similar to simulate the
heavy quark transport (see section 2.1.3.1), and include an underlying hydrodynamic
expansion of the system.
The measurement of the elliptic flow (v2) of heavy-flavour particles also offers
further insight into the transport properties of the medium. At low pT it measures
the extent to which heavy quarks thermalise in the medium, at low-to-intermediate pT
it is expected to be sensitive to the heavy quark hadronisation mechanism, and at high
pT the v2 is also sensitive to the path-length dependence of in-medium energy loss,
complimenting the measurement of heavy-flavour RAA. The v2 of D mesons, heavy-
flavour decay electrons and heavy-flavour decay muons [181] has been measured at√
snn = 2.76 TeV, and is measured to be of the same order (or slightly smaller) than
the v2 of charged particles, suggesting charm quarks thermalise significantly in the
medium.
Predictions of the RAA of D mesons and heavy-flavour decay leptons which include
the underlying hydrodynamical expansion of the system (see above) can also make
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Figure 2.15: Left: RAA as a function of Npart for D mesons [178], pions [179] and
non-prompt J/ψ [180]. Right: D meson RAA as a function of pT in comparison to
models (see [142] and references within). Both measurements are made in Pb–Pb
collisions at
√
snn = 2.76 TeV.
predictions for the elliptic flow v2 of heavy-flavour, though it is still a challenge for
models to describe both observables (see [142] and references within). Some data-
driven approaches to extract transport coefficients from the measured RAA and v2 of
heavy quarks have also been attempted. For example, a Bayesian analysis has been
performed [182] to obtain a posterior probability distribution for the temperature
dependence of the charm quark spatial diffusion coefficient using D meson RAA and
v2 measurements from ALICE and STAR, where a constrained value compatible with
lattice QCD calculations is obtained.
The first measurement of the Λ+c baryon in nucleus-nucleus collisions was pre-
sented at Quark Matter 2017, measured in Au–Au collisions at
√
snn = 200 GeV/c
by the STAR experiment [183] and is shown in figure 2.16. The measurement was
made in 3 < pT < 6 GeV/c in a 10-60% centrality interval. The measured Λ
+
c /D
0 ra-
tio is about unity - significantly higher than the PYTHIA [91] prediction, and higher
than the statistical hadronisation model (SHM) [184–186]. The data is compatible
with models which include diquark and three-quark coalescence [134, 135], though it
should be noted that these predictions are for the 0-5% centrality class. The data
is also compared to a prediction for the baryon-over-total-charm-meson Λc/D from a
model which includes charm quark coalescence and interaction in the hadronic phase
[139], where one might expect a factor of ∼1.5 increase when considering the Λ+c /D0
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ratio [183]. The suggestion from these results is that Λ+c baryon production is consis-
tent with models involving hadronisation via coalescence, including coalescence from
diquarks. However, for a proper interpretation of these results a reference measure-
ment is crucial, either in pp collisions or in peripheral Au–Au collisions at the same
centre-of-mass energy.
2.3 Aim of this thesis
This chapter has described the motivation for measuring heavy-flavour (in particular
charm) production in pp, p–Pb and Pb–Pb collisions. A brief description of some
theoretical concepts in each collision system, and some highlights of experimental
results have been shown. From this discussion, some questions arise:
• Is the production of heavy baryons in pp collisions at mid-rapidity
and at LHC energies reproduced by pQCD calculations? D meson pro-
duction (and overall charm production) is described well by pQCD predictions
over a wide transverse momentum range, and Λ+c production is also described
Figure 2.16: Left: The invariant mass distribution of the Λ+c baryon in Au–Au col-
lisions at
√
snn = 200 GeV/c in a 10-60% centrality interval measured by STAR
[183]. Right: The corresponding baryon-to-meson ratio Λ+c /D
0 [183] in comparison
to theoretical models [134, 135, 139, 184–186].
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well at forward rapidity. A measurement of charmed baryon production in pp
collisions at mid-rapidity will contribute towards an understanding of hadron
production mechanisms.
• Is the process of hadronisation of heavy quarks described by mod-
els in high-energy pp collisions? It has been shown that hadronisation
models in pp collisions (rope hadronisation, colour reconnection) lead to mod-
ified predictions of the baryon-to-meson ratio in the strange sector, consistent
with experimental data, and also reproduce some features of high-multiplicity
pp collisions. A measurement of the charmed baryon Λ+c and thus a measure-
ment of the baryon-to-meson ratio in the charm sector will help to constrain
phenomenological models of QCD in the non-perturbative regime.
• Is the Λ+c yield and the baryon-to-meson ratio in the charm sector
modified by cold nuclear matter effects in p–Pb collisions? Initial-
and final-state effects in p–Pb collisions may modify the Λ+c yield relative to
pp collisions - results from D mesons suggest a small level of modification in
the charm sector, though an enhancement of baryons has been measured in
high-multiplicity d–Au and p–Pb collisions relative to pp collisions.
• Does coalescence of heavy quarks with light quarks contribute to
hadronisation in the charm sector, in a hot, deconfined medium cre-
ated in heavy-ion collisions? It has been shown in this chapter that the
charmed baryon-to-meson ratio in Pb–Pb collisions will be sensitive to in-
medium hadronisation (coalescence) mechanisms, and may be able to reveal
predicted light diquark states. While the current ALICE experimental setup
does not allow for a Λ+c baryon measurement in Pb–Pb collisions, it is useful to
evaluate the predicted reach of this measurement for Run 3 of the LHC, after
ALICE’s Inner Tracking System has been upgraded.
• Experimentally, can the signal extraction procedure to measure the
Λ+c , through the measurement of its decay products and selection on
its topological and kinematic properties, be improved? The small pro-
duction cross section of the Λ+c relative to the strange Λ baryon and charmed
mesons, the ‘messy’ environment of pp collisions and, to a larger extent, heavy-
ion collisions, and the three-prong decay of the Λ+c baryon’s most easily recon-
structed hadronic decay modes Λ+c → pK−pi+ and Λ+c → pK0s all together means
the signal extraction of the Λ+c remains challenging, even in pp collisions. Its
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short lifetime (cτ ∼ 60 µm) also means a very precise detector resolution is
needed to resolve the secondary decay vertex of the Λ+c baryon. Currently in
ALICE strange and charmed hadrons are measured by making ‘rectangular’ cuts
on the decay topology, but more optimal way to distinguish true Λ+c baryons
from the large combinatorial background coming from uncorrelated sources may
aid in improving the precision of the Λ+c measurement.
This thesis aims to contribute towards answering these questions. Chapter 4
describes the data analysis procedure to obtain a measurement of the pT-differential
cross section of the Λ+c baryon in pp collisions at
√
s = 7 TeV and p–Pb collisions at√
snn = 7 TeV, with data samples that the ALICE experiment collected in 2010 and
2013, respectively. Chapter 5 then shows the results derived from these measurements.
Finally, chapter 6 will detail a study performed to evaluate the performance of a
multivariate approach aimed at reducing the combinatorial background in the Λ+c
analysis after the upgrade of the ALICE Inner Tracking System (see the following
chapter for a description of the current Inner Tracking System) in Pb–Pb collisions.
Before this, the next chapter will describe the current setup of the ALICE experiment.
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ALICE Experimental Setup
A Large Ion Collider Experiment (ALICE) [187] is one of the 4 main experiments
at the Large Hadron Collider (LHC) [188], the accelerator built to collide charged
particles at unprecedented energies (TeV scale). ALICE has been designed and opti-
mised for the high-multiplicity environment of Pb–Pb collisions, in order to study the
deconfined state of matter known as the Quark-Gluon Plasma (see chapter 1). This
chapter will give a description of the current ALICE experimental setup. Section 3.1
will introduce the main features of the LHC. An overview of the ALICE experimental
apparatus will be given in section 3.2, along with the main detectors used in the
analysis presented in this thesis. Section 3.3 will outline in more detail the features
of these detectors, including their tracking and particle identification capabilities. A
short description of the trigger and data taking conditions is given in section 3.4.
3.1 The Large Hadron Collider
The LHC is a large particle collider built at the European Organization for Nuclear
Research (CERN), near Geneva, Switzerland. Located 100 m underground it spans
27 km in circumference, and makes use of pre-existing accelerator systems to act as
injectors. It has been designed to collide proton beams, with a maximum centre-of-
mass energy of 14 TeV at a luminosity of 1034 cm−2s−1, as well as Lead (Pb) ions
with a maximum energy of 2.8 TeV per nucleon at a peak luminosity of 1027 cm−2s−1.
A schematic of the layout of the LHC can be seen in figure 3.1. The main ex-
periments are built at 4 interaction points - ATLAS [189] and CMS [190], 2 general
purpose detectors designed to confirm or disprove the existence of the Higgs boson
(discovered in 2012 [191, 192]) and to search for physics beyond the Standard Model;
LHCb [193], specialising in b-physics to measure the parameters of CP violation; and
ALICE. Points 3 and 7 each contain two collimation systems, used to focus the beam
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and control beam losses. Point 4 contains two RF systems, one per beam, which
accelerate the beam up to its operating energy. Point 6 contains the beam dump,
which is where the beam is extracted from the machine.
Figure 3.1: Schematic of the layout of the LHC, including each of the main experi-
ments and all other points of entry [194].
The LHC first collided proton beams in 2009 at a centre-of-mass energy of 0.9
TeV. During Run 1 (November 2009 - February 2013) it has provided pp collisions
at
√
s = 0.9, 2.76, 7 and 8 TeV, increasing in energy from 2010-2013. During this
time there were also 3 dedicated heavy-ion programs, providing Pb–Pb collisions at√
snn = 2.76 TeV per nucleon-nucleon collision in 2010 and 2011, and in January
2013 there was a p-Pb run at
√
snn = 5.02 TeV per nucleon-nucleon collision. The
integrated luminosity delivered to all experiments can be seen for all heavy-ion data
taking periods in Run 1 in figure 3.2 (left). After a shutdown period the LHC restarted
in April 2015 for Run 2, delivering pp collisions at
√
s = 13 TeV. The heavy-ion runs
of Run 2 have included Pb–Pb collisions at
√
snn = 5.02 TeV at the end of 2015,
and p–Pb collisions at
√
snn = 5.02 TeV and
√
snn = 8.16 TeV at the end of 2016.
The integrated luminosity of pp collisions in 2016 can be seen in figure 3.2 (right).
Note that since a maximal luminosity is not a priority at LHCb or ALICE they run
with ‘luminosity levelling’, where the beams are offset from one another and slowly
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moved towards each other, so that the luminosity remains constant, hence the reduced
delivered integrated luminosity.
Figure 3.2: Left: Delivered integrated luminosity per nucleon-nucleon pair at the
LHC for collisions involving ions, during Run 1 [195]. Right: Delivered integrated
luminosity for proton-proton collisions in 2016 [196].
3.2 The ALICE detector
The ALICE detector was first conceptualised at the end of 1990, and was officially
approved by the CERN research board in 1997 [197]. After an extensive design
and R&D effort through most of the 1990’s, ALICE was constructed and began
data taking at the start of the LHC’s operation in 2008. Extrapolation from the
running conditions found at heavy-ion experiments at the time, namely fixed-target
experiments at the CERN SPS and the Brookhaven AGS, required a factor of 300
increase in centre-of-mass energy and a factor of 7 in beam mass. For this reason,
the detector design was general purpose, that is, able to measure physics signals of
possible interest even if the reason was established later on, and flexible, allowing
potential modifications during the design and construction process [198].
ALICE has been designed with many physics considerations in mind. One of the
main challenges with heavy-ion collisions is the extreme number of particles produced
in a central Pb–Pb event. Original estimates from the charged-particle multiplicity
density at mid-rapidity in a central Pb–Pb event ranged from dNch/dη = 2000 up
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to dNch/dη = 8000, although it has now been measured to be dNch/dη ≈ 1600
[199] in the most central Pb–Pb events at
√
snn = 2.76 TeV, a factor of ∼ 400
larger than the average proton-proton multiplicity of dNch/dη ≈ 4 [200] at similar
energies. A large reach for particle momentum measurements was also needed, from
tens of MeV/c to over 100 GeV/c, achieved with very low material thickness to reduce
multiple scattering at low pT and a large tracking distance for good resolution at high
pT. Particle Identification (PID), essential for many physics signals, is performed
employing many PID techniques.
A schematic of ALICE is shown in figure 3.3. The ALICE detector consists of
a cylindrical central barrel and a forward muon spectrometer. The Inner Tracking
System (ITS) is a six-layer silicon detector closest to the beam pipe, and is used for
particle tracking and vertex reconstruction. The Time Projection Chamber (TPC)
is the main tracking detector also used for PID. The Time-Of-Flight detector (TOF)
is used to identify particles via their time of flight. These detectors are described in
more detail below. Electron identification is improved by the Transition Radiation
Detector (TRD) and photons are detected with the Photon Spectrometer (PHOS),
and both electrons and photons are detected by the Electromagnetic Calorimeter
(EMCal), which is also used for jet measurements. High-momentum particles can also
be identified with the HMPID detector. These central detectors are all embedded in
a solenoid magnet with B = 0.5 T. The muon spectrometer is located at negative
rapidity (−4.0 < η < −2.4), and consists of layers of absorbers, muon trigger (MTR)
and muon tracker (MCH) systems, contained within a dipole magnet with a field
integral of 3 Tm, to identify muons from heavy-flavour decays and quarkonia. In
addition, the Forward Multiplicity Detector (FMD), Zero Degree Calorimeters (ZDC),
T0 and V0 detectors are used to measure global event characteristics, and to trigger
events of interest. The Photon Multiplicity Detector (PMD) measures the multiplicity
and spatial distribution of photons in the forward region. Finally, the ALICE COsmic
Ray DEtector (ACORDE) is used to trigger on cosmic rays for alignment and cosmic-
ray physics purposes. For a more detailed description of each detector subsystem see
[187] and references within.
55
CHAPTER 3. ALICE EXPERIMENTAL SETUP
Figure 3.3: Schematic of the ALICE detector. Each individual sub-detector is labelled
[201].
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3.2.1 The Inner Tracking System
The ITS is a six-layer silicon detector, built primarily for tracking particles and re-
constructing particle decays with a very high spatial accuracy. It is also able to
contribute to particle identification of low-momentum particles, and improve the mo-
mentum resolution of the TPC. It consists of three types of detector, with each
sub-detector composed of two layers - The Silicon Pixel Detector (SPD), the Silicon
Drift Detector (SDD) and the Silicon Strip Detector (SSD), as shown schematically
in figure 3.4.
The ITS, covering the full azimuthal range, has been built with many design
considerations in mind. Due to the very high track density in heavy-ion collisions the
ITS has high granularity and a good two-track separation. The very small impact
parameter resolution1 needed to reconstruct short-lived particles has led to the ITS
detectors having a spatial resolution of a few tens of µm. The rapidity coverage
(|η| < 0.9 for all layers, except the inner SPD layer covering |η| < 1.98) allows for
a good efficiency in detecting high mass, low transverse-momentum particles. Since
the momentum and impact parameter resolution for particles with small transverse
momenta are dominated by multiple scattering in the detector, the material in the
active volume has been kept as small as possible, such that the detectors active
thickness amounts to 0.4% of the detectors average radiation length X0, and the
additional material is kept to a comparable thickness. The outer two layers (SDD,
SSD) also offer PID capabilities for low-momentum particles. Table 3.1 shows the
parameters for each of the three detector types.
The Silicon Pixel Detector (SPD) constitutes the innermost 2 layers of the ITS.
It is based on hybrid silicon pixels, consisting of a two-dimensional matrix of reverse
biased silicon diodes. The sensor matrix of the silicon chips includes 256× 160 pixels
(or cells), measuring 50 µm (rφ)× 425 µm (z), which allows for a spatial precision of
12(100) µm to be achieved in the rφ(z) direction. The readout is binary, meaning the
signal is only read out if the pre-amplified and shaped signal is above a certain set
threshold. 1200 chips make up the full SPD for a total of 9.8×106 cells. The extended
pseudo-rapidity coverage (|η| < 1.98) of the inner SPD layer provides, together with
the Forward Multiplicity Detectors (FMD), continuous coverage for the measurement
of charged-particle multiplicity.
The Silicon Drift Detector (SDD) makes up the two middle layers of the ITS. The
SDD provides very good multitrack capability, as well as a dE/dx measurement for
1The impact parameter is defined as the minimum distance of a track to the interaction vertex.
This quantity defines the spatial resolution of the detector
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Parameter Silicon Pixel Silicon Drift Silicon Strip
r position of inner (outer) layer (cm) 3.9(7.6) 15.0(23.9) 38.0(43.0)
Spatial precision rφ (µm) 12 35 20
Spatial precision z (µm) 100 25 830
Two track resolution rφ (µm) 100 200 300
Two track resolution z (µm) 850 600 2400
Cell size (µm2) 50× 425 202× 294 95× 40000
Active area per module (mm2) 12.8× 69.6 72.5× 75.3 73× 40
Readout channels per module 40960 2× 256 2× 768
Total number of modules 240 260 1698
Total number of readout channels (k) 98 133 2608
Total number of cells (M) 9.84 23.0 2.6
Table 3.1: Parameters of the various detector types used in the Inner Tracking System
[187]. A module represents a single sensor element.
particle identification. The active sensors consist of a series of parallel, implanted p+
strips which are connected to a voltage divider providing the voltage needed to fully
deplete the volume of the detector, and the edge of the detectors consist of a series of
n+ pads. An ionising particle traversing the detector creates electron-hole pairs, and
the holes are collected by the p+ strips, while the electrons drift towards the n+ pads
where they are collected. The coordinate perpendicular to the drift direction is then
given by the centroid of the collected charge as a function of the anode position, and
the coordinate parallel to the drift direction is given by the centroid of the signal as
Figure 3.4: Schematic of the ITS layout. The SSD (inner two layers), SDD (middle
two layers) and SSD (outer two layers) are labelled [187].
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a function of time, achieving a spatial precision of 35(25) µm along the drift(anode)
direction, corresponding to the rφ(z) coordinates.
The Silicon Strip Detector (SSD) make up the outer two layers of the ITS. This
detector provides good position resolution plus dE/dx information, and is crucial for
the matching of tracks from the TPC to the ITS. The sensors are each 75×42 mm2 and
are made of n-type silicon. On both sides silicon strips are implanted, 40 mm long and
intersecting with an angle α = 35 mrad. One strip side is p+ doped and the other is
n+ doped, and are biased to fully deplete the sensor. The readout electronics digitise
a total of 2.6 million analogue channels. A spatial resolution of around 20(830) µm
can be achieved in the rφ(z) direction.
3.2.2 Time Projection Chamber
The Time Projection Chamber is the main tracking detector in the central barrel of
ALICE. It covers the full azimuthal range and a pseudorapidity coverage of |η| < 0.9
for the full radial track length, with the active volume spanning a radial position of
848 < r < 2466 mm. It has been optimised to track particles in the high-multiplicity
environment of Pb–Pb collisions. It is also used for PID over a wide momentum
range.
The detector consists of a large cylindrical field cage, filled with 90 m3 of a gas
mixture2 of primarily Ar or Ne. Charged particles propagating through the TPC
ionise the gas. The ionised electrons then drift at a speed of 2.7 cm/µs under the
large voltage (a potential gradient of 400 V/cm in the z direction creating a total
potential of 100 kV) towards the readout on one of the two end plates. Multi-wire
proportional chambers (MWPCs) make up the end plates, where the ionised electrons
cause an electron avalanche which reaches the cathode pad readout. The position of
the charged deposition on the cathode gives the two-dimensional track position in rφ,
and the time taken for the electrons to drift to the end plates gives the track position
in z. In this way, a position resolution of 1100(800) µm in rφ and 1250(1100) µm in
z is attainable for tracks at the inner (outer) radii.
PID is performed by the TPC via a measurement of the energy loss per unit length
dE/dx, or specific energy loss, which is directly related to the number of electrons
ionised by the charged particle propagating through the TPC. The specific energy
loss of a given particle is described by the Bethe-Bloch formula [13] and in ALICE a
2During Run 1 the TPC was filled with a Ne/CO2 (90-10) or Ne/CO2/N2 (90-10-5) mixture. For
Run 2 this mixture was changed to Ar/CO2 (90-10)
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parametrisation of this formula, initially proposed by the ALEPH collaboration [202],
is used [203] which can be written as
f(βγ) =
P1
βP4
(
P2 − βP4 − ln
(
P3 +
1
(βγ)P5
))
(3.1)
where P1−5 are parameters determined from fits to measured data. Figure 3.5 shows
the specific energy loss as measured in Pb–Pb collisions as a function of the track mo-
mentum, along with the Bethe-Bloch characterisations for different charged particles,
where a separation between particle species (e, pi,K, p as well as deuteron) can clearly
be seen. At low momenta the separation between species is clear and tracks can be
identified on a track-by-track basis, and at high momenta tracks can be identified on
a statistical basis. A relativistic rise offers further separation between species at high
momentum.
Figure 3.5: Measured dE/dx as a function of particle momentum in the TPC, in
Pb–Pb collisions at
√
snn = 2.76 TeV. The black lines indicate the Bethe-Bloch
dE/dx parameterisation for various charged particles [203].
3.2.3 Time-Of-Flight Detector
The Time-Of-Flight detector is a large array of Multi-gap Resistive Plate Chambers
(MRPCs), covering the full azimuthal range with a rapidity coverage of |η| < 0.9.
It provides PID in the intermediate momentum range, at higher momentum than
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the TPC, via the measurement of the time of flight of charged particles from the
interaction point to the TOF.
The MRPCs, which form the basic module of the TOF, consist of stacks of resis-
tive glass plates, placed inside gas-tight modules, with a high voltage applied to the
external surfaces of the stack. A charged particle ionises the gas within the TOF mod-
ules, and the high electric field causes an electron ionisation avalanche. The avalanche
is stopped when reaching a gas plate, inducing a signal on pick-up electrodes. There
are between 15 and 19 MRPC strips in a TOF module; 5 modules make up a sector,
and the full TOF detector contains 18 sectors, giving a total of 1638 MRPC strips.
The start time for the TOF detector is provided by the T0 detector, which achieves
a time resolution of 20− 25 ps for Pb–Pb collisions and 40 ps for pp collisions. The
efficiency of the T0 detector is 100% for the 60% most central Pb–Pb collisions, and
around 50% for pp collisions. The start time can also be estimated by the TOF
detector, based on particle arrival times at the detector, which is useful for when
the T0 signal is absent. The intrinsic time resolution of the TOF detector is around
80 ps, and the total time resolution is a combination of the time resolution of the
TOF detector and the event time resolution measured with the T0 detector such that
σ2tot = σ
2
TOF + σ
2
T0. The total time resolution of pion tracks is shown in figure 3.6.
The resolution improves with increasing number of tracks used to define the start
time of the collision, and at the limit of high track multiplicity the time resolution
approaches the intrinsic TOF detector resolution.
The PID capabilities of the TOF is illustrated in figure 3.7, where the particles’
velocity as a fraction of the speed of light β is plotted as a function of momentum.
Kaons and pions can be distinguished up to around 2.5 GeV/c, and protons and pions
can be distinguished up to around 4 GeV/c.
3.2.4 V0 detector
The V0 detector system provides triggering in pp, p–Pb and Pb–Pb collisions, and is
also used to judge the multiplicity of the event in p–Pb and Pb–Pb collisions allowing
the event to be classified by the centrality, either at trigger level or analysis level.
The V0 detector system consists of two disks of segmented plastic scintillator tiles
installed on both sides of the interaction point, named V0A and V0C, and they cover
the pseudorapidity regions 2.8 < η < 5.1 (V0A) and −3.7 < η < −1.7 (V0C). Each
disk consists of 32 counters distributed in 4 rings. Scintillation light produced by
particles traversing the detector’s volume is transported to photomultiplier tubes.
The signal produced is proportional to the number of particles hitting the detector,
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Figure 3.6: The time resolution of of the TOF detector for pions as a function of the
number of tracks used to define the start time of the collision, in p–Pb collisions at√
snn = 5.02 TeV. Shown is a small slice in pion momentum [203].
Figure 3.7: Charged particle velocity β(= v
c
) measured in the TOF as a function of
the particle momentum, in p–Pb collisions at
√
snn = 5.02 TeV [203].
which is proportional to the number of primary particles created in the collision,
allowing the a centrality determination using a Glauber model [38].
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3.3 Detector performance
3.3.1 Tracking
Particle track finding [203] is performed by the ITS and TPC. Prior to this procedure
‘clusterisation’ is performed, where the detector data are converted into ‘clusters’
defined by information such as positions, signal amplitudes and signal times with
their associated errors. The interaction vertex is then determined using ‘tracklets’ -
lines defined by pairs of clusters in each SPD layer - where the vertex is found and
defined when the maximum number of tracklets converges onto a single point. The
tracks are then reconstructed using a three-stage approach.
The first stage begins at the TPC. Tracks are searched for starting at large ra-
dius at the edge of the TPC, where the track is built inwards. Track ‘seeds’ are
built first with two TPC clusters and the interaction vertex, then with three clusters
and no vertex, and are propagated inwards, at each step updating with the nearest
cluster provided it fulfils a proximity cut. Tracks are accepted providing they have
a minimum number of clusters and that they miss no more than 50% of expected
clusters for the position of the track. Reconstruction of the same track is avoided by
rejecting tracks which share a fraction of common clusters, where the worse of the
two tracks is rejected. After the track has been propagated to the inner TPC edge a
preliminary particle identification is performed based on the specific energy loss, and
this information is used in the following steps. The tracks are then propagated to
the outermost ITS layers, becoming seeds for the ITS track finding, and the tracks
are propagated inwards based on clusters in the ITS layers. At this point any ‘path’
layer-to-layer is saved provided it passes a proximity cut, such that each TPC track
produces a tree of track hypotheses in the ITS, at which point the highest quality
candidate (based on the χ2 of each path) from each hypothesis tree is saved, and each
track is extrapolated to the point of closest approach to the interaction vertex. The
second stage involves propagation outwards. The tracks are re-fitted using a Kalman
filter technique [204] in the outward direction using the same clusters from the first
stage. The tracks are extended and matched to clusters in the TRD, and the TOF
where a time-of-flight is assigned. At the final stage all tracks are propagated inwards
from the TPC to the ITS, where the tracks are re-fitted.
The impact parameter resolution is shown as a function of pT in figure 3.8, for
all charged particles in 3 collision systems - pp, p–Pb and Pb–Pb collisions. Due to
the larger multiplicities in heavier systems the interaction vertex can be determined
more precisely, and as such the impact parameter resolution is improved. Topological
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selection on charmed weakly-decaying particles (D mesons, Λ+c baryon) also becomes
more effective at higher pT due both to the improved impact parameter resolution,
plus the longer decay length of the particle in the lab frame.
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Figure 3.8: The impact parameter resolution as a function of pT in pp collisions at√
s = 7 TeV, in p–Pb collisions at
√
snn = 5.02 TeV and in Pb–Pb collisions at√
snn = 2.76 TeV [203].
3.3.2 Particle identification
PID in ALICE can either be performed using a single detector, or using a combina-
tion of information from more than one detector to provide optimal identification.
Traditionally this can be done using an ‘nσ’ approach, where a selection is made on
the difference between the measured signal from the detector S and the expected
response from the detector Sˆ given a particle species hypothesis Hi, divided by the
detector resolution σi where nσ = S− Sˆ(Hi)/σi. This can be done for multiple detec-
tors to cover different kinematic regions and/or particle type. Figure 3.9 shows the
separation of the expected pion, kaon and proton signals in the TPC and TOF, where
a separation can be seen for each particle species, though there is some overlap.
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Figure 3.9: Combined particle identification information in the TPC and TOF from
Pb–Pb collisions at
√
snn = 2.76 TeV. The PID signals are expressed in terms of the
deviation from the expected response for pions in each detector [205].
However, a rectangular nσ selection on these signals may not be optimal, and
within ALICE a Bayesian PID method has been developed [205] in order to provide
a more optimal PID approach by expressing and combining the detector signals in
terms of probabilities. For a given detector α a conditional probability that a particle
of species Hi will produce a signal S can be defined, P (S|Hi). If the detector response
is Gaussian, this is defined as
P (S|Hi) = 1√
2piσ
e
1
2
nσ2 =
1√
2piσ
e−
(S−Sˆ(Hi))2
2σ2 . (3.2)
P (S|Hi) may be determined by comparing the detector response (i.e the dE/dx in
the TPC, or the time-of-flight in the TOF) to its expected response. The probabilities
from different detectors can then be combined:
P (~S|Hi) =
∏
α=TPC,TOF,...
Pα(Sα|Hi). (3.3)
This can be interpreted as the conditional probability that the set of detector signals
~S will be seen for a given particle species Hi. The probability that the particle is
of species Hi, given the detector signal ~S, is then expressed through Bayes’ theorem
65
CHAPTER 3. ALICE EXPERIMENTAL SETUP
[206]:
P (Hi|~S) = P (
~S|Hi)C(Hi)∑
k=e,µ,pi,... P (
~S|Hk)C(Hk)
. (3.4)
Here, C(Hi) is an a priori probability of measuring the particle species Hi, and is also
known as the ‘prior’. The conditional probability P (Hi|~S) is known as the posterior
probability.
The priors are evaluated using an iterative procedure on a sample of data, and are
computed as a function of transverse momentum. They are also computed dependent
on the centrality in Pb–Pb collisions and dependent on the multiplicity class in p–
Pb collisions. The priors are defined as a ratio with respect to pions, e.g. K/pi or
p/pi, and all set to 1 at the beginning of the procedure. The posterior probabilities
Pn(Hi|S) are determined using these priors and are used as weights to fill pT spectra
starting from the inclusive measured pT spectra, for all signals induced by particles in
the sample. The priors used in the next iteration step are determined from the ratio
of these spectra with that obtained for pions, and these steps are repeated until the
priors converge. The priors are found to describe the measured particle abundances
within ∼ 10% over a wide momentum range for all collision systems [205].
Once the Bayesian probability has been calculated for each particle species for a
given track, a selection based on this information can be applied, which can include
• Fixed threshold: The track is accepted as belonging to a particle species if the
probability is larger than a given threshold;
• Maximum probability: The track is given the identity of the particle species
with the highest probability;
• Weighted: All tracks reaching the PID step are accepted, with weights corre-
sponding to the Bayesian probabilities associated to the each track.
Each of these PID strategies (as well as the nσ strategy) aim to maximise the
purity (defined as the ratio between the number of correctly identified particles with
the total number of particles selected) at a given efficiency of the PID strategy (defined
as the proportion of particles of a given species which are identified correctly). Figure
3.10 shows a comparison of the nσ and Bayesian PID methods in the signal extraction
of the Λ+c → pK−pi+ and its charge conjugate in ∼ 3×108 pp collisions at
√
s = 7 TeV
with ALICE. The Λ+c → pK−pi+ candidate selection is based on topological selections
and PID. For the nσ approach the TPC and TOF were used, and between a 2 and 3σ
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selection was made depending on the detector, pT and particle species, optimised for
the Λc decay. The minimum-σ approach identifies each track to belong to the particle
species which results in the minimum nσ, combining TPC and TOF by adding their
respective nσ in quadrature. The Bayesian approach adopts the maximum probability
criterion. In the 2 < pT < 6 GeV/c region the statistical significance improves from
4.4 ± 1.0 with the minimum-σ approach to 6.0 ± 1.1 for the Bayesian approach.
Additionally the signal-to-background ratio increases by a factor of around three
with the background reducing by a factor of around seven. Despite the Bayesian
approach yielding a lower selection efficiency, it can be concluded that the Bayesian
approach is the optimal PID method in extracting the signal of the Λ+c baryon.
Figure 3.10: The invariant mass spectra of pKpi triplets in the Λc invariant mass
window, in the pT ranges 2 < pT < 6 GeV/c (left) and 3 < pT < 4 GeV/c (right),
where 4 different PID methods are compared; nσ, minimum-σ and Bayesian. The
signal S, background B and signal-to-background ratio S/B is shown for each method
[205].
3.4 Trigger and data taking
The trigger decision is generated by the Central Trigger Processor (CTP) of ALICE,
based on detector signals and information about the LHC filling scheme. The CTP
evaluates the trigger inputs at every machine clock cycle (∼ 25 ns). The difference
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in the readout time of each detector means the trigger system is designed with three
levels. The Level 0 trigger decision (L0) can take information from the V0, T0,
EMCal, PHOS, and MTR detectors and is evaluated ∼ 0.9µs after the collision. The
accepted events from the L0 decision are further evaluated by the Level 1 trigger
(L1) around 6.5µs after the collision. The propagation time of the signal from the
ZDC and the computation time of the TRD and EMCal defines this latency. The L0
and L1 decisions are sent to the detectors triggering the buffering of the data in the
detector front-end electronics if the events are accepted. The Level 2 trigger decision
(L2) is taken after around 100 µs and takes input from the TPC, where the drift time
in the TPC corresponds to the timing of the L2 trigger decision. If the L2 trigger
decision is passed the data is sent in parallel to the DAQ and the High Level Trigger
(HLT). The HLT performs a more detailed analysis of the data, and reduces the data
volume before storage.
Minimum-bias (MB) events are events selected by trigger conditions defined such
that as little bias as possible is induced from the trigger conditions. In pp collisions
in the data taking period of 2010 a minimum interaction trigger was used requiring a
logical OR between a hit in the SPD and in either of the two V0 detectors (V0A or
V0C). In p–Pb collisions in the data taking period of 2013 the minimum interaction
trigger instead required coincident signals in both scintillator arrays of the V0 system.
The interaction rate during these periods ranged from a few kHz to a few tens of kHz
- enough to reach close to the maximum detector readout rate but leaving the mean
number of interactions per bunch crossing low to minimise the number of pile-up
events in the same bunch crossing.
During the 2011 Pb–Pb running period, the interaction rate provided by the LHC
reached 3 − 4 kHz, and ALICE ran with minimum bias, centrality and rare triggers
at the same time. The centrality triggers in Pb–Pb collisions are based on summed
signals from the V0 detector, where central (0-10%) and semi-central (0-50%) events
are selected. Thresholds are applied separately to the total signal in the V0A and
V0C detectors, and a coincidence of the two detectors is required.
A variety of rare triggers are defined depending on the physics to be studied, using
different detectors. The high-multiplicity trigger is based on the hit multiplicity in
the outer layer of the SPD. The PHOS and EMCal provide triggers at L0 based on
a minimum energy deposit within a window of calorimetric cells. The EMCal also
provides triggers on photons/electrons, and on jets at L1. The TRD can be used at L1
to trigger on jets, single electrons, double electrons (Quarkonia trigger), and electrons
in coincidence with the EMCal. The muon triggers are implemented at L0, and consist
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of single-muon and dimuon triggers. Triggers requiring a particle at mid-rapidity and
no particles within the intermediate pseudorapidity region covered by the V0 detector,
and a similar trigger condition requiring a single muon at forward pseudorapidity but
nothing at mid-rapidity was defined to select ultra-peripheral collisions3. Finally a
cosmic ray trigger using the ACORDE detector collects high-multiplicity muon cosmic
ray events. For more information about the running conditions of ALICE during Run
1 see [203].
3Ultra-peripheral collisions are defined as peripheral collisions with an impact parameter b ≥
R1 + R2 where R1 and R2 are the radii of the two colliding particles, respectively. In these cases
there are no hadronic interactions; instead electromagnetic interactions can occur.
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Data Analysis
This chapter describes the Λ+c → pK−pi+ data analysis performed in pp collisions at√
s = 7 TeV and p–Pb collisions at
√
snn = 5.02 TeV. The aim of this analysis
is to extract the pT-differential Λ
+
c baryon production cross section in pp and p–
Pb collisions. This is achieved through event, track and Λ+c candidate pre-selection
(sections 4.2-4.3), multivariate selection (section 4.4), extraction of the Λ+c signal
(section 4.5), and calculating efficiency and feed-down corrections (section 4.6). The
systematic uncertainties are also evaluated and presented in section 4.7. Finally, for
the measurement of the nuclear modification factor RpPb, the pp measurement is
scaled to the same energy per nucleon-nucleon collision as the p–Pb measurement,√
s = 5.02 TeV, and this procedure is detailed in section 4.8.
4.1 Introduction
The lowest-mass charmed baryon is the Λ+c with a quark content udc and a rest
mass of 2286.46 ± 0.14 MeV/c2 [13]. The Λ+c measurement presented in this thesis
uses the Λ+c → pK−pi+ decay channel with a branching ratio of 6.35 ± 0.33%, which
includes 3 types of decay through a coupled resonance as well as one non-resonant
decay. Table 4.1 lists the branching ratios of the individual decay channels considered
within this analysis. The Λ+c → pK−pi+ branching ratio as given in [13] is an average
of the model-independent measurements by the Belle experiment at the KEKB e+e−
collider [207], and the BESIII experiment at the BEPC II e+e− collider [208].
As indicated in table 4.1, the Λ+c can decay to the pK
−pi+ three-body final state
via an intermediate resonant two-body final state. This can be depicted pictorially
using a Dalitz plot, which shows the splitting of total energy in the Λ+c rest frame
given to the three decay products. The Λ+c Dalitz plot is shown in figure 4.1 - the in-
termediate resonances Λ(1520), K∗(892)0 and ∆(1232)++ are indicated as lines drawn
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Λ+c decay mode branching ratio(Γi/Γtotal) Γi/Γ1 q (MeV/c)
pK−pi+ (6.35± 0.33)% 1 823
pK
∗
(892)0 (1.98± 0.28)% 0.31± 0.04 685
∆(1232)++K− (1.09± 0.25)% 0.17± 0.04 710
Λ(1520)pi+ (2.2± 0.5)% 0.35± 0.08 627
pK−pi+nonresonant (3.5± 0.5)% 0.55± 0.06 823
Table 4.1: Properties of the resonant and non-resonant Λ+c → pK−pi+ decay modes,
including branching ratios as fractions of the decay widths Γ, and the energy released
in the decay q. These numbers are taken from [13].
parallel to the axes connecting the two daughter particles. The branching fractions
of each resonant decay has been measured by studying the resonant substructure of
the Λ+c → pK−pi+ decay channel [209–211].
Figure 4.1: Dalitz plot of the Λ+c → pK−pi+ decay [212]. See text for explanation.
A Λ+c baryon that is produced in pp collisions from the fragmentation of a c-quark,
produced in a hard scattering process, into a charmed hadron (either a Λc or a higher
mass resonance) is referred to a ‘prompt Λc’. There is also a fraction of measured Λ
+
c
that come from the decay of a beauty hadron, the majority of which come from the
decay Λ0b → Λc + X. These are referred to from now on as ‘non-prompt Λc’.
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The pT-differential cross section of the prompt production of Λ
+
c baryons, in both
pp and p-Pb collisions, is determined as
dσΛc
+
dpT
∣∣∣∣∣
|ylab|<0.5
=
1
2
1
∆y∆pT
fprompt(pT) · NΛc±raw (pT)
∣∣∣
|ylab|<yfid(pT)
(Acc× )prompt(pT) · BR · Lint (4.1)
The raw yields NΛc
±
raw (pT) of the decay Λ
+
c → pK−pi+ and its charged conjugated
decay Λ−c → p¯K+pi− are extracted via a fit to the invariant mass distribution of the
identified decay products of the Λc
± candidates, within the fiducial acceptance of
the detector yfid(pT)
1. To correct for the contribution of Λ+c particles coming from a
b-baryon decay, the raw yield is multiplied by the fraction of prompt Λ+c , fprompt(pT).
The (Acc× ) correction accounts for the detector acceptance, and the reconstruction
and selection efficiencies (including PID, event selection and multivariate selection).
The cross section is normalised by the branching ratio BR and the integrated luminos-
ity Lint = Npp(pPb),MB/σMB, where Npp(pPb),MB is the total number of pp(pPb) events
passing the minimum bias trigger, and σMB is the minimum bias trigger cross section.
The factor 1
∆y∆pT
takes into account the width of the pT bins, and the y interval, and
the factor 1/2 gives the Λ+c cross section, given that σ
Λ+c = (σΛ
+
c + σΛ
−
c )/2.
In p–Pb collisions, because of the different energies per nucleon of the proton and
lead beams, the nucleon-nucleon centre-of-mass frame is shifted in rapidity, moving
with a rapidity |∆yNN| = 0.465. The measurement of the Λ+c cross section in |ylab| <
0.5 thus leads to a shift in the centre-of-mass rapidity coverage of−0.96 < ycms < 0.04.
As described in section 4.5 and as mentioned above, the measurement involves
extracting the signal of both Λ+c and Λ
−
c through an invariant mass analysis of both
pK−pi+ and p¯K+pi− triplets. For this reason and for brevity, from here on in ‘Λc’
refers to ‘Λ+c + Λ
−
c ’, unless stated otherwise.
4.2 Event Selection
4.2.1 pp collisions
The pp data sample analysed in this work was collected with the ALICE detector
in 2010. The beam energies were 3.5 TeV per beam, leading to a collision energy of√
s = 7 TeV. The data sample was collected with a minimum bias trigger, which
1The acceptance of Λc candidates drops steeply for ylab > 0.5 at low pT and for ylab > 0.8 for
pT > 5 GeV/c, so a fiducial acceptance cut is applied, defined as |yfid(pT)| < − 0.215 p2T + 1.915 pT + 0.5
for pT ≤ 5 GeV/c and |yfid(pT)| < 0.8 for pT > 5 GeV/c.
72
4.3. TRACK AND ΛC CANDIDATE SELECTION
required signals in the SPD layers or in either of the V0 arrays (V0A or V0C). A selec-
tion was also made on the position of the primary vertex of the interaction requiring
it to be within ±10 cm from the centre of the detector in the z plane, and a maxi-
mum difference of ±5 mm between the primary vertex with that reconstructed with
just the SPD. In total about 310 million events were analysed after event selection,
corresponding to an integrated luminosity of about Lint = 5 nb−1.
4.2.2 p–Pb collisions
The p-Pb data sample analysed in this work was collected with the ALICE detector
at the end of 2013. The beam energies were 4 TeV for protons and 1.58 TeV per
nucleon for the lead nuclei, leading to a collision energy per nucleon-nucleon collision
of
√
snn = 5.02 TeV. The data sample was collected with a minimum bias trigger,
which required coincident signals in both scintillator arrays of the V0 detector. The
same conditions as for the pp sample on the position of the primary vertex were
also required. In total about 100 million events were analysed after event selection,
corresponding to an integrated luminosity of about Lint = 50 µb−1.
4.3 Track and Λc candidate selection
The Λ+c → pK−pi+ and corresponding charged conjugate decays are reconstructed
from the detection and identification of the 3 final state particles: a proton, a nega-
tively charged kaon and a positively charged pion (pK−pi+), or the charged conjugate
(p¯K+pi−). The candidates are constructed by combining a negative and two positive
tracks for Λ+c , while Λ
−
c candidates require a positive and two negative tracks. The
secondary vertex is reconstructed, first for a given pair of opposite sign tracks from
the minimum of the distance between the two helices representing the tracks, then
from the 3-track triplet from a minimisation of the total distance between the three
tracks.
To select Λc candidates, track quality cuts are made on each individual track.
These include a minimum number of clusters in the ITS and TPC, a requirement
that the tracks pass the refit stage2, and that the tracks propagate in a pseudorapid-
ity range where there is minimal degradation of the TPC response. Loose kinematic
and topological selections on single-track variables and variables related to the re-
constructed candidate are also made, rejecting background in regions where there
2The refit stage refers to the 3rd tracking step as described in section 3.3.1 where the tracks are
refit towards the reconstructed vertex.
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p-Pb pp
Track selection
n TPC clusters ≥ 70 n TPC clusters ≥ 70
TPCrefit = true TPCrefit = true
n. ITS clusters ≥ 4 n. ITS clusters ≥ 4
ITSrefit = true ITSrefit = true
|η| < 0.8 |η| < 0.8
pT > 0.4 GeV/c pT > 0.3 GeV/c
PID proton |nσTPC||TOF | < 3 pT < 1.0 GeV/c: |nσTPC | < 3
pT > 1.0 GeV/c: |nσTPC||TOF | < 3
PID kaon |nσTPC||TOF | < 3 pT < 0.55 GeV/c: |nσTPC | < 3
pT > 0.55 GeV/c: |nσTPC||TOF | < 3
PID pion |nσTPC | < 3 |nσTPC | < 3
Λc candidate pre-selection
σvertex < 0.06 cm σvertex < 0.06 cm
DCA < 0.05 cm DCA < 0.05 cm
cos θpointing > 0 cos θpointing > −1
Table 4.2: The track and candidate pre-selection criteria applied in the p–Pb (left)
and pp (right) analyses.
is minimal signal (referred to as pre-selection from here on in). The pre-selection
includes a minimum pT cut of the individual tracks, a maximum distance of closest
approach of each track from the reconstructed secondary vertex, and in the case of
the p–Pb analysis a cut on the cosine of the pointing angle (see section 4.4.2). In
addition, loose PID cuts are made on the tracks, based on the difference between the
predicted detector response (dE/dx in the TPC, or time-of-flight in the TOF) and
the measured value, quantified by the number of sigma difference between these two
values, nσ. The track and candidate selections are summarised in table 4.2, for the
pp and p–Pb analyses.
4.4 Multivariate Selection
Most physics analyses seek to extract a physics ‘signal’ with the highest possible
precision, often achieved by reducing the ‘background’ by making selections on certain
features of the signal in question - these features exploit physics knowledge of the
signal, and can include topological and kinematic properties of the signal, or detector
responses. Making tighter selections can reduce the background but often comes
with the consequence of also reducing the signal. The question of how to optimise
the signal/background levels is important, and multivariate techniques are often used
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in high-energy physics to perform this task. Machine learning algorithms aim to
use samples of known signal/background make-up (often simulated) to respond to
samples of unknown make-up, in order to optimise the signal/background separation
in these samples.
Due to the large combinatorial background in the analysis presented in this the-
sis, a multivariate approach has been chosen as an attempt to improve the signal
extraction. In addition, this analysis also serves as an interesting benchmark for the
application of multivariate techniques within ALICE. The Toolkit for MultiVariate
Analysis (TMVA) [213] is a ROOT-integrated machine learning environment which
includes a host of multivariate algorithms, and is used for the multivariate selection
stage of this analysis.
4.4.1 Boosted Decision Trees
Boosted Decision Trees (BDTs) are one such machine learning algorithm. A series
of binary yes/no decisions to fulfil a certain cut condition are used to split the data
at each step. The data sample before each cut decision forms a ‘node’, and the
variable and cut position which gives the best signal/background separation is chosen
at each node. Events passing the cut condition go one way, and those failing go
the other, continuing until certain criteria are fulfilled (e.g number of steps taken, or
minimum number of events in a node). The variable phase space is thus split into
many regions, and candidates occupying each region are classified as being ”signal-
like” or ”background-like”. An example decision tree is visualised in figure 4.2.
Statistical fluctuations in the input training data can cause an instability of the
decision trees. Boosting is a way to increase the stability of decision trees with
respect to these fluctuations, while also enhancing the performance of the method.
Small decision trees are grown (typically with a maximum number of steps, also
referred to as ‘tree depth’, of 2-5), and each subsequent tree is grown with events
that were misclassified in the previous tree given a larger weight. This continues until
the number of trees grown reaches a specified value. These trees form a ‘forest’, and
the decision tree response is based on a combined response of all trees in the forest.
Many boosting algorithms exist for this task. One such algorithm is Adaptive
Boosting, or AdaBoost [214]. Here, every decision tree is grown where events misclas-
sified in the previous tree are given a boost weight α, derived from the misclassification
rate of the previous tree err, where
α =
1− err
err
. (4.2)
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S / S +B = 0.496
P(p)< 0.098
S / S +B = 0.499
pT (p)< 4.98GeV c
S / S +B = 0.465
cosθp < 0.941
S / S +B = 0.543 S / S +B = 0.496 S / S +B = 0.507 S / S +B = 0.387
Figure 4.2: The 150th decision tree constructed for the pT bin 6 < pT < 8 GeV/c
of the p–Pb analysis. Each variable and cut depicted are those which give the best
separation between signal and background when cut on, where the ‘signal-like’ sub-
sample goes left and the ‘background-like’ sub-sample goes right.
The weights of the entire event sample are then renormalised so that the sum of
all weights remains constant. The final boosted event response yBoost(x) is then given
by
yBoost(x) =
1
N
·
N∑
i
lnαi · hi(x) (4.3)
where x represents the vector of input variables, h(x) is the response of an individual
tree and N is the number of trees in the forest. Large values of yBoost(x) indicate
signal-like events and small values indicate background-like events. The performance
of AdaBoost can also be enhanced by enforcing a “slow learning”, where the boost
weight is modified by an exponent, α → αβ with β < 1, which allows for a larger
number of boost steps.
4.4.2 Discriminating Variables
A sketch of the Λ+c → pK−pi+ decay is shown in figure 4.3. Weakly decaying charmed
hadrons (D-mesons, Λc baryon) have proper decay lengths cτ greater than or of the
order of the impact parameter resolution of the ALICE tracking detectors. The recon-
struction of weakly-decaying particles in ALICE is therefore based on exploiting the
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displacement of the particles from the primary vertex. The Λc baryons proper decay
length (c.τ ∼ 60 µm) means resolving its decay vertex is at the limit of the current
detector, although selection can still be made on variables relating to the displaced
vertex. The variables used as BDT input include kinematic variables (variables re-
lating to the kinematics of the final state), topological variables (variables relating to
the Λc decay topology), and PID variables (variables relating to particle identification
information). A total of 12 variables are used in this analysis:
Figure 4.3: A sketch of the Λ+c → pK−pi+ decay, representing the primary and sec-
ondary vertices.
4.4.2.1 Kinematic
The transverse momentum of the Λc candidate decay products, the proton, kaon and
pion, are used as BDT input variables. These are referred to from now on as pT(p),
pT(K) and pT(pi). While pT(p) and pT(K) not offer very high discrimination power
on their own, pT(pi) can offer reasonable discrimination, particularly at high Λc pT.
4.4.2.2 Topological
The topological variables included as BDT input variables include:
• Cosine of the pointing angle: The pointing angle θpointing is defined as the
angle between the momentum vector of the reconstructed particle (in this case
the Λc), and the decay path from the primary vertex to the secondary vertex.
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A value of cos θpointing ∼ 1 would be expected for perfect vertex reconstruction,
however in practice the finite detector resolution means the cos θpointing distri-
bution of the Λc candidates is smeared out to lower values. This variable offers
good discrimination, especially at higher pT where the detector resolution is
better.
• Decay length: The decay length L is constructed as the distance between the
reconstructed primary and secondary vertex. A cut on the decay length sepa-
rates the signal from background sources originating from the primary vertex.
• Decay length using track pairs: The decay length is also calculated between
the primary vertex and the point of the distance of closest approach between 2
of the 3 tracks. This is calculated for oppositely charged tracks and is referred
to as dist12.
• Quality of reconstructed vertex: The quality of the reconstructed vertex
σvert is defined as σvert =
√
σ20 + σ
2
1 + σ
2
2, where σ0(1,2) is the distance between
the secondary vertex and track 0(1,2).
• Distance of closest approach: The distance between each track and the
reconstructed secondary vertex is known as the distance of closest approach, or
DCA and the maximum DCA of the 3 tracks is included as an input variable
to the BDT.
• Normalised decay length in XY plane: The resolution in the x-y plane
(the plane perpendicular to the beam line) is known to be better than that in
the z plane, and so projecting a variable in this plane can add discriminating
power. The decay length in the XY plane normalised by its uncertainty LXY is
included as an input variable to the BDT.
A comparison of the simulated signal and background distributions of these vari-
ables are shown in figure 4.4. The corresponding distributions for candidates taken
from the sidebands of the invariant mass distribution in data is also shown, which
should be reproduced by the background sample. The signal and background samples
used for the BDT training is discussed in section 4.4.3, but it is useful to point out
here that a separation can be seen in the signal and background distributions, and
that the simulated background is well described by the distribution taken from the
sidebands of the data sample.
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Figure 4.4: A comparison of the signal, background and data sidebands distributions
of the discriminating variables used in the p–Pb analysis, in the pT interval 6 < pT <
8 GeV/c.
4.4.2.3 PID
Loose pre-selection PID is applied using a cut on the number of sigma a track is away
from the predicted PID hypothesis, however the purity of identified particles from this
loose PID is relatively low. The Bayesian PID framework [205], a description of which
is given in section 3.3.2 allows for a more effective combination of the PID capabilities
of the ALICE detectors, and uses a Bayesian approach to identify particles with a
P(p)
0 0.2 0.4 0.6 0.8 1
N
or
m
al
is
ed
 c
ou
nt
s
1
10
Signal
Background
Data (sidebands)
P(K)
0 0.2 0.4 0.6 0.8 1
N
or
m
al
is
ed
 c
ou
nt
s
1
10  < 8 GeV/cT6 < p
This Thesis
)piP(
0 0.2 0.4 0.6 0.8 1
N
or
m
al
is
ed
 c
ou
nt
s
1−10
1
10
Figure 4.5: A comparison of the signal, background and data sidebands distributions
of the PID variables used in the p–Pb analysis, in the pT interval 6 < pT < 8 GeV/c.
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much lower contamination rate. The posterior probabilities for each track to be the
identity it has been assigned, P (p), P (K) and P (pi) for protons, kaons and pions
respectively, offer very good discrimination power. The 3 corresponding variables
are included as input variables to the BDT. Figure 4.5 shows an example of these
variables in one pT bin.
Each variable’s discriminating power can be visualised by plotting the signal ef-
ficiency as a function of the background rejection, known as a Receiver-Operator-
Characteristic (ROC) curve. An example ROC curve describing cuts on each single
kinematic variable used in this analysis in shown in figure 4.6. The area under the
curve can be used as a measure of the discrimination power, with a purely diagonal
line with area 0.5 representing the ‘worst’ scenario where the variable offers no dis-
crimination power, and a curve with area 1 representing the ‘perfect’ case where full
background rejection can be achieved without loss of signal. The curves in the figure
can be seen to be close to the diagonal line, meaning selection on each single variable
offers poor discrimination power. On its own, the cosine of the pointing angle can be
seen to give the best discrimination, while dist12 offers the poorest discrimination.
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Figure 4.6: The ROC curve (signal efficiency vs. background rejection) of the kine-
matic variables used in the p–Pb analysis, in the pT interval 6 < pT < 8 GeV/c.
4.4.3 BDT training
The BDT algorithm is trained using signal and background samples chosen to rep-
resent the true signal and background make-up in data. The BDT parameters were
chosen using an iterative process, where each parameter was changed one by one,
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and the performance was evaluated using the ROC curve for each particular param-
eter set. These parameters include the boosting algorithm, the total number of trees
trained, the maximum depth of each tree, the minimum node size before terminating
the branch as a percentage of the total sample size, and the total number of cuts
to use when scanning across each variable to determine the best cut at each node.
There is also the option to use bagged boost, where the classifier is repeatedly trained
using a randomised sub-sample of training events, and the final classifier is an average
of these individual classifiers. A maximum depth of 2 and total number of trees of
500 gave the optimal signal efficiency. Each of the other options showed minimal im-
provement with respect to the default values. A summary of the parameters chosen
is shown in table 4.3. The settings were chosen to be the same for the pp and p–Pb
analyses.
BDT parameter Choice
N. trees 500
Max. depth 2
Min. node size 2.5%
Use bagged boost no
N. cuts 50
AdaBoost β 0.5
Table 4.3: The BDT parameters chosen for this analysis, using the adaptive boost
algorithm.
Simulated data is used to generate samples that accurately represent the kinemat-
ics of the signal and background of this analysis. Monte Carlo (MC) generators aim to
simulate the physics of particle collisions, including the hard scattering processes and
following parton showers as well as the underlying event, hadronisation, and unstable
particle decays. The particles created from event generation are then transported
through the simulated ALICE detector using GEANT3 [215], which includes a de-
tailed description of the detector layout, detector response and the conditions of the
luminous region. The MC simulations are tuned to include the conditions specific to
each run in data. Different training samples were used for the pp and p–Pb analyses.
The signal sample for the training stage in the p–Pb analysis was taken from
simulated p–Pb events, using the HIJING event generator [96]. Around 4 million
p–Pb events were generated. Λc baryons were forced to decay to a pKpi final state,
and the event was required to contain at least 1 prompt Λc generated in the event
with |y| < 1.5 and with the Λc daughters within |y| < 1.5. This leads to around
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100, 000 Λc reconstructed in the pT range of this analysis (∼11,000 - 20,000 in each
pT bin).
The signal sample for the training stage in the pp analysis was taken from simu-
lated pp events, using the PYTHIA 6.4.21 event generator [91] with Perugia-0 tuning
[216]. Around 4 million pp events were generated. The events were required to con-
tain at least one cc pair. This leads to around 40, 000 Λc reconstructed in the pT
range of this analysis (∼5,000 - 10,000 in each pT bin).
The background samples for the training stage in both analyses were created
using the sidebands of the invariant mass distribution in the respective data samples
for each collision system. The sidebands are defined as MΛc − 0.18 < M < MΛc −
0.13 GeV/c2 and MΛc +0.13 < M < MΛc +0.18 GeV/c
2 where MΛc = 2.2864 GeV/c
2.
90,000 Λc candidates were used, randomly selected over all runs in the respective
data samples. This number was chosen to be larger than the signal samples so that
statistical fluctuations are not significant, and constant as a function of pT.
The training stage was performed using one dataset to train the BDT, and another
as an independent test sample. This split is done to ensure a statistically independent
evaluation of the BDT algorithm is performed with the test sample, which is used
to test the level of overtraining, which can occur when statistical fluctuations are
interpreted as features of a variable. The background sample was split in half, with
45,000 candidates used for both the training and test sample. In order to maximise
the number of signal candidates, a small fraction of the total signal sample was taken
as a test sample (1000 signal events), and the rest were used as the training sample.
The BDT training is performed individually for each pT interval. Shown in figure 4.7
are the BDT responses in pp and p–Pb collisions in the range 6 < pT < 8 GeV/c.
It can be seen that the training and test sample agree reasonably well, indicating
minimal overtraining.
The ROC curve for the p–Pb analysis is shown in figure 4.8 in the pT interval
6 < pT < 8 GeV/c. For comparison, the ROC curve corresponding to optimised
rectangular cuts is also shown - it can be seen that the BDT performs better than
the optimised rectangular cuts, with a higher background rejection for a given signal
efficiency. This suggests the use of BDTs in reducing the background in this analysis
is promising. The next step is to apply the trained BDTs on the pp and p–Pb data
samples.
82
4.4. MULTIVARIATE SELECTION
BDT_pt6to8 response
0.6− 0.4− 0.2− 0 0.2
dx
 /
 
(1/
N)
 dN
0
1
2
3
4
5 Signal (test sample)
Background (test sample)
Signal (training sample)
Background (training sample)
Kolmogorov-Smirnov test: signal (background) probability =     0 (0.354)
U/
O
-fl
ow
 (S
,B
): 
(0.
0, 
0.0
)%
 / (
0.0
, 0
.0)
%
TMVA overtraining check for classifier: BDT_pt6to8
BDT_pt6to8 response
0.6− 0.4− 0.2− 0 0.2
dx
 /
 
(1/
N)
 dN
0
1
2
3
4
5 Signal (test sample)
Background (test sample)
Signal (training sample)
Background (training sample)
Kolmogorov-Smirnov test: signal (background) probability =     0 (0.713)
U/
O
-fl
ow
 (S
,B
): 
(0.
0, 
0.0
)%
 / (
0.0
, 0
.0)
%
TMVA overtraining check for classifier: BDT_pt6to8
Figure 4.7: The BDT response evaluated with the training and test samples in the pp
analysis (left) and in the p–Pb analysis (right) in the pT interval 6 < pT < 8 GeV/c.
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Figure 4.8: The ROC curve (signal efficiency vs. background rejection) for the BDT
analysis and for optimised rectangular cuts, in p–Pb collisions in the pT interval
6 < pT < 8 GeV/c.
4.4.4 BDT application
The BDT weights learned during the training phase are applied to the datasets de-
scribed in section 4.2. The BDT response is evaluated for each 3-prong Λc candidate.
Figure 4.9 shows the BDT response distributions in data, compared to the response
for simulated signal and background test samples. The BDT response in data matches
the background response well. In this case, as the signal-to-background ratio is very
low, the signal in data is negligible and it is expected that the data would follow the
background. The signal sample is that used for the efficiency correction described
in section 4.6.1, and a cut on the signal response determines the BDT cut efficiency.
While the signal response distribution in data cannot be known, the similarity be-
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tween the background and the data response indicates that the simulated events
provide a good description of data, and the transformation that the BDT algorithm
performs on the simulation matches that performed on data, so a cut on the signal
response should accurately describe the amount of signal rejected by the cut when
determining the BDT cut efficiency. Any discrepancy between the ‘real’ and ‘simu-
lated’ signal response will manifest itself in a systematic difference in the BDT cut
efficiency, and the systematic uncertainty associated with the BDT cut is estimated
by varying the BDT response cut and checking the effect on the final result. This is
described in section 4.7.2.
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Figure 4.9: Examples of the BDT response for signal and background Λc candidates
from simulated p–Pb collisions, compared to Λc candidates from p–Pb data, in the
invariant mass windows 4 < pT < 6 GeV/c (left) and 6 < pT < 8 GeV/c (right).
The optimal cut on the BDT response is determined by scanning the response,
and fitting the Λc invariant mass peak at each cut. For this scan, a second order
polynomial is used to fit the background, and a Gaussian is used to fit the signal,
as described in the next section. The signal and background entries are evaluated
by integrating the signal and background regions within ±3σ of the peak width,
and the best cut is chosen by maximising the significance (defined as S/
√
S +B)
while ensuring the mean and width of the peak agree with the MC values. This
was performed for each pT interval. Figure 4.10 shows the significance of the signal
extraction in an example pT interval for both the pp and p–Pb analyses, where a
distinctive ‘peak’ can be seen at a BDT response close to the chosen optimal cutting
point. It is noted here that the significance as expressed above is roughly equal to
the inverse of the statistical uncertainty of the signal - for example, a significance of
4 would denote a statistical uncertainty of ∼ 25%.
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Figure 4.10: The BDT cut optimisation procedure: significance of the signal extrac-
tion as a function of BDT response in the pT interval 4 < pT < 6 GeV/c in the pp
analysis (left) and the p–Pb analysis (right).
4.5 Signal extraction
The Λc signal (raw yield) is extracted via a fit to the invariant mass spectra of
the proton-kaon-pion triplets which pass the PID, pre-selection and BDT cuts. The
invariant mass of the Λc candidates is calculated as
M(pKpi) =
√
(Ep + EK + Epi)2 − (pp + pK + ppi)2. (4.4)
The fitting procedure is performed in two steps and is done with the Minuit [217]
package. The first step fits the background distribution in the sideband region of the
invariant mass spectra. In the second step the signal is fitted with a Gaussian function
and the full signal-plus-background distribution is then re-fit using a combined fit
function. For the background a second-order polynomial function is used and for the
signal a Gaussian function is used, such that the combined fit function has the form
f(M) = P1 + P2M + P3M
2 +
P4√
2piσ
e−
(M+µ)
2σ2 (4.5)
where P1, P2 and P3 are coefficients of the polynomial background function, P4 is a
normalisation coefficient of the Gaussian function, and σ and µ are the width and
mean of the Gaussian signal function, respectively. The signal is determined as the
integral of the Gaussian between ±3σ, and the background is determined as the
integral of the background function in the same mass range.
Since the width of the peak has been verified to agree with expectation from
simulation, and the relatively small significance (∼ 4 − 7) can lead to instability of
the fitting procedure, the width of the Gaussian function used to model the signal is
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fixed to that obtained from a fit to the invariant mass of the signal in Monte Carlo
simulation. It is verified that this does not worsen the χ2/ndf of the fit, and that
the final result of the fit does not systematically affect the raw yield by a significant
amount. The systematic effect of this choice is accounted for in the estimation of the
systematic uncertainty of the raw yield extraction (see section 4.7.1).
Figure 4.11 shows the Λc candidate invariant mass spectra in the p-Pb analysis,
in 4 pT intervals. The mean and width of the mass peak is shown, as well as the
signal and significance calculated as S/
√
S +B, and their respective errors. Figure
4.12 shows the invariant mass spectra in the pp analysis, in 4 pT intervals. The width
of the peak is larger in the pp analysis, due to the worse pT resolution of single tracks,
and for this reason the bin width in the invariant mass spectra is chosen to be larger
than that in the p–Pb analysis (6 MeV/c2 instead of 4 MeV/c2). As well as this, the
default invariant mass window is also widened slightly (2.19−2.38 GeV/c2 instead of
2.20 − 2.37 GeV/c2) to allow for a slightly larger background fit window. Table 4.4
summarises the cut on the BDT response and the corresponding extracted raw yield
for each pT interval, in each collision system.
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Figure 4.11: The Λc candidate invariant mass spectra in 4 pT intervals, and the fit to
the signal and background, in the p-Pb analysis.
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The width and mean of the Gaussian peaks used to model the signal when leaving
both the width and mean as free parameters of the fit are shown in figure 4.13 and
figure 4.14 for the pp and p–Pb analyses, respectively, in comparison to the width
and mean obtained in MC. The values obtained from the fit agree with the MC
expectation within ∼ 2σ.
p–Pb pp
pT interval (GeV/c) BDT cut raw yield BDT cut raw yield
2 < pT < 4 0.02 7429± 1088 0.07 4130± 612
4 < pT < 6 0.15 1704± 203 0.08 1988± 244
6 < pT < 8 0.03 886± 156 0.15 298± 71
8 < pT < 12 0.17 203± 33 0.16 148± 40
Table 4.4: BDT response cut and corresponding raw yield extracted in each pT interval
in the pp and p–Pb analyses.
)2 (GeV/cpiInvariant mass pK
2.2 2.22 2.24 2.26 2.28 2.3 2.32 2.34 2.36
2
Co
un
ts
/0
.0
06
 G
eV
/c
66
68
70
72
74
76
78
80
82
84
86
88
310×
 0.0013±Mean = 2.2889 
 0.0000±Sigma = 0.0070 
 0.8 ±) 5.6 σSignificance (3
 612±) 4130 σS (3
 < 4 GeV/c
T
p2 < 
This Thesis
 = 7 TeVspp, 
, 310m min. bias collisions-1 = 50 nbintL
 and charge conjugate+pi- pK→ +CΛ
)2 (GeV/cpiInvariant mass pK
2.2 2.22 2.24 2.26 2.28 2.3 2.32 2.34 2.36
2
Co
un
ts
/0
.0
06
 G
eV
/c
7800
8000
8200
8400
8600
8800
9000
9200
9400
9600
 0.0015±Mean = 2.2892 
 0.0000±Sigma = 0.0090 
 0.9 ±) 7.1 σSignificance (3
 244±) 1988 σS (3
 < 6 GeV/c
T
p4 < 
)2 (GeV/cpiInvariant mass pK
2.2 2.22 2.24 2.26 2.28 2.3 2.32 2.34 2.36
2
Co
un
ts
/0
.0
06
 G
eV
/c
300
350
400
450
500
550
 0.0028±Mean = 2.2858 
 0.0000±Sigma = 0.0107 
 1.0 ±) 4.4 σSignificance (3
 71±) 298 σS (3
 < 8 GeV/c
T
p6 < 
)2 (GeV/cpiInvariant mass pK
2.2 2.22 2.24 2.26 2.28 2.3 2.32 2.34 2.36
2
Co
un
ts
/0
.0
06
 G
eV
/c
0
20
40
60
80
100
120
140
160
 0.0035±Mean = 2.2858 
 0.0000±Sigma = 0.0123 
 1.0 ±) 4.0 σSignificance (3
 40±) 148 σS (3
 < 12 GeV/c
T
p8 < 
Figure 4.12: The Λc candidate invariant mass spectra in 4 pT intervals, and the fit to
the signal and background, in the pp analysis.
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Figure 4.13: The mean and width of the Gaussian function used to model the Λc
signal in the pp analysis, compared to expectation from MC.
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Figure 4.14: The mean and width of the Gaussian function used to model the Λc
signal in the p–Pb analysis, compared to expectation from MC.
4.6 Corrections
To obtain the pT-differential production cross section of the prompt Λ
+
c baryon in pp
and p–Pb collisions in the lab rapidity region |ylab| < 0.5, the raw yield needs to be
corrected with various factors, which are described in the following sections.
4.6.1 Efficiencies
For the efficiency correction in the pp analysis, pp events are simulated using PYTHIA
[91, 92] with Perugia-0 tune [216], and each event is required to contain either a cc or
bb pair. For the efficiency correction in the p–Pb analysis, p–Pb events are simulated
using the HIJING event generator [96], and every event is enriched with a cc or bb
pair using PYTHIA with Perugia-0 tune. In both collision systems, each Λc baryon
generated is forced to decay to either Λ+c → pK−pi+ or Λ+c → pK0s . The particles
created from event generation are then transported through the simulated ALICE
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detector using GEANT3 [215].
The total efficiency is determined as the number of Λc signal candidates which pass
the reconstruction, pre-selection, PID and BDT cuts, divided by the total number of
generated Λc within the fiducial acceptance region |y| < yfid(pT), and is calculated
in two steps. The first step determines the ‘pre-selection’ efficiency pre which takes
into account all steps of reconstruction and selection prior to the BDT step. The
second step determines the BDT cut efficiency BDT , which is the fraction of Λc
signal which pass the BDT selection. The BDT response of each Λc signal candidate
passing the pre-selection cuts is determined, and the efficiency is calculated using
the number of candidates with a BDT response greater than that applied in data,
BDT = Ncut/Nnocut, for each pT interval. The total efficiency is then calculated as
total = pre × BDT , referred to as  from now on.
The Λc baryon decays to a pKpi final state either non-resonantly or via an in-
termediate resonant state. Due to the different q values of each resonant decay the
kinematics of each decay will vary, and thus the efficiency for each decay may vary
due to the acceptance region of the detector and the kinematic/topological selection.
The total efficiency  is therefore taken as the weighted average of all total efficiencies
i (where i represents each resonant/non-resonant decay), with weights wi equal to
their branching ratios as listed in table 4.1, given by
 =
∑4
i=1wi · i∑4
i=1wi
. (4.6)
The acceptance factor Acc takes into account the fiducial acceptance of the de-
tector, defined as the number of Λc within |y| < 0.5 divided by the number of Λc
with all daughters within the fiducial acceptance of the detector yfid (see section 4.1).
This is calculated using a Monte Carlo simulation, where Λc particles are generated
within PYTHIA and the geometry of the decay is used to calculate Acc. Since the
acceptance factor is purely geometrical, the same factor can be used in both pp and
p–Pb collisions, for both prompt and non-prompt Λc decays.
GEANT3 versions older than v1-14-6 are known to contain an incorrect description
of the interaction cross section of protons and antiprotons with the detector material,
where GEANT3 overestimates the elastic scattering cross section by around 25%
[218]. Since the pp simulation used to determine the efficiency was produced using
an older version of GEANT3 (v1-11-17), a correction is applied for the pp efficiency
calculation. The Monte Carlo simulation package FLUKA [219, 220] gives a more
accurate description of the (anti)proton interaction cross sections, so a correction
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factor C(pT) = Geant3(pT)/FLUKA(pT), which is a function of the (anti)proton pT
is calculated, and the Λc efficiency is obtained dividing the Λ
+
c /Λ
−
c efficiencies by
these factors, which are shown in the left panel of figure 4.15. This leads to around
a 4%(17%) higher efficiency for Λ+c (Λ
−
c ) in the Λc pT interval 2 < pT < 3 GeV/c,
reducing to around 0.7%(6%) in the interval 8 < pT < 12 GeV/c. The corrected
efficiency is then taken as the average of the corrected efficiencies for Λ+c and Λ
−
c .
The final Acc×  with and without the correction factor are shown in the right panel
of figure 4.15. This leads to an 11% difference at low pT, reducing to a 4% difference
at high pT.
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Figure 4.15: Left: Correction factors for Λ+c and Λ
−
c to take into account the overesti-
mation of the elastic scattering cross section of protons and antiprotons in GEANT3.
Right: A comparison of the corrected and non-corrected total efficiency × acceptance.
The pp pre-selection efficiency, BDT cut efficiency, acceptance factor and total
efficiency × acceptance are shown in figure 4.16. In pp collisions the total efficiency
x acceptance goes from around 0.07 for prompt and non-prompt Λc at low pT, up to
around 0.14 for prompt Λc and 0.21 for non-prompt Λc at high pT.
The p–Pb pre-selection efficiency, BDT cut efficiency, acceptance factor and total
efficiency × acceptance are shown in figure 4.17. In p–Pb collisions the total efficiency
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x acceptance is around 0.05 for prompt and 0.07 for non-prompt Λc at low pT, in-
creasing to around 0.15 for prompt and 0.24 for non-prompt Λc at high pT. The final
efficiency in this figure is weighted to reproduce the correct multiplicity distribution,
as explained in the next section.
In p–Pb collisions the difference between the prompt and non-prompt efficiencies
is due to the pre-selection (as explained in section 4.3) and the cut on the BDT
response. The similarity between the prompt and non-prompt Λc efficiencies in pp
collisions is due both to the loose pre-selection on the Λc decay and the loose cut
on the BDT response. A tighter cut on the BDT response at higher pT selects a
larger fraction of non-prompt Λc, hence the larger efficiency at high pT. The tighter
pre-selection in p–Pb collisions already removes a larger fraction of prompt Λc, while
the BDT cut roughly removes an equal fraction of prompt and non-prompt Λc, which
is reflected in the p–Pb efficiencies.
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Figure 4.16: Clockwise from top left: pre-selection efficiency, BDT cut efficiency, total
efficiency x acceptance and acceptance factor, for the pp analysis. The prompt and
non-prompt Λc efficiencies are shown separately. The total efficiency x acceptance
includes the proton/antiproton efficiency correction described in the text.
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Figure 4.17: Clockwise from top left: pre-selection efficiency, BDT cut efficiency, total
efficiency x acceptance and acceptance factor, for the p-Pb analysis. The prompt and
non-prompt Λc efficiencies are shown separately.
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4.6.1.1 p–Pb multiplicity distribution correction
The multiplicity in the p–Pb MC simulations used in this analysis does not describe
that in data, which can affect the efficiency correction. In particular, the resolution
on the reconstruction of the primary vertex is improved for events with a higher
multiplicity, which leads to a multiplicity dependence on the efficiency when making
selections on variables related to the primary vertex.
To determine the effect of the multiplicity bias on the reconstruction and selection
efficiency, the MC sample is weighted to reproduce the multiplicity distribution in
data. 4 weights have been tried:
1. The ratio data/MC of the number of tracklets distribution for events passing
the event selection criteria
2. The ratio data/MC of the number of tracklets distribution for events passing
the physics selection criteria
3. The ratio data/MC of the number of tracklets distribution for events with at
least one D0 candidate
4. The ratio data/MC of the number of tracklets distribution for events with at
least one D0 candidate in the D0 mass window
Weights (3) and (4) have been evaluated for D0 candidates, and using them for
this analysis assumes that the Ntracklets distribution looks similar for events with
D0 and Λc candidates. This is a fair assumption since selecting on the mass region
for weight (4) does not change the weight much, suggesting that the multiplicity
distribution for ‘hard’ events containing a D0 candidate should be very similar to
‘hard’ events containing a Λc candidate. The efficiency using each weight is shown
in figure 4.18 - a maximum deviation of around 3% is seen for the efficiency when
weighting. Weight (4) is used for the final efficiencies in p–Pb collisions, and the total
efficiency x acceptance shown in figure 4.17 takes into account these weights.
4.6.2 Feed-down correction
As described above, the Λc baryons reconstructed in this analysis originate not only
from prompt Λc production, but also from decays of non-prompt Λ
0
b baryons which
then weakly decay to Λc +X. This is corrected for by calculating the fraction of the
reconstructed Λc yield which is ‘prompt’, called fprompt. The method of feed-down
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Figure 4.18: The efficiency weighted according to the 4 weights described in the text
for the p–Pb analysis, where each weight considers different multiplicity distributions.
The efficiency is shown on the left, and the ratio with the unweighted efficiency is
shown on the right
correction used in this analysis uses the measured raw yield NΛcraw, and the feed-down
raw yield NΛc,feed−down which was estimated from the production cross section of Λ0b
calculated within FONLL [152] where the fragmentation fraction of beauty quarks
into Λc baryons f(b → Λc) = 0.073 was taken as the combined average from e+e−
collisions at LEP [221] and the Λ0b → Λc + X decay kinematics were modelled using
the EvtGen [222] package. fprompt was then calculated applying the correction factors
for acceptance and reconstruction efficiency Λ0b→Λc of non-prompt Λc, the branching
ratio BR of Λ0b → Λc + X and the integrated luminosity Lint:
fprompt = 1−N
Λc,feed−down
NΛcraw
= 1− 1
NΛcraw
·Lint·BR·(Acc×Λ0b→Λc)
∫
∆y∆pT
dσ
Λ0b
FONLL
dydpT
. (4.7)
This is referred to as the ‘Nb’ method. fprompt calculated with this method is around
0.98 at low pT, and around 0.92 at high pT, corresponding to a non-prompt fraction
of the raw yield of ∼ 2− 8%. As explained in section 4.7.5, two additional methods
are considered in order to evaluate the systematic uncertainty on fprompt, considering
in addition predictions of charm production, and the measured Λ0b production cross
section.
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4.7 Systematic Uncertainties
This section describes the evaluation of the systematic uncertainties in these anal-
yses. The uncertainties on the cross section measurements arise from uncertainties
on the different ingredients used for these measurements (equation 2.1) - namely the
raw yield, the prompt fraction, the efficiency correction (which is a combination of
the uncertainty on the tracking efficiency, the uncertainty on the pre-selection and
the uncertainty on the BDT selection), and the global uncertainty associated to the
branching ratio of Λ+c → pK−pi+ and the integrated luminosity. Each uncertainty
source is assumed to be uncorrelated with all other sources, so the final uncertainty
is determined summing all systematic uncertainties in quadrature. The total relative
systematic uncertainties for each source are summarised at the end of this section.
4.7.1 Yield Extraction
When choosing a fitting procedure to extract the raw yield, there is some uncertainty
inherent in the fit. The systematic uncertainty due to the yield extraction has been
estimated by varying the fit procedure. The fits to the invariant mass distribution
were performed many times, varying the following parameters from their default
values:
• The invariant mass bin width. In p–Pb collisions, 5 values are chosen of 2, 3,
4 (default), 5 and 6 GeV/c2. In pp collisions, 5 values are chosen of 4, 5, 6
(default), 7 and 8 GeV/c2.
• The lower limit of the invariant mass for the fit. In p–Pb collisions, 5 values are
used between 2.18 and 2.22 GeV/c2 in regular steps. In pp collisions since the
default fit window is slightly wider 5 values between 2.17 and 2.23 GeV/c2 are
used.
• The upper limit of the invariant mass for the fit. Similarly to changing the
lower limit, 5 values are used between 2.35 and 2.39 GeV/c2. In pp collisions 5
values are used between 2.36 and 2.40 GeV/c2.
• The background fit function. Up to 4 different fitting functions are used, includ-
ing an exponential, linear, and second and third-order polynomial functions.
• The Gaussian width and mean of the signal peak. 4 variations were used here
- fixing the Gaussian width to the expectation from MC and leaving the mean
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free, leaving the mean and width free, fixing the Gaussian width and mean to
the expectation from MC and fixing the Gaussian mean to the expectation value
while leaving the width free.
This gives in total 5 × 5 × 5 × 4 × 4 = 2000 trials. The trials were discarded
and considered not good fits if the χ2/ndf > 1.5, if the width of the Gaussian peak
σ > 2.0 × σ(MC) or σ < 0.5 × σ(MC) and if the significance < 3.0. In addition,
since the linear and exponential fit are not good approximations of the background
in the pT intervals 2-4 and 4-6 GeV/c, the trials with these fit functions were skipped
for these pT intervals, giving a total of 1000 trials. An example of the raw yield
as a function of the trial is shown in figure 4.19, where the trials corresponding to
the Gaussian width and mean options, and the trials corresponding to the choice of
background fit function are shown.
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Figure 4.19: Raw yield as a function of the trial number for the p–Pb analysis in the
range 6 < pT < 8 GeV/c. The trials corresponding to the choice of Gaussian width
and mean (fixing to MC expectation or leaving free), and the trials corresponding to
the choice of background fit function (exponential, linear, 2nd order polynomial and
3rd order polynomial) are indicated on the figure.
For the p–Pb analysis, the raw yield as a function of the trial for each pT bin is
shown in figure 4.20, and the spread of the raw yield is shown in figure 4.21. The
corresponding plots for the pp analysis are shown in figure 4.22 and figure 4.23. The
spread in the raw yield distribution used for the assessment of the systematic uncer-
tainty is the RMS, shown on the figures. The RMS in the case of a flat distribution
( max − min/√12) is also shown in the figures. The RMS normalised by the mean
is assigned as the systematic uncertainty where the distribution is symmetric and
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gaussian. In the cases where the distribution is not symmetric, the max−min/√12
is used to guide the choice of systematic uncertainty.
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Figure 4.20: Raw yield as a function of the trial number for each pT interval in the
p–Pb analysis.
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Figure 4.21: Projection of the raw yield spread for each pT interval in the p–Pb
analysis.
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Figure 4.22: Raw yield as a function of the trial number for each pT interval in the
pp analysis.
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Figure 4.23: Projection of the raw yield spread for each pT interval in the pp analysis.
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4.7.2 BDT cut Efficiency
A systematic uncertainty can arise from discrepancies between data and simulation
when using simulation to correct for some selection. In the case of this analysis, the
BDT cut efficiency relies on the variables used as input to the BDT to be accurate - If
a detector response is not modelled correctly in simulation, this may cause a change in
one or more variable’s distribution which can lead to a change in the BDT response,
meaning the BDT cut efficiency will either be overestimated or underestimated. The
effect of this discrepancy on the BDT cut efficiency has been evaluated by changing
the cut on the BDT response and calculating the variation of the measured cross
section in each pT interval.
The analysis was repeated many times, with varying cuts on the BDT response,
‘scanning’ the BDT response in a pre-defined range. The gap between successive cuts
on the BDT response was chosen to be 0.002, and the range of the BDT response cuts
was taken as ±0.05 from the central value in each pT interval (giving a maximum total
of 50 separate BDT cutting points per pT interval). Extra quality cuts were made to
decide whether to discard each cut, including a minimum BDT cut efficiency of 0.3,
and a minimum signal extraction significance of 3. In p–Pb collisions, the maximum
variation in this method causes a +7−16% difference in efficiency in the pT interval
2 < pT < 4 GeV/c, and a
+38
−32% difference in efficiency in the pT interval 8 < pT <
12 GeV/c. In pp collisions, the variation causes a +15−22% difference in the pT interval
2 < pT < 4 GeV/c, and a
+47
−27% difference in the pT interval 8 < pT < 12 GeV/c.
Figure 4.24 shows the cross section in each pT interval as a function of the BDT
response for the p–Pb analysis and 4.25 shows the spread of the cross section in the
cut range considered. Figures 4.26 and 4.27 show the same for the pp analysis. The
systematic uncertainty for each pT interval is calculated using the same measures
of the spread as for the raw yield extraction, the RMS and the max − min/√12
normalised by the mean of the distribution. In p–Pb collisions the two measures of
the spread stay below 10% of the mean of the distribution. In pp collisions the two
measures of the spread stay below 13%.
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Figure 4.24: The cross section in each pT interval as a function of the BDT response
cut in the p–Pb analysis. The vertical lines indicate the minimum and maximum
BDT cut used to evaluate the BDT cut systematic uncertainty.
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Figure 4.25: The spread of the cross section in each pT interval for all BDT cuts in
the considered BDT response range, in the p–Pb analysis.
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Figure 4.26: The cross section in each pT interval as a function of the BDT response
cut in the pp analysis. The vertical lines indicate the minimum and maximum BDT
cut used to evaluate the BDT cut systematic uncertainty.
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Figure 4.27: The spread of the cross section in each pT interval for all BDT cuts in
the considered BDT response range, in the pp analysis.
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There are caveats in evaluating the uncertainty due to the mismatch between
data and simulation in this way. There are uncertainties inherent in the method of
extracting the raw yield through a fit to the invariant mass distributions, and these
uncertainties may be the cause of the variation in the cross section. In addition the
values of the raw yield extracted at each cut value are fully correlated meaning the
same statistical fluctuations in the invariant mass distribution are present at each
cut chosen. In order to further investigate the extent to which a data-simulation
mismatch could affect the efficiency correction, the sensitivity of the input variable
distributions on the final efficiency was studied. Here, parameters within the sim-
ulation are changed according to a best estimate of how they might be incorrectly
modelled in simulation. This causes the distributions of the input variables (and thus
the BDT response distribution) to change, and the resulting variation of the efficiency
can give an indication of how sensitive the efficiency is to these ‘incorrect’ parameters
of the simulation. These studies have only been performed in the p–Pb analysis, but
for the purpose of this thesis it is safe to assume that the conclusions will be the
similar for the pp analysis, since the variation in the final cross section with the BDT
cut is of the same order.
4.7.2.1 PID variables
The PID variables, namely the probabilities for each track to be correctly assigned to
a species of particle, play a large role in the multivariate selection, since they offer a
large discrimination power with respect to the other input variables. The simulation is
seen to do a good job at describing the data background (see figure 4.5), though any
difference between the simulated variables and the true distribution in data could
lead to a bias in the BDT cut efficiency. To estimate the systematic uncertainty
associated with the inclusion of these PID variables in the multivariate selection, the
ratio of the priors for kaons over the priors for pions used in the calculation of the
Bayesian probability are modified from the default values. The priors are changed
by a maximum of ±30%, a number conservatively chosen based on the maximum
mismatch between the default priors determined through an iterative procedure and
the measured particle abundances [205].
Figure 4.28 shows the ratio of the BDT cut efficiencies for each prior modification
with the efficiency using default priors, where the K/pi priors are changed by ±20%
and ±30%. The efficiency changes by a maximum of 2 − 3% at low pT, reducing to
1− 2% at high pT.
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4.7.2.2 Topological variables
The input variables including the decay length, the decay length significance, σvert,
DCA, dist12 and the cosine of the pointing angle are all affected by the impact param-
eter resolution of the reconstructed tracks - namely the distance of closest approach
of the track to the vertex from which they originated. It is known that the impact
parameter resolution in MC simulations does not exactly match that observed in data
[203]. To estimate the effect this has on the BDT cut efficiency, the impact param-
eter resolution in Monte Carlo is changed to match that in data. This is performed
following the ‘hybrid’ method developed for studies related to the ALICE ITS up-
grade [223, 224]. For this study the charged track impact parameter resolution in
rφ in p–Pb simulations is changed to match that in data by rescaling the difference
between the reconstructed track position and the ‘true’ MC track position, such that
the position of each track y is scaled according to
y = yMC + σ
data
d0,rφ
(pT)/σ
MC
d0,rφ
(pT)(˙y − yMC). (4.8)
The variables associated to the reconstructed decay are then recalculated, and the Λc
reconstruction and selection efficiency, including the BDT selection, is calculated.
Figure 4.29 (left) shows the ratio of the impact parameter resolution in MC with
that in data, as a function of the track pT. The description in simulation is worse at
high pT. Figure 4.29 (right) shows ratio of the efficiencies comparing the two impact
parameter resolution cases. It can be seen that the change in efficiency is minimal
(< 1.5% at low pT, and less than a percent at intermediate/high pT).
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Figure 4.28: Ratio of the efficiencies for each modification of the K/pi priors with
respect to the default priors, in the p–Pb analysis.
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The studies performed on the sensitivity of the BDT cut efficiency on the im-
pact parameter resolution and choice or priors shows that the modification of these
parameters has minimal effect on the BDT cut efficiency. These studies also justify
the assigned BDT cut systematic uncertainty in p–Pb collisions. If the uncertainty
assigned is seen approximately as the (quadratic) sum of the uncertainty coming from
each input variable (kinematic, topological and PID), the assigned systematic of 8%
at low pT and 6% at high pT (as summarised in section 4.7.9) can be seen as the ‘con-
servative’ sum of the topological (∼ 1%) plus PID (∼ 2− 3%) plus an uncertainty on
the the pT of the daughter tracks, presumably of the same order.
4.7.3 Tracking efficiency
The systematic uncertainty associated with the tracking efficiency was estimated
for the measurement of the pT-differential cross section of D mesons measured via
hadronic decay channels in pp and p–Pb collisions [144]. The uncertainty was es-
timated by varying track selection criteria. This includes variations to single-track
cuts, including the number of TPC crossed rows, the number of TPC clusters as-
sociated with a track, the number of TPC clusters associated to a track which are
used for PID, and the number of TPC crossed rows relative to the maximum num-
ber of TPC clusters that can be geometricaly assigned to the track. The resulting
uncertainty was estimated to be 4% per track for pp collisions and 3% per track
for p–Pb collisions, independent of track pT. Since the track selection and thus the
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Figure 4.29: Left: The ratio of the impact parameter resolution in rφ of charged
tracks from simulation with that in data, in p–Pb collisions. Right: The ratio of the
total efficiency with the impact parameter resolution from simulation, to the total
efficiency with the impact parameter resolution in data.
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tracking efficiency is the same for this analysis, the same per-track uncertainty was
assigned. The Λ+c → pK−pi+ decay involves three tracks, so a pT-independent sys-
tematic uncertainty of 12% is assigned in pp collisions and 9% is assigned in p–Pb
collisions.
4.7.4 Monte Carlo pT shape
Λc baryons are generated in the MC simulation with a pT shape as given in PYTHIA.
A discrepancy between the generated shape and the true Λc pT shape will lead to a
systematic shift of the calculated efficiencies.
To estimate the pT shape systematic uncertainty, the efficiency is calculated ap-
plying weights determined from different pT shape hypotheses - namely the pT shape
in FONLL [152], divided by the generated pT shape. For the p–Pb analysis 3 gen-
erated pT shapes are checked - the Λc pT shape in simulated p–Pb collisions, the D
meson pT shape in simulated p–Pb collisions, and the D meson pT shape in simulated
pp collisions. For the pp analysis 2 generated pT shapes are checked - the Λc pT shape
in simulated pp collisions, and the D meson pT shape in simulated pp collisions. The
uncertainty in the pT shape can be assumed to fall within these three cases. A flat
weight was also used as an extreme case, not to define an uncertainty but to check
the sensitivity of the pT shape on the efficiency.
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Figure 4.30: Generated pT shape efficiency, considering different efficiency weights
(left), and the ratio of the unweighted efficiency with the weighted efficiencies (right),
for the p–Pb analysis.
The BDT cut efficiency for prompt Λc for each weighted option and the ratio with
the unweighted efficiency in the p–Pb analysis is shown in figure 4.30. A systematic
shift is seen in the BDT cut efficiencies, which ranges between 0 − 3% when using
the Λc pT shape in PYTHIA. The same for the pp analysis is shown in figure 4.31,
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Figure 4.31: Generated pT shape efficiency, considering different efficiency weights
(left), and the ratio of the unweighted efficiency with the weighted efficiencies (right),
for the pp analysis.
where a similar systematic shift is seen. The weighted pre-selection efficiency has been
verified to be consistent within uncertainties with the unweighted efficiency. Taking
into account that the prompt efficiency variation will be dominant in the variation
of the total cross section, the systematic shift in the BDT cut efficiency using the ‘D
FONLL / Λc p–Pb(pp) weight’ is used to define the pT shape systematic uncertainty
in p–Pb(pp) collisions.
4.7.5 Feed-down correction
The uncertainty on fprompt, the fraction of the raw yield coming from beauty feed-
down, is estimated from the uncertainties defined in the FONLL prediction of b pro-
duction as well as changing the method used to obtain the Λ0b → Λc + X cross section,
taking into account existing measurements of Λ0b production at the LHC. The uncer-
tainty in the Λ0b → Λc + X cross section is determined by varying the parameters in
FONLL including the b-quark mass, the PDF parametrisation, and the renormal-
isation and factorisation scales within their uncertainties, and taking into account
the uncertainty in the fragmentation fraction f(b → Λ0b) and the uncertainty in the
branching ratio BR(Λ0b → Λc + X). Two additional methods to estimate fprompt were
also considered:
(i) In the fc method, the relative fraction fprompt is entirely based on calculated
cross sections for prompt and non-prompt production of Λc within the FONLL
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framework:
fprompt = 1
/1 + Λ0b→Λc · BRb
Λc · BRc
·
∫
∆y∆pT
dσ
Λ0b
FONLL
dydpT∫
∆y∆pT
dσΛcFONLL
dydpT
 (4.9)
This method has been used for the measurement of the D meson cross sections
within ALICE (see e.g. [143]) to evaluate the uncertainty, given that beauty
production may not be described well by FONLL at the LHC.
(ii) Since Λ0b production has been measured by LHC experiments at 7 TeV, it has
also been considered that, assuming the Λ0b prediction used to determine the
feed-down fraction is consistent with measurements, one could also purely rely
on the Nb method. The most recent measurement of D mesons at ALICE [145]
followed a similar line of reasoning, since the production of B mesons is well
described by FONLL at the LHC. The Λ0b cross section has been measured
by LHCb [225] to be up to a factor 2 above the FONLL prediction (taking
into account the fragmentation fraction (b → Λ0b = 0.21) measured by LHCb
at forward rapidity [111]) in the same pT region as this analysis, and has been
measured by CMS [226] to be around a factor 1.6 above the FONLL prediction in
the highest pT region of this analysis (10 < pT < 13 GeV/c). The Λ
0
b production
cross section from FONLL has therefore been rescaled by a factor of 2 to include
the deviation seen in measurements, and the feed-down fraction is determined
following the Nb method. This method is named ‘Nb × 2’.
The feed-down fraction determined from the Nb, fc and Nb×2 methods is shown in
figure 4.32. Since the theoretical uncertainties are larger than the uncertainties from
the measured raw yield, the more data-driven method Nb (the method not relying
on the theoretical charm prediction) has smaller uncertainties, and is chosen as the
central fprompt, and the method Nb × 2 considering the deviation of the measured Λ0b
cross section from the theoretical expectation is also used to evaluate the uncertainty.
The uncertainty on fprompt is chosen as the envelope of the methods Nb and Nb × 2.
The fc method is considered a check and is not used to evaluate the uncertainty.
4.7.6 Pre-selection PID Efficiency
As explained in section 4.3 loose pre-selection PID is applied prior to the BDT selec-
tion. This pre-selection PID efficiency is high (90%) relative to the BDT selection, so
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Figure 4.32: The fraction of prompt Λc in the p–Pb analysis, showing the 3 methods
Nb, fc and Nb × 2 as described in the text.
the uncertainty is expected to be small. The systematic uncertainty due to this selec-
tion is estimated by performing the analysis using a different PID strategy, namely
a 3σ cut in just the TPC. This selection was found to have a negligible effect on the
final cross section, so no uncertainty is assigned due to the pre-selection PID.
4.7.7 Positive/Negative Λc
To verify that the measurement of the Λ+c cross section through halving the measure-
ment of both Λ+c and Λ
−
c does not introduce a bias in the cross section due to unequal
numbers of Λ+c and Λ
−
c being produced, and to validate the positive/negative efficien-
cies, the signal is extracted for both Λ+c and Λ
−
c and the cross section is evaluated for
both cases. Since dividing the data sample into positive and negative contributions
further reduces the statistics the signal is extracted merging the analysis pT intervals
into two: 2 < pT < 6 GeV/c and 6 < pT < 12 GeV/c. The separate Λ
+
c and Λ
−
c cross
sections are compared with the charge-integrated Λc cross section in the same pT in-
tervals. For the BDT stage, a BDT is trained per pT bin and per charge case (Λ
+
c , Λ
−
c
or charge-integrated Λ±c ), and applied on the corresponding data sample. The BDT
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optimal cutting point is determined for the charge-integrated case as in section 4.5,
and the same cutting point is used for the charge-separated cases. The corresponding
fits to the invariant mass distributions are shown in figure 4.34. The corrected yield
for each case is then determined. Figure 4.35 shows the ratio of 2× the corrected
yield for the charge-separated cases with the charge-integrated case. The ratio is
consistent with unity within uncertainties. Since no asymmetry in the production of
Λ+c and Λ
−
c is expected, at least within the experimental accuracy achievable here,
this is considered a cross check and no systematic uncertainty is assigned.
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Figure 4.33: The invariant mass spectra for Λc candidates in the 2 pT intervals 2 <
pT < 6 GeV/c and 6 < pT < 12 GeV/c, and the fit to the signal and background, in
p-Pb collisions.
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Figure 4.34: The invariant mass spectra for Λc candidates in the 2 pT intervals 2 <
pT < 6 GeV/c and 6 < pT < 12 GeV/c, and the fit to the signal and background, in p-
Pb collisions, separating the Λ+c → pK−pi+ candidates (top panels) and Λ−c → p¯K+pi−
candidates (bottom panels).
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Figure 4.35: The ratio between the corrected yield of Λ+c and Λ
−
c , over the charge
integrated Λ±c corrected yield
4.7.8 Normalisation
Uncertainties on the branching ratio and the integrated luminosity Lint contribute
to the overall Λc cross section uncertainty, which originate from the uncertainty on
the measured Λ+c → pK−pi+ branching ratio, and the interaction cross section of pp
or p–Pb collisions for the trigger condition of the particular analysed dataset. These
uncertainty are considered as global uncertainties and apply to all pT intervals.
The branching fraction of Λ+c → pK−pi+ is (6.35 ± 0.33)% [13] - a fractional un-
certainty of 5.0%.
The pp interaction cross section at
√
s = 7 TeV for the trigger condition in this
analysis (a hit in either side of the V0 detector) is 62.2 ± 2.2 mb [227], giving a
fractional uncertainty of 3.5% [227].
The p–Pb interaction cross section at
√
snn = 5.02 TeV for the trigger condition
in this analysis (a hit in both sides of the V0 detector V0A and V0C) is 2.09± 0.07 b
[228], a fractional uncertainty of 3.5%. An additional uncorrelated uncertainty of 1%
applies to the luminosity measurement in p–Pb collisions resulting from the differences
in the luminosity obtained using the V0 and T0 detector, bringing the total p–Pb
interaction cross section uncertainty in p–Pb collisions to 3.7%.
4.7.9 Uncertainties summary
This section has described the estimation of the systematic uncertainty sources of
the pT-differential cross section of the Λc baryon in each measured pT interval. A
summary of the systematic uncertainty sources is shown in table 4.5. Figure 4.36 also
shows a summary of the systematic uncertainties in the pp and p–Pb analyses. In the
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pp analysis,
√
s = 7 TeV
pT interval (GeV/c) 2-4 4-6 6-8 8-12
Yield extraction 10% 10% 15% 25%
Cut efficiency 8% 8% 10% 10%
Pre-selection PID negligible
Λ+c ,Λ
−
c negligible
Tracking 12% 12% 12% 12%
MC pT shape 0% 2% 2% 2%
Feed-down +0.5−2 %
+0.6
−3 %
+1
−7%
+2
−10%
Branching fraction 5.0%
Luminosity 3.5%
p-Pb analysis,
√
snn = 5.02 TeV
Yield extraction 6% 8% 8% 4%
Cut efficiency 8% 8% 8% 6%
PID variables ˜2-4%
topological variables ˜1%
Pre-selection PID negligible
Λ+c ,Λ
−
c negligible
Tracking 9% 9% 9% 9%
MC pT shape 0% 3% 1% 3%
Feed-down +0.8−4 %
+1
−7%
+2
−11%
+4
−18%
Branching fraction 5.0%
Luminosity 3.7%
Table 4.5: Summary of the total systematic uncertainties assigned for each systematic
uncertainty source, expressed as a percentage of the cross section in each pT interval.
The uncertainty on the branching fraction and luminosity are global uncertainties
assigned to all pT bins.
pp analysis, the tracking and yield extraction systematic uncertainties are dominant
at low pT, and the yield extraction systematic uncertainty is dominant at high pT
due to the small statistical significance of the signal extraction. In the p–Pb analysis,
the tracking, yield extraction and BDT cut efficiency systematic uncertainties are the
largest uncertainty sources and are of roughly the same order. While at low pT the
relative statistical and systematic uncertainties are roughly the same in both the pp
and p–Pb analysis, at high pT the uncertainty in the pp analysis is larger due to the
smaller statistical significance of the signal extraction, and the corresponding larger
statistical uncertainty and yield extraction uncertainty.
The relative statistical uncertainties on the pT-differential cross section measured
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in this work are shown in figure 4.36 for the pp and p–Pb analyses, in comparison to
the statistical uncertainty from the analyses performed with a standard, rectangular
cut-based method [229, 230]. In general, an improvement in the statistical uncertainty
is obtained in this work from the use of BDTs. In the pp analysis, a smaller statistical
uncertainty is obtained in all pT intervals (though the pT range 2 < pT < 4 GeV/c
in the BDT analysis is merged to 1 bin rather than 2 in the standard analysis). In
addition, the 6 < pT < 12 GeV/c range becomes accessible in the BDT analysis,
where the signal can be extracted in two additional pT bins. In the p–Pb analysis, a
smaller statistical uncertainty is obtained from the BDT analysis in all pT intervals
except in the range 8 < pT < 12 GeV/c where the uncertainty in the standard analysis
is slightly smaller.
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Figure 4.36: Summary of the systematic uncertainty sources contributing to the over-
all pT-differential cross section systematic uncertainty for the pp analysis (left) and
the p–Pb analysis (right).
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Figure 4.37: The statistical uncertainty of the pT-differential cross section from this
work, compared to the statistical uncertainty of the analysis performed using a stan-
dard, rectangular cut-based method, for the pp analysis (left) and the p–Pb analysis
(right).
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correlation with pp(p–Pb) Λc
p–Pb(pp) Λc D
0 pT
Yield extraction U U U
Cut efficiency U U C
Tracking U C C
MC pT shape U U C
Feed-down C C C
Branching fraction C U C
Luminosity U C C
Table 4.6: Summary of the correlation between the pp and p–Pb Λc cross section
systematic uncertainty sources and different quantities. ‘U’ determines the uncertainty
source to be uncorrelated, and ‘C’ determines the uncertainty source to be correlated.
The ‘p–Pb(pp) Λc’ column states the correlation with the Λc analysis in the different
collision system (relevant for the RpPb measurement), the ‘D
0’ column states the
correlation with the D0 analysis in the same collision system (relevant for the Λc/D
0
ratio), and the ‘pT’ column states the correlation among the different pT intervals
(relevant for the integrated pT cross section).
In chapter 5 the pT-differential cross section measurement of the Λc baryon in
the two collision systems are compared to other measured quantities. The ratio of
the Λc cross section in p–Pb collisions relative to pp collisions quantifies the nuclear
modification in p–Pb collisions, and the baryon-to-meson ratio Λc/D
0 gives insight
into the relative production of baryons and mesons. The Λc cross section is also
integrated over pT to obtain a more inclusive measurement less dependent on pT. The
systematic uncertainty sources between the Λc baryon in different collision systems,
the D0 meson, and the correlation between each pT interval are either assumed to be
fully correlated, or fully uncorrelated, and the correlation is summarised in table 4.6.
How the uncertainties are propagated depending on the correlation is described in
appendix A.1.
4.8 pp reference scaling for the RpPb measurement
The nuclear modification factor in p–Pb collisions, RpPb, describes the modification
of a given observable (in this case the Λc yield) in p–Pb collisions, relative to pp
collisions, scaled by the number of binary nucleon-nucleon collisions. In other words,
it measures how a given observable differs from the same number of independent
nucleon-nucleon collisions - any change can be put down to either initial- or final-
state effects from the presence of the nucleus or presence of multiple interactions in
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the final state. In minimum bias collisions RpPb can be expressed as
RpPb =
1
A
dσpromptΛcpPb /dpT
dσpromptΛcpp /dpT
(4.10)
where dσpromptΛcpPb(pp) /dpT is the pT-differential production cross section of prompt Λc in
p–Pb(pp) collisions, and A = 208 is the mass number of lead. The measurements of
prompt Λc production presented in this work are at different collision energies per
nucleon-nucleon collision (5.02 TeV and 7 TeV in pp and p–Pb collisions respectively).
For this reason the pp results should be scaled to the same energy as the p–Pb
results to compute the RpPb. This procedure was performed in previous D meson
measurements [144, 231] as described in detail in [232] using the ratio of FONLL
perturbative QCD calculations at
√
s = 5.02 TeV and
√
snn = 7 TeV [152] to scale
the pp reference, such that
RpPb =
1
A
dσ5TeVpPb /dpT
dσ5TeVFONLL/dpT
dσ7TeVFONLL/dpT
dσ7TeVpp /dpT
. (4.11)
The uncertainty on the scaling is then calculated by evaluating the scaling ratio
and changing the parameters of the calculation, then taking the envelope of all varia-
tions as the uncertainties. The parameters within FONLL that are changed include:
• The bare c-quark mass. The central mass is set to mc = 1.5 GeV/c2. The
uncertainty on the mass is taken to be ±0.2 GeV/c2 giving the minimum and
maximum masses as 1.3 and 1.7 GeV/c2, respectively.
• The proton PDF. The PDF set in the FONLL calculation is the CTEQ6.6 PDFs
[104]. The minimum and maximum uncertainty bounds of the PDF set form
the uncertainty for the PDF in FONLL.
• The factorisation scales µF and µR. The central values are taken as µR =
µF = µ0 =
√
m2 + p2T. The uncertainty on the scales are evaluated such that
µ0/2 < µR, µF < 2µ0 with 1/2 < µR/µF < 2.
The ratio of the bare c-quark cross sections at 5 TeV and 7 TeV, and the uncer-
tainty is shown in figure 4.38. The uncertainty is asymmetric, and is largest at low
pT.
The c-quark ‘fragments’ into a Λc baryon which carries a fraction of the initial c-
quark momentum z. The probability of the Λc fragmenting with a given z is described
by the fragmentation function (see section 2.1.1). A fragmentation function is said
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Figure 4.38: Left: The pT-differential bare c-quark cross section ratio of 5 TeV and
7 TeV in FONLL, considering the changes of the quark mass, the PDF and the
scales within their uncertainties as defined in FONLL. Right: The upper and lower
uncertainty on this ratio.
to be ‘hard’ when the hadron keeps a large fraction of the momentum of the initial
c-quark, and ‘soft’ when the hadron loses momentum relative to the initial c-quark.
However the Λc fragmentation function is not well known/measured, so production
cross sections are not readily available in FONLL. To calculate a scaling factor for
the Λc baryon, different fragmentation functions were tested to check the sensitivity
of the scaling factor on the choice of fragmentation function.
In FONLL, the BFCY [233] parametrisation describes the fragmentation of a c
quark to pseudoscalar (D+,D0) or vector (D∗+) mesons. This fragmentation function
is tested, and the scaling factor changes by less than 1% between pseudoscalar and
vector mesons. The Peterson parametrisation [108] of the fragmentation function is
also tested (see equation 2.4), which has a single free parameter P which is expected
to vary roughly as the ratio of the light (di)quark mass to the heavy quark mass in the
hadron. In this case a small value of P describes a ‘harder’ fragmentation function,
while a large value describes a ‘softer’ fragmentation function. For the Peterson
parametrisation the ratio of the light quark and heavy quark masses gives P = 0.005,
giving a fragmentation function very close to that from the BFCY parametrisation.
This is also close to the value used for Λc in GM-VFNS [234]. A value of P = 0.05
is the default value used for charm fragmentation in PYTHIA when the Peterson
fragmentation is enabled. As an additional check, the Λc/D
0 ratio was also calculated
given the D0 shape from FONLL and assuming different fragmentation functions from
P = 0 (bare c-quark cross section) to P = 0.1, and the ratio with all these variations
was seen to be consistent with the measured Λc/D
0 ratio in pp collisions.
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Based on these trials, the central point and upper/lower bounds of the uncertainty
for the scaling factor are defined as follows:
• The central value is the ratio of the FONLL prediction for D+.
• The upper uncertainty is the ratio of the FONLL prediction for the bare c-quark
(‘hardest’ case).
• The lower uncertainty is the ratio of the bare c-quark cross section + the frag-
mentation function with Peterson  = 0.1 (‘softest’ case).
The uncertainty on the scaling factor is the envelope of these points plus the
associated uncertainties from FONLL. Figure 4.39 shows the scaling factor for these
three cases, with their associated uncertainty. The uncertainty relative to the central
(D+) point goes from +12,−5% in the pT bin 2-4 GeV/c, to +5,−3% in the pT bin
8-12 GeV/c.
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Figure 4.39: The scaling factor for the pp reference in the RpPb measurement as a
function of pT, for the central, lower and upper uncertainty cases described in the
text. The vertical bars describe the envelope of the changes in the quark mass, the
PDF and the scales in FONLL [235].
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Results
This chapter presents the results of the data analysis detailed in chapter 4. The
production cross section of the Λ+c baryon has been measured as a function of pT in
the range 2 < pT < 12 GeV/c in two collision systems: in pp collisions at
√
s = 7 TeV,
and in p–Pb collisions at
√
snn = 5.02 TeV. These results are shown in section 5.1,
along with comparisons to theoretical calculations for the pp results. A comparison
between results obtained with 2 data analysis methods to select Λc candidates, a
traditional cut-based approach and the multivariate approach presented in this thesis,
is also shown in this section. The baryon-to-meson ratio, Λ+c /D
0, has been measured
and compared to predictions from MC generators, and is shown in section 5.2. The
Λ+c nuclear modification factor RpPb has been measured and is shown in section 5.3.
The results are then discussed in section 5.4. Finally, the Λ+c → pK−pi+ analyses
(including the p–Pb BDT analysis and the pp and p–Pb analyses using rectangular
cuts) are merged with independent analyses of the Λ+c → pK0s and Λ+c → Λe+νe decay
channels, as explained in section 5.5. As a reminder, the pT-differential cross section
of the Λ+c baryon is measured rather than the particle-plus-antiparticle (Λ
+
c + Λ
−
c ),
and the results presented in this chapter refer to the positively charged baryon, Λ+c
only. Λc still refers to both Λ
+
c and Λ
−
c .
5.1 Λ+c production cross section in pp and p–Pb
collisions
The pT-differential production cross section of the Λ
+
c baryon has been measured via
its hadronic decay channel Λ+c → pK−pi+. It has been measured as a function of
transverse momentum in pp collisions at a centre-of-mass energy of
√
s = 7 TeV in
the centre-of-mass rapidity range |y| < 0.5, and in p–Pb collisions at a centre-of-
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mass per nucleon-nucleon collision of
√
snn = 5.02 TeV in the centre-of-mass rapidity
range −0.96 < y < 0.04. Figure 5.1 shows the Λ+c baryon pT-differential production
cross section measured in pp collisions, and figure 5.2 shows the Λ+c pT-differential
production cross section measured in p–Pb collisions. Both production cross section
measurements have been performed in the pT range 2 < pT < 12 GeV/c.
The production cross section measurements presented in this work rely on se-
lection of the Λc candidates using Boosted Decision Trees, to remove background
candidates where the measured proton, kaon and pion candidates come from un-
correlated sources. The measurement has also been performed using a traditional
cut-based approach in both pp and p–Pb collisions [229, 230], where ‘rectangular’
selections are made on variables which are similar to those used as ‘input’ to the
Boosted Decision Tree in this work1. A comparison with this approach is shown in
figure 5.3, for pp and p–Pb collision. The ratio of the two methods is also shown in
the bottom panels of this figure, where only the statistical uncertainties are shown
and the uncertainties are considered uncorrelated. Where the pT binning is different,
the cross section for the merged bin and the corresponding statistical uncertainties,
which are uncorrelated with pT, has been calculated. The two methods are seen to
be in good agreement, with the pp cross sections consistent within ∼ 15% and the
p–Pb cross sections consistent within ∼ 30%. The degree of correlation between the
two methods is difficult to assess - both the statistical and systematic uncertain-
ties have some degree of correlation - but it can be qualitatively estimated that the
measurements are consistent within statistical and systematic uncertainties to within
2σ.
A perturbative QCD calculation for the Λ+c cross section with GM-VFNS [87, 88]
at NLO (which provides a good description of the D-meson pT-differential cross sec-
tion at the same energy [145]) has been performed and is compared to the measured
Λ+c baryon pT-differential cross section in figure 5.4. The calculation has been per-
formed with the CTEQ 6.6 [104] parametrisation of the parton densities, using the
‘global’ fragmentation functions from [236], and assuming mc = 1.5 GeV/c
2. The
renormalisation and factorisation scales µR and µR correspond to µi = ximT as justi-
fied in section 2.1.1.1 where mT is the transverse mass of the charm quark and xi = 1
for the central prediction, and xi is varied such that xi ∈ 0.5, 1, 2 to determine the
uncertainty in the calculation. With this scale choice the prediction is only valid
above pT & 3 GeV/c, and due to the binning of the measured pp cross section the
1The traditional cut-based analysis makes selections on all variables used in this analysis, except
the normalised decay length in the XY plane.
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prediction is shown for pT > 4 GeV/c. GM-VFNS significantly underpredicts the
measured Λ+c cross section, by a factor of around 3 in the 4 < pT < 6 GeV/c interval,
and by a factor of around 2 in the 6 < pT < 12 GeV/c interval.
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Figure 5.1: pT-differential cross section of the Λ
+
c baryon measured in the
Λ+c → pK−pi+ channel in pp collisions at
√
s = 7 TeV. The statistical uncertain-
ties are indicated by the vertical lines and the systematic uncertainties are indicated
by the boxes.
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Figure 5.2: pT-differential cross section of the Λ
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c baryon measured in the
Λ+c → pK−pi+ channel in p–Pb collisions at
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snn = 5.02 TeV. The statistical un-
certainties are indicated by the vertical lines and the systematic uncertainties are
indicated by the boxes.
122
5.1. Λ+C PRODUCTION CROSS SECTION IN PP AND P–PB COLLISIONS
0 5 10
-
1 )
c
b 
(G
eV
/
µ
 Tpdy
/d
σ2 d
1−10
1
10
210
This Thesis  = 7 TeVspp, 
| < 0.5y|
 baryon+cΛ
BDTs
Standard cuts
)c (GeV/
T
p
0 5 10
St
d.
BD
T
0.5
1.0
1.5 0 5 10
-
1 )
c
b 
(G
eV
/
µ
 Tpdy
/d
σ2 d
210
310
410
This Thesis  = 5.02 TeVNNsp-Pb, 
 < 0.04y-0.96 < 
 baryon+cΛ
BDTs
Standard cuts
)c (GeV/
T
p
0 5 10
St
d.
BD
T
0.5
1.0
1.5
Figure 5.3: pT-differential cross section of the Λ
+
c baryon measured in the
Λ+c → pK−pi+ channel in pp collisions at
√
s = 7 TeV (left) and in p–Pb collisions at√
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analysis method), compared to the analysis performed using a standard, rectangular
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ratio between the two methods, where only statistical uncertainties are shown and
the uncertainties are considered as uncorrelated.
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5.2 Λ+c /D
0 ratio in pp and p–Pb collisions
The D0, D+, D∗+ and D+s meson production cross sections are all measured by ALICE
in pp, p–Pb and Pb–Pb collisions, via the hadronic decay channels D0 → K−pi+,
D+ → K−pi+pi+, D∗+ → D0pi+ and D+s → φpi+ → K−K+pi+. All the aforementioned
D meson production cross sections are measured in pp collisions at
√
s = 7 TeV
and in p–Pb collisions at
√
snn = 5.02 TeV, using an analysis method based on the
selection of decay topologies displaced from the interaction vertex, similar to the Λc
baryon. The D0 has also been measured down to pT = 0 using an analysis based on
the estimation and subtraction of the uncorrelated combinatorial background without
reconstruction of the D0 decay vertex [144, 145].
Using the Λ+c production cross section measurements presented in this work, and
the D0 production cross section measurements in pp [145] and p–Pb [144] collisions,
the baryon-to-meson ratio Λ+c /D
0 has been measured in pp and p–Pb collisions in the
pT range 2 < pT < 12 GeV/c. It is noted here that the baryon-to-meson ratio Λ
+
c /D
0 is
equivalent to the antiparticle-plus-particle baryon-to-meson ratio (Λ+c +Λ
−
c )/(D
0+D¯0),
since the D meson measurements in [144, 145] and the Λ+c measurement presented
in this work reconstruct both particle and antiparticle, and then determine the cross
section by dividing the particle-plus-antiparticle cross section by a factor of two. The
Λ+c /D
0 ratio in both collision systems is shown in figure 5.5. The correlation between
the systematic uncertainties is given in table 4.6. The Λ+c /D
0 ratio in both collision
systems is seen to agree within statistical and systematic uncertainties. A hint of a
decrease with pT is also seen in both collision systems, although the data are also
consistent with a flat Λ+c /D
0 ratio within uncertainties.
Figure 5.5 also shows comparisons of the Λ+c /D
0 ratio to predictions from MC
generators. These predictions include PYTHIA8 [92] with the Monash tune [237] and
a tune which includes colour reconnection [116], and DIPSY [98] with rope hadronisa-
tion2 [118]. The measured Λ+c /D
0 ratio is higher than all predictions from MC. While
the PYTHIA8 Monash tune and DIPSY with rope hadronisation have a relatively
constant ratio around ∼ 0.1, the PYTHIA prediction with colour reconnection raises
the Λ+c /D
0 ratio by a factor of ∼ 2 − 3, bringing the prediction closer to the data.
The falling Λ+c /D
0 ratio with pT is also approximately reproduced with the colour
reconnection model.
The Λ+c /D
0 ratio in pp and p–Pb collisions integrated over the measured pT range
2 < pT < 12 GeV/c is shown in figure 5.6, as a function of the centre-of-mass
2The colour reconnection and rope hadronisation models are discussed in chapter 2.
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rapidity y. To obtain the Λc cross section integrated in the measured pT interval the
raw yield extraction systematic uncertainty is taken as uncorrelated with pT, and all
other systematic uncertainties are conservatively assumed to be correlated with pT,
as shown in table 4.6. The statistical uncertainties are uncorrelated with pT. The
Λc/D
0 ratio is obtained assuming the same correlation for the D0 cross section with
pT. The Λ
+
c /D
0 ratio in each collision system is
(Λ+c /D
0)pp = 0.5501± 0.0679 (stat.) +0.0945−0.0952 (syst.) (5.1)
(Λ+c /D
0)p−Pb = 0.6371± 0.08122 (stat.) +0.1669−0.1044 (syst.) (5.2)
The measured Λ+c /D
0 ratios in pp and p–Pb collisions are consistent with each
other within uncertainties.
The Λ+c /D
0 ratio as presented in this work is compared with the Λ+c /D
0 as mea-
sured by LHCb in pp collisions at
√
s = 7 TeV, shown in figure 5.7 as a function of pT
and in figure 5.8 as a function of the centre-of-mass rapidity in the common pT range
of each analysis 2 < pT < 8 GeV/c. The LHCb measurement as a function of pT is
systematically lower than the measurement presented in this work. However the trend
as a function of y seen by LHCb, where the Λ+c /D
0 decreases towards mid-rapidity,
is not consistent with the measurement presented in this work.
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snn = 5.02 TeV. The statistical uncertainties are
indicated by the vertical lines and the systematic uncertainties are indicated by the
boxes.
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Figure 5.7: The Λ+c /D
0 ratio in pp collisions
√
s = 7 TeV and in p–Pb collisions at√
snn = 5.02 TeV as presented in this work compared with that measured by LHCb
in pp collisions at
√
s = 7 TeV, as a function of pT. The statistical uncertainties are
indicated by the vertical lines and the systematic uncertainties are indicated by the
boxes.
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Figure 5.8: The Λ+c /D
0 ratio in pp collisions
√
s = 7 TeV and in p–Pb collisions at√
snn = 5.02 TeV as presented in this work compared with that measured by LHCb in
pp collisions at
√
s = 7 TeV, as a function of the centre-of-mass rapidity y in the pT
range 2 < pT < 8 GeV/c. The statistical uncertainties are indicated by the vertical
lines and the systematic uncertainties are indicated by the boxes.
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5.3 The nuclear modification of the Λ+c yield
Figure 5.9 shows the pT-differential cross section of the Λ
+
c baryon in p–Pb collisions
in comparison with the pT-differential cross section in pp collisions, scaled to the
centre-of-mass energy
√
s = 5.02 TeV as described in section 4.8, and scaled by the
mass number A = 208. The two measurements are seen to be compatible within un-
certainties. The nuclear modification factor in p–Pb collisions RpPb is then computed
by dividing the Λ+c cross section in p–Pb collisions by the pp reference:
RpPb =
1
A
dσpromptΛcpPb /dpT
dσpromptΛcpp /dpT
(5.3)
The Λ+c RpPb is shown in figure 5.10. The measured RpPb is compatible with unity
within the statistical and systematic uncertainties.
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Figure 5.9: pT-differential cross section of the Λ
+
c baryon measured in the
Λ+c → pK−pi+ channel in p–Pb collisions at
√
snn = 5.02 TeV and in pp collisions
at
√
s = 7 TeV, scaled by the Pb mass number A = 208 and scaled to match the
p–Pb
√
snn. The statistical uncertainties are indicated by the vertical lines and the
systematic uncertainties are indicated by the boxes.
The RpPb has also been measured for D
0,D+,D∗+ and D+s mesons [144]. The
average D meson (D0,D+ and D∗+) RpPb is shown in figure 5.11 in comparison with
the Λ+c RpPb. Both are seen to be compatible with each other.
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Figure 5.10: The nuclear modification factor RpPb of the Λ
+
c baryon at
√
snn =
5.02 TeV. The statistical uncertainties are indicated by the vertical lines and the
systematic uncertainties are indicated by the boxes, and the normalisation uncertainty
(coming from the uncertainty on the luminosity in the p–Pb measurement and the
pp reference) is shown as the box on the right of the plot.
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Figure 5.11: Comparison of the nuclear modification factor RpPb of the Λ
+
c baryon
with the averaged RpPb of D
0, D+ and D∗+ [144]. The statistical uncertainties are
indicated by the vertical lines and the systematic uncertainties are indicated by the
boxes, and the normalisation uncertainty (coming from the uncertainty on the lumi-
nosity in the p–Pb measurement and the pp reference) is shown as the box on the
right of the plot.
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5.4 Discussion
This chapter has presented the measurements of the pT-differential cross section of the
Λ+c baryon in pp collisions at
√
s = 7 TeV and p–Pb collisions at
√
snn = 5.02 TeV, the
baryon-to-meson ratio Λ+c /D
0 in both collision systems, and the nuclear modification
factor RpPb of the Λ
+
c baryon.
The measurement in pp collisions is larger than the pQCD calculation from GM-
VFNS by a factor of 2-3. GM-VFNS describes the D0, D+, D∗+ and D+s meson
production cross sections within uncertainties [145], and describes Λ+c production at
forward rapidities [168]. The measured baryon-to-meson ratio Λ+c /D
0 in pp collisions
is also significantly larger than predictions from PYTHIA and DIPSY, although colour
reconnection models implemented in PYTHIA bring the predicted ratio closer to the
measured data. The measured baryon-to-meson ratio Λ+c /D
0 in p–Pb collisions is
compatible with that measured in pp collisions.
For further insight, a comparison of the measured fragmentation fraction f(c→ Λ+c )
to the integrated baryon-to-meson ratio in the pT region of the measurement can be
made. The fragmentation fraction f(c→ Λ+c ) is measured from a combined analysis
of different measurements (see [109] and references within, summarised in figure 2.3)
to be 0.0623 ± 0.0041, and the fragmentation fraction f(c→ D0) is measured to be
0.6086 ± 0.0076, leading to the ratio f(c→ Λ+c )/f(c→ D0) = 0.109 ± 0.0073. The
measured Λ+c /D
0 ratio in pp collisions in the range 2 < pT < 12 GeV/c is larger
than this ratio by a factor of 5, and is in excess of the ratio by 3.8σ considering the
statistical and systematic uncertainties of both measurements. However care should
be taken in a direct comparison of these two values, since the measured Λ+c /D
0 ratio
from this work is in a given pT range, and thus does not include the full pT phase
space. The fraction of Λ+c produced in this pT region with respect to the full pT range
is estimated from PYTHIA to be around 50%. An extrapolation of the Λ+c cross sec-
tion down to pT = 0 is outside the scope of this work, though the large uncertainties
and relatively few pT bins of this measurement would suggest an extrapolation would
itself have large uncertainties.
Altogether, the data suggest a larger Λ+c production cross section than theoret-
ical predictions which include a pQCD treatment of charm-quark production and
hadronisation based on phenomenological models. The measurements are also larger
than previous measurements in different collision systems at different centre-of-mass
3Note that the branching ratios for this calculation have been updated to the latest values in the
PDG [13].
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energies, albeit in a different kinematic window, which suggests an enhanced Λ+c
production cross section in pp collisions at
√
s = 7 TeV and in p–Pb collisions at√
snn = 5.02 TeV with respect to previous measurements. The Λ
+
c /D
0 ratio is how-
ever, at least qualitatively, better reproduced by models which modify the hadroni-
sation mechanism in terms of colour reconnection, allowing a baryon enhancement.
This suggests that the difference between the Λ+c production measurement and the-
ory is likely to be due to a modified hadronisation mechanism enhancing baryon
production. This is backed up by the fact that the production of D mesons is well
described by pQCD predictions including GM-VFNS - the same theoretical scheme
which underpredicts Λ+c production. The agreement in pp and p–Pb collisions of the
Λ+c /D
0 suggests the mechanisms responsible for Λ+c production and hadronisation are
common in both collision systems.
In addition, since the LHCb measurement of the Λ+c /D
0 ratio in pp collisions at
the same centre-of-mass energy
√
s = 7 TeV and in the rapidity region 2 < y < 4.5
is below that presented in this work, this work suggests that there is a rapidity
dependence in the relative production of baryons and mesons. The fact that the
LHCb production cross section is described by GM-VFNS also suggests this rapidity
dependence in Λ+c production that is not described by GM-VFNS.
The measured Λ+c production cross section in p–Pb collisions at
√
snn = 5 TeV
agrees with the same measurement in pp collisions scaled to the same energy, and
scaled by the lead mass number. The Λ+c nuclear modification factor RpPb is thus
compatible with unity, and consistent with the RpPb of D mesons in the same pT
range. Within uncertainties this suggests that there is minimal modification in the
Λ+c yield due to cold nuclear matter effects, within the experimental uncertainties.
5.5 Combined analysis of Λ+c → pK−pi+, Λ+c → pK0s
and Λ+c → Λe+νe
The Λ+c pT-differential cross section has also been measured by others in the decay
channels Λ+c → pK0s and Λ+c → Λe+νe [1]. The Λ+c → pK0s analysis uses a similar
technique to the analysis presented in this work, where K0S mesons (→ pi+pi−) and
protons are reconstructed and identified, selection on the decay topology is made
and the signal is extracted via an invariant mass analysis, correcting for the recon-
struction and selection efficiency and acceptance and subtracting Λ+c contributions
from Λ0b. For the Λ
+
c → Λe+νe analysis, Λ and e+ pairs and their charge conjugates
are reconstructed and identified, and the uncorrelated background is subtracted by
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subtracting wrong-sign pairs (Λ¯e+ and Λe−), after correcting for contributions of Λ0b
semileptonic decays to wrong-sign pairs, and of Ξ0,+c decays to right-sign pairs, and
correcting for the missing momentum of the neutrino, similar to the approach per-
formed in e.g. [239, 240]. The measurements are then averaged. The BDT analysis
in p–Pb collisions performed in this work contributes to the averaged p–Pb cross sec-
tion. The BDT analysis in pp collisions performed in this work does not contribute to
the averaged pp cross section for the publication, but instead provides a useful cross
check for this measurement.
The decay-channel averaged pT-differential cross sections of the Λ
+
c baryon in pp
collisions and p–Pb collisions is shown in figure 5.12. The measurements in differ-
ent decay channels and using different analysis techniques agree within uncertainties.
The (merged) Λ+c /D
0 ratio and nuclear modification factor RpPb are shown in fig-
ure 5.13 and 5.14, respectively. With the combination of different measurements, a
higher precision result is achieved. Predictions for the RpPb are also shown for the
merged analysis, which include POWHEG+PYTHIA6 pQCD production [241] with
CT10NLO [242] plus the EPS09 parametrisation of the nuclear PDF [121], and the
POWLANG model for charmed hadrons [126] where heavy-quark transport through
a deconfined medium is calculated. The measurement is consistent with both models
within the experimental uncertainties.
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Figure 5.12: pT-differential cross sections of the Λ
+
c baryon measured in the decay
channels Λ+c → pK−pi+, Λ+c → pK0s and Λ+c → Λe+νe in pp and p–Pb collisions at√
s = 7 TeV and
√
snn = 5.02 TeV, respectively [1]. The statistical uncertainties are
indicated by the vertical lines and the systematic uncertainties are indicated by the
boxes.
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Figure 5.13: Λ+c /D
0 ratio from the merged analyses as described in the text, in pp
collisions at
√
s = 7 TeV and in p–Pb collisions at
√
snn = 5.02 TeV [1]. The results
are compared to predictions from MC generators [92, 98, 116, 118, 237]. The statistical
uncertainties are indicated by the vertical lines and the systematic uncertainties are
indicated by the boxes.
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Figure 5.14: RpPb from the merged analyses as described in the text, in pp col-
lisions at
√
s = 7 TeV and p–Pb collisions at
√
snn = 5.02 TeV [1]. These re-
sults are compared to predictions including POWHEG+PYTHIA6 [241] plus the
CT10NLO+EPS09 [121, 242] parameterisation of the nuclear PDF, and a POWLANG
transport model [126]. The statistical uncertainties are indicated by the vertical lines
and the systematic uncertainties are indicated by the boxes.
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Towards a measurement of the Λ+c
baryon in Pb–Pb collisions
The Inner Tracking System currently installed at ALICE (see chapter 3) has allowed
for measurements of charmed mesons (D0,D+,D∗+ and D+s ) over a wide transverse
momentum range, in pp, p–Pb and Pb–Pb collisions, made possible due to the rel-
atively long lifetimes of the mesons - the proper lifetime cτ ∼ 310 µm for D+, and
∼ 120 µm for D0. To reduce the combinatorial background, selections can be made on
variables related to the displaced vertex of the D meson, and the current impact pa-
rameter resolution of the ITS (∼ 150 µm for ∼ 0.4 GeV/c tracks, down to ∼ 20 µm
for ∼ 10 GeV/c tracks) allows for large background reduction. Measurements at
low transverse momentum however are challenging with currently available datasets -
measurements below 1 GeV/c are possible in pp and p–Pb with large statistical uncer-
tainties, and are not possible in Pb–Pb. Furthermore, charmed baryon measurements
(Λc) have not been possible yet in Pb–Pb - its proper lifetime cτ ∼ 60 µm is lower
than the impact parameter resolution of the present ITS in the transverse momentum
range of the majority of Λc daughters, meaning topological selections are not enough
for the large combinatorial background reduction needed for signal extraction. In
addition, the present ITS detector also has limited read-out rate capabilities. The
ITS can run at a maximum rate of 1 kHz - much less that the maximum planned
interaction rate of 50 kHz in Run 3 [223]. For rare heavy-flavour probes such as the
Λc baryon and B mesons a dataset with much larger integrated luminosity is vital for
precise measurements.
A complete upgrade strategy for the ITS has thus been developed. A seven-layer
silicon pixel detector will be build which will include a reduced material budget,
smaller pixel segmentation, and a shorter read-out time. The full ALICE upgrade
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strategy Letter of Intent (LoI) was approved in March 2013 [243], and the Technical
Design Report (TDR) for the ITS upgrade was published in March 2014 [223].
The physics performance of the ITS upgrade has been studied for the Λc, using
a full detailed simulation and reconstruction of the new ITS, where Λc candidates
are reconstructed and particle identification and topological selections are applied, in
order to assess the expected reach and precision of anRAA and Λc/D
0 measurement. A
multivariate treatment of the selection may further improve the background rejection,
and so far has not yet been attempted but is motivated to understand whether the
measurement may be improved. One might hope that due to the improvement in the
detector resolution and thus the ’power’ of the discriminating variables that a greater
level of improvement in the background rejection and thus the statistical significance
of the yield extraction may be possible, with respect to the improvement achieved in
the Run 1 analysis presented in chapter 4.
This chapter presents a feasibility study on the use of multivariate analysis tech-
niques (specifically Boosted Decision Trees) in the Λc analysis of Run 3, and compares
to a standard rectangular cut approach. An overview of the ITS upgrade specifica-
tions are detailed in section 6.1. Some physics performance studies carried out to
estimate the physics reach of the ITS upgrade are shown in section 6.2. An extension
of these studies to include a multivariate selection is detailed in section 6.3.
6.1 Upgrade specifications
The ITS upgrade is based on 7 concentric layers of silicon pixels, grouped as an inner
barrel (layers 0, 1 and 2) and an outer barrel (layers 3, 4, 5 and 6), azimuthally
segmented in units called staves. The staves consist of a space frame which acts as a
support structure, a cold plate containing the cooling pipes and an integrated circuit
containing the flexible printed circuit onto which the pixel chips are bonded. The
outer barrel staves are further segmented in azimuth into halves, named half staves,
and longitudinally into modules. Table 6.1 lists the ITS upgrade’s main geometrical
parameters.
The ITS upgrade features many improvements with respect to the current ITS.
The first detection layer will be closer to the beam pipe (with a beam pipe inner
radius of 19 mm compared to the current 29 mm). The material budget will also be
significantly reduced - the new pixel chip technology allows for a factor of 7 improve-
ment in the thickness of the chip (50 µm instead of 350 µm), and a highly optimised
scheme for the power distribution, which along with improvements to the cooling,
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Inner Barrel Outer barrel
Inner layers Middle layers Outer layers
layer 0 layer 1 layer 2 layer 3 layer 4 layer 5 layer 6
Radial position (min.) (mm) 22.4 30.1 37.8 194.4 243.9 342.3 391.8
Radial position (max.) (mm) 26.7 34.6 42.1 197.7 247.0 345.4 394.9
Length (sensitive area) (mm) 271 271 271 843 843 1475 1475
Pseudorapidity coverage (deg) ±2.5 ±2.3 ±2.0 ±1.5 ±1.4 ±1.4 ±1.3
Active area (cm2) 421 562 702 10483 13104 32105 36691
Pixel chip dimensions (mm2) 15× 30
N. pixel chips 108 144 180 2688 3360 8232 9408
N. staves 12 16 20 24 30 42 48
Pixel size (µm2) 30× 30 30× 30
Table 6.1: Geometric parameters of the ITS upgrade. Table modified from [223]
according to recent developments [244].
mechanics and other detector elements will help achieve a detector with a radiation
length of around 0.3%X0 per layer for the inner three layers. The maximum readout
time will also be substantially improved, with the upgraded readout architecture al-
lowing the detector to take data at 100 kHz for Pb–Pb collisions, and 400 kHz for pp
collisions [223].
At the heart of the upgrade campaign is the upgraded pixel chip. Extensive R&D
efforts have lead to the development of the ALPIDE pixel chip [244] to be developed.
The ALPIDE pixel chip is based on Monolithic Active Pixel Sensors (MAPS), where
the silicon sensor and readout chip are integrated in one silicon wafer. This allows for
a significant improvement in spatial resolution, material thickness and signal-over-
noise for a given power consumption over the current ITS setup, where the silicon
pixel sensors are bump-bonded onto read-out electronics. 0.18 µm CMOS technology
will be used, as depicted in figure 6.1. A charged particle traversing the chip’s active
volume will liberate electron/hole pairs. The electrons drift around the chip until they
enter the depleted volume and are collected by the n-well collection diode. The chip
features a deep p-well, which shields the other n-well containing the PMOS transistor
from the active volume, preventing them from collecting signal charge. This allows
for full CMOS implementation without deterioration of the charge, which means more
complex logic can be implemented in the pixel, which in turn minimises the digital
circuitry at the edge of the chip, which would add to the insensitive area of the chip.
Another benefit to this layout is that the readout can be improved from the typical
‘rolling shutter readout’, where each pixel is read out one-by-one, to a more power
138
6.2. UPGRADE PHYSICS PERFORMANCE
efficient scheme. This has lead to a power consumption of less than 40 mW cm2.
Test beam results have shown excellent performance of the chip prototypes, with a
detection efficiency above 99% a fake hit rate better than 10−5 and a spacial resolution
of 5 µm over a large range of operational settings [244].
Figure 6.1: Schematic view of the pALPIDE pixel structure [244]
6.2 Upgrade physics performance
Full Monte Carlo simulations have been developed to study the performance of the
ITS upgrade, and to optimise its layout [223]. Simulated Pb–Pb collisions at
√
snn =
5.5 TeV were generated using the HIJING [96] event generator tuned to a particle
multiplicity expected from
√
snn scaling laws where dNch/dη ∝ s0.15NN [199]. A full
GEANT simulation of the detector has been carried out, which includes transport
through the detector, tracking and vertex reconstruction. The detector response is a
crucial input to the full Monte Carlo simulations, which in this case is the response
of the pixel chip. Characteristics of the pixel chip including the average pixel noise
distribution, the fake pixel rate and the charge spread function1 have been extracted
from test beam measurements, and the pixel response simulation takes into account
these characteristics to generate charge contributions for each pixel which are digitised
and formed into clusters. The track finding follows the same algorithm as described
in section 3.3.1, and tracks are propagated to the TPC. The ITS stand-alone tracking
performance is also evaluated. Figure 6.2 shows the impact parameter resolution
and tracking efficiency as a function of transverse momentum for the ITS upgrade,
1The average pixel noise distribution describes the analogue noise charge in the pixels, the fake
pixel rate is the number of ‘fake’ pixels which fire, and the charge spread function describes the
distribution of cluster charge as a function of the distance from the track.
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and a comparison with the current ITS. A significant improvement in the impact
parameter resolution of around a factor 3(5) will be achievable in the rφ(z) plane at
pT = 400 MeV/c compared to the current ITS. The tracking efficiency will stay above
∼ 80% for particles down to pT ∼ 100 MeV.
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Figure 6.2: Left: the impact parameter resolution for primary charged pions in rφ and
z for the ITS upgrade, compared with the corresponding resolution for the current
ITS. Right: the ITS stand-alone tracking efficiency for primary charged pions for the
ITS upgrade, compared with the current ITS [223].
The improved resolution will be crucial for many measurements down to low pT,
including precision measurements of charm and beauty mesons (D, B) to quantify in-
medium energy loss and thermalisation of heavy quarks, and low mass dielectrons to
address questions related to the temperature and lifetime of the system, and the gen-
eration of hadron masses. In addition, the baryon-to-meson ratio (Λc/D, Λ
0
b/B) aims
to address open questions concerning hadronisation of heavy quarks in the medium,
including the role of coalescence as a hadronisation mechanism and the possible pres-
ence of diquarks in the medium (see chapter 2).
Performance studies to assess the reach of these observables have been performed
for the ITS TDR [223]. For these studies MC simulations of central Pb–Pb colli-
sions at
√
snn = 5.5 TeV with impact parameter 0 < b < 5 fm corresponding to
the centrality class 0− 10% have been used. HIJING [96] events were enhanced with
heavy-quark pairs generated using PYTHIA6 for the heavy-flavour performance stud-
ies. For the study of heavy-flavour decays (D mesons, Λc baryon) tracks and vertices
were reconstructed, charm decay candidates were built, and selections were made on
the candidates to reduce combinatorial background, including PID and topological
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selections. The signal and background is scaled to 1.6 × 1010 events corresponding
to the target integrated luminosity for the upgrade physics programme is 10 nb−1
for Pb–Pb collisions at
√
snn = 5.5 TeV
2, and the signal is scaled to the expected
dN/dy ×BR = 1.4, and an estimation of the RAA equal to the RAA of the strange Λ
baryon.
Figure 6.3 shows the expected signal-over-background and significance (S/
√
S +B)
of the Λc for the signal and background scaling described above, where the significance
is shown for the centrality class 0− 20% assuming that the significance / √Nevents is
the same in both 0− 10% and 0− 20%. In this centrality class the measurement will
be able to reach down to 2 GeV/c with a significance of ∼ 8 (which corresponds to
a relative statistical uncertainty of 12%). Figure 6.4 shows the nuclear modification
factor and Λc/D
0 ratio, with corresponding statistical uncertainties. The statistical
uncertainties for the pp reference are assumed to be negligible compared with the
statistical uncertainties in Pb–Pb. The systematic uncertainties in this plot were es-
timated from the experience of the D meson measurements, and from the expected
uncertainties from the D0. It is worth pointing out here that the systematic uncertain-
ties are dominated by the uncertainty on the feed-down, which was determined from
the theoretical uncertainty on prompt Λc and non-prompt Λ
0
b → Λc + X production.
It may be possible to reduce this uncertainty since Λc and Λ
0
b production has been
measured at the LHC with smaller uncertainties than the uncertainties from theory.
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Figure 6.3: Expected significance (left) and S/B (right) of the Λ+c baryon as a function
of pT, for 1.6× 1010 Pb–Pb events at √snn = 5.5 TeV, in the centrality class 0-20 %
[223].
2to be taken over 3 12 months of operation with Pb beams in the LHC
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Figure 6.4: Expected Λc measurements after the ITS upgrade. Left: The nuclear
modification factor RAA for the Λc in central Pb–Pb collisions. Right: The baryon-to-
meson double ratio Λc/D
0, compared to model calculations [135, 245]. These figures
are for the 0−20% centrality class assuming Lint = 10 nb−1. The expected statistical
uncertainties are shown as vertical lines, and the expected systematic uncertainties
are shown as boxes [223].
These studies demonstrate that given ALICE achieves its target integrated lumi-
nosity, a measurement of the Λc baryon will be achievable with good precision down
to 2 GeV/c, where different hadronisation scenarios will be distinguishable. This data
would be taken over a number of years during Run 3 (typically the heavy-ion run at
the LHC is for 1 month per year). Under this assumption ∼ 3 nb−1 of integrated
luminosity would be taken in the first year of Run 3, which would correspond to a
significance of around 4 in the pT interval 2 < pT < 4 GeV/c. Furthermore, to further
resolve the shape of the RAA and Λc/D
0, finer binning may be desirable, especially
where a ‘steep’ gradient may be expected in the mid-pT (4 . pT . 10 GeV/c) region.
In both of these cases, it would clearly be beneficial to achieve the most optimal
background rejection, to achieve greater statistical precision.
6.3 Analysis
To assess the performance of BDTs compared to the studies already performed, PID
and cuts are made which match those in the TDR study. For the PID nσ cuts were
made in both the TPC and TOF. In the TOF a ±3σ cut was made for pions, kaons
and protons. In the TPC pT-dependent nσ cuts were made for kaons and protons,
where for kaons a ±3σ cut was made for pT < 0.5 GeV/c, tightening to ±2σ above
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that, and for protons a ±3σ cut was made up to pT < 0.8 GeV/c, tightening to
±2σ above that, which reflects the pT regions where pions begin to contaminate the
kaon/proton dE/dx curve. For pions a pT-independent cut of ±3σ was made in
the TPC. For the TDR study pT-dependent cuts were tuned and applied on variables
including the pT of the decay products, cos θpointing, the decay length, Dist12, σvert and
the DCA of the decay products. Figure 6.5 shows the distribution of these variables
in the pT interval 6 < pT < 8 GeV/c. Note that on tracks with pT > 2 GeV/c a
cut on the impact parameter |d0| > 25 µm is made, which explains the ‘jump’ in the
pp,K,piT signal and background distributions at 2 GeV/c. Table 6.2 details the cuts that
were made in each pT interval. After these selection criteria were applied, the signal
and background were scaled to account for differences between the MC simulation
and the expected dataset. The signal and background were scaled to Lint = 10 nb−1
corresponding to 1.6× 1010 events in the centrality class 0-20%. The signal yield was
also scaled to the expected dN/dy = 1.4 × BR, and scaled to the RAA for strange
Λ baryons, where RAA =: 1 for pT < 4 GeV/c, 0.7 for 4 < pT < 5 GeV/c, 0.5 for
5 < pT < 6 GeV/c and 0.3 for pT > 6 GeV/c.
The analysis with rectangular cuts was redone as a reference for the BDT analysis,
and also to verify that this reference is valid with respect to the studies that have
already been carried out. The significance and S/B qualitatively agree with the that
achieved in figure 6.3.
The BDT analysis is done as a direct comparison to the standard analysis. For this
reason, all selection prior to the BDT (PID, track selection) is done in the same way.
The variables used as input to the BDT are the same as those described in table 6.2,
and no selection is made on these variables prior to the BDT. For the BDT stage, the
signal sample corresponds to 6000− 12, 000 prompt Λc candidates depending on the
pT interval, and for the background sample around 300, 000 background Λc candidates
from the HIJING event are used (ensuring no candidates are used from the injected
charm signal), sampled from 6 runs. The signal and background samples are split
in half, with one half used to train the BDT (training sample), and the other half
used to test the BDT (test sample). The BDT parameters were varied one-by-one
to determine the best configuration in the same procedure as the analysis on data
(see section 4.4.3), and the optimal parameters were determined to be the same as
those in table 4.3, with the exception of the maximum depth of the tree which was
increased from 2 to 3. Figure 6.6 shows the BDT response in 2 pT intervals.
The ROC curve (as a reminder - the signal efficiency vs. background rejection)
corresponding to these trained BDTs is shown in figure 6.7. The signal efficiency and
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Λc pT interval (GeV/c)
variable 2-3 3-4 4-5 5-6 6-8 8-10 10-20
pT proton (GeV/c) 0.5 0.9 1.0 1.0 1.1 1.2 1.4
pT kaon (GeV/c) 0.9 0.8 1.0 1.1 1.3 1.7 2.3
pT pion (GeV/c) 0.75 0.8 0.8 0.9 1.0 0.8 1.1
Decay length (µm) 110 120 140 130 140 160 170
DCA (µm) 50 30 35 30 25 20 18
σvertex (µm) 60 50 40 40 30 30 20
Dist12 (µm) 100 150 150 150 180 180 200
cos θpointing 0.97 0.99 0.99 0.99 0.99 0.99 0.99
Table 6.2: Optimised pT-dependent cuts on variables used in this study [246].
background rejection corresponding to the cuts shown in table 6.2 is also shown in
this figure. It can be seen that the ROC curve of the BDT analysis is higher than
the standard cut point, meaning better performance can be achieved using BDTs. To
assess the improvement that one could achieve, two lines of attack are followed:
• The cut on the BDT response is chosen to improve the background rejec-
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Figure 6.5: The signal and background distributions for the input variables used in
the BDT, in the pT interval 6 < pT < 8 GeV/c.
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tion by cutting at the same signal efficiency.
• The cut on the BDT response is chosen to improve the signal efficiency by
cutting at the same background rejection.
These two scenarios are illustrated in figure 6.7, where the signal efficiency and
background rejection corresponding to the rectangular cuts is marked by the star,
and the two arrows depict the scenario where the background rejection is improved,
and the scenario where the signal efficiency is improved. The points where the arrows
intersect the ROC curve for the trained BDT represent the new and improved signal
efficiency/background rejection.
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The significance can simply be scaled from the significance achieved with the
rectangular cuts, to match the improvement in the signal efficiency or background re-
jection, evaluating these values from the test sample. Alternatively, the trained BDTs
can be applied on the full dataset. The latter option has the benefit of increasing the
statistics of the background sample - since the background rejection is already very
high with only one background candidate in ∼ 100,000 surviving the cut on the BDT
response, the number of background candidates used to evaluate the new background
rejection is very low, and thus the statistical uncertainty is large. Both options have
been tried and agree well within statistical uncertainties.
The significance and signal-over-background are shown in figure 6.8 for the case
where the background rejection has been improved with respect to the rectangu-
lar cut-based method, and where the trained BDTs are applied on the full dataset.
The statistical uncertainties are determined for the signal and background from the
number of signal and background candidates remaining after the selection, and the
uncertainties for the significance and signal-over-background are obtained as detailed
in appendix A.2. A significant improvement in the signal-over-background up to a
factor 30− 40 can be obtained with BDTs, cutting on the BDT response at the same
signal efficiency as the rectangular cut set. In particular at low pT, using the rectangu-
lar cuts a significance of around 6 is achieved, which would correspond to a statistical
uncertainty of 17%. This is improved by a factor of about 5 by using BDTs increasing
the significance to around 30, which corresponds to a statistical uncertainty of 3%.
Figure 6.9 shows the significance and signal-over-background for the alternative
case where the signal efficiency has been improved with respect to the rectangular
cut-based method. Here a significant improvement is also seen, where keeping more
signal for the same level of background rejection allows for an improvement in the
significance of a factor of around 2-3 in most pT bins. While this case results in a
smaller statistical improvement than the case where the background rejection is im-
proved, the increased signal efficiency may help to reduce other sources of uncertainty
- for example, it can be expected that the systematic uncertainty due to the cut on
the BDT response would be reduced given the higher signal efficiency.
The improvement in the signal extraction for the case where the background
rejection is improved can be seen in figure 6.10, where the invariant mass distributions
from the topological analysis is compared to the invariant mass distributions obtained
from the BDT analysis. Here the signal and background distributions have been fit
with a Gaussian and second order polynomial, respectively, the signal and background
distributions are recalculated from the fit, scaling according to the expected number
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of events, the expected Λc cross section and expected RAA (see above), and the
distributions have been re-fit using the same procedure as in data (see section 4.5).
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Figure 6.8: Left: The signal-over-background achieved using rectangular cuts, and us-
ing BDTs where the background rejection is improved with respect to the rectangular
cut method. Right: the corresponding significance.
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Figure 6.9: Left: The signal-over-background achieved using rectangular cuts, and us-
ing BDTs where the background rejection is improved with respect to the rectangular
cut method. Right: the corresponding significance.
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Figure 6.10: Example invariant mass distributions of prompt Λc signal plus back-
ground Λc candidates, comparing optimised ’rectangular’ topological selections with
selection using Boosted Decision Trees. The signal and background is scaled to the
expected number of events, and the signal is scaled to the estimated Λc cross section
and RAA in minimum-bias Pb–Pb collisions. The width of the peak is fixed to that
in simulation, and the BDT cut is tuned to reproduce the same signal efficiency as
obtained with topological cuts.
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So far it has been demonstrated that a considerable improvement in the Λc selec-
tion can be achieved over the rectangular cuts optimised for previous studies. The
level of improvement quoted is the level of improvement relative to these cut sets.
This improvement may therefore be overestimated if the cut set that has been chosen
is not optimal. Some work has therefore been done to try to improve the rectangular
cuts, using cut optimisation techniques that are also provided by TMVA.
The simulated annealing algorithm [247, 248] aims to solve minimisation prob-
lems with several minima. It is inspired by the process of annealing in condensed
matter physics, where atoms in a slowly cooling metal will move towards the state
of lowest energy. This principle is converted into an algorithm which achieves slow
convergence of an optimisation problem with multiple solutions, where the solutions
are cut sets with maximised significance. This algorithm achieves good performance
in this analysis.
A comparison of the ROC curves for the BDT and for the cuts optimised using
simulated annealing is shown in figures 6.11 and 6.12. These figures also show the
relative improvement in the background efficiency, calculated as 1 - (background
rejection), as well as the improvement in the significance, under the scenario that the
background rejection is improved for the same signal efficiency. The improvement in
the significance is calculated assuming that
S << B ⇒ significance = S√
B
(6.1)
so the ratio of the significances:
significance(BDT)
significance(cuts)
=
√
cutsB
BDTB
(6.2)
where cutsB is the background efficiency with the optimised rectangular cuts and 
BDT
B
is the background efficiency with the BDT.
A significant improvement with respect to the rectangular cuts can still be achieved,
with at least a factor of 10 improvement in the background rejection obtainable in
most pT intervals. This factor increases at mid-pT with a factor of ∼ 30 achievable in
the 5 < pT < 6 GeV/c. This improvement in the background rejection corresponds
to an improvement in the significance of around a factor 3 for a background rejection
factor of 10, and around a factor 5 for a background rejection factor of around 30. In
general, the improvement factor is larger at smaller signal efficiencies, though in the
high and low pT intervals the improvement seems to peak at a given signal efficiency.
This cut optimisation algorithm appears to choose cuts which give either similar or
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Figure 6.11: The ROC curves of the BDT method compared to the ROC curve for
optimised rectangular cuts, in different pT intervals from 2 < pT < 6 GeV/c. The
middle panels show the ratio of the background efficiency (defined as 1 - background
rejection) as a function of signal efficiency. The bottom panels show the corresponding
improvement in significance that this improvement in background rejection would
bring.
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Figure 6.12: The ROC curves of the BDT method compared to the ROC curve for
optimised rectangular cuts, in different pT intervals from 6 < pT < 20 GeV/c. The
middle panels show the ratio of the background efficiency (defined as 1 - background
rejection) as a function of signal efficiency. The bottom panels show the corresponding
improvement in significance that this improvement in background rejection would
bring.
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slightly better performance than the optimised cuts given in table 6.2 for a given
signal efficiency cutting point. It is clear however that the BDT can still significantly
outperform a standard rectangular cut-based method. It is also interesting to note
that the BDT seems give the largest improvement in the mid-pT region, with the
largest factor of improvement achieved in the pT range 4 < pT < 8 GeV/c.
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Chapter 7
Conclusions and Perspectives
This thesis has presented a measurement of the pT dependence of the Λ
+
c baryon
differential cross section in pp collisions at a centre-of-mass energy
√
s = 7 TeV and
in p–Pb collisions at a centre-of-mass energy per nucleon-nucleon collision
√
snn =
5.02 TeV in the range 2 < pT < 12 GeV/c. A novel multivariate approach was
developed, which combined discriminating variables related to the Λ+c decay in an
optimal way. This approach reduced the statistical uncertainty of the measurement,
and extended the pT reach in pp collisions. A study to assess how multivariate
analysis techniques could be used in the measurement of the Λ+c baryon in Pb–Pb
collisions has also been presented, which found that a significant improvement in the
signal extraction and resulting statistical uncertainties can be achieved with such a
technique.
This work has found that in pp collisions at
√
s = 7 TeV the measured pT-
differential cross section of the Λ+c baryon is underestimated by theoretical predictions.
The ratio of the pT-differential cross section of the Λ
+
c baryon to that of the D
0 meson,
Λ+c /D
0, is also underestimated by theoretical predictions, though a model including
colour reconnection [115, 116] brings the prediction for the Λ+c /D
0 ratio closer to the
data. The Λ+c /D
0 ratio in pp collisions at
√
s = 7 TeV is measured to be consistent
with that in p–Pb collisions at
√
snn = 5.02 TeV within experimental uncertainties,
suggesting common hadronisation mechanisms are at play in both collision systems.
Finally, the nuclear modification factor RpPb is measured to be consistent with unity
and consistent with the averaged D meson RpPb, indicating no significant modification
of the Λ+c yield in p–Pb collisions with respect to pp collisions.
For the publication which is currently in preparation, the measurement in p–Pb
collisions at
√
snn = 5.02 TeV presented in this work is combined with the mea-
surement in the decay channel Λ+c → pK0s . The measurements include a rectangular
cut-based approach and a multivariate approach in both decay channels, and the
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combination of the measurements makes a reduction in the uncertainty possible. The
measurement in pp collisions at
√
s = 7 TeV in the publication is a combination of
the decay channels Λ+c → pK−pi+, Λ+c → pK0s and Λ+c → Λe+νe, and the analysis in
pp collisions presented in this work provides a cross check for this measurement.
These results set the stage for future measurements of the Λ+c baryon, which will
extend the work presented in this thesis. Run 2 at the LHC begun in 2015 and
ALICE has collected pp collision data at 5 TeV and 13 TeV. A measurement in
pp collisions at 5 TeV would provide a reference for a p–Pb and possible Pb–Pb
measurement which would remove the systematic uncertainty associated with the
energy scaling procedure presented in this work, and while the current collected data
sample at 5 TeV is modest (∼ 100 million minimum bias collisions), a long 5 TeV run
is foreseen for the end of 2017, which will make a higher precision measurement at
this energy possible. The p–Pb data at
√
snn = 5.02 TeV collected in Run 2 is larger
than the Run 1 dataset by a factor of ∼ 6 (∼ 600 million minimum bias collisions),
and will allow to reduce the statistical uncertainty of the measurement presented
in this thesis, which could further constrain models including initial- and final-state
effects in p–Pb collisions. The larger dataset may also allow for a more differential
investigation into Λ+c production as a function of the event multiplicity, which may
help to constrain effects that modify the Λ+c yield in high multiplicity p–Pb collisions.
The upgrade of ALICE’s Inner Tracking System will make a measurement of the Λ+c
baryon possible in Pb–Pb collisions during Run 3 at the LHC, and will also allow for
precision measurements of the Λ+c baryon to be made in pp and p–Pb collisions.
The use of multivariate analysis methods has a growing importance within the
high-energy physics community. This thesis has demonstrated that a multivariate
approach can aid in reducing the uncertainty in the measurement of the production
of the Λ+c baryon, and these techniques could be extended to the measurement of
other physics signals. The measurement of charmed mesons could be improved - for
example, the D+s meson has a proper decay length slightly larger than the Λ
+
c baryon,
and the measurement in Pb–Pb collisions currently suffers from large uncertainties
[249]. More exotic heavy-flavour particles (B mesons, Λ0b and Ξ
0,+
c baryons), pro-
viding a probe to further constrain energy loss and hadronisation models in Pb–Pb
collisions, may also be reachable via their hadronic decay channels, and their de-
cay topology may allow for topological and kinematic properties of the decay to be
distinguished from background with the use of a multivariate algorithm. The appli-
cation of deep learning techniques also offers the capability of recognising complex
correlations in data. Recent applications of deep learning at the LHC include jet
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flavour [250, 251] and substructure [252–254] classification, exotic particle (Higgs,
Supersymmetric particles) searches [255], as well as studies into using deep learning
for event reconstruction [256], which show promising results. The use of these tech-
niques with ALICE in the future may help offer new insights into the properties of
the Quark-Gluon Plasma.
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Appendix A
Uncertainties
A.1 Correlation between uncertainty sources
The final pT-differential cross section measurement of the Λc baryon in a given collision
system is compared to other measured quantities. The ratio of the Λc cross section
in p–Pb collisions relative to pp collisions quantifies the nuclear modification in p–
Pb collisions, and the baryon-to-meson ration Λc/D
0 gives insight into the relative
production of baryons and mesons. The Λc cross section is also integrated over pT to
obtain a more inclusive measurement less dependent on pT. The propagation of the
statistical and systematic uncertainties in each pT interval is described in this section.
For additive quantities y = A + B (integrated cross section), the absolute uncor-
related statistical and systematic uncertainties sum quadratically:
∆y =
√
∆A2 + ∆B2. (A.1)
The systematic uncertainty sources that are assumed to be fully correlated sum
linearly:
∆y = ∆A+ ∆B. (A.2)
In the ratio of two quantities y = A/B (Λc/D
0, RpPb measurements) the relative
uncorrelated statistical and systematic uncertainties sum quadratically:
∆y
y
=
√(
∆A
A
)2
+
(
∆B
B
)2
. (A.3)
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A.2. SIGNIFICANCE AND SIGNAL-OVER-BACKGROUND
The systematic uncertainty sources that are assumed to be fully correlated par-
tially cancel depending on the relative uncertainty of A and B:
∆y
y
= |∆A
A
− ∆B
B
|. (A.4)
A.2 Significance and signal-over-background
After the selection criteria applied on Λc candidates, a given number of signal S
and background B candidates remain with statistical uncertainties ∆S = 1√
S
and
∆B = 1√
B
. The upgrade studies use the significance S√
S+B
and signal-to-background
ratio S/B as a ‘figure of merit’ of the selection criteria applied. The uncertainty of a
function f(x, y, ...) which is a function of one or more variables x, y, ... is given by
∆f 2 =
(
df
dx
∆x
)2
+
(
df
dy
∆y
)2
+ ... (A.5)
So it follows that the uncertainty on the S/B is given as
∆(S/B)2 =
(
1
B
∆S
)2
+
(
− S
B2
∆B
)2
(A.6)
and it follows that the relative uncertainty is the quadratic sum of the relative un-
certainties of S and B
∆(S/B)
(S/B)
=
√(
∆S
S
)2
+
(
∆B
B
)2
. (A.7)
The uncertainty on the significance is determined assuming S << B, such that
the significance can be approximated as S√
B
. The uncertainty is then given by
∆sgnf. =
√
∆S2
B
+
S2∆B2
4B3
. (A.8)
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Appendix B
Cross sections
B.1 pT-differential cross section in pp and p–Pb
collisions
pT range (GeV/c) cross section (µb(GeV/c)
−1)
2 < pT < 4 45.7 ±6.9 ±8.0 +0.2−1.0 ±2.3 ±1.6
4 < pT < 6 10.9 ±1.4 ±1.9 +0.1−0.3 ±0.6 ±0.4
6 < pT < 8 1.75 ±0.44 ±0.38 +0.020−0.12 ±0.09 ±0.06
8 < pT < 12 0.398 ±0.113 ±0.118 +0.006−0.040 ±0.020 ±0.014
Table B.1: Λ+c baryon pT-differential cross section in pp collisions at
√
s = 7 TeV.
The uncertainties given are, from left to right; statistical, systematic, feed-down,
branching ratio and luminosity contributions.
pT range (GeV/c) cross section (µb(GeV/c)
−1)
2 < pT < 4 9510 ±1420 ±1340 +81−348 ±485 ±352
4 < pT < 6 1570 ±193 ±242 +23−107 ±80 ±58
6 < pT < 8 300 ±56 ±43 +7−32 ±15 ±11
8 < pT < 12 50.1 ±8.8 ±5.3 +1.8−8.8 ±2.6 ±1.9
Table B.2: Λ+c baryon pT-differential cross section in p–Pb collisions at
√
snn =
5.02 TeV. The uncertainties given are, from left to right; statistical, systematic,
feed-down, branching ratio and luminosity contributions.
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