




























































































































1.1	General	 aspects	 of	Brain‐Computer	 Interface	
systems	
	
A	 brain‐computer	 interface	 (BCI)	 system	 links	 brain	 activity	 to	 a	
computer,	which	elaborates	information	deriving	from	brain	signals	and	
translates	 them	 into	outputs	 that	allow	 the	 final	user	 to	 communicate	
and	 control	 external	 devices,	 without	 the	 participation	 of	 peripheral	
nerves	and	muscles	 [1].	 	BCI	outputs	 can	also	be	used	as	an	 input	 for	
software	 applications,	 and	 these	 outputs	 can	 be	 effectively	 used	 to	
provide	options	 for	communication	and	control	 for	people	affected	by	
neuromuscular	 disorders	 such	 as	 amyotrophic	 lateral	 sclerosis	 (ALS),	
brainstem	 stroke,	 cerebral	 palsy	 or	 spinal	 cord	 injury.	 A	 BCI	 system	




the	 decision	 of	 determining	 the	 value	 of	 a	 BCI	 system	 for	 different	
subjects,	Wolpaw	et	al.	[3],	suggested	that	BCI	users	could	be	categorized	
by	 the	extent	of	 their	disability.	According	 to	 this	 study,	BCI	potential	
users	can	be	grouped	in	three	different	groups:	1)	people	who	have	no	
useful	 remaining	 neuromuscular	 control	 (totally	 locked‐in),	 2)	 people	
who	 have	 only	 a	 very	 limited	 capacity	 of	movement,	 for	 example	 eye	
movement	 or	 a	 slight	 muscle	 twitch,	 and	 3)	 people	 who	 still	 retain	
substantial	 neuromuscular	 control	 and	 can	 use	 conventional	 muscle‐
based	assistive	communication	technologies.	
The	BCI	research	field	includes	different	applications.	For	example	one	





BCI	 research	 is	 to	 enable	 the	 end‐users	 to	 convey	 their	 wishes	 to	
caregivers.	 To	 do	 so,	 BCI	 systems	 use	 processing	 programs	 or	 other	
software	 and,	 furthermore,	 use	 output	 information	 to	 control	 robotic	
arms	 or	 neuroprosthesis	 [4].	 The	 basic	 requirement	 for	 a	 BCI	 system	














of	 the	 loop,	 which	 are	 the	 subject	 and	 the	 signal	 acquisition	 of	 brain	














different	 typologies	 of	 brain	 signal	 acquisitions.	 The	 second	 element	
comprehends	the	feature	extraction	and	selection:	in	this	step	there	are	
assorted	 characteristics	 that	 are	 extracted	 from	 the	 acquired	 signal;	
according	to	the	specific	BCI	application,	there	are	different	features	that	
can	be	used,	for	example	a	selected	feature	can	be	signal	amplitude	or	the	
power	 of	 the	 transformed	 signal	 in	 the	 frequency	 domain.	 The	 third	
element	 involves	 the	 feature	 classification	 in	 which	 the	 significant	
features	are	labelled	and	listed,	and	then	utilized	to	provide	a	signal	that	
will	 be	 used	 as	 an	 input	 for	 the	 consequent	 fourth	 phase.	 The	 fourth	
element	utilizes	 the	output	 signals	 from	 the	 third	phase	 to	 control	 an	
external	device	[1].		
The	 presence	 of	 a	 visual	 representation	 of	 the	 given	 command	 is	
important.	This	 representation	 can	be	 shown	on	a	 screen	at	 first,	 and	
then	 it	 can	 be	 linked	 to	 the	movement	 of	 a	 robotic	 arm.	 Feedback	 is	









This	 concept	 can	 be	 easily	 understood	 figuring	 a	 horse	 carriage:	 the	
conductor	constantly	gives	commands	using	bridles	to	the	horses,	which	















One	 of	 the	 initial	 steps	 for	 developing	 a	 BCI	 system	 relies	 on	 the	




distinctions	 in	 acquisition	 techniques	 for	 gathering	 brain	 signals:	
invasive	and	non‐invasive.	
 Invasive	acquisition	techniques	use	micro	unit	array	(MUA).	The	
invasive	 electrocorticographic	 (ECoG)	 technique	 contemplates	





based	on	 invasive	 acquisition	 techniques	have	been	developed.	
For	 example,	 in	 one	 of	 Miller’s	 studies	 [6],	 ECoG	 arrays	 were	
placed	 on	 the	 sub‐temporal	 cortical	 surface	 of	 seven	 epilepsy	
patients.	 In	 one	 of	 his	 works,	 Miller	 analysed	 the	 decoding	
perception	from	electrical	potentials	measured	from	the	human	
brain	 surface.	 Moreover,	 the	 high	 spatial	 resolution	 achieved	
using	these	systems	allow	to	provide	a	fine	control	in	most	cases.	
For	 example,	 in	 a	 study	 conducted	 on	 primates,	 it	 has	 been	
possible	to	develop	a	very	sensitive	online	BCI	application	based	
on	motor	imagery.	A	monkey,	with	ECoG	electrodes,	utilized	a	BCI	










 Non‐invasive	 acquisition	 techniques	 use	 several	 different	
systems,	 according	 to	 the	 specific	 physic	 phenomenon	 used	 to	
record	brain	signals:		
o Electroencephalographic	(EEG)	acquisition	is	based	on	the	
electrical	 activity	 of	 a	 population	 of	 neurons.	 The	
acquisition	 involves	 the	 presence	 of	 surface	 electrodes,	
which	are	positioned	on	the	scalp	of	the	subject,	(Figure	3).	
This	 means	 that	 the	 spatial	 resolution	 is	 lower	 than	
invasive	 acquisition	 techniques,	 because	 each	 electrode	
records	 and	 mediates	 electrical	 activity	 of	 a	 certain	
population	 of	 neurons.	 On	 the	 other	 hand	 surface	






the	 recording	 of	 magnetic	 fields	 generated	 by	 electrical	
currents	occurring	in	the	brain,	using	extremely	sensitive	
magnetometers.	 Arrays	 of	 superconducting	 quantum	
interference	 devices	 (SQUIDs)	 are	 currently	 the	 most	
common	used	magnetometers	[9].	Its	strengths	consist	in	
independence	of	head	geometry,	compared	to	EEG,	use	of	
non‐ionizing	 radiation,	 as	 opposed	 to	 PET	 and	 high	
temporal	resolution,	as	opposed	to	fMRI.	The	application	












sample	 preparation.	 The	 instrumentation	 is	 similar	 to	
interferometers	and	the	signal	can	be	measured	either	in	
reflection	or	transmission	[11,	12],	(Figure	5).	NIRS	signal	
acquisition	 allows	 to	 gather	 physiological	 information	






NIRS	 application,	 panel	 B	 shows	 a	 schematic	 representation	 of	 the	 functioning	 of	 NIRS	
technology	
																																																								
2	 Edited	 from	 http://www.nimh.nih.gov/health/publications/neuroimaging‐and‐
mental‐illness‐a‐window‐into‐the‐brain/neuroimaging‐faq_58327.pdf	
	




o Functional	 magnetic	 resonance	 imaging	 (fMRI)	 signal	
acquisition	 is	 a	 functional	 neuroimaging	 using	magnetic	
resonance	imaging	(MRI)	technology.	This	technique	relies	
on	 the	 fact	 that	 blood	 flow	 and	 neuronal	 activation	 are	
coupled	[14].	A	specific	brain	activation	can	be	measured	












BCIs	 utilize	 a	 heterogeneous	 set	 of	 signals	 as	 an	 input.	 These	 input	
structures	need	to	be	limited	in	number,	 in	order	to	focus	the	analysis	
solely	 on	 significant	 features.	 The	 nature	 of	 the	 specific	 analysis	 has	
direct	 applications	 in	 feature	 selection.	 This	 is	 why	 it	 is	 necessary	 to	
extract	 specific	 characteristics	 that	 can	 highlight	 the	 inter‐signal	
differences.	 A	 feature	 is	 a	 specific	 characteristic	 that	 explains	 the	
evolution	 of	 the	 signal.	 The	 information	 is	 structured	 in	 features.	 The	
features	 can	 rely	 on	 different	 domains,	 such	 as	 temporal,	 spatial,	
frequency,	or	a	combination	of	the	aforementioned.		










should	have	 a	 strong	 correlation	with	 the	user’s	 intent.	The	 following	
phase	contemplates	the	feature	selection	within	the	extracted	features,	




The	 third	 step	 involves	 the	 classification	 of	 each	 feature	 in	 order	 to	
provide	 a	 discrete	 group	 of	 tasks	 for	 the	 device	 that	 will	 actuate	 the	
command.	The	extracted	features	are	listed	and	labelled	according	to	the	
specific	application,	which	can	rely	on	the	time	or	frequency	domain,	as	














1.4	 Brain‐Computer	 Interfaces	 based	 on	 EEG	
signals	
	
In	 our	 analysis	we	 utilized	 the	 EEG	 signal	 acquisition,	 because	 in	 this	
thesis	we	mainly	focused	on	brain	activity	related	to	attentive	tasks.	This	












brain	 signal	 acquisition,	 an	 electroencephalograph	 requires	 lesser	
equipment	in	order	to	complete	a	single	acquisition.	ECoG	technique	too	
requires	 structures	 and	 even	 a	 surgical	 team	 to	 perform	 the	 surgical	
implantation.	On	the	other	hand,	EEG	acquisition	is	simple	and	does	not	
require	particular	structures	or	items.		
Electroencephalography	 signals,	 which	 are	 recorded	 from	 the	 scalp,	
provide	high	temporal	resolution,	although	 low	spatial	resolution.	The	
spatial	 resolution	 is	 low	because	each	electrode	records	and	mediates	
electrical	activity	of	a	certain	population	of	neurons.		
On	the	other	hand,	temporal	resolution	is	essential	in	order	to	transfer	a	
series	of	 information	 in	 reasonable	 time.	 Subjects	 expect	 any	 reaction	
from	 any	 command	 he/she	 sent	 to	 his/her	 body.	 This	 is	 why	 in	 BCI	
applications	 computer	 elaboration	 of	 each	 task	 ought	 to	 be	 similar	 in	
time	reaction,	especially	when	the	end	effector	is	mechanical.	 	
Although	EEG	signals	are	affected	by	a	 low	spatial	resolution,	 the	high	





As	 anticipated	 in	 the	 previous	 Section	 1.3.2,	 BCI	 systems	 can	 find	
different	 applications,	 according	 to	 the	 specific	 purposes.	 One	 of	 the	
possible	 distinctions	 between	 different	 typologies	 of	 BCI	 systems	
involves	 the	 typology	 of	 the	 task	 that	 the	 user	 is	 asked	 to	 perform	





be	used	as	 a	 visual	 stimulus	during	an	experiment.	A	BCI	 system	 that	
records	the	characteristic	brain	reaction	due	to	an	external	stimulation	
is	defined	as	passive	or	semi‐passive.	In	other	applications,	the	patient	
has	 to	mentally	 focus	 on	 a	 determined	 task.	 In	 these	BCI	 systems	 the	
subject	has	to	perform	a	self‐paced	task	in	an	active	way.	For	example	a	
motor	imagery	task	could	be	to	imagine	to	move	one	of	his	arms.	In	these	







specific	 reaction,	 on	 the	 other	 hand	 during	 external	 stimulations	 the	
subject	is	not	acting	but	simply	spectating.	















input.	 This	 typology	 of	 BCI	 uses	 an	 external	 stimulus	 to	 evoke	 brain	
activity	in	the	subject.	The	cognitive	process	is	based	on	the	paradigm:	
target	 vs.	 no‐target.	 	Whether	 a	 no‐target	 stimulus	 takes	 place,	 brain	
activity	does	not	show	significant	differences	from	the	basal	oscillatory	
resting	trend.	Whether	a	target	stimulus	occurs,	brain	activity	presents	a	
typical	 peak	 after	150 െ 350	݉ݏ.	 Figure	 8	 is	 presents	 a	 sample	
illustration	 of	 the	 typical	 P300‐BCI	 based	 results.	 A	 P300‐BCI	 visual	
protocol	contemplates	a	series	of	no‐target	stimuli,	randomly	alternated	











The	 third	example	 is	 called	SMR–BCI,	 a	BCI	system	based	on	sensory‐
motor	rhythms	(SMR).	This	particular	typology	of	BCI	system	relies	on	
the	 fact	 that	motor	 tasks	 and	motor	 imagery	 tasks	 activate	 the	 same	














robotic	 device	 [24].	 This	 BCI	 typology	 is	 completely	 voluntary	 and	
presents	 a	 self–paced	 modulation	 on	 the	 sensory–motor	 cortex.	 The	
representation	is	in	frequency,	temporal	and	spatial	domain	(Figure	9).	








in	which	 the	BCI	 system	needs	 to	 fit	 in	 the	best	way	according	 to	 the	




of	 Information	 engineering,	 where	 different	 BCI	 systems	 have	 been	
recently	reviewed	and	produced,	[25,	26].	In	this	thesis,	we	developed	a	
BCI	 system	 application	 to	 evaluate	 brain	 activity	 connected	 to	 colour	
perception,	in	order	to	classify	posteriorly	what	colour	has	been	seen	by	
the	 subject.	 Colour	 perception	 is	 an	 important	 aspect	 that	 influences	


















visual	 information	 is	 perceived	 at	 the	 beginning,	 thanks	 to	 the	 visual	










Colour	 vision	 is	 the	 ability	 of	 an	 organism	 or	 machine	 to	 distinguish	
objects	 based	 on	 the	 wavelengths	 (or	 frequencies)	 of	 the	 light	 they	
reflect,	emit,	or	transmit.		
Colours	 can	 be	 measured	 and	 quantified	 in	 various	 ways;	 indeed,	 a	
person's	perception	of	colours	is	a	subjective	process	whereby	the	brain	
responds	 to	 the	 stimuli	 that	 are	produced	when	 incoming	 light	 reacts	
with	 the	 several	 types	 of	 cone	 cells	 in	 the	 eye.	 The	 brain	 region	







Figure	 10	 Schematic	 representation	 of	 human	 brain,	 at	 the	 back	 the	 occipital	 lobe	 is	










The	 ventral	 stream	 is	 associated	 with	 form	 recognition	 and	 object	
representation.	This	area	is	also	linked	with	the	storage	of	the	long‐term	
memory.	The	dorsal	stream	is	associated	with	motion,	object	locations,	
control	 of	 arms	 and	 eyes,	 for	 example	 the	 saccade	 (a	 quick	 and	
simultaneous	eye	movement	for	scanning),	[30,	31].	Colour	perception	is	




A	 colour	 wheel	 is	 an	 abstract	 illustrative	 representation	 of	 the	










Moreover,	 yellow	 and	 green	 colours	 used	 in	 this	 experiment	 had	 a	
similar	 luminance,	 while	 magenta	 was	 darker.	 Leaving	 aside	 colour	










when	 the	 subjects	 were	 exposed	 to	 blue	 and	 red	 light	 than	 to	 dark	
stimuli,	[32].		
These	studies	reported	that	the	alpha	and	beta	powers	were	larger	for	
red	 stimuli	 rather	 than	 blue	 stimuli.	 All	 considerations	 were	 made	
analysing	 the	 statistical	 signal	 differences	 between	 different	 coloured	















The	 possibility	 of	 using	 our	 colour	 perception	 in	 order	 to	 classify	
correctly	 the	 difference	 in	 colours,	 thanks	 to	 the	 difference	 in	 brain	
activity,	 has	 been	 analysed	 and	 led	 to	 important	 results	 and	
considerations,	 [32,	33].	These	considerations	allowed	us	 to	 introduce	
another	 brick	 to	 this	 new	 field	 of	 analysis	 in	 BCI	 applications:	 the	
possibility	of	using	our	colour	perception	as	an	input	for	a	BCI	system,	
with	 the	difference	 that	we	utilized	a	non‐flashing	stimulation	but	 the	
sustained	attention	to	a	coloured	element.	Furthermore,	we	utilized	two	
different	aspects	related	to	colour	perception.	The	first	is	linked	to	the	








work	 concerned	 two	 different	 analysis:	 the	 characteristic	 evoked	
potential	and	the	sustained	attention	to	a	coloured	element.	
In	 our	 study,	 we	 developed	 a	 BCI	 system	 based	 on	 colour‐dependent	
visual	 attention.	 The	 main	 purpose	 of	 our	 work	 was	 to	 create	 a	 BCI	
system,	able	to	recognize	if	a	subject	is	focusing	on	a	certain	colour	or	on	
another	 one.	 This	 work,	 focused	 on	 designing	 a	 new	 experimental	
protocol,	 aimed	 to	 highlight	 two	 different	 reactions	 due	 to	 coloured	
stimuli.		
We	analysed	the	visual	evoked	potential,	triggered	by	the	appearance	of	
a	 coloured	 rectangular	 element	 inside	 the	 subject’s	 field	 of	 view.	 The	
display	 of	 each	 coloured	 rectangular	 element	 activates	 an	 evoked	
potential.	Our	work	focused	on	classifying	whether	a	colour	belonged	to	
one	specific	class	or	to	another	one.	
Our	 analysis	 focused	 also	 on	 the	 second	 period,	 in	which	 the	 evoked	
potential	phase	was	assumable	as	accomplished.	In	this	second	period	of	








element	 affects	 brain	 activity.	 To	 do	 so,	 we	 split	 our	 focus	 into	 two	
different	 time	 regions	 of	 the	 EEG	 signal:	 a	 first	 phase	 in	 which	 we	






A	 few	 studies	 proved	 the	 existence	 of	 different	 neural	 correlations	
associated	 to	 colour	 perception	 in	 human	 brain	 [34,	 35].	 This	








visual	 evoked	 potentials,	 is	 connected	 to	 the	 second	 phase.	 In	 the	
sustained	attention	phase	we	evaluated	a	voluntary	task	of	attention,	in	
a	similar	way	respect	 to	 the	usual	analysis	 for	motor	 imagery	tasks	 in	
SMR‐BCIs.	
In	chapter	3,	we	discuss	the	main	purposes	for	this	analysis,	introducing	
a	 new	 brain‐computer	 interface	 based	 on	 colour	 dependent	 visual	
attention.	 Then,	 the	 experimental	 design	 details	 are	 presented,	 aside	
with	the	participant	characteristics,	the	experimental	protocol	submitted	








last	 chapter	 comprehends	 the	 conclusions	 and	 future	 applications	

















by	 G‐tech.	 This	 system	 included	 1	 electrode	 used	 as	 reference	 and	
positioned	in	the	left	ear,	1	electrode	used	as	ground	reference	and	16	
scalp	electrodes.	All	16	electrodes	were	sampled	at	512	ܪݖ,	with	a	notch	




According	 to	 international	 10‐20	 configuration,	 the	 location	 of	 these	
electrodes	was:		
ܥݖ, ܥܲݖ, ܥܲ1, ܥܲ2, ܥܲ3, ܥܲ4, ܲݖ, ܲ1, ܲ2, ܲ3, ܲ4, ܱܲݖ, ܱܲ1, ܱܲ2, ܱܲ3, ܱܲ4.		
	
Figure	12	Scalp	electrode	positioning	
The	 specific	 experimental	 set	 up	 is	 presented	 in	 Table	 1.	We	 utilized	
















Ten	 healthy	 volunteers	 (25,9	 േ 	1,79	 years	 old,	 3	 females,	ሾݏ1 െ ݏ10ሿ)	






During	 this	 experiment,	 a	volunteer	 sat	 comfortably	on	a	 chair,	which	
was	 positioned	 0.5	݉	 in	 front	 of	 a	 21 െ ݄݅݊ܿ	 LCD	 monitor.	 At	 the	
beginning,	on	black	background,	a	white	square	frame	was	presented.		In	
the	centre	of	this	frame	was	positioned	a	fixation	point,	represented	by	a	
cross	 symbol,	 draw	 in	 white.	 Then,	 a	 series	 of	 coloured	 rectangles	
appeared	 one	 by	 one	 after	 a	 random	 time	 of	 waiting.	 To	 avoid	 brain	




click	 in	 appearance	 and	 in	 disappearance	 instants	 of	 a	 coloured	
rectangle.	Once	the	coloured	rectangle	appeared	inside	the	square	frame,	
the	subjects	had	to	concentrate	to	the	specific	colour	displayed	in	that	
trial.	 A	 few	 tips	 were	 given	 to	 all	 subjects	 to	 better	 understand	 this	
request.	 A	 first	way	 to	 focus	 at	 a	 certain	 colour	was	 to	 associate	 this	
colour	 to	 a	 specific	 object	 that	 represented,	 for	 the	 subject,	 the	 best	
match	with	 that	 colour.	For	example,	 for	a	yellow	rectangle	one	could	
associate	 the	 sun,	 a	 lemon,	 a	 banana	 and	 so	 on.	 Another	way	was	 to	









fixation	 point	 drawn	 in	white,	 appearance	 of	 the	 coloured	 element,	 sustained	 attention	
phase	in	which	the	element	is	flowing	right	to	left,	disappearance	of	the	element.	
	
This	 visual	 protocol	was	 developed	 specifically	 for	 this	 experiment	 in	
C++	 code.	 	 Trial	 average	 duration,	 i.e.	 the	 time	 duration	 between	 the	
appearance	and	disappearance	of	the	coloured	rectangle,	was	set	to	be	
averagely	around	3	ݏ	 for	all	 trials,	 (ሾ3000	 േ 53,46ሿ	݉ݏ).	The	sequence	
comprehends	 the	 initial	 time	 instant	 at	ݐ ൌ 0ݏ,	 after	 an	 initial	waiting	
time	 around	 1	ݏ	 there	 is	 the	 trial	 start	 the	 duration	 of	 which	 is	
approximately	 around	3	ݏ.	 Then,	 according	 to	 the	 specific	 rectangle	
speed	of	that	particular	trial,	there	is	a	consequent	waiting	time	in	order	


























to	 evaluate	 the	 early	 evoked	 potentials	 due	 to	 the	 appearance	 of	 the	
coloured	rectangle.		
All	 data	 were	 sampled	 at	 512	 Hz	 and	 then	 filtered	 with	 a	 4௧௛	 order	
Butterworth	 pass‐band	 filter	 at	 1–50	 Hz.	 Consequently,	 a	 common	












Fault	 trials	were	 excluded	 before	 spatial	 filtering.	 Fault	 trial	 selection	
was	based	on	a	basic	check,	comparing	the	single	trial	with	an	amplitude	






 Peak‐Value	 (PV):	 this	 parameter	 evaluated	 the	 highest	 EEG	
amplitude	of	the	positive	peak	during	the	evoked	potential	phase.	
 Peak‐Time	 (PT):	 this	 parameter	 evaluated	 the	 time	 delay	
between	the	initial	trial	time	and	the	time	instant	in	which	was	
positioned	the	Peak‐Value.	
 Sum‐Value	 (SV):	 this	 parameter	 evaluated	 a	 simple	 numerical	
integration	 of	 the	 signal,	 based	 on	 the	 sum	 of	 the	 EEG	 signals	
calculated	on	all	time	samples.	
 Energy	 (E):	 this	 parameter	 evaluated	 the	 signal	 energy,	




the	 feature	 selection.	 This	 step	 is	 essential,	 because	 the	 number	 of	
significant	 features	 is	 always	 a	 sub‐set	 of	 all	 extracted	 features.	 For	
example	 in	 this	 case,	 the	 total	 number	 of	 extracted	 features	 was	 64,	
resulting	from	four	parameters	per	sixteen	channels.	The	use	of	the	total	
number	of	features	would	lead	to	implement	an	over	fitting	classifier	that	
hardly	 would	 be	 useful	 for	 the	 testing	 phase.	 In	 addition,	 feature	
selection	 allows	 to	 identify	 only	 the	 discriminative	 features	 (task‐
related).	 To	 do	 so,	 we	 used	 task‐related	 observations	 to	 build	
discriminative	metrics	 that	was	used	 as	 basis	 to	 the	next	 analysis.	 To	
perform	the	feature	selection,	we	utilized	the	canonical	variate	analysis	


























These	three	panels	 (Figure	16)	represent	 the	results	derived	 from	the	
CVA	analysis.	On	 the	x‐axis	we	report	 the	 four	parameters	utilized	 for	
feature	extraction,	while	on	the	y‐axis	the	16	channels	utilized.	The	black	











trial	was	 classified	 correctly	 or	 not,	 and	we	 computed	 a	 basic	 overall	
accuracy	for	all	colour	couples,	Green	vs.	Yellow,	Yellow	vs.	Magenta	and	
Green	 vs.	 Magenta.	 The	 overall	 accuracy	 for	 each	 colour	 couple	 was	
based	on	the	count	of	correct	labelled	trials	by	the	classifier	on	the	whole	
number	of	trials	for	that	colour	couple.	The	classification	accuracy	(ACC)	
was	 computed	 following	 a	 confusion	matrix	C,	where	 its	 elements	ܿ௜௝	
indicate	how	many	samples	of	class	i	have	been	predicted	as	class	j.	The	
accuracy	 can	 be	 derived	 thanks	 to	 the	 following	 equation,	 where	 N	
represents	the	number	of	trials	and	M	is	the	number	of	classes	(ܯ ൌ 2).	
	














The	pre‐processing	procedure	 involved	at	 first	a	 spatial	 filtering	of	all	
data	 using	 a	 Laplacian	 spatial	 filter.	 This	 spatial	 filter	 involves	 a	 local	
approach	of	filtering.	The	Laplacian	spatial	filter	procedure	utilizes	the	









We	 selected	 from	 filtered	data,	 a	 series	of	 time	windows	 in	which	we	
computed	the	power	spectral	densities	(PSD)	using	the	Welch’s	method.	
The	time	window	duration	was	set	at	1	s,	while	the	step	for	overlapping	
was	 set	 at	 32	 samples,	 corresponding	 to	 0.0625	 s.	 The	 significant	
frequencies	for	our	analysis	lied	within	ሾ4 െ 48ሿ	ܪݖ.	Conventionally,	all	
frequencies	were	gathered	with	a	resolution	of	2	ܪݖ.	
The	 significant	 time	 region	 was	 within	ሾ1.2	– 	3ሿݏ.	 Selecting	 this	 time	
period,	 we	 were	 relatively	 sure	 not	 to	 consider	 the	 evoked	 potential	





At	 this	 point,	we	 selected	 a	 baseline	 period	 of	 one	 second	 before	 the	
starting	 trial	 event	 in	 order	 to	 compute	 the	 event‐related	
(de)synchronization	 (ERD/ERS)	 of	 the	 signal.	 This	 step	 is	 usually	
performed	 in	 SMR‐BCI	 pre‐processing	 [40].	 The	 computation	 of	 the	
ERD/ERS	of	the	signals	is	reported	in	the	following	formula:	
	
















PSD	was	 computed.	 At	 this	 stage,	 the	 feature	 structure	 was	 a	 couple	
[frequency	x	channel],	which	means	that	we	extracted	the	features	inside	
the	sustained	attention	period.	Feature	selection	was	computed	via	CVA,	






which	 explicitly	 attempts	 to	 model	 the	 differences	 between	 the	 two	
classes	 of	 data.	 Then	 we	 utilized	 a	 Bayesian	 approach	 to	 prior	
information.	We	used	the	posterior	probabilities,	derived	from	the	first	
time	analysis,	as	priors	to	the	frequency	testing	classification.	
At	 this	 final	 step,	 we	 computed	 an	 overall	 accuracy	 estimation,	 using	
different	basic	accuracy	computation	techniques.	We	utilized	a	counting	
of	 correct	 labelled	 trials	 compared	 to	 all	 trials,	 the	 integration	 of	 the	
posterior	 probabilities,	 the	 mean	 value	 of	 post	 probabilities,	 the	 last	
probability	derived	from	probability	accumulation	framework	analysis	
and	 the	 maximum	 value	 derived	 from	 the	 probability	 accumulation	
framework	analysis.	
The	 accumulation	 framework	 technique	 operates	 an	 exponential	
smoothing,	based	on	the	following	formulation:	
	
ܦሺݐሻ ൌ ܦሺݐ െ 1ሻ ∙ ߙ ൅ ܦሺݐሻ ∙ ሺ1 െ ߙሻ	
	
This	formula	recursively	utilizes	the	precedent	value	for	the	computation	
of	 the	 following	 step,	 weighting	 it	 in	 different	 ways.	 The	 weight	 is	
represented	 by	 the	 parameter	ߙ:	 using	ߙ ൌ 0,	 the	 weight	 of	 the	
precedent	step	is	nullified,	using	ߙ ൌ 1,	the	weight	of	the	actual	step	is	
nullified	and	 the	precedent	step	completely	 influences	 the	actual	 step.	
Varying	this	parameter	it	is	possible	to	enhance	the	level	of	smoothing.		











In	 this	 chapter	 we	 present	 the	 results	 of	 this	 thesis.	 The	 chapter	 is	
composed	of	 two	different	domain	results	 related	 to	 the	 two	different	
analysis	that	have	been	conducted.	The	first	sub‐chapter	deals	with	the	
time	 analysis	 results,	 in	 which	we	 evaluated	 the	 effects	 of	 the	 colour	
stimulus	 in	 regards	 to	 the	early	 evoked	potentials.	 In	 the	 second	 sub‐









average	 values	 related	 to	 green	 trials	 for	 each	 channel.	 In	 yellow	we	
reported	the	average	values	related	to	yellow	trials	for	each	channel.	In	
magenta	we	 reported	 the	average	values	 related	 to	magenta	 trials	 for	
each	channel.	
A	 few	 different	 aspects	 characterized	 EEG	 signals,	 according	 to	 the	
presentation	of	a	specific	type	of	colour.	For	example,	there’s	a	difference	
both	 in	 amplitude	 and	 in	 delay	 time	 between	 the	 three	 classes	 of	 the	
positive	peak	of	the	evoked	potential.		
By	visual	inspection	these	differences	are	not	easy	to	be	detected.	In	the	


































the	 different	 configurations:	 using	 all	 four	 parameters,	 excluding	 one	
parameter	at	the	time	and	using	all	parameters	separately.	
Excluding	 one	 parameter	 at	 the	 time	 did	 not	 bring	 any	 significant	

























G	vs.	Y	 PV	PT	SV	E	 PT	SV	E	 PV	SV	E	 PV	PT	E	 PV	PT	SV	 PV	 PT	 SV	 E	
1	 62,2%	 62,2%	 62,2%	 58,9%	 62,2%	 58,9%	 58,9%	 62,2%	 54,4%	
2	 62,2%	 61,1%	 62,2%	 61,1%	 62,2%	 61,1%	 54,4%	 56,7%	 58,9%	
3	 61,1%	 55,6%	 61,1%	 62,2%	 61,1%	 57,8%	 53,3%	 54,4%	 56,7%	
4	 63,3%	 55,6%	 63,3%	 60,0%	 58,9%	 56,7%	 55,6%	 54,4%	 53,3%	
5	 62,2%	 55,6%	 62,2%	 58,9%	 63,3%	 57,8%	 54,4%	 58,9%	 63,3%	
6	 64,4%	 58,9%	 64,4%	 58,9%	 61,1%	 64,4%	 53,3%	 57,8%	 62,2%	
7	 66,7%	 66,7%	 66,7%	 60,0%	 60,0%	 62,2%	 50,0%	 56,7%	 60,0%	
8	 63,3%	 66,7%	 62,2%	 55,6%	 62,2%	 58,9%	 50,0%	 57,8%	 53,3%	
9	 63,3%	 70,0%	 65,6%	 57,8%	 60,0%	 56,7%	 50,0%	 58,9%	 50,0%	
10	 65,6%	 67,8%	 67,8%	 60,0%	 62,2%	 54,4%	 46,7%	 55,6%	 57,8%	
Y	vs.	M	 PV	PT	SV	E	 PT	SV	E	 PV	SV	E	 PV	PT	E	 PV	PT	SV	 PV	 PT	 SV	 E	
1	 63,3%	 63,3%	 60,0%	 63,3%	 63,3%	 55,6%	 63,3%	 60,0%	 56,7%	
2	 61,1%	 61,1%	 62,2%	 64,4%	 61,1%	 53,3%	 61,1%	 62,2%	 56,7%	
3	 64,4%	 64,4%	 62,2%	 58,9%	 64,4%	 55,6%	 61,1%	 61,1%	 57,8%	
4	 61,1%	 63,3%	 58,9%	 65,6%	 61,1%	 51,1%	 61,1%	 58,9%	 50,0%	
5	 62,2%	 60,0%	 55,6%	 63,3%	 62,2%	 53,3%	 58,9%	 56,7%	 56,7%	
6	 63,3%	 58,9%	 56,7%	 63,3%	 62,2%	 52,2%	 57,8%	 53,3%	 53,3%	
7	 63,3%	 62,2%	 58,9%	 63,3%	 61,1%	 52,2%	 57,8%	 51,1%	 54,4%	
8	 62,2%	 61,1%	 55,6%	 63,3%	 58,9%	 50,0%	 60,0%	 50,0%	 53,3%	
9	 57,8%	 60,0%	 54,4%	 61,1%	 56,7%	 52,2%	 56,7%	 52,2%	 51,1%	
10	 63,3%	 62,2%	 53,3%	 58,9%	 58,9%	 47,8%	 58,9%	 51,1%	 53,3%	
G	vs.	M	 PV	PT	SV	E	 PT	SV	E	 PV	SV	E	 PV	PT	E	 PV	PT	SV	 PV	 PT	 SV	 E	
1	 67,8%	 67,8%	 67,8%	 62,2%	 67,8%	 60,0%	 62,2%	 67,8%	 63,3%	
2	 67,8%	 67,8%	 70,0%	 66,7%	 67,8%	 58,9%	 66,7%	 70,0%	 61,1%	
3	 64,4%	 64,4%	 65,6%	 62,2%	 64,4%	 54,4%	 62,2%	 70,0%	 60,0%	
4	 68,9%	 68,9%	 64,4%	 60,0%	 68,9%	 64,4%	 60,0%	 65,6%	 60,0%	
5	 67,8%	 67,8%	 61,1%	 58,9%	 67,8%	 60,0%	 58,9%	 61,1%	 52,2%	
6	 65,6%	 65,6%	 57,8%	 65,6%	 65,6%	 58,9%	 63,3%	 57,8%	 51,1%	
7	 63,3%	 63,3%	 57,8%	 63,3%	 63,3%	 58,9%	 62,2%	 58,9%	 51,1%	
8	 72,2%	 72,2%	 63,3%	 63,3%	 67,8%	 57,8%	 63,3%	 54,4%	 50,0%	
9	 71,1%	 71,1%	 61,1%	 64,4%	 62,2%	 56,7%	 62,2%	 58,9%	 54,4%	























emerged	 from	 these	 results	 is	 that	 each	 subject,	 on	 average,	 reacted	
differently	comparing	the	different	colour	couple	presented	during	the	
experiment.		
We	 found	 that	 on	 average	 each	 subject	 presented	 two	 comparison	
classes	that	were	classified	better	than	the	third	one.	Anyway,	average	





According	 to	 these	 results,	we	utilized	 the	best	 configuration	 for	each	








different	 time	 instants	 to	 better	 evaluate	 how	 the	 sustained	 attention	





ሾ0.625	– 1.625ሿݏ	 ሾ0.9375 – 1.9375ሿݏ	 ሾ1.25 – 2.25ሿ	ݏ	
	
	
Figure	 23	 reports,	 for	 each	 subject,	 the	 overall	 accuracy	 grouped	 by	
colour	and	plotting	the	differences	in	the	three	different	PeriodStarts.	
A	preliminary	consideration	is	that	all	accuracies	have	been	enhanced	at	
least	by	a	5%,	while	 for	some	subjects	 these	accuracies	 improved	to	a	





trial	 period.	 Some	 subjects	 focus	 better	 during	 the	 beginning	 of	 the	






















the	 sustained	 attention	 period.	 It	 contains	 three	 frames,	 each	 frame	
presents	the	accuracy	results	for	each	colour	couple.	For	each	subject,	in	
each	 bin	 there	 are	 the	 three	 accuracy	 results	 derived	 from	 the	 three	
different	 PeriodStarts.	 This	 Figure	 illustrates	 the	 time	 evolution	 of	










In	 order	 to	 be	 able	 to	 estimate	 the	 reliability	 of	 a	 new	method,	 it	 is	
necessary	to	follow	some	standard	signal	processing	stages.	One	of	these	
































flashing	 stimulation,	 utilizing	 two	 different	 aspects:	 the	 visual	 evoked	
potential	and	the	self‐paced	visual	sustained	attention	 to	 the	coloured	
stimulation.	
Our	 work	 focused	 on	 two	 different	 aspects	 of	 colour	 perception	 in	
healthy	subjects.	The	first	aspect	is	related	to	the	visual	evoked	potential	
triggered	 by	 a	 coloured	 stimulus.	 This	 aspect	 was	 confirmed	 by	 the	
results	 and	 verified	 the	 first	 hypothesis,	 which	 means	 that	 a	 specific	
colour	 stimulus	 evokes	 a	 specific	 brain	 reaction	 situated	 in	 the	 early	




























specific	 colour	 stimulus.	 Leaving	 aside	 inter‐subject	 differences,	 our	
results	 show	 that,	 during	 the	 sustained	 attention	 phase,	 a	 frequency	
analysis	can	lead	to	a	correct	classification	with	peaks	around	75%	and	
averagely	around	68%.	
In	 this	 analysis	we	 evaluated	 overall	 accuracies	 by	 testing	 the	 colour	
perception	reaction	in	a	set	of	ten	subjects.	Further	applications	of	this	









In	 order	 to	 evaluate	 the	 possibility	 of	 classification	 starting	 from	
biological	 signals,	 an	offline	 approach	may	be	 an	 easier	way	 to	better	
understand	whether	a	 signal	 type	could	be	used	as	an	 input	 for	a	BCI	
system	 or	 not.	 Although	 offline	 results	 may	 help	 to	 provide	 a	 path	
towards	online	application	for	BCI	systems,	if	offline	analysis	won’t	lead	
to	 promising	 results	 then	 it	 would	 not	 be	 necessary	 to	 investigate	
furthermore	with	an	online	analysis.	
This	 experiment	 evaluated	 principally	 how	 a	 colour	 stimulus	 affects	
brain	activity,	not	only	in	the	evoked	potential	phase,	but	also	during	the	
sustained	attention	phase.	
The	 importance	 of	 this	 offline	 analysis	 lies	 in	 the	 different	 approach	
between	 precedent	 studies.	 The	 combination	 of	 evoked	 potential	
analysis	and	the	voluntary	attention	tasks	is	one	of	the	most	interesting	
aspects	 of	 this	 analysis.	 In	 addition	 the	 use	 of	 basic	 and	 standard	




Furthermore,	 this	 experiment	 could	 be	 performed	 eventually	 also	 by	
subjects	affected	by	epilepsy,	while	a	SSVEP‐BCI	could	not	be	applicable	
to	these	subjects	without	any	precautions.	Whether	a	subject,	affected	by	
epilepsy,	 performs	 a	 series	 of	 trials	 in	 a	 SSVEP‐BCI	 application,	 the	
possibility	of	an	epilepsy	attack	are	not	so	remote.	Which	means	that	the	
application	 of	 a	 SSVEP	 protocol	 should	 be	 performed	 foreseeing	 the	
necessity	of	a	medical	structure	in	the	case	of	an	epileptic	subject.		On	the	





This	 project	 started	 in	 parallel	 with	 the	 Cybathlon	 Project,	 a	
championship	 for	 robot‐assisted	 parathletes	 that	 will	 take	 place	 in	
October,	8th,	2016	in	Zurich.	In	particular,	 IAS	Lab	will	participate	as	a	












in	 order	 to	 parallel	 improve	 results.	 This	Hybrid‐BCI	 system	 could	 be	














Other	 possible	 applications	 could	 be	 in	 the	 world	 of	 entertainment.	













































received	 from	 other	 neural	 cells	 to	 the	 cell	 body.	 The	 signal	 is	 then	
transferred	 to	 the	 axon.	 Its	 role	 typically	 is	 to	 conduct	 all	 electrical	
impulses	away	from	the	cell	body	[2]	towards	another	receiving	cell.	
Brain	cells	are	electrically	excitable,	as	mentioned	before,	and	changes	in	
the	 cross‐membrane	 voltage	 over	 a	 certain	 threshold	 can	 trigger	 the	
generation	of	 an	action	potential.	This	 signal	 travels	 rapidly	 along	 the	
cell’s	axon	and	then	activates	synaptic	connections	with	other	cells.	 In	












Signal	 transmission	 occurs	 via	 synapses.	 The	 transmission	 of	
information	is	conveyed	thanks	to	action	potentials.	An	action	potential	
is	 a	 short‐lasting	 event	 in	 which	 the	 electrical	 potential	 of	 the	 cell	












brain	 region	 cannot	 provide	 an	 accurate	 measure.	 The	 direct	
consequence	 is	 the	 low	 spatial	 resolution,	 but	 this	 cons	 is	 not	 a	 strict	
















particular	brain	 activity	 or	 even	 an	 auditory	presentation	 of	 a	 certain	
sound	can	induce	in	the	subject	a	peculiar	reaction,	reflected	in	the	brain	




Neural	 oscillations	 are	 divided	 in	 different	 waves	 according	 to	 the	
specific	frequency	of	oscillation.	In	human	brain,	there	are	four	principal	
































Alpha	 waves	 predominantly	 originate	 from	 the	 occipital	 lobe	 during	














of	 sensory	 feedback	 in	 static	 motor	 control,	 while	 it	 is	 reduced	 in	
movement	changes	[8].		
The	 perception	 of	 an	 external	 stimulation	 is	 connected	 to	 a	 specific	
reaction	that	is	reflected	in	a	modification	in	brain	activity.	According	to	
the	typology	of	the	external	stimulation,	specific	neuron	populations	gain	





An	 evoked	potential	 can	be	described	 as	 an	 electrical	 potential	 of	 the	
brain,	due	to	the	presentation	of	an	external	stimulation.	There	are	three	
typologies	 of	 sensory	 evoked	 potentials	 in	 clinical	 use:	 auditory,	
somatosensory	and	visual	evoked	potentials.		
As	anticipate	 in	Section	2,	 it	 is	 the	external	 stimulation	 that	evokes	a	













time	 appearance	 according	 to	 the	 stimulus.	 Figure	 A8	 illustrates	 the	
principal	ERP	components,	associated	to	visual	perception.	
Typically,	the	components	are	labelled	with	two	elements:	the	first	letter	
indicates	 the	 positive	 or	 negative	 trend	 that	 the	 component	 has	 (in	
amplitude	ሾߤܸሿ),	while	the	second	element	is	a	number	and	it	indicates	
either	the	hierarchical	appearance,	in	terms	of	time,	of	the	wave	(i.e.	P1,	
P2,	 N2	 and	 so	 on)	 or	 the	 time	 instant	 where	 it	 usually	 reaches	 an	
amplitude	peak	(i.e.	P300	components	have	a	peak	around	300	݉ݏ).		
We	 report	 a	 brief	 schematic	 list	 of	 the	 principal	 ERP	 components	
involved	in	visual	perception.	
 The	 P1,	 also	 called	 the	 P100,	 is	 the	 first	 ERP	 positive‐ongoing	
component	and	it	usually	peaks	around	100	݉ݏ.	This	component	
is	related	to	the	processing	of	visual	stimuli.		
 The	 N1,	 also	 called	 the	 N100,	 component	 is	 the	 first	 negative‐
ongoing	component	and	it	is	usually	elicited	by	visual	stimuli.	
 The	 P2,	 also	 called	 P200,	 component	 is	 the	 second	 positive‐









evaluation	 and	 categorization	 of	 the	 stimulus.	 This	 component	
trend	has	a	positive	peak	at	roughly	around		300	݉ݏ.		
ERPs	components	are	connected	to	all	different	responses	that	our	brain	
activates	 after	 a	 specific	 stimulus.	 What	 brings	 together	 all	 ERP	
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