This mixed method study determined the essential tools and services required for research data management to aid academic researchers in fulfilling emerging funding agency and journal requirements. Focus groups were conducted and a rating exercise was designed to rank potential services. Faculty conducting research at the University of Toronto were recruited; 28 researchers participated in four focus groups from JuneAugust 2016. Two investigators independently coded the transcripts from the focus groups and identified four themes: 1) seamless infrastructure, 2) data security, 3) developing skills and knowledge, and 4) anxiety about releasing data. Researchers require assistance with the secure storage of data and favour tools that are easy to use. Increasing knowledge of best practices in research data management is necessary and can be supported by the library using multiple strategies. These findings help our library identify and prioritize tools and services in order to allocate resources in support of research data management on campus.
Introduction

Background and rationale
There is growing momentum in the research community both globally and nationally with funding agencies and journals moving towards increased transparency and requiring the development of data management plans, the preparation of data for sharing, and public access to raw data (Ioannidis et al., 2014; Shearer, 2015) . In practice, this means that data must be selected, managed, and stored in a manner that ensures data integrity, protects sensitive data, and facilitates research replication. Research data management requires many skills, and academic researchers must determine how to meet these demands.
At present, Canada's federal granting agencies that promote and support research (known as the Tri-Agency) do not have a policy on digital data management that outlines obligations for researchers. In contrast, other countries such as the United Kingdom and the United States have established policies related to research data management at the government level or by major funding agencies, for example the Wellcome Trust in the United Kingdom (Shearer, 2015) . In June 2016, Canada's TriAgency released a "Tri-Agency Statement of Principles on Digital Data Management" (Government of Canada, 2016) . This document outlines expectations and responsibilities for activities such as the creation of data management plans and sharing research data that are similar to policies of other countries (Shearer, 2015) . However no specific requirements or obligations were outlined, (e.g., that data management plans be submitted with grant applications). In May 2017, the Tri-Agency sought community feedback during face-to-face meetings at academic institutions and announced that a policy was forthcoming. The "Tri-Agency Statement of Principles on Digital Data Management" (Government of Canada, 2016) and the Tri-Agency community feedback sessions indicated some elements that will be included in the upcoming policy and provided an opportunity to consider how the University of Toronto Libraries could further support researchers.
While it is possible to anticipate needs and to establish services based on emerging policy requirements, a more direct and effective approach is to consult directly with researchers to determine what is most useful to aid their efforts in appropriately managing research data. Focus groups provide the opportunity to consult directly with end-users while also gathering information from a cross-section of people to collect multiple points of view at one time (Creswell, 2007) . The dynamic exchange among participants can generate ideas in other members of the group and contribute to the quality of information, which would not be possible in one-to-one interviews (Creswell, 2007) . The purpose of this study is to determine the essential tools and services researchers require for research data management to fulfill funding agency and journal requirements.
Literature Review
In this literature review, we first examine reviews of research data management services and studies of researcher attitudes and needs to identify common findings. We then examine the ways in which national circumstances have been found to affect the development of research data management services. Lastly, we suggest that our study expands on this field by adding a Canadian study that examines faculty attitudes in anticipation of emerging federal funding agency policies regarding data management.
Studies of research data management services have co-emerged with the development of research data management services in libraries and have charted both institutional and cross-institutional accounts. Using a variety of methodologies, researchers have evaluated faculty attitudes to research data management services (Peters & Dryden, 2011) , modeled use cases for research data management services at an institution (Lage, Losoff, & Maness, 2011) , and identified researcher needs for research data management services (Parham, Bodnar, & Fuchs, 2012) . Cross-institutional studies have largely focused on the scope and breadth of research data management services offered by academic libraries (Soehner, Steeves, & Ward, 2010; Cox & Pinfield, 2013; Goldman, Kafel, & Martin, 2015; Richardson, Nolan-Brown, Loria, & Bradbury, 2012; Pinfield, Cox, & Smith, 2014; Corrall, Kennan, & Afzal, 2013) .
Research data management emerges as a complex practice that can occur at multiple stages in the research cycle. In a 2013 SPEC Kit on research data management, researchers identified numerous activities that can be considered research data management, including data management plan support, data management best practices, metadata support, organization, data citation, data sharing and access, and data storage and backup (Fearon, Gunia, Pralle, Lake, & Sallans, 2013) . Research data management requires a diverse set of competencies.
Drivers for developing research data management services vary from institution to institution and in different national contexts. In their study of UK institutions, Pinfield et al. (2014) identify several motivators for research data management services: storage, security, preservation, compliance, quality, sharing, and jurisdiction. In the US, the 2010 announcement and 2011 enactment of data management plan requirements by the National Science Foundation (NSF) accelerated libraries' development of data services (Akers, Sferdean, Nicholls, & Green, 2014) . A survey of NSF principal investigators at Cornell University, however, indicated that faculty were still uncertain about the NSF requirements (Steinhart, Chen, Arguillas, Dietrich, & Kramer, 2012) .
While there have been several assessments of faculty needs in the area of research data management (Scaramozzino, Ramirez, & McGaughey, 2012; Bardyn, Resnick, & Camina, 2012; Parham et al., 2012) , these studies focus on US and UK institutions. Though some reviews and surveys of research data management support include Canadian institutions (Soehner et al., 2010; Tenopir, Sandusky, Allard, & Birch, 2013; Sewerin et al., 2016a; Sewerin et al., 2016b) , there is little qualitative literature about researchers' research data management needs in the Canadian context. Moreover, as Canadian universities anticipate the emergence of funding agency policies-as indicated by the recent "Tri-Agency Statement of Principles on Digital Data Management" (Government of Canada, 2016)-it will be essential to understand faculty requirements.
Methods
Design
Focus groups were conducted to learn what services academic researchers believe are critical to support them in research data management. Participants were asked about their familiarity with writing data management plans and organizing, preserving, and sharing their research data. As well, they were asked about what potential support or services would be useful to them. The focus groups were planned with a post-positivist paradigm which assumes it is possible to capture true representations of the real world (Bhaskar, 1975; Collier, 1994; Patton, 2002; Pawson & Tilley, 1997; Miles & Huberman, 1994) . This approach encourages insights that extend beyond the realm of measurable facts and discovery to generate in-depth, rich data that are based on the individuals' personal perspectives and experiences, leading to findings that can be transferred from samples to broader populations (Krueger, 1998) .
Sampling and recruitment
University of Toronto has three campuses with a student (undergraduate and graduate) enrolment of 88,000 with 14,000 faculty receiving $1.2 billion CDN in research dollars for 2015-2016. There are 44 libraries spanning the three campuses (University of Toronto, n.d.). University of Toronto faculty members (full-or part-time) currently conducting research were recruited for participation in the study. Several venues where we were recruiting had mixed groups, and we also included research coordinators who represented primary investigators, post-doctoral students, librarians conducting research, and IT professionals if they were involved with helping researchers manage their data. Recruitment for two focus groups took place by sending invitations to researchers within a Faculty (such as the Faculty of Arts & Science), and the participants for two other focus groups were recruited during a two-day conference held at the University of Toronto Mississauga campus. All focus groups were conducted on campus in a location convenient to participants. The moderators had professional interactions with some of the participants prior to conducting the focus groups.
Data collection
Three to five focus groups were planned with approximately five to ten participants per group. Recruitment efforts were organized to optimize including participants conducting research in a variety of disciplines. Once saturation of themes was identified, the focus groups were halted and no further data were collected. A moderator (one of the authors, either LP or LB) led each focus group. As well, a note taker was present at each focus group to record observations. Both moderators had previous experience in conducting qualitative research including focus groups, interviews, and usability studies. The purpose of the focus groups was explained to participants at the beginning of the session, and they were asked to read and sign a consent form. Towards the end of the focus group session, participants were asked to rate potential services and tools using a Likert scale ranging from "very useful" to "not useful" (Appendix A). This quantitative exercise, based on services and tools that could be offered in a more immediate manner, was used to gauge prioritization amongst researchers. It was based on topics identified in the "Tri-Agency Statement of Principles on Digital Data Management" (Government of Canada 2016) and the emerging requirements of journals. Each session lasted approximately 60 minutes and was audio-recorded and transcribed. The sessions were based on a balance of gaining answers to a pre-planned agenda of questions from the interview guide (Appendix B) and hearing from each participant in their own words (Morgan, 1998; Burnard, 1991) . To prepare, a mock focus group was conducted by a moderator (LP) and co-investigator (LB) with a group of five volunteers who were a mix of post-doctoral and PhD students studying in health sciences or earth sciences. This group understood research processes along with challenges related to research data management, making them an excellent proxy for our target audience. This session provided the opportunity to identify difficulties with questions (e.g., wording, clarity) and to streamline processes (e.g., equipment). Feedback was elicited in a debriefing session that was held immediately afterwards, and this information was used to improve the focus group sessions.
Data analysis
Transcripts were read and re-read to achieve immersion (Braun & Clark, 2006) . Field notes and the focus group transcripts were both reviewed. A thematic approach was taken for the evaluation of the data; inductive content analysis and constant comparison were used to analyze the data (Hsieh & Shannon, 2005; Elo & Kyngäs, 2008) . Two researchers (LP, LB) generated codes by reviewing the interview guide, reflecting on the information being sought after by the questions, and then independently coding the initial transcript. A meeting was held to compare codes that were generated and to discuss commonalities, refine wording, and harmonize inconsistencies. Modifications were done by consensus and included collapsing and adding codes to more accurately represent the data. From this meeting, a final set of codes was generated and used by the two investigators to independently code all further transcripts (Appendix C). A meeting was held after each transcript was received to review coding and resolve discrepancies. Once coding was completed, the data were reviewed so that groupings could be made within the codes and clustered into themes and sub-themes (Lincoln & Guba, 1985) . Microsoft Excel (Microsoft Office Professional Plus 2013) was used to organize data by codes and to arrange by themes and sub-themes. Lincoln and Guba's (1985) framework was used to enhance the rigour and quality of the study. During the focus groups, probing questions were used to further clarify and to provide depth to participant's contributions (Mays & Pope, 2000) . Two investigators coded and analyzed the verbal data independently, discussing any discrepancies until agreement was reached. Quotes from focus group participants are provided for transparency as well as providing support for themes so that readers can judge whether the findings reflect the perceptions of participants. Procedures were documented to generate an audit trail of coding and theme development; this process of triangulation ensured that findings arose from consensus amongst the investigators.
Rigour and quality
Results
Four focus groups were held between June and August 2016 (inclusive). The two investigators (LP, LB) independently coded all transcripts after they were transcribed. After the fourth focus group, the investigators agreed that no new information was being learned from participants; further recruitment was unnecessary.
Characteristics of participants
A total of 28 participants participated in four focus groups (Group 1: seven participants; Group 2: 9 participants; Group 3: five participants; Group 4: seven participants). Two focus groups were conducted in a meeting room within a building on the main campus of the University of Toronto. The other two focus groups were conducted during an educational event at the University of Toronto Mississauga campus. Table 1 summarizes the demographics and work profiles of the participants. 
St. George (downtown) Mississauga Scarborough 27 5 2 a Three participants provided partial or no demographic information. b Some participants selected more than one answer.
Findings: Themes and sub-themes
Four major themes were identified: 1) seamless infrastructure; 2) data security; 3) developing skills and knowledge; and 4) anxiety about releasing data.
Theme: Seamless infrastructure
Researchers were aware that conscientious research data management is necessary for a variety of reasons including safety and security of data, long term preservation, compliance with research ethics board and funder requirements, and sharing. Careful and effective research data management is challenging, and researchers expressed interest in the University working with them to develop practical solutions that minimized the burden on their time.
Sub-theme: Safe storage of data
Technological obsolescence, cost, and uncertainty regarding the policies of commercial products were difficulties researchers encountered when selecting products or tools for data management. One researcher noted:
"And I would prefer not to use a third party . . . I would like to put something somewhere that it's persistent and that it's not Dropbox or Google Drive." (Focus Group 3, Participant 2) Many researchers spoke frequently about data storage and described using a wide range of storage solutions, from commercial products to non-proprietary databases they had built on their own. Researchers wanted the University to develop or purchase data storage infrastructure to streamline the process. Some wondered if vetted storage space could be "bought in bulk" so that the savings could be passed on to investigators, which would simultaneously allow them to maximize their grant funds and to ensure compliance with storage and security requirements. A participant stated:
"So if, at a massive scale, a University . . . were to arrange a certain space which is dedicated for data storage in the cloud-analogous to Amazon Glacier or something like that-then perhaps that could be a resource." (Focus Group 1,
Similarly, researchers identified that if data storage was addressed at an institutional level, obsolescence of storage platforms and programs would not be a threat to their data as there could be a University-wide plan for updates. As well, criteria and standards required for ethical compliance could be assured.
Sub-theme: Hassle-free collaborations
One challenge with infrastructure involved the increasing numbers of global partnerships amongst researchers and the issues associated with managing the related data from their collaborative studies. When investigators at multiple institutions required access to data related to a single project, finding a solution was challenging due to restrictions, firewalls, and limitations set for those outside the institution. Even if participants met all requirements for maintaining safe and secure data, collaborating with individuals outside their own organization on active projects presented difficulties, especially when sharing data. This was highlighted in the following comments by participants:
"What do you do if your collaborators are from other universities and they don't want to put their work there, or they're not allowed to put their work there?" ( 
Sub-theme: Ease-of-use
When participants spoke about the tools for data management, familiarity was an essential attribute. Tools that were uncomplicated and user-friendly were highly favoured and considered necessary for researchers to incorporate into their research practice. This was described by one participant with the simple statement:
"[We want] things that are easy to use." (Focus Group 3, Participant 2)
Dropbox (dropbox.com) was mentioned numerous times as an example of an effective tool that not only allowed data to be stored effortlessly, but also permitted easy sharing with collaborators. It was suggested that a Dropbox-like product housed under the University umbrella would be an optimal solution. This would address concerns with external provider policies and assure compliance related to appropriate storage, in particular security-related concerns. One researcher summed it up:
"If there were a kind of a hub, you know, or a portal-through the auspices of the University of Toronto-where one could store stuff as easily as using Dropbox." (Focus Group 4, Participant 2)
Theme: Data security
Protection of data was taken very seriously by participants. For some researchers, this solely involved ensuring they could complete a study without data loss. For others, it also involved protecting human subjects and ensuring their privacy was not breached.
Sub-theme: Safeguarding participants
For the investigators who collected data involving human subjects, data security was an issue of significant concern. Questions were raised around being able to adequately protect human subjects. This included practical issues such as effectively de-identifying subjects within video or audio files and the associated work and technical expertise to do so. This was emphasized in the following statements:
"We had a lot of concerns in terms of privacy and confidentiality and to try and de-identify the people . . . if we're going to be looking at having all data available those kinds of issues will be really, really big just because it is personal, identifiable information." (Focus Group 1, Participant 1) "I am committed to protecting [the] community and not directing hostile traffic to vulnerable people, but at the same time these are public documents, and I want to talk about them.
" (Focus Group 4, Participant 4)
There was interest in having the University provide clarity and guidance on ways to anonymize this kind of data to satisfy legal and ethical requirements.
Sub-theme: At-risk data
There was an understanding that data should be backed up. For participants that had smaller datasets (contrasted to those with large datasets, (i.e., terabytes), tools provided by external companies were used to duplicate data. For instance, Gmail was frequently described as a back-up tool, with participants expressing uncertainty around the policies related to this product and how this may affect their data. Participants felt that the research community would welcome clear guidance on appropriate backup tools.
Theme: Developing skills and knowledge
The research landscape is changing, and participants knew that expectations around sharing data were likely to change soon. Participants indicated a range of comfort levels with this prospect and raised concerns around addressing future requirements from funding bodies. Participants also expressed a universal interest in being exposed to best practices.
Sub-theme: Conflicting messages: sensitive vs. open data
One area of difficulty for researchers was understanding the perceived change from closely protecting sensitive data to sharing data in public repositories. This was seen as a discrepancy, and there was concern with how to resolve all obligations, from groups such as an Ethics Review Board to funders that may be asking for data to be shared publicly. This was demonstrated in the following remarks:
"We have an REB [Research Ethics Board] process which has been very much around ensuring privacy and confidentiality and safe, secure storage of data, and this is a pendulum swinging very much the other way." (Focus Group 3,
"The REB is asking what we do with the data long term, you know, 'When will you destroy it?' . . . But that as well will have implications in terms of, like, keeping data, putting it into a repository, so it will need to have, I guess, alignment with what the REB will approve." (Focus Group 2, Participant 6) It was felt that clear direction needed to be offered if researchers were to successfully navigate through these requirements. The University was identified as needing to help them develop knowledge in this area by clearly outlining obligations and responsibilities.
Sub-theme: Reinforcing best practices
Participants believed that if funders imposed requirements in areas such as sharing data, documentation of data, or writing data management plans, there had to be a reliable standard or set of recommended methods. If best practices were outlined and made available to researchers, this would provide dependable guidance when adaptin to any new obligations. This is stressed in the participants' remarks: Participants did not readily agree upon the best method of delivering this information, and recommendations ranged from workshops to putting information on websites. Similarly, templates or examples of what would be considered ideal (e.g., data management plans) were identified as helping to contribute to the adoption of best g n practices.
Theme: Anxiety about releasing data
Participants understood that data sharing would likely be required by Canadian granting agencies in the future, and comfort levels with this fell on a wide spectrum. Wherever researchers fit on this spectrum, there was a clear understanding of how responsible research practices contribute to increasing the impact of the underlying data.
Sub-theme: How will other people use my data?
Participants raised concerns about who could potentially access and use their data. There was wariness around sharing data with unfamiliar individuals or groups. The following quotes encapsulate concerns expressed by the researchers:
"What seems rational is to have an agreement that if someone requests your data then you'll make it available to them, because then you know who it is who's asking, and you can explain to them, you know, any unusual features or what you have to do to understand this data." (Focus Group 1, Participant 3) ". . . I'm not sure it's been well thought through in terms of the nuances that are involved in making data-different kinds of data-available." (Focus Group 2,
Worries centered around the potential for misuse of data and how to manage this situation. Researchers were clear that if data were re-used by others, the dataset must be appropriately acknowledged and referenced. However, it was felt that properly referencing data was not well understood.
Sub-theme: Communicating context
Researchers described challenges with the usefulness of data when making them publicly available. Concerns raised around documentation included the time burden on researchers to make data independently understandable and challenges related to providing sufficient contextual information (e.g., instrument calibration, weather conditions during data collection). The following comments illustrate these concerns:
"Other people who want to look at data-we can give them the data, but then there's an issue, like, of what really was the condition here. . . ." (Focus Group 1,
"People are collecting data getting them to label . . . with reference to an ID, the date, the testing session, those kinds of details. I find it seems to slip through and which then can be hard later on if you're trying to match back what that data relates to." (Focus Group 2, Participant 9)
Findings: Rating Exercise
All 28 participants filled out the rating exercise to rank potential services or tools within research data management using a Likert scale ranging from "very useful" to "not useful." Table 2 reports all responses and ratings for each item listed. Most items (10 out of 13) were identified as "very useful" or "useful" by the majority of participants (75% or more per item). The three remaining items had less support but still were still rated "very useful" or "useful" by over half of the participants: "How to Find Data from a Repository" (68%), "Consent Forms" (53%), and "Confidentiality" (53%). (4) 2 (7) 1 (4) Organizing Files 23 (82) 1 (4) 2 (7) 2 (7) Documenting Data 22 (78) 3 (11) 2 (7) 1 (4) Preserve Data for Long-Term Access 22 (78) 4 (14) 1 (4) 1 (4) Identify Data Repositories for Data Sharing 21 (75) 6 (21) 0 (0) 1 (4)
Research Support Services
Funding Agency Requirements 25 (89) 1 (4) 0 (0) 2 (7) Journal Requirements 25 (89) 1 (4) 0 (0) 2 (7) Intellectual Property 23 (82) 2 (7) 1 (4) 2 (7) Citing Data Sets 21 (75) 2 (7) 3 (11) 2 (7) How to Find Data from a Repository 19 (68) 4 (14) 4 (14) 1 (4) Consent Forms 15 (53) 4 (14) 4 (14) 5 (18) Confidentiality 15 (53) 4 (14) 4 (14) 5 ( 
Discussion
The academic researchers in our study described their thoughts and preferences on the tools and services deemed important for research data management. Participants provided a multitude of strategies that could be considered to support compliance related to the management of research data. We had a group of researchers that came from a range of disciplines; however, our analysis revealed harmony on issues that were universal (e.g., data security). The results indicate academic libraries can provide services and support that would be welcomed by researchers, as well as identifying opportunities to partner with groups on campus to offer further assistance.
Libraries are well positioned to provide centralized services for research data management (Pinfield et al., 2014; Cox, Pinfield, & Smith, 2016) . Researchers presented numerous questions around what they should be doing with regards to research data management, indicating a meaningful level of uncertainty. Some of this uncertainty stemmed from indications that funder requirements may soon include activities such as data sharing or writing data management plans. As well, participants highlighted data quality and data misuse as significant concerns. Training and education, query-answering services, and robust websites can be leveraged to address these topics and, in particular, focus on best practices. Although some issues are challenging (e.g., wariness around sharing data), it is possible to offer information (e.g., how to embargo data, how to cite data) or tools (e.g., templates for data dictionaries) that are helpful to researchers.
Challenges faced by researchers included the safety and storage of data, which involved confusion related to the policies associated with tools currently being used for backing up data. This confusion provided signs that data were potentially at risk. If tools specific to data management were offered at a University-level, participants indicated that making them seamless and uncomplicated needed to be a priority, ideally similar to tools that were already familiar (e.g., Dropbox). Some solutions for the safe storage of data could be addressed and managed solely by the library while others may require partnerships with groups on campus, such as information technology or the research office.
Participants indicated that most topics were considered "very useful" or "useful" on the rating exercise. Two of the three topics (confidentiality and consent forms) may have rated lower due to some of the researchers not conducting research with human subjects thus making these items irrelevant. "No opinion" was an option, but participants may have chosen "not useful" instead. The majority of topics generated interest amongst researchers, providing guidance for subject matter that can be incorporated into library services.
Limitations
Focus groups are characteristically limited in their ability to be generalized and extrapolated to a larger population. However, focus groups are well suited to providing experiences and perceptions (Kitzinger, 1995) . Using a mixed method approach of combining focus groups with a quantitative rating exercise provided a sound basis for the development of research data management tools and services at the institutional level.
Our focus groups included a broad spectrum of disciplines, and we speculated that we would have to conduct many sessions in order to generate themes and sub-themes due to heterogeneity. To address this, we set up individual focus groups to be homogeneous (e.g., individual groups had researchers from one discipline) and coded transcripts after each session. Despite participants conducting research in different areas, saturation was reached after a total of four focus groups. This may be due to the lack of demands being made on researchers related to their research data. For instance, researchers are currently not required to participate in writing data management plans for grant proposals submitted to major Canadian funding agencies. As a result, participants' responses reflect higher level matters such as interest in templates for data management plans or wanting to learn about best practices. When researchers are required to participate in stricter research data management practices, future studies may require more specificity and could assess researchers at specific career stages or examine a single discipline in relation to a particular issue (e.g., sharing sensitive data).
Conclusion
The results of our focus groups indicate that the library can play an important role in offering support to academic researchers as they face challenges related to research data management. Increasing knowledge of best practices is required, and this can be provided through a variety of offerings.
Our focus groups revealed areas where researchers were struggling and identified that assistance was required with data security and storage. Focus group participants indicated they favoured tools that were familiar (e.g., Dropbox). In addition to the provision of research data management tools and services, participants also indicated a strong need for guidance. Currently there are no explicit policies that would help direct actions on research data management at the University of Toronto. This presents an opportunity for work in this area to reach desired outcomes.
Focus groups accompanied with an exercise of rating key topics of importance provided clarification on areas needing attention. The valuable information collected in this study helped our library to identify and to prioritize areas for development, so we could strategically allocate resources in support of research data management on campus.
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Appendix B. Interview Guide
Welcome and introductions ▪ Thank for participation ▪ Introduction: self and note-taker
Our topic is……
There is growing movement in the research community, both globally and nationally, with funding agencies and journals moving towards requirements that include writing research data management plans and sharing data in public repositories.
Purpose of focus groups:
To determine the essential tools and services required by researchers at UToronto for data management in fulfilling emerging funding agency and journal requirements
The results will be used for…. The development of services and tools for researchers at the University of Toronto that are essential in doing things such, • writing data management plans for grant applications • the documentation of data sets • organizing / managing data • preparing data for sharing in repositories or long-term access
What are we trying to accomplish?
• We are at the initial stages of development and want to hear your ideas and concepts 'Go around' -first name, research methods being used in a current study
Guidelines
Goal: To hear from participants based on their diverse experiences and viewpoints. The goal is not to come to any consensus, rather to hear a range of opinions.
No right or wrong answers, only differing points of view Feel free to direct answers and comments towards each other, not just me.
▪ Reminder of confidentiality and the basics of how the focus group will run. ▪ Remind participants that we are recording but no one will be identified in the final feedback report AND all information discussed is confidential. ▪ Ask that cell phones are turned off, not used.
The data for this project = everything discussed in the room.
My role as moderator will be to guide the discussion.
Discussion
Organizing Your Research Data:
Thinking back to a research project where you had to manage and track a reasonable amount of data,
