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Tiivistelmä-Referat-Abstract
Tutkielmassa tarkasteltava moniulotteinen MVAR-malli on epälineaarinen sekoitusmalli, jota käytetään aikasarjojen mallintamiseen.
MVAR-mallissa aikasarjan kukin havainto noudattaa aina yhtä osamallia riippuen havaitsemattomasta satunnaisprosessista. Kukin osamalli on
VAR- eli vektoriarvoinen autoregresiivinen malli. Kokonaisuudessaan MVAR-malli on useamman VAR-mallin sekoitus.
Tutkielmassa esitellään MVAR-malli kahta eri määritelmää käyttäen. Toinen perustuu mallin ehdolliseen kertymäfunktioon ja toinen
indikaattorifunktioon. Vaikka sekoitusmallit määritellään monesti niiden ehdollisen kertymäfunktion kautta, on indikaattorifunktioon perustuva
määritelmä työn kysymyksenasettelun kannalta hedelmällisempi. Sen avulla nimittäin nähdään, että MVAR-malli on virheterminsä osalta lievä
yleistys RCA- eli satunnaiskertoimisesta autoregressiivisistä mallista.
Työssä johdetaan mallin heikolle ja vahvalle stationaarisuudelle ehto käyttämällä hyväksi RCA-mallien teoriasta tunnettuja tuloksia. Esitettyjen
esimerkkien avulla havaitaan, että MVAR-malli voi kokonaisuudessaan olla epästationaarinen, vaikka kaikki sen osamallit olisivat heikosti
stationaarisia. Toisaalta malli voi olla heikosti stationaarinen, vaikka jokin sen osamalli olisikin epästationaarinen.
Saatu stationaarisuusehto mahdollistaa lukuisten MVAR-mallin teoreettisten ominaisuuksien tutkimisen. Tässä työssä perehdytään lähemmin
mallin virhespesifikaatioon ja sen seurauksiin, mallin parametrien suurimman uskottavuuden (SU-) estimointiin, mallin testaamiseen Waldin
testin avulla sekä mallilla ennustamiseen.
MVAR-mallin parametrien suurimman uskottavuuden estimaattien muodostaminen edellyttää numeeristen menetelmien käyttöä. Yhtenä
mahdollisuutena on turvautua tutkielmassa tarkastellun EM-algoritmin käyttöön. Suurimman uskottavuuden estimaattoreiden tavanomaista
asymptotiikkaa hyödyntäen johdetaan Waldin testi, jota voidaan käyttää mallin lineaaristen hypoteesien testaamiseen.
Tutkielmassa esitellään MVAR-mallilla ennustamista sekä piste-ennusteiden, että ennustevälien valossa. Jälkimmäiset edellyttävät ennustettavan
muuttujan ehdollisen jakauman estimoimista. Tätä varten esitellään simulointiin ja numeeriseen integrointiin perustuvia menetelmiä.
Kutakin MVAR-mallia kohti on olemassa VAR-malli, jolla on identtinen autokovarianssirakenne. Tämän vuoksi mallin virhespesifikaation
mahdollisuus on suuri. Tutkielmassa havainnollistetaan, että muodostetut piste-ennusteet ovat mahdollisesta virhespesifikaatiosta huolimatta
samat kuin oikean mallispesifikaation tapauksessa. Muodostettujen piste-ennusteiden keskineliövirheet ovat sen sijaan erilaiset. Myös VAR- ja
MVAR-mallin stationaarisuusehdot poikkeavat toisistaan.
Tutkielman keskeisimpiä lähteitä ovat Saikkosen (2006) sekä Fongin, Lin, Yaun ja Wongin (2005) toistaiseksi julkaisemattomat käsikirjoitukset.
Myös seuraavien kirjoittajien artikkelit olivat tärkeitä Rahbek ja Shepard (2002), Wong ja Li (2000, 2001a, 2001b) sekä Zeevi, Meir ja Adler
(2000).
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