In orthogonal graph drawing, edges are represented by sequences of horizontal and vertical straight line segments. For graphs of degree at most four, this can be achieved by embedding the graph in a grid. The number of bends displayed is an important criterion for layout quality. A well-known algorithm of Tamassia e ciently embeds a planar graph with xed combinatorial embedding and vertex degree at most four in the grid such that the number of bends is minimum Tam87].
Introduction
One way of reducing perceptual complexity in visualized networks is to represent all edges by alternating sequences of horizontal and vertical straight line segments. Technical requirements, as in VLSI layout, may be another reason for choosing this form of representation. Along with the generally increasing interest in graph drawing (see DETT94] for a survey), signi cant attention has been devoted to orthogonal graph layout. Many ecient algorithms have been designed, and many properties of orthogonal layouts (such as the number of bends, the number of crossings, or the area needed) have been analyzed Tam87, BK94, Bie96, PT95, BMT97, and many more].
For planar graphs with vertex degree at most four, Tamassia Tam87] gave an e cient algorithm computing a grid layout with the minimum number of bends preserving a given combinatorial embedding of the graph. If the embedding is not xed in advance, bend minimization becomes NP-complete GT95] . The algorithm is well-known both because of its conceptual elegance and because the number of bends seems to be an important criterion for layout quality Pur97] . It is based on the correspondence of ow in an associated network and angles in the embedding. The connection between angles in straight-line representations and values of certain linear programs was investigated by a number of authors 1 Vij86, MP94, DV96, Gar95], but is not one-to-one in general. Tamassia's algorithm has been extended to graphs of higher degree FK96], and it builds the core of an algorithm for non-planar graphs of arbitrary degree TDB88].
In many settings such as user interaction, software visualization, animation of graph algorithms, or graph queries, it is required to deal with dynamic graphs, i.e. graphs that change over time. When a user analyzes a graph visually, he or she builds a mental map that ought not change dramatically when the graph is modi ed ELMS91]. There are several approaches to dynamic layout CDT + 92, BP90, Nor96], but most research on orthogonal layout has focused on incremental updates, in which only creation of new vertices and edges is allowed PT96, BK97]. InteractiveGiotto BFG + 97] is a system allowing arbitrary updates, but the layout of remaining portions of the graph is xed, which generally increases the number of bends needed. Here, we apply the Bayesian framework of BW97a] to obtain a dynamic model which forms an explicit and controllable compromise between layout stability and layout quality. Interestingly, the corresponding optimization problem can still be solved e ciently by network ow techniques. This paper is organized as follows: In Sect. 2, we review the bend minimum grid embedding of Tam87]. After deriving an objective function for dynamic layout in Sect. 3, we show how to compute a layout accordingly in Sect. 4. Forms of user interaction are discussed brie y in Sect. 5, and examples are given in Sect. 6.
Static Bend Minimum Layout
A graph is said to be 4-planar, if it is planar and has vertex degree at most four. For orthogonal layout of connected 4-planar graphs with xed combinatorial embedding, Tamassia Tam87] generates a ow network and computes a minimum cost ow corresponding to an orthogonal representation with the minimum number of bends preserving the embedding. In this section, we review brie y the concept of orthogonal representation and the construction of the ow network associated to the graph.
Let G be an embedded, connected, 4-planar graph. As shown in Fig. 1, an Lemma 1 ( Tam87]) Given a b-bend orthogonal representation of an n-vertex graph, a corresponding grid embedding can be computed in time O(n + b).
A ow network N = (W; A; b; l; u; c) consists of a directed graph (W; A) and functions b (supply/demand), l (lower capacity), u (upper capacity), and c (cost) de ned on the set of arcs.
We here assume that all four take integer values and that lower capacities are nonnegative.
To avoid confusion with the vertices of the planar graph to be embedded, the elements of W are called nodes. A ow x = (x a ) a2A with cost P a2A c(a) x a is an integer valued vector such 3 Dynamic Layout Model
In the remainder of this paper, let G, G (1) = (V (1) ; A (1) ), and G (2) = (V (2) ; A (2) ) be any triple of connected, embedded, 4-planar graphs. G (2) ) succeeds G (1) in a sequence of graphs and is to be laid out with few bends and changes with respect to a given layout of G (1) .
In order to obtain a suitable dynamic layout model we rst formulate Tamassia's static model in a slightly di erent way: Given a connected, embedded, 4-planar graph G and its associated ow network N(G), the range of variables x a , a 2 A, is fl(a); : : : ; u(a)g = X a . Let X = a2A X a , andX X be the set of feasible ow vectors. By Theorem 2, each x 2X represents an orthogonal representation of G. The objective function of the minimum cost ow problem is U(x) = P a2A c(a) x a = P a2A F x a , where is a nonnegative integer. A random variable X with distribution P(X = x) = ( 1 Z e ?U(x) if x 2X 0 otherwise and Z = P x 0 2X expf?U(x 0 )g yields a constrained random eld formulation of the layout problem, in which con gurations corresponding to a minimum cost ow have the highest probability. The random eld framework for layout models was introduced in BW97b], and it is shown in BW97a] how dynamic layout models compromizing between readability and stability can be obtained through a Bayesian approach. Therefore, let Y be a random variable for the layout of G (1) , and let X be the random variable for its successor G (2) . The Bayesian 1) is only a pseudo-ow in N(G (2) ), since its index set no longer equals the set of network arcs. In a pseudo-ow, capacity constraints are obeyed, but ow balance constraints at nodes need not. However, the de nition of the penalized residual graph is easily generalized to ow vectors de ned on a di erent index set by setting y a = 0 for all a not in the index set of y. Observe that residual demands/supplies no longer equal zero in general.
Corollary 5 Given a grid embedding of G (1) , a grid embedding of G (2) according to the dynamic layout model can be computed in O((n + b) 3=4 n p log n + b) time, where n is the maximum number of vertices in G (1) and G (2) , and b is the maximum number of bends in the orthogonal representations of G (1) and G (2) .
Proof: The feasible ow y of N(G (1) ) corresponding to the orthogonal representation induced by the grid embedding of G (1) is easily obtained (if not given). Let z be a minimum cost ow in N 0 y (G (2) ). Since , , and are nonnegative, there is no negative cost cycle of length two in N 0 y (G (2) ), so z is a proper ow. Extending Corollary 4, x = y + (z) is a feasible ow in N(G (2) ) with cost U(x j y) ? U(y). Since U(y) is constant and since each ow x 0 in N(G (2) ) has the form x 0 = y + (z 0 ) for some ow z 0 in N 0 y (G (2) ), x minimizes U(x j y). 
Graph Modi cation
In this section, we sketch one way of maintaining the penalized residual network used to evaluate the dynamic cost function for a modi ed graph. For convenience, we restrict updates to the following (su cient) elementary modi cations:
inserting an edge deleting an edge where the edge may be a bridge, i.e. incident to a vertex of degree one. This vertex needs to be created when the bridge is inserted, and removed when the bridge is deleted. Modi cations in the penalized residual are such that an arbitrary number of elementary modi cations in the graph can be traced before a new embedding is computed. The only restriction is that the underlying graph need to be connected and planar at all times, and 4-planar in the end. Therefore, more powerful update operations can be provided by combining elementary modi cations into more complex ones. For example, vertex deletion is a simple sequence of edge deletions that can be carried out in one step.
Some more terminology is needed to de ne network maint precisely. Because of space limitations we do not elaborate on the details, but rather give an example for the construction of N 0 y (G (2) ) when an edge is inserted between existing vertices of G (1) . See Fig. 3 and note that the residual demands/supplies of the two resulting copies of the face node need to be computed by restricting the sum of ow values to those arcs that remain incident to the node. The computational demand of this modi cation is thus proportional to the size of the face in G (1) . The other three elementary modi cations can be performed in constant time. It is readily seen that the number of changes in both Fig. 4 (c) and 4(d) is much smaller than in Fig. 4(b) . On the other hand, the number of bends is not minimum (12 in Fig. 4(c) and 4(d) compared to 10 in Fig. 4(b) ). Thus, there is an obvious compromise between the number of bends and the number of changes with respect to the orthogonal representation of Fig. 4(a) .
A larger example is given in Fig. 5 . Again, a single edge is inserted between two existing vertices, and embeddings obtained from the bend-minimum as well as from the dynamic model are shown. By allowing one additional bend, the dynamic model clearly succeeds in maintening the overall structure. Changes with respect to the layout in (a) are indicated by thicker edges (bends) and darker vertices (angles). In both (c) and (d), the dynamic model produces an embedding with two bends more than necessary, but substantially less changes. 
, bend-minimum (c) G
, dynamic model (c) displays one more bend than (a).
