This paper studies the existence of multiple solutions of the second-order difference boundary value problem
Introduction
Let R, N, and Z be the sets of real numbers, natural numbers, and integers, respectively. For any a, b ∈ Z, a ≤ b, define Z a, b {a, a 1, . . . , b}. Consider the second-order difference boundary value problem BVP Δ 2 u n − 1 V u n 0, n ∈ Z 1, T , u 0 0 u T 1 ,
where V ∈ C 2 R, R and Δ denotes the forward difference operator defined by Δu n u n 1 − u n , Δ 2 u n Δ Δu n . By a solution u of the BVP 1.1 , we mean a real sequence {u n } n 0 with u 0 0 u T 1 , we say that u / 0 if there exists at least one n ∈ Z 1, T such that u n / 0. We say that u is positive and write u > 0 if for all n ∈ Z 1, T , u n > 0, and similarly, u is negative u < 0 2 International Journal of Mathematics and Mathematical Sciences if for all n ∈ Z 1, T , u n < 0. The aim of this paper is to obtain the existence of multiple solutions of the BVP 1.1 and analyse the sign of solutions.
Recently, a few authors applied the minimax methods to examine the difference boundary value problems. For example, in 1 , Agarwal et al. employed the Mountain Pass Lemma to study the following BVP: 
and obtained the existence of multiple solutions, where δ > 0 is the ratio of odd positive integers, {p n } T 1 n 1 and {q n } T n 1 are real sequences, p n / 0 for all n ∈ Z 1, T 1 , and A, B are two given constants, f : Z 1, T × R → R is continuous.
Although applications of the minimax methods in the field of the difference BVP have attracted some scholarly attention in the recent years, efforts in applying Morse theory to the difference BVP are scarce. The main purpose of this paper is to develop a new approach to the BVP 1.1 by using Morse theory. To this end, we first consider the following linear difference eigenvalue problem:
1.5
On the above eigenvalue problem, the following results hold; see 4 . Moreover, for each l ∈ Z 1, T ,
It is easy to see that φ 1 is positive and φ l changes sign for each l ∈ Z 2, T , that is, {n : φ l n > 0} / ∅ and {n : φ l n < 0} / ∅. For 1.1 , we assume that
where λ k is an eigenvalue of 1.5 . Hence the BVP 1.1 has a trivial solution u ≡ 0. And we say that BVP 1.1 is resonant at infinity if 1.9 holds. Let Assume that the following conditions on G t hold.
where
The main result of this paper is as follows. ii (G − ) and k ≥ 3.
To the author's best knowledge, only Bin et al. 5 deal with the existence and multiplicity of nontrivial periodic solutions for asymptotically linear resonant difference problem by the aid of Su 6 . In 5 , G satisfies
In 5 , the authors obtained the existence of one nontrivial periodic solution. Notice that 1.13 implies that 1.11 holds; however, G ± is not covered by 1.14 . In fact, conditions 1.13 and 1.14 are borrowed from 6 . The conditions in Theorem 1.3 coincide with the assumptions of Theorem 1 in 7 . The aim of this paper is to develop a new approach to study the discrete systems by using Morse theory, minimax theorems, and some analysis technique. We wish to have some breakthrough points with the aid of the method of discretization.
The remaining part of this paper proceeds as follows. In the next section, we establish the variational framework of the BVP 1.1 and collect some results which will be used in the proof of Theorem 1.3. In Section 3, we give the proof of Theorem 1.3. Finally, in Section 4, we give an example to illustrate our main result and summarize conclusions and future directions.
Variational Framework and Auxiliary Results

Let
E can be equipped with the norm · and the inner product ·, · as follows:
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where | · | denotes the Euclidean norm in R and ·, · denotes the usual scalar product in R. It is easy to see that E, ·, · is a Hilbert space. Consider the functional defined on E by
We claim that if u ∈ E is a critical point of J, then u is precisely a solution of the BVP 1.1 . Indeed, for every u, v ∈ E, we have
2.4
So, if J u 0, then we have
Since v ∈ E is arbitrary, we obtain
Therefore, we reduce the problem of finding solutions of the BVP 1.1 to that of seeking critical points of the functional J in E. 
w n , w n , ∀w ∈ W , 2.9 see 4 for details. Now we collect some results on Morse theory and the minimax methods. Let E be a real Hilbert space and J ∈ C 1 E, R . Denote
for c ∈ R. The following is the definition of the Palais-Smale condition PS condition . 
3 J η t, u is nonincreasing in t for any u ∈ E;
J satisfies the D condition if J satisfies the D c condition for all c ∈ R.
Let u 0 be an isolated critical point of J with J u 0 c ∈ R, and let U be a neighborhood of u 0 , the group 
2.15
Thus, if C q J, ∞ 0, for some k ∈ Z, then there must exist a critical point u of J with C q J, u 0, which can be rephrased as follows. In order to prove our main result, we need the following result about the critical group on C q J, ∞ .
Proposition 2.5. Let the functional J : E → R be of the form
J u 1 2 Au, u Q u ,
where A : E → E is a self-adjoint linear operator such that 0 is isolated in σ A , the spectrum of A.
Assume that Q ∈ C 1 E, R satisfies 
provided that J satisfies the angle conditions at infinity.
there exist M > 0 and α ∈ 0, 1 such that
where where
Definition 2.8 mountain pass point . An isolated critical point u of J is called a mountain pass point, if
The following result is useful in computing the critical group of a mountain pass point; see 13, 19 for details. Theorem 2.9. Let E be a real Hilbert space. Suppose that J ∈ C 2 E, R has a mountain pass point u, and that J u is a Fredholm operator with finite Morse index, satisfying
Proof of Theorem 1.3
We give the proof of Theorem 1.3 in this section. Firstly, we prove that the functional J satisfies the C condition Lemma 3.1 and compute the critical group C q J, ∞ Lemma 3.2 . Then, we employ the cut-off technique and the Mountain Pass Lemma to obtain two critical points u , u − of J and compute the critical groups C q J, u and C q J, u − Lemmas 3.3 and 3.4 . Finally, we prove Theorem 1.3.
Rewrite the functional J as 
Let ϕ w m in 3.3 . Then by 2.7 , 2.9 , and 3.4 , we have
where 
And hence we also have 
Proof. We only prove the case 1 . Define a bilinear function
Then by 2.7 we have
And hence there exists a unique continuous bounded linear operator
Since Ku, u ∈ R for all u ∈ E, we can conclude that K is a self-adjoint operator and
Then J has the form 2.16 with In order to obtain a mountain pass point, we need the following lemmas.
3.25
and
then the functional
where V ∈ C 2 R, R is defined as follows:
a strictly convex function, otherwise.
4.2
It is easy to verify that V satisfies 1.8 , 1.9 , 1.11 , V 1 , and V 2 with k 2. To verify the condition G , note that G t t 1/3 for |t| ≥ 10, we claim that
which implies that G holds. To this end, for any constant r > 1, we introduce another norm in E T 5 as follows:
Since E is finite dimensional, there exist two constants C 2 ≥ C 1 > 0 such that
Now, by G , for any small enough, it is easy to see that
holds for m large enough. Set
Since u m → ∞, Ω 1 / ∅, for m large enough. And for m large enough, we have 
4.10
Since is small enough, we get 4.3 holds by the above and 4.5 . Hence, by Theorem 1.3, BVP 4.1 has at least three nontrivial solutions.
Morse theory has been proved very useful in proving the existence and multiplicity of solutions of operator equations with variational frameworks. However, it is well known that the minimax methods is also a useful tool for the same purpose. The advantage of the minimax methods is that it provides an estimate of the critical value. But it is hard to distinguish critical points obtained by this methods with those by other methods, if the local behavior of the critical points is not very well known. However, critical groups serve as a topological tool in distinguishing isolated critical points. Hence, in order to obtain multiple solutions by using Morse theory, it is crucial to describe critical groups clearly.
A natural question is: can we use the same methods in this paper to other BVPs? Noticing that the key conditions which guarantee the multiplicity of solutions of the BVP 1.1 are as follows:
1 the BVP has a variational framework; 2 the eigenvalues of the corresponding linear BVP are nonzero and there is a one-sign eigenfunction, hence, if the difference equation Δ 2 u n − 1 V u n 0, n ∈ Z 1, T 4.11 subject to some other boundary value conditions satisfying 1 and 2 , then we can obtain similar results to Theorem 1.3.
