We present a numerically efficient implementation of the nonlinear least squares and maximum likelihood identification of multivariable linear time-invariant (LTI) state-space models. This implementation is based on a local parameterization of the system and a gradient search in the resulting parameter space. The output errar identification problem is discussed, and its extension to maximum likelihood identification is explained. We show that the maximum likelihood framework yields parameter errors that converge to the Cramer-Rao bound. Furthermore, the implementation is shown to be fast and able to handle large sample size prohlems.
Introduction
In this paper, we present an efficient implementation of the least squares and maximum likelihood identification of linear time-invariant (LTI) state-space systems, which have the following structure:
(1) ( 
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The system's unknown state is represented by z(k) E R", u(k) E R' " is the input, y(k) E Re is the output and v(k) E R' is an unknown penurbation of the output measurements that is independent of zl(k). A standing assumption throughout this paper is that the system is stable, so that a bounded u(k) results in a bounded y(k). Given N input and output samples, the goal is to determine the system matrices A, B, c and 0. This identification problem is solved by using a local parameterization of the LTI state-space system, and by performing a gradient search in the resulting parameter space. This method is a special case of the one presented by Lee and Poolla [3] .
The maximum likelihood identification of LIT models is an important tool that is used extensively [4, Sec. compensate for the over-parameterization [3, 5, 111 . In this paper we will use the latter, both because of numerical IDbustness [5] , and because it removes the need for choosing a canonical model structure. However, it should be messed that the method we develop can equally well he applied to predefined model structures. It is our opinion that numerical implementation issues concerning identification have received less attention in literature than they deserve. Efficient large-scale identification packages are of considerable interest to both research groups and the industry to solve practical problem.
The main contribution of this paper is the description of a computationally efficient and numerically accurate implementation of maximum likelihood identification of LTI state-space sysiems. The method is based on a weighted nonlinear least squares optimization in which the weighting matrix is based on the characteristics of the noise. The optimization problem is solved by a local gradient search.
This paper addresses both the efficient computation of the weighting matrix and the efficient computation of the gradients and the projection needed in the local gradient search.
The maximum likelihood framework discussed in this paper is applicable to any system which can be suitably parameterized. In this paper, we will consider only LTI systems, but many of the numerical efficiency issues are applicable to linear parameter-varying (LPV) and bilinear systems [9],
[IO] as well. This paper is orgahized as follows: Section 2 describes the output error identification problem and Section 3 describes the numerical efficiency issues for this problem.
Here, we effectively assume a white v(k). If v(k) is nonwhite, a maximum likelihood optimization is required, which is discussed in Section 4 together with implementation details. Section 5 provides some simulation results.
Output Error Identification
Given N samples of the input u(k) and the output y(k) of the real system (l)-(2), we wish to identify this system. To this end, we parameterize matrices A(0), B(0). C(0) and D(0) so that the output of the model
matches the output of the real system sufficiently well. This is achieved by minimizing the output-error cost function with respect to the parameters 0:
Here, E N ( # ) = 3 Efficient Implementation In section 2 we described the output error optimization algorithm, In this section, we wiIl discuss the numerical efficiency issues associated with this algorithm.
Calculating the Search Direction
It is well-known that computing the search direction using (9) is inefficient and inaccurate. The QR factorization can be used to avoid the formation and direct inversion of (10). The Levenherg-Marquardt algorithm needs to compute several candidate search directions -corresponding to different values of A-in each iteration i; this would require several QR factorizations. However, only one QR factorization per iteration suffices if we compute the following economy size QR factorization:
Only the R factor is needed, so that the Q factor does not need to be calculated and stored, which significantly reduces the number of calculations [2, p. 2251.
The size of the matrix R11 does not depend on thepossibly large-number of samples N . The singular value decomposition of this matrix:
can be used to compute (9) for any A@) as where a, is the jth singular value of R11 and diag(0,) denotes a diagonal matrix of which the jth diagonal element equals p3. Note that the singular value decomposition of Rll and the matrix products QzV and UT& can be precalculated and reused for all values for A(').
Obtaining the Local Parameter Subspace
The left null space of the similarity map in (7) 
Search Directions in a Local Parameter Subspace
The search direction (9) can be calculated efficiently using the QR factorization (15). However, it should be noted that for systems having a large order compared to the number of inputs and outputs, the matrix M ( 0 ) E R("+L)("+m)Xn2 is almost square so that the number of columns in Q N Q Z is vastly smaller than the number of columns in PN. The kth element of the jth column of RN can be written as aoT where p is the number of parameters in B. This sum can be obtained by simulating only one dynamic system: as differentiation is a linear operation, the matrix derivatives in ( 1 2 x 1 3 ) can be replaced by similar weighted sums over i, which can be obtained from (17) in which e, denotes a vector which contains zeros, except for the ith component, which equals one.
Optimization Problems with Huge Data Lengths
For optimization problem that have an exceedingly large number of samples N, the approach outlined so far is impractical. Even if memory is saved by calculating PN&Z directly, the memory requirements may be t m high.
Memory usage can be reduced by exploiting the fact that the Levenberg-Marquardt optimization function requires only the R factor of (15). This R factor can be built up recursively using a suitably small number Nb block rows of the Jacobian at a time. For the first Nb block rows, (15) is calculated. Subsequently, for the jth set of block rows, the
R(J) factor is updated as
After the last update, the final RI1 and Rlz matrices can be used to obtain the search direction. Note that this recursive update is possible since we simulate the Jacobian columns; the next set of block rows can be calculated based on the stored final state of the previous set.
Fast Simulation
The simulations for EN and Q N using (12H13) constitute a substantial amount of the total number of calculations required to perform one iteration. Therefore, an efficient implementation of the state-trajectory calculation (12) has been written in C. This function is comparable to MATLAB's 1 t i t r . b u t i t i s f a s t e r . _ -
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"=I
In this equation, the matrices A,, A,€ Rex' describe causal and anti-causal AR models. The innovations e ( k ) and e ( k ) are zero-mean white-noise sequences with covariance
An expression for the ICM will first be derived. After this, a way to integrate the problem into a nonlinear least squares framework will he discussed.
The Inverse Covariance Matrix
David [I] takes the Gohberg-Heinig inversion theorem as a starting point in order to prove that the ICM of the AR process described by (19) is given by L Here, the U matrix is a block Toeplitz matrix for the causal model and the V matrix is a block Toeplitz matrix for the anti-causal model:
The notation toep(B1,. . . , B N ) has been adopted to denote a block Toeplitz matrix in terms of its impulse response kernel as
It is crucial to realize that (20) is positive definite despite the fact that it is a subtraction of two terms; failure to realize this and applying (20) directly results in a cost function that contains both positive and negative terms. Such a cost function cannot be minimized using a nonlinear least squares framework, and one would have to resort to much slower methods such as the simplex method.
Although the ICM (20) is a structured matrix, an analytic Cholesky factor is not readily obtained. However, the structure does allow the efficient numerical calculation of a Cholesky factor. In addition, the calculation of E;' can be simplified further by exploiting the block Toeplitz structure in U and V .
And finally, only the part of the band above the diagonal needs to be calculated since a Cholesky factorization of a real matrix needs only that part.
Because of the block Toeplitz structure of U, the block elements depend only on the distance to the block diagonal.
Apart from the lower right ed x !!d comer, the block elements of the zth block super-diagonal are given by
This implies that only d such blocks need to be precalculated and that these cached copies can be used to fill a large part of UTU. The lower-right ed x Ed part is small and is most easily calculated explicitly as
. , & T t o e p ( i t , . .. , a d ) .
Since VTV has nonzero entries in only its upper-left Pd x ed part, only this upper-left part has to he calculated. This part is equal to
The implication of these facts is that one does not have to form U or V explicitly. The matrix E;' can be calculated directly, and only a very small part of it actually has to be calculated. The Cholesky factor of the resulting upper Uiangular block band matrix can be calculated using a sparse Cholesky factorization, e.g. in MATLAEL
Experiments
In this section the following stem-engine model is used in a MonteCarl0 simulation study to show that the proposed implementation is both efficient and accurate: The input signal ~( k ) is a unit-variance Gaussian whitenoise sequence. The output disturbance v(k) is generated
in which el(k) and e n ( k ) are two uncorrelated unit-variance Gaussian white-noise sequences.
Attaining the Cramer-Rao Bound
In the Monte-Carlo simulations we simulate the system for several sample sizes and subsequently add the output disturbance which has been described above.
The PI-MOESP subspace method [12] is used to generate initial estimates of the system matrices. A block size s = 16 is used in this algorithm. These matrices are used as an initial starting point for the output error optimization algorithm described in Section 2.
The residual that results after the output error optimization is used to estimate a multivariable AR model according to [l] . Based on this AR model, a maximum likelihood optimization is carried out as described in Section 4. The residual that results after this step is used to estimate an improved AR model. With this improved AR model a second and final nlaximum likelihood optimization is performed. We repeat this identification experiment 1000 times using different realizations for e(k). In order to make a coniparison between these different models possible, they are transformed into the output normal form [7] , which provides a unique minimal parameterization. When denoting the out- It is important to note that knowledge of the true noise model is never used in the maximum liielihood identification; the noise model is derived From measured residuals in an iterative fashion. This makes the method usable in practice. 
Numerical Efficiency
This section will illustrate the effects of the numerically efficient implementation discussed in Section 3. The efficient implementation is compared to the nonlinear optimization function leas tsq from the MATLAB Optimization Toolbox, which was adapted to incorporate the local gradient search. The cost func!ion used with the modified l e a s t s q function, uses MATLAB's internal l t i t r state trajectory calculation function. The efficient implementation, on the other band, uses a fast C-implementation.
The same model and input signals as in the previous section are used. However, the experiment is performed in a noise-free setting, since we merely wish to show the performance gain of our implementation. The initial estimate that is given to the optimization function consists of the actual system matrices, where random variables with standard deviation 0.01 are added to each element. This identification experiment is repented 100 times, and the optimization time and memory usage is recorded.
Figwe 2 shows the optimization times for the MATLAB l e a s t s q function and OUT efficient implementation. For sample sizes above 10000, our imp!ementation uses the Huge Data Length extension discussed in Section 3.4 with Nb = 10 000. It is clear that the efficient implementation is about a factor 3 faster than the MATLAB implementation for moderate sample sizes. For sample sizes 100 000 and 200 000, the MATLAB implementation becomes exceedingly slower, because the Jacobian does not fit into physical memory anymore. In contrast, our implementation requires only about 60 Megabytes for N = 200 000.
Conclusions
An efficient implementation of the nonlinear least squares and maximum likelihood identification of LTI state-space models has been described. It has been shown that the maximum likelihood identification can be efficiently implemented as a suitable weighting of the nonlinear least squares problem. Since well-established and efficient algorithms exist for the latter, this is an advantageous circumstance.
The maximum likelihood weighting has been shown to be an output weighting. This implies that it can be used for any kind of system with a suitable parameterization for which an output-error description can be made. Examples of these for which maximum likelihood identification will be implemented in the near future, are bilinear and LPV systems.
The nonlinear optimization itself consists of a local parameterization of the state-space model and a subsequent gradient search in the resulting local parameter space. For high-order systems, the calculation of this local parameter subspace becomes the bottleneck as far as memory requirements are concerned; it involves the calculation of the left null space of a large sparse matrix with a nontrivial s m cture. It is therefore recommended that the structure of this matrix is exploited i n future research.
Monte-Carlo simulations have shown that the maximum likelihood framework anains the Cramer-Rao lower bound when PI-MOESP is used to obtain an initial model estimate. Furthermore, the efficient implementation discussed in this paper is shown to be faster than the MATLAB Optimization Toolbox while requiring less memory.
