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Vorwort 
Vor knapp 20 Jahren erschien die erste Auflage der „Industriebetriebslehre". Sie war 
von Anfang an konzipiert als ein Lehrbuch der Allgemeinen Betriebswirtschaftslehre, 
das am Beispiel des Industriebetriebes argumentiert, des nach wie vor häufigsten Un-
ternehmungstyps. Seither wurde das Lehrbuch in sieben weiteren Auflagen unter 
Beibehaltung des bewährten achtteiligen Grundaufbaus zum Teil tiefgreifend weiter-
entwickelt. Neben diesen Neuauflagen zeugen mehrere Nachdrucke innerhalb der 
jeweiligen Auflage von der guten Resonanz am Markt betriebswirtschaftlicher Lehr-
bücher. 
Angesichts der fortschreitenden Entwicklung des Faches ist nach zwei Jahrzehnten 
eine strukturelle Anpassung des Buches erforderlich geworden. Um die wichtigsten 
neuen fachlichen Erkenntnisse in angemessener Form in das Buch aufzunehmen und 
um dem Anspruch einer auf den Industriebetrieb angewandten Allgemeinen Be-
triebswirtschaftslehre weiterhin zu genügen, mußte die Gesamtkonzeption erneuert 
werden. 
Zwar knüpft auch der Neuaufbau der Industriebetriebslehre an die bewährte Kon-
zeption der entscheidungsorientierten Betriebswirtschaftslehre an. Es ergeben sich 
aber wesentliche strukturelle und inhaltliche Neugestaltungen, Änderungen und Er-
weiterungen, die im Ergebnis zu einem zehnteiligen „neuen" Buch führen. Schwer-
punkte dieser Neuerungen sind: 
- Vertiefung und Verbreiterung des theoretischen Fundaments der Betriebswirt-
schaftslehre aus dem Blickwinkel der industriellen Unternehmungsführung und 
auf der Grundlage der Entscheidungstheorie (z. B. Einbeziehung von Wettbe-
werbsanalyse, Transaktionskostenansatz, Systemansatz) (neuer Teil 1), 
detaillierte Behandlung der Informationswirtschaft: Information als Produktions-
faktor, Informationsverhalten, Grundzüge und Methoden der Wirtschaftsinfor-
matik und des Informationsmanagement (neuer Teil 3), 
I Erstellung der produktionswirtschaftlichen Probleme und Methoden in einem ganz-
heitlichen Ansatz mit integrierter Behandlung von Beschaffung, Materialwirtschaft 
und Produktion im Sinne moderner Logistik-, PPS- und CIM-Konzepte sowie neuer 
arbeitsorganisatorischer Formen der Produktion (neuer Teil 4), 
Neugestaltung der Abhandlung zur Kapitalwirtschaft unter Berücksichtigung 
neuerer Erkenntnisse der Investitions-, Finanzierungs- und Kapitalmarkttheorie so-
wie des Finanzmanagement (neuer Teil 7), 
eigenständige und ausführliche Darstellung des industriellen Innovationsmanage-
ment: Forschung und Entwicklung, Technologiestrategie, Organisations- und Ver-
haltensaspekte der Innovation (neuer Teil 8), 
umfassende Darstellung und Erörterung der Rechnungslegung des Industriebetrie-
bes (Finanzbuchhaltung, Einzel- und Konzernabschluß) nach geltendem Handels-
recht sowie der Bilanzpolitik (neuer Teil 10), 
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- Überarbeitung, z. T. Neuabgrenzung und Ergänzung der Darlegungen zu Konsti-
tutiven Entscheidungen, Absatz-, Personalwirtschaft und Kostenrechnung unter 
Einbeziehung neuerer Erkenntnisse u. a. zu den Gebieten Organisationsentwick-
lung, Konzernorganisation, Multinationale Unternehmen, Regelungen für Rechtsfor-
men, Scanning, Marktstrategie, Marketingkontrolle, Personalmanagement, Unter-
nehmenskultur, Kostenrechnungstheorie, Prozeßkostenrechnung, Gemeinkosten-
problematik (überarbeitete Teile 2, 5, 6, 9). 
In allen Teilen des Buches steht neben einer Sachdarstellung der jeweiligen Fachge-
biete und ihrer theoretischen Grundlagen auch die Erörterung der besonderen 
Entscheidungsprobleme und -methoden sowie die Führung und Steuerung des be-
triebswirtschaftlichen Geschehens durch Planung, Organisation und Information im 
Mittelpunkt. 
Neben der inhaltlichen wurde auch die didaktische Konzeption weiterentwickelt. Zu 
den bewährten Hilfsmitteln (insbesondere Fettdruck, Marginalien, Abbildungen. 
System von Querverweisen, ausführliches Stichwortverzeichnis) treten wichtige Quel-
lenverweise im Text sowie kommentierte Literaturhinweise (jeweils in Kurzzitatform) 
und Fragen bzw. Aufgaben zur Selbstkontrolle und Vertiefung im Anschluß an jeden 
Teil. In einem zusammenhängenden Verzeichnis am Ende des Buches ist die gesamte 
zitierte Literatur dokumentiert. Das Buch wurde vollständig neu gesetzt und trotz des 
gestiegenen Umfangs technisch so gestaltet, daß es als Lehr- und Handbuch für den 
Leser in individueller Weise nutzbar und praktikabel ist. 
Somit liegt die „Industriebetriebslehre" sowohl inhaltlich als auch formal rundum 
erneuert vor. Auf ihrer bisherigen Tradition aufbauend ist sie von dem Autorenteam 
gedacht als ein umfassendes modernes betriebswirtschaftliches Lehrwerk für Studenten 
und Praktiker, welches das gesamte Studium der Allgemeinen wie auch das der Indu-
striellen Betriebswirtschaftlehre begleiten und als Nachschlagwerk dienen soll. 
Traditionsgemäß heißt es in der Betriebswirtschaftslehre „der" Unternehmer, „der" 
Aufgabenträger, „der" Entscheidungsträger, „der" Kostenstellenleiter, „der" Orga-
nisator usw. Die Autoren standen vor der Frage, ob sie jeweils die männliche und 
weibliche Form, ein Kunstgebilde (z. B. Unternehmerin) oder die klassische Aus-
drucksform wählen sollten. Sie entschieden sich aus Gründen des Leseflusses für die 
letztgenannte Alternative. Wir bitten unsere Leserinnen um Verständnis. 
Natürlich konnten die Autoren die Neugestaltung dieses umfänglichen Buches nicht 
ohne Unterstützung von vielen Seiten bewältigen. Soweit bei der Erarbeitung der 
einzelnen Teile besondere Hilfe geleistet wurde, ist dies auf dem jeweiligen Deckblatt 
ausdrücklich vermerkt. 
Darüber hinaus waren umfangreiche formale und inhaltliche Abstimmungsarbeiten 
redaktioneller Art zu leisten, die sich über viele Monate hinzogen. Hierfür wurde bei 
der Schriftleitung an der Universität München ein Redaktionskomitee gebildet, des-
sen laufende Arbeiten von Dr. Egon Franck mit großem Engagement und Geschick 
koordiniert wurden und dem darüber hinaus zeitweilig oder durchgehend die 
folgenden wissenschaftlichen Mitarbeiter angehörten: Dipl.-Kfm. Hans Koller 
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(TU München), Dipl.-Hdl. Anke Jaros-Sturhahn, Dipl.-Kfm. Eike Schulz, Dr. 
Matthias Maier und Dr. Helmut Dietl. Dieses Redaktionskomitee hat mit seiner 
sachlichen und engagierten, z. T. unter schwierigen terminlichen Restriktionen ab-
laufenden Arbeit die Schriftleitung sowie das gesamte Autorenteam sehr wirkungs-
voll unterstützt. Dafür sei allen ganz herzlich gedankt! 
Besonders aufwendig sind in einem solchen Projekt auch die Korrekturen der Druck-
fahnen, insbesondere auch deren Integration nach Rücklauf von den Autoren sowie 
die Erstellung des Stichwortverzeichnisses. Hier haben zusätzlich zu den Mitgliedern 
des Redaktionskomitees Dipl.-Kfm. Rahild Neuburger, Dr. Heinrich Seidlmeier, 
Dipl.-Kfm. Hans Niggl, Dipl.-Inform. Stefan Oldenburg, Dipl.-Inform. Carin Born-
schein und Dipl.-Kfm. Hans-Georg Weber (Universität der Bundeswehr München) 
wichtige Hilfe geleistet, wofür allen vielmals zu danken ist. 
Die sehr umfangreiche Textverarbeitung im Zusammenhang mit Manuskriptände-
rungen, -ergänzungen oder teilweisen Neuerfassungen sowie die Zusammenstellung 
des Literaturverzeichnisses wurden weitgehend von Claudia Wieland, Susanne Klein, 
Cornelia Hoplitschek, Nadja Nolten und Sabine Ebner mit großem Einsatz und mit 
Umsicht geleistet. Sie haben ferner die Fahnenkorrektur unterstützt. Dafür ebenfalls 
vielen Dank! 
Selbstverständlich verbleibt trotz vielfaltiger Unterstützungen die Verantwortung für 
Inhalt und Form dieses Buches bei den Autoren. Herausgeber und Schriftleitung, 
aber auch jeder einzelne Autor sind im voraus dankbar für jede Art von Rückmel-
dung aus dem Leserkreis. Erfahrungen, die mit dem Buch in Lehre und Studium 
gesammelt werden, sind eine wichtige Grundlage für dessen künftige Weiterentwick-
lung. 
München, im August 1991 E D M U N D HEINEN 
(Herausgeber) 
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I. Information und Kommunikation 
in der Betriebswirtschaft 
Im Rahmen der Informationswirtschaft sind sowohl betriebswirtschaftliche Fragen 
als auch eher technische Aspekte der Information und Kommunikation zu behan-
deln. Betriebswirtschaftliche Fragen beziehen sich beispielsweise auf die Rolle der 
Information im Unternehmen, auf Eigenarten des Informations- und Kommunika-
tionsverhaltens in Organisationen, auf Eigenschaften von Informationssystemen und 
auf die Organisation der Informationsverarbeitung. Vielfach erfordert die betriebs-
wirtschaftliche Behandlung der Information und Kommunikation auch die Berück-
sichtigung theoretischer Grundlagenerkenntnisse aus der Informations- und Kom-
munikationsforschung. Die Informationswirtschaft umfaßt ferner ausgewählte 
Grundlagen der Informations- und Kommunikationstechnik. Neben allgemeinen 
Aspekten der elektronischen Datenverarbeitung und der Programmierung sind somit 
auch die Grundlagen von Datenbanksystemen und Datenorganisation sowie der 
elektronischen Kommunikation zu erörtern. Für den Betriebswirt sind insbesondere 
die Abhängigkeiten und gegenseitigen Durchdringungen der betriebswirtschaftlichen 
und der technischen Felder von Interesse. 
Die Struktur des folgenden Beitrags ist so angelegt, daß zunächst prinzipielle Fragen 
der Information und Kommunikation im Unternehmen, der Managementbedeutung 
von Informations- und Kommunikationstechnik sowie organisatorische Fragen be-
handelt werden (Kapitel I.-IV.). Anschließend werden informations- und kommu-
nikationstechnische Grundlagen konkret erörtert (Kapitel V.). Um die ersten, 
grundlegenden Abschnitte zur Informationswirtschaft mit Gewinn zu studieren, ist es 
vorteilhaft, wenn der Leser über gewisse allgemeine Grundkenntnisse der Informa-
tions- und Kommunikationstechnik und ihrer Einsatzmöglichkeiten im Unternehmen 
verfügt. Sofern ein Leser derartige Kenntnisse noch nicht erworben hat, sei empfohlen, 
mit der Lektüre von Kapitel V. zu beginnen, um später vor diesem Hintergrund die 
Zusammenhänge in den ersten Abschnitten besser verstehen zu können. 
1. Bedeutung und Aufgaben der 
Informationswirtschaft 
a) Information in der betrieblichen Aufgabenerfüllung 
Jeder Aufgabenträger benötigt für die Aufgabenerfüllung Informationen. Ein Werk- Information 
Stattmeister muß z. B. wissen, zu welchen Terminen er welche Mengen von bestimm- und 
ten Vorprodukten erstellen soll, welche technischen und wirtschaftlichen Eigenschaf- Aufgaben-
ten die verfügbaren Arbeitskräfte, Maschinen und Anlagen haben, was im erfüllung 
Störungsfall zu tun ist, wie hoch der Lagerbestand an Vormaterial ist und wie die 
Qualität der Erzeugnisse beurteilt wird. Weiterhin benötigt er Informationen dar-
über, wer, wann und wie über den Produktionsfortschritt zu unterrichten ist, aus 
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welchen Arbeitsschritten sich der Produktionsprozeß zusammensetzt, welche Erfah-
rungen man mit bestimmten Kundenanforderungen in der Vergangenheit gemacht 
hat usw. 
Je vielfältiger die Arbeitsteilung, je komplexer, unstrukturierter und veränderlicher die 
Aufgaben, desto größer sind die Ansprüche an die Bereitstellung der für die Aufgaben-
erfüllung erforderlichen Informationen. Die Informationsbereitstellung kann dabei 
unmittelbar durch die Handelnden selbst aufgrund ihrer Kenntnisse, Erfahrungen 
und Aufzeichnungen, durch andere Aufgabenträger (z. B. Stabsstellen, Vorgesetzte, 
Kollegen) und/oder durch technische Hilfsmittel (z. B. computergestützte Anwen-
dungsprogramme, Informationssysteme und Datenbanken) erfolgen. Ohne Informa-
tionsbasis sind Planung, Durchführung, Kontrolle und Koordination betriebswirtschaft-
licher Aufgaben nicht denkbar. Nicht selten werden deshalb Unternehmungen und 
Organisationen auch als informationsverarbeitende Systeme aufgefaßt. 
Aufgaben der Allgemeine Aufgabe der Informationswirtschaft ist es, die Informationsgrundlage des 
Informations- betriebswirtschaftlichen Geschehens in möglichst effizienter Weise sicherzustellen. Da-
wirtschaft bei konzentriert sich die Informationswirtschaft vor allem auf die sachgerechte 
Kombination der technischen Hilfsmittel der Informationsunterstützung mit Aufgaben, 
Personen und organisatorischen Regeln. Sie dient ferner der Verarbeitung und Steue-
rung automatisierter Prozesse der Leistungserstellung in den verschiedenen Funktio-
nen der Unternehmung. 
Informations- Im System betrieblicher Funktionen nimmt die Informationswirtschaft eine beson-
wirtschaft als dere Stellung ein. Die Zuteilung von Funktionen auf abgrenzbare organisationale 
Querschnitts- Teilbereiche (Abteilungen) kann z. B. für die Beschaffung, die Produktion, den Ab-
funktion und satz und eventuell die Forschung und Entwicklung gelingen. Aber auch diese 
als Institution Funktionsbereiche tauschen zur Erfüllung ihrer Aufgaben oft bereichsübergreifend 
Informationen aus (z. B. sind Entwicklungsaufgaben von Markt-, Beschaffungs- und 
Fertigungsinformationen abhängig). Die Informationswirtschaft ist eine typische 
Querschnittsfunktion, die alle Funktionsbereiche durchdringt. Sie stellt somit eine 
Art „Nervensystem 4 ' dar, das die Verknüpfung betrieblicher Teilbereiche und Funk-
tionen gewährleisten soll. Informationsaufgaben werden auf allen Ebenen und in 
allen Funktionsbereichen von den Aufgabenträgern erfüllt. Die Erfüllung informa-
tionswirtschaftlicher Aufgaben erfolgt darüber hinaus in vielen industriellen Unter-
nehmungen in eigens hierfür geschaffenen Abteilungen bzw. durch eigens hierfür 
eingesetzte Personen oder Personengruppen. Insofern bildet die Informationswirt-
schaft eigene Organisationseinheiten und damit eine Institution. 
Information Betriebswirtschaften sind aber nicht nur als sachliche Systeme der Aufgabenbewäl-
und soziales tigung und der aufgabenbezogenen Informationsverarbeitung zu interpretieren, 
System sondern lassen sich als soziale Systeme auffassen. Die unterschiedlichen und im Zeit-
ablauf variablen Ansprüche aller an der Betriebswirtschaft Beteiligten müssen bei 
betriebswirtschaftlichen Entscheidungen berücksichtigt werden. Die Bereitschaft zur 
Beitragsleistung hängt für die einzelnen Mitglieder einer Betriebswirtschaft von den 
erzielbaren Anreizen ab (vgl. Teil 6, S. 743). Hierzu zählen neben materiellen Aspek-
ten in erheblichem Maße andere immaterielle Komponenten wie Kontakte, Wert-
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Schätzung, Vertrauen, Verständigung, die eng mit Information und Kommunikation 
verknüpft sind. Für arbeitsteilige Führungs- und EntScheidungsprozesse und die 
dazu erforderlichen Informationen heißt dies unter anderem: 
Es kann nicht von einer monovariablen Zielfunktion mit vorgegebenem Anspruchs-
niveau ausgegangen werden. Ansprüche und Verhalten aller Beteiligten hängen 
voneinander ab. Daher stellt sich stets von neuem die Frage, welche Ziele in welchem 
Ausmaß als Beurteilungskriterien bei der Bewertung von Alternativen zu berück-
sichtigen sind - mit entsprechenden Folgerungen für die Breite und Vielschichtigkeit 
der Informationsversorgung. 
Die Beteiligten interpretieren das betriebliche Geschehen und die Umwelt in Abhän-
gigkeit von den eigenen Bedürfnissen und dem eigenen Informationsstand. Informa-
tionsgewinnung und -bereitstellung müssen daher unterschiedlichen Informations-
bedürfnissen Rechnung tragen. Welche Informationsbedürfnisse letztlich Berück-
sichtigung finden, hängt auch von dem durch die Rechtsordnung vorgegebenen 
Rahmen und von den jeweiligen betrieblichen Machtverhältnissen ab. Eine unzurei-
chende Befriedigung von Informationsbedürfnissen, z. B. durch Beschränkung auf 
Einzelinteressen, kann die Funktionsfähigkeit des Systems gefährden. 
Die Einbettung der betrieblichen Aufgabenerfüllung in ein soziales System bedeutet 
damit, daß sich die Informationswirtschaft nicht allein auf die technisch-rationale 
Dimension der Informationsbereitstellung reduzieren darf- so wichtig dieser Aspekt 
auch für die industrielle Praxis ist; vielmehr muß sie die sozialen Funktionen von 
Information und Kommunikation berücksichtigen und fördern, weil deren Gewähr-
leistung nicht zuletzt eine wichtige Voraussetzung für eine reibungslose arbeitsteilige 
Aufgabenabwicklung ist. 
b) Information und Kommunikation im EntScheidungsprozeß 
Begreift man das betriebliche Geschehen als komplexes Geflecht von Willensbil-
dungs- und Willensdurchsetzungsprozessen (vgl. Teil 1, S. 36) in allen Bereichen und 
auf allen hierarchischen Ebenen einer Betriebswirtschaft, so treten Fragen der Aus-
richtung einzelner Entscheidungen auf die jeweiligen Zielsetzungen, der Abstimmung Informations-
won Entscheidungen und der Umsetzung in ausführendes Handeln ins Blickfeld. Aus Wirtschaft-
dieser Sicht lassen sich als informationswirtschaftliche Grundfunktionen unterscheiden: liehe 
Unterstützung von Planung und Entscheidung, Steuerung, Kontrolle sowie Dokumen- Grund-
tation. aufgaben 
(1) Planungs- und Entscheidungsunterstützung: 
Versorgung der Entscheidungsträger mit Informationen, die für die Willensbildung 
relevant sind. 
Welcher Art die benötigten Informationen für Planung und Entscheidung sind, hängt 
von der Art der zu lösenden Entscheidungsprobleme ab. Grundsätzlich erfordert die 
Entscheidungsfindung Anregungsinformationen, Informationen über Ziele, über 
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zielrelevante Merkmale der Situation und deren zukünftige Ausprägungen, über 
Handlungsmöglichkeiten sowie über die Möglichkeiten der Reaktion bei uner-
wünschten Merkmalskonstellationen. Diese Informationen betreffen sowohl tech-
nisch-physikalische als auch wirtschaftliche, rechtliche, psychologische und soziale 
Zusammenhänge sowie deren Bewertung und beziehen sich auf den Innenbereich 
sowie auf das Umfeld der Unternehmung. 
Der Prozeß der Willensbildung kann sich für solche Entscheidungsprobleme als ein-
fach erweisen, bei denen die Zielinformationen aus quantifizierten Größen bestehen, 
das Spektrum von Handlungsmöglichkeiten vorgegeben ist und auch die jeweiligen 
zielrelevanten Folgen quantifizierbar sind. Für die Verarbeitung dieser Informatio-
nen steht i . d. R. ein Algorithmus zur Verfügung (Optimierungsmodelle). 
Willensbildung ist auch erforderlich, wenn nur unvollständige und unsichere Infor-
mationen über zukünftige Chancen und Risiken vorliegen. Die zu verfolgenden Ziele 
können dabei vielfach nur global formuliert werden. Bezüglich der Handlungsmög-
lichkeiten und deren Folgen stehen dann eher spekulative Annahmen oder Prognosen 
zur Verfügung. Für die „richtige" Art der Verarbeitung solcher Informationen lassen 
sich kaum Regeln angeben. 
Je höher Entscheidungen in der Problemhierarchie angesiedelt sind, desto mehr wer-
den Informationen zur globalen Abschätzung und Beurteilung der Entscheidungs-
situation benötigt. Informationen müssen meist längerfristig, bereichsübergreifend 
und auf die Berücksichtigung von Mehrfachzielsetzungen ausgerichtet sein. Entschei-
der auf unteren Ebenen benötigen in erster Linie operative Informationen, die für 
alternative Ausführungsprogramme die Wirkungen innerhalb des eigenen Aufgaben-
bereichs erkennen lassen; erforderlich sind aber auch Informationen über die mög-
lichen Wechselwirkungen mit anderen Bereichen (Arbeitsplätzen, Abteilungen). 
(2) Steuerungsunterstützung: 
Gewährleistung der Willensdurchsetzung und einer gegebenenfalls erforderlichen 
Modifikation der Willensbildung. 
Sofern die Umsetzung von Entscheidungen in ausführendes Handeln von der Mit-
wirkung mehrerer Personen abhängt, bedarf es der Informationsübermittlung. Im 
einfachen Fall gibt der Entscheidende Ausführungsanweisungen. Dabei kann es sich 
für den Ausführenden um eine bekannte oder nicht bekannte Folge von Maßnahmen 
handeln. 
Es kann auch sein, daß ein Willensbildungsprozeß nicht mit konkreten Ausführungs-
anweisungen abschließt. Dann bedarf es in der Willensdurchsetzungsphase weiterer 
Schritte zur Entdeckung und Detaillierung von Handlungsalternativen. Der Prozeß 
zur Konkretisierung einer globalen Grundsatzentscheidung ist in der Regel mehr-
stufig. Er besteht aus einer Hierarchie von weiteren Willensbildungsprozessen. Jeder 
Entscheidungsprozeß auf einer niedrigeren Hierarchiestufe soll die durch die über-
geordnete Entscheidung vorgenommenen Beschränkungen als Prämissen berück-
sichtigen. Die Informationswirtschaft muß bei arbeitsteiliger Entscheidungsfindung 
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und Willensdurchsetzung daher eine adäquate Übermittlung dieser Prämissen ge-
währleisten und außerdem die jeweiligen Entscheidungsträger mit sonstigen entschei-
dungsrelevanten Informationen versorgen. Welcher Art die benötigten Informatio-
nen sein müssen, hängt erheblich von der jeweiligen Stufe in der Hierarchie der 
Willensbildungsprozesse ab. Diese muß nicht zwingend auch einer bestimmten Stufe 
der Leitungshierarchie der Organisation entsprechen. Allgemein ist jedoch davon 
auszugehen, daß mit abnehmender Hierarchiestufe auch die zu lösenden Probleme 
konkreter und ausführungsbezogener werden. 
(3) Kontrollunterstützung: 
Erkennen von Abweichungen zwischen angestrebten und erreichten Zielen. 
Alle Vorgänge im Rahmen eines EntScheidungsprozesses bedürfen einer laufenden 
Überwachung und gegebenenfalls einer Anpassung. Kontrollen beeinflussen somit 
den gesamten Prozeß der Willensbildung und Willensdurchsetzung. Bei Abweichun-
gen zwischen erwünschten und erzielten Ergebnissen fließen Revisionsinformationen 
zurück zum Entscheidungsträger. Sie führen zu Anpassungsmaßnahmen, d. h. lösen 
neue Entscheidungen aus. Der (Teil-)Entscheidungsprozeß nimmt damit einen neuen 
Anfang. 
(4) Dokumentation: 
Nachvollziehbarkeit von Willensbildungs- und Willensdurchsetzungsprozessen. 
Das betriebliche Geschehen ist aus verschiedenen Gründen dokumentationsbedürf-
tig. Dokumentation ist erforderlich, weil das menschliche Informationsaufnahme-, 
-verarbeitungs- und -speichervermögen begrenzt ist. Daher besteht die Gefahr, daß 
Informationen über vergangene, geplante oder erwartete Ereignisse bei neuen Wil-
lensbildungs- und Willensdurchsetzungsprozessen nicht verfügbar sind. Dokumen-
tation soll ferner die Zuordnung von Leistungsprozessen und -ergebnissen auf 
Aufgabenträger ermöglichen. Schließlich ist Dokumentation nicht selten ein gesetz-
liches oder vertragliches Erfordernis (z. B. Buchführung, vgl. Teil 10, S. 1319). Die 
Dokumentationsaufgabe der Informationswirtschaft erfüllt somit auch die Funktionen 
des „Gedächtnisses der Organisation44. 
c) Information und Kommunikation als 
Voraussetzung für unternehmerisches Handeln 
Für einen Industriebetrieb in einer Marktwirtschaft ist der Umgang mit Informatio-
nen und damit das Erkennen und wirtschaftliche Umsetzen von Informationsvortei-
len erfolgsentscheidend (vgl. Picot 1990b). Erfolgreiches unternehmerisches Handeln 
leitet sich geradezu aus der ungleichen Verteilung von Informationen in Wirtschaft 
und Gesellschaft ab. Unternehmerische Ideen entstehen durch die Entdeckung neuer 
Möglichkeiten der Überbrückung des Informationsgefalles zwischen aktuellen oder 
potentiellen Marktteilnehmern, z. B. durch neuartige Kombinationen von Ressour-
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cen für die Lösung von Kundenproblemen oder durch die effizientere Nutzung be-
kannter Ressourcenkombinationen (vgl. Teil 8). Sowohl die Entstehung unterneh-
merischer Ideen als auch deren Umsetzung in tragfähige Unternehmensstrategien 
und geeignete operative Maßnahmen sind in hohem Maße informationsbezogene 
Tätigkeiten. Unternehmertum und dynamischer Wettbewerb bestehen demnach im Er-
kennen von wirtschaftlich relevanten Informations- bzw. Wissensunterschieden sowie in 
der wirtschaftlichen Umsetzung derartiger Differenzen. Information ist damit ein 
grundlegender unternehmerischer Produktionsfaktor. 
d) Besondere Eigenschaften der Information 
Im Vergleich zu anderen Unternehmensressourcen weist die Information einige Be-
sonderheiten auf (vgl. Picot/Franck 1988): 
- Information ist ein immaterielles Gut, das i . d. R. auch bei mehrfacher Nutzung 
nicht verbraucht wird. 
- Der Wert einer Information hängt von der Art ihrer Verwendung ab. Er kann durch 
das Hinzufügen, Selektieren, Aggregieren, Konkretisieren oder Weglassen weiterer 
Informationen verändert werden. 
- Information kann wie Energie, Kapital und Arbeit zur Verfolgung ökonomischer, 
organisatorischer, sozialer und politischer Ziele eingesetzt werden. 
- Information tritt auch als Ware auf. Sie wird dann gegen finanzielle oder sonstige 
Belohnungen für die Person oder Organisation, die sie zur Verfügung stellt, ge-
handelt oder getauscht. 
- Bei der Wertermittlung von Informationen kann das sogenannte Bewertungspara-
doxon von Informationen auftreten (vgl. Arrow 1974): Man kann eine angebotene 
Information (z. B. eine Beratung, ein Forschungsergebnis) erst wirtschaftlich be-
werten, wenn man sie genau kennt; hat man sie aber eingesehen, so hat man sie sich 
angeeignet. Deshalb spielt Vertrauen beim Abschluß von Informationslieferungs-
verträgen eine herausragende Rolle. 
-- Information erweitert sich während ihrer Nutzung. Z. B. erfolgt während eines 
Forschungsprozesses, der auf der Nutzung von Informationen beruht, gleichzeitig 
eine Expansion der Ausgangsinformationen. 
- Information ist verdichtbar. Das Zusammenfassen vieler komplexer Fälle zu einem 
Theorem oder einer Formel ist ein gutes Beispiel dafür. Die Informationsverdich-
tung führt häufig aber auch zu Informationsverlusten. 
- Information kann andere wirtschaftliche Ressourcen ersetzen. So können beispiels-
weise Informationssysteme und Kommunikationsdienste zur Ausschaltung gewis-
ser Vertriebswege und Handelsstufen führen. 
- Information ist transportierbar, im Extremfall sogar mit Lichtgeschwindigkeit. Der 
Einfluß der technischen Entwicklung auf ihre Mobilität war nicht für alle wirt-
schaftlichen Ressourcen gleich. Die prinzipielle Mobilitätszunahme des Faktors 
Arbeit durch die Entwicklung der Transporttechniken, z. B. von der Postkutsche 
über das Automobil zum Düsenflugzeug, ist groß, aber immer noch nicht ver-
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gleichbar mit derjenigen des Faktors Information durch Techniken wie Telegrafie 
oder Funk. 
- Informationskäufer müssen sich mit Kopien begnügen, Dinge dagegen wechseln 
den Besitzer. Nach dem Autokauf befindet sich der Käufer und nicht der Verkäufer 
im Besitz des Autos. Wird hingegen eine Idee verkauft, dann besitzen sie nach dem 
Kaufvorgang beide Seiten. 
- Information hat eine Neigung zur Diffusion. Vertraulichkeit, persönliche Intim-
sphäre, intellektuelle Eigentumsrechte etc. sind nur einige Konstruktionen, die das 
schon immer bestehende, durch die neue Informations- und Kommunikations-
technik verschärfte Dilemma zwischen dem Nutzen von Information und der 
Einsicht, den Virus Information in bestimmten Bereichen bekämpfen zu müssen, 
beschreiben. 
- Information bahnt Beziehungen an. Information über Individuen ist die Grundlage 
für die Beziehung zu anderen Menschen und zu Institutionen. Auch Beziehungen 
zwischen Unternehmen, staatlichen Organisationen oder Nationen basieren auf 
Information. Veränderungen in den Informationsflüssen können die Beziehungs-
und Machtstruktur zwischen Elementen eines Systems verändern (vgl. z. B. Lullies 
u. a. 1990, Ortmann u. a. 1990). 
2. Informations- und kommunikationsbezogene 
Grundmodelle 
Information und Kommunikation bilden die Voraussetzung für das Funktionieren 
jeder arbeitsteiligen Organisation. Phänomene der Information und Kommunika-
tion werden in verschiedenen wissenschaftlichen Disziplinen aus sehr unterschied-
lichen Perspektiven und mit unterschiedlichen Forschungsinteressen betrachtet. So 
beschäftigen sich beispielsweise Informationstheoretiker, Kybernetiker, Psychologen 
und Soziologen, Linguisten, Verhaltensforscher und Biologen mit Fragen der Infor-
mation und Kommunikation (vgl. Reichwald/Nippa 1991). Aus den jeweiligen 
Untersuchungsperspektiven resultieren teilweise sehr unterschiedliche Informations-
und Kommunikationskonzepte. Ein umfassenderes Verständnis über die Phänomene 
der Information und Kommunikation kann nur aus einer interdisziplinären Betrach-
tungsweise erschlossen werden. 
a) Dimensionen der Semiotik 
Aus der allgemeinen Sprachtheorie (Semiotik) stammt eine Drei-Ebenen-Betrach-
tung menschlicher Kommunikation. Man unterscheidet zwischen Syntax, Semantik 
und Pragmatik (vgl. Carnap 1959, Morris 1973). Damit lassen sich prinzipielle An-
nahmen und Unterschiede in den Auffassungen von Information und Kommunika-
tion verdeutlichen. 
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Syntax Die Syntax einer Sprache bezieht sich auf das Verhältnis von Zeichen oder Signalen 
zueinander und auf die formalen Regeln, nach denen Zeichen oder Signale zusammen-
gesetzt werden. Syntaktische Regeln besagen nichts über die Bedeutung der Zeichen 
und der aus ihnen gebildeten Zeichenfolgen. Das Anliegen eines Kommunikations-
theoretikers, der sich mit Problemen der richtigen und vollständigen Übertragung 
von Zeichen und Signalen befaßt, oder des Informationstheoretikers, der an der 
richtigen Zusammensetzung von Zeichenkombinationen (Grammatik) interessiert 
ist, liegt auf dieser syntaktischen Ebene. 
Semantik Demgegenüber befaßt sich die Semantik mit den Beziehungen zwischen den Zeichen und 
ihren Designaten, d. h. den Gegenständen, Ereignissen und Zuständen, die dem Zeichen 
Bedeutung geben. Dieser Stufe läßt sich auch der Begriff der Nachricht zuordnen, da 
jede Nachricht ein semantisches Übereinkommen zwischen Sender und Empfänger 
voraussetzt. Nachrichten übertragen demnach durch Zeichen abgebildete Sachverhalte. 
Auf den Benutzer der Zeichen oder Nachrichten und auf das Verhalten des Benach-
richtigten wird dabei nicht Bezug genommen. Ein Sprachwissenschaftler interessiert 
sich auf dieser Ebene z. B. für die Bedeutung von Buchstaben und Wortkombina-
tionen, ein Kommunikationswissenschaftler für die Frage, ob versandte Nachrichten 
vom Empfänger auch tatsächlich erhalten und verstanden wurden. 
Pragmatik Auf der Ebene der Pragmatik wird das Handeln der Zeichenverwender und damit die 
Wirkung der Nachricht zum Betrachtungsgegenstand. Durch Verknüpfung von Be-
deutung der Zeichen und Handlungskonsequenz wird die Nachricht zur Information. 
Im Gegensatz zum Nachrichtenbegriff setzt Information also die Einbeziehung der 
pragmatischen Ebene voraus. Information wird dementsprechend als zweckorientiertes 
Wissen definiert (vgl. Wittmann 1959). Informationen verändern damit die Interpre-
tations-, Entscheidungs- oder Handlungsweise. Ihre Übermittlung soll beim Emp-
fänger eine bestimmte Prägung des Denkens und Handelns bezwecken. Ob dies 
gelingt, hängt von diversen internen und externen Bedingungen ab, die Gegenstand 
der Kommunikationsforschung sind. 
Daten versus Mit den Ebenen der Semiotik lassen sich auch die Begriffe „Daten t k und „Informa-
Informa- tionen" abgrenzen. Ein wesentliches Kriterium für eine Unterscheidung zwischen 
tionen Daten und Informationen bildet der Kontext- und Zweckbezug. Daten stellen Aus-
sagen oder Sachverhalte dar, die in einem aktuellen Kontext nicht unmittelbar 
zweckorientiert sind. Informationen hingegen sind im Kontext eines Entscheidungs-
trägers zweckorientiertes Wissen. Daten sind demnach auf der semantischen Ebene 
anzuordnen. Je nach Kontext- und Zweckbezug können jedoch gleiche Aussagen 
oder Sachverhalte für die eine Person Daten und für die andere Person Informationen 
darstellen. Daten können deshalb auch als potentielle Information bezeichnet wer-
den. 
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b) Nachrichtentechnisches Kommunikationsmodell 
Grundlage für eine Vielzahl von informations- und kommunikationstheoretischen 
Betrachtungen bildet das sogenannte nachrichtentechnische Kommunikationsmo-
dell. Gegenstand dieses Modells, wie es von Shannon und Weaver formuliert wurde, ist 
die syntaktische Ebene der Information (vgl. Shannon/Weaver 1949). Die nachrich-
tentechnische Sicht bezieht sich vor allem auf statistisch erfaßbare Kategorien wie 
„Zeichen", „Signal", „Sender", „Empfänger", „Kapazität", „Rauschen", „Redun-
danz", „Kodierung" und „Dekodierung". Dem nachrichtentechnischen Kommuni-
kationsmodell (vgl. Abbildung 3.1) entsprechend wird von einer Nachrichtenquelle 
(Information Source) eine bestimmte Botschaft ausgewählt oder nach bestimmten 
Regeln erzeugt und einem Sender (Transmitter) übergeben. Im Sender werden die 
Zeichen, die eine Nachricht konstituieren, in Signale umgewandelt (kodiert) und über 
einen Kanal an einen bestimmten Empfänger (Receiver) übermittelt. Im Empfanger 
werden die erhaltenen Signale dekodiert und die gewonnenen Nachrichten dem 
Adressaten (Destination) zugeleitet. Die Signale können bei der Übertragung be-
stimmten Störungen unterliegen, so daß die empfangenen Signale nicht immer 
identisch mit den gesendeten sind. Solche Störungen lassen sich zum Teil durch die 













Abbildung 3.1: Nachrichtentechnisches Kommunikationsmodell 
von Shannon Weaver 
Quelle: Shannon/Weaver (1949) 
Das nachrichtentechnische Kommunikationsmodell verweist insbesondere auf 
Aspekte, die sich auf die syntaktische Richtigkeit der Nachrichtenübertragung be- Syntaktische 
ziehen. Dabei wird vor allem das Phänomen der syntaktischen Redundanz im Orientierung 
Zusammenhang mit der Vermeidung oder Reduzierung von Übertragungsfehlern 
untersucht. Diese nachrichtentechnische Modellierung ist z. B. für das Gelingen der 
Daten- und Telekommunikation eine wichtige technische Voraussetzung. Obgleich 
das Kommunikationsmodell von Shannon und Weaver auf der syntaktischen Ebene 
angesiedelt ist, wird es bis heute dennoch fälschlicherweise als Ausgangspunkt für 
semantische und pragmatische Überlegungen herangezogen und auf soziale Kom-
munikationsprozesse auszudehnen versucht. 
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Aus sozialwissenschaftlicher Sicht ist der nachrichtentechnische Informationsbegriff 
zu eng gefaßt. Das nachrichtentechnische Kommunikationsmodell besagt nichts über 
die Verstehenszusammenhänge zwischen den beteiligten Kommunikationspartnern. 
Senderund Empfängerwerden lediglich formal und als statische Objekte gesehen, ohne 
Grenzen zu beachten, daß auch die Empfänger einer Information an deren Erzeugung mit-
wirken. Ein sozialwissenschaftlicher Kommunikationsbegriff sollte auch die Semantik 
und Pragmatik der menschlichen Kommunikation umfassen, um erschließen zu kön-
nen, wie sich Menschen durch Kommunikation gegenseitig beeinflussen und wie dabei 
gemeinsame oder aber ganz verschiedene „Wirklichkeiten" und Weltanschauungen 
entstehen können (vgl. Luhmann 1969, Habermas 1981, Wahren 1987). 
c) Pragmatisches Kommunikationsmodell 
Um das breite Spektrum kommunikationstheoretischer Ansätze zu verdeutlichen 
und das Augenmerk auf häufig vernachlässigte Aspekte der Kommunikation zu 
lenken, soll das pragmatische Kommunikationsmodell von Watzlawick, Beavin und 
Jackson in die Betrachtung einfließen (vgl. Watzlawick u. a. 1990). 
Watzlawick, Beavin und Jackson sind vor allem an den verhaltensbezogenen Wir-
kungen und damit an den pragmatischen Aspekten der Kommunikation interessiert. 
Sie versuchen, Grundeigenschaften der menschlichen Kommunikation herauszuar-
beiten und diese als pragmatische Kalküle oder „Axiome" zu formulieren. Dabei wird 
nicht der Anspruch auf Vollständigkeit oder Endgültigkeit erhoben, sondern viel-
mehr die praktische Nützlichkeit der „Axiome" betont. Abbildung 3.2 gibt einen 
Überblick über die Axiome. 
1. Axiom: 
Man kann nicht nicht kommunizieren. 
2. Axiom: 
Jede Kommunikation besitzt einen Inhalts- und einen Beziehungsaspekt. 
3. Axiom: 
Die Beziehungen zwischen Kommunikationspartnern sind durch die Inter-
punktionen von Kommunikationsabläufen geprägt. 
4. Axiom: 
Menschliche Kommunikation bedient sich digitaler und analoger 
Modalitäten. 
5. Axiom: 
Kommunikation kann auf symmetrischen und komplementären Beziehungen 
beruhen. 
Abbildung 3.2: Axiome der Kommunikation von Watzlawick, Beavin und Jackson 
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Watzlawick, Beavin und Jackson bezeichnen jedes Verhalten als Kommunikation, 
weil jedes Verhalten auch Mitteilungscharakter hat. Da es kein Gegenteil zu Verhalten Axiom 1 
gibt (es ist unmöglich, sich nicht zu verhalten), folgt daraus, daß ein Mensch, wie auch 
immer er sich verhält, nicht nicht kommunizieren kann. 
Das zweite Axiom verdeutlicht, daß jede Kommunikation einen Inhalts- und einen Axiom 2 
Beziehungsaspekt beinhaltet. Der Inhaltsaspekt vermittelt die „Daten", der Bezie-
hungsaspekt vermittelt, wie diese Daten aufzufassen sind und stellt somit eine Form 
der Metakommunikation dar. Kommunikation dient also nicht nur der sachlichen 
Erfüllung von Aufgaben, sondern wirkt in hohem Maße auf die sozialen Beziehungen 
zwischen den Kommunikationspartnern und demzufolge auf das Organisationskli-
ma. Nicht selten wird durch Kommunikation primär die Klärung sozialer Beziehun-
gen bezweckt und erst sekundär die Übermittlung von Sachinformation. Umgekehrt 
gilt: je unproblematischer die sozialen Beziehungen, desto besser können Sachinfor-
mationen fließen. 
Das dritte Axiom verweist darauf, daß die Natur einer Beziehung durch die Inter- Axiom 3 
punktion von Kommunikationsabläufen seitens der Kommunikationspartner be-
stimmt wird. Interpunktionsweisen sind kontext- oder rollenspezifische Interpreta-
tionsformen und Kausalitätswahrnehmungen von Aussagen oder Verhaltensweisen, 
die von Status, Macht, Vorwissen, Erwartungen, Aufgabe, persönlichen Faktoren, 
Hierarchie etc. abhängig sein können. Ein Vorgesetzter kritisiert beispielsweise seine 
Mitarbeiter wegen des geringen Engagements. Die anders interpunktierenden Mit-
arbeiter hingegen führen ihr geringes Engagement auf demotivierende Kritik zurück. 
Der Vorgesetzte sieht wiederum das geringe Engagement als Grund für seine Vor-
würfe. Probleme, die sich aus unterschiedlichen Formen der Interpunktion ergeben, 
resultieren vielfach aus der Unfähigkeit, über die individuellen Definitionen der Be-
ziehungen zu kommunizieren (im Sinne einer Metakommunikation). 
Das vierte Axiom besagt, daß sich menschliche Kommunikation digitaler und ana- Axiom 4 
loger Modalitäten bedient. Digitale Kommunikation wird durch Sprache, d. h. in der 
Schriftform durch alphanumerische Zeichen und deren Verknüpfungsregeln, reprä-
sentiert. Sie eignet sich vor allem für die Übermittlung von Inhaltsaspekten. Bezie-
hungsaspekte hingegen werden vorwiegend durch analoge Kommunikation vermit-
telt. Hier wird auf bildhafte, symbolische, assoziative Weise (z. B. über Tonlage, 
Mimik, Gestik) kommuniziert. Nach Watzlawick, Beavin und Jackson haben digitale 
Kommunikationsformen eine komplexe und vielseitige logische Syntax, aber eine auf 
dem Gebiet der Beziehungen unzulängliche Semantik. Analoge Kommunikations-
formen dagegen besitzen dieses semantische Potential, entbehren aber der für eine 
eindeutige Kommunikation erforderlichen logischen Syntax. 
Die Betrachtung der Möglichkeiten von digitaler und analoger Kommunikation sowie 
inhaltlicher und sozialer Funktionen der Kommunikation machen auch die Grenzen 
technisch gestützter Kommunikation für die gegenseitige Verständigung deutlich. 
Ganzheitliche Kommunikation setzt den persönlichen (face-to-face) Kontakt voraus. 
Dennoch bieten technische Medien für bestimmte betriebliche Kommunikationspro-
zesse erhebliche Unterstützungsmöglichkeiten, vor allem dann, wenn die Inhalte gut 
abbildbar und die Beziehungen zwischen den Beteiligten relativ problemlos sind. 
255 
Axiom 5 Das fünfte Axiom unterscheidet symmetrische und komplementäre Kommunika-
tion, je nachdem, ob die Beziehungen auf Gleichheit oder Ungleichheit beruhen. 
Während symmetrische Beziehungen sich durch Streben nach Gleichheit und Vermin-
derung von Unterschieden zwischen den Partnern auszeichnen, basiert komplemen-
täre Kommunikation auf sich gegenseitig ergänzenden Unterschiedlichkeiten. Wenn 
beispielsweise ein Vorgesetzter immer mehr Arbeit an einen Untergebenen weitergibt, 
und der Untergebene im selben Umfang weniger und oberflächlicher arbeitet, liegt 
komplementäre Kommunikation vor. Treiben sich hingegen zwei Projektgruppen zu 
immer höherer Arbeitsleistung an, so kommunizieren sie symmetrisch. 
Watzlawick, Beavin und Jackson legen mit ihren pragmatischen Kalkülen weniger 
Gewicht auf die traditionelle Sender-Zeichen- und Zeichen-Empfänger-Relation; 
vielmehr erheben sie die zwischenmenschliche Bedeutung und die Wechselseitigkeit 
menschlicher Beziehungen auf der Basis der Kommunikation zu ihrem Anliegen. 
Zwar können die pragmatischen Axiome kein umfassendes betriebswirtschaftliches 
Kommunikationsmodell begründen, sie verweisen aber dennoch auf wichtige und 
bislang vielfach vernachlässigte Aspekte der Kommunikation in Unternehmen (vgl. 
Reichwald 1990a). Die Arbeit von Watzlawick, Beavin und Jackson war Ausgangs-
punkt für vielfältige Weiterentwicklungen der interpersonellen Kommunikations-
theorie (vgl. z. B. Wahren 1987). 
Die betrachteten Kommunikationsmodelle spiegeln unterschiedliche Anliegen und 
Interessen wider. Aus nachrichtentechnischer Sicht interessieren vor allem Probleme 
der Kapazität von Sendern, Empfängern und Übertragungskanälen sowie Fragen der 
Minimierung der Informationsflußzeit, der Kommunikationswege und technischer 
Störungen. Den Organisationspsychologen beschäftigen zusätzliche Fragen der Ge-
staltung von Information und Kommunikation im sozialen Zusammenhang. Für den 
Industriebetrieb ist vor allem die Pragmatik von Information und Kommunikation 
und somit die Kommunikation zwischen Individuen zum Zweck der Aufgabenerfül-
lung von Bedeutung. 
3. Informations- und Kommunikationsaktivitäten 
Zu den Informationsaktivitäten einer Unternehmung zählen v. a. Informationsge-
winnung und -Verarbeitung, Informationsspeicherung und Informationsbewertung 
sowie Besonderheiten des Informations- und Kommunikationsverhaltens. 
a) Informationsgewinnung und -Verarbeitung 
Umfang, Genauigkeit und Häufigkeit bereitzustellender Informationen werden vom 
Informationsbedarf der einzelnen Handlungs- und Entscheidungsträger eines Indu-
striebetriebs bestimmt. Dieser Informationsbedarf hängt ab von den konkreten 
Aufgabenstellungen, den verfolgten Zielen und von sozial- und individualpsycholo-




Originäre Informationen bilden die Grundlage der betrieblichen Informationswirt-
schaft. Hier handelt es sich zum einen um zweckorientierte Nachrichten, die die 
Unternehmung über das betriebliche Umfeld erstmals erhält (z. B. Konjunkturindizes, 
Arbeitsmarktdaten, Informationen über Konkurrenz- und Wettbewerbssituation, 
Absatzmarktdaten). Zum anderen sind dies ursprüngliche, noch nicht bearbeitete 
Informationen über betriebliche Tatbestände (z. B. Teilestammdaten, Lagerbestands-
zahlen, Verbrauchsdaten). Bei den originären Informationen kann demnach zwischen 
internen und externen Informationen unterschieden werden. 
Zur Gewinnung originärer externer Informationen bedient sich die Unternehmung 
häufig selbständiger Informationsdienste (z. B. Presse, Konjunkturforschungsinstitu-
te, statistische Ämter, Verbände, wissenschaftliche Institute, externe Datenbanken). 
Das Zugreifen auf unternehmensexterne Informationsquellen bedingt eine gewisse 
Abhängigkeit vom Zeitpunkt und von der Art der Informationsaufbereitung durch 
die jeweiligen Institutionen. Die Betriebswirtschaft kann darauf keinen oder nur 
einen beschränkten Einfluß ausüben. Ferner gewinnen betriebseigene Informations-
dienste oder Abteilungen (z. B. Marktforschungsabteilung, Volkswirtschaftliche Ab-
teilung, Rechtsabteilung) aus Veröffentlichungen und Berichten oder durch eigene 
Erhebungen Informationen über das externe Umfeld. 
Die Gewinnung originärer innerbetrieblicher Informationen erfolgt durch betriebs-
eigene Erhebungen, beispielsweise durch das Feststellen von Güter- und Dienstlei-
stungsverzehr, durch das Befragen von Mitarbeitern, durch die Ermittlung der 
erbrachten Leistungen, durch das Messen physischer Größen oder durch das Aus-
stellen von Urbelegen. Zur Erleichterung des Zugriffs werden die erfaßten Informa-
tionen in Akten, Karteien, Dateien oder Datenbanken festgehalten. 
Die originären Informationen bilden die Basis eines Informations- und Kommunika-
tionssystems. Nur wenn diese grundlegenden Informationen über das betriebswirtschaft-
lich relevante Geschehen vorhanden sind, kann ein befriedigendes Informationsinstru-
mentarium aufgebaut werden. Originäre Informationen besitzen vor allem für manche 
Entscheidungsträger auf der Ausführungsebene einen Informationsgehalt. Für an-
dere Zwecke muß jedoch in der Regel eine Verdichtung, Verarbeitung und Kombi-
nation erfolgen. 
Aus den originären Informationen werden mit Hilfe menschlicher und maschineller 
Verarbeitungsprozesse derivative Informationen gewonnen. Beim Prozeß der „Produk-
tion" derivativer Informationen lassen sich drei Operationen unterscheiden. 
Die Transmission beinhaltet lediglich die unveränderte akustische, schriftliche oder bild-
liche Weitergabe der Inputinformation. Die Transmission läßt sich auch als räumlicher 
Transportprozeß auffassen. 
Durch die Translation wird allein die Form, nicht der Inhalt einer Information variiert. 
Einen solchen Verarbeitungsprozeß im engsten Sinne stellt die Kodierung dar, also 
z. B. die Darstellung von Zahlenreihen als Säulen- oder Kurvendiagramme, die Um-
wandlung von Eingangsinformationen in ein maschinenorientiertes Binärsystem 












Felder. Diese syntaktischen Verarbeitungsprozesse stellen vor allem eine technische 
Aufgabe dar. 
Trans- Bei der eigentlichen Transformation werden Inputinformationen sowohl dem Inhalt als 
formation auch der Form nach in andere Informationen umgewandelt. 
In aller Regel ist die Transformation originärer Informationen erforderlich, um den 
Aufgaben- und Entscheidungsträgern relevante, d. h. von ihnen benötigte Planungs-, 
Steuerungs- und Kontrollinformationen zur Verfügung zu stellen und um deren In-
formationsverarbeitungsaktivitäten, z. B. durch Automatisierung bestimmter Rou-
tineabläufe, zu entlasten. 
Transformationsprozesse niedriger Ordnung vollziehen sich durch Umformung von 
Einzelinformationen, durch Verdichtung (z. B. Summierung bestimmter Kosten-
arten) oder Spezifizierung (z. B. Analyse von Kostenabweichungen nach verschiede-
nen Abweichungsarten). Transformationsprozesse höherer Ordnung sind z. B. Urtei-
len und Schließen. Urteilen setzt zunächst eine Bestimmung der Begriffsmerkmale 
(Begriffsintention) und des Begriffsumfangs (Begriffsextension) voraus. Erst dann 
können verschiedene Tatbestände danach beurteilt werden, ob sie unter einen be-
stimmten Begriff subsumiert werden können, z. B. ob ein bestimmter bewerteter 
Güter- oder Dienstleistungsverzehr einer konkreten Kostenart zugeordnet werden 
kann. Bei der schließenden Transformation wird ein Urteil aufgrund anderer Urteile 
abgeleitet oder verworfen. 
Wiederkehrende vorwegnehmbare Informationsgewinnungs- und -Verarbeitungs-
prozesse erfahren durch Informationsverarbeitungskalküle (Programme) eine generel-
le Regelung. Solche Verarbeitungskalküle reichen von den einfachen Verarbeitungs-
techniken (z. B. Verfahren der Kostenrechnung wie BAB, Leistungsverrechnung, 
Kostenspaltung, vgl. Teil 9) über statistische Methoden der Vorhersage (z. B. Zeit-
reihenanalyse, Korrelationsanalyse, Regressionsanalyse, vgl. Teil 5, S. 654) bis hin zu 
den analytischen Methoden der mathematischen Programmierung und den heuristi-
schen Methoden (vgl. diverse Verfahren in Teil 4, S. 479 ff.). 
Kalküle zur Steuerung und Durchführung von Informationsgewinnungs- und -ver-
arbeitungsprozessen können sowohl den Personen als auch den Maschinen der 
Informations- und Kommunikationssysteme zugeordnet werden. Sie entlasten den 
Aufgabenträger bei der Informationsverarbeitung. 
b) Informationsspeicherung 
Die Speicherung von Informationen übernimmt im Rahmen des Informationspro-
zesses eine zeitliche Überbrückungs- bzw. Pufferfunktion. Die Speicherung dient somit 
der Dokumentationsfunktion der Informationswirtschaft. Die Notwendigkeit der Spei-
cherung von Daten und Informationen stellt sich zunächst, weil der Informations-
gewinnungs-, -verarbeitungs- und -weiterleitungsprozeß nicht kontinuierlich ver-
läuft. Zum einen kann der Informationsbedarf ex ante weder zeitlich noch qualitativ 





kommt, deren spätere Zweckorientierung noch ungewiß ist. Zum anderen ist zu 
bedenken, daß die Verarbeitungskapazitäten von Menschen und Maschinen be-
schränkt sind; sie stellen gleichsam Engpässe dar, so daß zur Entlastung eine 
Zwischenlagerung von Informationen geboten ist. Datenspeicherung ist auch nötig, 
wenn in späteren Vergleichsoperationen soll-, standard- oder vergangenheitsorien-
tierte Werte den realisierten aktuellen Werten gegenübergestellt werden sollen. Nicht 
zuletzt verlangen gesetzliche Vorschriften - z. B. die Aufbewahrungsvorschriften des 
H G B (vgl. Teil 10, S. 1319) - eine teilweise sogar langfristige Speicherung bestimmter 
Informationen. 
Als Speichermedien kommen das menschliche Gedächtnis, traditionelle Dokumente 
oder technische Speicher in Frage. Für eine richtige und vollständige Speicherung 
großer Datenmengen ist das menschliche Gedächtnis relativ ungeeignet. Die Aus-
wahl und Speicherung empfangener Informationen vollzieht sich nach unbekannten 
Regeln. Es ist unsicher, inwieweit sie durch Manipulations- oder Überzeugungspro-
zesse modifiziert werden, in welchem Umfang sie im Zeitablauf „vergessen" werden 
und ob deshalb einmal gespeicherte Informationen wieder in der ursprünglichen 
Form aktiviert werden können. 
In ihrer ursprünglichen Form können Daten in Büchern, Zeitschriften oder auf Be-
legen gespeichert sein. In verschlüsselter Form ist eine Speicherung auf Lochkarten, 
-streifen sowie auf magnetischen und optischen Speichermedien denkbar. Die Aus-
wahl eines bestimmten Speichermediums für konkrete Datenarten erfolgt nach 
verschiedenen Kriterien. Hierzu zählen die Häufigkeit der Verwendung, die Zugriffs-
zeit, die Kosten und Kapazität der Speichermedien sowie der Raumbedarf. 
Informationen werden gespeichert, um sie später zu verarbeiten und im Rahmen von 
Kommunikationsprozessen weiterzuleiten. Dies setzt voraus, daß entsprechende Zu-
griffsverfahren vorhanden sind, mit deren Hilfe benötigte Informationen wieder 









Der wirtschaftliche Wert einer Information bestimmt sich aus der Gegenüberstellung des 
Nutzens der Information für Problemlösungs- und EntScheidungsprozesse und damit für 
die Zielerreichung einerseits und der Kosten für die erforderlichen Informationsaktivi-
täten andererseits. 
Theoretisch erreicht die Betriebswirtschaft das informatorische Gleichgewicht an 
dem Punkt, an dem die zusätzlichen Kosten der Informationsaktivitäten dem Nut-
zenzuwachs aus der gewonnenen Information entsprechen. Die praktische Ermitt-
lung dieses optimalen Punktes scheitert jedoch an der mangelnden Quantifizierbarkeit 
der Informationskosten und insbesondere des Informationsnutzens. Weiterhin setzt sie 
voraus, daß alle potentiell relevanten Informationen in konkreten Situationen auch 






Informations- Eine Bewertung von Informationen setzt voraus, daß die zu beschaffenden Informa-
paradoxon tionen vor dem Zeitpunkt der Beschaffung bereits bekannt sind. Wenn jedoch die 
Information vorliegt, dann hat der Informationsbeschaffer die Information bereits 
akquiriert. Dieser Sachverhalt wird als Informationsparadoxon bezeichnet. Die Wert-
bestimmung für eine Information kann also erst ex post erfolgen, während bei einer 
Informationsbeschaffung die Information über den Wert einer Information ex ante 
vorliegen muß (vgl. Arrow 1974, Williamson 1985). Hieraus ergeben sich weitrei-
chende Konsequenzen für den Transfer von Information innerhalb und zwischen 
Organisationen; statt einer expliziten Bewertung der Informationssubstanz dient 
meist Vertrauen in die Informationsquelle als Bewertungsersatz. 
Darüber hinaus ist zu berücksichtigen, daß die Informationssuche an gewisse Ne-
benbedingungen, z. B. zeitlicher und/oder finanzieller Art, gebunden ist. Die Infor-
mationsgewinnung wird in der Realität meist dann abgebrochen, wenn Handlungs-
möglichkeiten bekannt werden, die eine befriedigende Zielerreichung, gemessen an 
dem vom Entscheidungsträger gesetzten Anspruchsniveau, erwarten lassen. Trotz 
dieser Problematik fehlt es nicht an Versuchen der quantitativen Durchdringung der 
Frage des Informationswertes (vgl. z. B. Reichwald 1990 b). Mag dabei die Kosten-
seite der Informationsgewinnung noch annäherungsweise einer rechnerischen 
Analyse unterzogen werden können, so ist die Ermittlung des Informationsnutzens 
äußerst problematisch. 
d) Kommunikation und Arbeitsteilung 
Interne Kom- Interne Kommunikation ist notwendig, weil die Aufgabenerfüllungs- und Entschei-
munikation dungsprozesse in Organisationen in viele arbeitsteilige Teilprozesse zerfallen, die auf 
verschiedene Personen verteilt sind. Je stärker Aufgabenerfüllungs- und Entschei-
dungsprozesse dezentralisiert sind, desto mehr muß kommuniziert werden. Einzelne 
Teilentscheidungen sind jedoch nicht unabhängig voneinander. Vielmehr bilden die 
Arbeitsergebnisse und Entscheidungen eines Organisationsmitglieds Voraussetzun-
gen oder Beschränkungen für die Disposition anderer Aufgabenträger. Um die 
Folgen seiner Handlungen bestimmen zu können, muß jeder, der am organisatori-
schen Entscheidungsprozeß beteiligt ist, Informationen über die Teilentscheidungen 
anderer besitzen. Arbeitsteilung bedingt Informationsaustausch. Je nach vorherrschen-
der Art der Arbeitsteilung (vgl. Teil 2, S. 79) ergeben sich unterschiedliche Anforde-
rungen an Informationsaustausch und Kommunikation im Industriebetrieb (vgl. 
Reichwald/Staufert 1987, Reichwald 1989, Bellmann 1989, Reichwald 1991 a). Dieser 
Informationsaustausch dient der Koordination und Abstimmung zwischen den Or-
ganisationsmitgliedern und damit auch der Ausrichtung von Teilentscheidungen und 
der Aufgabenerfüllung an den gemeinsam zu verfolgenden Zielen. 
Externe Der betriebswirtschaftliche Kommunikationsprozeß vollzieht sich nicht ausschließ-
Kommuni- lieh im Innenbereich der Unternehmung, sondern er schließt auch die kommunika-
hation tiven Beziehungen zu dem marktlichen und gesellschaftlichen Umfeld einer Organi-
sation ein. Auch zwischen der Unternehmung und ihren Beschaffungs- und 
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Absatzmärkten besteht eine Arbeitsteilung, die durch Kommunikation koordiniert 
und weiterentwickelt wird. Die Unternehmung nimmt von ihren Marktpartnern und 
vom gesellschaftlichen Umfeld Informationen auf und leitet bestimmte Informatio-
nen- sei es aufgrund gesetzlicher Bestimmungen (vgl. z. B. die Publizitätsvorschriften 
des Aktiengesetzes) oder auf freiwilliger Basis (vgl. z. B. Werbung, Verhandlungen, 
überbetrieblicher Funktionsverbund) - an diese weiter. Die Kommunikation mit dem 
externen Umfeld soll nicht nur Tatsachenwissen übermitteln, sondern auch das 
jeweilige Verhalten beeinflussen. 
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Abbildung 3.3: Arten von Kommunikationsprozessen in Organisationen 
Quelle: Picot/Reichwald (1987) 
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e) Informations- und Kommunikationsverhalten 
Vor dem Hintergrund der eher sachlich-rationalen Erläuterung der Informations-
und Kommunikationsaktivitäten in Unternehmungen ist nun zu fragen, unter wel-
chen Bedingungen Informationen tatsächlich im Entscheidungsprozeß berücksich-
tigt werden und inwieweit Informations- und Kommunikationsaktivitäten stets auch 
sachlichen, aufgaben- und entscheidungsbezogenen Zwecken dienen. Hierzu gibt es 
eine kaum überschaubare Zahl von theoretischen und empirischen Untersuchungen, 
aus denen einige ausgewählte Ergebnisse knapp zusammengefaßt werden. 
Nutzung von Nach den umfassenden Untersuchungen von O'Reilly (1983) (vgl. auch O'Reilly u. a. 
Informa- 1987) ist die Nutzung einer Information durch einen Entscheidungsträger in einer Un-
tionen ternehmung umso wahrscheinlicher, 
- je größer die Macht des Informanten im Vergleich zur Macht des Entscheidungs-
trägers ist (wobei nach den unterschiedlichen Machtbasen zu differenzieren wäre; 
vgl. Teil 2, S. 115), 
- je zentraler die Bedeutung der Information für die Aufgabenerfüllung des Entschei-
dungsträgers ist (wobei ein Unterschied zwischen subjektiver und objektiver 
Aufgabendefinition bestehen kann), 
- je deutlicher sie mit dem für den Entscheidungsträger relevanten Planungs-, Kon-
troll- und Bewertungssystemen verknüpft ist, weil sich daraus für ihn die Beloh-
nungs- und Bestrafungsmöglichkeiten ableiten, 
- je stärker ihr Beitrag zu Aktionen ist, die durch das Kontrollsystem positiv sank-
tioniert werden (Konformität), 
- je stärker sie die jeweiligen persönlichen Ziele des Entscheidungsträgers begünstigt, 
- je weniger sie Konflikte mit den arbeitsteilig erforderlichen Kooperationspartnern 
erzeugt, 
- je leichter sie zugänglich ist (organisatorisch, räumlich, intellektuell), 
- je kompakter und leichter verständlich sie dargestellt ist (z. B. Grafik mit knapper 
verbaler Zusammenfassung), 
- je persönlicher der Kontakt zum Informanten ist (Vorteil mündlicher Kommuni-
kation) und 
je größer das Vertrauen in die Informationsquelle ist. 
Aus diesen vielfältigen Zusammenhängen sind jeweils Konsequenzen für die Planung 
und Gestaltung informationswirtschaftlicher Strukturen zu ziehen. Beispielsweise 
sollten demnach Informationssysteme von der fachlichen und führungsmäßigen 
Unterstützung des Managements getragen sein. Sie sollten eng mit den Aufgaben und 
mit dem Planungs- und Kontrollsystem verbunden, arbeitsplatznah verfügbar, leicht 
handhabbar und verständlich sein. Darüberhinaus sollten sie durch entsprechende 
Datenschutz-, Datensicherungsmaßnahmen und durch fachlich kompetente Pflege 
und Betreuung vertrauenswürdig sein. Diese Aspekte bilden wesentliche Akzeptanz-
bedingungen für die tatsächliche Nutzung von Informationssystemen (vgl. Müller-
Böling/Müller 1986). 
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Informations- und Kommunikationsverhalten ist aber nicht nur an Aufgabenerfül-
lung und Wirtschaftlichkeit orientiert, sondern dient auch als Signal und Symbol im 
politischen Verhalten in einer Organisation (vgl. Feldman/March 1981, Wittmann 
1990): 
So wird z. B. meistens unterstellt, daß die Qualität einer Entscheidung mit zuneh-
mendem Informationsgrad des Entscheidungsträgers steigt. Kann die Qualität einer 
Entscheidung selbst nicht unmittelbar eingeschätzt werden (z. B. bei Personal-, 
Strategie- und Forschungs- und Entwicklungsentscheidungen), so wird sie häufig 
indirekt über das sichtbare Informationsverhalten des Entscheidungsträgers bewer-
tet. Ein Entscheidungsträger kann also durch Signalisierung vielfältiger Informations-
beschaffungsaktivitäten nach außen den Glauben an die Güte seiner Entscheidungen 
beeinflussen und deren Durchsetzbarkeit erleichtern, obwohl das Mehr an Informa-
tion keineswegs mit der Entscheidungsqualität korrelieren muß. Es kann sich somit 
eine Tendenz zur Überproduktion von Information ergeben. 
Ferner lassen sich auch organisatorische Anreize zur Überversorgung mit Informatio-
nen aufzeigen. Informationsbeschaffung erfolgt vielfach nicht durch den Entschei-
dungsträger selbst, sondern durch dritte Stellen. Daher kann der Entscheidungsträ-
ger die Kosten der zu beschaffenden Informationen nicht selten bis zu einem gewissen 
Grad auf die damit befaßte Organisationseinheit abwälzen. Einem Entscheidungs-
träger, der ja für sein Entscheidungsergebnis verantwortlich ist, wird bei einer 
Fehlentscheidung eher vorgeworfen, zu wenig Informationen eingeholt zu haben, als 
daß ihm bei einer erfolgreichen Entscheidung vorgeworfen würde, zu viel Informa-
tionen beschafft zu haben. Daraus kann ein organisatorischer Anreiz zu Überver-
sorgung mit Informationen resultieren. 
Zugang und Besitz von bestimmten Informationen stellen schließlich nicht selten ein 
Statussymbol dar. Wer viele Informationen besitzt, gilt als angesehen und mächtig. 











Zu viele Informationen können eine Informationsüberlastung erzeugen (information 
overload). Miller (1967) hat gezeigt, daß die simultane Informationsverarbeitungs-
kapazität eines Individuums auf etwa 6-7 Kategorien begrenzt ist. Mehr Stimuli 
können gleichzeitig nicht korrekt identifiziert und verarbeitet werden. Durch Zusam-
menfassung mehrerer Kategorien zu einer neuen Einheit (chunk) kann das Indivi-
duum jedoch auf Informationsüberlastung reagieren. 
Die individuelle Informationsverarbeitung ist aber von verschiedenen kapazitativen 
und situativen Faktoren geprägt. Daraus resultiert eine selektive Wahrnehmung und 
Verarbeitung von Informationen bis zu einer subjektiven Verfälschung von Daten. 
Grundsätzlich gilt, daß Informationen umso eher verwendet werden, wenn sie sich so 
interpunktieren lassen, daß präferierte Handlungen unterstützt und unerwünschte 
Handlungen verworfen werden können, und wenn ihre Berücksichtigung eindeutig 




Informations- Abschließend ist kurz darauf hinzuweisen, daß die skizzierten Verhaltensbesonder-
pathologien heiten im Bereich von Information und Kommunikation noch durch den jeweiligen 
kulturellen und organisatorischen Rahmen unterstützt bzw. gemildert werden. Man 
spricht von sogenannten Informationspathologien, wenn in einer Organisation Fak-
toren vorliegen, die die Qualität der Informationsversorgung von Entscheidungsträ-
gern systematisch negativ beeinflussen (vgl. Wilensky 1967, Schulz von Thun 1981, 
Scholl 1991). Solche Hindernisse für einen sachgerechten Informationsfluß in Orga-
nisationen können einerseits „doktrinbedingt" (d. h. die vorherrschende Ideologie 
oder Kultur läßt die Verarbeitung und Weitergabe bestimmter Informationen nicht 
zu) oder strukturbedingt sein (z. B. aufgrund übermäßiger Abteilungs- oder Stellen-
spezialisierung, Hierarchie oder Zentralisierung). 
Bei der Analyse und Gestaltung von Informations- und Kommunikationssystemen 
im Industriebetrieb müssen die dargestellten Verhaltensaspekte berücksichtigt wer-
den, um wirtschaftliche und zielgerechte Lösungen entwerfen zu können. 
IL Grundlagen des Informationsmanagement 
1. Begriffsbestimmung 
Die gezielte betriebswirtschaftliche Auseinandersetzung mit der Informationswirt-
schaft wird neuerdings als Informationsmanagement bezeichnet (vgl. z. B. Wollnik 
1988, Heinrich/Burgholzer 1988 b, Picot/Franck 1991). Betrachtet man nämlich In-
formation als unternehmerische Ressource - ähnlich wie z. B. Personal und Kapital - , 
so muß sie dem Management und damit der Planung, Organisation und Kontrolle 
zugänglich gemacht werden. Aufgabe des Informationsmanagement ist es, dafür zu 
sorgen, daß Informationen effektiv (zielgerichtet) und effizient (wirtschaftlich) einge-
setzt werden. Zu diesem Zweck sind nicht nur technische, sondern zugleich organi-
satorische und personelle Bedingungen, die den Einsatz des Faktors Information 
beeinflussen, zu gestalten. Dazu gehört insbesondere die Umsetzung von allgemeinen 
Unternehmensstrategien mit Hilfe von Informations- und Kommunikationssyste-
men sowie deren Einbindung in die betrieblichen Prozesse der Aufgabenerfüllung. 
Informationsmanagement ist somit ein integraler Bestandteil der Unternehmensfüh-
rung, eine Querschnittsfunktion, die unmittelbar mit dem Führungsprozeß verbunden 
ist. Zugleich ist Informationsmanagement in manchen Unternehmen auch eine In-
stitution, d. h. eine organisatorische Einheit, die sich auf die Erfüllung von Infor-
mationsmanagement-Aufgaben konzentriert. 
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2. Ursachen für das Aufkommen des 
Informationsmanagement 
Informationsmanagement als explizite Funktion oder Institution der Unternehmens-
führung ist eine relativ junge Erscheinung. Die erhöhte Notwendigkeit, den Faktor 
Information in einer Unternehmung zu planen, zu organisieren und zu kontrollieren, 
läßt sich im wesentlichen auf zwei Entwicklungen zurückführen (vgl. Picot/Franck 
1991): 
Zum einen ist die Informationsintensität der Unternehmen gestiegen, z. B. aufgrund Informations-
won breiteren Leistungsprogrammen, Internationalisierungstendenzen, intensivier- intensität 
tem Wettbewerb, beschleunigtem technologischen und sozialen Wandel und zuneh-
mender Verrechtlichung des Unternehmensgeschehens. Diese Faktoren stellen 
höhere Anforderungen an die quantitative und qualitative Informationsverarbei-
tungskapazität der Unternehmung. 
Zum anderen bietet die dynamische Entwicklung der Informations- und Kommuni- Technik-
kationstechnik, z. B. im Bereich der individuellen Datenverarbeitung und der Tele- entwicklung 
kommunikation, neuartige Unterstützungsmöglichkeiten zur Bewältigung bestehen-
der und zur Erschließung neuer Aufgaben (vgl. z. B. Hanker 1990). Insbesondere läßt 
sich ein gezielter Einfluß auf die Position des Unternehmens im Wettbewerb ausüben. 
Neue Informations- und Kommunikationstechniken ermöglichen Informations- und 
Kommunikationssysteme, die in vielfältiger Weise in die Wertschöpfungskette der 
Unternehmung wie auch in die Verbindung mit vor- und nachgelagerten Marktpart-
nern und in die Wettbewerbsstrukturen der Branche eingreifen (vgl. Abbildung 3.4a; 
vgl. zum theoretischen Hintergrund Teil 1, S. 46). 
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Abbildung 3.4a: Einfluß von Informations- und Kommunikationssystemen auf die 
Wertschöpfungskette 
(in Anlehnung an Porter/Millar 1985) 
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Wirtschaft- Dadurch lassen sich die informationsbezogenen Kosten im Unternehmen senken 
liehe Be- (Rationalisierung der Informationsarbeit), eine bessere Verkettung innerbetrieblicher 
deutung Teilaktivitäten erreichen (Integration von Aufgaben und Abteilungen, stärkere Pro-
zeßorientierung des betrieblichen Geschehens) und eine verbesserte Synchronisie-
rung der Unternehmungsaktivitäten mit vor- und nachgelagerten Wertschöpfungs-
ketten anderer Unternehmungen verwirklichen (Just-In-Time, verbesserter Aus-
tausch von Entwicklungs- und Produktionsinformationen, elektronischer Austausch 
von geschäftsbegleitenden Dokumenten). 
Auf diese Weise können neue Informations- und Kommunikationssysteme den Wett-
bewerb beeinflussen (vgl. Abbildung 3.4b). 
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Abbildung 3.4b: Neuer Wettbewerb durch Informations- und Kommunikations-
systeme 
Quelle: Picol/Franck (1991) 
Branchen- Der vermehrte Einsatz von Informations- und Kommunikationssystemen verändert 
struktur die Branchenstruktur z. B. dadurch, daß 
- die Marktmacht von Anbietern oder Nachfragern verschoben wird (etwa mehr 
Transparenz im Markt durch Informationsdienste oder höhere Abhängigkeit bei 
zwischenbetrieblichen Systemanwendungen), 
- Markteintrittsschranken auf- oder abgebaut werden (z. B. Investitionen in Reser-
vierungssysteme bei Fluggesellschaften als Markteintrittsschranke, integrierte 
weltweite Rechnernetze als Marktzutrittserleichterung im Bereich der Telekom-
munikation), 
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- die Wettbewerbsintensität zwischen den bestehenden Marktpartnern aufgrund der 
Rationalisierungswirkungen der neuen Technologien steigt (z. B. durch Einspa-
rung von Logistikkosten mit Hilfe von Just-In-Time-Systemen). 
Wettbewerbsvorteile können sich insbesondere aufgrund eines erhöhten Kundennut-
zens (z. B. durch informationelle Produktdifferenzierung in Form von integrierten 
Schulungs-, Dokumentations- oder Diagnosekomponenten) und aufgrund einer ver-
änderten Wettbewerbsbreite (z. B. verstärkte Produktdifferenzierung oder Diversifi-
kation) ergeben. Schließlich werden durch den verstärkten Einsatz von neuen 
Techniken diverse neue Märkte eröffnet (z. B. Angebot privater Netze, Rechenzen-
tren oder Datenbanken für externe Nutzung). 
Durch interne Rationalisierung und informationstechnische Einbindung von be-
nachbarten Stufen können Informations- und Kommunikationssysteme unterneh-
merische Grundstrategien (vgl. Teil 1, S. 49) unterstützen. Sie können die Strategie 
der Kostenführerschaft systematisch fördern, jedoch auch die Differenzierungs- bzw. 
Nischenstrategie z. B. durch zusätzlichen Kundenservice und informationelle Pro-
duktgestaltung. 
Die eigentliche Besonderheit der Entwicklung liegt darin, daß die neuen Systeme in ihrer 
Kombination erstmals sowohl Kosten- als auch Nischenstrategien simultan unterstüt-
zen; sie erlauben sowohl im Bereich der Verwaltung, des technischen Büros, der 
Entwicklung und des Vertriebs als auch im Bereich der Fertigung Kostensenkung und 
Flexibilitätssteigerung. Damit wird es möglich, die Vorteile mittlerer Unternehmen 
(Beweglichkeit) mit denen größerer Unternehmen (niedrigere Stückkosten) zu kom-








3. Aufgaben des Informationsmanagement 
Informationsmanagement ist auf drei verschiedenen, miteinander verkoppelten Ebe-
nen zu bewerkstelligen (vgl. Abbildung 3.5, nächste Seite). 
Auf der ersten Ebene wird der Informationsbedarf und seine Deckung für alle Ebene des 
wesentlichen, in einer Institution auftretenden Verwendungszwecke (interne und ex- Informations-
terne) geplant, organisiert und kontrolliert. Dieses Management des Informations- einsatzes 
einsatzes ist in besonderer Weise Aufgabe der Unternehmensführung. Es geht 
letztlich um die Setzung von Prioritäten für systematisch bereitzustellende Planungs-, 
Steuerungs- und Kontrollinformationen sowie für Dokumentationserfordernisse. 
Diese Ebene definiert die Anforderungen an und bezieht die Unterstützungsleistun-
gen von der Ebene der Informations- und Kommunikationssysteme. Solche Systeme Ebene der 
sind aufeinander abgestimmte Arrangements personeller (Qualifikation, Motivation), Informations-
organisatorischer (Aufbau-, Ablaufregeln) und technischer (Hardware, Software) Eie- und Kom-
mente, die der Deckung des Informationsbedarfs dienen (vgl. Picot 1989). Hierzu munikations-
gehören beispielsweise Standardsysteme des Rechnungswesens genauso wie beson- système 
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Abbildung 3.5: Ebenen des Informationsmanagement 









dere Systeme der Produktionsplanung und -Steuerung, der Produkt- und Kunden-
information oder der Unterstützung von Kommunikation und Büroarbeit. 
Diese zweite Ebene definiert Anforderungen an und bezieht Unterstützungsleistun-
gen von der dritten Ebene, d. h. von den informationstechnischen Infrastrukturen 
(Systemarchitekturen, Rechnerausstattung, Vernetzungslösungen usw.). 
A m Beispiel des Einsatzes von Mikrocomputern zur Vertriebsunterstützung eines 
Geräteherstellers sei dieser Zusammenhang noch einmal erläutert (vgl. Picot/Franck 
1991): 
Auf der Ebene des Informationseinsatzes (Ebene 1 ) erhalten die Kunden unmittelbar 
in den Verhandlungen mit dem Vertriebsbeauftragten detaillierte, genaue und um-
fassende Information über technische Konfigurationen, Rabatte, Konditionen etc. 
Der Hersteller erhält ohne zusätzlichen Erfassungsaufwand direkte Informationen 
über die erteilten Aufträge und über das Marktverhalten seiner Kunden. Hier ent-
faltet Information ihren Nutzen über zusätzliche Aufträge durch verbesserte Bera-
tung und durch ein maßgeschneidertes Angebot aufgrund besserer Marktinforma-
tion. Das Informations- und Kommunikationssystem (Ebene 2), das diese 
Wirkungen ermöglicht, ist eine Kombination aus qualifizierten und motivierten Mit-
arbeitern, aus bestimmten organisatorischen Regelungen und nicht zuletzt aus 
Programmen, Datenbeständen und Technik. Auf der Infrastrukturebene (Ebene 3) 
wird z. B. der tragbare PC eines bestimmten Herstellers eingesetzt, der über einen 
bestimmten Kommunikationsdienst mit dem Computer der Zentrale vernetzt werden 
kann. 
268 
4. Organisation des Informationsmanagement 
als zentrale Institution 
Die Aufgaben des Informationsmanagement sind vielfach sowohl als allgemeine 
Führungsaufgaben als auch im Rahmen von speziell institutionalisierten Verantwor-
tungsbereichen wahrzunehmen. Die bei einer Institutionalisierung des Informations-
management auftretenden Fragen der organisatorischen Einbindung und Kompe-
tenzausstattung, der Qualifikation, der technischen und methodischen Unterstüt-
zung etc. können nur unter Berücksichtigung der kontext- und aufgabenspezifischen 
Situationsmerkmale einer Unternehmung behandelt werden. Dennoch lassen sich 
grundlegende Orientierungen zur Gestaltung der zentralen Organisationsarbeit für 
das Informationsmanagement aufzeigen. 
Die traditionelle Funktion „Datenverarbeitung und Organisation" (DV-Organisa-
tion) wurde zumeist in einer Abteilung zentralisiert und vornehmlich auf die Groß-
rechnertechnologie und deren Anwendungssysteme ausgerichtet. Mit dem Aufkom-
men neuer Technologien (Mikrocomputer, lokale Netze, überbetriebliche Daten-
kommunikation, Bürokommunikation, Standardanwendungssysteme) werden die 
Einsatzformen der herkömmlichen Großrechnertechnologie durch zusätzliche Auf-
gabenfelder ergänzt. Dies zeigt sich beispielsweise in der Schaffung eigener Zustän-
digkeiten für Kommunikationssysteme und Rechnernetze und in einer zunehmenden 
Institutionalisierung der individuellen und gruppenorientierten Informationsver-
arbeitung. 
Bei der Festlegung der Organisationsstruktur spielen die jeweilige Fachspezifität und 
die technische Spezifität der informationsbezogenen Aufgaben eine wesentliche Rolle 
(vgl. Picot 1990 b). Hohe Fachspezifität ist dann gegeben, wenn in einem Problem-
lösungsprozeß die fachlichen Eigenarten der Informationsverwendung dominieren. 
Dies ist beispielsweise der Fall, wenn eine Problemlösung in aufwendiger Weise auf 
die individuelle Situation der Fachabteilungen bzw. der Anwender zugeschnitten 
werden muß. Ein großer Teil der Aufgaben der Ebene 1 (vgl. Abbildung 3.5) ist 
fachlich geprägt. Solche Aufgaben werden typischerweise von der Unternehmenslei-
tung bzw. den Fachabteilungen wahrgenommen. 
Demgegenüber liegt eine hohe technische Spezifität vor, wenn bei der Problemlösung 
informationstechnische und methodische Aufgaben im Vordergrund stehen. Derar-
tige Aufgaben werden typischerweise von der zentralen Abteilung für Informations-
management bearbeitet. Die technische Spezifität von Aufgaben hat zwei Ursachen-
komplexe. Sie kann in den Besonderheiten bei der Erstellung und Betreuung von 
Informations- und Kommunikationssystemen oder in den Besonderheiten der eingesetz-
ten Technologien liegen. Vielfach werden die Aufgaben der Information und Kom-
munikation von besonderen technischen Problemen der eingesetzten Infrastrukturen 
dominiert. In der Praxis orientiert sich die Organisation des Informationsmanage-
ment deshalb häufig an einzelnen technisch abgrenzbaren Infrastrukturkomponen-
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Abbildung 3.6: Technikorientierte Gliederung des Informationsmanagement 
(in Anlehnung an Wollnik 1989) 
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Die zunehmende Standardisierung, die Funktionsintegration und die zunehmende 
Benutzerfreundlichkeit neuer Informations- und Kommunikationstechniken führen 
dazu, daß die technische Spezifität bei der Erstellung und Betreuung von Informa-
tions- und Kommunikationssystemen abnimmt (z. B. Trend zur Anwenderprogram-
mierung). Dadurch könnte die Bedeutung technischer Spezifität und damit auch die 
Bedeutung technikorientierter Organisationsformen insgesamt sinken. Anwen-
dungs- bzw. fachorientierte Informationsmanagementaufgaben können zunehmend 
aus der Informationsmanagementabteilung herausgelöst werden (vgl. Wollnik 1989, 
Edelman 1981). Die dezentrale Anwendungsentwicklung in den Fachabteilungen 
muß allerdings bestimmte methodische und technische Rahmenbedingungen (Stan-
dards, methodische und technische Leitlinien) einhalten, die von der Informations-
managementabteilung erarbeitet und überwacht werden. Damit soll dem „Wild-
wuchs" einer unkoordinierten fachbereichsinternen Anwendungsentwicklung vorge-
beugt werden (Vermeiden von inkompatiblen „Insellösungen"). Die Zuständigkeiten 
der Informationsmanagementabteilungen konzentrieren sich neben dieser Koordi-
nationsaufgabe auf die Bereitstellung und den Betrieb technischer Infrastrukturen 
und auf die Administration gesamtbetrieblicher Transaktionssysteme einschließlich 
zentraler Datenbanken. 
Durch die Verlagerung von Aufgabenbereichen und Kompetenzen in die Fach- Steuerungs-
abteilungen entsteht eine steuerungsorientierte Gliederung des Informationsmana- orientierte 
gementbereichs. Diese Organisationsstruktur setzt auf die Kombination dezentraler Gliederung 
Erschließung neuer Anwendungsfelder mit zentraler Rahmenkompetenz, Steuerung 
und Unterstützung (vgl. Abbildung 3.7). 
Eine Zwischenlösung, bei der die Anwendungsentwicklung und -betreuung nicht Kunden-
völlig aus der Informationsmanagementabteilung herausgelöst wird, die aber gleich- orientierte 
zeitig der zunehmend dominierenden fachlichen Spezifität der Anwendungen Rech- Gliederung 
nung trägt, ist die kundenorientierte Gliederung (vgl. Abbildung 3.8). Anstatt im 
Bereich der Anwendungsentwicklung und -betreuung nur über Methoden und Stan-
dards Einfluß zu nehmen, findet hier weiterhin auch eine eigene Entwicklung und 
Betreuung in der Informationsmanagementabteilung durch Teams statt, die auf die 
internen Hauptkundengruppen spezialisiert sind. Üblicherweise arbeiten diese Teams 
mit den entsprechenden Fachabteilungen in Projekten eng zusammen. 
Nach dem Überblick über wichtige Organisationsformen des Informationsmanage-
ment als zentraler Institution sollen im folgenden die Aufgabenebenen des Informa-
tionsmanagement vertieft erörtert werden. Diese werden - darauf ist nochmals 
hinzuweisen - in abgestimmter Weise teils von der Unternehmensleitung, teils von der 
















Abbildung 3.7: Steuerungsorientierte Grundgliederung des Informations-
management 
(in Anlehnung an Wollnik 1989) 
zentrale gesamt- Methoden und 
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Abbildung 3.8: Kundenorientierte Gliederung des Informationsmanagement 
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III. Management des Informationseinsatzes 
1. Priorisierung der Einsatzfelder 
Angesichts der potentiellen Möglichkeiten, mit Informations- und Kommunika-
tionssystemen den Unternehmenserfolg zu beeinflussen, stellt sich die Frage nach 
einer Art Raster zur systematischen Suche vielversprechender Anwendungsbereiche. 
Einen solchen Raster versuchen Porter/Millar (1985) in Gestalt des Informations-
Intensitäts-Portfolios zu liefern. 
Das Portfoliokonzept stützt sich auf folgenden Grundgedanken: 
So wie es kapital- oder materialintensive Geschäftsfelder gibt, kann ein Geschäftsfeld 
auch informationsintensiv sein. Es sind folglich jene Geschäftsfelder eines Unterneh-
mens herauszufinden, die besonders informationsintensiv sind, denn genau hier sind 
für Wettbewerber wie auch für die eigene Unternehmung die Möglichkeiten groß, 
durch gezielte Informationsmanagementaktivitäten (z. B. Informations- und Kom-
munikationssysteme) in besonderer Weise zum Geschäftserfolg beizutragen. 
Porter/Millar schlagen zwei Dimensionen zur Operationalisierung der Informations-
intensität vor (vgl. Abbildung 3.9): 
1. die Informationsintensität in der Wertkette (z. B. Rolle der Informationsverarbei-
tung in Beschaffung, Logistik, Produktion und Absatz) und 
2. die Informationsintensität in den Produkten und Dienstleistungen (z. B. Beratungs-
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Abbildung 3.9: Informations-Intensitäts-Portfolio 
(in Anlehnung an Porter/Miliar 1985) 
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Nach Beurteilung der Geschäftsfelder oder Teilfunktionen anhand dieser Kriterien 
ist deren Positionierung in der Portfoliomatrix möglich. Feld 3 zeigt jene Geschäfts-
felder, die mit erhöhtem Ressourceneinsatz nach konkreten Möglichkeiten für 
Informations- und Kommunikationsanwendungen weiter analysiert werden. 
Ergänzend zur Informationsintensität ist auch die jeweilige Erfolgsposition der Ge-
schäftsfelder zu untersuchen. Zur Beurteilung der Wettbewerbsposition und der 
Branchen- Attraktivität von Geschäftsfeldern lassen sich Portfolioanalysen aus dem Bereich der 
attraktivitäts- strategischen Planung verwenden. Mit einer „Branchenattraktivitäts-Geschäftsfeld-
Geschäfts- Matrix" können interne und externe Stärken eines Geschäftsfeldes und damit seine 
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Abbildung 3.10: Erfolgsposition von Geschäftsfeldern 
Die strategische Wettbewerbsposition beeinflußt die Dringlichkeit des Einsatzes von 
Informations- und Kommunikationssystemen. Besitzt ein Unternehmen eine starke 
Wettbewerbsposition in erfolgsträchtigen und zukunftsorientierten Märkten, so hat 
der Einsatz von Informations- und Kommunikationssystemen hohe Bedeutung. Für 
Geschäftsfelder mit relativ schwachen Wettbewerbssituationen und wenig zukunfts-
trächtigen Märkten ist eine strategische Neuorientierung dringlicher; erst danach 
sollte ein gezielter Aufbau von Informations- und Kommunikationssystemen erfol-
gen. Für die Geschäftsfelder einer Unternehmung muß also erst die strategische 
Positionierung erfolgen, bevor Informations- und Kommunikationssysteme wettbe-
werbsorientiert eingesetzt werden können. 
Kombinierte Auch aus der gemeinsamen Betrachtung der Informationsintensität und der Wett-
Betrachtung bewerbsposition von Geschäftsfeldern lassen sich strategische Richtungen und Prio-
ritäten für das Informationsmanagement ableiten (vgl. Krüger/Pfeiffer 1988) (vgl. 
Abbildung 3.11). Hohe Erfolgspositionen und hohe Informationsintensität von Ge-
schäftsfeldern erfordern aggressive Entwicklungsstrategien und den konsequenten 
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Einsatz von Informations- und Kommunikationssystemen. Bei einer entgegengesetz-
ten Positionierung von Geschäftsfeldern besitzen Informations- und Kommunika-
tionssysteme relativ geringe Bedeutung, so daß moderate Entwicklungsstrategien, 
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Abbildung 3.11: Strategien für Entwicklung und Einsatz von Informations-
und Kommunikationssystemen 
Quelle: Krüger/Pfeiffer (1988) 
2. Ermittlung des Informationsbedarfs 
Sind Geschäftsfelder oder Teilfunktionen identifiziert, für die mit hoher Priorität der 
Einsatz des Produktionsfaktors Information zu planen ist, so ist der konkrete Infor-
mationsbedarf zu bestimmen, der durch Informations- und Kommunikations-
systeme unterstützt werden soll. 
Der Informationsbedarf ist in vielen Fällen nur unscharf und schwer zu präzisieren. 
Letztlich resultiert der Informationsbedarf aus den Aufgabenstellungen, den zu ver-
folgenden Zielen und Strategien und den sozial- und individualpsychologischen 
Eigenschaften der Entscheidungsträger. 
Der objektive Informationsbedarf leitet sich aus den zu erfüllenden Aufgaben ab und Objektiver 
gibt an, welche Informationen ein Entscheidungsträger verwenden sollte. Der sub- und 
jektive Informationsbedarf geht von der Sichtweite des Bedarfsträgers aus und umfaßt subjektiver 
jene Informationen, die diesem zur Erfassung und Handhabung von Problemen Informations-
relevant erscheinen. Der subjektive Informationsbedarf, den der Aufgabensteller bedarf 
äußert, weicht nicht selten vom objektiven Informationsbedarf ab. Nur ein Teil des 
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Abbildung 3.12: Informationsbedarf und Informationsversorgung 
Informations- Das Informationsangebot deckt in aller Regel nur einen Teil des objektiven und 
angebot subjektiven Informationsbedarfs sowie der Informationsnachfrage. Zudem kann nur 
für wohlstrukturierte und exakt beschreibbare Aufgaben ein objektiver Informa-
tionsbedarf ermittelt werden. Subjektiven und objektiven Informationsbedarf, die 
Informationsnachfrage und das Informationsangebot möglichst weitgehend in Über-
einstimmung zu bringen, stellt eine ebenso zentrale wie schwierige informationswirt-
schaftliche Aufgabe dar. 
a) Aufgabenanalyse zur Ermittlung des 
Informations- und Kommunikationsbedarfs 
In Abhängigkeit von einzelnen Aufgabenstellungen kann der informations- und 
kommunikationsbezogene Unterstützungsbedarf und die Planbarkeit der Informa-
tion sehr unterschiedlich sein. Aus der Aufgabenanalyse lassen sich unter Einbezie-
hung der angestrebten Unternehmensziele und Strategien die funktionalen Anforde-
rungen für die Gestaltung von Informations- und Kommunikationssystemen 
ermitteln. 
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Die Aufgaben in einem Unternehmen lassen sich z. B. anhand zweier Kriterien un- Aufgaben-
terscheiden (vgl. Picot 1990a; vgl. Abbildung 3.13): merkmale 
- Die Strukturiertheit einer Aufgabe bezieht sich auf das Ausmaß, in dem eine Pro-
blemstellung in exakte, einander eindeutig zuordenbare Lösungsschritte zerlegbar 
ist. Das angestrebte Ergebnis, die notwendigen Inputs wie auch die Ursache-
Wirkungs-Beziehungen, die zur Lösung führen, sind im Falle hoch strukturierter 
Aufgaben bekannt, im Falle gering strukturierter weitgehend unbekannt. 
- Die Veränderlichkeit einer Aufgabe bezieht sich auf die Menge und Vorhersehbar-
keit von Aufgabenänderungen. Je häufiger und je weniger vorhersehbar Änderun-
gen bei Qualitäten, Terminen, Mengen und Preisen im Rahmen der Erfüllung der 
Aufgabe oder einer ihrer Komponenten auftreten, desto veränderlicher ist die 
Aufgabe. Es geht also um den Grad der Unsicherheit, der bei der Aufgabenerfül-
lung zu berücksichtigen ist. 
\ Veränder-
lichkeit 
Struk- \ ^ 
turiertheit " \ 
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„h igh technology" 
Abbildung 3.13: Vier Grundtypen von Aufgaben 
Quelle: Picot (1990 a) 
Die vier Aufgabentypen sind als Idealtypen zu verstehen, die mehr oder weniger 
ausgeprägt in jeder Unternehmung anzutreffen sind. Sie weisen unterschiedliche 
funktionale Anforderungen auf, die zur Ableitung von organisatorischen, techni-
schen und personellen Gestaltungsempfehlungen herangezogen werden können. 
Beispielhaft werden nachfolgend zwei Aufgabentypen näher betrachtet (vgl. auch 
Picot/Reichwald 1987, Reichwald/Nippa 1988, Nippa 1988, Reichwald 1990a). 
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Hoch Hoch strukturierte, stabile Aufgaben sind durch gleichbleibende Problemstellung 
strukturierte, gekennzeichnet, deren Lösungsweg nahezu vollständig formalisiert werden kann. 
stabile Kommunikationsprozesse finden in der Regel mit festgelegten Kommunikations-
Aufgaben partnern statt. Der Informationsbedarf ist weitgehend objektiv bestimmbar. Die 
Aufgabenabwicklung kann nach festen Regeln durchgeführt werden, das heißt die 
Arbeitsabläufe sind grundsätzlich programmierbar. 
Informationsverarbeitung findet verstärkt in Form von standardisierbaren Verfahren 
statt, wobei auch Abstimmungs- und Rückkopplungsprozesse in weitgehend festge-
legter Form ablaufen. Die Art der Aufgabenabwicklung kann als technisch-deter-
ministisch bezeichnet werden. Der objektive Informationsbedarf, der zur Aufgaben-
erfüllung notwendig ist, läßt sich weitgehend planen. 
Unstruktu- Unstrukturierte und stark veränderliche Aufgaben sind dagegen durch nichtforma-
rierte, stark lisierbare Informationsverarbeitung gekennzeichnet. Die Aufgabenstellung ist durch 
veränderliche einen hohen Komplexitätsgrad und niedrige Planbarkeit geprägt. Der Informations-
Aufgaben bedarf ist kaum oder gar nicht bekannt. Auch die für die Aufgabenerfüllung 
einzubeziehenden internen und externen Kooperationspartner sind ex ante meist 
nicht bestimmbar, und der Lösungsweg ist offen. Die Aufgabenträger haben in der 
Regel den Status von professionellen Fach- oder Führungskräften und verfügen nicht 
selten über persönlich zugeordnete Assistenzkräfte. 
Die Erfüllung von Aufgaben des Typs 4 setzt das spontane und direkte Eintreten in 
Kommunikationsbeziehungen voraus. Für die Aufgabenerfüllung sind schnelle und 
unbürokratische Abstimmungsprozesse mit Kooperationspartnern und die fallbezo-
gene Beschaffung von Informationen auf dem direkten Wege erforderlich. Besonders 
Managementfunktionen sind mit der situationsbezogenen Sammlung, Analyse und 
Bewertung von Informationen verbunden. Dabei werden oft persönliche Informa-
tionen den öffentlich zugänglichen und dokumentierten Informationen vorgezogen. 
Der objektive Informationsbedarf, der zur Aufgabenerfüllung notwendig wäre, läßt 
sich a priori nicht ermitteln. Die Bedarfsermittlung muß folglich eher dem subjektiven 
Informationsbedarf, also dem Informationsbedürfnis der Aufgabenträger, Rechnung 
tragen. Entsprechend hat ihr Ergebnis eher deskriptiven Charakter. Zu empfehlen ist 
daher eine partizipative Ermittlungsmethode unter Einbezug der Aufgabenträger. 
Speziell im Führungsbereich wurde das Verfahren der Kritischen Erfolgsfaktoren (vgl. 
Rockart 1979, vgl. auch Picot/Franck 1988) erfolgreich angewandt. 
b) Kritische Erfolgsfaktoren (KEF) 
Im Rahmen der KEF-Methode sind jene Faktoren und Schlüsselgrößen herauszu-
arbeiten und zu überprüfen, die für die Erreichung von Zielen und Strategien des 
Managements von zentraler Bedeutung sind. Die kritischen Erfolgsfaktoren und die 
zur Erfüllung dieser Erfolgsfaktoren erforderlichen Strukturen und Prozesse können 
in Interviews und Workshops identifiziert und analysiert werden. 
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Die KEF-Interviews werden in zwei bis drei getrennten Sitzungen durchgeführt. In KEF-
der ersten Sitzung werden die Ziele des Managers und die damit korrespondierenden Interviews 
K E F erfragt und aufgezeichnet. Die Beziehungen zwischen den Zielen und Erfolgs-
faktoren werden eingehend diskutiert. In der Regel werden im Verlauf der Gespräche 
verschiedene K E F kombiniert, verworfen oder treffender formuliert. Vor der zweiten 
Sitzung werden die Resultate der ersten vom Analytiker überdacht. Seine Aufgabe 
besteht darin, Vorschläge darüber zu erarbeiten, welche K E F einer weitergehenden 
Analyse zu unterziehen sind. In der zweiten Sitzung werden diese Vorschläge dann 
erörtert. Im Mittelpunkt steht die Bestimmung der zur Verfolgung der K E F not-
wendigen Informationen (Meßkriterien für die K E F ) . Unter Umständen ist ein 
drittes Interview erforderlich, in dem sich die Partner über die Strukturierung der 
Informationsversorgung, z. B. in Form von KEF-Meßwerten und Berichten, einig 
werden. 
Das KEF-Verfahren zur Planung des Informationsbedarfs bietet eine Reihe von Verfahrens-
Vorteilen: vorteile 
- Dem Manager werden diejenigen Faktoren verdeutlicht, denen er größte Aufmerk-
samkeit widmen sollte. Die sorgsame und kontinuierliche Überprüfung dieser 
Faktoren wird sichergestellt. 
- Der Manager wird dazu gezwungen, brauchbare Kriterien zu entwickeln und 
Informationen zu jedem „Prüfstein" zu verlangen. 
- Durch die Kennzeichnung wichtiger Informationen wird die kostspielige Erfas-
sung von Daten, die über das notwendige Maß hinausgeht, reduziert. 
- Das Berichts- und Informationswesen wird nicht um „leicht erfaßbare" Daten 
herum aufgebaut. Wichtige Informationen würden ohne KEF-Verfahren unter 
Umständen gar nicht zusammengetragen, obwohl sie für den Erfolg des Manage-
ment entscheidend sind. 
- Der Tatsache, daß K E F zeitlich begrenzt und managerspezifisch sind, wird durch 
Wiederholung des Verfahrens Rechnung getragen (Wandelbarkeit und Subjektivi-
tät des Informationsbedarfs werden berücksichtigt). 
Inhaltlich werden K E F durch unterschiedliche Einflußfaktoren bestimmt, die alle Inhaltliche 
durch adäquate Gestaltungsmaßnahmen zielentsprechend beeinflußt werden können Bezugspunkte 
und über die regelmäßig Information erforderlich ist (vgl. Abbildung 3.14). der KEF 
- So ist es denkbar, daß die Erfüllung eines K E F in starkem Maße von kritischen 
organisatorischen Rahmenbedingungen wie Anreizsystemen, Autonomiespiel-
raum oder Kommunikationsklima abhängig ist. 
- Wenn ein K E F beispielsweise lautet: „Qualifizierte Arbeitskräfte sind unbedingt zu 
halten", dann gehören möglicherweise folgende Entscheidungen zu den kritischen 
Entscheidungsprozessen: Beförderungs-, Entlassungs-, Einstellungs-, Qualifizie-
rungs- und Arbeitszuweisungsentscheidungen. 
- Vielfach sind kritische Wertschöpfungsprozesse wie Logistik, Produktentwicklung 
oder Marketing wesentliche Determinanten eines K E F . 
- Von großer Bedeutung für die Gültigkeit eines K E F ist, ob die kritischen Annah-
men über die Marktstruktur zutreffen. Derartige Annahmen beziehen sich z. B. auf 
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Abbildung 3.14: Planung des Informationsbedarfs anhand kritischer Erfolgs-
faktoren 
Quelle: Picot/Franck (1988) 
die Eintrittswahrscheinlichkeit von Konkurrenten, auf die Nachfrageentwicklung 
oder auf die technologische Entwicklung. 
Diese Aufzählung hat natürlich nur exemplarischen Charakter. 
Kombinierte Neben Befragungen der Entscheidungsträger werden bei dieser Methode die Ent-
Bedarfs- Scheidungen, die ein Funktionsträger laufend zu treffen hat, auch theoretischen 
ermittlung Analysen unterzogen. Die theoretische Entscheidungs- und Aufgabenanalyse und die 
Informationsbedarfsermittlung mittels Befragung der Entscheidungsträger ergänzen 
einander. Eine Befragung allein reicht nicht aus, um die für die Individuen relevanten 
Informationen herauszukristallisieren. Der einzelne weiß in der Regel nicht, welche 
Informationen er im Augenblick und in der Zukunft benötigt bzw. welche Informa-
tionen er in der Vergangenheit zusätzlich hätte verarbeiten können. Außerdem 
besteht die Gefahr, daß bestimmte - z. B. informale - Informationsquellen bewußt 
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verschwiegen werden. Schließlich ist zu berücksichtigen, daß viele Organisationsmit-
glieder aus Status-, Prestige- und Machtgründen bzw. im Interesse ihrer Karriere-
und Sicherheitsbedürfnisse über Informationen verfügen wollen, die für ihre tatsäch-
lichen Aufgaben keine Bedeutung haben (vgl. dazu auch Ortmann u. a. 1990). 
Deshalb sollten neben Befragungen und Beobachtungen ergänzende theoretische 
Überlegungen treten, welche Informationen für die Vielzahl der Entscheidungs- und 
Ausführungsaufgaben notwendig sind und welche zu einer Überinformation führen. 
Für die Ermittlung des Informationsbedarfs und zur Planung von Einsatzfeldern für 
Informations- und Kommunikationssysteme sollte die KEF-Methode immer auch 
durch Aufgabenanalysen ergänzt werden. 
c) Ist-Analyse 
Die Planung des Informationsbedarfs kann nicht allein auf der Grundlage einer 
Strategie- und aufgabenorientierten Vorgehensweise erfolgen, sondern erfordert auch 
die Kenntnis des gegenwärtigen Systemzustandes. Nur auf dieser Basis ist eine um-
fassende organisatorische Maßnahme - wie die Einführung eines Informations- und 
Kommunikationssystems - durchführbar. 
Eine Ist-Analyse erfolgt aus Zweckmäßigkeitsgründen in enger Zusammenarbeit mit 
den Mitarbeitern der betroffenen Stellen und Abteilungen. Zu den Erhebungsver-
fahren zählen Beobachtungen, Interviews und schriftliche Befragungen. Vielfach 
lassen sich im Rahmen der Ist-Analyse bereits computergestützte Verfahren zur Or-
ganisationsanalyse oder für Informations- und Kommunikationsstrukturunter-
suchungen einsetzen (vgl. Schönecker/Nippa 1990, Reichwald 1990 b, Reichwald 
1991a). Neben der Aufgaben- und Entscheidungsanalyse zur Bestimmung der 
Informationsbedürfnisse.liegt ein Schwerpunkt der Ist-Analyse in der Nachzeich-
nung des derzeitigen Informationsflusses, der verwendeten organisatorischen Hilfs-
mittel (z. B. Belege, DV-Verfahren und Maschinen) und des eingesetzten Personals. 
Dabei ist der Weg von der Erfassung der Informationen bis zur Verwertung der 
Verarbeitungsergebnisse möglichst vollständig zu verfolgen. Wichtig sind vor allem 
Quellen, Art, Menge und zeitliche Verteilung der erfaßten Informationen. Im Rah-
men der Ist-Analyse werden die Mängel des bestehenden Systems und deren Ur-
sachen erkannt und die Gebiete, die für die Einbeziehung in ein EDV-System geeignet 
sind, ausfindig gemacht. Häufige Schwachstellen und Mängel des bestehenden 
Systemzustandes sind beispielsweise: 
- Mehrfach-Erfassung von Informationen und damit verbundene Doppelarbeiten 
- Inkonsistente Informationsbasis durch fehlerhafte Aktualisierung mehrfach erfaß-
ter und gespeicherter Informationen 
- Technische Insellösungen und dadurch entstehende Medienbrüche, die eine wie-
derholte und unnötige Informationsumsetzung erfordern 
- Zu hohe Arbeitsteilung mit der Folge zu häufig wiederkehrender „geistiger Rüst-
zeiten", vermehrter Rückfragen und geringer Auskunftsbereitschaft 






- Zeitaufwendige Übertragungswege 
- Nichterreichbarkeit von Partnern 
Solche Schwachstellen führen zu hohem Bearbeitungs- und Koordinationsaufwand 
sowie zu langen Durchlaufzeiten. Aus der Analyse der leistungshemmenden Fakto-
ren ergeben sich Ansatzpunkte für die Straffung der Arbeitsabläufe und eine prozeß-
orientierte Vernetzung der Arbeitsplätze. 
Auf der Basis der Entscheidungs- und Aufgabenanalyse und der angestrebten Ziele 
und Strategien sowie der gegebenen Beschränkungen zeichnet sich der zu deckende 
Informationsbedarf ab. 
3. Deckung des Informationsbedarfs 
Aufbauend auf dem Informationsbedarf ist das Informationsangebot zu planen, zu 
organisieren und zu kontrollieren. Im Mittelpunkt steht die Frage, wie der Informa-
tionsbenutzer (z. B. der Manager, der über das KEF-Verfahren wichtige Informa-
tionen spezifiziert hat) die von ihm benötigten Informationen erhält. Zur Analyse der 
Bedarfsdeckung eignet sich das Lebenszyklusmodell für die Produktion von Infor-
mationen (vgl. Levitan 1982; vgl. Abbildung 3.15). 
Von der A m Anfang des Zyklus steht das Erkennen der potentiellen Information aus der 
Informations- Datenmenge. Nachdem das im unternehmensinternen und -externen Datenstrom 
quelle zur Erkannte aufgenommen und gesammelt wurde, bildet es eine Informationsquelle. 
Informations- Um eine Informationsquelle in eine Informationsressource zu überführen, sind ver-
ressource schiedene Schritte notwendig: 
Die Quelle ist zu verifizieren, Mechanismen für den physischen und intellektuellen 
Zugang sind zu etablieren, Speichermöglichkeiten zur Verfügung zu stellen und ver-
schiedene gesetzliche, organisatorische und ökonomische Bedingungen zu berück-
sichtigen. 
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Abbildung 3.15: Lebenszyklusmodell für die Produktion von Information 
(in Anlehnung an Levitan 1982) 
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Abbildung 3.16: Aktive und passive Informationsressourcen 












Aktivej Die Informationsressource dient zur Deckung des Informationsbedarfs beim Infor-
Passive mationsbenutzer. Sie kann dabei einen aktiven oder einen passiven Zustand einneh-
Infor mations- men. Wenn die Ressource nur auf Initiative des Informationsbenutzers verwendet 
ressource wird, ist sie passiv. Es handelt sich also um eine benutzeraktive Informationsressource 
Im aktiven Zustand wird die Ressource in Informationsprodukte und -dienste über-
führt, die dann an die Informationsbenutzer weitergeleitet werden (regelmäßige 
Berichte, feste Verteiler, automatische Ausnahmeberichterstattung). In diesem Fall 
liegt eine generatoraktive Informationsressource vor. 
Einen Überblick über verschiedene Formen aktiver und passiver Informationsres-
sourcen gibt Abbildung 3.16 (S. 283). 
Produktions- Der Vorteil eines derartigen Lebenszyklusmodells gegenüber den üblichen „black-
stufen von box"-Modellen mit den Elementen Sender, Kanal und Empfänger liegt darin, daß die 
Information verschiedenen „Produktionsstufen" von Informationen zu erkennen sind. 
Die Produktion von Informationen soll anhand eines Beispiels verdeutlicht werden 
(vgl. Picot/Franck 1988): 
Ein sehr erfahrener und erfolgreicher Verkäufer scheidet aus Altersgründen aus dem 
Vertrieb aus. Über die Jahre hinweg hat er viel über seine Kunden, deren Gewohn-
heiten und Eigenarten und über die eigenen Produkte gelernt. Dieses Wissen droht 
nun mit ihm in den Ruhestand zu gehen. Um dem vorzubeugen, wird er vor seinem 
Ausscheiden längere Zeit begleitet und befragt. Seine Ausführungen werden aufge-
nommen und gesammelt. Sie bilden in der Terminologie des Lebenszyklusmodells 
eine Informationsquelle. 
Die Ausführungen derartiger erfahrener Mitarbeiter sind zum großen Teil intuitiver 
Art und werden eher beispielhaft, ungeordnet und teilweise widersprüchlich vorge-
tragen. Es gilt nun, diese Aussagen zu ordnen, zu bestimmten Punkten gezielt 
nachzufragen und die Ergebnisse, wo es geht, zu systematisieren und zu verifizieren. 
Gleichzeitig ist auch die Frage nach der zu wählenden Speichermöglichkeit zu klären. 
Man könnte z. B. ein Handbuch für den Vertrieb herausgeben oder das Wissen in 
einer entsprechenden Datenbank abspeichern. 
Nicht unabhängig davon ist die Entscheidung, wem und wie zu der Informations-
quelle Zugang zu gewähren ist. Sollen darauf nur Verkäufer zugreifen, soll das Wissen 
allgemein zu Schulungszwecken eingesetzt werden oder soll gar aktivitätsübergrei-
fend die Designabteilung Zugang erhalten? Es ist denkbar, diesen Fragen durch 
Einrichtung einer entsprechenden Datenbank Rechnung zu tragen. Nach dem Le-
benszyklusmodell handelt es sich jetzt um eine Informationsressource. Diese muß, 
sofern sie brauchbar bleiben soll, einer ständigen Pflege und Weiterentwicklung 
unterzogen werden. Die Aktualität der enthaltenen Information ist laufend den neue-
sten Erkenntnissen anzupassen (neue Kunden und deren Gewohnheiten sind aufzu-
nehmen, Überholtes bezüglich alter Kunden zu löschen etc.). Dazu sind die neuen 
Vertriebsmitarbeiter periodisch zu befragen. 
Werden neue Verkäufer mit Hilfe der Datenbank geschult oder wird eine monatliche 
Vertriebsbroschüre damit herausgegeben, dann handelt es sich um eine aktive Infor-
mationsressource. 
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Die Überführung von Verbrauchs- und Zahlungsbelegen (Daten) in eine systemati-
sche Datenbasis (Ressource), die der regelmäßigen Erfolgs- und Finanzberichterstat-
tung dient, entspricht ebenfalls, wie viele andere industrielle Informationslösungen, 
dem Lebenszyklusmodell. 
Der Prozeß der Produktion von Informationen und deren Einsatz kann durch 
Informations- und Kommunikationssysteme, die zweite Ebene der Informationsma-
nagementaufgaben, unterstützt werden. 
IV. Management der Informations- und 
Kommunikationssysteme 
Informations- und Kommunikationssysteme vereinigen personelle (Qualifikation, 
Motivation), organisatorische (Aufbau- und Ablauforganisation) und technische 
(Hardware, Software) Komponenten. Die Kombination dieser Komponenten be-
stimmt die Struktur von Informations- und Kommunikationssystemen. Der erste 
wichtige Aufgabenbereich des Management der Informations- und Kommunika-
tionssysteme besteht darin, die Struktur von Informations- und Kommunikations-
systemen inhaltlich festzulegen. Dieses ist die Voraussetzung für die Entwicklung und 
anschließende Nutzung der Systeme. 
Der zweite Aufgabenbereich des Management der Informations- und Kommunika-
tionssysteme liegt in der effizienten Gestaltung dieser Entwicklungs- und Nutzungs-
prozesse. 
1. Struktur von Informations- und 
Kommunikationssystemen 
a) Klassifikationskriterien für 
Informations- und Kommunikationssysteme 
In der Literatur haben sich unterschiedliche Klassifikationskriterien für Informa-
tions- und Kommunikationssysteme herausgebildet. 
Knüpft man an der Frage an, in welchem Verhältnis manuelle zu maschinellen Automatisie-
Informationsprozessen stehen, so lassen sich nichtautomatisierte, teilautomatisierte rungsgrad 
und vollautomatisierte Informations- und Kommunikationssysteme unterscheiden. von Informa-
Die manuelle Informationsverarbeitung ist dadurch gekennzeichnet, daß Operationen tions- und 
wie Rechnen, Schreiben, Vervielfältigen oder Buchen von Menschen selbst durchge- Kommunika-
führt und kontrolliert werden. Der Übergang zur teilautomatisierten Informations- tionssystemen 


























Arbeitsabläufe maschinell abgewickelt werden. Die automatisierte Informations-
verarbeitung faßt nicht nur bestimmte Operationen und Arbeitsabläufe zusammen, 
sondern ganze Arbeitsgebiete. 
Die Systemgrenzen von Informations- und Kommunikationssystemen können 
unterschiedlich weit gefaßt werden. Bei relativ engen Systemgrenzen werden lediglich 
Datenbasen, Computerprogramme und Datenverarbeitungsanlagen zum Informa-
tions- und Kommunikationssystem gerechnet. Bei weiter gefaßten Systemgrenzen 
werden auch die Entscheidungsträger sowie die Entscheidungs- und Planungspro-
zesse zum System gerechnet. In einem weiten Begriffsverständnis umfaßt ein Infor-
mations- und Kommunikationssystem sowohl technische als auch organisatorische 
und personelle Komponenten. 
Informations- und Kommunikationssysteme lassen sich auch bezüglich des Integra-
tionsgrades unterteilen. Der Begriff Integration charakterisiert allgemein die gegen-
seitige Durchdringung von Aufgaben und die wechselseitige Abhängigkeit der 
Informationsbedürfnisse. 
Relativ isolierte Informations- und Kommunikationssysteme wurden in den frühen 
Jahren der Datenverarbeitung beispielsweise für die Lagerbuchhaltung erstellt. Oft 
wurden einzelne Teile von Aufgabengebieten automatisiert ohne Verknüpfung mit 
vor- oder nachgelagerten Aufgaben (vgl. Abbildung 3.17a). Neben der Notwendig-
keit zu wiederholter Dateneingabe und der mehrfachen Speicherung gleichartiger 
Daten führen isolierte Informations- und Kommunikationssysteme zu einer unzu-
reichenden Abstimmung der Arbeitsfortschritte in den jeweiligen Arbeitsgebieten. 
Da jeder Anwender für die Pflege seiner Daten verantwortlich ist, können isolierte 
Informations- und Kommunikationssysteme zu mangelhafter Aktualität von Daten 
und damit zu beschränkten Auskunfts- und Informationsmöglichkeiten führen. 
In der Regel ist eine Integration dadurch gegeben, daß die Informations- und Kom-
munikationssysteme eines Industriebetriebs untereinander Informationen austau-
schen oder auf der Basis gleicher Daten und Informationen arbeiten (vgl. Abbil-
dung 3.17b). 
Mit dem Konzept der Datenintegration werden jene Teilaufgaben und Vorgänge 
zusammengefaßt, die auf gleiche Daten zugreifen. Eine datenbezogene Integration 
legt zunächst nur fest, welche Daten gemeinsam genutzt werden und wie sie redun-
danzarm und zugriffsfreundlich strukturiert und gespeichert werden (zur Daten-
organisation vgl. Kapitel V.2). Mit Hilfe der Datenintegration können jedoch auch 
organisatorische Konzepte unterstützt werden, die von einer funktionalen Arbeits-
teilung zu einer Vorgangs- und Prozeßintegration führen (vgl. auch S. 301). 
Als Leitlinie für die aufbau- und ablauforganisatorische Gestaltung von Unterneh-
men dominiert traditionellerweise die funktionale Arbeitsteilung. Zusammengehö-
rige Arbeitsvorgänge werden dabei nach dem Verrichtungsprinzip in Teilvorgänge 
aufgeteilt, die in unterschiedlichen Organisationseinheiten ausgeführt werden (vgl. 
Teil 2, S. 88). Bei der Unterstützung mit EDV-Systemen besteht vielfach keine inte-
grierte Lösung, da die Datenorganisation an den Anforderungen der jeweiligen 
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Abbdunng 3.17a: Isolierte Informations- und Kommunikationssysteme 
Abbduung 3.17 b: Integrierte Informations- und Kommunikationssysteme 
(in Aiehnuiung an Reusch 1984) 
Organisationseinheiten ausgerichtet ist. Zwischen den einzelnen Bearbeitungsvor-
gängen entstehen somit lange und fehleranfällige Übertragungsvorgänge. Bei einer 
Vorgangs- und Prozeßintegration greifen alle Systeme auf eine einheitliche, inte-
grierte Datenbasis zu, so daß eine gemeinsame Nutzung derselben Daten durch 
mehrere betriebliche Funktionen erfolgt (vgl. Abbildung 3.18; zu den unterschied-
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Datenbasis 
Abbildung 3.18: Integration der Informations- und Kommunikationssysteme 
zur „Lagerbestandsführung' 4 
Quelle: Stahlknecht (1989) 
Eine gemeinsame Datenbasis ermöglicht es, daß die Daten, die an einem Arbeitsplatz 
eingegeben werden, auch sofort für andere Funktionen verfügbar sind. Dadurch 
lassen sich die Aktualität und auch die Integrität von Daten verbessern. Zugleich 
werden Mehrfacheingaben von Daten vermieden und Übertragungszeiten zwischen 
den Teilschritten einer Vorgangskette erheblich verkürzt. 
Funktions- Neben dieser Vorgangs- und Prozeßintegration können innerhalb der Vorgangsket-
integration ten die Teilfunktionen wieder stärker integriert werden, d. h. die (häufig überzogene) 
Arbeitsteilung kann rückgängig gemacht werden. Diese Funktionsintegration ist dar-
auf zurückzuführen, daß die Informations- und Kommunikationssysteme den Auf-
gabenträger entlasten und die Erfüllung komplexerer Aufgaben ermöglichen (vgl. 
auch S. 300). 
Vertikale und Die datenorientierte Integration kann sowohl in horizontaler als auch in vertikaler 
horizontale Richtung erfolgen (vgl. Abbildung 3.19). Die horizontale Integration bezieht sich auf 
Integration die Verknüpfung von Teilsystemen der betrieblichen Wertschöpfungskette. Bei der 
vertikalen Integration erfolgt eine Abstimmung und Verknüpfung von Informations-
systemen unterschiedlicher Detaillierung. 
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Beschaffung Produktion Absatz 
Horizontale Integration der betrieblichen Informations-
und Kommunikationssysteme 
Abbildung 3.19: Horizontale und vertikale Integration von Informations- und 
Kommunikationssystemen 
(in Anlehnung an Mertens/Griese 1991) 
Die Realisierung einer vollständigen Integration stellt eine Idealvorstellung von 
Theorie und Praxis dar. Ziel der Integration ist es, die verschiedenen Bereiche der 
Unternehmung und ihren Informationsfluß zu einer Einheit zu verbinden. Die Ur-
sprungsdaten werden einmalig - möglichst am Entstehungsort - erfaßt und nach 
einheitlichen Grundsätzen aufbereitet. Hierzu muß eine zentrale oder verteilte 
Datenbank für alle Daten- und Informationsarten geschaffen werden. Datenbank-
verwaltungssysteme oder geeignete Verknüpfungsregeln sollen eine Wiedergewin-
nung aller gewünschten Datenkombinationen für Informationszwecke gewährlei-
sten. Bei der Diskussion um vollständig integrierte Informations- und Kommuni-
kationssysteme werden prinzipiell vollständig spezifizierbare Produktions- und 
Administrationsverhältnisse unterstellt. Solche Bedingungen sind jedoch in der 
industriellen Praxis vielfach nicht gegeben (vgl. Mintzberg 1973, Ciborra 1987, Picot 
1989). 
Bereits in den 70er Jahren wurden Versuche unternommen, vollständig integrierte 
Managementinformationssysteme (MIS) zu entwerfen. Die Integration sollte sich 
sowohl auf unterschiedliche Funktionsbereiche als auch auf unterschiedliche Hier-
archieebenen beziehen. 
Diese Bemühungen können als gescheitert gelten (vgl. Kirsch/Klein 1977). Wesent-
liche Ursachen dafür waren, neben den damals begrenzten technischen Möglichkei-
ten, vor allem naive Vorstellungen über den Informationsbedarf von Führungskräf-
ten. Obwohl sozialwissenschaftliche Theorien über das Informations- und Entschei-









die MIS-Ansätze am Relevanzproblem, d. h. die elektronische Datenverarbeitung 
stellte zu wenig relevante Informationen bereit. Die Folge war eine weitgehende 
Ablehnung bzw. eine mangelnde Akzeptanz der Informations- und Kommunika-
tionssysteme seitens der potentiellen Benutzer (vgl. Beckurts/Reichwald 1984, Mül-
ler-Böling/Müller 1986). 
Das Scheitern der Managementinformationssysteme der 70er Jahre hat zu verschie-
denen Ansätzen und Programmen für eine sozialwissenschaftlich und ökonomisch 
fundierte Neuorientierung bei der Gestaltung von Informations- und Kommunika-
tionssystemen geführt. Vor dem Hintergrund dieser Theorien wurden verschiedene 
Konzepte zur partizipativen Systemgestaltung entwickelt (vgl. Eason 1982, Mumford 
1983, Mumford/Welter 1984). Damit wurde die Forderung verbunden, daß im Rah-
men der Systemgestaltung unterschiedliche Kontexte in einzelnen Organisationsein-
heiten sowie der Interessenpluralismus in einer Organisation und die politische 
Dimension von Entscheidungs- und Systemgestaltungsprozessen stärker berücksich-
tigt werden sollten (vgl. Maier 1990). Im Zusammenhang mit organisationstheore-
tischen und ökonomischen Theorien wird in den letzten Jahren zunehmend für einen 
problem- und aufgabenorientierten Einsatz von Informations- und Kommunika-
tionssystemen plädiert (vgl. Lullies u. a. 1990). 
Vor diesem Hintergrund sowie unter Einbeziehung neuer technischer Möglichkeiten 
ist in jüngster Zeit die MIS-Diskussion wieder entflammt, diesmal unter dem Stich-
wort EIS (Executive Information System; vgl. z. B. Rockart/Delong 1988). 
b) Informations- und Kommunikationssysteme 
und Koordinationsformen 
Zur Darstellung betrieblicher Anwendungen von Informations- und Kommunika-
tionssystemen und deren Einbindung in den Gesamtzusammenhang einer Unterneh-
mung bedarf es prinzipiell einer modellhaften Abstraktion. Eine Abstraktion, die sich 
an einer Daten- oder Funktionsmodellierung orientiert, führt zu einer Vielzahl von 
interdependenten Datenstrukturen oder Einzelfunktionen (vgl. z. B. Scheer 1990a, 
Kargl 1990). Solche Darstellungen sind vor allem für eine DV-technische Umsetzung 
von Informations- und Kommunikationssystemen bedeutsam (vgl. S. 314). 
Die Informations- und Kommunikationserfordernisse einer Unternehmung müssen 
im Gesamtzusammenhang mit den Unternehmensaufgaben, der marktlichen Einbin-
dung von Unternehmen und den sich daraus ergebenden Unternehmensstrukturen 
gesehen werden. Den daten- und funktionsorientierten Ansätzen aus dem Bereich der 
technischen Systementwicklung muß deshalb ein organisationstheoretischer oder 
ökonomischer Hintergrund verliehen werden. 
Die Transaktionskostentheorie (vgl. Teil 1, S. 52) zeigt, daß die Organisations- oder 
Koordinationsform abhängig ist von den Eigenschaften der jeweiligen Aufgaben und 
Austauschbeziehungen. Diese jeweiligen Eigenschaften beeinflussen letztlich die bei 
der arbeitsteiligen Aufgabenerfüllung zu bewältigenden Informations- und Kommu-
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nikationsprobleme. Es wird dann die Koordinationsform gewählt, die diese Infor-
mations- und Kommunikationsprobleme des Leistungstausches und damit die Trans-
aktionskosten minimiert. 
Diesem Gedankengang folgend sind in Abbildung 3.20 (vgl. Picot 1989) in verein-
fachter Weise vier Typen von Austauschbeziehungen in Abhängigkeit von den 
Aufgabenmerkmalen „Spezifität" (d. h. Grad der Einmaligkeit) und „Veränderlich-
keit/Beschreibbarkeit" (d. h. Unsicherheit bzw. Dynamik und Definierbarkeit) dar-
gestellt. Diesen sind die jeweiligen „effizienten" Koordinationsformen stark verein-
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Spezifität der Aufgabe 
Abbildung 3.20: Transaktionskostentheoretisch abgrenzbare Austausch-
beziehungen 
Je nach Qualität der betrachteten Leistungsbeziehungen verändern sich auch die 
Anforderungen an die Informations- und Kommunikationsunterstützung. Demnach 
müssen die aus den Eigenarten arbeitsteiliger Aufgabenerfüllung resultierenden 
Informations- und Kommunikationsprobleme die Gestaltung der organisatorischen 
Strukturen und Abläufe einschließlich der Informations- und Kommunikations-
systeme bestimmen (vgl. Abbildung 3.21). 
Anhand der transaktionskostentheoretisch abgrenzbaren Austauschbeziehungen 
lassen sich somit auch unterschiedliche Makrostrukturen von Informations- und 







H o c h 
Ger ing 






Spezifität der Aufgabe 
Abbildung 3.21: Koordinationsformen und Makrostrukturen von Informations-
und Kommunikationssystemen 
Informations- und Kommunikationssysteme bei hierarchischen Formen 
der Aufgabenabwicklung (Feld 1: „Hierarchie") 
Eine (mehr oder weniger bürokratische) Hierarchie als Modell für die betriebliche 
Informationsverarbeitung bietet sich an für hoch spezifische, stabile Aufgaben. Für 
diese sind interne Steuerungs- und Kontrollstrukturen zu entwickeln. 
Geht man von einer hierarchischen Strukturierung der Organisation aus, so lassen 
sich Informations- und Kommunikationssysteme sowohl nach der hierarchischen 
Reichweite (vertikal) als auch nach funktionalen Kriterien (horizontal) systematisie-
ren. 
Systemati- Unterscheidet man Informations- und Kommunikationssysteme nach dem Krite-
sierung nach dum der hierarchischen Reichweite, so kann eine Orientierung an der Struktur 
der hierar- formaler Planungs- und Kontrollsysteme erfolgen. Häufig wird dabei zwischen stra-
chischen tegischer Planung, Steuerung und Kontrolle sowie operativer Planung unterschieden 
Reichweite (vgl. Anthony 1988). Diese drei Ebenen unterscheiden sich nach ihrem jeweiligen 
Planungshorizont und den Planungsinhalten. 
Diese Grundstruktur einer hierarchischen Koordination wird im Zusammenhang mit 
Informations- und Kommunikationssystemen verfeinert. Häufig wird eine Unter-
scheidung zwischen (1) mengenorientierten operativen Systemen, (2) wertorientierten 
Abrechnungssystemen, (3) Analyse-, Berichts- und Kontrollsystemen und (4) Pla-
nungs- und Entscheidungsunterstützungssystemen vorgenommen (vgl. Mertens/ 
Griese 1991, Mertens 1988, Scheer 1990 a). Diese dienen unmittelbar den Grundauf-
gaben der Informationswirtschaft, die zu Beginn dieses Teils dargestellt wurden (vgl. 
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S. 247). Mengenorientierte operative Systeme und wertorientierte Abrechnungs-
systeme unterstützen in erster Linie die Dokumentation. Zur Kontroll- und Steue-
rungsunterstützung werden v. a. Analyse-, Berichts- und Kontrollsysteme eingesetzt. 
Die Planungs- und Entscheidungsunterstützung basiert primär auf Planungs- und 
Entscheidungsunterstützungssystemen. 
Auf der operativen Ebene dienen Informations- und Kommunikationssysteme so- Mengen-
wohl der Unterstützung der einzelnen Wertschöpfungsaktivitäten als auch der Ver- orientierte 
knüpfung verschiedener Wertschöpfungsstufen. Systeme auf der operativen Ebene operative 
werden auch als Transaktionsdatensysteme, als mengenorientierte operative Systeme Systeme 
oder als Administrations- und Dispositionssysteme bezeichnet (vgl. Mertens 1988, 
Scheer 1990c, Pressmar 1990, Mertens/Griese 1991). Aufgabe dieser Systeme ist es, 
Transaktionsprozesse zu steuern und Informationen über den Status und Verlauf von 
mengenorientierten primären Wertschöpfungsprozessen zu liefern. 
Diese Systeme werden in allen Funktionsbereichen eingesetzt. In der industriellen 
Fertigung beispielsweise werden Transaktionsprozesse zunehmend durch computer-
gestützte Produktionsplanungs- und -Steuerungssysteme (PPS) sowie durch technik-
bezogene EDV-Systeme zur Produktbeschreibung und Steuerung der Fertigungsan-
lagen unterstützt. Gemeinsam bilden diese Systeme die Grundlage für das Computer 
Integrated Manufacturing (CIM). Mit CIM-Systemen wird eine Integration der Pro-
duktionsplanung und -Steuerung für betriebswirtschaftliche und technische Auf-
gaben angestrebt (vgl. Teil 4, S. 578 ff.). Im Personalbereich sind hier z. B. Systeme 
zur Arbeitszeitverwaltung zu nennen, im Absatzbereich ist an Systeme zur Versand-
logistik zu denken. 
Sowohl die technisch orientierten, produktbezogenen Basisfunktionen als auch die Wert-
betriebswirtschaftlichen Funktionen zur unmittelbaren Realisierung von Basis- orientierte 
prozessen werden von Planungs- und Dispositionsfunktionen überlagert. Auf der Abrechnungs-
Seite der betriebswirtschaftlich-planerischen Funktionen werden die mengenorien- système 
tier ten Prozesse von wertorientierten Abrechnungssystemen (z. B. Lagerbuchfüh-
rung, Anlagenbuchführung, Kreditoren- und Debitorenbuchführung) begleitet, so 
daß die betriebswirtschaftlichen Konsequenzen von mengenorientierten Prozessen 
sichtbar werden (vgl. Teil 9). 
Aus den Informationen der operativen Ebene werden durch Verdichtung Informa- Analyse-, 
tionen für Analyse-, Berichts- und Kontrollsysteme zur Unterstützung von Koordi- Berichts- und 
nation und Steuerung (Controlling) abgeleitet. Analyse-, Berichts- und Kontroll- Kontroll-
funktionen werden vorwiegend mit den Methoden der Kosten- und Leistungsrech- système 
nung ausgeführt. Zudem werden Systeme zur Unterstützung der mittelfristigen 
Planungs- und Kontrollprozesse des Management bereitgestellt. A u f dieser Ebene 
werden auch Analyse- und Berichtssysteme eingesetzt, in die neben den verdichteten 
Daten der internen Prozesse auch Daten und Informationen aus externen Quellen 
einbezogen werden. 
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Planungs- Auf der obersten Ebene befinden sich Planungs- und Entscheidungsunterstützungs-
und Ent- système für die strategische Planung und unternehmenspolitische Entscheidungen 
scheidungs- des oberen Management. Entscheidungsunterstützungssysteme sind interaktive rech-
unter- nergestützte Systeme, aus denen Entscheidungsträger in schlechtstrukturierten Ent-
stützungs- Scheidungssituationen Hilfestellung beziehen. Entscheidungsunterstützungssysteme 
système enthalten eine aufeinander abgestimmte Sammlung von Methoden und Entschei-
dungsmodellen und verfügen über einen Zugriff auf eine geeignete Datenbasis. 
Oftmals verfügen solche Systeme auch über spezifische Sprachen oder Programme 
zur Unterstützung des Modellaufbaus und der Datenaufbereitung. A n Entschei-
dungsunterstützungssysteme wird die Forderung gestellt, alle Entscheidungsphasen 
und auch unterschiedliche Formen von EntScheidungsprozessen in den diversen be-
trieblichen Funktionen interaktiv zu unterstützen. 
Entscheidungsunterstützungssysteme können prinzipiell für unterschiedliche Mana-
gementebenen und -funktionen erstellt werden. In die Unterstützungssysteme auf den 
höheren Ebenen der Informationsverarbeitung fließen neben verdichteten Daten und 
Informationen aus den darunterliegenden Ebenen auch zusätzlich externe Infor-
mationen ein (z. B. über Marktanteile und Wettbewerber). 
Computergestützte mengenorientierte operative Systeme und wertorientierte Ab-
rechnungssysteme werden in der industriellen Praxis gegenwärtig in großem Umfang 
eingesetzt. Computergestützte Analyse-, Berichts- und Kontrollsysteme sind dagegen 
noch nicht so weit verbreitet, während Planungs- und Entscheidungsunterstützungs-
systeme kaum verwendet werden (vgl. Wolff 1988). Die betriebswirtschaftliche 
Forschung beschäftigt sich demgegenüber mit allen Systemtypen; besonderes For-
schungsinteresse liegt dabei gegenwärtig auf Planungs- und Entscheidungsunterstüt-
zungssystemen. 
Zwischenbetriebliche Informationsverarbeitung und 
elektronischer Datenaustausch (Feld 3: „Strategisches Netz") 
Nachdem die Systeme der innerbetrieblichen Datenverarbeitung in vielen Unterneh-
mungen bereits einen relativ hohen Entwicklungsstand erreicht haben, werden 
derzeit besonders Einsatzformen und Nutzen der zwischenbetrieblichen Informa-
tionsverarbeitung diskutiert (vgl. Reichwald/Rupprecht 1991). Systeme der zwi-
schenbetrieblichen Informationsverarbeitung eignen sich vor allem für die Koordi-
nation solcher Leistungen, die relativ wenig spezifisch, aber stark veränderlich sind 
(z. B. Einbindung von Teilen, Komponenten und Dienstleistungen). Zwischenbetrieb-
liche Informationsverarbeitung bezieht sich auf Systemanwendungen, die zwischen zwei 
oder mehreren rechtlich selbständigen Unternehmen stattfinden und diese miteinander 
verbinden. Charakteristisch für solche Systeme ist, daß Informationen für bestimmte 
Marktpartner bereitgestellt werden bzw. daß andere Marktpartner von diesen Infor-
mationen ausgeschlossen werden. Bei der zwischenbetrieblichen Informationsver-
arbeitung hat der elektronische Datenaustausch (EDI = Electronic Data Inter-
change) zentrale Bedeutung. Mit EDI wird das Ziel verfolgt, einen unmittelbaren 
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zwischenbetrieblichen Datenverbund auf der Ebene von Anwendungssystemen zu 
realisieren (z. B. direkte Koppelung zwischen Bestellsystem und Auftragsabwick-
lungssystem von Abnehmer und Lieferant; vgl. z. B. Sedran 1991, Picot u. a. 1991). 
Der Datenaustausch erfolgt in Deutschland über öffentliche Netze, insbesondere 
unter Verwendung des Telefonnetzes und des integrierten Datennetzes. Eine Vorstufe 
des elektronischen Datenaustausches ist der Datenträgeraustausch mit Magnetbän-
dern oder Disketten. 
(1) Ausprägungen, Anwendungsformen und Nutzen der zwischenbetrieblichen 
Informationsverarbeitung 
Im Industriebetrieb kann die zwischenbetriebliche Informationsverarbeitung sowohl 
unternehmensübergreifende Prozesse der Produkt- und Leistungserstellung als auch 
administrative Tätigkeiten bzw. sekundäre Wertschöpfungsaktivitäten unterstützen 
(vgl. Abbildung 3.4a). Die Unterstützung administrativer Aufgaben kann durch den 
elektronischen Austausch von Rechnungsdaten und die rechnergestützte Übertra-
gung von Zahlungsanweisungen (z. B. Zahlung von Lieferanten-/Kundenrechnun-
gen, Gehaltszahlungen, Sozialabgaben und Steuerzahlungen) erfolgen. Bei der 
Produkt- und Leistungserstellung bzw. bei den primären Wertschöpfungsaktivitäten 
wirkt die zwischenbetriebliche Informationsverarbeitung vorwiegend auf die Funk-
tionen Beschaffung, Vertrieb, Marketing und Kundenservice. Mit Bestellsystemen, Bestell-
wie sie mittlerweile viele Automobilhersteller einsetzen, lassen sich Lieferungen von système 
den Lieferanten bedarfsgerecht abrufen, so daß eine Just-In-Time- Produktion mög-
lich wird (vgl. Teil 4, S. 608). Im Regelfall werden dabei größere Liefermengen 
vertraglich vereinbart oder andere Stabilisierungsmechanismen (z. B. EDI-Rahmen-
vertrag, Kooperationsvereinbarungen) zugrundegelegt. Häufig sind mit der Einfüh-
rung von Bestellsystemen auch Veränderungen in den Organisationsformen der 
Unternehmen verbunden. Durch elektronische Bestellsysteme lassen sich Abstim-
mungsprozesse verringern, Auftragsvorlaufzeiten verkürzen und Lagerbestände 
weitgehend reduzieren. 
Im Bereich Marketing und Vertrieb können Bestelldaten mit Handelsunternehmen Marketing-
oder Kunden ausgetauscht werden (vgl. Zentes 1987). Ebenso können in der Ver- und Ver-
triebslogistik elektronische Verbindungen zu Speditionsbetrieben oder Handelsunter- triebssysteme 
nehmen hergestellt werden. Der Einsatz elektronisch gestützter Marketing- und 
Vertriebssysteme führt vielfach dazu, daß Vertriebskanäle besetzt und damit Ein-
trittsbarrieren für andere Wettbewerber aufgebaut werden. Im Verbund mit dem 
Vertriebssystem lassen sich mit der zwischenbetrieblichen Informationsverarbeitung 
auch neue oder verbesserte Serviceleistungen wie z. B. Ferndiagnose- und Fern-
wartungssysteme für technische Anlagen anbieten. 
Zwischenbetrieblicher Informationsaustausch kann aber auch zur effizienten zwi- Systeme für 
schenbetrieblichen Kooperation bei der Produktentwicklung (vgl. Teil 8, S. 606) - die Produkt-
beispielsweise durch den Austausch von technischen Spezifikationen oder Konstruk- entwicklung 
tionsdaten - beitragen. Neben der Möglichkeit einer verbesserten Produktentwick-
lung können damit auch kürzere Entwicklungszeiten realisiert werden (vgl. Zäpfel 
1989a). 
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Häufig sind zum Aufbau zwischenbetrieblicher Informations- und Kommunika-
tionssysteme spezifische Investitionen in die technische Infrastruktur erforderlich 
(z. B. spezielle Standards für die Kommunikation), aus denen sowohl Einstiegs- als 
auch Umstiegskosten für die jeweiligen Teilnehmer resultieren. Damit erfolgt auch 
eine höhere Bindung an die aufgebauten Bezugs- oder Vertriebskanäle. Beruhen die 
Anwendungen des Datenaustausches auf allgemein akzeptierten Standards oder 
Diensten, so lassen sich Einsparungspotentiale und Flexibilitätsvorteile des elektro-
nischen Datenaustausches realisieren, ohne in Abhängigkeiten zu geraten. Aus 
diesem Grund kommt den Bemühungen der U N und der E G um einen branchen-
übergreifenden, internationalen Standard für den zwischenbetrieblichen Austausch 
von Geschäftsdokumenten (EDIFACT) große wirtschaftliche Bedeutung zu. 
(2) Zwischenbetriebliche Informationsverarbeitung zur Unterstützung 
von Wertschöpfungspartnerschaften 
Wertschöpfungspartnerschaften - auch als strategische Netzwerke bezeichnet (vgl. 
Jarillo 1988) - bilden institutionelle Koordinationsmuster, die sowohl Elemente 
marktlicher als auch hierarchischer Koordination beinhalten. Strategische Netz-
werke bestehen aus formalrechtlich selbständigen und spezialisierten Klein- und Mit-
telunternehmen, die in engen, stark arbeitsteiligen Austauschbeziehungen gemeinsame 
Aufgabenstellungen durchfuhren. Die Koordination der Netzunternehmen wird zu-
meist von einem Leitunternehmen („Brokerunternehmen") vorgenommen. 
Die Netzunternehmen sind über langfristige und weitgehend offene Verträge mit dem 
Leitunternehmen verbunden. Zur Abwicklung der einzelnen Teilaufgaben wird den 
einzelnen Netzunternehmen ein weitgehender Handlungsspielraum und weitreichen-
de Entscheidungsbefugnis eingeräumt. Damit kann bei den einzelnen Betrieben ein 
unternehmerisches Interesse an einer effizienten und effektiven Erfüllung der Teil-
aufgaben im Kooperationsverbund gefördert werden. In diesem Kooperationsver-
bund lassen sich komplexe und spezifische Austauschbeziehungen in ähnlich flexibler 
Weise realisieren wie bei hierarchischer Koordination. Durch die prinzipielle unter-
nehmerische Eigenständigkeit der Partner werden jedoch Koordinationskosten ge-
senkt. Beispiele für derartige strategische Netzwerkorganisationen, die auch jeweils 
durch elektronische Kommunikationssysteme stark unterstützt werden, finden sich 
etwa in der Textilindustrie und im Großanlagenbau. Man spricht dann auch von 
„virtuellen Hierarchien". 
Informations- und Kommunikationssysteme für marktliche Koordination 
(Feld 2: „Markt") 
Elektronische Märkte sind dadurch gekennzeichnet, daß Unternehmen unter Ver-
wendung von Kommunikations- oder Nachrichtenvermittlungssystemen und Daten-
banken weitgehend standardisierte Produkte und Leistungen offerieren und aus-
tauschen (vgl. z. B. Hubmann 1989). Marktliche Transaktionen werden durch 
Informations- und Kommunikationssysteme „mediatisiert". 
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Bei Transaktionen, die über den Markt abgewickelt werden, handelt es sich i . d. R. um Marktliche 
häufig wiederkehrende, eindeutig beschreib- und bewertbare, standardisierte und Trans-
selten veränderliche Tausch- und Leistungsbeziehungen. Die Leistungen werden auf- aktionen 
grund von wenigen, aber eindeutigen Informationen über Qualität, Menge und 
Marktpreis bezogen. Besonders ausgeprägt finden sich elektronische Märkte im Be-
reich des Handels mit standardisierten Finanztiteln (z. B. Deutsche Terminbörse). 
Aufgabe der Informationstechnologie ist es, kurzfristige kaufvertragliche Verein-
barungen zwischen selbständigen Handlungsträgern zu unterstützen und damit 
elektronische Makler- bzw. Pooleffekte zu schaffen. Mit elektronischen Medien und Maklereffekt 
gemeinsamen Datenbanksystemen werden Angebots- und Nachfragebeziehungen 
zusammengefaßt und Möglichkeiten für Geschäftsabschlüsse mit Hilfe elektronischer 
Systeme geschaffen (electronic brokerage effect). Informations- und Kommunika-
tionssysteme unterstützen die marktliche Abwicklung durch eine Verbesserung der 
Markttransparenz sowie durch eine Automatisierung der Abwicklung von marktlichen 
Transaktionen, z. B. Bestell-, Abrechnungs- und Zahlungsvorgängen. Sie ermöglichen 
so eine Senkung der bei den Marktpartnern anfallenden Transaktionskosten. Eine 
Mediatisierung von Märkten kann mit Hilfe von Datenbanken und öffentlichen 
Kommunikationssystemen und den darin angebotenen Diensten erzielt werden. 
Neben dem Makler- bzw. Pooleffekt können aus der Mediatisierung von marktlichen 
Transaktionen auch Integrations- bzw. Verkettungseffekte zwischen organisations- Integrations-
übergreifenden Wertaktivitäten erzielt werden. Solche Integrationseffekte lassen sich und Verket-
vor allem dann erreichen, wenn sowohl die marktliche als auch die zwischenbetrieb- tungseffekt 
liehe und die innerorganisatorische Kommunikation auf einheitlichen und standar-
disierten Datenformaten und Übertragungsprotokollen erfolgt. Elektronische Märk-
te stellen eine Erweiterung zwischenbetrieblicher Informations- und Kommunika-
tionssysteme dar. 
Informations- und Kommunikationssysteme für gruppenorientierte 
Aufgabenabwicklung (Feld 4: „Clan") 
Arbeitsteilige Aufgaben mit hoher Spezifität und Veränderlichkeit lassen sich durch 
formale Systeme nicht unmittelbar abbilden. Sie bedürfen vor allem einer gut funk-
tionierenden sozialen Kommunikation in der Gruppe. 
Bei gruppenorientierten Formen der Aufgabenabwicklung erfolgt die Koordination 
zumeist weniger über strukturelle Koordinationssysteme, als vielmehr über die 
Orientierung der Organisationsmitglieder an gemeinsamen Werten, Qualitätsvorstel-
lungen, Normen und Einstellungen. In Anlehnung an Ouchi (1980) lassen sich solche Clan-
Formen der Aufgabenabwicklung als „Clan-Organisationen" bezeichnen. Organisation 
Insbesondere für unsichere, hoch komplexe und spezifische Austauschbeziehungen -
wie z. B. Forschungs- und Entwicklungs- sowie Führungs- und Beratungsleistungen, 
Projektarbeiten - kann eine solche Koordinationsform eine unbürokratische, anpas-
sungsfähige und transaktionskostengünstige Abwicklung ermöglichen. Herausragen-
de Eigenschaft des Informations- und Kommunikationssystems muß es sein, die 
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fachlichen Fähigkeiten der Beteiligten in bestmöglicher Weise zusammenzuführen, um 
einen kreativen Problemlösungsprozeß zu ermöglichen (vgl. Picot 1989). In erster Linie 
ist eine möglichst freie und unverzerrte face-to-face-Kommunikation (z. B. Gruppen-
arbeit) nötig, damit durch Ideen- und Informationsaustausch neuartige Lösungen 
erkundet, entwickelt und implementiert werden können. Informations- und Kom-
munikationstechnik hat dabei eine subsidiäre Funktion, nämlich die Beteiligten bei der 
Vorbereitung und Durchführung der Gruppenkommunikation bestmöglich zu ent-
lasten und zu unterstützen. Dies kann beispielsweise durch Erleichterung des Zugangs 
zu internen oder externen Informationen und Daten mit Hilfe von Kommunikations-
technik und Datenbanken erfolgen. Ebenso können computergestützte Werkzeugum-
gebungen für die individuelle Informationsverarbeitung (Tabellenkalkulation,Text- und 
Grafikverarbeitung) die Erstellung und Verwaltung von Präsentationsmaterial und 
persönlichen Archiven unterstützen. Für die Unterstützung dieser Tätigkeiten sind 
besonders individualisierbare, benutzerfreundliche Techniken mit hohen Leistungs-
und Flexibilitätseigenschaften gefragt, die zugleich die Arbeit von Gruppen unter-
stützen (vgl. Picot u. a. 1988, Reichwald/Schmelzer 1990, Reichwald 1991 b). 
„Group Ergänzend zur individuellen Informationsverarbeitung hat sich in den letzten Jahren 
Decision ein zunehmendes Interesse an Systemen zur rechnergestützten Teamarbeit und kol-
Support laborativen Arbeitsunterstützung eingestellt. Aus der Erkenntnis, daß viele Entschei-
Systems" dungsprozesse in Gruppen ablaufen, wurden Entscheidungsunterstützungssysteme 
zu sogenannten Group Decision Support Systems (GDSS) weiterentwickelt (vgl. Gray 
1987, Krcmar 1988). GDSS sind interaktive rechnergestützte Systeme, die eine Gruppe 
von Entscheidungsträgern bei der Lösung schlechtstrukturierter Probleme unterstützen. 
Unter Verwendung von Daten-, Methoden- und Modellbanken liefern GDSS ähn-
liche Unterstützungskomponenten wie „klassische" Entscheidungsunterstützungs-
systeme. Ergänzend dazu werden spezifische Kommunikationsinfrastrukturen sowie 
mathematische Methoden zur Präferenzermittlung, Präferenzaggregation und Er-
mittlung möglicher Kompromisse bereitgestellt. 
Groupware Da nicht nur Entscheidungen im engeren Sinn, sondern die Gesamtheit von grup-
penorientierten Problemlösungs- und Arbeitsprozessen einer Unterstützung bedür-
fen, haben die Forschungsinteressen zur Gruppenunterstützung eine zunehmende 
Ausweitung erfahren. Dies kommt in Begriffen wie cooperative work, computer aided 
groups, rechnergestützte Teamarbeit, koUaborative Arbeitsunterstützungssysteme oder 
Groupware zum Ausdruck (vgl. Johansen 1988, Olson 1989). Im Rahmen dieser 
erweiterten Forschungsinteressen sollen Gruppen bei unterschiedlichen Entschei-
dungs-, Problemlösungs- und Aufgabenabwicklungsprozessen sowohl inhaltliche als 
Nutzeneffekte auch prozeßorientierte Unterstützung erfahren (vgl. Abbildung 3.22). Die inhaltliche 
der Gruppen- Unterstützung kann wesentlich mit Hilfe von internen und externen Auskunftssyste-
unterstützung men, Datenbanken oder Expertendatenbanken erfolgen. Aus der inhaltlichen Un-
terstützung resultiert ein gruppenbezogener Informationsnutzen. Neben der gruppen-
orientierten Informationsunterstützung kann den Teilnehmern während einer 
Sitzung auch deren individuelles Entscheidungsunterstützungssystem zur Verfügung 
stehen. Formen der Prozeßunterstützung werden auf der Basis von Kommuni-
kations-, Telekonferenz- und Mailsystemen erbracht. 
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Abbildung 3.22: Inhaltliche und prozeßorientierte Formen zur Unterstützung 
gruppenorientierter Aufgabenabwicklung 
Mögliche Methoden und Werkzeuge für eine prozeßorientierte Unterstützung sind 
beispielsweise: Computergestützte Sitzungsmoderation, Systeme zur Verhandlungs-
unterstützung, Systeme für Sprach- und Grafikkonferenzen, Präsentationssoftware, 
Projektmanagementsoftware, Terminkalendermanagement für Gruppen, Mehrfach-
autorensoftware, Bildschirmsharingsoftware, Computerkonferenzen, computerun-
terstützte Audio- und Videokonferenzen sowie Konversationsstrukturierung. Die 
Prozeßunterstützung kann zu einer Erleichterung bei der Einhaltung von Kommu-
nikations- und Verhaltensprotokollen führen. Dieser Nutzenaspekt wird auch als 
Protokollnutzen bezeichnet. Darüber hinaus haben die Erfahrungen mit dem Einsatz 
von GDSS gezeigt, daß auch affektive Nutzeneffekte zu verzeichnen sind. Vom Ein-
satz der Gruppenunterstützungssysteme gehen demnach stimulierende Effekte so-
wohl auf die Einstellung der Gruppenmitglieder zur Kooperation und zum 
Entscheidungsergebnis als auch für die Aufgabenformulierung aus (vgl. Krcmar 
1988). Dies gilt für Gruppenunterstützung an einem Standort genauso wie vor allem 
bei Verteilung der Gruppenmitglieder auf diverse Standorte, etwa im Rahmen inter-
nationaler Forschungs- und Marketingprojekte. 
Aus der Betrachtung transaktionskostentheoretisch abgrenzbarer Austauschbezie-
hungen lassen sich bereits wichtige Gestaltungsoptionen für den Einsatz neuer 
Technologien erkennen. Dabei ist zu beachten, daß sich die grundlegenden Koordi-
nationsformen auch innerhalb von Organisationen etablieren lassen. M i t „internen 
Märkten" lassen sich in Unternehmen sowohl marktliche als auch hierarchische 
Koordinationselemente erschließen (z. B. interne Arbeitsmärkte) und durch Infor-
mations- und Kommunikationssysteme transaktionskostengünstig abwickeln. 
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Aus den Betrachtungen wurde deutlich, daß die Planung von Informations- und 
Kommunikationssystemen den unterschiedlichen Aufgabentypen und Koordina-
tionsformen Rechnung tragen muß. Sie muß unternehmensinterne und unterneh-
mensübergreifende Koordination und Kooperation berücksichtigen und die jeweils 
angemessenen organisatorischen, personellen und technischen Konfigurationen für 
die Informationsversorgung sicherstellen. 
Nachfolgend werden wichtige organisatorische und personelle Gestaltungspotentiale 
und mögliche negative sekundäre Effekte, die sich aus dem Einsatz von Informations-
und Kommunikationssystemen im Unternehmen ergeben können, näher betrachtet. 
c) Organisatorische Gestaltungspotentiale der 
Informations- und Kommunikationssysteme 
Mit der verstärkten informationstechnischen Durchdringung von Unternehmen fin-
det derzeit ein wichtiger InfraStrukturwandel in der betrieblichen Informations-
verarbeitung statt. Die Multifunktionalität und die damit verbundene Breite der 
Anwendungsmöglichkeiten der neuen Informations- und Kommunikationstechnik 
schaffen neue Bedingungen für die betriebliche Leistungserstellung. Sie ist zugleich 
Produktions- und Organisationstechnik und betrifft den Prozeß der materiellen Lei-
stungserstellung in der Fertigung ebenso wie den Prozeß der Informationsverarbei-
tung im Büro. Mit der dezentralen Verfügbarkeit des Leistungsspektrums der neuen 
Technik und der offenen Gestaltbarkeit von Hard- und Softwaresystemen entwickelt 
sich Informationstechnik zunehmend zu einem nutzungsoffenen Leistungsträger. 
Durch das bloße Vorhandensein der Technik sind noch keine spezifischen Anwen-
dungen vorbestimmt, sondern vielmehr verschiedene, inhaltlich noch unbestimmte 
Anwendungsmöglichkeiten offen. Die Technik weist zunehmend einen Werkzeug-
charakter auf und kann gleichermaßen zu Zwecken der Standardisierung und der 
Individualisierung eingesetzt werden. Dieser InfraStrukturwandel berührt alle be-
trieblichen Funktionsbereiche gleichermaßen und eröffnet neuartige organisatori-
sche Gestaltungsoptionen hinsichtlich der Arbeitsbedingungen, der Organisations-
strukturen und der Qualifizierung von Mitarbeitern. Dieses Gestaltungspotcntial 
birgt Chancen, aber auch Risiken für die Zielerreichung. 
Neue Formen der Arbeitsteilung 
Horizontale Die Entstehung neuer Infrastrukturen für die betriebliche Information und Kom-
und vertikale munikation ermöglicht neue Formen der Arbeitsteilung. Teilvorgänge, die bislang 
Aufgaben- von jeweils funktional spezialisierten Arbeitsplätzen und Arbeitsgruppen bearbeitet 
integration wurden, können mit Hilfe von multifunktionalen Informations- und Kommunika-
tionssystemen integriert und objektbezogen abgewickelt werden. Eine Aufgaben-
integration kann sowohl in horizontaler Richtung (Integration unterschiedlicher 
Tätigkeitsarten auf der Ausführungsebene) als auch in vertikaler Richtung (Einbe-
ziehung von Planungs-, Entscheidungs- und Kontrollaufgaben) erfolgen. 
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Nachteile, die sich aus einer Zerlegung von Aufgaben nach dem Verrichtungsprinzip Ganzheitliche 
ergeben, wie z. B. geringe Identifikation und hohe Unzufriedenheit mit der Arbeits- Aufgaben-
situation, geringe Flexibilität gegenüber neuen Aufgabenstellungen, Doppelarbeiten, erfüllung 
mehrfache Rüstkosten, Intransparenz und lange Durchlaufzeiten, lassen sich mit der 
Aufgabenintegration vielfach reduzieren. Die Möglichkeiten der Aufgabenzusam-
menführung, verbunden mit einer verstärkten Eigenverantwortlichkeit und einer 
Erhöhung des Handlungsspielraums, bieten Chancen für Arbeitsbereicherung und 
mehr Selbstverwirklichung. Die Aufgabenverteilung kann nunmehr eher ganzheitlich 
nach dem Objektprinzip (Kunden, Produkte, Regionen) erfolgen (vgl. Picot/Reich-
wald 1986, Picot 1987, Reichwald 1988, Reichwald/Bellmann 1991, Bellmann/ 
Wittmann 1991). 
Hinsichtlich der organisatorischen Folgen des Technikeinsatzes für die Arbeitsteilung Autarkie- und 
ist das Organisationsmodell entscheidend. Hier ist zwischen Autarkie- und Koope- Kooperations-
rationsmodell zu unterscheiden (vgl. Picot/Reichwald 1987). Beim Autarkiekonzept modell 
soll der Einsatz von Technik im Management und in der Sachbearbeitung den Auf-
gabenträger von anderen Stellen und Assistenzkräften weitgehend unabhängig ma-
chen. Im Autarkiemodell wirkt der Integrationseffekt der Technik auf der Aufga-
benseite in vertikaler Richtung. Es soll erreicht werden, daß Aufgabenträger 
(Führungskräfte, Entwickler, Konstrukteure und Sachbearbeiter), mit multifunktio-
naler Technik am Arbeitsplatz ausgestattet, ihre Texterstellung, Graphik- und Bild-
bearbeitung selbst durchführen, Kommunikationsprozesse, Informationsablage und 
-retrieval selbst abwickeln können. Das Kooperationsmodell geht hingegen von der 
Beibehaltung des arbeitsteiligen Prozesses aus. Hier werden teambezogene Prozesse 
der Aufgabenabwicklung verstärkt. Alle Beteiligten eines Kooperationsverbundes 
können ihre Aufgaben effizienter erledigen. Während das Autarkiemodell eine Pro-
duktivitätssteigerung durch Reduzierung der Arbeitsteilung fördert, zielt das Koope-
rationsmodell auf eine Effizienzsteigerung der Teamarbeit durch Verbesserung der 
Kommunikationsbeziehungen. Die Vorteilhaftigkeit dieser Modelle richtet sich nach 
dem Aufgabentyp. Je höher der Strukturiertheitsgrad eines Aufgabenfeldes und je 
geringer die Variabilität, desto vorteilhafter ist das Autarkiemodell (z. B. determini-
stische Aufgabenabwicklung, Versicherungssachbearbeitung). Umgekehrt erweist 
sich das Kooperationsmodell besonders in Aufgabenbereichen wie Forschung und 
Entwicklung, Anlagenbau oder Projektmanagement, die durch niedrige Strukturiert-
heit und hohe Veränderlichkeit bestimmt sind, als überlegen. Beide Modelle bilden die 
Extremkonzepte von interessanten Mischformen, die heute in der industriellen Praxis 
in neuen Konzepten der „Autonomen Rundumsachbearbeitung", „Fertigungsinsel", 
„Modulare Fabrik" erprobt werden (vgl. Teil 4, S. 442, 444). 
Im Zusammenhang mit Aufgabenerweiterung und Objektorientierung gewinnt in Prozeßorien-
zunehmendem Maße eine funktions- und abteilungsübergreifende Prozeßorientie- tierung im 
rung an Bedeutung. Besonders mit dem Einsatz von Datenbanken und standar- organisatori-
disierten Kommunikationsprotokollen können durchgehende Vorgangs- und Pro- sehen Denken 
zeßketten gebildet werden. Dabei können Daten, die in einem Arbeitsprozeß 
anfallen, direkt an anderen Arbeitsplätzen verfügbar gemacht werden. Mit einer 
geschlossenen Organisation von Vorgangs- oder Prozeßketten lassen sich erhebliche 
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Reduzierungen der Informationsübertragungs- und Wartezeiten und damit der ge-
samten Durchlaufzeiten von Bearbeitungsvorgängen erzielen (vgl. Zangl 1987, 
Scheer 1990a). Durchgehende Vorgangs- und Prozeßketten finden sich beispielsweise 
in der Materiallogistik, der Fertigungssteuerung oder der Vertriebslogistik. Darüber 
hinaus bestehen zunehmend Möglichkeiten, auch unternehmensübergreifende Pro-
zesse, z. B. mit Kunden und Lieferanten, zu integrieren (vgl. S. 295). 
Neue Organi- Ablauforganisatorische Veränderungen, wie sie durch neue Formen der Arbeitstei-
lung«.?- lung entstehen, sind vielfach auch mit Veränderungen in den Organisationsstrukturen 
strukturen verbunden. Bereits die prozeßorientierte Verflechtung von Arbeitsabläufen über ge-
meinsame Daten erfordert eine umfassende Zusammenarbeit der Funktionsbereiche 
und führt zu einer integrierten Betrachtung der betrieblichen Funktionen (vgl. Scheer 
1990 a). Zudem ist eine vertikale Aufgabenintegration eng verbunden mit organisa-
torischer Dezentralisierung im Sinne einer Zunahme an Entscheidungs-, Mitwir-
kungs- und Informationsrechten. Eine Aufgabenintegration in vertikaler Richtung 
führt somit zu einer „Abflachung der Organisationspyramide". 
Neben der organisatorischen Dezentralisierung werden die Gestaltungspotentiale 
von Informations- und Kommunikationstechnologien auch häufig mit räumlicher 
Dezentralisierung, also mit einer Verlagerung des Erfüllungsortes einzelner Unter-
nehmensaufgaben, in Verbindung gebracht (vgl. Picot 1985). In einigen Branchen 
haben sich räumliche Dezentralisierungsmaßnahmen zum Zweck größerer Kunden-
nähe, schnelleren Serviceleistungen, leichterer Erreichbarkeit und flexiblerer Lei-
stungserbringung bereits durchgesetzt. 
Veränderung der relativen Effizienz von Koordinationsformen 
Bei vielen Methoden zur Gestaltung von Informations- und Kommunikationssyste-
men wird die hierarchische Struktur einer Unternehmung als Datum betrachtet. 
Auch die Aufteilung der Wirtschaftstätigkeit zwischen Unternehmen und Märkten, 
einschließlich der möglichen Zwischenformen, wird als gegeben betrachtet. Bei einem 
problemgerechten Einsatz von Informations- und Kommunikationssystemen kann 
sich die relative Effizienz ökonomischer Institutionen verändern. In der Regel wird 
die Bedeutung marktorientierter gegenüber rein interner, hiérarchie- und ablauf-
orientierter Koordination zunehmen (vgl. Picot 1989). Die relative Effizienzsteigerung 
bzw. die Koordinationskostensenkung ist von den Merkmalen der Transaktionen 
abhängig. Abbildung 3.23 verdeutlicht dieses schematisch (vgl. auch Teil 1, S. 55). 
Vor der Einführung der Informations- und Kommunikationstechnik wurde für 
Transaktionen ab dem Problemumfang Ui die hierarchische Koordination gewählt, 
da die Transaktionskosten dafür niedriger waren. Nach der Einführung einer infor-
mations- und kommunikationskostensenkenden Technik werden beide Koordina-
tionsformen effizienter; sowohl die fixen als auch die variablen Transaktionskosten 
der Koordinationsformen nehmen ab. Im Ergebnis verschiebt sich der Break-Even-
Punkt nach rechts, so daß nun erst ab dem Problemumfang U2 die hierarchische 
Koordinationsform effizienter ist. 
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Abbildung 3.23: Auswirkungen der Informations- und Kommunikationstechnik 
auf Koordinationsformen 
Die Veränderung der relativen Effizienz von Koordinationsformen durch Informa-
tions- und Kommunikationssysteme ist bei der Entwicklung und dem Management 
von Informations- und Kommunikationssystemen besonders zu beachten. Damit 
ergibt sich auch das Erfordernis, in stärkerem Maße die marktlichen und unterneh-
mensübergreifenden Zusammenhänge zu beachten (strategische Netzwerke, elektro-
nische Märkte). 
d) Personelle Gestaltungspotentiale der 
Informations- und Kommunikationssysteme 
Inwieweit das technologische Gestaltungspotential zum Nutzen der Menschen in der 
Arbeitswelt und zum ökonomischen Nutzen von Unternehmung und Gesellschaft reali-
siert werden kann, hängt maßgeblich von der Qualifikation der Handlungsträger ab. Im 
Zusammenhang mit dem Einsatz neuer Informations- und Kommunikationstechnik 
werden sowohl neue technische und fachbezogene als auch Sozialqualifikationen 
benötigt. Die technischen Qualifikationsanforderungen bilden die Voraussetzung, um 
das Leistungsspektrum der neuen Technologie zu erfassen und aufgabenbezogen um-
zusetzen. Fachbezogene Qualifikationsanforderungen ergeben sich aufgrund der mög-
lichen Veränderungen von Aufgabeninhalten und Aufgabenstrukturen, wie sie 
beispielsweise im Falle einer Aufgabenintegration und einer ganzheitlichen Auf-
gabenbewältigung auftreten. Sozialqualifikationen beinhalten unter anderem die 
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Kommunikationsfähigkeit und die dauernde Lernbereitschaft. Letztere werden viel-
fach als Schlüsselqualifikationen angesehen (vgl. Lullis u. a. 1990). 
e) Negative sekundäre Effekte 
Neben den verschiedenen Möglichkeiten zur verbesserten Zielerreichung birgt der 
erweiterte Gestaltungsspielraum durch neue Informations- und Kommunikations-
systeme zugleich negative sekundäre Wirkungsmöglichkeiten, d. h. neue Risiken und 
Probleme für Mensch und Organisation (vgl. Weltz 1987). Hierzu zählen die Gefahr 
neuer Abhängigkeiten, Probleme des Datenschutzes, der Datensicherung und des 
Mißbrauchs von Kommunikationswegen, Verlust von face-to-face-Kontakten, In-
tensivierung von Kontrolle und Überwachung, Gefahren der Überforderung und des 
Motivationsverlustes. Aufgabe des Informationsmanagement ist es, solche Effekte 
durch eine adäquate Gestaltung der organisatorischen, personellen und technischen 
Bedingungen von vornherein zu reduzieren oder auszuschließen. Negative sekundäre 
Effekte, wie z. B. technikbedingte Isolierung und die häufig damit verbundenen In-
formations- und Motivationsverluste aufgrund mangelnder Hintergrundinformatio-
nen und mangelnder Kontakte, lassen sich beispielsweise durch gezielte Pflege der 
persönlichen Kommunikation (Vertrauensbildung und Beziehungsaufbau) vermei-
den. Neue Abhängigkeiten von technischen Infrastrukturen und Fachspezialisten 
können durch geeignete organisatorische Maßnahmen, wie z. B. durch Benutzerser-
vicezentren, durch Verteilung der Qualifikation sowie durch angemessene Technik-
konzeptionen, reduziert werden. Durch Maßnahmen der Qualifizierung und Perso-
nalentwicklung können negative Effekte reduziert werden, die mit einer starken 
Intensivierung der Arbeit und einer Überforderung wegen rasch und zu weit getrie-
bener Aufgabenintegration verbunden sind. Vielfach ist dabei auch eine bewußte 
Erhaltung von Freiräumen in der Arbeitsorganisation erforderlich. Im Rahmen von 
Systementwicklungsprozessen sind die verschiedenen Belange der Systembenutzer 
frühzeitig einzubeziehen, um zu vermeiden, daß durch unzulängliche Hard- und 
Softwaresysteme Benutzerbarrieren und Akzeptanzprobleme entstehen. 
f) Inhaltliche Anforderungen an 
Informations- und Kommunikationssysteme 
Die genannten organisatorischen, technischen und personellen Gestaltungspoten-
tiale sind bei der inhaltlichen Festlegung der Struktur von Informations- und 
Kommunikationssystemen zu berücksichtigen. Organisation, Technik und Personal 
sind dabei so aufeinander abzustimmen, daß die Anforderungen seitens des Mana-
gement des Informationseinsatzes erfüllt werden. 
Um den strategisch wichtigen Informationsbedarf im Unternehmen zu decken, der 
z. B. mit Hilfe des KEF-Verfahrens spezifiziert wird, müssen die Informations- und 
Kommunikationssysteme ganz bestimmte Informationsprodukte und -dienste be-
reitstellen. Dafür müssen sie auf geeignete Informationsressourcen und -quellen 
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zurückgreifen können, die wiederum durch bestimmte Informations- und Kommu-
nikationssysteme zur Verfügung gestellt werden. 
Die inhaltlichen Anforderungen an die Struktur von Informations- und Kommuni-
kationssystemen sind das Ergebnis eines Abstimmungsprozesses zwischen den ver-
fügbaren organisatorischen, technischen und personellen Gestaltungspotentialen 
und den Ansprüchen, die aus dem Produktionsprozeß von Informationen resultieren. 
Nachdem das Management der Informations- und Kommunikationssysteme diesen 
Abstimmungsprozeß gelöst und so die unter strategischen Gesichtspunkten ge-
wünschten Informations- und Kommunikationssysteme inhaltlich bestimmt hat, 
stellt sich die Frage nach ihrer effizienten Realisierung und Nutzung. 
2. Realisierung und Nutzung von 
Informations- und Kommunikationssystemen 
In diesem Abschnitt steht die Frage im Vordergrund, wer die erforderlichen Infor-
mations- und Kommunikationssysteme erstellt und betreut und wie die Erstellung 
prinzipiell abläuft. 
a) Eigen- und/oder Fremderstellung von 
Informations- und Kommunikationssystemen 
Allen internen Realisierungsfragen vorgelagert (vgl. zum folgenden Picot 1990, Picot 
1991 a) ist zunächst eine grundsätzliche Entscheidung über die Eigenerstellung und/ 
oder den Fremdbezug eines Informations- und Kommunikationssystems bzw. rele-
vanter Teile daraus. Die Diskussion um eine zweckmäßige Aufteilung zwischen 
Eigen- und/oder Fremdleistung bei den Aufgaben der Informationsverarbeitung wird 
neuerdings auch unter den Schlagworten „Facilities Management" und „Outsour-
cing" geführt (vgl. z. B. Knolmayer 1991). 
Üblicherweise orientiert man sich bei Eigen-/Fremderstellungsentscheidungen an den 
reinen Produktionskosten, die als der bewertete Einsatz an Arbeit, Material und 
Betriebsmitteln definiert sind. Dieser Produktionskostenansatz geht von klar defi-
nierten, bewertbaren und vergleichbaren Leistungen aus. Die Erstellung von Infor-
mations- und Kommunikationssystemen ist jedoch a priori meist weder klar 
definiert, noch hinreichend bewertbar oder vergleichbar. Dies wird besonders deut-
lich, wenn auf die organisatorische und softwarebezogene Komponente eines Infor-
mations- und Kommunikationssystems Bezug genommen wird. Die Aufwandsschät-
zung für Software-Projekte gehört zu den schwierigsten und unsichersten Planungs-
problemen. Entwicklung und Betrieb von Informations- und Kommunikations-
systemen verursachen vor allem beträchtliche Kosten der Steuerung, Abwicklung 
und Kontrolle der internen oder externen Leistungserstellung. Diese sind im Schrift-
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tum als Transaktionskosten bekannt und umfassen alle „Opfer", die in Kauf genom-
men werden müssen, damit eine Vereinbarung über interne oder externe Leistungs-
erstellung zustande kommt, adäquat überwacht und gegebenenfalls an veränderte 
Bedingungen angepaßt wird (vgl. Teil 1, S. 53, Teil 4, S. 427, Teil 8, S. 1119). 
Es sind im wesentlichen folgende Eigenschaften der bei der Erstellung und Betreuung 
von Informations- und Kommunikationssystemen zu bewältigenden Aufgaben, die 
die Höhe der Transaktionskosten und damit auch die Frage nach Eigenerstellung 
oder Fremd bezug beeinflussen: 
Unternehmensspezifität: Dieses vorrangige Kriterium berücksichtigt in erster Linie 
jene Beschreibungs- und Bewertungsschwierigkeiten der Leistung, die aus Besonder-
heiten der Unternehmung resultieren. Soll beispielsweise eine Software für ganz 
spezifische Abläufe einer Unternehmung erstellt werden, dann fehlen vergleichbare 
Referenzfälle. Es kann nicht einfach eine Vergleichsleistung vom Markt zur Beschrei-
bung und Bewertung herangezogen werden. Die Formulierung einer vertraglichen 
Grundlage für die marktliche Belieferung (Fremderstellung) ist folglich nur schwer 
möglich. In Frage kommen dann entweder langfristige Kooperationen, die auf Rah-
menverträgen beruhen, in denen nicht jedes Detail a priori festgelegt werden muß, 
oder die auf arbeitsrechtlichen Rahmenvereinbarungen beruhende, ebenfalls keine 
Detailfestlegungen erfordernde Eigenerstellung. 
Strategische Bedeutung: Strategisch bedeutsame Informations- und Kommunika-
tionssysteme sind in der Regel ein äußerst unternehmensspezifischer Schritt ins 
Neuland. Daraus folgt, daß für die betrachtete Erstellungsaufgabe keine Referenz-
fälle und keine Märkte im herkömmlichen Sinn existieren, die eine Beschreibung oder 
Bewertung erleichtern. Der arbeitsvertragliche Rahmen der Selbsterstellung bzw. die 
langfristige Kooperation erscheinen aus den bereits beim Spezifitätskriterium ge-
nannten Gründen geeignetere Koordinationsformen zu sein als der kauf- oder 
dienstvertragliche Fremdbezug. Ferner spricht die Notwendigkeit der Geheimhal-
tung und des Schutzes der Problemlösungswege bei strategischen Informations- und 
Kommunikationssystemen für die Eigenerstellung. 
Unsicherheit: Dieses nachrangige Kriterium berücksichtigt die Anzahl und Vorher-
sehbarkeit von Änderungen der Systemerstellungs- und Betreuungsaufgabe. Die 
betrachteten Änderungen beziehen sich z. B. auf Qualitäten, Anforderungen, Ter-
mine, Mengen, Budgets und Preise. Grundsätzlich sind Anpassungserfordernisse im 
langfristigen arbeitsvertraglichen Rahmen der Eigenerstellung flexibler und mit ge-
ringerem Koordinationsaufwand zu handhaben als bei Fremdbezug. 
Häufigkeit: Von der Häufigkeit, mit der eine Systemerstellungs- und Betreuungsauf-
gabe in einer Organisation vorkommt, hängt es ab, ob Potentiale, die für die interne 
Aufgabenbewältigung geschaffen wurden, ausgelastet und ob Spezialisierungsvor-
teile (Lerneffekte, Know How-Transfer bei ähnlichen Problemstellungen) genutzt 
werden können. Tendenziell ist der Vorteil der Eigenerstellung umso geringer, je 
seltener der betrachtete Informations- und Kommunikationssystem-Typ in einer Or-
ganisation auftritt. 
Die genannten Einzelbeurteilungen lassen sich zu einer Gesamtempfehlung im Sinne 
sogenannter Normstrategien zusammenfassen. 
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Es bietet sich an, die beiden Hauptkriterien (Spezifität und strategische Bedeutung) 
graphisch zu einem Portfolio zu kombinieren. Wählt man für jedes Kriterium drei 
Ausprägungsbereiche, so entsteht eine Neun-Felder-Matrix (vgl. Abbildung 3.24a). 
Hoch 4 7 9 
Unternehmensspezi f i tä t 
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Niedr ig 1 3 6 
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und Materialverwaltung 
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- Eigenleistung extern unters tü tz t 
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- Just-In-Time-Systeme 
- Kundeninformationssysteme 
Abbildung 3.24b: Matrix mit Normstrategien für 
Eigenerstellung-/Fremdbezugentscheidungen 
(in Anlehnung an Picot u. a. 1985) 
Lösungsbereich I, der die Felder 1, 2 und 3 umfaßt, ist gekennzeichnet durch Pro- Reiner oder 
blemstellungen, die eher Standardcharakter haben (niedrige Spezifität) und strate- intern unter-
gisch unbedeutend sind. Die Normstrategie für ihre Lösung besteht in einem reinen stützter 
oder intern unterstützten Fremdbezug. Niedrige Umweltunsicherheit und geringe Fremdbezug 
Häufigkeit verstärken hier noch die Argumente für die Fremdleistung. Beispielhaft 
kann man für diesen Bereich an die Erstellung und Betreuung von Standardpro-
grammen im Rechnungswesen, in der Lohnbuchhaltung und in der Materialverwal-
tung denken. 
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Lösungsbereich III, der die Felder 7, 8 und 9 umfaßt, gilt für hoch spezifische und 
strategisch bedeutsame Problemstellungen. Als Normstrategie kommt hier nur die 
reine oder extern unterstützte Eigenerstellung in Frage. Gerade für Großunterneh-
men (hohe Häufigkeit), die sich in einem dynamischen Wettbewerb stellen (hohe 
Umweltunsicherheit), verstärkt sich die Notwendigkeit der Eigenerstellung derarti-
ger Informations- und Kommunikationssysteme noch weiter. Beispiele, die in diesen 
Lösungsbereich fallen, bilden in erster Linie die marktorientierten Informations- und 
Kommunikationssysteme. 
Lösungsbereich II, der die Felder 4, 5, und 6 umfaßt, nimmt hinsichtlich der Spezifität 
und strategischen Bedeutung eine Mittelstellung ein. Er trifft zum Teil auf jene Pro-
blemfälle zu, in denen bereits anderweitig erarbeitete Lösungskonzepte an fallspezi-
fische Gegebenheiten angepaßt werden, z. B. bei unternehmensübergreifenden 
Kooperationen im Absatz oder im FuE-Bereich (Software-Verbund). Auch hinsicht-
lich der Normstrategie nimmt Lösungsbereich II ähnlich wie bei der Problemeinord-
nung eher eine „Sowohl-als-Auch" -Stellung ein: Zu empfehlen ist eine Mischstra-
tegie im Sinne eines koordinierten Einsatzes interner und externer Aufgabenträger. Je 
nach Ausprägung der subsidiären Kriterien Häufigkeit und Unsicherheit ist diese 
Empfehlung mehr in Richtung Eigenerstellung oder Fremdbezug zu modifizieren. 
Know How- Bevor eine endgültige Entscheidung aufgrund der skizzierten Normstrategien gefällt 
Barrieren wird, ist die interne Verfügbarkeit des für die Aufgabenerfüllung benötigten Know 
How zu prüfen. Liegt das für die Entwicklung, Realisation, Implementierung, Pflege 
und Anpassung eines Informations- und Kommunikationssystems benötigte Know 
How in einer Organisation nicht oder nur bedingt vor, dann erhöhen sich die Kosten 
der Eigenerstellung um die Kosten des internen Know How-Aufbaus. Qualifizie-
rungsprozesse können dabei aufgrund komplexer Lernprozesse in erheblichem Maße 
Ressourcen verbrauchen. Das Fehlen des benötigten Know How spricht also auch im 
Falle strategisch bedeutender Informations- und Kommunikationssysteme nicht für 
eine Eigenerstellung, sondern legt Lösungen nahe, die sich zwischen Eigenerstellung 
und Fremdbezug in vielfältig ausgeprägten Kooperationsformen bewegen (vgl. Teil 4, 
S. 431). 
b) Aufteilung der Systemerstellung und -betreuung 
zwischen Zentral- und Fachabteilung 
Als nächstes ist die Frage zu beantworten, wie die hochspezifischen und strategisch 
wichtigen Systemerstellungs- und -betreuungsaufgaben intern zu verteilen sind (vgl. 
Picot 1990). Die dafür notwendige Analyse stützt sich auf die bereits bei der Ent-
scheidung über die Aufbauorganisation der Informationsmanagementabteilung (vgl. 
S. 269) verwendeten Kriterien der Fachspezifität und der technischen Spezifität. Ab-
bildung 3.25 zeigt die Kombination der beiden Kriterien in Form einer Matrix. Für 
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Abbildung 3.25: Fachspezifität und technische Spezifität: Drei Aufgabentypen 
Grundsätzlich kann davon ausgegangen werden, daß das Wissen über spezifische 
geschäftliche Abläufe in der FA vorliegt, die für diese Abläufe zuständig ist. Analog 
ist anzunehmen, daß das Wissen über die besondere informationstechnische und 
organisatorische Situation der Unternehmung (Verfahrenslandschaft, Infrastruktur, 
Systementwicklungsmethoden) in der Z A vorhanden ist. Es bleibt noch abzuschät-
zen, inwieweit die betrachtete FA über das Fachwissen hinaus auch über technisches 
Wissen verfügt und inwieweit die Z A neben technischen Zusammenhängen auch die 
fachlichen Fragen überblickt. Mit Hilfe dieser beiden offenen Fragestellungen be-
züglich des technischen Wissens der FA und des fachlichen Wissens der Z A lassen sich 
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Abbildung 3.26: Aufgabenzuordnung an Fach- und Zentralabteilung 
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Aufgabentyp 1 beschreibt den Fall, daß die Erstellung und Betreuung des Informa-
tions- und Kommunikationssystems nicht von technischen Fragen, wie z. B. der 
Einbindung in die bestehende Verfahrenslandschaft, dominiert ist, sondern von der 
genauen Berücksichtigung der speziellen Geschäftsprozesse (z. B. Tabellenkalkula-
tion für Kundendienstberater). Es liegt also eine technisch wenig spezifische, aber 
fachlich hoch spezifische Problemstellung vor. Aufgrund der Wichtigkeit des Fach-
wissens im Problemlösungsprozeß sollte die Aufgabe tendenziell von der dezentralen 
F A gelöst werden. Das gilt verstärkt, wenn in der FA auch noch das in diesem Fall 
weniger wichtige technische Wissen vorliegt. Im unwahrscheinlichen Fall, daß die Z A 
die fachlichen Zusammenhänge ebenso überblickt wie die FA, kommt auch eine 
zentrale Problemlösung in Frage, sofern der Lösungstransfer zur und die laufende 
Betreuung der F A in effizienter Weise sichergestellt ist. 
Aufgabentyp 2 ist dadurch gekennzeichnet, daß bei der Erstellung und Betreuung 
eines Informations- und Kommunikationssystems technische Probleme weit mehr 
Aufwand verursachen als das Berücksichtigen fachlich-geschäftlicher Eigenheiten 
(z. B. effizienter Rechenzentrumsbetrieb für große Datenbankanwendungen). In die-
sem Fall einer fachlich wenig spezifischen, aber technisch hoch spezifischen Aufgabe 
ist vor allem das technische Know How der Z A gefragt. Entsprechend dominieren 
hier zentrale Lösungen und zwar umso eindeutiger, je mehr die Z A auch die in diesem 
Falle weniger bedeutenden Fachfragen überblickt. Ist in der FA ebenfalls hohe tech-
nische Kompetenz vorhanden, dann gestaltet sich die Empfehlung etwas offener. Für 
eine endgültige Entscheidung sind dann weitere Kriterien zu beachten. 
Aufgabentyp 3 beschreibt schließlich den Fall, daß die Informations- und Kommu-
nikationsaufgabe sowohl hohe technische als auch hohe fachliche Anforderungen 
stellt (z. B. Erstellung und Betreuung von unternehmensübergreifenden Logistik-
und Just-In-Time-Systemen). Angenommen die FA ist weitgehend technisch und die 
Z A weitgehend fachlich inkompetent, dann kann in diesem nicht seltenen Falle die 
Aufgabe nur in einer kooperativen Mischstrategie, d. h. von sich gegenseitig ergän-
zenden F A und Z A gemeinsam, bewältigt werden (gemeinsame Projektarbeit). 
Es läßt sich die These aufstellen, daß in Zukunft eine Reihe von technisch orientierten 
Informations- und Kommunikationsaufgaben durch den anwenderorientierten Fort-
schritt in der Informations- und Kommunikationstechnik von den Systemen inte-
griert wahrgenommen werden kann (z. B. benutzerfreundliche Oberflächen, Trend 
zur Anwenderprogrammierung). Dieses äußert sich in einem Wandel von Informa-
tions- und Kommunikationsaufgaben: Die technische Spezifität und damit die 
Bedeutung von Zentralabteilungen bei der Realisierung von Informations- und 
Kommunikationssystemen sinkt. 
Wenn der grundlegende organisatorische Rahmen für die Realisierung und Nutzung 
von Informations- und Kommunikationssystemen festliegt, kommen Steue-
rungsinstrumente des Erstellungsprozesses wie Methoden der technischen Entwick-
lung und des Projektmanagements zum Einsatz. 
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c) Technische Entwicklung von Informations- und 
Kommunikationssystemen und Projektmanagement 
Die Aufgaben für die technikorientierte Entwicklung von Informations- und Kom-
munikationssystemen werden allgemein dem Software-Engineering zugeordnet. 
Neben den Aktivitäten zur Entwicklung neuer Softwaresysteme umfaßt das Soft-
ware-Engineering auch die Wartung und Weiterentwicklung bestehender Systeme, die 
Qualitätssicherung und das Management von Entwicklungsprozessen. Zur Unter-
stützung von Softwareentwicklungsprozessen wurden verschiedene Vorgehens-
modelle und damit verbundene Prinzipien, Methoden und Techniken entwickelt (vgl. 
z. B. Balzert 1991 b, Sneed 1986). Bei den Vorgehensmodellen zur Systementwicklung 
kann prinzipiell zwischen phasenorientierten und prototypingorientierten Konzep-
ten unterschieden werden. 
Phasenkonzepte der strukturierten Systementwicklung 
Bei phasenorientierten Entwicklungskonzepten wird ein Problemlösungsprozeß in 
einen Phasenablauf bzw. in eine logische Folge von Schritten gegliedert. Nach dem 
sog. Wasserfallmodell der Softwareentwicklung werden Systementwicklungsprozesse 
beispielsweise durch aufeinanderfolgende Sequenzen und Entwicklungsphasen dar-
gestellt (vgl. Abbildung 3.27). 
In den ersten Phasen der Systementwicklung soll zunächst eine strukturierte Abgren-
zung. Planung und Spezifikation der Aufgabenstellung erfolgen. Daran schließen 









Abbildung 3.27: Konventionelles Wasserfall-Modell für die technische 
Systementwicklung 
(in Anileinung an Balzert 1991) 
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In der Planungsphase, die häufig auf einer Ist-Analyse aufbaut (vgl. S. 281), werden 
zunächst grundlegende funktionale und qualitative Anforderungen an das zu erstel-
lende System festgelegt. In verschiedenen Durchführbarkeitsuntersuchungen wird 
dabei auch die ökonomische, personelle und technische Realisierbarkeit des Systems 
geprüft. Als Ergebnis der Planungsphase entsteht ein Rahmenvorschlag. Die wesent-
lichen Anforderungen an das zu erstellende System werden in einem Pflichtenheft 
dokumentiert. Ergänzend dazu wird ein vorläufiger Projektplan erstellt. 
In der Definitionsphase (Systemspezifikation) erfolgt eine detaillierte Definition, Be-
schreibung und Analyse der Systemanforderungen. Ziel der Definitionsphase ist es, in 
Zusammenarbeit mit den Fachabteilungen bzw. den Benutzern, ein konsistentes, 
vollständiges Anforderungsdokument zu erstellen. Ein wesentliches Problem bei der 
Spezifikation liegt darin, daß die Systemanwender in den Fachabteilungen zumeist 
nur die fachliche Problemlösung kennen, während Systementwickler vorwiegend 
über technisch orientierte Kenntnisse verfügen. Dadurch entstehen vielfach sehr un-
terschiedliche Auffassungen und Verständnisse bezüglich der zu realisierenden In-
formations- und Kommunikationssysteme. Zur Systemspezifikation müssen deshalb 
für beide Seiten verständliche Ausdrucksmittel verwendet werden. Je besser die Kom-
munikation zwischen den Fachabteilungen und den Systementwicklern gelingt, desto 
geringer ist der zumeist zeitaufwendige und kostenintensive Änderungsbedarf in spä-
ten Phasen der Systementwicklung. 
Bezüglich der zu spezifizierenden Anforderungen ist zwischen funktionalen und qua-
litativen Aspekten zu unterscheiden. Die funktionalen Anforderungen beziehen sich 
beispielsweise auf die Beschreibung der verwendeten Daten und Funktionen, die Art 
und Weise wie die Funktionen erbracht werden sowie auf die Art der Ein- und 
Ausgabe des Systems. Bei den Qualitätsanforderungen werden vor allem Vorgaben 
hinsichtlich der Gestaltung der Benutzerschnittstelle, der zulässigen Antwortzeiten 
und der Zuverlässigkeit des Systems beschrieben. 
Aus den Anforderungen der Definitionsphase wird in der Entwurfsphase eine soft-
waretechnische Systemarchitektur erstellt. Diese Systemarchitektur besteht i . d. R. 
aus Systemkomponenten bzw. Modulen und ihren gegenseitigen Wechselwirkungen. 
Für jeden Modul werden Schnittstellenspezifikationen erstellt. 
Die Tätigkeiten der Implementierungsphase beziehen sich auf die softwaretechnische 
Realisierung des zu erstellenden Produktes. Dabei werden die Datenstrukturen und 
Algorithmen der einzelnen Systemkomponenten implementiert, getestet und zu 
einem Gesamtsystem integriert. 
In der Abnahme- und Einführungsphase wird das erstellte Gesamtprodukt abge-
nommen und beim Anwender in Betrieb genommen. 
Am Ende jeder einzelnen Phase werden Teilprodukte erstellt, die der nachfolgenden 
Phase zur Weiterverarbeitung übergeben werden. Jede Entwicklungsphase kann 
nochmals in Phasenschritte oder Problemlösungszyklen wie z. B. Phasen-Planung, 
Realisierung und Kontrolle unterteilt werden. 
Das Vorgehen nach dem klassischen Wasserfall-Modell wird als linearer Prozeß mit 
festen Anfangs- und Endpunkten begriffen, wobei es zwischen den Phasen keine 
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Rückkopplungen geben sollte. In erweiterten Formen des Modells werden auch 
Rückkopplungen auf vorangegangene Phasen und zyklische Vorgehensweisen als 
möglich und sinnvoll erachtet. Bei zyklischen Modellen kann der Lebenszyklus der 
Systemgestaltung auch mehrmals durchlaufen werden, bevor das gewünschte System 
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Abbildung 3.28: Zyklisches Vorgehensmodell für die Systementwicklung 
(in Anlehnung an Popall 1991) 
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Methoden für die Spezifikation von Softwaresystemen 
Bei den Spezifikationsmethoden lassen sich im wesentlichen funktionsorientierte, 
datenflußorientierte, datenstrukturorientierte und objektorientierte Methoden un-
terscheiden. 
Funktions- Funktionsorientierte Methoden gehen von der funktionalen Strukturierung einer An-
orientierte wendung aus. Die Hauptfunktionen werden schrittweise verfeinert, bis man zu den 
Methoden Grundfunktionen gelangt. Jede Funktion wird als „black box" mit Eingaben, Aus-
gaben und einer Verarbeitungsregel dargestellt. Die Daten werden aus der jeweiligen 
Verwendung definiert und erst am Ende des Entwurfsprozesses in Datengruppen 
zusammengefaßt. Aus dieser Vorgehensweise resultieren in der Regel viele funktions-
orientierte und redundante Datenbestände. Die Folge davon ist ein kaum zu kon-
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Abbildung 3.29a: Sinnbilder für den Datenflußplan nach DIN 66001 
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trollierender „Datenwildwuchs". Funktionsorientierte Ansätze und datenorientierte 
Ansätze müssen somit eng miteinander verbunden werden. Eine bekannte Methode 
zur Unterstützung des funktionsorientierten Ansatzes ist die HIPO-Methode. 
Bei datenflußorientierten Methoden wird zunächst der Datenfluß von einer Transfor-
mation zur anderen skizziert. Aus den Transformationen werden die Funktionen 
abgeleitet. Die graphische Darstellung von Datenflußplänen erfolgt mit genormten 
Symbolen (vgl. Abbildung 3.29 a). Ein Datenflußplan beinhaltet die Darstellung von: 
- Datenquellen (Eingabe von Daten), 
- Datensenken (Ausgabe von Daten), 
- Transformationen (Verarbeitungsprozesse, die auf Daten vorgenommen werden), 
- Datenspeichern (Speicherung von Daten) sowie 
















Abbildung 3.29b: Datenflußplan für die Auftragsbearbeitung 
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Abbildung 3.29b zeigt einen Datenflußplan für die Bearbeitung eines Kundenauf-
trags. Der als Schriftstück einkommende Auftrag wird zunächst in der Auftragsan-
nahme bearbeitet. Unter Einbeziehung der Kundenstammdaten und Teilestamm-
daten, die im Beispiel auf Magnetplatten abgelegt sind, wird die Korrektheit des 
Auftrags verifiziert; dem Kunden wird eine Auftragsbestätigung zugestellt. Die Auf-
tragsdaten werden zur weiteren Bearbeitung der Auftragsbearbeitung weitergereicht. 
Hier werden abhängig vom Kunden und Auftragsumfang die Lieferkonditionen und 
der Preis festgelegt. Die entsprechenden Daten werden der Warenausgangsabteilung 
übermittelt und zur Fakturierung weitergeleitet. In der Warenausgangsabteilung 
wird die Lieferung zusammengestellt und dem Kunden gemeinsam mit dem erstellten 
Lieferschein zugesandt. Im Rahmen der Fakturierung wird auf der Grundlage der 
vorliegenden Auftragsdaten eine Rechnung erstellt, die dem Kunden zugeschickt 
wird. Die Rechnungs- und Auftragsdaten werden zur weiteren Verarbeitung dem 
Rechnungswesen zugestellt. 
Die bekannteste Methode zur Unterstützung von datenflußorientierten Ansätzen ist 
die strukturierte Analyse (SA) von McMenamin und Palmer (McMenamin/Palmer 
1988). 
Daten- Datenstrukturorientierte Methoden gehen von der statischen Struktur der Anwen-
struktur- dungsdaten aus. Die Daten werden als Basis für den Softwareentwurf angesehen. Im 
orientierte ersten Schritt werden statische Strukturen von Datenobjekten und ihre Beziehungen 
Methoden festgelegt. Funktionen werden als Operationen auf die einzelnen Daten bzw. Daten-
objekte betrachtet. Datenstrukturorientierte Ansätze werden zumeist durch die 
Verwendung des Entity-Relationship-Modells unterstützt (vgl. S. 349). 
Eine strikte Trennung von Daten und Funktionen ist vorherrschend, wenn die zu 
spezifizierenden Softwaresysteme in einer prozeduralen Programmiersprache imple-
mentiert werden. Werden bei der Implementierung hingegen objektorientierte Spra-
chen verwendet, so findet eine gemeinsame Betrachtung von Daten und der auf den 
Daten ausführbaren Funktionen statt. 
Objekt- Bei objektorientierten Methoden bildet die Identifikation von abstrakten Datenob-
orientierte jekten den Ausgangspunkt der Betrachtung. Sind die Objekte identifiziert, so werden 
Methoden Operationen auf sie ermittelt. Objekte und die dazugehörigen Operationen lassen sich 
als abstrakte Datentypen auffassen. Ein Software-System entsteht aus der Zusam-
menführung der Datentypen. Die Datentypen können über eine abstrakte Daten-
schnittstelle kommunizieren. 
Für den Bereich der Systemspezifikation besteht eine wesentliche Erkenntnis darin, 
daß ein System aus verschiedenen Blickwinkeln zu modellieren ist, um ein vollstän-
diges und konsistentes Modell zu erstellen. Bei den meisten Spezifikationsmethoden, 
besonders bei computergestützten Spezifikationsmethoden, erfolgt eine Kombina-
tion verschiedener Spezifikationsansätze. 
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Methoden für den Entwurf und für die Implementierung von Softwaresystemen 
Im Rahmen der Entwurfs- und Implementierungsphase steht die Konstruktion einer 
DV-technischen Lösung im Vordergrund. Die abstrakten Objekte und die logischen 
Funktionen, die in der Systemspezifikation festgelegt wurden, werden hier verfeinert 
und in maschinell speicherbare Objekte und programmierbare Funktionen umge-
setzt. In der Entwurfsphase erfolgt eine Umsetzung der Spezifikation in einen 
detaillierten softwaretechnischen Lösungsplan. Ziel ist der Entwurf einer System-
architektur, also die Definition der globalen Datenbasis und die Strukturierung des 
Systems durch die Festlegung der Anordnung und die Spezifikation des Funktions-
und Leistungsumfangs der Systemkomponenten bzw. Moduln. 
Der Entwurf der globalen Datenbasis kann durch die Verwendung eines Data Die- Data 
tionary geeignet unterstützt werden. Das Data Dictionary ist ein Verzeichnis, das Dictionary 
Informationen über die Struktur von Daten, ihre Eigenschaften sowie ihre Verwen-
dung enthält (vgl. S. 345). Die Informationen werden z. B. zur Überwachung der 
Konsistenz eines Datenbestandes benötigt. Im Rahmen der Entwicklung von Infor-
mations- und Kommunikationssystemen wird das Data Dictionary bereits in der 
Definitionsphase angelegt. In der Entwurfs- und auch Implementierungsphase er-
fährt es schließlich wesentliche Ergänzungen und Verfeinerungen. 
Der Vorgang der Definition und Festlegung der Anordnung der Systemkomponenten Funktions-
kann durch ein sog. Funktionsmodell (Funktionsbaum) geeignet unterstützt werden. model! 
Funktionsbäume dienen dazu, die statische und dynamische Hierarchie von Moduln 
darzustellen. Ein Modul repräsentiert entweder eine einzige Funktion oder mehrere 
Funktionen, die mit denselben Daten arbeiten oder sich gegenseitig bedingen. Ein 
Modul soll dabei zunächst - ähnlich einer Black-Box - nur erkennen lassen, was es 
leistet, jedoch nicht wie es intern arbeitet. 
Aufgabe der Implementierungsphase ist, aufbauend auf der vorgegebenen System-
architektur, für jeden Modul einen konzeptionellen Entwurf seiner lokalen Daten-
struktur und des ihm zugrundegelegten Algorithmus (vgl. S. 332) anzufertigen. Das 
Ziel dieser Phase schlägt sich im Quellprogramm einschließlich Dokumentation, 
Objektprogramm und Testplanung nieder. Neben dem bereits dargestellten Data-
Dictionary zur Unterstützung des Entwurfs der lokalen Datenstrukturen, finden vor 
allem Verfahren zur Unterstützung der Codeerzeugung Anwendung. 
Die erste Formulierung des Algorithmus eines Modul erfolgt häufig in Form von 
Struktogrammen oder Programmablaufplänen. 
Struktogramme (Nassi-Schneiderman-Diagramme) stellen die Strukturblöcke, die Strukto-
bei der strukturierten Programmierung zur Anwendung kommen, graphisch dar. gramm 
Grundsätzlich werden Strukturblöcke durch Rechtecke repräsentiert; ohne weitere 
Differenzierung ist dies z. B. eine einzelne Anweisung oder ein Unterprogrammauf-
ruf. Unter den speziellen Strukturblöcken unterscheidet man Reihung, Selektion und 
Iteration (vgl. Abbildung 3.30a). Die in diesen Strukturblöcken auftretenden Blöcke 
können selbst wieder Strukturblöcke sein. Unter Verwendung dieser Strukturblöcke 














Abbildung 3.30a: Abbildung 3.30b: 
Strukturblöcke Struktogramm für eine Auftragsbearbeitung 
Quelle: Scheer (1990 a) 
Programm- Als Programmablauf bezeichnet man die zeitliche Beziehung zwischen den Teilvor-
ablaufplan gängen, aus denen sich die folgerichtige Ausführung eines Programms zusammen-
setzt. Ein Programmablaufplan ist demnach ein Diagramm, das den Programmablauf 
und insbesondere die alternativen Programmpfade unter Verwendung fest definierter 
Symbole darstellt. Aufgrund des hohen Aufwandes bei Änderungen oder Erweite-
rungen, die insbesondere im Zuge der Implementierung häufig auftreten, dient der 
Programmablaufplan vorwiegend zur Dokumentation eines Programms; dies kann 
auf unterschiedlichen Abstraktionsebenen erfolgen. Die einzelnen Sinnbilder sind wie 
in Abbildung 3.31 a definiert. Der gleiche Algorithmus, wie er mit Hilfe von Struk-
turblöcken in Abbildung 3.30b dargestellt wurde, ist unter Verwendung eines Pro-
grammablaufplanes in Abbildung 3.31 b wiedergegeben. 
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Abbildung 3.31 b: Programmablaufplan für eine Auftragsbearbeitung 
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Unterstützung der Systementwicklung durch 
Softwareentwicklungswerkzeuge und CASE-Tools 
Die Erstellung großer Softwaresysteme ist ohne den Einsatz von Softwareentwick-
lungswerkzeugen kaum mehr möglich. Zur Unterstützung der Entwicklung und 
Wartung von Softwaresystemen gibt es mittlerweile eine Vielzahl von computerge-
stützten Softwareentwicklungswerkzeugen und Softwareentwicklungsumgebungen. 
Die ersten Werkzeuge zur computergestützten Softwareentwicklung haben lediglich 
einzelne Methoden und einzelne Phasen des Softwareentwicklungsprozesses (z. B. 
Spezifikation, Entwurf oder Implementierung) unterstützt. Damit ist nicht sicherge-
stellt, daß alle Entwurfsentscheidungen der fachlichen Spezifikation auch in den 
Software-Entwurf eingehen. Um eine phasenübergreifende Unterstützung der Soft-
wareproduktion zu erreichen, werden Werkzeuge zunehmend zu sogenannten Soft-
wareentwicklungsumgebungen zusammengefaßt. Mi t dem Begriff CASE (Computer 
Aided Software Engineering) werden integrierte Softwareentwicklungsumgebungen 
bezeichnet, die mehrere Phasen oder den gesamten Lebenszyklus der Softwareent-
wicklung methodisch unterstützen. Für die Spezifikation von Softwaresystemen 
beinhalten CASE-Tools beispielsweise graphisch orientierte Methodenunterstützung 
zur Erstellung von Datenflußplänen, Datenstrukturverzeichnissen oder Objektmo-
dellen. Der Programmentwurf kann durch eine graphische Unterstützung beim 
Entwurf von einzelnen Modulen und bei der Beschreibung von Algorithmen unter-
stützt werden. Aus der Modulbeschreibung und der Beschreibung von Algorithmen 
mittels semiformaler Sprachen (graphischer Pseudocode) können verschiedene 
CASE-Tools bereits automatisch Quelldateien erzeugen. Die Integration der verschie-
denen Methoden in CASE-Tools erfolgt zumeist über den Zugriff auf eine gemein-
same Datenbank, die auch als Repository bezeichnet wird. Umfassende Werkzeug-
umgebungen enthalten auch Komponenten für das Projektmanagement und das 
Konfigurationsmanagement. CASE-Tools, die alle Phasen der Systementwicklung 
gleichermaßen unterstützen und zugleich eine automatische Programmgenerierung 
ermöglichen, sind derzeit noch nicht verfügbar. 
Prototyping 
Beim Entwicklungskonzept des Prototyping wird versucht, aus den Benutzeranfor-
derungen möglichst schnell eine lauffähige Version bzw. eine Simulation der zukünf-
tigen Anwendung zu erstellen, damit der Benutzer einen Eindruck vom Endprodukt 
gewinnen kann. Der Benutzer ist hierdurch eher in der Lage, die Konsequenzen der 
Benutzeranforderungen zu beurteilen und im Bedarfsfall zu präzisieren und weitere 
Anforderungen zu spezifizieren. Je nach Zwecksetzung des Prototypen kann zwi-
schen experimentellem, explorativem und evolutionärem Prototyping unterschieden 
werden. 
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Experimen- Beim experimentellen Prototyping werden durch die Erstellung von verschiedenen 
telles Prototypen die Eigenschaften eines technischen Systems ermittelt. Die beste Lösung 
Prototyping wird schließlich bei der Implementierung verwendet. Das explorative Prototyping 
Exploratives dient dem Anwendungsentwickler zur Ermittlung der relevanten Anforderungen an ein 
Prototyping Softwaresystem. Der Prototyp wird im allgemeinen unter Verwendung bereits beste-
hender Softwaresysteme erstellt. Beim explorativen Prototyping ist die Erstellung des 
Prototypen somit Bestandteil der Systemspezifikation. Der Prototyp dient lediglich 
der Kommunikation zwischen Anwendern und Entwicklern von Software. Der erstellte 
Prototyp wird als „Wegwerf-Prototyp" konzipiert, d. h. er geht nicht in das endgültige 
Evolutionäres Produkt ein. Beim evolutionären Prototyping wird dagegen der Prototyp solange 
Prototyping schrittweise verbessert, bis er Produktreife aufweist. Das System wird in einer Serie 
von aufeinanderfolgenden Prototypen schrittweise vervollständigt. Diese Vorgehens-
weise birgt die Gefahr, daß das System hinsichtlich der ingenieursmäßigen Struktur-
ansprüche unzulänglich entworfen wird und die Wartung und Pflege des Systems 
erheblich erschwert wird. Die Vorgehensweise nach dem evolutionären Prototyping 
wird insbesondere für die Entwicklung von Expertensystemen vorgeschlagen. 
Die Systementwicklung nach dem Modell des Prototyping erfordert in hohem Maße 
den Einsatz computergestützter Werkzeuge. In erster Linie handelt es sich dabei um 
Werkzeuge, die eine schnelle Entwicklung und Änderung von Programmen und An-
wcndcrobcrfiächcn ermöglichen. Dazu gehören z. B. Programm-, Report-, Menü-
und Maskengeneratoren sowie interaktive Datenbankabfragesprachen. Einige 
CASE-Tools enthalten bereits Entwicklungsmethoden zur Unterstützung des Proto-
typing. Auch bei den Methoden zur Unterstützung des Prototyping ergibt sich die 
Forderung nach integrierten Werkzeugumgebungen. 
Ein wichtiger Aufgabenbereich des Informationsmanagements besteht in der Aus-
wahl und Bereitstellung von Spezifikations- und Entwurfsmethoden und in der 
Festlegung von Vorgehensmodellen und Standards für die Anwendungsentwick-
lung. 
Softwareentwicklung und Projektmanagement 
Projekt- Organisation, Planung, Steuerung und Kontrolle der Systementwicklung obliegen 
Organisation dem Projektmanagement (vgl. dazu ausführlich Teil 8, S. 1122). Im Rahmen der 
Projektorganisation werden geeignete Organisationsformen für die Durchführung 
des Projekts festgelegt. 
Projekt- Bei der Projektplanung werden auf der Grundlage eines Vorgehensmodells die end-
planung gültigen Aufgaben und Phasen eines Projekts mit den jeweils zu erreichenden 
Zwischenergebnissen und Teilprodukten festgelegt und in einem Projektstrukturplan 
dokumentiert. Durch die Projektion des Projektstrukturplans auf die Zeitachse wer-
den parallele und sequentielle Arbeitsblöcke generiert (Projektablaufplan). Dabei 
können die aus der Produktionsplanung bekannten Planungstechniken wie z. B. 
P E R T oder C P M verwendet werden (vgl. Teil 4, S. 546 f.). Solche Planungstechniken 
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dokumentieren die Abhängigkeiten zwischen den Arbeitsblöcken und lassen alter-
native Möglichkeiten der Arbeitsplanung erkennen. 
Ergänzend zur Projektplanung wird eine Projektkalkulation vorgenommen. Vielfach Projekt-
lassen sich für die Kalkulation der Entwicklungs- und Folgekosten lediglich Schätz- kalkulation 
methoden verwenden. Bekannte Schätzmethoden sind die Analogiemethode, die 
Gewichtungsmethode und die Function-Point-Methode. 
Bei der Analogiemethode werden die zu schätzenden Projekte mit bereits abgeschlos-
senen Entwicklungen verglichen. Dabei wird versucht, Entwicklungsprojekte mit 
ähnlichen Kosteneinflußgrößen zu Finden, um darauf aufbauend den wahrscheinlich 
erforderlichen Aufwand für das zu entwickelnde Projekt abzuschätzen. 
Im Rahmen der Gewichtungsmethode werden subjektive Faktoren (z. B. Qualität, 
Erfahrung der Mitarbeiter) und objektive Faktoren (z. B. Zahl der Dateizugriffe, 
Bildschirmmasken) in einer Gleichung verknüpft. Die Gleichung zur „Berechnung" 
des Projektaufwands wird aus einer statistischen Analyse bereits durchgeführter Pro-
jekte abgeleitet. 
Die Function-Point-Methode basiert auf einem mehrstufigen Vorgehen und bezieht 
sowohl Erfahrungswerte für den Aufwand abgewickelter Projekte als auch Punktbe-
wertungsschemata in die Aufwandsschätzung ein. Der Funktionsumfang des neuen 
Systems wird mit einem Bewertungsschema beurteilt, in dem sämtliche Teilaufgaben 
des Projekts erfaßt sind. Weiterhin werden auch qualitative Faktoren (z. B. Komple-
xität der Verarbeitungslogik, Integration mit anderen Anwendungssystemen) mit 
einem Punkteschema bewertet. Die erhaltenen Punkte werden schließlich mit einer 
Punktwert-/Aufwandsfunktion verglichen, die auf Erfahrungen mit abgeschlossenen 
Projekten beruht. 
Projektsteuerung und -kontrolle verfolgen und korrigieren den Projektablauf. Für die Projekt-
Projektsteuerung und Projektkontrolle ist ein Berichts- und Kontrollwesen erforder- Steuerung und 
lieh, mit dem Termine, Status und Qualität der erstellten Ergebnisse und Kosten für -kontrolle 
die Projektdurchführung verfolgt und kontrolliert werden. In einem Soll-/Ist-Ver-
gleich werden Abweichungen ermittelt und geeignete Korrekturmöglichkeiten erar-
beitet. 
Parallel zum gesamten Entwicklungsprozeß ist zudem eine Produktverwaltung bzw. Produkt-
en Konfigurationsmanagement erforderlich. Im Rahmen der Produktverwaltung Verwaltung 
werden die verschiedenen Versionen und Varianten von Spezifikations- und Soft-
warekomponenten dokumentiert. 
Trotz der umfassenden Methoden, die die Anwendungsentwicklung und Projektpia- Probleme der 
nung unterstützen sollen, sind diese mit zahlreichen Problemen und Risiken behaftet. Anwendungs-
Hier sind in erster Linie Zeit-, Kosten- und Qualitätsprobleme zu nennen, die nicht entwicklung 
selten zum Abbruch der Projekte führen. 
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Bei den Qualitätsproblemen ist beispielsweise an fehlende Funktionen, mangelnde 
Zuverlässigkeit, schlechte Bedienbarkeit oder unverständliche Handbücher zu den-
ken (vgl. Sneed 1988). Diese Qualitätsdefizite sind ein wesentlicher Grund dafür, daß 
ein nicht geringer Teil der gelieferten Software gar nicht oder erst nach Modifika-
tionen eingesetzt wird. 
V. Management der informations-
und kommunikationstechnischen 
Infrastrukturen 
Das Management der informations- und kommunikationstechnischen Infrastruktu-
ren umfaßt Bereitstellung (Kauf, Leasing, Eigenfertigung, Fremdbezug etc.), Betrieb, 
Verwaltung und Wartung der Infrastrukturen. Hierzu gehören auch die Einrichtung 
und Organisation von Rechenzentren und Benutzerservicezentren, das Netzmanage-
ment sowie die Koordination und Unterstützung der individuellen Informations- und 
Datenverarbeitung. Die Leistung der Zentraleinheiten, der Ein- und Ausgabegeräte, 
der externen Speicher und die Netzkonfiguration sind auf den Informationsbedarf 
auszurichten. Daneben muß der personelle Bedarf an Systemanalytikern, Program-
mierern, Bedienungs- und Wartungspersonal geplant und gedeckt werden. Weitere 
Aktionsparameter auf dieser Ebene des Informationsmanagement sind die Metho-
den der Datenerfassung, der Entwurf von Formularen und die Form der Daten-
eingabe und -ausgäbe. Da wesentliche Managementaspekte bereits auf den Ebenen 
des Informationseinsatzes und der Informations- und Kommunikationssysteme be-
handelt wurden, wird der Schwerpunkt im folgenden auf die Beschreibung der 
informations- und kommunikationstechnischen Infrastrukturen gelegt (vgl. dazu 
Hansen 1987, Mertens u. a. 1991, Stahlknecht 1989). 
Hardware und Software sind die zentralen technischen Infrastrukturkomponenten 
computergestützter Informations- und Kommunikationssysteme. Nachfolgend wer-
den Hardware und Software, darauf aufbauende Daten-, Methoden- und Modell-
banken sowie Expertensysteme in Grundzügen vorgestellt. Daran anschließend 
werden Rechnernetze und computergestützte Kommunikationssysteme als zentrale 
Infrastrukturkomponenten der computergestützten Information und Kommunika-
tion betrachtet. 
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1. Infrastrukturen der elektronischen 
Datenverarbeitung 
a) Hardwarekomponenten von elektronischen 
Datenverarbeitungsanlagen 
Die elektronische Datenverarbeitung umfaßt die Eingabe, Verarbeitung und Ausgabe 
von Daten. Die peripheren Ein- und Ausgabeeinheiten stellen die Verbindung zwi-
schen Mensch und Maschine her. Über Eingabeeinheiten werden die zu verarbeiten-
den Daten und Programme in die Zentraleinheit eingegeben. Die errechneten 
Ergebnisse werden dem Benutzer über die Ausgabeeinheit übermittelt. Der Verar-
beitungsprozeß und die Steuerung des Prozesses erfolgen durch die Zentraleinheit. 
Zentraleinheit 
Als Zentraleinheit, oder häufig zentrale Recheneinheit, bezeichnet man die Kombi- Komponenten 
nation aus Rechenwerk und Leitwerk. Sie verfügt über eine eigene Steuerung und eine der Zentral-
(begrenzte) Speichermöglichkeit und stellt somit ein autonomes System dar. Rechen- einheit 
werk und Leitwerk werden häufig unter dem Begriff Zentralprozessor oder C P U 
(Central Processing Unit) zusammengefaßt. Das Leitwerk - auch Steuerwerk ge-
nannt - steuert die Befehlsabfolge in einem Programm (Befehlswerk), entschlüsselt 
die Operationscodes der einzelnen Befehle (Funktionsentschlüsselung) und gibt die 
für die Befehlsausführung nötigen Steuersignale ab (Operationssteuerung). Im 
Rechenwerk erfolgt die eigentliche Verarbeitung der Daten. Das Rechenwerk ist der 
Teil eines Computers, in dem arithmetische (Addition, Subtraktion, Multiplikation, 
Division) und logische Operationen ausgeführt werden. Hieraus leitet sich die auch 
häufig verwendete Bezeichnung Arithmetical Logical Unit ( A L U ) ab. Je nach Rech-
nertyp werden die verschiedenen mathematischen Operationen direkt ausgeführt 
oder über eine sukzessive Abarbeitung einfacherer Rechenschritte nachvollzogen. 
Die benötigten Operanden werden dem Rechenwerk durch das Leitwerk zur Verfü-
gung gestellt. Abhängig von der Arbeitsweise unterscheidet man parallele und serielle 
Rechenwerke. Im allgemeineren Sinne zählt man neben Rechenwerk und Leitwerk 
auch den Hauptspeicher zur Zentraleinheit (vgl. Abbildung 3.32). Der Hauptspeicher 
(Arbeitsspeicher) enthält die aktuell auszuführenden Programme oder Programm-
teile und die benötigten Daten. Da der Prozessor unmittelbar auf den Hauptspeicher 
zugreift, beeinflussen dessen Leistungsfähigkeit und Speicherkapazität in wesent-
lichem Maße auch die Leistungsfähigkeit der gesamten Rechenanlage. Der Daten-
transfer zwischen der Zentraleinheit und den peripheren Geräten erfolgt durch sog. 
Kanäle oder durch Datenbusse. Neben dem Hauptspeicher verfügen EDV-Systeme 









Periphere Ein- und Ausgabeeinheiten 
Abbildung 3.32: Funktionsschema eines EDV-Systems 
Bei Mehrprozessorsystemen verfügt eine Datenverarbeitungsanlage über mehrere 
Zentralprozessoren, die auf einen gemeinsamen Arbeitsspeicher zugreifen. Damit 
kann die parallele Ausführung mehrerer Prozesse oder Programme erfolgen, so daß 
der Durchsatz einer DV-Anlage erheblich verbessert werden kann. 
Externe Speichermedien 
Externe Speicher sind außerhalb der Zentraleinheit angeordnet und zählen zur Pe-
ripherie. Die Speicherung ist neben der Verarbeitung von Informationen die wich-
tigste Funktion von elektronischen Datenverarbeitungssystemen. Mit Ausnahme der 
elektronischen Speicherbauelemente, die im wesentlichen in der Zentraleinheit als 
Hauptspeicher Verwendung finden, sind bei allen Speichern die Geräteeinheiten als 
aktive Systeme von den Datenträgern als passive Systeme zu trennen. Datenträger 
sind die Medien, auf denen Daten maschinenlesbar gespeichert werden. Man unter-
scheidet elektronische (Halbleiterspeicher), magnetisierbare (Disketten, Festplatte, 
Wechselplatte, Streamer, Magnetband), optisch lesbare (Markierungsbelege, Klar-
schriftbelege, Compact Disk (CD), Bildplatte) und mechanisch abfühlbare (Loch-
karte, -streifen) Datenträger. Bei der Entscheidung für Speichermedien sind neben 
Kostengesichtspunkten die Zugriffszeit und die Speicherkapazität zu berücksichti-
gen. Die Zugriffszeit auf Datenträger ist im wesentlichen vom Speichermedium und 
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der Zugriffsart abhängig. Die Art des Zugriffs auf den Speicher legt dessen Anwen-
dungsmöglichkeiten und die Effizienz seiner Arbeitsweise fest. Magnetbänder ermög-
lichen nur einen sequentiellen Zugriff, d. h. auf eine Speicherzelle kann erst dann 
zugegriffen werden, wenn auf eine von der Position abhängige Anzahl vorhergehen-
der Speicherzellen zuvor zugegriffen wurde. Mit zunehmenden Anforderungen an die 
Dialogfähigkeit von Informations- und Kommunikationssystemen steigt die Bedeu-
tung des wahlfreien (direkten) Zugriffs auf Datenbestände. Magnetplatten, Disket-
ten, optische Speicher und Halbleiterspeicher ermöglichen einen solchen Direktzu-
griff. Das Magnetband übernimmt immer mehr die Rolle des Datenarchivs. 
Datenerfassung und Eingabemedien 
Die Datenverarbeitung beginnt immer mit der Erfassung von Ursprungs- oder Pri-
märdaten. Um den Aufwand bei der Datenerfassung möglichst gering zu halten und 
eine schnelle Datengewinnung zu erreichen, werden die Ursprungsdaten zunehmend 
auf maschinell lesbaren Datenträgern erfaßt. Bei Verfahren der Dateneingabe kann 
zwischen indirekten, halbdirekten und direkten Verfahren unterschieden werden (vgl. 
Hansen 1987). 
Bei der indirekten Dateneingabe geht der eigentlichen Dateneingabe eine manuelle Indir ekle 
Datenerfassung auf Sekundärdatenträgern (z. B. Lochkarte, Diskette, Magnetband, Dateneingabe 
optischer Speicher) voraus. Um die Kosten der Datenerfassung und das zeitliche 
Mißverhältnis zwischen Dateneingabe und Verarbeitungsprozeß zu verringern, wer-
den zunehmend halbdirekte und direkte Verfahren der Dateneingabe eingesetzt. 
Bei halbdirekten Verfahren werden Urbelege, auf denen Daten mit Handschrift, Halbdirekte 
Maschinenschrift oder Strichcodes aufgezeichnet sind, unmittelbar in die DV-Anlage Dateneingabe 
eingelesen. Zu den Geräten für halbdirekte Dateneingabe zählen Magnet-, Markie-
rungs- und Klarschriftleser. Artikelkennzeichnungen von Waren, die mit dem E A N - EAN-Code 
Code (d. h. der 13-stelligen Europäischen Artikelnummer) versehen sind, können 
beispielsweise durch Markierungsleser (Handleser oder Scanner) erfaßt werden. 
Von zunehmender Bedeutung, vor allem im Bereich der Fertigungswirtschaft, ist die Automatische 
automatische Direkterfassung von Prozeßdaten mittels Sensoren. Im Zusammenhang Direkt-
mit computergestützten Informations- und Kommunikationssystemen kommt auch erfassung 
der manuellen Direkteingabe erhebliche Bedeutung zu. Zu diesem Zweck werden 
Arbeitsplätze mit Ein- und Ausgabestationen in Form von Terminals oder dezentra-
len Arbeitsplatzrechnern versehen. Über Tastatur, Lichtgriffel, Touch-Screen oder 
Scanner können Dateneingaben direkt an der Arbeitsstation erfolgen. Eine spezielle 
Form der direkten Dateneingabe stellt die mobile Datenerfassung dar. Dabei erfolgt Mobile 
eine direkte Erfassung von Daten am Entstehungsort mittels Tastatur oder Mikrofon Daten-
an einem tragbaren Erfassungsgerät. Die Übertragung der erfaßten Daten mittels erfassung 
öffentlicher Fernsprech- oder Datennetze eröffnet die Möglichkeit zur sofortigen 
Auswertung. Einsatzmöglichkeiten für die mobile Datenerfassung sind besonders bei 
Inventuren oder bei Bestellannahmen durch den Außendienst gegeben. 
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Ausgabemedien 
Drucker Die Ausgabe von Daten oder Informationen erfolgt vornehmlich über Datensicht-
geräte und verschiedene Typen von Druckern. Häufig verwendete Typen sind Nadel-, 
Tinten-, Thermo-, Laser-, Band- una Magnetdrucker. Als Auswahlkriterien für 
Drucker dienen neben den Kosten für Beschaffung, Verbrauchsmaterial, Zubehör 
und Wartung primär die Druckgeschwindigkeit und -qualität. Weitere Ausgabe-
Plotter medien sind z. B. Plotter. Hier handelt es sich um Zeichengeräte für die graphische 
Darstellung digital gespeicherter Daten. Solche Geräte können z. B. zum Zeichnen 
von Konstruktionsplänen verwendet werden. Weiterhin kann die Datenausgabe über 
Mikrofilm, Mikrofiche oder auch akustisch (Sprachausgabe) erfolgen. 
b) Systemsoftware 
Die Verwaltung der verschiedenen Betriebsmittel (Prozessor, Speicher und periphere 
Geräte) sowie die Steuerung von Prozessen (Programmabläufen) obliegen dem Be-
triebssystem. Das Betriebssystem legt, gemeinsam mit den Hardwareeigenschaften, 
zugleich die möglichen Betriebsarten und Nutzungsformen einer EDV-Anlage fest. 
Neben den Steuerprogrammen zählen auch Übersetzungs- und Dienstprogramme 
zur Systemsoftware. 
Steuer- Aufgabe der sogenannten Steuerprogramme ist die Überwachung und Steuerung der 
programme vorhandenen Betriebsmittel einer Anlage und die Überwachung eines fehlerfreien 
Ablaufs der einzelnen Arbeitsschritte. Zum Aufgabenbereich der Steuerprogramme 
gehören beispielsweise das Laden der Programme, die Ein- und Ausgabesteuerung, 
die Behandlung von Unterbrechungen und Fehlern sowie die Regelung und Abstim-
mung der Programmfolgen, d. h. die Vergabe des Rechenwerks in Abhängigkeit von 
bestimmten Zuteilungsstrategien. 
Für die Übersetzung von in Programmiersprachen geschriebenen Programmen wer-
den Übersetzungsprogramme benötigt. Die Tatsache, daß die vom Rechnerkern 
verwendete Maschinensprache der menschlichen Interpretationsfähigkeit nur schwer 
zugänglich ist, führte zur Entwicklung von höheren Programmiersprachen, die den 
menschlichen Fähigkeiten und Bedürfnissen besser angepaßt sind. Die Folge ist, daß 
die vom Anwender geschriebenen Befehle und Programme erst in die der EDV-
Anlage verständliche Maschinensprache umzuwandeln sind. Je nach Art des Über-
setzungsverfahrens wird bei den Übersetzungsprogrammen zwischen Assembler, 
Compiler und Interpreter unterschieden. Assembler dienen der Umwandlung maschi-
nenbezogener Programmiersprachen. Compiler dagegen finden bei der Übersetzung 
problemorientierter und benutzernaher Programmiersprachen Verwendung. Compi-
ler und Assembler übersetzen Quellprogramme vor ihrer Ausführung vollständig in 
Objektprogramme (Maschinensprache). Interpreter sind Übersetzungsprogramme, 
die eingegebene Quellweisungen erst zum Zeitpunkt des Ablaufs in Maschinenspra-
che übersetzen und ausführen. Während des Übersetzungsvorgangs wird dabei kein 




Mit Hilfe von Dienstprogrammen können häufig wiederkehrende Standardleistun- Dienst-
gen wie z. B. die Verwaltung externer Speicher, die Übertragung der Daten von programme 
bestimmten Datenträgern auf andere mit Hilfe von Umsetzungsprogrammen, die 
Entwicklung von Programmen mit Programmgeneratoren sowie Kopier-, Misch-
und Sortiervorgänge ausgeführt werden. 
c) Betriebsarten und Nutzungsformen von EDV-Systemen 
In Abhängigkeit von der Anlagenkonfiguration und der Systemsoftware, die die 
Zusammenarbeit der gerätetechnischen Komponenten lenkt und kontrolliert, sind 
verschiedene Betriebsarten und Nutzungsformen elektronischer Datenverarbei-
tungssysteme zu unterscheiden (vgl. Hansen 1987). Werden Nutzungsformen hin-
sichtlich der zeitlichen Abwicklung von Benutzeraufträgen systematisiert, so kann 
zwischen Stapelverarbeitung und Dialogverarbeitung unterschieden werden. 
Die traditionelle Stapelverarbeitung ist dadurch gekennzeichnet, daß Aufträge mit 
den dafür erforderlichen Programmen und Daten vollständig beschrieben und als 
Ganzes erteilt werden müssen, bevor mit ihrer Abwicklung durch die Zentraleinheit 
begonnen werden kann. 
Bei der Dialogverarbeitung (interaktive Verarbeitung) werden dagegen im ständigen 
Wechsel vom Benutzer Teilaufträge erteilt und vom System abgewickelt. Voraussetzung 
für einen effizienten Dialogbetrieb ist u. a. eine verständliche Benutzerführung durch 
geeignete Benutzeroberflächen und Menütechniken. 
Neben diesen Nutzungsformen lassen sich auch verschiedene Betriebsarten nach dem 
Kriterium der internen Verarbeitung unterscheiden. 
Beim Mehrprogrammbetrieb (Multiprogramming) befinden sich zugleich mehrere 
Programme im Hauptspeicher. Die Programmfolge, d. h. der Wechsel zwischen den 
einzelnen Programmen wird durch Überwachungsprogramme geregelt und richtet 
sich nach bestimmten Zuteilungsstrategien. Beim Zeitscheibenverfahren findet ein 
zeitabhängiger Programmwechsel statt. Bei prioritätsgesteuerten Verfahren hingegen 
werden Programme so lange bearbeitet, bis Aufträge oder Programme mit höherer 
Priorität zur Bearbeitung anstehen. Eine Programmunterbrechung erfolgt auch bei 
Ein- und Ausgabeoperationen. Während der relativ langen Zeitspanne von Ein- und 
Ausgabe wird das nächste Programm bearbeitet, bis eine erneute Unterbrechung 
erfolgt. Ist die Ein- oder Ausgabeoperation beendet, so wird beim nächstmöglichen 
Zeitpunkt die Verarbeitung des vorherigen Programms fortgesetzt oder ein neues 
Programm begonnen. 
Beim Einprogrammbetrieb befindet sich dagegen immer nur ein einziges Programm 
im Arbeitsspeicher. 
Mittlere und große DV-Anlagen ermöglichen i . d. R. den Mehrprogrammbetrieb. 
Häufig sind solche Systeme auch Mehrbenutzersysteme (Multi-User-Systeme), d. h. 



















Hingegen ist bei Kleinrechnern und auch bei einigen Mikrocomputern aufgrund der 
verwendeten Prozessoren und Betriebssysteme lediglich ein Einprogramm- und 
Single-User-Betrieb möglich. 
Nach der Art der Programmbenutzung kann bei Mehrbenutzersystemen auch zwi-
schen Teilnehmer- und Teilhaberbetrieb unterschieden werden. Arbeiten Benutzer mit 
demselben Programm und demselben Datenbestand, so liegt Teilhaberbetrieb vor. Dies 
erfolgt beispielsweise bei Auskunfts- und Buchungssystemen. Wird hingegen an den 
angeschlossenen Stationen mit voneinander unabhängigen Programmen gearbeitet, so 
liegt Teilnehmerbetrieb vor. 
Je nach Art der Geräteverbindung zur Zentraleinheit kann bei der Betriebsweise der 
Datenverarbeitung auch zwischen off-line- und on-line-Betrieb unterschieden wer-
den. Beim on-line-Betrieb sind die peripheren Geräte direkt an die Zentraleinheit 
angeschlossen. Damit wird ein Dialogbetrieb möglich. On-line-Betrieb liegt auch 
dann vor, wenn Datenstationen oder Geräte per Datenfernübertragung an die DV-
Anlage angeschlossen sind. Beim off-line-Betrieb sind die peripheren Geräte nicht 
direkt an die Zentraleinheit angeschlossen. Eine Druckausgabe beispielsweise erfolgt 
dann im off-line-Betrieb, wenn die zu druckenden Daten zunächst zwischengespei-
chert und dann direkt vom Speicher zum Drucker geschickt werden. Diese Form der 
Druckausgabe wird vielfach verwendet, um eine höhere Auslastung von Prozessoren 
und teueren Geräten zu erzielen. 
d) Anwendungsprogramme 
Anwendungsprogramme oder Anwendungsprogrammsysteme sind benutzerorien-
tierte Programme, die jeweils für bestimmte Probleme oder Problemklassen des 
Anwenders konzipiert sind. 
Standard- Standardanwendungsprogramme werden von EDV-Herstellern oder Softwarehäu-
programme sern für einen anonymen und zumeist breiten Markt zur Lösung von bestimmten 
Anwendungsproblemen entwickelt. Hierbei handelt es sich um Problemlösungen, die 
mehr oder weniger gleichartig in mehreren Unternehmungen auftreten. Dabei kann es 
sich um Einzelprogramme handeln, die für eng abgrenzbare Aufgaben (z. B. Lohn-
buchhaltung, Anlagenbuchhaltung, Beschaffungswesen und Lagerhaltung) einge-
setzt werden. Problematisch ist vielfach die Integration mit angrenzenden Systemen. 
Neben isolierten Einzelanwendungen werden deshalb auch zunehmend integrierte 
Anwendungssysteme für umfassendere Anwendungsgebiete (z. B. für die integrierte 
Abwicklung von Auftragsbearbeitung, Materialwirtschaft, Produktionsplanung, 
Finanzbuchführung und Kostenrechnung) erstellt. Die einzelnen Programmteile sind 
so aufgebaut, daß Daten zwischen den Programmen ausgetauscht und Datenbe-
stände gemeinsam verwendet werden können. Zudem haben die Systeme eine 
einheitliche Benutzeroberfläche. 
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Individuelle Programme werden von Benutzern oder Softwarehäusern Unternehmens- Individuelle 
und problemspezifisch entwickelt. Verschiedentlich werden Programme, die zunächst Programme 
für individuelle Anwendungen erstellt wurden, auf dem Markt angeboten, um eine 
bessere Amortisation der Entwicklungskosten zu realisieren. Sie können sich dann 
schrittweise zu Standardlösungen entwickeln. 
Methoden- und Modellbanken 
Häufig werden Methoden- und Modellbanken zu den Anwendungsprogrammen ge-
zählt. Eine Methoden- und Modellbank umfaßt insbesondere verschiedene Entschei-
dungsmodelle und Verfahren zur Unterstützung von Problemlösungsprozessen. Metho-
den dienen im allgemeinen der Unterstützung von Problemlösungen bestimmter 
Klassen, wie dieses beispielsweise in den Methoden der Operations Research und der 
Statistik zum Ausdruck kommt. Eine Methodenbank umfaßt neben den Methoden 
noch weitere Softwarebestandteile zur Organisation und Benutzung der Methoden. 
In Modellen sollen relevante Eigenschaften und Relationen von bestimmten Erkennt-
nisobjekten abgebildet werden. Im Rahmen der Modellanalyse werden bestimmte 
Modellparameter gezielt variiert. Damit sollen aus dem Verhalten des Modells Rück-
schlüsse auf das Verhalten des abgebildeten Erkenntnisobjekts gezogen werden. 
Nach dem Kriterium der Zwecksetzung lassen sich Entscheidungsmodelle sowie Er- Erklärungs-
klärungs- und Prognosemodelle unterscheiden. In Entscheidungsmodelle fließen und Entschei-
neben Daten und Informationen über Entscheidungsalternativen und Randbedin- dungsmodelle 
gungen auch die Ziele und Werte der Entscheidungsträger ein. In Erklärungs- und 
Prognosemodellen werden nomologisch oder empirisch begründeteTransformationen 
auf bestimmten Daten oder Informationen ausgeführt, so daß der Benutzer Vorher-
sagen oder Prognosen über das Verhalten abgebildeter Größen erhält. Zu den 
Erklärungs- und Prognosemodellen zählen beispielsweise die Transformationspro-
gramme der Kostenrechnung, mit deren Hilfe die Kostenarten-, Kostenstellen- und 
Kostenträgerrechnung auf Ist-, Plan- oder Sollkostenbasis realisiert werden kann (vgl. 
Teil 9). Programme für die Erstellung des Jahresabschlusses oder für die Ermittlung von 
Liquiditätsplänen sowie unterschiedliche Verfahren zur Absatzprognose für bestimm-
te Erzeugnisse sind ebenfalls den Erklärungsmodellen zuzuordnen. Modelle zur 
Ermittlung der gewinnmaximalen Absatzmengen oder der kostengünstigsten Bestell-
menge sind dagegen Entscheidungsmodelle. Für den Entwurf von Methoden, Ent-
scheidungs-, Erklärungs- und Prognosemodellen werden auch spezielle Programmier-
sprachen angeboten. Da viele dieser Methoden und Modelle in einer Tabellenstruktur 
darstellbar sind, eignen sich auch Tabellenkalkulationsprogramme (Spreadsheet-Pro-
gramme) als Hilfsmittel zu ihrer Darstellung. Zumeist sind diese Kalkulationspro-
gramme mit graphischen Auswertungsmöglichkeiten verbunden. 
Zur Lösung betriebswirtschaftlicher Aufgaben ist häufig das Zusammenwirken von 
Daten-, Methoden- und Modellbanken erforderlich. Als weitere Komponente zur 
Unterstützung von Planungs- und EntScheidungsprozessen kommen auch Simula-
tionsverfahren und Expertensysteme in Betracht. 
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Simulationsverfahren 
Neben den analytischen Methoden, die zu einem Optimum der Zielgröße führen, sind 
für bestimmte Anwendungsbereiche auch Simulationsverfahren von zunehmender 
Bedeutung. Durch Variation der im Modell enthaltenen Einflußgrößen sollen die 
Wirkungstendenzen auf die abhängigen Variablen sichtbar gemacht werden. 
Das Ergebnis einer Simulation stellt keine optimale Lösung dar. Nach dem mehr-
maligen Durchlauf einer Simulation mit jeweils unterschiedlichen Parameterausprä-
gungen wird schließlich eine Alternative gewählt, die vermutlich dem Optimum am 
nächsten kommt. Simulationsverfahren werden zur Lösung von Warteschlangen-, 
Reihenfolge- und Zuordnungsproblemen eingesetzt, da hier häufig kein Algorithmus 
vorliegt oder die analytische Lösung zu umfangreich ist. Es handelt sich meist um 
nichtlineare, dynamische Modelle mit stochastischen Werten der Elemente. 
Programmierkonzepte 
Traditionelle Programme stellen Algorithmen dar, die in einer Programmiersprache 
geschrieben und mit Hilfe einer Datenverarbeitungsanlage abgearbeitet werden. Als 
Algorithmus Algorithmus bezeichnet man eine präzise, d. h. in einer festgelegten Sprache abge-
faßte, endliche Beschreibung eines allgemeinen Verfahrens unter Verwendung aus-
führbarer (Verarbeitungs-)Schritte. Beispielhaft seien die Kapitalwertmethode (vgl. 
Teil 7, S. 931) oder das Webersche Standortmodell (vgl. Teil 2, S. 227) genannt. 
Programmier- Eine Programmiersprache dient der Mitteilung von Aufgabenstellungen an Rechen-
sprache anlagen. Sie ist charakterisiert durch die ihr eigene Syntax, Semantik und Pragmatik. 
Die Leistungsfähigkeit und Gestalt der benutzten Programmiersprache bestimmt den 
Programmieraufwand, den Programmierumfang, die „Lesbarkeit" und die Ablauf-
fähigkeit des Programms auf verschiedenen Rechnern. 
Stufen/Gene- Die Sprachen der Programmierung von Rechen- oder Datenverarbeitungsaufgaben 
rationen der für Computer lassen sich bezüglich ihrer deklarativen Freiheit und Benutzerfreund-
Programmier- lichkeit in verschiedene Stufen/Generationen einteilen. Die unterste, computernahe 
sprachen Stufe/Generation bilden die Maschinensprachen (1. Generation), die nächste Stufe/ 
Generation enthält die Assembler-Sprachen (2. Generation). Darüber liegen die pro-
blemorientierten (3. Generation), deskriptiven (4. Generation) und wissensbasierten 
(5. Generation) Programmiersprachen (vgl. Abbildung 3.33). 
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1 -te Generation (Maschinensprachen) 
2-te Generation (Assembler-Sprachen) 
3-te Generation (Problemorientierte Programmiersprachen) 
4-te Generation (Deskriptive Programmiersprachen, Endbenutzerwerkzeuge) 
5-te Generation (Wissensbasierte Programmiersprachen) 
Abbildung 3.33: Generationen von Programmiersprachen 
Im folgenden sollen die wesentlichen Charakteristika der Generationen kurz dar-
gestellt werden. 
Als Maschinensprache bezeichnet man die Gesamtheit der Maschinenbefehle, Ein- Maschinen-
und Ausgabeoperationen und Systemfunktionen einer gegebenen Zentraleinheit. Ein sprachen 
Maschinenbefehl ist eine Anweisung an eine Zentraleinheit zur Ausführung arithme- ( 1. Gene-
tischer, logischer oder organisatorischer Rechenoperationen, die vom Leitwerk ration) 
unmittelbar verstanden und ausgeführt werden können. Die Maschinensprache ist 
die semantisch niedrigste Ebene der Programmierung einer Zentraleinheit, auf ihr 
treten die durch die Hardware realisierten Eigenschaften der Zentraleinheit unmit-
telbar in Erscheinung. Sie kann direkt (ohne Übersetzung) bearbeitet werden. Je nach 
Zentraleinheit handelt es sich um eine Codierung in Binärziffern, Dezimalziffern oder 
vergleichbarem. Das Erstellen eines derartigen Programms erfordert die endgültige 
numerische Verschlüsselung aller Angaben im Befehlsformat. Da die Programm-
erstellung sehr aufwendig, nicht änderungsfreundlich und sehr fehleranfällig ist, wurden 
andere (algorithmische) Programmiersprachen entwickelt, deren Gebrauch aller-
dings nur unter Zuhilfenahme eines Übersetzers geschehen kann. Mit einem Über-
setzungsprogramm werden die formulierten Quellprogramme bedeutungstreu in das 
Befehlsformat eines Rechners umgewandelt. 
Assembler-Sprachen zeichnen sich im Gegensatz zu Maschinensprachen im wesent- Assembler-
lichen durch das gemeinsame Merkmal der Verwendbarkeit mnemonischer (leicht Sprachen 
merkbarer) Operationscodes aus. Sie unterscheiden sich zwischen den Computer- (2. Gene-






Addition von 3 und 4 
000LL0L0 000000LL 00000L00 
3 4 
add 3 4 
Abbildung 3.34: Beispiel für maschinenorientierte Befehle 
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Problem- Im Gegensatz zu Maschinensprachen und Assemblersprachen sind problemorien-
orientierte tierte Programmiersprachen Kunstsprachen, die die Formulierung eines Programms 
Programmier- in einer abstrakten, von einem Bedeutungsmodell (Semantik) geprägten Weise erlau-
sprachen ben und keine umkehrbar eindeutige Zuordnung ihrer Konstrukte zu Maschinenbe-
(3. Gene- fehlen verlangen (Maschinenferne). Wegen dieser Maschinenferne erfordert die 
ration) Verwendung einer problemorientierten Programmiersprache den Einsatz eines Über-
setzungsprogramms (Übersetzer, Compiler), mit dessen Hilfe ein Programm in ein 
Maschinenprogramm umgewandelt wird. Überdies erfordern sie einen geringeren 
Programmier- und Änderungsaufwand und sind leichter erlernbar als maschinennahe 
Programmiersprachen. 
Deskriptive Sprachen der 4. Generation haben sich i. d. R. aus Elementen entwickelt, die als 
Programmier- benutzernahe Funktionen auf der Basis von Datenbanksystemen entstanden sind. 
sprachen, Im wesentlichen gehören hierzu Query-Sprachen zur Abfrage und Auswertung von 
Endbenutzer- Datenbanken und Report-Generatoren zur Aufbereitung von Ausgabeergebnissen. 
Werkzeuge Query-Sprachen und Report-Generatoren sind dialogorientierte Sprachmittel, die 
(4. Gene- den Programmierer und auch den Endbenutzer für einen begrenzten Anwendungs-
ration) bereich unterstützen. Der Anwender solcher Werkzeuge formuliert nicht mehr, „wie" 
eine Bearbeitung ablaufen soll, sondern welches Ergebnis zu erzielen ist; das „Was" 
steht im Vordergrund (vgl. Abbildung 3.35). Beispiele deskriptiver Programmierspra-
chen sind SQL - eine Quasi-Standard Sprache für relationale Datenbanken - und 
N A T U R A L als Sprache für das Datenbanksystem A D A B A S . 
prozedural (wie soll die Lösung ablaufen?) 
Eröffne Datei 
lies ersten Satz 
solange nicht Dateiende erreicht 
tue 
überprüfe Satz gemäß Kriterien 
wenn Prüfung positiv 
dann gib Satz aus 
lies nächsten Satz 
nicht-prozedural (was soll gemacht werden?) 
gib alle Sätze der 
Datei aus, die 
den Kriterien genügen 
Abbildung 3.35: Prozedurale und nicht prozedurale Problemlösung 
(in Anlehnung an Bolkart 1987) 
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Zur 5. Sprachgeneration werden solche Sprachkonzepte gezählt, die auf der Verwal-
tung strukturiert abgelegter Regeln aufbauen, z. B. P R O L O G (Programming in 
Logic), LISP (List Programming Language). 
Programmiersprachen ab der 3. Generation werden zu den „höheren" Programmier-
sprachen gezählt. 
Neben der dargestellten Einteilung der Sprachen in Generationsklassen gibt es wei-
tere Merkmale zur Bildung von Sprachkategorien. Von besonderer Bedeutung ist hier 
die Gliederung in imperative, funktionale, logik- und objektorientierte Sprachen. 
Diese Gliederung trägt den unterschiedlichen Konzepten bzw. Denkschemen höherer 
Programmiersprachen Rechnung. 
Bei imperativen Programmiersprachen besteht ein Programm aus einer Folge von 
Befehlen an den Computer, denen eine Reihe von nacheinander auszuführender Ein-
zeloperationen entspricht. Wesentliches Charakteristikum dieser Programmierspra-
chen ist das Variablenkonzept, - Eingabewerte werden in Variablen (Speicherzellen) 
gespeichert und weiterverarbeitet - und das Prozedur- und Modulkonzept - Pro-
grammelemente können in Unterprogramme oder in sich abgeschlossene Programm-
einheiten ausgelagert werden. Programmiersprachen dieser Kategorie sind z. B. 
Pascal, Algol, C. 
Funktionale (applikative) Programmiersprachen erlauben die Darstellung der Ver-
arbeitung von Ein- und Ausgabedaten in Form von mathematischen Ausdrücken, 
deren Hauptbestandteile Funktionen sind. Die erstellten Programme sind als Systeme 
von Funktionsdefinitionen zu verstehen. Beispiele für funktionale Sprachen sind LISP 
und L O G O . 
Logikorientierte (prädikative) Programmiersprachen basieren auf der Darstellung 
von Algorithmen mit Hilfe einer (eingeschränkten) Prädikatenlogik. Das Programmie-
ren in logikorientierten Sprachen kann als Beweisen in einem System von Fakten 
(gültiger Prädikate) und Regeln (wie man aus Fakten neue Fakten gewinnt) aufgefaßt 
werden. Aufgabe des Rechners ist es, eine gestellte Frage als richtig oder falsch zu 
beantworten. Zu den logikorientierten Programmiersprachen zählt z. B. P R O L O G . 
Objektorientierten Programmiersprachen ist eigen, daß alle zum Lösen eines Pro-
blems notwendigen Informationen (hier im Sinne von Daten und Operationen) 
Objekten zugeordnet werden. Objekte sind in diesem Kontext als Informationsträger 
definiert, die einen (zeitlich veränderbaren) Zustand besitzen. Für jedes Objekt ist 
vorgegeben, wie es auf bestimmte „Nachrichten" (eingehende Mitteilungen an ein 
Objekt) zu reagieren hat. Der Ablauf von Programmen objektorientierter Sprachen 
erfolgt also durch Senden von Nachrichten an Objekte. Ein typischer Vertreter ob-
























Heuristische Programmierung und Expertensysteme 
Algorithmisch formulierbare mathematische Entscheidungsmodelle verlangen die 
Quantifizierbarkeit von Parametern und Daten. Viele Entscheidungsprobleme ent-
ziehen sich jedoch einer numerischen Erfassung. Derartige Entscheidungen, die mit 
traditionellen Programmiersprachen nicht oder nur schwer programmierbar sind, 
versucht man mit Methoden der heuristischen Programmierung zu lösen. 
Heuristiken Heuristiken sind Regeln, die zur Verbesserung des Wirkungsgrades eines Programm-
systems verwendet werden, das Lösungen für komplexe Systeme zu finden sucht. Eine 
Methode also, die bei der Bearbeitung komplexer Probleme mit höherer Wahrschein-
lichkeit (jedoch ohne Garantie) zum Erfolg führt. Sie kann eine Faustregel, Strategie 
oder ein Trick sein. Heuristiken werden häufig da herangezogen, wo zuverlässige 
Algorithmen zu zeitaufwendig sind (z. B. erschöpfende Suche), nicht bekannt sind 
(z. B. Probleme der Bilderkennung) oder nicht existieren können (unentscheidbare 
Probleme). Ein Regelsystem, das durch ein heuristisches Programm repräsentiert wird, 
beruht auf Hypothesen über den subjektiven Problemlösungsprozeß der Menschen. 
Programme, die mit Hilfe von Symbolwissen das Verhalten menschlicher Experten 
nachvollziehen sollen, werden als Expertensysteme oder wissensbasierte Systeme be-
zeichnet. 
Experten- Expertensysteme zählen heute neben der Robotik und natürlichen Sprachverarbei-
systeme tung zu den wichtigsten Anwendungsgebieten der „Künstlichen Intelligenz" (KI) 
(vgl. Harmon/King, 1989). Ein Expertensystem ist allgemein ein Programmsystem, 
das Wissen einer eng begrenzten Anwendung speichert und ansammelt, aus dem Wissen 
Schlußfolgerungen zieht und zu konkreten Problemen der speziellen Anwendung Lö-
sungen anbietet. Es ist in der Lage, 
- (meist große) Mengen von (evtl. auch heterogenem und vagem) Wissen über ein 
spezielles Gebiet in problemangepaßter Weise zu repräsentieren, 
- zu helfen, dieses Wissen zu akquirieren (erstmals zu beschaffen) und zu verändern, 
- aus dem vorhandenen Wissen (meist mit heuristischen und/oder logischen Metho-
den) Schlußfolgerungen zu ziehen und damit neues Wissen abzuleiten, 
- zu konkreten vorgegebenen Problemen im Dialog mit dem Benutzer Lösungen zu 
finden und auf Abfrage eines Benutzers hin Wissen erklärend (und wenn notwen-
dig bewertend) bereitzustellen. 
Unter Wissen wird hier pragmatisch die Gesamtheit der in einer Wissensrepräsenta-
tionssprache darstellbaren und im Rechner gespeicherten Informationen der Anwen-
dung, die zur Beantwortung von Abfragen notwendig sind, verstanden (Fakten, 
Regeln und Metaregeln). Expertensysteme lassen sich im wesentlichen in die drei 
Funktionsbereiche Wissensbasis, Inferenzmechanismus (Problemlösungskomponen-
te) und Dialogstruktur unterteilen. Während Inferenzmechanismus und Wissensbasis 
keine weitere Untergliederung erfahren und gemeinsam den Expertensystemkern 
bilden, läßt sich die Dialogstruktur in die drei Komponenten Dialogkomponente, 
Wissensakquisitions- und -Veränderungskomponente und Erklärungskomponente 
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Abbildung 3.36: Schematischer Aufbau eines Expertensystems 
(in Anlehnung an Raulefs 1982) 
Die Dialogkomponente realisiert die Benutzeroberfläche des Systems. Von ihr hängt 
ab, wie das Expertensystem nach außen hin gestaltet ist und sich dem Benutzer 
darstellt. Dabei werden die formalen Aspekte des zu realisierenden Dialogs zwischen 
Benutzer und Expertensystem festgelegt. 
Die Erklärungskomponente kommentiert und begründet die von der Problemlösungs-
komponente gelieferten Lösungen und macht ihre Erarbeitung und Qualität dem 
Benutzer möglichst durchschaubar. Sie ist sowohl für den Endbenutzer als auch für 
den Konstrukteur von Relevanz. Dem Endbenutzer wird ein Mittel an die Hand 
gegeben, um vollzogene Inferenzprozesse, die ihm unverständlich oder wenig plau-
sibel erscheinen, zu rekonstruieren und zu überprüfen. Dem Knowledge-Engineer 
(Wissensbankverwalter) erleichtert die Erklärungskomponente die Suche nach Feh-
lern und Unzulänglichkeiten der Wissensbasis (Inkonsistenzen, Wissenslücken) und 
des Inferenzmechanismus (überflüssige oder falsche Inferenzen). 
Die Wissensakquisitions- und -Veränderungskomponente unterstützt im wesentlichen 
die Arbeit des Knowledge-Engineers bei Eingabe und Prüfung von Fakten- und Regel-
wissen. Die Überprüfung der semantischen und syntaktischen Integrität ist häufig nur 
durch Testläufe möglich. Die Wissensakquisitions- und -Veränderungskomponente 
bietet daher Fehlersuchhilfen an, vermöge derer z. B. im Testlauf die Überprüfung ex 
ante definierbarer interner Zustände des Systems ermöglicht wird. 
Die Anforderungen der Wissensakquisitions- und -Veränderungskomponente, ge-
speichertes Wissen einfach zu verändern, erweitern oder verdichten zu können, 
bedingen eine zentrale explizite (nicht prozeduale) Speicherung des Wissens. Dies 
geschieht in der Wissensbasis. Sie enthält alle Fakten und Regeln aus dem Anwen-












Inferenz- Aus der ursprünglichen Bedeutung des Begriffs „Inferenz" - Schließen aus vorhan-
mechanismus denem Wissen - läßt sich der wesentliche Charakter dieser Komponente ableiten. Sie 
( Problem- stellt die logische Einheit dar, mit der nach einer festgesetzten Problemlösungsmethode 
lösungs- oder Schlüsse aus dem in der Wissensbasis gespeicherten Wissen gezogen werden. Der In-
Deduktions- ferenzmechanismus legt dabei fest, in welcher Reihenfolge welche Aktionen wie 
komponente) zwischen den einzelnen Komponenten ablaufen und wie und wann Regeln abgear-
beitet werden. Als wichtigste Standardverfahren haben sich die zielorientierte Rück-
wärtsverkettung (backward chaining) und die datenorientierte Vorwärtsverkettung 
(forward chaining) etabliert. 
Da sich unterschiedliche Expertensysteme im wesentlichen nur durch ihr bereichs-
spezifisches Wissen unterscheiden, entwickelte man Anfang der 80er Jahre sowohl 
Tools zur Programmierunterstützung als auch Shells, die bereits komplette Experten-
systeme darstellen und nur noch mit dem bereichsspezifischen Wissen angereichert 
werden müssen. 
Anwendungs- Die ersten Anwendungen im Bereich der wissensbasierten Systeme waren Analyse-
gebiete von und Diagnosesysteme. Mittlerweile gibt es ein breites Spektrum von prototypischen 
Experten- und auch kommerziellen Anwendungen für unterschiedliche Problembereiche. Dazu 
Systemen zählen z. B. Beratungs-, Konfigurations- und Analysesysteme sowie tutorielle 
Systeme (vgl. Mertens u. a. 1990). 
Computergestützte Werkzeugumgebungen 
für die individuelle Informationsverarbeitung 
Die zunehmende Leistungsfähigkeit von Mikrocomputern und die Verfügbarkeit von 
benutzerfreundlichen Softwarewerkzeugen haben die Benutzer von Informations- und 
Kommunikationssystemen von vielen Restriktionen befreit und zur Entwicklung 
eigener Anwendungen motiviert. Softwarewerkzeuge für die individuelle Informa-
tionsverarbeitung sollen es den Benutzern erlauben, DV-gestützte Problemlösungen 
möglichst ohne Unterstützung durch eine EDV-Entwicklungsabteilung zu erarbeiten. 
Integrierte Werkzeugumgebungen enthalten i. d. R. Komponenten für Tabellenkal-
kulation, Grafik- und Textverarbeitung sowie Datenbank- und Dateiverwaltung. 
Zudem können Kommunikationsschnittstellen, Terminkalender, Projektplanungs-
komponenten und auch Planungssprachen für spezielle Anwendungsgebiete enthalten 
sein. Voraussetzung für die effiziente Nutzung solcher Werkzeugumgebungen ist eine 
ergonomische Gestaltung der Benutzeroberfläche (vgl. Weigand 1983). 
Die individuelle Informationsverarbeitung kann dazu beitragen, die zumeist knap-
pen Kapazitäten bestehender Systementwicklungsabteilungen zu entlasten. Anderer-
seits wirft sie Probleme auf, wenn von den individuellen Entwicklungen prozeßent-
scheidende Informationen betroffen sind und dabei die zur Prozeßintegration 
notwendigen Standardisierungen nicht beachtet werden. Auch im Hinblick auf die 
Datensicherheit und die Effizienz bei der Systementwicklung kann die individuelle 
Informationsverarbeitung mit Nachteilen und Gefahren verbunden sein. Zur Begren-
zung dieser potentiellen Nachteile und Gefahren und zur allgemeinen Unterstützung 
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der individuellen Informationsverarbeitung können Benutzer-Service-Zentren einge-
richtet werden. Benutzer-Service-Zentren stellen organisatorische Einheiten dar, die Benutzer-
den Fachbenutzer sowohl bei der Auswahl von Hard- und Software als auch bei der Service-
Entwicklung und Nutzung von Anwendungen unterstützen. Zudem können Benutzer- Zentren 
Service-Zentren auch mit der Installation und Betreuung von Netzinfrastrukturen 
sowie mit der Definition von Datenstrukturen und Prozeduren betraut sein. 
2. Datenorganisation und Datenbanksysteme 
a) Bedeutung und Arten von Daten 
Betrachtet man betriebliche EntScheidungsprozesse als Informationsverarbeitungs-
prozesse, so stehen Daten und die daraus gewonnenen Informationen im Mittel-
punkt. Sie stellen den Rohstoff für Informationsgewinnung und Entscheidung dar. 
Die hohe Bedeutung der Verfügbarkeit und Pflege von Massendaten im Industrie-
betrieb zeigt sich an den großen Datenbeständen, die für die Erfüllung der Aufgaben 
erforderlich sind. Im Rahmen von Produktionsplanungs- und -Steuerungssystemen 
sind beispielsweise Teilestamm-, Arbeitsplatz-, Arbeitsgang-, Lieferanten-, Kunden-
und Auftragsdaten erforderlich. Die Finanzbuchführung benötigt u. a. Debitoren-
und Kreditorendaten. Kostenstellen-, Kostenträger- und Kostenartendaten stellen 
die Basis für die Kostenrechnung dar. 
Bei den Datenarten kann grundsätzlich zwischen Eingabe- und Ausgabedaten sowie 
Bestands- und Bewegungsdaten unterschieden werden. Eingabedaten werden durch 
Methoden der Datenerfassung (vgl. S. 327) über Datenträger oder unmittelbar mit 
Hilfe von Datenstationen einer EDV-Anlage übermittelt. Ausgabedaten hingegen 
sind das Ergebnis programmtechnischer Verarbeitungsabläufe und werden auf 
Datenträgern oder unmittelbar über Datenstationen ausgegeben. Bestandsdaten stel-
len die Grunddaten oder Stammdaten (Entitäten mit ihren Eigenschaften) eines 
Organisationsbereichs dar, z. B. Personaldaten (vgl. Teil 6, S. 874 ff.) oder Teile-
stammdaten (vgl. Teil 4, S. 420). Man spricht von einem Datenbestand, der bei der 
Einführung eines Informationssystems erstellt und anschließend laufend fortge-
schrieben wird. Bewegungsdaten sind solche Daten, die einzelne Datenelemente oder 
Sätze eines Datenbestandes verändern (z. B. Lagerabgang) oder die als neue Daten in 
den Datenbestand eingegliedert werden. 
Der Wert von Daten ist wesentlich von ihrer Aktualität, Genauigkeit, Verfügbar-
keit und Auswertbarkeit abhängig. Entscheidungsträger benötigen häufig Infor-
mationen, die sich auf große Datenbestände und relativ komplexe Transformations-
prozesse stützen. Um beispielsweise die Rückwirkungen von Marketingentscheidun-
gen oder den Einfluß von Vertriebsstrategien auf die Produktion zu ermitteln, 
benötigen Führungskräfte Daten und Informationen, die i . d. R. mehrere Abteilun-
gen betreffen oder traditionelle Grenzen in Unternehmungen überschreiten. Häufig 








in der Unternehmung in maschinenlesbarer Form vor. Für den Entscheidungsträger 
sind sie jedoch nicht zugänglich bzw. nicht direkt verwendbar. Datenverfügbarkeit, 
Möglichkeiten der Datenverwendung sowie Kosten des Datenzugriffs und der Daten-
manipulation sind wichtige Kriterien für die Konzeption einer adäquaten Datenorgani-
sation. Daten über relevante unternehmensbezogene und unternehmensübergreifen-
de Sachverhalte sollten so geordnet sein, daß möglichst vielfältige Auswertungsmög-
lichkeiten im Sinne relevanter Informationen entstehen. 
Um den Gebrauchswert von großen Datenbeständen zu verbessern und effiziente 
Nutzungsmöglichkeiten für Daten zu schaffen, wurden in der Informatik unter-
schiedliche logische und physische Konzepte der Datenstrukturierung und Daten-
organisation entworfen. 
b) Datenfelder, Datensegmente und Datensätze 
Die kleinste adressierbare und auswertungsfähige Einheit von Daten, die für den 
Anwender von Bedeutung ist, wird als Datenfeld bezeichnet. Ein Datenfeld kann 
beispielsweise eine Teilnummer oder einen Teilnamen beinhalten. Inhaltlich (logisch) 
zusammenhängende Datenfelder werden zu Datensätzen zusammengefaßt. Eine mit 
Namen gekennzeichnete Gruppe von logisch zusammengehörenden Datenfeldern 
innerhalb eines Datensatzes wird als Datensegment bezeichnet. Unter einer Datei 
versteht man eine Menge von sachlich zusammengehörigen, gleichartigen 
Datensätzen (vgl. Abbildung 3.37). Der Aufbau einer Datei ist somit durch eine 
besondere Satzstruktur gekennzeichnet. Eine Teilestammdatei mit dem Namen 
„TEILE" kann beispielsweise sämtliche Teilestammsätze eines Produktionsbetriebs 
mit den Attributen „Teilnummer", „Teilname" und „Teilpreis" enthalten. 
Datei 
T E I L E 
Datensatz Tei lnummer Teil name Teilpreis 
Datenfeld 
Abbildung 3.37: Datenfeld, Datensatz, Datei 
(Satzausschnitt aus einer Teilestammdatei) 
Da in einer einfachen Datei alle Datensätze die gleiche Anzahl und Art von Daten-
feldern besitzen, wird häufig eine tabellarische Form der Darstellung einfacher 
Dateien verwendet. Jede Zeile repräsentiert dabei einen Datensatz, dessen Felder 
durch die Spaltenüberschriften bezeichnet werden. In einer komplexen Datei können 
die Datensätze in Anzahl und Format ihrer Datenfelder variieren, z. B. durch Wie-
derholungsgruppen. 
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Logische versus physische Datenorganisation 
Die Form, in der Daten abgespeichert werden, ist nicht notwendigerweise dieselbe 
Form, in der sie dem Anwender zur Verfügung gestellt werden. Man muß deshalb 
zwischen logischer und physischer Datenorganisation unterscheiden. Die Daten-
struktur, die auf einem Magnetband, einer Magnetplatte oder einem anderen Spei-
chermedium abgespeichert ist, wird als physische Datenstruktur bezeichnet. Die 
Datenstruktur, die ein Anwender oder ein Anwendungsprogramm verwendet, wird 
als logische Struktur bezeichnet, auf die weiter unten noch einzugehen ist (Abschnitt 
f-k). In Datenbanksystemen ist es Aufgabe der Software, den Zusammenhang zwi-
schen logischer und physischer Datenorganisation herzustellen. 
Physische Dateiorganisation - Speicherungsformen 
Für die physische Speicherung von Daten haben sich unterschiedliche Organisations-
formen herausgebildet. Als wichtige Formen der Speicherorganisation gelten sequen-
tielle, index-sequentielle, gekettete und gestreute Speicherorganisation (vgl. Wieder-
hold 1980). 
Bei der physisch-sequentiellen Organisation einer Datei werden die Datensätze lük- Sequentielle 
kenlos hintereinander gespeichert und im Normalfall nach einem Primärschlüssel Datei-
sortiert aufeinanderfolgend abgespeichert. Als Primärschlüssel bezeichnet man jenen organisation 
Schlüssel, der genau einen Datensatz identifiziert. Da zwischen dem Primärschlüssel 
als Ordnungsbegriff und der physischen Speicherung keine Beziehung besteht, kann 
auch kein wahlfreier, sondern nur ein fortlaufender Zugriff auf die Daten erfolgen. 
Beim Einfügen oder Löschen von Daten muß i . d. R. der gesamte Datenbestand neu 
gespeichert werden. 
Bei einer index-sequentiellen Organisation werden die Sätze wie bei der sequentiellen Index-
Organisation nach dem Primärschlüssel sortiert gespeichert. Zusätzlich wird ein In- sequentielle 
dex angelegt, der zu jedem Speicherblock einen Adreßeintrag enthält. Der Adreß- Dateiorgani-
eintrag zeigt den physischen Speicherort eines Datenblocks auf einem externen sation 
Speichermedium. Darüber hinaus existieren gesonderte Bereiche für die Speicherung 
der Neuzugänge. Dadurch erübrigt sich die Reorganisation der Datei, wenn neue 
Sätze eingegliedert werden sollen. Obwohl die hinzugefügten Sätze nun nicht mehr in 
der Reihenfolge ihres Ordnungsbegriffs gespeichert sind, ist unter Zuhilfenahme des 
Adreßverzeichnisses eine (logisch) fortlaufende Verarbeitung möglich. 
Bei einer geketteten Dateiorganisation werden logisch zusammengehörige Daten- Gekettete 
sätze durch das Einrichten von Zeigerfeldern in den Datensätzen miteinander Datei-
verbunden. Die jeweiligen Zeigerfelder (Pointer, Kettfelder) weisen auf die Speicher- organisation 
adresse des logisch nachfolgenden Datensatzes. Wenn die Speicheradresse des ersten 
Satzes bekannt ist, können über die Adreßverkettung sämtliche Sätze wiedergefun-
den werden. Der Vorteil der geketteten Datenorganisation liegt darin, daß die Sätze in 
beliebiger Reihenfolge und an beliebiger Position im Speicher stehen können. Die 
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gekettete Dateiorganisation ist jedoch hinsichtlich Speicherbedarf und Änderungs-
dienst relativ aufwendig. 
Gestreute Bei gestreuter Speicherung besteht ein Zusammenhang zwischen dem Wert eines 
Datei- Ordnungsbegriffs und der physischen Speicheradresse. Dieser Zusammenhang wird 
organisation mittels einer Speicherfunktion, die auch als Hash-Funktion bezeichnet wird, zum 
Ausdruck gebracht. Man unterscheidet: 
- Direkt adressierte Dateien: Der Ordnungsbegriff der Datei (z. B. Teilnummer) wird 
in eine eindeutige Speicheradresse (z. B. Zylinder-, Spur- und Sektornummer bei 
Magnetplatten) umgesetzt. 
- Indirekt adressierte Datei: Die indirekte Adressierung wird im allgemeinen dann 
angewendet, wenn der Ordnungsbegriff bei direkter Adressierung zu größeren 
Bereichen leerbleibender Speicherplätze führt. Mit Hilfe der Hash-Funktionen 
wird der Bereich des Ordnungsbegriffs auf einen engeren Bereich der Speicher-
adressen verdichtet. 
c) Dateisysteme 
In den Anfängen der Datenverarbeitung war die Entwicklung von Anwendungs-
systemen durch eine enge Verflechtung zwischen dem Programmentwurf und der 
Datenorganisation auf den Speichermedien geprägt. Bei einer Programmierung im 
konventionellen Stil werden die Daten jeweils programmbezogen auf den Datenträ-
gern bereitgestellt. Für jede Anwendung werden eigene Dateien mit den erforderli-
chen Datensätzen und spezifischen Zugriffsfunktionen angelegt. Die Definition der 
benötigten Dateien erfolgt dabei in den jeweiligen Anwendungsprogrammen. Der 
Dateiaufbau ist auf die Aufgabenstellung angepaßt und besitzt eine geringe Flexibi-
lität bezüglich neuer Anwendungen (vgl. Abbildung 3.38). 
Für neue Anwendungen müssen vorhandene Datenbestände vielfach in anderer Sor-
tierfolge vorliegen oder durch zusätzliche Felder ergänzt werden. 
Eine Datenhaltung ohne Datenbanken führt dazu, daß bereits vorhandene Daten 
erneut angelegt werden müssen und somit unkontrollierte Redundanz entstehen 
kann. Datenredundanz ist nicht nur mit höheren Speicherkosten und höherem Auf-
wand bei der Dokumentation verbunden, sondern erschwert besonders die Aktuali-
sierung und Sicherung von Daten. In großen Anwendungssystemen ohne Datenban-
ken kann es so viele redundante Daten geben, daß es praktisch nicht möglich ist. alle 
auf demselben Aktualisierungsstand zu halten. Es besteht also immer die Gefahr, daß 
inkonsistente, d. h. logisch widersprüchliche Datenbestände vorhanden sind. 
Mit wachsenden Anforderungen an die Verwaltung großer Datenbestände wurden 
File zunächst Standardroutinen zur Dateiverwaltung entwickelt. Diese sog. File Mana-
Management gement Systeme unterstützen die Anpassung von Datenbeständen an die Anforde-
Systeme rungen unterschiedlicher Anwendungen. Zudem wurden auch Hilfsprogramme wie 
z. B. Report-Generatoren zur Unterstützung der Datenausgabe entwickelt. 
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Benutzer Anwendungsprogramme Dateien 
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Abbildung 3.38: Dateiorganisation ohne Datenbanktechnik 




Abbildung 3.39: Dateiverwaltung mit File Management Systemen 
Auf der Basis dieser Standardroutinen wurden im Laufe der 60er Jahre die ersten 
Datenbanken und Datenbankmanagementsysteme entwickelt. 
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d) Datenbanken und Datenbanksysteme 
Datenbank Eine Datenbank ist eine Sammlung von inhaltlich zusammenhängenden Daten, die mit 
kontrollierter Redundanz abgespeichert werden, um für mehrere Anwendungen in best-
möglicher Weise verwendbar zu sein. Die Daten einer Datenbank besitzen globale 
Geltung, d. h. sie sind unabhängig von einzelnen Programmen, von denen sie benutzt 
werden. Diese Datenunabhängigkeit bildet eine wesentliche Anforderung an moder-
ne Datenbanksysteme. 
Für die Verwaltung einer Datenbank wird ein Datenbankmanagementsystem (DBMS), 
gleichbedeutend mit Datenbankverwaltungssystem, eingesetzt. 
Das Datenbankverwaltungssystem beinhaltet zumeist Software zur Unterstützung 
von interaktiven Datenbankoperationen und Reportgeneratoren, die es dem Benut-







Abbildung 3.40: Komponenten eines Datenbanksystems 
(in Anlehnung an Martin 1987) 
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Der Zugriff der Anwendungsprogramme zu den Daten erfolgt stets unter Kontrolle 
des Datenbankverwaltungssystems. Die Formulierung von ad-hoc Abfragen inter-
aktiver Bearbeiter wird (häufig) durch die Datenbankabfragesoftware unterstützt. 
Verschiedene Benutzer und Programme arbeiten mit gemeinsamen Datenbeständen, 
aber sie greifen nicht direkt auf abgespeicherte Daten zu, sondern erhalten die ge-
wünschten Daten durch das Datenbankverwaltungssystem. Da auf große Datenbe-
stände im allgemeinen viele Benutzer gleichzeitig zugreifen, muß ein Datenbankver-
waltungssystem die Koordination und Synchronisation parallel arbeitender Prozesse 
übernehmen, so daß diese sich nicht gegenseitig beeinträchtigen. 
Eine wichtige Aufgabe des Datenbankverwaltungssystems liegt in der Gewährlei-
stung der operationalen und semantischen Integrität einer Datenbank. Unter dem 
Begriff der Integrität einer Datenbank werden im allgemeinen Fragen hinsichtlich der 
Korrektheit und Unversehrtheit von Daten in einer Datenbank zusammengefaßt (vgl. 
Schlageter/Stucky 1983). Zur Einhaltung der semantischen Integrität muß ein 
Datenbanksystem Fehler verhindern, die durch absichtliche oder irrtümliche Eingabe 
falscher Daten entstehen können. Überdies stellt eine Datenbank in der Praxis eine 
dynamische Struktur dar, die sich häufig kurzfristig im Bereich der Daten ändert und 
auf lange Sicht auch auf der Metaebene, also im Bereich der dargestellten Beziehun-
gen. Es ergibt sich damit die Notwendigkeit einer geeigneten Verwaltung dieser 
Objektinformationen. Wird dieser Aspekt vernachlässigt, so hat dies in der Regel 
Effizienzverluste bei der Einführung neuer beziehungsweise beim Ändern bestehen-
der Objekttypen zur Folge. Für die Verwaltung der Objektinformationen wird ein 
Systemkatalog verwendet, den man Data Dictionary nennt. 
Ein Data Dictionary ist ein vollständiges Verzeichnis aller Informationen über den 
Umfang, die Struktur und Speicherungsform sowie über die Verwendung der in einer 
Datenbank vorhandenen Daten, die über ein Datenbankverwaltungssystem verwal-
tet und ausgetauscht werden. 
Es enthält: 
- Namensbeschreibungen zur (auch semantisch) eindeutigen Kennzeichnung jedes 
Datenfeldes (Entity). 
- Inhaltsbeschreibungen zur erläuternden Klärung der in einem Datenfeld darge-
stellten oder darstellbaren Daten. 
- Wertebereichsfestlegungen zur Bestimmung der zulässigen Ausprägungen der 
Feldinhalte (Domänen). 
- Verwendungsnachweise, die Auskunft darüber geben, welche Daten von welchen 
Programmen benutzt werden. 
- Synonymverknüpfungen zur Offenlegung von verschiedenen Namen eines Ob-
jekts. 
Das Informationssystem zum Speichern, Verwalten und Wiederauffinden der Infor-
mationen eines Data Dictionary wird Data Dictionary-System genannt. Die Aufga-
ben eines Data Dictionary-Systems sind z. B. Überwachung der Konsistenz (Wider-
spruchsfreiheit) eines Datenbestandes, Hilfestellung bei Fragen über die Datenstruk-










Datenbestand (passive Aufgaben). Überdies gibt es Entscheidungshilfen bei der Or-
ganisation und Reorganisation der Datenbestände und unterstützt den Entwurf von 
Anwendungsprogrammen oder Teilen davon (aktive Aufgaben). 
Der Zugriff des Datenbank verwaltungssystems auf die Datenbestände über das Data 
Dictionary-System ermöglicht eine zentrale Kontrolle über die Verwendung der Da-
tenressource. Vermöge eines Data Dictionary-Systems kann somit die Integration 
unterschiedlicher Anwendungssysteme eines Unternehmens unterstützt werden. 
Operationale Die operationale Integrität bezieht sich auf die Gewährleistung der Datenunversehrt-
Integrität heit im Falle von technischen Fehlern wie z. B. Speicherfehlern oder Störungen in der 
Energieversorgung. 
Neben diesen Aufgaben erfüllt ein Datenbankverwaltungssystem auch wichtige 
Funktionen zum Schutz der Daten vor unberechtigten Zugriffen. Ist bei einer Da-
tenbank ein logisch integrierter Datenbestand physisch auf mehrere Knoten in einem 
Rechnernetz verteilt (verteiltes Datenbanksystem), so obliegen dem Datenbankver-
waltungssystem auch komplizierte Koordinationsaufgaben für den Zugriff auf orts-
verteilte Datenbestände von mehreren Systemen aus. 
e) Drei-Ebenen-Architektur für Datenbanksysteme 
Bei der Formulierung von Daten und Datenbeziehungen können verschiedene Ab-
straktionsebenen oder verschiedene Sichtweisen unterschieden werden. Aus einer 
globalen Perspektive sollen Daten und Datenbeziehungen möglichst situationsunab-
hängig und damit auch personen- und kontextunabhängig formuliert werden (vgl. 
Wedekind 1981). Aus einer zweiten Perspektive können die Daten so formuliert wer-
den, wie sie von den verschiedenen Benutzern gebraucht werden. Schließlich können 
Daten im Hinblick auf die Struktur der physischen Speicherung beschrieben werden. 
Diesen unterschiedlichen Sichtweisen entsprechend legt man für die Beschreibung der 
prinzipiellen Struktur von Datenbanksystemen zumeist die vom ANSI /SPARC 
(American National Standards Institute/Standards Planning and Requirements 
Commitee) vorgeschlagene Drei-Ebenen-Architektur zugrunde. Bei dieser Architek-
tur wird zwischen der konzeptionellen Ebene, der externen Ebene und der internen 
Ebene unterschieden (vgl. Abbildung 3.41). 
Konzept io- Auf der konzeptionellen Ebene erfolgt eine logische Datenbeschreibung. Diese Be-
nelle Ebene Schreibung wird auch als konzeptionelles Datenmodell oder als Schema bezeichnet. 
Ein Schema ist eine Gesamtbeschreibung der verwendeten Datenfeldtypen; es gibt die 
Namen der Objekte und ihre Attribute an und spezifiziert die Beziehungen zwischen 
den Objekten. Das konzeptionelle Datenmodell wird i. d. R. in Zusammenarbeit mit 
der Fachabteilung erstellt. 
Externe Auf der externen Ebene erfolgt eine Beschreibung der Daten und ihrer Beziehungen aus 
Ebene der Sicht des Anwenders. Die Sicht des Anwenders auf die von ihm benutzten Da-
tenfeld- und Satztypen wird auch als Subschema oder View bezeichnet. Die Benut-
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zersichten werden aus dem konzeptionellen Modell abgeleitet. Demzufolge ist die 
Benutzersicht ein Ausschnitt, der sich durch formale Umgestaltung aus einem kon-
zeptionellen Modell ergibt. Die Benutzersicht weist damit den gleichen Abstraktions-
grad wie ein konzeptionelles Modell auf. Weder das Schema noch das Subschema 
geben an, wie Daten physisch gespeichert werden. Bei gegebener logischer Daten-
organisation gibt es unterschiedliche Formen der physischen Datenorganisation. 
Auf der internen Ebene erfolgt eine Beschreibung der physischen Datenorganisation. Interne Ebene 
Das physische Modell enthält eine formale Beschreibung, wie die Daten gespeichert 
werden. Weiterhin beinhaltet es deren Zugriffsoperationen und Zugriffspfade. Diese 













Abbildung 3.41: Drei-Ebenen-Architektur eines Datenbanksystems 
Der Zusammenhang zwischen den Objekten der verschiedenen Ebenen wird mittels Transforma-
sog. Transformationsregeln hergestellt. Diese Regeln legen fest, auf welche Art und tionsregeln 
Weise ein bestimmtes Objekt einer Ebene (eines Modells) aus einem oder mehreren 
Objekten einer tieferliegenden Ebene gebildet werden soll. Die Transformationen zwi-
schen den einzelnen Ebenen werden vom Datenbankmanagementsystem durchge-
führt. Das Datenbankmanagementsystem sorgt dafür, daß Zugriffswünsche, die in 
den Begriffen eines externen Modells formuliert werden, zur Ausführung der not-
wendigen Operationen auf der physischen Ebene führen und die gewünschten Daten 
in der vom externen Modell definierten Form an den Benutzer übergeben werden. 
Der vom ANSI/SPARC vorgeschlagene Datenbankaufbau wurde allgemein von 
EDV-Herstellern und Softwareunternehmen akzeptiert. Unterstützt ein Datenbank-
system den geschichteten Aufbau und damit die verschiedenen Datensichten, so sind 
die logischen Daten und die physischen Daten voneinander getrennt; man spricht 
auch von einer physischen Datenunabhängigkeit. Damit kann erreicht werden, daß die Daten-
physische Datenorganisation optimiert oder auch vollständig geändert werden kann, unabhängig-
ohne daß dabei die logischen Datenbeschreibungen geändert werden müssen. Zudem keit 
gewährleistet der geschichtete Aufbau von Datenbanksystemen eine logische Daten-
unabhängigkeit, d. h. eine Unabhängigkeit zwischen der globalen logischen Daten-
organisation und den Anwendungsprogrammen. Damit kann die Struktur einer 
Datenbank durch Hinzufügen neuer Datenelemente oder neuer Satztypen an ver-
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änderte Anforderungen angepaßt werden, ohne daß bestehende Programme neu ge-
schrieben werden müssen. 
Ein wichtiges Ziel der Datenunabhängigkeit besteht auch darin, die Aufgaben eines 
Programmierers zu vereinfachen. Gute Datenbanksysteme entlasten den Anwender 
oder Programmierer von der Notwendigkeit, sich um die physische Datenorganisa-
tion zu kümmern. 
f) Entwurf von sachlogischen Datenstrukturen 
Ein zentrales Problem beim Aufbau von Datenbanksystemen ist der Entwurf von 
sachlogischen Datenstrukturen. Dabei müssen die fachlichen Anforderungen, die an 
eine Datenbank gestellt werden, rekonstruiert und in einer präzisen formalen Sprache 
beschrieben werden. 
Zum Entwurf sachlogischer Datenstrukturen, d. h. von Datenstrukturen, wie sie auf 
der konzeptionellen Ebene zu beschreiben sind, wurden verschiedene Ansätze ent-
wickelt. Grundsätzlich lassen sich konstruktive und modellbildende Ansätze unter-
scheiden. 
Modell- Bei der Bildung von datenorientierten Modellen wird in der Regel unterstellt, daß die 
ansätze „wirklichen" Sachverhalte schon vor ihrer sprachlichen Ordnung durch unsere Ter-
minologie und vor ihrer Darstellung in sprachlichen Aussagen einer in Tatsachen 
gegliederten Welt angehören. Mit Hilfe von Datenmodellen sollen die durch An-
schauung unmittelbar gegebenen Objekte und deren Verbindungen in einer formalen 
Sprache dargestellt werden, so daß sie einer automatischen Verarbeitung zugeführt 
Normal- werden können (vgl. Wedekind 1981). Die Normalformenlehre (vgl. Codd 1970) ist 
formenlehre ein Verfahren zur Datenmodellierung. In der Ausgangssituation werden dabei die 
betriebswirtschaftlichen Zusammenhänge bzw. die Sachverhalte eines Objektbe-
reichs in einer ungeordneten Form als gegeben betrachtet. Im Zuge der Normalisie-
rung werden die gegebenen Situationen in einfache Strukturen zerlegt, um Redun-
danzen in Datenbanken zu reduzieren und Änderungsdienste zu erleichtern (vgl. 
Abschnitt k). 
Konstruktion In der Lehre von den Konstruktionen wird behauptet, daß dem Bilden von empirisch 
von Objekt- wahren Sätzen die Normierung sprachlicher Mittel vorausgehen muß. Man geht 
typen nicht von wirklichen Sachverhalten aus, sondern gelangt zu ihnen methodisch, d. h. 
schrittweise und zirkelfrei über die Abstraktion von wahren Sätzen (vgl. Wedekind 
1981). Während des gesamten Konstruktionsprozesses werden die betriebswirt-
schaftlichen Zusammenhänge bzw. die Sachverhalte des Objektbereichs unter dem 
Gesichtspunkt der Datenstrukturierung reflektiert. Von einfachen Grundbegriffen 
ausgehend werden mittels Konstruktionsoperatoren komplexe Strukturen von Ob-
jekttypen erklärt oder entwickelt. Objekttypen sind dabei abstrakte Mengen von 
Daten. Konstruktionsoperatoren geben eine formale Hilfestellung zur Konstruktion 
der Datenstrukturen. Trotz wenig ausgereifter begrifflicher Festlegungen und inhalt-
licher Überschneidungen zwischen unterschiedlichen Ansätzen lassen sich vier grund-
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sätzliche Konstruktionsoperatoren unterscheiden: Klassifizierung, Generalisierung, 
Aggregation und Gruppierung (vgl. dazu z. B. Smith/Smith 1977, Wedekind/Ortner 
1980, Wedekind 1981, Scheer 1991a). 
Bei einer Klassifizierung werden solche Objekte zu einer Klasse zusammengefaßt und Klassifizie-
einem Begriff zugeordnet, die sich durch die gleiche Ausprägung der Merkmale, die zur rung 
Klassenbildung herangezogen werden (Klasseme), auszeichnen (z. B. alle Kunden). 
Bei der Generalisierung (Verallgemeinerung) handelt es sich um eine Objektmengen- Generalisier 
bildung, bei der Klassen von Objekten zusammengefaßt werden. Die Menge aller rung j Speziali-
Kunden und die Menge aller Lieferanten können beispielsweise zu einem neuen sierung 
Gattungsbegriff GESCHÄFTSPARTNER zusammengefaßt werden. Die der Generalisie-
rung entgegengesetzte Operation wird als Spezialisierung oder als Spezifikation 
bezeichnet. Bei der Spezialisierung wird eine Obermenge in gegenseitig abgeschlos-
sene (disjunkte) Teilmengen aufgespalten. 
Bei einer Aggregation erfolgt die Bildung komplexer Objekttypen durch Verschmel- Aggregation 
zung elementarer Objekttypen entsprechend den Anordnungs- und Wirkungsbezie-
hungen des Objektbereichs. Aus den Objekttypen K U N D E , T E I L und ZEIT kann ein 
neuer Objekttyp A U F T R A G konstruiert werden. Der neue Objekttyp enthält jeweils 
Teilinformationen der ursprünglichen Objekttypen. 
Bei der Gruppierung werden aus den Elementen einer Menge Gruppen gebildet. Eine Gruppierung 
Gruppierung liegt beispielsweise dann vor, wenn Arbeitsplätze einer Unternehmung 
zu Abteilungen zusammengefaßt werden. 
Das Entity-Relationship-Modell kann als konstruktives Verfahren interpretiert wer-
den. Allerdings lassen sich einige der dargestellten Konstruktionsoperatoren erst 
durch erweiterte Formen des Modells unterstützen. 
g) Das Entity-Relationship-Modell 
Das Entity-Relationship-Modell (ERM) von Chen (1976) ist ein weitverbreitetes 
Verfahren zur Darstellung von logischen Datenstrukturen. Besonders aufgrund der 
graphischen Darstellungsweise und seiner eindeutigen Definition gilt das E R M als 
geeignetes Verfahren für den Entwurf von Datenstrukturen auf konzeptioneller Ebe-
ne. Mit dem E R M lassen sich statische Strukturen von Datenobjekten und ihre 
Beziehungen beschreiben oder festlegen. Die Grundelemente vom E R M sind En-
titäten (Objekte) mit ihren Eigenschaften, Entitätsmengen (Objekttypen) und die 
Relationen (Beziehungen) zwischen den einzelnen Objekttypen. Objekte sind indivi-
duelle und identifizierbare Exemplare von Dingen, Personen oder Begriffen der 
realen oder der Vorstellungswelt. Ein Objekt kann z. B. der Lieferant „Müller", ein 
bestimmter Kunde oder ein bestimmtes Teil sein. Objekte, die einander nach gewissen 
Eigenschaften oder Merkmalen ähnlich sind, lassen sich zu Klassen zusammenfassen 
(z. B. alle Kunden). Solche Klassen werden als Objekttypen oder Entity typen bezeich-
net. Ein Objekttyp ist eine Einheit, die auch im konzeptionellen Modell als solche in 
Erscheinung tritt. 
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Jedes Objekt besitzt eine Menge von Merkmalen oder Eigenschaften. Ein Kunde 
kann z. B. durch die Kundennummer, den Namen und die Adresse beschrieben wer-
den. Diese Merkmale oder Eigenschaften werden als Attribute bezeichnet. Ein Objekt 
besitzt für jedes Attribut einen bestimmten Wert aus einem gegebenen Wertebereich, 
der sog. Domäne. 
Zwischen konkreten Entities können konkrete Beziehungen bestehen (z. B. Kunde A 
bestellt 5 Teile, Kunde B bestellt 7 Teile), die wiederum als abstrakte Beziehungen, 
d. h. als Beziehungstypen (z. B. N:M-Beziehung) zwischen den Entity typen klassifi-
ziert werden können (vgl. Abbildung 3.42). 
Abbildung 3.42: Beispiel für ein Entity-Relationship-Modell mit den Objekttypen 
K U N D E und T E I L sowie der N:M-Beziehung BESTELLT 
Sowohl den Entitytypen als auch den Beziehungstypen können Attribute zugeordnet 
werden. 
Im E R M werden Entitytypen durch Rechtecke und Beziehungstypen durch Rauten 
dargestellt. Die Symbole werden durch ungerichtete Kanten verbunden. An den Kan-
ten des Diagramms wird der Beziehungstyp eingetragen. Zwischen Entitytypen 
können grundsätzlich drei Beziehungstypen auftreten: 1:1-, 1:N- und N:M-Bezie-
hung (vgl. Abbildung 3.43). 
Abbildung 3.43: Beziehungstypen im Entity-Relationship-Modell 
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Eine lil-Beziehung bringt zum Ausdruck, daß jedem Element der ersten Menge 
höchstens ein Element der zweiten Menge zugeordnet ist und umgekehrt. Bei einer 
1:N-Beziehung kann ein Entity der ersten Menge keinem, einem oder mehreren En-
tities der zweiten Menge zugeordnet werden; jedem Element der zweiten Menge kann 
höchstens ein Element der ersten Menge zugeordnet werden. Ein Kunde kann z. B. 
keinen, einen oder mehrere Aufträge erteilen; jeder Auftrag hat aber (genau) einen 
Auftraggeber. Bei einer N:M-Beziehung steht jedes Element der ersten Menge mit 
keinem, einem oder mehreren Elementen der zweiten Menge in Beziehung und um-
gekehrt. EinTeil kann z. B. von keinem, einem oder mehreren Kunden bestellt werden 
und ein Kunde kann keinen, einen oder mehrere Teile bestellen. In einem E R M 
können beliebig viele Entity- und Beziehungstypen enthalten sein. 
Für das E R M wurden zahlreiche Varianten und semantische Erweiterungen vorge-
schlagen. Die meisten Vorschläge beziehen sich auf die Präzisierung der Komplexität 
von Beziehungstypen und auf die Darstellung spezieller Beziehungstypen (vgl. Schla-
geter/Stucky 1983). 
Präzisierung der Komplexität von Beziehungstypen 
Eine 1 :N-Beziehung zwischen den Objekttypen K U N D E und T E I L sagt zunächst nichts 
darüber aus, ob von jedem Kunden wenigstens ein Teil bestellt werden muß. Umge-
kehrt ist aus dem Modell nicht ersichtlich, ob Teile, die nicht von wenigstens einem 
Kunden bestellt sind, auftreten können. Durch die Einführung des Komplexitäts-
grades comp (a, ß) kann ein Beziehungstyp präzisiert werden (vgl. Abbildung 3.44). 
Der Komplexitätsgrad gibt die Ober- und Untergrenzen der Anzahl von Beziehungs-
ausprägungen an und besagt, daß jedes Entity des Typs A an mindestens a und 
höchstens ß Beziehungsausprägungen vom Beziehungstyp b beteiligt ist. Im Falle 
einer 1:N-Beziehung mit dem Komplexitätsgrad (1, n) zwischen K U N D E und T E I L 
werden Kundendaten nur dann gespeichert, wenn von diesem mindestens ein Teil 
bestellt ist. Sollen Kundendaten auch dann gespeichert werden, wenn von diesen 
keine Bestellungen vorliegen, so kann der Komplexitätsgrad dahingehend präzisiert 
werden. Die 1:N-Beziehung erhält dann den Komplexitätsgrad (0, n). 
Abbildung 3.44: Komplexität von Beziehungstypen 
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Spezielle Beziehungstypen 
Von den Konstruktionsoperatoren Generalisierung, Aggregation und Gruppierung 
läßt sich in der Grundform des E R M nur die Aggregation darstellen. Eine Aggre-
gation erfolgt durch die Bildung von Beziehungstypen. So kann aus den Objekttypen 
K U N D E , T E I L und ZEIT der Beziehungstyp A U F T R A G konstruiert werden (vgl. Abbil-
dung 3.45). 
K U N D E T E I L 
Z E I T 
Abbildung 3.45: Aggregation 
Quelle: Scheer (1990 a) 
Der Beziehungstyp A U F T R A G enthält jeweils Teilinformationen der ursprünglichen 
Objekttypen K U N D E , TEIL und ZEIT. 
Die Konstruktionsoperatoren Generalisierung und Gruppierung lassen sich im E R M 
darstellen, wenn spezielle Beziehungstypen eingeführt werden. 
IS-A-Be- Eine IS_A-Beziehung dient zur Darstellung von Subtypen für zugehörige Entity-
ziehung typen. Für einen Entitytyp GESCHÄFTSPARTNER lassen sich beispielsweise die Sub-
(Subtyp) typen K U N D E und LIEFERANT bilden (vgl. Abbildung 3.46). 
GESCHÄFTSPARTNER 
Abbildung 3.46: 1S_A-Beziehung 
In der dargestellten IS_A-Beziehung kommt zum Ausdruck, daß ein Lieferant (bzw. 
ein Kunde) dem Entitytyp GESCHÄFTSPARTNER und auch dem Entitytyp LIEFERANT 
(bzw. K U N D E ) angehört. Mit einer IS_A-Beziehung kommt die Konstruktionsope-
ration der Generalisierung und Spezialisierung zum Ausdruck. 
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Eine Beziehung, bei der ein Entitytyp einem anderen Entitytyp hierarchisch unter-
geordnet ist, läßt sich im E R M durch eine 1:N-Beziehung ausdrücken (vgl. Abbil-
dung 3.47). 





Abbildung 3.47: Hierarchische Beziehung 
(1:N-Beziehung) 
Wird von der dargestellten 1:N-Beziehung gefordert, daß ein Arbeitsplatz nur dann 
existiert, wenn er eindeutig einer Abteilung zugeordnet werden kann, so besteht eine 
Existenzabhängigkeit bzw. eine echte hierarchische Beziehung. Mi t einer hierarchi-
schen Beziehung läßt sich die Bildung von Gruppen bzw. die Konstruktionsoperation 
der Gruppierung darstellen. 
Mit dem E R M und den zusätzlich eingeführten Erweiterungen des Modells lassen 
sich sowohl applikationsorientierte als auch unternehmensweite Datenstrukturen 
darstellen. Da die Gestaltung betrieblicher Informations- und Kommunikationssy-
steme eine funktionsübergreifende und einheitliche Datenhaltung erfordert, wird 
dem Entwurf von unternehmensweiten Datenstrukturen zunehmende Bedeutung 
beigemessen. Unternehmensweite Datenstrukturen werden auch als Unternehmens-
datenmodelle bezeichnet. 
h) Entwurf konzeptioneller Datenstrukturen 
auf Unternehmensebene 
Grundsätzlich lassen sich für den Entwurf unternehmensweiter Datenstrukturen 
zwei Vorgehensweisen unterscheiden. 
(1) Konstruktion von Teilmodellen und deren Synthese zu einem Gesamtmodell. 
(2) Typenmäßige Festlegung von groben, möglichst unternehmensweiten Daten-
strukturen und schrittweise Verfeinerung des Modells durch die Bildung von 
Subtypen. 
Bei der ersten Vorgehensweise wird zunächst eine Funktionsanalyse vorgenommen. 
Durch eine schrittweise Verfeinerung von Unternehmensfunktionen inTeilfunktionen 
erfolgt eine Zerlegungeines komplexen Systems in Teilsysteme. Die Konstruktion der 
Daten beginnt bei überschaubaren Teilfunktionen. Der stufenweisen Analyse des 
Funktionsentwurfs folgt eine Synthese des Datenentwurfs. Der Datenentwurf geht 
von einfachen Grundbegriffen aus. Daraus werden dann komplexe Strukturen von 
Objekt- und Beziehungstypen entwickelt. 
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Bei der zweiten Vorgehensweise erfolgt ein Top-Down-Entwurf (vgl. Scheer 1988, 
1990a, 1991). Im ersten Schritt wird ein Modell für das gesamte Unternehmen mit 
sehr abstrakten Objekt- und Beziehungstypen festgelegt. Die Leistungserstellung und 
deren marktliche Verwertung kann beispielsweise durch die Entitytypen P R O D U K -
TIONSFAKTOREN, LEISTUNGEN und GESCHÄFTSPARTNER dargestellt werden. Der Lei-
stungserstellungsprozeß wird durch den Beziehungstyp FERTIGUNGSVORSCHRIFT 
beschrieben. Die Geschäftsbeziehungen zwischen Leistungen und der Außenwelt 
eines Unternehmens werden durch den Beziehungstyp GESCHÄFTSBEZIEHUNGEN dar-




Abbildung 3.48: Unternehmensweite Datenstrukturen mit abstrakten Objekt- und 
Beziehungstypen 
Quelle: Scheer (1988) 
Zur Verfeinerung des Modells werden die abstrakten Objekttypen durch die Bildung 
von Subtypen bzw. durch Spezialisierung zunehmend konkretisiert. Der Objekttyp 
GESCHÄFTSPARTNER wird beispielsweise in den Objekttyp K U N D E und den Objekttyp 
LIEFERANT aufgeteilt. Im Zuge der Spezialisierung müssen Beziehungstypen häufig 
neu festgelegt werden. Zwischen den Objekttypen LIEFERANTEN und FREMDBEZOGENE 
LEISTUNGEN werden beispielsweise die differenzierten Beziehungstypen GESCHÄFTS-
BEZIEHUNGEN und BESCHAFFUNGSAUFTRÄGE eingeführt. Zur Darstellung von Ereig-
nissen, die im Zeitablauf erfolgen, wird zusätzlich der Entitytyp ZEIT eingeführt. 
BESCHAFFUNGSAUFTRÄGE bilden somit eine Beziehung zwischen LIEFERANTEN, FREMD-
BEZOGENEN LEISTUNGEN und ZEIT. Beziehungstypen, die mit anderen Beziehungs-
typen in Verbindung stehen, können als Objekttypen „uminterpretiert" werden. Dies 




Abbildung 3.49: Unternehmensweite Datenstrukturen nach einer Spezialisierung 
Quelle: Scheer (1988) 
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Der Prozeß der schrittweisen Spezialisierung endet, wenn zur Problemlösung hinrei-
chend konkrete Objekt- und Beziehungstypen erreicht sind. 
Im Gegensatz zu den konstruktiven Methoden, bei denen aus einfachen Grundbe-
griffen komplexe Objekt- und Beziehungstypen entworfen werden, erfolgt beim 
Top-Down-Verfahren eine Zerlegung komplexer Objekt- und Beziehungstypen. Das 
Top-Down-Verfahren erfordert zu Beginn des Entwurfsprozesses ein höheres Ab-
straktionsniveau als dies bei einer stufenweisen Synthese erforderlich ist. 
Mit einem Unternehmensdatenmodell lassen sich sowohl die datenmäßigen Verflech-
tungen zwischen unterschiedlichen Funktionen eines Unternehmens als auch die 
Verflechtungen zwischen unterschiedlichen Ebenen der Informationsverarbeitung er-
kennen. Die Datenstrukturierung ist somit von zentraler Bedeutung für die Schaf-
fung integrierter Informations- und Kommunikationssysteme. 
i) Umsetzung konzeptioneller Datenstrukturen 
in das Schema eines Datenmodells 
Der Entwurf von sachlogischen bzw. konzeptionellen Datenstrukturen erfolgt zu-
nächst auf abstrakter Ebene und ohne Bezug zu bestimmten Datenmodellen oder 
konkreten Datenbanksystemen. Nach dem Entwurf der konzeptionellen Datenstruk-
turen müssen die Objekte und Beziehungen in das Schema eines Datenmodells (vgl. 
zu den Datenmodellen Abschnitt j) umgesetzt werden (vgl. Abbildung 3.50). 
Logische Datenstrukturen 
Netzwerkmodell Relationales M o d e l l 
Abbildung 3.50: Umsetzung der logischen Datenstrukturen in formale 
Anforderungen eines Datenmodells 
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Im nächsten Schritt werden die Konstrukte des Datenmodells in ein konkretes 
Datenbanksystem umgesetzt. Dabei fließen zusätzliche technische und organisatori-
sche Anforderungen ein, die sich aus der geplanten Nutzung der Daten ergeben. 
Solche Anforderungen beziehen sich beispielsweise auf Schnittstellen zu bestehenden 
Systemen, Datenschutz und Datensicherheit, Verteilung der Datenbestände und Lei-
stungsverhalten einer Datenbank. Zur Implementierung des konzeptionellen Sche-
mas eines bestimmten Datenbanksystems wird dem Datenbankadministrator eine 
Datendefinitionssprache (Data-Description-Language, D D L ) zur Verfügung gestellt. 
Damit werden die Datenstrukturen so formuliert, wie sie im verwendeten Daten-
banksystem verarbeitet werden können. 
j) Datenmodelle 
Mit der Wahl des Datenmodells ist die grundsätzliche Struktur einer Datenbank 
festgelegt. Ein Datenmodell läßt sich allgemein durch eine Menge von Objekttypen, eine 
Menge von Operatoren und durch Integritätsregeln beschreiben (vgl. Date 1990). Ob-
jekttypen bilden die Basiseinheiten des Datenmodells. Die Operatoren sind Werk-
zeuge zur Manipulation der Objekttypen. Mit den Integritätsregeln werden Anfor-
derungen formuliert, deren Einhaltung zu jedem Zeitpunkt einen gültigen Zustand 
der Datenbank, gemäß dem unterlegten Datenmodell, sicherstellt. 
Betrachtet man die Entwicklung der Datenverarbeitung - vor allem auf dem Gebiet 
der Datenspeicherung und der Datenmodellierung - so stellt man fest, daß es bei den 
derzeit existierenden Datenbanksystemen drei typische Arten von Datenmodellen 
gibt. Dies sind hierarchische, netzförmige und relationale Datenmodelle. 
Das hierarchische Datenmodell 
Das hierarchische Datenmodell ist das älteste Modell zur Strukturierung von Daten. 
Das Datenmodell orientiert sich stark an den Möglichkeiten der physischen Daten-
speicherung. Eine Trennung der verschiedenen Ebenen nach dem ANSI-SPARC-
Modell ist daher nur bedingt erkennbar. Zur Modellierung eines logischen Schemas 
stellt das hierarchische Datenmodell Entitytypen (zumeist als Segmente bezeichnet) 
und hierarchische Beziehungstypen zur Verfügung. Datenbeziehungen werden in Form 
eines hierarchischen Baumes dargestellt. Auf der obersten Hierarchiestufe, der soge-
nannten Wurzel eines Baumes, darf genau ein Entitytyp auftreten. Alle anderen 
Entitytypen, die sich nicht auf der obersten Hierarchiestufe befinden, müssen genau 
einen Vorgänger aufweisen. Die übergeordneten Entities werden als Owner oder 
Parent bezeichnet, während untergeordnete Entities als Member oder Child bezeich-
net werden. Zwischen einem Owner und einem Member steht immer eine 1:N-
Beziehung. Alle Entitytypen, mit Ausnahme der Wurzel, können somit nur einen 
einzigen Owner, aber mehrere Members besitzen (vgl. Abbildung 3.51). 
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Abbildung 3.51: Beispiel einer hierarchischen Struktur 
Die Beziehungen im hierarchischen Modell werden teils durch die Datensegmente, 
teils durch hierarchische Unterordnung dargestellt. Der Zugriff zu einem Datensatz 
verläuft im hierarchischen Datenmodell nur über einen und genau einen Zugriffspfad 
entlang der hierarchischen Stufen der Objekttypen. Der Einstiegspunkt für die Daten-
abfrage erfolgt immer über die Wurzel des Baums. 
Anwendungs- Das hierarchische Datenmodell eignet sich sehr schlecht zur Modellierung von kom-
möglichkeiten plexen Beziehungstypen. Eine Darstellung von N:M-Beziehungen kann nur durch 
Inkaufnahme von Redundanz erfolgen. Im angeführten Beispiel steht ein Lieferant in 
einer 1:N-Beziehung zu dem Entitytyp T E I L . Dies bringt zum Ausdruck, daß ein 
Lieferant in seinem Lieferangebot mehrere Teile führt. In der 1:N-Beziehung zwi-
schen Lieferant und Teil wird unterstellt, daß ein Teil nur von einem Lieferanten 
geliefert wird. Dies ist jedoch i . d. R. nicht der Fall. Vielmehr wird ein Teil häufig von 
vielen Lieferanten geliefert. Tritt ein Teil in unterschiedlichen Beziehungszusammen-
hängen auf, so muß der Datensatz „Teil4' in einer anderen Hierarchie erneut auftreten 
und formal als anderer Satztyp behandelt werden. Durch die daraus entstehende 
Redundanz ergeben sich erhöhter Speicherplatzbedarf und Probleme bei der Pflege 
der Datenbank, sogenannte Konsistenzprobleme. Ferner ergeben sich bei der An-
wendung dieses Modells Probleme, wenn z. B. nicht der Lieferant, sondern ein 
Lagerplatz oder einTeil Ausgangspunkt einer Anfrage ist (z. B. eine Anfrage nach den 
Lieferanten eines Teiles). 
Das Netzwerkdatenmodell 
Grundlage für das Netzwerkdatenmodell sind vor allem die Arbeiten der C O D A S Y L 
(Conference on Data Systems Languages) D B T G (Data Base Task Group). Struk-
turelemente des Netzwerkdatenmodells sind Entities und Entitytypen sowie spezielle 
Beziehungstypen, nämlich 1:N-Beziehungen. In der Terminologie von Netzwerk-
datenmodellen werden Entities als Records und Entitytypen dementsprechend als 
Recordtypen bezeichnet. 
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Ein Record typ wird durch seinen Namen und seine Attribute beschrieben. Weiterhin 
kann ihm ein Primärschlüssel zugeordnet werden. Die 1:N-Beziehungen werden im 
Netzwerkmodell als Settypen bezeichnet. Ein Settyp wird auf der konzeptionellen 
Ebene durch den Namen des Ownertyp und den Namen des Membertyp beschrieben. 
Mit dem Netzwerkmodell versucht man, die Nachteile der hierarchischen Daten-
modelle dadurch auszugleichen, daß ein Member mehrere Owner aufweisen darf. Ein 
Recordtyp kann somit sowohl mehrere übergeordnete Vorgänger als auch mehrere 
untergeordnete Nachfolger besitzen. 
Ein Lieferant hat in seinem Lieferangebot unterschiedliche Teile, die, sofern sie bereits 
geliefert wurden, jeweils an mehreren unterschiedlichen Lagerpositionen gelagert 
sind. Für einen Lieferanten sind mehrere Ansprechpartner erfaßt, z. B. Ansprech-
partner der Reparaturabteilung, der Warenausgangsabteilung, der Bestellannahme 
etc. Die einzelnen Teile besitzen neben dem Owner Lieferant nun überdies den Owner 
Warengruppe. Jedes Teil wird genau einer Warengruppe, die jeweils mehrere Teile 
ähnlicher Ausprägung umfaßt, zugeordnet (vgl. Abbildung 3.52). 
Abbildung 3.52: Netzwerkdatenmodell 
Wie im hierarchischen Modell sind auch im Netzwerkmodell nur 1:N-Beziehungstypen 
zugelassen. Dieser Nachteil kann im Netzwerkmodell jedoch durch die Verwendung 
von sogenannten Kettrecords aufgefangen werden. Mi t Hilfe dieser Konstrukte kann 
eine N:M-Beziehung zwischen zwei Recordtypen durch Aufspaltung in eine 1 : M - und 
eine 1:N-Beziehung „simuliert" werden. Der Kettrecord ( A U F T R A G ) ist dabei das 
verbindende, an den beiden Beziehungselementen beteiligte Konstrukt (vgl. Abbil -
dung 3.53b). 
L I E F E R A N T 
N 
T E I L 
M 
Abbildung 3.53a: N:M-Beziehung zwischen L I E F E R A N T und T E I L 
359 
L I E F E R A N T 
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Abbildung 3.53 b: Auflösung einer N:M-Beziehung in eine 1:N- und eine 
1:M-Beziehung mit Hilfe des Kettrecords A U F T R A G 
Eine Datenabfrage ist nicht nur über einen einzigen Einstiegspunkt möglich, sondern 
es können - wenn definiert - auch andere Einstiegspunkte benutzt werden. Der 
Zugriffspfad zu einem bestimmten Entity ist daher nicht mehr eindeutig. Wie im 
hierarchischen Datenmodell sind auch im Netzwerkmodell die Verknüpfungen der 
Objekttypen explizit festgelegt. Datenbankbenutzer müssen diese Verknüpfungs-
struktur vollständig kennen, um auf ein Entity zugreifen zu können. Bei der Daten-
manipulation in einer Netzwerkdatenbank muß der Benutzer den Zugriffspfad für 
jeden gewünschten Record angeben. Als Folge der fest vorgegebenen Zugriffspfade 
ergeben sich - wie auch beim hierarchischen Datenmodell - schnelle Datenzugriffe. 
Anwendungs- Die vorwiegende Eignung von hierarchischen Datenbanken und Netzwerkdaten-
möglichkeiten modellen liegt bei Routineanwendungen, die auf vordefinierten und relativ stabilen 
Datenstrukturen beruhen und aufgrund großer Datenmengen schnelle Zugriffszeiten 
erfordern. 
Das relationale Datenmodell 
Das relationale Datenmodell wurde erstmals von Codd (1970) formuliert. Es stellt 
Betriebswirt- derzeit das am häufigsten verwendete Datenmodell dar. Infolge seiner großen Fle-
schaftliche xibilität ist es für betriebswirtschaftliche Anwendungen besonders geeignet. Verschie-
Relevanz denartige Anwendungen, die eine Datenbasis als gemeinsame Grundlage besitzen, 
können gleichermaßen unterstützt werden. 
Das Modell beruht auf der Relationentheorie und damit auf genau festgelegten 
mathematischen Grundlagen. Das einzig benötigte Strukturelement zur Erstellung 
eines Datenmodells ist die Relation. Im mathematischen Sinne versteht man unter 
einer Relation jede Teilmenge des kartesischen Produktes über eine oder mehrere 
Domänen. Eine Relation läßt sich auch als eine Menge vonTupeln auffassen, wobei 
die Tupel in einer Tabelle dargestellt werden können (vgl. Abbildung 3.54). 
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Abbildung 3.54: Relation T E I L mit den Attributen T E I L _ N R , T E I L _ N A M E , 
W A R E N G R U P P E , TEIL_PREIS 
Im relationalen Datenmodell werden Entities durch Relationen bzw. zweidimensio-
nale Tabellen dargestellt. Die Zeilen einer Tabelle werden als Tupel bezeichnet. Ein 
Tupel entspricht im Entity-Relationship-Modell einem Entity. Jedes Tupel muß einen 
Schlüssel besitzen, mit dem es identifiziert werden kann (Primärschlüssel). Die 
Attribute einer Relation werden in den Spalten dargestellt. Für die jeweiligen Attri-
bute einer Relation ist ein Wertebereich, die sog. Domäne gegeben. 
Aus der Definition einer Relation lassen sich eine Reihe von Eigenschaften für 
Relationen ableiten: 
1. Es gibt keine zwei Tupel in einer Relation, die identisch zueinander sind, d. h. die 
Zeilen einer Tabelle sind paarweise verschieden. 
2. Die Tupel einer Relation unterliegen keiner Ordnung, d. h. die Reihenfolge der 
Zeilen ist irrelevant. 
3. Die Attribute einer Relation unterliegen keiner Ordnung, d. h. das Tauschen der 
Spalten verändert die Relation nicht. 
4. Die Werte der Attribute von normalisierten Relationen sind atomar, d. h. in jedem 
Datenfeld steht nur ein Wert. 
5. Die Spalten einer Tabelle sind homogen, d. h. alle Werte in einer Spalte sind vom 
gleichen Datentyp. 
Das Relationenmodell erlaubt die Veränderung von Werten in der Relation. Es kön-
nen Tupel hinzugefügt, gelöscht oder verändert werden. Das Schema einer Relation 
mit dem Relationsnamen, den Attributen und Domänen muß vor der Anwendung 
gegeben sein. 
Beziehungen zwischen Relationen werden nicht über fest vorgegebene Verbindungen, 
sondern dynamisch über die Werteausprägungen der Elemente der Tupel, d. h. über 
Datenfelder der Relationen hergestellt. Da es im relationalen Datenmodell nur Re-
lationen gibt, müssen bei der Modellierung sowohl Entities als auch Beziehungen 
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durch Relationen dargestellt werden. Zur Datenmanipulation werden im relationa-
len Datenmodell Operationen zugrundegelegt, die ganze Relationen ansprechen. 
Dabei lassen sich mengenorientierte und relationale Operationen unterscheiden. 
Mengenorientierte Operationen 
Mengenorientierte Operationen verknüpfen jeweils zwei Relationen miteinander und 
erzeugen als Ergebnis immer eine neue Relation. Da Relationen der mathematischen 
Mengendefinition entsprechen, können die aus der Mengenlehre bekannten Opera-
tionen „Vereinigung", „Durchschnitt" und „Differenz" auf Relationen angewendet 
werden. 
Vereinigung Die Vereinigung von zwei Relationen ist die Menge aller Tupel, die entweder zu einer 
(union) der beiden Relationen oder zu beiden Relationen gehören. Als Ergebnis einer Ver-
einigung von zwei Relationen ergibt sich eine neue Relation, die aus den formal 
gleichen Attributen besteht wie die vereinigten Relationen. 
Differenz Die Differenz zweier Relationen enthält die Tupel der ersten Relation, die nicht auch 
(difference) in der zweiten Relation enthalten sind. 
Durchschnitt Der Durchschnitt einer Relation ergibt eine Relation, die genau die Tupel beinhaltet, 
(intersect) die sowohl in der ersten Relation als auch in der zweiten Relation enthalten sind. 
Bei der Anwendung mengenorientierter Operationen müssen die Eingaberelationen 
zueinander vereinigungskompatibel sein. 
Die mengenorientierten Operationen seien anhand der Relationen K U N D E und L I E -
F E R A N T illustriert. Durch die Bildung der Vereinigungsmenge ( K U N D E union L I E F E -
R A N T ) entsteht eine Relation, die alle Tupel enthält, die in der Relation K U N D E oder in 
der Relation L I E F E R A N T notiert sind. Alle Duplikate werden automatisch gelöscht. 
Durch die Bildung der Differenz zwischen der Relation K U N D E und der Relation 
L I E F E R A N T ( K U N D E difference L I E F E R A N T ) entsteht eine Relation, die alle Kunden 
enthält, welche nicht zugleich Lieferanten sind. 
Die Bildung der Durchschnittsmenge der Relationen K U N D E und L I E F E R A N T ( K U N D E 
intersect L I E F E R A N T ) ergibt eine Ergebnismenge, in der alle Kunden enthalten sind, 
die zugleich Lieferanten sind. 
Relationale Operationen 
Bei den relationalen Operationen unterscheidet man zwischen „Selektion", „Projek-
Projektion tion" und „Join". Mittels einer Projektion werden „vertikale" Teilmengen gebildet. 
Von den Tupeln der Eingaberelation werden nur die in der Projektion enthaltenen 
Attribute angegeben (vgl. Abbildung 3.55). 
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Abbildung 3.55: Projektion auf die Attribute T E I L _ N A M E und 
W A R E N G R U P P E 
Mit einer Selektion werden Tupel, also Zeilen, aus einer Tabelle ausgewählt. Das Selektion 
Ergebnis einer Selektion ist eine „horizontale" Teilmenge der Eingangsrelation (vgl. 
Abbildung 3.56). Die Tupel der Ausgaberelation müssen einer in der Selektion for-
mulierten Bedingung genügen. 
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Abbildung 3.56: Selektion von Tupeln 
Mittels einer Verbindung (Join) kann eine neue Tabelle, also eine neue Relation, Verbindung 
erzeugt werden, in der alle Attribute der beiden Eingangsrelationen enthalten sind, 
die einer der Operation beigefügten Bedingung genügen. 
Datenbanksysteme für das relationale Datenmodell besitzen eine sog. Query-Lan-
guage (Abfragesprache), die i . d. R. auf dem sog. Relationenkalkül basiert. Die 
Operationen dieses Kalküls werden vom System in die skizzierten mengenorientier-
ten und relationalen Operationen übersetzt. Mit diesen Operationen ist ein Benutzer in 
der Lage - ohne Kenntnis einer speziellen Programmiersprache - Auswertungen und 
Suchanfragen in einem relationalen Datenbanksystem vorzunehmen. Die Daten-
bankanfragen können dadurch sehr effektiv und doch einfach formuliert werden. Ein 
Benutzer muß dabei keine Kenntnis über Speichertechnik oder Zugriffspfade besit-
zen, um mit dem Modell arbeiten zu können. Die interne Ebene bleibt dem Benutzer 
vollkommen verborgen. Mit der Verwendung von relationalen Datenbanken ist es 
möglich, daß Benutzer über eine leicht erlernbare Syntax spontane Abfragen an das 
Datenbanksystem stellen können, ohne besondere Kenntnisse über Datenbanktech-
niken zu besitzen (vgl. Schlageter/Stucky 1983). Dies ist eine sehr wichtige Voraus-
setzung für die flexible, arbeitsplatznahe Nutzung von Datenbanken zur Informa-
tionsversorgung im Industriebetrieb. 
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k) Normalformenlehre 
Mit den Regeln der Normalisierung wurde von Codd (1970) ein Grundstein für die 
Lehre der Datenstrukturierung für relationale Datenbanken gelegt. Ziel der Norma-
lisierung ist es, die Struktur einer Datenbank so zu gestalten, daß die technische 
Verarbeitung von Daten vereinfacht wird und unerwünschte Abhängigkeiten bzw. In-
konsistenzen beim Einfügen, Löschen und Ändern von Daten vermieden werden. Da 
dieses Ziel für die Verwaltung änderungsintensiver betriebswirtschaftlicher Massen-
daten einen hohen Rang hat, soll die Normalisierung als wichtiges Hilfsmittel der 
Datenstrukturierung etwas ausführlicher vorgestellt werden. 
Der Prozeß der Normalisierung beginnt mit einer gegebenen Menge von Relationen, 
wobei zwischen normalisierten und „unnormalisierten" Relationen unterschieden 
wird. (Genau genommen ist die Bezeichnung „unnormalisierte Relation" nicht zu-
lässig, da eine Tabellendarstellung eines Objekts bzw. einer Beziehung nur dann als 
Relation bezeichnet wird, wenn sie normalisiert ist.) Für alle „unnormalisierten" 
Relationen erfolgt ein schrittweiser Zerlegungsprozeß, bei dem die „unnormalisier-
ten" Relationen ohne Informationsverlust in einfachere und redundanzärmere 
Relationen aufgespalten werden. 
Eine Relation wird dann als „unnormalisiert" bezeichnet, wenn an einem Kreuzungs-
punkt von Zeile und Spalte mehr als ein Wert vorkommen kann. Anders ausgedrückt 
bedeutet dies, daß jedes Attribut eines konkreten Objekts zu einem Zeitpunkt nur 
einen Wert annehmen kann. 
„Gegeben" sei beispielsweise die „unnormalisierte" Relation mit dem Namen D O -
Z E N T (vgl. Abbildung 3.57). 
Relation: D O Z E N T 
D O Z E N T N R D O Z E N T _ N A M E D O Z E N T O R T I N S T I T U T _ N R I N S T I T U T _ N A M E 
4019 M ü l l e r M ü n c h e n a l theor. Mathematik 
0042 D o l i M ü n c h e n a2 angew. Mathematik 
5000 A d a m Berl in a l theor. Mathematik 
H Ö R E R _ N R H Ö R E R _ N A M E H Ö R E R _ O R T K U R S _ N A M E K U R S . D A U E R 
8001 K a r l M ü n c h e n Analysis 4 
8432 Hube r M ü n c h e n Algebra 4 
8556 Bayr H o f Numerik 2 
8432 Hube r M ü n c h e n Analysis 4 
Abbildung 3.57: „Unnormalisierte Relation" D O Z E N T 
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Mit der Relation D O Z E N T soll folgender Sachverhalt zum Ausdruck gebracht werden: 
Ein Dozent wird durch die Dozentennummer ( D O Z E N T _ N R ) identifiziert und be-
sitzt als problemrelevante Attribute den Dozentennamen ( D O Z E N T J N A M E ) und 
den Wohnort (DOZENT_ORT). Ein Dozent ist an genau einem Institut beschäftigt. 
Ein Institut wird durch Institutsnummer ( INSTITUT_NR) und Institutsnamen 
( INSTITUT_NAME) dargestellt. Jeder Dozent unterrichtet Hörer in unterschied-
lichen Kursen mit fester Kursdauer. Hörer werden durch Hörernummer 
(HÖRER_NR), Hörername (HÖRER.NAME) und Wohnort (HÖRER_ORT) re-
präsentiert. Ein Hörer kann mehrere Kurse besuchen. Kurse werden durch die 
Angabe des Kursnamens ( K U R S _ N A M E ) und Kursdauer ( K U R S J D A U E R ) be-
schrieben. 
Die Relation D O Z E N T ist unnormalisiert, weil die Attribute H Ö R E R J N R , 
HÖRERJNAME, HÖRER_ORT, K U R S _ N A M E und K U R S _ D A U E R des Ob-
jekts mit Dozentennummer „0042" mehrfache Wertausprägungen besitzen. Da die 
„unnormalisierte" Relationsform in ihren Attributen z. T. mehrfache Wertausprä-
gungen aufweist, ergeben sich verschiedene Nachteile. Zum einen ist die technische 
Verarbeitung kompliziert, da Objekte mit variabler Länge entstehen. Zum anderen 
können beim Einfügen, Löschen und Ändern von Daten sogenannte Anomalien und 
Inkonsistenzen auftreten. Diese DV-technischen Nachteile sowie die Einfüge-, Lösch-
und Änderungsanomalien lassen sich vermeiden, wenn Relationen geeignet struktu-
riert bzw. normalisiert werden. Eine „unnormalisierte" Relation ist derart aufzuspal-
ten, daß die Attribute aller Objekte nur einfache Wertausprägungen besitzen. 
Eine Relation befindet sich in erster Normalform, wenn für jedes Attribut die zugehörige Definition der 
Domäne eine einfache Menge, d. h. eine Menge von atomaren Werten ist. Dies bedeutet, ersten 
daß jeder Kreuzungspunkt von Zeilen und Spalten nur einen Wert besitzen darf. Die Normalform 
Attribute einer normalisierten Relation dürfen also keine Relationen, d. h. mehrstel-
lige Mengen sein. Zur Erreichung der ersten Normalform werden mehrfache Wert-
ausprägungen einer Zeile in einfache Wertausprägungen in mehrere Zeilen transfor-
miert. Durch die Transformation entsteht im Beispiel eine zweite Zeile mit der 
Dozentennummer „0042" (vgl. Abbildung 3.58). Für die transformierte Relation 
bildet die Dozentennummer (DOZENT_NR) nunmehr keinen eindeutigen Primär-
schlüssel. Durch die Hinzunahme weiterer Attribute (HÖRER_NR und 
K U R S _ N A M E ) wird ein neuer zusammengesetzter Primärschlüssel gebildet. Mit 
diesem zusammengesetzten Primärschlüssel ( D O Z E N T _ N R , H Ö R E R _ N R und 
K U R S _ N A M E ) kann jedes Tupel der Relation D O Z E N T - I N F eindeutig identifiziert 
werden. 
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Relation: D O Z E N T - I N F 
D O Z E N T N R D O Z E N T _ N A M E D O Z E N T _ O R T I N S T I T U T _ N R I N S T I T U T _ N A M E 
4019 Mül le r M ü n c h e n a l theor. Mathemat ik 
0042 D o l i M ü n c h e n a2 angew. Mathemat ik 
0042 Doli München a2 angew. Mathematik 
5000 A d a m Berlin a l theor. Mathemat ik 
H Ö R E R N R H Ö R E R _ N A M E H Ö R E R _ O R T K U R S N A M E K U R S . D A U E R 
8001 K a r l M ü n c h e n Analysis 4 
8432 Huber M ü n c h e n Algebra 4 
8556 Bayr H o f Numer ik 2 
8432 Huber M ü n c h e n Analysis 4 
Abbildung 3.58: Relation in 1. Normalform 
Mit der ersten Normalform werden variabel lange Sätze vermieden, nicht jedoch die 
möglichen Änderungs-, Einfüge- und Löschanomalien. Änderungsanomalien können 
im Beispiel dadurch auftreten, daß der Ort des Dozenten mit der Nummer „0042" 
mehrmals in der Relation vorkommt. Ändert sich die Anschrift dieses Dozenten, so 
ist die gesamte Relation zu durchsuchen. Die entsprechenden Einträge müssen dar-
aufhin abgeändert werden, da ansonsten aufgrund unterschiedlicher Adressinforma-
tionen logische Inkonsistenzen entstehen. Einfügeanomalien können sich beispiels-
weise ergeben, weil keine Kursteilnehmer in die Relation aufgenommen werden 
können, solange kein Dozent festgelegt ist. Eine Löschanomalie ergibt sich in der 
vorliegenden Relation beispielsweise, wenn der Hörer „Karl" den Kurs „Analysis" 
beendet hat, da beim Löschen des Tupels mit der Dozentennummer „4019" auch 
sämtliche Informationen über den Dozenten „Müller" verschwinden. Durch weitere 
Stufen der Normalisierung lassen sich die Anomalien weitgehend reduzieren bzw. 
vermeiden. 
Die zweite Normalform liegt vor, wenn neben den Bedingungen der ersten Normal-
form noch alle Nicht-Schlüsselattribute einer Relation vom Primärschlüssel der 
Relation voll funktional abhängig sind. Als Primärschlüssel wird dabei die minimale 
Kombination von Attributen bezeichnet, durch deren Wertausprägungen ein be-
Funktionale stimmtes Objekt eindeutig identifiziert wird. Ein Attribut B ist von einem Primär-
Abhängigkeit Schlüssel (Attribut A) funktional abhängig, wenn von jedem Attributwert A direkt auf 
den Attributwert B geschlossen werden kann. Gegeben sei eine Relation mit dem 
Primärschlüssel D O Z E N T . N R und dem beschreibenden Attribut DO-
Z E N T . N A M E (vgl. Abbildung 3.59). Das Attribut D O Z E N T . N A M E ist funktio-
nal abhängig von D O Z E N T . N R , wenn von jedem Wert des Attributes DO-
Z E N T . N R unmittelbar auf den Namen eines Dozenten, also auf den Wert des 








D O Z E N T _ N R 
(Attribut A) 
Abbildung 3.59: Funktionale Abhängigkeit 
D O Z E N T _ N A M E 
(Attribut B) 
Das Attribut D O Z E N T _ N R determiniert das Attribut D O Z E N T _ N A M E. Die 
funktionale Abhängigkeit ist in aller Regel nicht umkehrbar. In der gegebenen Re-
lation D O Z E N T - I N F könnte beispielsweise ein Dozentenname mehrfach vorkommen. 
In der ersten Normalform der Relation D O Z E N T - I N F bestehen folgende funktionale 
Abhängigkeiten (vgl. Abbildung 3.60). 
Relation: D O Z E N T - I N F 
DOZENT- DOZENT- DOZENT- INSTITUT- INSTITUT- HÖRER- HÖRER- HÖRER- KURS- KURS-





(fa = funktional abhängig) 
Abbildung 3.60: Funktionale Abhängigkeiten in der Relation D O Z E N T - I N F 
Relationen, die in erster, aber nicht in zweiter Normalform sind, werden in mehrere 
Relationen aufgespalten. Dabei werden jene Attribute, die von Teilschlüsseln funk-
tional abhängig sind, zusammen mit diesen Teilschlüsseln in getrennten Relationen 
zusammengefaßt (vgl. Abbildung 3.61). In diesen abgespaltenen Relationen - im 
Beispiel D O Z E N T - 2 N F und H Ö R E R - werden die determinierenden Attribute der ur-
sprünglichen Relation zu Primärschlüsseln. Die determinierenden Attribute verblei-
ben zugleich in der ursprünglichen Relation ( D O Z E N T - H Ö R E R - K U R S ) als „Verbin-
dungsglieder" zu den abgespaltenen neuen Relationen. (Formal: Sei eine Relation R 
mit den Attributen A , B, C gegeben und gelte, daß C funktional abhängig von A ist 
(A -> C), dann wird die Relation R (A, B, C) aufgespalten in die Relationen R' (A, B) 
und R" (A, C)). Diese „Verbindungsglieder" werden auch als Fremdschlüssel bezeich- Fremd-
net. Unter einem Fremdschlüssel versteht man ein Attribut oder die Kombination Schlüssel 
von mehreren Attributen, die in wenigstens einer anderen Relation Primärschlüssel 
ist. 
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Relation: D O Z E N T - 2 N F 
D O Z E N T _ N R D O Z E N T _ N A M E D O Z E N T _ O R T I N S T I T U T _ N R I N S T I T U T _ N A M E 
4019 Mül l e r M ü n c h e n a l theor. Mathemat ik 
0042 D o l i M ü n c h e n a2 angew. Mathemat ik 
5000 A d a m Berlin a l theor. Mathemat ik 
Relation: H Ö R E R Relation: K U R S 
H Ö R E R _ N R H Ö R E R _ N A M E H Ö R E R . O R T 
8001 K a r l M ü n c h e n 
8432 Huber M ü n c h e n 
8556 Bayr H o f 
K U R S . N A M E K U R S _ D A U E R 
Analysis 4 
Algebra 4 
Numer ik 2 
Relation: D O Z E N T _ H Ö R E R _ K U R S 
D O Z E N T _ N R H Ö R E R N R K U R S _ N A M E 
4019 8001 Analys is 
0042 8432 Algebra 
0042 8556 Numer ik 
5000 8432 Analys is 
Abbildung 3.61: Relationen in 2. Normalform 
Definition der Eine Relation ist in zweiter Normalform, wenn sie in erster Normalform ist und jedes 
zweiten Nicht-Primärschlüsselattribut der Relation voll funktional abhängig vom Primärschlüs-
Normalform sei der Relation ist. Eine Relation in zweiter Normalform zeigt hinsichtlich des 
möglichen Auftretens von Anomalien eine wesentliche Verbesserung im Vergleich zur 
Relation erster Normalform. In dem gegebenen Beispiel lassen sich nun auch Do-
zenten ohne Lehrverpflichtung abspeichern. Zudem werden Speicheranomalien re-
duziert, weil mehrere Dozenten mit gleicher Dozentennummer oder mehrere Hörer 
mit gleicher Hörernummer nicht in die Relationen aufgenommen werden können. 
Die zweite Normalform reicht jedoch nicht aus, um alle Anomalien der skizzierten 
Art auszuschließen. Für die Attributkombination INSTITUT_NR und 1NSTI-
T U T _ N A M E sind auch in der Relation DozENT-2NFÄnderungs- und Einfügeano-
malien möglich. Zudem können in dieser Relation auch Löschanomalien auftreten. 
Mit der dritten Normalform lassen sich auch diese Anomalien vermeiden. 
Transitive Zur Erreichung der dritten Normalform sind die transitiven Abhängigkeiten zwi-
Abhängigkeit sehen Attributen einer Relation zu eliminieren. Ein Attribut C ist transitiv abhängig 
von einem Attribut A, wenn ein Attribut B von Attribut A funktional abhängig ist und 
das Attribut C funktional abhängig von Attribut B ist. 
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(Attribut A) (Attribut B) (Attribut C) 
D O Z E N T -
N U M M E R 
D O Z E N T -
N A M E 
D O Z E N T -
O R T 
I N S T I T U T - I N S T I T U T -
N U M M E R N A M E 
ì I f t funktional abhängig funktional abhängig 
transitiv abhängig 
Abbildung 3.62: Transitive Abhängigkeit 
In der Relation D O Z E N T - 2 N F ist der Institutsname transitiv von der Dozentennum-
mer abhängig (vgl. Abbildung 3.62). Zur Transformation der Relation D O Z E N T - 2 N F 
in die dritte Normalform sind alle transitiv abhängigen Attribute der Relation zu 
eliminieren und gemeinsam mit den Attributen, von denen sie funktional und nicht 
transitiv abhängig sind, in eine eigene Relation aufzunehmen. Der Primärschlüssel 
der neuen Relation wird das determinierende Attribut. Die Verbindung der beiden 
Relationen wird über das in der ursprünglichen Relation verbleibende determinie-
rende Attribut hergestellt (vgl. Abbildung 3.63). 
Eine Relation ist in dritter Normalform, wenn sie sich in zweiter Normalform befindet 
und jedes Nicht-Primärschlüsselattribut der Relation nicht transitiv abhängig ist vom 
Primärschlüssel. Mit der dritten Normalform lassen sich Speicheranomalien verhin-
dern. Es können im Beispiel keine Institutsnamen mit unterschiedlichen Instituts-
nummern in die Relationen aufgenommen werden. 
Im Zuge der Normalisierung werden unerwünschte Abhängigkeiten bei den Opera-
tionen Löschen, Ändern und Einfügen vermieden und Relationen erzeugt, die eine 
hohe Änderungsflexibilität besitzen. Inzwischen sind auch weitere Normalformen 
(optimale dritte Normalform sowie vierte und fünfte Normalform) entwickelt wor-
den, die jedoch von nachrangiger Bedeutung sind. 
Die Anwendung der Normalformenlehre setzt voraus, daß zu Beginn des Normali-
sierungsprozesses Ausgangsrelationen gegeben sind. Eine Auseinandersetzung mit 
betriebswirtschaftlichen Sachverhalten erfolgt lediglich vor dem formalen Prozeß der 
Normalisierung. Die Normalformenlehre dient somit dazu, vorliegende Datenstruktu-
ren zu analysieren und sinnvoll zu strukturieren. Sie stellt jedoch keine geeignete 
Konstruktionsmethode für den Entwurf von Datenstrukturen dar (vgl. Martin 1987). 
Für den Entwurf sachlogischer Datenstrukturen ist es möglich, den ERM-Ansatz mit 
der Normalformenlehre zu kombinieren. Der Konstruktionsprozeß wird dabei mit 
Hilfe des ERM-Ansatzes vorgenommen. Mit der Normalformenlehre lassen sich die 
dabei erzeugten Relationen im Hinblick auf unnormalisierte Strukturen prüfen und 
gegebenenfalls neue Entity- und Beziehungstypen bilden. 
Sowohl für den Konstruktionsprozeß als auch für den Normalisierungsprozeß gibt es 





Relation: D O Z E N T - 3 N F Relation: I N S T I T U T 
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Relation: H Ö R E R Relation: K U R S 
H Ö R E R _ N R H Ö R E R J N A M E H Ö R E R _ O R T K U R S _ N A M E K U R S J D A U E R 
8001 K a r l M ü n c h e n Analysis 4 
8432 Huber M ü n c h e n Algebra 4 
8556 Bayr H o f Numerik 2 
Relation: D O Z E N T _ H Ö R E R _ K U R S 
D O Z E N T . N R H Ö R E R _ N R K U R S N A M E 
4019 8001 Analysis 
0042 8432 Algebra 
0042 8556 Numer ik 
5000 8432 Analysis 
Abbildung 3.63: Relationen in 3. Normalform 
3. Technische Infrastrukturen der elektronischen 
Datenübertragung und der Kommunikation 
Zur Bewältigung der Anforderungen, die ein Industriebetrieb an die Übertragung 
von Daten, Texten, Bildern und Sprache stellt, sind ausgebaute Infrastrukturen der 
elektronischen Datenübertragung und Kommunikation erforderlich. 
Viele Grundstrukturen und Basiskomponenten des Datenaustausches und der tech-
nischen Kommunikation sind sowohl bei öffentlichen Netzen als auch bei privaten 
Rechnernetzen (z. B. lokalen Netzen und digitalen Nebenstellenanlagen) zu finden. 
Bevor spezifische Ausprägungen und Merkmale einzelner Netzinfrastrukturen be-
trachtet werden, sind zunächst allgemeine Grundstrukturen und Basiskomponenten 
von Rechnernetzen und Kommunikationssystemen aufzuzeigen. 
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a) Komponenten von Datenübertragungs- und 
Kommunikationssystemen 
Von einem Kommunikationssystem wird im Kontext des technisch gestützten Daten- Kommunika-
oder Informationsaustausches dann gesprochen, wenn mehrere voneinander unab- tionssystem 
hängige Datenstationen über einen Datenübertragungsweg miteinander verbunden 
sind. Diese Sichtweise basiert auf dem syntaktischen, nachrichtentechnischen Kom-
munikationsmodell von Shannon/Weaver (1949) (vgl. S. 253). Die Kapazität eines 
Übertragungsmediums wird in bit/s gemessen. Je nach eingesetzter Übertragungs-
technik reicht die Übertragungskapazität von einigen Tausend bit/s (z. B. Telefon) bis 
zu mehreren Millionen bit/s (z. B. Kabelfernsehen). 
Eine Datenstation besteht aus einer Datenübertragungseinrichtung und einer Daten-
endeinrichtung. Als Datenendeinrichtungen kommen beispielsweise Datensichtgerä-
te, Mikrocomputer, Drucker und Plotter oder spezielle Ein- und Ausgabegeräte in 
Betracht. Die Datenübertragungseinrichtungen, als Bestandteile des Transport-
systems, übernehmen Funktionen zur Steuerung, Synchronisation und Fehlerbe-
handlung bei der Datenübertragung. Zu den Funktions- oder Komponentengruppen 
von Kommunikationssystemen lassen sich neben dem Transportsystem und den Kom-
munikations- oder Datenendgeräten auch die Netzanwendungen oder Kommunika-
tionsdienste rechnen. 
Technische Realisation von Transportsystemen 
Aus der Sicht eines Netzteilnehmers, der an einer End-zu-End-Verbindung interes-
siert ist, stellt dasTransportsystem eines Rechnernetzes i . d. R. eine black-box dar, die 
sich auch als „Netzwolke" charakterisieren läßt (vgl. Abbildung 3.64). 
Abbildung 3.64: Schematische Darstellung eines Rechnernetzes mit Transport-
system und Teilnehmeranschlüssen 
Quelle: Franck (1986) 
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o 
Teilnehmer A Q 
O 
Teilnehmer B 
Abbildung 3.65: Mögliche netzinterne Realisierung einer Kommunikations-
beziehung 
Quelle: Franck (1986) 
Das Transportsystem ermöglicht - je nach Netzausprägung - den Datenaustausch 
mit einem oder mehreren gewünschten Partnern. Neben dem eigentlichen Transport-
medium umfaßt es i . d. R. auch Netzknoten zur Verbindung von Teilnetzen, so daß 
eine logische oder physische End-zu-End-Verbindung entstehen kann (vgl. Abbil-
dung 3.65). Zudem umfaßt das Transportsystem Hardware- und Softwaresysteme zur 
Durchführung von komplexen Netzmanagementfunktionen. Dabei muß es für das 
Transportsystem Verfahren und Algorithmen geben, die festlegen, über welche der 
möglichen Verbindungen ein bestimmter Kommunikationswunsch realisiert wird 
(Routing-Verfahren). Häufig wird das Transportsystem mit diesen Funktionen und 
Komponenten auch vereinfacht als Netz oder Netzwerk bezeichnet. 
Transport- oder Übertragungsmedien 
Als Transport-oder Übertragungsmedien können verdrillte Kabel, Koaxial- und Glas-
faserkabel oder Funkverbindungen verwendet werden. Für das derzeitige Telefonnetz 
werden verdrillte Kabel eingesetzt. Diese weisen jedoch gegenüber dem Koaxialkabel 
eine höhere Störanfälligkeit, geringere Abhörsicherheit und eine relativ niedrige 
Übertragungsrate auf. Bei Glasfaserkabeln werden die zu übertragenden elektrischen 
Signale in Form von Lichtsignalen übertragen. Glasfaser wird aufgrund der hohen 
Übertragungsraten zumeist für Übertragungsstrecken mit sehr hohen Kapazitäts-
anforderungen eingesetzt. Mit Koaxial- und Glasfaserkabeln ist es möglich, das 
Frequenzspektrum in unterschiedlich breite Teilbänder bzw. Kanäle aufzuteilen. Die 
Übertragungskapazität eines Mediums kann also auf mehrere Übertragungskanäle 
und damit auf unterschiedliche Nutzungs- oder Kommunikationsarten verteilt wer-
den. Einzelne Kanäle lassen sich auch zu einem leistungsfähigeren Kanal zusammen-
fassen. 
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Basisband- und Breitbandübertragung 
Bei der Basisband-(Schmalband-)technik wird das gesamte genutzte Frequenzspek-
trum für die Übertragung der Signale eines einzigen Übertragungskanals verwendet 
(z. B. Telefonnetz). Werden bei einem Übertragungsverfahren mehrere schmalbandi-
ge Übertragungskanäle mit unterschiedlichen Trägerfrequenzen auf ein gemeinsames 
Übertragungsmedium moduliert, so spricht man von einer Breitbandübertragung. Die 
Breitbandübertragung ermöglicht ausreichende Übertragungskapazität für die Be-
wegtbildkommunikation. 
Netztopologien 
Die physikalische Struktur innerhalb einer „Netzwolke", d. h. die Struktur, die sich aus 
Netzknoten, Übertragungsmedien und Datenstationen ergibt, wird als Topologie eines 
Netzes bezeichnet. Bei den Netztopologien lassen sich grundsätzlich Stern-, Ring-, 
Bus- und vermaschte Strukturen unterscheiden (vgl. Abbildung 3.66). 
Bei einer Sterntopologie verläuft jede Kommunikation über eine zentrale Instanz, an die Stern-
alle anderen Knoten direkt angeschlossen sind. Bei einem Verbindungsaufbauwunsch topologie 
richtet diese Instanz eine Verbindung zwischen den Kommunikationspartnern ein. 
Da die Netzkontrolle von einer zentralen Instanz ausgeht und jede Kommunikation 
über diese Instanz führt, sind besondere Vorkehrungen zu treffen, um die Wahr-
scheinlichkeit einer Überlastung oder gar eines Ausfalls dieses zentralen Knotens so 
gering wie möglich zu halten. Aufgrund der zentralen Struktur sind Sternnetze 
i. d. R. einfach zu verwalten. Auch der Anschluß weiterer Stationen an ein Sternnetz 
ist meist problemlos. Die Sterntopologie wird vielfach für Fernsprech-, Ortsvermitt-
lungs- und Telefonnebenstellenanlagen sowie für HOST-Systeme bzw. für zentrale 
Rechnersysteme mit vielen Terminalanschlüssen eingesetzt. 
Bei einer Busstruktur sind alle Stationen an ein durchgehendes gemeinsames Übertra- Bustopologie 
gungsmedium angeschlossen. Ein geeignetes Zugangsprotokoll muß deshalb dafür 
sorgen, daß zu jedem Zeitpunkt höchstens eine Station senden kann. Für den Emp-
fang von Nachrichten hört die Anschlußeinrichtung eines jeden Teilnehmers das 
Übertragungsmedium ab und reicht alle Nachrichten mit der eigenen Adresse an die 
angeschlossene Station. Die Bustopologie ist besonders bei lokalen Netzen (siehe 
unter Abschnitt g) sehr verbreitet. Mehrere Bussegmente können durch geeignete 
Koppler auch zu baumförmigen Netzstrukturen zusammengeschlossen werden. 
Bei einer Ringtopologie ist jede Station mit einem Vorgänger und einem Nachfolger Ringtopologie 
direkt verbunden. Die Übertragung erfolgt in einer vorgegebenen Senderichtung von 
einer Station zur nächsten. Die Stationen eines Ringnetzes sind über sog. Ring-
koppler an das Netz angeschlossen. Von diesen Koppelelementen werden zentrale 
Ringfunktionen realisiert, wie Empfang, Verstärkung, Einspeisung von Daten und 
Entnahme von nicht mehr benötigten Daten. Weiterhin gehört die Herstellung von 
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(a) Stern (b) Bus 
(c) Baum (d) Ring 
Abbildung 3.66: Netztopologien 
Quelle: Franck (1986) 
Umgehungszuständen, wenn Stationen nicht aktiv sind, zu ihren Aufgaben. Ring-
topologien werden häufig für lokale Netze (siehe unter Abschnitt g) eingesetzt. 
Vermaschtes Bei einem vermaschten Netz ist jeder Knoten im Netz mit mindestens zwei, in der Regel 
Netz aber mit mehreren anderen Knoten verbunden. In einem vermaschten Netz entstehen 
redundante Datenwege, so daß bei Überbelastung oder Ausfall eines Übertragungs-
weges alternative Übertragungswege durch geeignete Routingverfahren festgelegt 
werden können. Weitverkehrsnetze basieren zumeist auf unregelmäßig vermaschten 
Netztopologien, wobei die konkrete Netzstruktur wesentlich von geographischen 
Bedingungen (z. B. Lage von Ballungszentren) abhängig ist. Bei einem vollständig 
vermaschten Netz ist jeder Knoten mit jedem anderen Knoten verbunden. Damit 
wird eine Vermittlung zwischen Netzknoten überflüssig. Da jedoch die notwendige 
Anzahl von Verbindungen in Abhängigkeit von der Zahl der angeschlossenen Teil-
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nehmer rasch ansteigt, ist eine solche Vernetzung unter Kostenaspekten nur in 
Ausnahmefällen (z. B. im Falle von Echtzeitanwendungen bei der Prozeßautomati-
sierung) anzutreffen. 
Vermittlungsnetze versus Verteilnetze (Rundfunknetze) 
Kommunikationsnetze unterscheiden sich hinsichtlich ihrer Möglichkeiten, wechsel-
seitige Kommunikationsbeziehungen zwischen unterschiedlichen Teilnehmern aufzu-
bauen. Bei Verteilnetzen wird jede Übertragung von allen angeschlossenen Stationen 
„mitgehört". Die aus dem Vielfachzugang zu den Teilnehmern resultierende Kom-
munikationsart wird auch als Mehrpunktkommunikation, Rundfunkkommunika-
tion oder Massenkommunikation bezeichnet. 
Bei Vermittlungsnetzen erfolgt ein gezielter Aufbau einer Verbindung zwischen zwei 
oder mehreren Kommunikationspartnern. Diese Kommunikationsart, bei der eine sog. 
Punkt-zu-Punkt-Verbindung zwischen den Datenstationen entsteht, ist derzeit die Individual-
vorherrschende Kommunikationsart bei kabelgestützten Netzen. Man bezeichnet kommuni-
diese Kommunikationsart auch als Individualkommunikation. kation 
Nach dem Kriterium der Betriebsmittelnutzung kann bei Vermittlungsnetzen zwi-
schen Leitungsvermittlung und Speichervermittlung unterschieden werden. Bei Lei- Leitungsver-
tungsvermittlung wird zwischen den Datenstationen für die Dauer ihrer Verbindung ein mittlung 
durchgehender physikalischer Übertragungsweg aufgebaut und zur exklusiven Nutzung 
bereitgestellt. Die Technik der Leitungsvermittlung wird z. B. beim derzeit noch be-
stehenden analogen Telefonnetz und bei dem von der Deutschen Bundespost betrie-
benen Datex-L-Netz eingesetzt. 
Bei einer Speichervermittlung wird zwischen den Datenstationen keine physische Ver- Speicherver-
bindung hergestellt. Es erfolgt also auf den unteren Protokollebenen keine trans- mittlung 
parente Übertragung der Daten zwischen den Datenstationen. In den Übertragungs-
weg von speichervermittelten Netzen sind Vermittlungseinheiten eingeschaltet, 
welche die zu übertragenden Daten Zwischenspeichern, bevor sie weitergeleitet bzw. 
beim Empfänger abgeliefert werden. 
In Abhängigkeit von den Dienstleistungen für Netzteilnehmer lassen sich bei spei-
chervermittelten Netzen verbindungslose und verbindungsorientierte Dienste unter-
scheiden. Der Verbindungsbegriff bezieht sich dabei auf eine logische oder virtuelle 
Verbindung zwischen den Kommunikationspartnern. Bei verbindungsorientierter Verbindungs-
Kommunikation wird vor dem Datentransport eine logische Verbindung zwischen den orientierte 
Kommunikationspartnern aufgebaut. Diese Verbindung kann mit Hilfe von sog. Ver- Kommuni-
bindungstabellen hergestellt werden, die sich in den einzelnen Netzknoten befinden kation 
und die aktuell gültigen (und häufig auch günstigsten) Verbindungen festhalten. 
Nach dem Aufbau einer logischen Verbindung können Daten ausgetauscht werden, 
wobei die einzelnen Datenpakete nicht jeweils mit einer Sender- und Empfänger-
adresse versehen werden müssen. Bei verbindungsorientierten Paketvermittlungssy-
stemen ist auch ein paralleler Betrieb mehrerer Verbindungen über einen Netzan-
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Schluß möglich. Das Datex-P-Netz der Deutschen Bundespost ist ein verbindungs-
orientiertes Paketnetz. 
Im Unterschied zu verbindungsorientierten Netzen brauchen verbindungslose Netze 
vor dem Datenaustausch keinen virtuellen Verbindungsaufbau. Die zu übertragenden 
Daten müssen jeweils mit vollen Absender- und Empfängeradressen versehen sein 
und können unmittelbar (spontan) an das Transportsystem übergeben werden. Die zu 
transportierenden Datenblöcke werden auch als Datagramme bezeichnet. Verbin-
dungslose Paketvermittlungsnetze werden deshalb Datagrammnetze genannt. Die 
Datagrammtechnik findet v. a. bei lokalen Netzen Anwendung. 
b) Öffentliche Netze 
In der Bundesrepublik Deutschland liegt der Betrieb von öffentlichen Telekommuni-
kationsnetzen i . d. R. im Zuständigkeitsbereich der Deutschen Bundespost. 
Als öffentliche Vermittlungsnetze sind derzeit das Fernsprechnetz sowie das integrierte 
Text- und Datennetz (IDN) nutzbar. Das dienstintegrierende digitale Fernmeldenetz 
ISDN (Integrated Services Digital Network) befindet sich derzeit im Aufbau. Dar-
über hinaus werden auch Versuche mit dem breitbandigen Netz BIGFON (Breitban-
diges Integriertes Glasfaser Ortsnetz) und dem Videokonferenznetz unternommen. 
Das Fernsprechnetz ist derzeit noch häufig durch analoge Übertragungstechnik und 
elektromechanische Vermittlungstechnik gekennzeichnet. Neben den leitungsvermit-
telten Übertragungsstrecken gehören zum Fernmeldenetz auch bestimmte Funk-
netze. Das Fernmeldenetz dient vorwiegend der Sprachübermittlung, es kann aber 
auch zur Übertragung von Texten und Daten verwendet werden. 
Der überwiegende Teil der Text- und Datenübertragung im Bereich öffentlicher Netze 
erfolgt über das integrierte Text- und Datennetz (IDN). Beim IDN handelt es sich um 
ein digitales Nachrichtennetz, das in gemeinsamen Einrichtungen Text- und Datennetze 
zusammenfaßt. Das I D N stellt einen Zusammenschluß des Gentexnetzes (nicht-
öffentliches Netz für den Telegrammdienst), des Telexnetzes, des Datex-L-Netzes, des 
Datex-P-Netzes und des Direktrufnetzes mit Festverbindung unter Nutzung gemein-
samer Übertragungs- und Vermittlungseinrichtungen dar. IDN umfaßt zudem auch 
Telegrafenstromwege, internationale, digital geführte Mietleitungen und internatio-
nale Festverbindungen. 
Mit der schrittweisen Einführung des ISDN wird das analoge Telefonnetz auf digitale 
Übertragung umgestellt und um neue Dienste erweitert. Dienste, die bislang über das 
Telefonnetz und das I D N abgewickelt wurden, können im ISDN integriert werden. 
ISDN basiert auf einem digitalen leitungsvermittelten Netz. 
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ISDN ermöglicht neben der Sprach-, Text- und Datenübertragung auch eine Bewegt-
bildübertragung. Diese ist in der gegenwärtigen Ausbaustufe allerdings nur mit 
Einschränkungen möglich. Ein weiterer Vorteil liegt darin, daß an einen Teilnehmer-
anschluß bis zu acht verschiedene Endgeräte angeschlossen werden können. 
Telekommunikationsnetze, die Datenstationen in verschiedenen geographischen WAN 
Regionen miteinander verbinden, werden als Wide Area Networks (WANs) oder 
Fernnetze bezeichnet. 
c) Kommunikationsendgeräte 
Kommunikationsendgeräte bilden die Schnittstelle für den Benutzer einer kommu-
nikationstechnischen Infrastruktur. Je nach Funktionsumfang können bei Endgerä-
ten Einzeldienst- und Mehrdienstgeräte unterschieden werden. Ein Einzeldienstend-
gerät sieht nur die Nutzung eines einzigen Dienstes vor, wie z. B. Fernsprechen ohne 
Zusatzfunktionen. Mehrdienstendgeräte ermöglichen die Nutzung mehrerer Einzel-
dienste mit einem Endgerät (z. B. Fernsprechen, Telefax und Bildschirmtext). Als 
wichtige Funktions- und Leistungsmerkmale von Endgeräten sind beispielsweise Ver-
sende-, Speicher- und Retrievalfunktion sowie verschiedene Wahl- oder Selektions-
funktionen für angeschlossene Teilnehmer zu nennen. 
d) Kommunikationsdienste 
Kommunikationsdienste sind Leistungen, die auf Netzen angeboten werden und 
über die bloße Datenübertragung hinausgehen. Träger der Dienste können neben der 
Deutschen Bundespost Telekom auch private Anbieter sein. Abbildung 3.67 führt die 
wesentlichen Dienste und ihre Zuordnung zu den Netzen an. 
e) Integrationstendenzen 
Kennzeichnend für die aktuelle Entwicklung in der Telekommunikation ist die Ten-
denz zur technischen Integration. Eine Integration erfolgt dabei sowohl für die 
Kommunikationsnetze als auch für Dienste und Endgeräte (vgl. Abbildung 3.68). 
Die Netzintegration im öffentlichen Bereich erfolgt durch eine Weiterentwicklung Netz-
und Zusammenführung der schon bestehenden Netze. Im Zuge der Einführung des integration 
dienstintegrierenden digitalen Fernmeldenetzes ISDN wird über die Digitalisierung 
des Fernsprechnetzes der Zusammenschluß mit dem I D N vollzogen. In einer weiteren 
Ausbaustufe der öffentlichen Netze soll ISDN zu einem breitbandigen Kommuni-
kationsnetz erweitert werden. Das breitbandige ISDN soll schließlich mit dem 
breitbandigen Verteilnetz für Fernseh- und Hörfunkdienste zu einem integrierten 
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Abbildung 3.67: Formen der Telekommunikation im Überblick 
Quelle: Rcichwald (1990a) 
Bislang ist in öffentlichen Diensten eine Kombination von Sprach-, Text-, Daten- und Integration 
Bildkommunikation nur in Ausnahmefällen möglich. Mit der Integration von Dien- von Diensten 
sten und der Einführung neuer Dienste soll erreicht werden, daß gleichzeitig mehrere 
unterschiedliche Kommunikationsinhalte, unter Verwendung einheitlicher Proze-
duren, bearbeitet und übertragen werden können. Die ersten Stufen der Dienst-
integration erfolgen durch die Schaffung von Dienstübergängen. Damit wird 
erreicht, daß die Teilnehmer eines Dienstes (z. B. Teletex) nicht nur untereinander, 
sondern auch mit Teilnehmern anderer Dienste (z. B. Telex, Telefax oder Bildschirm-
text) kommunizieren können. Eine weitere Form der Dienstintegration besteht in der 
Zusammenführung unterschiedlicher Kommunikationsdienste zu einem Dienst 
(Hybrid-Dienst, z. B. Textfax als geplanter Dienst). Integrierte Dienste sind bislang 
nur im privaten Bereich bei integrierten Bürosystemen realisiert (Straßburger 1990). 
Die Integration von Endgeräten vollzieht sich parallel zur Integration von Netzen Integration 
und Diensten. Auf der Grundlage von Teletex-Geräten und Telefax-Geräten werden von 
beispielsweise Textfax-Geräte entwickelt. Personal Computer ermöglichen unter Ver- Endgeräten 
wendung von Steckkarten oder mittels softwaremäßiger Anpassung den Zugang zu 
verschiedenen Telexdiensten mit einer einheitlichen Arbeitsplatzausstattung. 
In der B R D war bis zur Reform der Telekommunikationsordnung (vgl. Regierungs- Neuordnung 
kommission im Fernmeldewesen, 1987) im Jahre 1990 die Deutsche Bundespost der der Telekom-
alleinige Anbieter von Telekommunikationsdiensten. Seit der Neuordnung sind für munikation 
alle Dienste mit Ausnahme der Sprachkommunikation auch private Dienstanbieter 
zugelassen. Private Anbieter können mit Netzdiensten, die auch als Mehrwertdienste 
oder als VANS (Value Added Network Services) bezeichnet werden, in Konkurrenz 
zur Bundespost Telekom treten. Die Mehrwertdienste unterstützen hauptsächlich 
Anwendungen der Bürokommunikation. Neben Netzdiensten sind auch Endgeräte 
für private Anbieter freigegeben. Allein für den Netzbetrieb hat die Deutsche Bun-
despost auch nach der Neuordnung der Telekommunikation das Monopol. Ausge-
nommen von diesem Monopol sind bestimmte Funk- und Satellitennetze. 
0 Rechnernetze und Rechnerverbundsysteme 
Von Rechnernetzen wird im allgemeinen dann gesprochen, wenn es sich bei mehreren der 
verwendeten Datenendeinrichtungen (Datenstationen) um selbständige Rechner han-
delt. Die Kommunikation zwischen den einzelnen Rechnern bzw. den Rechnerkno-
ten erfolgt über den Austausch von Nachrichten mit Hilfe von vereinbarten 
Protokollen. 
Rechnernetze können sowohl auf der Grundlage lokaler Netze als auch auf der Basis Funktionen 
öffentlicher Telekommunikationsnetze betrieben werden. Neben diesem Kommuni- von Rechner-
kationsverbund können Rechnernetze auch eine Reihe anderer Funktionen erfüllen. netzen 
In einem sogenannten Lastverbund kann die Abwicklung von gleichartigen Aufgaben 
auf mehrere Stellen verteilt werden. Wird von einem System eine dynamische Last-
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Abbildung 3.68: Integrationsentwicklungen in der Telekommunikation 
Quelle: Reichwald 
eines Rechners werden dessen Aufgaben von einem anderen Rechner übernommen. 
Ein Funktions- oder Geräteverbund liegt dann vor, wenn unterschiedliche Aufgaben 
auf spezialisierte Rechner oder gemeinsam genutzte Geräte verteilt sind. Schließlich 
kann ein Rechnerverbund die Nutzung gemeinsamer und auch räumlich verteilter 
Datenbestände (Datenverbund) ermöglichen. 
Systeme für verteilte Datenbanken, Last- und Funktionsverbunde auf Anwender- Verteilte 
ebene werden auch als verteilte Systeme bezeichnet. Verteilte Systeme erscheinen dem Datenver-
Benutzer gegenüber als homogene Verarbeitungssysteme. Dem Benutzer bleibt be- arbeitung 
wüßt verborgen, wo die angebotene Funktionalität des Systems erbracht wird. 
Verteilte Datenverarbeitung wird häufig von lokalen Rechnernetzen und Kommu-
nikationssystemen realisiert. 
g) Lokale Netze 
Lokale Netze (Local Area Networks, L A N ) sind spezifische Ausprägungen von 
Kommunikations- und Rechnernetzen. Viele der Grundstrukturen und Basiskom-
ponenten von öffentlichen Kommunikationssystemen finden auch bei lokalen Net-
zen ihre Anwendung. L A N s und die damit verbundenen Besonderheiten dieser Netze 
sind aus spezifischen internen Kommunikationsanforderungen von Organisationen 
entstanden. Diese Anforderungen stammen sowohl aus dem Bereich der Büroauto-
matisierung als auch aus der Produktionsplanung und Fertigungssteuerung. LANs 
ermöglichen die Kommunikation zwischen mehreren unabhängigen Datenstationen in 
einem begrenzten geographischen Gebiet. Mit lokalen Netzen lassen sich Entfernun-
gen von einigen hundert Metern bis zu wenigen Kilometern überbrücken. Aufgrund 
der geringen geographischen Ausdehnung und der Qualität der Übertragungsein-
richtungen lassen sich mit L A N s relativ hohe Übertragungsraten (10 Mbit/s bis 
100 Mbit/s) bei sehr geringen Übertragungsfehlerraten erreichen. In dieser Hinsicht 
sind L A N s traditionellen Fernnetzen überlegen. 
Kennzeichnend für L A N s ist auch eine relativ hohe Flexibilität und Anschlußdyna-
mik. Technische Veränderungen des Netzes wie z. B. Erweiterung, Ausbau und 
Anschluß neuer Geräte oder Verlegung von Terminalanschlüssen lassen sich bei 
L A N s i . d. R. relativ einfach durchführen. Häufig dienen L A N s der gemeinsamen 
Nutzung von verteilten Betriebsmitteln. Dezentrale Arbeitsplatzrechner können über 
L A N s teuere Ein- und Ausgabemedien wie z. B. Zeichengeräte oder Laserdrucker 
gemeinsam nutzen. Bei geeigneter Unterstützung seitens der verwendeten Betriebs-
systeme lassen sich mit lokalen Netzen auch verteilte Anwendungen und verteilte 
Datenbanken realisieren. 
Bei lokalen Netzen werden im wesentlichen Stern-, Ring- und Bustopologien ver-
wendet. Als Übertragungsmedien dienen Kupferkabel, Koaxialkabel und Lichtwel-
lenleiter. 
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Zugriffs- Anders als bei öffentlichen Netzen liegt den meisten lokalen Netzen ein Übertra-
verfahren gungsmedium mit Vielfachzugriff zugrunde, d. h. alle angeschlossenen Stationen 
verwenden ein gemeinsames Übertragungsmedium. Da die Stationen um ein gemein-
sames Übertragungsmedium konkurrieren, entsteht ein spezifisches Koordinations-
problem. Für die Koordination des Vielfachzugriffs wurden spezifische Zugangsver-
fahren bzw. Zugangsprotokolle entwickelt. Für bus- oder baumförmige lokale Netze 
CSMA/CD- ist das CSMA/CD-Verfahren (Carrier Sense Multiple Access/Collison Detection) die 
Verfahren gebräuchlichste Zugangsregelung. Bei diesem Verfahren wird das gemeinsame Über-
tragungsmedium von allen Stationen permanent abgehört, so daß sendewillige 
Stationen erfahren, wann das Übertragungsmedium belegt bzw. frei ist. Bei freiem 
Medium beginnen die Stationen zu senden. Dabei kann es zu Kollisionen kommen, 
wenn mehrere Stationen quasisimultan eine Übertragung beginnen. Da die Stationen 
auch nach Sendebeginn das Übertragungsmedium „abhören", können solche Kol l i -
sionen entdeckt werden. Bei auftretenden Kollisionen wird von allen beteiligten 
Stationen die Übertragung abgebrochen. Nach einer für jede Station einzeln zufalls-
gesteuerten Zeitspanne beginnen die Stationen erneut zu senden. 
Der produktiv nutzbare Kapazitätsanteil eines Übertragungsmediums ist von der 
Effizienz des Zugangsverfahrens abhängig. Beim CSMA/CD-Verfahren handelt es 
sich um ein zufallsgesteuertes Verfahren, bei dem die Produktivität des Mediums 
durch das Auftreten von Kollisionen gemindert wird. Mit steigender Verkehrslast 
nimmt die Wahrscheinlichkeit von Kollisionen zu. Das CSMA/CD-Verfahren zeich-
net sich dadurch aus, daß es bei geringer Verkehrslast zu geringen Übertragungszeiten 
führt. 
Token-Ring- Bei Ringtopologien wird vorwiegend dasToken-Ring-Zugangsverfahren verwendet. 
Zugangs- Bei diesem Verfahren kreist ein besonderes Steuerpaket bzw. ein Bitmuster im Ring. 
Verfahren Dieses Bitmuster, das auch als Token bezeichnet wird, dient der Reservierung des 
Übertragungsmediums für sendewillige Stationen, da nur die Station senden darf, die 
im Besitz des Tokens ist. Erhält eine Station ein unbelegtes Token, so wird das Token 
als belegt markiert und die zu sendenden Daten werden unmittelbar im Anschluß an 
das Token versendet. Nachdem die Nachricht den Ring einmal durchlaufen hat, wird 
sie von der sendenden Station entnommen. Danach erzeugt diese Station ein unbe-
legtes Token. Beim Tokenprinzip handelt es sich um ein deterministisches Zugangs-
verfahren. Der produktiv nutzbare Kapazitätsanteil des Übertragungsmediums ist 
unabhängig von der Verkehrslast. 
Digitale Als Alternative zu lokalen Netzen lassen sich für die organisationsinterne Kommu-
Telefonnehen- nikation auch digitale Telefonnebenstellenanlagen (PABX - Private Automatic 
stellenanlagen Branch Exchange) einsetzen. Damit lassen sich als sog. Inhouse-ISDN die Standards 
des öffentlichen ISDN realisieren. Da die Übertragungsleistung auf zwei Kanäle mit 
jeweils 64 KBit/s beschränkt ist, lassen sich digitale Nebenstellenanlagen nur begrenzt 
einsetzen, wenn die Übertragung großer Datenmengen in begrenztem Zeitraum (z. B. 
für Übertragung von Bewegtbildern) erforderlich ist. 
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h) Kopplung von Netzen 
Die vielfältigen Anforderungen, die in einem Industriebetrieb an die technische Über-
tragung von Texten, Bildern, Daten oder Sprache gestellt sind, erfordern zumeist die 
Kopplung verschiedener und häufig auch heterogener Kommunikationsinfrastruk-
turen (vgl. Abbildung 3.69). Auf der Ebene von einzelnen Funktionsbereichen 
werden vielfach gemeinsame Hardware- und Softwareressourcen mit Hilfe von lo-
kalen Netzen oder digitalen Nebenstellenanlagen bereitgestellt. Für die Abwicklung 
von funktionsübergreifenden und unternehmensweiten Aufgaben werden zumeist 
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Abbildung 3.69: Kopplung von Netzen 
Da neben dem organisationsinternen Datenaustausch auch immer mehr Außen-
beziehungen (Bestellung, Rechnungsstellung, Zahlung) mit Hilfe der Datenverarbei-
tung abgewickelt werden, kommt auch der Kopplung von privaten und öffentlichen 
Netzen zunehmende Bedeutung zu. Mit der Einführung von ISDN lassen sich bei-
spielsweise digitale Nebenstellenanlagen verbinden und verschiedene Dienste sowohl 
für die interne als auch für die organisationsübergreifende Kommunikation verwen-
den. 
Mit einer sogenannten Bridge (Brücke) lassen sich lokale Netze mit unterschiedlichen Kopplung 
Topologien und auch unterschiedlichen Zugriffsverfahren koppeln. lokaler Netze 
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Kopplung von Mit sogenannten Gateways können Netze gekoppelt werden, die über keine gemein-
lokalen und samen Protokolldefinitionen verfügen. So lassen sich beispielsweise lokale Netze mit 
öffentlichen öffentlichen Netzen koppeln. Dadurch können in einem lokalen Netz die Dienste der 
Netzen öffentlichen Netze bereitgestellt werden. Die Gateway-Funktionen werden dabei von 
einem speziellen Kommunikationsrechner im lokalen Netz übernommen. 
Verbindung Eine Kopplung verschiedener Rechnernetze kann auch mit Hilfe sogenannter Back-
von Netzen bone(Hintergrund)-Netze erfolgen. Die einzelnen Teilnetze bilden dabei die Knoten 
mit einem des Backbone-Netzes. A m Backbone-Netz können sowohl lokale als auch öffentliche 
Backbone- Netze angeschlossen sein. 
Netz 
i) Standardisierung im Bereich der Datenkommunikation 
Normen, Standards und Konventionen sind eine wesentliche Voraussetzung für eine 
offene Datenkommunikation. Im Bereich der Datenübertragung sind besonders zwei 
Gremien zu nennen, die sich für internationale Normen und Standards einsetzen. Das 
CCITT (Comité Consultatif International Télégraphique et Téléphonique) als Un-
terorganisation der U N O ist für den Bereich der öffentlichen Fernmeldedienste 
zuständig. Als Mitglieder in diesem Gremium sind alle nationalen Post- und Fern-
verwaltungen und Erbringer der öffentlichen Fernmeldedienste vertreten. Die für die 
Kopplung von nationalen Netzen und Diensten erforderlichen Festlegungen werden 
in sog. Empfehlungen (Recommendations) veröffentlicht, die dann für alle Mitglie-
der verbindlich sind. Für allgemeine Normen im Bereich der Datenverarbeitung ist die 
ISO (International Standards Organisation) zuständig. Jedes Mitgliedsland der ISO 
besitzt eine eigenständige Normungsinstitution, die für das jeweilige Land Normen 
festlegen kann. Im Zusammenhang mit lokalen Netzen ist zudem das IEEE (Institute 
of Electrical and Electronical Engineers) zu nennen. Diese Organisation hat grund-
legende Normen für L A N s entwickelt. 
Das OSI-Referenzmodell als Architekturmodell für offene Kommunikation 
Das OSI-Referenzmodell für offene Kommunikation (Open Systems Interconnec-
tion) wurde von der ISO als Norm verabschiedet und bildet heute das grundlegende 
Modell für internationale Normen und Festlegungen im Bereich der Rechnerkom-
munikation. Ziel des OSI-Referenzmodells ist es, einen allgemeinen Rahmen für die 
Kommunikation in verteilten Systemen zu definieren und konzeptionell zu beschrei-
ben. Im OSI-Modell werden keine Details der Implementierung festgelegt, sondern 
nur die funktionellen Schichten und das externe Verhalten der offenen Systeme 
definiert. Damit sollen die Voraussetzungen für eine offene Kommunikation zwi-
schen Teilnehmern an heterogenen Netzen geschaffen werden. 
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Die grundlegenden Netzkomponenten von Kommunikationssystemen sind End- Netz-
systeme, Teilnetze und Transitsysteme. Endsysteme sind jene Komponenten, die komponente 
einem Teilnehmer oder Netzverwalter den Zugang zum Kommunikationsnetz eröff- (System-
nen. Teilnetze bilden das Transportmedium von einem Partner zu einem anderen schnitt) 
Partner der Kommunikationsbeziehung. Der Übergang zwischen Teilnetzen wird mit 
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Abbildung 3.70: Das OSI-Referenzmodell 
(in Anlehnung an Tannenbaum 1989) 
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Im OSI-Referenzmodell werden die Kommunikationsfunktionen, wie sie in einem 
komplexen Netz erbracht werden müssen, nach dem Prinzip der Funktionsschich-
tung in sieben übereinander gelagerte Schichten unterteilt (vgl. Abbildung 3.70). 
Jede Schicht enthält eine genau definierte Menge von Funktionen, die in ihrer Ge-
samtheit der darüberliegenden Schicht wohldefinierte Dienste bereitstellen. Mit 
Ausnahme der untersten Schicht nimmt dabei jede Schicht die Dienste der darun-
terliegenden Schicht in Anspruch. Die oberste Schicht enthält die kommunizierenden 
Anwendungen und bietet, als Summe der Funktionen aller Schichten, dem Benutzer 
die volle Funktionalität des Kommunikationssystems. 
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Aktive Elemente, die innerhalb einer Schicht einen logisch abgeschlossenen Teil der 
Arbeit zur Erbringung eines Dienstes oder eines Teildienstes ausführen, werden als 
Instanzen bezeichnet. Mit Hilfe von Protokollen wird geregelt, wie der (horizontale) 
Informationsaustausch zwischen Instanzen derselben Ebene in verschiedenen End-
systemen erfolgt. Beim Informationsaustausch der Partnerinstanzen handelt es sich 
um eine logische Kommunikation. Der eigentliche Transport dieser Informationen 
erfolgt entlang der Funktionsschichten und über das Übertragungsmedium. 
Der Physikschicht (physical layer) obliegt die Aufgabe, Folgen von Bits (Binärziffern) 
über einen physischen Kanal transparent zu übertragen. Dazu werden Festlegungen 
über physische Netzkomponenten, wie Steckernormen und Übertragungsmedien, 
getroffen. Die Physikschicht übernimmt keine Sicherungsfunktionen, sondern sorgt 
lediglich für Herstellung, Unterhaltung und Abbau von ungesicherten Systemverbin-
dungen. 
Die Übermittlungsschicht (data link layer) hat die Aufgabe, gesicherte Systemverbin-
dungen herzustellen, d. h. Bitfolgen gegen Übertragungsfehler zu sichern, indem 
Verfahren zur Entdeckung und Korrektur oder Meldung von Übertragungsfehlern 
bereitgestellt werden. 
Aufgabe der Netzwerkschicht (network layer) ist es, einen geeigneten Datenpfad über 
das Transitsystem bereitzustellen und Daten zwischen zwei Kommunikationspartnern 
über ein ganzes Netz hinweg zu übertragen. Die Schicht muß dabei auch das Zusam-
menschalten von Teilnetzen unterschiedlicher Struktur und Technologie bewältigen 
und einen einheitlichen Vermittlungsdienst anbieten. Die Netzwerkschicht über-
nimmt u. a. auch Funktionen der Flußregelung, der Fehlererkennung und -behe-
bung, sowie der Segmentierung und Blockung von Benutzerdaten. 
Die Transportschicht (transport layer) stellt den Endsystemen eine End-zu-End-Kom-
munikation zur Verfügung. Die Schicht sorgt dabei für die Auswahl der Kommuni-
kationspartner innerhalb eines Endsystems und unterstützt die Kommunikation z. B. 
durch die Zerlegung längerer Nachrichten vor dem Transport und deren Zusammen-
setzung nach der Übertragung. 
Die unteren vier Schichten des Referenzmodells umfassen alle Transportfunktionen. 
Die Gesamtheit dieser Schichten wird deshalb auch als Transportsystem bezeichnet. 
Die oberen Schichten erfüllen anwendungsorientierte Funktionen, sie werden des-
halb als anwendungsorientierte Schichten (Anwendungssystem) bezeichnet. 
Die Sitzungsschicht (session layer), die auch als Kommunikationssteuerungsschicht 
bezeichnet wird, dient der Organisation und Synchronisation von kommunizierenden 
Prozessen zwischen den Teilnehmern. Es wird festgelegt, nach welchen Regeln ein 
Dialog und Datenaustausch ablaufen soll. Die Sitzungsschicht umfaßt dabei insbe-
sondere Funktionen für den Aufbau, die Durchführung und den Abbau von Sitzun-
gen sowie für eine koordinierte Wiederaufnahme der Übertragung nach Entdeckung 
eines Fehlers. 
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Computersysteme verwenden unterschiedliche Formatierungs- und Codierungsfor-
men für Texte und Daten. Die Darstellungs- oder auch Präsentationsschicht (presen-
tation layer) erfüllt Formatierungs- und Codierungsdienste zum effizienten Datenaus-
tausch wie z. B. Codeumwandlung, Datenkompression und -dekompression oder 
Verschlüsselung. 
Auf der Anwendungsschicht (application layer) werden Dienste und Leistungen bereit-
gestellt, die von den Anwendungsprozessen direkt in Anspruch genommen werden. Die 
Anwenderschicht unterstützt beispielsweise den Filetransfer oder Datenbankanwen-
dungen. Die Funktionen und Dienste der anwendungsorientierten Schichten sind 
bislang nicht umfassend definiert, so daß hier Ergänzungen durch die Praxis not-
wendig sind. 
Im OSI-Referenzmodell erfolgt eine vollständige Trennung zwischen Anwendungs-
und Kommunikationsfunktionen. Durch die Funktionsschichtung läßt sich die 
Komplexität der Datenübertragung nach dem Prinzip der schrittweisen Konkretisie-
rung leichter bewältigen. Zudem lassen sich - beispielsweise im Falle technologischer 
Neuerungen - die Komponenten zur Realisierung einzelner Schichten austauschen, 
ohne daß die übrigen Schichten davon betroffen werden. Durch die Bereitstellung 
einheitlicher und standardisierter Schnittstellen am Netzrand ergeben sich Anschluß-
möglichkeiten für Endgeräte beliebigen Fabrikats. 
Ergänzend zum Entwurf von Kommunikationsmodellen bemüht sich die ISO auch 
um die Standardisierung von Managementfunktionen in OSI-Systemen. In einem 
sog. „OSI-Management Framework" werden Funktionsmodelle, Organisations-
modelle und Informationsmodelle entwickelt, die den Netzbetreiber oder den Benut-
zer bei Planung, Organisation, Überwachung und Steuerung der Kommunikation in 
offenen Systemen unterstützen sollen (vgl. Rose 1989). 
Neben dem Architektur- und Managementmodell für offene Kommunikation wer-
den von der OSI auch anwendungsnahe Standards für den Datenaustausch festge-
legt, die auf der Anwendungsschicht des ISO-Modells aufsetzen. Das Datenformat 
EDI FACT (Electronic Data Interchange for Administration, Commerce and Trans-
port) beispielsweise wurde als internationale Norm verabschiedet und stellt derzeit 
Datenformate für Fakturierung, Bestellung, Lieferung, Zahlung u. a. bereit. Weiter-






M AP und T O P als Beispiele für herstellerbezogene Kommunikationsprotokolle 
Für die Belange der Fertigungsautomation und der Bürokommunikation wurden in 
den USA Projekte initiiert, die sich mit der Entwicklung von spezifischen Protokoll-
standards beschäftigen. Unter der Bezeichnung M A P (Manufacturing Automation 
Protocol) wird auf Initiative von General Motors ein Protokollstandard definiert, der 
die spezifischen Anforderungen einer Kommunikationsinfrastruktur im Fertigungs-
bereich erfüllt, so daß eine Vielfalt unterschiedlicher Maschinentypen verschiedener 
Hersteller fertigungstechnisch integriert werden kann. Analog zum MAP-Protokoll 
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für Fertigungsumgebungen werden im Rahmen von TOP (Technical and Office Pro-
tocol) Standards für die Bürokommunikation definiert. Das Projekt zur Entwicklung 
von TOP wurde von Boeing initiiert. Beide Protokollstandards werden so definiert, 
daß sie zum OSI-Referenzmodell konsistent sind. 
VI. Informations Wirtschaft als Integration von 
technischen und nicht-technischen Aspekten 
der Information und Kommunikation 
Die Spannweite der Informationswirtschaft ist sehr breit. Sie reicht von grundsätz-
lichen Fragen menschlichen Wissens und zwischenmenschlicher Verständigung über 
Probleme der Urteilsfindung, der Arbeitsteilung und Organisationsanalyse bis hin zu 
dem vielschichtigen Feld der Entwicklung und Realisierung der technischen Unter-
stützungsmöglichkeiten auf Hardware- und Softwareebene. Aus diesen jeweils in sich 
sehr anspruchsvollen Gebieten konnten nur einige wesentliche Ausschnitte vorge-
stellt und in einen gemeinsamen Rahmen eingeordnet werden. 
Die Vielfalt der fachlichen Anforderungen und die Notwendigkeit ihrer Zusammen-
schau ist ein Spiegelbild der Problemsituation in der Praxis. Betriebswirtschaftliche 
Information und Kommunikation darf von den Verantwortlichen weder zu einem 
rein technischen Problem verengt, noch abstrakt zu einer ausschließlich „sozialen 
Frage" stilisiert werden. Angesichts der fundamentalen Bedeutung von Information 
und Kommunikation für die individuelle Arbeitsleistung, für die arbeitsteilige K o -
operation und für die unternehmerische Position im Wettbewerb besteht die „Kunst" 
in der durchdachten Verknüpfung der enormen Potentiale einer sich rasch weiterent-
wickelnden Informations- und Kommunikationstechnik mit den sozio-ökonomi-
schen Informations- und Kommunikationserfordernissen der Märkte, Abläufe und 
Menschen. Dies gilt für das Informationsmanagement, verstanden als Funktion und 
Institution des Führungsbereichs, ebenso wie für die detaillierte Projektarbeit und 
Anwendungsentwicklung „vor Ort". Nur wenn es angesichts steigender Informa-
tionsintensität gelingt, die technischen und die nichttechnischen (ökonomischen und 
sozialen) Aspekte von Information und Kommunikation interaktiv zu behandeln, 
können die Chancen der technischen Entwicklung auf diesem Gebiet ausgeschöpft 
und die Risiken vermindert werden. 
Dies stellt an alle Beteiligten in Forschung, Lehre, Studium und Praxis höchste An-
forderungen. Natürlich kann sich nicht jeder auf allen Gebieten gleichermaßen 
vertiefen. Der Betriebswirt wird vor allem die ökonomischen Dimensionen kompe-
tent zu beurteilen haben. Dazu gehören neben den allgemeinen Planungs- und 
Organisationsfragen auch solide Fundamente der Wirtschaftsinformatik. Er wird 
sich jedoch auch mit der sozialen und der technischen Dimension ernsthaft vertraut 
machen müssen, wenn er ein verantwortlicher Partner in der Projekt- und Führungs-
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arbeit der Praxis sein möchte. Angesichts der informationstechnischen Durchdrin-
gung aller Ebenen und Funktionen des Unternehmens gilt diese hohe Anforderung 
heute und in Zukunft nicht nur für den Spezialisten, sondern für jeden Verantwor-
tungsträger. 
Kommentiertes Literaturverzeichnis 
Als Einführungen zum Themenbereich der Information und Kommunikation im 
Unternehmen können die Arbeiten von R E I C H W A L D (1990 a), P I C O T / R E I C H W A L D 
(1987) und W A H R E N (1987) verwendet werden. Zur weiterführenden Auseinander-
setzung mit theoretischen Grundlagen der Information und Kommunikation ist 
das Handbook of Organizational Communication von J A B L I N (1987) gut geeignet. 
Zur Vertiefung informations- und kommunikationstheoretischer Grundlagen kön-
nen beispielsweise Arbeiten von H A B E R M A S (1981), W A T Z L A W I C K (1990) und W E I Z -
S Ä C K E R (1974) verwendet werden. 
Zur strategischen Bedeutung und zu den vielfaltigen Aufgabenfeldern des Informa-
tionsmanagement liefern folgende Beiträge eine gute Übersicht: P I C O T (1986 a), P I C O T 
(1989) , P I C O T / F R A N C K (1988), P I C O T / F R A N C K (1991), W O L L N I K (1988), C I B O R R A 
(1987), K I R S C H / K L E I N (1977), P O R T E R / M I L L A R (1985), R O C K A R T (1979) und H E I N -
R I C H / B U R G H O L Z E R (1988b), K R C M A R (1990a). 
Eine allgemeine Übersicht zu Grundlagen, Werkzeugen und Methoden der Planung 
von Informations- und Kommunikationssystemen geben H E I N R I C H / B U R G H O L Z E R 
(1987), H E I N R I C H / B U R G H O L Z E R (1988 a), M A I E R (1990), Ö S T E R L E / G U T Z W I L L E R 
(1991a, 1991b), Ö S T E R L E U . a. (1991). 
Technische Aspekte der Datenverarbeitung und der Datenübertragung werden in ver-
schiedenen Einführungen zur Wirtschaftsinformatik behandelt. Hier sind beispielswei-
se H A N S E N (1987), S T A H L K N E C H T (1989) und F A H R I O N (1989) zu nennen. M E R T E N S U . a. 
(1991) verbinden die Einführung in die Wirtschaftsinformatik mit der Darstellung 
zahlreicher Anwendungssysteme aus Industrie, Handel und Dienstleistung. 
Weiterführende Darstellungen zu anwendungsbezogenen Aspekten von Informa-
tionssystemen Findet man bei K U R B E L / M A R T E N S / S C H E E R (1989), K U R B E L / S T R U N Z 
(1990) , N A S T A N S K Y (1990), M E R T E N S / G R I E S E (1991), T H O M E (1990) und S C H E E R 
(1990 b). 
In den Arbeiten von D A T E (1990), S C H L A G E T E R / S T U C K Y (1983), M A R T I N (1987), 
W E D E K I N D (1981), V E T T E R (1987), V E T T E R (1990) und S C H E E R (1988) kann der Leser 
einen fundierten Einblick in die Datenbankthematik erhalten. 
Einen guten Überblick über technische Aspekte von Rechnernetzen und Datenkom-
munikation bieten neben den allgemeinen Einführungen in die Wirtschaftsinformatik 
besonders die Bücher von F R A N C K (1986) und T A N N E N B A U M (1989). Eine Übersicht 
von Anwendungsmöglichkeiten sowie technischen und organisatorischen Zusam-
menhängen neuer Telekommunikationsformen geben B E L L M A N N (1989), K R A L L -
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M A N N (1987), N I P P A (1988), S T R A S S B U R G E R (1990), W I T T M A N N (1990), R E I C H W A L D 
(1991a). 
Nachschlagewerke zum Informationsmanagement und zur Wirtschaftsinformatik 
sind das von K U R B E L / S T R U N Z (1990) herausgegebene Handbuch der Wirtschaftsin-
formatik, das von M E R T E N S ( 1987) herausgegebene Lexikon der Wirtschaftsinforma-
tik und das von B U L L I N G E R (1991) herausgegebene Handbuch für das Informations-
managements im Unternehmen. 
Fragen und Aufgaben zur 
Selbstkontrolle und Vertiefung 
1. Charakterisieren Sie die Bedeutung und die Aufgaben eines betrieblichen Infor-
mations- und Kommunikationssystems. 
2. Welche informationswirtschaftlichen Grundfunktionen lassen sich unterschei-
den, wenn man das betriebliche Geschehen als komplexes Geflecht von Willens-
bildungs- und Willensdurchsetzungsprozessen begreift? 
3. Welche besondere Stellung nimmt die Informationswirtschaft im System betrieb-
licher Funktionen ein? 
4. Nehmen Sie zu folgender These Stellung: „Information und Kommunikation 
bildet eine zentrale Voraussetzung für unternehmerisches Handeln." 
5. Wie lassen sich Grundtatbestände der Informationswirtschaft anhand der 
Dimensionen der Semiotik aufzeigen? 
6. Systematisieren und vergleichen Sie verschiedene informations- und kommuni-
kationstheoretische Grundmodelle mit Hilfe der Dimensionen der Semiotik. 
7. Welche Einschränkungen oder Schwächen weist ein nachrichtentechnisches 
Kommunikationsmodell aus sozialwissenschaftlicher Sicht auf? 
8. Welche Relevanz besitzt das pragmatische Kommunikationsmodell von Watzla-
wick, Beavin und Jackson für die Gestaltung der betrieblichen Information und 
Kommunikation? 
9. Was versteht man unter originären und derivativen Informationen? 
10. Welche grundlegenden Informationsverarbeitungsprozesse lassen sich unter-
scheiden? 
11. Worin liegt das wesentliche Problem der Informationsbewertung? 
12. Charakterisieren Sie die wichtigsten Aufgaben und Funktionen des Informa-
tionsmanagement. 
13. Worin liegen Ursachen für eine zunehmende Bedeutung des Informationsmana-
gement? 
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14. Diskutieren Sie aufbauorganisatorische Gestaltungsalternativen für die Infor-
mationsmanagementabteilung. 
15. Beschreiben Sie die Vorgehensweise bei der Methode der Kritischen Erfolgsfak-
toren. 
16. Beschreiben Sie die Zusammenhänge zwischen Informationsbedarf, Informa-
tionsangebot und Informationsversorgung. 
17. Stellen Sie verschiedene Ansätze zur Klassifikation von computergestützten 
Informations- und Kommunikationssystemen dar. 
18. Stellen Sie grundlegende Strukturen (Makrostrukturen) von Informations- und 
Kommunikationssystemen dar, die sich aus unterschiedlichen Koordinations-
formen bzw. aus transaktionskostentheoretisch abgrenzbaren Austauschbezie-
hungen ableiten lassen. 
19. Charakterisieren Sie die Grundstrukturen von Informationssystemen bei hierar-
chischer und marktlicher Koordination. 
20. Welche Teilsysteme lassen sich bei hierarchisch strukturierten Informations- und 
Kommunikationssystemen unterscheiden? 
21. Wodurch sind elektronische Märkte gekennzeichnet? Welche Nutzeneffekte las-
sen sich durch die Mediatisierung von marktlichen Transaktionen erzielen? 
22. Wie lassen sich die Grundstrukturen für Koordinationsformen charakterisieren, 
die zwischen marktlicher und hierarchischer Koordination liegen? 
23. Welches sind die wesentlichen Ausprägungen, Anwendungsformen und Nutzen-
effekte des elektronischen Datenaustauschs und der zwischenbetrieblichen In-
formationsverarbeitung? 
24. Wie lassen sich durch zwischenbetriebliche Informationsverarbeitung Wert-
schöpfungspartnerschaften bzw. strategische Netze unterstützen? 
25. Welche Nutzeneffekte lassen sich durch den Einsatz von Group Decision Sup-
port Systems (GDSS) erzielen? 
26. Welche organisatorischen Gestaltungspotentiale können sich im Zusammenhang 
mit dem Einsatz von Informations- und Kommunikationssystemen für eine Un-
ternehmung ergeben? 
27. Unter welchen Voraussetzungen kann der Einsatz von Informations- und Kom-
munikationssystemen zu einer Verschiebung effizienter Koordinationsformen 
führen? 
28. Welche personellen Gestaltungspotentiale und welche Qualifikationserforder-
nisse für Organisationsteilnehmer können sich im Zusammenhang mit der 
Einführung von neuen Informations- und Kommunikationssystemen ergeben? 
29. Welche Kriterien lassen sich für eine Entscheidung zwischen Eigenfertigung 
und Fremdbezug von Informations- und Kommunikationssystemen heranzie-
hen? 
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30. Nach welchen Kriterien lassen sich Aufgaben der Erstellung und Betreuung von 
Informations- und Kommunikationssystemen auf Zentral- und Fachabteilungen 
verteilen? 
31. Beschreiben Sie grundlegende Vorgehensmodelle für die technische Entwicklung 
von Informations- und Kommunikationssystemen. 
32. Stellen Sie die grundlegenden Hardwarekomponenten einer EDV-Anlage dar. 
33. Beschreiben Sie Betriebsarten und Nutzungsformen von EDV-Anlagen. 
34. Welche Funktionen erfüllt die Systemsoftware von EDV-Anlagen? 
35. Nennen Sie typische Problemfelder bzw. Anwendungsgebiete für Experten-
systeme. 
36. Erklären Sie die Begriffe „Datenfeld", „Datensatz" und „Datei". 
37. Was versteht man unter logischer und physischer Datenorganisation? 
38. Welche Probleme können bei einer Datenorganisation ohne Datenbanktechnik 
auftreten? 
39. Was versteht man unter einer Datenbank und unter einem Datenbanksystem? 
40. Nennen Sie die wichtigsten Funktionen eines Datenbankverwaltungssystems. 
41. Was versteht man unter der operationalen und semantischen Integrität einer 
Datenbank? 
42. Beschreiben Sie die Drei-Ebenen-Architektur für Datenbanksysteme. 
43. Für den Entwurf von sachlogischen Datenstrukturen lassen sich konstruktive 
und modellbildende Ansätze unterscheiden. Worin liegt der prinzipielle Unter-
schied zwischen diesen Ansätzen? Nennen Sie jeweils eine Methode zur Unter-
stützung dieser Ansätze. Lassen sich diese Ansätze auch gemeinsam verwenden? 
44. Welche grundlegenden Konstruktionsoperatoren lassen sich bei den konstruk-
tiven Verfahren zur Datenstrukturierung unterscheiden? 
45. Beschreiben Sie die Grundzüge des Entity-Relationship-Modells (ERM). Welche 
Erweiterungen wurden für das E R M vorgeschlagen und welche Bedeutung be-
sitzen diese Erweiterungen? Welche Konstruktionsoperatoren lassen sich mit 
dem erweiterten E R M zum Ausdruck bringen? 
46. Kann das E R M auch für den Entwurf von unternehmensweiten Datenstrukturen 
eingesetzt werden? Erläutern Sie Ihre Lösung. 
47. Welche grundsätzlichen Vorgehensweisen lassen sich beim Entwurf von unter-
nehmensweiten Datenstrukturen unterscheiden? 
48. Auf welchen drei typischen Datenmodellen basieren die derzeit existierenden 
Datenbanksysteme? Worin liegen die wesentlichen Unterschiede zwischen diesen 
Datenmodellen? 
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49. Wie werden in relationalen Datenbanksystemen die Entities und Beziehungen 
zum Ausdruck gebracht? Welche Eigenschaften lassen sich für eine Relation 
formulieren? Unterliegen die Tupel und die Attribute einer Relation einer be-
stimmten Ordnung? 
50. Welche mengenorientierten und welche relationalen Operationen lassen sich bei 
der Datenmanipulation in relationalen Datenbanken grundsätzlich unterscheiden? 
51. Welche Funktion erfüllt die Normalformenlehre bei der Datenstrukturierung? 
Handelt es sich bei der Normalformenlehre um ein Modellierungsverfahren oder 
um ein Verfahren zur Konstruktion von sachlogischen Datenstrukturen? Für 
welches Datenmodell wurde die Normalformenlehre entwickelt? 
52. Beschreiben Sie den Prozeß der Normalisierung bis zur dritten Normalform 
anhand eines Beispiels. Beschreiben Sie dabei die Bedingungen für die erste, 
zweite und dritte Normalform. 
53. Nennen Sie die Komponenten von elektronischen Datenübertragungs- und 
Kommunikationssystemen. 
54. Welche Funktionen erfüllt das Transportsystem im Rahmen der Datenüber-
tragung? 
55. Welche Transportmedien und welche Übertragungsverfahren lassen sich unter-
scheiden? 
56. Beschreiben Sie die Netztopologien von Datenübertragungssystemen. Welche 
Netztopologien sind für öffentliche und welche für private (lokale) Netze 
typisch? 
57. Nennen Sie Kommunikationsdienste in öffentlichen Netzen. 
58. Beschreiben Sie wichtige Integrationstendenzen bei Netzen, Diensten und End-
geräten im Bereich der öffentlichen Telekommunikation. 
59. Worin liegen die besonderen Eigenschaften und Merkmale von lokalen Netzen? 
60. Was versteht man unter digitalen Nebenstellenanlagen? 
61. Welchen Einfluß haben die jeweiligen Zugriffsverfahren von lokalen Netzen auf 
den produktiv nutzbaren Kapazitätsanteil der Datenübertragung? 
62. Beschreiben Sie wichtige Formen der Standardisierung im Bereich der Daten-
kommunikation. 
63. Welche Funktionsschichtung liegt dem OSI-Referenzmodell zugrunde? Welche 
Vorteile lassen sich durch diese Funktionsschichtung für die Datenübertragung 
erzielen? 
64. Welche Möglichkeiten zur Kopplung heterogener Rechnernetze lassen sich 
grundsätzlich realisieren? Wie läßt sich eine Kopplung von privaten Netzen mit 
öffentlichen Netzen durchführen? 
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h) A m 31. 12. Ol ging eine Lieferung von 10 t Rohstoffe unter Eigentumsvor-
behalt ein. Da die Rechnung erst am 2. 01. 02 eintraf, erfolgte am 31. 12. 01 
keine Buchung. 
i) A m Jahresende besitzt die Unternehmung ein Guthaben von D M 26 500 
gegenüber der X-Bank. Diese hat der Unternehmung einen langfristigen In-
vestitionskredit eingeräumt, der am Jahresende D M 150 000 beträgt. Es wird 
beabsichtigt, das Guthaben mit der Verbindlichkeit zu saldieren und nur den 
Restbetrag von D M 123 500 als Verbindlichkeit auszuweisen. 
22. Die Muttergesellschaft M ist an der Tochtergesellschaft T mit 40% beteiligt. Die 
stillen Reserven in den Aktiva von T betragen 600 T D M . T hat an M Waren 
geliefert, die aus Konzernsicht Gewinne in Höhe von 400 T D M enthalten. Die 
Waren sind am Bilanzstichtag noch bei M vorhanden. Der Bilanzposten Forde-
rungen in der Bilanz von M enthält Forderungen gegenüber T in Höhe von 
800 T D M , die bei T in gleicher Höhe als Verbindlichkeiten erfaßt sind. 
Erstellen Sie die Konzernbilanz! 
Die Einzelbilanzen von M und Tzum 31. 12. to enthalten folgende Zahlen: 
Bilanz von M zum 31. 12. t0 
Aktiva T D M Passiva T D M 
Sachanlagevermögen 10 000 gezeichnetes Kapital 10 000 
Anteile an verbundenen 
Unternehmen 5 000 Rücklagen 5 500 
Vorräte 3 500 Gewinn 2 000 
Forderungen 2 000 Verbindlichkeiten 3 500 
sonstiges Umlaufvermögen 2 500 sonstige Passiva 2 000 
Summe 23 000 23 000 
Bilanz von Tzum 31. 12. t0 
Aktiva T D M Passiva T D M 
Sachanlagevermögen 7 400 gezeichnetes Kapital 5 000 
Vorräte 3 000 Rücklagen 3 200 
Forderungen 1 800 Gewinn 1 000 
sonstiges Umlaufvermögen 2 300 Verbindlichkeiten 3 300 
sonstige Passiva 2 000 
Summe 14 500 14 500 
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Absatzmittler 693, 696 f. 
Absatzplanung 481, 679 f. 
Absatzprogramm 481, 678 ff. 
Absatzstufen 696 f. 
Absatzverbund 1284 
Absatzwege 692 ff. 
Absatzwirtschaft 625 ff. 
Abschlußbuchungen 1348 
Abschlußvertreter 474 
Abschöpfungspreispolitik 690 f. 
Abschöpfungsstrategien 477 
Abschreibung 1407 ff. 
- bilanzielle 1210 
- kalkulatorische 1210 ff. 
- leistungsbedingte 1409 
- lineare 1211 
- Verbrauchs- 1211 f. 
Abschreibungsmethode 1408 
- arithmetisch-degressive 1409 
- geometrisch-degressive 1408 f. 
- lineare 1408 
Abschreibungsplan 1407 
Abteilung 87 f. 
Abweichungsanalyse 1236, 1260, 1263 
- bei der Finanzkontrolle 1061 




A G (s. auch Aktiengesellschaft) 
177 ff., 185 
- Kapi ta lerhöhung der 1000 
Akkordfâhigkeit 831 
Akkordreife 831 
Akt ie 179 f., 1000 ff. 
- Merkmale der 1000 






Algorithmus 34, 332 
Altersversorgung, betriebliche 834 ff. 
Amortisationsrechnung 927 ff. 
- Cash-flow-Version der 928 f. 






Angemessenheitsprinzip 1399 f. 
Anhang 
- Bilanz 1437 ff. 
- Funktion und Struktur 1437 ff. 
- Gestaltung 1441 ff. 
- Pflichtangaben 1439 ff. 
- Wahlpflichtangaben 1441 f. 
Anlagenbuchhaltung 1210 
Anlagenspiegel 1430 f. 
Anlagen wagnis 1211, 1214 
Anlagevermögen 1368 ff. 
- Gliederung des 1369 
Anleihen, Varianten von 1007 
Annui tä t 934 
Annui tä tenmethode 934 
Anpaßentwicklung 1075 
Anpassung 
- intensitätsmäßige 482, 545, 546 
- qualitative 546 
- quantitative 482, 546 





Anreiz-Beitrags-Theorie 741, 745 ff. 
Anreize 746 
- extrinsische 815 
- formale 67, 814 
- immaterielle 777 
- informale 67, 814 
- intrinsische 815 
- materielle 777 
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- soziale 846 ff. 
Anreizsystem 67, 777, 814 ff. 
Anschaffungskosten 1395 ff. 





Anwendungsprogramme 330 ff. 
Anwendungssysteme, integrierte 330 
Anwendungstechnik 1075 
Äquivalenzprinzip 1472 
Äquivalenzziffern verfahren 1222, 1227 
Arbeitnehmererfindungsgesetz 1104 
Arbeitsablaufstudie 809 
Arbeitsanalyse 779 f., 820 
Arbeitsbereicherung 441 
Arbeitsbeschreibung 780 f. 
Arbeitsbewertung 820 ff. 
Arbeitserweiterung 440 f. 
Arbeitsgangbewertung 821 
Arbeitsinhalt 803 ff. 
Arbeitskampf 767 f. 
Arbeitsmarktanalyse 787 
Arbeitsmarktforschung 786 
Arbeitsorganisation 438 ff. 
Arbeitsplan 541 f., 591 
Arbeitsplatzbewertung 822 
Arbeitsplatzgestaltung 809 
Arbeitsplatzmethode 783 f. 
Arbeitsplatzwechsel 440 
Arbei tsproduktivi tät 738 f. 
Arbeitsrecht 765 ff. 
Arbeitsstrukturierung 438 ff., 777, 802 ff. 
Arbeitsteilung 76 f., 79, 438 
- neue Formen 300 ff. 
- objektorientierte 438 





Arbeitszeit 810 ff. 
Arbeitszeitgestaltung 811 ff. 
Arbeitszeitordnung 810 
Arbeitszeitverkürzung 800 
Arbeitszufriedenheit 747 ff. 
Artikelergebnisrechnung 1262 f. 
Assembler 328 
Assessment Center 868 f. 
Assessment-Center-Verfahren 791 
Assoziiertes Unternehmen 1495 
- Abgrenzung 1495 f. 
- Behandlung im Konzernabschluß 
1495 ff. 
- Wahlrechte für 1512 
Asymmetrische Informationsverteilung 901 
Aufgaben 
- innovationswirtschaftliche 1077 ff. 
Aufgabenanalyse 83 f., 276 ff. 
Aufgabengliederung 885 
Aufgabenintegration 300 f. 
Aufgabenmerkmale 277 
Aufgabensynthese 84 ff. 
Aufgabentypen 277 f., 309 f. 
Aufgabenumverteilung 800 
Aufgabenabwicklung 
- gruppenorientierte 297 ff. 
- hierarchische Formen 292 ff. 
Aufhebungsvertrag 801 f. 
Aufrechnungsdifferenzen 
- echte 1484 ff. 
- unechte 1484 
Aufsichtsrat 175 f., 181 f., 186, 189 f. 
Auftragserteilung, Art der 464 
Auftragsfortschrittskontrolle 577 
Auftragsfreigabe 574 ff. 
- belastungsorientierte 609 f. 
Auftragsorientierte Einzelfertigung 405, 
586 ff. 
Auftragsorientierte Serienfertigung 405 
Aufwand 1340 
Aufwandsrückstellungen 1386 ff. 
Aufwands- und Ertragskonsolidierung 
1461, 1474, 1492 ff. 
Aufwendungen 1199 ff. 
Aufwendungen und Erträge, außer-
ordentliche 1436 
Ausbildung 869 ff., 879 
Ausgaben 903 
- des Finanzbereichs 1021 ff. 
- Unternehmenssteuern als 1023 
- des Leistungsbereichs 907 ff. 
Ausschreibung 689 
Ausschüttungsbegrenzung 1333 
Außenfinanzierung (s. auch Einnahmen des 
Finanzbereichs) 995 ff. 
Aussperrung 768 
Aussschüttungssperre 1377 
Ausstattungsplanung 452 ff. 
Austauschbeziehungen, transaktionskosten-
theoretisch abgrenzbare 291 
Austrianismus 1071 
Austrittsbarrieren 47 f. 
Austrittsentscheidung 747 ff. 
Ausweiswahlrechte 1455 
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Bartergeschäfte 1046 f. 
Barwert 930 ff. 
Basisbandübertragung 373 
Basisprozesse 413 ff. 
Baukastenprinzip 436, 463 
Baukastenstückliste 495 
Baukasten-Teileverwendungsnachweis 495 




- deterministische 500, 503 ff. 
- mathematisch-statistische 
Methoden 506 f. 
- stochastische 500, 506 f. 
- subjektive Schätzverfahren 507 
Bedarfsflexibilität 477 
Bedarfsgesteuerte Verfahren 500, 503 ff. 
Bedarfsverlauf 506 f. 
Bedürfnishierarchie 739 f. 
Bedürfnisse 
- primäre 740 




Begrenzte Enumeration 564 
Beibehaltungswahlrechte 1418 f. 
Beiträge 746 
Belastungsorientierte Auftrags-
freigabe 609 f. 
Belegwesen 1350 
Benutzer-Service-Zentren 339 
Berater/Klienten-Beziehungen 147 ff. 
Beratertypen 148 ff. 
Beratungsprozeß 151 f. 
Bereitschaftskosten 1269, 1270 
Bereitstellungsprinzipien 468 
Bergrechtliche Gewerkschaft 187 f. 
Berichtspflichten, allgemeine 1444 f. 




Berücksichtigung nicht-monetärer Ziele in 
der Investitionsrechnung 941 
Beschaffung 491 ff. 
- direkte 472 
- fallweise 513 
- fertigungssynchrone 513 
- indirekte 472 
Beschaffungsarten 468, 510 
- Planung der 513 ff. 
Beschaffungsbeschränkungen 487 
Beschaffungsfaktoren 222 ff. 
Beschaffungskooperation 475 
Beschaffungskosten 517 





Beschaffungsplanung 509 ff. 
Beschaffungspolitik 465 ff. 
- Instrumentarium 465, 469 ff. 
Beschaffungspreise 471 
Beschaffungsprogramm 424 
- aktuelles 509 
- Determinanten des 467 ff. 
- potentielles 465 ff. 
Beschaffungssituation 477 ff. 




Beschäftigungsabweichung 1236 f., 1260, 
1262 
Beschäftigungsrisiko 424 
Bestandsbewertung 1280 ff. 
Bestandskonten 1342 f. 
Bestätigungsvermerk 1447 
Bestellmenge 510 f. 
- kostenoptimale 522 f. 
Bestellmengenplanung 521 ff. 
Bestellpunktsystem 512, 528 
Bestellrhythmus 512 
- optimaler 534 
Bestellrhythmussystem 512, 533 
Bestellsysteme 295 
Bestellzeitpunkt 528 ff. 
Besteuerungsgrundsätze, allgemeine 1336 
Beta-Faktor 964 
Beteiligungsertrag 1492, 1494 f. 
Beteiligungsfinanzierung 997 ff. 
- bei der Einzelunternehmung 997 
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- bei der G m b H 997 f. 
Beteiligungssystem 817 
Betriebliches Vorschlagswesen 1149 
Betriebsabrechnungsbogen 1194, 1215 f., 
1225, 1252 f., 1259, 1273 
Betriebsart 121 f. 
- EDV-Systeme 329 f. 





Betriebsergebnisrechnung 1197 f. 
Betriebsführung, wissenschaftliche 731 ff. 
Betriebsgrößenvorteile 47 
Betriebsmittel 1210 




Betriebsvereinbarungen 774, 819 
Betriebsverfassungsgesetz 770 ff. 
Betriebsvermögen, gewillkürtes 1367, 1457 
Betriebsversammlung 774 
Betriebswirtschaftslehre 
- allgemeine 68 
- entscheidungsorientierte 12 ff., 22 f. 
Betriebszugehörigkeit 865 
Betriebszweckbezogenheit 1366 f. 
Bewegungsbilanz 966 
Bewegungsstudie 809 
Bewertbarkeit, selbständige 1364 f. 
Bewertungsgrundsätze, allgemeine 1388 ff. 
Bewertungsmaßstäbe 
- für Schulden 1420 ff. 
- für Vermögensgegenstände 1395 ff. 
Bewertungsmethodenwahlrechte 1458 
- ermessensbedingte 1458 
Bewertungsparadoxon 250 
Bewertungsstetigkeit, Prinzip der 1458 
Bewertungswahlrechte, steuerrecht-
liche 1338 
Bezugsgrößen 1172, 1183 ff., 1189 f., 1219, 
1223, 1233 f., 1251, 1263 f., 1272, 1305 
Bezugsgrößenhierarchien 1269 ff. 
Bezugsobjekte 1267 f. 
Bezugsrecht 1001 
Bezugszeit 24 
BGB-Gesellschaft 164 f. 
Bilanz, Aufstellung der 1363 ff. 
Bilanzgliederungsschema 1425 ff. 
Bilanzierung 
- dem Grunde nach 1363 f. 
- der Akt iva 1364 ff. 
- der Passiva 1377 ff. 
Bilanzierungshilfen 1375 ff. 
- rechtsformunabhängige 1375 
- rechtsformabhängige 1376 
Bilanzierungs- und Bewertungs-






-dynamische 1325 ff. 
- organische 1328 
Bilanztheorien 1322 ff. 
- statische 1324 f. 
Bilanzverkürzung 1339 
Bilanzverlängerung 1339 
Biographische Fragebögen 790 
Bonds 1006 
Bonuns-Systeme 836 ff. 
Bonuslohn 832 
Brainstorming 1112 
Branchenanalyse 46 ff. 
Branchenattraktivität 46 ff. 
Branchenattraktivitäts-Geschäftsfeld-
Matrix 274 
Break-even-Analyse 686, 694, 1265 f. 
Break-even-point 424 
Brei tbandübertragung 373 
Bridge 383 
Bringprinzip 606 
Bruttobedarf 503, 516 
Bruttopersonalbedarf 778 f. 
Bruttoprinzip 1434 
Bruttosubstanzerhaltung 1328 




Buchwertmethode 1496 ff. 
Budget 1164 
Budgetierung 128 




C A D (Computer Aided Design) 588 ff. 
Cafeteria-Systeme 836 ff. 
C A M (Computer Aided Manufacturing) 
593 ff. 
C A P (Computer Aided Planning) 591 ff. 
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Cap 1058 
Capital Asset Pricing Model 962 ff. 
C A Q (Computer Aided Quality Assurance) 
595 
CASE-Tools 321 ff. 
Cash Cow 1030 
Cash flow 979 





- strategische 426 
C I M (Computer Integrated 
Manufacturing) 419 f., 578 
Clan 297 ff. 
Comité Consultatif International 
Télégraphique et Téléphonique 384 
Commercial Papers 1005 
Competitive bidding 689 
Compiler 328 
Computer-Integrated-Manufacturing 1296 
Computer-Simulation 716 f. 
Control-Konzept 1462 
Controlling 66 f., 1159 
- strategisches 720, 882 
Cost-Center 444 
Countertrade 1046 
C P M (Critical Path Method) 548 ff. 
Critical incident method 868 
Current ratio 969 
Darstellungswahlrechte 1455 f., 1511 
Data Dictionary 317, 345 f. 
Datei 340 
Dateiorganisation 
- gekettete 341 f. 
- gestreute 342 
- indexsequentielle 341 
Dateisystem 342 f. 
Dateitransfer 601 
Daten 252, 339 
Datenarten 339 
Datenaustausch, elektronischer 294 ff. 
Datenbank 344 ff. 
- relationale 1186, 1278 
Datenbankmanagementsystem 344 ff. 
Datenbanksystem, Ebenen-
Architektur 346 ff. 







Datenintegration 286 f., 579 f., 580, 596 ff. 
Datenkonsistenz 580 
Datenmodell 357 f. 
- hierarchisches 357 f. 
- netzförmiges 357, 358 ff. 
- relationales 357, 360 ff. 







- logische 347 
- physische 347 
Datenüber t ragung, elektronische 370 
Datenübertragungseinr ichtungen 371 
Daten Unabhängigkeit 347 f. 
Datenverarbeitung, verteilte 381 
Datenverarbeitungsanlagen 325 ff. 
Datenverbund 381 
Deckungsbeitrag 486, 695, 723 f., 1198, 
1204, 1249 
- spezifischer 1276, 1287 





Delegation 117 ff. 
Delphi-Methode 657 f. 
Depotstimmrecht 183 
Devisenoptionen 1053 f. 
Devisentermingeschäfte 1053 
Dezentralisierung 
- organisatorische 302, 83 ff. 
- räumliche 302 
Dialogkomponente 337 




- Strategie der 463, 1304 
Diffusionstheorie 682 
Direct Costing 
- einstufiges 1243 ff. 
- mehrstufiges 1250 
Direktinvestition 134, 234 f. 
Direktversicherung 835 







- akquisitorische 692 
- Begriff 692 ff. 
- physische 692, 697 
- selektive 696 
Distributions-Politik 692 ff. 
Diversifikation 662 
Divisionalisierung 89 ff., 631 
Divisionskalkulation 1220 ff. 
Dokumentation 249, 1332 
Dokumenten-Akkreditiv 1046, 1048 
Dokumenten-Inkasso 1046 
Dominanzkriterium 28 




Duration eines Kredits 1055 
Durchführungskontrol le 1138 
Durchlaufterminierung 537, 541 ff. 
Durchlaufzeit 537, 543 
Durchschnittsprinzip 1184, 1223 
Dyadische Perspektive 854 
Dynamische Amortisationsrechnung 934 
Ecklohn 818 
Effektor 59 f. 
Efficient frontier 961 
Effiziente Portfolios 961 ff. 
Effizienz 77 
- ökonomische 737 
- soziale 737 
Effizienzcontrolling 881 
Eigenerstellung 305 ff. 
Eigenfertigung/Fremdbezug 422 ff., 1292 f. 
Eigenfinanzierung 997 ff. 
- emissionsfähiger Unternehmen 1000 
- nicht emissionsfähiger Unternehmen 997 
Eigengefertigte Erzeugnisse, 
Verrechnung der 1346 
Eigenkapital 1340, 1343 f., 1377 ff. 
Eigenkapitalentnahme 1021 





Eigentum, wirtschaftliches 1352 f. 
Eignungskoeffizient 793 ff. 
Einführungsphase 312 
Einheitstheorie 1463 f. 
Einkaufsgenossenschaft 475 
Einkaufsgesellschaft 475 






- als Folge von Rationalisierungen 978 
- aus dem Leistungsbereich 978 ff. 
- aus Produktionsfaktorenverkauf 978 
- aus Rückzahlungen 978 
- des Finanzbereichs 
(s. auch Außenfinanzierung) 995 ff. 
Einproduktbetrieb 1176 f., 1189 f., 1206, 




Eintrittsentscheidung 747 f., 749 f. 
Einzelabschlüsse, Problematik der 1460 
Einzelakkord 831 
Einzelerlöse, relative 1268 
Einzelfertigung 436 
- auftragsorientierte 405 ff., 441, 483, 
586 ff. 
Einzelhändler 693 
Einzelkaufmännische Unternehmung 164 
Einzelkosten, relative 1268 
Einzelunternehmung 163, 171 ff. 
Electronic Data Interchange 294 f., 387 
Elementarfaktoren 44 f. 
Elementarkombination 413 
Endkostenstellen 1192, 1217 ff. 
Enlgeltpolitik 816 ff. 
Entity-Relationship-Modell 349 ff. 
Entscheidung 
- simultane 25 
- sukzessive 25 
- unter Risiko 24, 29 f. 
- unter Sicherheit 24, 29 
Entscheidungen 
- einmalige 37 
- kurzfristige 24 
- langfristige 24 
- mittelfristige 24 
- nicht programmierbare 25 
- programmierbare 25 
- regelnde 61 
- Routine- 37 
- steuernde 61 
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- Typen betriebswirtschaftlicher 23 ff. 
- unter Unsicherheit 24, 30 f. 
Entscheidungsbaum 952 f. 
Entscheidungsbaumverfahren 564, 572, 
952 ff. 
Entscheidungsfeld 26 f. 
Entscheidungsfindung 
- durch Berechnung 38 f. 
- durch Inspiration 38 f. 
- durch K o m p r o m i ß 38 f. 
- durch Ungewißheitsbeurtei lung 38 f. 
Entscheidungsmatrix 28 
Entscheidungsmodelle 21 f., 331, 854 ff. 
- deskriptive 40 
- mathematische Programmierung 33 f. 
Entscheidungsperspektiven 44 ff. 
Entscheidungsprobleme 
- innovationswirtschaftliche 1073 
- schlechtstrukturierte 25 f. 
- wohlstrukturierte 25 
Entscheidungsprozeß, Phasenschema 36 
Entscheidungsprozesse 
- Koordinat ion organisatorischer 40 
- mehrpersonale 37 ff. 
Entscheidungsregeln 29 
Entscheidungsspielraum 439 f. 
Entscheidungstheorie 
- deskriptive 35 ff. 
- präskriptive 26 ff. 
Entscheidungsträger 23 
Entscheidungsunterstützung 247 f. 
Entscheidungsunterstützungssysteme 294 
Entwicklung 1075, 1097 
- Anpassungs- 1097 
- Neu- 1097 
- Weiter- 1097 
Entwicklungsprognosen 651, 654 ff. 
Entwicklungszeit 1083 
- Verkürzung der 1083 
Equity-Methode 1496 ff. 
Erbersatzsteuer 198 f. 
Ereignismethode 871 
Erfahrungskurve 415 f. 
- Prämissen der 666 f. 
Erfahrungskurven 
Erfahrungskurvenanalyse 665 ff., 687 
Erfahrungskurvenkonzept 49 
Erfahrungsvermittlung, gelenkte 870 
Erfassungsprinzipien 1182 ff. 
Erfolgsbeteiligung 840 ff. 
Erfolgsfaktoren, strategische 476 
Erfolgskonten 1343 
Erfolgspotentiale 65, 476 
Erfolgsrechnung 
- kurzfristige (s. auch Kostenträger-
zeitrechnung) 1197 f., 1227 ff., 1238, 
1250, 1254 f, 1262 f., 1276 
Erfolgsregulierung 1506 
Erfolgsspaltung 1433 










Erlöse 1198, 1228, 1240, 1265 f., 1275 
Ermessenswert, kaufmännischer 1416 f. 
Eröffnungsbuchungen 1347 
Eröffnungsverfahren 449 
ERP-Kredi te 1011 f. 
Erprobung 1076 
Ersatzentscheidung 454 ff. 
Ersatzprodukte 48 
Ersatzzeitpunkt einer Anlage 941 
Erträge 1199 f., 1340 
Ertrag eines Portfolios im 2-Aktien-Fall 
956 
Ertragsanalyse 970 f. 
Ertragsbeteiligung 840 f. 
Ertragswert einer Finanzanlage 965 
Ertragswertkonzept 966 
Ertrag und Risiko eines Portfolios 
- bei negativer Korrelation 958 f. 
- bei positiver Korrelation 957 f. 
- bei statistischer Unabhängigkei t 
959 f. 
Erwartung 853 
Erwartungs-Valenz-Theorien 741 ff. 
Erwerbsmethode 1475 
Erzeugnis 462 f. 
Erzeugnisgeometrie 462 
Erzeugnisstandardisierung 462 f. 






Expertensystem 336 ff. 
Exponentielle Glä t tung 656 
Export förderung 1012 
Externe Effekte 1171 
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Fabrik in der Fabrik 444 
Fachabteilung 308 f. 
Fachspezifität 269, 308 f. 
Factoring 1010 f., 1042 
- Delkredere-Funktion beim 1042 
- Dienstleistungsfunktion beim 
1042 
- Kosten des 1042 
- Nutzen des 1042 
Fähigkeitsprofile 782 
Faktischer Konzern 214 f. 
Faktor 
- dispositiver 44 f. 
- Potential- 45 
- Repetier- 45 
Faktorkombination, optimale 45 
Fallmethode 871 
Farbgestaltung 810 






Fertigungsdezentralisation 700 f. 




Fertigungssegmentierung 444 ff. 




Fertigungssysteme, flexible 1190 f., 
1258 
Fertigungstiefe 56, 422 ff. 
Fertigungstiefenoptimierung 424 ff. 
Fertigungszeitregel 572 
Festsatzkredit 1004 
Festwertverfahren 1405 f. 
Fiedler-Modell 851 ff. 
Fifo-Verfahren 1208, 1402 
File Management System 342 f. 
Financial Engineering 996 
Finanzanlagevermögen 1371 
Finanzbedarf 994 
Finanzbuchhaltung 1212, 1214, 
1339 






- aus Abschreibungsgegenwerten 979 ff. 
- aus einbehaltenen Gewinnen 
(s. auch Selbstfinanzierung) 984 f. 
- aus Rückstellungen 982 f. 
Finanzierungsformen 995 ff. 
Finanzierungshilfen, öffentliche 1011 ff. 
Finanzierungskontakte 995 
Finanzierungskosten 1012 f. 
Finanzierungsprämissen bei der Finanz-
planung 1034 
Finanzierungsregeln 19 
- horizontale 19, 1015 
- vertikale 19, 1015 
- und Kreditvergabe 970 
Finanzierungssubstitute 1008 ff. 
Finanzinnovationen 996 
Finanzintermediäre 995 f. 
Finanzkontrolle 1061 f. 
Finanzleiter (Treasurer) 1025 f. 
Finanzmanagement 
- Begriff und Aufgaben des 1023 
- Institutionalisierung 1024 
- Organisationskonzepte des 1024 f. 
Finanzmarketing 901 
Finanzmarktbeziehungen 995 ff. 
F inanzmärkte 
- internationale 1003 ff. 
- nationale 1003 
- supranationale 1003 
Finanzorganisation 1023 ff. 
- bei funktionaler Struktur 1026 f. 
- bei Matrix-Struktur 1026 f. 
Finanzplan 1028 
- Anforderungen an den 1028 
- kurzfristiger 1029, 1034 f. 
- langfristiger 1028 f., 1030 ff., 1033 f. 
strategischer 1029 
- täglicher 1029, 1036 ff. 
Finanzplanung 1028 ff. 
- kurzfristige 1034 ff. 
- langfristige 1030 ff. 
- tägliche 1036 ff. 
Finanzprozesse im Industriebetrieb 899 ff. 
Finanzvorstand 1025 f. 
Fixkosten. Proportionalisierung von 1239 
Fixkostenblock, Differenzierung des 
1250 ff. 
Fixkosten-Deckungsrechnung 1255 ff., 
1262 




Flexible Fertigungssysteme 435, 594 
Fließfertigung 432, 434 f. 
Floating 1051 
Floating Rate Note 1006 
Floor 1059 
Fluktuation 784 
Fokussierung, Strategie der 50 
Fondsrechnung 967 
Forfaitierung 1049 
Formalisierung 124 ff. 
Formationsanalyse 972 
Forschung 
- angewandte 1074, 1097 
- und Entwicklung 1074 
Fortbildung 869 
Fortführungsprinzip 1363 
Fortführungsstat ik, neuere 1324 
Fortführungsvermögen 1325 
Fortschritt, technischer 806 
Fortschrittszahlenkonzept 604 ff. 
Forward Rate Agreement 1058 
Fremdbezug 305 ff. 
Fremdfinanzierung 1002 ff. 





Frühaufklärung, strategische 65 
Frühaufk lärung/Frühwarnung 719 
F u E 
- Bereichsbudgetierung 1131 
- Kapazi tä tsplanung 1137 
- Kooperation 1121 f. 
- Projektbudgetierung 1132 
- Projektdefinition 1123 
- Projektplanung 1127 ff. 
FuE-Bereich 
- dezentrale Eingliederung 1099, 1101 
- kombinierte Eingliederung 1101 
- zentrale Eingliederung 1097 f., 1099 
FuE-Grundstrategie 1087 
- Bestandteile einer 1095 ff. 
- externe Rahmenbedingungen 1094 
- interne Rahmenfaktoren 1087 
- Leistung, make or buy 1118 ff. 
- Personalplanung 1136 
- Programme 1095 
- Projekte 1095 
- Projektportfolio 1132 
- Standorte 1103 
FuE-Strategie 
- absorptive 1096 
- defensive 1096 
- einsatzorientierte 1096 
- ergebnisorientierte 1096 
- horizontale 1096 
- laterale 1096 
- parallele 1097 
- sequentielle 1097 
- vertikale 1096 
- offensive 1096 
- Ziele 1095 
Führerschaft 97 
Führung 848 ff. 
Führungsgröße 59 f. 
Führungsmodelle 862 
Führungssti l 750, 848 f., 1144 
- innovationsförderlicher 1144 
- kooperativer 750, 862 
Führungssysteme 63 ff. 
Führungstheorie , situative 859 f. 
Führungsverhalten 750, 848, 849 ff. 
Führungsverhalten, anweisendes 750 
Führungsziele 848 
Function-Point-Methode 323 
Fundamentalanalyse 966 ff. 
Funktionale Abhängigkeit 366 f. 
Funktionale Organisation 106 ff. 
Funktionsgruppen 436 







Gap-Analyse 659 ff., 1108 
Gebrauchsgüter 1368 
Gebrauchsmuster 1104 
Gebrauchswert, subjektiver 1324 f. 
Gefangenendilemma 32 f. 
Gehälter 1210 
Geldakkord 830 f. 
Geldbedarf 994 
Gemeinerlöse, relative 1268 
Gemeinkosten 
- relative 1268 
Gemeinkostenproblematik, 
Handhabung der 1295 ff. 
Gemeinkostenschlüsselung 1184, 1264 
Gemeinkostensenkung 1297 ff., 1308 
Gemeinkostenverrechnung, prozeß-
orientierte 1190 f., 1193, 1302 
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Gemeinkostenverteilung 1215 
- Problemeder 1184 f., 1192 ff., 1239, 1248, 
1296 f., 1300 ff., 1306 
Gemeinkostenwertanalyse 1297 f. 
Gemeinschaftskontenrahmen 1201, 1352 
Gemeinschaftsunternehmen 215 
- Sonderregelungen für 1502 f. 
General Problem Solver 42 
Generalversammlung 190 
Genfer Schema 820 
Genossenschaft, eingetragene 188 ff. 
Geräteverbund 381 
G E R T (Graphical Evaluation and Review 
Technique) 1130 
Gesamtkosten verfahren 1228 f., 1432, 
1434 ff. 
Geschäftsanteil 188 f. 
Geschäftsbereichsorganisation 89 ff. 




- bilanzpolitisch induzierte 1454 f., 1509 
- Grundtypen von 1339 ff. 
- zeitliche Vor-und Nachlagerung von 1454 
- zeitliche Vor- und Nachverlagerung 1508 
Geschäftswert 1370, 1375 f. 
- Bewertung von 1423 
Geschmacksmuster 1105 





Gesellschaft mit beschränkter Haftung 
170 ff., 185 
Gesellschaftsrecht 158 




Gewinn 1240 f., 1249 f. 
- absoluter 17 
- kalkulatorischer 17, 1197 f. 
- Kapital- 17 
- pagatorischer 17 
- Total- 17 
Gewinnausschüt tung 1022 
Gewinnbegriffe 16 f. 
Gewinnbeteiligung 841 ff. 
Gewinnkostenverfahren 1198 
Gewinnrücklagen 1380 
- andere 1380 
Gewinn- und Verlustbeteiligung 
- K G 167 
- O H G 166 
- stille Gesellschaft 169 
Gewinn- und Verlustrechnung 1197 f., 1229 
- Aufstellung der 1432 ff. 
Gewinn Vergleichsrechnung 926 f. 
Gewinn vortrag 1431 
Glasfaserkabel 372 
Gleichordnungskonzern 214 
Gleichungsverfahren 1218 ff. 
Gleitende Durchschnitte 654 ff. 
Gliederungsgrundsätze, allgemeine 1424 
Gliederungskriterien 
- der Passivposten 1428 
- für Vermögensposten 1427 f. 
Globalisierung 135 
Global sourcing 474 
G m b H 170 ff., 185 
G m b H & C o . K G 191 ff. 
G o ß , Ermittlung der 1359 f. 
Goldene Bilanzregel 969 
Goldene Finanzierungsregel 968 f. 
Gozinto-Graph 493 f. 
Gozin to verfahren 505 
Grenzkostenrechnung 1204 f. 
Grenzplankostenrechnung 1258 ff. 
Grid-Seminar 850 
Großhande l 693 
Group Decision Support Systems 298 
Groupware 298 
Grundbücher 1349 
Gründerhaf tung 174 f. 
Grundlagenforschung 1074, 1097 
Grundmodell 
- mechanistisches 731 ff. 
- sozialwissenschaftliches 734 ff. 
Grundrechnung 1186 f., 1269 ff., 1275 
Grundsatz der 
- Bewertungseinheitlichkeit 1471 
- Bewertungsstetigkeit 1393 f. 
- Bilanzidentität 1389 
- Darstellungsstetigkeit 1425 
- Einzelbewertung 1362, 1391 
- Einzelerfassung und -bewertung 1353 
- Klarheit 1361, 1424 f. 
- Richtigkeit 1361 
- Unternehmensfortführung 1390 
- Vollständigkeit 1352 f. 
- Willkürfreiheit 1361 
Grundsä tze ordnungsmäßiger Buchführung 




Gruppen 92 f. 
Gruppenakkord 831 
Gruppenanreize 846 f. 
Gruppenbewertung 1406 f. 
Gruppendynamik 95 
Gruppenfertigung 432, 436 
Gruppennormen 96 f. 
Gruppenpressionen 752 
Gruppenunters tützung, Nutzen-




Gutenberg'sche Anpassungsformen 546 




Handelsvertreter 474, 693 
Handlungsprogramme 124 
Handlungsspielraum 439 ff. 
Handwerksbetrieb 9 ff. 
Hardwarekomponenten 325 ff. 
Häufigkeit 55, 306, 429 
Hauptbuch 1350 
Hauptkostenstellen 1193, 1217, 1247 
Hauptspeicher 325 
Hauptversammlung 183 f., 186 
Hawthorne-Experimente 94 
Hermesbürgschaften 1012 
Herstellkosten 1196, 1226, 1261, 1263 
Herstellungskosten 1280 f., 1397 ff. 
Heuristiken 41 f., 336, 718 
Heuristische Verfahren 
- Lösungsverfahren 449 ff. 
- Eröffnungsverfahren 449, 566 
- Iterationsverfahren 449 




Hochpreispolitik 687 f. 
Holding 217 
Holprinzip 606 
Homo-oeconomicus-Modell 640 f. 
Howard-Sheth-Modell 644 ff. 
Humankapital, spezifisches 54 





Ideenauswahlphase 1114 f. 
Ideenbank 1113 
Ideengenerierung 1110 f. 
Ideensammlung 1111 
Ideen-Team 1150 
Identitätsprinzip 1182 f., 1268, 1276 
I E E E (Institute of Electrical and Electronical 
Engineers) 384 
Imitation 1073, 1076 
Impari tätsprinzip 1362, 1392 f. 
Implementierungsphase 312 
Imponderabilien in der Investitionsrechnung 
942 
Incentive-Systeme 836 ff. 
Index-Anleihen 1006 
Individualprodukte 462 
Industriebetrieb 9 ff. 
Industriekontenrahmen 1352 
Inferenzmechanismus 336 f., 338 
Information 
- derivative 257 
- Eigenschaften 250 f. 
- externe 257 
- interne 257 
- originäre 257 
Informationsaktivitäten 256 ff. 
Informationsanalyse 281 f. 
Informationsangebot 276, 282 
Informationsbedarf 256 f., 275 ff., 276, 278, 
464 f. 
- objektiver 275 f. 
- subjektiver 275 f. 
Informationsbewertung 259 f. 
Informationsdienste 257 
Informationseffizienz des Kapitalmarktes 
965 
Informationsfluß 443 
Informationsfunktion, externe 1505 
Informationsgefälle zwischen Unternehmer 
und Finanziers 900 
Informationsgewinnung 256 ff. 
- Marketing 634 f. 
Informationsgrad 263 
Informationsintensität 265 
Informations-Intensitäts-Portfolio 273 f. 
Informationsmanagement 264 ff. 
- Aufgabe 264, 267 f., 269 
- Ebenen 267 f. 
- kundenorientierte Gliederung 271 f., 
272 
- Prioritäten 274 f. 
- steuerungsorientierte Gliederung 271 f. 
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Informationspathologien 263 f. 
Informationspolitik 
- defensive 1450 f. 
- ergänzende 1507 
- offensive 1450 
Informationsquelle 282 f. 
Informationsressource 282 ff. 
- aktive 283 f. 
- generatoraktive 283 f. 
- passive 283 f. 
Informationsspeicherung 258 f. 
Informationssystem 67, 285 ff., 1140 
Informationsüberlastung 263 
Informationsüberversorgung 263 
Informationsverarbeitung 256 ff. 
- automatisierte 286 
- individuelle 338 f. 
- manuelle 285 
- teilautomatisierte 285 f. 
- zwischenbetriebliche 294 ff. 
Informationsverarbeitungskalküle 258 
Informationsverarbeitungskapazität 464 
Informationsverhalten 262 ff. 




Innenfinanzierung 978 ff. 
Innerbetriebliche Standortwahl 445 ff. 
Innovation 
- Arten 1077 
- Diffusion einer 1076 
- Kostengerechtheit einer 1081 
- Marktgerechtheit einer 1080 f. 
- rechtliche Regelungen 1085 
- soziokulturelle Bedingungen 1085 f. 
- staatliche Regelungen 1084 f. 
- Zeitgerechtheit einer 1082 
Innovationsanregungsphase 1108 
Innovationsaufgaben, Merkmale von 1122 




Innovationsfähigkeit, Förderung der 1151 
Innovationsforschung 1071 
Innovationsklima, positives 1143 
Innovationsprogramme 1108 
Innovationsprojekte 
- Bewertung 1115 








Instandhaltungsplanung 454 ff. 
Instandshaltungsstrategien 455 ff. 
Instanz 87 
Institutionelle Regelungen 1084 
Instrumentalität 853 
Integration 286 ff. 
- horizontale 288 f. 
- vertikale 288 f. 
- von Diensten 379 
- von Endgeräten 379 
Integrationseffekte 297 
Integrationsgrad, effizient 424 ff. 
Integrationstendenzen 377 ff. 
Integrität 
- operative 346 





- kostenmäßige 690 
- zeitlich-horizontale 713 ff. 
- zeitlich-vertikale 713 ff. 






International Banking Facilities 1004 
Internationale Finanzmärkte, Tendenzen an 
den 1005 
Internationale Projektfinanzierung 1006 
Interner Zinsfuß 932 
Interne Zinsfußmethode 932 ff. 
Interpreter 328 
Interventionsarten 144 
Interventionspunktsystem 1050 f. 
Interventionstechniken der Organisations-
entwicklung 142 ff. 
Interview 789 f. 
Intuitivschätzung 508 
Inventar 1320, 1352 ff. 




- körperliche 1358 
- permanente 1357 
Inventurverfahren 1353 ff. 
Investition 908 ff., 940 
- (anlagen-) spezifische Kapitalgüter 54 
- abnehmerspezifische 54 
- endlich identisch wiederholte 940 
- endlich nicht-identisch wiederholte 940 
- standortspezifische 54 
Investitionsbegriff 908 
Investitionsentscheidungen 909 ff. 
- Arten von 909 ff. 
Investitionsentscheidungsprozeß 909 ff. 
- als Verhandlungsprozeß 914 
- Organisation des 914 ff. 
- Phasen des 911 ff. 




Investitionskalküle 912, 917 ff. 
- (s. auch Investitionsrechen verfahren) 
Investitionskontrolle 915, 976 ff. 
Investitionsplanungsheuristik 976 
Investitionsrechenverfahren 912, 917 ff. 
- Problemkreise von 917 f. 
- Systematik der 919 f. 
Investitionsrechnung 
- Aufgaben der 918 
- endzielorientierte Verfahren der 930 ff. 
- Grundmodell der 920 ff. 
- Vergleich der endzielorientierten 
Verfahren der 935 
Investitionsstrategien 478 
I S D N (Integrated Services Digital 
Network) 376 f. 
ISO (International Standards 
Organisation) 384 
Ist-Analyse 281 f. 
Istkostenrechnung 1203 
- zu Teilkosten 1243 ff. 
- zu Vollkosten 1206 ff. 
Iterationsverfahren 450 
Jahresabschluß 
- Aufstellung 1358 ff. 
- Offenlegung 1447 ff. 
- Prüfung 1446 f. 
- rechtliche Grundlagen 1319 ff. 
- Verpflichtung zur Aufstellung 1320 ff. 
- verrechnungstechnische 
Grundlagen 1339 ff. 
- Zweckstruktur 1322 ff. 
- als Gegenstand der Unternehmens-
politik 1449 ff. 
Jahresabschlußanalyse 966 
Jahresabschlußpoli t ik 
- Aktionsparameter 1452 ff. 
- Ziele 1449 ff. 
Jahresarbei tszeitvertrag 814 
Jahreserfolg, Ermittlung des 1348 
Jahresfehlbetrag 1431 
Jahresüberschuß 1431 
Job enlargement 440 f., 804 
Job enrichment 441, 804 f. 
Job rotation 440, 805 
Job-Sharing 813 
Join 363 
Just-in-Time 474, 513, 608, 1206, 1296 
- Konzept 698 
Kaduzierung 176 
Kalkulat ion (s. auch Kostenträgerrechnung, 
Kostenträgerstückrechnung) 1196 ff , 
1220 ff , 1261 f. 
- konstruktionsbegleitende 591, 1197 
- Nach- 1197 
- Plan- 1197 
- Vor- 1196 f. 
- Zwischen- 1197 
- prozeßorientierte 1306 
Kalkulationsobjekte 1267 
Kalkulat ionssätze 1203 
Kalkulationsverfahren 1401 f. 
Kalkulationszinsfuß (s. auch Kalkulations-
zinssatz) 930 ff , 931, 939 
- Lenkungsfunktion des 936 
- Verrechnungsfunktion des 936 
- nach Steuern 937 
Kalkulationszinssatz (s. auch Kalkulations-
zinsfuß) 931 
Kanban 606 ff. 
Kapazi tä t 
- optimale 453 
- qualitative 453 
- quantitative 453 
Kapazitätsabgleich 603 
Kapazi tä tsauslas tung 537 
Kapazi tä tsbeschränkungen 486 
Kapazitätserweiterungseffekt 
(s. auch Lohmann-Ruchti-Effekt) 981 
Kapazi tä tsp lanung 453 f. 
Kapazi täts terminierung 537, 546 ff. 
Kapi ta l 
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- gebundenes 1212 
- gezeichnetes 1379 
Kapitalanteilsmethode 1497 
Kapitalbarrieren 430 




Kapi ta lerhöhung 
- bedingte 1001 
- genehmigte 1001 
- Sonderformen der 1001 f. 
- aus Gesellschaftsmitteln 1001 
Kapitalf lußrechnung 967 
Kapitalfreisetzung 
- dauerhafte 980 
- temporäre 980 
Kapitalgesellschaft & Co . 191 
Kapitalgesellschaften 163, 170 ff., 185, 1322 
Kapitalherabsetzung 1021 f. 
- Gründe einer 1022 
Kapitalkonsolidierung 1461, 1474, 1475 ff. 
- erfolgswirksame 1490 f. 
- Strukturprinzip der 1476 ff. 
Kapitalkonto 
- festes 1379 
- variables 1379 
Kapitalkosten 1015 ff. 
Kapitalkostenfunktionen 1016 ff. 
Kapitalmarkt 
- beschränkter 922 
- unbeschränkter 922 
- unvollkommener 922 
- vollkommener 922 
Kapitalmarktlinie 962 f. 
Kapitalrücklage 1379 f. 
Kapitalstruktur 1015 
- kostenoptimale (s. auch Verschuldungs-
grad, kostenoptimaler) 1017 ff. 
Kapitalstrukturentscheidung 
- asymmetrische Informationsverteilung 
bei der 1020 
- Kriterien der 1012 ff. 
- neuere Modelle der 1019 f. 
Kapitalwert 931 ff., 939, 940 
Kapitalwertfunktion 932, 950 
- unter Berücksichtigung von Steuer-
wirkungen 938 
Kapitalwertmethode 931 f. 
Kapitalwirtschaft 
- Funktionen der 899 f. 
- Stellung der 899 ff. 
- Ziele der 904 
Kapitalzuführung 
- Flexibilität der 1014 
- Liquiditätswirkung der 1013 
- von internationalen Finanzmärkten 
1003 ff. 
Kapovaz 812 
Karrieresystem 863 ff. 
Kartell 207 ff. 
Kassenhaltung, optimale 1038 
Kaufentscheidungen 638 ff. 
Käufermarkt 625 
Käuferverhalten, Modelle des 638 ff. 
Kaufverhalten, organisationales 646 f. 
Kenntlichmachung der Ungewißheit 948 ff. 
Kennzahlen 722 f., 967 ff. 
Kennzahlensystem 20 
K G 171 ff. 




Know-How-Mat r ix 309 
Koalitionsmodell 743 ff. 
Koaxialkabel 372 
Kognitive Dissonanz 639 f. 
Kollegien 105 ff., 111 f. 
Kommandi tak t ionäre 186 
Kommanditgesellschaft 167 f., 171 ff. 
- auf Aktien 184 ff. 
Kommanditisten 167 
Kommiss ionär 475, 693 
Kommunikat ion 702 
- analoge 255 
- Aufgabenbezug 261 
- digitale 255 
- direkte 465 
- externe 260 f. 
- Grundeigenschaften 254 f. 
- interne 260 
- komplementäre 256 
- mündliche 465 
- symmetrische 256 
- ungebundene 465 
Kommunikationsanalyse 281 f. 
Kommunikationsbeziehung 261 
Kommunikationsdienste 371, 377 
Kommunikat ionsendgerä te 377 
Kommunikationshierarchie 113 ff. 
Kommunikationsmodell 
- nachrichtentechnisches 253 f. 
- pragmatisches 254 ff. 
Kommunikations-Politik 702 ff. 
Kommunikationsprozesse, Merkmale 261 
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Kommunikationsstrukturen 
- externe 1142 
- interne 1141 
Kommunikationssystem 285 ff., 371, 1140 
Kommunikationsverbund 379 
Kommunikationsverhalten 262 ff. 
Kompensat ionsgeschäfte 1048 
Kompetenzarten 98, 118 
Komplementä r 167 
Komplexi tä t 405 
Konditionen 691 f. 
Konditionenkartelle 210 
Konfl ikt 
Konflikthandhabung 757 ff. 
Konflikttypen 753 ff. 
Konfliktursachen 754 
Konflikte 753 ff. 
Kongruenz der Erzeugnisstruktur 462 
Konkurrenzanalyse 723 
Konsolidierungskreis 1467 ff. 
- Abgrenzung des 1510 
Konsolidierungsvorgänge 1474 
Konsolidierungswahlrechte 1510 f. 
- prozeßbezogene 1510 f. 
- unternehmensbezogene 1510 
Konsort ium 206 
Konstruktionsoperatoren 349 
Konstrukt ionsstückl is te 495 
Kontenplan 1350 
Kontenrahmen 1350 ff. 
Kontingenz-theoretischer Ansatz 850 
Kontokorrentkredit 1003 
Kontrolle 36, 64, 66 
Kontrollschein 575 
Kontrollspanne 783 f. 
Kontrollspielraum 439 f. 
Kontrollsysteme 293 
Kontrol lunters tü tzung 249 
Konzentration 203 
Konzern 212 ff., 1459 f. 
- Größenmerkmale des 1463 f. 
- GuV-Rechnung, Aufstellung der 1490 ff. 
- mehrstufiger 1478 f. 
Konzernabschluß 1459 ff. 
- Adressaten 1460 
- befreiender 1462 
- Bestandteile 1461 
- Erleichterungen 1466 
- Offenlegung 1505 
- Prüfung 1504 f. 
- Verpflichtung zur Aufstellung 1461 ff. 
- Vorteil 1460 
- Zweck 1459 ff. 
Konzernabschlußpoli t ik 1505 ff. 
- Aktionsparameter 1507 ff. 
- Ziele 1505 ff. 
Konzernanhang 1503 f. 
Konzernanschaffungskosten 1486 
Konzernbilanz, Aufstellung der 1474 ff. 
Konzernbilanz, Inhalt der 1470 f. 
Konzernbuchführung 1469 f. 







der 1463 ff. 
Konzernrechnungslegungspflicht 1462 
Konzernrichtlinien 1469 
Konzernunternehmung 132 ff. 
Kooperation 422 
- aktive 1459 
- im Beschaffungsbereich 475 
- passive 1459 
Kooperationsmodell 301 
Kooperations- und Abstimmungsbedarf 
465 f. 
Koordination 79 
Koordinationsformen 53, 290 ff. 
- Veränderung der Effizienz 302 f. 
Kosten 
- Begriff 1165 ff. 
- Einzel- 1172 ff. 
- fixe 1172 ff , 1188 f. 
- Gemein- 1172 f f 
- Logistik- bzw. Distributions- 698 ff. 
- pr imäre 1187 
- sekundäre 1187 
- soziale 1171 
- variable 1172 ff, 1188 f. 
Kostenartenplan 1189, 1206 
Kostenartenrechnung 1187 ff , 1206 ff, 
1234, 1243 ff , 1251 f., 1256, 1259, 1270 
Kostenartenverfahren 1215 f f 
Kostenbegriff 
- entscheidungsorientierter 1168, 1268 
- pagatorischer 1167 f., 1212 
- wertmäßiger 1168 f., 1212 
Kosten-Controlling 881 
Kosteneinflußgrößen 1172 
Kostenführerschaft, Strategie der 49, 463, 
1304 
Kosten-Nutzen-Analyse 942 
Kostenplanung 1231 ff, 1259 
1589 
Kostenrechnung 
- japanische 1307 f. 
- lebenszyklusorientierte 1195 f. 
- strategische Orientierung 1300 ff. 
Kostenrechnungssysteme, Einteilung der 
1203 
Kostenremanenzen 1172 
Kostenspaltung 1243 ff., 1258 f., 1263 
Kostenstellenausgleichsverfahren 1217 
Kostenstellenbildung 1190 f. 
Kostenstelleneinzelkosten 1188 
Kostenstellengemeinkosten 1188 
Kostenstellenplan 1214 f., 1233 
Kostenstellenrechnung 1189 ff., 1214 ff., 





Kostent rägergemeinkos ten 1188, 1190, 
1223 
Kos ten t räger rechnung 1195 ff., 1237 f., 
1248 ff., 1253 f., 1256 ff., 1273 
Kos ten t rägers tückrechnung 1195, 1198, 
1220 ff., 1261 f. 
Kostenträgerverfahren 1218 
Kostent rägerze i t rechnung 1195, 1227 ff., 
1256, 1262 f. 
Kostentragfähigkei tspr inzip 1184 f. 
Kostentreiber 1191, 1305 
Kosten- und Leistungsrechnung 
- Aufgaben der 1162 ff., 1238 ff., 1264 ff. 
- Beziehung zur Finanzbuchhaltung 1199 
- Einordnung der 1159 ff. 
- Verbindung zur Investitionsrechnung 
1160 f., 1163, 1267, 1291 
- Zuordnungsproblematik 1175, 1182 ff. 
Kostenvergleich 425 
Kostenvergleichsrechnung 924 ff. 
- kritische Menge bei der 925 f. 
- Stückkostenvergleich bei der 925 
Kostenverursachungsprinzip 1182 f., 1223, 
1242, 1263 
Kostenwert 1168 f. 
Kostenwirtschaftlichkeit 18 f. 
Kraftmodell 742 
Kredit l imit 1044 
Kreditmanagement 1041 ff. 
- Besonderheiten des internationalen 
1045 ff. 
- Ziele und Schritte 1042 ff. 
Kreditsicherheiten 1012 
Kredi twürdigkei t 1014 
Kreditwürdigkeitsprüfung 1044 
Kritische Aktivitäten 554 
Kritische Erfolgsfaktoren 278 ff. 
Kritischer Weg 552 




Kündigung 766 f. 
Kündigungsschutz 800 f. 
Kuppelproduktion 1180 f., 1227 




Lagebericht 1443 ff. 
- Funktion 1443 f. 
- Inhalt und Gestaltung 1444 ff. 
Lagerbestand 483 
- kritischer 529 f. 
Lagerhaltung 510, 516 ff., 697 ff. 
- antizipative 514 
- saisonale 514 
- spekulative 515 
Lagerhaltungsmodell 522 ff. 
Lagerkosten 517 
Lagerstandorte 701 
Länderr is ikokonzepte 1045 ff. 
- Vergleich von 1047 
Laplace-Entscheidungsregel 30 f. 
Lastverbund 379 
Latente Steuern 
- aktive 1376 
- passive 1387 
Laufbahnlinie 864 
Laufkarte 575 
Layoutplanung 445 ff. 
Leader-Match-Konzept 860 f. 
Lean production 608 
Leasing 1008 ff. 
- bilanz- und finanzpolitische Aspekte des 
1010 
- Finance- 1009 
- Hersteller- 1008 
- Immobilien- 1008 
- Mobi l ien- 1008 
- Operate- 1008 
- Steuerwirkungen des 1009 f. 
Leasingobjekte 1369 
Lebenszyklus 680 
Lebenszyklusanalyse 664 f., 688 
Lebenszyklusmodell 282 ff. 
1590 
Leistungen 1165 
Leistungsangebot 421 f. 
Leistungsbeteiligung 840 
Leistungsbewertung 826 ff. 
Leistungserlös, Konsolidierung von 1494 
Leistungskette der industriebetrieblichen 






Leistungstiefe 305, 422 ff., 1202 
Leistungsverrechnung, innerbetriebliche 
1192 f., 1203, 1215, 1248, 1273, 1279 f., 
1303 
Leitung 212, 848 






Lernfunktion 415 f. 
Lerngesetz der Produktion 415 
Lernkurve 667 
Lernstatt 872 f., 1151 
Lerntheorie 641 f. 
Letter of Credit 1046 
Leverage-Effekt 1013 
Lieferanten 
- Anzahl der 473 
- Ar t der 472 
- räumliche Verteilung der 473 
Lieferantenkredit 1003 
Lieferantenstruktur 472 
Lifo-Verfahren 1208, 1402 ff. 
- Bewertung 
- periodenbezogenes 1403 f. 
- Verfahren, permanentes 1403 
Linienorganisation 106 ff. 
Liquidität 19, 904 
Lizenzarten 1107 
Lizenzpolitik 1105 ff. 
Lobby 712 
Lohmann-Ruchti-Effekt (s. auch 
Kapazitätserweiterungseffekt) 981 
Lohnfindung 818 ff. 
Lohnformdifferenzierung 817 




- absolute 818 
- relative 819 
Lohnsatz 820 
Lohnsatzdifferenzierung 817, 819 ff., 825 f. 
Lohnschein 575 
Lohnstruktur 816 ff. 
Lohn- und Gehaltsbuchhaltung 1208 f. 




- optimale 538 f. 
Losgrößenbes t immung 536 
Losgrößenp lanung 538 ff. 
Losteilung 545 
Lückenanalyse 659 ff. 
Macht 115 
Machtbasen 115 ff. 
Machthierarchie 115 ff. 
Make-or-Buy-Entscheidungen 422 ff. 
Makler 475, 693 
Maklereffekt 297 
Management 
- Accounting 1302, 1307 
- Assessment-Center 850 
- Development 890 
- Holding 132 ff. 
- multiples 871 
Managementinformationssysteme 289 f. 
- von Forderungsausfallrisiken 1041 ff. 
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Verkettungseffekte 297 
Verlustvortrag 1431 
Vermerkpflichten 1429 f. 
Vermittlungsnetz 375 
Vermittlungsvertreter 474 
Vermögensgegenstände 1368 ff. 
- immaterielle 1370 
- Merkmale 1364 ff. 





- Ermittlung von 1293 ff. 








Vertikale Integration 422 ff. 
Vertriebssysteme 295 
Verzehr 1167 ff. 
Videokonferenznetz 376 
Vollkommene Information 947 
Vollkonsolidierung 1477 
Vollkostenrechnung 1193, 1198, 1204 f., 
1205 ff. 
- Beurteilung der 1238 ff. 
- Grundstruktur der 1230 
Vollnumeration 448 f. 
Vollständiger Finanzplan, in der 
Investitionsrechnung 572, 922 f. 
Vollständigkeitsprinzip 1465 
Vorgangsintegration 286 ff., 581 
Vorgangskette 288, 301 f. 
Vorgehensmodelle 311 ff. 
Vorkalkulation 1237 f. 
Vorkostenstellen 1192, 1217, 1247 
Vorratsbeschaffung 510, 514 
Vorratsvermögen 1371 f. 
Vorschlagswesen, betriebliches 843 ff., 1109, 
1149 
Vorsichtsprinzip 1281, 1333, 1362, 1391 
Vorstand 180 f., 186, 189 
Vorwärtsintegration 422 ff. 
Vorwärtsterminierung 544 
Vorzugsaktien 180 
Wagnisse, kalkulatorische 1214 
Währungsmanagement 1049 ff. 
- Übersicht über Instrumente des 1057 
Währungsumrechnung 1471 ff. 
Währungsumrechnungsr is iko 1050 
W A N (Wide Area Networks) 377 
Wandelschuldverschreibung 1002 
Warenkreditversicherung 1044 f. 
Warenverkehr, Verrechnung des 1345 f. 
Wartungsintervall, optimales 457 ff. 
Wasserfallmodell 311 ff. 
Wechselkredite 1003 
Wechselkursmanagement, M a ß n a h m e n des 
1052 ff. 
Wechselkursrisiken 
- Management von 1049 ff. 
- Sicherungsmaßnahmen bei 1051 ff. 






Werbebudget 710 f. 
Werbeerfolgskontrolle 709 
Werbeinhalt 706 f. 
Werbekanäle 707 f. 
Werbung 706 ff. 
Werkstatt 
Werkstattfertigung 432 ff. 




Wert, niedrigerer steuerlicher 1416 
Wertanalyse 1151 
Wertansatzrechte, sonstige 1417 ff. 
Wertansatzwahlrechte 1394, 1458 
Werte 
- fakultative niedrigere 1414 
- obligatorische beizulegende niedrigere 
1411 ff. 
Wertekreislauf 902 
Wertetabellen und Wertefunktionen 944 f. 
Wertgestaltung 1151 
Wertketten, Verknüpfung von 52 
Wertkonflikte 38 





Wertschöpfungskette 51 f., 265, 399 ff. 
Wertschöpfungspartnerschaften 296 
Wertschöpfungsrechnung 1455 
wertschwankungsfreier Wert 1417 
Wertverzehr 1167 ff., 1199 ff. 
Wesentlichkeitsprinzip 1486 
Wettbewerb 46 
Wettbewerbsanalyse 672 ff. 
Wettbewerbskräfte 46 ff., 672 ff. 
Wettbewerbsstrategien 49 f., 421 f., 1087 
Wettbewerbsstrukturen 265 
Wettbewerbsvorteile 49 f., 267, 672 ff. 
Wiederanlageprämisse der Investitions-
rechnung 935 
Wiederbeschaffungswert 1412 f. 
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- ertragsorientierter 1413 
- rentab i l i tä t sor ient i er ter 1413 
- substanzwertorientierter 1413 
Wiedergewinnungsfaktor 934 
Wiederholungsfunktion 414 f. 
Willensbildung 36, 248 
Willensdurchsetzung 36, 248 f. 
Wirkungsprognosen 651, 658 
Wirtschaftliche Angelegenheiten 122 f. 
Wirtschaftlichkeit 18, 1190 
W i r t s c h a f t s a u s s c h u ß 774 
W i r t s c h a f t s g ü t e r , geringwertige 1369 
Wissensakquisitions- und -Veränderungs-
komponente 337 
Wissensbasis 336 f., 337 
Working capital 967, 969 
X Y Z - A n a l y s e 515 
Zahlungsformen 1044 
Z a h l u n g s s t r ö m e 
- kapitalentziehende 991 
- k a p i t a l z u f ü h r e n d e 991 
- des Finanzbereichs 991 ff. 
Zeitablaufrechnung, überjährige 1278 
Zeitakkord 830 f. 




Zentralabteilung 308 f. 
Zentraleinheit 325 f. 
Zentralisation 24, 83 ff. 
Zentralprozessor 325 
Zero-Base-Budgeting 1298 ff. 
Zero Bonds 1006 
Zerschlagungsstatik, ältere 1324 
Zielbeziehungen 14 ff. 
Zielbildung, kapitalwirtschaftliche 904 f. 
Zieldimensionen 14 
Ziele 
- E n t s c h e i d u n g s t r ä g e r 28 
- Haupt- und Neben- 16 
- Ober- und Unter- 16 
- organisatorische 77 
Zielforschung 13 ff. 
Zielhierarchie 19 f. 
Zielkonflikte 713 f. 
Zielsystem 16 
Z i e l v e r ä n d e r u n g 20 
Zinsbegrenzungsvereinbarungen 1058 
Zinsen, kalkulatorische 1214 
Zinsfutures 1058 
Zinsoptionen 1058 
Zinsrisiken, Management von 1055 
Zugriffsverfahren 382 
Zurechnungsproblem in der Investitions-
rechnung 917 f. 
Zusatzleistungen 677 f. 
Zuschlagsbasis 1223 ff. 
Zuschlagskalkulation 1222 ff., 1256 f. 




zufriedenheit 740 f. 
Zwei-Personen-Null-Summen-Spiele 32 
Zwischenerfolgseliminierung 1461, 1474, 
1491 
- S p i e l r ä u m e bei der 1511 f. 
Zwischenerfolgskonsolidierung 1486 ff. 
- anteilige 1503 
Zwischengewinn 1486 
Zwischen verlust 1486 
L ' n i v o r s i t ä t s -
M ü n c h e n 
1602 
