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SUMMARY: 
Organisations do not know how to effectively employ information systems to their 
benefit because business and information system(IS) decisions are not aligned and due 
to a lack of understanding of the different types of IS decisions. The objectives of the 
study were stated as follows: 
• To confirm the existence of a relationship between business and information system 
decisions. A review of the literature supported the notion that IS decisions need to 
be aligned with business decisions. 
• To clarify the link between IS strategy and structural decisions. The study 
introduced a framework that suggested that to facilitate the link between business 
and IS decisions the respective strategy components need to be linked and that IS 
structural components will primarily be determined by IS strategy components. 
Information systems have become a strategic resource for all organisations and, not only 
is it perceived a very important competitive factor, but the importance will increase in 
the years to come. Organisations spend large amounts of money on information 
"':> systems. There is also the expectation that IS should CQ!ltribute_ to the achieve,£1:enµi, 
business goals and the overall financial performance of the company. Most senior 
executives believe that the amount of money invested in information systems and 
technology cannot be justified based on it's perceived contribution to the achievement 
of organisational objectives! 
Considerable effort was made to identify the relevant business strategy, IS strategy, and 
IS structural components. The business strategy components identified were selected 
specifically for their competitive focus. The population selected included the top 
- 11 -
companies in South Africa based on financial performance. The basis for the decision 
.;& was that su<::<::essful companies would link }?u.§.!g~ss and I.~ecisi9!1s and they would 
understand the intrinsic differences between IS sJ:rategy and structure components . 
.... ~ A ,~> ~--·;· •-., f 
The study concluded that to gain benefit from IS investments there is a need to ~ 
and busitiess_defisions. This is with specific reference to the link between business and 
IS strategy components selected. The link between IS strategy and structure components 
could not be proved. It is recommended that future research revisit these links and that 
more attention is paid to the selectio~ of the respective str~egy and structure 
components. 
'\ 
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PROBLEM AND ITS SETflNG 
Chapter 1 
PROBLEM AND ITS SETTING 
1. Statement of the problem 
The driving forces underlying information technology that are creatmg business 
strategy, are key factors to provide executives with some rough guidelines for applying 
information technology (Benjamin, Scott Morton & Wyman 1984:3). These driving 
forces are: 
• New information technology econonucs where the cost performance of 
processors, telecommunications and software improve year after year. New 
technology is introduced at an increasing rate of 20 to 30% annually - impacting on the 
demand to apply state-of-the-art technology strategically (Luftman, Lewis & Oldach 
1993: 199-200). 
• A challenging business environment where every business faces the unrelenting 
pressures of an environment characterised by intense global competition. Luftman et 
al. (1993:199-200) argued that there are many changes that drive business 
transformations. These changes are: 
The distinctions between small and large organisations are breaking down. Small 
companies compete with large organisations, and alliances between large and small 
. . . 
companies are mcreasmg. 
Globalisation of the enterprise reflects the view that most organisations will have 
to compete in an environment without borders. Rivalry among firms is increasing, 
and there are also continuous threats of new entrants, substitute products and/ or 
services. 
The work force is shifting from being blue and white-collar workers to knowledge 
workers. 
Companies are replacing vertical hierarchies with horizontal networks. 
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A shift to new competitive strategies is represented by the goal to serve the 
widest range of customers in the most cost-effective and responsive way. 
The interaction of the two variables new information technology economics and the 
challenging business environment has generated the so-called economic imperative 
of information technology. It has become imperative to use information technology 
to address the challenges faced by the business. 
Parsons (1984:45) suggested that in spite of the wealth of technological advances, the 
ability of most businesses to assimilate and apply information technology (IT) lags far 
behind the opportunities available. Parsons (1984:5) also stated that more senior 
executives increasingly felt that their business should receive more benefit from 
technology investment. They do not know the impact information technology (IT) 
has or should have on their business. 
Y Donovan (1994:4) supported this view by suggesting that most Chief Executive 
! 
Officers consider information technology (IT) a disaster, and an inhibitor. Even 
though there have been dramatic technological developments, the ability of business to 
assimilate and apply IT (information technology) lags far behind the available 
opportunities {Parsons 1983: 3; Benjamin et al. 1984:3). Benjamin et al. (1984:3) 
proposed that the reality of this ever-expanding gap between the opportunities created 
by information technology and the affective utilisation of technology is caused by: 
• An unprecedented increase in functionality and cost performance of information 
technology. 
• The fact that most executives have little or no experience in managing information 
technology and communication technologies. 
Executives feel that business should get more from the technology investment, but few 
are able to articulate the impact information technology has or should have on the 
business (Parsons 1983:5). 
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The reality is that information technology (IT) will continue to develop at an 
unprecedented rate and pressures from the environment will continue to mount. The 
demand to inadvertently use information systems (IS) will grow at a tremendous rate. 
If organisations do not use the opportunity, others in the industry will - to the demise 
of those that don't. (Keen 1993). 
The above views can be summarised by proposing that organisations are unable to 
employ IS to their benefit regardless of the many benefits IS offers. This is underlined 
by the fact that managers perceive the investment in information system (IS) as not 
being justified by the perceived gains from the investment. 
2. What are the sub-problems? 
2.1 There is no link between business and information system decisions. 
In the previous section, the initial problem statement proposed that organisations do 
not know how to_ employee information systems (IS) to their benefit. This statement 
can be expanded to include the following: Organisations do not know how to 
employee IS to their benefit because they do not link IS decisions to business 
decisions. The problems that many organisations experience with the application of 
information systems are blamed on the non-alignment of business decisions and IS 
decisions (Henderson & Venkatraman 1993:4). Earl (1989:7) identified the need to 
align information technology and the business. 
Information technology (IT) is considered an important tool to add value to an 
organisation, yet management considers it to be an inhibitor. According to Donovan 
(1994:16) this dichotomy results from the non-alignment of information systems (IS) 
and business. In a recent study it was found that less than 3% of the companies 
surveyed had IT and business strategies aligned (Peppard 1993:19). According to 
Luftman et al. (1993:203) it is important to recognise the link that exists between 
business priorities and IS capabilities. Researchers such as Henderson and 
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Venkatraman(1988), Duffy (1990), King (1978), McFarlan (1984), Bakos and 
Treacy(1986), Porter and Miller(1985), Bowman, Davies & Weatherbe(1983) and 
Earl(1989) support this relationship. 
By analysing the business environment, the strategy of the business and the role that 
information systems can play in business, the IS requirements and potential 
opportunities for IS can be identified. The IS strategic plan determines a migration 
path which overcomes existing weaknesses, exploits existing strengths, and also enables 
future requirements to be achieved in such a way that it can be managed and resourced 
appropriately. This plan needs to be integrated not only in terms of information, 
systems and technology via a coherent set of actions, but also in terms of the evolving 
business needs. (Ward, Griffiths & Whitmore 1990:23.) 
There is a difference between having an IS strategy, and having an IS strategy that is 
aligned to a business strategy. Business strategy drives the IS strategy. (Peppard 
1993:16.) 
The above evidence strongly supports the need for aligning business with information 
systems. Many researchers agree that business strategy always drives IS decisions. 
There is another view that IS not only supports chosen business strategies, but that it 
also shapes new business strategies (Henderson & Venkatraman 1993:4). This view is 
embodied in a new concept called strategic alignment. Strategic alignment extends the 
relationship between business and information systems (IS). Evidence suggests that the 
traditional view that business decisions always drive IS decisions can be challenged 
(Henderson & Venkatraman 1993:4; Goldberg & Sifonis 1994; Luftman et al. 1993). 
The strategic alignment model is depicted in figure 1.1. The model has a business 
dimension and an IS dimension. Not only is it necessary to reconsider the traditional 
management objectives where IS activities have to be linked with business 
requirements, but the new paradigm proposes a fundamental shift in focus from purely 
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an internal orientation to a recognition of the external IT marketplace. Furthermore, 
the concept of strategic alignment is based on the assumption that the economic 
performance of a company is directly related to the ability of management to create a 
strategic fit between the position of an organisation in the competitive market, and 
the design of appropriate administrative structures to support its execution. It is 
important therefore to understand the relationship between the strategy component 
and structure components of both dimensions. 
The strategy component of both dimensions has three sub components. These sub 
components include scope, governance, and competency. Similarly, the structure 
component of both dimensions has three sub-components. It includes architecture, 
process and skills. 
The interrelationship between strategy and structure on the one hand, and between IS 
and the business on the other, was examined by Henderson and Venkatraman (1993) 
in four alignment perspectives. The strategy execution and technology 
transformation perspectives arise when business strategy serves as the driver. The 
other two perspectives are based on IS strategy as the driver. These perspectives are 
known as the competitive potential and service level perspectives. 
BUSINESS IS/IT 
Figure 1.1: A new alignment concept 
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Henderson and Venkatraman (1993) used the different alignment perspectives to 
illustrate the complexity of the link between information systems (IS) and the 
business. They also illustrated the fact that either business strategy or information 
systems (IS) strategy will serve as drivers for change in the organisation. An underlying 
sub problem is that most organisations will find it difficult to employ the right 
alignment perspective. The complexity of the link between information systems (IS) 
and the business make it difficult for organisations to get the alignment right. 
In many cases, from the author's own observations, it is clear that many organisations 
do not align the two strategies. This would indicate that the many benefits alignment 
offers are lost to the majority of companies. 
The problem stated before can be expanded to read that organisations are unable to 
gain any benefit from IS because there is no link between IS and business decisions. 
The link between business and information systems (IS) is imperative. Optimising the 
link between information systems (IS) and the business necessitates an understanding 
of the variables that will offer the greatest contribution from both the business and 
information system (IS) investments. 
It is argued that the complexity of the link between IS and the business results in IS 
decisions that add no value to the organisation. To overcome the complexity and to 
answer questions such as what drives IS strategy and structural decisions, it is necessary 
to clarify the relationship between IS and business decisions. Ignoring the IS side of the 
relationship, the business side is analysed first. This is achieved by ref erring briefly to 
the theory of strategic management. 
Pearce and Robinson (1994:3) defined strategic management as 'the set of decisions and 
actions that result in the formulation and implementation of plans to achieve a 
company's objectives'. In order to achieve prosperity long term objectives are set in 
seven areas. The seven areas are profitability, productivity, competitive position, 
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employee development, employee relations, technological leadership, and public 
responsibility. (Pearce & Robinson 1994:218.) 
Once long-term objectives have been defined, grand strategies can be determined. The 
fourteen principal grand strategies also referred to as master or business strategies, 
include strategies such as concentrated growth, market development, product 
development, horizontal integration, vertical integration, concentric diversification, 
turnaround, divestiture, strategic alliances and joint ventures. (Pearce and Robinson 
1994:220-224.) 
A grand strategy must be based on a core idea on how a firm can best compete in the 
market place. Porter (1980:35) suggested that any long-term strategy must be derived 
from an organisation's efforts to gain competitive advantage based on three generic 
strategic strategies: 
• To gain overall cost leadership in the industry. 
• To create/ market products that are unique to a variety of buyers by means of 
differentiation. 
• To appeal to one or more groups of buyers by focusing on their cost or 
differentiation concerns. 
Pearce and Robinson (1994:220) proposed that grand strategies such as concentrated 
growth and innovation should be based on the three generic strategies cost leadership, 
differentiation, and focus. 
It becomes evident that the three generic strategies play a pivotal role in achieving the 
company's objectives. When formulating strategy, the establishment of long term 
objectives and ultimately grand strategies is preceded by an internal and external 
analysis. The external analysis addresses three sub-environments: the remote 
environment - economic, social, political, technological and ecological factors; the 
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industry environment; and the operating environment - competitors, creditors, 
customers, labour and suppliers. 
An analysis of the industry environment should address five basic forces: the 
bargaining power of suppliers; the bargaining power buyers; the threat of substitute 
products or services; the threat of new entrants; and rivalry amongst existing firms 
(Porter 1980:3). Pearce and Robinson (1994:77) proposed that the state of competition 
in any industry would depend on these five basic forces. The collective strength of 
these five forces will determine the ultimate profit potential of an industry (Porter 
1980:3). 
To cope with the five competitive forces there are three generic strategies that an 
organisation can adopt. The three generic strategies include overall cost leadership, 
differentiation, and focus (Porter 1980:35). The role of the five basic forces in strategy 
formulation is that grand strategies for gaining competitive advantage is based on the 
three generic strategies that are used to cope with these five forces. 
Low cost or differentiation stems from the activities an organisation performs since 
each of these activities can contribute to the relative cost position of the firm and 
create a basis for differentiation (Porter 1985:33). To analyse these activities in a 
consistent way, Porter (1985) introduced the concept of the value chain. These 
activities are reflected by the activities in the value chain (Porter and Miller 1985:151). 
A company's value activities are the distinct technological and economical activities it 
performs to do its business. These value activities fall into nine categories. Primary 
activities are involved in the physical creation of the product, its marketing and 
delivery to buyers, and its support and after sale service. Primary activities include 
inbound logistics, operations, outbound logistics, marketing and sales, and service 
(Porter 1985:39-40}. 
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Support activities provide the inputs and infrastructure that allow the primary 
activities to take place. According to Porter (1985:40-43) the four support activities 
include procurement, technology development, human resource management, and 
firm infrastructure. The cost and uniqueness drivers of each value activity affect cost 
leadership and differentiation. 
Business strategies are the business decisions made to achieve organisational objectives. 
A case can be made that business strategies are determined by the following: 
• Industry competitive forces will determine the generic strategies adopted by 
organ1sat10ns. 
• Structural factors will determine an organisation's ability to facilitate low cost or 
differentiation. 
The problem statement has been developed to read as follows: 
Organisations do not know how to effectively employee IS to their benefit due to 
the non-alignment between IS and business decisions. 
2.2 There is a lack of understanding of the different types of IS decisions 
Another important issue to clarify is the difference between information systems (IS) -
and information technology (IT) - strategies. Frequently authors use these terms 
interchangeably without recognising the real difference in meaning. 
an information system is a collection of people, procedures, a base of data and 
(sometimes) hardware and software that collects, processes, stores and communicates data 
for processing transactions at operational level, and information to support management 
decision -making or to constitute part of the product or service'(Duffy & Assad 1989:6). 
This definition proposes that ail information system consist of a number of elements. 
These elements are defined as task, people, technology, systems and procedures, and 
data. The term information systems (IS) is collectively used to define information 
systems (IS) and information technology (IT). Information systems (IS) is the systems 
Chapter 1 Page 9 98/02/23 
PROBLEM AND ITS SETTING 
and procedures that bind the other information system elements together. Information 
technology (IT) is ref erred to as technology and includes hardware and software. 
(Duffy and Assad 1989: 13.) 
QED Information Sciences, Inc. (1989:153) describes an information systems (IS) 
strategy as a general statement of the way in which an issue will be controlled by 
management to achieve desired results, or a method to resolve unsettled issues into 
final objectives. Both definitions revolve around business issues - those aspects of the 
business which management has selected to address during the planning process (QED 
Information Sciences, Inc. 1989: 152). 
Luftman et al. (1993:201) defined information technology (IT) as the generally 
accepted term that encompasses the rapidly expanding range of equipment (captures, 
data storage devices, network and communication devices), applications, and services 
such as application development and end-user computing, used to deliver data, 
information and knowledge. 
Another view, held by Duffy and Assad (1989:3) is that information systems (IS) is the 
structured way of providing information, and the technology it is based on is referred 
to as information technology (IT). Duffy and Assad (1989:17-18) defined information 
technology (IT) as hardware, data communications, office automation, home 
computmg and computer integrated manufacturing, supplier technical software, 
languages and packages, database management systems and system development tools. 
A number of authors have discussed strategies and types of strategies (Hayward 1987; 
Parsons 1983; Ward et al.1990). Hayward (1987:105) defmed a planning model for 
information system strategies. In this model he refers to types/ groupings of strategies. 
The types of strategies include the management strategy, the application strategy, and 
the technology strategy. The management strategy deals with the policies, objectives 
and strategies for the organisation of people within the information systems (IS) 
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function. The application strategy addresses information requirement analysis, 
resource allocation, and project planning. The technology strategy covers an 
organisation-wide perspective of hardware and software needs. 
The most useful overview of information systems (IS) strategies is provided by Ward 
et al. (1990). Ward et al. (1990:223) defined a strategy as "an integrated set of actions 
aimed at increasing the long-term well-being and strength of the enterprise". Ward et 
al. (1990:102) proposed that the information systems strategy should contain an IS 
management strategy, a business IS strategy, and an IT strategy. The IS management 
strategy addresses organisation (resources and the allocation of responsibility and 
authority for IS decisions), investment policies, vendor policies, accounting policies, 
and human impact policies where training I education is included. The business IS 
strategy defines how the business will deploy IS in achieving its objectives and 
references the application portfolio. The purpose of the IT strategy is to define "how 
resources and technologies will be managed and developed to satisfy business 
information systems (IS) strategies within the management strategy framework"(Ward 
et al. 1990:106). Information systems (IS) are demand oriented, business based, and 
application focused. Information technology (11) on the other hand is supply 
oriented, activity based and technology focused. Information systems (IS) strategies 
focus on WHAT is required and information technology (11) strategies on HOW it 
can be delivered. These very important differences between information systems (IS) 
and information technology (11) were identified by Ward et al. (1990:84). 
The "Strategic Information Systems Planning" approach recommended by QED 
Information Sciences, Inc. (1989:161) defined the different strategies as: strategic 
systems alternatives, organisational strategy alternatives, equipment and software 
strategies; and communication strategies describing data, voice and facsimile options. 
Strategic system alternatives identify those systems that are essential for meeting 
business requirements. Organisational strategy alternatives describe the options that 
exist for both IS structure and responsibilities and the role of the user. 
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Diamond Shamrock planning, described by QED Information Sciences, Inc. 
(1989:210), identified their information system/technology strategies to consist of an 
"Applications" portfolio, an JS management structure, a technical architecture, and 
an JS strategy. Fluor Corporation maintained that a strategic plan should include 
(QED Information Sciences, Inc. 1989:217) a DP organisation structure, a hardware 
capacity and configuration, new application development, a statement of the 
productivity/ competence of DP staff, new technology, computer security, etc. 
A major Insurance organisation - example (QED Information Sciences, Inc. 1989:222) 
defined their IS strategy as cons1stmg of an applications development strategy, an 
operations management strategy, a technology architecture strategy, and an 
orgamsat1on strategy. 
An interesting view is held by Firdman (1991) who did not use terms such as 
information system (IS) and information technology (IT) strategies, but two new 
terms. The two new terms are corporate information infrastructure and IS 
architecture. The corporate information infrastructure consists of four levels: 
• Basic hardware and software. 
• Connectivity and basic user services. 
• Knowledge images, text and databases. 
• Information management 
The Strategic Alignment Model discussed earlier consists of four dimensions. The four 
dimensions include strategy and structure dimensions relating to IS, and strategy and 
structure dimensions relating to business. How do the IS dimensions relate to the 
work proposed by Ward et al. (1990)? The reader will recall that the IS strategy 
component has three sub components called scope, competency, and governance. The 
IS infrastructure component has three sub components known as architecture, 
processes, and skills. It is difficult to relate these components and sub components to 
the perspectives discussed earlier! 
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Given the importance of information systems (IS) and information technology (IT), 
and the importance of the link with business, the lack of consensus with regard to 
terminology creates concern. If IS has competitive potential, what creates the 
competitive capability? Is it the information system or is it the underlying technology 
that helps deliver the system. Terminology plays an important role if 
researchers/ decision makers want to determine important issues such as the 
relationship between business and IS, the competitive potential of IS. 
It is necessary to gain a clear understanding of information systems (IS) terminology 
for the study to clarify important relationships. 
3. HYPOTHESES 
3.1 First objective of the study 
The first objective of the study is to determine the relationship between business and 
information system (IS) decisions. From the preceding theory it is clear that the grand 
strategies an organisation adopts is based on three generic strategies (cost leadership, 
differentiation, and focus). This means that the underlying focus will be on achieving 
cost leadership, value-added products, and focusing on a specific market niche. 
Competitive forces and the structural factors that determine low cost and/ or 
differentiation will impact on grand strategies and the core strategies it is based on. 
Cost leadership or differentiation is achieved by the way the value activities are 
performed. These activities in turn are impacted on by these structural factors. 
It can be argued that "competitive" variables play an important role when analysing 
business strategy. Variables such as competitive forces, structural factors and core 
value activities could valuable insight to the analysis. Support for the above 
arguments can be found in the work by Duffy and Assad (1989). The IS strategy 
formulation process should take cognisance of business plans. Areas of the strategic 
business plans that might have implications for IS are industry analysis, competitive 
analysis, SWOT analysis, etc. The IS strategy formulation process should be extended 
Chapter 1 Page 13 98/02/23 
PROBLEM AND ITS SETTING 
with the addition of an IS competitive analysis that is based on three core concepts. 
The three core concepts are: 
• The structure of an industry determines a firms profitability. 
• Generic strategies are used to alter the structure of an industry. 
• The way value activities are performed will impact the organisation's ability to 
achieve competitive advantage. (Duffy and Assad 1989:92-106.) 
An analysis of the industry structure and of the organisation's value chain was 
supported by Ward et al. (1990:144) who suggested that an interpretation of business 
objectives and strategies was key to the process of strategy formulation. 
There is much support for competitive positioning as an IS planning objective. 
Awareness frameworks assist in determining the potential impact of IT on the 
business. The Strategic Opportunities Matrix (Benjamin et al. 1984) and the 
Strategic Impact of IT model (Parsons 1983) are examples of models analysing the 
competitive potential of IS. Opportunity frameworks generate ideas for the strategic 
application of IT. Value chain analysis (Porter and Millar 1985), the five forces of 
industry competition (Porter 1980), and the strategic option generator (Wiseman 
1985) are examples of opportunity frameworks that are used to determine the 
competitive potential of IS. 
The first objective of the study is to analyse the relationship between: 
• Competitive forces and information system(IS) decisions, 
• Core value activities and information system(IS) decisions, and 
• Structural factors and information system (IS) decisions. 
3.2 Second objective of the study 
The second objective of the study is to clarify the link between information system 
(IS) strategy and information system (IS) structural decisions. This will assist in 
clarifying the apparent confusion with regard to information system (IS) terminology. 
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There appears to be very little agreement about the terminology used to describe 
information systems (IS), information technology (IT) and related issues. There are 
disparate views (Duffy and Assad 1989; Luftman et al. 1993; Ward et al. 1990; 
Hayward 1987). An overview was provided in section 2. It is suggested that the 
terminology that requires clarification includes information system (IS), information 
technology (IT), information systems management (IM), and other terms such as 
architecture and information infrastructure. These are the terms used by the leading 
authors. 
The definition for an information system (IS) varies from an all-inclusive concept to one 
that is very limited. An information system (IS) includes a number of elements. These 
elements include task, people, technology, systems and procedures, and data (Duffy and 
Assad 1989:13). The system is the structure that binds all the elements together. The 
system uses resources such as hardware, people, and software to deliver the required 
information. The information system (IS) strategy is therefor an all-inclusive concept. 
According to Hayward (1987:105) IS has a more limited role. Hayward (1987: 105) 
proposed that the system/ application strategy addresses issues such as information 
requirement analysis, resource allocation, and project planning. Another view was held 
by Ward et al. (1990) who proposed information systems (IS) to refer to the systems put 
in place to meet business requirements. IS deals with WHAT is required. 
The information technology (IT) strategy appears to be more straightforward. 
According to Duffy and Assad (1989:3) it refers to the technology that information 
systems are based on. This technology includes components such as hardware, data 
communications and system software. The same view was shared by Ward et al. (1990) 
who proposed that information technology (IT) refers to the underlying technology 
needed to deliver information systems. A different view was held by Luftman et al. 
(1993: 201) who saw information technology (IT) as including the equipment, 
applications (systems), and services to deliver data, information and knowledge. The 
study proposes that information technology is a subset of information systems as per the 
Ward et al. (1990) and Duffy and Assad (1989) definitions. 
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The third, and sometimes-overlooked definition, is that of information system 
management strategy. The information management strategy is a strategy that deals 
with policies, objectives and strategies for the organisation of people within the 
information systems function (Hayward 1987:105). According to Ward et al. (1990:102) 
the information system management strategy addresses resourcing, the allocation of 
responsibility and authority for information system decisions, investment policies and 
human impact policies. 
According to Duffy and Assad (1989: 13) an information system includes elements such 
as people and procedures. The system holds all these elements together. Based on this 
argument it is proposed that the information system management strategy is a sub set of 
the information system strategy. The information system (IS) strategy therefor is a 
concept that includes both information technology (IT) and information systems 
management (IM) strategies. 
Other terms that are used frequently are applications portfolio, information system 
architecture, and information infrastructure. How do these terms relate to the 
strategy definitions discussed previously? It is useful to refer to the strategic alignment 
model (SAM) that was briefly referred to in section 2.3. Strategic alignment is not 
only the link between business and IS, referred to as functional integration, but also 
the link between strategy and structure, known as strategic fit. It was argued by 
Henderson and Venkatraman (1993) that the fit between the external domain and 
internal domain of the business was critical for maximising economic performance. 
They proposed that this arrangement was equally relevant within the information 
system (IS) domain. The IS strategy should be articulated in terms of how the firm is 
positioned in the IS market place - the external domain, and how the IS infrastructure 
should be configured and managed - the internal domain. In other words it is 
important to consider the link between strategy and structure. 
The IS strategy component, also known as the external domain, involves scope, 
systematic competencies, and governance choices (Henderson & Venkatraman 1993; 
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Goldberg & Sifonis 1994:131-134). Scope refers to specific information technologies 
such as imaging and local area networks that support current business strategy 
initiatives or could shape new business strategy initiatives for the firm. Systematic 
competencies ' ... enable an organisation to use the information technology it has 
chosen to differentiate itself in the marketplace.'( Goldberg & Sifonis 1994: 122). It 
refers to those attributes of an information technology strategy that could positively 
contribute to the creation of new business strategies, or offer better support of existing 
business strategies. The attributes referred to above include factors such as system 
reliability, cost-performance levels, interconnectivity, and flexibility. IT governance 
addresses the selection and use of mechanisms for obtaining the required competencies. 
Some of these mechanisms are joint ventures with vendors, joint research and 
development and strategic alliances (Henderson & Venkatraman 1993:6). It is that set 
of policies that an organisation puts in place to control ownership decisions, set rules 
and standards for, and regulate the use of information technology (Goldberg & Sifonis 
1994:133). 
(Note! 1he reader should keep in mind that information technology forms part of the bigger 
information system (IS) strategyO 
Structure refers to the internal domain that addresses the three components 
administrative infrastructure, processes, and skill sets (Goldberg & Sifonis 1994:134). 
The administrative infrastructure determines the management structure, roles, 
responsibtlities, authority, and technical considerations required to execute the defined 
IS strategy (Goldberg & Sifonis 1994:134). It covers the technical choices and decisions 
associated with implementing the IS strategy. The technical choices refer to the 
development of architectures for hardware, systems software, applications 
(applications portfolio), data, and communications. These architectures collectively 
define the technical infrastructure (Henderson & Venkatraman 1993:6). Processes 
are the activities and tasks that enable the organisation to conduct its business. The 
development of software systems is one example. The question is how to organise the 
IT processes to best support the IT strategy. The skills required by employees are 
determined by the nature of the activities and tasks that comprise the IT processes. 
(Goldberg & Sifonis 1994:135-136.) 
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The study suggests the following definition to address all the above concepts: every 
organisation will have an information systems (IS) strategy that includes information 
technology (IT) and information system management (IM) strategies. The 
information system (IS) strategy component reflects choices of scope, competency, and 
governance. The implementation of these strategies will result in the IS infrastructure. 
Once a common understanding of terminology is achieved, it becomes easier to look at 
strategic information system (IS) choices. 
4. ASSUMPTIONS 
An important assumption is that information systems (IS) planning is necessary. The 
assumption has a sound theoretical base. A number of authors have reflected on the 
importance of information systems (IS) planning (Henderson and Sifonis 1988; Pyburn 
1983; Ward et al. 1990). 
An effective strategic information technology plan is necessary due to the impact of 
information technology on the competitive capabilities of the firm (Henderson and 
Sifonis 1988:187. According to Pyburn (1983) strategic information technology (IT) 
planning has become critical to the success of the overall information system (IS) effort 
- even if their efforts were not considered effective. 
Information systems (IS) planning is necessary because the exploitation of information 
technology (IT) in different sectors is posing strategic threats and opportunities (Earl 
(1989:67). According to Ward et al.(1990: xl) a lack of a coherent strategy for 
information systems and information technology could cause problems such as: 
• Missing business opportunities. 
• Making IS investments that do not support business. 
• Other organisations getting the edge as a result of their appropriate use of 
information technology (IT). 
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5. IMPORTANCE OF THE STUDY 
Many authors agree that information technology has become a strategic resource (Earl 
1989; Duffy 1990; Butler Cox Foundation 1987). In a survey by the Butler Cox 
Foundation (1987:6) it was observed that most senior managers perceive information 
technology important as a competitive factor, and that the greater percentage of senior 
managers believe that the importance of information technology (IT) will increase in 
years to come. 
The importance of information technology as perceived by most organisations, 
emerged during the early 80's(Duffy 1990). 
According to Parsons(1984:46) ' ... IT is or will become a strategic concern for many firms 
over the next five years. It has been estimated that more than US$1 trillion will be spent on 
IT investments during that period.' 
The perceived importance of information systems and technology has led to 
organisations spending relatively large amounts of money on information technology 
(Duffy 1990). In South Africa, during 1987, R3 billion on a gross national product 
(GNP) of R133 billion was spent on information technology (IT)(Duffy 1990: 30). The 
escalation of information technology costs in organisations was confirmed by 
Remenyi and Waller (1988:8) who predicted that information systems costs would 
double roughly every four years. According to Jarvenpaa and Ives (1990:355) the rate 
of information technology (IT) use has escalated. They supported this view with the 
results of a Delphi study where it was determined that respondents considered the use 
of information technology for achieving competitive advantage as critical. 
A recent study confirmed the use of information technology (IT) for competitive 
advantage and the key role of information technology (IT) in shaping corporate 
(Duffy 1990: 3 5). 
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Once an organisation started to employ information technology (IT) for competitive 
advantage, fifty percent of the companies in that industry would lose market share or 
close down within 10 years, mainly as a result of not recognising the benefit of using 
information technology (IT) early enough to act appropriately (Keen 1993:18). The 
companies that lose out do not recognise the alignment between business priorities 
and information technology (IT) capabilities. It must be pointed out that neither 
industry, organisation, nor function, is immune from the opportunity to obtain 
advantage from IT (Luftman et al. 1993:203). 
If information technology is perceived to be so important, what has fuelled this 
perception? Two reasons why it has become necessary for organisations to adopt a 
strategic approach to managing investments in information systems and technology 
were offered by Ward et al. (1990:xi): 
• It has become a major expense item. 
• The use of information systems and technology can assist organisations in gaining 
significant competitive advantage. 
Probably the best indicator of the importance of information technology (IT) is the 
amount of money organisations spend on it. The Gartner Group (1994a) in a recent 
report stated that the information technology (IT) industry revenue increased during 
the second quarter of 1994 by 10.5 percent to a staggering $121 billion. IBM, the 
largest company in the information technology (IT) industry, and one of the largest in 
the world, reported a second quarter income during 1994 of $689 million on revenue 
of $15,35 billion. Software companies also demonstrated impressive quarterly revenue 
gams. 
These examples demonstrate the expenditure of companies on information technology 
(IT) products to support IS operations. Robson (1994:352-361) presented the following 
interesting facts: 
• Total spending on IS in the UK was estimated at Pounds 28,1 billion. 
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• The number of personal computers in "Fortune 500" companies increased from 
2,5 million in 1983 to 18,4 million in 1990. Considering the costs of personal 
computers this represented a major increase in IS expenditure. 
According to Donovan (1994:9) the investment in IS often results in a major loss. The 
London Stock Exchange abandoned a computerised settlement system that would 
have made them a global competitor. Development costs was estimated at Pounds 400 
million over the six years before 1993. Unfortunately, detailed information on 
Information Technology expenditure is not available for South African companies. 
The figures cited above indicate the importance major international players attach to 
information technology. The author's personal insight into major organisations in 
South Africa confirms IT expenses of hundreds of millions of Rands. 
Not only are organisations spending vast amounts of money on IS, but according to 
Gartner Group (1994b) there is growing pressure from management for IS to 
C,Q!Ltt.:ibute to J:,~usiness goals. The pressure has grown from 40% of management in 
' •""''4 .. ~ 
1992 to 92% in 1994. The same source reported that the expectation for IS to 
contribute to the overall financial performance of the company has grown from 43% 
in 1992 to 85% in 1994. 
A problem for organisations is the fact that companies spend vast amount on IT in 
order to enhance organisational effectiveness, without knowing how to use IT to the 
best effect. According to Abetti (1989:41) three factors have fuelled this change in the 
perceived importance of "technology": 
• The technology explosion - 90% of our technical knowledge has been generated 
in the last fifty-five years and it is predicted to double every thirty years. 
Information technology time-spans are even shorter. New IT is introduced at a 
rate of 20% to 30% annually (Benjamin et al. 1984). 
• Shortening of the technology cycle. The dramatic changes in the use of 
microcomputer software demonstrate the shortening of the technology cycle in the 
information technology (IT) industry. 
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• Globalisation of technology - technology is becoming a global resource where 
licensing agreements are rapidly being replaced by joint ventures. 
Abetti (1989:40) stated that during the last forty years technology has taken on a new 
and dominant role in shaping the strategies of major leading organisations. Today 
technology is considered to be a key strategic resource, one that is indispensable for 
meeting corporate goals and objectives. Not only is technology gradually being 
integrated into the strategic planning process on an equal footing with functions such 
as finance and marketing, it is now emerging as the driving force for establishing 
corporate strategy of the more progressive entrepreneurial corporations in the US, 
Europe and Japan. 
The above applies to information technology (IT) as well. One example is that the 
price/ performance ratios of computing have improved by a factor of a 1000 in less 
than 12 years (Donovan 1994:22-23). 
6. ORGANISATION OF THE STUDY 
Chapter 1 introduced the problem, sub problems, objectives and resulting hypotheses 
to be addressed during the study. The problem statement was refined to state that: 
Organisations do not know how to effectively IS to their benefit because business and IS 
decisions are not aligned and due to a lack of understanding of the different types of IS 
decisions. 
The objectives of the study of the study were stated as: 
• To determine if there is a relationship between business and information system 
decisions. 
• To clarify the link between IS strategy and structure. 
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From these objectives two high level hypotheses are derived: 
• Hypothesis !:There is a link between business and IS decisions. 
• Hypothesis 2: IS strategy decisions will determine structure decisions. 
The focus in chapter 2 is a review of the literature. In this chapter both IS planning 
and business planning will be reviewed. The review of IS planning will highlight the 
following: 
• The reason existing planning techniques fail. 
• The objectives of IS planning. 
• The contribution of IS planning- if any! 
• An IS planning framework. 
The review of business planning will emphasise the importance of competitive 
variables. The competitive variables are defined as competitive forces, structural factors 
(also called cost drivers), and core value activities. In chapter 2 the link between 
business and IS is also reviewed. Specific attention is given to business and IS 
components and the theory that underlines the relationship between: 
• Business strategy and IS components, and 
• IS strategy and structure components. 
Chapter 3 discusses the treatment of the data. Each sub problem/ objective is dealt 
with separately. Care is taken to discuss the dependent and independent variables and 
the procedures to analyse each relationship. Chapter 3 also addresses the questionnaire, 
population and research methodology. 
Chapter 4 analyses the results of the research and chapter 5 concludes with 
recommendations for future research. 
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Chapter 2 
REVIEW OF THE LITERATURE 
1. INTRODUCTION 
Problem Statement: Organisations fail to derive any benefit from information system(IS) 
strategy and structure decisions because there is no link between these decisions and business 
decisions. and because organisations cannot distinguish between information system(IS) 
strategy and structure decisions. 
The two sub-problems can be stated as: 
• The perceived inability of organisations to derive any benefit from IS decisions is a 
result of the non-alignment of IS and business decisions. 
• The perceived inability of organisations to derive any benefit from IS decisions is 
because they confuse the role, differences between, or relationship between 
information systems(IS) strategy and structure decisions. 
The objectives of the study are derived from the problem and sub-problem statements. 
The first objective is to determine whether there should be a relationship between 
business and information system(IS) decisions. The second objective is to determine 
the link between information systems(IS) strategy and structure. It is argued that there 
is a distinction between strategy and structural decisions and that these two 
components relate to systems and technology decisions. In both cases an important 
assumption is made, i.e. successful organisations align IS and business decisions and 
understand the relationship between IS strategy and structure decisions. 
The objective of chapter two is to review literature related to information system(IS) 
planning. Section 2 provides an overview of information system(IS) planning. The 
discussion is sub divided into a number of subsections: 
Chapter 2 Page 24 98/02/23 
REVIEW OF THE LITERATURE 
• A review of the "standard" and more general IS planning techniques. 
• _Reviewing the objective of IS planning. 
• A review of different IS planning models. 
• An attempt to clarify IS roles. 
Section 3 provides a brief overview of business planning with the emphasis on the role 
of competitive advantage. Two specific components of competitive advantage are 
reviewed. These components are the role of competitive forces and the role of the 
structural factors such as geographic location that indirectly impacts the activities an 
organisation undertakes. 
Section 4 discusses the concept of strategic alignment. Strategic alignment is the 
alignment between information system(IS) and business decisions. Specific attention is 
given to business strategy and structure components on the one hand, and IS strategy 
and structure components on the other. Section 5 reviews the objectives of the study 
and concludes with a statement of the hypotheses. 
2. OVERVIEW OF IS PLANNING 
2.1 Introduction 
In section 2 an overview of IS planning is given. The underlying reasons for the 
perceived failure of the more established planning techniques such as the critical 
success factor(CSF) method are reviewed in section 2.2. Section 2.3 reflects on the 
objective of IS planning and section 2.4 revisits the many IS planning models proposed 
for planning. Section 2.5 discusses both IS strategy and structure components and 
revisits some basic definitions. 
2.2 Established planning techniques are subject to criticism 
Many planning methods have been recommended by authors such as Sullivan(1985), 
but organisations still fail to derive value from investments in information systems(IS). 
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As will be shown in the following discussion, a number of the more popular planning 
frameworks have certain underlying weaknesses that could be responsible for, or else 
contribute to, the perceived lack of value gained from information system(IS) 
investments. The more popular frameworks are proposed to include the stages of 
growth model(Nolan 1979), business systems planning(Sullivan 1985), and critical 
success factors(R.ockart 1979). 
2.2.1 Stages of Growth 
The stages of growth approach were first introduced in the early half of the 1970's. 
The original model was later revised to reflect six stages of data processing growth as 
opposed to the original four. The stages of growth model is based on the assumption 
that all organisations experience the different phases of the evolution of information 
systems(IS). This model reflects the phases of information system(IS) evolution.(Nolan 
1979:116.) The premise of this model is that there are a number of variables that will 
change from one stage to another. 
Nolan's work has been criticised by a number of authors like Hayward(1987:101) and 
Ward et al.(1990). Several weaknesses were noted by Ward et al.{1990:5): empirical 
evidence for the different stages is inconsistent; many of the assumptions of the model 
are too simplistic to be useful. An empirical assessment of the model was conducted by 
Drury(1983) who proposed that for the model to be useful, all the benchmark 
variables should classify the same stages. This means that there should be a high degree 
of correlation between these variables at the different stages in the model. The latter 
is not true because Drury(1983:65-67) proved that although the benchmark variables 
change across the different stages of development, the variables are inconsistent with 
each other and generally change at different times. 
According to Sullivan(1985) the emphasis in information systems is shifting from 
applications and processing management to data and information resource 
management. This change in perspective is as a result of technological changes. 
Organisations face a different set of planning requirements. Issues such as information 
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networking and competitive edge applications have to be considered.(Sullivan 1985.) 
Nolan's(1979) stages of growth model does not deal with these issues. 
On the positive side the Nolan hypothesis describes in broad terms what has occurred 
in many organisations. It suggests an evolutionary approach during which different 
forces control the testing of IS in an organisation(Ward et al. 1990:5). The stages of 
growth(SOG) model is a well-known construct and offers a viable structure for 
understanding systems evolution. Some of the more important premises of the stages 
of growth(SOG) model are summarised by Sullivan(1985:3-4) as follows: 
• The stages of initiation and experience followed by consolidation and maturity 
would be similar at all firms. 
• It has the virtue of looking at the IS resource in a holistic way. 
2.2.2 Business System Planning(BSP) 
The BSP approach, unlike the theory-driven stages of growth approach, is business 
oriented(Sullivan1985:4). It focuses on recommendations derived from the 
construction of a model of a particular business and its information resource. One 
advantage of this approach is that unlike the Stages Of Growth(SOG) model, it shifts 
the emphasis from applications to information. The major limitation of BSP is that it 
does not take cognisance of the trend to decentralise(Sullivan 1985:4). 
2.2.3 Critical Success Factors(CSF) 
According to Sullivan(1985:5) the CSF approach assists management with the 
identification of individual requirements for information systems. It focuses on 
individual managers and each manager's information needs(Rockart 1979:85). It takes 
into consideration the fact that information requirements will vary from manager to 
manager and that these requirements will change over time. 
'Critical success factors thus are, for any business, the limited number of areas in which 
results, if they are satisfactory, will ensure successful competitive performance for the 
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organisation. They are the key areas where "things must go right" for the business to 
flourish' (R.ockart 1979:85). 
The ma1or sources of critical success factors are the structure of the particular 
industry, competitive strategy, industry position, geographic location, environmental 
factors, and temporal factors(Rockart 1979:86). 
The strengths of the CSF approach were listed by Boynton and Zmud (1984:24) as: 
• It provides support for the planning process. 
• It develops insights into the information services that can impact the organisation 
competitive position. 
• It creates enthusiasm at top management levels. 
• It gives structure to the analysis process. 
The major problem is that this approach focuses on resolving individual needs as 
opposed to resolving company-wide issues of integrated information systems. The 
weaknesses according to Boynton and Zmud(1984:24) are: the further removed 
managers are from the senior levels, the more difficult they find it to identify with 
meaningful organisational CSF's; the conceptual nature of CSF's could result in lower 
levels of management experiencing difficulty with the concept; certain managers will 
find it difficult to ascertain their information needs by only using the CSF approach. 
2.2.4 Assessment 
There are many other planning methods that can be used by organisations. The ones 
listed above are some of the more visible ones. The objective of the preceding 
discussion was only to illustrate that these planning methods, even though they offer 
some advantages, have inherent weaknesses. 
From this discussion a ·number of interesting issues were raised that will be pursued in 
further discussions. The issues are: 
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• According to QED Information Sciences, Inc.(1989: 99) forward linkage( linking 
business and systems plans becomes a two-way information exchange) is a key 
feature of any planning method. The stages of growth model lacks this very 
important requirement, but both the BSP and CSF approaches allude to the 
importance of business as an underlying force in IS decisions. 
• The structure of an industry and competitive strategy are some of the ma1or 
sources of critical success factors(Rockart 1979: 86). This extends the link between 
the business and IS to include competitive components in understanding the 
relationship. 
It is proposed that existing planning techniques fail to identify the appropnate 
information system(IS) decisions. Perhaps existing planning techniques fail because 
they do not fully exploit the link between business, together with its competltlve 
components, and IS. 
2.3 The real objective of information systems(IS) planning is not clear 
The starting point for strategy formulation is the definition of objectives. If these 
objectives are not clear it is unlikely that the process of planning/ strategy formulation 
will result in any benefit to the organisation. A clear understanding of IS objectives is 
crucial before attempting any IS decisions. 
What is the objective of IS planning? Is it to improve efficiency, effectiveness, or to 
gain competitive advantage? The reasons for investing in automation are both for 
improving competitive position as well as improving business operations. According 
to QED Information Sciences, Inc.(1989:66) IS planning is '. .. the explicit connection 
of the organisation's business plan and its system plan to provide better support of the 
organisation's goals and objectives.' 
What are the business goals of an organisation? Do these goals relate to efficiency, 
effectiveness, or competitiveness? It is important to understand how the roles of 
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technology based information systems have evolved in order to be able to manage IS 
more effectively in the future(Ward et al. 1990:1). According to the Ward et 
al.(1990:10) "three-era" model the objective of using IS in the different eras differed: 
• The objective of the Data Processing (DP) era is to improve operational efficiency 
by automating information based processes. 
• The objective of the Management Information System(MIS) era .is to increase 
management effectiveness by satisfying their information requirements. 
• With the Strategic Information System(SIS) era the objective is to improve 
competitiveness by changing the nature or conduct of business. 
The objectives of DP and MIS are subsets of the SIS objective. However, just as good 
MIS systems rely on good operational DP systems, strategic information systems (SIS) 
rely on good DP and/ or MIS systems. Strategic information systems are not 
intrinsically different applications - the functions are the same for DP and MIS. It is 
their impact on the business that is different. The objective(s) of IS planning can 
vary from improving operational efficiency, to increasing management effectiveness, 
to improving competitiveness. There is an argument that the focus should be on 
improving competitiveness. The latter is derived from the fact that certain IS 
characteristics have changed. According to Ward et al.(1990:18): 
• The nature of technology changed from fragmented to interconnected to 
integrated. 
• Issues in systems development changed from technical to supporting user needs to 
relating to business strategy. 
• The reason for using technology changed from reducing costs to supporting the 
business to enabling the business. 
During the DP and MIS eras the emphasis was on the application of IS as an internal 
resource. According to Ward et al.(1990:27) the focus has shifted mainly for two 
reasons: 
• External forces such as competitors and customers may be instigators for the use 
of IS which may affect the organisation's own need for applications or types of 
applications. 
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• The need for management to determine how such investments will affect business 
strategies or the formulation thereof. 
It was proposed by Ward et al.(1990:28) that ' ... we must manage IS/IT(sic) and its 
various applications in accord with the type of contribution it is making - improving 
efficiency, effectiveness and/ or competitiveness - not elevate all aspects to a new and 
artificial plane of importance', and proposed that future IS investment should be split 
as follows: 50% of an organisation's future investment will be in DP functions: 30% in 
MIS functions; 20% in SIS functions. 
A number of important observations can be made. Firstly, the objective of IS 
planning can vary from competitiveness to effectiveness to efficiency to any 
combination of the three. It is the competitive objective that is of particular interest. 
Secondly, information system planning models should be incorporated as part of the 
business planning process. In other words, it is necessary to link business and 
information systems. (Ward et al. 1990:28.) 
2.4 So many models to choose from! 
There are a multitude of models/frameworks available to assist the user with 
information system(IS) decisions. The problem is that it has become quite difficult to 
select the most appropriate one(s). One approach to make the task at hand less 
difficult, is to categorise the models according to some pre-defined criteria. There are 
three types of frameworks, each of these having its own scope, purpose and use. The 
frameworks include awareness frameworks, opportunity frameworks, and positioning 
frameworks Earl(1989:40). 
2.4.1 Awareness Frameworks 
Awareness frameworks demonstrate how information systems(IS) can be used for 
strategic advantage and assists with determining the potential impact of information 
systems(IS) on the business. The three subclasses of awareness frameworks are 
refocusing frameworks, impact models, and scoping models(Earl( 1989:41). 
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• Refocusing frameworks helps to change mindsets. A typical example of such a 
framework is the strategic opportunities matrix developed by Benjamin et al.(1984). 
This model is founded on two searching questions each senior manager is 
suggested to ask. Can information systems(IS) be used to make a significant change 
in the way we are doing business, and should we concentrate on usmg 
information systems(IS) to improve our approach to the market place? 
• 
• 
Impact models are based on a recognition and analysis of the competitive 
environment and strategies of business. The main purpose of these models is to 
focus on the possible opportunities firms have to exploit strategic advantage. The 
strategic impact of IT model is a detailed example of an impact model and is based 
on industry and competitive analysis and assumes that all firms face a set of 
competitive forces which define the industry structure(QED Information Sciences, 
Inc. 1989:59). 
Scoping models can be used as preliminary assessors of the potential for exploiting 
IT for strategic advantage in a particular sector. The information intensity matrix 
is an example of these models and it relates the information intensity in the value 
chain to the information content in the product, highlighting the differences in the 
role and intensity of information among various industries(Porter and Millar 
1985:153). 
According to Earl(1989:45) awareness frameworks broadly highlight the possibilities 
offered by IT(sic), but are generally too high level and too descriptive to guide users to 
specific opportunities for strategic information systems. However, the reference to 
competitive and industry analysis, and the competitive forces that shape the industry 
are of particular interest. The role of the value chain is also important to the study 
and is discussed in detail in section 3.2.2 in this chapter. 
2.4.2 Opportunity Frameworks 
Opportunity frameworks aid the process of analytical discovery of ideas for the 
strategic application of information systems(IS). A number of subclasses are identified: 
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systems analysis frameworks, applications search tools, technology fitting 
frameworks, and business strategy frameworks. 
Systems analysis frameworks provide analytical techniques to be applied across the 
business. The most appropriate example is value chain analysis as described by Porter 
and Millar(1985). Value chain analysis is promising as it focuses on competitiveness and 
the role of technology. 
• 
• 
• 
Application search tools focus on a specific application are and are useful to 
strategists to assess whether any form of information system(IS) could yield 
competitive advantage in a specific area. They probe the characteristics of specific 
application areas for a good fit with technology. One example is the customer 
resource life-cycle model. This model considers a firm's relationship with its 
customer and how this relationship can be enhanced by the strategic applications 
of information systems(IS). 
Technology fitting frameworks explain the attributes of specific technologies to see 
if they can be applied to problems or opportunities. These frameworks are used to 
determine what specific technologies can and cannot do and to appreciate 
managerial implications. 
Business strategy frameworks ascertain or verify an organisation's strategic 
posture. In addition they also suggest where information systems(IS) can create 
competitive advantage. 
According to Earl(1989:53) ' .... both application search and technology fitting frameworks are 
given more impetus and focus if they are complemented, or preceded, by the use of business 
strategy frameworks'. 
The above quote not only supports the notion that business strategies and information 
system(IS) strategies are related, but also suggests that business strategies should precede 
information system(IS) decisions. The purpose of business strategy frameworks are to 
determine where information systems(IS) can support the strategies adopted by an 
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organisation. Both the five forces of industry competition model and the strategic 
option generator are examples of business strategy frameworks. 
Opportunity frameworks are useful tools. Business strategy models provide the 
necessary context and system analysis frameworks help confront detail. Search tools, 
to be used in a particular application area and to assess specific technologies, are lacking 
though. 
Two models are of specific interest. Value chain analysis is of interest because it 
focuses on competitiveness and the role of technology. The five forces of industry 
competition is perceived as important because of the impact of these five forces on the 
competitiveness of the organisation and the ability of IS to counter these forces. 
Business strategy frameworks specifically need to be considered given the proposition 
that IS decisions should be preceded by business decisions. 
2.4.3 Positioning Frameworks 
The main objective of positioning frameworks is to assess the strategic importance of 
information systems(IS) for their organisation. 'They are concerned with assessing, 
developing and improving IT capabilities in specific organisations'(Earl 1989:59). 
Three subclasses are scaling frameworks, spatial frameworks, and temporal 
frameworks. 
• Scaling frameworks help indicate the scale of importance of information 
systems(IS) to the business. The best example of this kind of model - and possibly 
the best known model in the industry - is the strategic grid. The strategic grid - see 
figure 2.1 - is used to plot the importance of information systems(IS) according to 
two dimensions. The dimensions are it's importance now and it's importance in 
the future. 
• Spatial frameworks help indicate the character of information system(IS) 
applications and information system(IS) management in different business or 
sectors. From the information perspective not all sectors are alike. 
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TURNAROUND - Current systems are STRATEGIC - Both the current 
not critical to the company. However, operation and the future competitiveness 
information · system(IS) developments of the organisation is dependent on the 
could create competitive advantage. firm's information systems(IS). 
FACTORY - Companies rely heavily on SUPPORT - Does not provide the 
current systems for day to day business. company with significant advantages in 
Further development is however not seen the present nor are they likely to have 
to be critical. any strategic impact in the future . 
................................... lillJiiii~ FUTURE 
Figure 2.1: Strategic Grid(McFarlan, McKenney & Pyburn 1983:150) 
• Temporal frameworks assists m assessmg the evolutionary position of an 
organisation in using and managing information systems(IS) (Earl 1989:59-60). An 
example of these frameworks is the generic assimilation of technology model as 
discussed by Earl{1989:30). Temporal frameworks are of particular usefulness 
when combined with scaling models. 
According to Ward et al.(1990:246) the original grid was useful because management 
found it easy to categorise applications according to their perceived business 
contribution or potential. However, the limitations of the original grid was also borne 
out by a survey that indicated that IS management found it not helpful in categorising 
the "whole" IS function. Other limitations are: 
• Every enterprise will, or is likely to have applications in each of the segments. 
• Over time the contents of the portfolio of the enterprise will change. 
• For any organisation the contents of the segments of the portfolio will be 
influenced by a variety of internal and external factors. 
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2.4.4 General 
Many of these frameworks might not appeal to everybody and they might also vary in 
appropriateness for different organisations or sectors. ' ... the jury is still out on which 
techniques and frameworks work best'(Earl 1989:62). However, each framework has 
the potential of being useful. 
Most models seem to address the relationship between two or more of the variables or 
forces that determine the role of information system(IS) in the business. The variables 
are business requirements, competitive pressures, information system(IS) potential, and 
information system(IS) delivery capability(Ward et al. 1990:250). 
The most severe criticism against models in general is that they are often too simple -
more complex models are required to reflect the diversity of reality. However, by 
adding complexity, clarity is often lost. Given the criticism it is surprising how many 
of the models support the need for competitive and industry analysis. In addition, the 
link between IS and business is also supported. Two specific concepts will be given 
more attention in later sections. The first is the role of the five competitive forces that 
will be discussed in section 3.2.1, and secondly value chain analysis will be discussed in 
section 3.2.2. 
2.5 IS Strategy and Structure - clarifying roles and relationships 
2.5.1 Introduction 
If IS decisions were made in isolation, terminology would not have been a problem. 
When parties refer to IS strategies or IT strategies it does not really make a difference 
as long as the parties position the discussion of the components appropriately. 
However, when IS decisions are linked to business decisions it becomes important to 
clearly differentiate between IS strategy and structure components and how these 
components relate to the business. Often authors refer to the link between IS and 
business but do not specify exactly which IS components are referred to. 
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Section 2.5 attempts to position the different IS roles and components. Sections 2.5.2 
to 2.5.5 essentially deals with terminology whilst section 2.5.6 introduces the concept 
of strategy and structure with it's related components. Section 2.5.7 brings the 
different concepts together and proposes a framework for IS decisions. 
2.5.2 Information Systems(IS) strategies 
The definition for an information system(IS) varies from an all inclusive concept to 
one that is very limited. Duffy et al.(1989:13) defined an information system(IS) to 
include a number of elements: task, people, technology, systems and procedures, and 
data. The system is the structure that binds all the elements together. The system uses 
resources such as hardware, people, and software to deliver the required information. 
The information system(IS) strategy is therefor an all inclusive concept. According to 
Hayward(1987:105) IS has a more limited role. The system(application) strategy 
addresses issues such as information requirements analysis, resource allocation, and 
project planning. A different view was put forward by Ward et al.(1990) who 
proposed information systems(IS) to refer to the systems put in place to meet business 
requirements. 
An information system is defined as the flow of information in an organisation and 
between organisations, encompassing the information the business creates, uses and 
stores.' (Peppard 1993: 4). An information system(IS) strategy is 'concerned primarily 
with aligning IS development with business needs and with seeking strategic advantage 
from IT. It determines requirements to meet business needs and therefor the 
applications to be developed.'(Peppard 1993:18). 
An information system(IS) strategy states how the business will deploy IS in achieving 
it's objectives(Ward et al. 1990:102). It contains a business perspective describing the 
business strategy, the key figures in the external environment, information needs and 
information system requirements derived from the analysis of the business 
environment and its competitive framework, and a description of the use of 
information systems(IS) in the business area. The business information systems(IS) 
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strategy should also include details about existing, required and potential applications 
portfolios. 
From a research point of view it is suggested that the IS strategy is the structure that 
binds IS elements such as people, hardware(machines and media), software(programs 
and procedures), and data together. An important premise of this structure is to align 
information system(IS) development with business requirements. Key to the IS 
strategy is the analysis of the business environment and it's competitive framework. 
The foregoing discussion hints to the importance of the application portfolio in the 
definition of the IS strategy. 
2.5.3 Information technology(IT) 
Technology is only an means to an end and for organisations this end is the effective 
management of the information resource(Peppard 1993:4). Information technology 
represents the technology perspective and is 
"the enabling mechanism which facilitates the processing and flow of this information, as 
well as the technologies used in the physical processing to produce a product or provide a 
service."(Peppard 1993:5) 
Information technology (IT) includes telecommunications, computers and automation 
technologies. Unfortunately to date no clear theoretical or conceptual clarity has for 
the meaning of technology strategy. There has been a significant increase in research 
into technology strategies, however, no coherent, unifying body of knowledge exists. 
Not withstanding the importance of technology strategy, there remains a paucity of 
empirical research in this area, and the most basic categories and terminology of 
technology strategy still need to be determined. This certainly seems to hold true for 
information technology(IT). A normative definition of technology strategy was 
adopted: 
'A technology strategy involves a understanding within an corporation - manifest amongst 
senior management, but diffused throughout the organisation - of the importance and 
potential of technology for its competitive position, how in the future that potential is to be 
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realised, and how this complements the other types of strategy, such as finance, marketing 
and personnel.' Dodgson(1991:96.) 
An information technology(IT) strategy is technology focused and relates how 
information systems will be delivered to meet business requirements(Peppard 
1993:18). The information technology(IT) strategy should not only cover the strategy 
of the central information technology(IT) function, but also the responsibilities of 
users where appropriate. The prime purpose of the information technology (IT) 
strategy is 'to define how resources and technologies will be managed and developed 
to satisfy business information systems (IS) strategies within the management strategy 
framework.'. (Ward et al. 1990: 106.) 
Information technology(IT) is the technology that information systems are based 
on(Duffy and Assad 1989:3). The same view was shared by Ward et al.(1990) who 
proposed that IT refers to the underlying technology to deliver information systems. 
IT addresses HOW information systems will be delivered. According to Luftman et 
al.(1993:201) information technology(IT) to includes the equipment, 
applications(system5), and services to deliver data, information and knowledge. 
According to Ward et al.(1990) the information technology (IT) strategy should cover 
information resource management, communications systems and networks, a 
capacity policy, hardware and software strategies, application management, 
operations, and organisation and resourcing. A number of these issues are discussed 
in some detail below. 
Organisations are starting to realise the importance of information as a critical 
organisation resource(Ward et al. 1990:318). According to Drucker(1988) typical 
organisations in the next century will be information-based. A key strategy to be 
defined therefore is the information resource management strategy. Information 
resource management refers to the activities concerned with the management and 
effective application of all corporate information resources, including facilities to 
enable access to use and manipulate the information. 
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• Hardware and Software 
This strategy should differentiate between core system architecture hardware and 
software, optional hardware and software to enhance the core architecture. It should 
not be application specific, and application driven in terms of hardware and software 
required to satisfy certain types of requirements(Ward et al. 1990:107). Policies for 
vendor management and retiring/ replacing obsolete hardware and software should 
also be included in the strategy. 
The information technology(IT) strategy is a subset of the information system(IS) 
strategy(Ward et al. 1990; Duffy and Assad 1989). Information technology(IT) strategy 
choices state how information systems will be delivered to meet business requirements. 
Information resource management and hardware/ software decisions are specifically 
impacted by these decisions. 
2.5.4 Information Management (IM) strategies 
Information management is primarily concerned with the delivery of information to 
the organisation, both internal and external(Peppard 1993:8). The information 
management (IM) strategy should cover the common elements of the strategy which 
apply throughout the organisation - ensuring consistent policies where required. A 
limited number of common issues should be addressed in the management strategy. 
These issues are organisation strategies, investment policies, vendor policies, 
human impact policies, and accounting policies. The most important of these are 
perceived to be organisation strategies(Ward 1990:109). These strategies address 
resources and the allocation of responsibility and authority for information systems(IS) 
decisions. It reflects how much control is retained at the corporate level and how 
much is dispersed into the business and functional units. Organisation strategies are 
concerned with overall organisation alternatives, the position of information 
system(IS) functions in the organisation, and resourcing strategies. 
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• Overall organisational alternatives 
According to Ward et al.(1990:237-301) when considering the organisation of 
information systems (IS) resources, the activities that need to be managed need to be 
identified first. These activities are listed in table 2.1. 
Table 2.1: Evolving information systems roles 
Function 
Delivery systems 
Systems development 
Support centre 
Information centre 
Research and Development 
Technology diffusion 
Planning 
Internal auditing Administration 
Description 
- Computer operations. 
- Database support. 
- Telecommunications support, etc. 
- Systems design and software 
development, etc. 
- Internal consulting service. 
- Broker services, etc. 
- Internal consulting and support facilities 
for end-user application development, 
decision support systems, etc. 
- Monitor technological developments 
- Develop technical infrastructure etc. 
- Develop organisational infrastructure. 
- Investigate potential for applying new 
technologies within organisational areas, 
etc. 
- Overall information planning. 
- Liaison with corporate strategic 
planning, etc. 
- Standards development, etc. 
- Budgeting, etc. 
• The position of information systems (IS) functions in the organisation 
When considering where to position information systems(IS) resources m the 
organisation, a number of factors need to be considered (Ward et al. 1990:292): 
• The organisation's stage of maturity as regards its application portfolio. 
• The geography of the enterprise. 
• The business diversity, the rate of change of the types of business, and the 
competitive pressures in each business. 
• The potential benefits of synergy between businesses as regards trading goods and 
services and information exchange. 
• The economics of resourcing, obtaining and deploying of skills. 
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• Resourcing strategies 
The organisation's IS resource must be developed as part of the resourcing strategy. 
There is one major issue when considering the people resource regardless of whether 
staff are centralised or decentralised, good information systems(IS) staff are in short 
supply. There are essentially three solutions to the basic shortage of skills: train new 
recruits, train existing non -information systems(IS) people, use external 
resources(Ward et al. 1990:226). 
Information management strategic choices are also perceived to be a subset of 
information system(IS) strategic choices. Specific areas that require the decision 
maker's attention are organisational alternatives, the position of information 
system(IS) function in the organisation, and resourcing strategies. 
2.5.5 Architectures and Infrastructures 
There are many different views regarding application portfolios, architectures and 
infrastructures. Firdman's(1991) System Integration Pyramid consists of the 
information infrastructure and the information architecture - see figure 2.2. 
The corporate information infrastructure is analogous to the Ward et al.(1990) 
definition of information technology(IT) discussed in section 2.5.3. The information 
architecture is not totally analogous to the Ward et al.(1990) work on information 
systems(IS). It deals not only with applications, but also application development. 
Architecture, when referring to figure 2.2, relates to the processing and management 
of information systems and user interface access. Infrastructure refers to basic 
hardware and software. 
The information systems architecture was defined by Zachman(1986) to consist, 
amongst other things, a model of the business, a model of the information systems and 
a technology model. 
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• Business model - Also called the owner's view consists of an entity-relationship 
model showing the major business entities and their relationship to each other, 
functional flow diagram and the logistics network. 
• Information systems model - Also called the designer's view consists of a data 
model, a data flow diagram and the distributed systems architecture. A data flow 
diagram is a model that combines data and functions. 
• Technology model - This is also referred to as the builder's view. It consists of 
data design, structure charts, and the systems architecture. 
The information systems architecture eventually manifests itself in actual 
applications that consist of data, functions(programs) and communications. 
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infrastructure and information 
architecture. 
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It is interesting to relate information, infrastructure, and application 
architectures, to previous definitions. The information and infrastructure 
architectures can be related to. the information technology(IT) strategy as defined 
by Ward et al.(1990). In this case the application architecture does not relate to 
the information systems(IS) strategy as defined by Ward et al.(1990), but rather to 
Firdman's(1991) definition of an information architecture. Magrassi(1995) defined 
the information system architecture to consist of a logical architecture, a physical 
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architecture, and the enabling technology - see figure 2.3. This gives a totally 
different perspective of architectures. These architectures are compared to the 
views held by Ward et al.(1990). The logical architecture seems to be closest to the 
views on information system(IS) strategies. The physical architecture and 
enabling technologies are best described by the information technology(IT) 
strategies and Firdman's(1991) information infrastructure. 
LOGICAL 
PHYSICAL 
Figure 2.3: Application-driven Information System Architecture(Gartner Group 
1995a: 6) 
It has become evident that there is little consensus with regard to architectures and 
what they stand for. According to Zachman(1986) there is not one information 
system architecture but a set of them. Architecture is relative and depends on what on 
organisation is doing. There are two ideas that are of particular importance: 
• Firstly - different perspectives of architectural representation are produced over 
the process of developing complex engineering products such as information 
systems, and 
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• Secondly - different types of descriptions are oriented to different aspects of the 
object being described. The different aspects include material, functions, and 
location. 
For every different type of description there are different perspectives for each of the 
different participants(Zachman 1986). 
2.5.6 IS Strategy and Structure 
When referring to IS decisions, strategy and structure components should be 
identified. This concept is based on part of a model proposed by Henderson and 
Venkatraman(1993). The model is known as the Strategic Alignment Model. One of 
the assumptions the model is based on is that the economic performance of a company 
is directly related to the ability of management to create a strategic fit between the 
position of an organisation in the competitive market and the design of appropriate 
administrative structures to support its execution. 
In this discussion the focus is on the link between strategy and structure. The 
information system strategy component involves three sets of choices namely scope, 
systematic competencies, and governance(Henderson & Venkatraman 1993; Goldberg 
& Sifonis 1994:131-134). 
• Scope refers to specific information technologies that support current business 
strategy initiatives or could shape new business strategy initiatives for the firm. 
• Systematic competencies ' ... enable an organisation to use the information 
technology it has chosen to differentiate itself in the marketplace.' (Goldberg & 
Sifonis 1994:122). It refers to those attributes of an information technology 
strategy that could positively contribute to the creation of new business strategies, 
or offer better support of existing business strategies. These attributes include 
factors such as system reliability, cost-performance levels and interconnectivity. 
• Henderson and Venkatraman(1993:6) proposed that IT governance addresses the 
selection and use of mechanisms such as joint ventures with vendors, strategic 
alliances and joint research and development for obtaining the required 
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competencies. It is that set of policies that an organisation puts in place to control 
ownership decisions, set rules and standards for, and regulate the use of information 
technology(Goldberg & Sifonis 1994:133). In this case there also appears to be a 
significant overlap with information management decisions - discussed in section 
2.5.4. 
Information systems(IS) structure refers to the internal domain that addresses the 
administrative infrastructure, processes, and skill sets(Goldberg & Sifonis 1994:134). 
• Administrative infrastructure determines the management structure, roles, 
responsibilities, authority, and technical considerations required to execute the 
defined IS strategy(Goldberg & Sifonis 1994:134). It covers the technical choices 
and decisions associated with implementing the IS strategy. These choices include 
the development of architectures for hardware, systems software, applications 
(applications portfolio), data, and communications. These architectures 
collectively define the technical infrastructure(Henderson & V enkatraman 
1993:6). 
• Processes are the activities and tasks that enable the organisation to conduct it's 
business(Goldberg & Sifonis 1994:135). One such activity is the development of 
software. The question is how to organise the IT processes to best support the IT 
strategy. 
• The skills required by employees are determined by the nature of the activities 
and tasks that comprise the IT processes( Goldberg & Sifonis: 136). 
2.5.7 Review 
The following section summarises the ideas discussed in section 2.5.2 to 2.5.6. An 
important premise is that IS decisions should never be made in isolation. It is very 
important to clarify IS components, roles and relationships to determine which IS 
components should be linked to business decisions. 
The first concept to clarify is the difference between IS strategy and structure. It is 
important to note that structure always follows strategy(Chandler 1962). This suggests 
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that structural decisions always result from strategy decisions. Strategy and structure 
components were discussed in section 2.5.6 and serves as a useful framework for IS 
decisions. There are many views regarding the architectures and infrastructures 
discussed in section 2.5.5. Architectures and infrastructures are both perceived to be 
structural components. The only exception is the so-called logical architecture where 
the main focus is on how IS can support the business. 
IS strategy, as defined by Ward et al.(1990), includes both information technology and 
information management strategies. It can be debated if these strategies relate to 
structural rather than strategy components! However, even if there is no agreement 
with regard the strategy and structure components, the Ward et al.(1990) definition of 
an IS strategy was found to be the most appropriate for the purpose of the study. 
3. OVERVIEW OF BUSINESS PLANNING 
3.1 Introduction 
To gain a better understanding of business choices, and more specifically the role of 
competitive forces, core value activities, and structural factors that determine 
competitive advantage, the study proposes a review of business strategy formulation -
section 3.2. Section 3.2.1 reflects on competitiveness as an objective of organisations 
and more specifically the role of the five competitive forces. In section 3.2.2 the 
emphasis is on core value activities and their contribution to costs, and section 3.2.3 
discuss the impact of structural factors on cost and differentiation. Section 3.3 
concludes the discussion on business planning. 
3.2 Business choices 
Business choices are based on organisational objectives. In this section the focus is on 
competitive position as one of the long term objectives of an organisation. For the 
purpose of the study competitive position is the basis for any business decisions. 
Three areas that will receive specific focus are Porter's(1980) generic strategies, the 
structure of industries with specific reference to the role of the competitive forces, and 
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value chain analysis with specific reference to the five primary value activities and the 
cost and uniqueness drivers that impact these primary value activities. 
The above proposes that any business decision that relates to competitive positioning 
will be impacted by: 
• The role of the five competitive forces. 
• The contribution of value activities to cost leadership or differentiation. 
• The impact of structural factors on primary value activities. 
Pearce and Robinson(1994:218) defined competitive position as one of the areas that 
determine long term objectives. Long term objectives result in grand strategies and 
grand strategies in turn must be based on a core idea on how a firm can best compete 
in the market place. To gain competitive advantage a firm can adopt any of three 
generic strategies: gain overall cost leadership; create/ market products or services that 
are unique; appeal to one or more groups of buyers by focusing on their cost or 
differentiation concerns(Porter 1980:35). 
According to Porter(1980:35) cost leadership requires the pursuit of cost reductions 
from experience, tight cost and overhead control, avoiding marginal customer 
accounts, and minimising costs in areas such as service and research and development. 
Low cost leaders maximise economies of scale and implement cost-cutting 
technologies. Low cost leaders can use their cost advantage to charge lower prices or 
enjoy higher profit margins(Pearce & Robinson 1994:221). 
Differentiation is the ability of an organisation to create a product or service that is 
unique in a specific industry. Attributes that create differentiation include design or 
brand image, the features it includes, the technology it employees, the approach to 
customer service, the dealer networks used. 
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The focus strategy focuses on a particular buyer group, a segment of the product line, 
or geographic market(Porter 1980:38). The strategy is based on low-cost leadership or 
differentiation:. and organisations that pursue this strategy are willing to service isolated 
geographical areas, satisfy the needs of customers with special financing, inventory or 
service problems, or even tailor the product to the unique demands of a 
customer(Pearce & Robinson 1994:222). 
3.2.1 Five competitive forces 
Competition is determined by the structure of an industry that in turn will determine 
the competitive advantage of any organisation. According to Pearce and 
Robinson(1994: 77) the state of competition in any industry will depend on five basic 
forces. The five basic forces are. the bargaining power of buyers, the bargaining power 
of suppliers, the threat of substitute products or services, the threat of new entrants, 
and rivalry among existing firms. According to Porter(1980:3) the collective strength 
of these five forces will determine the ultimate profit potential of an industry. 
The five forces are briefly discussed below: 
• Competitive force - The threat of new entrants. 
According to Porter(1980:7) two factors determine the threat of entry into an 
industry. These factors are the barriers to overcome to enter the industry and the 
expected retaliation of existing competitors. There are six major sources of barriers to 
enter the industry: 
• "Economies of scale refer to declines in unit costs of a product as the absolute 
volume per period increases." {Porter 1980:7). In other words, the more an 
organisation produces of a product or service in a given time frame, the better the 
organisation's ability to compete within a specific industry. According to 
Pearce and Robinson(1994:79) it forces new entrants to accept a cost disadvantage 
or come in on a large scale. 
• Product differentiation means that established firms have brand identification 
and customer loyalties. This is a result of factors such as past advertising, product 
differences, customer service and being first in the industry. According to Pearce 
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and Robinson(1994:9) new entrants have to spend heavily to overcome customer 
loyalties. 
• Capital requirements relate to the need to invest liigh sums when entering an 
industry - this can act as a deterrent. This is particularly true if the up front 
investment is risky or unrecoverable. Capital is not only required for fixed 
facilities, but also for factors such as inventories and customer credit. 
• 
• 
• 
• 
Switching costs refer to the one-time costs facing the buyer from switching from 
one suppliers' product to another. It includes costs such as employee retraining 
costs and the cost of new equipment. 
Access to distribution channels is required when a new entrant enters a market . 
It means that the new entrant must pursue existing channels to accept its product 
or create its own distribution channels. 
Government policy can limit entry into industries by controls such as licensing 
requirements and limited access to raw materials. 
Cost disadvantages independent of scale ref er to organisations that have cost 
advantages that cannot be replicated by new entrants regardless of their size and 
attained economies of scale. According to Porter(1980:11) factors that contribute 
to these cost advantages include proprietary product technology, favourable access 
to raw materials, favourable locations, government subsidies, and learning or 
experience curves. 
• Competitive force - the intensity of rivalry among existing firms. 
Rivalry is jockeying for position using tactics such as price competition and product 
introduction. Rivalry is the result of a number of interacting structural factors (Porter 
1980:18): 
• Numerous or equally balanced competitors that increase the intensity of rivalry. 
• Slow industry growth that turns competition into a market share game. 
• High fixed or storage costs that will increase rivalry. 
• Lack of product differentiation will stimulate rivalry as opposed to switching costs 
that will have a different effect. 
• Rivalry will increase if capacity is augmented in large increments. This in turn will 
result in recurring periods of over-capacity and price cutting. 
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• Rivalry will become volatile if a number of firms in an industry have high stakes 
in achieving success. 
• High exit barriers will intensify rivalry. The major sources of exit barriers are 
specialised assets government and social restrictions, strategic interrelationships, 
and emotional barriers (Porter 1980:20). 
• Competitive force - pressure from substitute products 
Substitute products are products that can perform the same function as the product of 
the industry (Porter 1980:23). The substitute products that need closer scrutiny are: 
• Substitutes that are subject to trends improving their price - performance trade-off 
with industry products, and 
• Substitutes produced by industries earning high profits. 
• Competitive force - the bargaining power of buyers. 
The power of buyers depends on a number of characteristics of its market situation, 
and on the relative importance of its purchases for the industry compared with its 
overall business (Porter 1980:24). Porter continued to list circumstances when buyers 
will be powerful: 
• The buyer purchases large volumes relative to seller sales. Large volume buyers are 
particularly powerful if high fixed costs characterise the industry they buy from. 
• The buyer faces few switching costs. The product they purchase from the industry 
is standard or undifferentiated which means that they can easily purchase from 
alternative suppliers. 
• The buyer earns low profits which means that the buyer will attempt to lower 
purchasing costs. 
• The buyer poses a credible threat of backward integration to make the industry's 
product. 
• The product the buyer purchases forms a component of its product and represents 
a significant fraction of the costs. This makes the buyer more prices sensitive. 
• Where the industry's product has a significant effect on the quality of the buyer's 
products or services, the buyer will be less price sensitive. 
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• The buyer will be less price sensitive if the industry's product has significant value 
to the buyer. 
• Competitive force - the bargaining power of suppliers 
According to Pearce and Robinson(1994:80) suppliers can exert bargaining power by 
raising prices or by reducing the quality of purchased·goods and services. Suppliers are 
perceived powerful if {Porter 1980:27): 
• 
• 
• 
• 
• 
Suppliers are not obliged to deal with substitutes . 
The supplier poses a threat of forward integration . 
Supplier products are differentiated, unique, or it has built-up switching costs . 
Suppliers groups are more concentrated than the industry it sells in . 
The industry is not an important customer of the supplier group . 
3.2.2 Value chain analysis 
SUPPORT ACTIVITIES 
PRIMARY ACTIVITIES 
Figure 2.4: Value activities (Porter and Millar 1985) 
According to Porter(1985:33) competitive advantage stems from the activities an 
organisation performs because each of these activities can contribute to the relative 
cost position of the organisation and create a basis for differentiation. To help analyse 
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these activities the concept of the value chain was introduced by Porter(1985) - see 
figure 2.4. 
The distinct technological and economical activities a company performs to do its 
business, falls into nine categories(Porter & Millar 1985:151). Primary activities are 
involved in the physical creation of the product, its marketing and delivery to buyers, 
and its support and after sale service. 
Primary activities include the following (Porter 1985:39-40): 
• Inbound logistics - activities that relate to receiving, storing and disseminating 
inputs to the product. It includes activities such as warehousing, inventory control 
and returns to supplier 
• Operations - activities such as assembly of components, facility operations and 
machinery that are associated with transforming inputs into finished goods. 
• Outbound logistics - activities that relate to collecting, storing, and distributing 
finished goods to buyers. It includes activities such as finished goods warehousing, 
order processing and material handling. 
• Marketing and Sales - relates to activities such as advertising, promotion and 
pricing that make it possible for buyers to purchase a product and induce them to 
do so. 
• Service - associated with activities such as parts supply and repairs for providing 
service to enhance/ monitor a product. 
Support activities provide the inputs and infrastructure that allow the primary 
activities to take place. There are four support activities according to Porter(1985:40-
43: 
• Procurement - the function of purchasing inputs used in the organisation's value 
chain. 
• Technology development - the range of activities grouped into efforts to improve 
the product and process. 
• Human Resource Management - activities such as recruiting, training and the 
development of personnel. 
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• Firm's infrastructure - it includes activities such as general management, 
accounting, and planning. 
The value chain is not a collection of independent activities, but a system of 
interdependent activities(Porter 1985:48). Linkages within the value chain relate the 
activltles. The most obvious linkages are these that relate support activities to primary 
activities. There are also subtle linkages between primary activities. Linkages can also 
lead to competitive advantage by the optimisation and co-ordination of activities 
(Porter 1985:48). The latter requires information and therefore information systems 
are vital to gain competitive advantage from linkages. The value chain for any given 
company is embedded in a larger stream of activities referred to as the "value system". 
The value system includes the value chains of suppliers, channels and buyers. Vertical 
linkages relate an organisation's value chain to other value chains such as buyer and 
supplier value chains. Linkages exist when the way in which an activity is performed 
will affect the cost or effectiveness of other activities(Porter & Millar 1985:150). 
Although the importance of linkages, both within the value chain and the greater 
value system are not denied, the emphasis is on value activities and their contribution 
to cost. 
3.2.3 Cost and uniqueness drivers 
Each of the value activities an organisation carries out can impact on the cost and 
differentiation abilities of the organisation. Each value activity can impact the 
competitive advantage abilities of the organisation. The cost of each value activity 
depends on a number of structural factors that influence costs (Porter 1985:70). These 
structural factors, known as cost drivers, determine the cost behaviour of value 
activities. The major cost drivers are(Porter 1985:70-83): 
• Economies of scale 
Economies of scale refer to the ability to perform activities differently and more 
efficiently at larger volumes. 
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• Leaming and spillovers 
Mechanisms such as improved scheduling and procedures that increase the utilisation 
of assets are mechanisms by which learning can lower the cost of a value activity. This 
is due to the fact that learning increases efficiency. Learning can also spill over from 
one organisation to another through mechanisms such as suppliers and reverse 
engineering of products. 
• Pattern of capacity utilisation 
If there is a significant fixed cost associated with a value activity, the cost of the activity 
will be affected by capacity utilisation. The latter results in a penalty for under 
utilisation. 
• Linkages 
Given the linkages in a value chain the cost of an activity will also be impacted on by 
the way in which other activities are performed. There are two types of linkages. 
Linkages within the organisation's value chain and linkages between the organisation's 
value chain and other value chains. Referring to the first category, changing the way 
one activity is performed can lower the cost of other linked activities. Linkages with 
suppliers revolve around factors such as the supplier's product design, service and 
delivery procedures. Suppliers could also perform activities for the firm. 
• Interrelationships 
This relates to the sharing of value activities such as sharing order processing and 
distribution that can result in significant cost improvements. Sharing a value activity 
raises throughput in the activity(Porter 1985:78). If the value activity is sensitive to 
economies of scale or learning, or if capacity utilisation is improved by sharing, then unit 
costs will be reduced. 
• Integration 
The cost of a value activity can be lowered by vertical integration. 
• Timing 
The role of timing m cost position could depend on timing with respect to the 
business cycle or market conditions. 
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• Discretionary policies 
Policy choices reflect a firm's strategy and could involve trade-offs between cost and 
differentiation. If the focus is on differentiation costs will be impacted. Some of the 
policy choices that tend to have the greatest impact on cost are product configuration, 
level of service, provided, delivery time and mix of products(Porter 1985:81). 
Discretionary policies are independent of other cost drivers but could be affected by 
them. 
• Location 
The geographic location of a value activity, or its location relative to other value 
activities, will impact its costs. It will also impact the cost of the infrastructure. There 
may be opportunities for creating cost advantage by changing location. 
• Institutional factors 
It includes factors such as government regulation, unionisation and local content rules. 
Drivers of uniqueness are analogues to cost drivers and are the underlying reason why 
a specific activity is unique. Uniqueness drivers are not discussed because the research 
wiil focus on cost drivers only. 
If organisations are looking for information systems(IS) to help them achieve long 
term objectives it is critical to create an understanding of the factors that could impact 
on meeting the objectives. If the objective is to improve the organisation's competitive 
position it is critical to create an understanding of the factors that will impact on 
achieving competitive advantage. The purpose of the preceding text was to create a 
better understanding of those factors that impact the achievement of organisation 
objectives. These will ultimately impact on any business decisions. 
Business choices are based on company. The research will emphasise competitiveness 
as a business objective and will therefore focus on business decisions that are made to 
achieve competitiveness. Three factors were identified that will impact on competitive 
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advantage. These factors are the impact of the five competitive forces - refer to section 
3.2.1, the contribution of specific value activities to cost - see section 3.2.2, and the 
impact of structural factors on value activities - refer to section 3.2.3. 
These factors will be used to analyse the relationship between IS and business 
decisions. The following questions will be asked: 
• What is the relationship between IS and competitive forces, 
• What is the relationship between IS and the structural factors that determine 
competitive advantage, and 
• What is the relationship between IS and core value activities? 
4. ALIGNING BUSINESS AND INFORMATION SYSTEMS 
4.1 Introduction 
Section 4 deals with the alignment between business and IS. To gain more insight into 
the proposed relationship it is important to obtain a clearer understanding of the 
components of both business and IS decisions and how these components relate to 
each other. Section 4 .2 reviews the concepts introduced by Henderson and 
Venkatraman(1993) with their Strategic Alignment Model. A number of the alignment 
perspectives are discussed briefly. 
Section 4.3 identifies the business strategy components proposed to be used in the 
research. IS strategy and structure components are discussed in sections 4.4.1 and 4.4.2 
respectively. 
Theoretical evidence supporting the link between IS and business strategy components 
is presented in section 4.5. Section 4.5.1 deals with the relationship between IS and 
competitive forces. Both the relationship between IS and the core value activities, and 
between IS and structural factors, are discussed in section 4.5.2. The relationship 
between IS strategy and structural components are reviewed in section 4.6. 
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4.2 Aligning IS and the business - introducing a new framework 
It was proposed that it has become necessary to reconsider traditional management 
objectives where information system(IS) activities have to be linked with business 
.. 
requirements. The traditional view that business decisions always drive information 
system(IS) decisions can be challenged(Henderson & Venkatraman 1993). This new 
paradigm has been reflected in the Strategic Alignment Model(SAM) as depicted in 
figure l.l(chapter 1). The model has a business and an IS dimension. Within each of 
the dimensions exist strategy and structure components. The model reflects two types 
of relationships in each of the dimensions. The first relationship is the link between 
business and information systems(IS), and the second relationship is the link between 
strategy and structure. 
According to Henderson and Venkatraman(1993:4) the concept of strategic alignment 
is based on two fundamental assumptions: 
• The economic performance of a company is directly related to the ability of 
management to create a strategic fit between the position of an organisation in the 
competitive market and the design of appropriate administrative structures to 
support its execution. 
• Strategic fit is inherently dynamic. No single IT application could deliver a 
sustained competitive advantage. Sustained competitive advantage is obtained 
through the capability of an organisation to exploit IT functionality on a 
continuous basis. 
There are a number of different alignment perspectives. These are briefly discussed 
below. 
• BUSINESS STRATEGY AS THE DRIVER 
The first two cross-domain relationships given here arise when business strategy serves 
as the driving force. 
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STRATEGY EXECUTION 
COMPETITIVE POTENTIAL 
Figure 2.5: Alignment perspectives 
• Perspective One: Strategy Execution 
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This perspective is based on the notion that the business strategy has been defined and 
that it will drive both organisational design choices and the design of the IS 
infrastructure. This alignment perspective is common and widely understood: it 
corresponds to the classic and hierarchical view of strategic management. Several 
analytical methods are available to operationalise this perspective. The critical success 
factors method is one of the analytical methods. 
• Perspective Two: Technology Transformation 
Business strategy is again the driver, through an appropriate IS strategy and the 
articulation of the required IS infrastructure and processes. This perspective identifies 
the best IS competencies through the appropriate positioning in the IS marketplace. 
Executives must understand the technology marketplace and the strengths and 
weaknesses of their own IT infrastructures. The main issue is the need to manage 
technical risk effectively (Luftman et al. 1993:211-212). It also identifies the 
corresponding IS architecture. Organisational design does not constrain this alignment 
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perspective. Some of the techniques used for the development of this strategy include 
technology forecasting and a variety of architectural planning approaches. 
• IT STRATEGY AS THE DRIVER 
The following two cross-domain relationships arise when management explores how 
IT might enable new or enhanced business strategies with corresponding 
organisational implications. 
• Perspective Three: Competitive Potential 
This perspective exploits emerging IS capabilities to: 
>- Impact new products and services, 
>- Influence the key attributes of strategy, and 
·>- Develop new forms of relationships. 
This perspective, also referred to as the IS strategy view, allows for the adaptation of a 
business strategy via emerging IS capabilities(Luftman et al. 1993:211). The question is 
how emerging technology can influence or enable new business strategies? This 
approach ultimately results in the transformation of the organisational infrastructure. 
It uses the three dimensions of IS strategy to identify the best set of strategic options 
for business strategy and the resulting decisions pertaining to organisation 
infrastructure and processes. 
• Perspective Four: Service Level 
This alignment perspective requires an understanding of the external dimensions of IS 
strategy with corresponding internal design of the IS infrastructure and processes 
(Henderson & Venkatraman 1993:12). The issue is how to respond to the needs and 
wants of customers. The role of business strategy is indirect and the IS organisation is 
expected to deploy resources and be responsive to the growing and fast-changing 
demands of the end-user population. 
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The major challenge is to establish and sustain a direction or set priorities as a result of 
trying to balance short term responses to customer demand with the long term 
investment in infrastructure. Some 9f the analytical methods used include end-user-
needs surveying, service-level contracting, and architectural planning (Henderson & 
Venkatraman 1993:12). Some of the decisions that organisations take include 
outsourcing and the introduction of steering committees. This perspective proposes a 
tight linkage to the creation of system architectures and deriving technical plans for 
application development, end-user workstations 
• Review 
A very important premise is that strategy always drives structure(Chandler 1962). 
This means that IS structural decisions are always driven by either business strategy 
decisions or IS strategy decisions. This underlines the basic argument that some IS 
choices will influence others. More specifically, IS strategy choices will influence IS 
structure choices. Business strategy choices will also influence IS structure choices. 
The research is limited to focus on the IS strategy and structure relationship. 
4.3 Business Strategy Components 
The alignment model presented by Henderson and Venkatraman(1993) provides a 
useful framework for the analysis of the relationship between IS and business and the 
relationship between business strategy and structure on the one hand and IS strategy 
and structure on the other. Three business strategy components were identified: 
• The role of the five competitive forces. The collective strength of the five 
competitive forces will determine the profit potential of an industry. The five 
competitive forces are bargaining power of buyers, bargaining power of suppliers, 
the threat of substitute products, the threat of new entrants, and the rivalry 
amongst competitors, 
• The impact of core value activities on the operating cost of an organisation. Core 
value activities refer to inbound logistics, outbound logistics, production, marketing 
and sales, and support. 
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• The impact of structural factors on the cost behaviour of value activities. These 
structural factors, also referred to as cost drivers, include economies of scale, 
learning and spillovers, pattern of capacity utilisation, linkages, interrelationships, 
integration, timing, discretionary policies, location and institutional factors. 
4.4 IS Strategy and Structure Components 
4.4.1 Introduction 
In section 4.3 business strategy components were identified. The focus in section 4.4 is 
the identification of IS strategy and structure components. The objective is to aid the 
research process when analysing the relationship between business strategy and IS 
strategy and the relationship between IS strategy and structure components. 
4.4.2 IS Strategy Components 
STRATEGIC 
Applications that are 
critical for future success 
Applications which are 
critical to sustaining 
existing business 
FACTORY 
Figure 2.6: Application portfolio 
TURNAROUND 
Applications which may 
be of future strategic 
importance 
Applications which 
improve management 
and performance but are 
not critical to the 
business 
SUPPORT 
Two IS strategy components are identified. The first is an organisation's application 
portfolio and the second an organisation's level of technology adoption. IS strategy 
components were identified in section 2.5.6. The two strategy components identified 
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above are not the only strategy components, but the research is narrowed to these 
components. 
• Application portfolio 
The application portfolio treats applications as products and classifies applications 
according to the contribution they make to the organisation within the actual and 
expected competitive environment of the organisation(Peppard 1993:67). The four 
quadrants of the application portfolio are depicted in figure 2.6. Applications in the 
support quadrant improve management effectiveness but are not critical to the 
business. Examples are accounting systems, payroll systems, legal systems etc. 
Applications in the factory quadrant are critical to sustain ex1stmg business and 
support core business activities. Some examples of factory type applications include 
inventory control, production control and order management. Strategic applications 
are critical to future business success. Applications in the turnaround quadrant are 
potentially of future strategic importance. One example is an expert system. The 
position of applications in the portfolio can vary by organisation (Peppard 1993:68). 
The application portfolio is considered a strategy component because it relates to scope 
choices. The application portfolio refers to specific information technologies, in this 
case computer applications, that support current business strategy initiatives or could 
shape new business strategy initiatives for the firm. 
• Level of technology adoption 
The strategic alignment model in section 2.5.6 discussed IS strategy and structural 
components.· Scope is one of the sets of IS strategy choices and refers to specific 
information technologies that support or could shape business strategy initiatives. An 
organisation's technology profile can therefor be considered an IS strategy component. 
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The technology profile of an organisation can be determined by it's level of 
technology adoption. Level of technology adoption can be based on an organisation's 
risk tolerance(Fenn 1996b). Risk tolerance is determined by an organisation's attitude 
towards new technology. The different levels of technology adoption are: 
• To track and assess technologies. 
• To evaluate new technologies. 
• To adopt new technologies. 
Table 2.2: List of important new technologies 
TECHNOLOGIES 
DataMining 
Speech recognition 
Multimedia 
Internet 
Wireless communications 
Chapter 2 
DESCRIPTION 
Not a new concept! It is based on the concept of 
providing management and other users with a facility to extract 
and manipulate information. The data from numerous sources, 
as well as the links between the data, are well defined. 
The fundamental voice service, i.e. the telephone, has been 
around for more than a century. Development continues in a 
number of areas such as the application of voice recognition 
technology. Voice or speech recognition is the ability of the 
computer to recognise and interpret spoken commands. 
Although progressing at a moderate pace it holds tremendous 
advantages for machine-human interfacing. 
Multimedia is the combination of different forms of electronic 
data such as audio, video, text, fax, graphics and telephony. It 
results in richer and more powerful communications. According 
to Price Waterhouse Technology Centre(1995:151) multimedia 
technologies will change communication systems, large and 
small computer systems, and enterprise networks. Desktop 
video conferencing is already emerging. 
The information super highway is the best example of a global 
network. The benefit of such a network is that it brings a 
tremendous range of services such as information and 
entertainment to the developed world and promises to be 
lucrative for both service and content providers. 
Wireless communications refers to the communication between 
two devices without the presence of some kind of cable or wire. 
Recent competition in wireless competition will put the price of 
these services within the reach of small businesses. In addition, 
advances in communications software and the infrastructures 
that go with it will further the use of mobile information 
services and applications. 
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TECHNOLOGIES DESCRIPTION 
Handwriting recognition This technology enables communication with the computer 
without using the keyboard. The computer recognises the user's 
handwriting primarily through the user using some kind of pen-
based system. Simply put, the user writes on the computer 
screen. In the commercial sector pen-based devices for special 
purpose electronic data entry are regularly used to enter field 
data. 
Image technology Image technology allows the storing of documents in electronic 
form. Paper documents are "scanned" into the computer and 
stored for later use. This provides tremendous advantages to 
paper storage, e.g. it becomes easier to find stored documents, 
less physical space is required, etc. 
Cellular Communications Cellular communications is a good example of wireless 
communications. It uses low frequency radio transmitters for 
communication predominantly in metropolitan areas, e.g. cell 
phone communication, etc. 
Virtual reality This kind of technology allows the simulation of real life 
situations. Examples are constructing military training systems, 
simulating operations on human beings, etc. Computer games 
are good examples of virtual reality. 
Multiprocessor Technology In older generation computers only one central processing unit 
is present. The capabilities of these computers were restricted 
by the speed of this one processor. Recently computers can 
have multiple processors and this has a significant impact on the 
capabilities of computers. The cost of these computers is 
generally more favourable than older generation single processor 
machines. 
Artificial Intelligence Artificial intelligence studies how to make computers exhibit 
intelligent humanlike behaviour. It includes expert systems, 
neural systems, constraint programming, genetic programming, 
case-based reasoning, and fuzzy logic. 
Smart Card Technology Smart cards, integrated circuit chip in a convenient, hand-held 
package the size of a plastic magnetic-striped card, introduces 
significant additional capabilities at a lower per-transaction cost 
than the magnetic card. These capabilities include security, 
communications management, etc. 
Mobile Computing 
Object Technology 
Chapter 2 
Mobile computing can be categorised as: 
Extensions of existing applications such as a sales 
presentation package that a sales representative uses with a 
customer. 
Applications that are specifically designed for workers who 
spend most of their time out of the traditional office 
environment, e.g. electricity meter readers, etc. 
Object technology is a concept that describes a group of 
technologies used to create software products that are modular 
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DESCRIPTION 
and reusable(Price Waterhouse Technology Centre 1995:393). It 
will have a broad impact on information technology, e.g. new 
languages will be proposed and existing languages extended, new 
storage systems will be required, etc. It is proposed to have 
many benefits, e.g. solve the fundamental problems of software 
development, etc. 
Biometric identification is the automated measuring of one or 
more specific physical attributes or features of a person, with the 
aim of being able to identify that person from all others. These 
measurements include fingerprints, retina patterns, facial 
appearance, signatures, hand geometry or voiceprints. The most 
important application of this technology is security. Other 
applications include: 
• Time and attendance reporting 
•Building access control 
•A TM transaction verification 
• Vehicle access and ignition security 
•Cellular telephone security, etc. 
The advent of sophisticated networks, powerful personal 
computers, and advanced communication software has 
facilitated the ability for knowledge to their work anywhere. In 
other words, the need for a knowledge worker to be in the 
office permanently has diminished. Less space is required. 
because workers can share office facilities. 
Which technologies are or should be of interest to organisations? The list of 
technologies is constructed based on research by Fenn(1995a; 1995b; 1996a). 
4.4.3 IS Structural Components 
A number of IS structural components can also be identified. Structural choices were 
discussed in section 2.5.6 and referred to sets of choices relating to an organisation's 
administrative infrastructure, processes performed, and skills required. The scope of 
the research, with regard to IS structural components, is limited to two components. 
The two components are the choices an organisation makes with regard it's resources, 
and the organisation's hardware/ software infrastruct~re. 
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• Resourcing choices 
Resourcing relates to IS structural choices that deals with the skills required to perform 
the necessary tasks. The objectives of IS resourcing are to provide the necessary 
resources to facilitate the required "structure" to implement strategy(Ward et al. 1990). 
The two basic choices organisations can make are to use internal resources, or to 
outsource activities. It is the latter that is of specific interest to the study. 
According to Firdman(1991:65) the key to aligning information systems(IS) and the 
business, was the choice of balance of own resources and outside contractors' 
involvement in organisational IS activities. 
The study proposes to investigate the nature of outsourcing in different organisations. 
Gartner Group(1995) suggested that organisations will have to evaluate the 
outsourcing of individual IS functions every year. There are major benefits to be 
gained from outsourcing. Some of the benefits are cost savings, the strategic use of staff 
and improved IT responsiveness. 
When considering outsourcmg it is necessary to consider all the IS activities the 
organisation performs and to decide the level of outside penetration required by 
outside suppliers. According to Firdman(1991:78) the major activities a typical 
information systems(IS) organisation performs are defined as: 
• Operations Management 
Operations management includes operating, supporting, and maintaining a corporate 
information infrastructure and the systems built on top of it. It does not generally 
develop new applications, but takes part in new hardware and software acquisitions. 
• Tools and Applications development 
Applications development includes software design and testing, performance 
evaluation, quality assurance, and the assessment of packaged software. Tools include 
developing new and customising existing software development tools, application 
software and user interfaces. 
Chapter 2 Page 67 98/02/23 
REVIEW OF THE LI1ERA TURE 
• Strategic information systems(IS) planning and design 
These activities include business problem analysis, competitive analysis, technology 
management/assessment/transfer, information systems(IS)related strategic planning, 
information infrastructure design, information systems(IS) architecture and 
specification design, and project prioritisation and management(Firdman 1991:79). 
A different view with regard the IS activities an organisation performs is presented by 
Ward et al.(1990:297 and include the provision of: 
• 
• 
• 
• 
• 
A delivery service(the day to day running of systems), 
Systems development activities, 
The necessary user support, 
Information centre activities, 
Architectural and infrastructural activities, 
• Organisational approaches such as the matrix and functional approaches . 
Outside penetration can vary from where the external supplier performs the whole 
activity to where the whole activity is performed internally. This is reflected in a 
matrix of outsourcing options as proposed by Firdman(1991:79) - see table 2.3. 
Table 2.3: Matrix of outsourcing options 
Full scale IS organisation 
External strategic IS planning 
and design 
Contract programmers 
External strategic IS planning 
and design services 
External operations 
management 
External strategic IS planning 
and design services 
External operations 
management and contract 
programmers 
Full scale outside services 
Chapter 2 
Operations 
Management 
Yes 
Yes 
Yes 
Yes 
No 
No 
No 
No 
Tools and Applica-
tion development 
Yes 
Yes 
No 
No 
Yes 
Yes 
No 
No 
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Strategic IS 
planning and 
design 
Yes 
No 
Yes 
No 
Yes 
No 
Yes 
No 
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Resourcing according to Ward et al.(1990) is a structural component. The strategic 
alignment model also defines it as a structural component. An organisation's 
outsourcing profile is therefore useful for determining the relationship between IS 
strategy and IS structural components. 
• An organisation's hardware/software infrastructure 
The other IS structural choice is based on an organisation's hardware/ software 
infrastructure. The hardware/ software infrastructure was defined in section 2.5.3 as a 
component of information technology and according to the strategic alignment model 
as an IS structural component. 
The components that make up an organisation's hardware/software infrastructure can 
include software components such as operating systems and language translators, 
hardware components such as personal computers, mainframes, and a variety of 
network components. Determining these infrastructures can be a daunting task and 
requires considerable insight into technology. According to Firdman(1991:107) it 
would be much easier if users could consider and select from basic configurations to 
assemble the information infrastructure, rather than have to select and consider 
isolated infrastructure components and their connections. These basic configurations 
consist of components such as basic hardware and software that are interconnected by 
networks. The factors that influence these coµfigurations are (Firdman 1991:132): 
• Where the information resides? 
• Where the applications run? 
• How is information used and transferred? 
• How the information is updated? 
Where the information resides and where the applications run give rise to the four 
basic architectural building blocks briefly mentioned below: 
• Centralised Information/Centralised Applications 
All information is stored and all processing is done centrally. Mainframes are used for 
centralised processing. 
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• Distribution Information/Centralised Applications 
Information is stored on end-user workstations and processing is done on a centralised 
computational resource. Information is uploaded for storage on workstations. 
• Centralised Information/Distributed Applications 
All information is stored centrally and processmg is done on workstations. 
Information is downloaded for processing. 
• Distribution Information/Distributed Applications 
All processing and storage is done on distributed workstations. 
Table 2.4: Sixteen Basic Configurations 
Information A1mlications 
Shared Centralised Centralised Shared 
Shared Centralised Centralised Protected 
Shared Centralised Distributed Shared 
Shared Centralised Distributed Protected 
Shared Distributed Distributed Protected 
Shared Distributed Centralised Protected 
Shared Distributed Distributed Shared 
Shared Distributed Centralised Shared 
Protected Centralised Centralised Shared 
Protected Centralised Centralised Protected 
Protected Centralised Distributed Shared 
Protected Centralised Distributed Protected 
Protected Distributed Centralised Shared 
Protected Distributed Centralised Protected 
Protected Distributed Distributed Shared 
Protected Distributed Distributed Protected 
Within each of the four basic architectural building blocks four infrastructure 
patterns are identified. The four basic infrastructure patterns determine if 
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information and applications are owned by and used at only one site, or shared among 
many sites. 
The different patterns are: 
• Information is shared but applications are protected. 
• Information and applications are shared. 
• Information and applications are protected. 
• Information is protected but applications are shared. 
Infrastructure patterns are determined by factors such as the need for sharing 
information and applications, the site's procedures and policies, how decisions for the 
purchase of hardware and software is made, and how IS personnel are distributed 
across sites? 
The four basic architectural building blocks, and the four infrastructure patterns 
within each basic architectural building block, result in sixteen possible combinations, 
each representing a basic configuration that organisations can employee. Although the 
hardware/ software infrastructure is a very important IS structural decision, the scope 
of the study excludes it from any further analysis except for some cursory review. 
4.5 Information systems(IS) and the achievement of organisational objectives 
The first objective of the study is to analyse the link between business and information 
systems(IS) strategy decisions. It is necessary to establish a theoretical foundation for 
the link between business and IS strategy decisions. The scope of the work is limited 
to exclude any relationships between business strategy and IS structural components. 
Business strategy components were identified as the role of competitive forces, the 
contribution of core value activities to the operating cost of the company, and the 
structural factors that impact on primary value activities. 
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The analysis of the link between IS and the business is extended to include the analysis 
of the link between IS and the business strategy components listed above. As far as the 
IS side of the relationship is concerned no specific reference will be made to IS 
structural components other than to establish a theoretical basis. 
In section 3.2 specific attention was paid to the factors/forces that will impact on the 
strategies used to achieve business objectives. IS objectives should support business 
objectives. If competitive position is an objective of the business, the same objective 
should apply to information systems(IS). This argument is supported by the need for a 
link between business and information systems(King 1978; Bakos and Treacy 1986; 
Porter and Millar 1985). The link is reasonably complex. According to Henderson 
and Venkatraman(1993) there are four alignment perspectives that an organisation has 
to. Two of these perspectives arise when business strategy acts as the driver. These 
perspectives are the strategy execution and technology transformation perspectives. 
The competitive potential and service level perspectives arise when information 
systems strategy acts as the driver. All the perspectives strongly support the link 
between business and information systems. 
The argument is that the extent to which information systems can help an 
organisation to achieve it's objectives is a function of the extent to which information 
systems will impact competitive forces, and the cost and uniqueness drivers of each 
value activity. Duffy and Assad(1989:106) extended their ideas about information 
systems(IS) strategy formulation to include information system competitive analysis 
that were based on three core concepts. The three core concepts are: 
• The structure of an industry will determine an organisation's profitability, 
• Generic strategies are used to alter the structure of an industry, and 
• The way value activities are performed will impact the organisation's ability to 
achieve competitive advantage. 
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Benjamin et al.(1984) created the so-called Strategic Opportunities Framework that 
was based on two searching questions. Can information technology make a significant 
change to the way an organisation is doing business to help achieve competitive 
advantage, and can information technology be used to either improve the 
organisation's approach to the marketplace or should efforts be focused on internal 
improvements in the way activities are performed? It can be argued that the second 
question can be rephrased to question the impact of IS/IT(sic) on the way the value 
activities of an organisation are performed - internal improvements, and the impact of 
IS/IT(sic) on the five competitive forces that determine the structure of an industry -
an organisation's marketplace. 
The two questions as proposed by Benjamin et al.(1984) result in a four cell framework 
- see figure 2.7. The use of information systems to significantly change the way an 
organisation does business relates to the vertical axis. The impact of IS on the external 
marketplace or internal operations relates to the horisontal axis. 
An example of an organisation that used information systems to make a significant 
change in the way they were doing business and that significantly impacted the 
external marketplace, is Merrill Lynch. Their cash management account directly 
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changed the types of financial services offered to the consumer and this resulted in 
significant structural change in the financial services industry. Digital Equipment 
Corporation used an "expert" system for computer-based configuration of computers 
as opposed to a manpower-intensive process. This is an example where information 
systems(IS) significantly changed the way the organisation was doing business and 
it impacted the internal operations of the business. 
Examples of organisations that used information systems(IS) to impact the external 
marketplace or internal operations without changing the way they were doing 
business are American Hospital Supply and United Airlines. American Hospital 
Supply's order entry system is an example of the strategic application of information 
systems(IS) that took traditional internal products and processes and linked them 
directly to customers - creating potentially defensible barriers to competition. 
United Airlines(UAL) a long time ago started using teleconferencing for emergency 
situations and daily executive briefings. They used information systems(IS) to 
improve internal operations. 
The work done by Benjamin et al.(1984) reminds one of the work done approximately 
nine years later by Henderson and Venkatraman(1993), Goldberg and Sifonis(1994) 
and Luftman et al.(1993). It relates to the strategic alignment model discussed in 
chapter 1 section 3.2 and chapter 2 section 2.5.6. The model supports a paradigm shift 
from purely an internal orientation to a recognition of the external marketplace. 
Furthermore, the model is based on the very important assumption that the economic 
performance of an organisation is directly related to the ability of management to 
create a strategic fit between the position of an organisation in the competitive market 
and the design of appropriate administrative structures to support its execution. The 
model has a business dimension and an information system(IS) dimension in addition 
to the external and internal dimensions. The successful application of information 
systems is directly related to the appropriate alignment of business(strategy and 
structure) and information systems(strategy and structure). The important point is 
that the appropriate use of information systems(IS) requires a consideration of 
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both internal operations and the external marketplace - as per the strategic 
opportunities framework by Benjamin et al( 1984 ). 
Authors such as Parsons(1983), Wiseman(1985), McFarlan, and McKenney & 
Pyburn(1983) worked on the competitive use of information systems(IS). The work of 
some of these authors will be discussed based on how IS can impact on the external 
marketplace( competitive forces) and internal operations(structural factors). 
4.5.1 IS and the five competitive forces 
The following discussion clarifies how information systems(IS) can be used to achieve 
competitive advantage in the external marketplace. Gregory Parsons(l 983) based his 
research on Michael Porter's work on industry and competitive analysis and proposed 
that all firms face a set of competitive forces which define the industry structure and 
the profitability of an industry is determined by these competitive forces. According 
to QED Information Scie~ces, Inc(1989:59) 'Information technology supports, 
enhances, and may even enlarge the competitive strategy of the organisation'. It is 
therefore possible to deduce that competitive forces will shape the IS decisions made 
by the organisation. 
Table 2.5: IS/IT leverages to counter competitive forces 
ComQetitive force Potential of IS Mechanism 
New entrants Barri~rs to entry Erect barriers 
Demolish barriers 
Suppliers Reduce power Erode 
Share 
Customers Lock in Switching costs 
Customer information 
Substitute products/ services Innovation New products 
Add value 
Rivalry Change the basis Compete 
Collaborate 
According to Parsons(1983) information systems(IS) can create competitive advantage 
in a number of ways, which can be divided into three levels. The three levels are the 
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industry level, the firm level, and the strategy level. At the industry level information 
systems(IS) can change the entire industry by changing the nature of its products and 
services, changing markets, and changing the economics of production. At the firm 
level the focus is on the relationship between the organisation and the five competitive 
forces of the environment(buyers, suppliers, new entrants, substitutes and rivalry). 
The major objective is to determine how information systems(IS) can be used by the 
organisation against any of these competitive forces. How can an organisation defend 
itself against these forces or influence the forces in such a way as to create advantage 
for the company? 
From an external perspective it is perhaps Parsons'(1983) views on how information 
systems(IS) creates competitive advantage at the organisation level that generates the 
most interest. It is in line with the earlier thinking that one way of generating 
competitive advantage is ·to counter the five competitive forces as defined by 
Porter(1980). Once the structure of the industry, and therefor the role of competitive 
forces, is understood, the right information systems(IS) strategies can be put in place to 
counter these forces. Parsons(1983) demonstrated how information systems(IS) can be 
used to counter the five competitive forces - see table 2.5. 
I What is the strategic target? 
• I Supplier I Customer I Competitor 
I What is the strat'c thrust? 
I Differentiation I Cost I Innovation I Growth [lliance 
I What is the mode? 
' I Offensive I Defensive 
I What is the direction? 
T 
I Use I Provide 
Figure 2.8: Wiseman's Strategic Option Generator (Earl 1989:58) 
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Wiseman(1985)proposed a very interesting model called the strategic_option generator -
see figure 2.8. The very first issue dealt with in this model is to determine what the 
target is. Is it the supplier, customer or competitor? According to Earl (1989:58) 
Wiseman believed that competitive edge results from "strategic thrusts". These 
strategic thrusts are founded. on a combination of Chandler's(1962) growth - and 
Porter's(1980) generic strategies. The strategic option generator is similar to the five 
forces of industry competition model in that it helps most in clarifying the 
organisation's business strategy and suggests "the direction of the IT-strategy 
connection" (Earl 1989:58). 
QED Information Sciences, Inc.(1989:56) suggested that an affirmative answer to any 
of the following questions confirms that information systems(IS) is a strategic resource 
that should be explore& 
• Can information systems be used to build barriers to entry? 
One approach is to build a complex system that adds value, includes user hardware and 
software and that can be further refined. The systems used by the airline industries are 
good examples of this approach. The complexity and difficulty of replicating the 
system can create a barrier to the entry. 
• Can information technology strengthen customer relationships? 
There are many suppliers who provide value-added electronic services that support the 
organisation's basic product line and thereby quickly building in switching costs that 
lock in the customer. The basic objective is to encourage customers to rely more and 
more on the computer services provided. This is another way that information 
systems(IS) can be used to deal with the five competitive forces, and in this case, with 
customers. 
• Can information technology be used to change the inter-industry 
competition? 
The introduction of information systems(IS) can change the basis of competition in 
two ways. Costs can be lowered and the product can be differentiated. Costs can be 
lowered by means such as improved material distribution and utilisation through 
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lowering inventories and improved scheduling. Differentiation is achieved through 
means such as customised product features, better service and faster delivery. 
• Can information technology change the basis of competition from low cost to 
product differentiation? 
This relates to products or services where low cost is maintained but value is added to 
the product. 
• Can information technology change supplier relations? 
A good example is where the organisation's order entry system is linked to the 
supplier's order entry system it gives the organisation advantages such as the ability to 
check the status of particular orders and check delivery times. 
• Can information technology be productionised? 
This relates to where the information system itself becomes a product to meet 
customer requirements. 
At least four of the above six questions relate specifically to measures to counter the 
five competitive forces. These measures are building barriers to entry, strengthening 
customer relationships, changing supplier relations, and changing the inter-industry 
competitive balance. 
In all the preceding cases there is strong support for the proposition that information 
systems(IS) can help the organisation to achieve competitive advantage by 
countering/impacting the five competitive forces. This supports the view of a link 
between information system(IS) decisions and competitive forces. 
4.5.2 IS and the structural factors that determine competitive advantage 
Thus far the relationship between information systems(IS) and the five competitive 
forces have been discussed . In this section the focus is on the relationship between IS 
and the structural factors that determine cost leadership and differentiation. 
Competitive advantage can be created by lowering costs, enhancing differentiation, 
and changing competitive scope(Porter & Millar 1985:156-157). In section 3.2.2 of this 
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chapter the reader was introduced to Porter's(1985) concept of the value chain. 
According to Porter(1985:33) each of the value activities that make up the value chain 
can contribute to the organisation's relative cost position and create a basis fer 
differentiation. Competitive advantage in either cost or differentiation is a function of 
a company's value chain. 
Information technology can alter an organisation's costs in any part of the value chain. 
It was maintained by Porter and Millar(1985:156) that information technology often 
alters the cost drivers of activities in ways that can improve or erode the company's 
relative cost position. A good example is where a company took its sales staff off the 
road and redeployed them as telemarketers. The result was that sales expenses dropped 
and sales volumes improved. The impact of information technology on differentiation 
strategies is equally impressive(Porter & Millar 1985: 157). The key determinant of 
differentiation is the role of the company and its product in the buyer's value chain. 
Information technology makes it possible to customise products. For example, Digital 
Equipment's expert system uses decision rules to develop custom computer 
configurations. Bundling more information with the physical product sold to the 
buyer, and imbedding information systems into the product, are powerful ways for 
organisations to distinguish themselves from their competitors. 
The following observations were made about the value chain(Porter and 
Millar(1985: 151-154): 
• Information technology is permeating the value chain, changing the way activities 
are performed, and changing the nature of the links between activities. 
• Every value activity has both a physical and an information processmg 
component. The physical component refers to the physical task required to 
perform the activity and the information processing component to steps required 
to capture, manipulate, and channel the data required to perform the activity. 
• Every value activity creates and uses information. 
• The information processing and physical components of a value activity may be 
simple or very complex and the mix of the two components will vary by activity. 
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• Information technology is transforming the physical processing components of 
activities. 
• Information technology is not only affecting the way individual activities are 
performed, but is also enhancing an organisation's ability to enhance linkages 
between activities - both within and outside the company. 
The strategic alignment model described by Henderson and Venkatraman(1993), 
Goldberg and Sifonis(1994), and Luftman et al.(1993) recognised an internal 
orientation as well as recognition of the external marketplace. The alignment 
perspective, called the competitive potential perspective, suggests the use of value chain 
I 
analysis. 
Lowering cost or adding value can be achieved by information systems(IS) in a number 
of ways and can be categorised into three distinct levels. The different levels are the 
industry level, the firm level - discussed in section 4.5.1, and the strategy level(Parsons 
1983). At the strategy level the emphasis is on how information systems(IS) can affect 
the organisation's ability to execute strategy. There are three ways for a company to be 
successful in a specific industry over time: be an overall low cost producer, follow a 
strategy of product differentiation, or focus on niches in the market. 
The implementation of these strategies 1s facilitated by the value activities an 
organisation performs. It was stated earlier that competitive advantage is a function of 
the organisation's value chain. The strategic option generator, proposed by 
Wiseman(1989), started with an analysis of external factors(supplier, customer, and 
competitor), but moves on to determine strategic thrust. The latter is an internal 
analysis. 
In section 3.2.3 it was debated that the cost and uniqueness of each value activity 
depend on a number of structural factors that affect costs and/ or uniqueness. Some of 
these structural factors are economies of scale, patterns of capacity utilisation, 
integration, policy changes and linkages. If information systems(IS) can influence these 
Chapter 2 Page 80 98/02/23 
REVIEW OF THE LmRA TURE 
cost/uniqueness drivers, it will have an impact on the competitive ability of the 
organisation. Technology will affect cost or differentiation if it affects the cost drivers 
or uniqueness drivers of value activities(Porter 1985:169). 
4.6 Aligning IS strategy and structural decisions 
The second objective of the study is to confirm the link between IS strategy and 
structure components. Two IS strategy components were defined in section 4.4.1. The 
IS strategy components are an organisation's application portfolio and level of 
technology adoption. Similarly, two IS structure components were defined in section 
4.4.2. The IS structure components are an organisation's resourcing choices, with 
specific reference to the activities they outsource, and an organisation's 
hardware/ software infrastructure. The research will be mainly limited to resourcing 
choices when addressing IS structure components. 
In this section the emphasis is on creating a theoretical base for the relationship 
between IS strategy and structural choices. Theoretical evidence is lacking in most 
cases and it is proposed that this is as a result of the lack of distinction between strategy 
and structure type decisions. 
4.6.1 Application portfolio and resourcing options 
The first relationship to examine is the relationship between the application portfolio 
and resourcing choices. Resourcing choices focus on the IS activities to be outsourced. 
Extensive work was undertaken by Ward et al.(1990) on the application portfolio and 
they demonstrated how it could be used to determine technology and management 
choices. Resourcing options is based on the activities an organisation gets involved in. 
These activities have to be structured and organised to reflect the dynamics of the tasks 
performed. These classifications were related by Ward et al.(1990:289) to the proposed 
applications portfolio - see figure 2. 9. The demands of the different segments of the 
portfolio will result in the key domains ofthe various services/function being different 
(Ward et al. 1990:29). 
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Assuming Ward's propositions are true, the utilisation of services will depend on an 
organisation's application portfolio. It can be argued that if an organisation's 
application portfolio displays a high concentration of applications in the Factory 
quadrant there will be high utilisation of systems development, delivery, architectural 
and infrastructural services, and a low utilisation of an information centre. This 
appears to support the notion that the application portfolio will impact resourcmg 
choices. 
STRATEGIC 
Matrix/Team 
structure 
Hierarchical: 
Functional structure 
with task seperation 
FACTORY 
I HIGH POTENTIAL I 
Product: Individual 
initiative/Competi-
tive 
Product: Cross 
functional, multiskil-
led resources 
SUPPORT 
Structure for resourcing IS applications 
SERVICE UTILISED 
Delivery Service 
Systems Development 
Support Centre 
Information Centre 
Architecture and Infrastructure 
Organisational Approach 
l 
HIGH 
POTENTIAL 
Low 
Low 
Medium 
High 
Medium 
Innovative 
Hierarchical - Internal efficiency 
focused. Achieve economics of scale by 
work separation and specialisation. 
Product - External effectiveness focused. 
To provide responsiveness service 
enabling subgroups to complete the job. 
Matrix · Task focused. To achieve the 
best from resources available 
STRATEGIC FACTORY SUPPORT 
High High Low 
High High Low 
Low Low High 
Medium Low High 
High High Low 
Matrix Functional Cross Functional 
Figure 2. 9: Resourcing IS activities - Mapping activities to the application portfolio 
4.6.2 Level of technology adoption and resourcing options 
Level of technology adoption determines an organisation's technology profile. This is 
based on an organisation's risk tolerance. Risk tolerance in turn is determined by 
tracking and assessing, evaluating, and adopting new technologies. The strategic 
alignment profile pointed out that IS strategy components have to be complemented 
by structural components such as administrative infrastructures and specific skills. It 
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will be fruitless for an organisation to adopt new technologies if the necessary skills 
and infrastructures are not in place. It can also be argued that the rate of technology 
change will result in considerable pressure on organisation to get these structures in 
place and ensure that the necessary skills are available. Outsourcing can play a role. It 
is proposed that outsourcing provides a viable alternative for ensuring the structural 
components are in place to ensure that organisations get maximum benefit from new 
technologies. 
5. CONCLUSION 
Problem Statement: Organisations fail to derive any benefit from information system{IS) 
strategy and structure decisions because there is no link between these decisions and business 
decisions and because organisations cannot distinguish between information system(IS) 
strategy and structure decisions. 
From the problem statement two sub-problems were derived: 
• The perceived inability of organisations to derive any benefit from IS decisions is a 
result of the non-alignment of IS and business decisions. 
• The perceived inability of organisations to derive any benefit from IS decisions is 
because organisations confuse the role of, differences between, or relationship 
between information systems(IS) strategy and structure decisions. 
The objectives of the study were derived from the problem and sub-problem 
statements. The first objective is to determine if there should be a relationship 
between business and information system(IS) decisions. The second objective is to 
determine the link between information systems(IS) strategy and structure. 
In section 2 IS planning was reviewed. The section concluded that existing planning 
techniques fail to identify appropriate IS decisions because they do not fully exploit the 
link between IS and the business together with it's relevant competitive components. 
In addition, the objective of IS planning can vary from competitiveness, to efficiency, 
to effectiveness, to any combination of all three. The research will be limited to 
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competitiveness as a business objective. In section 2.4 the many IS planning models 
were reviewed and the conclusion was that it was unclear which of these models 
would work best. There was enough support for the need to align IS decisions with 
business decisions. Many of the models supported the need for competitive and 
industry analysis when making IS decisions. At this stage value chain analysis and the 
role of the five competitive forces draw specific attention. 
Section 2.5 focussed on IS strategy and structure and more specifically strategy and 
structure roles and responsibilities. Management and technology strategies and 
architectures and infrastructures were reviewed. This section provided a useful 
framework for strategy and structure and identified the relevant components. An 
important rule is that strategy decisions will always drive structure decisions. In 
general architectures and infrastructures were identified t.o be structure components. 
When referring to IS decisions it includes both IS technology and IS management 
decisions. The real distinction lies between the components of strategy and structure. 
Business decisions were discussed in section 3 and the focus was on competitive issues. 
It includes the role of the five competitive forces, value chain analysis, and the impact 
of structural factors, also referred to as cost drivers, on core value activity contribution 
to operating costs. When analysing the link between IS and the business the business 
components need to broken down into the three separate competitive components. 
Section 4 discussed the alignment between IS and the business. It introduced the very 
important Strategic Alignment Model. This model is important because it not only 
demonstrates the link between IS and business, but also the individual alignment of 
both IS and business strategy and structure components. 
The research is narrowed to analysing the relationship between business strategy 
components with IS strategy and structure only. IS strategy components were listed in 
section 4.4.1 as an organisation's application portfolio and level of technology 
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adoption. IS structural components were identified in section 4.4.2 as resourcing 
choices with specific emphasis on the IS activities that are or could be outsourced and 
an organisation's hardware/software infrastructure. 
Section 4.5 discussed the underlying theory that supports the need for a link between 
IS and business, and more specifically the link between IS and the three business 
strategy components. The three business strategy components are the five competitive 
forces, core value activities, and structural factors. Section 4.6 reviews the theory that 
links IS strategy and structure decisions. 
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Chapter 3 
1REA1MENf OF 1HE DATA 
1. INTRODUCTION 
Problem Statement: Organisations fail to derive any benefit from information 
system(IS) strategy and structure decisions because there is no link between these 
decisions and business decisions and because organisations cannot distinguish 
between information system(IS) strategy and structure decisions. 
The two sub-problems can be stated as: 
• The perceived inability of organisations to derive any benefit from IS decisions is a 
result of the non-alignment of IS and business decisions. 
• The perceived inability of organisations to derive any benefit from IS decisions is 
because organisations confuse the role of, differences between, or relationship between 
infonnation systems(IS) strategy and structure decisions. 
The objectives of the study are derived from the problem and sub problem statements. The 
objectives are: 
• To determine the relationship between information systems(IS) and business decisions. 
• To gain an understanding of the relationship between information system(IS) strategy 
and structural choices. 
FIRST OBJECTIVE 
In chapter 2 infonnation system(IS) decisions were defined to consist of strategy and 
structure components. According to Henderson and Venkatraman(1993) the link between 
information systems (IS) and business can be facilitated by both components but that the 
strategy component provides a more direct link. To achieve an understanding of the link 
between business and infonnation systems(IS) the focus will be on the link between business 
strategy and IS strategy components. Considering the business strategy components 
identified in section 4.3 and IS strategy components identified in section 4.4.2, the following 
relationships will be analysed: 
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• The relationship between competitive forces and IS strategy choices. 
• The relationship between the structural factors(cost drivers) that determine competitive 
advantage and IS strategy choices. 
• The relationship between the contribution of core value activities to operating costs and 
IS strategy choices. 
Impact of competitive forces · Applltation portfolid 
~ Level ofaechnology adoption 
Impact of structural factors ~ Application portfolio 
~ Level of technology adoption 
Core value activity contribution ~ Application portfolio 
to costs ~ .l£vel ofaechnology adoption 
Figure 3.1: Relationships between business and IS decisions 
IS strategy choices were defined to belong to one of two categories: level of technology 
adoption and an organisation's perception regarding the importance of specific information 
systems - the so-called application portfolio. Figure 3.1 illustrates the relationships to be 
examined 
SECOND OBJECTIVE 
Numerous categories of IS structural decisions were identified in chapter 2. An 
organisation's hardware/ software infrastructure and its outsourcing profile are examples of 
these categories. Not all these categories can be researched in this study. The role of 
outsourcing has also changed significantly during the last five to ten years and it is for this 
reason, and the reason stated before, that the focus will be on outsourcing as a structural 
choice. To achieve an understanding of the relationship between information system(IS) 
strategy and information system(IS) structure choices it is necessary to analyse the following 
relationships: 
• The relationship between an organisation's application portfolio and outsourcing 
choices. 
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• The relationship between an organisation's level of technology adoption and 
outsourcing profile. 
The following diagram illustrates the relationships to be analysed. 
IS STRATEGY CHOICES IS STRUCTURE CHOICES 
Application p~rtfolio 
Level of technology adoption 
Figure 3.2: Relationships between IS strategy and structural choices 
LAYOUT OF THE CHAPTER 
Section 2 deals with the research methodology and section 3 addresses the study population. 
In section 4 the questionnaire is discussed. Specific attention is given to the data that needs 
to be collected to achieve the objectives stated earlier. 
Sections 5 and 6 deal with the treatment of the data and are divided into a number of 
categories, each dealing with a specific sub-problem/ objective. Within each category each of 
the relationships is dealt with separately. For each relationship the following sequence of 
events is followed: 
• Discuss the dependent variables. How will the data be collected and how will it be 
treated? 
• Discuss the independent variables. How will the data be collected and how will it be 
treated? 
• Discuss the procedure to be followed to analyse each relationship. 
Where specific statistical techniques are used the technique is discussed in detail 
where the specific technique is referenced the first time. 
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2. RESEARCH METHODOLOGY 
The aim of the study is to prove that IS decisions should be linked to business decisions 
and that certain IS decisions will impact others. This is best illustrated by means of an 
example. An organisation has decided to provide a better service to their customers and 
based on this requirement a decisions was made to implement an information system to 
handle customer queries. The IS decision in this case is the need to implement the 
information system to handle customer queries. An additional IS decision that needs to be 
made is whether to upgrade the existing computer resources. The argument is that the 
decision to implement the information system will drive the decision to upgrade 
computing resources. 
To determine if the above is valid it is necessary to collect information from organisations 
how they go about making business and IS decisions. This can be achieved by testing 
perceptions with regard to the importance of specific components or factors, or views 
about these components or factors, that will impact both business and IS decisions. The 
expectation is that the views with regard to business components or factors should be 
consistent with the views about the IS components or factors. This can be explained by 
means of an example. One factor that will influence business decisions is the influence of 
an organisation's suppliers. To manage suppliers one IS decision could be to put an 
information system, such as order handling, in place. The expectation therefor is that the 
importance of specific information systems are related to specific competitive forces. 
Similarly information will be collected with regard to perceptions about different types of 
IS decisions to determine the relationship between types of IS decisions. 
According to Leedy(1993:139) all research can be categorised as qualitative, quantitative, 
or what he refers to as triangulation. The nature of the data and the problem for research 
will dictate the research methodology. If the data is verbal the methodology and if the 
data is numerical the methodology is quantitative (Leedy 1993:139). A quantitative 
approach to research will he adopted in this study. A number of hypotheses will be 
constructed and tested A number of factors or variables will be decided up front that 
might cause certain results and tests will be carried out to support or reject the null 
hypothesis at some level of statistical probability. The data in this study is principally 
numerical and four questions are of specific interest: 
Chapter 3 Page 89 98/02/25 
TREATMENT OF THE DATA 
• What data is required? 
As explained earlier it is necessary to collect information with regard to perception about 
the importance of, or views on, components or factors that will influence business and IS 
decisions. The type of data required is further explained in sections 5 and 6 of this chapter. 
There are essentially two categories of data required. The first category of data required is 
data about components or factors that will impact or influence business decisions. These 
components or factors are sub divided into competitive forces such as buyer power, 
structural factors such as location of suppliers, and the cost of core value activities such as 
inbound logistics. The other category of data required is data about components or factors 
that will impact IS decisions. This is further sub divided into IS structural components 
such as resourcing and IS strategy components such as an organisation's application 
portfolio. 
• Where the data is located? 
The required information or data should be facilitated by the people that make the 
business and IS decisions ref erred to above. This refers to senior and executive 
management in organisations. These managers will have to be approached to collect the 
required information or data. The selected population will be discussed in section 3. 
• How to get the data? 
The two major techniques for collecting the required data are by means of interviews or 
sending out questionnaires. Both methods have distinct advantages and disadvantages. 
The major benefit of an interview is the ability to explore for additional information. The 
major downside is time. It will be very difficult and time consuming to interview a 
significant number of managers. An additional problem is the difficulty to arrange 
meetings within a specific time frame. Senior executives are generally very busy and 
difficult to get hold off and would perhaps not set the time aside for an interview. 
' Questionnaires could result in more information. It will not require a lot of time to 
complete and the expectation is tha:t more managers will respond. For the purpose of this 
study it was decided that using questionnaires would be the most efficient and effective 
method for collecting the required information. 
• What to do with the data? 
The collected data will be stored in a database on a personal computer where, if required, 
it will be manipulated further for statistical testing. In some cases data manipulation is 
necessary to meet the requirements 
1
of some of the statistical techniques. 
Chapter 3 Page 90 98/02/25 
TREATMENT OF THE DATA 
All these questions are addressed in this chapter and specific attention is given to the 
treatment of the data and the statistical techniques used to test the relationships between 
the different sets of variables. 
3. POPULATION 
A population is a colktim of all the obserwtions of a randan u:triable under study and afuut 7ihch 
one is trying to drawrondusions in practise(Waff11!Y 1993:4). 
The original problem stated that most companies appear to be unable to gain significant 
benefit from their IS(information system) investments. This problem can apply to any 
company in South Africa that employ, or is planning to employ, information systems and 
I or information technology. An important criteria to keep in mind is the availability of 
information about companies in the country. Company information can include 
information such as industry sector, number of staff employed, financial indicators and 
current chairman.. Another issue to bear in mind is the costs involved in gathering 
information. Postage and printing are major contributors to such costs. Given the above 
the decision was made to limit the population to companies listed on the Johannesburg 
Stock Exchange. The main benefits derived were: 
• A smaller population, and 
• More information was available. 
It was decided to limit the population to the top companies in the country based on 
financial performance criteria. An assumption was made that companies that performed 
well would possibly have found a way to more successfully employ information systems 
and/ or technology. The population is therefore defined as the top companies, based 
on financial performance, that are listed on the Johannesburg Stock Exchange. 
To identify the top South African companies a special survey conducted by the Financial 
Mail(1996) was used. In this publication companies from the different sectors are listed 
according to their financial performance. The financial information were provided by the 
University of Pretoria's Bureau of Financial Analysis and includes information such as 
total assets, market capitalisation, equity funds and return on assets. The survey is an 
annual survey and provides many insights into the corporate world. 
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All the top companies in the different sectors listed in the survey were selected for the 
purpose of the study and questionnaires were mailed to these organisations. The only 
exception was the selection of industrial companies where the number of these was 
considered too numerous when compared to the rest of the population. Only the top 
industrial companies with a market capitalisation of more than R920 million were selected 
As it stands, the number of industrial companies will have an impact on the study due to 
their high numbers. 
Companies were selected from the Electronics & Electrical sector, the Building, 
Construction & Allied sector, the Chemicals, Oils & Plastics sector, the Motor sector, 
Public sector corporations, Mining houses(including the top gold, coal and other mines), 
Mining financials, Property companies, Banks, Life assurers, Short term insurers, and the 
Industrial sector. These companies also represented market leaders and the so-called 
South African giants' league. 
The total number of questionnaires mailed was approximately 250. Questionnaires were 
mailed to all members of the defined population. Any inferences drawn will only apply to 
this population and NOT South African companies in general. 
The number of responses received totalled 83 of which 71 were used for the purpose of 
analysis. One response was received too late, and the balance was unusable for a variety of 
reasons such as the response not being filled in appropriately. 
4. QUESTIONNAIRE 
4.1 Introduction 
The questionnaire can be divided into three distinct groupings: 
• General information - refer to section 4.2. 
• Information relating to business decisions. This can be further broken down into 
information relating to competitive forces - see section 4.3, core value activity 
contribution to costs - see section 4.6, and structural factors - see section 4.6. 
• Information relating to IS decisions. Four sub-categories are identified. These sub-
categories are level of technology adoption - see section 4.7, the hardware/ software 
infrastructure - see section 4.4, the application portfolio - see section 4.5, and 
outsourcing- see section 4.8. 
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Competitive forces - Quest. Section 2 
Competitive forces - Quest. Section 2 
Structural factors - Quest. Section 5 
Structural factors - Quest. Section 5 
Core value activities - Quest. Section 5 
, 'e Jink:~¥~~nn.aii~ri,$~sr,epis{ts)i:~d 
Y:;:·,5);;.}' 
,, ;~~,' 
vel of technology adoption 
Application portfolio - Quest. Section 4 
vel of technology adoption 
Application portfolio - Quest. Section 4 
Quest. Section 6 
SUB PROBLEM 2:,J1ie apparentcpnfusionwith:regardx~o informatiop. systems(IS) 
and informationtechnology(IT}. 
Resourcing choices - Quest. Section 7 
Quest. Section 6 
Application portfolio - Quest. Section 4 Resourcing choices - Quest. Section 7 
Figure 3.3: Relationship between sub problems, relationships and questionnaire 
Figure 3.3 summarises the relationships between the sub problems of the study, the 
relationships to be analysed, and the appropriate sections in the questionnaire used to 
collect the data required. 
4.2 Section 1 - General Information 
The first section of the questionnaire is used to collect information with regard the 
following: 
• The industry sector the organisation operates in, 
• The number of people employed by the organisation, 
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• The organisation's annual turnover, and 
• The individual that completes the questionnaire. 
4.3 Section 2 - Data relating to the impact of the five competitive forces 
To detennine the impact of the five competitive forces the study draws from the work by 
Porter(1980). The threat of new entrants, the intensity of rivahy amongst competitors, the 
power of buyers, the power of suppliers, and the availability of substitute products 
determine the impact of the five competitive forces. The questionnaire is divided into 
three major areas and will detennine: 
• The general characteristics that apply to the industry an organisation operates in. 
• The characteristics of an industry's suppliers. 
• Specific problems that new players in an industry have to deal with. 
4.3.1 Determine the threat of new entrants 
According to Porter(1980: 7-13) the threat of new entrants is less if the following six 
sources of barriers to entry are present: 
• A high degree of economies of scale is prevalent, 
• There is a high degree of product differentiation, 
• Capital requirements are high, 
• Switching costs are high, 
• Access to distribution channels are limited, and 
• Government policy is restrictive. 
To determine the threat of new entrants the respondents will be asked to indicate 
to what extent they agree with the following statements: 
• Ecorumies of scale are imfx»tant{2-1). 
• Industry pralucts/ servia:s are standard(2-8 ). 
• There is a higfa degrre of price dijferentiation.(2-7). 
• 1he size of capital, i1nesttnent requiroi to enter the indttstry is higfa(2-25) 
• It is diffeu/t for custaners to switch to cdt:ernatiie prafucts/services due to associat:ad higfa ca;ts{2-13). 
• It is diffeu/t for a new player in ywr industry to gain aa:ess to distributim channels(2-2 6) 
• Gawnment pdicy has a sig;zificant im{x1ct(2-3). 
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4.3.2 Determine the intensity of rivalry amongst existing competitors 
Porter 1980(18-20) proposed that a number of factors will fuel the intensity of rivahy 
amongst existing competitors: 
• Numerous or equally balanced competitors 
If there are numerous firms in an industry some of the mavericks could potentially make 
moves with the hope of not being noticed by their competitors. Even if there are few 
firms they are equally balanced in terms of size and resources, they might constantly 
jockey for position. 
• Slow industry growth 
Slow industry growth will tum competition into a market share game for the companies 
that want to expand. 
• High fixed or storage costs 
The above creates demand for firms to fill capacity. When excess capacity is present, this 
will lead to price cutting. Where the product, once produced, is difficult or costly to store, 
it will relate to high fixed costs. 
• Lack of differentiation or switching costs 
If the product or service is perceived to be a commodity product or service, price and 
service will determine buyer choice. This will result in price cutting and service 
competition. 
• Capacity is augmented in large increments 
If economies of scale dictate that capacity must be added in large increments, these 
additions can chronically disrupt supply I demand balances. 
• Diverse competitors 
Differing competitor strategies can result in increased competition. 
• High strategic stakes 
If the stakes for achieving success are high it could lead to increased rivahy. 
• High exit barriers 
Sources of exit barriers such as specialised assets, strategic interrelationships, fixed costs of 
exit and emotional barriers can keep companies competing in industries even if earnings 
are low or returns on investment are negative. 
Information with regard to the factors that fuel the intensity of rivalry amongst 
existing competitors will be determined by asking respondents whether they agree 
with the following statements: 
• Many canJEitors are present{2-4). 
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• Industry gruwh is s/ow(2-2). 
• Storage rosts of finish«1, gxxls are higp(2-6). 
• W1»i expanding c.apaciJ:y it will result m ra:urring perials of arer cctpacity(2-14). 
• There is a higjJ dtgree of co-opercttim betwm Jia>ers(2-9). 
• It is difficult to leaie the industry, e.g. capital, inu:stments are higp, etc.(2-12). 
4.3.3 Determine the pressure from substitute products 
Industry profits will suffer if the price performance alternatives offered by substitutes are 
attractive(Porter 1980: 23). Only one question is necessary to determine the threat 
from substitute products. Respondents will be asked whether they agree with the 
following statement: 
• Fixed assets used are rostly(2-5). 
4.3.4 Determine the bargaining power of buyers 
According to (Porter 1980: 24-26) any one of the following situations cari lead to increased 
buyer power: 
• The buyer purchases large volumes relative to seller sales 
If a large portion of the supplier's sales is purchased by a specific buyer it will dilute the 
power of the supplier. This is specifically true if high fixed costs characterise the industry. 
• The products purchased from the industry represents a significant fraction of 
the buyer's costs or purchases 
If the product the buyer purchases represent a significant fraction of the buyer's costs or 
purchases, the buyer will seek a favourable price and purchase selectively. 
• The products purchased by the buyer from the industry are standard or 
undifferentiated 
If buyers are sure that they can find an alternative supplier they will play one supplier 
against another. 
• The buyer faces few switching costs 
Switching costs will lock in buyers. 
• The buyer earns low profits 
Low profits will force buyers to consider lowering purchasing costs putting more pressure 
on the supplier. 
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Buyers pose a credible threat of backward integration 
If the above is true, or if buyers are partially integrated, buyers are in a position to demand 
bai:gaining concessions. 
• The industry's product is unimportant to the quality of the buyer's product or 
services 
When the buyer's product is greatly affected by the industry's product, buyers tend to be 
less price sensitive. 
• The buyer has full information 
The more information the buyer has about issues such as demand and actual market share 
the better the buyer's bargaining position. 
To determine the bargaining power of buyers, respondents will be asked if they 
agree with the following statements: 
• There is the threat that custx:mers/buyers could prrxJuce these pralucts themselu:s(2-16) 
• Profit margins for custx:mers are higfa(2-15) 
• These represent a sif!!lificant porticn of• input rosts(2-18). 
• Supplier pmrhasev:lumes by far exmd the sales of any individual a:.m{XOZy in your irrlustry(2-21). 
• Information afuut the industry, e.g. demttnd, market pria:s, etc., is rw:lily autilable(2-10). 
• They are import:mt inputs to custaner prrxlucts/ senia:s(2-17). 
4.3.5 Determine the bargaining power of suppliers 
Porter(1980:27-28) proposed that suppliers enjoy a better bargaining position if any of the 
following situations prevail: 
• The supplier group is dominated by a few companies and is more concentrated 
than the industry it sells in 
The bargaining power of suppliers is considerably improved if these suppliers sell to 
fragmented buyers. 
• The supplier is not obliged to contend with substitute products for sales to the 
industry 
The power of large powerful suppliers can be diluted if they have to contend with 
substitute products. 
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The industry is not an important customer to the supplier group 
When suppliers sell to a number of industries, and a particular industry does not 
contribute significantly to the supplier's sales, this will increase the supplier's power 
base. 
The supplier's product is an important input to the buyer's business 
The suppliers product is important to the buyer's manufacturing process, or product 
quality, especially if the input cannot be stored 
The supplier group's products are differentiated or have built up switching 
costs 
The buyer's ability to play one supplier against another is diminished by differentiation 
or switching costs. 
• The supplier group poses a credible threat of forward integration 
This provides a check against the industry's ability to improve the tenns on which it 
purchases goods. If labour is recognised as a scarce supply, and highly skilled 
employees and/ or organised unions are able to bargain away a significant portion of 
the potential industry profits. 
The bargaining power of suppliers is determined by asking respondents to what 
extent they agree with the following statements: 
• The supplier group is daninatid by a smttll numkr of <rl11JXlnies{2-2 4). 
• Suppliers are obli~ to <:anfX!te uith substitute prrxlucts for sales(2-22). 
• Suppliers are heaui}y dependent on your industry(2-11). 
• You are heaui}y dependent on y;ur supplier(2-20). 
• Supplier gxxls/ servia!S are 7:erJ dijferentiat£r1(2-19). 
• There are significant opportunities to integrate supplier activities intoyour organisation{2-23) 
By obtaining the above information, it is possible to determine the collective strength of the 
five competitive forces. It also becomes possible to determine the impact of each of the 
individual forces. This is very important, because it is necessary to determine the impact of 
information systems(IS) on these forces on IS strategy choices. 
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4.4 Section 3 - Data regarding the organisation's hardware/ software infrastructure 
The study proposes to determine which of the above basic configurations apply to 
different organisations. The information required will revolve around six simple 
questions: 
• Is the information stora:l in a single place? 
• A re all the applications centralised? 
• A re the applications used t:o process the information di.stribuml? 
• Is the information pertaining t:o sµrific business fanction.s duplicated in more than one place? 
• Do the applications ahmys run on the praessor the data is stora:l on? 
• Is the information pertaining t:o sµrific business fanction.s shared arrmgst users? 
4.5 Section 4 - Data regarding an organisation's application portfolio 
An organisation's application portfolio is based on an organisation's perception of the 
importance of specific information systems. Information systems can be perceived as not 
important, important to survive, and important to gain competitive advantage. The 
concept of the application portfolio was discussed to some extent in chapter 2 section 
3.2.2. 
How is the application portfolio determined? It is important to keep in mind that all 
information systems are put in place with one purpose in mind and that is to support 
business decisions. A major problem is to construct a list of information systems that 
generally apply to all organisations. 
It is suggested that the best approach is to start by defining a list of generic business 
functions. These generic business functions will consist of primary and certain support 
value activities as defined by Porter(1980). 
This is further broken down into a suitable level of detail. Seven categories of business 
activities are defined. They include Finance, Human Resources, Inbound Logistics, 
Outbound Logistics, Operations, Marketing and Sales, and Support. 
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T bl 3 1 Detail d a e .. e orgamsat1on al act1v1ties 
Finance: Human Resources: 
• Monitoring of the external environment • Planing the utilisation of people resources 
•Tracking of actual revenue and expenses • Design and analysis of jobs 
• Management of the allocation of all • Management of the deployment of 
resources personnel. 
• Management of cash flow • Development and training of employees 
• Management of financial risk • Maintenance of personnel information 
• Plan for the acquisition or disposal of assets • Wages and salary information processing 
• Forecast the factors that will impact the • Management of employee performance 
future performance of the organisation 
• Measure the financial soundness • Planning employee compensation/benefits 
• Process accounts payable • Management of labour relationships 
• Process accounts receivable 
• Report internal/ external financial Production: 
information, e.g. income statement, etc. 
• Management of the tax function • Location of production facilities 
• Management of capital planning • Determination of the layout of facilities 
• Management of physical facilities • Product design 
• Process design 
Outbound Logistics: • Production scheduling 
• Shipping of finished goods • Production planning, e.g. future production 
forecasting, etc. 
• Storing of finished goods • Quality control 
• Order processing • Capacity planning 
• Deliveries scheduling • Production management 
Inbound Logistics: • Plant maintenance management 
• Tracking of inventory levels and costs • Production measurement 
• Inventory control • Production tracking 
• Receiving of purchased goods and supplies 
• Purchasing of goods and supplies Marketing and Sales: 
• Selection and certification of suppliers • Identification of potential customers 
• Storage of received goods and supplies in • Identification of customers needs and wants 
the warehouse 
•Measurement of customer satisfaction 
Support: • Monitoring of changes in customer 
expectations or changes in the market 
• Management of returns to suppliers • Products and services sales 
• Recording of customer inquiries • Marketing research surveys 
• Filling orders • Sales force management 
• Billing customers • Product pricing determination 
• Handling customer complaints and 
inquiries. 
•Tracking of purchase orders 
• Providing service 
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The detailed activities relating to these categories are depicted in table 3.1. A list of 
information systems can now be constructed by asking respondents to indicate their 
perception of the importance of information systems for each of the activities/ processes 
identified. 
4.6 Section 5 - Data with regard the contribution of core value. activities to 
operating costs and data regarding the impact of structural factors on core value 
activities 
4.6.1 Data with regard the contribution of core value activities to operating costs 
To analyse the organisation's activities in a consistent way Porter (1985) introduced the 
concept of the value chain. The concept was discussed in detail in chapter 2 under the 
topic value chain analysis. The organisation's activities are reflected by the activities in the 
value chain (Porter & Millar 1985: 151). Porter(1985) defined nine value activities that 
consist of five primary value activities and four support activities. For the purpose of the 
study core value activities relate to the five primary value activities. The five primary value 
activities are inbound logistics, operations, outbound logistics, marketing and sales, and 
support. As per Porter(1985) the way value activities are performed will influence costs 
and/ or add value. In this case the interest is on the contribution of core value activities to 
operational costs. 
4.6.2 Data regarding the impact of structural factors on core value activities 
The cost and uniqueness drivers of each value activity affect cost leadership and 
differentiation. The cost of each value activity depends on a number of structural factors 
that influence costs (Porter 1985: 70). These structural factors, known as cost drivers, 
determine the cost behaviour of value activities. 
The major cost drivers were discussed in detail in chapter 2. Drivers of uniqueness are 
analogues to cost drivers. Uniqueness drivers are the underlying reason why a specific 
activity is unique. In chapter 2 it was pointed out that the research will be limited to cost 
drivers. Table 3.2 lists both cost and uniqueness drivers in order of importance - as 
determined by Porter(1985: 70-83&124-127). The reader should take note that cost drivers 
also lead to uniqueness and visa versa. 
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The original list of ten factors - see table 3.2 - was enhanced to a list of fourteen factors - see 
table 3.3. To research the impact of the new list of factors on core value activities 
respondents will be required to indicate which ONE of these factors will have the biggest 
impact on each of the five core value activities. 
Table 3.2: Drivers of cost and uniqueness - Structural factors(Porter 1985: 70-83&124-
127) 
Driver Description Rank- Rank-
Cost Uniaue 
Economies of The decline in unit cost of the product as 1 8 
scale the absolute volume per period increases. 
Leaming and Learning increases efficiency. Learning 2 6 
spillovers can also spillover from one organisation 
to another through mechanisms such as 
suppliers, reverse engineering of 
products, etc. 
Pattern of capacity If there is a significant fixed cost 3 
utilisation associated with a value activity, the cost 
of the activity will be affected by capacity 
utilisation. 
Linkages "There are two types of linkages, i.e. 4 2 
linking activities within the organisation 
and linking activities from within the 
organisation to external. 
Interrelationships This relates to the sharing of value 5 5 
activities. 
Integration Vertical integration is where activities is 6 7 
performed that normally falls outside the 
organisation. 
Timing 7 3 
Discretionary It reflects a firm's strategy and could 8 1 
policies involve tradeoffs between cost and 
differentiation. 
Location It relates to the geographic location of a 9 4 
value activity, or its location relative to 
other value activities. 
Institutional It includes government regulation, 10 9 
factors unionisation, local content rules, etc. 
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Table 3.3: 14 Structural factors - 5 major categories 
New 
actors 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
Structural factor 
Geographic location of customers 
Geographic location of suppliers 
Geographic location of activities 
relevant to each other 
Co-ordination of activities with 
suppliers 
Co-ordination of activities with 
customers 
Union activities 
Government regulations 
High fixed costs 
Mix of products 
Required level of service 
Human resource policies 
Sensitivity to timing 
Rate of learning 
Unknown 
4.7 Section 6 - Data with regard an organisation's level of technology adoption 
Gartner Group(1995a) categorises level of technology adoption based on an organisation's 
risk tolerance. Risk tolerance is determined by an organisation's attitude towards new 
technology. Attitude is determined by whether organisations: 
• Track and assess technologies, or 
• Evaluate new technologies, or 
• Adopt n~ technologies. 
Section 6 of the questionnaire is used to collect information regarding an organisation's 
level of technology adoption. The technologies referred to in the questionnaire were 
selected based on the technologies identified by Gartner Group(1995b). 
4.8 Section 7 - Data regarding an organisation's resourcing choices 
Outsourcing of information system(IS) activities is an important choice facing decision 
makers. Firdman(1991: 65) proposed that the most critical issue in system integration is the 
choice of balance of own resource and outside contractor's involvement in information 
system(IS) activities. There are a number of information system(IS) related activities such as 
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strategic information systems (IS) planning that can be outsourced.(A list of these activities 
can be found in chapter 2 table 2.3) 
The study proposes that any of the following services can be outsourced - derived from 
Firdman's(1991) outsourcing matrix and the typical activities as performed by 
organisations - described by Ward et al.(1990): 
• Computer operations - part of operations management as described by 
Firdman(l 991:78). 
• Telecommunications support - part of operations management as described by 
Firdman(1991: 78). 
• The development of applications to support the business. 
• Research and development. 
• Information systems auditing. 
• Strategic information system(IS) planning. 
Respondents will be requested to indicate which of the above services they outsource. 
5. TREATMENT OF THE DATA: SUB-PROBLEM 1 - THE COMPLEXITY 
OF THE LINK BETWEEN IS AND BUSINESS DECISIONS 
The first sub problem identified the complexity of the link between IS strategy and business 
competitive advantage decisions. The first objective is therefor to gain a better 
understanding of the link between the business competitive advantage and information 
systems(IS) strategy decisions. 
Business decisions, with specific reference to competitive advantage, are based on: 
• The impact of the five competitive forces that determine the structure of an industry 
which in tum determines competitive advantage. Competitive advantage is achieved by 
low cost or differentiation. 
• The structural factors that impact primaty or core value activities and the contribution 
of core value activities to the operating costs of the organisation. Competitive advantage 
stems from the activities an organisation performs because each of these activities can 
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contribute to the relative cost position of the finn and create a basis for differentiation 
(Porter 1985: 33). 
IS strategy decisions are based on an organis~tion's: 
• Level of technology adoption, an.cl 
• Pref erred application portfolio. 
When analysing the relationship between IS and business decisions the relationship is further 
broken down to analyse the following six relationships: 
• 1he relationship between the impact of the five competitive forces and level of 
technology adoption. 
• The relationship between the impact of the five competitive forces and an organisation's 
application portfolio. 
• The relationship between the contribution of core value activities to operating costs and 
level of technology adoption. 
• The relationship between the contribution of core value activities to operating costs and 
an organisation's application portfolio. 
• The impact of structural factors on core value activities and level of technology 
adoption. 
• The impact of structural factors on core value activities and an organisation's application 
portfolio. 
These relationships are further pursued in sections 5.1 to 5.6. 
5.1. The relationship between the impact of the five competitive forces and an 
organisation's application portfolio 
The objective of this section is to explain how the relationship between competitive forces 
and application portfolio will be determined. 
INDEPENDENT VARIABLES: Competitive forces - measured by the variables 
Factor1, Factor2, Factor3, ... , Factom. 
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DEPENDENT VARIABLES: Application portfolio - measured by the three sets of 
variables: Set 1: Finl, HR.1, Prod1, ln1, Out1, Markt, Suppl; Set 2: Fin2, HR.2, Prod2, 
ln2, Out2, Mark2, Supp2; Set 3: Fin3, HR3, Prod3, ln3, Out3, Mark3, Supp3. 
5.1.1 Independent variables - impact of the five competitive forces 
Section 2 of the questionnaire will be used to collect information relating to the impact of 
the five competitive forces - refer to section 4.3 of this chapter. This information relates to 
the 26 variables as listed in table 3.4. Each variable relates to a specific statement and will be 
assigned a value between 1 and 4 depending on the extent to which the respondent agrees 
with the associated statement. A value of 4 indicates that the respondent strongly agrees and 
a value of 1 indicates that the respondent does not agree at all. 
The twenty-six variables described in table 3.4 necessitate factor analysis to reduce the 
number of variables. A short description of factor analysis follows below. 
FACTOR ANALYSIS 
Factor analysis is a generic name given to a class of multivariate statistical models. 
According to Hair, Anderson, Tatham & Black(1992:225) the main objectives of this 
class of statistical method are data reduction and summarisation. It analyses the 
interrelationships among a large number of variables and then explains these 
variables in terms of some common underlying dimensions. Factor analysis is an 
interdependence technique where all the variables are considered at the same 
time(Hair et al. 1992:225). 
Each of the obsen.ad original wrialies is considend as a dependent wrial:le that is a fonctim cf sane 
underlying, latent, and hyjxJtheticd set cf factors(Hair et al. 1992:225). According ro Hair et 
al. (1992:22 5) factor analysis tahniques can perform four fanctians: 
• In a ~set cf mriables identify a set cf dimensims that are latent 
• Wllhin a larg;r-population devise a metlxx1 t;o ambine ~ numkrs cf prop/e into distinctly different 
grcups. 
• Prem a mudJ larg;r- set cf mriahles identify appropriate wrialies for subsequent ngression, cmrelatim or 
discriminant analysis. 
• Create a new and smaller set of wriables t;o partially or canJietely rep/aa! the original, set cf mriahles for 
inclusion in subsequent regression, correlation or discriminant analysis. 
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Table 3.4: Variables that measure the impact of the five competitive forces 
Variable Statement Qµestim 
Scale Economies of scale are important. 2.1 
Gpolicy Government policy has a significant impact. 2.3 
Priced There is a high degree of price differentiation. 2.7 
Standard Industry products/ services are standard. 2.8 
Switchc It is difficult for customers to switch to alternative 2.13 
products/ services due to associated high costs. 
Captlinv The size of capital investment required to enter the industry 2.25 
is high. 
Distchan It is difficult for a new player in your industry to gain access 2.26 
to distribution channels. 
I growth Industry growth is slow. 2.2 
Ncomps Many competitors are present 2.4 
Cooperat There is a high degree of co-operation between players. 2.9 
Overcap When expanding capacity it will result in recurring periods of 2.14 
over capacity. 
Profitm Profit margins for customers are high. 2.15 
Differ Supplier goods/ services are very differentiated. 2.19 
Scosts Storage costs of finished goods are high. 2.6 
Capitali It is difficult to leave the industry, e.g. capital investments are 2.12 
high, etc. 
Fassets Fixed assets used are costly. 2.5 
Infoa Information about the industry, e.g. demand, market prices, 2.10 
etc., is readily available. 
Bintegr There is the threat that customers/buyers could produce 2.16 
these products themselves. 
Onputs They are important inputs to customer products/ services. 2.17 
Buyerimp These represent a significant portion of buyer input costs. 2.18 
Suppl_pv Supplier purchase volumes by far exceed the sales of any 2.21 
individual company in your industry. 
Suppl_dl Suppliers are heavily dependent on your industry. 2.11 
Suppl_d2 You are heavily dependent on your supplier. 2.20 
Subprod Suppliers are obliged to compete with substitute products for 2.22 
sales. 
Fintegr There are significant opportunities to integrate supplier 2.23 
activities into your organisation. 
Suppl_g The supplier group is dominated by a small number of 2.24 
com anies. 
Hair et al(l 992: 226) rrommmd that the researdxr should not cmduI a factor analysis on a sample <f 
less than 5 0 obserwtions. The samfie size should preferably k a 100 or farwr. As a mle tl:x:re should k 
four or foe times as mmry obsemitims as tl:x:re are w:riahles to cmal:yse(Hair et ed. 1992: 22 7). This ratio 
is perhaps tm ~ dJ1d the researdxr is s<metimes formi to faaar-analye a set of mrial:ies 7ilJen mly 
a 2: 1 ratio of obsemttims to mrial:ies is awilable. In this case cautim should k taken 7ilJen interpreti,rf!, 
.findings. 
Chapter 3 Page 107 98/02/24 
TREATMENT OF THE DATA 
The objective of the statistical procedure is to reduce the original 26 variables to a smaller 
number of variables to facilitate further correlation analysis. With reference to the theory a 
minimum of 52 observations will be required to perform the factor analysis. SAS Statistical 
analysis software will be used to perform factor analysis. The software procedures used to 
facilitate the statistics are described in the SAS User's Guide(SAS Institute Inc. 1985). 
The reduced number of new variables are simulated in table 3.5 below. 
Table 3.5: Results of the Factor analysis 
RESPONDENTS 
VARIABLES Respondent 1 Respondent 2 Respondent 3 Respondent n 
Factor 1 .1234 .0098 .2233 .9954 
Factor 2 .0908 .9876 .4456 .7745 
Factor 3 .6665 .4563 .0980 .3021 
Factorn .4321 .2223 .7765 .4444 
5.1.2 Dependent variables - application portfolio 
Section 4 of the questionnaire will be used to collect information with regard the importance 
of information systems - refer to questions 4.1 to 4.60. This was discussed in detail in 
section 4.5 of this chapter. Table 3.6 simulates the information to be collected. 
Table 3.6: Perceived importance of information systems 
Quest Variable Respondent 1 Respondent 2 Respondent n 
4.1 Montenv I I ,/ I I I ,/ I I I I I I , I 
4.2 Trackar I I I ,/ I I ,/ I I I I I I ,/ 
··. 
4.3 Manres I I ,/ I I I I I ,/ I I I I , I 
. 
. 
4.60 Provser I I ,/ I I I I ,/ I I I ,/ I I 
I 
I 
I 
I 
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Table 3.7: Treatment of Application Portfolio data 
.. 
', .... 
Tweof Q~ Yat'.iable ~'I . ilespondent syst~tl). 't;~· ~f~·;;: . 
.. 
',;' 
·> .1 
4:'1 Montenv I I ,/ I 
. 
. 
: 
4;2 Trackar I I I ,/ 
4.3 Manres I I ,/ I 
4.4 Mancas I I ,/ I 
4.5 Manfin I I ,/ I 
4.6 Planass I I ,/ I 
4.7 Forcfut I I ,/ I 
4.8 Finsound I I ,/ I 
4.9 Procpay I I I ,/ 
4.10 . Procrec I I ,/ I ·. 
4.1f Rep fin I I ,/ I 
4.12 Man tax I I ,/ I . 
4;~3 Man cap I I ,/ I .; ... ,,. ' 
:7· . >'\'?':· 4I14 ,,'' Manfac I I ,/ I ·.:.~. 
COUNT I 0 I 12 I 2 
Finan~ 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
~i~1·· l 0 I. .86 I. .14 I 
;,, . ~ / "\... --......... 
~ / ~ 
I Not important I Important for survival I 
1 2 
Res.p~dent.ij; 
I I I ,/ I 
I I I ,/ I 
I I I ,J I 
I l I ,/ I 
I I I ,/ I 
I ,/ I I I 
I I I ,/ I 
I I I ,/ I 
I I I ,/ I 
I I I ,/ I 
I I I ,/ I 
I I I ,/ I 
L,, I I I 
I I I ,/ I 
I 2 I 0 I 12 I 
I .14 I 0 I .86 I 
........_ 
~ 
Important to gain competitive 
3 
The original variables are defined as categorical variables because each variable can only 
have a value of 1, 2, 3. Grouping them based on type information system reduces the 
I 
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original 60 variables. The different types of information systems include financial, human 
resource, production, inbound logistical, outbound logistical, marketing and support 
information systems. In addition, the original variables are also grouped based on 
perceived importance. Information systems are perceived as not important, important to 
survive, and important to gain competitive advantage. In other words, for each 
respondent, the original 60 categorical variables are replaced by 21 new continuous 
variables(7 types of information systems by 3 levels of importance). 
To illustrate the process, consider table 3.7 on the previous page. In this example the type 
of information system is a Financial information system. (Note that the same process will 
be repeated for each of the other types of information systems). 
• In the example variables 4.1 to 4.14 are categorised as Financial information system 
variables. 
• Count the number of original variables marked as not important, important to 
survive, and important to gain competitive advantage. The row marked as 
COUNT in the table depicts these scores for each of the respondents (Respondent 1: 
level of importance Not Important= 0). 
• Calculate a new value for each level of importance. This is achieved by dividing the 
scores calculated above by the total number of original variables in the type of system 
category. In the case of Financial information systems the new value is 14. Example: 
Respondent n Level of importance Not important= 2. Original number of variables 
in the category Financial information systems= 14. New value= 2/14 = .14. 
The results are simulated in table 3.8. 
Table 3.8: Perceived importance of information systems - categorisation of variables 
Variahle Rl R2 Rn 
Financial Systems: 
Not important Finl 0 .79 .14 
Important for Fin2 .86 .14 0 
survival 
Important to gain Fin3 .14 .07 .86 
advantage 
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5.1.3 Procedure to be followed 
The approach to facilitate the infonnation to measure the impact of the five competitive 
forces was discussed in detail in section 5.1.1 of this chapter. Similarly, the infonnation 
required to determine an organisation's perception regarding the importance of infonnation 
systems was discussed in detail in section 5.1.2. The objective is to determine the 
relationship between the impact of the five competitive forces and the perceived importance 
of information systems. 
This relationship will be analysed by usrng the variables resulting from the factor 
analysis(competitive forces) and the application portfolio variables as described in section 
5.1.2. The application portfolio variables are three separate sets of variables based on the 
level of importance of information systems. The analysis can be summarised as follows: 
• Understanding the relationship between competitive forces and information systems 
perceived to be not important. 
• Understanding the relationship between competitive forces and information systems 
perceived to be important for survival. 
• Understanding the relationship between competitive forces and information systems 
perceived to be important to gain competitive advantage. 
Refer to attachment 1 PROCEDURES 1, 2 and 3 for the statistical procedures that will be 
used to determine the relationships. Correlation analysis will be used to determine the 
relationship between individual independent and dependent variables. The analysis will be 
furthered enhanced with regression and canonical correlation analysis. A short description 
of the different types of analysis is given below. In all cases computer software(SAS version 
6.11), will be used to facilitate the statistics. The software procedures that will be used are 
described in the SAS User's Guide(SAS Institute Inc. 1985). 
CORRELATION ANALYSIS 
offre!ation analysis examines the strength cf the relatimship beo.w:n nm v::triab1es W~1993:302}. 
Dij/ero11l:y put - '~ .. the reliability <f the estimate cf y depends on the strength cf the relarimship kwmi the 
x and yuuiables. A strongrelatimship implies amorereliableescimttecf y". (U7i:gner 1993:311}. 
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The statist:Ud measure is the correlatim axffe:ient (r). 
x = wlue of the indeJX!ndentw:rial:ie 
y = wlue of the dependantmriaHe 
Accon:li:ng w W~ {1993:311) there are tzm ammanly usad measures of corelatim:Pearson's rorrelatim 
a:xfJicient; and Speamwz 's rank correlation mffo:ient 
The closer r is w -1 ar + 1, the Sf:rmg!r the relatimship bet:zewz the tlm 'lWialles. The closer r is w o, the 
w::aker the relatimship bet:zewz the x and y mriahles. w~ {1993:314) dres point and that a low 
wrrelatim da!s not imply no relatimship bet:zewz the x and y mriahles, but rather that the relatimship is 
poorly describd by a straigfat line A nm-linear relationship may exist not describd by the Pearson 
wrrelatim mffo:ient 
In this case the objective is to detennine the strength of the relationship between the impact 
of the five competitive forces (Factor!, Factor2, ..... Factorn), and the three levels of 
perceived importance of infonnation systems as measured by the following variables: 
• Information systems perceived to be not important(Finl, HR.1, Prodl, Inl, Outl, 
Markl, and Supl) 
• Information systems perceived to be important for survival(Fin2, HR2, Prod2, In2, 
Out2, Mark.2, and Sup2) 
• Infonnation systems perceived to be important to gain competitive advantage(Fin3, 
HR3, Prod3, In3, Out3, Madu, and Sup3) 
The variables are therefor defined as: 
Independent variables: Factorl, Factor2, Factor}, ...... , Factorn 
Dependent variables: Finl, HR.1, Prodl, Inl, Outl, Markl, Supl 
Fin2,HR.2,Prod2,In2,0ut2,Mark2,Sup2 
Fin3,HR3,Prod3,In3,0ut3,Mark3,Sup3 
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As discussed earlier, and as demonstrated in table 3.9, the correlation coefficient indicates 
the strength of the relationship between one dependent variable and one independent 
variable. 
REGRESSION ANALYSIS 
Regression analysis is a statisti.cd mtlxxl that attmipts to quantifj am descrik the possible re/atimship 
l:w.am u:uiables {Wtgner 1993:302). Aamding to Wtgm{1993:302) regression analysis attempts to 
express the re/atimship l:w.am twomriables x and y mathonaticaJly. 
7he objrtire cf regression analysis is ID help pmlia a sinf}e dependent wriable frcm the~ cf one ar 
tmre indejX!ndent u:uiables(Hair et d. 1992:26). W1xn> the proliem imxkRs a sinf!}e dependent and 
indejX!ndentwrialie the statisti.cd urhnique is knmm as simple ngression. 
Table 3.9: Correlation analysis - the relationship between competitive forces and 
an organisation's application portfolio 
Sysums perr:eimd as 
not imJx;rtant 
Prob> F - indimtion if the mJl 
hypotksis can b! rejecmd fusai. on tk 
F statistic 
7he urhnique is refemd ID as mdtip/e regression analysis 'lRfm fk prd/nn imxkRs a sinf!}e dependent am 
tlaJ ar mare indejX!ndent u:uiables. Aamding to Kleinb:mm and Kupfx:r{1978:131) nuJtiple regression 
analysis is an extensi,on cf straigfat-line regression analysis ID the situation 'l1kre there are a numkr cf 
indejX!ndent u:uiables ID b! cmsideml. ~ dealing with seu:rcd indeµndent mriab1es simultanmusly in a 
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regressim, analysis it is cmsideraliy 111IJl1! dijfeJt than dealing with a sing}e independent mriahle for the 
fiilowingreasms(.Kleinfuum & Kupper 1978:131): 
• 1he lest dxice if maid is dijfeJt to detennine. 
• SanetimRs it will ix!1111Jff!dijfimlt to interpretuhat the lest-fatingmaldmRttnS in red-life terms. 
• It is vi:rtwJly impossible to petformcal.ailatims witfxxa aa:ess to a hitfa-spen:l crmputer and appropriate 
statistiad sofomre. 
Kleinhaum and Kupper(1978: 139) suggestal that an analysis-of-variance( ANO VA) tahk as a usefal 
mrhmism to provide an aw-all summary if rmdtipk regression analysis. 
Cmsider the following hypothesis: HO: A sigµificant amount of the mriation in the dependent v:aiabley is 
not explaim:d by all the k independentmriahks ~· Testing the F-statistic can test this hypothesis. 
F = Mean-square regression/Mean square residual, 
1he .cakut:tted wlue alme is then ~to the standard F tables that are basal an sampk si:ze, the 
nutr7kr if independent mriahks, and leuJ if signifo:mu:e. 1he mJl hypothesis is then refert<d if the 
~ F wlue is greater than the standard F wlue. 
&law is a short description if the different canpwents if the ANO VA table: 
• C Total = Total sum if squares = Total wriability in the dependent v:aiabk FINI before 
t11XXJW7tingfor the joint e}fo:t if using the independent w:riahles. 1he independent mriahle in this case is the 
impact if the foe~ forces represenmi by the factor scares Factorl, Factor2, ..... , Factorn. 
• Error = Residua/, sum if squares(Sum if squares due to envr) = 1he amount if mriation in the 
dependent mriahle FIN 1 left unexplainai, after the independent w:riahles har:e been used to predict FIN 1. 
• Model = Regression sum if squares = The mriation explainai, due to the independent w:riahles in 
the equation. 
• F Value = Cakulattr1 F wlue = Mean-square regression/Mean square residual. 
• Prob> F - if smaller than 0,05 indicates that the mJl hypothesis can k rejectai It also means that 
the cakut:tted F wlue is greater than the F wlue in the standard talks 7.dJich indicates that the mJl 
hypothesis can k rejectai 
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Table 3.10: Example ANOVA table 
The SAS System 07:14 Friday, October 25, 1996 27 
Model: MODEL1 
Dependent Variable: FIN1 
Analysis of Variance 
Swnof Mean 
Source DF Squares Square F Value 
Model 10 7.93096 0.79310 13.257 
Error 60 3.58961 0.05983 
C Total 70 11.52057 
Prob>F 
0.0001 
The purpose of the regression analysis in this case is to determine the relationship between 
one dependent variable and multiple independent variables. The dependent variables are 
Finl, HR.1, Prodl, Inl, Outl, Markl and Suppl. The multiple independent variables are 
Factorl, Factor2, ... Factom. The ANOVA table on this page, see table 3.10, simulates the 
results of the multiple regression analysis. The F statistic and the "Prob > F" value are of 
specific importance. These will determine if the null hypothesis can be rejected. It will 
determine if a relationship exists between the dependent and multiple independent 
variables. The test will be repeated for each of the dependent variables. The tests to be 
performed are summarised below and will determine if a relationship exists between: 
• Competitive forces and each of the information systems perceived as not important. 
• Competitive forces and each of the information systems perceived as important for 
survival. 
• Competitive forces and each of the information systems perceived as important to 
gain competitive advantage. 
CANONICAL CORRELATION ANALYSIS 
Multiple reg;ressUn analysis W01S earlier state:,/ to prrrlia the wlue of a sing/e metric criterim utriable from a 
linear fanctim of a set of pralictar(independent) u:irialies. In research it is often ru:rasary to determine the 
rdatimship ~ sets of multiple aiterim(dejmdent) and muhiple pr«lictor(independent) wriahles. 
Gmmicd correltttim analysis is a multimriate statistiad maid that facilitates the study of sets of dependmt 
and independent u:irialies. Because of the farer restrictions that canonicd correltttim pba:s on the tyfX! of 
data to be analysed, it is often used as a last-ditch effort to be usal. Tix result of using canmical, romdatim is 
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a mettSUre of the strength of the rehtimship lx:tmm wu sets of multiple uzriables. Ibis is knoon as the 
ammicd wrrelatian cxxfJicient krw:m the wu sets. Acconling to Hair et td.(1992: 196) the objrti:U?s <f 
ammicd wrrelatian am indude the frllroing; 
• Determining if wu sets of mriables are indep?ndmt ef each other. In atlX?r umds it determines the 
~ <f the rehtimship fx:tmm WU sets of mriab/es .. 
• Explaining the nature of the rebtimship lx:tmm the sets of prodictar and criterim uzriables. 
Gfflder the tahle fuhw - it simulates the results fem a ammicd wrrelatian analysis. Again the F-
stmistic(W"dk 's Lmnlxla) and "PR> F" wlues are of specific interest. Wilk's Lamlxla is an altematiu: 
st:atistic to test the md1 hyjXJthesis (Hair et ed. 1992:155). These indU:ators shaw the existen££ of a 
rehtimship /x:tmm wu sets of predictor and criterim mriab/es. It shadd fu nottd that canonictd correlation 
analysis has a numb:r of red lirniration.s. One such limitation is that it is diffeu/t to identify meaningfol 
rehtimships lx:tmm subsets of deJmdent and indep?ndmt mriables ~ procise sU:ltistics haw not fuen 
deu1opai to interpret the canonictd analysis (Hair et al. 1992:207). For the purJXJse of the study canonical 
cmrelatim is usad to explain the relatimship lx:tmm dejxndent and irdejx:ndent uzriables and will only fu 
usad if currelatim analysis and multiple regression analysis are not ronlusire 
Table 3.11: Example - Canonical correlation analysis 
Dependent Variable: FINl 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square FValue Prob>F 
Model 10 7.93096 0.79310 13.257 0.0001 
Error 60 3.58961 0.05983 
CTotal 70 11.52057 
Dependent Variable: HRl 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square FValue Prob>F 
Model 10 9.73779 0.97378 25.645 0.0001 
Error 60 2.27832 0.03797 
CTotal 70 12.01611 
Dependent Variable: PROD1 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 2.26779 0.22678 4.761 0.0001 
Error 60 2.85783 0.04763 
C Total 70 5.12562 
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Table 3.11: (Continued) 
Dependent Variable: OUTl 
Analysis of Variance 
Sum of 
Source DF Squares 
Model 10 3.68152 
Error 60 2.14150 
CTotal 70 5.82302 
Dependent Variable: INl 
Source 
Analysis of Variance 
Sum of 
DF Squares 
Mean 
Square 
0.36815 
0.03569 
Mean 
Square 
F Value Prob>F 
10.315 0.0001 
F Value Prob>F 
Model 
Error 
CTotal 
10 
60 
70 
4.58797 
0.00019 
4.58817 
0.45880 142366.694 0.0001 
3.2226462E-6 
Dependent Variable: MARKl 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square 
Model 10 5.28315 0.52831 
Error 60 0.04317 0.00072 
CTotal 70 5.32632 
Dependent Variable: SUPPl 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square 
Model 10 7.41834 0.74183 
Error 60 0.00307 0.00005 
CTotal 70 7.42141 
Canonical Correlation Analysis 
Multivariate Statistics and F Approximations 
S=7 M=l N=26 
Statistic 
Wilks' Lambda 
Pillai's Trace 
Hotelling-Lawley Trace 
Roy's Greatest Root 
Value 
0.000000 
4.693814 
27271.736973 
25893.470190 
F 
294.4 
12.2 
20370.3 
155360.8 
F Value Prob>F 
734.246 0.0001 
F Value Prob>F 
14502.657 0.0001 
NumDF DenDF 
70 321.6881 
70 420 
70 366 
10 60 
Pr>F 
0.0001 
0.0001 
0.0001 
0.0001 
In this case canonical correlation analysis is used to establish a relationship between the two 
sets of variables. It is used to establish a relationship between all the independent 
variables(competitive forces) and each set of the dependent variables(based on the level of 
importance of information systems). The following relationships are tested: 
• Competitive forces and information systems perceived as not important. 
Chapter 3 Page 117 98102124 
TREATMENT OF THE DATA 
• Competitive forces and information systems perceived as important to survive. 
• Competitive forces and information systems perceived as important to gain competitive 
advantage. 
Consider table 3.11 - with specific reference to canonical correlation analysis. The 
significance probability associated with the F-statistic labelled as "PR> F' as indicated by 
W&'s Lambda will indicate if the null hypothesis can be rejected If the null hypothesis is 
rejected a relationship exists between the dependent and independent variables. 
5.2 The relationship between the impact of the five competitive forces and level of 
technology adoption 
The objective of section 5.2 is to describe how the relationship between competitive forces 
and level of technology adoption will be determined 
INDEPENDENT VARIABLES: Competitive forces - measured by the variables Factor 
1, Factor 2, ,Factom. 
DEPENDANT VARIABLES: Level of technology adoption - measured by the variables 
Unknown, Tracked, Evaluate and Adopt. 
5.2.1 Independent variables - impact of the five competitive forces 
The collection and treatment of the data to measure the impact of the five competitive 
forces were discussed in detail in sections 4.3 and 5.1.1 respectively. 
5.2.2 Dependent variables - level of technology adoption 
The data relating to an organisation's level of technology adoption is facilitated by questions 
6.1to6.16 of the questionnaire. Table 3.12 simulates the information to be collected 
The original variables are defined as categorical variables because each variable can only 
have a value of 0, 1, 2, 3. The original 16 variables are reduced by grouping them based on 
four categories. Three categories represent technologies that are tracked, technologies that 
are evaluated, and technologies that are adopted. Where respondents have not marked 
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any of the preceding options a fourth category is added It refers to technologies that are 
unknown. 
Table 3.12: An organisation's level of technology adoption 
Variable .·Respondent 1 Resp'ondertt,2 Respondent n 
Quest 
6.1 Drnining I I .I I I I .I I I I I I I , I 
6.2 Speech I I I ,/ I I ,/ I I I I I I , I 
6.3 Mme di a I I , I I I I I I , I I I I I , I 
. 
. 
6.16 Ceo mm I I ,/ I I I I ,/ I I I ,/ I I 
Again categorical variables will be transformed into continuous variables. For each 
respondent the four variables will be calculated as follows: 
• Add all the individual technologies not marked - the total becomes the value for 
Unknown 
• Add all the individual technologies marked as tracked - the total becomes the value 
for Tracked 
• Add all the individual technologies marked as evaluate- the total becomes the value 
for Evaluate 
• Add all the individual technologies marked as adopted - the total becomes the value 
for Adopted 
• The row marked as COUNT represents the totals as calculated above (Respondent 1 
variable UNKNOWN = 5). 
The process is illustrated in table 3.13 and the results are simulated in table 3.14. 
I 
I 
I 
I 
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Table 3.13: Treatment of the data - level of technology adoption 
?.·. f~ ..... ,',;,, it:,sp~9~,4ent n Type~ f(t (~st''···· v, . ··. ,,,,,[ e··•· .· ~ i:,, • . .. ·., _",'<':'"" 
. / •;' ,·, ' 
techtio ... :·;;r.·_ .:;:;?',,' 
' ',' 
logy 
I·. 
.·· 
6.1 Dmining I I I I I I I I 
6.2 Speech I I ,/ I I I I , I I I 
6.3 Mme di a I I I ,( I I I I I 
6.4 Internet I I I I I I 'I I I 
6.5 Wcomm I I , I I I I I I ,/ I 
6.6 Hrecog I I ,/ I I I I I ,/ I 
6.7 Image I I I I I I I ,/ I 
6.S Ceo mm I I I I I I I I 
6.9 Virtualr I I I I I I I ,/ I 
6.10 Mtecbnol I I I ,/ I I ,/ I I I 
6.11 Artifici I I I I I I I I ,, 
.:;:. 
I I I 6.12 .. Smartc I ,/ I I I I ,/ 
. },:;t-
.·, 
.. 6.t;~~l:~ Mobile I I I I I I ,/ I I 
.• 
' 
.· '• 
6.14 Objectt I I I ,/ I I I I I (· .. ,···· . 
'6.15 : Biometric I I ,/ I I I I I I 
.; 
616 ,{.l I I I I r Voffice I I ,/ I I ,/ .. .· .· ... . "', 
. 
COUNT I I I I I I I I I I 
/ / \ 
' 
~ 
// \ ~~ 
I UNKNOWN I TRACKED EVALUATED I ADOPTED I I 
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5.2.3 Determine the relationship 
The different approaches to collect information about the impact of the five competitive 
forces and the level of technology adoption were discussed in detail in sections 5.1.1 and 
5.2.2 respectively. 
The objective is to determine the relationship between the impact of the five competitive 
forces and an organisation's level of technology adoption. Again three types of analysis will 
be performed: 
• Correlation analysis is used to determine the relationship between a single dependent 
and single independent variable. 
• Multiple regression analysis to determine the relationship between a single dependent 
and multiple independent variables. 
• Canonical correlation analysis to determine the relationship between sets of variables. 
Table 3.14: An organisation's level of technology adoption. 
Respondents 
.. 
Level of technology Rl R2 R3 R4 RS R6 R7 RS Rn 
adoption 
Unknown 
Tracked 
Evaluated 
Adopted 
All three methods were discussed in detail in section 5.1.1. The variables used in the analysis 
are listed below: 
Independent variables: Factor 1, Factor 2, to Factom(Competitive forces) 
Dependant variables: Unknown, Tracked, Evaluate and Adopt. 
The correlation analysis, refer to attachment 1 Procedure 4, will result in the calculation of 
correlation coefficient for each dependent and independent variable. This will determine the 
strength of the relationship between each of the sets of variables. 
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Table 3.15: The relationship between competitive forces and level of technology 
adoption(Using correlation analysis, regression and canonical correlation analysis) 
Unknown Tracked Evaluated Ado ted 
Factort .2608.3 
Factor2 
Factor3 
Factom 
.0403 
l Correlation coefficient Prob > F - indicates if the null hypothesis can be 
rejected 
Regression analysis, refer to attachment 1 Procedure 5, will result in the establishment of the 
relationship between a single dependent variable and multiple independent variables. One 
such relationship to be tested is the relationship between the dependent variable Unknown 
and the independent variables(Factorl, Factor2, .... , Factom). In each case the relationship 
is detennined by the "Prob > F" value - see the above table. 1bis value is always expressed 
in an ANOVA table, see section 5.1.1 above, and if the value is less than 0,05 the null 
hypothesis can be rejected, i.e. a relationship exists. 
Canonical correlation analysis is used to detennine the relationship between the set of 
independent and dependent variables. The independent variables are the competitive 
forces(Factorl, Factor2, ... , Factom). The dependent variables are the variables used to 
measure the level of technology adoption. These variables are Unknown, Tracked, 
Evaluated, and Adopted Computer software will be used to facilitate the statistics. An 
example of the possible results are reflected in table 3.16. The software procedures used to 
facilitate the statistics are described in the SAS User's Guide(SAS Institute Inc. 1985). 
5.3 The relationship between the contribution of core value activities to operating 
costs and level of technology adoption 
The objective of this section is to explain how the relationship between core value activities 
and level of technology adoption will be detennined 
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Table 3.16: Example - Results from correlation analysis, regression analysis, and 
canonical correlation analysis. 
The SAS System 07:14 Friday, October 25, 1996 59 
Model: MODEL1 
Dependent Variable: UNKNOWN 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square 
Model 10 22.26770 2.22677 
Error 60 47.73227 0.79554 
CTotal 70 69.99997 
Model: MODEL2 
Dependent Variable: TRACKED 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square 
Model 10 6.51600 0.65160 
Error 60 63.48402 1.05807 
C Total 70 70.00002 
Model: MODEL3 
Dependent Variable: EVALUATE 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square 
Model 10 8.48435 0.84844 
Error 60 61.51566 1.02526 
CTotal 70 70.00001 
Model: MODEL4 
Dependent Variable: ADOPTED 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square 
Model 
Error 
CTotal 
10 7.83067 0.78307 
60 62.16939 1.03616 
70 70.00005 
Canonical Correlation Analysis 
Multivariate Statistics and F Approximations 
S=4 M=2.5 N=27.5 
Statistic Value F 
Wilks' Lambda 0.51714573 1.0352 
Pillai's Trace 0.57415071 1.0056 
Hotelling-Lawley Trace 0.76874364 1.0666 40 
Roy's Greatest Root 0.50721044 3.0433 10 
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F Value Prob>F 
2.799 0.0065 
F Value Prob>F 
0.616 0.7944 
FValue Prob>F 
0.828 0.6039 
FValue Prob>F 
0.756 0.6697 
NumDF DenDF Pr>F 
40 217.9927 0.4214 
40 240 0.4679 
222 0.3733 
60 0.0035 
98/02/24 
TREATMENT OF THE DATA 
DEPENDENT VARIABLES: Level of technology adoption, measured by the continuous 
variables Unknown, Evaluate, Tracked, and Adopted. 
INDEPENDENT VARIABLES: Core value activities, measured by the categorical 
variables Ilog, Olog, Produc, Msales, and Support. 
5.3.1 Independent Variables - Core Value Activities 
Section 4.6 discussed the approach that will be used to collect information about the 
contribution of core value activity to costs. The independent variables are the variables that 
measure contribution of core value activities to operating costs. These variables are 
Ilog(Inbound logistics), Olog(Outbound logistics), Produc(Production), Msales(Marketing 
and Sales), and Support. The relationship of each of the core value activities with the 
variables that measure level of technology adoption is measured. For each of the five core 
value activities 5 different levels are identified and further analysis will have to take this into 
consideration. The five different levels are based on the perceived contribution to operating 
costs(l - biggest contribution, 5- smallest contribution). 
5.3.2 Dependent Variables - Level Of Technology Adoption 
The approach to collect information relating to an organisation's level of technology 
adoption was discussed in detail in section 5.2.2. The four dependent variables are 
Unknown, Adopted, Evaluate, and Tracked. These variables are derived from the original 
information collected and were discussed in section 5.2.2. 
5.3.3 Procedures To Be Followed 
The purpose of this section is to describe the procedures that will be used to determine the 
relationship between the independent variables Ilog, Olag, Produc, Msales, and Support, and 
the dependent variables Unknown, Tracked, Evaluate, and Adopted. 
The independent variables are categorical variables and the dependent variables are 
continuous variables. The appropriate statistical techniques to use are ANOV A and 
MANA VO. These techniques are discussed below. 
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Analysis of variance (ANOVA} 
The purpose of ANO VA is to determine haw ser.eral independent naninal uuiables ejfect a rontimKJus 
dependant w:riable. A NOV A aChieu:s this by amparing ser.eral population 111R£1J1S (Kleinbmm and 
Kupper:1978:245) 
This t«hnique descriks the rebrimship bet:uren a continuous dependent u::aiaHe and one or more 
independent uuiables (Kleinhaum and Kupper 1978:11). The hypcthesis can b? stated as: Ho: ul = 
u2= u3 ......... = unordijferentlystatedas Ho: 1henpopulation111R£1J1S, i.e. ul to un,areequal 
The altematire hypothesis that can b? dejinai as: HJ: The n population 111R£1J1S are not equal. The 
altematiie hypothesis indicates a relationship bet:uren the continuous dependant u::aiaHe and numeric 
independent u::aiahle(s). Accordi175 to Kleinhaum and Kupper (1978:83) analysis of mrimue and 
regression analysis are closely relato:i. With analysis of mrituu:e all the independent uuiables are treatrd 
as nmzind as opposed to regression analysis Wx:re a mixture of scales are allmml for the independent 
uirialies. ANO VA is often seen as a specid case of regression analysis. 
Table 3.17: Example - AN OVA and MANOVA results 
Dependent Variable: UNKNOWN 
Source DF Sum of Squares Mean Square F Value Pr > F 
Model 20 696.32163501 34.81608175 2.82 0.0044 
Error 32 395.37647820 12.35551494 
C.Orrected Total 52 1091.69811321 
R-Square c.v. RootMSE UNKNOWN Mean 
0.637834 120.1917 3.51504124 2.92452830 
Source DF AnovaSS Mean Square F Value Pr>F 
Ilog 4 232.70027771 58.17506943 4.71 0.0042 
Produc 4 96.02842722 24.00710680 1.94 0.1273 
Olog 4 146.51557353 36.62889338 2.96 0.0344 
Msales 4 73.84668033 18.46167008 1.49 0.2272 
Support 4 147.23067623 36.80766906 2.98 0.0337 
Multivariate Analysis of Variance 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Ilog Effect 
H = Anova SS&CP Matrix for !log E = Error SS&CP Matrix 
S=3 M=5 N=6.5 
Statistic Value F NumDF DenDF Pr>F 
Wilks' Lambda 0.24055214 3.3140 16 89 .23409 0.0002 
Pillai's Trace 1.06847031 2.9158 16 128 0.0004 
Hotelling-Lawley Trace 2.02493285 3.4804. 16 110 0.0001 
Roy's Greatest Root 1.38375055 11.0700 4 32 0.0001 
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Cmsider the ANO VA tahle m the previous pafff?. The dependent mriable is ling,. It is a categ;riral 
v:oialie categJrisei aamding to the ront:rihutim cf the activity's cantri1utim to operating rosts. 1he 
independentmriable is a ~mriablecallai UNKNOWN 
The F-statistic mul the si~ profubilit:j associatel with the F-statistic labdkd ccPR> F" are cf sp<rific 
imfx;rttoue.. The first measure cf interest is the mmsure cf the relatimshi:p ~ the ~ utriaHe 
llog and the cmtinuous utriaHe UNKNOWN. The group means cf the different catesJries cf ling, are 
o:mpzrr:d to determine if the null hyp:Jtfxsis can Ix rejate:1 If HO: ulnot = u2 not = u3 not = u4 not =u5 
then it can Ix said that the dependent wriahle can Ix explaimd by the classification cf independent mrial:les. 
In this C£t,Se the dependent mrialie Unknown can Ix explaimd by the classification cf the independent 
variable flog. 
In addi1icn, it is also possihle to determine firm the dme table how the dependent mrialie Unknoon ain Ix 
explaimd by the classification cf all the independent mrial:les. This is detenninad by the first s~ 
profubilit:j associated with the F-statistic- equal to. 0044 in the examjle in table 3.17 dme. 
MANOVA 
Multiple analysis cf utrian<e is an extensim cf A NO VA to aaxmrmlate marr: than one criterim 
iwiahle{Hair et al. 1992: 153). It is a dependena: te:hnique us«i to measure the differences for tliXJ or rmre 
m:tric mrial:les based ma set cf cat£gJrical pmlictm-mrial:les. 
Matlxmatic.alJy MANO VA can Ix expressed as~: 
Yl + Y2 + Y3 + ... + Yn = Xl + X2 + X3 + ... + Xn 
As oppo:ai, to A NO VA that is expres:aJ, as: 
Y1=X1+X2+X3+ ... +Xn 
Aavrding to Hair et al.(1992: 15 7) MANO VA has the following l:mejits: 
• Gntrd cf the experiment-wide error rate- prm.ikJ, there is at least som! degrre cf interwmdatimz 
~the dependentwriables. 
• Indiridud tests i[J10Ye the correbi:im ~ dependent wriables and therefor use less than the total 
infonnatim awilable for assessing au?rcdl group differences. 
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Hair et al.(1992:159) states explicitdyforthemultimriate testprrxedures of MANO VA to kwlid, tbrre 
assumptims hare to k met: 
• 1he obsero:ttims must k ~ 
• 1he v:irimur-cau:iriana: marrm must te equal for all treatment graeps, and 
• 1he set of p-dependent mrid:ies must follow a multimriate nmmal distribution 
Accvrding to Hair et al.(1992: 160) MANO VA requires greater arnjie sizes than ANO VA and specific 
thresholds hare to be excm:le:l. All gratps must be greater than the numkr of dejx!ndent mrid:ies indude1 
There are ser.:erd criteria such as Ray's greatest characteristic root, Hotte/,ing's tre1££, Pillai's criterion, and 
Wdk 's &mlxla with WidJ to assess multimriate dijfertna:s across groups. Wilk 's &mlxla proddes gaxl 
approximatims for sif!!lfficmue testing and is also knmm as the maximim likelil:xxd criteria or U-
statistic{Hair et d. 1992:161}. 
Onsider 'tahle 3.17. All four criteria mentiomd afuu: are usai to assess multimriate dijfertna:s across 
g;mps. For the purpose of the study Wdk 's &mlxla should be sufficimt as a measuring criteria. 
The statistical tests above provide the means to test the relationship between metric 
dependent variables and categorical independent variables: 
Dependent variables: Unknown, Tracked, Evaluate, and Adopted. 
Independent variables: log, Produc, Olog, Msales, and Support. 
ANOVA allows the testing of the relationship of: 
• Each of the dependent variables and each of the categorical variables. The significance 
probability associated with the F-statistic indicates if the each of the dependent variables 
can be explained by the classification of each of the independent variable. 
• Each of the dependent variables and all the independent variables. Can the dependent 
variable Tracked be explained by the classification of all the independent variables Ilog, 
Olog, Produc, Msales, and Support? 
Chapter 3 Page 127 98/02/24 
TREATMENT OF THE DATA 
MANOVA on the other hand allows the testing of the relationship of all the metric 
dependent variables Unknown, Tracked, Evaluate, and Adopted, based on all the 
categorical variables Ilog, Produc, Olog, Msales, and Support. Also refer to attachment 1 
PROCEDURE 7 for the detail of the SAS procedure used. 
5.4 The relationship between the contribution of core value activities to operating 
costs and an organisation's application portfolio 
The objective of this section is to explain the relationship between core value activities and 
an organisation's application portfolio. 
DEPENDENT VARIABLES: Application portfolio - measured by the variables Finl, 
HR.1, Prodl, lnl, Outl, Markl, Supl, Finl, HR2, Prod2, In2, Out2, Madu, Sup2, 
Fin3, HR3, Prod3, In3, Out3, Mark3, and Sup3. 
INDEPENDENT VARIABLES: Core value activities - measured by the categorical 
variables Ilog, Olog, Produc, Msales, and Support. 
5.4.1 Independent variables - core value activities 
Section 4.6 discussed the approach that will be used to collect infonnation about the 
contribution of core value activity to costs. The independent variables are the variables that 
measure contribution of core value activities to operating costs. These variables are 
Ilog(Inbound logistics), Olog(Outbound logistics), Produc(Production), Msales(Marketing 
and Sales), and Support. The relationship of each of the core value activities with the 
variables that measure an organisation's perception of the importance of infonnation 
systems is measured. The core value activities are inbound logistics, outbound logistics, 
production, marketing and sales, and support. For each of the five core value activities 5 
different levels based on the perceived contribution to operating costs(l - biggest 
contribution, 5- smallest contribution) are identified and further analysis will have to take 
this into consideration. 
5.4.2 Dependent variables - application portfolio 
The approach used to collect infonnation with regard an organisation's application portfolio 
was discussed in detail in section 5.1.2. The original 60 categorical variables were used to 
derive 3 sets of 7 continuous variables. These variables are: 
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• Systems perceived as not important: Finl, HR1, Prodl, Inl, Outl, Markt, and Supl. 
• Systems perceived as important for survival: Fin2, HR2, Prod2, In2, Out2, Mark2, 
·andSup2. 
• Systems perceived as important to gain competitive advantage: Fin3, HR3, Prod3, 
ln3, Out3, Mark3, and Sup3. 
5.4.3 Procedures to be followed 
The objective is to describe the procedures to be followed to determine the relationship 
between the contribution of core value activities and the application portfolio. With regard 
the contribution of core value activities, the study has to distinguish between the five core 
value activities inbound logistics(Ilog), operations(Produc), outbound logistics(Olog), 
marketing and sales(Msales), and support(Support). These variables are defined as 
categorical variables. In addition - when dealing with the application portfolio, cognisance 
has to be taken of the three categories as well - refer to section 5.1.2. The three categories are 
based on the perception that systems are not important, the perception that systems are 
important for survival, and the perception that information systems are important to gain 
competitive advantage. These variables are defined as continuous variables. Analysis of 
variance(ANOVA) and multiple analysis of variance(MANOVA) will be used to test the 
relationships between categorical variables and each set of metric dependent variables. 
These techniques were discussed in detail in section 5.3.3. 
MANOVA and ANOVA are useful techniques to test the relationship between the 
categorical independent variables(Ilog, Produc, Olag, Msales, and Support) and each set of 
the following metric dependent variables: 
• Set 1: Finl, HRl, Prodl, Inl, Outl, Mark.1, and Suppl. 
• Set 2: Fin2, HR2, Prod2, ln2, Out2, Mark2, and Supp2. 
• Set 31: Fin3, HR3, Prod3, In3, Out3, Marld, and Supp3. 
Table 3.18 only illustrates results between the categorical variables and set 1 of the 
dependent variables. 
ANOVA allows the testing of the relationship of: 
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• Each of the dependent variables and each of the categorical variables. The significance 
probability associated with the F-statistic indicates if the each of the dependent variables 
can be explained by the classification of each of the independent variable. For instance, 
can the dependent variable Finl be explained by the classification of the independent 
variable Olog ? 
• Each of the dependent variables and all the independent variables. Can the dependent 
variable Finl be explained by the classification of all the independent variables Ilog, 
Olog, Produc, Msales, and Support? 
Table 3.18: Example ANOVA and MANOVA- Relationship between core value 
activities and an organisation's application portfolio 
Analysis of Variance Procedure 
Dependent Variable: FINl 
Source DF Sum of Squares Mean Square F Value Pr>F 
Model 20 0.28978546 0.01448927 0.64 0.8481 
Error 32 0.72006149 0.02250192 
Corrected Total 52 1.00984695 
Source DF AnovaSS Mean Square F Value Pr>F 
flog 4 0.07312692 0.01828173 0.81 0.5266 
Olog 4 0.06245743 0.01561436 0.69 0.6017 
Produc 4 0.09454165 0.02363541 1.05 0.3969 
Ms ales 4 0.04354163 0.01088541 0.48 0.7475 
Support 4 0.01611783 0.00402946 0.18 0.9476 
Multivariate Analysis of Variance 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Ilog Effect 
H = Anova SS&CP Matrix for Ilog E = Error SS&CP Matrix 
S=4 M=l N=12 
Statistic Value F NumDF DenDF Pr>F 
Wilks' Lambda 0.17520992 2.1109 28 95.16654 0.0040 
Pillai's Trace 1.27289632 1.9337 28 116 0.0080 
Hotelling-Lawley Trace 2.51483164 2.2005 28 98 0.0024 
Roy's Greatest Root 1.27965689 5.3014 7 29 0.0006 
MANOVA on the other hand allows the testing of the relationship of each set of the metric 
dependent variables based on all the categorical variables Ilog, Produc, Olog, Msales, and 
Support. 
The detail of the SAS procedures used is explained in attachment 1 PROCEDURE 8. 
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5.5 The relationship between the impact of structural factors on core value 
activities and level of technology adoption 
The objective of this section is to describe the approach that will be followed to determine 
the relationship between structural factors(independent variables) and level of technology 
adoption( dependent variables). 
INDEPENDENT VARIABLES: Structural factors, measured by the variables 
Receive, Produc, Distrib, Markets, and Support. 
DEPENDENT VARIABLES: Level of technology adoption, measured by the variables 
Unknown, Tracked, Evaluate, and Adopted. 
5.5.1 Independent variables - structural factors 
Section 4.6 of this chapter provided an explanation of how the required data will be 
captured Section 5 of the questionnaire will be used to collect information with regard the 
impact of structural factors on core value activities(Refer to table 3.19 for a simulated 
version of the results). For each respondent, and each core value activity, the structural 
factor that has the biggest impact on that core value activitywill be determined 
Table 3.19: Impact of structural factors on core value activities(Sample of responses -
questions 5.6 to 5.10) 
Variable Qst. Rl R2 R3 R4 R5 R6 R7 RB R9 
Receive 5.6 6 2 3 4 2 14 3 14 12 
Produc 5.7 9 6 6 6 6 5 4 14 12 
Distrib 5.8 5 1 1 1 1 14 3 14 14 
Markets 5.9 1 9 9 1 6 1 12 14 14 
Support 5.10 10 5 1 1 6 9 10 10 14 
To reduce the number of factors necessary for further analysis, the fourteen structural 
factors will be grouped to belong to one of five categories - see table 3.20.(Ncte! The 
number of respondents can have an impact on the validity of the statistical techniques used. 
It is therefore necessary to reduce the number of categorical variables.) 
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Categorisation was achieved by grouping related structural factors together. Category 1 
relates to the location of customers, suppliers and company activities. Category 2 deals with 
the co-ordination of a0ivities between a company and its suppliers and a company and its 
customers. Category 3 relates to external issues, and category 4 relates to internal issues. The 
final category was created to accommodate missing values. 
Table 3.20: 14 Structural factors - 5 major categories 
Cate o 
1 
2 
3 
4 
5 
Structural actor 
Geographic location of customers 
Geographic location of suppliers 
Geographic location of activities relevant to each other 
Co-ordination of activities with suppliers 
Co-ordination of activities with customers 
Union activities 
Government regulations 
High fixed costs 
Mix of products 
Required level of service 
Human resource policies 
Sensitivity to timing 
Rate of learning 
Unknown 
The result of the categorisation is depicted in table 3.21. This table is the same as table 3.19 
but the values are based on the new categorisation. 
Table 3.21: Impact of structural factors on core value activities(Sample of responses -
questions 5.6 to 5.10(New categorisation)) 
Variable Rl R2 RJ R4 R5 R6 R7 RB R9 
Receive 5.6 3 2 3 2 2 5 3 5 3 
Produc 5.7 3 3 3 3 3 1 2 5 3 
Distrib 5.8 1 1 1 1 1 5 3 5 5 
Markets 5.9 1 3 3 1 3 1 3 5 5 
Support 5.10 1 1 1 1 3 3 1 1 5 
5.5.2 Dependent Variables - Level Of Technology Adoption 
The approach to collect information relating to an organisation's level of technology 
adoption and the treatment of the data were discussed in detail in sections 4.7 and 5.2.2 
respectively. The four dependent variables are Unknown, Adopted, Evaluate, and Tracked. 
These variables are derived from the original information. 
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5.5.3 Procedures To Be Followed 
The objective is to determine the relationship between structural factors and level of 
technology adoption In other words, determine the relationship between the variables 
Receive, Produc, Distrib, Markets, and Support, and the variables Unknown, 
Tracked, Evaluate, and Adopted. 
Table 3.22: Example ANOVA and MANOVA- Relationship between structural 
factors and level of technology adoption 
Association between cost factors and technology 1 
08:34 Tuesday, October 15, 1996 
Analysis of Variance Procedure 
Dependent Variable: UNKNOWN 
Source DF Sum of Squares Mean Square F Value Pr > F 
Model 53 85.81675181 1.61918400 12.94 0.0001 
Error 17 2.12691016 0.12511236 
Corrected Total 70 87.94366197 
R-Square 
0.975815 
Source 
Receive 
Produc 
Distrib 
Markets 
Support 
c.v. 
11.90217 
DF 
14 
15 
8 
12 
4 
Root MSE UNKNOWN Mean 
0.35371226 2.97183099 
AnovaSS 
0.29517712 
35.90358261 
5.69806313 
14.86996067 
19.04996828 
Mean Square F Value 
0.73536979 5.88 
2.39357217 19.13 
0.71225789 5.69 
1.23916339 9.90 
4.76249207 38.07 
Multivariate Analysis of Variance 
Pr>F 
0.0004 
0.0001 
0.0013 
0.0001 
0.0001 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Receive Effect 
H = Anova SS&CP Matrix for Receive E = Error SS&CP Matrix 
S=3 M=5 N=6.5 
Statistic Value F NumDF DenDF Pr>F 
Wilks' Lambda 0.00000000 . 42 45.26255 0.0001 
Pillai's Trace 4.43399520 . 42 51 0.0001 
Hotelling-Lawley Trace 42 41 0.0001 
Roy's Greatest Root 14 17 0.0001 
Structural factors are the categorical independent variables and the metric dependent 
variables are level of technology adoption. The appropriate statistical techniques are 
MANOVA and ANOVA - discussed in detail in section 5.3.3. 
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Consider the ANOV A table on the previous page. It demonstrates two types of 
relationships between dependent and independent variables: 
• Whether the dependent variable, in this case the variable Unknown, can be explained 
by the classification of any of the independent variables such as Receive. In the 
ANOVA table below the significance probability associated with the F-statistic, 
labelled as "PR>F', for the variables Receive and Unknown is .0004 which indicates 
· that the null hypothesis can be rejected. This indicates that the variable Unknown can 
be explained by the classification of the independent variable Receive. The test will be 
repeated for each of the dependent variables and each of the categorical independent 
variables. 
• Whether the dependent variable can be explained by the classification of all the 
independent variables. In the ANOV A table the significance probability associated 
with the F-statistic is .0001 which also indicates that the null hypothesis can be 
rejected. Note! The null hypothesis is rejected if the significance probability associated 
with the F-statistic, labelled as "PR> F' is less than .05. This test is also repeated for 
each of the dependent variables. 
The MANOV A table on the previous page illustrates whether the dependent variables 
Unknown, Tracked, Evaluate, and Adopted, can collectively be explained by the 
classification of all the categorical variables. The categorical variables are Receive, 
Produc, Distrib, Markets, and Support. In the example below the significance 
probability associated with the F-statistic has a value of .0001 which indicates that the null 
hypothesis can be rejected. The detail relating to the SAS procedure used can be found in 
attachment 1 PROCEDURE 9. 
5.6 The Relationship Between The Impact Of Structural Factors On Core Value 
Activities And An Organisation's Application Portfolio 
The objective of this section is to describe the approach that will be followed to determine 
the relationship between structural factors(independent variables) and an organisation's 
application portfolio( dependent variables). 
INDEPENDENT VARIABLES: Structural factors - measured by the variables 
Receive, Produc, Distrib, Markets, and Support. 
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DEPENDENT VARIABLES: Application portfolio - measured by the variables Finl, 
HR.1, Prodt, Int, Outt, Markt, Supt, Fin2, HR2, Prod.2, In2, Out2, Mark2, Sup2, 
Fin3, HR3, Prod3, ln3, Out3, Mark3, and Sup3. 
5.6.1 Independent Variables - Structural Factors 
The approach to collect information regarding structural factors was discussed in detail 
section 4.6 and the treatment of the data in section 5.5.1. 
5.6.2 Dependent Variables - Application Portfolio 
The approach used to collect information with regard an organisation's perception of the 
importance of specific information systems was discussed in detail in section 5.1.2. The 
original 60 categorical variables were used to derive 3 sets of 7 continuous variables. The 
three sets are: 
• Systems perceived as not important: Finl, HR.1, Prodl, Int, Outl, Markt, and Supt. 
• Systems perceived as important for survival: Fin2, HR2, Prod2, ln2, Out2, Mark2, 
andSup2. 
• Systems perceived as important to gain competitive advantage: Fin3, HR3, Prod3, 
ln3, Out3, Mark3, and Sup3. 
5.6.3 Procedures To Be Followed 
The objective is to detennine the relationship between structural factors and an 
organisation's application portfolio. Structural factors are the categorical independent 
variables and the metric dependent variables relate to the application portfolio. The 
appropriate statistical techniques are MANOVA and ANOVA - discussed in detail in 
section 5.3.3. 
Consider the ANOVA table 3.23. It demonstrates two types of relationships between 
dependent and independent variables: 
• Whether the dependent variable, in this case the variable Finl, can be explained by the 
classification of any of the independent variables such as Receive. In the ANOV A 
table below the significance probability associated with the F-statistic, labelled as 
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"PR> F', for the variables Receive and Finl is .0899 which indicates that the null 
hypothesis cannot be rejected. This indicates that the variable Finl cannot be 
explained by the classification of the independent variable Receive. The test will be 
repeated for each of the dependent variables and each of the categorical independent 
variables. 
Table 3.23: Example ANOVA and MANOVAresults - relationship between 
structural factors and the application portfolio 
Analysis of Variance Procedure 
Dependent Variable: FINl 
Source DF Sum of Squares Mean Square F Value Pr > F 
Model 19 0.58510148 0.03079481 2.10 0.0181 
Error 51 0.74661277 0.01463947 
G:>rrected Total 70 1.33171425 
Source DF AnovaSS Mean Square F Value Pr>F 
Receive 4 0.12502601 0.03125650 2.14 0.0899 
Produc 4 0.05388999 0.01347250 0.92 0.4594 
Distrib 4 0.14637176 0.03659294 2.50 0.0539 
Markets 4 0.16611665 0.04152916 2.84 0.0336 
Support 4 0.09369707 0.03123236 2.13 0.1074 
Multivariate Analysis of Variance 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Receive Effect 
H = Anova SS&CP Matrix for Receive E = Error SS&CP Matrix 
S=4 M=l N=12 
Statistic Value F NumDF 
Wilks' Lambda 0.18345907 4.2169 24 
Pillai's Trace 1.14903764 3.2915 24 
Hotelling-LawleyTrace2.77019115 5.1364 24 
Roy's Greatest Root · 2.03977218 16.6581 6 
DenDF 
161.6849 
196 
178 
49 
Pr>F 
0.0001 
0.0001 
0.0001 
0.0001 
• Whether the dependent variable can be explained by the classification of all the 
independent variables. In the ANOVA table the significance probability associated 
with the F-statistic is .0181 which also indicates that the null hypothesis can be 
rejected. Note! The null hypothesis is rejected if the significance probability associated 
with the F-statistic, labelled as "PR> F" is less than .05. This test is also repeated for 
each of the dependent variables. 
MANOV A on the other hand allows the testing of the relationship of each set of the metric 
dependent variables based on all the categorical variables. The categorical variables are 
Receive, Produc, Distrib, Markets, and Support. Please refer to table 3.23 above. In this 
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example the significance probability associated with the F-statistic equals .0001 which 
indicates that the null hypothesis can be rejected 
Refer also to attachment 1 PROCEDURE 10 for the detail of the SAS procedure employed. 
6. TREATMENT OF THE DATA: SUB-PROBLEM 2 - THE CONFUSION 
WITH REGARDS IS STRATEGY AND IS STRUCTURAL CHOICES 
The second objective is to gain an understanding of the relationship between information 
systems(IS) strategy and structural decisions. IS strategy choices are proposed to belong to 
one of two categories: 
• Level of technology adoption, and 
• An organisation's preferred application portfolio. The preferred application portfolio is 
based on an organisation's perception regarding the importance of specific information 
systems. 
There are numerous dimensions to structural choices. Some of these dimensions include an 
organisation's hardware/ software infrastructure and outsourcing profile. The focus in this 
study is on outsourcing choices. 
The second objective can further be broken down to determine the relationship between: 
• The organisation's application portfolio and IS outsourcing choices, and 
• The organisation's level of technology adoption and IS outsourcing choices. 
A sub-objective, not related to any hypothesis testing, is to gain an understanding of the 
hardware/ software infrastructures adopted by different organisations. 
6.1 The Relationship Between An Organisation's Application Portfolio And 
Outsourcing Choices 
The objective in this section is to determine the relationship between an organisation's 
application portfolio and outsourcing profile. 
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DEPENDENT VARIABLES: Application portfolio - measured by the three sets of 
variables: 
• Set 1: Finl, HR.1, Prodt, Int, Outt, Markt, Supt. 
• Set 2: Fin2, HR2, Prod2, In2, Out2, Mark2, Sup2. 
• Set 3: Fin3, HR3, Prod3, In3, Out3, Mark3, Sup3. 
INDEPENDENT VARIABLES: Outsourcing choices - measured by the variables 
Inhouse and Outsrce. 
6.1.1 Dependent Variables -Application Portfolio 
The approach used to collect information with regard an organisation's application portfolio 
was discussed in detail in section 5.1.2. The original 60 categorical variables were used to 
derive 3 sets of 7 continuous variables: 
• Systems perceived as not important: Finl, HR.1, Prodt, Int, Outt, Markt, and Supt. 
• Systems perceived as important for swvival: Fin2, HR2, Prod2, In2, Out2, Mark2, 
andSup2. 
• Systems perceived as important to gain competitive advantage: Fin3, HR3, Prod3, 
In3, Out3, Mark3, and Sup3. 
6.1.2 Independent Variables - Outsourcing Choices 
Section 7 of the questionnaire is used to collect information with regard to the 
organisation's IS outsourcing choices - as simulated in Table 3.24. 
The objective is not to gain insight into specific outsourcing choices, but rather to obtain 
an understanding of an organisation's complete outsourcing profile. This will allow the 
transformation of six categorical variables Cops, Tcomms, Adev, Rand, laud and 
Splan, into two continuous variables Inhouse and Outsrce. 
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Table 3.24: IS Outsourcing Choices 
Respondents 
' 
·. 
Question IV ariable$ · Rl R2 R3 ··. R4 R5 
7.1 Cops 
..J x ..J x ..J 
7.2 Tcomms x 
..J ..J x ..J 
7.3 Adev 
..J x ..J x ..J 
7.4 Rand x 
..J ..J x ..J 
7.5 laud 
..J x ..J x ..J 
7.6 Splan x 
..J ..J x ..J 
/ ~ I Inhous 11 Outsrc I 
For each respondent the two variables are calculated as follows: 
I R6 R7 
x 
..J 
..J x 
x 
..J 
..J x 
x 
..J 
..J x 
• Add all the variables marked as YES - the total became the value for Outsrce. 
• Add all the variables marked as NO - the total became the value for Inhouse. 
These two variables were then used for further analysis. 
6.1.3 Procedure To Be Followed 
The objective is to determine the ·relationship between the perceived importance of 
information systems and an organisation's outsourcing choices. This relationship will be 
analysed by using the independent continuous outsourcing variables Inhouse and Outsrce, 
and the dependent continuous application portfolio variables - as described in section 5.1.2. 
The application portfolio variables are three separate sets of variables based on the level of 
importance of information systems. The analysis can be summarised as follows: 
• Understanding the relationship between information systems perceived to be not 
important and IS outsourcing choices. 
• Understanding the relationship between information systems perceived to be 
important for survival and IS outsourcing choices. 
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• Understanding the relationship between information systems perceived to be 
important to gain competitive advantage and IS outsourcing choices. 
Refer to attachment 1 PROCEDURE 11 for the statistical procedures that will be used to 
detennine the relationships. O:>rrelation analysis will be used to detennine the relationship 
between individual independent and dependent variables. A short description of correlation 
analysis was given in section 5.1.3. SAS computer software will be used to facilitate the 
statistics. The software procedures that will be used are described in the SAS User's 
Guide(SAS Institute Inc. 1985). 
In this case the objective is to detennine the strength of the relationship between two sets of 
variables. The two sets of variables are an organisation's IS outsourcing choices(Inhouse 
and Outsrce), and the three levels of perceived importance of information systems as 
measured by the following variables: 
• Information systems perceived to be not important(Finl, HR.1, Prodl, Int, Out1, 
Markt, and Supt) 
• Information systems perceived to be important for survival(Fin2, HR2, Prod2, ln2, 
Out2, Mark2, and Sup2} 
• Information systems perceived to be important to gain competitive advantage(Fin3, 
HR.3, Prod3, In3, Out3, Mark3, and Sup3} 
As discussed earlier, and as demonstrated in table 3.25, the correlation coefficient indicates 
the strength of the relationship between one dependent variable and one independent 
variable. 
The variables are therefor defined as: 
Independent variables: Inhouse and Outsourc 
Dependent variables: Finl, HR1, Prodl, Inl, Outl, Markl, Supl 
Fin2, HR.2, Prod2, In2, Out2, Mark2, Sup2 
Fin3,HR3,Prod3,In3,0ut3,Mark3,Sup3 
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Table 3.25: Relationship between an organisation's application portfolio and 
outsourcing profile. 
Systems peraiad, as 
notimptant 
Systems perairaJ, 
imptantfor 
6.2 The Relationship Between The Level Of Technology Adoption And An 
Organisation's Outsourcing Choices 
The objective in this section is to determine the relationship between an organisation's level 
of technology adoption and outsourcing profile. 
DEPENDENT VARIABLES: Level of technology adoption - measured by the variables 
Unknown, Tracked, Evaluate, and Adopted. 
INDEPENDENT VARIABLES: Outsourcing choices - measured by the variables 
Inhouse and Outsourc. 
6.2.1 Dependent Variables - Level Of Technology Adoption 
The approach to collect information relating to an organisation's level of technology 
adoption and the treatment of the data were discussed in detail in sections 4.7 and 5.2.2 
respectively. The four dependent variables are Unknown, Adopted, Evaluate, and 
Tracked. These variables are derived from the original infonnation. 
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6.2.2 Independent Variables - Outsourcing Choices 
The approach used to collect information regarding an organisation's outsourcing choices 
were discussed in detail in section 6.1.2. The independent variables are Inhouse and 
Outsourc and were derived from the original categorical variables. 
6.2.3 Procedure To Be Followed 
The objective is to determine the relationship an organisation's level of technology adoption, 
and an organisation's outsourcing choices. This relationship will be analysed by using the 
independent continuous outsourcing variables Inhouse and Outsrce, and the dependent 
continuous level of technology adoption variables - as described in section 5.2.2. 
Refer to attachment 1 PROCEDURE 12 for the statistical procedures that will be used to 
determine the relationships. Correlation analysis will be used to determine the relationship 
between individual independent and dependent variables. A short description of correlation 
analysis was given in section 5.1.3. Computer software (SAS software version 6.11) will be 
used to facilitate the statistics. The software procedures that will be used are described in 
SAS User's Guide(SAS Institute Inc. 1985). 
In this case the objective is to determine the strength of the relationship between two sets of 
variables. The two sets of variables are an organisation's IS outsourcing choices(Inhouse 
and Outsrce), and level of technology adoption as measured by the variables Unknown, 
Tracked, Evaluate, and Adopted. 
Table 3.26: Relationship between an organisation's level of technology adoption and 
outsourcing profile. 
Lead of~ adoptim 
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The variables are therefor defined as: 
Independent variables: Inhouse and Outsourc 
Dependent variables: Unknown, Tracked, Evaluate, Adopted 
As discussed earlier, and as demonstrated in table 3.26, the correlation coefficient indicates 
the strength of the relationship between one dependent variable and one independent 
variable. 
7. CONCLUSION 
The main purpose of chapter 3 was to discuss the following important issues: 
• Collection of data - and more specifically the questionnaire used to collect the data. 
• The population of the study. 
• The research methodology. 
• The treatment of the data. The statistical techniques used were discussed in detail. 
The problem researched in this study is the apparent inability of organisations to benefit 
from information system{IS) investments. Sub-problems were defined as: 
• The complexity of the link between information systems(IS) and the business. 
• The apparent confusion with regard to information systems(IS) and information 
technology(IT) decisions. 
In chapter 1 the objectives of the study were stated as: 
• To detennine the relationship between information systems(IS) and business decisions. 
• To gain an understanding of the relationship between information system(IS) strategy 
and structural choices. 
In section 2 the questionnaire was discussed Specific attention was given to the data that 
needs to be collected to achieve the objectives stated earlier. Section 3 dealt with the study 
population and section 4 addressed the research methodology. 
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Sections 5 and 6 dealt with the treatment of the data and are divided into a number of 
categories, each dealing with a specific sub-problem/ objective. Within each category each of 
the relationships was dealt with separately. For each relationship the following sequence of 
events was followed: 
• Discussed the dependent variables(the collection and treatment of the data). 
• Discussed the independent variables(the collection and treatment of the data). 
• Discussed the procedures followed to analyse each relationship. 
Where specific statistical techniques were used the techniques were discussed in detail where 
they were referenced the first time. 
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Chapter 4 
RESULTS 
The main purpose of chapter 4 is the analysis of the data collected by using 
questionnaires that were distributed to selected organisations. Section 2 analyses the 
different categories of data: 
Section 2.1 - industry information, 
Section 2.2 - information relating to competitive forces, 
Section 2.3 - information relating to the level of technology adoption, 
Section 2.4 - information relating to outsourcing choices, 
Section 2. 5 - information relating to the hardware/ software infrastructure, 
Section 2.6 - the perceived importance of information systems, 
Section 2.7 - information relating to structural factors and core value activities. 
The different hypotheses are tested in section 3. Section 3.1 deals with the relationship 
between IS and business decisions and the different hypothesis tested were: 
• Core value activity contribution to cost will determine the level of technology 
adoption. 
• The impact of structural factors on core value activities will determine the level of 
technology adoption. 
• Industry competitive forces will determine the level of technology adoption. 
• Core value activity contribution to cost will determine the perceived importance 
of information systems. The perceived importance of information systems is 
reflected by an organisation's application portfolio. 
• The impact of structural factors on core value activities will determine the 
perceived importance of information systems. 
• Industry competitive forces will determine the perceived importance of 
information systems. 
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Section 3.2 deals with the relationship between IS strategy and structure decisions. The 
hypotheses that will be tested were: 
• The perceived importance of information systems will determine an organisation's 
outsourcing choices. 
• The level of technology adoption will determine an organisation's outsourcing 
choices. 
2. DATA ANALYSED 
In section 2 the data collected for specific sections are discussed. The information 
collected can be viewed in attachment 4 .1. 
2.1 General information - Section 1 
The purpose of the first section was to gather general information about the 
respondents. 
2.1.1 Type of industry 
Table 4.l(a): Categorisation of respondents by sector 
SECTOR % 
Mining & Quarrying 26,8 
Manufacturing 26,8 
Construction 1,4 
Wholesale and Retail 8,5 
Finance & Insurance 33,8 
Other 2,8 
87,4% of the respondents represent three sectors. The Finance and Insurance sector 
represented 33,8% and Mining & Quarying and Manufacturing each represent 26,8%. 
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2.1.2 Annual Turnover 
Table 4.l(b): Annual turnover - categorisation of respondents 
% 
Turnover in R millions 
Less than 50 1,4 
Between 50 and 100 8,5 
Between 100 and 500 11,3 
Between 500 and 1000 14,1 
More than 1000 63,4 
Approximately 88,8% of the organisations have a turnover of more than RlOO million, 
whilst 63,4% have a turnover of more than RlOOO million. 
2.1.3 Number of people working for the company 
Table 4.l(c): Number of people employed - categorisation of respondents 
Number of people employed % 
Less than 100 4,2 
Between 100 and 500 11,3 
Between 500 and 1000 9,9 
Between 1000 and 10000 39,4 
More than 10000 35,2 
Approximately 84,5% of the companies sampled employee more than 500 people and 
74,6% more than 1000 employees. 
2.2 Impact of the five competitive forces 
The purpose of section 2 of the questionnaire was to measure the. strength of the five 
industry competitive forces. Due to the size of the correlation matrix a factor matrix 
was created using component analysis. Factor analysis was used to facilitate a smaller 
matrix with the objective of making it easier to interpret. Ten(lO) factors were selected 
that represent approximately 71 % of the variance of the 26 variables. 
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Table 4.2: Factor Analysis of competitive forces 
Fl F2 F3 F4 FS F6 F7 F8 ·F9 FlO 
Infoa .687 
Suppl_pv .543 
Profitm -.707 
Standard .869 
Priced -.618 
Differ .812 
Subprod .m 
Fintegr .474 
Captlinv -.363 
Distchan .782 
Scosts .746 
Overcap .721 
Suppl_g .829 
Suppl_d2 .528 
Switchc . • 828 
Ncomps -.690· 
Suppl_dl 
.• 89~ 
Fassets ~~612· 
Bintegr .sis 
Cooperat .619 
Gpolicy .939 
Capitali .482 
Cinputs .743 
Buyerimp .714 
I growth .534 
Scale -.467 
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The Eigen values reflect the relative importance of each factor in accounting for the 
variance associated within the set of 26 variables. The results of the factor analysis are 
summarised in table 4.2 on the previous page. 
Before attempting any analysis, it should be noted that all the variables listed in the 
previous table are based on Porter's(1985) five competitive forces. The five competitive 
forces are threat of entry, competitors, buyers, suppliers, and substitute products. 
Each of the variables listed in table 4.2 can be categorised as belonging to one of the 
five competitive forces. For instance, the variable Profitm measures Buyer power. 
Table 4.3(a): Factor 1 - Buyer Power 
Variable Questions Force 
Info a 2.10 Buyer 
Suppl_pv 2.21 
Profitm 2.15 Buyer 
Information about the industry, e.g. demand, market prices, 
etc., is readily available. 
Supplier purchase volumes by far exceed the sales of any 
individual company in your industry. 
Profit margins for customers are high. 
Clearly two of the three variables relate to buyer power. It should be noted that there 
is an inverse relationship between the variables Infoa - availability of information, and 
Profitm - profit margins for customers. The third variable, Suppl_pv, indicates the 
relationship between supplier purchase volumes and industry sales. The results 
indicate that when suppliers buy more than the industry sells, information about the 
industry will be readily available and profit margins for customers will be low. The 
latter will result in customers exerting more pressure on their suppliers. 
Table 4.3(b ): Factor 2 - Threat of entry 
Variable Questions Force 
Standard 2.8 Threat Industry products/ services are standard. 
Priced 2.7 Threat There is a high degree of price differentiation. 
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In this case both variables relate to the threat of entry. The results indicate that the 
variable Standard - standard products/ services, is inversely related to the variable 
Priced - price differentiation. 
Table 4.3(c}: Factor 3 - Supplier goods/services 
Variable Questions 
Differ 2.19 
Subprod 2.22 
Fintegr 2.23 
Captlinv 2.25 
Force 
Supplier 
Supplier 
Supplier 
Threat 
Supplier goods/ services are very differentiated. 
Suppliers are obliged to compete with substitute products for 
sales. 
There are significant opportunities to integrate supplier 
activities into your organisation. 
The size of capital investment required to enter the industry is 
high. 
According to Porter(1985) the first three variables all relate to supplier power. These 
variables are all directly related which in turn indicates that Differ - differentiated 
goods/services, Subprod - substitute products, and Fintegr - supplier forward 
integration are directly related. Captlinv - is indirectly related to the supplier 
variables. 
Table 4.3(d): Factor 4 - Degree of rivalry 
Variable Questions 
Distchan 2.26 
Scosts 2.6 
Overcap 2.14 
Force 
Threat It is difficult for a new player in your industry to gain access to 
distribution channels. 
Competitors Storage costs of finished goods are high. 
Competitors When expanding capacity it will result in recurring periods of 
over capacity. 
All three variables are directly related to each other. The last two variables refer to the 
degree of rivalry, whilst the first refers to threat of entry. The results from the factor 
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analysis indicate that the degree of rivalry is directly related to the degree of difficulty 
for entrants as a result of high barriers to entry. 
Table 4.3(e): Factor 5 - Supplier dependence 
Variable Questions Force 
Suppl_g 2.24 Supplier The supplier group !S dominated by a small number of 
companies. 
Suppl_d2 2.20 Supplier You are heavily dependent on your supplier. 
Both variables relate to supplier power and both variables are directly related to one 
another. The results indicate that when a small number of companies dominate the 
supplier group, organisations are heavily dependent on their suppliers. 
Table 4.3(£): Factor 6 - Switching costs 
Variable Questiom Force 
Switchc 2.13 Threat It !S difficult for customers to switch to alternative 
products/ services due to associated high costs. 
Ncomps 2.4 Competitors Many competitors are present 
Switching costs and number of competitors are inversely related to each other. If 
switching costs are high the number of competitors are low and visa versa. 
Table 4.3(g): Factor 7 - Customer dependence 
Variable Questions Force 
Suppl_dl 2.11 Supplier Suppliers are heavily dependent on your industry. 
Fassets 2.5 Substitute Fixed assets used are costly. 
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There is a direct relationship between supplier dependence (suppliers are heavily 
dependent on customers) and high costs of fixed assets. Furthermore the high costs of 
fixed assets makes it difficult to leave the industry. 
Table 4.3(h): Factor 8 - Backward integration 
Variable Questions Force 
Bintegr 2.16 Buyer There is the threat that customers/buyers could produce these 
products themselves. 
Cooperat 2.9 Competitors There is a high degree of co-operation between players. 
There is a direct relationship between the threat of backward integration and co-
operation between competitors. The greater the threat of backward integration, the 
higher the degree of competitor co-operation. 
Table 4.3(i): Factor 9 - External pressure 
Variable Questions 
Gpolicy 2.3 
Capitali 2.12 
Force 
Threat Government policy has a significant impact. 
Competitors It is difficult to leave the industry, e.g. capital investments are 
high, etc. 
There is a direct relationship between the impact of government policy and high exit 
barriers. Exit barriers are high when government policy has a significant impact. 
Table 4.3G): Factor 10 - Product importance 
Variable Questions Force 
Cinputs 2.17 Buyer They are important inputs to customer products/services. 
Buyerimp 2.18 Buyer These represent a significant portion of buyer input costs. 
I growth 2.2 Competitors Industry growth is slow. 
Scale 2.1 Threat Economies of scale are important. 
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The two variables Cinputs and Buyerimp both relate to buyer strength. These two 
variables imply that organisation products are important inputs to customers and 
represent a significant portion of their input costs. The latter indicates that buyer 
power is low. These two variables are also directly related to industry growth. It is 
implied that slow industry growth is directly related to low buyer power. All three 
variables are inversely related to economies of scale. 
2.3 Level of technology adoption 
Table 4.4: Level of adoption of specific technologies 
Technology 
Data mining 
Internet 
Image 
Multiprocessors 
Mobile 
computing 
Virtual office 
Speech 
recognition 
Wireless 
communications 
Cellular 
communications 
Artificial 
intelligence 
Object 
technology 
Multimedia 
Handwriting 
recognition 
Chapter4 
Level of adoption 
Reasonably unknown (20%) and tracked to some extent (36%). 
Somewhat surprising considering the concept has been around for the 
last decade. 
Adopted by the majority (70%) of respondents. Not surprising - a 
very important technology. 
Being evaluated by approximately 20% of the respondents and 
adopted by the majority (44%). 
Adopted by most (60%) of the respondents. 
Being evaluated by approximately 18% of the respondents and 
adopted by the majority (46%). 
The majority (69%) of the respondents are tracking these technologies 
and a significant number (25%) of respondents are not familiar with 
the concept. 
The majority (59%) of the respondents are tracking these technologies 
and a significant number (21%) of respondents are not familiar with 
the concept. 
A significant number (33%) of respondents have adopted the 
technology but an equal number are not familiar with the concept. 
More respondents (approximately 20%) are evaluating the technology 
as opposed to the 15% that are tracking it. 
The vast majority of respondents (approximately 83%) has adopted 
this technology. 
Approximately 21% of the respondents are not familiar with the 
technology, approximately 44% are tracking the technology, 21% are 
evaluating the technology, and the minority (14%) has adopted the 
technology. 
A significant number (22%) of respondents have adopted the 
technology but an equal number are tracking the technology. 
Approximately 18% are evaluating the technology as opposed to 17% 
that are not familiar with the concept. 
A significant number (30%) of respondents has adopted the 
technology, and approximately 28% are evaluating the technology. 
The majority (53%) of the respondents are tracking these technologies 
and a significant number (27%) of respondents are not familiar with 
the conce t. 
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The majority (53%) of the respondents are tracking these technologies 
and a significant number (30%) of respondents are not familiar with 
the concept. 
The majority (53%) of the respondents are tracking these technologies 
and a significant number (17%) of respondents are not familiar with 
the concept. 
The majority (59%) of the respondents are tracking these technologies 
and a significant number (27%)of respondents are not familiar with 
the concept. 
Section 6 of the questionnaire was used to collect information on the organisation's 
level of technology adoption. Respondents were asked whether they had tracked, 
evaluated, or adopted specific technologies. For all the respondents the following 
statistics are of interest: 
• For all the respondents, 17% of the technologies were marked as unknown 
• For all the respondents, 36% of the technologies were marked as being tracked 
• For all the respondents, 17% of the technologies were marked as being evaluated 
• For all the respondents, 30% of the technologies were marked as being adopted 
Consider the results listed in attachment 4.2 and table 4.4. Frequency analysis was 
conducted to determine how respondents rated specific technologies. It determined 
how many respondents rated a specific technology as unknown, tracked, evaluated, or 
adopted. 
2.4 Outsourcing choices 
Table 4.5: Percentage of IS activities outsourced 
Activity % Outsourced 
Computer operations 25.4 
Telecommunications 42.3 
Application development 39.4 
Research & Development 38.0 
IS auditing 53.5 
Strategic IS planning 18.3 
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The statistics in table 4.5 are of interest. This table indicates to what extent specific IS 
activities are outsourced, or where outsourcing is under consideration as an option. If 
the total outsourcing profile is considered there appears to be a tendency to perform IS 
activities in house. In most cases percentages are less than 50% indicating a preference 
to perform activities internally. 
2.5 Hardware/Software Infrastructure 
Table 4.6(a): Sharing of applications and Information 
Sharing Information 
Sharing applications 
Never 
0% 
9,9% 
Sometimes 
43,7% 
43,7% 
Table 4.6(b): Centralisation of applications and Information 
Always 
56,3% 
46,5% 
Distributed Centralised Both 
Information 12,7% 40,8% 46,5% 
Applications 18,3% 32,4% 49,3% 
Frequency analysis was used to analyse the information relating to an organisation's 
hardware/ software infrastructure. The four dimensions analysed were: 
• Sharing of information - refer to table 4.6(a) 
It is interesting to note that there is the tendency for information to be shared. This 
will result in some network of hardware devices and the necessary software, such as 
database management software, to facilitate the sharing of information. 
• Storage of information - refer to table 4.6(b) 
The majority (46,5%) of the information is stored both centrally and at distributed 
locations. There is more of a tendency towards the centralisation of 
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information(40,8%) and a smaller portion is totally distributed(12,7%). This could 
indicate some sort of central storage facilitate such as a mainframe, but there also 
appears to be a leaning towards storing information on distributed facilities as well. 
• Sharing of applications - refer to table 4.6(a) 
The majority (46,5%) of respondents indicated the tendency for applications to be 
shared. Only a small percentage ( 9,9%) indicated that they never share applications. 
• Centralisation of applications - refer to table 4.6(b) 
Most of the respondents (32,4%) indicated that applications are centralised: this 
indicates that there is some central processing facility. However, 18,3% of the 
respondents indicated that applications were decentralised. 
2.6 The perceived importance of information systems(Application portfolio) 
Bin Frequency 
0 56 
1 859 
2 1907 
3 1272 
4 166 
More 0 
Bin 
Histogram 
200.00% 
100.00% 
.00% 
Cumulative % Bin 
1.31% 2 
21.48% 3 
66.24% 
96.10% 4 
100.00% 0 
100.00% More 
llllllil Frequency 
-11- Cumulati-.e % 
Frequency Cumulative % 
1907 44.77% 
1272 74.62% 
859 94.79% 
166 98.69% 
56 100.00% 
0 100.00% 
Figure 4.1(a): Histogram - Perceived importance of all information systems 
Section 4 of the questionnaire was used to collect information about the importance of 
information systems - refer to questions 4.1 to 4.60. The collected information can be 
viewed in attachment 3 .1. The original variables were defined as categorical variables 
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because each variable could only have a value of 1, 2, 3. These variables were reduced 
by grouping them based on type information system. The different types of 
information systems are financial, human resource, production, inbound logistical, 
outbound logistical, marketing and support information systems. In addition, the 
original variables were also grouped based on perceived importance. Perceived 
importance was categorised as not important, important to survive, and important to 
gain competitive advantage. In other words - for each respondent, the original 60 
categorical variables were replaced by 21 new continuous variables. 
Consider figure 4.l(a) on the prev10us page. When considering the perceived 
importance of all the information systems it is evident that most (44,77%) of the 
information systems were considered important for survival. A smaller number 
(29,85%) of the information systems was considered important to gain competitive 
advantage, and 3,9% of the information systems were considered important for 
survival and to gain competitive advantage. Approximately 20% of the information 
systems were perceived as not important. 
Bin 
0 
1 
2 
3 
4 
More 
~ 
c: 400 ~ 200 g 0 
... 
LL 
Bin 
Histogram 
200.00% 
100.00% 
.00% 
.-Frequency 
-11- Cumulati\€ % 
Frequency Cumulative % Bin Frequency Cumulative % 
10 1.76% 3 296 52.11% 
92 17.96% 2 133 75.53% 
133 41.37% 1 92 91.73% 
296 93.49% 4 37 98.24% 
37 100.00% 0 10 100.00% 
0 100.00% More 0 100.00% 
Figure 4.l(b): Histogram - Perceived importance of marketing information systems 
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Marketing information systems was the only type of system where the majority 
(52,11%) of the information systems were perceived important to gain competitive 
advantage. In all the other categories of information systems the majority of the 
information systems were important for survival. A large percentage of the Inbound 
and Outbound logistical type information systems were perceived as not important. 
The balance of the histograms can be viewed in attachment 4.6. 
2.7 Structural Factors and Core value activities 
Section 5 of the questionnaire was used to collect information with regard to: 
• The impact of structural factors on core value activities, and 
• The contribution of core value activity to the operating costs of the organisation. 
2.7.1 Core value activity contribution to cost 
There are five core value activities and respondents were asked to prioritise the 
different activities with regard their contribution to operating costs. A rating of 5 
indicated that the activity was considered as the major contributor of costs and a rating 
of 1 indicated that the activity had the least impact on costs. Frequency analysis was 
conducted to determine the number of respondents that rated the different activities as 
1, 2, 3, 4, or 5. The detailed results are listed in attachment 4.3. The information can 
be interpreted in a number of ways. However, the main objective of the analysis is to 
determine the impact of specific value activities on costs. Consider table 4.7(a) below. 
Table 4.7(a): Perceived contribution of core value activities to operating costs 
Value activity 
Inbound logistics 
Production 
Outbound logistics 
Marketing and sales 
Support 
Chapter 4 
Contribution to costs 
52% Perceive it to have a minor impact on costs 
52% Perceive production to have a significant impact on costs 
No specific deductions could be made 
No specific deductions could be made 
No specific deductions could be made 
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These results offer no meaningful explanations. It could be complimented by 
conducting an analysis where the industry classification is used to help categorise the 
results. This analysis is excluded from the research but could be considered in future 
studies. 
2.7.2 The impact of structural factors on core value activities 
The second part of section 5 of the questionnaire was used to determine the impact of 
structural factors on core value activities. Fourteen structural factors were identified 
that could impact core value activities. It was interesting to see which structural factors 
had the biggest impact on each of the individual core value activities. Frequency 
analysis was used to determine the information and the table below summarises the 
results. 
Table 4.7(b ): Listing the structural factors that have the biggest impact on 
specific core value activities 
Core value 
activity 
Inbound logistics 
Production 
Outbound 
logistics 
Structural factors that 
had the biggest impact 
Geographic location of 
suppliers 
Co-ordination of 
activities with suppliers 
High fixed costs 
Geographic location of 
customers 
Co-ordination of 
activities with customers 
Core value 
activity 
Marketing 
and sales 
Support 
Structural factors that 
had the biggest impact 
Geographic location of 
customers 
Co-ordination of activities 
with customers 
Required level of service 
Required level of service 
The detailed results can be viewed in attachment 4.4. To explain the results consider 
the core value activity Inbound logistics. The factors that have the biggest impact are 
factors 2 and 4. Using table 3.3 in chapter 3 this translates to the factors geographic 
location of suppliers and co-ordination of activities with suppliers respectively as 
demonstrated in the table above. The results in table 4.7(b) confirm that the factors 
that were expected to have the biggest impact on specific value activities were shown 
to have the biggest impact. 
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3. HYPOTHESES TESTING 
Hypothesis testing revolved around the two objectives of the study, i.e. 
• Determining the relationship between business and IS decisions, and 
• Clarifying the relationship between IS strategy and structural choices. 
3.1 Testing the relationship between business and IS decisions 
3.1.1Hypothesis1: Impact of the five competitive forces will determine an 
organisation's application portfolio. 
INDEPENDENT VARIABLES: Competitive forces - measured by the variables 
Factorl, Factor2, Factor3, ... Factorn. 
DEPENDENT VARIABLES: Application portfolio - measured by the three sets 
of variables: Set 1: Finl, HR1, Prodl, Inl, Outl, Marki, Suppl; 
Set 2: Fin2, HR2, Prod2, In2, Out2, Mark2, Supp2; 
Set 3: Fin3, HR3, Prod3, In3, Out3, Mark3, Supp3. 
Section 2 of the questionnaire was used to collect information relating to the impact of 
the five competitive forces. This information relates to the 26 variables that were 
listed in chapter 3 table 3.4. Factor analysis was used to reduce the number of 
variables described in table 3.4. The results of the factor analysis were discussed in 
section 2.2 and listed in table 4.2. 
Section 4 of the questionnaire was used to collect information with regard to the 
perceived importance of information systems. Grouping the original variables based 
on type information system(7 types), and the perceived importance of these systems(3 
categories), reduced the original 60 variables to 21. The information systems were 
categorised as financial, human resource, production, inbound logistical, outbound 
logistical, marketing and support information systems. The grouped variables can be 
viewed in attachment 4.5. The categories of perceived importance are not important, 
important to survive, and important to gain competitive advantage. In some cases 
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respondents marked information systems as important for survival and important to 
gain competitive advantage. This was indicated as a 4 on the list of responses and when 
the continuous variables were created, as described in chapter 3 section 5.1.2, this was 
taken into consideration when calculating the scores for the new variables. Where 
respondents did not mark any of the categories a value of 0 was allocated and when 
calculating the n:ew continuous variables it was counted as a 1. The new variables can 
be viewed in attachment 4.6. The original hypothesis can be broken down into a 
number of sub hypotheses: 
• Hypothesis 1.1: Competitive forces will determine the perception that specific 
information systems are not important. 
• Hypothesis 1.2: Competitive forces will determine the perception that specific 
information systems are important for survival. 
• Hypothesis 1.3: Competitive forces will determine the perception that specific 
information systems are important to gain competitive advantage. 
• Hypothesis 1.1: Competitive forces will determine the perception that specific 
information systems are not important. 
Correlation analysis was used to determine the relationship between each of the 
independent and dependent variables - refer to SAS procedure 1. The correlation 
coefficient, the first value in each cell of table 4.8(a), indicates the strength of the 
relationship between one dependent variable Fin 1 (perception that financial systems 
are not important) and one independent variable Factorl(Buyer power). The results of 
this analysis are included in table 4.8(a) and attachment 2 section 1. For each 
relationship, two values are displayed in the table. The first value is the correlation 
coefficient and the second value the significance probability associated with the F 
statistic. The latter value is important since if the value is less than 0,05, the null 
hypothesis can be rejected. If the null hypothesis is rejected a relationship exists 
between the two variables. Generally, the null hypothesis can be rejected for the 
majority of the variables - refer to the shaded areas in table 4.8(a). 
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Table 4.8{a): Correlation between competitive forces and the perception that 
information systems are not important 
Factor! Factor2 Factor] Factor4 Factor5 Factor6 Factor? Factor8 Factor9 Factor10 
Finl -0.1531 0.00496 ~f~gfJ~.!'ff11;~~~t"fQ}ff:;171 -0.1566 -Q.l~~\~ J1 0.20956 ~;!)9575 
0.2024 o.9672 o'.oOs 0.0001 o:oob1 o.1922 .. 0~0006 o!~i;.4 o.0794 o:tioo1 
'>' O :;]!Cr:<: <s:~:·:, '<:~ :)%~],~,• ,;g{;:'(~; '1' ' 
HRl -0.14724 -0.16408 -Q.435tit-0.4Ss27.'f0l?i2qq3 0.09365 -0.20741 :iq~j~<~;42162 •0;69158 
'.:<:2:<'' 
0.2205 0.1715 < O~Q9~~~;z 6)0001 0.0001 0.4373 0.0826. 0.0019 .. 0~0003 Q.0001 
Prodl ·0.03437 0.01021 0.07934 -0.09515 0.10641 -0.20118 -0.11033 0.15898 0.16215 0.41009 
0.77601 0.9326 0.5107 0.43 0.3771 0.925 0.3597 0.1854 0.1767 0.0004 
Outl -0.10728 0.0823 -0.08595 .::();31822 -0.15836 -0.16693 -0.3~897 0.39951 0.25172 0.55295 
0.3732 0.495 0.476 0.0068 0.1872 0.1641 0.0021 0:0006 0.0342 0.0001 
Inl -0.44764 -0.28182 -0:35938-0:32319 -0.22407 -0.35245 Al-39448 -0.84466 ~0.41893 -0.45192 
0.0001 0.0173 0.0023 0 .. 006 0.0603 0·0026 0.0007 . O.QOCl1 0.0003 0.0001 
·,·. . .···. · .. ·< ·: 
Marki -0;449~r-QA~~8 -0:38219.-0:2'74§*5 -0.18928 -0.3;174 -0~~9696 cfr:'523a1 -0;53661-0.40307 
o:ociq~; o.qdo1 0:601'%; 0~203 0.1139. 0.0047 ·6~06 o.aocn 0.0001 0:0005 
-;:;{, 
0;0001 
Table 4.8(a) is interpreted as follows: 
• The perception that Inbound logistical(Inl), Marketing(Markl) and 
Support(Suppl) systems are not important correlates with all the variables that 
measure competitive forces. The correlation is the best for Support systems. 
• Both Inbound logistical(Int) and Marketing(Markt) systems are not correlated 
with Factor 5 (dependence on suppliers). 
• The perception that Production systems are not important indicates no correlation 
with any of the competitive forces except Factor 10 (importance of own products). 
• The perception that Financial and Human resource information systems are not 
important correlates well with all ten factors except Factor l(Buyer power), Factor 
2(Threat of entry), and Factor 6(Switching costs). 
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Inspection of table 4.8(a), reveals that the majority of the variables are correlated and 
based on this, the null hypothesis is rejected. The analysis can be stopped at this point, 
but to support the interpretation, both regression and correlation analyses were 
performed. 
Table 4.8(b ): Regression analysis - dependent variable(Perception that a specific 
information system is not important) and multiple independent 
variables( Competitive forces) 
Dependent Variable: FIN1 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 7.93096 0.79310 13.257 0.0001 
Error 60 3.58961 0.05983 
C Total 70 11. 52057 
Dependent Variable: HR1 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 9.73779 0.97378 25.645 0.0001 
Error 60 2.27832 0.03797 
C Total 70 12.01611 
Dependent Variable: PROD1 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 2.26779 0.22678 4.761 0.0001 
Error 60 2.85783 0.04763 
C Total 70 5.12562 
Dependent Variable: OUT1 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 3.68152 0.36815 10.315 0.0001 
Error 60 2.14150 0.03569 
C Total 70 5.82302 
The purpose of the regression analysis - refer to SAS procedure 2 - was· to determine 
the relationship between one dependent variable and multiple independent variables. 
The multiple independent variables are Factorl, Factor2, .... , FactorlO. The F statistic 
and the significance probability associated with the F statistic are of specific 
importance. These will determine whether the null hypothesis can be rejected and 
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therefor that a relationship exists between the dependent and multiple independent 
variables. The test was repeated for each of the dependent variables. Relationships of 
specific importance are that of the dependent variables Finl, HR1, Prodl, and Outl. 
The results of these tests are shown in table 4.8(b) on the previous page with the 
results of all the tests listed in attachment 2 section 1. Without exception, the null 
hypothesis can be rejected for all the information systems. 
In chapter 3 section 5.1.3 canonical correlation analysis was described as a statistical 
technique often used as a last-ditch effort(Hair et al. 1992:195). This is because of real 
limitations such as the lack of development of precise statistics. In this case it is used to 
support the correlation analysis. 
Table 4.8©:Canonical Correlation Analysis 
Multivariate Statistics and F Approximations 
S=7 M=l N=26 
Statistic Value F Num DF Den DF Pr > F 
Wilks' Lambda 0.000000 294.4 70 321.6881 0.0001 
Pillai's Trace 4.693814 12.2 70 420 0.0001 
Hotelling-Lawley Trace 27271. 736973 20370.3 70 366 0.0001 
Roy's Greatest Root 25893.470190 155360.8 10 60 0.0001 
NOTE: F Statistic for Roy's Greatest Root is an upper bound. 
Canonical correlation analysis - refer to SAS procedure 3 - was used to establish a 
relationship between all the independent variables(competitive forces) and each set of 
the dependent variables(based on the level of importance of information systems). The 
result that is of specific importance is Wilks' Lambda. Wilks' Lambda is an alternative 
statistic to test the null hypothesis. H the significance probability associated with 
Wilks' Lambda is less than 0,05, the null hypothesis can be rejected. The results, refer 
to table 4.8©, indicate that the null hypothesis can be rejected. H the null hypothesis is 
rejected there is a correlation between the perception that specific information systems 
are not important and competitive forces. 
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• Hypothesis 1.2: Competitive forces will determine the perception that specific 
information systems are important for survival. 
Table 4. 9: Correlation between competitive forces and the perception that 
information systems are important for survival 
Factorl Factor2 Factor] Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 FactorlO 
Fin2 -0.41884 .-0.25489 ..{):42581 -0.48782 -0:33409'!-0,34169 -0.45614 -0.36807 -0:~969AM0256 
. ···: . ·.·",/. ,·.' . :• 
(Financial) 0.003 0.031.9 ctooo2 0;0001 ():0914. 0:0035 ·o:o001 .0.0016 0.01"19 0.0005 
HR2 -0.33449 -0.20677 -0.36246 -0.35256 -0.35~t1 -0.2S943 -0.36551 -0.50606 -0'41136 -0.48641 
···>'.'."";·' 
(I-I/Resource) Q.0044 0.0836 0.0019 0.0026 O.O<lg1 · 0,0289 0.0017 0.0001 0:0004 .0.0001 
Prod2 -0.35045 -0.15083 -0.25942 -0.29356 -0.16144 -0.68749 -0.55223 -0.22025 -0.24609 -0.45258 
(Production) 0.0027 0.2093 0.0289 0.013 0.1786 0.0001 0.0001 0.0649 0.0386 0.0001 
Out2 -0.39276 -0.28651 -0.36629 -0.32149 -0.24597. -0.46395 -0.48202 -0.43956 -0.34473 -0.52283 
(Outbound) 0.0007 0.0154 0.0017 0,0063 0.0387 0.0001 0.0001 0.0001 0.0032 0.0001 
In2 0.13837 0.07959 0.14057 0.13534 -0.07879 0.27624 0.1973 0.16206 0.03738 0.02101 
(Inbound) 0.2498 0.5094 0.2423 0.2605 0.5137 0.0197 0.0991 0.1769 0.7569 0.862 
Mark2 0.16998 0.11685 0.00107 0.21042 0.01055 0.3232 0.31617 0.11075 0.07989 0.19847 
(M:arketing) 0.1564 0.3318 0.9929 0.0782 0.9304 0,006 0'.0072 0.3579 0.5078 0.0971 
Supp2 -0;21703 -0.31267 -0.~24081 -0.25193 -0;23637 -0.11173 -0~32311 -0.18786 -0.23323 -0.01721 
(Support) 0.0691 0.0079. 0~0431 0.0341 0.0472 0.3536 iQ,006 0.1167 0.0503 0.8802 
Correlation analysis, refer to SAS procedure 1, was agam used to determine the 
relationship between competitive forces, and the independent variables used to 
measure the perception that specific information systems are important for survival. 
The results of this analysis are included in table 4.9 and attachment 2 section 1 - see 
hypothesis 1.2. For each relationship, two values are displayed in the table. The first 
value is the correlation coefficient and the second value the significance probability 
associated with the F statistic. The null hypothesis can be rejected for the majority of 
the variables. The results of table 4.9 can be interpreted as follows: 
• The perception that Financial, Human resource, Production and Outbound 
logistical information systems are important for survival correlates well with all ten 
factors (all the competitive forces). The only exceptions are Factor 2(Threat of 
entry) that. shows no correlation with Human resource and Production 
information systems, and Factor S(Supplier dependence) and Factor 8(Backward 
Integration) that does not correlate with Production information systems. 
• In most cases the perception that Inbound logistical and Marketing information 
systems are important for survival does not correlate with competitive forces. 
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• The perception that Support systems are important for survival correlates with 
most of the factors except Factors 6, 8, 9 and 10. 
Table 4.10: Regression analysis - results for specific dependent variables 
Dependent Variable: IN2(Inbound logistical systems) 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 12.76363 1. 27636 1.338 0.2318 
Error 60 57.23636 0.95394 
C Total 70 69.99999 
Dependent Variable: MARK2(Marketing systems) 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 13.31221 1.33122 1.409 0.1985 
Error 60 56.68780 0.94480 
c Total 70 70.00001 
Dependent Variable: SUPP2(Support systems) 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 31.48550 3.14855 4.905 0.0001 
Error 60 38.51447 0.64191 
C Total 70 69.99997 
Regression analysis - refer to SAS procedure 2 - was used to determine the relationship 
between each dependent variable and all the independent variables. The independent 
variables are Factor!, Factor2, .... ,Factor10. Of specific importance, were the 
regression tests for the dependent variables Inbound logistical, Marketing, and Support 
systems. The results of these tests are reflected in table 4.10. The null hypothesis 
cannot be rejected for inbound logistical systems and marketing information systems. 
The above analysis did not provide an answer whether the null hypothesis could be 
rejected for the relationship between competitive forces and the perception that 
information systems are important for survival. Canonical correlation analysis - refer 
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to SAS procedure 3 - was then used to establish the relationship between all the 
independent variables( competitive forces) and all the dependent variables. The result 
that is of specific importance is Wilks' Lambda, an alternative statistic to test the null 
hypothesis. 
Table 4.ll:Canonical Correlation Analysis 
Multivariate Statistics and F Approximations 
S=7 M=l N=26 
Statistic Value F Num DF Den DF Pr > F 
Wilks' Lambda 0.03242998 3.6783 70 321.6881 0.0001 
Pillai's Trace 2.11818013 2.6033 70 420 0.0001 
Hotelling-Lawley Trace 7.24476838 5.4114 70 366 0.0001 
Roy's Greatest Root 5.10857627 30.6515 10 60 0.0001 
NOTE: F Statistic for Roy's Greatest Root is an upper bound. 
The results, refer to table 4.11, indicate that the null hypothesis can be rejected. This 
indicates that there is a correlation between the perception that specific information 
systems are important for survival and competitive forces. 
• Hypothesis 1.3: Competitive forces will determine the perception that specific 
information systems are important to gain competitive advantage. 
Correlation analysis was also used to determine the relationship between each of the 
independent variables (competitive forces) and dependent variables (variables used to 
measure the information systems important to gain competitive advantage) - refer to 
SAS procedure 1. 
The results are included in table 4.12 and attachment 2 section 1 - see hypothesis 1.3. 
For each relationship two values are displayed in the table. The first value is the 
correlation coefficient and the second value the significance probability associated with 
the F statistic. By inspecting the results, it is clear that the correlation between 
individual variables is not as strong as in the previous analysis. Financial and 
Outbound logistical systems show some correlation with all the competitive forces. It 
Chapter 4 Page 167 98/02/24 
RESULTS 
is interesting to note that the null hypothesis can be rejected for the correlation of 
factors 9 and 10 for almost all the information systems. 
Table 4.12: Correlation between competitive forces and the perception that 
information systems are important to gain competitive advantage 
Factor] Factor2 Factor] Factor4 Factor5 Factor6 Factor7 Factor8 Factor9 FactorlO 
Fin3 -0~3137 -0.14524 .;();53219 -0.53132 -0'.39116 -Q.24932 -0.4477 -0.16461 -0.09003 -0.02007 
0~0017 0.2268 0,0001 0.0001 0.0007 0.036 0.0001 0.1701 0.4553 0.868 
HR3 -0.09777 -0.22466 -0.21976 -0.20053 -0.28126 -0.13361 -0.15705 -0.20397 0.19746 0.02204 
0.4173 0.0596 0.0656 0.0936 0.0175 0.2667 0.1909 0.088 0.0988 0.8552 
Prod3 ,.().30~97 -0.13211 -0.13026 -0.07605 -0.11593 0.19042 -0.00993 0.19411 0.18201 0.10915 
0.0085 0.2721 0.2789 0.5284 0.3357 0.1117 0.9345 0.1048 0.1287 0.3649 
Out3 -0.30113 -0:31379 ~o.36171 -0.32351 -0.434 -0.01331 -0.23834 -0.00087 0.23457 0.13371 
0.0107 0.0077 0.0019 0.0059 0.0002 0.9123 0.0453 0.9943 0.049 0.2663 
In3 -0.21142 0.07941 -0.00577 0.0289 0.08567 -0.12042 -0.12802 -0.03181 -0.26694 -0.20116 
0.0767 0.5103 0.9619 0.8109 0.4775 0.3171 0.2873 0.7923 0.0244 0,0925 
Mark3 -0.0053 0.00002 -0.21486 0.04206 0.01751 0.18388 0.09672 -0.04157 0.05211 0.18017 
0.965 0.9999 0.072 0.7276 0.8847 0.1248 0.4223 0.7307. 0;6961 >Qi1327 
... -0.10951 -0.17605 -0.15615 -0.02363fii.Q;01!4$4' 0';00567 
0.3633 0.1419 0.1935 0.8449 0¥'9h9$." 0;9626 
The results of table 4.12 can be interpreted as follows: 
• Only the two dependent variables Fin3 and Out3 show some correlation with the 
independent variables. In other words, the perception that Financial and Outbound 
logistical systems are important to gain competitive advantage shows some 
correlation with competitive forces. 
• Factor 10(Product importance) correlates with all the dependent variables. Factor 
9(External pressure) also correlates with most of the dependent variables except 
Financial and Production information systems. 
• 30 of the 70 relationships correlate. 
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Table 4.13: Regression analysis - results for all dependent variables 
Dependent Variable: FIN3 
Analysis of variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 29.39682 2. 93968 4.344 0.0001 
Error 60 40.60322 0.67672 
c Total 70 70.00004 
Dependent Variable: HR3 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 18.37171 1.83717 2.135 0.0351 
Error 60 51. 62832 0.86047 
C Total 70 70.00003 
Dependent Variable: PROD3 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 19.39679 1.93968 2.300 0.0232 
Error 60 50.60317 0.84339 
C Total 70 69.99996 
Dependent Variable: OUT3 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 18.87710 1.88771 2.215 0.0287 
Error 60 51.12288 0.85205 
c Total 70 69.99997 
Dependent Variable: IN3 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 15.31951 1.53195 1.681 0.1064 
Error 60 54.68051 0.91134 
C Total 70 70.00002 
Dependent Variable: MARK3 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 15.17245 1.51725 1.660 0.1117 
Error 60 54.82756 0.91379 
c Total 70 70.00001 
Dependent Variable: SUPP3 
Analysis of variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 20.38932 2.03893 2.599 0.0109 
Error 60 47.06253 0.78438 
c Total 70 67.45185 
At this stage it is difficult to make any inferences with regard to the relationship 
between the perception that information systems are important to gain competitive 
advantage, and competitive forces. Regression analysis - refer to SAS procedure 2 - was 
used to determine the relationship between each dependent variable and all the 
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independent variables. This test was repeated for each of the dependent variables. The 
results of the tests are shown in the table 4.13. The null hypothesis can be rejected for 
all the information systems except marketing and inbound logistical information 
systems. 
Based on the regression, it is difficult to determine if a relationship exists between all 
the dependent and independent variables. To support the analysis, canonical 
correlation analysis - refer to SAS procedure 3 - was used to establish the relationship 
between all the independent variables(competitive forces) and all the dependent 
variables(based on the perception that information systems are important to gain 
competitive advantage). 
The result that is of particular importance is Wilks' Lambda. Wilks' Lambda is an 
alternative statistic to test the null hypothesis. The results, refer to table 4.14, indicate 
that the null hypothesis can be rejected and therefor there is a correlation between the 
perceived importance of information systems and competitive forces. 
Table 4.14: Canonical Correlation Analysis 
Multivariate Statistics and F Approximations 
S;7 M;l N;26 
Statistic Value F Num DF Den DF Pr > F 
Wilks' Lambda 0.11391302 2.0746 70 321.6881 0.0001 
Pillai's Trace 1.72951855 1. 9689 70 420 0.0001 
Hotelling-Lawley Trace 2.81812897 2.1050 70 366 0.0001 
Roy's Greatest Root 1. 02961533 6.1777 10 60 0.0001 
NOTE: F Statistic for Roy's Greatest Root is an upper bound. 
• Conclusion 
Table 4 .15 reflects the results of the correlation, regression and canonical correlation 
tests. 
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Table 4.15: Summary of results 
Financial 
Correlation 
Regression 
Human Resources 
Correlation 
Regression 
Production 
Correlation 
Regression 
Outbound Logistical 
Correlation 
Regression 
Inbound Logistical 
Correlation 
Regression 
Marketing 
Correlation 
Regression 
Support 
Correlation 
Perception that 
information systems are 
not imponant 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Regression Reject Ho 
All the information Reject Ho 
systems( Canonical 
correlation analysis) 
Perception that 
information systems are 
important to survive 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Perception that 
information systems are 
important to gain 
competitive advantage 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Reject Ho 
Correlation tests alone were not sufficient to determine the existence of a relationship 
between competitive forces and the perceived importance of information systems. For 
this reason only additional tests were considered. From the above the following 
inferences are proposed: 
• There is a relationship between competitive forces and the perception that specific 
information systems are not important. 
• There is also a relationship between competitive forces and the perception that 
specific information systems are important for the company's survival. 
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• Correlation analysis alone does not support the relationship between competitive 
f?rces and the perception that specific information systems are important to gain 
competitive advantage. Regression analysis and canonical correlation analysis do 
however support the relationship. 
With regard to the relationship between competitive forces and the perceived 
importance of information systems in general, it is proposed that sufficient evidence 
exists to reject the null hypothesis. 
3.1.2 Hypothesis 2: The impact of the five competitive forces will determine an 
organisation's adoption of specific technologies. 
INDEPENDENT VARIABLES: Competitive forces - measured by the variables 
Factor 1, Factor 2 ... FactorlO. 
DEPENDANT VARIABLES: Level of technology adoption - measured by the 
variables Unknown, Tracked, Evaluate and Adopt. 
The variables used to measure the five competitive forces were discussed in detail in 
sections 2.2 and 3.1.1. The original 26 variables were reduced to 10 by applying factor 
analysis. The data relating to an organisation's level of technology adoption was 
facilitated by questions 6.1to6.16 of the questionnaire. The original 16 variables were 
grouped based on four categories. Three categories are based on technologies that are 
tracked, technologies that are evaluated, and technologies that are adopted. Where 
respondents did not mark any of the preceding options, a fourth category was added. 
This category is known as technologies that are unknown. The results can be viewed 
in attachment 4.8. 
Correlation analysis - refer to attachment 1 SAS Procedure 4 - resulted in . the 
calculation of correlation coefficients for each dependent and independent variable. 
This determined the strength of the relationship between each of the sets of variables. 
The detailed results are listed in attachment 2 section 2. Table 4.16 is a summarised 
version of the results and reflects the correlation coefficient and the significance 
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probability associated with the F statistic. If the latter is less than 0,05, the null 
hypothesis can be rejected. This means there is a relationship between the variables. 
The shaded areas indicate where the null hypothesis can be rejected. It indicates that 
there is a correlation between each of the variables. 
Table 4.16: Correlation between competitive forces(factors) and the number of 
technologies unknown, tracked, evaluated, and adopted 
Unknown Tracked Evaluated Adopted 
Factorl .26083 -.13137 .00241 -.03441 
.0280 .2748 .9841 .7758 
Factor2 -.15030 .10946 .05445 -.03607 
.2109 .3635 .6520 .7652 
Factor3 -.20470 -.01450 .01427 .02412 
.0868 .9045 .9059 .8418 
Factor4 -.03989 .06223 -.08587 .07771 
.7412 .6062 .4765 .5195 
Factors -.09775 .00050 -.11213 -.07558 
.4174 .9967 .3518 .5310 
Factor6 .08342 -.19474 .17691 -.05439 
.4892 .1037 .1400 .6524 
Factor7 .14990 .11292 -.14289 .06984 
.2121 .3485 .2345 .5628 
Factor8 .36482 -.00829 .20587 ;:23801 
;Q()fg;;.\ .. ·· ... ~'<(, 
.9453 .0850 . :0456 
Factor9 .28368>.> 
-.11688 .00155 .15277 
.016~;y; .3317 .9898 :2034 
,,.,::Pf-:: 
FactorlO .11611 .08454 .11575 .14875 
.3349 .4833 .3364 .2157 
The following information can be derived from table 4.16: 
• There is a relationship between the number of technologies that are unknown, 
and specific competitive forces as measured by the different factors. The factors in 
this case are factors !(Buyer power), 8(Backward integration), and 9(External 
pressure). 
• There is also a relationship between the number of technologies that are adopted 
and specific competitive forces as measured by the different factors. The factor in 
this case is factor 8(Backward integration). 
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The results from the correlation analysis support the acceptance of the null hypothesis 
and therefor that then:; is no relationship between competitive forces and an 
organisation's level of technology adoption. Both canonical correlation analysis and 
regression analysis supported this finding. 
3.1.3 Hypothesis 3: Core value activity contribution to costs will determine the 
level of technology adoption. 
The objective of this section is to test the relationship between core value activities and 
level of technology adoption. 
DEPENDENT VARIABLES: Level of technology adoption - measured by the 
continuous variables Unknown, Evaluate, Tracked, and Adopted. 
INDEPENDENT VARIABLES: Core value activities - measured by the 
categorical variables Ilog, Olog, Produc, Msales, and Support. 
Chapter 3 section 5.3.1 discussed the approach that was used to collect information 
about the contribution of core value activity to costs. The independent variables are 
the variables that measured contribution of core value activities to operating costs. 
These variables are Ilog(Inbound logistics), Olog(Outbound logistics), 
Produc(Production), Msales(Marketing and Sales), and Support. The relationship of 
each of the core value activities with the variables that measured level of technology 
adoption was measured. The five core value activities were defined as inbound 
logistics, outbound logistics, production, marketing and sales, and support, For each 
of the five core value activities 5 different categories based on the perceived 
contribution to operating costs(l - biggest contribution, 5- smallest contribution), 
were identified and further analysis will have to take this into consideration. 
The approach to collect information relating to an organisation's level of technology 
adoption was referred to in section 3.1.2. The four dependent variables are Unknown, 
Adopted, Evaluate, and Tracked. These variables were derived from the original 
information collected. 
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Table 4.17: Relationship between core activity contribution to costs. and level of 
technology adoption 
Unknown Tracked Evaluate Adopted Wilks' 
Lambda 
Ilog '..0042 .1236 ;0028 .2943 .0002 
Produc .1273 .8225 .03{,2 .1964 .1091 
Olog .0344 .5343 .0500 .0892 .0139 
Ms ales .2272 .0736 .9857 .5629 .1293 
Support .0337 .1872 .1433 .8426 .0357 
.0044 .1784 .0096 .2839 
The first statistical test used is Analysis Of Variance(ANOVA). ANOVA allows the 
testing of the relationship of: 
• Each of the dependent variables and each of the categorical variables. The 
significance probability associated with the F-statistic indicates if the each of the 
dependent variables can be explained by the classification of each of the 
independent variable. For instance, can the dependent variable Tracked be 
explained by the classification of the independent variable Olog ? 
• Each of the dependent variables and all the independent variables. For instance, 
can the dependent variable Tracked be explained by the classification of all the 
independent variables Ilog, Olog, Produc, Msales, and Support? 
This procedure was repeated for all five core activities Ilog, Produc, Olog, Msales, 
and Support. The results are listed in table 4.17 and attachment 2 section 3. The null 
hypothesis proposes that the means of the dependent variable is the same across 
predictor variable groups. The shaded areas, refer to table 4.17, indicate where the null 
hypothesis can be rejected. The value in each of the cells is a measure of the 
significance probability associated with the F statistic. For all values less than 0,05 the 
null hypothesis can be rejected. Please note the following: 
• The dependent variables Tracked and Adopted have no relationship with the 
predictor variables. Differently stated, the null hypothesis cannot be rejected, or 
the contribution of core value activities will not determine the number of 
technologies that are tracked or the number of technologies that are unknown. 
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• Consider the last row of the table. This row indicates the statistical significance of 
the relationship of each dependent variable and all the predictor variables. Only the 
variables Unknown and Evaluate show some statistical significance. This means 
that the means of the two dependent variables, Unknown and Evaluate, will differ 
across the groups for each of the predictor variables Ilog, Produc, Olog, Msales, 
and Support. 
MANOV A, refer to attachment 1 PROCEDURE 7, on the other hand allows the 
testing of the relationship of all the metric dependent variables Unknown, Tracked, 
Evaluate, and Adopted, based on all the categorical variables Ilog, Produc, Olog, 
Msales, and Support. 
Please refer to the last column of table 4.17. This column shows the statistical 
significance of the relationship of each predictor variable with all the dependent 
variables. The null hypothesis proposes that the vector means of the multiple 
dependent variables are the same across the predictor variable groups. If the null 
hypothesis can be rejected, the relationship between predictor and dependent variables 
are valid. In this case there is a relationship between the following predictor variables 
and the dependent variables: 
• Ilog - Contribution of inbound logistics to operating costs and the level of 
technology adoption. 
• Olog - Contribution of outbound logistics to operating costs and the level of 
technology adoption. 
• Support - Contribution of support activity to operating costs and the level of 
technology adoption. 
There appears to be no relationship between the contribution of the marketing 
activities(Msales) and production activities(Produc) and the level of technology 
adoption. 
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CONCLUSION: No statistical measure could be used to determine whether there is 
a relationship between all the predictor and all the dependent variables. Considering 
the analysis discussed previously, and from inspecting table 4.17, it is proposed that 
there is a relationship between the contribution of core activities and the level of 
technology adoption. 
3.1.4 Hypothesis 4: Core value activity contribution to costs will determine the 
perceived importance of information systems. 
DEPENDENT VARIABLES: Application portfolio - measured by the variables 
Finl, HRl, Prodl, lnl, Outl, Markl, Supl, Fin2, HR2, Prod2, ln2, Out2, Mark2, 
Sup2, Fin3, HR3, Prod3, ln3, Out3, Mark3, and Sup3. 
INDEPENDENT VARIABLES: Core value activities - measured by the 
categorical variables Ilog, Olag, Produc, Msales, and Support. 
The approach used to collect information about an organisation's application portfolio 
was discussed in detail in section 3.1.1. The original 60 categorical variables were used 
to derive 3 sets of 7 continuous variables: 
• The perception that information systems are not important: Finl, HRl, Prodl, 
lnl, Outl, Markl, and Supl. 
• The perception that information systems are important for survival: Fin2, HR2, 
Prod2, ln2, Out2, Mark2, and Sup2. 
• The perception that information systems are important to gam competitive 
advantage: Fin3, HR3, Prod3, ln3, Out3, Mark3, and Sup3. 
Section 2.7 discussed the approach that was used to collect information about the 
contribution of core value activity to costs. The independent variables are the variables 
that measure contribution of core value activities to operating costs. These variables 
are Ilog(Inbound logistics), Olag( Outbound logistics), Produc(Production), 
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Msales(Marketing and Sales), and Support. Each of the variables has different 
categories based on the contribution to costs. 
These variables are defined as categorical variables. When dealing with the application 
portfolio, cognisance had to be taken of the three categories: perception that systems 
are not important, perception that systems are important for survival, and perception 
that information systems are important to gain competitive advantage. These variables 
are defined as continuous variables. Analysis of variance(ANOV A) and multiple 
analysis of variance(MANOV A) were used to test the relationships between 
categorical variables and each set of metric dependent variables. The relationship of 
each of the core value activities inbound logistics, outbound logistics, production, 
marketing and sales, and support, with the variables that measure an organisation's 
perception of the importance of information systems was measured. For each of the 
five core value activities 5 different categories were identified and further analysis had 
to take this into consideration. 
The original hypothesis can be broken down into three sub hypotheses: 
• Hypothesis 4.1: Core value activity contribution to cost will determine the 
perception that specific information systems are not important. 
• Hypothesis 4.2: Core value activity contribution to cost will determine the 
perception that specific information systems are important for survival. 
• Hypothesis 4.3: Core value activity contribution to cost will determine the 
perception that specific information systems are important to gain competitive 
advantage. 
Each of these hypotheses will be tested in turn. 
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• Hypothesis 4.1: Core value activity contribution to cost will determine the 
perception that specific information systems are not important. 
Table 4.18: The relationship between the perception that specific information 
systems are not important and the contribution of core value activities to costs 
Finl HRI Prod! Out! lnl Mark! Suppl Wilks' 
Lambda 
Ilog .5266 .8579 .0687 ;0031 .0051 .1488 .2237 .0040 
Prod .6017 .6966 .0167 .0584 .0225 .3526 .5388 .0168 
Olog .3969 .7479 .5480 .2219 .0631 .2773 .8317 .1267 
Msales .7475 .7118 .8295 .6239 .7211 .3283 .5148 .2371 
Support .9476 .7085 .2969 .4898 .0~79 .1851 .7236 .0056 
.8481 .9526 .0928 .ot~;; .0052 .1776 .6928 
Table 4.18 reflects the results from the statistical tests performed. Each cell in the table 
above shows the significance probability associated with the F statistic and the null 
hypothesis can be rejected if this value is less than 0,05. MANOV A tests were used to 
determine the relationship of each of the predictor variables with all the dependent 
variables(Fin1, HR1, Prodl, lnl, Outl, Markl, and Suppl). The results are reflected in 
the last column of the table above and depict Wilks' Lambda. The other values in the 
table resulted from ANOV A tests. 
The MANOVA results reflected in the last column of table 4.18 are considered first. 
More detailed result are listed in attachment 2 section 4 - see hypothesis 4.1. The 
results show that 3 of the 5 categorical variables show some relationship. There is a 
relationship between the following predictor and dependent variables: 
• Ilog - Contribution of inbound logistics to operating costs and the perception that 
specific information systems are not important. 
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• Produc - Contribution of production to operating costs and the perception that 
specific information systems are not important. 
• Support - Contribution of support activity to operating costs and the perception 
that specific information systems are not important. 
The above tests confirm the relationship between specific predictor and dependent 
variables. These tests do not confirm the relationship between all the predictor and 
dependent variables. Because the relationship of three of the five predictor variables 
with the dependent variables can be confirmed, it can be argued that the relationships 
between all predictor and dependent variables are true. 
ANOVA allowed the testing of the relationship of: 
• Each of the dependent variables and each of the categorical variables. The 
significance probability associated with the F-statistic indicates whether each 
dependent variable can be explained by the classification of each of the independent 
variables. For instance, can the dependent variable Finl be explained by the 
classification of the independent variable Olog? 
• Each of the dependent variables and all the independent variables. For instance, 
can the dependent variable Finl be explained by the classification of all the 
independent variables Ilog, Olog, Produc, Msales, and Support? 
This procedure was repeated for all five core value activities. The shaded areas in table 
4.18 - indicate where the null hypothesis can be rejected. The value in each of the cells 
is a measure of the significance probability associated with the F statistic. For all values 
less than 0,05 the null hypothesis can be rejected. There only appears to be some 
relationship between: 
• The perception that production and outbound logistical systems are not important 
and the contribution to costs of the inbound logistical activity. 
• The perception that inbound and outbound logistical systems are not important 
and the contribution to costs of the production activity. 
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• The perception that inbound logistical systems are not important and the 
contribution to costs of the support activity. 
• Consider the last row of table 4.18. This row indicates the statistical significance of 
the relationship of each dependent variable and all the predictor variables - refer 
also to attachment 2 section 4. This means that the means of the two dependent 
variables Outbound and Inbound logistical systems, will differ across the groups 
for each of the predictor variables Ilog, Prod, Olog, Msales and Support. 
CONCLUSION: No statistical measure could be used to determine whether there 
was a relationship between all the predictor and dependent variables. Considering the 
analysis discussed previously, and based on the results in table 4.18, it is proposed that 
there is no relationship between the contribution of core activities and the perception 
that specific information systems are not important. 
• Hypothesis 4.2: Core value activity contribution to cost will determine the 
perception that specific information systems are important for survival. 
Table 4.19 reflects the results from the statistical tests performed. Each cell in the table 
shows the significance probability associated with the F statistic and the null 
hypothesis can be rejected if this value is less than 0,05. MANOV A tests were used to 
determine the relationship of each of the predictor variables with all 'the dependent 
variables. The results are reflected in the last column of the table and depict Wilks' 
Lambda(an alternative statistic to test the null hypothesis). The other values in the 
table resulted from ANOV A tests. 
MANOVA was used first. Please refer to the last column of table 4.19. This column 
shows the statistical significance of the relationship of each predictor variable with all 
the dependent variables - refer also to attachment 2 section 4. In this case, there is a 
relationship between each of the predictor and all the dependent variables. 
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Table 4.19: The relationship between core value activity contribution to costs 
and the tion that information s stems are im ortant for survival 
Fin2 HR2 Prod2 Out2 In2 Mark2 Supp2 Wzlks' 
Lambda 
Ilog .8152 .7425 .0193 ':doi6 .0012 :0028 ~0001 
Prod .8781 .0620 .1165 .0513 .0023' .2931 .1817 .0001 
Olog .5794 .4310 ~0241 .2566 .0027 .1083 .0988 .0001 
Ms ales .8364 .3099 .1280 .2219 .0085 .1486 .3981 .0001 
Support .8723 .4028 .0904 .0206 .0004 .5939 .1272 .0001 
.9788 .2783 .0084 .0035 .0001 .0692 .0142 
Analysis of variance, refer to SAS procedure 8, was repeated for all five core activities. 
The shaded areas in table 4.19 indicate where the null hypothesis can be rejected. The 
value in each of the cells is a measure of the significance probability associated with the 
F statistic. For all values less than 0,05 the null hypothesis can be rejected. The 
following inferences are made: 
• The dependent variables Production, Outbound logistical, Inbound logistical, 
Marketing, and Support systems perceived to be important for survival, can be 
explained by the classification of the independent variable Ilog. 
• The perception that inbound logistical systems are important for survival can be 
explained by the classification of all the independent variables. 
• The last row in table 4.19 indicates the statistical significance of the relationship of 
each dependent variable and all the predictor variables - refer to attachment 2 
section 4. The means of the four dependent variables Out2, In2, Prod2, and Supp2, 
will differ across the groups for each of the predictor variables. There is therefor a 
relationship between these dependent variables and all the predictor variables. 
CONCLUSION: No statistical measure could be used to determine whether there 
was a relationship between all the predictor and dependent variables. Considering the 
analysis discussed previously, it is proposed that there is a relationship between the 
contribution of core activities and the perception that information systems are 
. . important to survive. 
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• Hypothesis 4.3: Core value activity contribution to cost will determine the 
perception that specific information systems are important to gain competitive 
advantage. 
Table 4.20: The relationship between core value activity contribution to costs 
and the perception that information systems are important to gain competitive 
advantage 
Fin3 HR3 Prod3 Out3 Jn] Mark3 Supp3 Wilks' 
Lambda 
Ilog .9805 .9856 .9873 .6705 .6487 .0445 .3857 .0001 
Prod .6505 .5212 .2590 .6308 .1924 .0110 .1682 .0001 
Olag .3841 .4885 .1580 .4819 .0121 .0014 .1314 .0001 
Ms ales .7476 .9297 .6695 .3975 .0918 .1236 .4568 .0001 
Support .8284 .7988 .9452 .7726 .4490 .0413 .4729 .0001 
.9300 .9551 .6899 .7718 .0600 .0009 .2408 
The above table reflects the results from the statistical tests performed. Each cell in the 
table above shows the significance probability associated with the F statistic and the 
null hypothesis can be rejected if this value is less than 0,05. MANOV A tests were 
used to determine the relationship of each of the predictor variables with all the 
dependent variables. The results are reflected in the last column of the table above and 
depict Wilks' Lambda. The other values in the table resulted from ANOV A tests. 
MANOV A was the first statistical test used. Please refer to the last column of table 
4.20. This column shows the statistical significance of the relationship of each 
predictor variable with all the dependent variables - refer also to attachment 2 section 
4. In this case there is a relationship between each of the predictor and all the 
dependent variables. 
Analysis of variance, refer to SAS procedure 8, was repeated for all five core value 
activities. The null hypothesis proposes that the means of the dependent variable is the 
same across predictor variable groups. The shaded areas in table 4 .20 indicate where 
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the null hypothesis can be rejected. The value in each of the cells is a measure of the 
significance probability associated with the F statistic. For all values less than 0,05 the 
null hypothesis can be rejected. Consider the following inferences: 
• The perception that marketing information systems are important for survival can 
be explained by the classification of all the independent variables except Msales. 
• Consider the last row of table 4.20. This row indicates the statistical significance of 
the relationship of each dependent variable and all the predictor variables, refer to 
attachment 2 section 4. Marketing and inbound logistical systems appear to have a 
relationship with all the predictor variables. Differently stated, these dependent 
variables can be explained by the classification of all the independent variables. 
CONCLUSION: No statistical measure could be used to determine whether there 
was a relationship between all the predictor and dependent variables. Considering the 
analysis discussed previously, it is proposed that there is a relationship between the 
contribution of core activities and the perception that specific information systems are 
important to gain competitive advantage. 
Considering all three cases (systems perceived to be not important, systems that are 
important to survive, and systems that are important to gain competitive advantage) 
and without using any statistical tests, the null hypothesis can be rejected. There is 
therefor a relationship between the contribution of core activities and the 
perceived importance of information systems. 
3.1.5 Hypothesis 5: The impact of the structural factors on core value activities will 
determine the level of technology adoption. 
INDEPENDENT VARIABLES: Structural factors - measured by the variables 
Locat, Coord, External, Internal and Missing. 
DEPENDENT VARIABLES: Level of technology adoption - measured by the 
variables Unknown, Tracked, Evaluate, and Adopted. 
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In chapter 3 section 4.6.2 the collection and treatment of the data relating to structural 
factors were discussed in detail. The original fourteen structural factors were reduced 
to five categories. Category 1 relates to location of customers, suppliers and the 
organisation's activities. Category 2 deals with co-ordination of activities between the 
organisation and suppliers and between the organisation and customers. Category 3 
relates to external issues, and category 4 relates to internal issues. Category 5 was 
created to accommodate missing values. The results of the categorisation can be 
viewed in attachment 4.9. 
The approach to collect information relating to an organisation's level of technology 
adoption and the treatment of the data were discussed in chapter 3 section 4.7. The 
resulting four dependent variables were defined as Unknown, Adopted, Evaluate, and 
Tracked. 
The objective was to determine the relationship between the structural factors (Locat, 
Coord, External, Internal, and Missing), and level of technology adoption 
(Unknown, Tracked, Evaluate, and Adopted). Structural factors are the categorical 
independent variables and the metric dependent variables are level of technology 
adoption. 
Table 4.21: Relationship between structural factors and level of technology 
ado tion 
Unknown Tracked Evaluate Adopted Wilks' 
Lambda 
Locat .0004 .0001 :0001 .0170 .boof 
Coo rd .• 00,01 • 0001 · .0001 .02()2 • .. 0001 
External .OQ13 .0001 .boor .3552 :.oaai::. ·· 
Internal .0001 .0001 .0001 .0045 :00,0i, 
Missing .0001 .OOol .0001 .0125 .0001 
.0001 .0001 .0001 .0078 
Chapter 4 Page 185 98/02/24 
RESULTS 
MANOV A was the first statistical test to be performed. Please refer to the last column 
of table 4.21. This column shows the statistical significance of the relationship of each 
predictor variable with all the dependent variables. The null hypothesis proposes that 
the vector means of the multiple dependent variables are the same across the predictor 
variable groups. In other words, MANOV A will illustrate whether all the dependent 
variables Unknown, Tracked, Evaluate, and Adopted, can be explained by the 
classification of all the categorical variables Locat, Coord, External, Internal and 
Missing. If the null hypothesis can be rejected, the relationship between predictor and 
dependent variables is valid. In this case, there is a relationship between all the 
predictor variables and the dependent variables. 
Analysis of variance, refer to SAS procedure 9, was repeated for all five categories of 
structural factors. The results are listed in table 4.21 and attachment 2 section 5. The 
null hypothesis proposes that the means of the dependent variable is the same across 
predictor variable groups. The value in each of the cells is a measure of the significance 
probability associated with the F statistic. For all values less than 0,05 the null 
hypothesis can be rejected. 
Please note the following: 
• The dependent variable Adopted has no relationship with the predictor variable 
External(government policy and union activities). In other words, the impact of 
government policy and union activities on core activities will not determine the 
number of technologies adopted. 
• Consider the last row of the table. This row indicates the statistical significance of 
the relationship of each dependent variable and all the predictor variables. All the 
variables show some statistical significance. This means that the means of all the 
dependent variables will differ across the groups for each of the predictor variables 
Locat, Coord, External, Internal, and Missing. 
CONCLUSION: No statistical measure could be used to determine whether there 
was a relationship between all the predictor and dependent variables. Considering the 
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analysis discussed previously, and by visually inspecting table 4.21, it is proposed that 
there is a relationship between the impact of structural factors on core value activities 
and the level of technology adoption. 
3.1.6 Hypothesis 6: The impact of structural factors on core activities will 
determine the perceived importance of information systems. 
INDEPENDENT VARIABLES: Structural factors - measured by the variables 
Locat, Coord, External, Internal and Missing. 
DEPENDENT VARIABLES: Application portfolio - measured by the variables 
Finl, HRl, Prodl, Inl, Outl, Markl, Supl, Fin2, HR2, Prod2, In2, Out2, Mark2, 
Sup2, Fin3, HR3, Prod3, In3, Out3, Mark3, and Sup3. 
The approach to collect information regarding structural factors was discussed in detail 
in chapter 3 section 4.6.2 and the treatment of the data in chapter 3 section 5.5.1. The 
approach used to collect information about an organisation's application portfolio was 
discussed in detail in chapter 3 section 5.1.2. The original 60 categorical variables were 
used to derive 3 sets of 7 continuous variables: 
• Systems perceived as not important: Finl, HRl, Prodl, Inl, Outl, Markl, and 
Supl. 
• Systems perceived as important for survival: Fin2, HR2, Prod2, In2, Out2, Mark2, 
andSup2. 
• Systems perceived as important to gain competitive advantage: Fin3, HR3, Prod3, 
In3, Out3, Mark3, and Sup3. 
The objective was to determine the relationship between the structural factors Locat, 
Coord, External, Internal and Missing, and an organisation's application portfolio. 
Structural factors are the categorical independent variables and the metric dependent 
variables are application portfolio. 
Chapter 4 Page 187 98/02/24 
RESULTS 
The original hypothesis can be broken down into three sub hypotheses: 
• Hypothesis 6.1: The impact of structural factors on core value activities will 
determine the perception that specific information systems are not important. 
• Hypothesis 6.2: The impact of structural factors on core value activities will 
determine the perception that specific information systems are important for 
survival. 
• Hypothesis 6.3: The impact of structural factors on core value activities will 
determine the perception that specific information systems are important to gain 
competitive advantage. 
• Hypothesis 6.1: The impact of structural factors on core value activities will 
determine the perception that specific information systems are not important. 
Table 4.22: The relationship between structural factors that impact core value 
activities and the perception that information systems are not important 
Finl HRJ Prodl Outl lnl Marki Suppl Wilks' 
Lambda 
Locat .0899 .5902 .0001 .0001 .0004 .0913 .0405 .0001 
Coo rd .4594 .5039 .0004 .1783 .0310 .0003 .1335 .0001 
External .0539 .2949 .QQ09 .0183 .1948 :0001 .0036 .0001 
Internal .0336 .6025 ,0294 .9f70 .7829 .OOQl .0007 .0001 
.. 
Missing .1074 .2701 ~d~§3. .2829 .9546 :0001 .0004 .0001 
.0181 .5287 ·~1 ··:,ooo~. .ooi5 .; .'9001 .0001 
The above table reflects the results from the statistical tests performed. Each cell in the 
table above shows the significance probability associated with the F statistic and the 
null hypothesis can be rejected if this value is less than 0,05. The shaded areas indicate 
where the null hypothesis can be rejected. MANOV A tests were used to determine 
the relationship of each of the predictor variables with all the dependent variables. The 
results are reflected in the last column of the table above and depict Wilks' Lambda. 
The other values in the table resulted from ANOV A tests. 
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Multiple analysis of variance was performed first. Please refer to the last column of 
table 4.22. This column shows the statistical significance of the relationship of each 
predictor variable with all the dependent variables, refer also to attachment 2 section 6. 
In this case there is a relationship between all the dependent variables and each of the 
predictor variables. 
Analysis of variance, refer to SAS procedure 10, was repeated for all five categories of 
structural factors. The shaded areas in table 4.22 indicate where the null hypothesis can 
be rejected. The values in each of the cells are a measure of the significance probability 
associated with the F statistic. For all values less than 0,05 the null hypothesis can be 
rejected. The following inferences can be made: 
• The dependent variables Prodl, Outl, Markl, and Suppl show the best 
relationship to the predictor variables. 
• The dependent variables Finl, HRl, and Inl show the weakest relationship with 
the predictor variables. 
• Consider the last row of table 4.22. This row indicates the statistical significance of 
the relationship of each dependent variable and all the predictor variables - refer to 
attachment 2 section 6. With the exception of human resource information systems 
all the other systems have a relationship with all the predictor variables. 
CONCLUSION: No statistical measure could be used to determine whether there 
was a relationship between all the predictor and dependent variables. Considering the 
analysis discussed previously, and by visually inspecting table 4.22, it is proposed that 
there is a relationship between the impact of structural factors on core activities and 
the perception that specific information systems are not important. 
• Hypothesis 6.2: The impact of structural factors on core value activities will 
determine the perception that specific information systems are important for 
survival. 
The table on the following page reflects the results from the statistical tests performed. 
Each cell in the table above shows the significance probability associated with the F 
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statistic and the null hypothesis can be rejected if this value is less than 0,05. The 
shaded areas indicate where the null hypothesis can be rejected. MANOV A tests were 
used to determine the relationship of each of the predictor variables with all the 
dependent variables. The results are reflected in the last column of the table above and 
depict Wilks' Lambda. The other values in the table resulted from ANOV A tests. 
Table 4.23: The relationship between structural factors that impact core value 
activities and the perception that information systems are important for 
survival 
Fin2 HR2 Prod2 Out2 In2 Mark2 Supp2 Wilks' 
Lambda 
Lo cat .9821 .6632 .2613 .3059 .0260 .8736 .9241 .3842 
Coo rd .7241 .8269 .2623 .2207 .2650 .2511 .6321 .2124 
External .8472 .9539 .4346 .5081 .5959 .5492 .9964 .4325 
Internal .9567 .7539 .8173 .4197 .7242 .4942 .6956 .9868 
Missing .2084 .1044 .4823 .3810 .5890 .6281 .3004 .5115 
.9578 .8195 .4898 .3575 .2392 .7051 .9471 
MANOVA was the first statistical test performed. Please refer to the last column of 
table 4.23. This column shows the statistical significance of the relationship of each 
predictor variable with all the dependent variables - refer also to attachment 2 section 
6. In this case there is no relationship between each of the predictor and all the 
dependent variables. 
Analysis of variance, refer to SAS procedure 10, was repeated for all five core activities. 
The shaded areas in table 4.23 indicate where the null hypothesis can be rejected. The 
values in each of the cells are a measure of the significance probability associated with 
the F statistic. For all values less than 0,05 the null hypothesis can be rejected. 
Consider the following: 
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• Only the dependent variable In2(inbound logistical systems) has a relationship 
with the structural factor Locat(geographic location of suppliers, customers, and 
organisation activities.). 
• The last row of table 4.23 indicates the statistical significance of the relationship of 
each dependent variable and all the predictor variables, refer to attachment 2 
section 6. There is no relationship between these dependent variables and all the 
predictor variables. 
CONCLUSION: No statistical measure could be used to determine whether there 
was a relationship between all the predictor and dependent variables. Considering the 
analysis discussed previously, and by visually inspecting table 4.23, it is proposed that 
there is no relationship between the impact of structural factors on core activities and 
the perceived importance of information systems to survive. 
• Hypothesis 6.3: The impact of structural factors on core value activities will 
determine the perception that specific information systems are important to gain 
competitive advantage. 
Table 4.24 reflects the results from the statistical tests performed. Each cell in the table 
above shows the significance probability associated with the F statistic and the null 
hypothesis can be rejected if this value is less than 0,05. The shaded areas indicate 
where the null hypothesis can be rejected. MANOV A tests were used to determine 
the relationship of each of the predictor variables with all the dependent variables. The 
results are reflected in the last column of the table above and depict Wilks' Lambda. 
The other values in the table resulted from ANOV A tests. 
MANOV A was the first statistical test performed. Please refer to the last column of 
table 4.24. This column shows the statistical significance of the relationship of each 
predictor variable with all the dependent variables, refer also to attachment 2 section 6. 
In this case there is no relationship between each of the predictor and all the 
dependent variables. 
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Table 4.24: The relationship between structural factors that impact core value 
activities and the perception that information systems are important to gain 
competitive advantage 
FinJ HR3 Prod3 Out3 ln3 Mark3 Supp3 Wilks' 
Lambda 
Receive .4949 .9207 .3483 .1495 .8382 .3604 .7973 .8095 
Produc .2612 .3036 .3565 .3939 .8571 .1932 .9406 .1922 
Distrib .2944 .2326 .3184 .5112 .5435 .. 0492 .3520 .2117 
Markets .2322 .7430 .6045 .4763 .9441 .0153 .3331 .2735 
Support .2600 .4343 .2425 .3750 .6977 .0017 .0517 .2004 
.2535 .6247 .3766 .3601 .9786 .0022 .4271 
Analysis of variance, refer to SAS procedure 10, was repeated for all five core activities. 
The shaded areas in table 4.24 indicate where the null hypothesis can be rejected. The 
values in each of the cells are a measure of the significance probability associated with 
the F statistic. For all values less than 0,05 the null hypothesis can be rejected. 
Consider the following: 
• Only the dependent variable Mark3(marketing systems) has a relationship with 
the structural factors Distrib(external factors such as union activities) and 
Markets(internal factors such as level of service and timing). 
• Consider the last row of table 4.24. This row indicates the statistical significance of 
the relationship of each dependent variable and all the predictor variables, refer to 
attachment 2 section 6. Only marketing systems show some relationship with all 
the predictor variables. 
CONCLUSION: No statistical measure could be used to determine whether there 
was a relationship between all the predictor and dependent variables. Considering the 
analysis discussed previously, and by inspecting table 4.24, it is proposed that there is 
no relationship between the impact of structural factors on core activities and the 
perceived importance of information systems to gain competitive advantage. 
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Considering all three cases (systems perceived to be not important, systems that are 
important to survive, and systems, that are important to gain competitive advantage), 
and without using any statistical tests, the null hypothesis cannot be rejected. There is 
therefor no relationship between the impact of structural factors on core activities 
and the perceived importance of information systems. 
3.2 The relationship between IS strategy and IS structural decisions 
3.2.1 Hypothesis 7: The perceived importance of information systems will 
determine an organisation's resourcing choices. 
DEPENDENT VARIABLES: Application portfolio - measured by the three sets of 
variables: 
• Set 1: Finl, HRl, Prodl, Inl, Outl, Markl, Supl. 
• Set 2: Fin2, HR2, Prod2, In2, Out2, Mark2, Sup2. 
• Set 3: Fin3, HR3, Prod.3, In3, Out3, Mark3, Sup3. 
INDEPENDENT VARIABLES: Outsourcing choices - measured by the variables 
Inhouse and Outsrce. 
The approach used to collect information with regards an organisation's application 
portfolio was discussed in detail in chapter 3 section 5.1.2. The original 60 categorical 
variables were used to derive 3 sets of 7 continuous variables: 
• Systems perceived as not important: Finl, HRl, Prodl, Inl, Outl, Markl, and 
Supl. 
• Systems perceived as important for survival: Fin2, HR2, Prod2, In2, Out2, 
Mark2, and Sup2. 
• Systems perceived as important to gam competitive advantage: Fin3, HR3, 
Prod3, In3, Out3, Mark3, and Sup3. 
Section 7 of the questionnaire was used to collect information about the organisation's 
IS outsourcing choices. The objective was not to gain insight into specific outsourcing 
choices, but rather about an organisation's complete outsourcing profile. This allowed 
Chapter 4 Page 193 98/02/24 
RESULTS 
the transformation of the six categorical variables Cops, T comms, Adev, Rand, laud 
and Splan, into two continuous variables Inhouse and Outsrce. The results can be 
viewed in attachment 4.10. 
The objective was to determine the relationship between the perceived importance of 
information systems and an organisation's outsourcing choices. This relationship was 
analysed by using the independent continuous outsourcing variables Inhouse and 
Outsrce, and the dependent continuous application portfolio variables. These are 
three separate sets of variables based on the level of importance of information 
systems. The analysis can be summarised as follows: 
• Understanding the relationship between the perception that specific information 
systems are not important and IS outsourcing choices. 
• Understanding the relationship between the perception that specific information 
systems are important for survival and IS outsourcing choices. 
• Understanding the relationship between the perception that specific information 
systems are important to gain competitive advantage and IS outsourcing choices. 
Table 4.25(a): Correlation between the perception that information systems are 
not important and resourcing choices. 
Finl HRl Prodl Outl Inl Markl Suppl 
Inhouse .12251 .07405 .11760 .08907 ,07315 -.04773 .03197 
.3088 .5394 .3287 .4601 .5443 .6927 .7913 
Outsourc ·.12251 -.07405 -.11760 -.08907 ·.07315 .04773 -.03197 
.3088 .5394 .3287 .4601 .5443 .6927 .7913 
Table 4.2S(b ): Correlation between the perception that information systems are 
important to survive and resourcing choices 
Fin2 HR2 Prod2 Out2 In2 Mark2 Supp2 
In house .06630 .07656 .01347 .04638 ·.00803 ·.2~74.s· .11030 
.5828 .5257 .9112 .7009 .9470 . ~0241 .3598 
Outsourc -.06630 ·.07656 -.01347 ·.04638 .00803 -.Zt;745 -.11030 
.5828 .5257 .9112 .7009 .9470 .0241 .3598 
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Table 4.25(c): Correlation between the perception that information systems are 
important to survive and resourcing choices 
Fin3 HR3 Prod3 Out3 In3 Mark3 Supp3 
Inhouse -.12707 -.16047 -.11806 -.15769 -.08729 -.15834 -.12972 
.2910 .1813 .3268 .1891 .4691 .1872 .2809 
Outsourc .12707 .16047 .11806 .15769 .08729 .15834 .12972 
.2910 .1813 .3268 .1891 .4691 .1872 .2809 
The original hypothesis can be broken down into three sub hypotheses: 
• Hypothesis 7.1: The perception that specific information systems are not 
important will determine an organisation's outsourcing choices. 
• Hypothesis 7.2: The perception that specific information systems are important 
for survival will determine an organisation's outsourcing choices. 
• Hypothesis 7.3: The perception that specific information systems are important 
to gain competitive advantage will determine an organisation's outsourcing choices. 
Consider the three tables above and refer to attachment 2 section 7. These tables 
indicate the relationship between the perceived importance of information systems 
and IS outsourcing choices. Each of the cells reflects the correlation coefficient to 
measure the strength of the relationship and the significance probability associated 
with the F statistic. The latter will determine whether the null hypothesis can be 
rejected. If the value is less than 0,05 the null hypothesis can be rejected and it indicates 
that no relationship exists between the two variables. Three separate correlation 
analyses were conducted- refer to SAS PROCEDURE 11. If a cell in any of the three 
tables is shaded it indicates that the null hypothesis can be rejected and that there is a 
relationship between the dependent and independent variables. In this case there 
appears to be no relationship at all except for marketing systems perceived to be 
important for survival and both resourcing choices (inhouse and outsourcing). 
However, the relationship is weak. 
CONCLUSION: Hypothesis 7 can be rejected. There is no relationship between the 
perceived importance of information systems and an organisation's resourcing choices. 
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3.2.2 Hypothesis 8: The level of technology adoption will determine an 
organisation's resourcing choices. 
DEPENDENT VARIABLES: Level of technology adoption - measured by the 
variables Unknown, Tracked, Evaluate, and Adopted. 
INDEPENDENT VARIABLES: Outsourcing choices - measured by the variables 
Inhouse and Outsourc. 
The approach to collect information relating to an organisation's level of technology 
adoption and the treatment of the data were earlier. The four dependent variables are 
Unknown, Adopted, Evaluate, and Tracked. 
The approach used to collect information regarding an organisation's outsourcing 
choices were discussed in detail in chapter 3 section 6.1.2. The independent variables 
are Inhouse and Outsourc and were derived from the original categorical variables. In 
this case, the objective was to determine the strength of the relationship between an 
organisation's IS outsourcing choices(Inhouse and Outsrce), and level of technology 
adoption as measured by the variables Unknown, Tracked, Evaluate, and Adopted. 
Consider table 4.26 and refer to attachment 2 section 8. The table indicates the 
relationship between the level of technology adoption and IS outsourcing choices. 
Correlation analysis was conducted, refer to SAS PROCEDURE 12. Each of the cells 
reflects the correlation coefficient to measure the strength of the relationship and the 
significance probability associated with the F statistic. The latter will determine if the 
null hypothesis can be rejected. If the value is less than 0,05 the null hypothesis can be 
rejected and it indicates that no relationship exists between the two variables. If a cell 
in the table is shaded it indicates that the null hypothesis can be rejected and that there 
is a relationship between the dependent and independent variables. In this case there 
appears to be no relationship at all. 
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Table 4.26: Correlation between the level of technology adoption and 
resourcing choices. 
Inhouse 
Outsourc 
Unknown Tracked 
-.70462 
.5363 
.70462 
.5363 
.07006 
.5615 
-.07006 
.5615 
Evaluate Adopted 
.06206 
.6072 
-.06206 
.6072 
-.02003 
.8683 
.02003 
.8683 
CONCLUSION: Hypothesis 8 can be rejected_ There is no relationship between the 
level of technology adoption and an organisation's IS outsourcing choices. 
4. CONCLUSION 
The objective of chapter 4 was to analyse the collected data. Section 2 of chapter 4 
analysed the different categories of data. The major findings are listed below: 
• The majority of the respondents represented three sectors. The three sectors are 
Mining and Quarrying, Manufacturing, and Finance and Insurance. 88,8% of 
these organisations has a turnover of more than Rand 100 million and 84,5% 
employee more than 500 staff. 
• The impact of competitive forces - factor analysis resulted in the identification of 
10 factors. These 10 factors were used for subsequent analysis. 
• Section 6 of the questionnaire was used to collect information with regard an 
organisation's level of technology adoption. Examples of new technologies that are 
being adopted include Image, Internet, Multiprocessor, Mobile Computing, 
Cellular Communication and Multimedia technologies. Technologies that are 
being tracked include Data Mining, Handwriting Recognition, Virtual Office, 
Artificial Intelligence, Virtual Reality, Smart Cards, Speech Recognition and 
Biometric Identification. In most of the latter cases respondents are unfamiliar 
with these technologies as well. 
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• Outsourcing appears to be an alternative for IS auditing and to some extent 
Telecommunications. It is surprising that Computer operations attracted so little 
attention considering the relative ease with which it can be outsourced. 
• The information collected about organisations' hardware/ software infrastructures 
revealed some interesting facts. There appears to be a tendency for information to 
be shared. This will result in some network of hardware devices and the necessary 
software to facilitate the sharing of information. The majority (46,5%) of the 
information is stored both centrally and at distributed locations. There is more of a 
tendency towards the centralisation (40,8%) of information and a smaller portion 
(12,7%) is totally distributed. This could indicate some sort of central storage 
facilitate. The majority (46,5%) of respondents indicated the tendency for 
applications to be shared. Most (32,4%) of the respondents indicated that 
applications are centralised: this indicates that there is some central processing 
facility. 
• Section 5 of the questionnaire was used to collect information with regard to core 
value activity contribution to operating to costs, and the impact of structural 
factors on core value activities. No extensive analysis was conducted but frequency 
analysis highlighted a number of interesting issues. With regard the contribution of 
core value activity to costs only the production activity were perceived as a major 
contributor to costs. When considering the impact of the structural factors it was 
interesting that the factors expected to have the biggest impact on specific core 
value activities did indeed have the biggest impact. For instance, the factors that had 
the biggest impact on Inbound Logistics are location of customers and co-
ordination of activities with customers. 
• When considering the perceived importance of all the information systems it is 
evident that most (44,77%) of the information systems were considered important 
for survival. A smaller number (29,85%) of the information systems were 
considered important to gain competitive advantage, and 3,9% of the information 
systems were considered important for survival and to gain competitive advantage. 
Approximately 20% of the information systems were perceived as not important. 
Marketing information systems were the only type of system where the majority 
of the information systems were perceived important to gain competitive 
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advantage. In all the other categories of information systems the majority of the 
information systems were important for survival. 
Table 4.27: Hypothesis testing - summary of the results 
Objective 
Objective 1: Detennine the 
relationship between business and 
IS decisions 
Hypothesis 
Hypothesis 1: Core activity 
contribution to costs will detennine 
the level of technology adoption 
Hypothesis 2: The impact of 
structural factors on core value 
activities will detennine the level of 
technology adoption 
Hypothesis 3: There is a 
relationship between industry 
competitive forces and an 
organisation's adoption of specific 
technologies 
Hypothesis 4: Core value activity 
contribution to costs will detennine 
the perceived importance of 
information systems 
Hypothesis 5: The impact of 
structural factors on core value 
activities will determine the 
perceived importance of 
information systems 
Hypothesis 6: An organisation's 
application portfolio and the 
industry's competitive forces are 
related 
Objective 2: Clarify the relationship Hypothesis 7: The perceived 
between IS strategy and structural 
decisions 
Chapter 4 
importance of information systems 
will determine an organisation's IS 
resourcing choices 
Hypothesis 8: The level of 
technology adoption will detennine 
an organisation's IS resourcing 
choices 
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Result 
Accept 
Accept 
Reject 
Accept 
Reject 
Accept 
Reject 
Reject 
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Section 3 of the chapter tested the different hypotheses. The results are summarised in 
table 4.27. The first objective was to determine the relationship between business and 
IS decisions. Four of the six hypotheses were accepted. The second objective was to 
determine the relationship between IS strategy and structure decisions. Both 
hypotheses were rejected. 
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Chapter 5 
CONCLUSION AND RECOMMENDATIONS 
1. INTRODUCTION 
Chapter 5 concludes the study. The main purpose of this chapter is to review the 
findings in chapter 4, arrive at certain conclusions, and make recommendations for 
further research. 
In chapter 1 the problem was stated as: 
Organisations fail to derive any benefit from information system(IS) strategy and 
structure decisions because there is no link between these decisions and business 
decisions and because organisations cannot distinguish between information 
system(IS) strategy and structure decisions. 
From this two objectives were derived: 
• To determine the relationship between information system{IS) and business 
decisions. 
There is strong support for the notion that there should be a link between business 
and information system(IS) decisions if management hopes to achieve any benefit 
from IS investments. The original problem stated that management does not perceive 
any value from IS investments. To determine the relationship between business and 
information system decisions the following sub-objectives were defined: 
• The relationship between the impact of the five competitive forces and level of 
technology adoption. 
• The relationship between the impact of the five competitive forces and an 
organisation's application portfolio. 
• The relationship between the contribution of core value activities to operating 
costs and level of technology adoption. 
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• The relationship between the contribution of core value activities to operating 
costs and an organisation's application portfolio. 
• The impact of structural factors on core value activities and level of technology 
adoption. 
• The impact of structural factors on core value activities and an organisation's 
application portfolio. 
• To clarify the relationship between information system(IS) strategy and 
information system(IS) structure decisions. 
To achieve any value from IS investments it is necessary to gain insight into the 
differences between IS strategy and IS structural choices. To clarify the relationship 
between IS strategy and structural decisions the following sub-objectives were defined: 
• To determine the relationship between an organisation's application portfolio 
and IS resourcing choices, and 
• To determine the relationship between an organisation's level of technology 
adoption and IS resourcing choices. 
The sub-objectives stated above in turn were then translated into an equivalent 
number of hypotheses that were tested in chapter 4. 
Sections 2 and 3 of chapter 5 are used to discuss the extent to which the two 
objectives of the study have been achieved. In each of these sections the major 
findings will be summarised and recommendations for further research will be made. 
Section 4 concludes chapter 5 and also the study. 
2. OBJECTIVE 1 - THE RELATIONSHIP BETWEEN BUSINESS AND IS 
DECISIONS 
It is important to state up front that the findings relating to both objectives are 
based on information collected. The respondents displayed the following 
characteristics - refer to chapter 4 section 2.1: 
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• The respondents were primarily from three sectors: Mining and Quarrying, 
Manufacturing, and Finance and Insurance. 
• The majority of the organisations has a turnover of more than Rand 100 million 
and a significant percentage(63,4%) more than Rand 1000 million. 
• The majority of the organisations employ more than 500 and a significant 
percentage more than a 1000 employees. 
The findings therefor relate to organisations with a high turnover and a large 
number of employees. The findings are primarily from the Mining and Quarrying, 
Manufacturing, and Finance and Insurance sectors. 
Is there a relationship between business and IS decisions? 
To establish if there is a relationship between business and IS decisions it is necessary 
to review each of the sub-objectives and each of the corresponding hypotheses. Level 
of technology adoption and the application portfolio are the dimensions of IS 
decisions. The application portfolio was discussed in detail in chapter 2 section 4.4.2 
and also chapter 3 section 4.5. Level of technology adoption was discussed in detail 
in chapter 2 section 4.4.2 and also chapter 3 section 4.7. 
The three dimensions of business decisions are core value activity contribution to 
costs, the impact of structural factors on these core value activities, and the impact 
of competitive forces. Core value activity contribution to costs was discussed in 
detail in chapter 2 section 3.2.2 and also chapter 3 section 4.6.1. Chapter 2 section 
3.2.3 and chapter 3 section 4.6.2 discussed the impact of structural factors on core 
value activities. Similarly chapter 2 section 3.2.1 and also chapter 3 section 4.3 
discussed the impact of the five competitive forces. 
The argument was that if core value activities, structural factors, and competitive 
forces shape business decisions it should also have an impact on IS strategy decisions. 
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IS strategy decisions are an organisation's level of technology adoption and 
application portfolio. 
In section 2.1 the emphasis is on the relationship between business decisions as 
defined above and level of technology adoption. Section 2.2 deals with the 
relationship between business decisions and an organisation's application portfolio. 
2.1 Business decisions and the level of technology adoption 
2.1.1 Hypothesis 3 - Core value activity contribution to costs will determine the 
level of technology adoption. 
Please ref er to chapter 4 section 3 .1. 3. It should be emphasised that there was no 
statistical measure that could be used to determine the overall relationship between 
the predictor and dependent variables. The analysis conducted and a visual 
inspection of the results, see table 4.17 in chapter 4, suggested that the hypothesis 
could be accepted. The conclusion was drawn that the expenses incurred by specific 
organisations on specific core value activities are related to the organisations' level of 
technology adoption. This means that organisations do believe that technology can 
have an impact on costs. In addition, the following relationships are statistically 
true: 
• The expenses incurred on inbound logistics and level of technology adoption 
• The expenses incurred on outbound logistics and level of technology adoption 
• The expenses incurred on support and level of technology adoption 
• Technologies that are unknown and expenses incurred and all activities 
• Technologies that are evaluated and expenses incurred and all activities 
There is a strong argument that an organisation's adoption of new IS technologies 
will be influenced by the cost of certain value activities. Cost is only one dimension 
of competitiveness. The ability to add value to a product or services by a specific 
value activity should also impact the adoption of new IS technologies. For further 
research it is recommended that: 
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• A more detailed analysis of costs and its' impact on technology adoption should 
be conducted. 
• The impact of a core value activity's ability to add value on the level of 
technology adoption should also be considered. 
2.1.2 Hypothesis 5 - The impact of the structural factors on core activities will 
determine the level of technology adoption. 
Please refer to chapter 4 section 3.1.5 and table 4.21. The analysis performed and a 
visual inspection of table 4.21 indicated the existence of a relationship between the 
impact of structural factors on core value activities and the level of technology 
adoption. It can therefor be argued that the impact of structural factors, such as the 
co-ordination of activities between suppliers and an organisation, on the expenses 
incurred on core value activities is related to the level of technology adoption. 
There are numerous factors such as location and co-ordination of activities 
between suppliers and customers that will impact the costs incurred by core value 
activities. If these factors can be identified, the necessary IS choices can be made to 
counter the high costs incurred by these activities. These structural factors were 
discussed in detail in chapter 2 section 3.2.3 and chapter 3 section 4.6.2. It is 
recommended that further research be conducted to determine the relationship 
between structural factors that impact specific value activities and an organisation's 
level of technology adoption. Future research could focus on the impact of specific 
structural factors on specific core value activities and the determine the relationship 
with specific technologies. 
2.1.3 Hypothesis 2 -There is a relationship between the industry competitive 
forces and an organisation's level of technology adoption. 
Refer to chapter 4 section 3.1.2 and table 4.16. The results of three types of analysis 
resulted in the rejection of the hypothesis. There is no relationship between the 
impact of the five competitive forces and level of technology adoption. This is 
contrary to the theory that proposes the need for a link between IS and business 
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decisions(Duffy&Assad 1989). In chapter 1 section 3.2 the concept of strategic 
alignment was discussed. This model proposed the link between business strategy 
and IS strategy. Scope was defined as one of the components of IS strategy and 
refers to the use of IS technology to support or shape business decisions. 
Parsons(1983) proposed the link between competitive forces and IS. There appears 
to be sufficient support for the argument that there should be a link between 
competitive forces and IS strategy decisions related to the level of technology 
adoption. 
A possible explanation is that most organisations still do not understand, or refuse 
to apply, the potential of IS technology to shape business decisions, refer to the 
arguments put forward by Henderson and Venkatraman(1993), Goldberg and 
Sifonis(1994), and Luftman et al.(1993). 
If level of technology adoption is a valid measure for determining IS strategy 
choices then the results from the three hypotheses are mixed. In two cases the 
null hypothesis could be rejected and therefor there appears to be a relationship 
between IS strategy choices and business choices, and more specifically between 
the level of technology adoption and business choices. 
2.2 Business decisions and the application portfolio 
2.2.1 Hypothesis 4 - Core activity contribution to costs will determine the 
perceived importance of information systems 
Refer to chapter 4 section 3.1.4. It was argued that the hypothesis can be accepted. 
There is a relationship between core activity contribution to cost and the perceived 
importance of information systems. This is a subjective opinion based on the analysis 
performed and visually inspecting tables 4.18, 4.19, and 4.20 in chapter 4. Please note 
the absence of a suitable statistical tool to measure the relationship between all 
predictor and dependent variables. The following relationships were found to be 
statistically valid: 
• The expenses incurred on inbound logistics and the perception that information 
systems are not important. 
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• The expenses incurred on production and the perception that information systems 
are not important. 
• The expenses incurred on support an~ the perception that information systems are 
not important. 
• The expenses incurred on all activities and the perception that information systems 
are important for survival. 
• The expenses incurred on all activities and the perception that information systems 
are important to gain competitive advantage. 
This test was complex as a result of the measuring instruments, refer to sections 4 and 
5 of the questionnaire. It was difficult to establish a portfolio information systems 
generic enough to apply to all industries and complete enough to provide the required 
research information. The result was a large number of variables that had to be 
decreased for analysis purposes by means of component analysis. The second 
problem was the choice of type of variable, in this case categorical. A continuous 
variable would have made the analysis much simpler. 
The results of the analysis support the relationship between core value activity 
contribution to costs and the perceived importance of information systems 
(application portfolio). It can therefor be argued that the costs incurred by a specific 
value activity will determine the importance of specific information systems. The 
latter was not determined during this analysis and it is recommended therefor that it 
will be of benefit to conduct research in this area in the future. 
2.2.2 Hypothesis 6 - The impact of structural factors on core value activities will 
determine the perceived importance of information systems. 
Please refer to chapter 4 section 3.1.6. A review of the analysis performed and 
visually inspecting tables 4.22, 4.23, and 4.24 in chapter 4, proposes that this 
hypothesis can be rejected. Considering the fact that there was no suitable statistical 
measure to determine the overall relationship between all predictor and dependent 
variables, a number of statistically valid deductions can be made: 
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• There is a relationship between the structural factors that impact core value 
activities and the perception that specific information systems are not important. 
• The relationship between the perception that marketing information systems are 
important to gain competitive advantage and the impact of structural factors on 
core value activities. 
In section 2.1.2 it was argued that business decisions(impact of structural factors) and 
IS strategy decisions, with specific reference to level of technology adoption, are 
related. In this case it was not possible to prove the existence of a link between 
structural factors and perceived importance of information systems. It can be argued 
that this specific link between structural factors and the perceived importance of 
information systems is not actively analysed by most organisations. There is strong 
theoretical support for this link and it is recommended that the impact of structural 
factors on IS strategy choices is further analysed to include a wider spectrum of IS 
strategy choices such as choices related to distinctive competencies and governance. 
2.2.3 Hypothesis 1-An organisation's application portfolio and the impact of 
the competitive forces are related. 
Refer to chapter 4 section 3.1.1. Reviewing the results of the analysis and visually 
inspecting tables 4. 8(a), 4.9, and 4.12 in chapter 4 indicates that the hypothesis can 
be accepted. In other words, the impact of the five competitive forces is related to 
the perceived importance of information systems. There is support for the fact that 
specific competitive forces impact the perceived importance of specific information 
systems. The question is which competitive forces will impact on which 
information systems? 
It can be argued that there is a relationship between business decisions and an 
organisation's application portfolio. It certainly is true for two of the three 
chosen dimensions of business decisions. These dimensions are core value 
activity contribution to costs and the impact of the five competitive forces. The 
hypothesis was rejected that measured the relationship between the impact of 
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structural factors and an organisation's application portfolio. Perhaps it can be 
argued that when organisations decide on specific information systems, 
inadequate analysis is conducted to determine which factors these systems 
should counter. 
2.3 Conclusion and recommendations 
Consider the table below. This table summarises the results from all the tests 
conducted: 
• The costs of core value activities are related to both an organisation's level of 
technology adoption and application portfolio. 
• The impact of structural factors such as location of value activities is only related 
to an organisation's level of technology adoption. It is not related to an 
organisation's perceived importance of information systems. One possible 
explanation is the indirect nature of the relationship between structural factors 
and the application portfolio and other IS strategy choices. Another explanation 
might be the grouping of the structural factors for analysis purposes. 
• The impact of the competitive forces is related to an organisation's application 
portfolio but not to the level of technology adoption. It can be argued that IS 
technology is still not seen as important enough when determining business 
strategy. 
Table 5.1: Summary of the results of the hypotheses testing 
IS decisions dimensions 
Business decisions dimensions Level of technology adoption Application portfolio 
• Core value activity Accept Accept 
contribution to costs 
• Impact of structural factors Accept Reject 
on core value activities 
• Impact of the five Reject Accept 
competitive forces 
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The following recommendations are made: 
• With regard to the relationship of core value activities and IS strategy choices, it 
is recommended that a more comprehensive study be conducted to determine the 
relationship between detailed costs of value activities and IS strategy choices. The 
costs of generic value activities should be broken down in more detail. At the 
same time such a study should consider the role the value activities play in adding 
value to products and/ or services and it's relationship to IS strategy choices. It 
will also be of benefit to gain an understanding of which specific value activities 
impact which specific information systems and the adoption of specific 
technologies. 
• The impact of structural factors also requires further clarification. Which core 
value activities are impacted by which structural factors. For instance, will 
location impact inbound logistics more than production? 
• Further research is required to determine the impact of specific competitive 
forces on specific information systems. Example: If buyers are powerful, which 
systems will make the biggest contribution to eroding buyer power? 
In the majority of cases the tests were positive indicating the existence of a link 
between business and IS decisions. 
3. OBJECTIVE 2 - THE RELATIONSHIP BETWEEN IS STRATEGY AND 
STRUCTURAL DECISIONS 
The purpose of the second objective was to clarify the link between IS strategy and 
structural decisions. The problem was discussed in detail in chapter 1 section 2.2. In 
section 3.2 of the same chapter the strategic alignment model was introduced to help 
clarify the link. This framework was discussed in detail in chapter 2 section 4.2. 
This model proposes that no IS structural choice is a result of business strategy 
choices. Could this be confirmed? It was argued that if the above was true, then 
there would be a link between IS structural choices and business structural choices 
and IS structural choices and IS strategy choices. 
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IS strategy choices as discussed in the previous section were defined as having two 
dimensions: 
• The application portfolio or perceived importance of information systems, and 
• The level of technology adoption. 
IS resourcing choices was used to measure one dimension of IS structural choices. 
This was discussed in detail in chapters 2 and 3. 
How do IS strategy decisions relate to IS structural decisions? 
To find an answer it is necessary to review each of the sub-objectives and each of the 
corresponding hypotheses. 
3.1 Hypothesis 7 - The perceived importance of information systems will 
determine an organisation's IS resourcing choices. 
Please refer to chapter 4 section 3.2.1. The analysis conducted and a visual inspection 
of the results, see tables 4.25(a), (b) and (c) in chapter 4, suggested that the hypothesis 
could be rejected. It means that there is no relationship between an organisation's 
application portfolio and IS resourcing choices. 
The perceived importance of specific information systems is not related to choices 
regarding IS resources. One possible explanation is vested in the confusion with 
regard to terminology and also different view points. 
3.2 Hypothesis 8 -The level of technology adoption will determine an 
organisation's IS resourcing choices. 
Please refer to chapter 4 section 3.2.2. The analysis performed and a visual 
inspection of table 4.26 indicated no relationship between an organisation's level of 
technology adoption and the IS resourcing choices. 
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3.3 Conclusion and recommendations 
The objective above was based on the strategic alignment model that proposes IS 
structural choices to be a result of IS strategy choices and business structural choices. 
Only one dimension of this model was tested. This dimension is the relationship 
between IS strategy and IS structural choices. In fact, only the resourcing aspect of 
IS structural choices was analysed. The result of the analysis indicated no 
relationship between IS strategy and IS structural choices. 
It is recommended that further research is conducted that will: 
• Clarify the role of the application portfolio. 
• Add other aspects of IS structural choices such as hardware/ software 
infrastructure choices to the analysis. 
• Add other aspects of IS strategy choices such as IS competencies to the analysis. 
• Review the relationship between business strategy, structure and IS structure 
respectively. 
4. CONCLUSION 
There is a link between business strategy and IS strategy decisions! More 
specifically there is a link between: 
• Core value activity contribution to costs and an organisation's application 
portfolio, i.e. the perceived importance of information systems. 
• Core value activity contribution to costs and an organisation's level of 
technology adoption. 
• The impact of structural factors on core value activities and an organisation's 
level of technology adoption. 
• The impact of the five competitive forces and an organisation's application 
portfolio. 
The link between the following could not be proved: 
• The impact of structural factors on core value activities and an organisation's 
application portfolio. 
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• The impact of the five competitive forces and an organisation's level of 
technology adoption. 
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Figure 5 .1: Summary of research results 
It is recommended that: 
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IS STRUCTURE: 
IS resourcing 
• A more comprehensive study should be conducted to determine the relationship 
between detailed costs of value activities and IS strategy choices. The study 
should also consider the role the value activities play in adding value to products 
and/ or services and it's relationship to IS strategy choices. It will also be of 
benefit to gain an understanding of which specific value activities impact on 
which specific information systems and the adoption of specific technologies. 
• The impact of structural factors also requires further clarification. 
• Further research is required to determine the impact of specific competitive 
forces on specific information systems. 
The link between IS strategy and IS structural choices could not be proved. There is 
no relationship between: 
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CONCLUSION 
• An organisation's application portfolio and it's IS resourcing choices, and 
• An organisation's level of technology adoption and it's IS resourcing choices. 
It is recommended that further research is conducted that will: 
• Clarify the role of the application portfolio. 
• Add other aspect of IS structural choices to the analysis. 
• Add other aspects of IS strategy choices to the analysis. 
• Review the relationship between business strategy, structure and IS structure 
respectively. 
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PROCEDURE 1: 
S'TATfSTTGAf,TEq:INIQUE;: ¢OJffiEI!l~1llQ~ ANl\LYSIS 
OBJECTIW: Determine'the relatiooshiprbetweeil -Ole linpoi:'t of competltlv~ (or:us and ~n oigaqisatlon's_appllcafion 
. . . ... . ~ 
portfolio " •-
proc corr data=doctor.S4fctSYS output=rl; 
var Factort Factorl Factor3 Factor4 Factors Factor6 Factor7 Factors 
Factor9 Factor10 Finl HR1 Prodl Outl lnl Markt Suppl Finl HR2 Prodl 
Outl Inl Mark2 Suppl Fin3 HR3 Prod3 Out3 In3 Mark3 Supp3; 
run; 
PROCEDURE l: 
STATISTICAL TECliNIQUE: REGRESSION A 'ALYSTS 
OBJECTIVE: Determine the relationship between the impaClt of competitive forces anti an organisation' s application 
portfolio 
proc reg data=doctor.S4fctsys; 
model Finl HRI Prodl Outl Int Marki Suppl= Factorl Factorl 
Factor3 Factor4 Factors Factor6 Factor7 Factors Factor9 Factor10; 
run; 
proc reg data=doctor.S4fctsys; 
run; 
model Finl HR2 Prodl Outl Inl Mark2 Suppl= Factort Factorl 
Factor3 Factor4 Factors Factor6 Factor7 Factors Factor9 Factor10; 
proc reg data=doctor.S4fctsys; 
run; 
model Fin3 HR3 Prod3 Out3 In3 Mark3 Supp3 = Factorl Factorl 
Factor3 Factor4 Factors Factor6 Factor7 Factors Factor9 Factor10; 
PROCEDURE 3: 
STATISTfCAL TECHNIQUE: CANONlc'i\L GORRELA11l0N ANMvsfs 
OBJECTIVE: Determine the relationship between·the Jmpac_t of.competitive forces and an orgaoisatio~' applh:ation 
portfolio 
proc cancorr data=doctor.S4fctsys; 
run; 
var Finl HRI Prodl Outl lnl Markt Suppl; 
with Factorl Factorl Factor3 Factor4 Factors Factor6 
Factor7 Factors Factor9 FactorlO; 
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proc cancorr !fata=doctor.S4fctsys; 
run; 
var Fin2 HR2 Prod2 Out2 In2 Mark2 Supp2; 
with Factor! Factor2 Factor3 Factor4 Factor5 Factor6 
Factor7 Factor8 Factor9 FactorlO; 
proc cancorr data=doctor.S4fctsys; 
run; 
var Fin3 HR3 Prod3 Out3 In3 Mark3 Supp3; 
with Factor! Factor2 Factor3 Factor4 Factors Factor6 
Factor7 Factor8 Factor9 FactorlO; 
PROCEDURE 4: 
proc corr data=doctor.S4fcttec output=rl; 
var Factor! Factor2 Factor3 Factor4 Factors Factor6 Factor7 Factor8 
Factor9 FactorlO Unknown Tracked Evaluate Adopted; 
run; 
PROCEDURE S: 
ST.AoTJfirrl~~;(J:E~~Iq~: REGRESS,~QI'E;AN~YSIS :;'. ·· . ;; c0 . 
oBJt:drWE~ D~te~ine th~ relatiojlshivJ~e~een th~ iinpac~~f~cnnpetitiv~f~~~~·ll.nd leve!'i:lttechnoloi&adoption 
',,;.~;··'·::;·:.,:~;>· "'·"· ... <,,' ,,.,, ·-. k;,;;·; ··,£,·:->.-st·::'-,<,· ' .· - •' < <·· . ":''\fi ... ' ·.·:;.,. ~-·.:;f> ': 
proc reg data=doctor.S4fcttec; 
run; 
model Unknown= Factor! Factor2 Factor3 Factor4 Factors 
Factor6 Factor7 Factor8 Factor9 FactorlO; 
model Tracked = Factor! Factor2 Factor3 Factor4 Factors 
Factor6 Factor7 Factor8 Factor9 FactorlO; 
model Evaluate= Factor! Factor2 Factor3 Fai:tor4 Factor5 
Factor6 Factor7 Factor8 Factor9 FactorlO; 
model Adopted = Factorl Factor2 Factor3 Factor4 Factor5 
Factor6 Factor7 Factor8 Factor9 FactorlO; 
proc cancorr data=doctor.S4fcttec; 
run; 
var Unknown Tracked Evaluate Adopted; 
with Factor! Factor2 Factor3 Factor4 Factors Factor6 
Factor7 Factor8 Factor9 FactorlO; 
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PROCEDURE 7: 
proc anova data=doctor.slacttec; 
class actl act2 act3 act4 act5; 
model unknown tracked evaluate adopted = actl actl act3 act4 acts; 
title 'Association between primary activities and technology'; 
run; 
PROCEDURE 8: 
~1'ATIS1tlfALTECHNIQ~:~A.i:Y$'$:o. 
OBJE~i1~~i~r:~j11e thef~i~fo~~~~.~~!P~ .. 
~J~elicatiOn Portf~lio • • · · 
proc anova data=doctor.slactsys; 
class actl actl act3 act4 act5; 
model Finl HRI Prodl Outl lnl Marki Suppl= actl actl act3 act4 actS; 
title 'Association between primary activities and Not important systems'; 
run; 
proc anova data=doctor.slactsys; 
class actl actl act3 act4 actS; 
run; 
model Finl HRl Prodl Outl lnl Mark2 Suppl= actl actl act3 act4 actS; 
title 'Association between primary activities and Survival systems'; 
proc anova data=doctor.slactsys; 
class actl actl act3 act4 act5; 
model Fin3 HR3 Prod3 Out3 ln3 Mark3 Supp3 = actl actl act3 act4 act5; 
title 'Association between primary activities and Competitive advantage systems'; 
run; 
PROCEDURE 9: 
proc anova data=doctor.slcsttec; 
run; 
class costl cost2 cost3 cost4 cost5; 
model unknown tracked evaluate adopted= costl costl cost3 cost4 cost5; 
title 'Association between cost factors and technology'; 
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proc anova data=doctor.s2cstsys; 
class costl cost2 cost3 cost4 costS; 
model Finl HRl Prodl Outl Int Marki Suppl= costl cost2 cost3 cost4 costS; 
title 'Association between cost factors and Not important systems'; 
run; 
proc anova data=doctor.s2cstsys; 
class costl cost2 cost3 cost4 costs; 
model Fin2 HR2 Prod2 Out2 ln2 Mark2 Supp2 = costl cost2 cost3 cost4 costS; 
title 'Association between cost factors and Survival systems'; 
run; 
proc anova data=doctor.s2cstsys; 
class costl cost2 cost3 cost4 costs; 
model Fin3 HR3 Prod3 Out3 ln3 Mark3 Supp3 = costl cost2 cost3 cost4 costS; 
title 'Association between cost factors and Competitive advantage systems'; 
run; 
PROCEDURE 11: 
'" :<1;·~·11,~0:·>>' ~~5,(' ''/ '~~" 
,;:~p~;J1i~i~n~t:·~1r~~i.;~ choic~ 
·, ·:~,;;~ '><" :·~.~~,i " 
. UE! CORRELATION'A.NA.Cvsn;jb 
'····''''·' . <<~;<.~· .. , . ,, "·,. '·'"" .,. • ,~ ·;~,~~ .:f.'Atatiijw~lt 
/"'c '·'~Y,; 
proc corr data=doctor.S6syshrc output=r2; 
var lnhouse Outsourc Finl HRI Prodl Outl lnl Marki Suppl Fin2 HR2 Prod2 
Out2 ln2 Mark2 Supp2 Fin3 HR3 Prod3 Out3 ln3 Mark3 Supp3; 
run; 
PROCEDURE 12: 
proc corr data=doctor.S6techrc output=rl; 
var lnhouse Outsourc Unknown Tracked Evaluate Adopted; 
run; 
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SE_CTION I 
Tbe re{t{tfon~l!ip ,'betwe_en tbe:impact;oJJlte five cotriP<ititiv~foraes and atz OrJJanisation's 
applicy;tti,o_n pqrtfoti.o ·=~ • ; ,. · • ' .. · 
• CORRELATION ANAL YSJS 
INDEPENDENT VARIABLES: Competitive forces - measured by the variables Factor!, Factor2, Factor3, Factor4, 
Factors, Factor6, Factor7, Factor8, Factor9,Factor!O. 
DEPENDENT VARIABLES: Application portfolio - measured by the three sets of variables: Set I: Fin I, HR!, Prod J, 
In!, Out!, Marki, Suppl; Set 2: Fin2, HR2, Prod2, In2, Out2, Mark2, Supp2; Set 3: Fin3, HR3 , Prod3, In3, Out3, Mark3 , 
Supp3. 
The SAS System 14:33 Tuesday, October 15, 1996 4 
31 'VAR'Variables: FACTOR! FACTOR2 FACTOR3 
FACTORS FACTOR9 FACTORIO FINI 
INl MARKI SUPPi FIN2 HR2 
IN2 MARK2 SUPP2 FIN3 HR3 
IN3 MARK3 SUPP3 
Correlation Analysis 
FACTOR4 FACTORS FACTOR6 FACTOR7 
HR! PRODl OUT! 
PROD2 OUT2 
PROD3 OUT3 
Pearson Correlation Coefficients I Prob > IRI under Ho : Rho=O I N= 71 
Factor! Factor2 Factor3 Factor4 Factors Factor6 Factor7 Factor8 Factor9 FactorlO 
FINI -O. IS3 l 0 0.00496 -0.32927 -0.625S7 -0.47171 -0.15660 -0.39623 0.26214 0.209S6 0.59575 
0.2024 0.9672 0.0050 0.0001 0.0001 0.1922 0.0006 0.0272 0.0794 0.0001 
HR! -0.14724 -0.16408 -0.43562 -0.45827 -0.72S33 0.09365 -0.20741 0.361S8 0.42162 0.66158 
0.220S 0.171S 0.0001 0.0001 0.0001 0.4373 0.0826 0.0019 0.0003 0.0001 
PROD! -0.03437 0.01021 0.07934 -0.0951S 0.10641 -0.20118 -0.11033 0.15898 0.1621S 0.41009 
0.7760 0.9326 0.S!07 0.4300 0.3771 0.092S 0.3S97 O. l 8S4 0.1767 0.0004 
OUT! -0.10728 0.08230 -0.08S95 -0.31822 -0.15836 -0.16693 -0.35897 0.39951 0.25172 0.55295 
0.3732 0.4950 0.4760 0.0068 0.1872 0.1641 0.0021 0.0006 0.0342 0.0001 
IN! -0.44764 -0.28182 -0.35638 -0.32319 -0.22407 -0.3S24S -0.39448 -0.84466 -0.41893 -0.45192 
0.0001 0.0173 0.0023 0.0060 0.0603 0.0026 0.0007 0.0001 0.0003 0.0001 
MARKI -0.44927 -0.45348 -0.38219 -0.27496 -0.18928 -0.33174 -0.39696 -0.52387 -0.53661 -0.40307 
0.0001 0.0001 0.0010 0.0203 0.1139 0.0047 0.0006 0.0001 0.0001 0.0005 
SUPPi -O.S1876 -0.36136 -0.58747 -0.39911 -0.36481 -0.36659 -0.48658 -0.47528 -0.3 1842 -0.5S620 
0.0001 0.0020 0.0001 0.0006 0.0018 0.0017 0.0001 0.0001 0.0068 0.0001 
FIN2 -0.41884 -0.2S489 -0.42S81 -0.48782 -0.33409 -0.34169 -0.4S614 -0.36807 -0.29690 -0.40256 
0.0003 0.0319 0.0002 0.0001 0.0044 0.003S 0.0001 0.0016 0.0119 o.ooos 
HR2 -0.33449 -0.20677 -0.36246 -0.3S256 -0.3S871 -0.2S943 -0.365SI -0.S0606 -0.41136 -0.48641 
0.0044 0.0836 0.0019 0.0026 0.0021 0.0289 0.0017 0.0001 0.0004 0.0001 
PROD2 -0.3S04S -0.IS083 -0.2S942 -0.293S6 -0.16144 -0.68749 -O.SS223 -0.2202S -0.24609 -0.453S8 
0.0027 0.2093 0.0289 0.0130 0.1786 0.0001 0.0001 0.0649 0.0386 0.0001 
OUT2 -0.39276 -0.286Sl -0.36629 -0.32149 -0.24597 -0.46395 -0.48202 -0.43956 -0.34473 -0.52283 
0.0007 0.0154 0.0017 0.0063 0.0387 0.0001 0.0001 0.0001 0.0032 0.0001 
IN2 0.13837 0.07959 0.14057 0.13S34 -0.07879 0.27624 0.19730 0.16206 0.03738 0.02101 
0.2498 O.S094 0.2423 0.260S 0.S137 0.0197 0.0991 0.1769 0.7S69 0.8620 
MARK2 0.16998 0.1168S 0.00107 0.21042 O.OIOS5 0.32320 0.31617 0.11075 0.07989 0.19847 
0.1564 0.3318 0.9929 0.0782 0.9304 0.0060 0.0072 0.3579 0.5078 0.0971 
227 
SUPP2 -0.21703 -0.31267 -0.24081 -0.25193 -0.23637 -0.11173 -0.32311 -0.18786 -0.23323 -0.01821 
0.0691 0.0079 0.0431 0.0341 0.0472 0.3536 0.0060 0.1167 0.0503 0.8802 
FIN3 -0.31370 -0.14524 -0.53219 -0.53132 -0.39116 -0.24932 -0.44770 -0.16461 -0.09003 -0.02007 
0.0077 0.2268 0.0001 0.0001 0.0007 0.0360 0.0001 0.1701 0.4553 0.8680 
HR3 -0.09777 -0.22466 -0.21976 -0.20053 -0.28126 -0.13361 -0.15705 -0.20397 0.19746 0.02204 
0.4173 0.0596 0.0656 0.0936 0.0175 0.26()7 0.1909 0.0880 0.0988 0.8552 
PROD3 -0.30997 -0.13211 -0.13026 -0.07605 -0.11593 0.19042 -0.00993 0.19411 0.18201 0.10915 
0.0085 0.2721 0.2789 0.5284 0.3357 0.1117 0.9345 0.1048 0.1287 0.3649 
OUT3 -0.30113 -0.31379 -0.36171 -0.32351 -0.43400 -0.01331 -0.23834 -0.00087 0.23457 0.13371 
0.0107 0.0077 0.0019 0.0059 0.0002 0.9123 0.0453 0.9943 0.0490 0.2663 
IN3 -0.21142 0.07941 -0.00577 0.02890 0.08567 -0.12042 -0.12802 -0.03181 -0.26694 -0.20116 
0.767 0.5103 0.9619 0.8109 0.4775 0.3171 0.2873 0.7923 0.0244 0.0925 
0.768 
MARK3 -0.00530 0.00002 -0.21486 0.04206 0.01751 0.18388 0.09672 -0.04157 0.05211 0.18017 
0.9650 0.9999 0.0720 0.7276 0.8847 0.1248 0.4223 0.7307 0.6661 0.1327 
SUPP3 -0.28347 -0.21795 -0.35409 -0.29532 -0.10951 -0.17605 -0.15615 -0.02363 -0.01434 0.00567 
0.0166 0.0679 0.0024 0.0124 0.3633 0.1419 0.1935 0.8449 0.9055 0.9626 
not important~ 
• REGRESSION ANALYSIS 
INDEPENDENT VARIABLES: Competitive forces - measured by the variables Factor!, Factor2, Factor3, Factor4, 
Factors, Factor6, Factor7, Factors, Factor9,Factorl0. 
DEPENDENT VARIABLES: Application portfolio - measured by the three sets of variables: Fin 1, HRl, Prod l, In l, 
Out!, Marki, Suppl 
The SAS System 07:14 Friday, October 25, 1996 27 
Dependent Variable: FINl 
Analysis of Variance 
Sum of Mean 
Source OF Squares Square F Value Prob>F 
Model 10 7.93096 0.79310 13.257 0.0001 
Error 60 3.58961 0.05983 
c Total 70 11. 52057 
Dependent Variable: HRl 
Analysis of Variance 
Sum of Mean 
Source OF Squares Square F Value Prob>F 
Model 10 9.73779 0.97378 25.645 0.0001 
Error 60 2.27832 0.03797 
c Total 70 12 .01611 
Dependent Variable: PRODl 
Analysis of Variance 
Sum of Mean 
Source OF Squares Square F Value Prob>F 
Model 10 2.26779 0.22678 4.761 0.0001 
Error 60 2.85783 0.04763 
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C Total 70 5.12562 
Dependent Variable: OUTl 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square 
Model 10 3.68152 0.36815 
Error 60 2.14150 0.03569 
c Total 70 5.82302 
Dependent Variable: INl 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square 
Model 10 4.58797 0.45880 
Error 60 0.0001933588 3.2226462E-6 
c Total 70 4.58817 
Dependent Variable: MARKl 
Analysis of 
Sum of 
Source DF Squares 
Model 10 5.28315 
Error 60 0.04317 
C Total 70 5.32632 
Dependent Variable: SUPPl 
Analysis of 
Sum of 
Source DF Squares 
Model 10 7.41834 
Error 60 0.00307 
C Total 70 7.42141 
• CANONICAL CORRELATION ANALYSIS 
Multivariate Statistics and F Approximations 
Statistic 
Wilks' Lambda 
Pillai's Trace 
Hotelling-Lawley Trace 
Roy's Greatest Root 
S=7 M=l 
Value 
0.000000 
4.693814 
27271.736973 
25893.470190 
Variance 
Mean 
Square 
0.52831 
0.00072 
Variance 
Mean 
Square 
0.74183 
0.00005 
N=26 
F 
294.4 
12.2 
20370.3 
155360.8 
F Value Prob>F 
10.315 0.0001 
F Value Prob>F 
142366.694 0.0001 
F Value Prob>F 
734.246 0.0001 
F Value Prob>F 
14502.657 0.0001 
Num DF Den DF Pr > F 
70 321.6881 0.0001 
70 420 0.0001 
70 366 0.0001 
10 60 0.0001 
NOTE: F Statistic for Roy's Greatest Root is an upper bound. 
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INDEPENDENT VARIABLES: Competitive forces- measured by the variables Factorl, Factor2, Factor3, Factor4, 
Factors, Factor6, Factor?, Factor8, Factor9,Factorl0. 
DEPENDENT VARIABLES: Application portfolio - measured by the three sets of variables: Fin2, HR2, Prod2, In2, 
Out2, Marl<2, Supp2 
• REGRESSION ANALYSIS 
Dependent Variable: FIN2 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 5.61230 0.56123 9.381 0.0001 
Error 60 3.58961 0.05983 
C Total 70 9. 20191 
Dependent Variable: HR2 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 4.25696 0.42570 11.211 0.0001 
Error 60 2.27832 0.03797 
C Total 70 6.53528 
Dependent Variable: PROD2 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F value Prob>F 
Model 10 6.46833 0.64683 13.580 0.0001 
Error 60 2.85783 0.04763 
C Total 70 9.32616 
Dependent Variable: OUT2 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 4.46645 0.44665 12.514 0.0001 
Error 60 2.14150 0.03569 
C Total 70 6.60795 
Dependent Variable: IN2 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 12.76363 1.27636 1.338 0.2318 
Error 60 57.23636 0.95394 
C Total 70 69.99999 
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Dependent Variable: MARK2 
Analysis of Variance 
Sum of Mean 
Source OF Squares Square F Value Prob>F 
Model 10 13.31221 1.33122 1.409 0.1985 
Error 60 56.68780 0.94480 
C Total 70 70.00001 
Dependent Variable: SUPP2 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 31.48550 3.14855 4.905 0.0001 
Error 60 38.51447 0.64191 
C Total 70 69.99997 
• CANONICAL CORRELATION ANALYSIS 
Multivariate Statistics and F Approximations 
S=7 M=l N=26 
Statistic Value F Num OF Den DF Pr > F 
Wilks' Lambda 0.03242998 3.6783 70 321.6881 0.0001 
Pillai's Trace 2.11818013 2.6033 70 420 0.0001 
Hotelling-Lawley Trace 7.24476838 5 .4114 70 366 0.0001 
Roy's Greatest Root 5.10857627 30.6515 10 60 0.0001 
NOTE: F Statistic for Roy's Greatest Root is an upper bound. 
~4==~"'ilille~Gt~~~w~""~'~ 
~'.,<(', < i>', ''v•'.';.~;y ',.f) ,~;;,,:'-
INDEPENDENT VARIABLES: Competitive forces- measured by the variables Factor!, Factor2, Factor3, Factor4, 
Factors, Factor6, Factor?, Factor8, Factor9,Factorl 0. 
DEPENDENT VARIABLES: Application portfolio - measured by the three sets of variables: Fin3, HR3, Prod3, In3, 
Out3, Mark3, Supp3. 
• REGRESSION ANALYSIS 
Dependent Variable: FIN3 
Source 
Model 
Error 
C Total 
Dependent Variable: HR3 
Source 
Model 
Error 
C Total 
OF 
10 
60 
70 
OF 
10 
60 
70 
Analysis of 
Sum of 
Squares 
29.39682 
40.60322 
70.00004 
Analysis of 
Sum of 
Squares 
18.37171 
51.62832 
70.00003 
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Variance 
Mean 
Square F Value Prob>F 
2.93968 4.344 0.0001 
0. 67672 
Variance 
Mean 
Square F Value Prob>F 
1.83717 2.135 0.0351 
0.86047 
Dependent Variable: PROD3 
Analysis of 
Sum of 
Source DF Squares 
Model 10 19. 39679 
Error 60 50.60317 
C Total 70 69.99996 
Dependent Variable: OUT3 
Analysis of 
Sum of 
Source DF Squares 
Model 10 18.87710 
Error 60 51.12288 
C Total 70 69.99997 
Dependent Variable: IN3 
Analysis of 
Sum of 
Source DF Squares 
Model 10 15.31951 
Error 60 54.68051 
C Total 70 70.00002 
Dependent Variable: MARK3 
Analysis of 
Sum of 
Source DF Squares 
Model 10 15 .17245 
Error 60 54.82756 
c Total 70 70.00001 
Dependent Variable: SUPP3 
Analysis of 
Sum of 
Source DF Squares 
Model 10 20.38932 
Error 60 47.06253 
c Total 70 67.45185 
• CANONICAL CORRELATION ANALYSIS 
Multivariate Statistics and F Approximations 
Statistic 
Wilks' Lambda 
Pillai's Trace 
Hotelling-Lawley Trace 
Roy's Greatest Root 
S=7 M=1 
Value 
0.11391302 
1.72951855 
2.81812897 
1.02961533 
Variance 
Mean 
Square F Value 
1.93968 2.300 
0.84339 
Variance 
Mean 
Square F Value 
1.88771 2.215 
0.85205 
Variance 
Mean 
Square F Value 
1.53195 1.681 
0.91134 
Variance 
Mean 
Square F Value 
1. 51725 1.660 
0.91379 
Variance 
Mean 
Square F Value 
2.03893 2.599 
0.78438 
N=26 
F Num DF Den DF 
2.0746 70 321.6881 
1.9689 70 420 
2.1050 70 366 
6.1777 10 60 
NOTE: F Statistic for Roy's Greatest Root is an upper bound. 
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Prob>F 
0.0232 
Prob>F 
0.0287 
Prob>F 
0.1064 
Prob>F 
0 .1117 
Prob>F 
0.0109 
Pr > F 
0.0001 
0.0001 
0.0001 
0.0001 
SECTTON2 
The relationship between the i~pact of the fiv~ competitive forces a11d level of technology 
: 
adoption .. 
.J· 'I ~1. ., , ... 
INDEPENDENT VARIABLES: Competitive forces - measured by the variables Factor l, Factor 2, ,Factom. 
DEPENDANT VARIABLES: Level of technology adoption - measured by the variables Unknown, Tracked, Evaluate and 
Adopt. 
• CORRELATION ANALYSIS 
The SAS System 14:33 Tuesday, October lS, 1996 1 
14 'VAR' Variables: FACTORl FACTOR2 FACTOR3 FACTOR4 FACTORS FACTOR6 FACTOR? 
FACTORS FACTOR9 FACTORlO UNKNOWN TRACKED EVALUATE ADOPTED 
Correlation Analysis 
Pearson Correlation Coefficients I Prob > IRI under Ho: Rho=O I N 71 
FACTORl 
FACTOR2 
FACTOR3 
FACTOR4 
FACTORS 
FACTOR6 
FACTOR? 
FACTORS 
FACTOR9 
FACTORlO 
UNKNOWN 
0.26083 
0.0280 
-0.1S030 
0.2109 
-0.20470 
0.0868 
-0.03989 
0.7412 
-0.0977S 
0.4174 
0.08342 
0.4892 
0.14990 
0.2121 
0.36482 
0. 0018 
0.28368 
0 . 016S 
0.11611 
0.3349 
TRACKED 
-0.13137 
0.2748 
0.10946 
0.363S 
-0.014SO 
0.904S 
0.06223 
0.6062 
o.oooso 
0.9967 
-0.19474 
0.1037 
0 .11292 
0.348S 
-0.00829 
0.94S3 
-0.11688 
0.3317 
0 . 084S4 
0.4833 
• REGRESSION ANALYSIS 
EVALUATE 
0.00241 
0.9841 
O.OS44S 
0.6S20 
0.01427 
0.90S9 
-0.08S87 
0.476S 
-0.11213 
0.3Sl8 
0.17691 
0 .1400 
-0.14289 
0.234S 
0.20S87 
0.08SO 
O.OOlSS 
0.9898 
0.11S7S 
0.3364 
ADOPTED 
- 0 . 03441 
0.77S8 
-0.03607 
0.76S2 
0 . 02412 
0 . 8418 
0 . 07771 
O.S19S 
-0.07SS8 
0.S310 
-0.0S439 
0.6S24 
0 . 06984 
O. S628 
0.23801 
0.04S6 
0.1S277 
0.2034 
0 . 1487S 
0 . 21S7 
The SAS System 07:14 Friday, October 2S, 1996 S9 
Model: MODELl 
Dependent Variable: UNKNOWN 
Source 
Model 
Error 
c Total 
DF 
10 
60 
70 
Analysis of Variance 
Sum of 
Squares 
22.26770 
47.73227 
69.99997 
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Mean 
Square 
2.22677 
0.79554 
F Value 
2.799 
Prob>F 
0.0065 
Model: MODEL2 
Dependent Variable: TRACKED 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 6. 51600 0.65160 0.616 0.7944 
Error 60 63.48402 1.05807 
C Total 70 70.00002 
Model: MODEL3 
Dependent Variable: EVALUATE 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 8.48435 0.84844 0.828 0.6039 
Error 60 61.51566 1.02526 
C Total 70 70.00001 
Model: MODEL4 
Dependent Variable: ADOPTED 
Analysis of Variance 
Sum of Mean 
Source DF Squares Square F Value Prob>F 
Model 10 7.83067 0.78307 0.756 0.6697 
Error 60 62.16939 1.03616 
C Total 70 70.00005 
• CANONICAL CORRELATION ANALYSIS 
Multivariate Statistics and F Approximations 
S=4 M=2.5 N=27.5 
Statistic Value F Num DF Den DF Pr > F 
Wilks' Lambda 0.51714573 1.0352 40 217.9927 0.4214 
Pillai's Trace 0. 57415071 1.0056 40 240 0.4679 
Hotelling-Lawley Trace 0.76874364 1.0666 40 222 0.3733 
Roy's Greatest Root 0.50721044 3.0433 10 60 0.0035 
NOTE: F Statistic for Roy's Greatest Root is an upper bound. 
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SECTION3 
The relationship be_tw.ee11· the co11p-ihutiQt1 ofcore.fp¢l11e a<;li'f!itj~s. to .operating eosts. and le.vel 
of technology adoption _ ... _ 
DEPENDENT VARIABLES: Level of technology adoption, measured by the continuous variables Unknown, Evaluate, 
Tracked, and Adopted. 
INDEPENDENT VARIABLES: Core value activities, measured by the categorical variables llog, Olog, Produc, Msales, 
and Support. 
• ANALYSIS OF VARIANCE PROCEDURE 
Association between cost factors and technology 
08:34 Tuesday, October 15, 1996 
1 
Analysis of Variance Procedure 
Dependent Variable: UNKNOWN 
Source DF Sum of Squares Mean Square F Value 
Model 20 696.32163501 34.81608175 2.82 
Error 32 395.37647820 12.35551494 
Corrected Total 52 1091 .69811321 
R-Square c.v. Root MSE UNKNOWN Mean 
0 .637834 120 . 1917 3.51504124 2.92452830 
Source DF Anova SS Mean Square F Value 
Ilog 4 232.70027771 58.17506943 4. 71 
Produc 4 96. 02842722 24.00710680 1.94 
Olog 4 146.51557353 36.62889338 2 .96 
Msales 4 73.84668033 18.46167008 1.49 
Support 4 147.23067623 36.80766906 2.98 
Dependent Variabl.e: TRACKED 
Source DF Sum of Squares Mean Square F Value 
Model 20 377.64085788 18.88204289 1.43 
Error 32 422.24593457 13.19518546 
Corrected Total 52 799.88679245 
R-Square c.v. Root MSE TRACKED Mean 
0 .472118 64.17448 3.63251778 5.66037736 
Source DF Anova SS Mean Square F Value 
Ilog 4 103.73960631 25.93490158 1.97 
Produc 4 19.96063648 4.99015912 0 . 38 
Olog 4 42.21615753 10.55403938 0.80 
Ms ales 4 124.91469592 31.22867398 2 . 37 
Support 4 86.80976164 21.70244041 1.64 
Dependent Variable: EVALUATE 
Source DF Sum of Squares Mean Square F Value 
Model 20 170.46017745 8.52300887 2.52 
Error 32 108.25680368 3.38302512 
Corrected Total 70 278. 71698113 
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Pr > F 
0.0044 
Pr > F 
0.0042 
0 . 1273 
0.0344 
0.2272 
0.0337 
Pr > F 
0.1784 
Pr > F 
0.1236 
0.8225 
0.5343 
0.0736 
0 .1872 
Pr > F 
0.0096 
R-Square c.v. Root MSE EVALUATE Mean 
0.611589 65.86683 1.83930017 2.79245283 
Source DF Anova SS Mean Square F Value 
Ilog 4 68.53895083 17.13473771 5.06 
Produc 4 39.56618748 9.89154687 2.92 
Olog 4 36.11777478 9.02944370 2.67 
Msales 4 1.18624961 0.29656240 0.09 
Support 4 25.05101475 6.26275369 1.85 
Dependent Variable: ADOPTED 
Source DF Sum of Squares Mean Square F Value 
Model 20 180.28781648 9.01439082 1.24 
Error 32 231.90086277 7.24690196 
Corrected Total 70 412.18867925 
R-Square c.v. Root MSE ADOPTED Mean 
0.437391 57.99853 2.69200705 4.64150943 
Source DF Anova SS Mean Square 
Ilog 4 37.42244548 9.35561137 
Produc 4 46.59628794 11. 64907199 
Olog 4 64.29185385 16. 07296346 
Ms ales 4 21.85402615 5.46350654 
Support 4 10.12320305 2.53080076 
• MUL TIV ARIA TE ANALYSIS OF VARIAN CE 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall llog Effect 
H = Anova SS&CP Matrix for llog E = Error SS&CP Matrix 
S=3 M=5 N=6.5 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.24055214 3.3140 16 89.23409 
Pillai's Trace 1.06847031 .2.9158 16 128 
Hotelling-Lawley Trace 2.02493285 3.4804. 16 110 
Roy's Greatest Root 1.38375055 . 11.0700 4 32 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Produc Effect 
H = Anova SS&CP Matrix for Produc E = Error SS&CP Matrix 
S=3 M=5.5 N=6.5 
Statistic Value F NumDF Den DF 
Wilks' Lambda 0.47821708 1.5232. 16 89.23409 
Pillai's Trace 0.63216074 1.5016 16 128 
Hotelling-Lawley Trace 0.87036141 1.4959 16 110 
Roy's Greatest Root 0.44756876. 3.5806 4 32 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Olog Effect 
H = Anova SS&CP Matrix for Olog E = Error SS&CP Matrix 
S=2 M=2.5 N=7 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.37405210 2.1177 16 89.23409 
Pillai's Trace 0.80198154 2.0062 16 128 
Hotelling-Lawley Trace 1.24075970 2.1326 16 110 
Roy's Greatest Root 0.80969718 6.4776 4 32 
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F Value 
1. 29 
1.61 
2.22 
0.75 
0.35 
Pr>F 
0.0002 
0.0004 
0.0001 
0.0001 
Pr> F 
0.1091 
0.1087 
0.1139 
0.0160 
Pr> F 
0.0139 
0.0172 
0.0115 
0.0006 
Pr > F 
0.0028 
0.0362 
0.0500 
0.9857 
0.1433 
Pr > F 
0.2839 
Pr > F 
0.2943 
0.1964 
0.0892 
0.5629 
0.8426 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Msales Effect 
H = Anova SS&CP Matrix for Msales E = Error SS&CP Matrix 
S=3 M=4 N=6.5 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.48943491 . 1.4695 16 89.23409 
Pillai's Trace 0.57665912 1.3476 16 128 
Hotelling-Lawley Trace .0.91141829 1.5665 16 110 
Roy's Greatest Root 0.74487055. 5.9590 4 32 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Support Effect 
H = Anova SS&CP Matrix for Support E = Error SS&CP Matrix 
S=3 M=O N=6.5 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.41594424 1.8550 16 89.23409 
Pillai's Trace 0.65035643 1.5533 16 128 
Hotelling-Lawley Trace 1.24983823 2.1482 16 110 
Roy's Greatest Root 1.12055555 8.9644 4 32 
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Pr>F 
0.1293 
0.1789 
0.0901 
0.0011 
Pr>F 
0.0357 
0.0912 
0.0108 
0.0001 
SECTION 4 
The relationship between the contributiQti of'cor.? ~alue activitit!s to operating costs and an 
orga1Zisation's application portfolio · 
,. 
Hypothesis 4.1: Core value activity contribution to cost will determine the perception that 
specific information systems are not .important. 
DEPENDENT VARIABLES: Application portfolio- measured by the variables Finl, HR\, Prod\, In!, Out!, Marki, Sup I 
INDEPENDENT VARIABLES: Core value activities - measured by the categorical variables 11og, Olog, Produc, Msales, 
and Support. 
• ANALYSIS OF VARIAN CE PROCEDURE 
Dependent Variable: FINI 
Source DF Sum of Squares Mean Square F Value Pr> F 
Model 20 0.28978546 0.01448927 0.64 0.8481 
Error 32 0.72006149 0.02250192 
Corrected Total 52 1.00984695 
Source OF Anova SS Mean Square F Value Pr> F 
Ilog 4 0.07312692 0.01828173 0.81 0.5266 
Produc 4 0.06245743 0.01561436 0.69 0.6017 
Olog 4 0.09454165 0.02363541 1.05 0.3969 
Msales 4 0.04354163 0.01088541 0.48 0.7475 
Support 4 0.01611783 0.00402946 0.18 0.9476 
Dependent Variable: HRI 
Source OF Sum of Squares Mean Square F Value Pr> F 
Model 20 0.74518796 0.03725940 0.49 0.9526 
Error 32 2.44568556 0.07642767 
Corrected Total 52 3.19087352 
Source OF Anova SS Mean Square F Value Pr>F 
Ilog 4 0.09987939 0.02496985 0.33 0.8579 
Produc 4 0.16978328 0.04244582 0.56 0.6966 
Olog 4 0.14771106 0.03692777 0.48 0.7479 
Msales 4 0.16321643 0.04080411 0.53 0.7118 
Support 4 0.16459779 0.04114945 0.54 0.7085 
Dependent Variable: PROD I 
Source OF Sum of Squares Mean Square F Value Pr>F 
Model 20 1.92371099 0.09618555 1.68 0.0928 
Error 32 1.83256419 0.05726763 
Corrected Total 52 3.75627518 
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Source OF Anova SS Mean Square F Value Pr>F 
Ilog 4 0.55442034 0.13860508 2.42 0.0687 
Produc 4 0.81271041 0.20317760 3.55 0.0167 
Olog 4 0.17811316 0.04452829 0.78 0.5480 
Msales 4 0.08433707 0.02108427 0.37 0.8295 
Support 4 0.29413001 0.07353250 1.28 0.2969 
Dependent Variable: OUTl 
Source OF Sum of Squares Mean Square F Value Pr>F 
Model 20 4.98755672 0.24937784 2.11 0.0285 
Error 32 3.77423574 0.11794487 
Corrected Total 52 8.76179245 
Source OF Anova SS Mean Square F Value Pr> F 
!log 4 2.34817638 0.58704410 4.98 0.0031 
Produc 4 1.20136824 0.30034206 2.55 0.0584 
Olog 4 0.71366788 0.17841697 1.51 0.2219 
Msales 4 0.31164364 0.07791091 0.66 0.6239 
Support 4 0.41270057 0.10317514 0.87 0.4898 
Dependent Variable: INl 
Source OF Sum of Squares Mean Square F Value Pr> F 
Model 20 5.19265278 0.25963264 2.75 0.0052 
Error 32 3.02432835 0.09451026 
Corrected Total 52 8.21698113 
Source OF Anova SS Mean Square F Value Pr>F 
!log 4 1.71569145 0.42892286 4.54 0.0051 
Produc 4 1.24835334 0.31208834 3.30 0.0225 
Olog 4 0.94010523 0.23502631 2.49 0.0631 
Msales 4 0.19684808 0.04921202 0.52 0.7211 
Support 4 1.09165468 0.27291367 2.89 0.0379 
Dependent Variable: MARKI 
Source OF Sum of Squares Mean Square F Value Pr>F 
Model 20 1.75922820 0.08796141 1.43 0.1776 
Error 32 1.96455627 0.06139238 
Corrected Total 52 3.72378447 
Source OF Anova SS Mean Square F Value Pr>F 
!log 4 0.44746599 0.11186650 1.82 0.1488 
Produc 4 0.28152053 0.07038013 1.15 0.3526 
Olog 4 0.32852234 0.08213059 1.34 0.2773 
Msales 4 0.29561821 0.07390455 1.20 0.3283 
Support 4 0.40610113 0.10152528 1.65 0.1851 
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Dependent Variable: SUPPl 
Source OF Sum of Squares Mean Square F Value Pr>F 
Model 20 0.98988745 0.04949437 0.80 0.6928 
Error 32 1.97333934 0.06166685 
Corrected Total 52 2.96322680 
Source DF Anova SS Mean Square F Value Pr>F 
Ilog 4 0.37153584 0.09288396 l.51 0.2237 
Produc 4 0.19548057 0.04887014 0.79 0.5388 
Olog 4 0.09002934 0.02250734 0.36 0.8317 
Msales 4 0.20525397 0.05131349 0.83 0.5148 
Support 4 0.12758774 0.03189693 0.52 0.7236 
• MUL TIV ARIA TE ANALYSIS OF VARIAN CE 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Ilog Effect 
H = Anova SS&CP Matrix for Hog E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF 
Wilks' Lambda 0.17520992 2.1109 28 
Pillai's Trace 1.27289632 l.9337 28 
Hotelling-Lawley Trace 2.51483164 2.2005 28 
Roy's Greatest Root 1.27965689 5.3014 7 
Den OF 
95.16654 
116 
98 
29 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Produc Effect 
H = Anova SS&CP Matrix for Produc E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF Den OF 
Wilks' Lambda 0.21238040 l.8246 28 95.16654 
Pillai's Trace l.14764753 l.6669 28 116 
Hotelling-Lawley Trace 2.26009255 l.9776 28 98 
Roy's Greatest Root 1.57674884 6.5322 7 29 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Olog Effect 
H = Anova SS&CP Matrix for Olog E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF Den OF 
Wilks' Lambda 0.29245327 1.3811 28 95.16654 
Pillai's Trace 0.90567877 l.2126 28 116 
Hotelling-Lawley Trace l.79989719 1.5749 28 98 
Roy's Greatest Root 1.43335775 5.9382 7 29 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Msales Effect 
H = Anova SS&CP Matrix for· Msales E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.33113399 l.2192 28 95.16654 
Pillai's Trace 0.90349341 l.2088 28 116 
Hotelling-Lawley Trace 1.39513677 1.2207 28 98 
Roy's Greatest Root 0.86063074 3.5655 7 29 
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Pr> F 
0.0040 
0.0080 
0.0024 
0.0006 
Pr> F 
0.0168 
0.0317 
0.0076 
0.0001 
Pr>F 
0.1267 
0.2364 
0.0539 
0.0002 
Pr> F 
0.2371 
0.2398 
0.2348 
0.0069 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Support Effect 
H = Anova SS&CP Matrix for Support E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic 
Wilks' Lambda 
Pillai's Trace 
Hotelling-Lawley Trace 
Roy's Greatest Root 
Value F 
0.18302391 2.0446 
1.19531166 1.7656 
2.63817334 2.3084 
1.83795985 7 .6144 
NumDF DenDF 
28 95.16654 
28 116 
28 98 
7 29 
Pr> F 
0.0056 
0.0193 
0.0014 
0.0001 
R .· · th~sfa.4:2¥:c~o ·· · ~lµ:e,iictiyity:~ntrioution;to,post will deteiln:il!i¢:\the· :nerp~tionthat 
s .1&!ihf d~a, . 1stems'.ate'fiftipoftaiit'Jot surVi:Val. '/. . . . .... •. . . / ... 
DEPENDENT VARIABLES: Application portfolio - measured by the variables Fin2, HR2, Prod2, In2, Out2, Mark2, Sup2 
INDEPENDENT VARIABLES: Core value activities - measured by the categorical variables Bog, Olog, Produc, Msales, 
and Support. 
• ANALYSIS OF VARIANCE PROCEDURE 
Dependent Variable: FIN2 
Source DF Sum of Squares Mean Square F Value Pr> F 
Model 20 0.64221721 0.03211086 0.42 0.9788 
Error 32 2.47410241 0.07731570 
Corrected Total 52 3.11631962 
Source DF AnovaSS Mean Square F Value Pr> F 
Bog 4 0.12017019 0.03004255 0.39 0.8152 
Produc 4 0.09168536 0.02292134 0.30 0.8781 
Olog 4 0.22518578 0.05629645 0.73 0.5794 
Msales 4 0.11076208 0.02769052 0.36 0.8364 
Support 4 0.09441380 0.02360345 0.31 0.8723 
Dependent Variable: HR2 
Source DF Sum of Squares Mean Square F Value Pr> F 
Model 20 1.91773717 0.09588686 1.25 0.2783 
Error 32 2.45033609 0.07657300 
Corrected Total 52 4.36807325 
Source DF Anova SS Mean Square F Value Pr>F 
!log 4 0.15030030 0.03757508 0.49 0.7425 
Produc 4 0.76569510 0.19142378 2.50 0.0620 
Olog 4 0.30088722 0.07522180 0.98 0.4310 
Msales 4 0.38285697 0.09571424 1.25 0.3099 
Support 4 0.31799758 0.07949939 1.04 0.4028 
Dependent Variable: PROD2 
Source DF Sum of Squares Mean Square F Value Pr> F 
Model 20 2.60629470 0.13031473 2.57 0.0084 
Error 32 1.62477960 0.05077436 
Corrected Total 52 4.23107430 
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Source OF Anova SS Mean Square F Value Pr>F 
!log 4 0.69617771 0.17404443 3.43 0.0193 
Produc 4 0.40845374 0.10211344 2.01 0.1165 
Olog 4 0.65966650 0.16491662 3.25 0.0241 
Msales 4 0.39368869 0.09842217 1.94 0.1280 
Support 4 0.44830805 0.11207701 2.21 0.0904 
Dependent Variable: OUT2 
Source OF Sum of Squares Mean Square F Value Pr>F 
Model 20 5.46362939 0.27318147 2.90 0.0035 
Error 32 3.01172679 0.09411646 
Corrected Total 52 8.47535618 
Source OF Anova SS Mean Square F Value Pr> F 
!log 4 2.09998264 0.52499566 5.58 0.0016 
Produc 4 0.99694357 0.24923589 2.65 0.0513 
Olog 4 0.52672140 0.13168035 1.40 0.2566 
Msales 4 0.56951259 0.14237815 1.51 0.2219 
Support 4 1.27046918 0.31761729 3.37 0.0206 
Dependent Variable: IN2 
Source OF Sum of Squares Mean Square F Value Pr>F 
Model 20 6.88122895 0.34406145 5.42 0.0001 
Error 32 2.03023941 0.06344498 
Corrected Total 52 8.91146836 
Source OF Anova SS Mean Square F Value Pr>F 
Ilog 4 1.48442147 0.37110537 5.85 0.0012 
Produc 4 1.33295499 0.33323875 5.25 0.0023 
Olog 4 1.29377811 0.32344453 5.10 0.0027 
Msales 4 1.04107060 0.26026765 4.10 0.0085 
Support 4 1.72900378 0.43225094 6.81 0.0004 
Dependent Variable: MARK2 
Source OF Sum of Squares Mean Square F Value Pr>F 
Model 20 2.24949447 0.11247472 1.79 0.0692 
Error 32 2.01231194 0.06288475 
Corrected Total 52 4.26180641 
Source OF Anova SS Mean Square F Value Pr> F 
!log 4 0.76759600 0.19189900 3.05 0.0308 
Produc 4 0.32551903 0.08137976 1.29 0.2931 
Olog 4 0.52013373 0.13003343 2.07 0.1083 
Msales 4 0.45872050 0.11468013 1.82 0.1486 
Support 4 0.17752521 0.04438130 0.71 0.5939 
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Dependent Variable: SUPP2 
Source OF Sum of Squares Mean Square F Value Pr>F 
Model 20 2.59212855 0.12960643 2.37 0.0142 
Error 32 1.74915067 0.05466096 
Corrected Total 52 4.34127922 
Source OF Anova SS Mean Square F Value Pr>F 
Ilog 4 1.10569813 0.27642453 5.06 0.0028 
Produc 4 0.36471199 0.09117800 1.67 0.1817 
Olog 4 0.46762721 0.11690680 2.14 0.0988 
Msales 4 0.22913080 0.05728270 1.05 0.3981 
Support 4 0.42496042 0.10624011 1.94 0.1272 
• MUL TIV ARIA TE ANALYSIS OF VARIANCE 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Ilog Effect 
H = Anova SS&CP Matrix for llog E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF 
Wilks' Lambda 0.00000000 28 
Pillai's Trace 2.04482721 4.3328 28 
Hotelling-Lawley Trace 28 
Roy's Greatest Root 7 
Den OF 
95.16654 
116 
98 
29 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Produc Effect 
H = Anova SS&CP Matrix for Produc E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.00000000 28 95.16654 
Pillai's Trace 1.78251231 3.3302 28 116 
Hotelling-Lawley Trace 28 98 
Roy's Greatest Root 7 29 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Olog Effect 
H = Anova SS&CP Matrix for Olog E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF Den OF 
Wilks' Lambda 0.00000000 28 95.16654 
Pillai's Trace 1.65122974 2.9125 28 116 
Hotelling-Lawley Trace 28 98 
Roy's Greatest Root 7 29 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Msales Effect 
H = Anova SS&CP Matrix for Msales E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF Den OF 
Wilks' Lambda 0.00000000 28 95.16654 
Pillai's Trace 1.94362778 3.9157 28 116 
Hotelling-Lawley Trace 28 98 
Roy's Greatest Root 7 29 
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Pr> F 
0.0001 
0.0001 
0.0001 
0.0001 
Pr>F 
0.0001 
0.0001 
0.0001 
0.0001 
Pr>F 
0.0001 
0.0001 
0.0001 
0.0001 
Pr>F 
0.0001 
0.0001 
0.0001 
0.0001 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Support Effect 
H = Anova SS&CP Matrix for Support E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic 
Wilks' Lambda 
Pillai's Trace 
Hotelling-Lawley Trace 
Roy's Greatest Root 
Value F 
0.00000000 
1.91133786 3.7911 
NumDF 
28 
28 
28 
7 
DenDF 
95.16654 
116 
98 
29 
Pr>F 
0.0001 
0.0001 
0.0001 
0.0001 
DEPENDENT VARIABLES: Application portfolio - measured by the variables Fin3, HR3, Prod3, ln3, Out3, Mark3, and 
Sup3. 
INDEPENDENT VARIABLES: Core value activities - measured by the categorical variables Hog, Olog, Produc, Msales, 
and Support. 
• ANALYSIS OF VARIANCE PROCEDURE 
Dependent Variable: FIN3 
Source DF Sum of Squares Mean Square F Value Pr>F 
Model 20 0.92593285 0.04629664 0.53 0.9300 
Error 32 2.78962172 0.08717568 
Corrected Total 52 3.71555457 
Source DF Anova SS Mean Square F Value Pr>F 
Hog 4 0.03606664 0.00901666 0.10 0.9805 
Produc 4 0.21670028 0.05417507 0.62 0.6505 
Olog 4 0.37561875 0.09390469 l.08 0.3841 
Msales 4 0.16860589 0.04215147 0.48 0.7476 
Support 4 0.12894129 0.03223532 0.37 0.8284 
Dependent Variable: HR3 
Source DF Sum of Squares Mean Square F Value Pr>F 
Model 20 1.02785484 0.05139274 0.48 0.9551 
Error 32 3.41143416 0.10660732 
Corrected Total 52 4.43928900 
Source DF Anova SS Mean Square F Value Pr>F 
Ilog 4 0.03744673 0.00936168 0.09 0.9856 
Produc 4 0.35026394 0.08756598 0.82 0.5212 
Olog 4 0.37405477 0.09351369 0.88 0.4885 
Msales 4 0.09049601 0.02262400 0.21 0.9297 
Support 4 0.17559339 0.04389835 0.41 0.7988 
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Dependent Variable: PROD3 
Source OF Sum of Squares Mean Square F Value Pr>F 
Model 20 1.98072575 0.09903629 0.81 0.6899 
Error 32 3.93465398 0.12295794 
Corrected Total 52 5.91537973 
Source OF Anova SS Mean Square F Value Pr>F 
Ilog 4 0.04035145 0.01008786 0.08 0.9873 
Produc 4 0.68447952 0.17111988 1.39 0.2590 
Olog 4 0.87347819 0.21836955 1.78 0.1580 
Msales 4 0.29211454 0.07302863 0.59 0.6695 
Support 4 0.09030205 0.02257551 0.18 0.9452 
Dependent Variable: OUT3 
Source OF Sum of Squares Mean Square F Value Pr> F 
Model 20 2.13887392 0.10694370 0.73 0.7718 
Error 32 4.71485154 0.14733911 
Corrected Total 52 6.85372545 
Source OF Anova SS Mean Square F Value Pr> F 
llog 4 0.34923839 0.08730960 0.59 0.6705 
Produc 4 0.38328710 0.09582177 0.65 0.6308 
Olog 4 0.52370397 0.13092599 0.89 0.4819 
Msales 4 0.61826877 0.15456719 1.05 0.3975 
Support 4 0.26437569 0.06609392 0.45 0.7726 
Dependent Variable: IN3 
Source OF Sum of Squares Mean Square F Value Pr>F 
Model 20 2.66411396 0.13320570 1.84 0.0600 
Error 32 2.31541370 0.07235668 
Corrected Total 52 4.97952766 
Source OF Anova SS Mean Square F Value Pr>F 
Ilog 4 0.18061286 0.04515321 0.62 0.6487 
Produc 4 0.46988363 0.11747091 1.62 0.1924 
Olog 4 1.10382360 0.27595590 3.81 0.0121 
Msales 4 0.63533204 0.15883301 2.20 0.0918 
Support 4 0.27446184 0.06861546 0.95 0.4490 
Dependent Variable: MARK3 
Source OF Sum of Squares Mean Square F Value Pr>F 
Model 20 4.82349994 0.24117500 3.43 0.0009 
Error 32 2.24964467 0.07030140 
Corrected Total 52 7.07314461 
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Source DF AnovaSS Mean Square F Value Pr>F 
Hog 4 0.77588394 0.19397098 2.76 0.0445 
Produc 4 1.09380732 0.27345183 3.89 0.0110 
Olog 4 1.60835130 0.40208783 5.72 0.0014 
Msales 4 0.55281868 0.13820467 1.97 0.1236 
Support 4 0.79263870 0.19815967 2.82 0.0413 
Dependent Variable: SUPP3 
Source DF Sum of Squares Mean Square F Value Pr>F 
Model 20 2.23593464 0.11179673 1.31 0.2408 
Error 32 2.72737333 0.08523042 
Corrected Total 52 4.96330797 
Source DF Anova SS Mean Square F Value Pr>F 
Hog 4 0.36607535 0.09151884 1.07 0.3857 
Produc 4 0.58905031 0.14726258 1.73 0.1682 
Olog 4 0.65400664 0.16350166 1.92 0.1314 
Msales 4 0.31838641 0.07959660 0.93 0.4568 
Support 4 0.30841593 0.07710398 0.90 0.4729 
• MULTIVARIATEANALYSISOFVARIANCE 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall llog Effect 
H = Anova SS&CP Matrix for llog E = Error SS&CP Matrix 
S=4 M=I N=l2 
Statistic 
Wilks' Lambda 
Pillai's Trace 
Hotelling-Lawley Trace 
Roy's Greatest Root 
Value F 
0.07802873 3.4966 
1.27110546 1.9297 
7.79867258 6.8238 
7.31863784 30.3201 
NumDF 
28 
28 
28 
7 
DenDF 
95.16654 
116 
98 
29 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Produc Effect 
H = Anova SS&CP Matrix for Produc E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic 
Wilks' Lambda 
Pillai's Trace 
Hotelling-Lawley Trace 
Roy's Greatest Root 
Value F 
0.05380763 4.2453 
1.34310380 2.0943 
11.07955642 9.6946 
10.55051006 43.7093 7 
NumDF DenDF 
28 95.16654 
28 116 
28 98 
29 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Olog Effect 
• H = Anova SS&CP Matrix for Olog E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic 
Wilks' Lambda 
Pillai's Trace 
Hotelling-Lawley Trace 
Roy's Greatest Root 
Value F 
0.06019804 4.0110 
1.29569002 1.9849 
10.23945480 8.9595 
9.74744519 40.3823 7 
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NumDF Den DF 
28 95.16654 
28 116 
28 98 
29 
Pr> F 
0.0001 
0.0082 
0.0001 
0.0001 
Pr> F 
0.0001 
0.0034 
0.0001 
0.0001 
Pr>F 
0.0001 
0.0061 
0.0001 
0.0001 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Msales Effect 
H = Anova SS&CP Matrix for Msales E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic 
Wilks' Lambda 
Pillai's Trace 
Hotelling-Lawley Trace 
Roy's Greatest Root 
Value F 
0.08579096 3.3176 
1.09330872 1.5583 
8.68039363 7.5953 
8.46138039 35.0543 7 
NumDF DenDF 
28 95.16654 
28 116 
28 98 
29 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Support Effect 
H = Anova SS&CP Matrix for Support E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic 
Wilks' Lambda 
Pillai's Trace 
Hotelling-Lawley Trace 
Roy's Greatest Root 
Value F 
0.07650731 3.5344 
1.22325480 1.8251 
8.53701846 7.4699 
8.15488660 33.7845 
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NumDF DenDF 
28 95.16654 
28 116 
28 98 
7 29 
Pr>F 
0.0001 
0.0538 
0.0001 
0.0001 
Pr>F 
0.0001 
0.0142 
0.0001 
0.0001 
SECTIONS I 
The relationship betweeTZ the impact ofrstr11Ctural faeto~rs Oil core value activities aTZd level of 
tecl!nology adoption 
·; . ·- J 
INDEPENDENT VARIABLES: Structural factors, measured by the variables Receive, Produc, Distrib, Markets, and 
Support. 
DEPENDENT VARIABLES: Level of technology adoption, measured by the variables Unknown, Tracked, Evaluate, and 
Adopted. 
• ANALYSIS OF VARIANCE PROCEDURE 
Association between cost factors and technology 
08 : 34 Tuesday, October 15, 1996 
1 
Dependent Variable: UNKNOWN 
source 
Model 
Error 
Corrected Total 
R-Square 
0.975815 
Source 
Receive 
Produc 
Dist rib 
Markets 
Support 
DF 
14 
15 
8 
12 
4 
DF Sum of Squares 
53 85.81675181 
17 2.12691016 
70 87.94366197 
c .v. 
ll . 90217 
Anova SS 
10.29517712 
35.90358261 
5.69806313 
14.86996067 
19.04996828 
Dependent Variable: TRACKED 
Source DF Sum of squares 
Model 53 173.49295775 
Error 17 0.00000000 
Corrected Total 70 173.49295775 
R-Square c.v. 
1. 000000 0 
Source DF Anova SS 
Receive 14 43.06113956 
Produc 15 47.22152918 
Dist rib 8 25.44822470 
Markets 12 36.21536034 
support 4 97.08710189 
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Mean Square F Value 
1 . 61918400 12.94 
0 . 12511236 
Root MSE 
0.35371226 
UNKNOWN Mean 
2.97183099 
Mean Square F Value 
0.73536979 5 . 88 
2.39357217 19 . 13 
0.71225789 5 . 69 
1.23916339 9.90 
4.76249207 38.07 
Mean Square F Value 
3.27345203 99999.99 
0.00000000 
Root MSE TRACKED Mean 
0 2 . 08450704 
Mean Square F Value 
3.07579568 99999.99 
3 . 14810195 99999.99 
3.18102809 99999.99 
3 . 01794670 99999.99 
24.27177547 99999 . 99 
Pr > F 
0.0001 
Pr > F 
0.0004 
0.0001 
0. 0013 
0 ·. 0001 
0.0001 
Pr > F 
0.0001 
Pr > F 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
Dependent Variable: EVALUATE 
Source DF Sum of Squares Mean Square F Value 
Model 53 151.85915493 2.86526707 99999.99 
Error 17 0.00000000 0.00000000 
Corrected Total 70 151.85915493 
R-Square c.v. Root MSE EVALUATE Mean 
1.000000 0 0 2.12676056 
Source DF Anova SS Mean Square F Value 
Receive 14 43.49248826 3.10660630 99999.99 
Produc 15 56.55598033 3.77039869 99999.99 
Distrib 8 15.89624007 1.98703001 99999.99 
Markets 12 33.54497744 2.79541479 99999.99 
Support 4 28.66275853 7.16568963 99999.99 
Dependent Variable: ADOPTED 
Source DF Sum of Squares Mean Square F Value 
Model 53 137.62280599 2.59665672 2.99 
Error 17 14.77156021 0.86891531 
Corrected Total 70 152.39436620 
R~Square c.v. Root MSE ADOPTED Mean 
0.903070 41.88803 0.93215627 2.22535211 
Source DF Anova SS Mean Square 
Receive 14 36.46254802 2.60446772 
Produc 15 35.11500112 2.34100007 
Dist rib 8 8.34270675 1.04283834 
Markets 12 42.34241815 3.52853485 
Support .4 15.36013196 3.84003299 
• MULTIVARIATE ANALYSIS OF VARIAN CE 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Receive Effect 
H = Anova SS&CP Matrix for Receive E = Error SS&CP Matrix 
S=3 M=5 N=6.5 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.00000000 42 45.26255 
Pillai's Trace 4.43399520 42 51 
Hotelling-Lawley Trace 42 41 
Roy's Greatest Root 14 17 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Produc Effect 
H = Anova SS&CP Matrix for Produc E = Error SS&CP Matrix 
S=3 M=5.5 N=6.5 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.00000000 45 45.34177 
Pillai's Trace 3.13134506 45 51 
Hotelling-Lawley Trace 45 41 
Roy's Greatest Root 15 17 
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F Value 
3.00 
2.69 
1. 20 
4.06 
4.42 
Pr> F 
0.0001 
0.0001 
0.0001 
0.0001 
Pr> F 
0.0001 
0.0001 
0.0001 
0.0001 
Pr > F 
0.0001 
Pr > F 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
Pr > F 
0.0078 
Pr > F 
0.0170 
0.0262 
0.3552 
0.0045 
0.0125 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Distrib Effect 
H = Anova SS&CP Matrix for Distrib E = Error SS&CP Matrix 
S=2 M=2.5 N=7 
Statistic Value f. NumDF Den DF 
Wilks' Lambda 0.02027761 12.0450 16 32 
Pillai's Trace 1.29440587 3.8983 16 34 
Hotelling-Lawley Trace 32.79671445 30.746916 30 
Roy's Greatest Root 32.31650259 68.6726 8 17 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Markets Effect 
H = Anova SS&CP Matrix for Markets E = Error SS&CP Matrix 
S=3 M=4 N=6.5 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.00000000 36 45.04684 
Pillai's Trace 9.07818057 36 51 
Hotelling-Lawley Trace 36 41 
Roy's Greatest Root 12 17 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Support Effect 
H = Anova SS&CP Matrix for Support E = Error SS&CP Matrix 
S=3 M=O N=6.5 
Statistic Value F Num DF DenDF 
Wilks' Lambda 0.00000000 12 39.97777 
Pillai 's Trace 8.45566396 12 51 
Hotelling-Lawley Trace 12 41 
Roy's Greatest Root 4 17 
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Pr>F 
0.0001 
0.0004 
0.0001 
0.0001 
Pr> F 
0.0001 
0.0001 
0.0001 
0.0001 
Pr>F 
0.0001 
0.0001 
0.0001 
0.0001 
SECTION6 
The Relationship Between The Jmpad, fJf Stm<:tttral Facto·rs Qn Core Value Activities And 
An Organisatio_n~s Application Portfolio 
H-ypothesis 6.1: The-impact of'sfructural factors on core value activities will dctennine the-pen::epti0n 
!:hat specific information systems are not important. 
INDEPENDENT VARIABLES: Structural factors - measured by the variables Receive, Produc, Distrib, Markets, and 
Support. 
DEPENDENT VARIABLES: Application portfolio-measured by the variables Finl, HR!, Prod!, In!, Out!, Marki, Sup! 
ANALYSIS OF VARIANCE PROCEDURE 
Dependent Variable: FINI 
Source OF Sum of Squares Mean Square F Value Pr> F 
Model 19 0.58510148 0.03079481 2.10 0.0181 
Error 51 0.74661277 0.01463947 
Corrected Total 70 1.33171425 
Source OF Anova SS Mean Square F Value Pr> F 
Receive 4 0.12502601 0.03125650 2.14 0.0899 
Produc 4 0.05388999 0.01347250 0.92 0.4594 
Distrib 4 0.14637176 0.03659294 2.50 0.0539 
Markets 4 0.16611665 0.04152916 2.84 0.0336 
Support 4 0.09369707 0.03123236 2.13 0.1074 
Dependent Variable: HRI 
Source OF Sum of Squares Mean Square F Value Pr>F 
Model 19 1.32715653 0.06985034 0.95 0.5287 
Error 51 3.74534912 0.07343822 
Corrected Total 70 5.07250565 
Source OF Anova SS Mean Square F Value Pr> F 
Receive 4 0.20799642 0.05199910 0.71 0.5902 
Produc 4 0.24791438 0.06197860 0.84 0.5039 
Dsitrib 4 0.37235888 0.09308972 1.27 0.2949 
Markets 4 0.20257073 0.05064268 0.69 0.6025 
Support 3 0.29631613 0.09877204 1.34 0.2701 
Dependent Variable: PRODI 
Source OF Sum of Squares Mean Square F Value Pr> F 
Model 19 4.10162690 0.21587510 6.30 0.0001 
Error 51 !.74816842 0.03427781 
Corrected Total 70 5.84979532 
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Source OF Anova SS Mean Square F Value Pr>F 
Recieve 4 1.75115851 0.43778963 12.77 0.0001 
Produc 4 0.84369356 0.21092339 6.15 0.0004 
Distrib 4 0.76101203 0.19025301 5.55 0.0009 
Markets 4 0.43787777 0.10946944 3.19 0.0204 
Support 3 0.30788504 0.10262835 2.99 0.0393 
Dependent Variable: OUTI 
Source OF Sum of Squares Mean Square F Value Pr>F 
Model 19 7.16106148 0.37689797 3.30 0.0003 
Error 51 5.82133289 0.11414378 
Corrected Total 70 12.98239437 
Source OF Anova SS Mean Square F Value Pr> F 
Recieve 4 3.28464662 0.82116165 7.19 0.0001 
Produc 4 0.74913544 0.18728386 1.64 0.1783 
Distrib 4 1.49454714 0.37363679 3.27 0.0183 
Markets 4 1.18590046 0.29647512 2.60 0.0470 
Support 3 0.44683182 0.14894394 1.30 0.2829 
Dependent Variable: INI 
Source OF Sum of Squares Mean Square F Value Pr>F 
Model 19 5.51836999 0.29044053 2.37 0.0075 
Error 51 6.25549542 0.12265677 
Corrected Total 70 11.77386541 
Source OF Anova SS Mean Square F Value Pr> F 
Receive 4 3.07130035 0.76782509 6.26 0.0004 
Produc 4 1.42052547 0.35513137 2.90 0.0310 
Distrib 4 0.77324813 0.19331203 1.58 0.1948 
Markets 4 0.21329631 0.05332408 0.43 0.7829 
Support 4 0.03999973 0.01333324 0.11 0.9546 
Dependent Variable: MARKI 
Source OF Sum of Squares Mean Square F Value Pr>F 
Model 19 5.40869987 0.28466841 12.97 0.0001 
Error 51 1.11934413 0.02194792 
Corrected Total 70 6.52804400 
Source OF AnovaSS Mean Square F Value Pr>F 
Receive 4 0.18642294 0.04660574 2.12 0.0913 
Produc 4 0.57187270 0.14296818 1.15 0.3526 
Distrib 4 1.00633542 0.25158386 11.46 0.0001 
Markets 4 1.65936596 0.41484149 18.90 0.0001 
Support 3 1.98470284 0.66156761 30.14 0.0001 
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Dependent Variable: SUPPi 
Source DF Sum of Squares Mean Square F Value Pr>F 
Model 19 2.71305506 0.14279237 4.24 0.0001 
Error 51 l.71926206 0.03371102 
Corrected Total 70 4.43231712 
Source DF AnovaSS Mean Square F Value Pr>F 
Receive 4 0.36463823 0.09115956 2.70 0.0405 
Produc 4 0.24959269 0.06239817 1.85 0.1335 
Distrib 4 0.60141257 0.15035314 4.46 0.0036 
Markets 4 0.77763739 0.19440935 5.77 0.0007 
Support 3 0.71977418 0.23992473 7.12 0.0004 
• MUL TIV ARIA TE ANALYSIS OF VARIAN CE 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Recieve Effect 
H = Anova SS&CP Matrix for Recieve E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.18345907 4.2169 24 161.6849 
Pillai's Trace 1.14903764 3.2915 24 196 
Hotelling-Lawley Trace 2.77019115 5.1364 24 178 
Roy's Greatest Root 2.03977218 16.6581 6 49 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Produc Effect 
H = Anova SS&CP Matrix for Produc E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF Den DF 
Wilks' Lambda 0.00000000 28 163.672 
Pillai's Trace 5.67157728 28 192 
Hotelling-Lawley Trace 28 174 
Roy's Greatest Root 7 48 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Distrib Effect 
H = Anova SS&CP Matrix for Dis.trib E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.00000000 28 163.672 
Pillai's Trace 0.40174758 38.9907 28 192 
Hotelling-Lawley Trace 28 174 
Roy's Greatest Root 7 48 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Markets Effect 
H = Anova SS&CP Matrix for Markets E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.00000000 28 163.672 
Pillai's Trace l.96852974 6.6447 28 192 
Hotelling-Lawley Trace 28 174 
Roy's Greatest Root 7 48 
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Pr> F 
0.0001 
0.0001 
0.0001 
0.0001 
Pr> F 
0.0001 
0.0001 
0.0001 
0.0001 
Pr> F 
0.0001 
0.0001 
0.0001 
0.0001 
Pr> F 
0.0001 
0.0001 
0.0001 
0.0001 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Support Effect 
H = Anova SS&CP Matrix for Support E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.00000000 21 129.7658 
Pillai's Trace 1.65552705 8.2677 21 141 
Hotelling-Lawley Trace 21 131 
Roy's Greatest Root 7 47 
Pr> F 
0.0001 
0.0001 
0.0001 
0.0001 
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INDEPENDENT VARIABLES: Structural factors - measured by the variables Receive, Produc, Distrib, Markets, and 
Support. 
DEPENDENT VARIABLES: Application portfolio - measured by the variables Fin2, HR2, Prod2, In2, Out2, Mark2, Sup2 
• ANALYSIS OF VARIANCE PROCEDURE 
Dependent Variable: FIN2 
Source DF Sum of Squares Mean Square F Value Pr> F 
Model 19 0.56665437 0.02982391 0.48 0.9578 
Error 51 3.14451843 0.06165722 
Corrected Total 70 3.71117279 
Source DF Anova SS Mean Square F Value Pr>F 
Receive 4 0.02457175 0.00614294 0.10 0.9821 
Produc 4 0.12732969 0.03183242 0.52 0.7241 
Distrib 4 0.08474987 0.02118747 0.34 0.8472 
Markets 4 0.03989996 0.00997499 0.16 0.9567 
Support 3 0.29010311 0.09670104 1.57 0.2084 
Dependent Variable: HR2 
Source DF Sum of Squares Mean Square F Value Pr>F 
Model 19 1.10719402 0.05827337 0.68 0.8195 
Error 51 4.36290759 0.08554721 
Corrected Total 70 5.47010161 
Source DF Anova SS Mean Square F Value Pr>F 
Receive 4 0.20584605 0.05146151 0.60 0.6632 
Produc 4 0.12760338 0.03190085 0.37 0.8269 
Distrib 4 0.05735607 0.01433902 0.17 0.9539 
Markets 4 0.16251350 0.04062838 0.47 0.7539 
Support 3 0.55387501 0.18462500 2.16 0.1044 
Dependent Variable: PROD2 
Source DF Sum of Squares Mean Square F Value Pr>F 
Model 19 1.47916277 0.07785067 0.99 0.4898 
Error 51 4.02050573 0.07883345 
Corrected Total 70 5.49966850 
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Source DF Anova SS Mean Square F Value Pr> F 
Receive 4 0.42844625 0.10711156 1.36 0.2613 
Produc 4 0.42755981 0.10688995 1.36 0.2623 
Distrib 4 0.30438745 0.07609686 0.97 0.4346 
Markets 4 0.12189745 0.03047436 0.39 0.8173 
Support 3 0.19687181 0.06562394 0.83 0.4823 
Dependent Variable: OUT2 
Source DF Sum of Squares Mean Square F Value Pr>F 
Model 19 3.39968736 0.17893091 1.12 0.3575 
Error 51 8.12088608 0.15923306 
Corrected Total 70 11.52057344 
Source DF Anova SS Mean Square F Value Pr>F 
Receive 4 0.78956039 0.19739010 1.24 0.3059 
Produc 4 0.94545014 0.23636254 1.48 0.2207 
Distrib 4 0.53313438 0.13328360 1.84 0.5081 
Markets 4 0.63265256 0.15816314 0.99 0.4197 
Support 4 0.49888989 0.16629663 1.04 0.3810 
Dependent Variable: IN2 
Source DF Sum of Squares Mean Square F Value Pr> F 
Model 19 3.87490905 0.20394258 1.28 0.2392 
Error 51 8.14119950 0.15963136 
Corrected Total 70 12.01610855 
Source DF Anova SS Mean Square F Value Pr> F 
Recieve 4 1.92853572 0.48213393 3.02 0.0260 
Produc 4 0.86075496 0.21518874 1.35 0.2650 
Distrib 4 0.44661687 0.11165422 0.70 0.5959 
Markets 4 0.32957819 0.08239455 0.52 0.7242 
Support 4 0.30942332 0.10314111 0.65 0.5890 
Dependent Variable: MARK2 
Source DF Sum of Squares Mean Square F Value Pr>F 
Model 19 1.16786246 0.06146645 0.79 0.7051 
Error 51 3.95775634 0.07760307 
Corrected Total 70 5.12561880 
Source DF Anova SS Mean Square F Value Pr>F 
Receive 4 0.09453981 0.02363495 0.30 0.8736 
Produc 4 0.43101065 0.10775266 1.39 0.2511 
Distrib 4 0.23930843 0.05982711 0.77 0.5492 
Markets 4 0.26699467 0.06674867 0.86 0.4942 
Support 3 0.13600890 0.04533630 0.58 0.6281 
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Dependent Variable: SUPP2 
Source DF Sum of Squares Mean Square F Value Pr>F 
Model 19 0.92504761 0.04868672 0.51 0.9471 
Error 51 4.89797523 0.09603873 
Corrected Total 52 5.82302284 
Source DF Anova SS Mean Square F Value Pr>F 
Receive 4 0.08582335 0.02145584 0.22 0.9241 
Produc 4 0.24822581 0.06205645 0.64 0.6321 
Distrib 4 0.01644217 0.00411054 0.04 0.9964 
Markets 4 0.21357501 0.05339375 0.56 0.6956 
Support 4 0.36098127 0.12032709 1.25 0.3004 
• MUL TIV ARIA TE ANALYSIS OF VARIAN CE 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Receive Effect 
H = Anova SS&CP Matrix for Receive E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.54625905 . 1.0673 28 163.672 
Pillai's Trace 0.52550420 1.0371 28 192 
Hotelling-Lawley Trace 0.70474691 1.0949 28 174 
Roy's Greatest Root 0.47393908 3.2499. 7 48 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Produc Effect 
H = Anova SS&CP Matrix for Produc E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.50239049 1.2297 28 163.672 
Pillai's Trace 0.60886888 1.2312 28 192 
Hotelling-Lawley Trace 0.78482152 1.2193 28 174 
Roy's Greatest Root 0.39483560 2.7074 7 48 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Distrib Effect 
H = Anova SS&CP Matrix for Distrib E = Error SS&CP Matrix 
S=4 M=I N=l2 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.55707005 1.0298 28 163.672 
Pillai's Trace 0.52120393 1.0274 28 192 
Hotelling-Lawley Trace 0.66272946 1.0296 28 174 
Roy's Greatest Root 0.39746233 2.7255 7 48 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Markets Effect 
H = Anova SS&CP Matrix for Markets E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF Den DF 
Wilks' Lambda 0.75026583 0.4849 28 163.672 
Pillai's Trace 0.27318490 0.5026 28 192 
Hotelling-Lawley Trace 0.30257896 0.4701 28 174 
Roy's Greatest Root 0.13970426 0.9580 7 48 
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Pr> F 
0.3842 
0.4212 
0.3495 
0.0066 
Pr> F 
0.2124 
0.2077 
0.2201 
0.0189 
Pr>F 
0.4325 
0.4342 
0.4322 
0.0183 
Pr> F 
0.9868 
0.9834 
0.9897 
0.4722 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Support Effect 
H = Anova SS&CP Matrix for Support E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF Den DF 
Wilks' Lambda 0.65949841 0.9640 21 129.7658 
Pillai's Trace 0.37764327 0.9669 21 141 
Hotelling-Lawley Trace 0.46095105 0.9585 21 131 
Roy's Greatest Root 0.27748295 1.8631 7 47 
Pr> F 
0.5115 
0.5075 
0.5183 
0.0973 
INDEPENDENT VARIABLES: Structural factors - measured by the variables Receive, Produc, Distrib, Markets, and 
Support. 
DEPENDENT VARIABLES: Application portfolio - measured by the variables Fin3, HR3, Prod3, ln3, Out3, Mark3, and 
Sup3. 
• ANALYSIS OF VARIANCE PROCEDURE 
Dependent Variable: FIN3 
Source DF Sum of Squares Mean Square F Value Pr> F 
Model 19 1.46268324 0.07698333 1.26 0.2535 
Error 51 3.12548504 0.6128402 
Corrected Total 70 4.58816828 
Source DF Anova SS Mean Square F Value Pr>F 
Receive 4 0.21057978 0.05264494 0.86 0.4949 
Produc 4 0.33314681 0.08328670 1.36 0.2612 
Distrib 4 0.31100576 0.07775144 1.27 0.2944 
Markets 4 0.35460291 0.08865073 1.45 0.2322 
Support 4 0.25334798 0.08444933 1.38 0.2600 
Dependent Variable: HR3 
Source DF Sum of Squares Mean Square F Value Pr>F 
Model 19 1.29741032 0.06828475 0.86 0.6247 
Error 51 4.02890814 0.07899820 
Corrected Total 70 5.32631846 
Source DF Anova SS Mean Square F Value Pr> F 
Receive 4 0.07244219 0.01811055 0.23 0.9207 
Produc 4 0.39356813 0.09839203 1.25 0.3036 
Distrib 4 0.45676148 0.11419037 1.45 0.2326 
Markets 4 0.15484463 0.03871116 0.49 0.7430 
Support 3 0.21979390 0.07326463 0.93 0.4343 
Dependent Variable: PROD3 
Source DF Sum of Squares Mean Square F Value Pr>F 
Model 19 2.16061437 0.11371655 1.10 0.3766 
Error 51 5.26079356 0.10315281 
Corrected Total 70 7.42140793 
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Source DF Anova SS Mean Square F Value Pr>F 
Receive 4 0.47038009 0.11759502 l.14 0.3483 
Produc 4 0.46297344 0.11574336 l.12 0.3565 
Distrib 4 0.49894272 0.12473568 l.21 0.3184 
Markets 4 0.28330522 0.07082631 0.69 0.6045 
Support 4 0.44501290 0.14833763 l.44 0.2425 
Dependent Variable: OUT3 
Source DF Sum of Squares Mean Square F Value Pr>F 
Model 19 2.71034771 0.14264988 l.12 0.3601 
Error 51 6.49156376 0.12728556 
Corrected Total 70 9.20191147 
Source DF Anova SS Mean Square F Value Pr>F 
Receive 4 0.90078902 0.22519725 1.77 0.1495 
Produc 4 0.52835067 0.13208767 l.04 0.3969 
Distrib 4 0.42354979 0.10588745 0.83 0.5112 
Markets 4 0.45351585 0.11337896 0.89 0.4763 
Support 4 0.40414238 0.13471413 l.06 0.3750 
Dependent Variable: IN3 
Source DF Sum of Squares Mean Square F Value Pr> F 
Model 19 0.89099949 0.04689471 0.42 0.9786 
Error 51 5.64427964 0.11067215 
Corrected Total 70 6.53527913 
Source DF Anova SS Mean Square F Value Pr> F 
Receive 4 0.15787360 0.03946840 0.36 0.8382 
Produc 4 0.14573241 0.03643310 0.33 0.8571 
Distrib 4 0.34524071 0.08631018 0.78 0.5435 
Markets 4 0.08281123 0.02070281 0.19 0.9441 
Support 4 0.15934153 0.05311348 0.48 0.6977 
Dependent Variable: MARK3 
Source DF Sum of Squares Mean Square F Value Pr>F 
Model . 19 4.71143076 0.24797004 2.74 0.0022 
Error 51 4.61472923 0.09048489 
Corrected Total 70 9.32615999 
Source DF Anova SS Mean Square F Value Pr> F 
Receive 4 0.40298677 0.10074669 l.11 0.3604 
Produc 4 0.57267694 0.14316924 1.58 0.1932 
Distrib 4 0.92809749 0.23202437 2.56 0.0492 
Markets 4 1.23093620 0.30773405 3.40 0.0153 
Support 4 1.57673335 0.52557778 5.81 0.0017 
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Dependent Variable: SUPP3 
Source DF Sum of Squares Mean Square F Value Pr>F 
Model 19 1.85684818 0.09772885 1.05 0.4271 
Error 51 4.75110501 0.09315892 
Corrected Total 70 6.60795319 
Source DF Anova SS Mean Square F Value Pr>F 
Receive 4 0.15451661 0.03862915 0.41 0.7973 
Produc 4 0.07217906 0.01804477 0.19 0.9406 
Distrib 4 0.42177192 0.10544298 1.13 0.3520 
Markets 4 0.43766271 0.10941568 1.17 0.3331 
Support 4 0.77071788 0.25690596 2.76 0.0517 
• MULTIVARIATE ANALYSIS OF VARIANCE 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Receive Effect 
H = Anova SS&CP Matrix for Receive E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.64600353 0.7531 28 163.672 
Pillai's Trace 0.40183721 0.7658 28 192 
Hotelling-Lawley Trace 0.47732897 0.7416 28 174 
Roy's Greatest Root 0.27446530 1.8820 7 48 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Produc Effect 
H = Anova SS&CP Matrix for Produc E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.49614631 1.2543 28 163.672 
Pillai's Trace 0.62014848 1.2582 28 192 
Hotelling-Lawley Trace 0.79893565 1.2412 28 174 
Roy's Greatest Root 0.41169102 2.8230 7 48 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Distrib Effect 
H = Anova SS&CP Matrix for Distrib E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.50218311 1.2305 28 163.672 
Pillai's Trace 0.60982443 1.2335 28 192 
Hotelling-Lawley Trace 0.78603186 1.2212 28 174 
Roy's Greatest Root 0.43959964 3.0144 7 48 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Markets Effect 
H = Anova SS&CP Matrix for Markets E = Error SS&CP Matrix 
S=4 M=I N=l2 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.51944052 1.1645 28 163.672 
Pillai's Trace 0.56652799 1.1314 28 192 
Hotelling-Lawley Trace 0.76623508 1.1904 28 174 
Roy's Greatest Root 0.47116617 3.2309 7 48 
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Pr>F 
0.8095 
0.7961 
0.8234 
0.0934 
Pr> F 
0.1922 
0.1856 
0.2014 
0.0151 
Pr> F 
0.2117 
0.2057 
0.2184 
0.0104 
Pr> F 
0.2735 
0.3057 
0.2466 
0.0069 
Manova Test Criteria and F Approximations for the Hypothesis of no Overall Support Effect 
H = Anova SS&CP Matrix for Support E = Error SS&CP Matrix 
S=4 M=l N=l2 
Statistic Value F NumDF DenDF 
Wilks' Lambda 0.58247991 1.2797 21 129.7658 
Pillai's Trace 0.47223706 1.2544 21 141 
Hotelling-Lawley Trace 0.62634176 1.3024 21 131 
Roy's Greatest Root 0.45040833 3.0242 7 47 
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0.2168 
0.1849 
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DEPENDENT VARIABLES: Application portfolio - measured by the three sets of variables: 
• Set I: Finl, HR!, Prod!, In!, Out!, Marki, Sup!. 
• Set 2: Fin2, HR2, Prod2, In2, Out2, Mark2, Sup2. 
• Set 3: Fin3, HR3, Prod3, In3, Out3, Mark3, Sup3. 
INDEPENDENT VARIABLES: Outsourcing choices - measured by the variables Inhouse and Outsrce. 
• CORRELATION ANALYSIS 
The SAS System 9 
17:15 Wednesday, October 30, 1996 
23 'VAR' Variables: INHOUSE OUTSOURC FINl HRl PRODl OUTl INl 
MARKl SUP Pl FIN2 HR2 PROD2 OUT2 IN2 
MARK2 SUPP2 FIN3 HR3 PROD3 OUT3 IN3 
MARK3 SUPP3 
Correlation Analysis 
Pearson Correlation Coefficients I Prob > IRI under Ho: Rho=O I N = 71 
FINl HRl PRODl OUTl INl MARKl SUPPl 
INHOUSE 0.12251 0.07405 0 .11760 0.08907 0.07315 -0.04773 0.03197 
0.3088 0.5394 0.3287 0.4601 0.5443 0.6927 0.7913 
OUTSOURC -0.12251 -0.07405 -0.11760 -0.08907 -0.07315 0.04773 -0.03197 
0.3088 0.5394 0.3287 0.4601 0.5443 0.6927 0.7913 
FIN2 HR2 PROD2 OUT2 IN2 MARK2 SUPP2 
INHOUSE 0.06630 0.07656 0.01347 0.04638 -0.00803 0.26745 0.11030 
0.5828 0.5257 0. 9112 0.7009 0.9470 0.0241 0.3598 
OUTSOURC -0.06630 -0.07656 -0.01347 -0.04638 0.00803 -0.26745 -0.11030 
0.5828 0.5257 0.9112 0.7009 0.9470 0.0241 0.3598 
FIN3 HR3 PROD3 OUT3 IN3 MARK3 SUPP3 
INHOUSE -0.12707 -0.16047 -0.11806 -0.15769 -0.08729 -0.15834 -0 .12972 
0.2910 0.1813 0.3268 0.1891 0.4691 0.1872 0.2809 
OUTSOURC 0.12707 0.16047 0 .11806 0.15769 0 .08729 0.15834 0.12972 
0.2910 0.1813 0.3268 0.1891 0.4691 0.1872 0.2809 
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DEPENDENT VARIABLES: Level of technology adoption - measured by the variables Unknown, Tracked, Evaluate, and 
Adopted. 
INDEPENDENT VARIABLES: Outsourcing choices - measured by the variables Inhouse and Outsourc. 
• CORRELATION ANALYSIS 
The SAS System 
17:15 Wednesday, October 30, 1996 
6 'VAR' Variables: INHOUSE OUTSOURC UNKNOWN TRACKED EVALUATE ADOPTED 
Pearson Correlation Coefficients I Prob> IRI under Ho: Rho=O IN= 71 
UNKNOWN TRACKED EVALUATE ADOPTED 
INHOUSE -0.07462 0.07006 0.06206 -0.02003 
0.5363 0.5615 0.6072 0.8683 
OUTSOURC 0.07462 -0.07006 -0.06206 0.02003 
0.5363 0.5615 0.6072 0.8683 
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ATTACHMENT 3 
QUESTIONNAIRE AND RELEVENT DOCUMENTS 
Page 263 11/28/97 
PLEASE NOTE: 
Your answers are anonymous! Your name and signature is not required and you are 
therefore requested to be completely frank and honest. The questionnaire has been 
designed to make it easy to complete. All you have to do is to indicate the answer like 
this~ 
Please answer all the questions. 
SECTION 1 
The purpose of section 1 is to gather general information. 
Please indicate the industry your organisation 
operates in by marking the appropriate box. 
1-1 
I * Mining and quarrying 
I 
* Manufacturing 
* Construction 
* Wholesale and retail trade 
* Financing and insurance 
How many people are employed by your 
company? Please mark the appropriate box. 
What is your company's approximate annual -1 
turnover? Please mark the appropriate box. 
1-2 
* Less than R50 million 
* Between R50 million and RlOO million 
etween RlOO million and R500 million 
* Between R500 million and Rl 000 million 
* More than RlOOO million 
What is your management level in the 
organisation? 
~--
* Less than 100 
1-4) ----------- -
----· ___ .. ____ =r :_ Exe~~tive management _______________ [ __ _ 
* Between 100 and 500 -+J----+-_*_s_e_n_io_r_m_an_a_g_em_e_nt ________ l 
* Between 500 and 1000 * Middle management I 
i 
--·--·-.. ·------·--·-----------·------+----+------------·--.. ---.. ---·-·-------1--... -
* Between 1000 and 10000 I * Supervisory level I 
, I 
·---------·------------if----+------------··-----+--·--+---
* More than 10000 ' 
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SECTION 2 
The purpose of section 2 is to determine: 
• The general characteristics that apply to the industry your organisation operates in. 
• The characteristics of your industry's suppliers. 
• Specific problems that new players in your industry have to deal with. 
Do you agree with the following statements regarding the general characteristics of the industry 
your organisation operates in? (1- do not agree at all; 4 - totally agree) 
Economiesi°f syle ay imJortant. 
4[2]2 3 4 
2-1 
Indusfljowth is slow. 
4 l I 2 I 3 10 2-2 
GovemmeT poyy hr a sitnificant impact. 
4[2]2 3 4 
2-3 
Many I comietitor are present 
4 I 2113~41 2-4 
Fixed asset, usel are rstlyi 
4[2]2 3 4 
2-5 
Storage costs of lnishid gTds are high. 
4[2][2]3 4 2-6 
There is a lgh digreef fpr(ce differentiation. 
4[2]2 3 4 
2-7 
IndusQoducts/services are standard. 
4 1 I 2 II 3 10 2-8 
There is a high degree of cooperation between Information about the industry, e.g. demand, 
r:rs. 
ul 2 II 3 I 4 I 2-9 
markel priTs, etttm available. 4 l 0 3 4 2-10 
Suppliers are heavily dependent on your It is difficult to leave the industry, e.g. capital 
indusfu 4 I 12 I 3 I 4 I 2-11 
investments' are Tgh, re. I 
4[2]2 3 4 2-12 
It is difficult for customers to switch to When expanding capacity it will result in 
alternative products/services due to associated recurrrg prodsl of Orr cTacity. 
high costs. 4 I 2 3 4 4~ 2-14 2-13 
Do you agree with the following statements regarding your industry's products/services? (1- do 
not agree at all; 4 - totally agree) 
Profitlmar,ins for customers are high. 
4 11213141 2-15 
There is the threat that customers/buyers could 
cur ther prrucl theiselves. 
I 2 3 4 
2
_
16 
They are important inputs to customer These represent a significant portion of buyer 
cucts/services. input costs. 
~ 2-17 4[2]~ 2-18 
Page 265 11/28/97 
Do you agree with the following statements relating to your industry's suppliers? (1- do not agree 
at all ; 4 - totally agree) 
Supplier goods/services are very differentiated. You ar herily rpe,dent rn your supplier. 411~213141 L+ l 2 3 4 2-19 2-20 
Supplier purchase volumes by far exceed the Suppliers are obliged to compete with substitute 
sales of any individual company in your r::ucts for sales. 
ind us~ ~ L+ l 2 3 4 2-22 
2-21 
There are significant opportunities to integrate The supplier group is dominated by a small 
supplier act™ organisation. number of companies. 
L.u2 3 4 L+u1 2 13 14 1 2-24 2-23 
Do you agree with the following statements regarding new players in your industry? (1- do not 
agree at all ; 4 - totally agree) 
The size of capital investment required to enter 
the industry is high. 
L+ I I 2 I 3 4 I 2-2s 
SECTION 3 
It is difficult for a new player in your industry to 
gain access to distribution channels. 
L+ I 1 I 2 I 3 I 4 12-26 
The following four questions refer to the information, and the applications to process the information, 
your organisation uses. Please tick (V) the appropriate box. 
Where does the majority of your organisation's Where do the applications that process this 
information reside? information reside? 
L+ I Distributed lcentralisedll Both I 3-1 L+ IDistributedlcentralisedl Both I 3-2 
Is the information referred to above shared by Are the applications referred to above shared by 
different users in your organisation? different users? 
L+ I Never I Sometimes II Always I 3-3 L+I Never I Sometimes~ Always I 3-4 
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SECTION 4 
The purpose of section 4 is to determine the importance of information systems to the 
functions/processes performed by your organisation. Please indicate your perception of the 
importance of information systems for each of the processes/functions listed below. Information 
systems are either not important or important 
- To survive - important to maintain existing operations only, i.e. critical to survive. 
- To gain market share - important to gain market share in the future. 
Please mark the appropriate box. 
PROCESSES/FUNCTIONS INFORMATION SYSTEMS ARE 
Not Important Important to 
• Monitoring of the external environment I Not important I I Survive I Gain market share 14 _ 1 
• Tracking of actual revenue and expenses to I Not important I I Survive I Gain market share 14 _2 
expected revenue and expenses 
• Management of the allocation of all I Not important I I Survive I Gain market share I 4 _ 3 
resources 
• Management of cash flow I Not important I I Survive I Gain market share I 44 
• Management of financial risk I Not important I I Survive I Gain market share I 4 -5 
• Plan for the acquisition or disposal of assets I Not important I I Survive I Gain market share I 4 _6 
• Forecast the factors that will impact the I Not important I I Survive I Gain market share I 4 future performance of the organisation -7 
• Measure the financial soundness of the I Not important I I Sutvive I Gain market share I 4 _8 
organisation 
• Process accounts payable - maintain credito_r I Not important I I Survive I Gain market share I 4 _9 information 
• Process accounts receivable I Not important I I Survive I Gain market share I 4 _ 10 
•Report internal/external financial I Not important I I Survive I Gain market share I 4 _ 1 1 information, e.g. income statement, etc. 
• Management of the tax function I Not important I I Survive I Gain market share I 4 _ 12 
• Management of capital planning I Not important I I Survive I Gain market share I 4 _ 13 
• Management of physical facilities I Not important I I Survive I Gain market share I 4 _ 14 
• Planing the utilisation of people resources I Not important I I Survive I Gain market share I 4 _ 15 
• Design and analysis of jobs I Not important I I Survive I Gain market share I 4 _ 16 
• Management of the deployment of I Not important I I Survive I Gain market share I 4 _ 17 personnel. 
• Development and training of employees I Not important I I Survive I Gain market share I 4 _ 18 
• Maintenance of personnel information I Not important I I Survive I Gain market share I 4 _ 1 9 
• Wages and salary information processing I Not important I I Survive I Gain market share I 4 _20 
• Management of employee performance I Not important I I Survive I Gain market share I 4 _ 21 
• Planning employee compensation/benefits I Not important I I Survive I Gain market share I 4 _ 22 
• Management of labour relationships I Not important I I Survive I Gain market share I 4 _23 
• Location of production facilities I Not important I I Survive I Gain market share I 4 _ 2 4 
• Determination of the layout of facilities I Not important I I Survive I Gain market share 14 _25 
• Product design I Not important I I Survive I Gain market share 14 _26 
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• Process design I Not important I I Survive I Gain market share 14_27 
• Production scheduling I Not important I I Survive I Gain market share j 4 _28 
• Production planning, e.g. future production I Not important I . j Survive I Gain market share I 4 _29 forecasting, etc. 
• Quality control I Not important I I Survive I Gain market share j 4 _30 
• Capacity planning I Not important I I Survive I Gain market share I 4 _ 3 l 
• Production management I Not important I I Survive I Gain market share I 4 _32 
• Plant maintenance management I Not important I I Survive I Gain market share I 4 _ 3 3 
• Production measurement I Not important I I Survive I Gain market share I 4 _ 34 
• Production tracking I Not important I I Survive I Gain market share I 4 _ 3 5 
• Shipping of finished goods I Not important I I Survive I Gain market share I 4 _36 
• Storing of finished goods I Not important I I Survive I Gain market share I 4 _ 3 7 
• Order processing I Not important I I Survive I Gain market share I 4 _ 3 8 
• Deliveries scheduling I Not important I I Survive I Gain market share I 4 _ 3 9 
• Tracking of inventory levels and costs I Not important I I Survive I Gain market share 14 _40 
• Inventory control I Not important I I Survive I Gain market share 1441 
• Receiving of purchased goods and supplies I Not important I I Survive I Gain market share 1442 
• Purchasing of goods and supplies I Not important I I Survive I Gain market share J 44 3 
• ~election and certification of suppliers I Not important I I Survive I Gain market share I 444 
• Storage of received goods and supplies in I Not important I I Survive I Gain market share I 445 
the warehouse 
• Management of returns to suppliers I Not important I I Survive I Gain market share I 446 
• Identification of potential customers I Not important I I Survive I Gain market share j 44 7 
• Identification of customers needs and wants I Not important I I Survive I Gain market share I 448 
• Recording of customer inquiries I Not important I I Survive I Gain market share j 4-49 
• Measurement of customer satisfaction I Not important I I Survive I Gain market share I 4-50 
• Monitoring of changes in customer I Not important I I Survive I Gain market share j 4-51 
exoectations or changes in the market 
• Products and services sales I Not important I I Survive I Gain market share j 4 _52 
• Marketing research surveys I Not important I I Survive I Gain market share j 4 _ 5 3 
• Sales force management I Not important I I Survive I Gain market share j 4 _ 54 
• Product pricing determination I Not important I I Survive I Gain market share j 4 _55 
• Filling orders I Not important I I Survive I Gain market share j 4 _56 
• Billing customers I Not important I I Survive I Gain market share j 4 _57 
• Handling customer complaints and I Not important I I Survive I Gain market share I 4 _58 inQuiries. 
• Tracking of purchase orders I Not important I I Survive I Gain market share I 4 _59 
• Providing service I Not important I I Survive I Gain market share I 4 _60 
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SECTION 5 
Every organisation performs a number of core activities. These core activities are: 
• ACTIVITY 1: Receiving/ storing raw materials/inputs 
• ACTIVITY 2: Production of goods/services 
• ACTIVITY 3: Distribution and storage of finished goods/services 
• ACTIVITY 4: Marketing and sales 
• ACTIVITY 5: Support of products and services 
Please prioritise the core activities listed 
below according to their contribution to 
your organisation's operational costs. A 
rating of 5 indicates that the activity is 
making the biggest contribution to 
operating costs and a rating of 1 the least 
I 
CORE ACTIVITIES 
ACTIVITY 1: Receiving/ storing 
raw materials/inputs 
ACTIVITY 2: Production of 
goods/services 
ACTIVITY3: Distribution and 
storage of finished goods/services 
ACTIVITY 4: Marketing and sales 
ACTIVITY 5: Support of products 
and services 
' 
~ 
Please indicate which of the factors listed 
below, e.g. geographic location of suppliers, 
etc., has the biggest impact on each of the core 
activities. Example: If Rate of learning has the 
biggest impact on the costs of the first core 
activity, i.e. receiving raw materials, then mark 
the appropriate box with 13. 
I. Geographic location of your customers 
2. Geographic location of your suppliers 
3. Geographic location of activities relevant to each 
other 
4. Coordination of activities with suppliers, e.g. delivery 
schedules, etc. 
5. Coordination of activities with customers, e.g. 
product specifications, etc. 
6. High fixed costs 
7. Union activities 
8. Government regulations 
9. Mix of products manufactured 
10. Required level of service 
11. Human resource policies 
12. Sensitivity to timing, i.e. being the first. 
13. Rate oflearning 
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SECTION 6 
The purpose of section 6 is to determine to what extent your organisation has adopted the following 
technologies. Please mark the appropriate box! 
... 
TECHNOLOGY TECHNOLOGY 
Data Mining I Tracked I Evaluated I Adopted I Virtual reality I Tracked I Evaluated I Adopted j 
(6-1) (6-9) 
Speech recognition I Tracked I Evaluated I Adopted I Multiprocessor I Tracked I Evaluated I Adopted I 
(6-2) technology (6-10) 
Multimedia, e.g. video I Tracked I Evaluated I Adopted I Artificial intelligence I Tracked I Evaluated I Adopted I 
conferencing, etc. (6-3) (6-1 l) 
Internet I Tracked I Evaluated I Adopted I Smart Card I Tracked I Evaluated I Adopted I 
(6-4) technology (6-12) 
Wireless I Tracked I Evaluated I Adopted I Mobile computing I Tracked I Evaluated I Adopti:d I 
communications (6-5) (6-13) 
Handwriting I Tracked I Evaluated I Adopted I Object technology I Tracked I Evaluated I Adopted I 
recognition (6-6) (6-14) 
Image technology I Tracked I Evaluated I Adopted I Biometric I Tracked I Evaluated I Adopted I 
(6-7) identification (6-15) 
Cellular I Tracked I Evaluated I Adopted I Virtual office I Tracked I Evaluated I Adopted I 
communications (6-8) (6-16) 
II 
Tracked - technology development is followed with interest; Evaluated - technology is being evaluated; 
Adopted- technology has been implemented or is in the process of being implemented 
SECTION? 
Section 7 is the final section of the questionnaire. Its purpose is to determine the outsourcing profile 
of your organisation, i.e. determine which activities are performed by outside organisations. Below is a 
list of IS activities an organisation can outsource. Please indicate which of these activities your 
organisation plans to outsource, or have outsourced, by marking the appropriate box. 
* Computer operations _. YES NO * Research and Development _. YES NO 
7-1 
* Telecommunications _. YES NO * Information System _. YES NO 
7-2 Auditing 
* Application development _. YES NO * Strategic Information _. YES NO 
7-3 System Planning 
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7-4 
7-5 
7-6 
1996-07-22 
,,,, 
ATIACHMENT 3 
• UNISA GRADUJ\TE SCHOOL 
OF BUSINESS.LEADERSHIP 
TO WHOM IT MAY CONCERN 
This is to certify that Mr PJJ. Pretorius (student
1
number 3053296) is: registernd as 
a DBL student· at the Unisa Graduate School of Business Leadership. Your 
organisation has been identified to help him in his research and your co-operation 
in answering the questions as per.the attached questionnaire will be appreciated. 
'Regards. 
PROF GPJ PELSER 
DIRECTOR: RESEARCH 
/eb 
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Graduate School of BusMft~1~badership 
University of South Africa 
PO Box 392 Pretoria 0001 South Africa 
First Street Extension Midrand 1685 
Tel +27 11 652-0000 Fax +27 11 652-0299 
email: groblel@alpha.unisa.ac.za 
.. 
.' 
MRJRUPERT 
MANAGING DIRECTOR 
RICHEMONT SECURI.TIES AG 
RIGISTRASSE 2 
CH6300ZUG 
* 
52 Longford Str.PC'ITACHMENT 3 
Kenmare X 4 · . . 
Krugersdorp 
1739 
Phone: (011) 408-4035 
SUBJECT NATIONAL RESEARCH O~'(THE. LINK BETWEEN 
BUSINESS AND INFORMATION. SYSTEM 
DECISIONS 
Dear MR RUPERT, 
I am in the process of researching the link. between Jnformation System arid, 
Bu'siness decisions as part of a research project towards my degree, i.e. a 
Doctorate of Business Leadership. . 
You are without doubt aware of the escalating costs of lnfori1rntion Systems and 
its underlying technology. You will also l;>e aware of the growing concerns 
' . 
expressed by many executives, i.e. a that the huge investment in Information 
Systems is not resulting in the appropriate returns: · 
'· 
The purpose of this' survey is to gain a clearer understanding of the factors that 
drive, or should drive, Information System decisions. To help facilitate this 
understanding, you are invited to participate in a survey. If you participate in this 
survey, you will receive a summary of the responses to the questions . 
. PLEASE be so kind as to complete the. attached questionnaire and return it· in the 
. enclosed pre-paid envelope. The questionnaire was designed· to test your 
perception, or the perception of any other executive manager you deem 
appropriate, of certain Business as well as Information System issues and should 
not take longer than a few minutes to capture. All information will remain 
confidential! 
Please do not hesitate to contact me should you have any queries. 
Kind Regards 
f~, f ~1~~" 
Page272 11/28/97 
.;. 'P. J . .J . PRETOR.lUS 
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! 4.24 I Lprod l 1 ! 3 i 2 I 1 ! 31 1 I . 1 I 21 2 i 2 i 2 i 2 r 1 I 1 : 3; 1 1 . < 1 2 i 3 ! 3 I 3 I 3 I 3 I 1 f-4.25--~~--r--~_:_2l_~~_?J_~ __ 1L21 -ar=:-31 11- 11~T:: __ n--~-1!--::-1-;-__ ~[:~=1~---2:----3; 31 11 21 1, --1~--~ /Productd r3j__3~i--tl-~l-~- 3\ 3t 31 1 i Ci 3l 3f .. _3_/ __ ~J__1 _i __ _]_i.___~ __ 2_: --~L--~--3t 3i 1 \ 3/ 1) 3 p~_!_~rocessd_L_~ 2[ 211 21 3L._31 21 3\ _i_ 0\ 3\ 3\ 2l 2i i I '=-:_ __ .1_c_ _ _l:.:_2J __ _S __ ~_l 3/ 1 \ 3\ 1 j 1 
~ 4.28 IPschedul L __ 1_L 3i 2 -3.L_ 2i 11 1 f-21___3j-~_A 2[ 3! 2~ 2; 2i 1i 2_ __ 1L ___ 3_[ 3\ 3i 3( 3\ 21 1 
I 4.29 iPplan_~---~L __ 3~! _2_[__~_[ 1 \ 3Hf __ 3__! __ O_[ _ _?J__3. ____ ~_L __ ?L_3L __ .3_; __ ~~----L ___ _1_; __ 2L_~1 3/ 3/ 3/ 21 1 ;=: ,_4.30 _ _iouality _L 31 _ _:3.l_ __ ?L 1 ! 21 3\ 2 __ .'.tl 1 I o! 2L__3.~i _ _3L__ 2: ___ 3j ____ 2_, __ __?_L ___ ?! 1' 2! 2[ 3) 3\ 3\ 21 2 
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QJJQ.fill.Qil Variable fil Bl R3. 81/ R5. EIBI Bii Ra B.9. 1 filQ. 1 R11 fil2T rnl RH! Rts.1 R.16' R1li E.1..6.i £lli!i R.2.QI R2.1i B.22. R2.3. R2.4/ ~1 .B.2.6. R.2...Ii ma 
4.32 Pmanage 31 2' 2 2 2, 1 / 2 3 2 i 0 I 2 1 I 2 2 I 2 I 2 i 1 2: - 1 I 2 I 2' 3 3 3 3 2 1 I -3 
4.33 Plantm 1 I 2 -2 2 I 2 I 1 2 11 2 O I 2 i 1 1 2 I 2 / 2 1 2 :-1 i 2 I 1 I 3 2 2 2 1 1 I 3 
4.34 Pmeasurel 1. 2! 21 2. 21 11 31 2, 21 oj 21 21 2 21 -2! 2 1 2i-Z 21 21 31 31 3! 2 21 31 3 
4.35 Ptrack 1 [ 2\ 2 11 21 1 2 31 21 ol 2 2 2 21 2 2[ 1 \ 2\ 2 2 2 1 3! 3 3 2 1 I 3 3 
4.36 . Shi pf 1 3 2. 1 3 i 1 2 1 11 0 2 2 1 I 2 2 1 i 1 j 2 T 1 2 1 3 3 3 3 1 1 3 
4.37 Storef 1 2 2 1 3 i 1 2 1 1 O 2 I 2 I 1 I 2 2 1 i 1 I 1 ! 1 2 1 3 3 3 3 1 1 3 
4.38 Orderp 1 I 3 2 I 1 I 3 / 1 2 1 I 1 J 0 I 2 1 / 3 I 2 I 2 1 1 I 1 I 2 i 2 -2 I 1 / 3 I 3 3 3 1 3 3 
4.39 i Delivers I 31 3 I 21 11 21 11 21 11 11 0 I 21 11 31 21 2 j 1 / 1 I 1 I 1 I 2 I 1 I 3 I 3 I 3 I 3 I 1 j 3 / 3 
4.40 ITracki I 11 21 21 21 21 11 3j--1T 2j 01 21--2r_3_l _2I 2 1 1 2 2 21 1!- -31 3/ 3/ 2/ 1/ 11 3 
4.41 lnventc 11 2 2 2' 2 1 2 1 2! ol 2 1 --1T_1_ 2 2 1 ---1T ____ 21 2j 21 1 I ·3r 31 31 -2T--11 1RJ 
4.42 I Receiveg I 3 i 2 2 / 2 I 2 2 2 2 i 2 0 I 2 1 / 1 / 2 ! 2 I 2 j 1 I 2 I 2 I 2 I 2 I 3 I 2 I 3 2 J 1 / 1 l 3 
4.43 I Pgoods I 3 [ 2 I 2 I 2 I 2 I 2 I 2 I 2 I 2 I 0 I 2 I 1 I 1 I 2 I 2 i 2 I 1 I 2 I 1 I 21 21 31 2 
4.44 !Selects 31 21 ·-- 31 21 21 21 21 11 21 ol 21 11 11 21 11 2j 21 21 11 21 21 31 2 
4.45 \Storeg \ 1\ 2[ 21 21 21 1\ 2\ 1\ 2\ 0\ 21 1\ 1\ 2\ 2\ 2\ 1j 2\ 11 2! 21 31 2 
4.46 IMreturns 1f--2T-2I 21 2/ 11 21 11 2/ ol 21 11 11 2i 2/ 2i 11 2 1! 21 21 31 2 
4.47 lidentifc I 41 31 3! 11 31 31 31 31 11 OI 31 31 21 11 3/ 11 2j 11 21 21 3/ 31 3 
4.48 ldentifn 4 3' 3 1 . 3 3 3 1 1 0 3 3 2 1 · 3 1 . 31 1 I 2 i 2 [ 3 I 31 3 
4.49 I Recordci 3 I 3 I 3 I 11 3 I 3 3 3, 1 2 I 2 I 2 I 2 2 I 3 1 I 3 I 1 / 2 I 3 i 3 I 3 3 
4.50 !Measures I 31 31 31 11 31 31 31 11 1 I 2/ --2T--3T-2! 1 I - 31 -1T--3l--1-I -21 31 31 31 3 
4.51 IMonitorm 1 31 31 31 11 31 31 31 11 1 I 2j 3f 3r--1·r- 21 3j 1! 31 1 ! 31 11 31 31 3 
4.52 !Services I 41 31 21 11 31 31 31 11- 11 21 21 2J 21 21 31 11 21 2! 31 2j 31 31 3 
4.53 IMarketr I 31 31 31 11 31 3l-3f_1_j 1 I 21--3[-31 2! 1 I 2i m• 1r--21-1T-31 31 3i 31 3 
4.54 I Salesrn 41 3 I 21 11 21 3 I 3 I 1 I 11 2 I 21 21 11 2 I 21 3 I 2 I 1 / 3 I 11 3 I 31 3 
4.55 IProductp \ 4\ 3\ 21 1\ 2\ 3\ 2\ 2\ 11 2\ 2\ 2\ 3\ 1\ 2\ 1\ 21 11 11 11 3\ 31 3 
4.56 I Forde rs I 3 I 31 21 1 I 3 I 1 I 3 I 1 I 1 I 0 I 2 I 2 I 1 I 2 I 2 I 1 ! 21 11 11 21 11 31 3 
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4.58 I Hand lee I 31 3 I 21 11 3 I 3 I 21 3 I 11 2 I 21 3 I 1 I 2 I 1 I 11 21 1 / 3 i 11 3 I 31 3 
4.59 ITrackpo i 11 21 21 21 31 31 21 11 21 OI 21 21 31 21 21 21 11 2i 11 31 2\ 31 3 
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5.1 lllog 11 11 1 1[ 11 sl 11 5[ 51 51 41 11 1J 51 31 4! 11 21 11 31 11 11 141 21 21 141 11 5 
5.2 /Produc I 51 3-- 5 5' 4 1 2 4 4 1 11 3 4 3 51 51 21 11 3 5 3 5 14 5 1 3 2 3 I 5.3 lo1og i 4 41 4 1 s 4 3 2i 3 4 21 21 5\ 2 41 3i 3 3 51 1 I 2 2 14 1 31 14 31 4 
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5._5_ 1 Suppo~_2_I _3J_ 21 11 2i 31 51 1 I 1 I 2! 51 51 31 1 I 1 1 4 5i 2L_ 41 41 4 1 31 51 41 4 2 
H6 IReceiveg j 61 21 3\ 4L-3J 141 3j 141 121 ~ 21 6! 4! 2! 4 2! 3 1 2 4! 21 3j 41 41 21 4'1 14 1
1 
9 ~ 
~-~_JProduc _J _ _§j __ 6L 61 61 6j 5j 4! 141 12; 9j 61 101 5! 6j 6! __ 7_! _5'.__!_l_ 5 6i 6! 7 6 6 7 61 9 7 
5.8 !Distrib I s! 11 11 11 11 14[ 31 14! 14! 6! 5! 101 51 11 11 B! 1i ~ _:i__3I 11 91 91 4 1 14i 5. 6 
5.9 jMarkets ~-- 91 9 1 ~ 1\ 12f 141 141 1j 1\ 1\ 11 51 5j 14: 1 1! __ 1-4' 9- 3i 11 5j 5\ 51 12 10! 6 12 
5.1 I Support 10 I 5; 1 1 1 6 i 91 10 1 1 o I 14 I 3 i 4 I 1 o 1 i 1 o i 1 i 14_, _1 l_W 13 f 10 i 3 I 9 l 14 I 10 I 9 1 o i 1 o 5 
I I I I I I I I I i ' ! I i I I I I I 
6.1 I Mining I 1 2 I 1 3 2 1 1 1 1 0 0 I 3 I 1 I 2 I 11 0 ! O I 2: 1 j 3: 3 i 1 I 2 I 3 I 0 I 0 I 1 I 2 1 
Speech I 1 i 2 1 1 11 1 I 1 j 11 0 I 0 I 1 I 11 11 1 ! 0 I 0: 1 r 0 ~ 21 1 i 11 21· 11 0 I 0 I 11 2: 1 
6.3 I Mmedia 1 I 2 j 2 2 ! 1 I 3 2 2 ! O O I 1 I 1 I 2 ! 1 [ O 3 i :1.l__~_;_-~L__]J_]j_ 2: 3 '. 0) O _ 2 i 1 3 
6.4 l1nternet I 3 3 21 3' 31 3 3 31 1 1 1L 2! 11 3i 3! oi 3i 2i 3: 3 1 3 1 3 31 3 1 oj 2\ 21 2 __ 3 
6.5 !wcomms L_~ 2[ 3j 2 1 2 11 2 11 2 1 11 21 1j O 3: _1~_3: 2! 3i 3i 21 3 0 0 11 1: 3 
Handw 1 21 1 1 1 I __.!_,_ 3 I 1 j o I o I 1 [ 1 I 1 j _1 !_~o ! 1 ! ~, 3 i 1 I 2 I 1 I 3 [ o, o I 2 ! 1 i __ 1 
6.7 1lmage _2Gi 1 I 21 1 I 31 21 31 ol DI 1 I 1 1 1 I 2l__QL_].L-2!__~ 31 3L_3i 31 2[ ol o[ 3! 3 2 
6.2 
6.6 
6.8 Cellular 3' 3j 31 3! 31 31 3L31 31 3l~ 21 3! 2Ll 3! 3_: --~--3_' --~- 3j 31 31 ol 31 1 I 3 ___ ~ 
---~·-V_irt_ua_lr_i 1l1r1 1 1! 11 1Col ~ o; 3! 1f 21 11 3i . Of_ .• __ 21__~: __ 21 __ 0: 11 31 1 ol 01 11 1: 1 
6.1 !Multip 13T~ 1 3 1 [ 1 I 1 I 31 3! ol 31 31 3 1 11 ol___3_i _31_ 3! 3[ 3! 3j 3! 31 o/ 01 1 j 2 2 
6.9 
~11 IP,rtifici 1 2! 2 1 ii 1l __ 1~L_:!I 1! o: 31 21 11 1i 01 2! 1[ 11 2[ o; 11 31 31 o/ o/ 2i 2 2 
6.12 1smartc J 11 21 i 11 1i 11 11 ol oj 11 11' 11 1i 1/ ol 1~_ 11 1i 3[ 31 31 3! 1/ 01 ol 2/ 1 2 
6.13 1 Mobile l 1 I 31 2 1 3 J 3 i 3 ! 1 3 0 I 1 I 1 2
1
1 3 [ 2 I O l O ! 3 I 1 ! 3 i 21 3 I 3 3 0 0 2 i 3 2 
6.14 lobjectt I 2! 3! 21 11 11 11 1[ 31 11 o 1 31 31 11 o; 21 3j 11 21 21 3j 31 1 o' o 11 3 1 
6.15 jBiomet I 1 I 1CJT 31 1 I 1 1 o 1 j oj 1 1 I 1 ·1 I oi Di 1 / oi 31 ol 1 I 2 1 o o 1 I 1 1 
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I Industry I 41 s I 4 5 5] 1 5 i 5 I 5 i 2 i 2 I 1 I 2 I 2 9 i 2. 1 ! ~- 4: 3 i 5 [ 1 I 1 I 41 1 I 2 I 9. 1 
!Turnover ! 51 51 3 4 sl 3 41 51 3i 51 51 31 3! 5 2i 4; 3: 5;_~:_______.?L_ 5i 21 51 51 sl 3j 5[ 2 5 
41 41 ] 4, 51 4 31 1 I 21 s! 4j 31 41 5 5j 4: 3i 51 4! 4: 5! 4! s 4 4 sl sl 2· 5 
Manager I 1 I 1 j 1 1 1 I 1 1 I 1 ! 1 I 2 I 1 j 1 j 1 I 1 1 I 1 T 1 i 2 • 2; 1 I 1 i 1 I 3 1 I 21 1 j 1 j 1 ; 2 
People 
!___[_ I I I I I I, I I I I I I L:___l_i__j_l I I I I I I I 2.1 !Scale _J 4[ 4[ 3 3 21 4 41 1 I 41 4 [ 4[ 4[ 4[ 3 3~-~;__~_4_!_~L 4, 4 ! 31 41 31 41 41 31 4 3 
2.2 !growth I 1 I 41 2 2 31 4 3[ 1 l__& __ 2/ 2i 2[ 41 3 1 ! 3[ 3: 3 4, 2L 41 31 31 1 21 3[ 31 3. 3 
1--- Gpolicy I 21 3 f ~~ 4 I 4 41 4 [ 3 I 4 I 3 ! 4 ! 4 i 2 . 3 i 4 i 4 i 4: 4 ! 2 i 4 i 4 [ 4 [ 3 \ 4 j 41 2 I 4 • 3 2.3 
2.4 \Ncornps. 41 41 4[ 41 4[ 41 4L-# 41 1 i 4i 1 I 2! 4 41 4! 4:_2_:__1 ; ___ 4: 4i 3[ 1 [ 1 [ 4[ 2[ 31 2: 4 
?_:_5 __ j£_assets 4 ! 3 ! 2 I 3 i 41 41 31 11 3 i 4 f 4 I 4 [ 4 [ 4 ~-i £___:~_".., 3: 4 i 3 i 4 j 3 I 3 j 4 I 3 I 2; 3 
,__ 2.6Tscosts 4\ 1 41 11 1[ 4 11 1f 11 4[ 3[ 2[ 4[ 4 11 4! 1J__2~ 2i 1: 31 11 21 4[ 3[ 4j 1 4 
2.7 !Priced 3j 1 41 21 2[ 2 3 4[ 2 2j 2[ 21 41 3 21 2! 2i __ ~_; 3 3! 1 1 3[ 1f 2 3! 11 3i 3, 3 
2.8 !Standard. 2! 3 3[ 41 31 4 4 3[ 1[ 41 2[ 4[ 11 3 3j 1i 3 1 3i 3 4j 3j3[ 3j 3 2[ 31 2i 2f 3 
2.9 Coopera~ 2 I 1 1 [ 2 I 2 [ 3 2 4 [ 2 [ 3 I 3 I 1 [ 1 [ 2 3 I 2 i 2f-- 3 j- 3 3 ! 1 i 3 [ 2 [ 2 2 [ 1 [ 2 [ 1 i 4 
2.1 · ! nfoa I 2 2 4 I 2 [ 4 [ 1 \ 4 \ 4 4 [ 41 2 I 2 I 4 \ 2 1 1 2 : 4 1
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2.12 I Capitali I 4 I 1 2 1 4[__ 4 I 4 3 1 1 2 I 4 4 I 4 I 4 2 I 1 I 3 I 4 I 4 ! 4 [ 4 i 41 3 4 3 3 4 I 3 I 4 I 4 
2.13 I Switchingcl 2 1 3 1 j 1 I 4 1 4 2 j 41 2 3 4 i 2 i 1 I 2 ! 1 I 4 i 4 j 2 I 1 i 3 4 I 4 ·. · ·1 3 3 I 4 I 2 
2.14 Overcap I 3 2 3 21 2 4 2 3 2 41 3 4 4j 31 1 I 2j 1 I 21 41 31 41 3 2 1 2 3 31 41 3 
2.15 Profitrn-l 1 1 1 3 1 2 1 1 2 2 I 2 1 I 1 [ 2 I 3 4 I 1 I 2 3 I 1 I 1 I 3 3 2 4 I 4 3 I 3 i 3 
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2.18 , Buyerir.~pc! . 1 1 1 [ 3 2 4 2 2 I 1 3 3 I 2 4 3 I 3 I 3 ! 1 ! 3 I 2 I 2 I 4 [ 3 2 3 1 I 3 3 I 3 i 
2.19 Differer;t[ ~ 1 4 3 3 2 1 31 31 2 3 4 1 31 21 3i 2j 21 31 3j 3j 2 4 21 2j 1 21 4\ 
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2 2.2 jsupplie~;d! 31 3! 31 3 3 1 3 11 21 31 41 3 4 3j 4! 3\ 4! 2[ 4 11 41 1\ 21 21 21 4! 21 31 2i 
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21 2! 2: 3 
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4.3 !Manager J __ 2j_~--~i 3! 2L_ 21 1 I 21 3i 2: ~~l__3J_ _ _2[__3 ____ 3 __ 2_: __ ~-----~~---? 4: 3i 2j 21 41 2J 21 2 3 
4.4 IManagec 1_&_ 3j 21 2! 2i 21 2! 21 2i 21 2[ 21 2i 3j 2i 2 2. __ 3 ____ ~~ 2, 21 31 31 2f 41 21 21 2 3 
4.5 !Managef I 2j 1 I 3/ 21 2[ 2j 2j ~-I _3_'._ 3[ 2! 2! 3i 21 2 _3_: __ 2 __ 2_. __ _3.J __ 2i 3! 31 2! 41 2i 21 2 2 
4.6 . _ if'lanacq J-1 1 I 1 ! 3 2! 2j 1 ! 2! 1 j 3i 31 4i 2! 3! 3; _3_j __ 3_;__~'-~-~; 4J31 31 21 1 I 1 ! 3j 2 2 
· -· ·' _3_i 3 31 21 21 21 _:1_! _ _?I 1 I 31 21 4i 2i 3: ~ ___ 2_-31__~'.-~:__s__ 4i 3i 3J 2! 41 2! 2f 2. 3 
.:J_ __ :i__ 21 21 21 2! _ 21 21 2 21 21 2! 2L-3L~~--2:__~-- 2 3' 2: 21 3i 31 21 4f 21 2! 2 3 
21 1' 2 21 1 ! 2 2 2 2' 2 2' 21 21 2i 2] 2: 3: 2'. 2: 2i 2: 3i 2j 21 11 21 3j 2 3 
_J__2 2 31 21 1 i 2 21 21 21 2! 21 21 2j ?_l __ 2_!_-2L-3_l_ _ _3_L__2L 21 2i 3! 2! 21 1 1 2i 2i 2 2 
~. 4.11 1Keport1e I 2. 1 I ~21 21 2 21 2' 21 21_2_! __ 2! 2! 2j 21 2! 2.i 21 2! 2! 2! 31 3j 21 4f 2i 21 2 -~ 
I 4.12 IMtax _J_2j 1 21 2_ 2[ 21 11 21 2 1 31 2j 2! 2_i _31 2: 2_' _2~ 2' 2! 3j 21 21 11 1[ 31 1• 2 
l_~IMcapitai_J_ 2 ____2_i_ 2[ 31 1 ! 2J 1 I 21 1 I 3! 21 21 21 3! 31 3j __ _?:~----~L _ _!_ __ _3J 41 31 31 21 41 21 31 · 11 3 I 4.14 fMracilit -t' 2 1 2 _ 2 1 j 21 1 I 11 21 2j 31 4j 2! 3_! _1 _! -~-' ._1 i-~---~)_2J 4i 3[ 31 21 1 I 1 I 31 1: 3 
~ I 4.15 jPlanp 2 21 31 3 11 2 1 1 2 21 31 31 41 21 31 2i 2! ___ -3.l_ __ 1_i ---~!_ 2: 4! 3j 31 21 31 21 2[ 3 3 
~ [ 4.rn loesignj I 21 1 1
1 
31 2·1 11 1 1 3j 2! 11 2! 4[ 21 3! 2i 3, 1! 4i 21 21 4~- 3! 21 2j 11 11 31 3, 3 ~ L 4.17 I Mdeploy I 2 I 2 3 I 3 2 I 2 I 1 I 3 I 2 I 11 2 i 4 i 2 ! 3 i 2 ! 3 ! 2 j 2: 3~-~j 4 i 3 j 3 j 2 I 31 2 I 21 2 3 
'° j 4.18 loevelope I 2r 1 I 31 31 41 2 1' 3 3\ 3j 2i 4i. 2i 31 3J _ _:il__-2L___3_; __ 3] 2] 2i 3i 2[ 21 3[ 21 2J 2; 3 
· 4.19 IMinfo ! 3:[ 21 3! 21 21 2 1 1 1 21 21 21 21 2j _3_L 31 3, 21 2] 31 2] 2\ 3( 2 21 1 21 31 2i 2 
4.20 !wages I 21 2ul 21 1[ 2 1 2 21 21 21 2! 21 ?_) 2 2! 21 2_i -~l 2[ 31 3 21 4 21 31 21 2 
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Attachment 4.2 
Data Mining: 
Bin Frequency Cumulative% 
0 
1 
2 
3 
More 
tntemet: 
Bin Frequency 
0 
1 
2 
3 
More 
14 19.72% 
26 56.34% 
20 84.51% 
11 100.00% 
0 100.00% 
Cumulative % 
3 4.23% 
5 11.27% 
14 30.99% 
49 100.00% 
0 100.00% 
!nage techn~!ogy: 
Bin Frequency Cumulative % 
0 9 12.68% 
17 36.62% 
2 14 56.34% 
3 31 100.00% 
More 0 100.00% 
Multigrocessor technologl£: 
Bin Frequency Cumulative % 
0 7 9.86% 
1 14 29.58% 
2 8 40.85% 
3 42 100.00% 
More 0 100.00% 
Speech recognition: 
Bin Frequency Cumulative% 
0 15 21.13% 
1 
2 
3 
More 
42 
12 
2 
0 
80.28% 
97.18% 
100.00% 
100.00% 
Wireless communications: 
Bin Frequency Cumulative % 
0 11 15.49% 
23 47.89% 
2 14 67.61% 
3 23 100.00% 
More 0 100.00% 
Cellular communications; 
Bin Frequency Cumulative % 
0 2 2.82% 
1 7 12.68% 
2 3 16.90% 
3 59 100.00% 
More 0 100.00% 
Artificial intelligence: 
Bin Frequency Cumulative % 
0 15 21.13% 
31 64.79% 
2 15 85.92% 
3 10 100.00% 
More 0 100.00% 
Bin Frequency Cumulative % 
Multimedia: 
Bin Frequency Cumulative % 
0 8 11.27% 
1 15 32.39% 
2 27 70.42% 
3 21 100.00% 
More 0 100.00% 
Handwriting recognition: 
Bin Frequency Cumulative% 
0 19 26.76% 
1 38 80.28% 
2 9 92.96% 
3 5 100.00% 
More 0 100.00% 
Vjrtual reality: 
Bin Frequency Cumulative % 
0 21 29.58% 
1 38 83.10% 
2 4 88.73% 
3 8 10000% 
More 0 100.00% 
Smart card technology: 
Bin Frequency Cumulative % 
0 12 16.90% 
1 38 70.42% 
2 12 87.32% 
3 9 100.00% 
More 0 100.00% 
0 10 14.08% 0 19 26.76% 0 12 16.90% 
1 15 35.21 % 1 42 85.92% 1 23 49.30% 
2 13 53.52% 2 4 91.55% 2 13 67.61% 
3 
More 
Virtual office: 
33 
0 
100.00% 
100.00% 
Bin Frequency Cumulative % 
0 18 25.35% 
1 35 74.65% 
2 12 91.55% 
3 6 100.00% 
More 0 100.00% 
3 
More 
23 100.00% 3 6 100.00% 
0 100.00% More 0 100.00% 
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Inbound logistics;, 
-- Bin Frequency Cumulative % 
1 26 36.62% 
2 11 52.11% 
3 8 63.38% 
4 9 76.06% 
5 9 88.73% 
More 8 100.00% 
Marketina and Sales: 
Bin Frequency Cumulative % 
1 8 11.27% 
2 13 29.58% 
3 19 56.34% 
4 15 77.46% 
5 8 88.73% 
More 8 100.00% 
"tl 
p.> 
~ 
N 
~ 
-
-j;:J 
CXJ 
\0 
-i 
Contribution of core value activities to costs: 
Production: _9_!1tbound logistics: 
Bin Frequency Cumulative % Bin -Frequency Cumulative % 
1 11 15.49% 1 8 11.27% 
2 8 26.76% 2 13 29.58% 
3 9 3,_;,44% 3 19 56.34% 
4 10 53.52% 4 15 77.46% 
5 27 91.55% 5 8 88.73% 
More . .,._ 6 100.00% More 8 100.00% 
SUQQOrt: 
Bin Fr~uenc:zi: Cumulative o/o 
1 21 29.58% 
2 14 49.30% 
3 9 61.97% 
4 9 74.65% 
5 13 92.96% 
More 5 100.00% 
~ 
.. 
.. 
~ 
I: ;: 
t 
" 
• 
Impact Qf strnct!.lrnl factQrs QO CQrn Y:alu~ actiy:ities. 
J.nbouod logistics: Eroductioo: Qutbouod IQgistics: 
Bin Frequenc'i.. Cumulative % Bin Freguenc}'.'. Cumulative % Bin Frequency Cumulative% 
1 1 1.41 % 1 0 0.00% 1 25 35.21 % 
2 18 26.76% 2 0 0.00% 2 0 35.21% 
3 7 36.62% 3 2 2.82% 3 5 42.25% 
4 19 63.38% 4 3 7.04% 4 3 46.48% 
5 0 63.38% 5 8 18.3)% 5 12 63.38% 
6 8 74.65% 6 22 49.30% 6 2 66.20% 
7 0 74.65% 7 8 60.56% 7 0 66.20% 
8 1 76.06% 8 1 61.97% 8 2 69.01% 
9 4 81.69% 9 7 71.83% 9 2 71.83% 
10 0 81.69% 10 4 77.46% 10 8 83.10% 
11 0 81.69% 11 1 78.87% 11 0 83.10% 
12 1 83.10% 12 4 84.51% 12 0 8-3.10% 
13 0 83.10% 13 4 90.14% 13 0 83.10% 
14 12 100.00% 14 7 100.00% 14 12 100.00% 
More 0 100.00% More 0 100.00% More 0 100.00% 
~ 
::> 
Jo 
r.i Marketiog aod Sales: Support: Structural factors: N 
CXl Bin Freguencl:'._ Cumulative % Bin Freguencx: Cumulative % 1 Geographic location of your customers CXl 
1 18 25.35% 1 18 25.35% 2 Geographic location of your suppliers 
2 1 26.76% 2 1 26.76% 3 Geographic location of activities relevant to each < 
3 2 29.58% 3 2 29.58% 4 Coordination of activities with suppliers 
4 0 29.58% 4 0 29.58% 5 Coordination of activities with customers 
5 13 47.89% 5 13 47.89% 6 High fixed costs 
6 3 52.11 % 6 3 52.11 % 7 Union activities 
7 0 52.11 % 7 0 52.11% 8 Government regulations 
8 1 53.52% 8 1 53.52% 9 Mix of products manufactured 
9 6 61.97% 9 6 61.97% 10 Required level of service 
10 10 76.06% 10 10 76.06% 11 Human resource policies 
11 1 77.46% 11 1 77.46% 12 Sensitivity to timing 
12 5 84.51% 12 5 84.51% 13 Rate of learning 
13 1 85.92% 13 1 85.92% 14 Unknown > 
14 10 100.00% 14 10 100.00% 
,...., 
~ ;::; More 0 100.00% More 0 100.00% cc ~ ~ -.J 
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Financial information systems: 
Monitore 
Trackre 
Manager 
Managec 
Managef 
Planacq 
Eorecstf 
Measuref 
Procesp 
Procesr 
Reportie 
Mtax 
Mcapital 
Mfacilit 
HR information systems: 
Planp 
Designj 
Mdeploy 
Develope 
Minfo 
Wages 
Mperform 
Pcomp 
Mlabour 
Production information systems: 
Lprod 
Layout 
Productd 
Processd 
Pschedul 
Pplannin 
Quality 
R1 82 R3. M 85. 8.6 BI . Ra R9 fill1 RU R12 8.13. RH 8..15 lllQ R1I Bl8- fil.9 R2.Q 821 822 82.a 821 82.5 826. 
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Cplannin 
Pmanage 
Plantm 
Pmeasure 
Ptrack 
Outbound logistics information systems: 
Shi pf 
Storef 
Orderp 
Delivers 
Inbound logistics information systems: 
Tracki 
lnventc 
Receiveg 
Pgoods 
Selects 
Storeg 
Marketing information systems: 
ldentifc 
ldentifn 
Measures 
Monitorm 
Services 
Marke tr 
Salesm 
Productp 
Support information systems: 
Forders 
Bille 
Hand lee 
Trackpo 
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Financial information systems: 
Monitore 
Trackre 
Manager 
Managec 
Managef 
Planacq 
Forecstf 
Measuref 
Procesp 
Procesr 
Reportie 
Mtax 
Mcapital 
Mfacilit 
HR information systems: 
Planp 
Designj 
Mdeploy 
Devel ope 
Minto 
Wages 
Mperform 
Pcomp 
Mlabour 
Production information systems: 
Lprod 
Layout 
Productd 
Processd 
Pschedul 
Pplannin 
Quality 
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0.286 
0.429 
0.000 
0.143 
0.214 
0.286 
0.357 
0.000 
0.643 
0.214 
0.143 
0.357 
0.000 
0.500 
0.111 
0.000 
0.000 
0.000 
0.333 
0.556 
0.000 
0.000 
0.222 
0.444 
0.000 
0.111 
0.000 
0.500 
0.538 
0.083 
0.000 
0.333 
0.167 
0.250 
0.417 
0.000 
0.000 
0.417 
0.250 
0.250 
0.000 
0.250 
0.750 
0.000 
0.000 
0.750 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.500 
0.000 
0.500 
0.000 
0.167 
0.000 
0.000 
0.000 
0.167 
0.000 
0.000 
0.000 
0.000 
0.000 
0.615 
1.000 
0.625 
0.000 
0.750 
1.000 
0.875 
0.125 
0.000 
0.000 
0.500 
0.625 
0.167 0.125 
0.000 0.000 
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Attachment 4.6 
11/28/97 
.l.nf.ru:mafu!~tems gro~~.o_ry_ 
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lniorntlon systerns_gNU_ped by type and category 
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0.440 0.500 0.500 0.500 0.250 0.500 
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HISTOGRAM: PERCEIVED IMPORTANCE OF INFORMATION SYSTEMS 
• Human Resource Information systems 
,---------------·---·---------·-------·-·------- ----------, 
I Histogram I 
I 
>. \ 
g 400. ------ 2 
°' m -. I :J 200 - .•. -;t1,~-- 1 g 0 11 ~-LJ I = I l 0 
.... 
u_ N 0 
Bin 
Bin Frequency Cumulative Bin 
% 
0 6 .94% 
1 129 21.13% 
2 321 71.36% 
3 159 96.24% 
4 24 100.00% 
More 0 100.00% More 
• Financial Information systems 
Histogram 
Bin 
Bin Frequency Cumulative Bin 
% 
0 0 .00% 
107 10.76% 
2 591 70.22% 
3 258 96.18% 
4 38 100.00% 
More 0 100.00% More 
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--------------------·--··-------- --- _, 
2 
3 
1 
4 
0 
2 
3 
1 
4 
0 
Frequency Cumulative 
% 
321 50.23% 
159 75.12% 
129 95.31% 
24 99.06% 
6 100.00% 
0 100.00% 
------------, 
I 
I 
14'"''*"' Freque~ 
-11--- Cu;11ula~_J 
Frequency Cumulative 
% 
591 59.46% 
258 85.41% 
107 96.18% 
38 100.00% 
0 100.00% 
0 100.00% 
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• Production Infom1ation systems 
Histogram 
>. I ~gg 1~~ ,~···~· '"f ~ 
'-
u. N 0 Q) 
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0 
:2 
I Bin 
L_ -- - -- --------- --- -
Bin 
More 
Frequency Cumulative 
% 
Bin 
0 16 1.88% 2 
3 
2 
3 
4 
214 27.00% 
318 
269 
35 
0 
64.32% 
95.89% 4 
100.00% 0 
100.00% More 
• Outbound Logistical Infonnation systems 
Histogram 
Bin 
Bin Frequency Cumulative Bin 
% 
0 4 1.41% 
101 36.97% 2 
2 100 72.18% 3 
3 71 97.18% 4 
4 8 100.00% 0 
More 0 100.00% More 
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318 37.32% 
269 68.90% 
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35 
16 
0 
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-11- Cumulative % I 
Frequency Cumulative 
% 
101 35.56% 
100 70.77% 
71 95.77% 
8 98.59% 
4 100.00% 
0 100.00% 
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• Inbound Logistical Information systems 
Histogram 
I l _____ _ Bin 
Bin Frequency Cumulative Bin 
% 
0 10 2.35% 
123 31.22% 
2 220 82.86% 
3 69 99.06% 
4 4 100.00% 
More 0 100.00% More 
• Suppo11: Information systems 
Histogram 
Bin 
Bin Frequency Cumulative Bin 
% 
0 10 2.01% 
93 20.72% 
2 224 65.79% 
3 150 95.98% 
4 20 100.00% 
More 0 100.00% More 
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2 
3 
0 
4 
Frequency Cumulative 
% 
220 51.64% 
123 80.52% 
69 96.71 % 
10 99.06% 
4 100.00% 
0 100.00% 
, ..•.•. ,, .• , FrequencYI 
--ta- Cumulati\€ % I 
----' 
Frequency Cumulative 
% 
2 224 45.07% 
3 150 75.25% 
1 93 93.96% 
4 20 97.99% 
0 10 100.00% 
0 100.00% 
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Aftacbmimt 1.a 
Re.smmcfunls_ IecboQIQgies g[Ql.!Qfill 
UokOQWO Tracked ~ AdQP.1!ld. 
1 0 10 3 3 
2 0 2 6 8 
3 0 10 5 
4 0 6 3 7 
5 0 11 2 3 
6 0 11 0 5 
7 0 10 3 3 
8 4 5 6 
9 9 4 2 
10 11 4 1 
11 0 9 2 5 
12 0 11 3 2 
13 0 6 5 5 
14 0 13 2 
15 15 0 0 
16 7 1 3 5 
17 0 9 3 4 
18 5 5 0 6 
19 0 0 7 9 
20 3 2 3 8 
21 0 6 1 9 
22 0 6 9 
23 0 6 9 
24 16 0 0 0 
25 14 0 1 
26 0 9 6 
27 0 7 5 4 
28 0 7 5 4 
29 0 14 0 2 
30 0 5 4 7 
31 0 2 5 9 
32 0 1 6 9 
33 0 1 2 13 
34 0 16 0 0 
35 0 10 3 3 
36 0 7 0 9 
37 10 2 0 4 
38 0 5 5 6 
39 8 5 2 
40 7 2 6 
41 12 2 0 2 
42 0 8 2 6 
43 14 0 0 2 
44 0 3 4 9 
45 0 10 6 0 
46 0 10 4 2 
47 0 10 2 4 
48 5 5 2 4 
49 12 0 2 2 
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50 0 10 3 3 
51 1 8 3 4 
52 8 3 0 5 
53 5 4 6 
54 1 7 2 6 
55 0 6 6 4 
56 5 3 0 8 
57 0 4 3 9 
58 4 7 2 3 
59 0 10 5 
60 0 13 0 3 
61 6 6 3 
62 0 5 8 3 
63 2 3 10 
64 11 1 0 4 
65 10 1 4 
66 0 2 5 9 
67 0 12 3 
68 0 7 6 3 
69 0 6 7 3 
70 0 2 3 11 
71 4 4 0 8 
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~rs.__grouJ~dJn_to_S new cate_go.ries_ AttaciJmeotA..a 
~t~ 
Re.S12oodeots Re.Clllie e.ro.mu; llis.trili Market S.upJNr1 
1 3 3 
2 2 3 3 
3 3 3 3 
4 2 3 1 1 1 
5 2 3 1 3 3 
6 5 1 5 1 3 
7 3 2 3 3 
8 5 5 5 5 
9 3 3 5 5 5 
10 3 3 3 3 
11 2 3 2 
12 3 
13 2 1 
14 2 3 
15 2 3 
16 2 4 4 5 5 
17 3 1 1 1 1 
18 2 4 4 5 5 
19 2 1 3 3 
20 2 3 3 3 
21 3 3 3 3 
22 2 4 3 
23 2 3 3 5 
24 2 3 3 
25 2 4 4 3 3 
26 5 3 5 1 
27 3 3 1 3 
28 3 4 3 3 1 
29 5 5 5 5 5 
30 5 3 1 1 
31 2 4 3 3 
32 2 3 1 3 
33 3 3 1 
34 2 3 1 2 
35 3 1 3 3 
36 5 5 5 5 5 
37 5 5 5 5 5 
38 2 3 
39 2 3 
40 2 3 3 
41 2 1 1 
42 2 3 3 
43 5 3 5 1 
44 2 1 2 3 
45 3 4 
46 3 3 2 3 
47 3 1 3 1 
48 2 4 2 
49 5 4 5 2 3 
50 3 3 
51 2 3 5 
52 2 1 
53 2 2 3 3 
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14_~_g_muped into 5 neYL.cate~HlrW..S Attac.bment.1...9. 
l':lew strni:turnl fac.mra 
~s ~ejye ~ llliJrib Madsfil Sllm2.Qrt 
54 2 4 5 
55 2 3 1 3 
56 3 1 1 3 
57 5 5 5 5 3 
58 2 3 3 
59 2 3 
60 2 1 1 
61 3 3 3 
62 2 3 
63 2 3 3 
64 2 3 1 
65 3 3 1 3 3 
66 5 5 5 5 5 
67 2 3 
68 3 3 3 
69 4 3 3 
70 5 5 5 5 5 
71 3 3 4 
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fiew...tasru.IIC~ Attai:;brneat ~l:..1Q 
full;J)..Qlli"lfilt J.nhQ.u_~ o~ R~at lnhQ~ llii1sn; 
1 3 3 37 4 2 
2 5 38 4 2 
3 5 39 4 2 
4 5 40 6 0 
5 2 4 41 5 1 
6 5 42 3 3 
7 4 2 43 6 0 
8 6 0 44 6 0 
9 6 0 45 6 0 
10 6 0 46 2 4 
11 6 0 47 6 0 
12 4 2 48 4 2 
13 4 2 49 5 1 
14 4 2 50 0 6 
15 2 4 51 2 4 
16 5 52 5 
17 3 3 53 6 0 
18 1 5 54 5 
19 6 0 55 4 2 
20 0 6 56 4 2 
21 5 57 3 3 
22 5 1 58 5 
23 5 59 2 4 
24 0 6 60 6 0 
25 2 4 61 5 
26 4 2 62 3 3 
27 3 3 63 4 2 
28 5 64 4 2 
29 4 2 65 4 2 
30 6 0 66 6 0 
31 4 2 67 4 2 
32 4 2 68 2 4 
33 2 4 69 0 6 
34 6 0 70 4 2 
35 5 1 71 4 2 
36 0 6 
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