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TWO ALGORITHMS TO FIND A POWER INTEGRAL
BASIS
L HOUSSAIN EL FADIL
Abstract. In this paper, we give an algorithm to compute an inte-
gral basis and to test the existence of a power integral basis of O,
where O is the integral closure of R = k[X] in L and L is a finite sep-
arable extension of K = k(X). We specify the cases that L = K[α]
is a pure cubic (resp. quartic) extension of K.
Introduction
Throughout this paper, R = k[X ], where k is a field of characteristic p,
K = k(X) is the quotient field of R and K¯ is an algebraic closure of K. Let
D ∈ R such that the polynomial T (Y ) = Y n −D ∈ R[X ] is irreducible and
α ∈ K¯ a root of T (Y ) = Y n −D, such that p does note divide n. Denote
L = K[α] and O the integral closure of R in L. In the second section we
find an integral basis of O as a R-module. We characterize the existence
of a power integral basis of O by a diophantine equation. When O has a
power basis as an R-module, we say that O is monogenic. We finalize the
paper by some examples illustrating this algorithm.
We adopt the following notations : For every prime P ∈ R, let K(P) =
R/(P) and for every ideal I of R , vP(I) is the P-valuation of I, defined
by I = JPvP(I), where J and P are coprime. Let FF be a field; for two
polynomials P and Q lie in FF [X ], denote byD(P,Q) their greatest common
divisor.
1. Preliminaries
Recall that for two free R-submodules M and N of L, with the same
rank over R, there is a nonsingular K-linear map f with f(M) = N . The
principal ideal of R, generated by the determinant of f , depends only on M
and N , which will denote by [M : N ], i.e., [M : N ] = det(f)R. If N ⊂ M ,
then [M : N ] is called the index of N in M . Let Λ be an R-order of L,
i.e., Λ is a unitary sub-ring of L, finitely generated as an R-module, which
contains a K-basis of L. Since Λ is a finitely generated R-module, Λ ⊂ O.
Let P ∈ R be a prime; we say that Λ is a P-maximal order of L if P does
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not divide [O : Λ]. Λ is a maximal order of L if Λ is a P-maximal order
of L for every prime P , i.e., for every prime P , P does not divide [O : Λ].
Let (u1, ..., un) ∈ L
n; denote D(u1, ..., un) the discriminant of (u1, ..., un),
i.e., the determinant of the matrix (T (uiuj))i,j , where T is the trace map of
the K-extension L. Let (e1, ..., en) be an R-basis of O; it’s well known that
D(u1, ..., un) = λ
2D(e1, ..., en), where λ is the determinant of the matrix
(xij), defined by ui =
∑n
j=1 xijej for every i. It follows that if (u1, ..., un) is
an R-basis of Λ, then D(u1, ..., un)R = [O : Λ]
2D(e1, ..., en). In particular,
D(1, α, ..., αn−1)R = [O : R[α]]2D(e1, ..., en).
The Dedekind criterion consists to enlarge the R-order R[α], successively,
for every prime P such that P2 divides the discriminant δ of T (X), until we
obtain the integral closure of R in L as follows : Let P ∈ R be a prime such
that P2 divides δ; inK(P)[X ], let T¯ (X) =
∏r
i=1 t¯i(X)
ei be the factorization
of T¯ (X), of irreducible polynomials in K(P)[X ], where t1(X), ..., tr(X) are
monic polynomials lying in R[X ], g(X) =
∏r
i=1 ti(X), h(X) is a monic
polynomial of R[X ] lifts of T¯ (X)
g¯(X) and f(X) =
gh(X)−T (X)
P
∈ R[X ]. If
D(f¯ , g¯, h¯) = 1, then R[α] is a P-maximal R-order of K[α]. Else, let U be a
monic polynomial of R[X ] lifts of U¯(X) = T¯
D(f¯ ,g¯,h¯)
; then R[α]+ 1
P
U(α)R[α]
is an an R-order of K[α], which is very large than R[α] (see [1, 2]).
2. Main results
In this section, we use the Dedekind criterion to find an integral basis of
O and then, we give an algorithm to test if O has a power integral basis.
Let T (X) = Xn+
∑n−1
k=0 akX
k ∈ R[X ] and P a prime of R. We say that
T is of Eisenstein type with respect to the prime P if P divides every ai
and P2 does not divide a0. The following Lemma generalizes the Lemma 1,
page 11 cited in [4].
Lemma 2. 1. Let T (X) = Xn +
∑n−1
k=0 akX
k ∈ R[X ] be an irreducible
polynomial, α a root of T (X) and P a prime of R. If T is of Eisenstein
type with respect to the prime P, then R[α] is a P-maximal R order of K[α].
Proof. In K(P)[X ], g(X) = X and h(X) = Xn−1, and then f(X) =
P
n−1
k=0
akX
k
P
. Since P2 does not divide a0, f(0) 6= 0 modulo P . Therefore,
D(g¯, h¯, f¯) = 1. Hence R[α] is a P-maximal R order of K[α].
Theorem 2. 2. Let D ∈ R be a cubic free such that T = Y 3 − D is
an irreducible polynomial and p 6= 3. Set D = AB2, where A and B are
coprime square free in the principal domain R. Then B = (1, α, 1
B
α2) is an
integral basis of O.
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Proof. Let δ = +¯9D2 be the discriminant of T (Y ). Use the Dedekind
criterion, it suffices to enlarge, successively, R[α] for every prime P of R
which divides D.
If P divides A, then T is of Eisenstein type with respect to the prime P and
then, R[α] is a P-maximal R order of K[α]. Else, i.e., if P divides B, then
f(0) = 0 modulo P and then, D(f¯ , g¯, h¯) = Y . Therefore, R[α] + 1
P
α2R[α]
is an R-order of R[α], which is very large than R[α]. On the other hand,
let X3 − D
P3
be the minimal polynomial of α
P
and X3 − D
2
P6
the minimal
polynomial of 1
P2
α2. So, 1
P
α and 1
P2
α2 are not integral over R. Let A(α) =
a0 + a1α +
a2
P
α2 ∈ O, such that every ai ∈ K and PA(α) ∈ R[α]. Then
(b0 = Pa0, b1 = Pa1, a2) ∈ R
3 and B(α) = a0 + a1α = A(α) − a2
1
P
α2 ∈ O.
If a1 6= 0, consider X
3 − 3b0
P
X2 +
3b2
0
P2
X +
−b3
1
d−b3
0
P3
the minimal polynomial
of B(α). Since B(α) ∈ O, P divides b0 and then, P divides b1. Therefore,
A(α) = a0 + a1α + b2
α2
P
, where (a0, a1, b2) ∈ R
3. Consequently, R[α] +
α2
P
R[α] is a P-maximal order of K[α]. Therefore, [O : R[α]] = BR. As
( 1
B
α2)3 = D
2
B3
= A2B, 1
B
α2 is integral over R and then, B = (1, α, 1
B
α2) is
an integral basis of O.
Theorem 2. 3. Let D ∈ R be a quartic free such that T = Y 4 − D
is an irreducible polynomial and p 6= 2. Let D = AB2C3, where A, B
and C are pairwise-coprime square free in the principal domain R. Then
B = (1, α, 1
BC
α2, 1
BC2
α2) is an integral basis of O.
Proof. Let δ = +¯44D3 be the discriminant of T (Y ). Use the Dedekind
criterion, it suffices to enlarge, successively, R[α] for every prime P of R
which divides D. Let P divides D.
1st case P divides A. Then T is of Eisenstein type with respect to the prime
P and then, R[α] is a P-maximal R order of K[α].
2d case P divides B. In K(P)[Y ], g(Y ) = Y , h(Y ) = Y 3 and f(Y ) = D
P
.
Since P2 divides D, f(0) = 0 modulo P and then, D(f¯ , g¯, h¯) = Y . So,
R[α]+ 1
P
α3R[α] is an R-order of R[α], which is very large than R[α]. On the
other hand, since X4−AC3B
2
P4
, X2−AC3B
2
P2
, X2−AC3B
2
P4
, X4−A3C9B
6
P4
and X4−A3C9B
6
P8
are respectively the minimal polynomials, over K, of α
P
,
1
P
α2, 1
P2
α2, α
3
P
and α
3
P2
. Then 1
P
α2 and α
3
P
are integral over R and α
P
, 1
P2
α2
and 1
P2
α3 are not integral over R. Let A(α) = a0+a1α+a2
α2
P
+a3
α3
P
∈ O,
such that every ai ∈ K and PA(α) ∈ R[α]. Then (b0 = Pa0, b1 =
Pa1, a2, a3) ∈ R
4 and B(α) = a0 + a1α = A(α) − b2
1
P
α2 − b3
1
P
α3 ∈ O.
If a1 6= 0, consider X
4 − 4b0
P
X3 +
6b2
0
P2
X2 −
4b3
0
P3
X −
(b4
0
−b4
1
d)
P4
, the minimal
polynomial of B(α), then P divides b0 and b1. Therefore, the R-order
generated by (1, α, 1
P
α2, 1
P
α3) is a P-maximal R-order of K[α] and then,
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vP([O : R[α]]) = 2.
3th case P divides C. Consider X4 −AB2C
3
P4
, X2 −AB2 C
3
P2
, X2 −AB2 C
3
P4
,
X4 − A3B6C
9
P8
and X4 − A3B6 C
9
P12
respectively, the minimal polynomials
over K, of α
P
, 1
P
α2, 1
P2
α2, α
3
P2
and α
3
P3
. Then 1
P
α2 and α
3
P2
are integral over
R and α
P
, α
2
P2
and 1
P3
α3 are not integral over R. As in the previous case,
let A(α) = a0 + a1α + a2
1
P
α2 + a3
1
P2
α3 ∈ O, such that every ai ∈ K and
P2A(α) ∈ R[α]. Then (b0 = P
2a0, b1 = P
2a1, b2 = Pa2, a3) ∈ R
4 and
then, B(α) = a0 + a1α + a2
1
P
α2 is integral over R. Let X4 − 4 b0
P2
X3 +
(−2b2
2
d+6b2
0
)
P4
X2 +
(−4b2
1
b2d+4b
2
2
db0−4b
3
0
)
P6
X +
(4b0b
2
1
b2d−2b
2
2
db2
0
−b14d+b4
0
+b24d2)
P8
be
the characteristic polynomial of B(α). Consider respectively the coefficients
of X3, X2 and X , we conclude that P2 divides b0, P divides b2 and P
2 di-
vides b1. So, the R-order generated by (1, α,
1
P
α2, 1
P2
α3) is a P-maximal
R-order of K[α] and then, vP([O : R[α]]) = 3.
Consequently, [O : R[α]] = B2C3R. As ( 1
BC
α2)2 = AC and ( 1
BC2
α3)4 =
A3B2C, 1
BC
α2 and 1
BC2
α2 are integral over R. Finally, B =
(1, α, 1
BC
α2, 1
BC2
α2) is an integral basis of O.
Now, we give an algorithm to test if O is monogenic.
For every (x0, x1, .., xn−1) ∈ R
n, let θ =
∑n−1
i=0 xi
1
ri
αi. For every 2 ≤
i ≤ n − 1, let θi =
∑n−1
k=0 fik
1
rk
αk, where every fik is a polynomial of
R[x0, x1, .., xn−1].
Let λ(x0, x1, .., xn−1) =
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
x1 f21, ... fn−11
x2 f22, ... fn−12
. . ... .
. . ... .
. . ... .
xn−1 f2n−1, ... fn−1n−1
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
.
Lemma 2. 4. Under the above hypothesis, O is monogenic if and only if
there exists (x0, x1, .., xn−1) ∈ R
n such that λ(x0, x1, .., xn−1) is invertible
in R.
Proof. It’s well known that [O : R[θ]] = λR, where λ = λ(x0, x1, .., xn−1).
Thus O = R[θ] if and only if λ is invertible in R.
In the following we give a detail study of the cases that n ∈ {3, 4}.
Cubic extensions
Let p 6= 3, D ∈ R be a cubic free, i.e., D = AB2, where D(A,B) = 1 and
A and B are square free. Let α ∈ K¯ be a root of the irreducible polynomial
T (X) = Y 3−D and O the integral closure of L = K[α]. In this section, our
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aim is to give an algorithm to test if O is monogenic and to find a power
integral basis of O.
Theorem 2. 5. O is monogenic if and if there exists (y, z) ∈ R2 such that
By3 −Az3 is invertible in R.
Proof. From Theorem 2.2, B = (1, α, 1
B
α2) is an integral basis of O.
For every (x, y, z) ∈ R3, let θ = x+yα+z 1
B
α2. Then θ2 = ( 2xz
B+y2 )α
2+(z2A+
2xy)α+x2+2yzAB. Hence λ(x, y, z) =
∣
∣
∣
∣
y (z2A+ 2xy)
z B( 2xz
B+y2 + y
2)
∣
∣
∣
∣ = By
3−Az3.
Remark that : Since λ(x, y, z) is independent on the choice of x, we can
assume that x = 0.
Corollary 2. 6. Under the hypothesis of this subsection, if degree(B−A) =
0 or D is square free or D = uB2, where u ∈ k∗, then O is monogenic.
Proof. If B − A is invertible, then λ(0, 1, 1) = B −A. Hence O = R[θ],
where θ = α+ α
2
B
.
If D is square free, i.e., B is invertible. It follows that λ(0, 1, 0) = B and
then, O = R[α].
If D = uB2, i.e., A is invertible, then λ(0, 0, 1) = −A. Hence O = R[θ],
where θ = α
2
B
.
After this study, we give the following algorithm:
In put : A polynomial D.
Out put : An integral basis of O and an answer of the question : O is it
monogenic?
1) Factorize D as AB2P 4 and replace D by AB2.
2) If D 6∈ k[X ]3, then i) B = (1, α, 1
B
α2) is an integral basis of O.
ii) Solve the equation (E): By3 −Az3 in k(X)
2
.
3) If (E) has a solution in k[X ]2, then O is monogenic and conclude a power
integral basis. Else O is not monogenic.
Quartic extensions
Theorem 2. 7. Let p 6= 2, D ∈ R be a quartic free, i.e., D = AB2C3,
where A,B, C are pairwise-coprime square free and T (X) = Y 4 −D is an
irreducible polynomial. Let α ∈ K¯ be a root of T (X) = Y 4 −D and O the
integral closure of R in L = K[α]. Then O is monogenic if and if there
exists (y, z, t) ∈ K[X ]3 such that −4z4t2A2C − 8y3BC2tAz2+4AC2z4y2+
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8yt3A2BCz2 − t6A3B2 + y6B2C3 − t4A2B2Cy2 + y4B2C2At2 is invertible
in K[X ].
Proof. From Theorem 2.3, B = (1, α, 1
BC
α2, 1
BC2
α3) is an integral basis
of O. For every (x, y, z, t) ∈ R4, let θ = x+ yα+ z 1
BC
α2 + t 1
BC2
α2. Then
f02 = x
2 +AC(2ytB + z2), f12 = 2xy + 2ztA, f22 := 2xz +BCy
2 + t2AB,
f32 = 2xt+2yzC, f13 = (x
2+AC(2ytB+z2))y+(2xy+2ztA)x+A((2xz+
y2BC + t2AB)t+ (2xt+ 2yzC)z), f23 = ((x
2 +AC(2ytB + z2))z + (2xy +
2ztA)BCy+(2xz+y2BC+ t2AB)x)+AB(2xt+2yzC)t, And f33 = ((x
2+
AC(2ytB+z2))t+(2xy+2ztA)zC+(2xz+y2BC+t2AB)Cy+(2xt+2yzC)x).
Thus,
λ(x, y, z, t) = −4z4t2A2C − 8y3BC2tAz2 + 4AC2z4y2 + 8yt3A2BCz2 −
t6A3B2 + y6B2C3 − t4A2B2Cy2 + y4B2C2At2.
Remark that : Since λ(x, y, z, t) is independent on the choice of x, we
can assume that x = 0.
Corollary 2. 8. If D is square free or D is a cub, then O is monogenic.
Indeed, if BC is invertible, then λ(0, 1, 0, 0) = B2C3 is invertible.
If AB is invertible, then λ(0, 1, 0, 0) = −A3B2 is invertible.
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