Supplementary Methods

More details on Contig Hidden Markov Model (HMM)
A profile HMM is a HMM that was originally developed to model protein families in order to allow multiple sequence alignment with gaps in the protein sequences. The set of states in profile HMMs: Q = {I, D, M}, are respectively the insertion, deletion (gaps) or match state. Emission probabilities in the match and insertion states corresponds to a distribution of possible nucleotides for a particular position in the alignment. The transition probabilities between all pairs of hidden states except for D → I are non-zero. More details of profile HMMs can be found in [1] .
Profile HMM provides a theoretical framework for aligning sequences from the same family. Here, we extend profile HMMs to model the sequencing of reads from a contig. We thus call this a contig HMM. Each contig HMM includes a consensus sequence based on the set of reads assigned to this contig. The consensus is constructed from the most probable output nucleotides of the match states. Using this consensus sequence we can make correction to the reads assigned to this contig HMM.
In order to determine if the HMM parameters converged during learning, we use a convergence criterion that is commonly used in the Machine learning community. We stop the learning procedure for a contig HMM whenever the total absolute change in the parameters of the models (emission probabilities) is within (in our case, =1e-6).
The core functionality of SEECER is constructing the contig HMM from sequencing reads. We now outline the details of each step in the following sections.
Pool of reads
We maintain a global pool P of reads during the execution of our method. SEECER creates many threads, each independently builds a separate contig HMM. For each such HMM we start with a random read as the seed and iteratively extend it using overlapping reads. To avoid collision between two HMMs (i.e. prevent two threads from reconstructing the same transcript) we do the following. First, we randomize the seeds so that threads running in parallel would likely use seeds from different transcripts. In addition, we keep track of whether a read has been assigned to a contig. When a thread tries to assign a read that has been assigned to another contig HMM, we detect this as a collision and stop the construction of the new contig.
Cluster analysis of reads initially retrieved by k-mer overlaps
Because it is only based on k-mer matches, our initial set S is most likely from a mixture of different transcripts. This situation arises from genomic repeats and alternative splices. To build a homogenous contig, we use cluster analysis to identify the largest subset S * of S which satisfies a quality measure.
In order to identify the largest subset, the main challenge is in distinguishing genuine sequencing errors from other intrinsic differences such as polymorphisms in repeats. Note that real biological differences should be supported by a set of reads with similar mismatches to the consensus. This means that we could identify a set of reads associated with intrinsic differences by looking at the intersections of m i 's. For example in Figure S11 , there are 4 reads with mismatches at red marked locations which means that most likely these 4 reads are from a different transcript.
Based on this intuition we use the following steps ( Fig. 1 , step 2) to identify S * . We consider only columns i such that |m i | > 3 since columns with smaller number of mismatches are more likely due to errors. Let M be the set of these columns. For a pair of columns i and j, their similarity score is defined as:
Using this similarity score, we use spectral clustering [2] and a spectral relaxation of k-means [3] to find clusters of columns in M . The number of clusters is determined by spectral clustering [4] .
For each cluster C, we remove all reads having at least five or half of the mismatches at the columns in the cluster from S. The remaining reads constitute S * :
Spectral clustering of columns in M
Spectral clustering is a well studied clustering algorithm method, which has been shown to perform well in practice. This clustering method is particularly suitable for our purpose since it is robust against noise [4] and is implemented by matrix decompositions, which are numerically stable and we can take advantage of existing optimized implementation. The normalized Laplacian matrix is defined as:
where D is the diagonal degree matrix:
Spectral clustering compute the first k eigenvectors u 1 , . . . , u k of L and let X = [u 1 , . . . , u k ]. Instead of running k-means on the rows of X to assign cluster membership, we use a spectral relaxation of k-means approach by a pivoted QR decomposition of X [3] . Given the QR decomposition with a permutation P:
where Q is a k-by-k orthogonal matrix, and R 11 is a k-by-k upper triangular matrix. The cluster membership of each column is determined by the row index of the largest element in absolute value of the corresponding column ofR defined by:
This approach yields a global optimal solution, hence is more stable and faster. The number of clusters k is determined by the largest decrease in values of eigenvalues of the normalized Laplacian matrix [4] .
Implementation of the cluster analysis of reads retrieved by k-mer overlaps
This clustering step can be implemented efficiently as follows. It takes O(nL) time complexity, where n and L are the number of reads and the read length respectively, to find the set M , the columns with errors to the consensus. We then use Spectral Clustering (see above) and compute the normalized Laplacian matrix between columns in M . This matrix is of size |M | 2 so this clustering step takes at most O(|M | 3 ) additional time complexity. Note that in total, this step only adds a linear computational cost in the number of reads and |M | is upper bounded by L.
Supplementary Results
Influence of value k on error correction
In order to assess the performance of the SEECER algorithm for different parameters we have benchmarked the influence of the value k on the performance of alignments and de novo assembly using a subsample of the complete human dataset, using only 3 of the 5 lanes resulting in ∼ 34.7 of the 55 M reads. The performance difference after SEECER error correction with k=11, 13, 15, 17, 19, 21, and 23 for spliced alignment of reads is presented in Figure S1 . The same parameters have been tested for assembly with Oases in Figure S2 . The experiments show that small k-values of 11-15 lead to fewer corrections, most likely because no homogeneous contigs for the HMM can be formed for parts of the read population, due to random overlaps and repeats. k=17 performs best in both alignment and assembly (for the 3 lane data) and is used for all analysis in the paper and as default value in the software. For k-values larger than 17 the number of corrections starts to deteriorate again, because many read-read overlaps are lost due to higher influence of sequencing errors for larger k.
Influence of Entropy value for border extension
We also analyzed the influence of the maximum entropy value allowed for contig extension. The performance difference after SEECER error correction, with varied entropy value from 0.2 to 1 in steps of size 0.2, for spliced alignment of reads is presented in Figure S3 . The result is that entropy of 0.6 (default value for SEECER) is the best value to achieve the largest number of error free reads. If the entropy threshold is low, it means that contigs get rarely extended and as such many reads are not being corrected.
Detailed analysis of types of corrections made by SEECER
SEECER can make mismatch, insertion and deletion corrections to the reads. Figure S6 shows the distribution of these three types of correction in terms of the read positions for the 55M paired-end 45bps reads of human T cells. As can be seen, mismatch corrections are more common than the other types. In agreement with the fact that Illumina reads accumulate errors at the ends of reads [5] , SEECER made many more corrections at the read ends.
We also show the frequency of different types of mismatch, insertion and deletion corrections in Fig. S7 , S8 and S9. We observe that there are significant biases in substitution corrections such as A to C versus A to G/T, T to G versus T to A/C. Again recapitulating what was observed before for Illumina data [5] .
Distribution of errors in aligned reads
We provide a fine grained analysis of the number of errors per aligned TopHat read from the results in Table 1 in the main paper. As can be seen in Figure S4 after error correction with SEECER, more reads are aligned and the number of reads with 0 errors is increased. Roughly, the total number of reads that align with 1 error after SEECER error correction is similar to the total number of original reads aligned with up to three errors. This explains the improvement for the de novo assembly results (see below), because exact k-mer overlaps between reads are important for de Bruijn graph based assemblers, like Oases. The reduced error rate should simplify other downstream analyses, including the detection of RNA editing events.
Detailed analysis of false positive and false negatives after TopHat alignment with the human data
Here we present a more detailed analysis of the number of false positive and false negative corrections on the 5 lane human data for all three investigated tools. The analysis is restricted to the set of reads that was uniquely aligned by all the methods tested for a dataset, to be fair, but the relative values of gain, sensitivity and specificity are similar even without this restriction. Table S1 lists the number of true and false positives as well as true and false negatives for bases of aligned reads compared to the human reference sequence and the read sequence in the original experiment on the 5 lane human data. Among all methods, SEECER and Echo have the highest number of true positives. Echo has a larger number of true positives but it makes much more false positive corrections, about ∼ 9 times more than SEECER. Therefore, despite a better sensitivity for Echo, SEECER provides the largest gain among all methods. Gain values for SEECER are roughly twice as high compared to Quake that has the second best gain value for all methods. All methods have similarly high specificity values. SEECER yields the largest gain in the other datasets we tested (Table S2 and Table S3 ).
SNP analysis in error corrected RNA-Seq data
We have investigated the effect of error correction on SNP calling. We downloaded the table _loc_snp_summary.txt from dbSNP build 132 [6] . All variants classified as "trueSNP" were retrieved for the analysis. We used the SnpStore program ( [7] , http://www.seqan.de/projects/ snpstore/) to call SNPs from the TopHat read alignments before and after correction. A nonreference base b was called a SNP at a genomic position if (i) read coverage on the position c , (ii) and the relative frequency of b was 0.8, investigating homozygous SNPs. We do not use base quality values for the SNP calling, because none of the error correction methods report a base correction quality measure. All non-reference SNP calls were compared to nonreference SNPs annotated in dbSNP. We denote as Precision the percentage of SNP calls that are annotated (with the correct base) in dbSNP, i.e., Precision=|annoted in dbSNP|/|total calls|. In Table S6 we show the number of SNP calls, their overlap with dbSNP and a method's Precision. We compute the SNP calls for varying read coverage on the position (c = 5, 10, 15) to investigate different level of stringency.
We compare the results of SNP calling on the T-cell data set for all error correction methods, ECHO, Quake, Coral, SEECER and HiTEC and the results without error correction on the original data (tableS6). SEECER corrected data leads to the highest number of SNP calls and the largest number of SNP calls that are annotated in dbSNP, albeit having a high Precision compared to the other methods. All methods improve upon the original uncorrected data and increase the number of SNP calls overlapping dbSNP, although HiTEC and ECHO show only a minor improvement ( Figure S10 ).
De novo assembly results by expression
In order to understand the impact of error correction on de novo transcriptome assembly with Oases [8] , we have computed the reconstruction accuracy (with and without correction) as a function of the expression levels. We used the express software with default parameters ([9] version 0.9.4) to quantify the expression of Ensembl (version 65) transcripts after alignment of the original reads with bowtie [10] . In Figure S5 the results for all tested preprocessing methods are depicted. In general SEECER improves reconstruction for a wide range of expression levels compared to the original data, but most notably for the most highly expressed transcripts. The read clustering with SEED, gives good results, given that the number of reads is significantly reduced, and for the most highly expressed transcripts assembly improves over the original data for full length transcripts. The other genome error correction approaches, except HiTEC, generally lead to an improvement of reconstructed transcripts but all of them have the biggest gap compared to SEECER in the two second highest expression quantiles. This result demonstrates that genome error correction approaches have reduced sensitivity for the correction of errors in very highly expressed transcripts.
Example figure from IGV for improvement after error correction
To illustrate how the correction made by SEECER improves both the alignment of reads and the de novo assembly with Oases, we show in Figure 3 assembled transfrags from both the original and corrected data in the genomic region containing the transcript ENST00000380876 (EIF3CL). We aligned all transfrags to the human genome and display two longest transfrags which are the best hits to the transcript: Locus_621_Transcript_11 (from SEECER corrected data) shown in red, and Locus_9156_Transcript_20 (from original data) shown in blue. As shown in the bottom box of the figure, with error correction, the transcript ENST00000380876 (EIF3CL) was assembled 95% in length in Locus_621_Transcript_11 as opposed to only 45% in length in Locus_9156_Transcript_20. This improvement in the assembly clearly comes from the removal of errors in the reads, as shown in the top box of the figure. Here, we show the alignment of reads of both data to the region containing exons 9-13 using TopHat. Mismatches of the reads with the reference are denoted as red/blue/green/orange dots. Most of the mismatches were removed from SEECER corrected reads. As a result, Oases using these corrected reads was able to assemble all exons of the transcript ENST00000380876 (EIF3CL). Table S5 summarizes runtime properties of SEECER when using different number of reads and read lengths. We fixed the sequencing throughput (total megabases = # reads × read length) to the same value of the T cells dataset by subsampling reads from the other two datasets (Hela cell lines and IMR90 cell lines). We find that different factors affect the run time and that it is hard to determine in advance how such factors will materialize in specific experiments:
Factors affecting running time of SEECER
1. The complexity of the transcriptome. This affects the amount of collisions and duplicated computational work due to random seeding performed by the algorithm.
2. The number of resulting contigs (which depends both on the species and the condition studied). Length of contigs rather then read length increases the run time. Thus, while the table can provide a rough guide as to what to expect when running SEECER on comparable datasets, runtime is heavily experiment dependent and it is hard to interpret the running time as a function of read number or length. SNPs are compared to annotated SNPs in the dbSNP database (y-axis). The minimum read coverage c for which SNP calls are produced was varied (x-axis). . 13 S11 An example set of reads with genuine sequencing errors and intrinsic differences . 13 
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A to C A to G A to T C to A C to G C to T G to A G to C G to T T to A T to C T to G Mate 2 Figure S7 : The number of different types of mismatch corrections that SEECER made to the 55M paired-end 45bps reads of human T cells. Figure S10 : SNP calling from TopHat alignments using SnpStore on the T-cell data. Predicted SNPs are compared to annotated SNPs in the dbSNP database (y-axis). The minimum read coverage c for which SNP calls are produced was varied (x-axis).
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k-mer overlap X X X X X X X X X X X X X X X X X X X X X X Figure S11 : An example of a multiple alignment of RNA-Seq reads with genuine sequencing errors (gray crosses) and intrinsic differences (red crosses). Cluster analysis on the alignment columns marked with crosses is used to separate both sets of reads, see text. Table S10 : Analysis of blastx alignment matches to sea urchin peptides after de novo assembly of sea cucumber transcripts for timepoint two data (larval stage). Column 3 and 4 report the number of sea urchin peptides that are covered to at least 50% (3rd col) and 60% (4th col) of their length by an assembled Oases transfrag after error correction with SEECER, Quake or Coral (1st col). We also contrast SEECER with k=17 (default) to k=21. 
