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Precursors of the superior information processing capabilities of our cortex can most probably be traced back to
simple invertebrate systems. Using a unique set of newly developed neuronal preparations and state-of-the-art
analysis tools, we show that insect neurons have the ability to self-regulate the information capacity of their
electrical activity. We characterize the activity of a distinct population of neurons under progressive levels of
structural and functional constraints: self-formed networks of neuron clusters in vitro; isolated ex vivo gangli-
ons; in vivo task-free, and in vivo task-forced neuronal activity in the intact animal. We show common motifs
and identify trends of increasing self-regulated complexity. This important principle may have played a key role
in the gradual transition from simple neuronal motor control to complex information processing. © 2004 Wiley
Periodicals, Inc. Complexity 9: 25–32, 2004
Key Words: insect; frontal ganglion; neural network; information processing; regulated complexity; neuroplas-
ticity
INTRODUCTION
T
he elevated plasticity of the mammalian cortex and
its superior information-processing capabilities are
currently assumed to derive from some function-
follow-form principles yet to be discovered [1–4]. The
roots or basic precursors of such fundamental principles
can most probably be traced back to simple invertebrate
systems [5]. They might already be recognizable in the
dynamical activity of simple insect ganglia and sponta-
neously constructed networks composed of dissociated
ganglion cells.
The presented study was guided by the rationale that
comparative investigation of the same population of neu-
rons under different levels of structural and functional con-
straints is essential when seeking rudimentary common
motifs. Furthermore, neuronal output from each level must
be recorded and placed within the context of a single anal-
ysis framework applicable to the other levels [6], also allow-
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nal experimental systems.
Accordingly we chose a unique set of neuronal prepara-
tions: self-formed networks of neuron clusters in vitro; iso-
lated ex vivo ganglions; in vivo task-free, and in vivo task-
forced neuronal activity in the intact animal.
The locust frontal ganglion (FG) is a small, typical inver-
tebrate ganglion in the insect head ([7, 8]; Figure 1a). Its
major task is the control of foregut dilator muscles and
foregut movements during feeding-related behavior [9]. The
FG recorded activity in vivo is marked by a temporal se-
quence of neuronal bursting events (NBEs)— relatively
short time windows of rapid neuronal ﬁring separated by
longer intervals of lower ﬁring rates. The rhythmic activity
depends on the behavioral state of the animal; task-forced
(feeding) activity is characterized by higher frequency
bursts compared to the task-free (nonfeeding) state [8].
Reports on sustained bursting activity after dissecting
the ganglion out of the animal, totally isolating it from all
descending and sensory inputs (Figure 1b), have established
the presence of a central pattern generating network(s) in
the FG [7, 9].
FG neurons dissociated and cultured in a dish sponta-
neously self-organize into networks with unique geometri-
cal characteristics ([10–12]; Figure 1c); intense neurite out-
growth is followed by formation of elaborate synaptic
connections, and ﬁnally, ganglion-like clusters connected
by bundles of axons (Figure 2a). We have recently shown
that these mature networks show “small-world” character-
istics [11, 13, 14]. Cluster formation is also observed in
mammalian cortex culture, though this required plating the
cells in exceptionally high densities [15]. Thus this unique
self-organization in the absence of any external cues is
probably not arbitrary but follows some universal “built-in”
principles, utilizing special inherent “tools.”
To record the in vitro networks’ dynamic activity, we
have developed a special procedure allowing us to culture
the FG neurons on multielectrode arrays (MEAs, Multi-
Channel Systems; Figure 2b) previously used to record from
high-density mammalian neuronal cultures [15–17].
EXPERIMENTAL PROCEDURES
Electrophysiology
Frontal ganglion (FG) dissection and recording methods
were previously described [7, 8]. Brieﬂy, locusts were anes-
thetized in CO2, and the FG and the nerves leaving it were
made accessible by cutting out a window in the head cuticle
and clearing fat tissue and air sacs as required. In vivo
extracellular recordings were made using ﬁne silver wire
hook electrodes electrically insulated with white petroleum
gel (Vaseline). For the ex vivo preparation, the FG and
nerves leaving it were dissected out, pinned in a Petri dish
lined with Sylgard (Dow Corning, Midland, MI) and con-
stantly superfused with locust saline. Recordings were made
with bipolar stainless steel pin electrodes insulated with
petroleum gel. Data were recorded with a 4-channel differ-
ential ampliﬁer (Model 1700, A-M Systems) and stored on
the computer using an A-D board (Digidata 1200, Axon
Instruments) and Axoscope software (Axon Instruments).
For the in vitro preparation ganglia were dissected as above.
After enzymatic treatment and mechanical dissociation [10,
11], neurons were plated on MEAs (B-MEA-1060, Multi-
Channel Systems), precoated with a mixture of concanava-
lin A Type IV and poly-D-lysine. One-week-old cultures were
placed on the MEA board for simultaneous long-term re-
cordings of neuronal activity from up to 16 neurons at a
time. Recorded signals were digitized and stored on a PC via
FIGURE 1
(a) A desert locust (Schistocerca gregaria) during feeding (1) and after
opening the head capsule to expose the frontal ganglion (FG) and the
frontal connective (FC); the nerve used for recording the activity of the
in vivo preparations (2). (b) The FG in an ex vivo preparation isolated
from all descending and sensory inputs (1). The FC nerve was again
the site of extracellular recording, and it was also used to backﬁll the
motor neurons whose motor output was studied with a ﬂuorescent
dye (2). (c) Cultured FG neurons self-organized to generate elaborate
in vitro networks (1). Dye-ﬁlled cultured neurons (same neurons
marked by arrow in 1 and 2), belonging to the same population of
neurons whose activity was recorded in the ex vivo and in vivo
preparations, participate in constructing the in vitro network.
2 6 COMPLEXITY © 2004 Wiley Periodicals, Inc.an A-D board (Microstar DAP) and data acquisition software
(Alpha-Map, Alpha Omega Engineering).
REPRESENTATIONS OF THE RECORDED ACTIVITY
All recorded signals were transformed into ordinary binary
time sequences (with 1-ms time bins), whose “1”s mark
detected action potentials. Next, we evaluated for each such
time sequence of spikes its corresponding sequence of neu-
ronal bursting events (NBEs). The bursts’ time positions and
time widths were evaluated by calculating the ﬁring rate at
each time location using a running time window whose
width was adjusted to obtain maximal statistical signiﬁ-
cance. We represented each recorded trace as a temporal
sequence I(n) of renormalized time intervals between suc-
cessive NBEs: Namely, I(n)  (Tn1  Tn)/, where Tn is the
location of the nth NBE and  is the typical (most probable)
time width of the NBEs. For dynamic scaling characteriza-
tion of the interval variations we also computed for each
trace its corresponding sequence of increments between
successive intervals: (n)  I(n)  I(n  1).
Statistical Scaling Analyses
The probability density function (Pdf) of the recorded se-
quences was approximated by Le ´vy distributions, a gener-
alization of the Gaussian distribution for processes with
diverging variance.
The general Le ´vy distribution is characterized by the
following four parameters: , , , . The distribution of
intervals larger than the most probable one can be approx-
imated by setting   0 and   Imp , yet here we preferred
to analyze the sequences of the increments (n), which can
be approximated with the zero-mean symmetric Le ´vy dis-
tributions, for which   0 and   0. In this case there are
only two parameters to test, and in addition comparing the
distribution of the positive increments with the absolute
values of the negative ones enables to check the quasi-
stationary of the activity despite its multiscale behavior.
Once we ensured that the two are similar, we analyzed the
distribution of the absolute values of the increments.
Symmetric Le ´vy distributions are characterized by two
statistical scaling parameters. The index of stability or the
tail parameter 0    2, related to the slope of the algebraic
decreasing part (scale-free) of the distribution—the slop is
equal to (1  ).. The second parameter is the dispersion
factor or the variability parameter   0, associated with the
time length of the ﬂatter part of the distribution. For given
statistical scaling parameters, the probability for an incre-
ment of size  is given by
P 
1
	
0

expq
cosqdq.
FIGURE 2
(a) An example of a self-formed ganglion-like cluster of FG neurons. (b) FG neurons cultured over a multielectrode array to record their spontaneous electrical
activity in vitro. (c) An example of spontaneous activity recorded simultaneously from three cultured neurons. Data are represented as a binary sequence
(raster plot) of the neurons’ actions potentials. The cells exhibit sequences of neuronal bursting events (NBE, see text for details).
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The Cauchy case with MATH  1 and   0, in which
P1, 

	
2 
 
2 ,
and (2) The Gaussian limit for  3 2, in which the tail
decays exponentially,
P 
1
2	
exp
x
2
2
2,
and the standard deviation is given by   	. Note that
  2 is a singular limit of the Le ´vy distribution, hence it is
not simply derived by inserting   2 in the equation. It
reﬂects the fact that although for   2 the second moment
of the distribution is bounded, for any  
 2 the second
moment is unbounded for inﬁnite sequence.
Hence, purely rhythmic (regular) activity corresponds to
the limit 
1/2  Iav, and purely random activity to 
1/2  0
and Imp  0. For other values of  the sequence variance is
ill deﬁned (i.e., 
2 diverges with the sequence length), yet
the two scaling parameters are connected by a scaling factor
  
(1/)—a generalization of the standard deviation.
Representation at the Time-Frequency Domain and Its
Best Tiling
The NBEs sequences were marked by large local and global
temporal variations: The density of NBEs (frequency) de-
pended on the width of the time window used to calculate
the frequency. The nature of this dependency also greatly
varied along the sequence. Therefore, in order to retain
maximal amount of information about the NBE’s patterns
of variations (temporal organization), we ﬁrst transformed
the interval sequence into a representation in its corre-
sponding time-frequency domain [18].
For a sequence of Nbin elements the domain was tiled
(partitioned) into Nbin rectangles each with its own height
f and width t, utilizing the wavelet packet decomposition.
Thus each rectangle n in the time-frequency domain repre-
sents the local normalized “energy” (Qn) of the sequence for
a time-frequency window with a relative resolution Rn 
Log2(t/f)/Log2(Nbin) out of NR 1  Log2(Nbin) possible
ones. Each tiling—the combination of non-overlapping
rectangles covering the time-frequency domain—can serve
to represent the recorded sequence. The various possible
tilings differ in ability to capture the sequence temporal
motifs. We used the Thiele-Villemoes algorithm [19] to con-
struct the best tiling in extracting the maximal information
about the sequence temporal ordering (the tiling that max-
imizes the global information measure M  ¥ Qn Log Qn).
RESULTS AND DISCUSSION
Rhythmic motor output of FG neurons was recorded extra-
cellularly from the frontal connectives (FC, Figure 1a), a pair
of prominent efferent nerves. The FC nerve was also used to
record bursting activity of the FG neurons ex vivo;i nt h e
isolated ganglion, as well as to backﬁll the distinct neuronal
population studied with a ﬂuorescent dye.
As in the in vivo and ex vivo activity, the cultured net-
works’ activity was also marked by NBE formation, albeit
with richer temporal organizations (Figure 2c). Distinct
NBEs, each with its own characteristic time width and ﬁring
rate, can be identiﬁed in the activity of the different neu-
rons. Some neurons demonstrate hierarchical temporal or-
dering of bursts of NBEs. Different levels of interneuron
synchronization are also observed. Interestingly, similar
temporal sequences can be recorded from mammalian cor-
tex neurons in culture, from brain slices, and even the intact
brain [6, 17, 20–22].
To place the different recorded activities within the same
analysis schema, we represent each recorded trace as a
temporal sequence I(n) of renormalized time intervals be-
tween successive NBEs (Figure 3a1): Namely, I(n)  (Tn1 
Tn)/, where Tn is the location of the nth NBE and  is the
typical time width of the NBEs. Each of these temporal
sequences has its own characteristic most probable interval,
Imp, and averaged interval, Iav (larger than the most proba-
ble one; Figure 3a1). For dynamic scaling characterization
of the interval variations we also compute for each trace its
corresponding sequence of increments between successive
intervals: (n)  I(n)  I(n  1). The probability density
functions (Pdf) of these sequences can be approximated by
symmetric Le ´vy distributions ([16, 23, 24]; Figure 3a2). The
latter, which is a generalization of the Gaussian distribution
for processes with diverging variance, is characterized by
two scaling parameters: the tail parameter 0    2, related
to the slope of the algebraic decreasing part of the distribu-
tion, and the variability parameter   0, associated with the
time length of the ﬂatter part of the distribution [24–27].
For the task-forced (feeding) in vivo activity   2,   5
and Iav  6  
1/2, as expected from rhythmic behavior,
whereas for the task-free (nonfeeding) activity,   1.5,  
4 and Iav  Imp  9. The latter smaller  value indicates that
this activity is not purely rhythmic but has relatively large
variations in interval length. The even smaller value of  and
about equal scale-factor (  
(1/)  2.5 for both) implies
that these variations are not arbitrary but may reﬂect inher-
ent regulatory mechanisms. Such mechanisms are required
to enable the ganglion to adjust its activity to the contextual
needs. The similar  and Iav  Imp values of the ex vivo and
in vivo task-free activity are consistent with the lack of
functional inputs in both cases. A factor of two smaller  in
the ex vivo activity, associated with higher temporal order-
ing, is consistent with the absence of any external (func-
tional as well as structural) constraints.
For the cultured networks we found that 1 
  
 1.25,
  1 being the Cauchy special case of the Le ´vy distribution
representing maximal possible scale-free behavior for reg-
2 8 COMPLEXITY © 2004 Wiley Periodicals, Inc.ulated activity [18]. We note that the lowest values of  are
calculated for nonclusterized neurons (i.e., not part of the
larger self-formed clusters) and the higher ones for cluster-
ized neurons. For both cases,   5, similar to that of the
behaving animal, and Iav  Imp    5. This special
behavior of both  and  being small (together with the
most probable interval being comparable with the scaling
factor) led us to test the existence of nonarbitrary time order
of the intervals (I(n)). For that we shufﬂed the recorded
sequence, changing the time series’ intervals or sequence
structure without affecting its statistical properties and
compared the scaling of 
2 as a function of the sequence
length for the original and shufﬂed sequences (Figure 3b).
The clear difference found indicates the existence of non-
arbitrary (i.e., regulated) temporal ordering.
To further elucidate the NBEs temporal ordering, we
transformed the interval sequence into a representation in
its corresponding time-frequency domain [19, 28]. Next, in
order to extract the maximal information about the se-
quence temporal ordering and to best describe temporal
motifs seen in the activity, we build the best tiling combi-
nation of our sequence in the time-frequency domain. Fig-
ure 4 shows the best tiling constructed for the in vivo,
task-forced and the cultured network data, clearly revealing
the large differences in data characteristics. Data from the
other two preparations (in vivo task-free and ex vivo, not
shown) were intermediate.
In the next step of analysis, we used the best tiling to
deﬁne a measure for the sequence regularity (R) and its
structural complexity (SC) [18]. The recently deﬁned SC is a
FIGURE 3
(a, 1) An example of the distribution of inter-NBE-intervals (interval length divided by the typical time width of the NBEs) of a cultured neuron. The most
probable (Imp) and average (Iav) intervals are indicated. The slowly decaying distribution tail is not shown. (2) The probable density function (Pdf)o ft h e
intervals’ increments calculated for the same neuron as in 1 and presented on a log-log scale. The increments’ distribution is symmetric around zero and
is well ﬁtted to Le ´vy distribution with   1.2 (solid line). The regions used for calculating  and  are indicated. (b) The scaling of the distribution second
moment (
2, the sequence variation) plotted against the sequence length. In contrast to the diverged recorded sequence variance that almost monotonously
increases with the sampling set size (1), the variance of the shufﬂed sequence (2, obtained by a procedure of shufﬂing the time series’ intervals in a
randomly order) exhibits a tendency to reach a certain limited value.
© 2004 Wiley Periodicals, Inc. COMPLEXITY 2 9FIGURE 4
Tiled time-frequency planes calculated for the activity recorded from an in vivo (a) and an in vitro (b) preparation. The corresponding temporal binary
sequences of the recorded burst activity (bottom right in a and b) and the power-spectrum plot (global signal frequency contents, left) are also shown.A
wavelet-packet-decomposition algorithm allowed partitioning of the time-frequency plane into rectangles that can capture most efﬁciently the information
about both local and global variations in the sequence. The color of each rectangle (from light to dark) in the tiling map represents the portion of the speciﬁc
frequency interval in the corresponding time location. As can be clearly seen, the temporal burst sequence of the in vivo activity (a) show similar features
throughout the sequence length with salient frequency of around 0.1 Hz (tiling map is similar in respect to the horizontal axis). In contrast, the burst sequence
of the cultured neuron (b) is characterized by local temporal variations and therefore its features cannot be well-captured using global power-spectrum
analysis. The time-frequency domain of this multifarious signal is characterized by different rectangles with varied proportions.
3 0 COMPLEXITY © 2004 Wiley Periodicals, Inc.measure of the level of the tiling organizational-complexity
enabling extraction of maximal information about the se-
quence temporal organization. Hence SC provides an esti-
mate of the potential maximal capacity of the sequence to
carry information had it been utilized for information pro-
cessing tasks [18].
Comparative analysis of regularity-complexity for the
four studied preparations is shown in Figure 5. The results
are presented in an increasing level of imposed structural
(inter-neuron connections) and functional (intra- and inter-
ganglion connections, descending and sensory inputs) con-
textual constraints. The range from the nonclusterized cul-
tured neurons to the task-forced activity in vivo can be
mapped on the axis of the tail parameter , as it varies
between the Cauchy and the Gaussian limits. As expected,
the nonclusterized neurons at the Cauchy limit exhibit the
highest complexity with lowest regularity. We also found it
to have similar regularity but higher complexity than artiﬁ-
cial sequences with the same scaling parameters. Upon
random shufﬂing of the NBE intervals complexity decreases
to the level of the artiﬁcial sequence, implying that the
higher complexity of the recorded activity is not arbitrary.
The same result is found for the clusterized neurons al-
though both the complexity and the effect of shufﬂing are
weaker, in agreement with the larger  that results from the
additional structural constraints. Activity in both cases is
regulated to operate at the maximal possible plasticity ( 

(1/)  Imp), indicating that networks constructed of dis-
sociated cells contain special structural motifs allowing
them to regulate their activity to operate on the edge of
chaos. The situation changes when additional constraints
are imposed. The ex vivo and in vivo task-free activities
show similar and lower complexity in agreement with their
values of   1.5. The higher regularity of the task-free
activity is presumably a result of its (partially functional)
chemical and electrical environment, emphasizing the im-
portance of surrounding context. During feeding, complex-
ity is lower ( in comparison with the task-free activity), in
agreement with the high level of   2, yet with unexpected
lower regularity, manifesting the effect of the behavioral
(functional) context: cycle by cycle modulation by sensory
and descending inputs overcome the expected higher reg-
ularity.
CONCLUSIONS
In summary, in the set of preparations studied, we have
shown a strong relation between the network’s structural
environment and characteristics of neurons’ activity. This
clear demonstration of a “function follow form” principle
might have been expected in the cases of the ex vivo and in
vivo activity, where contextual constraints are dominant. In
marked contrast, in the in vitro cultured networks, morpho-
logical self-organization take place in the absence of exter-
nal constraints and is accompanied by self-regulation of
electrical activity. As already mentioned, both processes
(the structural—neuronal clustering, as well as the func-
tional one—appearance of neuronal bursting and temporal
organization of activity) are prevalent in freely formed net-
works independent of their source (insect ganglia or mam-
malian cortex). In these systems, one can suggest alterna-
tives to the “function follow form” rule: a function-form
feedback loop, or even a “form follow function” principle.
The question to be asked is whether neuronal activity is a
key factor affecting neural network organization. Compara-
tive studies of mammalian and invertebrate cultures, both
freely formed, and under a variety of imposed network
structures as well as engineered inputs, are required in
order to address this intriguing question. Future research
hold the answer to the next question, can this principle be
applicable also to mammalian nervous system develop-
ment?
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FIGURE 5
The structural complexity and regularity calculated for burst se-
quences recorded from the different preparations: two different in
vitro cultured neurons; ex vivo preparation; in vivo (task-free) and in
vivo during feeding (task-forced). The left of each column pair rep-
resents the complexity and regularity values of the original time
series, and the right one shows the complexity and regularity values
of the series after shufﬂing its inter-NBE-interval series (changing the
sequence structure without effecting its statistical properties). There
is a statistically signiﬁcant gradient in the complexity values as well as
clear differences in regularity. In all cases, the shufﬂing procedure
signiﬁcantly reduced the sequence complexity while increasing
regularity.
© 2004 Wiley Periodicals, Inc. COMPLEXITY 3 1REFERENCES
1. Laughlin, S.B.; Sejnowski,T.J. Communication in Neuronal Networks. Science 2003, 301, 1870–1874.
2. Sporns, O.; Tononi, G.; Edelman, G.M. Connectivity and complexity: the relationship between neuroanatomy and brain dynamics. Neural Netw 2000, 13,
909–922.
3. Sporns, O.; Tononi, G.; Edelman, G.M. Theoretical neuroanatomy and the connectivity of the cerebral cortex. Behav Brain Res 2002, 135, 69–74.
4. Sur, M.; Leamey, C.A. Development and plasticity of cortical areas and networks. Nat Rev Neurosci 2001, 2, 251–262.
5. Bullock, T.H. Have brain dynamics evolved? Should we look for unique dynamics in the sapient species? Neural Comput 2003, 15, 2013–2027.
6. Baruchi, I.; Ben Jacob, E. Functional holography of recorded neuronal networks activity. Neuroinformatics 2004. In press.
7. Ayali, A.; Zilberstein, Y.; Cohen, N. The locust frontal ganglion: a central pattern generator network controlling foregut rhythmic motor patterns. J Exp Biol
2002, 205, 2825–2832.
8. Zilberstein, Y.; Ayali, A. The role of the frontal ganglion in locust feeding and moulting related behaviours. J Exp Biol 2002, 205, 2833–2841.
9. Ayali, A. The insect frontal ganglion and stomatogastric pattern generator networks. NeuroSignals 2004, 20–36.
10. Sheﬁ, O.; Ben Jacob, E.; Ayali, A. Growth morphology of two-dimensional insect neural networks. Neurocomputing 2002, 44, 635-643.
11. Sheﬁ, O.; Golding, I.; Segev, R.; Ben Jacob, E.; Ayali, A. Morphological characterization of in vitro neuronal networks. Phys Rev e 2002, 66, art-021905.
12. Sheﬁ, O.; Hare’l, A. Chklovskii, D.B.; Ben Jacob, E.; Ayali, A. Biophysical constrains on neuronal branching. Neurocomputing 2004, 58-60C, 487-495.
13. Barabasi, A. L.; Albert, R. Emergence of scaling in random networks. Science 1999, 286, 509–512.
14. Watts, D.J.; Strogatz, S.H. Collective dynamics of ‘small-world’ networks. Nature 1998, 393, 440–442.
15. Segev, R.; Benveniste, M.; Shapira, Y.; Ben Jacob, E. Formation of electrically active clusterized neural networks. Phys Rev Lett 2003, 90(16), art-168101.
16. Segev, R.; Benveniste, M.; Hulata, E.; Cohen, N.; Palevski, A.; Kapon, E.; Shapira, Y.; Ben Jacob, E. Long term behavior of lithographically prepared in vitro
neuronal networks. Phys Rev Lett 2002, 88, art-118102.
17. Tateno,T., Kawana,A., and Jimbo, Y. Analytical characterization of spontaneous ﬁring in networks of developing rat cultured cortical neurons. Phys Rev e
2002, 65, art-051924.
18. Hulata, E.; Baruch, I.; Segev, R.; Shapira,Y.; Ben Jacob, E. Self-regulated complexity in cultured neuronal networks. Phys Rev Lett 2004, 92(19), art-198105.
19. Thiele, C.M.; Villemoes, L.F. A fast algorithm for adapted time-frequency tilings. Appl Comput Harmonic Anal 1996, 3, 91–99.
20. Canepari, M.; Bove, M.; Maeda, E.; Cappello, M.; Kawana, A. Experimental analysis of neuronal dynamics in cultured cortical networks and transitions
between different patterns of activity. Biol Cybernet 1997, 77, 153–162.
21. Kandel, E.; Schwartz, J.; Jessell, T. Principles of Neural Science; McGraw Hill: New York, 2002.
22. Robinson, H.P.C.; Kawahara, M.; Jimbo, Y.; Torimitsu, K.; Kuroda, Y.; Kawana, A. (1993). Periodic synchronized bursting and intracellular calcium transients
Elicited by low magnesium in cultured cortical-neurons. J Neurophysiol 1993, 70, 1606–1616.
23. Shlesinger, M.F.; Zaslavsky, G.M.; Klafter, J. Strange kinetics. Nature 1993, 363, 31–37.
24. Tsallis, C. Levy distributions. Phys World 1997, 10, 42–45.
25. Mandelbrot, B.B. Statistical methodology for non-periodic cycles: From the covariance to R/S analysis. Ann Econ Soc Measurement 1972, 1, 257–288.
26. Mantegna, R.N.; Stanley, H.E. Scaling behavior in the dynamics of An economic index. Nature 1975, 376, 46–49.
27. Volman, V.; Baruch, I.; Persi, E.; Ben Jacob, E. Generative modelling of regulated dynamical behavior in cultured neuronal networks. Physica A 2004, 335,
249–278.
28. Mallat, S. A wavelet tour of signal processing. Academic Press: Boston, 1997.
3 2 COMPLEXITY © 2004 Wiley Periodicals, Inc.