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Abstract
The rational vertex operator algebra V A4L2 is characterized in terms of weights of
primary vectors. This reduces the classification of rational vertex operator algebras
with c = 1 to the characterizations of V S4L2 and V
A5
L2
.
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1 Introduction
Characterizations of vertex operator algebras V GL2 for root lattice L2 of sl(2,C) and finite
groups G = A4, S4, A5 are the remaining part of classification of rational vertex operator
algebras with c = 1 after the work of [23], [41], [12]-[14]. Using the structure and repre-
sentation theory of V A4L2 obtained in [15] and [16], we give a characterization of rational
vertex operator algebra V A4L2 in this paper.
The main assumption for the characterization of vertex operator algebra V +Zγ with
(γ, γ) ≥ 6 being a positive even integer in [13]-[14] is that the dimension of the weight 4
subspace is at least three dimensional. Knowing the explicit structure of V A4L2 we have a
different assumption in characterizing V A4L2 . That is, there is a primary vector of weight
9 and the weight of any primary vector which is not a multiple of 1 is greater than or
equal to 9. Due to a recent result in [21] on the modularity of the q-characters of the
irreducible modules for rational and C2-cofinite vertex operator algebras, we can use the
classification of q-characters of rational vertex operator algebras with c = 1 from [32] to
conclude that the q-character of such a vertex operator algebra and that of V A4L2 are the
same.
Two basic facts are used in the characterization. The first one is that both V A4L2 and
an abstract vertex operator algebra V satisfying the required conditions have the same
decomposition as modules for the Virasoro algebra. This allows us to use the fusion rules
for the irreducible modules for the Virasoro vertex operator algebra L(1, 0) obtained in
[12] and [35] to understand the structure of both vertex operator algebras in terms of
generators. The other one is that V A4L2 is generated by a weight 9 primary vector x
1 and
has a spanning set in terms Virasoro algebra, the component operators of x1 and the
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component operators of y1 which is a primary vector of weight 16. From the q-characters
we know that V also has primary vectors x2, y2 of weights 9, 16, respectively. The main
task is to show how the vertex operator algebra V has a similar spanning set with x1, y1
being replaced by x2, y2. The fusion rules for the vertex operator algebra L(1, 0) play a
crucial role here.
We certainly expect that the ideas and methods presented in this paper can also be
used to characterize vertex operator algebras V GL2 for G = S4, A5 although V
G
L2
have not
been understood well. It seems that knowing the generators of V GL2 and a spanning set is
good enough for the purpose of characterization. Of course, the rationality is also needed.
The paper is organized as follows. We review the modular invariance results from [41]
and [21] in Section 2. These results will be used to conclude that V A4L2 and an abstract
vertex operator algebra V satisfying certain conditions have the same graded dimensions.
We also review the fusion rules for the vertex operator algebra L(1, 0) from [35] and [12]
in this section. In Sections 3 we discuss the structure of V A4L2 including the generators
and spanning set following [15]. Section 4 is devoted to the characterization of V A4L2 . That
is, if a rational, C2-cofinite and self-dual vertex operator algebra V of central charge 1
satisfies (a) V is a completely reducible module for the Virasoro algebra, (b) V has a
primary vector of weight 9 and the weight of any primary vector whose weight is greater
than 0 is greater than or equal to 9, then V is isomorphic to V A4L2 . The main idea is to use
generators and relations to construct a vertex operator algebra isomorphism from V A4L2 to
V.
2 Preliminaries
Let V = (V, Y, 1, ω) be a vertex operator algebra [7], [28]. We review various notions of
V -modules (cf. [28], [41], [19]) and the definition of rational vertex operator algebras. We
also discuss some consequences following [20], [32], [21], [13].
Definition 2.1. A weak V module is a vector space M equipped with a linear map
YM : V → End(M)[[z, z−1]]
v 7→ YM(v, z) =
∑
n∈Z vnz
−n−1, vn ∈ End(M)
satisfying the following:
1) vnw = 0 for n >> 0 where v ∈ V and w ∈M
2) YM(1, z) = IdM
3) The Jacobi identity holds:
z−10 δ
(
z1 − z2
z0
)
YM(u, z1)YM(v, z2)− z−10 δ
(
z2 − z1
−z0
)
YM(v, z2)YM(u, z1)
= z−12 δ
(
z1 − z0
z2
)
YM(Y (u, z0)v, z2). (2.1)
Definition 2.2. An admissible V module is a weak V module which carries a Z+-grading
M =
⊕
n∈Z+ M(n), such that if v ∈ Vr then vmM(n) ⊆M(n + r −m− 1).
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Definition 2.3. An ordinary V module is a weak V module which carries a C-grading
M =
⊕
λ∈CMλ, such that:
1) dim(Mλ) <∞,
2) Mλ+n = 0 for fixed λ and n << 0,
3) L(0)w = λw = wt(w)w for w ∈ Mλ where L(0) is the component operator of
YM(ω, z) =
∑
n∈Z L(n)z
−n−2.
Remark 2.4. It is easy to see that an ordinary V -module is an admissible one. If W is
an ordinary V -module, we simply call W a V -module.
We call a vertex operator algebra rational if the admissible module category is semisim-
ple. We have the following result from [20] (also see [41]).
Theorem 2.5. If V is a rational vertex operator algebra, then V has finitely many irre-
ducible admissible modules up to isomorphism and every irreducible admissible V -module
is ordinary.
Suppose that V is a rational vertex operator algebra and let M1, ...,Mk be the irre-
ducible modules such that
M i = ⊕n≥0M iλi+n
where λi ∈ Q [20], M iλi 6= 0 and each M iλi+n is finite dimensional. Let λmin be the
minimum of λi’s. The effective central charge c˜ is defined as c− 24λmin. For each M i we
define the q-character of M i by
Zi(q) = q
−c/24∑
n≥0
(dimM iλi+n)q
n+λi .
A vertex operator algebra V is called C2-cofinite if dimV/C2(V ) is finite dimensional
where C2(V ) is a subspace of V spanned by u−2v for u, v ∈ V. If V is C2-cofinite, then
Zi(q) converges to a holomorphic function on 0 < |q| < 1 [41]. Let q = e2piiτ and we
sometimes also write Zi(q) by Zi(τ) to indicate that Zi(q) is a holomorphic function on
the upper half plane.
For a V -module W , let W ′ denote the graded dual of W . Then W ′ is also a V -module
[27]. A vertex operator algebra V is called self dual if V ′ [27] is isomorphic to itself. The
following result comes from [21]
Theorem 2.6. Let V be a rational, C2-cofinite, self dual simple vertex operator algebra.
(1) Each Zi(τ) is a modular function on a congruence subgroup of SL2(Z) of level n
which is the smallest positive integer such that n(λi − c/24) is an integer for all i.
(2)
∑
i |Zi(τ)|2 is SL2(Z)-invariant.
We now recall the construction of vertex operator algebras M(1)+, V +L and related
results from [1], [2], [4], [5], [24], [25], [26], [17], [28].
Let L = Zα be a positive definite lattice with (α, α) = 2k for some positive integer k.
Set h = C⊗Z L and extend (· , ·) to h by C-linearity. Let hˆ = C[t, t−1] ⊗ h⊕ CK be the
corresponding affine Lie algebra so that
[α(m), α(n)] = 2kmδm+n,0K and [K, hˆ] = 0
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for any m, n ∈ Z, where α(m) = α ⊗ tm. Note that hˆ≥0 = C[t] ⊗ h ⊕ CK is an abelian
subalgebra. Let Ceλ (for any λ ∈ h) be one-dimensional hˆ≥0-module such that α(m) ·eλ =
(λ, α)δm,0e
λ and K · eλ = eλ for m ≥ 0. Consider the induced module
M(1, λ) = U(hˆ)⊗U(hˆ≥0) Ceλ ∼= S(t−1C[t−1]) (linearly).
Set
M(1) = M(1, 0).
Then there exists a linear map Y : M(1)→ EndM(1)[[z, z−1]] such that (M(1), Y, 1, ω)
is a simple vertex operator algebra and M(1, λ) is an irreducible M(1)-module for any
λ ∈ h (see [28]). The vacuum vector and the Virasoro element are given by 1 = e0 and
ω = 1
4k
α(−1)21, respectively.
We use C[L] to denote the group algebra of L with a basis eβ for β ∈ L. Then
VL = M(1)⊗ C[L]
is the lattice vertex operator algebra associated to L [7], [28]. Let L◦ be the dual lattice
of L :
L◦ = { λ ∈ h | (α, λ) ∈ Z } = 1
2k
L
and L◦ = ∪ki=−k+1(L + λi) be the coset decomposition with λi = i2kα. Set C[L + λi] =⊕
β∈LCe
β+λi. Then each C[L + λi] is an L-submodule in an obvious way. Set VL+λi =
M(1) ⊗ C[L + λi]. Then VL is a rational vertex operator algebra and VL+λi for i =
−k + 1, · · · , k are the irreducible modules for VL (see [7], [28], [8]).
Let θ : VL+λi → VL−λi be a linear isomorphism for i ∈ {−k + 1, · · · , k} such that
θ(α(−n1)α(−n2) · · ·α(−ns)⊗ eβ+λi) = (−1)sα(−n1)α(−n2) · · ·α(−ns)⊗ e−β−λi
where nj > 0 and β ∈ L. In particular, θ is an automorphism of VL which induces an
automorphism of M(1). For any θ-stable subspace U of VL◦ , let U
± be the ±1-eigenspace
of U for θ. Then V +L is a simple vertex operator algebra.
The θ-twisted Heisenberg algebra h[−1] and its irreducible module M(1)(θ) from [28]
are also needed. Define a character χs of L/2L such that χs(α) = (−1)s for s = 0, 1 and
let Tχs = C be the corresponding irreducible L/2L. Then V
Tχs
L = M(1)(θ) ⊗ Tχs is an
irreducible θ-twisted VL-module (see [28], [9]). We also define actions of θ on M(1)(θ)
and V
Tχs
L by
θ(α(−n1)α(−n2) · · ·α(−np)) = (−1)pα(−n1)α(−n2) · · ·α(−np)
θ(α(−n1)α(−n2) · · ·α(−np)⊗ t) = (−1)pα(−n1)α(−n2) · · ·α(−np)⊗ t
for nj ∈ 12 + Z+ and t ∈ Tχs . We denote the ±1-eigenspaces of M(1)(θ) and V
Tχs
L under
θ by M(1)(θ)± and (V TχsL )
± respectively.
The classification of irreducible modules for arbitrary M(1)+ and V +L are obtained in
[24]-[26] and [4]. The rationality of V +L is established in [2] for rank one lattice and [17]
in general. One can find the following results from these papers.
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Theorem 2.7. (1) Any irreducible module for the vertex operator algebra M(1)+ is iso-
morphic to one of the following modules:
M(1)+,M(1)−,M(1, λ) ∼= M(1,−λ) (0 6= λ ∈ h),M(1)(θ)+,M(1)(θ)−.
(2) Any irreducible V +L -module is isomorphic to one of the following modules:
V ±L , Vλi+L(i 6= k), V ±λk+L, (V
Tχs
L )
±.
(3) V +L is rational.
The following characterization of V +L is given in [13] and [14].
Theorem 2.8. Let V be a simple, rational and C2-cofinite self-dual vertex operator algebra
such that V is generated by highest vectors of the Virasoro algebra L(1, 0) with c˜ = c = 1
and
dimV2 = 1, dimV3 ≥ 2
or
dimV2 = dimV3 = 1, dimV4 ≥ 3.
Then V is isomorphic to V +Zα for some rank one positive definite even lattice L = Zα.
We will need the following result from [32].
Theorem 2.9. Let V be a rational CFT type vertex operator algebra with c = c˜ = 1
such that each Zi(τ) is a modular function on a congruence subgroup and
∑
i |Zi(τ)|2
is SL2(Z)-invariant, then the q-character of V is equal to the character of one of the
following vertex operator algebras VL, V
+
L and V
G
Zα, where L is any positive definite even
lattice of rank 1, Zα is the root lattice of type A1 and G is a finite subgroup of SO(3)
isomorphic to A4, S4 or A5.
By Theorems 2.6 we know that the assumptions in Theorem 2.9 hold. So the q-
character of a rational vertex operator algebra with c = 1 is known.
Recall from [27] the fusion rules of vertex operator algebras. Let V be a vertex operator
algebra, and W i (i = 1, 2, 3) be ordinary V -modules. We denote by IV
(
W 3
W 1W 2
)
the
vector space of all intertwining operators of type
(
W 3
W 1W 2
)
. It is well known that fusion
rules have the following symmetry [27].
Proposition 2.10. Let W i (i = 1, 2, 3) be V -modules. Then
dim IV
(
W 3
W 1W 2
)
= dim IV
(
W 3
W 2W 1
)
, dim IV
(
W 3
W 1W 2
)
= dim IV
(
(W 2)′
W 1 (W 3)′
)
.
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Here are some results on the fusion rules for the Virasoro vertex operator algebra.
Recall that L(c, h) is the irreducible highest weight module for the Virasoro algebra with
central charge c and highest weight h for c, h ∈ C. It is well known that L(c, 0) is a vertex
operator algebra [29]. The following two results can be found in [35] and [12].
Theorem 2.11. (1) We have
dim IL(1,0)
(
L(1, k2)
L(1, m2)L(1, n2)
)
= 1, k ∈ Z+, |n−m| ≤ k ≤ n +m,
dim IL(1,0)
(
L(1, k2)
L(1, m2)L(1, n2)
)
= 0, k ∈ Z+, k < |n−m| or k > n+m,
where n,m ∈ Z+.
(2) For n ∈ Z+ such that n 6= p2, for all p ∈ Z+, we have
dim IL(1,0)
(
L(1, n)
L(1, m2)L(1, n)
)
= 1,
dim IL(1,0)
(
L(1, k)
L(1, m2)L(1, n)
)
= 0,
for k ∈ Z+ such that k 6= n.
3 The vertex operator subalgebra V A4L2
Let L2 = Zα be the rank one positive-definite lattice such that (α, α) = 2. Then (VL2)1 is
a Lie algebra isomorphic to sl2(C) and has an orthonormal basis:
x1 =
1√
2
α(−1)1, x2 = 1√
2
(eα + e−α), x3 =
i√
2
(eα − e−α).
There are three involutions τi ∈ Aut(VL2), i = 1, 2, 3 be such that
τ1(x
1, x2, x3) = (x1, x2, x3)

 1 −1
−1

 ,
τ2(x
1, x2, x3) = (x1, x2, x3)

 −1 1
−1

 ,
τ3(x
1, x2, x3) = (x1, x2, x3)

 −1 −1
1

 .
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There is also an order 3 automorphism σ ∈ Aut(VL2) defined by
σ(x1, x2, x3) = (x1, x2, x3)

 0 1 00 0 −1
−1 0 0

 .
It is easy to see that σ and τi, i = 1, 2, 3 generate a finite subgroup of Aut(VL2) isomorphic
to the alternating group A4. We simply denote this subgroup by A4. It is easy to check
that the subgroup K generated by τi, i = 1, 2, 3 is a normal subgroup of A4 of order 4.
Let
J = h(−1)41− 2h(−3)h(−1)1+ 3
2
h(−2)21, E = eβ + e−β
where h = 1√
2
α, β = 2α. The following lemma comes from [10] and [15].
Lemma 3.1. (1) The vertex operator algebra V KL2 and V
+
Zβ are the same and V
+
Zβ is
generated by J and E. Moreover, (V KL2)4 is four dimensional with a basis consisting of
L(−2)21, L(−4)1, J, E.
(2) The vertex operator algebra V A4L2 and (V
+
Zβ)
〈σ〉 are the same.
(3) The action of σ on J and E are given by
σ(J) = −1
2
J +
9
2
E, σ(E) = −1
6
J − 1
2
E.
Clearly, σ preserves the subspace of (V +Zβ)4 spanned by J and E. It is easy to check
that
σ(X1) =
−1 +√3i
2
X1, σ(X2) =
−1−√3i
2
X2 (3.1)
where
X1 = J −
√
27iE, X2 = J +
√
27iE. (3.2)
This implies that (V +Zβ)
〈σ〉
4 = L(1, 0)4 where L(1, 0) is the vertex operator subalgebra of
VZβ generated by ω. It follows from [10] that
(V +Zβ)
〈σ〉 = L(1, 0)
⊕∑
n≥3
anL(1, n
2)
as a module for L(1, 0), where an is the multiplicity of L(1, n
2) in (V +Zβ)
〈σ〉. Using (3.1)
shows that for any n ∈ Z,
X1nX
2 ∈ (V +Zβ)〈σ〉 = V A4L2 .
We sometimes also call a highest weight vector for the Virasoro algebra a primary
vector. From [10] we know that V +Zβ contains two linearly independent primary vectors J
and E of weight 4 and one linearly independent primary vector of weight 9. Note from
[15] that
J3J = −72L(−4)1 + 336L(−2)21− 60J, E3E = −8
3
L(−4)1 + 112
9
L(−2)21+ 20
9
J
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(cf. [14]). By Theorem 2.11 and Lemma 3.1, we have for n ∈ Z
X1nX
2 ∈ L(1, 0)⊕ L(1, 9)⊕ L(1, 16).
The following lemma comes from [15].
Lemma 3.2. The vector
u(9) = −
√
2
4
(J−2E − E−2J)
= − 1√
2
(15h(−4)h(−1) + 10h(−3)h(−2) + 10h(−2)h(−1)3)⊗ (eβ + e−β)
+(6h(−5) + 10h(−3)h(−1)2 + 15
2
h(−2)2h(−1) + h(−1)5)⊗ (eβ − e−β)
is a non-zero primary vector of V +Zβ of weight 9.
By Lemma 3.1, we have J−9J + 27E−9E ∈ (V +Zβ)〈σ〉. Then
J−9J + 27E−9E = x0 +X(16) + 27(e2β + e−2β), (3.3)
where x0 ∈ L(1, 0), and X(16) is a non-zero primary element of weight 16 in M(1)+.
Denote
u(16) = X(16) + 27(e2β + e−2β). (3.4)
Then u(16) ∈ (V +Zβ)〈σ〉 is a non-zero primary vector of weight 16. The following results
come from [15].
Theorem 3.3. The following hold: (1) V A4L2 is generated by u
(9).
(2) V A4L2 is linearly spanned by
L(−ms) · · ·L(−m1)u(9)n u(9), L(−ms) · · ·L(−m1)wp−kp · · ·w1−k1w,
where w,w1, · · · , wp ∈ {u(9), u(16)}, kp ≥ · · · ≥ k1 ≥ 2, n ∈ Z, ms ≥ · · · ≥ m1 ≥ 1,
s, p ≥ 0.
Theorem 3.4. V A4L2 is C2-cofinite and rational.
4 Characterization of V A4L2
In this section, we will give a characterization of the rational vertex operator algebra V A4L2 .
For this purpose we assume the following:
(A) V is a simple, C2-cofinite rational CFT type and self-dual vertex operator algebra
of central charge 1;
(B) V is a sum of irreducible modules for the Virasoro algebra;
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(C) There is a primary vector of weight 9 and the weight of any primary vector whose
weight is greater than 0 is greater than or equal to 9.
Obviously, V A4L2 satisfies (A)-(C). By Theorem 2.6 and Theorem 2.9, if a vertex operator
algebra V satisfies (A)-(C), then V and V A4L2 have the same trace function. So there is
only one linearly independent primary vector of weight 9 in V .
For short, let V 1 = V A4L2 and V
2 be an arbitrary vertex operator algebra satisfying
(A)-(C). We will prove that V 1 and V 2 are isomorphic vertex operator algebras. Since
V 1 and V 2 have the same q-character, it follows from the assumption that V 1 and V 2
are isomorphic modules for the Virasoro algebra. Let xi be a non-zero weight 9 primary
vectors in V i, i = 1, 2 such that
(x1, x1) = (x2, x2). (4.1)
By [15], there is only one linearly independent primary elements of weight 16 in V i,
i = 1, 2. Now let yi ∈ V i16 be linearly independent primary vectors in V i, i = 1, 2 such
that
(y1, y1) = (y2, y2). i = 1, 2. (4.2)
The following lemma comes from [15].
Lemma 4.1. There is no non-zero primary vector of weight 25 in both V 1 and V 2.
Let V (i,9) be the L(1, 0)-submodule of V i generated by xi and V (i,16) the L(1, 0)-
submodule of V i generated by yi, i = 1, 2. We may identify the Virasoro vertex operator
subalgebra L(1, 0) both in V 1 and V 2. Let
φ : L(1, 0)⊕ V (1,9) ⊕ V (1,16) → L(1, 0)⊕ V (2,9) ⊕ V (2,16)
be an L(1, 0)-module isomorphism such that
φω = ω, φx1 = x2, φy1 = y2.
Then
(u, v) = (φu, φv),
for u, v ∈ L(1, 0)⊕ V (1,9) ⊕ V (1,16).
Let
I0(u, z)v = P0 ◦ Y (u, z)v
for u, v ∈ V (1,9) be the intertwining operator of type
(
L(1, 0)
V (1,9) V (1,9)
)
,
and I0(φu, z)φv = Q0 ◦ Y (φu, z)φv for u, v ∈ V 1 be the intertwining operator of type
(
L(1, 0)
V (2,9) V (2,9)
)
,
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where P0,Q0 are the projections of V 1 and V 2 to L(1, 0) respectively. By (4.1), we have
I0(u, z)v = I0(φu, z)φv, (4.3)
for u, v ∈ V (1,9).
Similarly, let
I1(u, z)v = P1 ◦ Y (u, z)v
for u, v ∈ V (1,16) be the intertwining operator of type
(
L(1, 0)
V (1,16) V (1,16)
)
,
and I1(φu, z)φv = Q1 ◦ Y (φu, z)φv for u, v ∈ V 1 be the intertwining operator of type
(
L(1, 0)
V (2,16) V (2,16)
)
,
where P1,Q1 are the projections of V 1 and V 2 to L(1, 0) respectively. By (4.2), we have
I1(u, z)v = I1(φu, z)φv, (4.4)
for u, v ∈ V (1,16).
Let
I2(u, z)v = P2 ◦ Y (u, z)v
for u ∈ V (1,16), v ∈ V (1,9) be the intertwining operator of type
(
V (1,9)
V (1,16) V (1,9)
)
,
and I2(φu, z)φv = Q2 ◦ Y (φu, z)φv for u ∈ V (1,16), v ∈ V (1,9) be the intertwining operator
of type (
V (2,9)
V (2,16) V (2,9)
)
,
where P2,Q2 are the projections of V 1 and V 2 to V (1,9) and V (2,9) respectively. Then we
have the following lemma.
Lemma 4.2. Replacing y2 by −y2 if necessary, we have
φ(I2(u, z)v) = I2(φu, z)φv,
for u ∈ V (16), v ∈ V (1,9).
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Proof: Since V (1,9) ∼= V (2,9) ∼= L(1, 9), V (1,16) ∼= V (2,16) ∼= L(1, 16), we may identify
V (1,9) with V (2,9) and V (1,16) with V (2,16) through φ. So both I1(u, z)v and I1(φu, z)φv
for u ∈ V (1,16), v ∈ V (9) are intertwining operators of type
(
L(1, 9)
L(1, 16)L(1, 9)
)
.
Therefore
φ(I2(u, z)v) = ǫI2(φu, z)φv, (4.5)
for some ǫ ∈ C. By Theorem 2.11 and (4.1), we have
(y131y
1)−1x1 = (y1, y1)x1, (y231y
2)−1x2 = (y2, y2)x2.
So
φ(y131y
1)−1x1) = (y231y
2)−1x2.
On the other hand, we have
(yi31y
i)−1xi =
∞∑
k=0
(
31
k
)
(−1)k(yi31−kyi−1+k + yi30−kyik)xi, i = 1, 2.
Then by Theorem 2.11 , Lemma 4.1 and (4.5),
(y231y
2)−1x2 = ǫ2((y231y
2)−1x2).
So we have ǫ2 = 1. If ǫ = 1, then the lemma holds. If ǫ = −1, replacing y2 by −y2, then
we get the lemma.
Let
I3(u, z)v = P3 ◦ Y (u, z)v
for u, v ∈ V (1,9) be the intertwining operator of type
(
V (1,16)
V (1,9) V (1,9)
)
,
and I3(φu, z)φv = Q3 ◦ Y (φu, z)φv for u, v ∈ V (1,9) be the intertwining operator of type
(
V (2,16)
V (2,9) V (2,9)
)
,
where P3,Q3 are the projections of V 1 and V 2 to V (1,16) and V (2,16) respectively. Then
we have the following lemma.
Lemma 4.3.
φ(I3(u, z)v) = I3(φu, z)φv,
for u, v ∈ V (1,9).
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Proof: Note that both I3(u, z)v and I3(φu, z)φv for u, v ∈ V (1,9) are intertwining oper-
ators of type (
L(1, 16)
L(1, 9)L(1, 9)
)
.
Therefore
φ(I3(u, z)v) = ǫI3(φu, z)φv, (4.6)
for some ǫ ∈ C. By Theorem 2.11 and (4.3), we have
x11x
1 = u+ a1y
1, x21x
2 = u+ a2y
2 (4.7)
where u ∈ L(1, 0) and a1, a2 ∈ C. By (4.6),
a1 = ǫa2. (4.8)
Then by Theorem 2.11, we have
x10x
1 = v + a1L(−1)y1, x20x2 = v + a2L(−1)y2, (4.9)
for some v ∈ L(1, 0). Notice that
(x11x
1, y1) = a1(y
1, y1), (x21x
2, y2) = a2(y
2, y2).
By (4.5)-(4.9),
(x11x
1, y1) = ǫ(x21x
2, y2). (4.10)
On the other hand, we have
(x11x
1, y1) = −(x1, x115y1) = −(x1, y115x1), (x21x2, y2) = −(x2, x215y2) = −(x2, y215x2).
By Lemma 4.3,
φ(y115x
1) = y215x
2.
So
(x11x
1, y1) = (x21x
2, y2).
This together with (4.10) deduces that ǫ = 1.
Let
I4(u, z)v = P4 ◦ Y (u, z)v
for u, v ∈ V (1,16) be the intertwining operator of type(
V (1,16)
V (1,16) V (1,16)
)
,
and I4(φu, z)φv = Q4 ◦ Y (φu, z)φv for u, v ∈ V (1,16) be the intertwining operator of type(
V (2,16)
V (2,16) V (2,16)
)
,
where P4,Q4 are the projections of V 1 and V 2 to V (1,16) and V (2,16) respectively. Then
we have the following lemma.
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Lemma 4.4.
φ(I4(u, z)v) = I4(φu, z)φv,
for u, v ∈ V (1,16).
Proof: It suffices to prove that
φ(y115y
1) = y215y
2.
By Lemma 4.3 and (4.7), we have
φ(x11x
1) = φ(u+ a1y
1) = u+ a1y
2, (4.11)
where u and a1 are as in (4.7). Notice that
(xi1x
i)15y
i =
∞∑
k=0
(
1
k
)
(−1)k(xi1−kxi15+k + xi16−kxik)yi, i = 1, 2.
Then by Lemma 4.3, Lemma 4.2, and the skew-symmetry property of vertex operator
algebras, we have
φ((x11x
1)15y
1) = (x21x
2)15y
2.
This together with (4.11) deduces that φ(y115y
1) = y215y
2. The lemma follows.
Summarizing lemmas 4.2-4.4, we have the following proposition:
Proposition 4.5. (1) For any u1, v1 ∈ L(1, 0)⊕ V (1,9) ⊕ V (1,16), we have
φ(u1nv
1) = (φu1)n(φv
1),
for n ∈ N.
(2) For any u1, v1 ∈ L(1, 0)⊕ V (1,9) ⊕ V (1,16), we have
(u1, v1) = (φ(u1), φ(v1)).
Recall from Theorem 3.3 that V 1 is generated by x1 and V 1 is linearly spanned by
L(−ms) · · ·L(−m1)x1nx1, L(−ms) · · ·L(−m1)up−kp · · ·u1−k1v,
where x1, y1 are the same as above and v, u1, · · · , up ∈ {x1, y1}, kp ≥ · · · ≥ k1 ≥ 2, n ∈ Z,
ms ≥ · · · ≥ m1 ≥ 1, s, p ≥ 0. Our goal next is to show that V 2 is generated by φ(x1) = x2
and has a similar spanning set.
Lemma 4.6. For any k, l ≥ 1, si, ti, pi ≥ 0, mi1, · · · , misi, nj1, · · · , njtj , rj1, · · · , rjpj ∈ Z+,
nj ∈ Z, uj1, · · · , ujpj , uj ∈ {x1, y1}, i = 1, 2, · · · , k, j = 1, 2, · · · , l, if
u′ =
k∑
i=1
aiL(−mi1) · · ·L(−misi)x2nix2
+
l∑
j=1
bjL(−nj1) · · ·L(−njtj )(φuj1)−rj1 · · · (φujpj)−rjpj (φuj) = 0
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for some ai, bj ∈ C then
u =
k∑
i=1
aiL(−mi1) · · ·L(−misi)x1nix1
+
l∑
j=1
bjL(−nj1) · · ·L(−njtj )uj1−rj1uj2−rj2 · · ·u
jpj
−rjpju
j = 0.
Proof: Without loss, we may assume that u is a linear combination of homogeneous
elements with same weight. Suppose that u 6= 0. Since V 1 is self-dual and generated by
x1, there is x1r1x
1
r2 · · ·x1rqx1 ∈ V 1 such that
(u, x1r1x
1
r2
· · ·x1rqx1) 6= 0. (4.12)
Claim: For any v, u1, · · · , up ∈ {x1, y1}, kp ≥ · · · ≥ k1 ≥ 2, q1, q2, · · · , qt, n ∈ Z,
ms ≥ · · · ≥ m1 ≥ 1, s, p, t ≥ 0,
(L(−ms) · · ·L(−m1)x1nx1, x1q1x1q2 · · ·x1qtx1)
= (L(−ms) · · ·L(−m1)x2nx2, x2q1x2q2 · · ·x2qtx2), (4.13)
(L(−ms) · · ·L(−m1)up−kp · · ·u1−k1v, x1q1x1q2 · · ·x1qtx1)
= (L(−ms) · · ·L(−m1)φ(up)−kp · · ·φ(u1)−k1φ(v), x2q1x2q2 · · ·x2qtx2). (4.14)
We only show (4.14) as the proof for (4.13) is similar and simpler. We may assume
that
wt(L(−ms) · · ·L(−m1)up−kp · · ·u1−k1v) = wt(x1q1x1q2 · · ·x1qtx1).
We prove (4.14) by induction on wt(L(−ms) · · ·L(−m1)up−kp · · ·u1−k1v). By Proposition
4.5, (4.13) holds if wt(L(−ms) · · ·L(−m1)up−kp · · ·u1−k1v) < 36. If s ≥ 1, then
(L(−ms) · · ·L(−m1)up−kp · · ·u1−k1v, x1q1x1q2 · · ·x1qtx1)
= (L(−ms−1) · · ·L(−m1)up−kp · · ·u1−k1v, L(ms)x1q1x1q2 · · ·x1qtx1),
(L(−ms) · · ·L(−m1)φ(up)−kp · · ·φ(u1)−k1φ(v), x2q1x2q2 · · ·x2qtx2)
= (L(−ms−1) · · ·L(−m1)φ(up)−kp · · ·φ(u1)−k1φ(v), L(ms)x2q1x2q2 · · ·x2qtx2).
So by inductive assumption, (4.14) holds.
If s = 0, then
(up−kp · · ·u1−k1v, x1q1x1q2 · · ·x1qtx1)
= (up−1−kp−1 · · ·u1−k1v, up2wt(up)+kp−2x1q1x1q2 · · ·x1qtx1),
(φ(up)−kp · · ·φ(u1)−k1φ(v), x2q1 · · ·x2qtx2)
= (φ(up−1)−kp−1 · · ·φ(u1)−k1φ(v), φ(up)2wt(up)+kp−2x2q1 · · ·x2qtx2).
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Since kp ≥ 2, by inductive assumption, (4.14) holds if up = x1. If up = y1 by (4.7)
up2wt(up)+kp−2 is a sum of operators of forms aL(n1) · · ·L(nµ), bx1ix1j of the same weight
where n1 ≤ · · · ≤ nµ and all nt are nonzero. By induction assumption we know that
(up−1−kp−1 · · ·u1−k1v, x1ix1jx1q1x1q2 · · ·x1qtx1)
= (φ(up−1)−kp−1 · · ·φ(u1)−k1φ(v), x2ix2jx2q1 · · ·x2qtx2).
Also by Proposition 4.5, relation (4.11), the fact that xi are highest weight vectors for the
Virasoro algebra with the same weight, and the invariant properties of the bilinear forms,
(up−1−kp−1 · · ·u1−k1v, L(n1) · · ·L(nµ)x1q1x1q2 · · ·x1qtx1)
= (φ(up−1)−kp−1 · · ·φ(u1)−k1φ(v), L(n1) · · ·L(nµ)x2q1 · · ·x2qtx2).
So the claim is proved.
By the claim and (4.12), we have
(u′, x1r1x
2
r2
· · ·x2rqx2) 6= 0,
which contradicts the assumption that u′ = 0.
Let U2 be the subalgebra of V 2 generated by x2 and y2. By Theorem 3.3 and Lemma
4.6, for every n ≥ 0, dimV 1n ≤ dimU2n. Since V 1 and V 2 have the same graded dimensions,
it follows that dimV 1n = dimV
2
n for n ≥ 0. So dimV 2n = dimU2n for n ≥ 0 and V 2 = U2.
So we have the following corollary which is essentially the V 2 version of Theorem 3.3.
Corollary 4.7. V 2 is linearly spanned by
L(−ms) · · ·L(−m1)x2nx2, L(−ms) · · ·L(−m1)vp−kp · · · v1−k1v,
where x2, y2 are the same as above and v, v1, · · · , vp ∈ {x2, y2}, kp ≥ · · · ≥ k1 ≥ 2, n ∈ Z,
ms ≥ · · · ≥ m1 ≥ 1, s, p ≥ 0.
Define ψ(x2) = x1, ψ(y2) = y1, and extend ψ to ψ : V 2 → V 1 by
ψ(L(−ms) · · ·L(−m1)x2nx2) = L(−ms) · · ·L(−m1)x1nx1
and
L(−m1)vp−kp · · · v1−k1v = L(−m1)ψ(vp)−kp · · ·ψ(v1)−k1ψ(v),
where v, v1, · · · , vp ∈ {x2, y2}, kp ≥ · · · ≥ k1 ≥ 2, n ∈ Z, ms ≥ · · · ≥ m1 ≥ 1, s, p ≥ 0.
Then by the discussion above, ψ is a linear isomorphism from V 2 to V 1. It follows that
φ can be extended to a linear isomorphism from V 1 to V 2 such that
φ(L(−ms) · · ·L(−m1)x1nx1) = L(−ms) · · ·L(−m1)x2nx2
and
L(−m1)up−kp · · ·u1−k1u = L(−m1)φ(pp)−kp · · ·φ(u1)−k1φ(u),
where u, u1, · · · , up ∈ {x1, y1}, kp ≥ · · · ≥ k1 ≥ 2, n ∈ Z, ms ≥ · · · ≥ m1 ≥ 1, s, p ≥ 0.
We are now in a position to state our main result of this paper.
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Theorem 4.8. If a vertex operator algebra V satisfies the conditions (A)-(C), then V is
isomorphic to V A4L2 .
Proof: Recall that V 1 ∼= V A4L2 satisfying (A)-(C). So it suffices to show that φ is a
vertex operator algebra automorphism from V 1 to V 2. Let u = x1m1x
1
m2
· · ·x1msx1, v =
x1q1x
1
q2 · · ·x1qtx1 ∈ V 1, where mi, qj ∈ Z, i = 1, 2, · · · , ps, j = 1, 2, · · · , t. We need to
show that for any n ∈ Z, φ(u1nu2) = φ(u1)nφ(u2). Note from Theorem 2.11 that for
m1, m2 ∈ Z+, x1m1x1 ∈ L(1, 0)⊕ V (1,16), y1m2x1 ∈ V (1,9). Since for any p, q ∈ Z,
xiqx
i
p = x
i
px
i
q +
∞∑
j=0
(
q
j
)
(xijx
i)p+ q − j, i = 1, 2,
yiqx
i
p = y
i
px
i
q +
∞∑
j=0
(
q
j
)
(yijx
i)p+ q − j,
Then by Lemma 4.5, it is easy to see that for any fixed n ∈ Z,
u1nu
2 =
k∑
i=1
aiL(−mi1) · · ·L(−misi)x1nix1
+
l∑
i=1
biL(−ni1) · · ·L(−niti)ui1−ri1ui2−ri2 · · ·uipi−ripiui,
for some k, l ≥ 1, si, ti, pi ≥ 0, mi1, · · · , misi, nj1, · · · , njtj , rj1, · · · , rjpj ∈ Z+, ni ∈ Z,
ui1, · · · , uipi, ui ∈ {x1, y1}, i = 1, 2, · · · , k, j = 1, 2, · · · , l, then
φ(u1)nφ(u
2) =
k∑
i=1
aiL(−mi1) · · ·L(−misi)x2nix2
+
l∑
i=1
biL(−ni1) · · ·L(−niti)(φui1)−ri1 · · · (φuipi)−ripi (φui).
The proof is complete.
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