Abstract In this paper we deal with strong stability of stationary solutions of nonlinear positive semidefinite programs. We prove two convergent properties of matrices sequences, and we give a sufficient condition for strong stability under the Linear Independence Constraint Qualification (LICQ) and the transversality condition.
Introduction
In this section we introduce nonlinear positive semidefinite programs. For its definition we prepare some notations:
R : the field of all real numbers, R : the dimensional Euclidean space, M(m, n) : the set of all m × n real matrices, M(n) : the set of all n × n real matrices, S(n) : the set of all n × n symmetric real matrices, S + (n) : the set of all n × n positive semidefinite symmetric real matrices, S − (n) : the set of all n × n negative semidefinite symmetric real matrices, S r,s (n) : the set of all n × n symmetric real matrices with r positive eigenvalues and s negative eigenvalues, O(n) : the set of all n × n orthogonal real matrices, D(n) : the set of all n × n diagonal real matrices, Diag(γ 1 , · · · , γ n ) : an n × n diagonal matrix whose (i, i) component is γ i ( Linear positive semidefinite programs (LSDP) are defined as follows:
where C, A i ∈ S(n) (1 ≤ i ≤ ) and b = (b 1 , · · · , b ) ∈ R . LSDP has intensively been studied for this decade. For details, we recommend the bibliography of the paper [8] .
We identify functions on S(n) as those on M(n) satisfying f (X) = f (X T ) (∀X ∈ M(n)). In this situation, it is easily seen that D X f (X) ∈ S(n). We refer to the following programs as nonlinear positive semidefinite programs (NSDP):
f (X) subject to X ∈ S + (n), h i (X) = 0 (i = 1, · · · , ).
where (f, h) ∈ F. In the paper [7] Kojima introduced for the first time the concept of strong stability of nonlinear programs which have finite equality constraints h i (x) = 0 (i = 1, · · · , ) and finite inequality constraints g j (x) ≥ 0 (j = 1, · · · , m) with h i (x) and g j (x) twice continuous differentiable functions on R n and satisfying the so called Mangasarian-Fromovitz condition, and gave an algebraic condition which is necessary and sufficient for strong stability by means of Jacobian and Hessian matrices. However, since LSDP and NSDP do not have such finite inequality constraints of C 2 class, we cannot apply Kojima's theory directly to LSDP and NSDP.
and Rσ(X) denotes the affine space spanned by σ(X).
O r and E r denote the r × r zero matrix and the r × r identity matrix respectively, and O without index denotes the zero matrix of an appropriate size. For S ⊂ S(r) and
The next lemma is easily proved and we omit its proof. Lemma 1.2. Let X ∈ S + (n). Then the following (i), (ii), and (iii) hold. 
Denote by T X S r,s (n) the tangent space of the manifold S r,s (n) at X ∈ S r,s (n) and by (T X S r,s (n))
} the orthogonal complementary space of T X S r,s (n) in S(n) with respect to the inner product defined by the trace form. The next lemma plays an important role in proving Lemma 2.24.
and Γ 11 ∈ S r,0 (r). Then the following (i) and (ii) hold.
is an open neighborhood of X in S r,0 (n), which implies that S r,0 (n) is a smooth submanifold of S(n).
Since we can take (Y 11 , Y 21 ) ∈ S r,0 (r)×M(n−r, r) as a local coordinate system of S r,0 (n) around X, it is easily proved that
.
holds. On the other hand, Rσ(X) = P (O r × S(n − r))P T holds immediately from Lemma 1.2, which implies the assertion of this lemma. (2) (f, h) under the LICQ Condition In this section we investigate strong stability of stationary solutions of the program Pro (2) (f, h). We will prove some convergent properties of matrix sequences by the inequality estimate which follows from Lemma 1.3, and by their means we will give a sufficient condition for strong stability in the sense of Kojima for stationary solutions of Pro (2) (f, h) under the LICQ condition. Definition 2.1. 
Strong Stability of Stationary Solutions of the Program Pro
From the lemma we can see that Z + and Z − are continuous with respect to Z.
Both ρ and η are continuous, and it is easily proved that ρ • η = Id and η • ρ = Id, where Id's denote the identity maps on appropriate spaces. The next lemma follows from these relations.
Lemma 2.4. H and S(n) are homeomorphic to each other by ρ and η.
Remark 2.5. Let (X, G) ∈ H and Z = X + G. Since both (P ZP
, it is easily seen that X and G can be simultaneously diagonalized, i.e., there exists P ∈ O(n) satisfying P XP
We prepare some notations for the remainder of this paper.
Remark 2.7. It is easily seen that (X,Ḡ,λ) ∈ H ×R is a stationary point of the program Pro Let e ij ∈ M(n) be the elementary matrix whose (i, j)-component is 1 and other components are all 0's. Then the Jacobian matrix of f ∈ C 2 (S(n)) can be represented as
and the Hessian matrix of f can be represented as
where ⊗ denotes the Kronecker product ( [3] ). In this situation, for symmetric matrices A = (a pq ) and Y = (y ij ), we obtain
The norms D X f (X) and D 2 X f (X) are induced by the trace form, i.e.,
For f ∈ C 2 (S(n)) and a subset B ⊂ S(n), a norm f B is defined by
We denote by F B the space F with · B -topology.
In general, given a normed vector space V with its norm · , we define a closed ball and an open ball by B δ (x) = {y ∈ V : y − x ≤ δ} and int(B δ (x)) = {y ∈ V : y − x < δ} for x ∈ V and a positive real number δ > 0. Definition 2.8. ( [7] ) LetX ∈ S + (n) be a stationary solution of Pro (2) (f ,h).X is said to be strongly stable if there exists δ * > 0 satisfying the following statement (*). 
Remark 2.9. In the above statement (*), if we take α(δ) satisfying 0 < α(δ) ≤ α(δ * ) , we see that Pro (2) (f, h) has a unique stationary solution X in B δ * (X) and that
From this remark, the above definition of strong stability is readily rephrased as follows.
Definition 2.10. LetX ∈ S + (n) be a stationary solution of Pro (2) (f ,h).X is said to be strongly stable if there exist a neighborhood U = B δ * (X) ofX in S(n) and a neighborhood V of (f ,h) in F U such that the natural projection pr : Ξ (U × V ) → V is bijective and pr
). Next we introduce another stability which is a little stronger in its definition than strong stability. Definition 2.11. LetX ∈ S + (n) be a stationary solution of Pro (2) (f ,h) .X is said to be strictly strongly stable if there exist a neighborhood U = B δ * (X) ofX in S(n) and a neighborhood V of (f ,h) in F U such that the natural projection pr : Ξ (U × V ) → V is a homeomorphism.
We will investigate relations between these stabilities for a while. The next condition is called the Mangasarian-Fromovitz condition. Condition 2.12.
( 
. Take a relatively compact neighborhood U 0 ofX = τ (f ,h) with c (U 0 ) ⊂ U . Because of the continuity of τ at (f ,h), there exists a neighborhood V 0 of (f ,h) in F U satisfying V 0 ⊂ V and τ (V 0 ) ⊂ U 0 . In the below we will prove that pr
On the contrary suppose there should exist (f, h) ∈ V 0 where pr
is not continuous. Then we may assume that there exists a sequence (X
. Since c (U 0 ) is compact, taking a subsequence we may assume that lim
We have to consider the following two cases (a) and (b). (a): In case that {(Z (k)
, λ (k) ) : k = 1, 2, · · ·} is a bounded set of S(n) × R , taking a subsequence we may assume that lim
, λ (k) ) : k = 1, 2, · · ·} is not a bounded set of S(n) × R , taking a subsequence we may assume lim
Taking a subsequence again, we may assume lim
, h
) ∈ Ω, it follows that 
Taking a limit we have
i=1 λ i D X h i (Z + ) + Z − = O,
at (f, h).
Hirabayashi et al. [5] pointed out that Condition 2.12 holds for every strongly stable point when linearly constrained nonlinear programs are concerned. We refer to the part (i) of Condition 2.12 as Condition 2.14. Condition 2.14.
Under Condition 2.14,
submanifold of S(n). Condition 2.15. Suppose that Condition 2.14 holds. Let X ∈ S r,0 (n) N (h). Denote tangent spaces of manifolds N (h), S r,0 (n), and S(n) at X by T X N (h), T X S r,0 (n), and T X S(n) respectively. If T X N (h)+T X S r,0 (n) = T X S(n) is satisfied, then we state that N (h) and S r,0 (n) intersect transversally at X ([2][11] ).
Since the orthogonal complementary space of T X S r,0 (n) is Rσ(X) from Lemma 1.3, Condition 2.15 is equivalent to that RD X h(X) Rσ(X) = {O}. It is easily seen that a pair of Conditions 2.14 and 2.15 is stronger than Condition 2.12 and takes a role in the program Pro (2) (f, h) as the LICQ condition does in the setting of the paper [7] . We assume Conditions 2.14 and 2.15 throughout in the remainder of this paper. Under these two conditions, any stationary solution corresponds to a unique stationary point. In fact, we can prove the next proposition. In order to prove Proposition 2.17, we need the next lemma whose proof is easy.
Under Conditions 2.14 and 2.15, for any subset
Since χ is bijective, it suffices to prove the continuity of χ and Grass(k, S(n)) be a Grassmannian manifold which consists of all linear subspaces of dimension k in S(n). Suppose that (Z + ,f ,h) ∈ Ξ (U × F U ) and thatX =Z + ∈ S r,0 (n), i.e., rankX = r. Let us represent
Define two continuous distributions V and W on U 1 ( ), i.e., two continuous maps V :
Hence W X is well-defined and continuous with respect to X ∈ U 1 ( ). It is easily seen that
From this relation we can deduce that VX+WX is a direct sum. Therefore there exists a neighborhood U 2 ⊂ U 1 ( ) ofX where V X +W X is a direct sum, by continuity of V X and W X with respect X. Hence we have a continuous map F :
It is also easily shown that λ is continuous with respect to (Z + , f, h). Definition 2.18. We refer to (Z, λ) as a strongly stable stationary point of Pro (2) (2) (f, h) . From Propositions 2.13 and 2.17 we can restate the strong stability as follows.
Let (Z,λ) ∈ S(n) be a stationary point of Pro (2) (f ,h) . Under Conditions 2.14 and 2.15, (Z,λ) is strongly stable if and only if there exist a neighborhood U =
The next proposition gives a sufficient condition for strong stability from a little different point of view, and it takes an important role in proving Theorem 2.21. (U ) × R , it follows from the Brouwer's invariance theorem of domain ( [6] ) that ψ((ρ
, which implies that there exists a positive real number δ > 0 such that
We conclude that, for any positive real number with 0 < ≤ δ * , there exists δ > 0 such that X(f, h) + ∈ U and X(f, h) + is a unique stationary point in U for (f, h) ∈ V δ . Therefore, (X,λ) is strongly stable by Definition 2.10 of the strong stability.
From Lemma 2.16, we see that V(Z) is independent of the representation Z = P ΓP T , and hence is well-defined. We give a sufficient condition for strong stability in the following theorem.
To prove this theorem we will prepare a series of lemmas. Lemma 2.22. Suppose there exist two sequences Z
=Γ holds from the continuity of eigenvalues. Hence we may assume γ
By taking a subsequence, we may assume that lim
where
By block calculation of matrices, we have C
, where X
Comparing these two equations, it is easily seen that X
12 holds for every sufficiently large k, from which we can derive 
