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Abstract
A multiple-input multiple-output (MIMO) communication network consists of a set of multi-
antenna transmitters and receivers that communicate over a common noisy medium. Each trans-
mitter has access to a set of messages, each of which it needs to deliver to one of the receivers.
Since the transmitter(s) transmit multiple messages over such networks, each receiver encounters
interference due to undesired transmissions. This interference seen by the receivers is, in fact, the
main factor that limits the capacity regions of such networks. Hence, to attain high data-rates,
efficient interference management is crucial, and for the same reason, these networks are also known
as interference networks. A common and by far the most important MIMO interference network is
a wireless cellular network.
A wireless signal after its transmission undergoes attenuation or fading. The set of all channel
fading coefficients between different pairs of transmit-receive antennas is called the channel state. If
this channel state is known to all terminals of the network, sophisticated interference management
schemes can be implemented to achieve high data-rates. While, in practice, channel state infor-
mation (CSI) can be obtained at the receivers via pilot transmissions, there is no natural way for
acquiring CSI at transmitters (CSIT). Unfortunately, the lack of CSIT severely affects the capacity
regions of almost all MIMO networks. To avoid this capacity loss, the next-generation cellular
standards are making a provision for having feedback links from the receivers to the transmitters
over which the latter can be informed about the channel state. However, due to the dynamic na-
ture of the wireless environment, the channel state is time-varying, which makes it difficult for the
transmitters to obtain feedback in a timely manner. Specifically, by the time feedback is available
iv
to the transmitters, the channel state may have already changed to a significantly different value.
This motivates the study of MIMO interference networks with strictly delayed feedback, which is
the main topic of this thesis.
We analyze various feedback models depending upon whether the channel state or the channel
outputs (i.e., the received signals) or both or a function of the two is fed back. We further consider
the worst-case scenario, where the channel state changes independently across time and feedback is
available with some delay. Under such a setting, feedback is rather outdated because the information
obtained via feedback is completely irrelevant as far as the current channel state is concerned. It
may seem here that outdated feedback can not be of much use, which is indeed true for the simplest
MIMO network with a single transmitter-receiver pair.
Surprisingly, we prove here for the MIMO broadcast channel (BC, a one-to-two, generally,
one-to-many system) and for the MIMO interference channel (IC, a system with two transmit-
receive pairs) that outdated feedback can significantly improve their capacity regions, relative to
the no-feedback case. To obtain such a result, we develop new interference management schemes,
wherein each transmitter, using (delayed) feedback, determines and transmits the interference ex-
perienced in the past by the receivers. This technique allows a transmitter to deliver useful in-
formation to one receiver without creating any additional interference at the others. This point
manifests interference alignment, and hence, feedback-based schemes developed in this work are
called retrospective interference alignment (RIA) schemes. We then go a step ahead to derive
information-theoretic converse arguments, which prove that our RIA schemes are optimal in the
degrees-of-freedom (DoF) region sense, which provides a first-degree of approximation to the ca-
pacity region.
Specifically, we characterize here the DoF regions of MIMO broadcast and interference chan-
nels under two important settings of (i) delayed CSIT, which involves delayed feedback of the
channel state, and (ii) Shannon feedback, which incorporates delayed CSIT as well as channel-
output feedback. It is shown that delayed CSIT holds even a DoF benefit over no CSIT. Moreover,
for a class of MIMO ICs, characterized by certain relationships on numbers of antennas at different
vterminals, the entire instantaneous-CSIT DoF region can be achieved with just delayed CSIT, and
thus, for these ICs, delays involved in getting CSIT do not result in any loss of DoF. Further, it
observed that over the MIMO BC, Shannon feedback is as good as delayed CSIT in the DoF-region
sense, which however is not true for the IC. That is, for a class of MIMO ICs, Shannon feedback
leads to a DoF improvement, even relative to delayed CSIT. This result is explained intuitively by
pointing out that partial transmitter cooperation, induced by Shannon feedback, enables a more
efficient form of interference alignment than what is feasible with just delayed CSIT. In addition,
these results on delayed CSIT and Shannon feedback are strengthened by identifying scenarios of
limited feedback, wherein not all channel fading coefficients and received signals are fed back, but
still, the DoF region remains unaltered. As a case in point, for all MIMO BCs and for a large
class of MIMO ICs, the DoF region with Shannon feedback is shown to be achievable with just the
channel-output feedback.
Subsequently, we study a more general class of interference networks which consist of one or
more full-duplex terminals that have simultaneous transmission and reception capabilities. These
special terminals can aid communication between other transmitters and receivers, and hence, net-
works with such terminals are called cooperative interference networks. We study two important
cooperative networks. The first one, called the layered multi-hop IC, is an IC wherein the trans-
mitters can communicate with the receivers only through the intermediate layers of relays. The
second network is termed as the MIMO IC (analogously, BC) with receiver cooperation, where the
receivers are assumed to have full-duplex capability so that each of them can also transmit a signal
over the same shared medium which is the heard by other receivers. We show, quite contrary to the
conclusions available for interference networks, that over both of these cooperative networks, effi-
cient interference alignment schemes can be worked out using the full-duplex terminals, even though
the transmitters have no feedback whatsoever. Moreover, these schemes yield an improvement in
the DoF region.
In particular, it is shown for the layered multi-hop network that having Shannon feedback to
the relays obviates the need for having any feedback to the transmitters. This result is proved by
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developing a DoF-region-optimal retro-cooperative interference alignment (RCIA) scheme, which
makes use of partial relay cooperation induced by Shannon feedback. In fact, a complementary
conclusion is also derived, where delayed CSIT is proved to render feedback to the relays unnec-
essary. This result thus shows that even feedback-independent relaying strategies can yield a DoF
improvement.
Next, on the front of our second cooperative network, it is proved for an important subclass
that having receiver cooperation without feedback is as good as having Shannon feedback without
receiver cooperation. In fact, a stronger conclusion is also derived, where any form of feedback is
shown to be useless, in the presence of receiver cooperation. These results are obtained by proposing
RCIA schemes, in which the receivers exchange useful information over cooperative links without
creating any additional interference at each other.
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Chapter 1
Introduction and Preliminaries
A communication network consists of a set of transmitters and receivers that communicate
over a common noisy medium. Each transmitter has access to a set of messages, each of which needs
to be delivered to one of the receivers. A network with multi-antenna transmitters and receivers is
also referred to as a multi-input multi-output (MIMO) network. Such networks can be of various
topologies. In the simplest form, it consists just of a single transmitter-receiver pair and is called
the point-to-point (PTP) channel. In a more complicated form, a network may consist of more
than one transmitter and/or receiver, and is termed as a multi-user channel. Some examples of
multi-user channels include (i) a multiple-access channel, which is a many-to-one network, (ii) a
broadcast channel (BC), which is a one-to-many network, (iii) an interference channel (IC), which
consists of many one-to-one communication links, and (iv) the most general many-to-many network.
In such systems, since multiple messages are transmitted by transmitter(s) over the same shared
medium, each receiver encounters interference due to undesired transmissions. This Interference
experienced by the receivers is, in fact, the main factor that limits the maximum achievable data-
rate or the capacity. This behavior is in sharp contrast to the PTP channel, where there can be
no interference and the capacity is solely determined by the presence of noise. Hence, to attain
high data-rates over multi-user channels, efficient interference management is crucial, and for the
same reason, these are also known as interference networks. The most widely observed MIMO
interference network is a cellular network, where communication happens by the means of wireless
transmission of electromagnetic signals.
2A wireless signal when transmitted undergoes attenuation, which, in the language of wire-
less communication, is called the channel fading or the channel state. This channel state, being
dependent on the dynamic wireless environment and on the relative motions between transmitters
and receivers, is time varying. If this time-varying channel state is known to all terminals of the
network in a timely manner, then sophisticated interference management schemes can be worked
out to achieve high data-rates. It is thus necessary to quickly acquire channel state information
(CSI) at different terminals of the network. In practice, CSI is obtained at the receivers via pilot
transmissions, where transmitters send known/pilot signals and allow receivers to estimate the cur-
rent channel state. However, there is no natural way for getting CSI at the transmitters (CSIT).
Unfortunately, the lack of CSIT significantly degrades capacities of almost all MIMO interference
networks. Intuitively, this degradation occurs because the transmitters, without CSIT, have no
way to determine how their signals would cause interference at the receivers, and hence, they can
not do efficient interference management. To avoid this capacity loss, the next-generation cellular
standards are making a provision for having feedback links from the receivers to the transmitters
over which the latter can be informed about the channel state. However, due to the time-varying
nature of the channel state, it is difficult to obtain feedback in a timely fashion, i.e., by the time
feedback becomes available to the transmitters, the channel state may have already changed to a
significantly different value. Thus, feedback, in practice, is often delayed.
This motivates the study of MIMO interference networks with strictly delayed feedback,
which is the main topic of this thesis. We analyze different feedback models depending upon
whether the channel state or the channel outputs (i.e., the received signals) or both or a function
of them is fed back. We further consider the worst-case scenario, where the channel state changes
independently across time and feedback is available with some delay. Under this model, feedback
is rather outdated because the information obtained via feedback is irrelevant as far as knowing
the current channel state is concerned. Here, it may seem that outdated feedback should not be of
much use, which, in fact, is true for the PTP channel.
Surprisingly, we prove in this thesis that even outdated feedback can significantly improve
3the capacities of MIMO broadcast and interference channels, relative to the no-feedback case. To
obtain such a result, we develop new interference management schemes, wherein a transmitter,
using feedback, is made to determine the interference it has created in the past at the receivers,
and then, to subsequently mitigate it by appropriately adapting its future transmissions. Moreover,
it is shown that in some cases, the capacity with strictly delayed or outdated feedback is as good
as that with instantaneous feedback. In fact, we go a step ahead to establish that our interference
management schemes are optimal in the degrees-of-freedom sense, which provides a first-order
approximation to the capacity.
We later study a more general class of interference networks, which consist of one or more
full-duplex or relay terminals that have simultaneous transmission and reception capabilities. These
special terminals can aid communication between other transmitters and receivers, and hence, net-
works with such terminals are called cooperative interference networks. We study two important
cooperative networks. The first one, called the layered multi-hop IC, is an IC wherein the trans-
mitters can communicate with the receivers only through the intermediate layers of relays. The
second network is termed as the IC with receiver cooperation, where the receivers are assumed to
have full-duplex capability so that each of them can also transmit a signal which, after getting su-
perposed with transmit signals of other terminals, is heard by rest of the receivers. We show, quite
contrary to the conclusions available for interference networks, that over both of these cooperative
networks, efficient interference management is feasible even when there is no feedback whatsoever
to the transmitters. In particular, it is shown for the layered multi-hop IC that having (outdated)
feedback to the relays obviates the need for having the same to the transmitters. In fact, a com-
plementary conclusion is also derived, where (outdated) feedback to the transmitters is proved to
render that to the relays unnecessary. Further, on the front of our second cooperative network, it is
shown that having receiver cooperation without feedback is as good as having (outdated) feedback
without receiver cooperation. In fact, a more stronger conclusion is also derived, where (outdated)
feedback is shown to be useless, in presence of receiver cooperation.
In summary, interference networks, either cooperative or non-cooperative, are studied with
4strictly delayed feedback. New efficient interference management schemes are developed. Moreover,
these schemes are shown to be optimal, in the degrees-of-freedom sense.
In the next two sections, we discuss preliminaries regarding the point-to-point and multi-user
communication, in the context where instantaneous CSI is available to all terminals. We then
discuss how CSI can be obtained at the transmitters and the receivers; subsequently, make a case
regarding the necessity of having feedback; and motivate the study of strictly delayed feedback.
Later, we introduce feedback models of interest in this thesis. Finally, the contributions of this
thesis are detailed.
1.1 Point-to-Point (PTP) Communication
Let us first start with the simplest case of single-antenna terminals.
1.1.1 The Single-Antenna PTP Channel and its Capacity
Consider a PTP channel in which the transmitter and the receiver, both, are equipped with
a single antenna. Such a channel is modeled mathematically via the following input-output rela-
tionship [1]:
y(t) = h(t) · x(t) + n(t), (1.1)
where t ∈ N represents the time index with N being the set of natural numbers; y(t) ∈ C is the
complex-valued signal received by the receiver at time t; x(t) ∈ C denotes the signal transmitted
by the transmitter at time t; n(t) ∈ C stands for the additive noise at the receiver; and h(t) ∈ C
represents the channel fading coefficient. This channel with a single transmit and receive antenna
is also called the SISO (single-input single-output) PTP channel. We explain below the meaning
of various quantities involved above.
The noise variable n(t) represents thermal noise and other background noises that are inherent
to any practical system. Since its exact value can not be known, it is appropriate to model n(t) as a
random variable. Often, in wireless communication, n(t) is assumed to follow a circularly-symmetric
complex-Gaussian distribution with zero-mean and unit-variance (symbolically, n(t) ∼ CN (0, 1)),
5and its realizations are taken to be independent and identically distributed (i.i.d.) across t. Such
a type of noise is called the additive white Gaussian noise (AWGN).
The channel fading coefficient h(t) captures various propagation effects, which a wireless
signal undergoes as it travels from the transmitter to the receiver. {h(t)}, t ∈ N, is collectively
called the channel fading process and is assumed to be generated by the nature according to some
probabilistic law. It is assumed throughout this thesis that the channel fading process is i.i.d.
across time.
In practice, the transmitter can not have infinite power available for transmission, and hence,
it is logical to impose a constraint that the average power of the transmit signal can not exceed
P (> 0). More precisely,
E
∣∣x(t)∣∣2 ≤ P ∀ t,
where E(·) denotes the expectation operator. We define the signal-to-noise ratio (SNR) as
SNR = P.
An important question addressed in information theory is to determine the maximum rate
at which information can be communicated over the PTP channel reliably, in a sense that the
probability of error at the receiver is as low as desired. Due to the random nature of the additive
noise and channel fading coefficient, this question is intractable, if we focus on just a single isolated
use of the channel. To resolve this important question, Shannon [2] introduced the idea of block-
coding, where the transmitter encodes its message (which it needs to communicate to the receiver)
into an n-length codeword which is transmitted over n uses of the channel and the receiver computes
an estimate of the transmitted message at the end of n channel uses. For such a scheme, he defined
the achievable rate as the average amount of information, normalized by n, that can be delivered
reliably over n uses of the channel. While it may seem natural for the probability of decoding error
to increase with the rate of information transmission, Shannon obtained a rather counter-intuitive
result, which states that the probability of error can be made arbitrarily small by coding over a
sufficiently large block-length, provided the rate of information transmission does not exceed the
6‘capacity’ of the channel. The capacity, thus, represents the maximum rate at which information
can be communicated over the channel with asymptotically zero probability of error.
We now formally define the concept of the capacity. It is assumed in the following that
the transmitter and the receiver know the value of h(t) perfectly and instantaneously. Consider a
general (Mn, n), n ∈ N, communication protocol or a coding scheme defined below for the PTP
channel [2]. It consists of
(1) the messageM, which is distributed uniformly over the set
{
1, 2, 3, · · · ,Mn
}
and is to be
delivered by the transmitter to the receiver;
(2) the encoding functions f
(n)
t (·), where t = 1, 2, · · · , n, such that for each t,
x(t) = f
(n)
t
(
M, h(1), h(2), · · · , h(t)
)
and E
∣∣x(t)∣∣2 ≤ P ;
and
(3) the decoding function g(n) such that
Mˆ = g(n)
({
y(t)
}n
t=1
,
{
h(t)
}n
t=1
)
∈
{
1, 2, 3, · · · ,Mn
}
.
For the given (Mn, n) communication protocol, we define the probability of error P
(n)
e and the rate
R as
P (n)e := Pr
{
M 6= Mˆ
}
and R :=
log2Mn
n
,
where Pr{·} represents the probability of the event.
The rate R is said to be achievable over the given PTP channel if there exists a sequence of
(2nR, n) communication protocols, one for each n, such that the probability of error P
(n)
e converges
to zero as n→∞. The capacity C is defined as the supremum of all achievable rates.
Before proceeding further with the result on the capacity of the PTP channel, we first define
some basic information-theoretic quantities used in this thesis [2]. Let (X,Y,H) be three jointly
distributed random variables with a joint probability density function (p.d.f.) fXYH(x, y, h) and
7support sets SX , SY , and SH , respectively. The differential entropy h(X) of X is defined as
h(X) = −
∫
SX
fX(x) · log2 fX(x) dx;
the conditional differential entropy of X given Y is defined as
h(X|Y ) = −
∫
SX×SY
fXY (x, y) · log2 fX|Y (x|y) dx dy;
the mutual information I(X;Y ) between X and Y is defined as
I(X;Y ) =
∫
SX×SY
fXY (x, y) · log2
fXY (x, y)
fX(x)fY (y)
dx dy
= h(X)− h(X|Y ) = h(Y )− h(Y |X);
and finally, the conditional mutual information I(X;Y |H) between X and Y given H is defined as
I(X;Y |H) =
∫
SX×SY ×SH
fXYH(x, y, h) · log2
fXY |H(x, y|h)
fX|H(x|h)fY |H(y|h)
dx dy dh
= h(X|H)− h(X|Y,H) = h(Y |H)− h(Y |X,H).
We state below the known result [2] about the capacity of the SISO PTP channel and describe
a coding scheme that achieves the capacity. To this end, consider three jointly distributed random
variables (X,Y,H) with a joint p.d.f. fXYH(x, y, h) such that
E|X|2 ≤ P, fY |XH(y|x, h) = CN (xh, 1),
and the channel fading coefficients h(t) are i.i.d. across t according fH(h) (symbolically, h(t) i.i.d.
∼ H). Further, consider a sequence of coding schemes such that
(
x(t), h(t)
)
are i.i.d. across t
according to fXH(x, h) (this does not violate the power constraint). Then it is known [2] that for
such a sequence of coding schemes, the rate R is achievable if
R ≤ I
(
X ; Y
∣∣H).
In fact, the capacity is equal to
C = max
fX|H(x|h): E|X|
2≤P
I
(
X ; Y
∣∣H).
8Moreover, the optimal fX|H(x|h), denoted by f
opt
X|H(x|h) is given by
f
opt
X|H(x|h) = CN (0, P ),
and the capacity is given by
C = EH log2
(
1 + |H|2P
)
. (1.2)
Note that the optimizing fX|H(x|h) is such that x(t) is independent of h(t). While this is holds for
all P , the regime of large P is important in this thesis, and thus, is discussed next.
1.1.2 Degrees of Freedom (DoF) of a Wireless Channel
Consider the operation of the SISO PTP channel in the high-SNR regime, i.e., in the regime
where P →∞. Since the distribution of {h(t)} is independent of P , the useful signal x(t) is received
in this regime at a power that is much larger than that of the additive noise n(t). Therefore,
heuristically, we may ignore the additive noise and claim that
y(t) ' h(t)x(t) at large P .
Since the receiver knows h(t) perfectly, it can compute
y(t)
h(t)
' x(t),
and thus can recover the transmit signal almost without any error. In other words, in the high-SNR
regime, one complex-Gaussian data symbol (in the form of x(t)) can be transmitted per unit time
over the SISO PTP channel. In this sense, the SISO PTP is said to have 1 ‘degrees of freedom’
(DoF).
We now define formally this concept. If C is the capacity of a channel, then its DoF are
defined as
d
4
= lim
P→∞
C
log2 P
. (1.3)
The capacity formula (1.2) immediately implies that the DoF of the SISO PTP are equal to 1.
Informally, we may define the DoF as follows:
9Remark 1.1 (A heuristic definition of the degrees of freedom). The degrees of freedom (DoF) of
a wireless channel are equal to the number of complex numbers that can be communicated reliably
over it in the absence of additive noise.
Since the transmit power is taken to infinity in the DoF calculations, additive noise can be
ignored.
It is clear that the DoF provide a first-order approximation to the capacity. More specifically,
if a wireless channel has d DoF, then its capacity should equal
C = d log2 P + o(log2 P ),
where o(log2 P ) stands for any term a(P ) which is such that
a(P )
log2 P
→ 0 in the limit as P →
∞. The concept of DoF is important in the analysis because for many wireless networks, the
capacity remains unknown, in spite of decades of continued efforts. Progress can be made into the
understanding of such networks by analyzing a coarser metric of DoF, which often turns out to be
lot more tractable than the capacity itself. As a result, in recent years, the concept of DoF has
attracted great significance.
Turning our attention back to the PTP link, it is typical to use multiple antennas at the
transmitter as well as at the receiver so as to increase its capacity as well as the DoF. The multi-
antenna PTP channel, or the so-called multiple-input multiple-output (MIMO) PTP channel, is
studied next.
1.1.3 The Multi-Antenna PTP Channel and its DoF
The fact that the MIMO PTP channel can have a significantly higher capacity than its SISO
counterpart was noted for the first time in [1]. The M × N MIMO PTP channel, where the
transmitter and the receiver have M and N antennas respectively, is modeled as
Y (t) = H(t) ·X(t) +N(t),
where Y (t) ∈ CN×1 and X(t) ∈ CM×1 denote the received and the transmitted signal respectively;
H(t) ∈ CN×M represents the channel/fading matrix; N(t) ∈ CN×1 stands for the additive noise;
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and finally, there is a power constraint of
E||X(t)||2 ≤ P ∀t.
Clearly, the SISO PTP is just a special case of the MIMO channel (set M = N =). Further, we
let N(t) to be i.i.d. across t according the CN (0, IN ) distribution, where CN (0, IN ) denotes the
circularly-symmetric complex Gaussian distribution over the N -dimensional complex-valued space
with the all-zero mean vector and the identity covariance matrix.
The capacity C of the MIMO PTP channel can be defined in a manner analogous to the
definition of the capacity stated in Section 1.1.1. The DoF are then defined using equation (1.3).
Instead of getting into the details of the capacity of the MIMO PTP channel and how it is achieved
[1], we directly discuss its DoF. For simplicity, we consider in the following the case of i.i.d. Rayleigh
fading, where all elements of H(t) are i.i.d. CN (0, 1) random variables, and are i.i.d. across time.
The DoF of the MIMO channel are given by the following theorem.
Theorem 1.1 ([1]). The DoF of the PTP MIMO channel with i.i.d. Rayleigh fading are equal to
min(M,N), i.e., dPTP = min(M,N).
We now provide a heuristic explanation of this result. Recall, the DoF represent the number
of complex numbers that can be reliably transmitted over the channel per unit time in the absence
of additive noise. Clearly, over any single use of the MIMO PTP channel, the transmitter can not
send more than M complex numbers, while the receiver can not observe more than N numbers.
Hence, its DoF can exceed neither M nor N . The question that now remains is whether this
upper-bound of min(M,N) is achievable. Toward this end, we may ignore additive noise, as per
the discussion earlier, and suppose that Y (t) = H(t)X(t).
Consider now the simplest case of M = N . Since the Rayleigh-faded channel matrices are
full-rank almost surely, the receiver can invert the channel matrix H(t) to evaluate X(t). Hence,
in this case, M = N complex numbers can be transmitted per time slot over this channel, as
desired. Now, if N < M (i.e., the receiver has less number of antennas than the transmitter), then
the transmitter can send N complex numbers from some of its N antennas and just turn off the
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remaining M − N antennas to convert the given M × N MIMO channel into an N × N channel
and thereby achieve N DoF. Similarly, when N > M , the receiver can use just M of its antennas
to convert the given channel into an M ×M channel and achieve M DoF.
Thus, in summary, the M ×N MIMO PTP channel has min(M,N) DoF.
1.1.4 What is Channel State Information (CSI)?
The channel fading H(t) is often referred in the information theory literature as the channel
state; and the term channel state information (CSI) signifies the knowledge of the channel state
(i.e., the fading process) at different terminals of the network. For instance, throughout this section,
we assumed the availability of perfect and instantaneous CSI at the transmitter as well as at the
receiver (CSIT and CSIR, respectively).
In this thesis, we will deal with various assumptions regarding the availability of CSI. More on
this will be discussed later; but until then, it will be assumed that all channels are known perfectly
and instantaneously to all terminals.
1.2 Multi-User MIMO Communication from the DoF Perspective
In the last section, we studied the PTP channel consisting of a single transmit-receive pair.
In this section, we study multi-user channels that are relevant to this thesis.
1.2.1 The MIMO Multiple Access Channel (MAC)
The multiple access channel (MAC) refers to a many-to-one communication system, where
multiple non-cooperating transmitters need to communicate their individual messages to a common
receiver (see Figure 1.1). It is one of the few multi-user channels for which the exact characterization
of the capacity region is available [2].
The K-user MIMO MAC consists of K transmitters having M1, M2, · · · , MK antennas,
12
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Figure 1.1: MIMO Multiple-Access Channel
respectively, and a receiver with N antennas. The signal Y (t) received at time t is given by
Y (t) =
K∑
i=1
Hi(t) ·Xi(t) + N(t),
where Xi(t) ∈ C
Mi×1 is the signal transmitted by the ith transmitter at time t; Hi(t) ∈ C
N×Mi is
the channel matrix corresponding to the ith transmitter; N(t) ∈ CN×1 ∼ CN (0, IN ) is the additive
white (i.e., i.i.d. across t) Gaussian noise at the receiver; and there is a power constraint of P at
all transmitters, i.e.,
E ||Xi(t)||
2 ≤ P ∀ i, t.
Throughput this thesis, we consider the case where the channel matrices are i.i.d. Rayleigh faded
(i.e., all elements of all channel matrices are i.i.d. CN (0, 1) random variables and are i.i.d. across
time).
The concept of capacity of the PTP channel can be naturally generalized to define the capacity
region for the multi-user channels. We now define the capacity region of the MIMO MAC. We
assume in the following that the channel matrices are known perfectly and instantaneously at all
terminals. Consider an
(
M
(n)
1 ,M
(n)
2 ,M
(n)
3 , · · · ,M
(n)
K , n
)
coding scheme for the MAC. It consists
of
(1) messages
{
Mi
}K
i=1
, where Mi is distributed uniformly over the set{
1, 2, , 3, · · · ,M
(n)
i
}
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and is to be delivered by the ith transmitter to the common receiver;
(2) the encoding functions
{{
f
(n)
i,t (·)
}n
t=1
}K
i=1
such that
Xi(t) = f
(n)
i,t
(
Mi,
{{
Hi(t)
}n
t=1
}K
i=1
)
and the power constraint is satisfied; and
(3) the decoding functions g
(n)
i (·), i ∈ {1, 2, · · · ,K}, such that
Mˆi = g
(n)
i
({
Y (t)
}n
t=1
,
{{
Hi(t)
}n
t=1
}K
i=1
)
∈
{
1, 2, , 3, · · · ,M
(n)
i
}
.
For any such coding scheme, we define the probability of error P
(n)
e and the rate tuple
(R1, R2, · · · , RK) as
P (n)e = Pr
{
Mi 6= Mˆi for some i ∈ {1, 2, · · ·K}
}
and Ri =
log2M
(n)
i
n
, i = 1, 2, · · · ,K.
Then the rate tuple (R1, R2, · · · , RK) is said to be achievable if there exists a sequence of
(
2nR1 , 2nR2 , · · · , 2nRK , n
)
coding schemes such that the probability of error P
(n)
e converges to zero as n→∞. The capacity
region C(P ) is defined as the set of all rate tuples that are achievable when there is a power
constraint of P at the transmitters.
Note that the receiver observes a noisy version of the sum
∑
j Hj(t)Xj(t). Therefore, while
decoding of the messageMi, the receiver needs to contend with the interference caused by signals
Xj(t), j 6= i. Further, since all transmit signals are power-constrained to P , the useful signal Xi(t)
(for the message Mi) and the interfering signals Xj(t), j 6= i, are received at almost identical
power. Hence, this multi-user interference
∑
j 6=iHj(t)Xj(t) hampers the decoding procedure more
than the additive noise. This behavior is in sharp contrast with the PTP channel, where there is
no interference and the entire received signal (except, for the additive noise) is useful for decoding
of the transmitted message. As a result, in the case of MAC, the inter-user interference needs to
be minimized efficiently so that high data rates can be achieved for all users.
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The DoF region of the MAC is defined as
D =
{(
di
)K
i=1
∣∣∣∀i, di ≥ 0, and ∃(R1(P ), R2(P ), · · · , RK(P )) ∈ C(P ) s. t. di = lim
P→∞
Ri(P )
log2 P
}
.
(1.4)
As said before, the capacity region of the MIMO MAC is known, using which its DoF region
can be computed and is given by the following theorem.
Theorem 1.2 ([2]). The DoF region of the MIMO MAC is given by
D =
{(
di
)K
i=1
∣∣∣ 0 ≤ di ≤ min(Mi, N) ∀i, K∑
i=1
di ≤ min
(
N,
K∑
i=1
Mi
)}
. (1.5)
To understand the above result, let us consider a special case of two single-antenna transmit-
ters and a two-antenna receiver (i.e., K = N = 2 with M1 =M2 = 1). Clearly, we can not achieve
more than 1 DoF for any user since both transmitters have a single antenna each. The question
here is if we can achieve 1 DoF simultaneously for both users. Toward this end, we should be able
to communicate 1 complex number per time slot from each transmitter to the common receiver
reliably in the absence of noise. To understand the communication scheme, let us focus on the first
user. The receiver while decoding this user needs to contend with the interference caused by the
transmission of the other transmitter:
Y (t) = H1(t) X1(t)︸ ︷︷ ︸
useful signal
+H2(t) X2(t)︸ ︷︷ ︸
interference
.
To achieve 1 DoF for the first user, the receiver should be able to eliminate interference due to
the second transmitter. Toward this end, note that if ω1(t) is a vector orthogonal to H2(t), i.e.,
ω∗1(t)H2(t) = 0, then along ω1(t) there would be no interference. Importantly, H1(t) and H2(t)
are linearly independent almost surely, then the useful signal would have a component along ω1(t).
Hence, to decode the first user by eliminating interference due to the second, the receiver can
compute
ω∗1(t)Y (t) = ω
∗
1(t)H1(t)X1(t) + ω
∗
1(t)H2(t)X2(t) = ω
∗
1(t)H1(t)X1(t),
using which it can evaluateX1(t) (linear independence ofH1(t) andH2(t) ensures that ω
∗
1(t)H1(t) 6=
0). The second transmitter’s signal can be also be decoded in an analogous fashion.
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This type of decoding scheme is called in the literature the receive zero-forcing beamforming.
Remark 1.2 (On receive zero-forcing beamforming). The useful signal is projected onto a direc-
tion that is orthogonal to the subspace spanned by the interfering signals. This technique where
the interference is zero-forced by appropriate receiver beamforming is called receive zero-forcing
beamforming.
The explanation can be easily generalized to the case of arbitrary number of antennas at
different terminals; we omit the details as the generalization is not too instructive to explore.
1.2.2 The MIMO Broadcast Channel (BC)
The broadcast channel (BC) refers to a one-to-many communication system, where the trans-
mitter has a message to deliver to each of the receivers (see Figure 1.2). The capacity region of
the general discrete memoryless BC is still unknown. However, the capacity region of the Gaussian
MIMO BC was recently characterized [3].
The K-user (M,N1, N2, · · · , NK) MIMO broadcast channel (BC) consists of one transmitter
with M antennas and and K non-cooperating receivers with the ith receiver having Ni antennas.
The input-output relationship is defined via the following equation:
Yi(t) = Hi(t) ·X(t) +Ni(t), i = 1, 2, · · · ,K,
where Yi(t) ∈ C
Ni×1 is signal received by the ith user/receiver; X(t) ∈ CM×1 is the signal transmit-
ted under the power constraint of P ; Hi(t) ∈ C
M×Ni is the channel matrix corresponding to the ith
user and the channel matrices are i.i.d. Rayleigh faded; and Ni(t) is the additive white Gaussian
noise at the ith user.
Note that the transmit signal must carry messages corresponding to all receivers. Thus,
only a part of the transmit signal is intended for any given receiver, which implies that every
receiver experiences interference. Therefore, the transmitter needs to perform encoding such that
the interference at every receiver is minimized and high data-rates can be achieved for each user.
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Figure 1.2: MIMO Broadcast Channel
The capacity region can be defined in manner analogous to its definition for the MAC.
We nonetheless include some details. Consider a coding scheme that achieves the rate tuple
(R1, R2, · · · , RK). Let Mi be the message to be sent to the i
th user over a blocklength of n.
We take the messages to be independent with messages Mi distributed uniformly over a set of
cardinality 2nRi . The rate tuple (R1, R2, · · · , RK) is said to be achievable if the probability of error
in decoding the desired message goes to zero at each receiver as the blocklength n tends to infinity.
The capacity region C(P ) is defined as the set of all rate tuples that are achievable with the power
constraint of P . Finally, the DoF region is defined as per equation (1.4).
The capacity region of the MIMO BC has been determined recently in [3] under the assump-
tion of having perfect, instantaneous CSIT and CSIR. Using this result, the DoF region can be
computed and is given by the following theorem.
Theorem 1.3 ([3]). The DoF region of the MIMO BC with perfect and instantaneous CSI at all
terminals is given by
D =
{(
di
)K
i=1
∣∣∣0 ≤ di ≤ min(Ni,M) ∀i, K∑
i=1
di ≤ min
(
M,
K∑
i=1
Ni
)}
.
To understand this result intuitively, let us again consider a special case of the two-user BC
with 2-antenna transmitter and two single-antenna receivers. To achieve 1 DoF for each user, the
transmitter must ensure that none of the receivers experiences any interference. Suppose u1(t) and
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u2(t) are the data symbols or complex numbers to be sent to the two receivers, respectively, at time
t. For the first receiver to be able to decode u1(t), it should not encounter any interference due to
u2(t). This is possible only if u2(t) is sent by the transmitter in the direction orthogonal to H
∗
1 (t).
Similarly, u1(t) should be sent in the direction orthogonal to H
∗
2 (t). Thus, if ω1(t) and ω2(t) are
vectors such that
H2(t)ω1(t) = 0 and H1(t)ω2(t) = 0
then the transmit signal is formed as
X(t) = ω1(t)u1(t) + ω2(t)u2(t).
The first receiver then observes
Y1(t) = H1(t)
{
ω1(t)u1(t) + ω2(t)u2(t)
}
= H1(t)ω1(t)u1(t),
where we ignore noise. Now, if ω1(t) is orthogonal to H
∗
2 (t), and H1(t) and H2(t) are linearly
independent, then H1(t)ω1(t) 6= 0, and the first receiver would be able to decode u1(t) and achieve
1 DoF.
The next remark summarizes the basic idea of the above scheme.
Remark 1.3 (On transmit zero-forcing beamforming). The scheme where the transmitter beam-
forms its signal so that the interference is zero-forced at the receivers is called the transmit beam-
forming.
1.2.3 The MIMO Interference Channel (IC)
The interference channel (IC) involves many one-to-one communication links. It thus consists
of many transmit-receive pairs that communicate over a common noisy medium. We study in this
thesis an IC having two transmit-receive pairs (see Figure 1.3).
The (M1,M2, N1, N2) MIMO IC, where the two transmitters have M1 and M2 antennas, re-
spectively, and their paired receivers have N1 and N2 antennas, respectively, is defined via following
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Figure 1.3: MIMO Interference Channel. The additive Gaussian noise has not been shown explicitly
since it is irrelevant in the DoF Analysis, which is the main focus of this thesis.
input-output relationship:
Y1(t) = H11(t)X1(t) +H12(t)X2(t) +N1(t)
Y2(t) = H21(t)X1(t) +H22(t)X2(t) +N2(t),
where at the tth channel use, Yi(t) ∈ C
Ni×1 is the signal received by the ith receiver Ri; Xi(t) ∈
C
Mi×1 is the signal transmitted by the ith transmitter Ti; Hij(t) ∈ C
Ni×Mj is channel matrix
between the ith receiver Ri and the jth transmitter Tj; Ni(t) is the additive white Gaussian noise
at the ith receiver; and there is a power constraint of P at both the transmitters. We assume the
case of i.i.d. Rayleigh fading.
Note that each transmitter has a message only for its own receiver, but its transmit signal
is observed by the other receiver as well. Hence, each transmitter causes interference to the other
receiver. To achieve high data-rates for both transmit-receive pairs, it is necessary to minimize
interference each transmitter causes to its unpaired receiver.
The rate tuple (R1, R2) is said to be achievable if there exists a sequence of coding schemes
such that the messages M1 and M2, sent by T1 and T2 at rates R1 and R2 respectively, are
decodable at R1 and R2 respectively, in the sense that the average probability of error in decoding
the intended message tends to zero at each receiver as the blocklength goes to infinity. The capacity
region C(P ) is defined as the set of all rate pairs that are achievable with the power constraint of
P .
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In spite of decades of research, the capacity region of the IC remains unknown in general.
Much progress has been made towards this goal however, in the form of capacity characterizations
of special classes of the interference channel [4–11] and capacity approximations for the single-
antenna Gaussian IC [12] and the multiple-input multiple-output (MIMO) Gaussian IC [13, 14],
where the capacity region is characterized to within a constant gap that is independent of the
channel parameters.
While the capacity region is not yet known, the DoF region D, which can be defined as done
before for the BC and the MAC, has been already determined, assuming that all channel matrices
are known perfectly and instantaneously at all terminals.
Theorem 1.4 ([15, 16]). The DoF region of the MIMO IC with perfect and instantaneous CSI at
all terminals is given by
D =
{
(d1, d2)
∣∣∣0 ≤ di ≤ min(Mi, Ni), i = 1, 2,
d1 + d2 ≤ min
{
M1 +M2, N1 +N2, max
(
M1, N2
)
, max
(
M2, N1
)}}
.
The DoF region is achieved [15] by the combination of transmit and receive zero-forcing
beamforming. Each transmitter makes use of the null space of the ‘cross’ channel matrix (i.e., the
channel matrix from itself to the unintended receiver), and designs its transmit signal such that it
lies, as far as possible, within the null space of this cross channel matrix, so that the interference at
the receivers is minimized. The receivers, to recover the useful signal, employ receive zero-forcing
and get rid of the interference.
To understand this achievability scheme, let us consider the MIMO IC with (M1,M2, N1, N2) =
(2, 1, 2, 1), and let us focus on the achievability of the DoF pair (d1, d2) = (1, 1). To achieve this
pair, transmitters T1 and T2 should be able to communicate data symbols (DSs) a(t) and b(t) to
R1 and R2, respectively. This would be feasible if DS a(t) to be decoded by R1 does not cause any
interference at R2, which in turn is possible only if T1 sends DS a(t) in the null space of channel
matrix H21(t). Thus, if ω(t) ∈ C
2×1 is such that H21(t)ω(t) = 0, then T1 and T2 form their
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transmit signals as
X1(t) = ω(t)a(t) and X2(t) = b(t).
Consider now the decoding procedure. By the above choice of transmission scheme, R2
does not encounter any interference due to a(t). Hence, it can decode b(t) to extract 1 DoF. The
decoding at R1 is more complicated and it has to employ receive zero-forcing beamforming. Its
received signal can be written as
Y1(t) = H11(t)ω(t)a(t) +H12(t)b(t) =
[
H11(t)ω(t) H12(t)
]a(t)
b(t)

 .
Since ω(t) is determined as a function of H21(t) and all channel matrices are i.i.d. Rayleigh faded,
it is not difficult to prove that the vectors H11(t)ω(t) and H12(t) are linearly independent with
probability 1. Hence, the decoding procedure at R1 is analogous to that employed by the receiver
of the MIMO MAC. In particular, R1 can project its received signal onto the direction that is
orthogonal to H12(t) and then see an interference-free channel to extract a(t) and hence 1 DoF.
Note than the DoF region of the (2, 1, 2, 1) consists of non-negative DoF pairs with d2 ≤ 1
and d1+ d2 ≤ 2. We have already proved the achievability of the corner point (1, 1) with the other
corner points (2, 0), (0, 1), and (0, 0) being trivially achievable. Consider now the achievability of
an arbitrary pair P ≡ (d1, d2). Such a pair can be expressed as a convex combination of the corner
points P1 ≡ (1, 1), P2 ≡ (2, 0), P3 ≡ (0, 1), and P4 ≡ (0, 0), i.e., (d1, d2) = λ1(1, 1) + λ2(2, 0) +
λ3(0, 1) + λ4(0, 0) where λi’s are non-negative real numbers with their sum equal to unity. Then
the pair P can be achieved by operating λi fraction of the time at point Pi for all i = 1, 2, 3, 4.
Such a technique is called time sharing.
1.2.4 X channel
The X channel is physically same as the IC in that it involves two transmitters and two
receivers. But the distinction arises between the two because over the X channel, each transmitter
has two messages, one for each receiver (see Figure 1.4). It thus combines multiple-access, broadcast,
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and interference features into a single network and thus can be categorized as the many-to-many
network. More interestingly, the coding strategies of transmit and receive zero-forcing beamforming
and time sharing, that are DoF optimal for the MAC, BC, and the IC, are not sufficient for the X
channel. A new strategy called interference alignment [17, 18] emerges as a natural DoF-optimal
scheme for the X channel. The main goal of this section is to introduce the idea of interference
alignment.
Consider the single-antenna X channel. The input-output relationship for this channel is
identical to that of the IC and its DoF region is defined in a standard manner. The sum-DoF are
defined as the maximum value of the sum of the DoF achievable for all four messages. We consider
for simplicity the case of Rayleigh fading with i.i.d. fading across time. The following theorem
claims that the X channel has 43 sum-DoF.
Theorem 1.5 ([17]). The single-antenna, time-varying X channel with i.i.d. Rayleigh fading has 43
sum-DoF, provided all channel coefficients are known to all terminals perfectly and instantaneously.
These DoF are achieved via interference alignment and unlike all previous multi-user channels,
it involves coding across time. Thus, we will show that by coding over three time slots and in the
absence of additive noises, we can send one complex number from each transmitter to each receiver,
which proves that the X channel has 43 DoF (or sum-DoF).
Consider a three symbol extension of the X channel. For convenience, we will assume below
that we are operating over the first three time slots; but the same procedure can be repeated over
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Figure 1.4: MIMO X Channel
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each block of three time slots. If we let
Xi =


Xi(1)
Xi(2)
Xi(3)

 , Y i =


Yi(1)
Yi(2)
Yi(3)

 , and H ij =


Hij(1) 0 0
Hij(2) 0
0 0 Hij(3)

 ,
then the input-output relationship over three slots can be described more compactly as
Y i =
2∑
j=1
H ijXj
after ignoring additive noises. Suppose uij be the DS that the j
th transmitter needs to communicate
to the ith receiver.
To appreciate the need for interference alignment, consider the case of R1. It needs to decode
DSs u11 and u12, sent by T1 and T2 respectively; and is interfered by u21 and u22, transmitted
by T1 and T2, respectively. Clearly, over 3 time slots, if R1 has to decode 2 useful DSs, it can
tolerate interference due to just 1 undesired symbol. However, there are two symbols that are not
desired at R1 and both of these are transmitted by two different transmitters (note that interference
due to these DSs can not be eliminated by transmit zero-forcing beamforming because no channel
matrix has null space). This is where interference alignment helps. The idea is to make the
transmitters transmit u21 and u22 such that they are received at R1 along the same direction so
that effectively just one linear combination of them (which is essentially just one complex number)
causes interference to R1; see also Figure 1.5. However, this must be accomplished while ensuring
that u21 and u22 are observed by R2 along two linearly independent directions (otherwise, R2 can
not decode its desired symbols). With this construction, each receiver observes two desired DSs
along two linearly-independent directions and interference along just one direction, and therefore,
it is necessary that the interference is received along the direction that is linearly independent of
the two signal-carrying directions (otherwise, decoding can not be successful). Significantly, all
these constraints can be met to achieve 43 DoF. We provide below a more concrete explanation of
this scheme of [17]. See Figure 1.5, where the signal-spaces of two receivers are represented.
Let ωij ∈ C
3×1 be the beamforming vector along which the DS uij is sent by the j
th trans-
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Figure 1.5: Illustrating Interference Alignment Over X Channel [17]. Over 3 symbol durations, the
transmit and receive signal-spaces are 3-dimensional. At each receiver, two interfering or undesired
DSs are received along the same direction. The signal-spaces of the Transmitters are not shown
explicitly.
mitter. Then the transmit and receive signals can be expressed as follows:
Xi = ω1iu1i + ω2iu2i, i = 1, 2 and
Y i = H i1ωi1ui1 +H i2ωi2ui2︸ ︷︷ ︸
useful signal
+H i1ωj1uj1 +H i2ωj2uj2︸ ︷︷ ︸
interference
, j 6= i.
Then the beamforming vectors need to be chosen such that the following criteria are satisfied;
(1) Two interfering DSs align at each receiver, i.e., we need to have
H11ω21 = H12ω22 and H21ω11 = H22ω12.
(2) At each receiver, two desired DSs and the effective interference (which is now just one
complex number) are received along linearly independent directions, i.e., the following
3× 3 matrices are full-rank:
[
H11ω11 H12ω12 H11ω21
]
and
[
H22ω22 H21ω21 H22ω12
]
.
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It has been proved [17] that the beamforming vectors can be chosen to meet the above requirement‘
(the details have been omitted) and moreover, they can be chosen in a causal manner (i.e., the
kth entry of the beamforming vector can be determined without the knowledge of the realizations
of channel matrices corresponding to time t > k; note, this is a necessary condition because the
terminals know the channel coefficients in a causal manner). Hence, if the beamforming vectors are
chosen appropriately, the receivers can employ receive zero-forcing beamforming to get rid of the
interference and decode desired DSs.
Remark 1.4 (On interference alignment). This scheme is called interference alignment because
the interfering symbols are made to align at each receiver along the same direction. This scheme
has been instrumental in the study of multi-user networks with more than 2 information flows, and
moreover, is one of the important techniques used in the thesis.
We next study two important cooperative networks relevant in this thesis.
1.2.5 Two-Hop, Two-User Interference Channel: A Multi-User Channel with
Relays
Consider a layered two-hop, two-user IC consisting of two transmit-receive pairs and two
relays with the first hop network between the transmitters and the relays and the second hop
network between the relays and the receivers, both, being Gaussian ICs. See Figure 1.6. The channel
is called layered in the sense that each terminal hears signals transmitted by the terminals of the
previous layer. Moreover, the channel is two-hop because the signal transmitted by the transmitter
reaches receivers after passing through an intermediate layer of relays (all previous channels, in this
sense, are categorized as the single-hop channels). The problems of characterizing the capacity of
the layered two-hop, two-user IC have recently begun to be addressed [19–21] with fundamental
advances coming from the sum-DoF characterizations for the layered 2×2×2 interference network
by Gou et. al. in [22] and later for the layered multi-hop, two-flow networks with arbitrary
connectivity by Shomorony and Avestimehr in [23] (note, the multi-hop, two-user/two-flow IC is
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Figure 1.6: Layered, Two-hop, Two-user Interference Channel or the 2×2×2 Interference Network
similar to its two-flow counterpart, except it consists of more than one layer of relays). More
recently, Vaze and Varanasi characterized the DoF region of the MIMO 2× 2× 2 network (and its
multi-hop extension with full connectivity) with arbitrary number of antennas at all terminals.
The input-output relationship can be easily deduced from Figure 1.6; so we omit details.
The relays are taken to be full-duplex and thus can simultaneously transmit and receive. However,
their transmit signal can depend only on its past received signal. Further, we consider the case of
single-antenna, time-varying channel. The most important point about the two-hop network, also
known as the 2××2 interference network, is that the presence of relays can enhance the achievable
DoF. More specifically, the single-hop interference channel with single-antenna terminals has just
1 DoF as seen before. Interestingly, we would argue below that 43 DoF are achievable over the
2× 2× 2 network.
Toward this end, suppose T1 and T2 need to communicate DSs
{
u1, u2
}
and
{
v1, v2
}
to
their paired receivers R1 and R2, respectively. Suppose we operate each hop as an independent X
channel. Then, as per the result of the previous section, T1 and T2 can deliver DSs
{
u1, v1
}
and{
u2, v2
}
to the first and second relays, respectively, on using the first hop for 3 times. Later, the
two relays can convey DSs
{
u1, u2
}
and
{
v1, v2
}
to the two receivers, respectively, on using the
second hop thrice. Since each hop is used just thrice, this scheme proves the achievabiliy 43 DoF.
Such an approach is referred as the X-channel strategy/approach.
It turns out that this approach can be significantly improved and the 2× 2× 2 network has
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2 DoF. Note that we can not hope to achieve more than 2 DoF since there are exactly 2 antennas
at each layer (this is the cut-set bound [2]). The following theorem thus claims that the cut-set
bound is achievable.
Theorem 1.6 ([22]). The single-antenna, time-varying 2× 2× 2 interference network has 2 DoF.
The achievability part of the above result is proved via a scheme called aligned interference
neutralization, which involves over-the-air, distributed zero-forcing of interference by appropriately
aligning it at the receivers. This scheme is not particularly relevant in this thesis, and therefore,
its details have been omitted. The interested reader is referred to [22].
The single-hop, SISO IC has just 1 DoF since the transmitters as well as receivers are non-
cooperating. This loss of DoF due to distributed processing is avoided by the presence of relays.
This result of [22], which is applicable mainly to the channel with equal antenna terminals,
has been generalized to the MIMO case with arbitrary number of antennas [24].
Theorem 1.7 ([24]). The DoF region of the time-varying MIMO 2×2×2 interference network with
M1 and M2 antennas at the two transmitters, N1 and N2 antennas at their respective receivers,
and K1 and K2 antennas at the two relays is given by
{
(d1, d2)
∣∣∣0 ≤ di ≤ min(Mi, Ni), i ∈ {1, 2}; d1 + d2 ≤ K1 +K2}.
The above result is proved via a scheme that involves channel-decomposition beamforming
and aligned interference neutralization. The interested reader may refer to [24]. The comparison of
the DoF of the MIMO 2×2×2 network and the corresponding (M1,M2, N1, N2) MIMO IC reveals
the benefit of having relays.
1.2.6 MIMO IC with Cooperation
Consider the 2× 2 MIMO PTP channel, which has 2 DoF. If the 2 transmit antennas of this
channel are considered as two non-cooperating transmitters, which yields us the MAC, even then
2 DoF can be achieved. Similarly, even if the two receive antennas are distributed, which gives us
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the BC, the DoF do not change. But, if the transmit antennas as well as the receive antennas are
taken to be distributed to obtain the two-user SISO IC, the DoF reduce from 2 to 1. This suggests
that the lack of cooperation between the four terminals of the IC reduces its capacity.
To recover this loss that results due to the distributed processing on the transmit as well as
on the receive side, it is necessary to introduce some sort of cooperation between four terminals.
Consider a model for cooperation, where all four terminals are full-duplex and thus can simultane-
ously transmit as well receive. More formally, the MIMO IC with receiver cooperation is defined
via following equation:
Yi(t) =
4∑
i=1
Hij(t)Xj(t) + Zi(t),
where transmitters T1 and T2 and receivers R1 and R2 are respectively identified as terminals 1, 2,
3, and 4; Xi(t) and Yi(t) represent the transmit and receive signals of the i
th terminal; and Hij(t)
represents the channel matrix from the jth terminal to the ith receiver. Finally, the transmit signal
of a terminal can depend only on its past received signals. Such a form of cooperation does increase
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Figure 1.7: MIMO Interference and Broadcast Channels with Receiver Cooperation
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the capacity but not the DoF [16,25] (see also references therein).
Note that the models like transmitter cooperation, where only the transmitters have full-
duplex capability, and receiver cooperation, where only the receivers have full-duplex capability,
are special cases of the model introduced earlier. Moreover, the two-user MIMO BC with receiver
cooperation can also be defined in an analogous fashion. See also Fig. 1.7.
1.3 Acquiring CSI at the Transmitters (CSIT) and at the Receivers (CSIR):
Channel Estimation and Feedback
In the last section, we assumed that the channel matrices are random, time-varying, and yet,
known perfectly and instantaneously to all terminals. It is important to discuss why and when
these assumptions are reasonable to make.
In practice, we typically encounter a scenario where the channel matrixH(t) remains constant
for a sufficiently long duration of time (of the order of few hundred symbol times) before changing
to another value. This type of fading model is termed as the block fading model; the set of symbol
times over which the channel is constant is called the fading block or the coherence block; and the
length of the fading block is referred to as the coherence time. This type of fading model has been
presented in Figure 1.8. It is known from the information-theoretic literature that it is important
to track the time-varying channel matrix at least at the receivers. Fortunately, the block-fading
structure provides a natural way for the receivers to learn the channel.
The transmitter, at the beginning of each fading block, may send a pilot signal that is already
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Figure 1.8: Illustrating the Block-fading Model with Sufficiently Long Block-length. Delayes in-
volved in channel estimation and feedback can be ignored to assume perfect and instantaneous
CSIT and CSIR.
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known to the receivers. This pilot transmission provides receivers an opportunity to estimate the
current channel state/matrix. If the fading blocks are long enough, which typically is the case,
receivers can estimate the channel with a near-perfect accuracy in a time that is a small fraction of
the total length of the fading block (see Figure 1.8). As a result, it is reasonable to ignore the errors
and the delays involved in obtaining CSIR. Thus, we assume throughout the thesis that perfect
and instantaneous CSI is available at the receiver. Note that delays involved in getting CSIR are
irrelevant, as long as there is no delay constraint on decoding (receivers can do decoding once CSI
is available), which is the case considered here.
While the current channel state can be estimated at the receiver, there is no natural way for
the transmitter to know the same. In practice, the receiver, after estimating the current channel
state, needs to feedback the information about the same, to the transmitter over the ‘reverse’ chan-
nel (where the receiver of the given ‘forward’ channel acts as a transmitter, while the transmitter
of it acts as a receiver). If the reverse or the feedback link has sufficiently high capacity and if the
fading blocks are sufficiently long (See Figure 1.8), one may ignore the errors and delays involved
in the feedback process to assume that CSIT is perfect and instantaneous.
We will make now a passing reference to justify our assumption of taking fading process to
be i.i.d. across time. Such a model for the channel fading process is effected by doing interleaving
– the transmitter sends consecutive entries of a codeword to be transmitted over different fading
blocks. Since channel changes independently from one fading block to another, it is assumed in the
analysis that the channel changes independently across time.
In summary, CSI can be estimated at the receivers and then it needs to be fed back to the
transmitters. As a result, it is reasonable to assume the availability of perfect CSIR, but the same
is not always true about CSIT – issues such as short coherence time and limited capacity of the
feedback link make it difficult to obtain CSIT. Thus, it is necessary to understand the limits of
communicating over wireless channels without feedback. Unfortunately, absence of feedback results
in a significant loss of the capacity of channels with distributed receivers. We will discuss this point
in detail in the next section.
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1.4 The Loss of DoF without Feedback: Necessity of Having Feedback
As mentioned before, it is more difficult to obtain CSIT, though there is a natural way to
acquire CSIR. Moreover, not having good quality of CSIT significantly degrades capacities of all
multi-user networks with distributed receivers. In this section, we discuss in detail the impact of
having just imperfect CSIT. To better appreciate this point, we consider the extreme case where
there is no feedback and hence no CSIT.
To start with, consider the M ×N MIMO PTP channel. When these is no feedback what-
soever, the transmit signal can not depend on the actual realizations of channel matrices. Except
for this one change, its capacity can be defined in the same fashion as done before. We claim that
min(M,N) can be achieved, even without feedback. Toward this end, note that the DoF-optimal
scheme developed earlier for the PTP channel with perfect and instantaneous CSIT does not actu-
ally make use of CSIT. In fact, the same observation can be made about the MIMO MAC. Thus,
while the absence of feedback may affect the capacity or the capacity region of these channels, the
loss is not significant in the sense that at least the DoF remain unaffected. As we would see below,
this is not the case with the multi-user MIMO networks having multiple receivers.
Consider the no-CSIT BC with two transmit antennas, two single-antenna receivers, and i.i.d.
Rayleigh fading. Now, the transmit signal can not depend on the actual realizations of the channel
coefficients and the two receivers experience identical fading. This implies that the two receivers
are statistically indistinguishable from the perspective of the transmitter. Hence, if the transmitter
is sending two messages to two receivers, then both are decodable at both receivers. This in turn
implies that we can not achieve more than 1 DoF, when the transmitter has no feedback. Intuitively,
in the absence of feedback, the transmitter can not appropriately beamform its signal (which is
feasible with perfect and instantaneous CSIT) and therefore, the signal intended for a given receiver
causes interference to the other. This multi-user interference limits the DoF.
The above idea has been proved rigorously and the exact characterization of the DoF region
of the K-user MIMO BC is available.
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Theorem 1.8 ([26]). The DoF region of the MIMO BC with i.i.d. Rayleigh fading and no feedback
is given by {
(di)
K
i=1
∣∣∣∣∣0 ≤ di;
K∑
i=1
di
min(M,Ni)
≤ 1
}
and it is achievable via time sharing.
Thus, the benefit provided by transmit beamforming is completely lost when there is no
feedback.
Further, the DoF region of the MIMO IC without any feedback is also known from the
literature. It is given by the following theorem.
Theorem 1.9 ([26–29]). The DoF region of the MIMO IC with i.i.d. Rayleigh fading, N1 ≥ N2,
and no feedback is given by
{
(d1, d2)
∣∣∣0 ≤ di ≤ min(Mi, Ni), i = 1, 2;
if the inequality min(M1, N1) > N2 > M2 does not hold, then
d1
min(M1, N1)
+
d2
min(M1, N2)
≤
min(N2,M1 +M2)
min(M1, N2)
;
else d1 +
min(M1, N1) +M2 −N2
M2
d2 ≤ min(M1, N1).
}
.
Moreover, the DoF region without feedback is achievable via time sharing and receive zero-forcing
beamforming.
Note that the case of N2 > N1 can be easily handled by symmetry. Again, the DoF region
without feedback can be exhausted by a combination of time sharing and receive zero-forcing. In
other words, the advantage of employing transmit beam-forming with perfect and instantaneous
CSIT is completely lost.
A detailed study of various multi-user networks without feedback has been carried out in [26]
(see also references therein). In particular, the DoF region of the 2× 2× 2 interference network is
known, when the transmitters and relays are unaware of the channels on the second hop.
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Theorem 1.10 ( [26]). The sum-DoF of the i.i.d.-Rayleigh-faded, SISO 2 × 2 × 2 network are
bounded by 1, when the second hop channel coefficients are not known to the transmitters and the
relays.
Recall that with perfect and instantaneous CSI, 2 DoF are achievable over the same network.
Thus, absence of CSI of the second hop limits the DoF. The above result can be generalized to the
multi-hop networks, and also to the MIMO 2× 2× 2 network. See [26] for relevant results.
1.5 Motivation for Studying Strictly Delayed Feedback and Models Consid-
ered
With the discussion of the previous section, it is clear that to achieve high rates over multi-
user channels, it is necessary to have feedback. While it is common to start the study of multi-user
channels by assuming perfect and instantaneous feedback, in practice, the information obtained at
the transmitter via feedback may neither be perfect (due to the limited capacity of the feedback
link) nor instantaneous (due to delays involved in the process of channel estimation and feedback).
As a result, it is necessary to analyze the impact of having just erroneous and/or delayed feedback.
The first issue of having imperfect feedback has been relatively well investigated. It is now
known, in a variety of contexts, that if the quality of feedback can be improved with the signal-
to-noise ratio at a sufficiently fast rate, then the DoF, attainable with perfect and instantaneous
feedback, can be achieved even with imperfect feedback [30–34] (see also references therein).
Ü Ý Þ ß à ß Ý Þ ß Ý á
â ã ä å æ ç
è
å é ç ê ç å é ç å ë
â ã ä å æ ç
Ü Ý Þ ß à ß Ý Þ ß Ý á
â ã ä å æ ç
ì í í î ï ð ñ ò
ð ó ð ô õ ð ï õ í ö í ÷ í
ܪሺͳሻ ܪሺʹሻ
Figure 1.9: Illustrating the Block-fading Model with a Short Block-length: A Case of Delayed
Feedback
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The second issue of having strictly delayed feedback is particularly relevant in mobile envi-
ronments where the channel coherence times are short, and hence, the delays involved in channel
estimation and feedback are significant compared to the length of the coherence block (see, for in-
stance, Figure 1.9). In fact, it is possible that by the time feedback is available at the transmitter,
the channel has already changed to some other independent value, which implies that feedback
is truly outdated. It may seem that outdated feedback would not be of much use (even channel
prediction is not possible if the changes are independent), which in fact is true of the PTP channel.
However, the contrary has been shown to be true recently for the multi-user networks – outdated
feedback can be significantly useful, and may even enhance the DoF of the channel relative to the
case of having no feedback [35–38].
The main topic of this thesis to understand the limits of communication when feedback is
strictly delayed and thus outdated. We characterize the DoF of various multi-user channels with
feedback. We establish that outdated feedback is beneficial and in some cases, it may not even
result in any loss of DoF (i.e., the perfect-and-instantaneous-CSIT DoF are achievable with strictly
outdated feedback). Henceforth, feedback refers to strictly delayed feedback.
We study different feedback models in this thesis, depending upon what is fed back. The
receivers may feedback just the channel state or the channel outputs or both or a function of the
two. In all of these models, we take the case of fast fading, i.e., the channel state is i.i.d. across
time and hence delayed feedback is outdated. Moreover, the receivers are assumed to know all
channels perfectly (recall, it is justifiable to assume CSIR); and since there is no delay constraint
on decoding, we take CSIR to be instantaneous (the receivers can decode their signal once CSI
is available). We define below the models considered in this work, which have been illustrated in
Figure 1.10.
• Delayed CSIT: Under this models, the receivers feedback the channel state to the trans-
mitters. Thus, the transmitters know the channel state with a finite delay.
• Output Feedback: Here, the receivers feedback their received signals to the transmitters.
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Hence, the transmitters know the channel outputs with a finite delay.
• Designable Feedback: This is a more optimistic setting as compared to the output
feedback case. Here, the feedback vector (consisting of quantities a receiver wants to
feedback) is allowed to be any function of the past and present channel states and channel
outputs at that receiver with the only constraint being that the cardinality of the feedback
vector can not exceed that of its received signal. In other words, under this setting, the
receiver can feedback as many complex numbers as there are number of receive antennas
and it can choose what to feedback, unlike the output-feedback model, where the receiver
does not have freedom regarding what to feedback.
• Shannon Feedback: The transmitters have delayed feedback of the channel state as well
as the channel output (received signals). This form of feedback is called Shannon feedback
because Shannon introduced the notion of feedback where channel outputs are available to
the transmitters with a delay and in the channels with perfect and instantaneous CSIR,
received signals and channel states can be regarded as a combined channel output.
Clearly, the setting of Shannon feedback is stronger than those of delayed CSIT and output
feedback. Moreover, output feedback is a weaker model, relative to that of designable feedback.
Further, if the transmitters have Shannon feedback, they can construct any feedback vector which
the receivers would feedback under the designable-feedback model. Hence, Shannon feedback setting
is stronger than that of designable feedback. Note here that a strict relationship between the
delayed-CSIT model on the one hand and output or designable feedback models on the other can
not be established in general.
Of these four models, the delayed-CSIT model was studied first. It was introduced by
Maddah-Ali and Tse [35] in the context of the multi-input single-output BC (i.e., the BC with
single-antenna receivers). They proved for the first time that even if the channel coefficients are
i.i.d. across time (which makes channel prediction meaningless), strictly delayed and thus outdated
CSIT can lead to a DoF improvement, relative to the no-CSIT case. For example, they showed
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that the Gaussian BC with 2 transmit antennas and two single-antenna users has 43 sum-DoF with
delayed CSIT compared to 1 sum-DoF without CSIT. To obtain this result, they developed an
interference alignment based scheme. The main idea of their achievability scheme is that the in-
terference experienced by a user at a previous time, which is a linear combination of data symbols
intended for some other user, can be evaluated perfectly by the transmitter at the current time
using delayed CSIT and subsequently transmitted to provide the interfered user the opportunity
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Figure 1.10: Feedback Models Illustrated in the Context of the (M1,M2, N1, N2) MIMO IC. The
first figure shows the models of delayed CSIT, output feedback, and Shannon feedback, while the
second figure shows the setting of designable feedback. All channel matrices are taken to be i.i.d.
Rayleigh faded and i.i.d. across time, and are known to the receivers.
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to now subtract that interference while simultaneously sending a new linear combination of the
data symbols to the user where these symbols are desired. Moreover, they proved that the schemes
of based on the above principle are the sum-DoF optimal, for the MISO BCs with M ≥ K and
N1 = N2 = · · · = NK = 1.
Subsequently, Maleki et al. [36] showed that using the basic idea of [35] more than one DoF
can be achieved even for networks with distributed transmitters. Although those results have
been improved recently [39,40], the exact sum-DoF still remain unknown for the interference and X
networks considered therein. Furthermore, the authors of [36] also provide an interference alignment
scheme for the (3, 1, 4, 2) MIMO IC that achieves the DoF pair (1.5, 1), which lies outside the DoF
region with no CSIT [27,29]. However, with no outer bound, the question of whether this example
can be improved is left open, and so is the general question of characterizing the delayed-CSIT DoF
region of the MIMO IC.
Maleki et al. also consider the output-feedback model and prove that over the SISO X channel
and 3-user SISO IC, 43 and
6
5 DoF can be achieved with output feedback.
In this thesis, we investigate the problems of characterizing the DoF regions of the multi-user
MIMO networks under above four types of feedback models. In particular, we study the two-user
MIMO BC, MIMO IC, 2× 2× 2 interference network and its multi-hop extension, and the MIMO
broadcast and interference channels with receiver cooperation.
1.6 Contribution and Organization of the Thesis
We give below an overview of the results derived in this thesis.
In Chapters 2 and 3, we respectively characterize the delayed-CSIT DoF regions of the two-
user MIMO BC and the MIMO IC with arbitrary numbers of antennas at all terminals. To derive
these results, novel outer-bounds to the DoF regions are derived. These bounds, being based on the
basic information-theoretic techniques, have potential of being applicable to more general networks,
unlike the bounds obtained in earlier works which make use of some specialized techniques. Next,
these outer-bounds are shown to be achievable using delayed-CSIT-based retrospective interference
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alignment (RIA) schemes. In these schemes, each transmitter, using delayed CSI, is made to
determine and thereby transmit the interference it has created in the past at the receivers. Since
the interference at one receiver is useful for the other, this technique allows the transmitter to convey
useful information to one receiver without creating any additional interference at the other. Using
these schemes, it is proved that for a class of MIMO ICs, characterized by certain relationship on
numbers of antennas at four terminals, the entire instantaneous-CSIT DoF region can be attained
with just delayed CSIT.
Having explored the potential of delayed CSIT, we turn to a stronger setting of Shannon
feedback and seek to determine if the latter can strictly outperform the former. This question, in
essence, requires us to investigate the impact of having output feedback on the DoF of a network
with delayed CSIT. This question gets intriguing on the background that the benefit of output
feedback is vastly different at the two extremes of instantaneous CSIT and no CSIT, and the
setting of delayed CSIT is strictly intermediate to the two extremes. Moreover, we can resolve
this question categorically only if tight, non-trivial outer-bounds on the delayed-CSIT DoF are
known and such bounds are available only for MIMO broadcast and interference channels. To
make matters worse, the question is already answered in the negative for the MIMO BC – the
single transmitter of the MIMO BC can determine channel outputs (except for addition noises
which anyway can be ignored in the DoF analysis) on acquiring CSI, and hence, output feedback
can not be beneficial over the BC with delayed CSIT. However, this explanation is not applicable
to the MIMO IC, as it consists of two non-cooperating transmitters, and thus, we can be more
hopeful regarding the IC. Capitalizing on this intuition, we indeed prove in Chapter 4 that there
exists a class of MIMO ICs, characterized by two inequalities on the 4-tuple (M1,M2, N1, N2), for
which output feedback provides a DoF benefit, even in presence of delayed CSIT. To explain this
result intuitively, we point out that output feedback, when present in addition to delayed CSIT,
enables each transmitter to compute the past transmit signal of the other. This introduces partial
transmitter cooperation, which is completely absent under delayed CSIT, and it is this transmitter
cooperation that leads to a DoF improvement. Going beyond, we obtain a precise characterization
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of the DoF region with Shannon feedback.
We next wish to determine if the gains associated with Shannon feedback can be maintained,
even under an imposing constraint on the cardinality of feedback. This is proven to be true in
Chapter 5 even when feedback consists of just a few complex numbers, provided though, the
receivers can choose what to feedback. Thus, the freedom given to the receivers on designing the
feedback vector can significantly reduce the amount of feedback. In particular, designable feedback
is shown to achieve the entire Shannon-feedback DoF region, for a couple of classes of MIMO
ICs. Moreover, for one of these two classes, delayed CSIT is strictly worse compared to Shannon
feedback, and thus, it is also proved that designable feedback can outperform delayed CSIT. This
result is the first instance where output feedback of some kind is shown to be better, relative to
delayed CSIT.
All above results derived in Chapters 2-5 pertain to the non-cooperative or the single-hop
MIMO broadcast and interference channels. In Chapters 6 and 7, we study cooperative interference
networks, namely, the 2× 2× 2 network and the channels with receiver cooperation, respectively.
In Chapter 6, we consider the 2×2×2 network and its multi-hop extensions. This work is the
first instance of studying a multi-hop network with strictly delayed feedback. For the single-antenna
2× 2× 2 network, we prove in the DoF sense that having delayed CSIT of both hops obviates the
need for having any additional feedback. Toward this end, the upper-bound on the DoF, which is
derived by assuming Shannon feedback to the transmitters from the relays and the receivers and to
the relays from the receivers, is shown to be achievable via a delayed-CSIT-based retro-cooperative
interference alignment (R-CIA) scheme. This result is of great practical importance as it points out
that even CSI-independent relaying strategies can be DoF optimal and can yield DoF gains. We
further investigate a complementary setting, where there is feedback just to the relays but not to
the transmitters. On this front, it is shown that having Shannon feedback to one of the relays from
the receivers renders any additional feedback unnecessary. To obtain this result, another R-CIA
scheme is developed, wherein partial relay cooperation, introduced by Shannon feedback available
to one of the relays, is exploited to effect interference alignment at the receivers and to thereby
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attain the associated DoF improvement. It is interesting that interference alignment can be worked
out, even though there is no feedback to the transmitters. This behavior is in sharp contrast with
that of the single-hop networks, where the absence of feedback to the transmitters results in a
complete collapse of DoF.
We take this line of thought further in Chapter 7, where the goal is to determine if there are
other channel models where not having feedback to the transmitters does not result in a collapse of
DoF. Toward this end, we observe that perfect receiver cooperation renders feedback unnecessary, in
the DoF sense. Motivated by this fact, we analyze the two-user MIMO broadcast and interference
channels with receiver cooperation. It is notable that partial receiver cooperation holds a DoF
benefit, even when there is no feedback whatsoever. In particular, for certain classes of MIMO BC
and MIMO IC, it is proved that the DoF regions are identical under the following three settings:
(i) receiver cooperation without any feedback, (ii) Shannon feedback without receiver cooperation,
and (iii) receiver cooperation along with Shannon feedback. Thus, at least or certain classes of
channels with receiver cooperation, it is not useful, in the DoF sense, to have any form of strictly
delayed feedback. The DoF gains associated with receiver cooperation are realized by developing
R-CIA schemes, whereby receivers exchange useful information over cooperative links between them
without causing any additional interference to each other. Receiver cooperation thus provides an
alternate architecture for enhancing the DoF, when feedback is not feasible.
In summary, this thesis makes a significant contribution in understanding the DoF of the
interference networks, either cooperative or non-cooperative, with strictly delayed feedback.
Chapter 2
MIMO Broadcast Channel with Delayed CSIT
We study the degrees of freedom (DoF) region of the MIMO Gaussian broadcast channel (BC)
with i.i.d. fading across time and delayed channel state information at the transmitter (CSIT). An
outer-bound to the DoF region of the general K-user MIMO BC (with an arbitrary number of
antennas at each terminal) is first derived. This outer-bound is then shown to be tight for two
classes of MIMO BCs, namely, (a) the two-user MIMO BC with arbitrary number of antennas at all
terminals, and (b) for certain three-user MIMO BCs where all three receivers have an equal number
of antennas and the transmitter has no more than twice the number of antennas present at each
receivers. The achievability results are obtained by developing an interference alignment scheme
that optimally accounts for multiple, and possibly distinct, number of antennas at the receivers.
2.1 Problem Statement and an Overview of the Main Results
We will rigorously define the setting of MIMO BC with delayed CSIT, even if it amounts to
repetition. Our goal is to characterize its DoF region. Consider the MIMO Gaussian BC with M
transmit antennas and K users having N1, N2, · · · , NK receive antennas, respectively. Without
loss of generality, it is assumed that N1 ≥ N2 ≥ · · · ≥ NK > 0. The input-output relationship is
given by
Yi(t) = Hi(t)X(t) + Zi(t), (2.1)
where at the tth channel use, X(t) ∈ CM×1 is the transmit signal, Yi(t) ∈ C
Ni×1 is the signal received
at the ith user, Hi(t) ∈ C
Ni×M is the corresponding channel matrix, and Zi(t) ∼ CN (0, INi) is the
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complex additive white Gaussian noise. The transmit power constraint is taken to be E||X(t)||2 ≤
P, ∀ t. Further, it is assumed that the channel matrices Hi(t) undergo independent and identically
distributed (i.i.d.) Rayleigh fading.
It is assumed that every receiver has perfect and instantaneous CSI (i.e., the knowledge of
all channel realizations) and the transmitters have perfect CSI but with some finite but otherwise
arbitrary delay which, without loss of generality, can be taken to be one time unit. In particular,
the channel matrices Hi(t) for every i are known to all transmitters at time t+ 1. We refer to this
assumption about channel state knowledge as delayed CSIT.
The DoF region is defined in a standard manner; see for instance definitions given in the last
chapter. When there is delayed CSIT, the transmit signal can depend only on the past channel
matrices.
The function multiplexing gain MG(·) is defined as MG(x) = limP→∞
x
log P .
As mentioned before, the delayed-CSIT BC was first considered by Maddah-Ali and Tse [35],
who characterized the sum-DoF of the MISO BC. In this chapter, the results of [35] obtained for
the MISO BC (i.e, the BC with single antenna receivers) are extended to the MIMO BC with an
arbitrary number of antennas at each terminal. In particular, an outer-bound to the DoF region of
this general K-user MIMO BC with delayed CSIT is obtained. Just like the proof in [35], the proof
of this outer-bound is based (a) on the result that feedback doesn’t improve the capacity region of
the degraded BC [41] and (b) on the characterization of the DoF region of the general no-CSIT,
K-user MIMO BC obtained (under independent and isotropic distribution of channel directions)
in [26].
The above outer-bound for theK-user MIMO BC is shown to be tight for the two-user MIMO
BC by specifying a DoF-region-optimal achievability scheme based on interference alignment. Since
there may be an unequal numbers of antennas at the receivers, the DoF region metric is appropriate
rather than sum-DoF (which is sufficient when receivers have an equal number of antennas). The
key idea behind the achievable scheme for the two-user MIMO BC is that when the transmitter
sends interference caused at one or both receivers, the transmit signal must be constructed to
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account for the number of antennas at various terminals in a manner so as to cause no additional
interference to any of the users while delivering the maximum number of linear combinations of
data symbols to the receiver where those symbols are desired.
Moving beyond the two-user MIMO BC, we also study a special class of three-user MIMO
BCs in which all three receivers have the same number of antennas and the transmitter has no more
than twice the number of antennas at each receiver. For this class of MIMO BCs, [42] recently
determined the sum-DoF with delayed CSIT. Leveraging the scheme of [42] and DoF region optimal
scheme for the general two-user MIMO BC, we expand the sum-DoF result of [42] to establish the
exact DoF region of this special class of three-user MIMO BCs. For this class of MIMO BCs, the
outer bound obtained here is also tight.
2.2 DoF Region with Delayed CSIT
The following theorem gives an outer-bound to the DoF region of the MIMO BC with delayed
CSIT. It extends the outer-bound of [35], which is applicable to the MISO BC, to the MIMO BC.
Theorem 2.1. An outer-bound to the DoF region of the MIMO BC with delayed CSIT is
Dd−CSIouter =


(
di
)K
i=1
∣∣∣ di ≥ 0 ∀ i, K∑
i=1
dpi(i)
min
(
M,
∑K
j=iNpi(j)
) ≤ 1, ∀ pi

 ,
where pi is a permutation of the set {1, 2, · · · , K}.
Proof. The detailed proof is included in Section 2.5. We explain here the basic idea of this proof.
Clearly, it is sufficient to establish the bound associated with the identity permutation. To this end,
we first assume that (a) the ith receiver instantaneously knows the signals received by the receivers
numbered from i+1 to K, and (b) the transmitter knows all channel outputs and channel matrices
with a delay of 1 time unit. This BC is now referred as the enhanced BC. The enhanced BC is
a physically-degraded BC (each receiver knows the outputs of all following receivers). Moreover,
the delayed side-information can be assumed to have been obtained at the transmitter via feedback
from receivers. We then invoke the result that feedback can not improve the capacity region of the
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physically-degraded BC [41]. Hence, without affecting the capacity region, it may be supposed that
the transmitter of the enhanced BC has no side-information whatsoever. Since we did not shrink
the capacity region at any step, the DoF region of the given BC is outer-bounded by that of the
enhanced BC without side-information at the transmitter. The DoF region of the latter is known
from the result of [26], which yields the desired inequality.
In fact, it is possible to have an alternate proof of this theorem, which is based on the
techniques developed in [38, Section IV]. Thus, it is possible to derive the above result without
making use of the specialized results of [26, 41]. It turns out that this proof is similar to the one
presented in Section 4.4. Hence, we omit the details of this alternate proof of the above theorem.
An interested reader may also refer to [43].
The next theorem proves that the above outer-bound is tight in the two-user case.
Theorem 2.2. For the two-user MIMO BC with delayed CSIT, the outer-bound proposed in
Theorem 2.1 is achievable. In other words, the DoF region for K = 2 is given by
Dd−CSIK=2 (M,N1, N2) =
{
(d1, d2)
∣∣∣ d1, d2 ≥ 0,
d1
min(M,N1 +N2)
+
d2
min(M,N2)
≤ 1,
d1
min(M,N1)
+
d2
min(M,N1 +N2)
≤ 1
}
.
Proof. The crux of the proof is to develop a delayed-CSIT-based interference alignment scheme
that will exhaust the outer-bound. The detailed proof is given in Appendix A.1.
The main idea behind our delayed-CSIT-based interference alignment scheme is illustrated
in the penultimate section using a simple example.
We now move to the three-user case. The following theorem establishes the DoF region of a
certain class of three-user MIMO BCs.
Theorem 2.3. For the three-user MIMO BC with delayed CSIT and with N1 = N2 = N3 = N , and
M ≤ 2N , the outer-bound proposed in Theorem 2.1 is achievable. In other words, the delayed-CSIT
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DoF region for the MIMO BCs with N1 = N2 = N3 = N and M ≤ N is given by
Dd−CSIK=3
(
M,N,N,N
)
=
{
(d1, d2, d3)
∣∣∣ d1, d2, d3 ≥ 0, d1 + d2 + d3 ≤M} for M ≤ N,
whereas for the MIMO BCs with N1 = N2 = N3 = N and N < M ≤ 2N , it is given by
Dd−CSIK=3
(
M,N,N,N
)
=
{
(d1, d2)
∣∣∣ d1, d2 ≥ 0,
d1 + d2 +
M
N
d3 ≤M, d2 + d3 +
M
N
d1 ≤M, d3 + d1 +
M
N
d2 ≤M
}
for N < M ≤ 2N.
Proof. See Appendix A.2.
The following remark provides the delayed-CSIT sum-DoF of a class of K-user MIMO BCs
using Theorem 2.1 and the achievable scheme of [35].
Remark 2.1 (The Sum-DoF of a Class of MIMO BCs). Consider the delayed CSIT K-user MIMO
BC with Ni = N ≥ 1 ∀ i and M ≥ KN . In [35], it was shown that
dsum
4
= max
(d1,d2,··· ,dK)∈Dd−CSI
K∑
i=1
di ≥
KN∑K
i=1
1
i
.
Using Theorem 2.1, it can be easily shown that dsum ≤
KN∑K
i=1
1
i
(cf. [35]). Thus, we have the exact
characterization for the sum-DoF of this class of MIMO BCs.
2.3 Comparison of the DoF Regions with No, Delayed, and Instantaneous
CSIT
The typical shape of the DoF region is shown in Figure 2.1, where L1 and L2 are lines
corresponding to the first and second inequality on the weighted sum of d1 and d2, respectively,
and Q is the point where they intersect. The intersection of the two triangles formed by L1 and
L2 is the DoF region of the 2-user MIMO BC.
Let us now understand the dependance of the delayed-CSIT DoF region on M . Consider,
for example, the MIMO BC with N1 = 3 and N2 = 2. In Figure 2.2, we show how the DoF region
improves with increasing M . For small values of M , in particular, when M ≤ N1 = 3, the DoF
region can be achieved without CSIT using time-division. For M > 3, interference alignment is
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Figure 2.1: The typical shape of the DoF Region of the 2-user MIMO BC with delayed CSIT
needed to achieve the DoF region. As M increases beyond N1 +N2 = 5, the DoF region remains
unchanged.
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Figure 2.2: The DoF Region of the MIMO BC with N1 = 3 and N2 = 2 for Various Values of M
As said in the last chapter, the DoF region with instantaneous, perfect, and global CSIT
is known from [3] and that without CSIT has been derived in [26, 28]. Comparing various DoF
regions in the two-user case, we find the following. For smallM , the DoF region with instantaneous
CSIT can be achieved without CSIT. In particular, if M ≤ N2, the DoF region with instantaneous,
delayed, and no CSIT are identical. As M increases beyond N2, the DoF region shrinks in the
absence of CSIT. Further, when N2 < M ≤ N1, the DoF region with instantaneous CSIT is strictly
bigger than the one with delayed CSIT which in turn is equal to that without CSIT. So if M ≤ N1,
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there is no DoF advantage in having delayed CSIT. However, ifM > N1, delayed CSIT improves the
DoF region; but the region with delayed CSIT is strictly smaller than the one with instantaneous
CSIT.
Finally, for the three-user MIMO BC with N1 = N2 = N3 = N and M ≤ 2N , if M ≤ N ,
then the DoF regions with all three assumptions of instantaneous, delayed and no CSIT coincide,
whereas with N < M ≤ 2N , all three regions are (strictly) not equal.
2.4 Retrospective Interference Alignment over the MIMO BC with Delayed
CSIT
Consider the two-user (3, 2, 1) MIMO BC. We will prove here that a DoF pair
(
3
2 ,
1
2
)
is
achievable with delayed CSIT. Note that by the result of [26], this DoF pair can not be achieved
when the transmitter has no side-information. Hence, proving that the pair
(
3
2 ,
1
2
)
is achievable
would also establish the benefit of having delayed CSIT.
We will show that by coding over 2 time slots, we can achieve 3 and 1 DoF for the two
receivers, respectively. To this purpose, it is sufficient to prove that in the absence of additive
noises, the transmitter can send 3 and 1 complex numbers to two receivers, respectively. The
scheme, illustrated in Figure 2.3, works as follows.
At time t = 1, the transmitter sends data symbols (DSs) a1, a2, and a3 intended for the first
receiver. The signals received by the receivers (ignoring noise) can be written as

Y1(1)
Y2(1)

 =

H1(t)
H2(t)




a1
a2
a3

 .
Thus, the first receiver observes only 2 linear combinations (LCs) of three DSs, and thus, can not
decode the desired DSs. The second receiver experiences interference. If the first receiver knows
Y2(1), then it would have 3 linear combinations of 3 DSs, and since the Rayleigh-faded channel
matrices are full-rank with probability 1, it would be able to decode the desired DSs. As a result,
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Figure 2.3: Retrospective Interference Alignment Scheme for the (3, 2, 1) MIMO BC with Delayed
CSIT
it is sufficient to communicate Y2(1) to the first receiver. This is feasible as the transmitter can
compute Y2(1) once it knows H2(1) at time t = 2. See also Figure 2.3.
The transmitter thus sends Y2(1) and b, which is the DS to be decoded by the second receiver,
at time t = 2:
X(2) =


Y2(1)
b
0

 .
The first receiver, since it has 2 receive antennas, can invert the channel matrix from the first two
transmit antennas to itself to evaluate Y2(1) and b, which in turn would allow it to decode the
desired DSs. The second receiver, on the other hand, knows Y2(1), and therefore, can subtract the
contribution due to Y2(1) from Y2(2) to thereby decode b.
In this example, Y2(1) is a linear combination of the symbols to be decoded by the first
receiver, and hence, it causes interference to the second receiver. Thus, transmitting Y2(1) at
time t = 2 allows us to communicate useful information to the first receiver without creating any
additional interference at the second receiver (this receiver is already interfered with Y2(1), and
thus, no new interference at it). Here, interference alignment is attained by ensuring that the same
symbols causes interference twice, and thus affects the receiver only once.
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2.5 Proof of Theorem 2.1
The proof is based on the idea of [35]. It is sufficient to prove that the inequality associated
with the identity permutation is a valid outer-bound. First, we outer-bound the capacity region of
the given MIMO BC with delayed CSIT (denoted as BCo) by assuming that
(1) the ith receiver, in addition to its own outputs, has access to the outputs of receivers
j = i+ 1, · · · ,K; for instance, at each time t, it observes {Yj(t)}
K
j=i
(2) at time t, the transmitter knows outputs {Yi(n)}
K
i=1 ∀ n < t, in addition to delayed CSI.
Clearly, the resulting MIMO BC, call it BC1, is physically degraded and its capacity region is an
outer-bound to that of BCo.
In BC1 the side-information available to the transmitter can be considered as being obtained
via Shannon-sense feedback from each receiver. However, from the result of [41], feedback can
not enhance the capacity region of the physically degraded BC. Hence, the capacity region of BC1
remains unchanged even if the transmitter is unaware of {Yi(n), Hi(n)}
K
i=1 ∀ n < t and ∀ t. Consider
now the MIMO BC, denoted as BC2, which is identical to BC1 except that the transmitter doesn’t
have this Shannon feedback information. Thus, BC2 is a physically-degraded MIMO BC in which
there is perfect CSI at the receivers but without CSIT, and in which the ith user has
∑
j≥iNj
receive antennas. Now, the DoF region of BC2 can be obtained from the results obtained in [26],
which yields us the following: if a DoF tuple (d1, d2, · · · , dK) is achievable over BC
2, then the
inequality
∑K
i=1
di
min(M,
∑K
j=iNj)
≤ 1 holds.
Since a DoF-tuple achievable over BCo is also achievable over BC2, the above inequality must
hold for every DoF-tuple belonging to the DoF region of BCo. The rest of the bounds are obtained
in the same manner by considering all possible permutations of the user indices. This gives us
Theorem 2.1.
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2.6 Summary
For the K-user MIMO BC with delayed CSIT, an outer-bound to its DoF region is obtained.
An interference alignment scheme is specified for the two-user MIMO BC that achieves this outer-
bound, thereby characterizing the DoF region in this case. For the three-user MIMO BC, the DoF
region is characterized for the special class in which there are an equal number of antennas at the
receivers and the number of transmit antennas are no more than twice the number of antennas at
each of the receivers.
Chapter 3
MIMO Interference Channel with Delayed CSIT
The two-user MIMO interference channel (IC) is studied under the assumptions of fast fading
and delayed channel state information (CSI) at the transmitters (CSIT). In this chapter, we obtain
the exact characterization of the delayed-CSIT DoF region for the general MIMO IC with arbitrary
number of antennas at each of the four terminals. Toward this end, a set of outer bounds to the
DoF region of the general MIMO IC is first derived. These bounds are then shown to be tight by
developing DoF-region-optimal retrospective interference alignment (RIA) schemes. A comparison
of the DoF region of the MIMO IC under the delayed CSIT assumption with those under the two
extremes of instantaneous CSIT and no CSIT assumptions is made. This comparison reveals that
there are non-empty classes of MIMO ICs, defined by certain relationships between the numbers
of antennas at the four terminals, that correspond to each of the following four scenarios: the no
CSIT DoF region is strictly contained by, or is equal to, the delayed CSIT DoF region, which in
turn is strictly contained by, or is equal to, the instantaneous CSIT DoF region. It is notable that
within the class of MIMO ICs for which the delayed CSIT DoF region is strictly larger than the
no CSIT DoF region, there is a subclass for which the RIA schemes which use just delayed CSIT
achieve the entire DoF region previously known to be achievable only with instantaneous CSIT.
3.1 Channel Model and Problem Statement
In this section, we describe the (M1,M1, N1, N2) MIMO IC with fast fading under the as-
sumption of delayed CSIT (see also Figure 1.10). The two transmitters of the MIMO IC are
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denoted as T1 and T2, with transmitter i having Mi antennas and their corresponding receivers
are denoted as R1 and R2, with receiver i equipped with Ni antennas. A given transmitter has a
message only for its respective/paired receiver. However, its signal is received at the unintended
receiver as interference. The input-output relationship at the tth channel use is given at R1 and
R2, respectively, as
Y1(t) = H11(t)X1(t) +H12(t)X2(t) +W1(t), (3.1)
Y2(t) = H21(t)X1(t) +H22(t)X2(t) +W2(t), (3.2)
where, at time t, Xi(t) ∈ C
Mi×1 is the signal sent by the ith transmitter, Yi(t) ∈ C
Ni×1 is the
signal at the ith receiver, Hij(t) ∈ C
Ni×Mj denotes the channel matrix between ith receiver and jth
transmitter; Wi(t) ∼ CN (0, INi), for i = 1, 2, is the additive noise at receiver i; and there is a
power constraint of P at both transmitters.
We assume Rayleigh fading, i.e., all the entries of all channel matrices {Hij(t)}i,j are indepen-
dent, identically distributed (i.i.d.) zero-mean, unit-variance complex normal (denoted CN (0, 1))
random variables. Further, the channel and noise realizations are taken to be i.i.d. across time and
they are independent of each other. Moreover, the distributions of channel matrices and additive
noises are known to all terminals.
It is assumed that the receivers know all channel matrices perfectly, and since there is no
delay constraint on decoding, CSI at the receivers is taken to be instantaneous, without loss of
generality. Thus CSIR is assumed to be perfect and instantaneous. Our focus, in this work, is
on the delayed CSIT assumption. In particular, the transmitters are assumed to have perfect but
delayed knowledge of all channel matrices. This delay is taken to be one time unit, without loss of
generality. Hence, the channel matrices {Hij(t)}
2
i,j=1 are known to both transmitters at time t+1.
In addition to the delayed-CSIT assumption, we consider here, for the sake of comparison,
two extreme assumptions of instantaneous CSIT, where all terminals have perfect and instanta-
neous knowledge of all channel matrices, and no CSIT, where the transmitters have no knowledge
whatsoever of the channel realizations.
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The DoF regions are defined in a standard manner and the details have been omitted here
for brevity (see, for instance, how DoF regions are defined in the first chapter).
Clearly, Dno ⊆ Dd ⊆ Di.
The following definition is useful in this and the next chapter.
Definition 3.1. For a given i ∈ {1, 2}, Condition i is said to hold, whenever the inequality
Mi > N1 +N2 −Mj > Ni > Nj > Mj > Nj
Nj −Mj
Ni −Mj
is true for j ∈ {1, 2} with j 6= i.
Clearly, the two conditions are symmetric counterparts of each other (i.e., one can be obtained
from the other by switching user indices 1 and 2). Moreover, the two conditions can not be true
simultaneously, and Condition i can not hold if Nj ≥ Ni.
In the following, we use the notation: H(n) =
{
H11(t), H12(t), H21(t), H22(t)
}n
t=1
with
H(0) = φ and Y i(n) = {Yi(t)}
n
i=1.
3.2 Overview of the Main Results
Recall from Chapter 1 that the DoF of the MIMO IC collapse, in general, in the absence of
CSIT. This necessitates the study of IC with CSI feedback. In this chapter, our goal is to analyze
the impact delays involved in the feedback process, and hence, we study the setting of delayed CSIT.
This setting of delayed CSIT was first investigated by Maddah-Ali and Tse [44] in the context of
the MISO broadcast channel. Their result was later extended to the MIMO case, as done in the
previous chapter. (cf. [37, 43]). Meanwhile, Maleki et al. proved the achievability of the DoF pair
(1.5, 1) over the (3, 1, 4, 2) MIMO IC with delayed CSIT.
In this chapter, we address the much more general question of characterizing the DoF region
of the general (M1,M2, N1, N2) MIMO IC. Toward this end, we first obtain a set of outer-bounds to
the DoF region. The key new outer bounds obtained here are based on an idea that we refer to as the
statistical equivalence of channel outputs, which roughly means that the present channel outputs
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observed at any two of the receive antennas of the IC provide an equal amount of information
about the transmitted messages when conditioned on the past channel outputs and the past and
present channel states. The outer-bounds based on this idea, together with the single-user and
instantaneous CSIT bounds, give a tight outer bound for the general MIMO IC. As one application
of this outer bound, it can now be asserted that the DoF pair (1.5, 1) achieved in [36] for the
(3, 1, 4, 2) MIMO IC example lies on the boundary of the delayed-CSIT DoF region, and thus can
not be improved further.
Note that apart from the 2-user MIMO IC considered here, the delayed-CSIT DoF region is
known only for the MISO BC [35] and its generalization to the MIMO BC in [37], which prompts
us to contrast the techniques developed in this work to that in [35, 37]. In order to derive their
outer bound, the authors in [35] first outer bound the capacity region by enhancing the original BC
through genie-aided side information – that reveals past channel outputs to the transmitter, and
in addition, gives to each receiver the outputs at some of the other receivers – into a physically-
degraded BC with a transmitter that knows the past channel states and past channel outputs and
then compute the DoF region of the resultant physically-degraded BC by using the result of [41] that
shows that the capacity of the physically-degraded BC with feedback is the same as that without
feedback. However, the reliance on the result of [41] makes the technique of [35] inapplicable to
other channels with delayed CSIT, such as the IC. In fact, the result of the present chapter and
that of [45] together show that the outer-bound derived just based on the genie-aided model in
which delayed channel outputs are revealed to the transmitters (in addition to delayed CSIT), is
strictly loose for the MIMO IC. In contrast, the general outer-bounding techniques developed here
not only provide a tight bound for the MIMO IC but can also be used for dealing with a variety of
channels with delayed CSIT. For instance, we provide in [43] an alternate proof of the outer-bound
of [35] and [37] for the MISO and MIMO BCs without ever invoking the specialized result of [41].
Moreover, our technique could also be employed for the MIMO cognitive IC under the delayed
CSIT assumption. The MIMO cognitive IC is a MIMO IC in which one transmitter additionally
knows the message of the other transmitter. The DoF region of this channel was found under the
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instantaneous CSIT assumption in [16] and for the no CSIT setting (under certain restrictions on
fading distributions) in [26, 46].
Next, to prove that the proposed outer-bound is tight, retrospective interference alignment
(RIA) schemes are developed to exhaust this outer-bound for the general (M1,M2, N1, N2) MIMO
IC, and thus the fundamental DoF region is established without any restrictions on the numbers
of antennas at the four terminals. The MIMO IC, unlike the MIMO BC, consists of distributed, or
non-cooperating, transmitters. Hence, neither transmitter can compute the past received signals
(excluding noise terms) of the two receivers with delayed CSIT. However, since the transmit signal
of any given transmitter is intended for just its paired receiver, each transmitter can compute the
past interference caused by its signal to the unintended receiver. Thus, interference alignment
can be achieved when the transmitters send the past interference they created at their unintended
receivers, which in turn provides additional information to the intended receiver about its desired
message without causing any new interference at the unpaired receiver.
Finally, the delayed-CSIT DoF region is compared against the instantaneous-CSIT and no-
CSIT DoF regions. This comparison reveals a rich classification of MIMO ICs according to whether
the no-CSIT DoF region is strictly contained by, or is equal to, the delayed-CSIT DoF region, which
in turn is strictly contained by, or is equal to, the instantaneous-CSIT DoF region. Interestingly,
within the class of MIMO ICs for which the delayed-CSIT DoF region is strictly larger than its
no-CSIT counterpart, there exists a subclass in which delayed-CSIT-based RIA scheme can achieve
the entire DoF region previously known to be achievable only with instantaneous CSIT.
3.3 The DoF Region with Delayed CSIT
In this section the main results regarding the DoF region of the MIMO IC are stated for
which we need the following definition.
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Definition 3.2. The region Ddouter is defined as follows:
Ddouter =
{
(d1, d1)
∣∣∣ Lo1 ≡ 0 ≤ d1 ≤ min(M1, N1) and Lo2 ≡ 0 ≤ d2 ≤ min(M2, N2),
L1 ≡
d1
min(N1 +N2,M1)
+
d2
min(N2,M1)
≤
min(N2,M1 +M2)
min(N2,M1)
;
L2 ≡
d1
min(N1,M2)
+
d2
min(N1 +N2,M2)
≤
min(N1,M1 +M2)
min(N1,M2)
;
L3 ≡ d1 + d2 ≤ min
[
M1 +M2, N1 +N2,max(M1, N2),max(M2, N1)
]
;
if Condition 1 holds, L4 ≡ d1 + d2
N1 + 2N2 −M2
N2
≤ N1 +N2;
if Condition 2 holds, L5 ≡ d2 + d1
N2 + 2N1 −M1
N1
≤ N1 +N2
}
.
In the sequel, the first two single-user bounds on d1 and d2 appearing in the above definition
are referred to as Lo1 and Lo2, respectively; while the remaining five bounds on the weighted sum
of d1 and d2 are referred to as L1, L2, · · · , L5, respectively.
The following theorem gives an outer-bound to the DoF region.
Theorem 3.1 (Outer-bound). The DoF region of the MIMO IC with delayed CSIT is outer-
bounded by Ddouter, i.e.,
Dd ⊆ Ddouter.
Proof. If (d1, d2) ∈ D
d, then di ≤ min(Mi, Ni) for each i because the DoF of the point-to-point
MIMO channel with M transmit and N receive antennas are upper-bounded by min(M,N) [1].
Now, note that if (d1, d2) ∈ D
i, then d1 and d2 satisfy bound L3 [16] (see also [26, Remark 19]),
and hence, if (d1, d2) ∈ D
d ⊆ Di, then the bound L3 must hold. It now remains to prove bounds
L1, L2, L4 and L5. To this end, we observe that bounds L1 and L2 are symmetric counterparts of
each other, and so are the bounds L4 and L5. Hence, it is sufficient to prove bounds L1 and L4.
In Section 4.4, it is proved that L1 is an outer-bound, even under a stronger setting of
Shannon feedback, wherein the transmitters know all past channel matrices and received signals.
Hence, we do not provide an explicit proof of L1 being an outer-bound. The interested reader may
also refer to [38].
The proof of L4 being an outer-bound is provided in Section 3.6.
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The main ideas used in the derivations of L1 and L4 are outlined in the next two remarks.
Remark 3.1 (Main idea of proof of L1). This bound is derived by assuming that R1 does not
encounter any interference. Hence, to get this bound, it is essential to obtain a tight quantification of
the interference seen by R2. Toward this end, it is shown that the DoF occupied by the interference
at R2 are proportional to d1. This point is in turn proved by using the key notion of the statistical
equivalence of channel outputs (see Lemma 4.5 and Remark 4.4). Finally, the characterization of
the interference at R2 is translated to derive L1.
While bounds L1 and L2 (with the latter being a symmetric counterpart of L1) suffice for
most MIMO ICs, the additional bound L4 (resp., L5) is necessary for the class of MIMO ICs for
which Condition 1 (resp., 2) holds.
Remark 3.2 (Main idea of proof of L4). In obtaining the outer bound L4, unlike in the case of L1,
it is essential to account for the interference seen at both receivers. To quantify the interference
at R1, we prove that whenever Condition 1 holds, R1 can decode the message intended for R2.
This in turn implies that the DoF of the interference at R1 is equal to the DoF achieved for the
T2-R2 pair. On the other hand, to characterize the interference at R2, the idea of the statistical
equivalence of channel outputs is used, as before. These two results together yield L4.
The following theorem asserts that the above outer-bound is tight for all values of
(M1,M2, N1, N2).
Theorem 3.2 (The DoF region). The DoF region of the MIMO IC with delayed CSIT is equal to
Ddouter. In other words,
Dd = Ddouter.
Proof. For some values of the 4-tuple (M1,M2, N1, N2), we have D
no = Ddouter (e.g., see Table 3.1),
which implies the achievability of the outer-bound (even without CSIT), and hence the theorem.
However, when Dno 6= Ddouter, new retrospective interference alignment schemes are required. The
detailed proof is provided in Appendix B. The key idea behind the RIA schemes developed in
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Appendix B is explained in Section 3.4 using an example. See Appendix B for the complete
proof.
We next obtain an important corollary of the previous two theorems that applies for the
following assumption about limited delayed CSIT. Each transmitter has only delayed knowledge
of channel matrices corresponding to its unpaired receiver. That is, at time t, the ith transmitter
knows perfectly the channel matrices Hji(t− 1) and Hjj(t− 1) with j 6= i, but does not have any
knowledge of the realizations of other channel matrices. We refer to this case as limited delayed
CSIT and denote the corresponding DoF region by Dd−l, which is characterized by the following
corollary.
Corollary 3.1. The DoF region of the MIMO IC with limited delayed CSIT is equal to Ddouter,
i.e., Dd−l = Dd.
Proof. Since Ddouter = D
d ⊇ Dd−l, the region Ddouter is an outer-bound to D
d−l. Moreover, the RIA
schemes developed to prove the achievability of Ddouter under the delayed CSIT assumption make
use of only limited delayed CSIT. Hence, they are also applicable under the limited delayed CSIT
assumption, which proves that Ddouter = D
d ⊆ Dd−l. Hence the result.
In the first version of this work [47], we characterized the DoF region for all MIMO ICs,
except those falling under Case B.III (for which we now know the outer bound L4 is necessary,
but was not found in [47]). Following [47], [48] proposed an inner-bound to the delayed-CSIT
DoF region of all MIMO ICs and also suggested a simple outer-bound by assuming that the two
transmitters of the IC can cooperate, thereby converting the MIMO IC to the MIMO broadcast
channel (BC), whose delayed-CSIT DoF region is known from [37]. These bounds were shown there
to be tight for a subset of MIMO ICs, which is however strictly smaller than that consisting of
MIMO ICs that fall under Cases 0, A, B.0, B.I, and B.II. Hence, the DoF region result obtained
in [47] precedes and subsumes that of [48]. Moreover, an updated version of our work in [47] was
submitted as [49] that included the outer bound L4 (and its symmetric counterpart L5), thereby
establishing the general DoF region of Theorem 3.2 for all MIMO ICs.
58ݑଵݑଶݑଷݑସ
ܮܥଵܮܥଶ
ݒଵ ൅ܫଵܫଶݒଵݒଶ
ͲͲܫଵܫଶ
ܫଵܫଶ
ݒଶܫଵ
ݐ ൌ ͳ ݐ ൌ ͳݐ ൌ ʹ ݐ ൌ ʹ
݀ଵ
݀ଶ
ሺ͵ǡͲሻ
ሺʹǡͳሻሺͲǡͳሻ
Ͳ
	
Figure 3.1: Retrospective Interference Alignment Scheme for Achieving (2, 1) DoF pair over the
(M1,M2, N1, N2) = (4, 1, 3, 2) MIMO IC
3.4 Achieving the Instantaneous-CSIT DoF Region with Delayed CSIT: An
Example of Retrospective Interference Alignment
Here, we present an example of how interference alignment can be achieved over the delayed-
CSIT MIMO IC. Consider a MIMO IC with (M1,M2, N1, N2) = (4, 1, 3, 2). It turns out that for
this channel the instantaneous-CSIT DoF region can be achieved with just delayed CSIT. From the
shape of the DoF region shown in Figure 3.1, it clear that if the DoF pair (2, 1) is achievable with
delayed CSIT, then the entire region can be achieved via time sharing. Thus, we illustrate here an
interference alignment scheme to achieve point (2, 1).
We ignore the presence of additive noise henceforth in this section since it can not alter a
DoF result. Two receive beamformers in the form of the unitary matrices U12(t) and U22(t) can
be computed, as functions respectively, of H12(t) and H22(t), such that X2(t) affects only the first
entry of Y ′1(t) = U12(t)Y1(t) and Y
′
2(t) = U22(t)Y2(t). That is,
Y ′1(t) = U12(t)Y1(t) = U12(t)H11(t)X1(t) +
[
||H12(t)|| 0 0
]∗
X2(t) and
Y ′2(t) = U22(t)Y2(t) = U22(t)H21(t)X1(t) +
[
||H22(t)|| 0
]∗
X2(t),
where || · || represents the norm. Henceforth, we can regard Y ′1(t) and Y
′
2(t) as being the received
signals of R1 and R2, respectively.
We will prove that by coding over 2 time extensions, 4 and 2 DoF can be achieved for the two
users, respectively, which implies the achievability of the DoF pair (2, 1). The scheme is illustrated
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in Figure 3.1.
At time 1, T1 transmits four data symbols (DSs), namely, u1, u2, u3, and u4, intended for
R1, whereas T2 sends a DS v1 for R2. Consider the signal received by R2, whose received signal
can be written as
Y ′2(1) =

||H22(1)||v1 + I1
I2

 , where

I1
I2

 = U22(1)H21(1) [u∗1 u∗2 u∗3 u∗4
]∗
.
Thus, R2 sees interferences I1 and I2, which are linear combinations (LCs) of DSs intended for
R1. Moreover, R2 knows I2. Consider now the case of R1. It encounters interference at the first
antenna, which it ignores. In the second and third antennas, R1 observes two interference-free LCs
of the desired DSs.
From the above discussion, it is clear that neither receiver can decode any of the symbols.
Note that if R2 knows I1, it can decode v1. On the other hand, R1 needs two more LCs of its desired
DSs. It can be shown that it is sufficient for R1 to learn I1 and I2. This is because Rayleigh-faded
channel matrices are full rank with probability 1, and using this fact it can be shown that the four
LCs of {ui}
4
i=1, namely, LC1, LC2, I1, and I2 are almost surely linearly independent. Hence, R1,
upon knowing these LCs, can recover the desired DSs. The goal of the coding scheme is hence
to deliver (i) I1 to R2 and (ii) I1 and I2 to R1. Both these objectives are accomplished over the
second time slot using delayed CSIT. In particular, at time t = 2, T1 knows all channel matrices
corresponding to time t = 1, and hence can compute and transmit I1 and I2 at time t = 2.
The transmit signals at time t = 2 are shown in Figure 3.1, where v2 is the new DS which T2
wants to convey to R2. It is easy to see that R1 can invert the channel matrix (between the last
two antennas of T1 and the two antennas of R1) to compute I1 and I2, and then decode {ui}’s.
Next, since R2 knows I2, R2 can first subtract the contribution due to I2 from the signal it receives
at t = 2, i.e., it can evaluate
Y ′2(2)− h4(2)I2 =



||H22(2)||
0

 h3(2)



v2
I1

+W2(2),
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Figure 3.2: Typical Shape of the DoF Region of the 2-user MIMO IC with Delayed CSIT
where hi(2) denotes the channel vector to R2 from the i
th antenna of T1. Next, by applying the
inverse of the matrix



||H22(2)||
0

 h3(2)

 (which is full rank, almost surely) to the lefthand side
of above equation, R2 can determine I1 and v2, and hence, also v1. Thus, at t = 2, both receivers
learn their intended DSs, which proves the achievability of the DoF pair (2, 1).
In the above scheme, since I1 and I2 are interferences at R2 at t = 1, transmitting them again
from T1 achieves interference alignment as follows: it communicates useful LCs to R1 while at the
same time effectively communicating the previously occurring interference (I1) at R2, which R2 can
use (via interference cancellation) to enhance its information about its own desired DSs. Simply
put, resending past interferences seen at one receiver is simultaneously useful to both receivers.
This technique is a common feature of the RIA schemes developed later in Sections B.1 and B.2.
3.5 Comparison of the DoF Regions with Instantaneous, Delayed, and No
CSIT
To facilitate the comparison of DoF regions under the three scenarios, it is useful to first
characterize the shape of the DoF region Dd = Ddouter which is determined by the the bounds
in the definition of Ddouter that are active for a given MIMO IC. Toward this end, the following
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definition is convenient.
Definition 3.3. Let S be a subset of {1, 2, 3, 4, 5} and Sc be the complement of S, i.e., Sc =
{1, 2, 3, 4, 5}\S. The bounds LS are said to be active if the single-user bounds Lo1 and Lo2, and
{Li}i∈S imply bound(s) {Lj} ∀ j ∈ S
c, where the bound L3+k is taken to be trivially implied by
others when Condition k does not hold.
If bound(s) LS are active for some subset S, then bound(s) {Lj}j∈Sc can be dropped from
the description of Ddouter. Moreover, if bounds LS are active with S = {i}, then we simply say that
Li is active. The shape of the DoF region can be determined by identifying the active bounds.
Case Definition of the Case Bounds Example Remarks
(N1 ≥ N2) Active (M1,M2, N1, N2) =
0 N2 ≥M1 L3 (1, 1, 2, 2) D
no = Dd = Di
Case A: M1 > N2 and M2 ≥ N2
A.I. M2 ≥ N1 L{1,2}
1 M1 ≤ N1 L1 (2, 4, 3, 1) D
no = Dd ⊂ Di
2 M1 > N1 and N2 = M2 L2 or L3 (2, 1, 1, 1) D
no = Dd = Di
3 M1 > N1 and N2 < M2 L{1,2} (2, 2, 1, 1) D
no ⊂ Dd ⊂ Di
A.II. M2 < N1 L{1,3}
1 N1 ≥M1 L1 (2, 1, 2, 1) D
no = Dd ⊂ Di
2 N1 < M1 L{1,3} (3, 1, 2, 1) D
no ⊂ Dd ⊂ Di
Case B: M1 > N2 and N2 > M2
B.0 N1 = N2 L3 (3, 1, 2, 2) D
no = Dd = Di
B.I. N1 > N2 and N1 ≥M1 L1 (3, 1, 3, 2) D
no ⊂ Dd ⊂ Di
B.II. M1 > N1 > N2 and Condition 1 does not hold L{1,3}
1 M2 ≤ m L3 (4, 1, 3, 2) D
no ⊂ Dd = Di
2 M1 = M
′
1 and M2 > m L{1,3} (5, 2, 4, 3) D
no ⊂ Dd ⊂ Di
B.III. M1 > N1 > N2 and Condition 1 holds L{1,3,4}
1 M1 ≥ N1 +N2 −m L{3,4} (6, 2, 4, 3) D
no ⊂ Dd ⊂ Di
2 M1 < N1 +N2 −m L{1,3,4} (9, 3, 7, 4) D
no ⊂ Dd ⊂ Di
M ′1 = min(M1, N1 +N2 −M2) m = N2
M′
1
−N1
M′
1
−N2
Condition 1 can equivalently be stated as M1 > M
′
1 > N1 > N2 > M2 > m; See Lemma C.3 in Appendix C.
Table 3.1: Summary of Results on the DoF region of the IC with Delayed CSIT: N1 ≥ N2
Situation Cases
D
no = Dd = Di 0, A.I.2, B.0
D
no = Dd 6= Di A.I.1, A.II.1
D
no 6= Dd = Di B.II.1
D
no 6= Dd 6= Di A.I.3, A.II.2, B.I, B.II.2, B.III.1,B.III.2
Table 3.2: Comparison of DoF Regions of the IC with No, Delayed, and Instantaneous CSIT:
N1 ≥ N2.
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Depending upon the shape of the DoF region Dd, MIMO ICs can be classified into different
cases depending on the relationship between the numbers of antennas at the four terminals. These
cases are names and defined in the first two columns of Table 3.1 (this table assumes N1 ≥ N2
without loss of generality). The third column indicates the set of bounds that are active for the
different cases. Figure 3.2, generated using the results of Lemmas C.1 and C.2 (of Appendix C),
depicts the delayed-CSIT DoF region for each of the cases. An example of a 4-tuple denoting the
numbers of antennas for each case are also given in Table 3.1.
We now proceed to compare the DoF regions under the three different assumptions about
CSIT. For easy reference, the DoF regions with instantaneous and no CSIT are stated below.
Remark 3.3. The instantaneous-CSIT DoF region of the IC is equal to the region Ddouter with
bounds L1, L2, L4, and L5 dropped [15] (see also [26, Remark 19]). Further, the no-CSIT DoF
region of the IC with N1 ≥ N2 is given by [26–29]
Dno =
{
(d1, d2)
∣∣∣0 ≤ di ≤ min(Mi, Ni), i = 1, 2;
if the inequality min(M1, N1) > N2 > M2 does not hold, then
d1
min(M1, N1)
+
d2
min(M1, N2)
≤
min(N2,M1 +M2)
min(M1, N2)
;
else d1 +
min(M1, N1) +M2 −N2
M2
d2 ≤ min(M1, N1).
}
The last column in Table 3.1 shows how the regionsDno, Dd, andDi are related to each other
for each case. This comparison is summarized with a different viewpoint in Table 3.2. Evidently,
there are non-empty classes of MIMO ICs as defined by the collection of cases in the second column
of Table 3.2 that correspond to each of the four scenarios wherein the instantaneous CSIT DoF
region strictly contains, or is equal to, the delayed CSIT DoF region, which in turn strictly contains,
or is equal to, the no CSIT DoF region. While the cases in the first two rows of Table 3.2 represent
MIMO ICs for which the delayed CSIT DoF region is achieved even without CSIT (since the two
DoF regions are identical), it is notable that within the class of MIMO ICs in the last two rows of
Table 3.2 for which the delayed CSIT DoF region is strictly larger than the no CSIT DoF region,
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there is a subclass for which the RIA schemes which use just delayed CSIT achieve the entire DoF
region previously known to be achievable only with instantaneous CSIT.
3.6 Proof of Theorem 3.1: L4 is an Outer-Bound
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Figure 3.3: Illustrating the Notation Used in Section 3.6 and in Appendix B
Before starting the proof, we introduce the notation used in the remainder of this chapter
and in Appendix B.
Notation used in Section 3.6 and in Appendix B: The set of four channel matrices at time
t is denoted by H(t), i.e., H(t) =
{
Hij(t)
}
where i, j ∈ {1, 2}. For integers n1 and n2, if n1 ≤ n2,
[n1 : n2] = {n1, n1 + 1, · · · , n2}, whereas if n1 > n2, then [n1 : n2] denotes the empty set. For a
random variable X(t), X([n1 : n2]) = {X(t)}
n2
t=n1
if n1 ≤ n2, whereas X([n1 : n2]) denotes an empty
set if n1 > n2. Further, for n ≥ 1, X(n) = X([1 : n]). For the received signal Yi(t) and the channel
matrix Hik(t), the j
th entry and the jth row are denoted respectively by Yij(t) and Hijk(t). Further,
whenever n1 ≤ n2 and n3 ≤ n4, Yi[n1:n2](t) = {Yij(t)}
n2
j=n1
, Yi[n1:n2]([n3 : n4]) =
{
{Yij(t)}
n2
j=n1
}n4
t=n3
,
Hi[n1:n2]j(t) is the channel matrix from j
th transmitter to channel outputs Yi[n1:n2](t) (see Figure
3.3); however, if n1 > n2 and/or n3 > n4, then Yi[n1:n2](t) and Yi[n1:n2]([n3 : n4]) denote empty
sets. Moreover, for n ≥ 1, Y i[n1:n2](n) = Yi[n1:n2]([1 : n]). Finally, o(log2 P ) denotes any real-valued
function x(P ) of P such that limP→∞
x(P )
log2 P
= 0.
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Using Fano’s inequality, we upper-bound the rates achievable for the two users as follows:
nR2 = I
(
M1,M2;Y 2(n)
∣∣∣H(n))︸ ︷︷ ︸
= t1
− I
(
M1;Y 2(n)
∣∣∣M2, H(n))︸ ︷︷ ︸
= t2
+ nn and (3.3)
nR1 ≤ I
(
M1;Y 1(n)
∣∣∣H(n))︸ ︷︷ ︸
= t3
+ nn, (3.4)
where n → 0 as n→∞. Using these bounds, we get
d2 ≤ N2 − f(t2) and d1 ≤ f(t3) = f
{
I
(
M1;Y 1(n)
∣∣∣H(n)) }. (3.5)
Next, we obtain a tight upper-bound on f(t3) so that the desired bound L4 can be derived. To
that end, define a unitary matrix U12(t) such that the last N1 −M2 rows of U12(t)H12(t) consist
only of zeros. Such a unitary matrix can be obtained from the singular-value decomposition [50]
of H12(t), and therefore, U12(t) is a deterministic function of H12(t). Define Y
′
1(t) = U12(t)Y1(t).
Note that X2(t) affects only the first M2 entries of Y
′(t). Since a unitary transformation can not
affect the mutual information, we have
d1 ≤ f
{
I
(
M1;Y
′
1(n)
∣∣∣H(n))}
= f
{
I
(
M1;Y
′
1[1:M2](n)
∣∣∣Y ′1[M2+1:N1](n), H(n))}+ f{I(M1;Y ′1[M2+1:N1](n)∣∣∣H(n))}. (3.6)
We upper-bound each of the two terms appearing above through the following two lemmas. The
next lemma shows that R1 can decodeM2 and hence it encounters interference with d2 DoF (recall
the discussion in Remark 3.2).
Lemma 3.1. We have
f
{
I
(
M1;Y
′
1[1:M2](n)
∣∣∣Y ′1[M2+1:N1](n), H(n))} ≤M2 − d2. (3.7)
Proof. See Section 3.6.1.
The following lemma uses the techniques developed in the proof of Lemma 4.2 to obtain a
lower-bound on f(t2) (cf. Remark 3.2).
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Lemma 3.2. We have
f
{
I
(
M1;Y
′
1[M2+1:N1](n)
∣∣∣H(n))} ≤ f{I(M1;Y ′1[M2+1:N1](n), Y 2(n)∣∣∣M2, H(n))} (3.8)
≤
N1 +N2 −M2
N2
f
{
I
(
M1;Y 2
∣∣∣M2, H(n))} (3.9)
=
N1 +N2 −M2
N2
f(t2). (3.10)
Proof. See Section 3.6.2.
Using inequalities (3.6), (3.7), and (3.9), we obtain
d1 ≤ (M2 − d2) +
N1 +N2 −M2
N2
f(t2)⇒ f(t2) ≥
N2
N1 +N2 −M2
(d1 + d2 −M2).
We substitute this lower-bound on f(t2) into equation (3.5), we get
d2
N2
≤ 1−
1
N1 +N2 −M2
(d1 + d2 −M2)
⇒
d1
N1 +N2 −M2
+ d2
{
1
N2
+
1
N1 +N2 −M2
}
≤ 1 +
M2
N1 +N2 −M2
⇒
d1
N1 +N2 −M2
+ d2
N1 + 2N2 −M2
N2(N1 +N2 −M2)
≤
N1 +N2
N1 +N2 −M2
,
which is the desired bound L4.
3.6.1 Proof of Lemma 3.1
To prove this lemma, we make use of the techniques developed in [15]. We first define to
following quantities: Let the matrix formed by retaining the first M2 rows of U12(t)H12(t) be Z(t)
(it is thus M2 ×M2 in size); define
α(t) = min
{
1
σ2max[Z(t)]
,
1
σ2max[H22(t)]
}
,
where σmax[A] denotes the largest singular-value of A; let Wb(t) be an M2-dimensional noise vector
that is distributed as
Wb(t) ∼ CN
(
0, Z(t)
{
[Z(t)]∗Z(t)
}−1
[Z(t)]∗ − α(t)Z(t)[Z(t)]∗
)
with its realizations being i.i.d. across time; and finally, set Y ‡1[1:M2](t) = Y
′
1[1:M2]
(t)−Wb(t).
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Next, consider the following two inequalities:
f
{
I
(
M1;Y
′
1[1:M2](n)
∣∣∣Y ′1[M2+1:N1](n), H(n))} ≤ f{I(M1;Y ‡1[1:M2](n)∣∣∣Y ′1[M2+1:N1](n), H(n))}
= f
{
I
(
M1,M2;Y
‡
1[1:M2](n)
∣∣∣Y ′1[M2+1:N1](n), H(n))}
− f
{
I
(
M2;Y
‡
1[1:M2](n)
∣∣∣M1, Y ′1[M2+1:N1](n), H(n))}
≤M2 − f
{
I
(
M2;Y
‡
1[1:M2](n)
∣∣∣M1, H(n))}, (3.11)
where the first inequality holds because, within the partial order of positive semi-definite matrices,
the covariance matrix of Wb(t) is smaller than the identity matrix [15] and the second inequality
holds because (a) the DoF of the point-to-point MIMO channel are limited by the number of receive
antennas [1], and (b) conditioned on M1 and H(n), X1(n) is deterministic, which implies that,
under the same conditioning, M2 and Y
‡
1[1:M2](n) are independent of Y
′
1[M2+1:N1](n).
Now, using the arguments developed in [15] (see Steps 3-5 in the proof of Theorem 1 therein),
it can be shown that
f
{
I
(
M2;Y
‡
1[1:M2](n)
∣∣∣M1, H(n))} ≥ f{I(M2;Y 2(n)∣∣∣M1, H(n))} ≥ d2.
Substituting the above lower-bound into (3.11), we obtain the desired inequality.
3.6.2 Proof of Lemma 3.2
The first inequality in (3.8) follows by noting that M1 and M2 are independent.
To prove the next inequality consider the following arguments. Let H ′11(t) = U12(t)H11(t).
Since U12(t) is independent of H11(t) and H11(t) is i.i.d. Rayleigh faded, we have H
′
11(t) ∼ H11(t).
For similar reasons, U12(t)W1(t) ∼ W1(t). Now, let H
′(t) be a collection of channel matrices
H ′11(t), H12(t), H21(t), and H22(t). Then H(t) ∼ H
′(t). Note that a one-to-one and onto, and
hence, invertible mapping exists between H(t) and H ′(t). Therefore,
I
(
M1;Y
′
1[M2+1:N1](n), Y 2(n)
∣∣∣M2, H(n)) = I(M1;Y ′1[M2+1:N1](n), Y 2(n)∣∣∣M2, H ′(n))
I
(
M1;Y 2
∣∣∣M2, H(n)) = I(M1;Y 2∣∣∣M2, H ′(n)).
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Thus, to prove inequality in (3.9), it is sufficient to show that
f
{
I
(
M1;Y
′
1[M2+1:N1](n), Y 2(n)
∣∣∣M2, H ′(n))} ≤ f{N1 +N2 −M2
N2
I
(
M1;Y 2
∣∣∣M2, H ′(n))}.
This inequality is an application of Lemma 4.2; interested reader may refer to [38].
The final equality of Lemma 3.2 holds by definition.
3.7 Summary
In this chapter, we study the 2-user MIMO IC with delayed CSIT. Inner and outer-bounds
to its DoF region are obtained and are shown to coincide for all possible values of the 4-tuple
(M1,M2, N1, N2). To derive an outer-bound, the property of statistical equivalence of the channel
outputs is used, whereas to obtain an inner-bound, new interference alignment schemes that require
only delayed CSIT are developed.
Chapter 4
MIMO Interference Channel with Shannon Feedback
We study the fast-fading MIMO interference channel (IC) with Shannon feedback, where the
transmitters are assumed to know the channel matrices (i.e., the channel state) and the received
signals (i.e., the channel outputs) with a finite delay. Shannon feedback thus incorporates delayed
CSIT as well as output feedback. It is shown that for a vast majority of numbers of antennas at four
terminals, the degrees of freedom (DoF) region with Shannon feedback is equal to that with just
delayed CSIT. However, this is not true always. Specifically, for a class of MIMO ICs characterized
by certain relationships on numbers of antennas at four terminals, the DoF region with Shannon
feedback is proven to be strictly bigger than that with delayed CSIT. To realize these DoF gains
attainable with Shannon feedback, a new retrospective interference alignment scheme is developed
wherein transmitter cooperation induced by Shannon feedback is exploited to effect a more efficient
form of interference alignment than what is feasible with just delayed CSIT.
4.1 Motivation
The characterization of the capacity of channels with output feedback (channel outputs are
assumed to be known to the transmitter(s) with a finite delay) is a classical problem in information
theory. It is well known that output feedback can not increase the capacity of a memoryless
point-to-point channel [2]. Interestingly, the multi-user channels exhibit a different behavior. In
particular, output feedback can enhance the capacity of the memoryless multiple access channel
(MAC) [51,52], but this improvement is bounded for the Gaussian MAC [52]. There also has been
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much interest in characterizing the capacity regions of other memoryless multi-user networks with
output feedback [41]. However, due to the apparent intractability of such problems for more complex
topologies, capacity approximations have been sought. Of these approximate capacity metrics, the
degrees of freedom (DoF) region has received considerable attention. It can be deduced from [16]
that for the 2-user Gaussian MIMO IC, output feedback can not enhance the DoF region when there
is perfect and instantaneous CSIT. In [53], the output-feedback capacity region is characterized to
within a constant gap of 2 bits for the single-antenna (or SISO) IC. Further, it is well known that
output feedback fails to improve the DoF regions of the Gaussian MIMO MAC and the Gaussian
MIMO broadcast channel (BC). In fact, there is no known example of a network with instantaneous
CSIT over which output feedback enhances the DoF region.
While the DoF with perfect and instantaneous CSIT have been well studied for numerous
networks, a much more conservative setting of no CSIT has also received a considerable attention
recently [26–29, 46, 54–56]. In fact, networks without CSIT but with output feedback have also
been studied, and it is known that in the absence of CSIT, output feedback can enhance the DoF
regions of the K-user BC [35, 37, 42], the 2-user SISO X channel [36], and 3-user SISO IC [26, 36].
Thus, unlike the instantaneous CSIT case, output feedback can be beneficial even from the DoF
perspective when there is no CSIT. This suggests that the benefit of output feedback depends
critically on the availability of CSIT since it is vastly different at the two extremes of having
instantaneous CSIT and having no CSIT whatsoever.
Moving beyond models that are either too idealized on the one extreme or too conservative
on the other, we consider here the delayed-CSIT model. For such a setting, we investigate the
question of whether output feedback can improve the DoF region. Clearly, this question can be
definitively answered only for networks for which a non-trivial outer-bound on the delayed-CSIT
DoF is available, of which there are but few. Of all such networks, this question has so far been
answered in the negative, except for the MIMO IC. In particular, it is known that in presence of
delayed CSIT, output feedback can not increase (a) the sum-DoF of the K-user MISO BC with at
least K transmit antennas [35], (b) the DoF region of the 2-user MIMO BC [37], (c) the sum-DoF
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Figure 4.1: Comparison of the DoF regions of the (6, 2, 4, 3) MIMO IC
of the 3-user MIMO BC with N antennas at all three receivers and at most 2N antennas at the
transmitter [42] and (d) the 2× 2× 2 interference network [57]. Hence, we focus in this chapter on
the MIMO IC, for which the delayed-CSIT DoF region is known (see the last chapter and also [38]).
We obtain the complete DoF region of this general two-user MIMO IC with delayed CSIT
and output feedback (i.e., under Shannon feedback; see also Figure 1.10); and show that for some
cases there is a strict enhancement of the DoF region over that with just delayed CSIT. Thus, we
answer the question of whether output feedback can enhance the DoF region of a network with
delayed CSIT for the first time in the affirmative. In particular, it is shown here that the DoF
region with Shannon feedback is strictly bigger than the corresponding delayed-CSIT DoF region
if and only if one of the two inequalities, namely,
M1 > N1 +N2 −M2 > N1 > N2 > M2 > N2
N2 −M2
N1 −M2
or its symmetric counterpart (obtained by switching the user indices), holds. For MIMO ICs for
which neither of these two inequalities holds output feedback does not improve the delayed CSIT
DoF region.
To derive this result, we first derive an outer-bound to the DoF region with Shannon feed-
back. This outer bound is then shown to be achievable for all but the above described class of
MIMO ICs using just delayed CSIT. For the class where the DoF region is strictly larger than that
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with delayed CSIT, we develop a new retrospective interference alignment scheme in which each
transmitter – using the side information available to it – reconstructs and transmits the previously
transmitted signal of the other transmitter to provide an opportunity to its paired receiver to can-
cel the interference it encountered at a previous time instant, while simultaneously delivering new
useful linear combinations to the unpaired receiver. Consequently, Shannon feedback induces a new
form of transmitter cooperation which is a key to realize the DoF gains attainable with Shannon
feedback over that with just delayed CSIT.
4.2 DoF Region with Shannon Feedback
We consider the same IC defined in the previous chapter. So we do not repeat the details
again. The DoF regions are also defined in a standard manner. We proceed directly to define the
feedback models studied in this chapter.
We start by defining the term Shannon feedback (cf. [36]) and later consider other types of
feedback. Here, the two transmitters are assumed to know the channel matrices and the channel
outputs perfectly with a finite delay. This delay is taken to be of 1 symbol time without loss of
generality. In particular, the channel matrices {Hij(t)}
2
i,j=1 and the channel outputs Y1(t) and
Y2(t) are taken to be known perfectly to both transmitters at time t + 1. The DoF region with
Shannon feedback is denoted as DS.
The settings of delayed and instantaneous CSIT are defined as before. We need the scenario
of instantaneous CSIT with output feedback – the channel matrices {Hij(t)}
2
i,j=1 are known to the
transmitters at time t, and additionally, they know the channel outputs Y1(t) and Y2(t) at time
t+1. The DoF regions corresponding to these three assumptions can again be defined analogously,
and are denoted, respectively, as Dd, Di, and Di&op. Clearly,
Dd ⊆ Di,DS ⊆ Di&op.
Finally, we adopt Conditions 1 and 2 from the last chapter. We also need the following
definition in the sequel.
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Definition 4.1. The region DSouter is defined as
DSouter
4
=
{
(d1, d2)
∣∣∣ Loi 4= 0 ≤ di ≤ min(Mi, Ni), i = 1, 2;
L1
4
=
d1
min(N1 +N2,M1)
+
d2
min(N2,M1)
≤
min(N2,M1 +M2)
min(N2,M1)
;
L2
4
=
d1
min(N1,M2)
+
d2
min(N1 +N2,M2)
≤
min(N1,M1 +M2)
min(N1,M2)
;
L3
4
= d1 + d2 ≤ min
[
M1 +M2, N1 +N2,max(M1, N2),max(M2, N1)
]}
.
Note that the first two bounds on d1 and d2 have been denoted as Lo1 and Lo2 respectively; while
the last three bounds on the weighted sums of d1 and d2 are denoted respectively by L1, L2, and
L3. Note that D
S
outer is identical to the region D
d
outer without bounds L4 and L5.
We now want to characterize the DoF region with Shannon feedback. With a motivation of
deriving an outer-bound, we first consider the setting of instantaneous CSIT and output feedback;
and prove in the following lemma that in presence of instantaneous CSIT, output feedback does
not improve the DoF region.
Lemma 4.1. For the MIMO IC with i.i.d. Rayleigh fading, the DoF region with instantaneous
CSIT and output feedback is given by
Di&op =
{
(d1, d2)
∣∣∣0 ≤ d1 ≤ min(M1, N1), 0 ≤ d2 ≤ min(M2, N2)
d1 + d2 ≤ min
[
M1 +M2, N1 +N2,max(M1, N2),max(M2, N1)
]}
.
Moreover, Di = Di&op.
Proof. See Appendix D.1.
Using this lemma, the next theorem shows that the region DSouter is an outer bound to D
S.
Theorem 4.1 (Outer-Bound with Shannon feedback). For the MIMO IC with i.i.d. Rayleigh
fading, the DoF region with Shannon feedback is outer-bounded by the region DSouter, i.e.,
DS ⊆ DSouter.
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Proof. See Section 4.4.
This outer-bound is tight as per the next theorem.
Theorem 4.2 (The DoF Region with Shannon feedback). For the MIMO IC with i.i.d. Rayleigh
fading, the DoF region with Shannon feedback is equal to the region DSouter, i.e.,
DS = DSouter.
Proof. It is sufficient to prove that the region DSouter is achievable when there is Shannon feedback.
We assume without loss of generality that N1 ≥ N2 (note, under this assumption, that Condition
2 can not hold).
Suppose Condition 1 does not hold. Then from [38, Theorem 2], we observe that
DSouter = D
d,
so that the theorem follows by noting that Dd ⊆ DS ⊆ DSouter.
Thus, it is only required to show that the region DSouter is achievable when Condition 1 holds.
The detailed proof is given in Appendix D.2.
The basic idea behind the interference alignment (IA) based achievability scheme developed
in Appendix D.2 to prove the above theorem is illustrated via an example in Section 4.3 which
shows that DS 6= Dd and provides insight as to why the DoF regions are not always identical.
Remark 4.1 (When DS 6= Dd). Using Theorem 4.2 above and [38, Theorem 2], we observe that
DS 6= Dd if and only if Conditions 1 or 2 hold. In other words, in the presence of delayed CSIT,
output feedback helps in improving the DoF region only when Conditions 1 or 2 hold. Moreover,
within a class of channels for which DS 6= Dd, there exists a subclass for which DS = Di&op. More
precisely, if we let N1 ≥ N2, then D
d 6= DS = Di&op if and only if
min(M1, N1 +N2) ≥ N2
N1 −M2
N2 −M2
.
On the other hand, Dd 6= DS 6= Di&op (again, assuming N1 ≥ N2)if and only if
min(M1, N1 +N2) < N2
N1 −M2
N2 −M2
.
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Remark 4.2 (Why DS 6= Dd). By the virtue of Shannon feedback, a transmitter can compute the
past transmit signal of the other transmitter. This introduces a partial cooperation between the
two transmitters, which cannot be induced by delayed CSIT alone. Moreover, by exploiting this
transmitter cooperation, the DoF gains promised by Shannon feedback, even over delayed CSIT,
can be realized. Thus, with Shannon feedback, each transmitter can compute and thereby transmit
past interference at both receivers, which allows it communicate useful information simultaneously
to both receivers without creating any additional interference at them. In contrast, with delayed
CSIT, a transmitter can know the past interference at its unpaired receiver only.
Remark 4.3. Using Lemma 4.1, we observe that output feedback can not enhance the DoF region
when there is instantaneous CSIT. In contrast, output feedback improves the DoF region when
there is just delayed CSIT.
Having derived the DoF region with Shannon feedback, we now point out some generaliza-
tions. Toward this end, we define four feedback models.
• Enhanced Shannon feedback: both transmitters know the channel matrices {Hij(t)}i,j
and modified channel outputs Y˜1(t) and Y˜2(t) at time t + 1 (in general, with some fi-
nite delay), where, for each i ∈ {1, 2}, Y˜i(t) ∈ C
Ni×1 is a deterministic function of{
Yi(k), H11(k), H12(k), H21(k), H22(k)
}t
k=1
computed and fed back by the ith receiver such
that the biggest possible DoF region is attainable.
• Limited Shannon feedback of Type 1: each transmitter knows the other receiver’s incoming
channels and outputs with some delay (which, without loss of generality we take to be 1
time unit), i.e., the ith transmitter knows the channel matrices Hji(t) and Hjj(t) and the
received signal Yj(t) all at time t+ 1, for each (i, j) ∈ {(1, 2), (2, 1)}.
• Limited Shannon feedback of Type 2: each transmitter is provided at each time its own
receiver’s outputs as well as the four channel matrices, all with some delay (which, without
loss of generality we take to be 1 time unit); i.e., the ith transmitter knows Yi(t) and
{Hjk(t)}
2
j,k=1 at time t+ 1.
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• Output feedback: both transmitters know the channel outputs Y1(t) and Y2(t) at time t+1
(or, in general, with a delay of finite number of time slots) but they have no knowledge of
channel matrices whatsoever.
The DoF regions of the MIMO IC under these settings are denoted, respectively, asDeS,DlS1,DlS2,
and Dop. Clearly, the last three settings are weaker than that of Shannon feedback. Regarding the
enhanced-Shannon-feedback setting, we may choose the modified channel outputs to be the actual
channel outputs, and hence, this model is stronger than the Shannon-feedback model. Therefore,
DeS ⊇ DS ⊇ DlS1, DS ⊇ DlS2, DS ⊇ Dop.
The next two corollaries deal with the above four feedback models.
Corollary 4.1. For the MIMO IC with i.i.d. Rayleigh fading, we have
DlS1 = DlS2 = DeS = DS.
Proof. See Appendix D.3.1.
Corollary 4.2. For the MIMO IC with i.i.d. Rayleigh fading, we have
Dop = DS,
if neither of the following two inequalities hold: min(M1, N1) > N2 > M2 and min(M2, N2) >
M1 > N1.
Proof. See Appendix D.3.2
Thus, the above corollary yields the DoF region with output feedback for a large class of
MIMO ICs. When one of the above two conditions holds the DoF region with output feedback is
not known.
Following the submission of a conference version of this work, and simultaneously with its
publication in [58], Tandon et. al. reported the DoF region for limited Shannon feedback of Type
2 in [59].
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4.3 Retrospective Interference Alignment with Shannon Feedback
Consider the (6, 1, 4, 2) MIMO IC shown in Figure 4.2. We will prove here that the DoF
pair (3, 1) is achievable with Shannon feedback. Note that this pair is not achievable with delayed
CSIT, and hence, this example proves that Shannon feedback can outperform delayed CSIT.
We will code over 2 time slots and respectively achieve 6 and 2 DoF for T1-R1 and T2-R2
pairs, which would prove the achievability of the desired DoF pair. At time t = 1, T1 sends 6 data
symbols (DSs) a1, a2, · · · , a6 to be decoded by R1, whereas T2 sends a DS b1 intended for R2. See
also Figure 4.2.
Henceforth, while dealing with the achievability schemes, we will ignore additive noise.
Decoding is not successful at any receiver at time t = 1. But, we claim that if R1 knows
Y2(1) and b1, it can decode all 6 desired DSs. To this end, note that R1, on knowing Y2(1) and b1,
can compute 
Y1(1)
Y2(1)

−

H12(1)
H22(1)

 b1 =

H12(1)
H22(1)

X1(1),
which yields R1 6 linear combinations (LCs) of 6 desired DSs. Clearly, by the full-rank property of
Rayleigh-faded channel matrices, these LCs are linearly independent with probability 1, and hence,
decoding would be successful at R1. Thus, it is sufficient to communicate Y2(1) and b1 to R1 at
time t = 2. Of these, Y2(1) is already observed by R2, and thus, it is neither useful nor harmful to
it, while b1 is certainly useful to R2. Thus, it is meaningful to make T1 transmit Y2(1) and b1 at
t = 2.
To this end, T1 knows Y2(1) at time t = 2 due to Shannon feedback. More interestingly, at
t = 2, it can also evaluate b1, after subtracting the contribution due to its own signal from Y2(1).
Specifically, T1 can determine
Y2(1)−H21(1)X1(1) = H22(1)b1
using Shannon feedback at time t = 2. Since the entries of H22(1) are non-zero with probability 1,
T1 can compute b1. Therefore, at time t = 2, T1 transmits Y2(1) and b1, while T2 sends a fresh
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Figure 4.2: Retrospective Interference Alignment with Shannon feedback: An Example
DS.
Let us see how decoding can be performed by the receivers. At time t = 2, exactly 4 transmit
antennas are active. Hence, the full-rank property of Rayleigh-faded channel matrices suggests that
R1 can evaluate Y2(1), b1, and b2 at time t = 2. Then, as per the arguments earlier, R1 can decode
the desired DSs.
To prove that decoding is successful at R2, note that it knows Y2(1). Hence, it can subtract
the contribution due to Y2(1) from the signal it receives at time t = 2 to effectively observe 2 linear
combinations of b1 and b2. These linear combinations can be shown to be linearly independent
with probability 1 and thus, R2 can decode the desired DSs. To illustrate in more detail, if H˜21(2)
denotes the channel matrix at time t = 2 from the last two antennas of T1 to R2, then R2 can
evaluate
Y2(2)− H˜21(2) = G(2)

b1
b2

 ,
where G(2) is the full-rank channel matrix at time t = 2 from the fourth antenna of T1 and the
only antenna of T2 to R2; and hence, by inverting G(2), R2 can decode b1 and b2.
Here, making T1 transmit the past received signal of R2 and the past transmit signal of
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T2 achieves interference alignment, because using this technique, useful information is delivered to
both receivers without creating any additional interference at any of the receivers.
4.4 Proof of Theorem 4.1
If (d1, d2) ∈ D
S, then (d1, d2) ∈ D
i&op. Therefore, by Lemma 4.1, bounds Lo1, Lo2, and L3
must hold at any (d1, d2) ∈ D
S. Now, note that L1 and L2 are symmetric counterparts of each
other (i.e., any one of them can be obtained from the other by changing the user ordering). Hence,
it is sufficient to prove that L1 holds, which is the goal of the remainder of this section. We use
here the notation introduced in Section 3.6 .
We first apply Fano’s inequality to upper-bound the rates achievable for the two users starting
below with R2.
nR2 ≤ I
(
M2;Y 2(n)
∣∣∣H(n))+ nn (4.1)
= h
(
Y 2(n)
∣∣∣H(n))− h(Y 2(n)∣∣∣M2, H(n))+ nn (4.2)
= h
(
Y 2(n)
∣∣∣H(n))− n∑
t=1
h
(
Y2(t)
∣∣∣Y 2(t− 1),M2, H(n))+ nn (4.3)
≤ h
(
Y 2(n)
∣∣∣H(n))− n∑
t=1
h
(
Y2(t)
∣∣∣Y 2(t− 1),M2, X2(t), H(n))+ nn, (4.4)
= h
(
Y 2(n)
∣∣∣H(n))− n∑
t=1
h
(
Y2(t)
∣∣∣Y 2(t− 1),M2, X2(t), H(t))+ nn, (4.5)
where n → 0 as n → ∞; the inequality (4.4) holds since conditioning reduces entropy [2]; and
the equality in (4.5) follows on noting that random variables
{
Y2(t), Y 2(t − 1),M2, X2(t)
}
are
independent of H([t+ 1 : n]).
We next use Fano’s inequality at R1 assuming that it knows the received signal Y2(t) instan-
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taneously and also the message M2 to obtain the following:
nR1 ≤ I
(
M1;Y 2(n), Y 1(n),M2
∣∣∣H(n))+ nn
= I
(
M1;Y 1(n), Y 2(n)
∣∣∣M2, H(n))+ nn (4.6)
=
n∑
t=1
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2, H(n))
−
n∑
t=1
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2,M1, H(n))+ nn (4.7)
=
n∑
t=1
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2, X2(t), H(n))
−
n∑
t=1
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2,M1, X1(t), X2(t), H(n))+ nn (4.8)
=
n∑
t=1
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2, X2(t), H(t))
−
n∑
t=1
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2,M1, X1(t), X2(t), H(t))+ nn (4.9)
=
n∑
t=1
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2, X2(t), H(t))
−
n∑
t=1
h
(
W1(t),W2(t)
)
+ nn (4.10)
=
n∑
t=1
{
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2, X2(t)H(t))+ o(log2 P ) + n} , (4.11)
where various steps follow because of the following reasons: the equality in (4.6) holds due to the
independence of the two messages; equality (4.7) holds because of the definition of the mutual
information and the chain rule for the differential entropy; equality (4.8) follows by noting that
the transmit signal Xi(t) is a deterministic function of Mi, Y 1(t − 1), Y 2(t − 1), and H(t); (4.9)
holds since all the involved random variables are independent of H([t+1 : n]); (4.10) holds because
translation does not change differential entropy, and W1(t) and W2(t) are independent of Y 1(t−1),
Y 2(t−1),M2,M1, X1(t), X2(t), and H(t); the final equality holds since the noises are i.i.d. across
time and their statistics are independent of P .
Lemma 4.2. Let m1
4
= min(M1, N1 +N2) and m2
4
= min(M1, N2). Then, for each t ∈ [1 : n], we
80
have
1
m2
h
(
Y2(t)
∣∣∣Y 2(t− 1),M2, X2(t), H(t))
≥
1
m1
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2, X2(t), H(t))+ o(log2 P )
where the term o(log2 P ) is constant with n.
Proof. See Section 4.4.1.
Combining the bounds in (4.5), (4.11), and the one in Lemma 4.2, we get
1
m2
R2 ≤
1
m2 · n
h
(
Y 2(n)
∣∣∣H(n))+ n
m2
−
{
1
m1
R1 − o(log2 P )− n
}
⇒
R2
m2
+
R1
m1
≤
min(N2,M1 +M2)
m2
· log2 P + n
(
1
m2
+ 1
)
+ o(log2 P ),
where the last inequality holds since the DoF of the point-to-point MIMO channel are equal to the
minimum of the number of transmit and receive antennas. Since n → 0 as n→∞, we now have
R2
m2
+
R1
m1
≤
min(N2,M1 +M2)
m2
· log2 P + o(log2 P )
⇒
d2
m2
+
d1
m1
≤ lim sup
P→∞
R2
m2
+
R1
m1
≤
min(N2,M1 +M2)
m2
as desired.
4.4.1 Proof of Lemma 4.2
In the following two lemmas, it is shown that although the received signals Y1(t) and Y2(t)
are N1 and N2 dimensional, respectively, only the first m1−m2 and m2 entries of them are relevant
as far as the current DoF analysis is concerned.
Lemma 4.3. If m2 = min(M1, N2), we have the following:
h
(
Y2(t)
∣∣∣Y 2(t− 1),M2, X2(t), H(t)) ≥ h(Y2[1:m2](t)∣∣∣Y 2(t− 1),M2, X2(t), H(t))+ o(log2 P ),
where the term o(log2 P ) is constant with n.
Proof. Follows from the techniques in [38, Proof of Lemma 2].
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Lemma 4.4. If m1 = min(M1, N1 +N2), then
h
(
Y1(t), Y2(t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2, X2(t), H(t))
≤ h
(
Y1[1:m1−m2](t), Y2[1:m2](t)
∣∣∣Y 1(t− 1), Y 2(t− 1),M2, X2(t), H(t))+ o(log2 P ).
where the term o(log2 P ) is constant with n.
Proof. Follows from the techniques in [38, Proof of Lemma 3].
If m1−m2 = 0, Lemma 4.2 holds trivially. Hence, in the following, we may consider without
loss of generality that m1 > m2.
We now prove the following lemma which is critical in the proof of Lemma 4.2.
Lemma 4.5 (Statistical equivalence of channel outputs). Let Q(t)
4
=
{
M2, H(t), Y 2(t−1), X2(t)
}
.
For an i ∈ [1 : m2 − 1] and a k ∈ [1 : m1 −m2], if j = i + 1 and l = k + 1, we have the following
equalities:
h
(
Y2i(t)
∣∣∣Q(t), Y2[1:i−1](t)) = h(Y2j(t)∣∣∣Q(t), Y2[1:i−1](t));
h
(
Y2m2(t)
∣∣∣Q(t), Y2[1:m2−1](t)) = h(Y11(t)∣∣∣Q(t), Y2[1:m2−1](t));
h
(
Y1k(t)
∣∣∣Q(t), Y2[1:m2](t), Y1[1:k−1](t)) = h(Y1l(t)∣∣∣Q(t), Y2[1:m2](t), Y1[1:k−1](t)).
Proof. It is sufficient to prove the first equality. Define Y ′2(t) = Y2(t)−H22(t)X2(t) = H21(t)X1(t)+
W2(t).
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Toward this end, we have the following sequence of equalities,
h
(
Y2i(t)
∣∣∣Q(t), Y2[1:i−1](t))
= h
(
Y2i(t)
∣∣∣M2, H(t), Y 2(t− 1), X2(t), Y2[1:i−1](t)) (4.12)
= h
(
Y ′2i(t)
∣∣∣M2, H(t), Y 2(t− 1), X2(t), Y ′2[1:i−1](t)) (4.13)
= h
(
Y ′2i(t)
∣∣∣M2, H(t− 1), Y 2(t− 1), X2(t), Y ′2[1:i−1](t), H2[1:i]1(t)) (4.14)
= EH2i1(t)=a h
(
Y ′2i(t)
∣∣∣M2, H(t− 1), Y 2(t− 1), X2(t), Y ′2[1:i−1](t), H2[1:i−1]1(t), H2i1(t) = a)(4.15)
= EH2j1(t)=a h
(
Y ′2j(t)
∣∣∣M2, H(t− 1), Y 2(t− 1), X2(t), Y ′2[1:i−1](t), H2[1:i−1]1(t), H2j1(t) = a)(4.16)
= h
(
Y ′2j(t)
∣∣∣M2, H(t− 1), Y 2(t− 1), X2(t), Y ′2[1:i−1](t), H2[1:i−1]1(t), H2j1(t)) (4.17)
= h
(
Y2j(t)
∣∣∣M2, H(t− 1), Y 2(t− 1), X2(t), Y2[1:i−1](t), H(t)), (4.18)
where the various equalities hold as follows: (4.12) holds by the definition of Q(t); (4.13) holds
because translation does not change differential entropy [2]; (4.14) follows by noting that{
H11(t), H12(t), H22(t), H2[i+1:N2]1(t)
}
are independent of{
Y ′2i(t),M2, H(t−1), Y 2(t−1), X2(t), Y
′
2[1:i−1](t), H2[1:i]1(t)
}
(note the present channel matrices are
independent of the present and the past channel inputs and noises); (4.15) holds by the definition
of the conditional differential entropy; (4.16) holds because conditioned on{
M2, H(t− 1), Y 2(t− 1), X2(t), Y
′
2[1:i−1](t), H2[1:i−1]1(t)
}
, the joint distribution of{
H2i1(t), X1(t),W2i(t)
}
is identical to that of
{
H2j1(t), X1(t),W2j(t)
}
; (4.17) holds by the defini-
tion of the conditional differential entropy; (4.18) holds since{
H2i1(t), H2[i+2:N2]1(t), H11(t), H12(t), H22(t)
}
are independent of{
Y ′2j(t),M2, H(t− 1), Y 2(t− 1), X2(t), Y
′
2[1:i−1](t), H2[1:i−1]1(t), H2j1(t)
}
and since translation does
not change differential entropy.
Remark 4.4 (On statistical equivalence of channel outputs). Note that the first equality in the
above lemma asserts that the signals Y2i(t) and Y2j(t) received at the i
th and jth antenna, respec-
tively, of R2 have equal differential entropy, when conditioned on the channel matrices H(t), the
message M2 and the transmit signal X2(t) of T2, the past channel outputs Y 2(t − 1), and the
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present channel outputs Y2[1:i−1](t) at some other receive antennas. We refer to this property as
the statistical equivalence of the channel outputs, which essentially says that given the past and
present channel outputs, the signals received at any two antennas of the system provide an equal
amount of information aboutM1. Note that this property of statistical equivalence of the channel
outputs was shown to hold in [38] for the case of delayed CSIT. Here, on the other hand, the same
property is shown to be true under the stronger setting of Shannon feedback.
The above lemma yields the following simple corollary, where Q(t) =
{
M2, H(t), Y 2(t −
1), X2(t)
}
as before.
Corollary 4.3. For an i ∈ [1 : m2 − 1] and a k ∈ [1 : m1 −m2], if j = i+ 1 and l = k+ 1, we have
the following:
h
(
Y2i(t)
∣∣∣Q(t), Y2[1:i−1](t)) ≥ h(Y2j(t)∣∣∣Q(t), Y2[1:i](t));
h
(
Y2m2(t)
∣∣∣Q(t), Y2[1:m2−1](t)) ≥ h(Y11(t)∣∣∣Q(t), Y2[1:m2](t));
h
(
Y1k(t)
∣∣∣Q(t), Y2[1:m2](t), Y1[1:k−1](t)) ≥ h(Y1l(t)∣∣∣Q(t), Y2[1:m2](t), Y1[1:k](t)).
Proof. Follows from the previous lemma by invoking the fact that conditioning reduces entropy
[2].
Lemma 4.6. We have
m1 · h
(
Y2[1:m2](t)
∣∣∣Q(t)) ≥ m2 · h(Y1[1:m1−m2](t), Y2[1:m2](t)∣∣∣Q(t), Y 1(t− 1)).
Proof. By the previous corollary and the chain rule for the differential entropy, we get
1
m2
h
(
Y2[1:m2](t)
∣∣∣Q(t)) = 1
m2
m2∑
i=1
h
(
Y2i(t)
∣∣∣Q(t), Y2[1:i−1](t))
≥ h
(
Y2m2(t)
∣∣∣Q(t), Y2[1:m2−1](t))
≥ h
(
Y11(t)
∣∣∣Q(t), Y2[1:m2](t))
≥
1
m1 −m2
h
(
Y1[1:m1−m2](t)
∣∣∣Q(t), Y2[1:m2](t)).
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This yields
(m1 −m2) · h
(
Y2[1:m2](t)
∣∣∣Q(t)) ≥ m2 · h(Y1[1:m1−m2](t)∣∣∣Q(t), Y2[1:m2](t))
≥ m2 · h
(
Y1[1:m1−m2](t)
∣∣∣Q(t), Y 1(t− 1), Y2[1:m2](t)) (4.19)
since conditioning reduces entropy. Similarly, we can obtain
m2 · h
(
Y2[1:m2](t)
∣∣∣Q(t)) ≥ m2 · h(Y2[1:m2](t)∣∣∣Q(t), Y 1(t− 1)). (4.20)
The lemma can now be obtained by adding the inequalities in (4.19) and (4.20).
The inequality in Lemma 4.2 can now be derived by combining the results of Lemmas 4.3,
4.4, and 4.6, and by noting that the sum or the difference of two o(log2 P ) terms yields another
o(log2 P ) term.
4.5 Summary
In this chapter, the MIMO IC is studied under the Shannon feedback setting. Its DoF
region is determined with the proof involving in part the demonstration of a key achievability
result that in some cases output feedback can improve the DoF region in presence of delayed CSIT.
To realize the DoF gains attainable with Shannon feedback, this new achievability scheme not
only employs all interference alignment techniques that are feasible with just delayed CSIT, but
in addition, also exploits the additional transmitter cooperation that output feedback can induce.
This result is further strengthened by identifying scenarios of limited Shannon feedback in which
the entire Shannon-feedback DoF region is achievable even under the knowledge of some of the
channel matrices and channel outputs at the transmitters.
Chapter 5
MIMO Interference Channel with Designable Feedback
In this chapter, we investigate ways to enhance the degrees of freedom (DoF) of the MIMO
interference channel (IC) when there is a constraint on the number of complex numbers that can
be fed back by the receivers to the transmitters. In particular, we explore the setting of designable
feedback, wherein feedback vector is allowed to be any designable function of the past and present
channel states and channel outputs observed by the receiver with the only restriction being that
the size of the feedback vector can not exceed the number of antennas at the receiver. It is shown
that there exist MIMO ICs for which output feedback can not alter the capacity region, while
designable feedback yields a DoF benefit. The DoF benefit associated with designable feedback is
achieved through retrospective interference alignment schemes. Moreover, it is shown that using
these schemes, the entire Shannon-feedback DoF region can be achieved for a couple of classes
of MIMO ICs. Finally, it is conjectured that the DoF regions with designable feedback and with
Shannon feedback are identical for all MIMO ICs.
5.1 Motivation
Classically, output feedback refers a setting, where the received signals are assumed to be
available to the transmitters with a finite delay. Here, we study a generalization of this setting
called designable feedback. Under this model, the feedback vector is not constrained to be equal
to the received signal, but it is allowed to be any designable function of the past and present
channel states and channel outputs observed by the receiver with the only restriction being that
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the cardinality of the feedback vector can not exceed the number of antennas present at the receiver
(see also Figure 1.10). Thus, the number of complex numbers that can be fed back under designable
feedback is still equal to that under output feedback; but significantly, with the former, the receiver
can choose what to feedback, unlike with the latter.
Interestingly, this flexibility manifests itself as a DoF improvement. Specifically, it is shown
here that there exist MIMO interference channels (ICs) for which output feedback can not enhance
even the capacity region, while designable feedback provides a degrees-of-freedom (DoF) benefit.
The DoF gains associated with designable feedback are shown to be realizable via retrospective
interference alignment schemes. Under these schemes, the past signals received by the receiver,
that has fewer or equal antennas than the other, are made available to the other receiver using
designable feedback; this receiver is then required to compute and feedback information about the
past interferences encountered by the receivers; and finally, the transmitters use this information in
conjunction with their past transmit signals to construct their current transmit signals such that
useful information can be delivered to one receiver without causing any additional interference to
the other. In fact, the schemes developed based on this idea allow us to show that there exist MIMO
ICs over which designable feedback can (strictly) outperform delayed CSIT, a setting where the
transmitters are assumed to know the past channel matrices [35,38]. To the best of our knowledge,
this result is the first instance where output feedback of some form is shown to have a bigger DoF
region than that with delayed CSIT.
5.2 Main Results on the DoF Region with Designable Feedback
Again, the channel model is defined in the last two chapters. We now describe the assumption
of designable feedback. The ith receiver, at time t, computes Yˆi(t) ∈ C
Ni×1 as function of its past
and present received signals {Yi(n)}
t
i=1 and the past and present channel matrices
{H11(n), H12(n), H21(n), H22(n)}
t
n=1; and the transmitters are assumed to know Yˆ1(t) and Yˆ2(t) at
time t+1. Output feedback is then a special case of designable feedback, where Yˆi(t) is set equal to
Yi(t). Note that under designable as well as output feedback, the i
th receiver always feeds back Ni
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complex numbers, except that in the former case, the receiver has control over what to feed back.
Hence, the DoF region with the former is at least as big as that with the latter.
The settings of delayed CSIT and Shannon feedback are as per their definitions of the last
two chapters.
The DoF regions under all these settings are defined in a standard manner.
The MIMO ICs for which either of the two inequalities, namely, min(M1, N1) > N2 > M2 or
min(M2, N2) > N1 > M1 hold are referred henceforth as the ICs with asymmetrically constrained
transmitters (abbreviated as A-ICs or MIMO A-ICs) because in the case of these ICs one transmitter
has very few antennas while the other has sufficiently many of those (cf. [27]).
The next theorem shows that there are examples where designable feedback is strictly better
than output feedback, even in the DoF sense.
Theorem 5.1. There exist MIMO ICs over which output feedback can not alter the capacity
region, while designable feedback and delayed CSIT, both, can improve even the DoF region.
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Figure 5.1: A MIMO IC over which Designable Feedback Outperforms Output Feedback, Even in
the DoF Sense.
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Proof. It is sufficient to provide an example, where the claims made in the theorem are true. Toward
this end, consider a (3, 1, 3, 2) MIMO IC shown in Figure 5.1, where H11(t) = I3, a 3 × 3 identity
matrix, H12(t) = 0, H21(t) is a semi-unitary matrix (i.e., H21(t)H
∗
21(t) = I2) distributed uniformly
over its domain and is i.i.d. across time, and H22(t) is i.i.d. Rayleigh faded matrix. It has been
proved in Section 5.3 that output feedback from R1 to T1 can not change the capacity region of
this IC. Moreover, the DoF pair
(
3
2 , 1
)
is achievable with designable feedback from R1 to T1, but
not with output feedback from R1 to T1. The intuitive explanation of this behavior is provided in
the following remark.
Remark 5.1. The model of IC considered in the above theorem is shown in Figure 5.1. Here, R1
is interference free, and hence, interference at R2 is the only factor that puts constraints on the
DoF region. With output feedback, T1 can just know the past realizations of the additive noise
at R1. Since additive noises are i.i.d. across time and receive antennas, this side-information at
R1 can not enhance the rates achievable either for R1 or for R2. Hence, output feedback from R1
to T1 can not alter the capacity region. However, with designable feedback, R1 can evaluate and
feedback interference encountered by R2 because R1 can decode its desired DSs (which interfere
with R2) and it also knows the channel matrices. This interference can be transmitted by T1 to
allow R2 to learn the past interference and thereby decode its desired symbols.
Lastly, the claim about delayed CSIT follows by noting that the DoF pair (32 , 1) can be
achieved with delayed CSIT, as well (cf. the schemes in [36] or [38]).
The above theorem motivates us to further study the case of designable feedback. We consider
henceforth MIMO ICs with Rayleigh fading. It has been proved in [45] that the DoF region
with designable feedback is outer-bounded by that with Shannon feedback, which is characterized
in [45,58]. Moreover, for the MIMO ICs without asymmetrically constrained transmitters, the DoF
regions with Shannon feedback, designable feedback, output feedback, and delayed CSIT are all
identical [45,58]. We conjecture that for all other MIMO ICs (i.e., for A-ICs), the DoF region with
designable feedback is strictly bigger than that with output feedback.
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Conjecture 1. Over the Rayleigh-faded MIMO A-ICs, designable feedback is beneficial as com-
pared to output feedback, even in the DoF sense. Moreover, there exists a sub-class of MIMO
A-ICs over which output feedback does not alter the DoF region, while designable feedback does.
We focus henceforth on the MIMO A-ICs and show that the DoF region with Shannon
feedback can be equal to that with designable feedback.
Theorem 5.2. There exist Rayleigh-faded MIMO A-ICs over which the DoF region with Shannon
feedback is achievable with designable feedback.
Proof. Again, it is sufficient to provide an example where the statement of the theorem is true.
Toward this end, consider the (3, 1, 4, 2) MIMO IC with Rayleigh fading. Its Shannon-feedback
DoF region is given by [45]
D =
{
(d1, d2)
∣∣∣∣d1, d2 ≥ 0, d2 ≤ 1, d13 + d22 ≤ 1
}
,
which is shown to be achievable in Section 5.4 with designable feedback from R1 to T1. Moreover,
in the scheme of Section 5.4, it is sufficient for R1 to feed back just one complex number to T1.
The next theorem derives one more interesting observation.
Theorem 5.3. There exist Rayleigh-faded MIMO A-ICs over which designable feedback can out-
perform delayed CSIT, even in the DoF sense, and the DoF region with Shannon feedback is
achievable with designable feedback.
Proof. In order to obtain the required example, consider the (6, 1, 4, 2), Rayleigh-faded MIMO IC.
Its DoF region with Shannon feedback is equal to
D = {(d1, d2) |d1, d2 ≥ 0, d2 ≤ 1, d1 + d2 ≤ 4} ,
which is strictly bigger than that with delayed CSIT [45]. It is shown in Section 5.5 that the
DoF region with Shannon feedback is attainable with designable feedback, which establishes the
theorem. In the scheme developed in Section 5.5, it is sufficient to have just output feedback from
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R2 to T1, feedback of just one complex number from R1 to T1, and no feedback whatsoever to
T2.
The comparison of the DoF regions of a given wireless network with delayed CSIT and output
feedback is largely unknown. This is because the exact characterizations of the DoF regions or even
the sum-DoF with output feedback or delayed CSIT are available only in the following few cases:
(a) the MISO broadcast channel with at least as many transmit antennas as there are number of
receivers [35], (b) the two-user and certain three-user MIMO broadcast channels [37, 42, 43], (c)
the 2 × 2 × 2 interference network [57], and (d) the class of MIMO ICs for which neither of the
two inequalities, namely, min(M1, N1) > N2 > M2 and min(M2, N2) > N1 > M1 hold [45]. To
make matters worse, in all of these cases, the DoF regions with output feedback and delayed CSIT
are identical. On the other hand, however, it is speculated that output feedback can have a DoF
benefit over delayed CSIT because there exist channels like the X channel [36] or the K-user IC [60],
where the best-known values of the sum-DoF with output feedback exceed those with delayed CSIT.
However, since the exact DoF still remain unknown for these channels, it is not known if output
feedback outperforms delayed CSIT. On this background, the above theorem is the first instance
where output feedback, at least when it is allowed to be designable, is proven to outperform delayed
CSIT.
In the proofs of the above two theorems, retrospective interference alignment schemes are
developed with designable feedback. In the following remark, we explain the main idea of these
schemes.
Remark 5.2 (On interference alignment with designable feedback). The signal received by a
receiver having the least number of antennas (say, R2) is communicated to the other receiver
(say, R1). This is feasible because R2 can feedback its received signal which can then be sent
by the transmitters such that it is decodable at R1. This enables R1 to compute functions of
the past interference encountered by both receivers. Rather, R1 is made to compute precisely
those functions, which would enable the transmitters to determine the past interference at the
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receivers on using the values of these functions (obtained via designable feedback) and their own
past transmit signals. Values of these functions are fed back to the transmitters, which then
transmit the past interference seen by the receivers. This allows for delivering useful information to
one of the receivers, without creating any additional interference at the other, which demonstrates
attainment of interference alignment.
The above technique of achieving interference alignment with designable feedback bears a
striking resemblance to that employed with Shannon feedback. As pointed out in the last chap-
ter, by virtue of Shannon feedback, a transmitter can compute and thereby transmit the past
interference encountered by both receivers, which allows it to communicate useful information to
one receiver without creating any additional interference at the other. With Shannon feedback,
this is feasible because transmitters know the past channel states as well as past channel outputs.
Clearly, in absence of CSIT, the transmitters can not directly compute the past interferences at
the receivers. As a result, when there is designable feedback, the receivers are required to choose
the appropriate quantities to feedback so that the transmitters, using the information obtained
via feedback and their past transmit signals, can precisely compute the past interference at the
receivers, even without CSI.
The above remark suggests that the interference-alignment techniques used under Shannon
feedback can be employed under designable feedback with some appropriate modifications. In light
of this discussion, we conjecture that the DoF regions with Shannon and designable feedback are
identical for all MIMO ICs.
Conjecture 2. For the Rayleigh-faded MIMO IC, the DoF regions with designable feedback and
Shannon feedback are identical.
5.3 Designable Feedback Can Outperform Output Feedback
The model of the IC considered in Theorem 5.1 is shown in Figure 5.1.
Consider first the case of output feedback. We would like to argue that the capacity region
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of this IC remains invariant, irrespective of whether we have output feedback from R1 to T1 or
not. The only advantage of having output feedback in this particular channel model is that T1 can
know perfectly all the past additive noises at R1. However, this side-information at T1 can not
affect the capacity region of the channel because the additive noises are i.i.d. across time and are
independent across receive antennas. Hence, the capacity region with and without output feedback
is identical, which implies the same about the DoF regions.
Henceforth, until we consider the case of designable feedback, we may assume that there is
no feedback and the transmitters have no side-information whatsoever. For this case, we would
like to prove that d2 = 1 ⇒ d1 ≤ 1. Note that since the unitary rotations can not change the
achievable rate, H11(t) may be taken to be a unitary matrix, which is distributed uniformly over
its domain, is independent of other channel matrices and additive noises, and is i.i.d. across time.
Now,the techniques developed in the proof of [27, Theorem 1] can be directly used to obtain the
desired result.
We now prove that with designable feedback, the DoF pair
(
3
2 , 1
)
is achievable. We will
code over 2 time slots, and achieve (3, 2) pair. Suppose at time t = 1, T1 and T2 respectively
transmit DSs {ui}
3
i=1 and v1 intended for their paired receivers. Consider the case of R2. The
signal received by it at the first antenna can be written as v1 + I, where I is a channel-dependent
linear combination of {ui}
3
i=1 that interferes with R2. However, R1, as it can decode {ui}
3
i=1 at
t = 1, can evaluate I and feed it back to T1. T1 thus knows and transmits I at t = 2, while T2
sends v2 at the same time. R2 then can decode v2 and I at t = 2, and knowing I, it can determine
v1. Hence, at t = 2, decoding is successful at both receivers and therefore the desired DoF pair(
3
2 , 1
)
is achievable with designable feedback.
5.4 Designable Feedback Can Equal Shannon Feedback over the MIMO
A-ICs
The converse part follows from the result of [58]. Hence, it is sufficient to prove that the DoF
pair (32 , 1) is achievable. The scheme has been illustrated in Figure 5.2. By coding over 2 time
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Figure 5.2: The (3, 1, 4, 2)-MIMO IC with Designable Feedback: A DoF-Region-Optimal Achiev-
ability Scheme.
slots, we achieve a DoF pair (3, 2).
At time t = 1, T1 transmits 3 DSs while T2 transmits a DS. R1 by simple channel inversion
can decode all these DSs. On the other hand, R2 simply ignores its received signal. R1 at this time
feeds back DS sent by T2 to T1. This DS thus becomes available to T1 at time t = 2, which T1
transmits. T2 at the same time sends a new DS intended for R2. R2 thus can decode both DSs
sent over both time slots. Thus, at t = 2, decoding is successful at both receivers.
This scheme can be equivalently worked out as follows. The signal received by R2 at time
t = 1 along its first antenna can be written as v1 + I, where I is a channel-dependent linear
combination of DSs intended for R1. Hence, R1, after decoding the desired symbols, can compute
I and feed it back to T1 at t = 1. T1 can transmit I at t = 2, which would allow R2 to determine
I and hence v1.
5.5 Designable Feedback Can Outperform Delayed CSIT
We would like to prove that the DoF pair (3, 1) is achievable over the (6, 1, 4, 2) MIMO IC with
designable feedback. Note that this DoF pair is not achievable with delayed CSIT [38]. Hence, by
proving the achievability of the DoF pair (3, 1), we would have established that designable feedback
can outperform delayed CSIT. This also establishes that the DoF region with Shannon feedback is
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Figure 5.3: DoF Regions of the (6, 1, 4, 2) MIMO IC
achievable with designable feedback; see Figure 5.3.
Recall that in Section 4.3, it has been proved that the DoF pair (3, 1) is achievable over the
(6, 1, 4, 2) MIMO IC with Shannon feedback. In this scheme, the burden of attaining interference
alignment is taken up by T1 alone, and for this purpose, it is sufficient for it know past signals of
T2 and R2. Here, we would like to mimic that scheme as far as possible. To this end, note that the
past received signal of R2 can be made available to T1 via designable feedback. It is thus important
to see how the past transmit signal of T2 can be revealed to T1, which is non-trivial here since we
have a constraint on the number of complex numbers that can be fed back. To resolve this issue,
we observe that the scheme with Shannon feedback would work even though T1 knows just a scaled
versions of T2’s past signal and the scaling factor is unknown to T1. Thus, in the present scheme
with designable feedback, we make R1 feedback appropriate quantities to T1 so that T1, using its
past transmit signal, can evaluate a scaled version of T2’s past signal. However, it turns out that
for R1 to be able to feedback appropriate quantities, it needs to know R2’s received signal. Hence,
in this scheme, first R2 feeds back its own signal as it is; T1 subsequently transmits it to make it
available to R2; and then, R1 feeds back the required quantities. To accomplish this, it is necessary
to develop a block-Markov scheme, as done next.
The scheme for achieving point (3, 1) operates over T = 2B + 1, B > 2, time slots and
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achieves a DoF pair
(
3
1+ 1
2B
, 1
)
. Hence, in the limit of large B, the DoF pair (3, 1) is achievable.
The duration of T time slots is divided into B + 1 block, where each of the first B blocks consists
of 2 time slots while the last (B + 1)th block consists of a T th time slot. The scheme has been
presented in Figure 5.4 for B = 3.
Consider operation over Block 1; see also Figure 5.4. At time 1, T1 transmits DSs
{
u1i
}6
i=1
intended for R1, whereas T2 sends a DS v11 for R2 (superscript denotes the block index). R2 feeds
back Y2(1) to T1, which it transmits at t = 2 when T2 sends the second DS v
1
2. Hence, R2 which
already knows Y2(1) can now decode v
1
2. Consider now R1, which at time t = 2 knows Y1(1) and
Y2(1). We can write

Y1(1)
Y2(1)

 =

H11(1)
H21(1)




u11
u12
...
u16


+

H12(1)
H22(1)

 v11 + noise.
R1, via channel inversion, can compute

H11(1)
H21(1)


−1 Y1(1)
Y2(1)

 =


u11 + I
1
1
u12 + I
1
2
...
u16 + I
1
6


+ noise, where


I11
I12
...
I16


=

H11(1)
H21(1)


−1 H12(1)
H22(1)

 v11.
Here, I11 is just a scaled version of v
1
1, and it can be easily proved that the scaling factor is non-zero
with probability 1. Hence, on knowing I11 , v
1
1 can be evaluated with probability 1. Hence, R1 at
time t = 2, feeds back u11+ I
1
1 . Since T1 knows u
1
1, it can determine I
1
1 , which it transmits at t = 4,
as we would see next.
The operation of Block 2 is similar, except that at time t = 4, T1 transmits I11 . Both receivers
can decode I11 at t = 4, using which R1 can decode all DSs sent over Block 1 and R2 can decode
v11.
The operation over Block b, 2 ≤ b ≤ B. Though it is analogous to that over Block 2, we
include the details for completeness. Over the first time of Block b, i.e., at time t = 2b − 1, T1
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and T2 respectively transmit DSs
{
ubi
}6
i=1
and vb1; and R2 feeds back Y2(2b − 1) to R1. Over the
next time slot t = 2b, T1 and T2 transmit
{
Y2(2b− 1), I
b−1
1
}
and vb2, respectively. Hence, R1 can
evaluate Y2(2b − 1) and both can determine I
b−1
1 . Using I
b−1
1 , R1 and R2 can decode
{
ub−1i
}6
i=1
and vb−11 , respectively. Moreover, R1 at time t = 2b computes

H11(2b− 1)
H21(2b− 1)


−1 Y1(2b− 1)
Y2(2b− 1)

 =


ub1 + I
b
1
ub2 + I
b
2
...
ub6 + I
b
6


+ noise,
where


Ib1
Ib2
...
Ib6


=

H11(2b− 1)
H21(2b− 1)


−1 H12(2b− 1)
H22(2b− 1)

 vb1
and feeds back ub1 + I
b
1. Hence, T1 at time t = 2b + 1 (i.e., at the start of the next block) can
determine Ib1.
Consider now operation at t = 2B + 1. At time t = 2B, R1 can decode all DSs sent over the
first B − 1 blocks; and R2 can decode all DSs sent over the first B − 1 blocks and additionally it
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Figure 5.4: The (6, 1, 4, 2)-MIMO IC with Designable Feedback: Going Beyond the Delayed-CSIT
DoF Region
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knows vB2 sent over the second time slot of Block B. Moreover, if I
B
1 is revealed to both receivers
then R1 can decode all DSs sent over Block B while T2 can decode vB1 . Therefore, T1 transmits
t = 2B + 1 IB1 , while T2 sends v
B
1 , which allows both receivers to decode all desired DSs.
5.6 Summary
We studied the MIMO IC with designable feedback. We proved that there exist MIMO ICs
over which designable feedback is beneficial relative to output feedback, even in the DoF sense. The
DoF benefit attainable with designable feedback is realized by developing retrospective interference
alignment schemes. It is shown that for a class of Rayleigh-faded MIMO ICs, defined by certain
inequality on the numbers of antennas at four terminals, designable feedback can achieve the entire
Shannon-feedback DoF region and can outperform delayed CSIT.
Chapter 6
Two-hop and Multi-hop Interference Networks with Feedback
Interference network with more than a single hop refers to a channel where the communication
between multiple transmitters and receivers is aided by the presence of relays and the transmit signal
of the transmitters may travel via multiple terminals before being observed by the receivers. One
of the simplest such networks is the 2 × 2 × 2 interference network, which is a layered two-hop,
two-user interference channel; it consists of two transmitters, two relays, and two receivers with
both the first hop network between the transmitters and the relays and the second hop network
between the relays and the receivers being i.i.d.-Rayleigh-faded Gaussian interference channels. In
this chapter, we study two feedback models for this channel. In the first one, called the delayed
channel state information at the transmitters (delayed CSIT) model, the transmitters are assumed
to know the first and second hop channel coefficients with a finite delay but the relays have no
side information whatsoever. In the second feedback model, referred to as the limited Shannon
feedback model, one of the two relays knows the first and second hop channel coefficients with a
finite delay and the received signal of one of the receivers with a finite delay and the other relay
and the transmitters have no side information whatsoever. It is shown here that under both these
settings, the 2 × 2 × 2 interference network has 4/3 degrees of freedom. The result is obtained
by developing a broadcast-channel-type upper-bound and two new achievability schemes termed
retro-cooperative interference alignment. In fact, it is shown that the 2×2×2 interference network
has 4/3 degrees of freedom, even with output feedback and Shannon feedback. Generalizations of
these results are provided for networks with multiple but fully-connected hops, multiple relays per
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layer, and M -antenna source and destination terminals with the total number of antennas at the
relays being no less than 2M .
6.1 Motivation and Overview
Over the 2 × 2 × 2 interference network, 2 degrees of freedom (DoF) can be achieved as
mentioned in Chapter 1, provided the relays and receivers know their incoming channels perfectly
and the transmitters and relays know their outgoing channels perfectly and instantaneously [22].
However, if there is no feedback from receivers to relays and transmitters, then the DoF collapse
to 1 [26]. Motivated by these considerations and with the aim of analyzing the impact of delays
involved in the feedback process, we investigate the sum-DoF of the 2× 2× 2 interference network
under various types of strictly delayed feedback models. Our work is the first instance of studying
strictly delayed feedback for the multi-hop networks.
We study here the delayed CSIT model which for the 2× 2× 2 network is the setting where
the transmitters have delayed knowledge of channels of both hops but the relays have no side infor-
mation. For the delayed CSIT 2× 2× 2 interference network, the best known coding scheme, from
the DoF perspective, is time sharing, which achieves just 1 DoF. Improving significantly upon this
naive scheme, we prove here that the 2× 2× 2 network has 43 DoF with delayed CSIT. To obtain
this result, first the converse is derived by upper-bounding the sum-DoF by that of the broad-
cast channel with 2 transmit antennas, 2 single-antenna receivers, and Shannon feedback, which is
known to have 43 DoF [35]. Next, the achievability of
4
3 DoF is proved by developing a new inter-
ference alignment scheme which is termed retro-cooperative interference alignment to capture the
cooperation enlisted from the relays and the use of delayed CSIT in aligning interference, wherein
the given 2 × 2 × 2 network is effectively transformed to an IC with two 2-antenna transmitters
and two single-antenna receivers, which is known to have 43 DoF with delayed CSIT [38]. To enable
such a transformation, the relays just buffer their received signal and forward it judiciously over the
second hop after performing some channel independent linear processing. Thus, this work shows
that even a simple, channel-independent relay operation is sufficient to achieve higher DoF than
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those attainable in the absence of relays (i.e., over the singe-hop two-user SISO IC). This is in
contrast to the aligned interference neutralization scheme [22] where the relays require knowledge
of the first and second hop channel coefficients.
Thus, our result on the delayed CSIT model implies that having side information only at
the transmitters but not at the relays does not preclude interference alignment and the associated
DoF gains. With this background, we study a complementary case, where the side information is
assumed only at the relays but not at the transmitters and investigate the possibility of improving
over time sharing in such settings. This question is also interesting because for single-hop networks
it is by now well known that the lack of side information at the transmitters results in a significant
loss of DoF [26,28,55,61] (see also Section 1.4). Interestingly, it is possible to improve the DoF with
time-sharing provided at least one of the relays has delayed knowledge of all channel coefficients and
of the received signal of one of the receivers. We refer to this model as limited Shannon feedback.
Under this setting, the 2 × 2 × 2 interference network is shown to again have 43 DoF. While the
converse argument is similar to the one described for the delayed CSIT problem, the achievability
part is proved with our second retro-cooperative interference alignment scheme. Here, interference
alignment is achieved by exploiting the cooperation induced by (limited) Shannon feedback between
the relays. In particular, the relay, that has side-information, is made to partially determine the
signal received by the other over the first hop using output feedback it has from one of the receivers,
and then, using delayed CSI, compute all transmit data symbols, which allows it to align interference
and thus achieve 43 DoF.
6.2 Model of the 2× 2× 2 Interference Network
The 2 × 2 × 2 interference network consists of two transmitters or sources denoted S1 and
S2 which need to communicate with their respective receivers or destinations D1 and D2 with the
help of two relays R1 and R2. The signals transmitted by the sources are observed only by the
relays and the signals transmitted by the relays – generated based on their received signals and side
information available to them – are observed by the receivers so that the input-output relationships
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are given by
YRi(t) = Hi1(t)XS1(t) +Hi2(t)XS2(t) + ZRi(t), i = 1, 2,
YDi(t) = Gi1(t)XR1(t) +Gi2(t)XR2(t) + ZDi(t), i = 1, 2,
where at the tth channel use, YRi(t), YDi(t) ∈ C are the signals received by the i
th relay and the
ith receiver, respectively; XSi(t), XRi(t) ∈ C are the signals transmitted by the i
th transmitter and
the ith relay, respectively; Hij(t) ∈ C is the channel coefficient between Ri, the i
th relay, and Sj ,
the jth transmitter, while Gij(t) ∈ C is the channel coefficient between Di, the i
th receiver, and
Rj , the j
th relay; and finally, ZRi(t) and ZDi(t) are respectively the additive noises at Ri and Di.
Further, the coefficients
{
Hij(t)
}
i,j
and
{
Gij(t)
}
i,j
are referred collectively as the first hop and the
second hop channels, respectively. Moreover, we impose a power constraint of P on the transmit
signals, i.e., E|XSi(t)|
2, E|XRi(t)|
2 ≤ P ∀ i, t.
We study here the case of additive white Gaussian noise and Rayleigh fading. In particular,
the scalars Hij(t), Gij(t), ZRi(t), ZDi(t) follow the complex normal distribution with zero-mean
and unit-variance (denoted henceforth as CN (0, 1)), and are independent and identically distributed
(i.i.d.) across i, j, and t. All transmitters, relays, and receivers are assumed to know the distribution
of the channel coefficients. Throughout this chapter, both receivers are taken to have global CSI, i.e.,
they have perfect knowledge of the first and second hop channels. Since there is no delay constraint
on decoding, it is assumed without loss of generality that CSI at the receivers is instantaneous.
Furthermore, the relays are assumed to be full duplex. However, they are not instantaneous;
i.e., the transmit signal XRi(t) of Relay Ri can depend on its past received signals YRi(1), YRi(2),
· · · , YRi(t− 1); but not on the present received signal YRi(t).
We now define the degrees of freedom of the 2 × 2 × 2 network. The rate pair (r1, r2) is said
to be achievable if the messages M1 and M2, sent by Transmitters S1 and S2, at rates r1 and r2,
respectively, are decodable at D1 and D2, respectively, in the sense that the average probability of
error in decoding the intended message goes to zero at each receiver as the block length tends to
infinity. The sum-capacity Csum(P ) is defined as the maximum sum-rate achievable with the power
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constraint of P . The DoF of the 2 × 2 × 2 network are defined as
d = lim
P→∞
Csum(P )
log2 P
.
In this chapter, we study the following types of feedback models:
(1) Delayed CSIT – the transmitters know the channels on both hops with a finite delay, which,
without loss of generality, is taken to be of 1 time unit. That is, the transmitters know the
channel coefficients (corresponding to time t)
{
Hij(t), Gij(t)
}
i,j
at time t + 1. However,
relays have no side information whatsoever.
(2) Output feedback – for each i ∈ {1, 2}, Transmitter Si knows the output YRi(t) at time
t + 1, whereas Relay Ri knows the output YDi(t) at time t + 1. Relays in addition know
the channel on the first hop instantaneously.
(3) Shannon feedback – the sources know channel coefficients
{
Hij(t), Gij(t)
}
i,j
and channel
outputs
{
YRi(t), YDi(t)
}
i
at time t + 1, while the relays know the channel coefficients{
Gij(t)
}
and the outputs
{
YDi(t)
}
at time t+1. Relays, in addition, know the channel on
the first hop instantaneously.
(4) Limited Shannon feedback – one of the relays, say, R1 knows the channel coefficients{
Hij(t), Gij(t)
}
i,j
at time t + 1; in addition, it knows the received signal YDk(t) at time
t+1 for some k ∈ {1, 2}, and without loss of generality, we let k = 1. However, the sources
and the second relay have no side information whatsoever.
The DoF corresponding to the above four feedback models are denoted respectively as ddCSI, dop−fb,
dS, and dlS. Clearly, each of ddCSI,dop−fb,dlS is no greater than dS.
6.3 Sum-DoF under Various Feedback Models
In this section, we characterize the DoF of the 2 × 2 × 2 network under the above four
feedback models. The following theorem yields the same upper-bound on the DoF for each one of
them.
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Theorem 6.1 (Upper-Bound). For the 2×2×2 interference network, the DoF are bounded above
as follows:
ddCSI ≤
4
3
, dop−fb ≤
4
3
, dlS ≤
4
3
, dS ≤
4
3
.
Proof. It is sufficient to prove that dS ≤ 43 . To this end, we assume that both relays can cooperate
and they know both messages. Denote the corresponding 2 × 2 × 2 network as the enhanced 2 ×
2 × 2 network. Clearly, the sum-capacity of the given 2 × 2 × 2 network is upper-bounded by that
of the enhanced 2 × 2 × 2 network.
Moreover, in the case of the enhanced 2 × 2 × 2 network, all information (about the messages,
channel coefficients, and channel outputs) that is available to the transmitters is also available to
both relays, which implies that relays also know the transmit signals of the transmitters instanta-
neously. Consider now a rate pair (r1, r2) that is achievable over the given (original) 2 × 2 × 2
network. This rate pair can be achieved over the enhanced 2 × 2 × 2 network even if the transmit-
ters remain silent, because the two relays of the enhanced 2 × 2 × 2 network can always simulate
the two transmitters of the given network. This implies that the sum-capacity of the effective
broadcast channel, in which two relays of the enhanced 2 × 2 × 2 network serve as a common
transmitter and receivers D1 and D2 serve as receivers, is an upper-bound on that of the given 2
× 2 × 2 network.
Further, for the broadcast channel with a 2-antenna transmitter and two single-antenna
receivers, the DoF with Shannon feedback are upper-bounded by 43 [35]. Hence, d
S ≤ 43 .
Remark 6.1. Based on the above theorem, we observe that there is a loss of DoF due to having
just delayed feedback. But as proved below, this loss is not as pronounced as it when there is no
feedback from the receivers, because the above upper-bound is in fact tight.
The theorems below focus on proving the achievability of the DoF, starting first with the
delayed CSIT model. It turns out that no technique already known in the literature can achieve
more than 1 degree of freedom over the 2 × 2 × 2 interference network because the relays have
no side information. Note that 1 degree of freedom can be easily achieved by time sharing, which
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does not require any side information at the relays and the transmitters. Interestingly, the next
theorem shows that the upper bound on DoF of 43 is in fact tight, thereby establishing the DoF of
the 2× 2× 2 interference network with delayed CSIT.
Theorem 6.2 (Delayed CSIT). Over the 2 × 2 × 2 network with delayed CSIT, 43 DoF are
achievable, i.e., dd−CSI = 43 .
Proof. is given in Section 6.5.
It is useful to compare the result of the above theorem with that of [26, Theorem 12].
Remark 6.2. As mentioned before, if the second hop channels are not known to the relays and
to the transmitters (and there is no output feedback), then the DoF of the 2 × 2 × 2 network are
limited to 1. Thus, having delayed knowledge of all channel coefficients at the transmitters helps,
even when the relays have no side information.
Remark 6.3. Over the single-hop IC, i.e., without the relays, the DoF are limited to 1, even if the
transmitters and receivers have instantaneous CSI of all channel coefficients [15]. However, with
the relays, even delayed CSIT improves the DoF.
Theorem 6.3 (Shannon and Output Feedback). For the 2 × 2 × 2 network, we have dS = dop−fb =
4
3 .
Proof. If is sufficient to prove that dop−fb ≥ 43 . To this end, note that over the X channel with
output feedback, 43 DoF are achievable using the corresponding retrospective interference alignment
scheme of [36, Theorem 3]. Hence, using the X-channel approach, i.e., if each hop is treated as
an independent X channel1 , 43 DoF can be achieved over the 2 × 2 × 2 network with output
feedback.
The following theorem proves that 43 DoF are achievable, even under the weaker setting of
limited Shannon feedback.
1 The X-channel approach can be formally described as follows: Suppose transmitter Si, i = 1, 2, splits its message
Mi into two sub-messages Mi,1 and Mi,2. Further, relay Ri decodes messages M1,i and M2,i. Each relay, after
decoding the two sub-messages, retransmits them, and receiver Di decodes sub-messages Mi,1 and Mi,2 (thereby,
decoding the message Mi).
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Theorem 6.4 (Limited Shannon Feedback). The DoF of the 2× 2× 2 interference network with
limited Shannon feedback is equal to 43 , i.e., d
lS = 43 .
Proof. See Section 6.6.
Remark 6.4. Note that with the X-channel approach, the DoF are limited to 1 since there is no
side-information at the transmitters [26].
6.4 Extensions of Main Results on the sum-DoF
In this section, we state important extensions of our main results; proofs of these extensions
are rather straight forward and have been omitted.
6.4.1 DoF Region
For the 2× 2× 2 interference network, we can compute the DoF region, which is defined in a
standard manner. Under all four feedback models considered here, the DoF region is given by the
following theorem.
Theorem 6.5. The DoF region of the 2× 2× 2 interference network with delayed CSIT or output
feedback or Shannon feedback or limited Shannon feedback is given by
D =
{
(d1, d2)
∣∣∣d1, d2 ≥ 0; d1 + d2
2
≤ 1; d2 +
d1
2
≤ 2
}
.
Thus, we have the characterization for not just the sum-DoF but also for the DoF region.
6.4.2 2× 2× 2 interference network in X mode
Consider the 2 × 2 × 2 interference network as defined in the previous section, except that
every transmitter has a message for every receiver. When the 2 × 2 × 2 network is used in this
manner, we say that it is operating in the X mode. Let dX be the DoF of this network when it is
used in X mode. Clearly, dX ≥ d. The next theorem asserts that the two are equal.
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Theorem 6.6. For the 2 × 2 × 2 interference network, dX = d =
4
3 , when there is delayed CSIT
or output feedback or Shannon feedback or limited Shannon feedback.
Thus, as per this theorem, the DoF can not be enhanced by using the network in X mode.
6.4.3 Multi-hop interference network
The multi-hop interference network, which is an extension of the 2×2×2 network, is a layered
network consisting of two transmit-receive pairs, and multiple (at least two) layers of relays, where,
at each layer there can be an arbitrary number of relays. There is full connectivity between nodes
in one layer to the next. As before, we consider the case of i.i.d. Rayleigh fading, i.e., the channel
coefficient between any two terminals of two adjacent layers follows the CN (0, 1) distribution and
all channel coefficients are independent. Further, all channel coefficients are assumed to be known
to the receivers.
For such a network, we can generalize the definitions of the four feedback scenarios stated
in the previous section. For brevity, we consider only the two important cases, namely, of delayed
CSIT and limited Shannon feedback, which can be defined as follows.
(1) delayed CSIT – the transmitters know all channel coefficients with a finite delay, while none
of the relays have any side information whatsoever.
(2) limited Shannon feedback – the relays at the last layer know all channel coefficients with a
finite delay and the channel outputs at the receivers with a finite delay. However, there is
no side information at the transmitters and at all other relays.
Under these two feedback models, let us denote the DoF of the multi-hop interference network as
ddCSI≥2 and d
lS
≥2. Clearly, the achievable DoF is an increasing function of the number of relays in
each layer and number of relay-layers. The following theorem obtains a precise characterization of
the DoF.
Theorem 6.7. For the multi-hop interference network, if each layer of relays has at least two
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relays, then ddCSI≥2 = d
dCSI = 43 and d
lS
≥2 = d
lS = 43 ; on the other hand, if any relay-layer contains
a single relay, then ddCSI≥2 = d
lS
≥2 = 1.
Thus, among multi-hop interference networks, it is sufficient from the DoF perspective to
have just two relays and a single layer of relays.
6.4.4 MIMO 2× 2× 2 interference network
Consider the 2× 2× 2 interference network in which all terminals have M antennas and all
channel matrices consist of i.i.d. CN (0, 1) entries. For this MIMO channel, the DoF are given by
the following theorem.
Theorem 6.8. For the MIMO 2 × 2 × 2 interference network, we have ddCSI = dop−fb = dlS =
dS = 43M.
Moreover, while dealing with the delayed CSIT model, it is not necessary to restrict ourselves
to have two relays with M antennas each. It is sufficient to have a total of 2M antennas at each
relay-layer, with these antennas distributed in any manner among the relays. Moreover, the DoF
do not increase even if we have more that 2M antennas at the relay-layer.
6.5 Proof of Theorem 6.2: Retro-Cooperative Interference Alignment for
Delayed CSIT
To prove the achievability of 43 DoF with delayed CSIT, we propose here the first retro-
cooperative interference alignment scheme. The scheme is divided into multiple blocks and the
same procedure is repeated over each block. We thus describe below the operation of one such
block. It constitutes the use of 3 channel uses of each hop. Further, over each block, 2 DoF are
shown to be achievable for each transmit-receive pair, and hence, 43 sum DoF are achievable.
The duration of 3 time slots over each hop is divided into two phases. Phases One and Two
of the first hop consist of 2 and 1 time slots, respectively; whereas those of the second hop consist
respectively of 1 and 2 time slots. By interleaving different blocks, we encode such that Phase One
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of Hop One occurs first, then Phase One of Hop Two, which is followed by Phase Two of Hop One,
and finally, Phase Two of Hop Two takes place; see the following flow chart, and also the appendix.
Phase One of Hop One t = 1, 2 of Hop One
↓
Phase One of Hop Two t = 1 of Hop Two
↓
Phase Two of Hop One t = 3 of Hop One
↓
Phase Two of Hop Two t = 2, 3 of Hop Two.
We now describe the operation over a given block.
Phase One of Hop One: During this phase, which takes 2 time slots, each transmitter sends
2 data symbols each intended for its paired receiver. See also Figure 6.1. Let
{
ui
}2
i=1
and
{
vi
}2
i=1
denote the i.i.d. CN (0, xP ) data symbols to be sent by S1 and S2 intended for D1 and D2,
respectively, where x a large enough scalar chosen such that the power constraint is satisfied at the
transmitters and the relays. The transmit signal of the transmitters over this phase is formed as
follows:
u
4
=
[
u∗1 u
∗
2
]∗
and v
4
=
[
v∗1 v
∗
2
]∗
XS1
4
=
[
X∗S1(1) X
∗
S1
(2)
]∗
= u
XS2
4
=
[
X∗S2(1) X
∗
S2
(2)
]∗
= v.
Consider the signals received by the relays: For i = 1, 2,
YRi(t) = Hi1(t)ut +Hi2(t)vt + ZRi(t), t = 1, 2.
Collectively, we may write
Y Ri
4
=
[
Y ∗Ri(1) Y
∗
Ri
(2)
]∗
= H i1u+H i2v + ZRi , i = 1, 2,
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Figure 6.1: Retro-cooperative Interference Alignment with Delayed CSIT: Phase One of Hop One
where H ij denotes the 2× 2 diagonal matrix with the first and second diagonal entries being equal
to random variables Hij(1) and Hij(2), respectively.
Since the presence of additive noise can not alter a DoF result, we ignore the additive noises
in the analysis henceforth.
Phase One of Hop Two: During this phase, which just takes 1 time slot, each relay forwards
the signal it has received over Phase One of Hop One. See Figure 6.2. Relays form their transmit
signals as follows: XRi(1) = YRi(1) + YRi(2), i = 1, 2. The signals received by the receivers over
this phase are given by
YDi(1) = Gi1(1)XR1(1) +Gi2(1)XR2(1)
= Bi1u+Bi2v, where
Bi1 = Gi1(1)e
∗H11 +Gi2(1)e
∗H21 and
e∗ =
[
1 1
]
.
Hence a linear combination of four data symbols u1, u2, v1, and v2 is communicated to both
receivers, Moreover, we have the following lemma which is needed in the design of the next two
phases.
Lemma 6.1. The matrices

B11
B21

 and

B12
B22

 are full rank with probability 1 (w.p.1).
Proof. Simple manipulations, the details of which are skipped here, show that
B11
B21

 =

G11(1) G12(1)
G21(1) G22(1)



 H11(1) H11(2)
H21(1)H22(2)

 .
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Figure 6.2: Retro-cooperative Interference Alignment with Delayed CSIT: Phase One of Hop Two
Since the channel coefficients are i.i.d. Rayleigh faded,

B11
B21

 is invertible w.p.1. Similar arguments
also imply the almost-sure invertability of

B12
B22

.
This lemma suggests that if Receiver D1 is revealed the values of B11u and B21u, then it can
decode its desired data symbols w.p.1. Similarly, if D2 is given B12v and B22v, then it can decode
its desired data symbols w.p.1.
Suppose both receivers know the values of B12v and B21u, which cause interference at D1 and
D2, respectively. Then D1 can compute B11u = Y D1 − B12v, and would thereby know B11u and
B21u, both. Analogously, D2 can evaluate B22v = Y D2 −B21u, and would thereby know B22v and
B12v, both. In other words, if both receivers are conveyed the values of B12v and B21u, they can
decode their desired symbols. Hence, the goal of the next two phases is to deliver the values of B12v
and B21u to both receivers. This is feasible because, by virtue of the delayed CSIT assumption, S1
knows B21u while S2 knows B12v when they encode for Phase Two of Hop One (which takes place
after Phase One of Hop Two). Consider now the next phase.
Phase Two of Hop One: This Phase takes just 1 time slot of the first hop. The transmit
signals of the transmitters are formed as follows: XS1(3) = B21u and XS2(3) = B12v. See also
Figure 6.3.
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Figure 6.3: Retro-cooperative Interference Alignment with Delayed CSIT: Phase Two of Hop One
The signals received by the relays are given by
YR1(3) = H11(3)B21u+H12(3)B12v
YR2(3) = H21(3)B21u+H22(3)B12v.
Since the channel matrix

H11(3) H12(3)
H21(3) H22(3)

 is invertible w.p.1, the values of B12v and B21u can
be be determined by the receivers, provided they know YR1(3) and YR2(3). This can be easily
accomplished over the final phase, as described below.
Phase Two of Hop Two: This phase takes a total of 2 time slots, namely, t = 2, 3 of the
second hop. Note that this phase is carried out after Phase Two of Hop One. At time t = 2,
Relay R1 transmits YR1(3), while Relay R2 remains silent. Hence, at t = 2, both receivers know
YR1(3). At time t = 3, R2 transmits YR2(3), while R1 remains silent. Hence, D1 and D2 get YR2(3).
Hence, as per discussion above, both receivers know B12v and B21u, and thus, they can decode
their desired data symbols. See also Figure 6.4.
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Figure 6.4: Retro-cooperative Interference Alignment with Delayed CSIT: Phase Two of Hop Two
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Remark 6.5. In the retro-cooperative interference alignment scheme described above, transmitters
send the interference seen by their unpaired receivers, the relays buffer the signal received on the
first hop and forward it judiciously over to the destinations.
Remark 6.6. Consider the following scheme that achieves 43 DoF with delayed CSIT over the
two-user MISO IC with two-antenna transmitters and single antenna receivers, denoted as the
(2, 2, 1, 1) MIMO IC in [38]. In this scheme, by coding over 3 time slots, we achieve 2 DoF for both
transmit-receive pairs. Over the first time slot, both transmitters transmit two data symbols using
the two antennas available to them. The receivers observe linear combinations of all four transmit
data symbols. The signal received by any given receiver at this time can be written as the sum
of two linear combinations – the first, being that of the desired symbols, is useful for the receiver
and second, being that of the undesired data symbols, causes interference to it. It can be easily
shown that if both receivers know both interfering linear combinations then they can decode their
respective desired data symbols. Over the second time slot, each transmitter, using just one of
the two available transmit antennas, sends the interference it has created at its unpaired receiver,
and they repeat the same process over the third time slot. The receivers, by making use of the
signal received over the second and the third time slot, can determine the two interfering linear
combinations, and then decode the desired data symbols. It is can be noted that the signals received
by the receivers of this (2, 2, 1, 1) MIMO IC under the above scheme have the same distribution
(in a loose sense) as those received by the receivers of the 2 × 2 × 2 network under the scheme
presented earlier in this section. In this sense, the retro-cooperative interference alignment scheme
can be seen to equivalently transform the given delayed CSIT 2× 2× 2 single-antenna interference
network to the delayed CSIT (2, 2, 1, 1) MIMO IC.
6.6 Proof of Theorem 6.4: Retro-Cooperative Interference Alignment for
Limited Shannon Feedback
We need to prove that 43 DoF are achievable over the 2 × 2 × 2 interference network with
limited Shannon feedback. The retro-cooperative interference alignment technique with limited
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Shannon feedback is detailed in the following remark.
Remark 6.7. A typical technique for achieving interference alignment with delayed feedback is
to communicate useful information to a receiver without creating any new interference at other
receiver(s). In order to employ such a technique, it is necessary that the transmitters and/or
the relays are able to determine the past interference at the receivers. With delayed CSIT, each
transmitter can know the past interference at its unpaired receiver because it knows its past transmit
data symbols, and past channels due to delayed CSIT. However, the situation is different in the
limited Shannon feedback case. The transmitter knows its data symbols but does not have any
side-information and hence it can not determine the past interference at any receiver; the relay may
not necessarily be able to compute the interference at the receiver(s) using delayed CSI and output
feedback since it does not know any of the transmitted data symbols. To overcome this problem,
the transmit signal of the transmitters is designed to have (just enough) redundancy so that the
relay, that has side-information, can decode the past data symbols of both transmitters by making
use of (i) its received signal, (ii) delayed CSI, and (iii) partial knowledge about the received signal
of the other relay, which it can extract through output feedback. Once this relay can compute the
past transmitted symbols of both transmitters, it can determine the past interference encountered
by the receivers, and by transmitting these interferences it can effect interference alignment to
realize the DoF benefits derivable through limited Shannon feedback.
The details are given next. The entire coding scheme consists of multiple blocks. The
operation over all blocks is identical. Each block consists of 3 channel uses of each hop, and over
it, 2 DoF are shown to be achievable for each transmit-receive pair. Thus, 43 DoF are shown to be
achievable.
By interleaving different blocks, it is possible to encode such that over each block, the 3
channel uses of the first hop precede the 3 channel uses of the second hop. Consider now the
operation over the first hop.
Hop One: Consider operation over Hop One; see Figure 6.5. Transmitters S1 and S2 transmits
114
data symbols DSs u1 and v1, intended for D1 and D2, at times t1 = 1 and t1 = 2, respectively
2 .
Relay R1, as it knows all channel coefficients with a delay of 1 time unit, can compute u1 at time
t1 = 2, and v1 at time t1 = 3. Relay R2, on the other hand, knows H22(2)v1. At time t1 = 3, both
transmitters simultaneously transmit u2 and v2 to be decoded by D1 and D2, respectively. Neither
of the relays can decode these symbols. However, if Relay R1 is revealed YR2(3), then R1 would
have two linear combinations (which are linearly independent almost surely) of u2 and v2. Since
the first relay also knows channels with a delay, it can compute u2 and v2 on knowing YR2(3). It
turns out that to achieve interference alignment at receivers, Relay R1 should be able to decode all
DSs sent by the transmitters. To facilitate this, we transfer YR2(3) to R1 using limited Shannon
feedback.
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Figure 6.5: Retro-cooperative Interference Alignment Scheme with Limited Shannon Feedback:
Hop One
Hop Two is used after the above three uses of Hop One. At time t2 = 1 of Hop Two, the
relays form their transmit signals as
XR1(1) = YR1(3) + u1 and XR2(1) = YR2(3) +H22(2)v1.
See also Figure 6.6. It can be easily seen that the signal received by the ith receiver at time t2 = 1
can be written as
YDi(1) = Ui + Ii,
2 Time indices corresponding to Hops One and Two are denoted respectively by t1 and t2.
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where Ui is the linear combination of the DSs to be decoded by this receiver, Ii is that of the DSs
desired at the other receiver, and we ignore additive noises. It can be proved (details omitted) that
the ith receiver can decode both desired DSs, if it knows Ui and Ij , j 6= i. This also suggests that
both receivers can do successful decoding if they know I1 and I2 (on knowing Ii, Di can determine
Ui). Thus, the goal henceforth is to communicate interfering symbols I1 and I2 to both receivers.
We now show that at time t = 2, Relay R1 can compute I1 and I2. By the virtue of limited
Shannon feedback, R1, at time t2 = 2, knows
YD2(1) = G21(1)
{
YR1(3) + u1
}
+G22(1)
{
YR2(3) + v1
}
and also G(1). Since it already knows YR1(3), u1, and v1, it can compute YR2(3); thereby decode
u2 and v2 to finally compute I1 and I2. Thus, at times t2 = 2 and t2 = 3, Relay R1 forwards I1 and
I2 while the other relay remains silent. Therefore, both receivers can learn the required interfering
symbols and thereby decode their desired DSs.
Making the relay with feedback transmit the past interfering symbols seen by the two re-
ceivers allows us to achieve interference alignment because this technique lets us communicate
useful information to one receiver without creating any additional interference at the other.
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Figure 6.6: Retro-cooperative Interference Alignment Scheme with Limited Shannon Feedback:
Hop Two
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6.7 Summary
The 2 × 2 × 2 interference network is shown to have 43 DoF under the settings of delayed
CSIT and limited Shannon feedback. While the converse is obtained by making use of the recent
result on the DoF of the MISO broadcast channel with delayed CSIT, the achievability of 43 DoF
is proved, under the two settings, via two new retro-cooperative interference alignment schemes.
Chapter 7
MIMO Interference and Broadcast Channels with Receiver Cooperation
We investigate if the degrees of freedom (DoF) of multi-user MIMO networks can be enhanced,
even if the transmitter(s) have no side-information whatsoever. Toward this end, we study the two-
user MIMO broadcast and interference channels with receiver cooperation, where the receivers are
equipped with full-duplex radios, and hence, each receiver can also transmit a signal which after
getting superposed with the signal(s) of the transmitter(s) is heard by the other receiver. We show
that such a form of receiver cooperation yields a DoF benefit, even without any side-information
at the transmitter(s). To realize this DoF benefit, new retro-cooperative interference alignment
schemes are developed. Moreover, these schemes are shown to be optimal for important classes of
broadcast and interference channels, defined by certain relationships on numbers of antennas at
different terminals of the network. Finally, for these classes, it is proved that in presence of receiver
cooperation, strictly delayed feedback is not useful in the DoF sense.
7.1 Motivation
We study the MIMO broadcast and interference channels (BC and IC, respectively), and
investigate if their DoF can be enhanced without feedback. Toward this end, we first note that
if the receivers are co-located, in which case the BC and the IC respectively reduce to the point-
to-point and multiple access channels, the DoF remain unaffected by the presence or absence of
feedback [1]. This result motivates us to explore the model of receiver cooperation, where it is
assumed that the receivers have full-duplex radios so that they can also transmit signals over
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the same shared medium (see Figure 1.7). This introduces cooperation between receivers as the
transmit signal of one is heard by the other. While the receiver-cooperation model has been studied
before with perfect and instantaneous CSIT [16, 25], it is being considered for the first time with
no CSIT.
We show for the MIMO BC and the IC that this form of receiver cooperation can enhance
the DoF, even when the transmitters have no side-information whatsoever. This work is thus the
first instance, where receiver cooperation is shown to yield a DoF improvement. As a case in point,
for the IC with two-antenna transmitters, two single-antenna receivers, and no CSIT, the sum-DoF
increase from 1 to 43 due to receiver cooperation (see Theorem 7.5). The DoF benefits associated
with receiver cooperation are realized here using retro-cooperative interference alignment schemes.
In these schemes, the receivers exchange information over the cooperative links that exist between
them, and this information is designed such that a receiver can communicate useful information to
the other without creating any additional interference at it. Significantly, these schemes are shown
to be DoF-region optimal for certain classes MIMO ICs and BCs, defined by certain relationships
on numbers of antennas at different terminals (see Theorems 7.5, 7.6, and 7.7).
7.2 Channels with Receiver Cooperation
We introduce channels with receiver cooperation, where the receivers have full-duplex radios
so that they can transmit signals over the same shared medium. To understand the impact of
just receiver cooperation, we consider a scenario where the transmitters have no side information
whatsoever. Interestingly, receiver cooperation is shown to lead to a DoF improvement, even in the
absence of side-information at the transmitters.
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7.2.1 MIMO IC with Receiver Cooperation
The input-output relationship for the (M1,M2, N1, N2) MIMO IC with receiver cooperation
is given by
Y1(t) = H11(t)X1(t) +H12(t)X2(t) +G12(t)XR2(t) +W1(t) and (7.1)
Y2(t) = H21(t)X1(t) +H22(t)X2(t) +G21(t)XR1(t) +W2(t), (7.2)
where, at time t, Xi(t) ∈ C
Mi×1 and XRi(t) ∈ C
Ni×1 are the transmit signals of the ith transmitter
and the ith receiver, respectively; Yi(t) ∈ C
Ni×1 is the received signal of the ith receiver; Wi(t) is
the additive noise at the ith receiver; Hij(t) and Gij(t) represent the channel matrices from the
jth transmitter and from the jth receiver to the ith receiver, respectively; and there is a power
constraint of P at all terminals.
We consider here the case of Rayleigh fading and AWGN (additive what Gaussian noise).
More precisely, the elements of channel matrices and additive noises are taken to independent
and identically distributed (i.i.d.) according the zero-mean, unit-variance, circularly-symmetric
complex Gaussian distribution (denoted henceforth as CN (0, 1)). Moreover, their realizations are
i.i.d. across time.
In order to be consistent with the assumption of transmitters having no side-information,
it is assumed that each receiver has perfect knowledge of all channel matrices, except for the one
that originates from it. Moreover, CSI at the receivers is taken to be instantaneous, without loss of
generality. Specifically, the ith receiver knows channel matrices {Hij(t)}
2
i,j=1 and Gij(t) perfectly
and instantaneously. Further, the radios at the receivers, though full duplex, are not instantaneous,
i.e., the transmit signal of a receiver can be a function of past channel matrices known to it and its
past received signal; but it can not depend on the current channel matrices and its current received
signal.
Following [16] (see also Section 1.2.6), we define the model of MIMO IC with CSI and
cooperation, whereby all terminals are assumed to have full-duplex radios as well as perfect and
instantaneous CSI so that the transmit signal of a terminal can depend on the past and present
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channel states as well as on its past received signals. Thus, the input-output relationship for the
MIMO IC with CSI and cooperation is analogous to the one in (7.2), except that the transmitters
can also receive.
We define few more settings for the sake of comparison. In all of these, the receivers are
assumed to know all channel matrices perfectly, but not to have full duplex radios (so that the
input-output relationship is identical to that in (7.2), except that XR1(t) = XR2(t) = 0):
• no CSIT: no side information at the transmitters;
• instantaneous CSIT: the transmitters have perfect and instantaneous CSIT; and
• delayed CSIT: transmitters know perfectly all the past channel matrices, but have no
knowledge of the current channel matrices.
• Shannon feedback: the transmitters know all past channel states as well as all past channel
outputs.
The DoF region for all models is defined in a standard manner.
The DoF regions of the IC with no CSIT [26–29], delayed CSIT [38], Shannon feedback [45],
instantaneous CSIT [15], and CSI and cooperation [16] are known from the literature. If we denote
the DoF regions under these five settings by Dno, Dd, DS, Di, and Di&coop, respectively, then in
general we have
Dno ⊆ Dd ⊆ DS ⊆ Di = Di&coop
with the subset inclusions indicated above being strict for most of the MIMO ICs (for the last
subset inclusion, refer to [45]).
7.2.2 MIMO BC with Receiver Cooperation
The signal received by the receivers of the (M,N1, N2) MIMO BC with receiver cooperation,
where the transmitter has M antennas and the receivers have N1 and N2 antennas, respectively,
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are given by
Y1(t) = H1(t)X(t) +G12(t)XR2(t) +W1(t) and (7.3)
Y2(t) = H2(t)X(t) +G21(t)XR1(t) +W2(t). (7.4)
Since the notation above is self-explanatory, we omit details for brevity. As before, we consider
the case of i.i.d. Rayleigh fading and AWGN. Further, the transmitter has no side-information
whatsoever; and each receiver knows all channel matrices instantaneously, except the one that
originates from it (whose realizations are not known it). The radios at the receiver are full-duple
but not instantaneous – the transmit signal of the receiver depends on the past channel matrices
that are known to it and its past received signals but it can not depend on the current channel
states or channel outputs.
The settings of no CSIT, delayed CSIT, Shannon feedback, and instantaneous CSIT are
defined analogous to their definitions of the last sub-section, and none of these settings involve
receivers with full-duplex radios.
The DoF regions are defined in a standard manner.
7.3 Main Results
The goal of this chapter is to show that retro-cooperative interference alignment schemes [57]
can be worked out with receiver cooperation and that they yield a DoF benefit. These points are
proved enroute to characterizing the DoF regions of some important classes of MIMO BCs and
ICs, which are defined by certain relationships on numbers of antennas at four terminals. Toward
this end, we first derive outer-bounds to the DoF regions of the MIMO IC and BC with receiver
cooperation. These bounds are later shown to be tight by developing retro-cooperative interference
alignment schemes.
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7.3.1 Outer-Bounds
The next two theorems provide outer-bounds to the DoF region of the MIMO IC with receiver
cooperation.
Theorem 7.1 (A BC-type Outer-bound for the IC). The DoF region of the (M1,M2, N1, N2)
MIMO IC with receiver cooperation is outer-bounded by that of the (N1 +N2 +M1 +M2, N1, N2)
MIMO BC with Shannon feedback. In particular, the former is outer-bounded by the following two
inequalities:
d1
N1 +N2
+
d2
N2
≤ 1 and
d1
N1
+
d2
N1 +N2
≤ 1.
Proof. See Section 7.4.1.
Theorem 7.2 (An IC-type Outer-bound for the IC). The DoF region of the (M1,M2, N1, N2)
MIMO IC with receiver cooperation is outer-bounded by that of the (M1 + k,M2 + N1 + N2 −
k,N1, N2) MIMO IC with Shannon feedback, where k is any non-negative integer less than or equal
to N1 +N2. In particular, the former is outer-bounded by the following three inequalities:
d1
min(N1 +N2,M1)
+
d2
min(N2,M1)
≤
N2
min(N2,M1)
and
d1
min(N1,M2)
+
d2
min(N1 +N2,M2)
≤
N1
min(N1,M2)
.
Proof. See Section 7.4.2.
We now turn attention to the MIMO BC with receiver cooperation, and obtain two outer-
bounds.
Theorem 7.3 (A BC-type Outer-bound for the BC). The DoF region of the (M,N1, N2) MIMO
BC with receiver cooperation is outer-bounded by that of the (N1 + N2 +M,N1, N2) MIMO BC
with Shannon feedback.
Proof. Follows from techniques developed in the proof of Theorem 7.1.
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To derive the next bound for the BC with receiver cooperation, we need to introduce the
concept of the cognitive radio channel [62]. The (M1,M2, N1, N2, i) MIMO CRC with Shannon
feedback is the (M1,M2, N1, N2) MIMO IC with Shannon feedback, where the i
th transmitter
knows both messages (i.e., the ith transmitter is cognitive).
Theorem 7.4 (A CRC-type Outer-bound for the BC). The DoF region of the (M,N1, N2) MIMO
BC with receiver cooperation is outer-bounded by that of the (M,N1+N2, N1, N2, 1) MIMO CRC
with Shannon feeedback. In particular, the former is outer-bounded by the following two inequali-
ties:
d1
min(M,N1 +N2)
+
d2
min(M,N2)
≤
N2
min(N2,M)
and
d1
min(M,N1)
+
d2
min(M,N1 +N2)
≤
N1
min(N1,M)
.
Proof. See Section 7.4.3.
In fact, all above outer-bounds are applicable even to a stronger setting – all theorems hold
for ICs and BCs with receiver cooperation as well as Shannon feedback.
7.3.2 DoF Regions with Receiver Cooperation
We characterize DoF regions of certain classes of BCs and ICs with receiver cooperation. We
start with below with ICs where the receivers have equal number of antennas.
Theorem 7.5. For the MIMO IC with N1 = N2 = N , the DoF region with receiver cooperation
is equal to Di&coop if M1 ≤ N and/or M2 ≤ N ; otherwise it is given by
Drx−coop =
{
(d1, d2)
∣∣∣∣d1, d2 ≥ 0; d1min(M1, 2N) + d2N ≤ 1; d1N + d2min(M2, 2N) ≤ 1
}
.
Proof. When M1 ≤ N1 = N2 = N and/or M2 ≤ N1 = N2 = N , the DoF region with CSI
and cooperation can be attained without CSIT and without receiver cooperation [26]. Hence,
it is sufficient to focus on the case, where M1,M2 > N . The converse argument follows from
Theorem 7.2. We thus proceed to the achievability part for which new retro-cooperative interference
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alignment scheme is developed. The main idea of the scheme is illustrated earlier in Section 7.5.1
using the (2, 2, 1, 1) MIMO IC with receiver cooperation as an example. The general case is handled
subsequently in Section 7.5.2.
Thus, when receivers have equal number of antennas, the DoF region with receiver coopera-
tion is equal to the DoF region with delayed CSIT.
We obtain the DoF region for one more class of MIMO ICs.
Theorem 7.6. For the MIMO IC with M1 > N1 > N2 >
N2
2 ≥M2 and M1 +M2 = N1 +N2, the
DoF region with receiver cooperation is given by
Drx−coop =
{
(d1, d2)
∣∣∣ d1, d2 ≥ 0; d2 ≤M2; d1 + d2 ≤ N1},
which is equal to the DoF region with CSI and cooperation.
Proof. The converse argument follows on noting that the DoF region with receiver cooperation can
not be bigger than that with CSI and cooperation. We thus consider the achievability part, which
is proved by developing a retro-cooperative interference alignment scheme. The main idea of this
scheme is explained earlier using the example of (4, 1, 3, 2) MIMO IC in Section 7.6.1. The general
proof is given in Section 7.6.2.
We now characterize the DoF region of the MIMO BC, wherein the receivers have equal
number of antennas.
Theorem 7.7. For the MIMO BC with N1 = N2 = N and i.i.d. Rayleigh fading, the DoF region
with receiver cooperation is given by
{
(d1, d2)
∣∣∣∣ d1min(M, 2N) + d2min(M,N) ≤ Nmin(M,N) ; d1min(M,N) + d2min(M, 2N) ≤ Nmin(M,N)
}
.
Proof. The converse follows from Theorem 7.4. On the achievability side, the case of M < N is
trivial. We thus consider the remaining case of M > N . It is sufficient to prove that the DoF pair
Q ≡
(
MN
M +N
,
MN
M +N
)
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is achievable. Toward this end, note that the scheme developed in Section 7.5.2 for achieving pair
P over the (M1,M2, N,N) MIMO IC with receiver cooperation can be easily adapted to achieve
point Q over the (M,N,N) MIMO BC. We omit details to avoid repetition.
Hence, the DoF region of the (M,N,N) MIMO BC with receiver cooperation is equal to its
DoF region with delayed CSIT.
The main idea of how interference alignment is achieved with receiver cooperation is explained
in the following remark.
Remark 7.1 (On interference alignment with receiver cooperation). During the initial phase, the
receivers remain silent and listen to the transmitters for a sufficiently long duration of time so
that the two receivers together have enough information required for decoding all data symbols
transmitted by the transmitters. Next, the receivers exchange signals received by them over the
previous phase. This exchange is accomplished such that each receiver can communicate new
useful information to the other without creating any additional interference at it, which manifests
interference alignment.
7.4 Proofs of the Outer-Bounds
In this section, we prove all outer-bounds derived in this chapter.
7.4.1 Proof of Theorem 7.1
It may be assumed without loss of generality that the ith receiver has 2Ni antennas of which
Ni are used strictly for reception and other Ni are used strictly for transmission. Moreover, the
signal transmitted by a receiver can be assumed to affect its own signal, and the receivers can
be taken to know all channel matrices instantaneously. The idea of this outer-bound has been
illustrated in Figure 7.1 for the (2, 2, 1, 1) MIMO IC with receiver cooperation.
Suppose Gii(t) represents the channel matrix from the i
th receiver to itself. Then, as per the
above discussion, the input-output relationship of the given MIMO IC with receiver cooperation
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Figure 7.1: A Converse Argument for the (2, 2, 1, 1)-MIMO IC with Receiver Cooperation. The
BC-type Outer-bound is tight for the (2, 2, 1, 1)-MIMO IC with Receiver Cooperation.
can be assumed, without loss of generality, to be as follows:
Yi(t) = Hi1(t)X1(t) +Hi2(t)X2(t) +Gii(t)XRi(t) +Gij(t)XRj(t) +Wi(t),
where j 6= i, and the entries of G11(t) and G22(t) are i.i.d. CN (0, 1) random variables that are i.i.d.
across time and independent of all other channel matrices and additive noises.
Consider now a (M1 +M2 + N1 + N2, N1, N2) MIMO BC with Shannon feedback, wherein
the channel matrices are as follows:
H1(t) =
[
H11(t) H12(t) G11(t) G12(t)
]
and
H2(t) =
[
H21(t) H22(t) G21(t) G22(t)
]
.
We claim that any coding scheme feasible for the given MIMO IC with receiver cooperation
is feasible for the above MIMO BC with Shannon feedback: This is because the transmitter of the
above MIMO BC can construct its signal as
X(t) =


X1(t)
X2(t)
XR1(t)
XR2(t)


,
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where X1(t), X2(t), XR1(t), and XR2(t) are the signals that T1, T2, R1, and R2 transmit at
time t over the given IC with receiver cooperation. Hence, any rate pair achievable over the given
(M1,M2, N1, N2) MIMO IC with receiver cooperation is also achievable over the (M1+M2+N1+
N2, N1, N2) MIMO IC with Shannon feedback, which implies that the DoF region of the former is
outer-bounded by that of the latter.
7.4.2 Proof of Theorem 7.2
The proof of this theorem is similar to that of the previous one. The rate pair achievable
with receiver cooperation can be achieved even in absence of receiver cooperation, provided we add
N1 +N2 extra antennas on the transmit side and give Shannon feedback to the transmitters. This
bound follows by noting that these extra antennas can be distributed in any manner between the
two transmitters.
The last statement of the theorem is an application of the first one: two inequalities stated
correspond to the cases of k = 0 and k = N1 +N2, respectively.
7.4.3 Proof of Theorem 7.4
As before, the rate pair achievable with receiver cooperation can be achieved in the absence
of it, provided we add an extra transmitter with N1 +N2 antennas, give this new transmitter the
message to be decoded by the second receiver, and give Shannon feedback to both transmitters.
This construction yields us the first statement of the theorem.
To derive the second part of the theorem, we need an outer-bound to the DoF region of the
(M1,M2, N1, N2, 1) MIMO CRC with Shannon feedback. Toward this end, recall from [45] that the
inequality
d1
min(M1, N1 +N2)
+
d2
min(M1, N2)
≤
min(N2,M1 +M2)
min(N2,M1)
has been shown to be an outer-bound to the DoF region of the (M1,M2, N1, N2) MIMO IC with
Shannon feedback. This proof given in [45] is general enough in that it is applicable to the
(M1,M2, N1, N2, 1) MIMO CRC with Shannon feedback. Hence, the inequality stated above is
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an outer-bound to the DoF region of the (M1,M2, N1, N2, 1) MIMO CRC with Shannon feedback,
using which the first inequality stated in the theorem follows. The second inequality follows by
symmetry.
7.5 Proof of Theorem 7.5
The next sub-section discusses an example and the general case is handled later.
7.5.1 Retro-cooperative Interference Alignment for the (2, 2, 1, 1) MIMO IC with
Receiver Cooperation
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Figure 7.2: A DoF-Region-Optimal Scheme for the (2, 2, 1, 1)-MIMO IC with Receiver Cooperation
It is sufficient to prove that the pair
(
2
3 ,
2
3
)
is attainable because if this pair can be achieved
then the entire DoF region an be achieved via time sharing (see Figure 7.1 for the shape of the
DoF region). Toward this end, we will code over 3 time slots and achieve 2 DoF for each pair. The
scheme works as follows; see also Figure 7.1.
At time t = 1, T1 transmits 2 data symbols (DSs) intended for R1, while all other terminals
do not send anything; see Figure 7.2. Each receiver observes 1 linear combination (LC) of these two
DSs, and hence, R1 at this time can not decode two desired DSs1 . However, since the Rayleigh
1 Throughout this chapter, we ignore additive noises while dealing with the interference alignment schemes. This
can be done because the presence of an additive noise can nt alter a DoF result.
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faded channel matrices are full rank almost surely, if R1 knows the signal received by R2 at t = 1,
then it can do successful decoding.
The scheme works analogously at time t = 2. T2 sends 2 DSs intended for R2 while all other
terminals do not transmit anything. Moreover, if the signal received by R1 at t = 2 is revealed to
R2, then R2 can decode the two desired DSs.
The swapping of the received signals is accomplished at t = 3, and this step achieves interfer-
ence alignment. At this time, the transmitters remain silent, while R1 and R2 transmit the signals
received by them at time t = 2 and t = 1, respectively; see Figure 7.1. Hence, R1 now knows the
signal received by R2 at t = 1, which, as discussed before, would enable it to decode the two desired
DSs. The operation of R2 is similar.
Remark 7.2 (On interference alignment). Here, interference alignment is achieved by noting that
each receiver has seen only interference over one of the first two time slots, and hence, these
interferences can be exchanged by them via links that exist between them. This allows each
receiver to convey useful information to the other without causing any additional interference to it.
Since the DoF pair
(
2
3 ,
2
3
)
is achievable with receiver cooperation as well as with delayed CSIT,
it is instructive to compare the schemes that achieve this pair under these two models (see [38] for
the scheme with delayed CSIT). The operation of both schemes is identical over the first two time
slots over which T1 and T2 transmit their DSs, and over the last time slot, both schemes involve
swapping of the interferences seen earlier by the two receivers. In the case of delayed CSIT, this
swapping is accomplished by noting that each transmitter can compute and thereby transmit the
past interference it has created at its unpaired receiver. While such a technique is clearly infeasible
over the model of current interest, the same swapping can still be accomplished
7.5.2 General Case
The scheme of the previous case is generalized here.
We observe from the shape of the DoF region that it is sufficient to prove the attainability
130
of the DoF pair
P ≡
(
N ·M ′1 · (M
′
2 −N)
N(M ′2 −N) +M
′
2(M
′
1 −N)
,
N ·M ′1 · (M
′
2 −N)
N(M ′2 −N) +M
′
2(M
′
1 −N)
)
with M ′i = min(Mi, 2N). The receiver-cooperation-based interference alignment scheme developed
below to achieve pair P is analogous to the delayed-CSIT-based scheme developed in [38] to achieve
the same pair P . The scheme consists of three phases and operates totally over N(M ′2 − N) +
M ′2(M
′
1 −N) time slots.
Over the first phase, which consists of the initial N(M ′2 − N) time slots, T1 transmits M
′
1
DSs per time slot intended for R1 while all other terminals remains silent. Since M ′1 > N , R1 can
not decode its signal. Consider a given time slot of this phase. If the signal received by R2 at its
first M ′1 −N(≤ N) antennas is revealed to R1, R1 would be able to decode the DSs sent over this
time slot (recall, Rayleigh-faded channel matrices are full-rank with probability 1). Hence, in order
to decode all desired DSs, R1 must learn a total of N(M ′2−N)(M
′
1−N) symbols that are available
to R2.
The operation of the second phase is analogous. It takes N(M ′1 − N) time slots; T2 sends
M ′2 DSs per time slot intended for R2; and R2 can decode DSs sent over a given time slot if it
knows the signal received at that time by R1 at its first M ′2 −N(≤ N) antennas. Hence, over the
last phase R2 needs to be communicated totally N(M ′2 −N)(M
′
1 −N) symbols that are available
to R1.
The last phase takes remaining (M ′2 − N)(M
′
1 − N) time slot. Each receiver feeds symbols
that are useful for the other at the rate of N symbols per time slots. This allows each receiver to
learn the missing set of linear combinations and thereby decode desired DSs.
7.6 Proof of Theorem 7.6
The next sub-section discusses an example and then the general proof is handled.
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7.6.1 Retro-cooperative Interference Alignment for the (4, 1, 3, 2) MIMO IC with
Receiver Cooperation
From the shape of the DoF region, we observe that it suffices to prove the achievability of
DoF pair (2, 1). The achievability scheme operates over T = 2B+1, B > 1, time slots, and achieves
the DoF pair
(
4B
2B+1 ,
2B
2B+1
)
. Hence, in the limit of B → ∞, the scheme achieves the DoF pair
(2, 1).
Total duration of T time slots is divided into B + 1 blocks, where each of the first B blocks
consist of 2 time slots while the last block consists of just a single time slot. Hence, Block b, b ≤ B,
consists of time slots with index 2b−1 and 2b, whereas the (B+1)th block consists of the (2B+1)th
time slot. The scheme has been presented in Figure 7.3 for B = 2.
Consider operation over Block 1. At time 1, T1 transmits DSs
{
u1i
}4
i=1
and T2 transmits DSs
v11, while the receivers do not send anything (superscript denotes the block index); see also Figure
7.3. None of the receivers can do successful decoding at this time. To ensure that interference
alignment can be achieved and decoding is eventually successful, we need to enable R1 to decode
all DSs sent over t = 1. As we would see, this can be accomplished by communicating Y2(1) to R1.
Hence, at time t = 2, transmit signals are constructed as follows: T2 sends v12, R2 transmits Y2(1),
while T1 and R1 remain silent. Hence, at t = 2, R1 knows Y1(1) and Y2(1). Since the Rayleigh
faded channel matrices are invertible almost surely, R1, using Y1(1) and Y2(1), an evaluate all DSs
sent by T1 and T2 at t = 1, namely,
{
u1i
}4
i=1
and v11. On the other hand, R2 can decode v
1
2 at
t = 2 (again via channel inversion), but not v11. As we would see, R1 communicates v
1
1 to R2 at
time t = 4 (i.e., over the second time slot of the next block).
With this motivation, consider Block b = 2; see also Figure 7.3. The operation over this
block is similar to that over Block 1, except that at time t = 4 (i.e., over the second time slot of
this block), R1 sends v11. More precisely, at t = 3, T1 and T2 respectively transmit
{
u2i
}
and v21
while R1 and R2 remain silent. At t = 4, R1, T2, and R2 respectively transmit v11, v
2
2, and Y2(3).
As before, at t = 4, R1 can decode
{
u2i
}
and v21, whereas R2 can decode v
2
2 and v
1
1. Hence, at the
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end of Block 2, all DSs sent to R2 over Block 1 are successfully decoded.
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Figure 7.3: A scheme achieving the DoF pair (85 ,
4
5) over the (4, 1, 3, 2)-MIMO IC with receiver
cooperation. This scheme in the limit of large number of blocks achieves the DoF Pair (2, 1), and
hence, is asymptotically DoF-region optimal.
Now, operation over Block b, 2 ≤ b ≤ B, is analogous to that over Block 2; we include details
for the sake of completeness. At time 2b− 1, T1 and T2 transmit DSs
{
ubi
}4
i=1
and vb1 respectively.
By the previous discussion, R1 at the end of Block b − 1 can decode vb−11 . Hence, at time t = 2b,
R1, T2, and R2 can transmit vb−11 , v
b
2, and Y2(2b− 1), respectively. As one would expect, R1 can
decode DSs
{
ubi
}4
i=1
and vb1, while R2 can decode v
b
2 and v
b−1
1 . Hence, at the end of this block, R1
can decode all desired DSs sent till then, whereas R2 can decode all DSs sent over the first b − 1
blocks and also vb2, which is sent over the second time slot of this block. Moreover, R1 knows DS
vb1 at the end of this block.
Consider now the operation at t = 2B + 1; see also Figure 7.3. At t = 2B, R1 and R2 can
decode all intended DSs sent to them over the first B blocks, except for the decoding of vB1 at R2.
The goal of operation over this time slot is ensure that vB1 is decodable at R2, and this can be
accomplished because R1 knows this symbol at t = 2B. Thus, at time t = 2B + 1, all terminals
remain silent, except that R1 transmits vB1 , which then becomes decodable at R2. Therefore, at
t = 2B + 1, decoding is successful at both receivers and the scheme concludes.
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We state the following remark on how interference alignment is achieved.
Remark 7.3 (On interference alignment). Interference alignment is achieved by first conveying
R1 the received signal of R2, thereby allowing R1 to decode all past data symbols sent by both
transmitters. Later, R1 can transmit information that would enure successful decoding at R2.
7.6.2 General Proof
It is sufficient to prove that the DoF pair (N1 −M2,M2) is achievable. The achievability
scheme is similar to one described in the last section.
By coding over T = 2B + 1 time slots, we achieve the DoF pair
(
2(N1−M2)B
2B+1 ,
2M2B
2B+1
)
. Each
block consists of two time slots, except for the last one. We describe the operation over Block b,
1 ≤ b ≤ B. At time t = 2b − 1, T1 and T2 send M1 and M2 DSs intended for their receivers,
while the receivers remain silent. At time t = 2b, T2 transmits M2 DSs, R2 sends the signal it
has received at time t = 2b − 1, while R1 transmits DSs sent by T2 at time t = 2(b − 1) − 1 (i.e.,
over the first time slot of the previous block). Note that over the second time slot of Block 1, R1
remains silent. Moreover, in light of the discussion of the previous section, it is not difficult to see
that at the end of Block b, 1 ≤ b ≤ B, R1 can decode all DSs sent over that block. Hence, at time
t = 2b, where 2 ≤ b ≤ B, it can transmit DSs sent by T2 at t = 2(b− 1)− 1. Moreover, due to such
operation, R2 at time t = 2b, where 2 ≤ b ≤ B, can decode all DSs sent over Block b− 1. Finally,
DSs sent to R2 at time t = 2B − 1 can be made decodable at R2 by letting R1 transmit them at
t = 2B + 1.
7.7 Summary
We studied the MIMO broadcast and interference channels with receiver cooperation. By
developing retro-cooperative interference alignment schemes, it is shown that receiver cooperation
leads to a DoF improvement, even if the transmitters have no CSI. The DoF regions are charac-
terized for certain important classes, and it is proved for these classes that in presence of receiver
cooperation, any form of strictly delayed feedback is useless.
Chapter 8
Conclusion
We study interference networks, either cooperative or non-cooperative, with various types of
feedback.
On the front of non-cooperative, single-hop networks, we first determine the DoF regions
of the two-user MIMO broadcast and interference channels with delayed CSIT. Towards this end,
novel outer-bounds are derived by developing a notion of statistical equivalence of channel outputs,
and these outer-bounds are then shown to be achievable via retrospective interference alignment
schemes. Further, it is shown than output feedback helps in expanding the DoF region of the
MIMO IC with delayed CSIT. This improvement is realized by exploiting transmitter cooperation
introduced by output feedback when present in addition to delayed CSIT. The coding scheme
developed for the Shannon-feedback model is then shown to be DoF-region optimal by proposing a
tight outer-bound. Next, it is shown that the entire Shannon-feedback DoF region can be attained
with designable feedback.
Subsequently, we pursue the problem of determining utility of feedback for the cooperative
networks. For these networks, retro-cooperative interference alignment schemes are proposed. For
the 2× 2× 2 network, feedback either to the transmitters or to the relays is shown to be sufficient,
from the DoF perspective. Thus, even with strictly delayed feedback, relays help in increasing the
achievable DoF. Finally, we investigate the model of receiver cooperation. It is shown that the
DoF region with feedback can be attained with receiver cooperation but without feedback. The
receiver-cooperation model therefore provides an alternate architecture for enhancing DoF, when
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feedback is not feasible.
Thus, the thesis makes a significant contribution in understanding the limits of communicat-
ing over interference networks, either cooperative or non-cooperative, with strictly delayed feedback
Appendix A
Proofs of Theorems in Chapter 2
In this appendix, we prove the theorems in Chapter 2.
A.1 Proof of Theorem 2.2
The region stated in Theorem 2.2 is shown to be achievable for the two-user MIMO BC with
delayed CSIT. From Figure 2.1, it can be seen that it is sufficient to prove that Q, the point of
intersection of the lines L1 and L2, is achievable because the entire region can then be achieved by
time-sharing. The remainder of this section deals with the achievability of the point Q.
The analysis is divided into three cases:
(1) Case A: M ≤ N1,
(2) Case B: N1 < M < N1 +N2 ⇒ N2 ≤ N1 < M < N1 +N2,
(3) Case C: N1 +N2 ≤M ⇒ N2 ≤ N1 < N1 +N2 ≤M .
A.1.1 Case A: M ≤ N1
In this case, since min(M,N2) < M , L2 can be easily shown to redundant and then the region
defined in Theorem 2.2 is seen to coincide with the DoF region without CSIT [26]. Hence, it is
trivially achieved with delayed CSIT.
For the remaining two cases, the DoF region with delayed CSIT is strictly bigger than the one
without CSIT. Hence, a transmission scheme to achieve point Q is needed. This scheme happens
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to be almost identical in the two remaining cases of interest. Therefore, it is described for Case B
with an example, and for Case C it is derived in general.
A.1.2 Case B: N1 < M < N1 +N2 ⇒ N2 ≤ N1 < M < N1 +N2
In this case, the point Q is given by
Q ≡
(
M ·N1 · (M −N2)
N1(M −N2) +M(M −N1)
,
M ·N2 · (M −N1)
N1(M −N2) +M(M −N1)
)
.
Consider an example wherein M = 4, N1 = 3, and N2 = 2. Consider the achievability of
DoF pair Q ≡
(
24
10 ,
8
10
)
. It will be shown that over N1(M − N2) +M(M − N1) = 10 time slots,
M · N1 · (M − N2) = 24 and M · N2 · (M − N1) = 8 DoF for the two users can be achieved,
respectively. Let us divide the duration of 10 time slots into three phases.
Phase One consists of N1(M −N2) = 6 times slots. At each time instant of this phase, the
transmitter sends 4 symbols intended for the first user. Let these data symbols be {u1i(j)}, where
i ∈ [1 : 4] and j ∈ [1 : 6] 1 ; and u1i(j) ∼ CN
(
0, P
N1+N2
)
∀ i, j and are i.i.d.
Consider the signal received at the first user ∀ t ∈ [1 : 6] :
Y1(t) = H1(t)
[
u∗11(t) u
∗
12(t) u
∗
13(t) u
∗
14(t)
]∗
+ Z1(t).
Thus, for a given t ∈ [1 : 6], the first user receives 3 (noisy) linear combinations of four data symbols
{u1i(t)}
4
i=1. Since the channel is taken to be i.i.d. Rayleigh faded, these combinations are linearly
independent with probability 1. This also implies that, for every t ∈ [1 : 6], this user needs one
more linear combination of {u1i(t)}
4
i=1 so that it can decode the desired symbols.
Even though the second user sees only the interference in this phase, its received signal
is still useful as explained below. For a given t ∈ [1 : 6], the second user observes two linear
combinations of {u1i(t)}
4
i=1, and any one of them is almost surely linearly independent of the three
linear combinations seen by the first user. In particular, ∀ t ∈ [1 : 6], the signal received at the first
1 We adopt the notation that if n1 and n2 are non-negative integers with n1 ≤ n2, then [n1 : n2] denotes the set
of integers between n1 and n2 (including both).
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antenna of the second user is given by
Y21(t) = I21(t) + Z21(t), with I21(t) = H21(t)
[
u∗11(t) u
∗
12(t) u
∗
13(t) u
∗
14(t)
]∗
.
Now note that I21(t) is the linear combination of {u1i(t)}
4
i=1 causes interference to the second user
but it is useful for the first user. Note that I21(t) is known to the transmitter at the beginning of
the (t + 1)th time slot due to delayed CSIT. As we will soon see, the transmitter signals over the
third phase in such a way that the first receiver learns I21(t) ∀ t ∈ [1 : 6].
Phase 2: This phase is analogous to Phase 1 and lasts for N2(M − N1) = 2 time slots.
In this phase, the transmitter sends 8 independent data symbols {u2i(j)}, where i ∈ [1 : 4] and
j ∈ [1 : 2], to the second user. Its received signal is given for ∀ t ∈ [7 : 8] by
Y2(t) = H2(t)
[
u∗21(t
′) u∗22(t
′) u∗23(t
′) u∗24(t
′)
]∗
+ Z2(t),
where t′ = t − 6. Thus, in order to be able to decode data symbols
{
u2i(t − 6)
}4
i=1
, t ∈ [7 : 8],
the second user needs two more linear combinations. Moreover, as argued earlier, the two linear
combinations are present at any two of the antennas of the first user. The signal received by it at
the first two of its antennas over this phase is given for t ∈ [7 : 8] by
Y11(t)
Y12(t)

 =

I11(t′)
I12(t
′)

+

Z11(t)
Z12(t)


with 
I11(t′)
I12(t
′)

 =

H11(t)
H12(t)

[u∗21(t′) · · · u∗24(t′)
]∗
.
Recall here that t′ = t− 6. In other words, {I11(t
′), I12(t
′)}2t′=1 are the linear combinations which
are useful for the second user.
Phase 3: The last phase consists of (M −N2)(M −N1) = 2 time slots. In this phase, the
linear combinations
{
I21(t)
}6
t=1
are conveyed to the first receiver, while
{
I11(t− 6), I12(t− 6)
}8
t=7
are conveyed to the second. Note that the transmitter knows these linear combinations perfectly
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at the beginning of Phase 3. Consider the transmit signal for t = 9, 10:
X(9) =
[
I∗21(1) I
∗
21(2) I
∗
11(2) + I
∗
21(3) I
∗
11(1)
]
and
X(10) =
[
I∗21(4) I
∗
21(5) I
∗
12(2) + I
∗
21(6) I
∗
12(1)
]
.
Consider time instant t = 9. The first user knows2 I11(1) and I11(2), and thus, can subtract
these from the signal it receives at t = 9. After removing these linear combinations, it is as if
only the first three transmit antennas sent non-zero signals. Hence, the first user can almost surely
invert the channel from the first three transmit antennas to its three receive antennas to recover
I21([1 : 3]). Similarly, the second user can recover I11([1, 2]) after subtracting I21([1 : 3]) from its
received signal. The operation at time t = 10 is similar.
Thus, at the end of t = 10, each user receives the required number of linear combinations
without any interference. Hence, the DoF tuple under consideration is achievable.
A.1.3 Case C: N1 +N2 ≤M ⇒ N2 ≤ N1 < N1 +N2 ≤M
Point Q in this case is given by
Q ≡
(
N21 · (N1 +N2)
N21 +N
2
2 +N1N2
,
N22 · (N1 +N2)
N21 +N
2
2 +N1N2
)
.
The achievability scheme in general consists of three phases as described in the previous
section. Moreover, it is sufficient to use only N1 +N2 transmit antennas. Hence, in the remainder
of this subsection, we assume without loss of generality that M = N1 +N2.
Phase 1 consists of N21 time slots. At each time instant, the transmitter sends one indepen-
dent data symbol intended for the first user per antenna. Thus, a total of N21 (N1+N2) symbols are
sent. Let the symbols be {u1i(j)}, where i ∈ [1 : N1+N2] and j ∈ [1 : N
2
1 ]. At time t ∈ [1 : N
2
1 ], the
first user gets N1 distinct linear combinations of
{
u1i(t)
}N1+N2
i=1
, and the N2 linear combinations
observed by the second user, which are denoted as
{
I2j(t)
}N2
j=1
, are useful for the first user.
2 The first user knows noisy versions of I11(1) and I11(2). But, the presence or absence of noise does not alter the
DoF result. It is in this sense that we say that the first user knows I11(1) and I11(2).
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Phase 2 lasts for the next N22 time slots. The transmitter sends independent data symbols
{u2i(j)}, where i ∈ [1 : N1 + N2] and j ∈ [1 : N
2
2 ], intended for the second user. At time
t ∈ [N11 + 1 : N
2
1 + N
2
2 ], the second user receives N2 linear combinations of
{
u2i(t − N
2
1 )
}N1+N2
i=1
and the N1 more linear combinations needed for the second user are observed by the first user as
interferences
{
I1i(t−N
2
1 )
}N1
i=1
for each t ∈ [N11 + 1 : N
2
1 +N
2
2 ].
Phase 3 takes the remaining N1N2 time slots. The first user has to learn N
2
1N2 linear
combinations {I2i(t)}, where i ∈ [1 : N2] and t ∈ [1 : N
2
1 ]; whereas the second receiver requires
N22N1 linear combinations
{
I1i(t−N
2
1 )
}
, where i ∈ [1 : N1] and t ∈ [N
1
1 +1 : N
2
1 +N
2
2 ]. Moreover,
these linear combinations are known to the transmitter at the beginning of Phase 3.
First, partition the set of N21N2 linear combinations
{
I2i(t)
}
i,t
into N1N2 disjoint subsets
each of cardinality N1. After partitioning, denote these linear combinations as
{
I
[2]
j (k)
}
, where
j ∈ [1 : N1] and k ∈ [1 : N1N2]. Similarly, partition the set
{
I1i(t − N
2
1 )
}
i,t
into N1N2 disjoint
subsets of cardinality N2 each; and after partitioning denote these by
{
I
[1]
j (k)
}
for j ∈ [1 : N2]
and k ∈ [1 : N1N2]. This procedure of partitioning the linear combinations is deterministic and is
known to all terminals.
Then at any time t ∈ [N21 +N
2
2 + 1 : N
2
1 +N
2
2 +N1N2], form the transmit signal as follows:
X(t) =


I
[2]
1 (t
′)
I
[2]
2 (t
′)
...
I
[2]
N1
(t′)
0N2


+


0N1
I
[1]
1 (t
′)
I
[1]
2 (t
′)
...
I
[1]
N2
(t′)


,
where t′ = t−N21 −N
2
2 and 0x denotes the column vector consisting of all zeros of length x. Since
the first user knows
{
I
[1]
j (t
′)
}
j
, it can subtract these to recover
{
I
[2]
j (t
′)
}
via channel inversion.
Similarly, the second user can recover
{
I
[1]
j (t
′)
}
j
.
At the end of the third phase, each user gets the required number of linear combinations
without interference and thus can recover its data symbols.
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A.2 Proof of Theorem 2.3
We focus on the case of N < M ≤ 2N .
Note that the converse argument follows from Theorem 2.1. Hence, we focus below on the
achievability part. Consider first the case where M ≤ N . Here, the region Dd−CSIK=3
(
M,N,N,N
)
with M ≤ N is achievable even without CSIT [26], and hance, also with delayed CSIT. Thus, it is
sufficient to deal with the case of N < M < 2N , which is the topic of the remainder of this section.
We prove that the region Dd−CSIK=3
(
M,N,N,N
)
is achievable when N < M ≤ 2N . Throughout the
rest of this section, the inequality N < M ≤ 2N holds.
Consider the following lemma, which allows us to express the region Dd−CSIK=3 (M,N,N,N) as
the union of the three regions, and thereby simplifies the proof of the theorem.
Lemma A.1. Suppose, for an i ∈ {1, 2, 3},
Di
4
=
{
(d1, d2, d3) ∈ D
d−CSI
K=3
(
M,N,N,N
)∣∣∣ N < M ≤ 2N, di ≤ MN
M +N
}
.
Then
Dd−CSIK=3
(
M,N,N,N
)
=
3⋃
i=1
Di,
if N < M ≤ 2N .
Proof. A 3-tuple (d1, d2, d3) with d1, d2, d3 >
MN
M+N can not belong to the regionD
d−CSI
K=3
(
N < M ≤
2N,N,N,N
)
because none of the three bounds on the weighted sums of d1, d2, and d3 present in
the definition of Dd−CSIK=3
(
N < M ≤ 2N,N,N,N
)
would get satisfied at such a 3-tuple. Hence, at
least one of d1, d2, and d3 must be less than or equal to
MN
M+N .
Thus, due to this lemma and symmetry, it is sufficient to prove that the region D3 is achiev-
able, which is the goal henceforth.
142
We introduce some notation.
S(x)
4
=
{
(d1, d2, d3) ∈ D
d−CSI
K=3
(
M,N,N,N
)∣∣∣ N < M ≤ 2N, and d3 = x},
Pij
{
(d1, d2, d3)
}
4
= (di, dj), i, j ∈ {1, 2, 3}, and
Pij
{
S
}
4
=
{
(di, dj)
∣∣∣ (d1, d2, d3) ∈ S}.
Here, S(x) is the plane corresponding to d3 = x, while Pij represents a projection operation.
From the definition of Dd−CSIK=3
(
N < M ≤ 2N,N,N,N
)
, we observe that the plane S(d3) is
defined in terms of the following three bounds:
L0(d3)
4
= d1 + d2 ≤ M −
M
N
d3
L1(d3)
4
= M
N
d1 + d2 ≤ M − d3
L2(d3)
4
= d1 +
M
N
d2 ≤ M − d3.
Suppose Pij(d3) denotes the point of intersection of lines corresponding to Li(d3) and Lj(d3);
whereas Pidk(d3) represents the point at which the line corresponding to Li(d3) and dk-axis intersect.
Our goal now is to show that for any d3 ∈
[
0, MN
M+N
]
, the plane S(d3) is achievable. We divide
the proof into five parts corresponding to
d3 =
MN
M +N
, d3 =
MN
M + 2N
, d3 = 0, d3 ∈
(
MN
M + 2N
,
MN
M +N
)
and d3 ∈
(
0,
MN
M + 2N
)
,
1) d3 =
MN
M+N : The shape of the plane S
(
MN
M+N
)
has been shown in Figure A.1, from which
bounds L1(d3) and L2(d3) are redundant at d3 =
MN
M+N . Thus, for d3 =
MN
M+N , it is sufficient to
prove the achievability of points
P01(d3) ≡ P1d1(d3) ≡ P0d1(d3) ≡
(
MN
M +N
, 0,
MN
M +N
)
,
P02(d3) ≡ P2d2(d3) ≡ P0d2(d3) ≡
(
0,
MN
M +N
,
MN
M +N
)
Consider now the point P1d1(d3). Note that
P13
(
P1d1(d3)
)
=
(
MN
M +N
,
MN
M +N
)
∈ Dd−CSIK=2
(
M,N,N
)
for d3 =
MN
M +N
.
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Figure A.1: Shape of the Plane S(d3) for d3 =
MN
M+N and d3 =
MN
M+2N
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Figure A.2: Shape of the Plane S(d3) for 0 ≤ d3 ≤
MN
M+2N
Hence, point P01(d3) is achievable by not transmitting to the 2
nd user at all and by using the scheme
of the last section for the first and the third user. Similarly, the point P2d2(d3) can be achieved.
Hence, the plane S
(
MN
M+N
)
is achievable.
2) d3 =
MN
M+2N : The shape of the plane S
(
MN
M+2N
)
is shown in Figure A.1, from which we
observe that the bound L0(d3) is redundant and it passes through point P12(d3). Here, we have
P1d1(d3) ≡
(
N
M
(M − d3), 0, d3
)
for d3 =
MN
M + 2N
P2d2(d3) ≡
(
0,
N
M
(M − d3), d3
)
,
P12(d3) ≡ P01(d3) ≡ P02(d3) ≡
(
MN
M + 2N
,
MN
M + 2N
,
MN
M + 2N
)
.
Again, note that the achievability of points P1d1(
MN
M+2N ) and P2d2(
MN
M+2N ) can be proved as done
before in the case of d3 =
MN
M+N . Moreover, the achievability of the point
P12
(
MN
M + 2N
)
has been proved in [42]. Hence, the plane is achievable.
3) d3 = 0 : The shape of S (0) has been shown in Figure A.2. Bound L0(0) is redundant and
P12
{
S(0)
}
= Dd−CSIK=2
(
M,N,N
)
.
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Figure A.3: Shape of the Plane S(d3) for
MN
M+2N < d3 <
MN
M+N
Hence, the plane S(0) is achievable by turning off the third user.
4) MN
M+N > d3 >
MN
M+2N : The general shape of the plane S(d3) is shown in Figure A.3. By
symmetry, it is sufficient to consider points P01(d3) and P1d1(d3). We can obtain
P01(d3) ≡
(
d3,M −
[
1 +
M
N
]
d3, d3
)
and
P1d1(d3) ≡
(
N
M
[M − d3] , 0, d3
)
after some simple calculations. Furthermore, the point P1d1(d3) can be achieved by not transmitting
to the second user and by using the scheme of the last section for the remaining two users. It can
be verified that the point P01(d3) can be achieved via time sharing of
P01
( MN
M +N
)
and P01
( MN
M + 2N
)
.
5) MN
M+2N > d3 > 0 : The general shape of the plane S(d3) is shown in Figure A.2. Again, it
is sufficient to focus just on the point P12(d3), and it can be achieved via time sharing of
P12
( MN
M + 2N
)
and P12
(
0
)
.
Hence, the plane S(d3) is achievable.
This completes the proof of the achievability of D3. The theorem is hence proved.
Appendix B
Proof of Theorem 3.2
In this appendix, we prove Theorem 3.2. It has been proved that Dd ⊆ Ddouter. It will be
shown here that Ddouter ⊆ D
d, i.e., the region Ddouter is achievable. In the remainder of the proof,
it is assumed, without loss of generality, that N1 ≥ N2 (thus Condition 2 can not hold).
We now divide the analysis into three main cases, which are further subdivided into seven
cases that are each analyzed individually in their respective sections, stated beside the definition
of the case. Note that the assumption of N1 ≥ N2 applies to every case.
• Case 0: N2 ≥M1 – See Appendix B.1.
• Case A: M1 > N2 and M2 ≥ N2:
∗ Case A.I: M2 ≥ N1 – See Appendix B.1.
1
∗ Case A.II: M2 < N1 – See Appendix B.3.1.
• Case B: M1 > N2 and N2 > M2:
∗ Case B.0: N1 = N2 – See Appendix B.3.2.
∗ Case B.I: N1 > N2 and N1 ≥M1 – See Appendix B.3.2.
∗ Case B.II: M1 > N1 > N2 and Condition 1 does not hold – See Appendix B.4.
∗ Case B.III: M1 > N1 > N2 and Condition 1 holds – See Appendix B.5.
1 Thus, under Case A.I, the inequality M2 ≥ N1 holds in addition to the inequality N1 ≥ N2 and the inequalities
of Case A.
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For some values of the 4-tuple (M1,M2, N1, N2), we have D
no = Ddouter (e.g., see Table 3.1),
which implies the achievability of the outer-bound (even without CSIT), and hence the theorem.
However, whenDno 6= Ddouter, two new DoF-region-optimal retrospective interference alignment (R-
IA) based achievability schemes are proposed in this work. In Appendix B.1 the first R-IA scheme is
developed for Case A.I, and in Appendix B.2 the second generic R-IA scheme is described that can
be used for all remaining cases with an appropriate choice for parameters. The reader is referred
to Sections B.1 - B.5 for detailed proofs.
B.1 Proof of Theorem 3.2: Cases 0 and A.I
Let us first consider Case 0, wherein the inequality N1 ≥ N2 ≥ M1 is true (recall N1 ≥ N2
throughout). Then by [26, Remark 20], we have Dno = Di, which yields Dno = Dd = Di = Ddouter.
This also implies that L3 is active (see Definition 3.3).
The remainder of this section will now deal with Case A.I, for which the defining inequalities
can be stated as
M2 ≥ N1 ≥ N2 and M1 > N2,
where we account for N1 ≥ N2, the inequalities M1 > N2 and M2 ≥ N2 that hold with Case A,
and the one that defines Case A.I.
Consider the region Ddouter,1 obtained from the region D
d
outer by simply ignoring the bound
L3. Clearly, D
d ⊆ Ddouter ⊆ D
d
outer,1. Hence, to prove this lemma, it is sufficient to establish the
achievability of Ddouter,1, which is the goal of this proof.
Under Case A.I, bounds L1 and L2 are given by
L1 ≡
d1
min(N1 +N2,M1)
+
d2
N2
≤ 1 and L2 ≡
d1
N1
+
d2
min(N1 +N2,M2)
≤ 1, respectively.
We can now have three different scenarios, depending upon whether only one of L1 and L2 is active
or both are active (see Definition 3.3):
• Case A.I.1: M1 ≤ N1 ⇒M2 ≥ N1 ≥M1 > N2:
Since min(M1, N1 +N2) = M1 ≤ N1 and N2 ≤ min(M2, N1 +N2), L1 implies L2 or L1 is
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active. Moreover, it can be verified that Ddouter,1 = D
no (see Remark 3.3), which implies
the achievability of Ddouter,1 (even without CSIT) and hence that D
no = Dd. Hence, the
lemma holds in this case.
• Case A.I.2: {M1 > N1 and N2 =M2} ⇒M1 > N1 =M2 = N2:
Since N2 = M2 and M2 ≥ N1 ≥ N2, we have the inequality M1 > N1 = M2 = N2.
Since min(M1, N1 + N2) > N1 and N2 = M2, L2 is active. It can be verified that in this
case, the region Ddouter,1 with L2 active coincides with D
no as well as Di. Hence, we get
Dno = Dd = Di (see also [26, Remark 20]).
• Case A.I.3: {M1 > N1 and N2 < M2}:
In this case, we have
M1 > N1, N2; and M2 ≥ N1 ≥ N2 with either M2 6= N1 or N1 6= N2.
Here, both the bounds L{1,2} are (strictly) active because min(N1 + N2,M1) > N1 but
N2 < min(M2, N1 + N2), and hence no bound can imply the other. The typical shape of
Ddouter,1 is as shown in Figure 3.2(d), from which we deduce that if the point P1,2 (i.e., the
point of intersection of L1 and L2) is achievable, the entire outer-bound D
d
outer,1 can be
achieved via time sharing. Thus, to prove the lemma, it is sufficient to show the achievability
of point P1,2, which is done next.
An achievability scheme for point P1,2 under Case A.I.3:
The point P1,2 is given by
P1,2 ≡
(
N1 ·M
′
1 · (M
′
2 −N2)
N1(M ′2 −N2) +M
′
2(M
′
1 −N1)
,
N2 ·M
′
2 · (M
′
1 −N1)
N1(M ′2 −N2) +M
′
2(M
′
1 −N1)
)
,
where2 M ′i = min(Mi, N1+N2) for i = 1, 2. It will be shown that over N1(M
′
2−N2)+M
′
2(M
′
1−N1)
time slots, we can achieve
N1 ·M
′
1 · (M
′
2 −N2) and N2 ·M
′
2 · (M
′
1 −N1)
2 In this chapter, some variables like M ′1, M
′
2, t1, t
′, etc. have been reused in various sections with different
definitions. In each section, follows only the respective definition.
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DoF for the two users, respectively. The achievability scheme, which is our first retrospective
interference alignment (RIA) scheme, consists of three phases and its general structure is described
below, following which we provide a detailed description.
(i) Over each time slot of Phase One, T1 transmits data symbols intended for R1, while T2
remains silent. R1 can not decode the desired symbols; and as will be shown later, if a part
of the signal received by R2 over Phase One is delivered to R1, R1 can perform successful
decoding.
(ii) Phase Two is analogous to Phase One, except that here, T2 sends data symbols for R2, while
T1 remains silent. Again, it is necessary to communicate a part of the received signal of R1
to R2.
(iii) Using delayed CSIT, the signal received by R2 (R1, resp.) over Phase One (Two, resp.) is
known to T1 (T2, resp.) at the beginning of Phase Three. Hence, swapping of received signals
can be accomplished over Phase Three.
The details of the above RIA scheme are explained below.
Phase One: This comprises of the initial t1 = N1(M
′
2−N2) time slots over which T2 remains
silent. On the other hand, T1 transmits M ′1 i.i.d. complex Gaussian data symbols (DSs) intended
for R1 in each time slot and thus, a total of N1M
′
1(M
′
2 − N2) data symbols are sent to R1. We
denote these symbols by {u1i(j)}, where i ∈ [1 :M
′
1], j ∈ [1 : t1], and u1i(j) are i.i.d. (across i and
j) according to CN
(
0, P
(N1+N2)2
)
distribution. At each time, M ′1 symbols are transmitted by T1
on a symbol-per-antenna basis using its first M ′1 antennas, i.e., the transmit signal of T1 at time
t ∈ [1 : t1] is constructed as
X1i(t) = u1i(t) ∀ i ∈ [1 :M
′
1] and X1i(t) = 0 ∀ i > M
′
1. (B.1)
The signal received by R1 is given by
Y1(t) = H˜
[M ′1]
11 (t)
[
u∗11(t) u
∗
12(t) · · · u
∗
1M ′1
(t)
]∗
+W1(t), ∀ t ∈ [1 : t1],
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where H˜
[x]
ij (t) denotes the matrix obtained obtained fromHij(t) by retaining only the first x columns
of it. Thus, for a given t ∈ [1 : t1], R1 observes N1 linear combinations (LCs) of input data symbols
and these LCs are almost surely linearly independent because M ′1 > N1 and the Rayleigh-faded
channel matrices are almost surely full rank. Since the receiver needs to have one interference-free
LC per desired data symbol (provided all LCs are linearly independent) for successful decoding, R1
needs to receive M ′1 −N1 extra LCs of {u1i(t)}i. As we will soon see, these LCs are present at R2.
With this motivation, we see that the signal received by R2 at its first M ′1 −N1 antennas at
times t ∈ [1 : t1], is given by
Y2[1:M ′1−N1](t) = I2[1:M ′1−N1](t) +W2[1:M ′1−N1](t) with
I2j(t) = H˜
[M ′1]
2j1 (t),
[
u∗11(t) u
∗
12(t) · · · u
∗
1M ′1
(t)
]∗
∀ j ∈ [1 :M ′1 −N1],
where H˜
[M ′1]
2j1 (t) is a row vector obtained from another row vector H2j1(t) by retaining only its first
M ′1 entries (see also Figure 3.3 for notation). Here, {I2j(t)} is a LC of {u1i(t)}i whose coefficients
are decided by the row vector H˜
[M ′1]
2j1 (t). If suppose R1 knows the LCs I2[1:M ′1−N1](t) as well as the
channel matrix H
[M ′1]
2[1:M ′1−N1]
(t), then via channel inversion it can almost surely compute

 H [M
′
1]
11 (t)
H
[M ′1]
2[1:M ′1−N1]
(t)


−1  Y1(t)
I2[1:M ′1−N1](t)

 = X1[1:M ′1](t) + (noise terms) (B.2)
to recover the input symbols {u1i(t)}
M ′1
i=1 (where the noise terms have been ignored since they can not
affect the DoF result). Hence, it is sufficient for it to learn the values of the LCs
{
{I2j(t)}
M ′1−N1
j=1
}t1
t=1
since it knows all channel matrices perfectly. Moreover, these LCs are known to T1 at the end of
this phase due to delayed CSIT, which makes it feasible to convey these to R1.
Phase Two: Over this phase of duration t2 = N2(M
′
1 − N1) time slots, T1 remains silent,
while T2 transmits M ′2 i.i.d. complex Gaussian symbols per time slot to R2. Let these symbols
be {u2i(j)}, where i ∈ [1 : M
′
2], j ∈ [1 : t2], and u2i(j) are i.i.d. (across i and j) according to
CN
(
0, P
(N1+N2)2
)
distribution. Then, if t′ = t− t1, the signal received by R2 is given by
Y2(t) = H˜
[M ′2]
22 (t)
[
u∗21(t
′) u∗22(t
′) · · · u∗2M ′2
(t′)
]∗
+W2(t) ∀ t ∈ [t1 + 1 : t1 + t2].
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Thus, to decode symbols {u2i(t)}
M ′2
i=1, R2 needs another (M
′
2 −N2) ≤ N1 of their LCs
3 . As argued
before, these LCs are present at the first M ′2 − N2 antennas of R1, where the signal received at
time t ∈ [t1 + 1 : t1 + t2] is given by
Y1[1:M ′2−N2](t) = I1[1:M ′2−N2](t
′) +W2[1:M ′2−N2](t), where t
′ = t− t1 and
I1j(t
′) = H
[M ′2]
1j2 (t)
[
u∗21(t
′) u∗22(t
′) · · · u∗2M ′2
(t′)
]∗
∀j ∈ [1 :M ′2 −N2].
As in the case of R1, R2 can decode its desired data symbols, if the values of LCs {Iij(t
′)} for
j ∈ [1 :M ′2 −N2] and t
′ ∈ [1 : t2] can be conveyed to it.
Phase Three: This is the last phase and takes the remaining
N1(M
′
2 −N2) +M
′
2(M
′
1 −N1)− t1 − t2 = (M
′
2 −N2)(M
′
1 −N1) = t3
time slots. Over this phase, both T1 and T2 signal simultaneously such that the values of N1t3
LCs,
{
{I2j(t)}
M ′1−N1
j=1
}t1
t=1
, are communicated to R1, while the N2t3 LCs,
{
{I1i(t
′)}
M ′2−N1
i=1
}t2
t′=1
, are
delivered to R2. Once this is accomplished, each receiver gets one LC per desired data symbol (and
all these LCs are linearly independent) and hence can recover the input symbols.
First, let us partition the total of N1t3 LCs, {I2j(t)}j,t, into t3 disjoint subsets of cardinality
N1 each
4 . After partitioning, relabel these LCs as
{
I
[2]
j (k)
}
, where j ∈ [1 : N1] and k ∈ [1 :
t3]. Similarly, partition N2t3 LCs, {I1i(t
′)}i,t′ , into t3 subsets of cardinality N2 each, and after
partitioning, relabel them as
{
I
[1]
i (k)
}
, where i ∈ [1 : N2] and k ∈ [1 : t3]. This procedure of
partitioning the set of LCs is deterministic and is known to all terminals. Note here that I
[2]
j (k)
(I
[1]
i (k), respectively) denotes an LC that is observed over Phase One (Phase Two, respectively) by
R2 (R1, respectively) and it is known to T1 (T2, respectively) at the start of Phase Three and is
to be delivered to R1 (R2, respectively).
At any time t ∈ [t1+t2+1 : t1+t2+t3] and t¯ = t−t1−t2, T1 and T2 simultaneously transmit
the LCs belonging to the set {I
[2]
k (t¯)}
N1
k=1 and {I
[1]
k (t¯)}
N2
k=1, respectively, on a symbol-per-antenna
3 Throughout, whenever we say that a certain receiver needs few more LCs for decoding the desired data symbols,
we always mean that these new LCs are linearly independent of each other and also of the LCs this receiver has
already observed.
4 Treat here the LC I2j(t) as a random variable and {I2j(t)}j,t as a set of N1t3 random variables. This step
partitions the set {I2j(t)}j,t of random variables into t3 disjoint subsets.
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basis (as in equation (B.1)). That is, at time t, the ith transmitter sends I
[j]
k (t¯), j 6= i, from the k
th
antenna, while its last Mi −Ni antennas are idle.
Consider now the decoding procedure at R1. Its signal received is given by
Y1(t) = H
[N1]
11 (t)I
[2](t¯) +H
[N2]
12 (t)I
[1](t¯) +W1(t), ∀ t ∈ [t1 + t2 + 1 : t1 + t2 + t3].
Since R1 knows LCs
{
I
[1]
i (k)
}
∀ i, k as well as the channel matrices H12(t), it can subtract from
its received signal the contribution due to these known LCs, i.e., it can compute5
Y ′1(t) = Y1(t)−H
[N2]
12 (t)I
[1](t¯) = H
[N1]
11 (t)I
[2](t¯) +W1(t), ∀ t ∈ t1 + t2 + [1 : t3], (B.3)
by subtracting the contribution due to
{
I
[1]
i (t¯)
}N2
i=1
. Subsequently, by inverting the channel matrix
H
[N1]
11 (t) (which can be done with probability 1), it can determine the values of LCs
{
I
[2]
j (t¯)
}N1
j=1
.
Hence, as per the arguments developed earlier, R1 can decode all input symbols. The operation of
R2 is similar. This concludes the description of the RIA scheme for case A.I.3.
B.2 A Generic Coding Scheme for Cases A.II and B
In this section, we develop a generic RIA scheme, which is then used to prove Theorem 3.2
for Cases A.II, B.I, B.II, and B.III. This scheme is applicable whenever M1 ≥ N1 > M2, M1 > N2,
and N1 ≥ N2. Also, this scheme can be viewed as a generalization of the example presented in
Section 3.4.
This scheme, denoted henceforth as GRIA, is designed to achieve a DoF pair (d?1, d
?
2) over
T uses of the given delayed-CSIT (M1,M2, N1, N2) MIMO IC, where d
?
1, d
?
2, and T are positive
integers. This scheme is described in terms of some parameters stated in the next paragraph and
in Lemma B.1 which is stated later in this section. Whenever GRIA is to be used for achieving a
DoF pair (d1, d2) over the (M1,M2, N1, N2) MIMO IC, a specific choice for the parameters should
be made such that d1 =
d?1
T
, d2 =
d?2
T
, and Lemma B.1 holds, which then guarantees the achievability
of the desired DoF pair. Next, we describe the parameters of this scheme.
5 R1 knows noisy versions of LCs
{
I
[1]
i (k)
}
. However, the presence or absence of noise does not alter a DoF result.
It is in this sense that we say that R1 knows these LCs. The presence of additive noise is ignored in the rest of the
chapter.
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Let N and N0 be the sets of positive and non-negative integers, respectively. Consider the
achievability scheme
GRIA
{
(M1,M2, N1, N2), (d
?
1, d
?
2), (T, t1, t2), {mt}
t1
t=1, {nt}
t1
t=1
}
, where
d?1, d
?
2, T, t1, t2 ∈ N; mt, nt ∈ N0 ∀ t ∈ [1 : t1]; t1 < T, t2 = T − t1 > 0;
N1 ≤ mt ≤M1, nt ≤ min(M2, N2), N1 < mt + nt ≤ N1 +N2 ∀ t ∈ [1 : t1]; and
t1∑
t=1
mt = d
?
1 and n
′ = d∗2 −
t1∑
t=1
nt ≥ 0. (B.4)
The following list describes the general structure of this scheme.
(i) By coding over T time slots, we will achieve d?1 and d
?
2 DoF for the two users. The scheme
consists of two phases, Phases One and Two, which are of duration t1 and t2 time slots,
respectively, with t1 + t2 = T .
(ii) At time t of Phase One, T1 and T2 transmit mt and nt data symbols (DSs) intended for their
receivers. Hence, T1 transmits the required d?1 DSs over this phase, while T2 must transmit
n′ DSs over Phase Two (see equations in (B.4)).
(iii) The interfering symbols seen by R2 over this phase, which are linear combinations of DSs
intended for R1, are grouped into two sets, namely, S1&2 and S1, where the symbols of the
latter set are known to R2. These sets are constructed such that DSs sent over Phase One
become decodable at the intended receivers, provided the interfering symbols from both sets
are delivered to R1 and those from the first set are communicated to R2.
(iv) These interfering symbols are computable at T1 using delayed CSIT.
(v) Over Phase Two, the objectives stated in point (iii) are accomplished, in addition to sending
n′ DSs from T2 to R2. At the end of this phase, decoding is successful at both receivers.
(vi) In this scheme, which is proposed for an asymmetric setting ofM1, N1 > M2, T2 does not play
an active role in attaining interference alignment (it only transmits DSs to R2). This is the
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main contrasting feature of GRIA when compared to the scheme developed in the previous
section for Case A.I.3.
The details of GRIA are described next.
Phase One: This phase constitutes the initial t1 time slots. At time t ∈ [1 : t1], T1 transmits
mt i.i.d. complex Gaussian data symbols, {u1j(t)}
mt
j=1, intended for R1, whereas T2 transmits nt
i.i.d. complex Gaussian data symbols, {u2j(t)}
nt
j=1, intended for R2. Note that this is feasible
since by definition mt ≤ M1 and nt ≤ M2. These symbols are sent by the transmitters on a
symbol-per-antenna basis (cf. equation (B.1)).
Consider now the situation at the receivers. Note that at time t during this phase, only the
first nt antennas of T2 send a non-zero signal. Since N1 > M2, a unitary matrix U12(t) can be
computed, as a function of H12(t), such that the bottom (N1 − nt) rows of U12(t)H12(t) consist
only of zeros. In other words, DSs {u2i(t)}
nt
i=1 transmitted by T2 affect only the first nt entries of
Y ′1(t) = U12(t)Y1(t). Similarly, as N2 ≥ nt, a unitary matrix U22(t) can be determined, as a function
of H22(t), such that DSs {u2i(t)}
nt
i=1 affect only the the first nt entries of Y
′
2(t) = U22(t)Y2(t).
Henceforth, the scheme is developed by treating Y ′1(t) and Y
′
2(t) as the received signals of R1 and
R2 over Phase One.
Consider now the scenario at R1. Its received signal at time t can be written as
Y ′1(t) = U12(t)Y1(t) = U12(t)H11(t)X1(t) + U12(t)H12(t)X2(t) + U12(t)W1(t).
By construction, at time t, R1 experiences interference in the first nt entries of Y
′
1(t), which it
discards. Thus, R1 at time t observes N1 − nt interference-free LCs Y
′
1[nt+1:N1]
(t) of the desired
DSs, and since mt + nt > N1, all these LCs are linearly independent. Therefore, to decode the
desired DSs {u1j(t)}
mt
j=1, R1 needs mt − (N1 − nt) additional LCs of these DSs, which (as we will
see below) are present at R2 because mt − (N1 − nt) ≤ N2 ∀ t ∈ [1 : t1].
The signal received at R2 at time t during this phase is given by
Y ′2(t) = U22(t)Y2(t) = I2(t) + U22(t)X2(t) + U22(t)W2(t), where I2(t) = U22(t)H21(t)X1(t).
155
Now, R2 receives the desired DSs {u2i(t)}
nt
i=1 along the first nt entries of Y
′
2(t), which experience
interference due to I2[1:nt](t). Thus, R2 can decode its desired data symbols provided it knows the
values of I2[1:nt](t). It must be noted that R2 knows the values of {I2[nt+1:nt+(mt−N1)](t)}.
Consider now the mt LCs Y
′
1[nt+1:N1]
(t) and I2[1:nt+mt−N1](t), all of which are LCs of DSs
{u1j(t)}
mt
j=1 to be decoded by R1. By the full-rank property of Rayleigh faded matrices, all these
mt LCs are linearly independent with probability 1. Hence, if is sufficient for R1 to learn LCs
I2[1:nt+mt−N1](t).
In order to design the next phase, we introduce some terminology. If {u2j}
n′
j=1 are i.i.d.
complex Gaussian DSs to be sent by T2 over Phase Two, then define the following sets.
S1&2 =
{
I2[1:nt](t)
}t1
t=1
, S1 =
{
I2[nt+1:nt+(mt−N1)](t)
}t1
t=1
, SIS = S1&2
⋃
S1
SDS =
{
u2j
}n′
j=1
and S = SIS
⋃
SDS.
Elements of set SIS are referred in the sequel as interfering symbols. We must accomplish the
following over the next phase: (a) communicate interfering symbols in set S1&2 to both the receivers,
(b) additionally, deliver interfering symbols in S1 to R1, and (c) have T2 send DSs from SDS to
R2. Note that the elements of the sets SIS and SDS are known to T1 and T2, respectively, at the
beginning of the next phase.
To prove the next lemma, the following facts are useful: If |S| denotes the cardinality of set
S, then
|SDS| = n
′ = d?2 −
t1∑
t=1
nt, |S1&2| =
t1∑
t=1
nt, |S1| =
t1∑
t=1
mt −N1t1 = d
?
1 −N1t1. (B.5)
Consider the following lemma about partitioning of the set S. The sufficient conditions of
this lemma must be proved each time GRIA is used with a particular choice for the parameters is
made (as is done in subsequent sections for sub-cases of A.II and B).
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Lemma B.1. If the following three inequalities
M2t2 ≥ |SDS|, (B.6a)
N2t2 − |SDS| ≥ |S1&2|, and (B.6b)
N1t2 − |SDS| − |S1&2| ≥ |S1| (B.6c)
hold, then there exists a fixed, deterministic partition P of set S into t2 disjoint subsets S(j),
j ∈ [1 : t2], of cardinality at most N1 such that each resulting subset S(j) satisfies the two
properties that it does not contain more than 1) M2 elements of set SDS and 2) N2 elements of set
S1&2 ∪ SDS.
Proof. Since a subset S(j), j ∈ [1 : t2], can contain at most M2 elements of set SDS, we can
accommodate a maximum of M2t2 DSs in these subsets. Hence, if inequality (B.6a) holds, then
the DSs of SDS can be distributed into subsets S(j) such that each DS of SDS belongs to exactly
one subset and criterion 1) stated in the statement of the lemma holds. Having made this step, we
can accommodate a maximum of N2t2 − |SDS| elements of set S1&2 into subsets S(j), j ∈ [1 : t2],
because of criterion 2). Thus, if inequality (B.6b) holds, then the interfering symbols of S1&2 can
be distributed into subsets S(j) so that every element of S1&2 belongs to exactly one subset and
criterion (B.6b) is satisfied. After this step, we can accommodate at most N1t2 − |SDS| − |S1&2|
elements of set S1 into subsets S(j), j ∈ [1 : t2], because the cardinality of each of these subsets is
bounded by N1. Therefore, if the inequality in (B.6c) holds, then the interfering symbols of S1 can
be partitioned into subsets S(j) such that every element of S1 belongs to exactly one subset and no
subset contains more than N1 elements. This construction allows us to build subsets as described
in the lemma.
Assuming that Lemma B.1 holds, we design the next phase of the scheme.
Phase Two: This is the last phase and takes the remaining t2 time slots. At time t ∈ [t1+1 :
t1 + t2] with t
′ = t − t1, a subset S(t
′) obtained from the above lemma is chosen. T1 transmits
all the interfering symbols belonging to this set (i.e., the elements of set S(t′) ∩ SIS), whereas T2
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transmits all data symbols in this set (i.e., the elements of set S(t′) ∩ SDS). This is feasible for the
two transmitters because S(t′) can not contain more than M1 interfering symbols and more than
M2 DSs (recall N1 ≤ M1). This transmission is done on a symbol-per-antenna basis (cf. equation
(B.1)).
For a t ∈ [t1 + 1 : t1 + t2], T1 and T2 together must transmit at most N1 symbols; hence,
no more than N1 transmit antennas are used at any given time during this phase. This implies
that R1 can recover the required interfering symbols via simple channel inversion (cf. (B.2)). After
recovering the interfering symbols, R1 has one interference-free LC per data symbol and can hence
decode the message.
As for R2, the second property of Lemma B.1 implies that at most N2 symbols that are
unknown to R2 are transmitted at any given time during this phase. Hence, R2 can subtract the
contribution due to the known interfering symbols (cf. (B.3)) and then recover the desired data
symbols as well as the unknown interfering symbols. Thus, it can also decode all the desired data
symbols sent to it over the two phases.
In other words, at the end of T time slots, the ith receiver can decode d?i data symbols which
are intended for it (note, n′ +
∑t1
t=1 nt = d
?
2), provided Lemma B.1 holds.
Example B.1. Note that the example of RIA presented in Section 3.4 is a specific instance of
GRIA scheme with the following choice of parameters: (M1,M2, N1, N2) = (4, 1, 3, 2); d
?
1 = 4, d
?
2 =
2; T = 2, t1 = t2 = 1; mt = 4; nt = 1, n
′ = 1.
Example B.2. Consider (M1,M2, N1, N2) = (6, 2, 4, 3) MIMO IC (which falls in case B.III.1 of
Table 3.1) over which we want to achieve a DoF pair
(
11
5 ,
9
5
)
. Towards this end, we use GRIA with
the following choice of parameters: d?1 = 11, d
?
2 = 9; T = 5, t1 = 2, t2 = 3; m1 = 6, m2 = 5, n1 =
1, n2 = 2, n
′ = 6. Now, by construction, at time t of Phase One, T2’s transmitted DSs affect the
first nt entries of Y
′
1(t) and Y
′
2(t). Hence, we set
S1&2 =
{
I21(1), I21(2), I22(2)
}
, S2 =
{
I22(1), I23(1), I23(2)
}
, and SDS =
{
u21, u22, · · · , u26
}
.
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Then the set S can be partitioned as S =
⋃3
j=1 S(j) with
S(1) =
{
I21(1), I22(1), u21, u22
}
,
S(2) =
{
I21(2), I23(1), u23, u24
}
, and
S(3) =
{
I22(2), I23(2), u25, u26
}
.
B.3 Proof of Theorem 3.2: Cases A.II, B.0, and B.I
The three cases are handled separately.
B.3.1 Case A.II
In this case N1 6= N2, because N1 = N2 ⇒ M2 < N2 = N1, which is inconsistent with the
definition of Case A. Thus, for Case A.II, the defining inequalities are
M1, N1 > N2 and N1 > M2 ≥ N2.
Note that L2 is implied by L3, because for this case
L2 ≡ d1 + d2 ≤ min(N1,M1 +M2) and L3 ≡ d1 + d2 ≤ min(N1,M1).
For easy reference, we restate bound L1:
L1 ≡
d1
min(M1, N1 +N2)
+
d2
N2
≤ 1.
Again, depending upon whether L1 is active and/or L3 is active, we have two sub-cases:
• Case A.II.1: N1 ≥M1 =⇒ N1 ≥M1 > N2 and N1 > M2 ≥ N2:
Here, L1 ≡
d1
M1
+ d2
N2
≤ 1 and L3 ≡ d1 + d2 ≤ M1. Since N2 < M1, L1 implies L3, and
thus L1 is active. It can be verified that in this case, the outer-bound D
d
outer with L1 active
coincides with Dno, which yields Dno = Dd, and hence the lemma.
• Case A.II.2: N1 < M1 =⇒M1 > N1 > M2 ≥ N2:
Here, both the bounds L{1,3} are strictly active. The typical shape of the outer-bound is as
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shown in Figure 3.2(f) from which we see that the achievability of point P1,3 (the point of
intersection of bounds L1 and L3) is sufficient to establish the achievability of outer-bound
Ddouter.
An achievability scheme for point P1,3 under Case A.II:
Here,
P1,3 ≡
(
M ′1(N1 −N2)
M ′1 −N2
,
N2(M
′
1 −N1)
M ′1 −N2
)
,
where M ′1 = min(M1, N1 +N2). We make use of GRIA of the previous section with the following
choice of parameters:
d?1 =M
′
1(N1 −N2) d
?
2 = N2(M
′
1 −N1)
T =M ′1 −N2 t1 = N1 −N2 t2 =M
′
1 −N1
N1 < mt =M
′
1 ∀ t ∈ [1 : t1] nt = 0 ∀ t ∈ [1 : t1] n
′ = d?2.
It is now sufficient to prove that Lemma B.1 holds with the above choice of parameters. Toward
this end, note that
|SDS| = N2(M
′
1 −N1), |S1&2| = 0, and |S1| = (M
′
1 −N1)(N1 −N2).
The three inequalities, namely, (B.6a), (B.6b), and (B.6c), stated in Lemma B.1, can now be proved
easily. The details are left to the reader.
B.3.2 Cases B.0 and B.I
Consider first Case B.0, where the inequality N1 = N2 > M2 holds. Hence, by Remark 20
of [26], Dno = Di and hence Dd = Di, which establishes the theorem for this case.
Consider now Case B.I, for which the defining inequality is
N1 ≥M1 > N2 > M2
and we have the following lemma. Here, the three outer-bounds are given as
L1 ≡
d1
M1
+
d2
N2
≤ 1, L2 ≡ d1 + d2 ≤ min(N1,M1 +M2), and L3 ≡ d1 + d2 ≤M1.
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It can be easily verified that L3 implies L2 and since N2 < M1, L1 implies L3. Hence, bound L1 is
active. The typical shape of the outer-bound is shown in Figure 3.2(g). It is clear that if the point
Po2,1 ≡
(
M1
N2
(N2 −M2), M2
)
,
which is the point of intersection of the single-user bound on d2 and the bound L1, is known to be
achievable, then the entire outer-bound can be achieved via time sharing.
A scheme to achieve point Po2,1 under Case B.I: Set N
′
1 = min(M1, N1). We will prove that
the point Po2,1, defined above, is achievable over the (M1,M2, N
′
1, N2) MIMO IC using delayed
CSIT, which implies that the point Po2,1 is achievable over the original MIMO IC as well (note
N ′1 ≤ N1). We use GRIA with the following choice of parameters:
d?1 =M1(N2 −M2), d
?
2 =M2N2,
T = N2, t1 = N2 −M2, t2 =M2,
N ′1 ≤ mt =M1 and nt =M2, ∀ t ∈ [1 : t1], and n
′ = (M2)
2.
Now, it remains to prove Lemma B.1, which can easily done by verifying that the inequalities
(B.6a), (B.6b), and (B.6c) hold.
B.4 Proof of Theorem 3.2: Case B.II
First note from Lemma C.3 that Condition 1 can be expressed in an equivalent form as given
by
M1 > M
′
1 > N1 > N2 > M2 > m
where M ′1 = min(M1, N1 + N2 −M2) and m = N2
M ′1−N1
M ′1−N2
. Thus, the defining inequality for this
case is
M1 > N1 > N2 > M2 and either M1 =M
′
1 or M2 ≤ m.
A simple evaluation shows that L3 implies L2 (see the proof presented for Case B.I). Since the
outer-bound Ddouter does change even if M1 increases beyond N1 + N2 and since all achievability
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schemes developed for this case make use of at most N1 +N2 antennas of T1, it may be assumed,
without loss of generality, that M1 = min(M1, N1 +N2). Then, the bounds L1 and L3, which are
active, are given by
L1 ≡
d1
M1
+
d2
N2
≤ 1 and L3 ≡ d1 + d2 ≤ N1.
The straight lines corresponding to L1 and L3 have unequal slopes, and hence they intersect. From
Figure B.1, one may observe that if the d2-coordinate of point P1,3 (the point of intersection of L1
and L3), is greater than or equal to M2, only bound L3 is active. Since the d2-coordinate of P1,3 is
equal to N2
M1−N1
M1−N2
, bound L3 is active when
N2 ·
M1 −N1
M1 −N2
≥M2 , (B.7)
is true.
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Figure B.1: Two Possible Shapes of the Outer-Bound: Case B.II
Under Case B.II, where the inequality M1 > N1 > N2 > M2 always holds, Condition
1 can not hold if either of the following two conditions are true: First, M2 ≤ m, and second,{
M1 ≤ N1 +N2 −M2 and M2 > m
}
. This yields the following two subcases:
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• Case B.II.1: M2 ≤ m⇒M1 > N1 > N2 > M2 and M2 ≤ m:
In this case, we have
M2 ≤ m ≤ N2
M1 −N1
M1 −N2
,
where the last inequality is true because for a given N1 and N2,
M1−N1
M1−N2
, as a function ofM1,
is increasing and because M1 ≥ M
′
1 (recall M
′
1 = min(M1, N1 + N2 −M2)). This implies
that L3 is active and D
d
outer = D
i.
• Case B.II.2: {M1 ≤ N1 +N2 −M2 and M2 > m} ⇒M
′
1 =M1 > N1 > N2 > M2 > m:
Here, bounds L{1,3} are (strictly) active.
For each of the above two sub-cases, we prove separately that the outer-bound can be exhausted
by using GRIA.
B.4.1 Case B.II.1: M1 > N1 > N2 > M2 and M2 ≤ N2
M ′1−N1
M ′1−N2
It is sufficient to prove the achievability of Po2,3 ≡ (N1 −M2,M2); see Figure 3.2(i). Note
that the RIA scheme introduced for the (4, 1, 3, 2) MIMO IC in Section 3.4 falls under Case B.II.1.
A scheme to achieve point Po2,3 under Case B.II.1:
We make use of GRIA with the following choice of parameters: With M ′1 = min(M1, N1 +
N2 −M2), we set
d?1 =M
′
1(N1 −M2), d
?
2 =M
′
1M2;
T =M ′1, t1 = N1 −M2, t2 =M
′
1 +M2 −N1;
N1 < mt =M
′
1 and nt =M2 ∀ t ∈ [1 : t1]; and n
′ = d?2 −
t1∑
t=1
nt =M2t2.
Note that mt+nt ≤ N1+N2. With the above choice, the cardinalities of various sets are as follows
(see also equation (B.5)):
|SDS| = n
′, |S1&2| =M2(N1 −M2), and |S1| = (M
′
1 −N1)(N1 −M2).
It now remains to verify that the inequalities (B.6a), (B.6b), and (B.6c) stated in the proof of
Lemma B.1 hold. Inequality (B.6a) holds trivially. Inequality (B.6b) holds as per the next lemma.
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Lemma B.2. We have
N2t2 − |SDS| = (N2 −M2)(M
′
1 +M2 −N1) ≥
t1∑
t=1
=M2(N1 −M2).
Proof. Suppose the inequality stated in the lemma is not true, i.e., the inequality M2(N1 −M2) >
(N2 −M2)(M
′
1 +M2 −N2) holds (recall t2 = (M
′
1 +M2 −N1)). This yields us
M2(N1 −M2) > (N2 −M2)(M
′
1 +M2 −N1)⇔
N1 −M2
M ′1 +M2 −N1
>
N2 −M2
M2
⇔
M ′1
M ′1 +M2 −N1
>
N2
M2
⇔
M2
N2
>
M2 + (M
′
1 −N1)
N2 + (M ′1 −N2)
⇔M2 > N2
M ′1 −N1
M ′1 −N2
= m,
which contradicts the defining inequality of Case B.II.1. Hence, the inequality stated in lemma
holds.
It can be easily verified via substitution that inequality (B.6c) holds.
B.4.2 Case B.II.2: N1 +N2 −M2 ≥M1 > N1 > N2 > M2 > N2
M1−N1
M1−N2
In this case, bounds L{1,3} are active and a typical shape of the outer-bound is as shown in
Figure 3.2(j). We need to establish the achievability of points Po2,1 and P1,3.
1) An achievability scheme for point Po2,1 under Case B.II.2:
Here, point Po2,1 is given by
Po2,1 ≡
(M1
N2
(N2 −M2), M2
)
.
We use GRIA with the following choice of parameters:
d?1 =M1(N2 −M2), d
?
2 = N2M2;
T = N2, t1 = N2 −M2, t2 =M2;
N1 < mt =M1 and nt =M2 ∀ t ∈ [1 : t1]; and n
′ = d?2 −
t1∑
t=1
nt =M2t2.
Again, note that mt+nt ≤ N1+N2 as required. With the above choice, the cardinalities of various
sets are as follows:
|SDS| = n
′, |S1&2| =M2t1, and |S1| = (M1 −N1)(N2 −M2).
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It now remains to verify that the inequalities (B.6a), (B.6b), and (B.6c) stated in the proof of Lemma
B.1 hold. The validity of the first two inequalities can be easily verified via simple substitution.
The following lemma shows that inequality (B.6c) holds.
Lemma B.3. We have
|S1&2| = (M1 −N1)(N2 −M2) ≤ N1t2 −M2t2 −M2t1 =M2(N1 −N2).
Proof. Suppose the lemma is not true. Then we have
(M1 −N1)(N2 −M2) > M2(N1 −N2)⇒
N2 −M2
M2
>
N1 −N2
M1 −N1
⇒
N2
M2
>
M1 −N2
M1 −N1
,
which contradicts the defining inequality of Case B.II.2. Hence, the second inequality is true.
Consider now the second point.
2) An achievability Scheme for Point P1,3 under Case B.II.2:
We have
P1,3 ≡
(
M1(N1 −N2)
M1 −N2
,
N2(M1 −N1)
M1 −N2
)
.
Now, returning to the achievability of point P1,3 under Case B.II.2, we use GRIA with the following
choice of parameters:
d?1 =M1(N1 −N2); d
?
2 = N2(M1 −N1); T =M1 −N2; t1 = N1 −N2; t2 =M1 −N1;
mt =M1 ∀ t ∈ [1 : t1];
{
nt
}t1
t=1
are fixed integers such that
nt ≤M2 and
t1∑
t=1
nt = min
{
M2(N1 −N2), N2(M1 −N1)
}
.
It is now sufficient to prove that Lemma B.1 holds with these choices of parameters. Toward this
end, we consider two cases separately: first, when M2(N1 −N2) ≥ N2(M1 −N1), and second when
M2(N1 −N2) < N2(M1 −N1).
Case B.II.2.a: M2(N1 −N2) ≥ N2(M1 −N1):
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In this case,
∑t1
t=1 nt = N2(M1 − N1), i.e., n
′ = 0. Thus, the first property stated in the
lemma is satisfied trivially. Now, we have
∣∣S1&2∣∣ = t1∑
t=1
nt = N2(M1 −N1) = N2t2,∣∣S1∣∣ = (M1 −N1)(N1 −N2), and ∣∣SDS∣∣ = 0.
Since
∣∣SDS∣∣ = 0, the inequalities (B.6a) and (B.6b) are satisfied trivially. Inequality (B.6c) can be
verified via simple substitution.
Case B.II.2.b: M2(N1 −N2) < N2(M1 −N1):
Here, n′ > 0. To prove inequality (B.6a), consider the following:
M2t2 =M2(M1 −N1) = M2(M1 −N2)− (N1 −N2)M2 > N2(M1 −N1)− (N1 −N2)M2 =
∣∣SDS∣∣,
where the inequality follows from the fact that under Case B.II.2, M2 > N2
M1−N1
M1−N2
. Inequality
(B.6b) holds because
N2t2 −
∣∣SDS∣∣ = N2(M1 −N1)− {N2(M1 −N1)− (N1 −N2)M2} =M2(N1 −N2) = ∣∣S1&2∣∣.
Via simple substitution, it can be verified that inequality (B.6c) holds.
B.5 Proof of Theorem 3.2: Case B.III
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Figure B.2: Two Possible Shapes of the Outer-Bound: Case B.III
Using Lemma C.3, the defining inequality of this case is given by
M1 > M
′
1 > N1 > N2 > M2 > m.
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We have the following lemma for this case.
We first determine the typical shape of the outer-bound. To this end, note from the previous
section that whenever M1 > N1 > N2 > M2, the bounds L{1,3,4} are active. Let di(PA,B) denote
the di-coordinate of point PA,B. It can be verified that d1(Po2,4) ≤ min
{
d1(Po2,1), d1(Po2,3)
}
(see
Figure B.2). In other words, at d2 =M2, bound L4 is active. Now depending on the relative values
of d2(P1,3) and d2(P1,4), we need to divide the further analysis into two cases.
• Case B.III.1: M1 ≥ N1 +N2 −m:
It can be verified that under Case B.III,
d2(P1,3) ≥ d2(P1,4)⇔M1 ≥ N1 +N2 −m.
Hence, under this case, bounds L{3,4} are active (see Figure B.2). From Figure B.2(a), one
may deduce that the entire outer-bound can be achieved via time sharing, provided the
points Po2,4 and P3,4 can be achieved.
• Case B.III.2: M1 < N1 +N2 −m:
The discussion under the previous case implies that bounds L{1,3,4} are active (see Figure
B.2(b)) here. From Figure B.2(b), we observe that the entire outer-bound can be achieved
via time sharing, provided the points Po2,4, P1,4, and P1,3 can be achieved.
The two cases are handled separately by the next two sub-sections.
B.5.1 Case B.III.1: Condition 1 holds and M1 ≥ N1 +N2 −m
The goal here is to prove the achievability of points Po2,4 and P3,4.
1) An achievability scheme for Po2,4: We have
Po2,4 ≡
(
M ′1(N2 −M2)
N2
,M2
)
with M ′1 = min{M1, N1 +N2 −M2} = N1 +N2 −M2.
Note that (M ′1,M2, N1, N2) MIMO IC belongs to Case B.II.2. Therefore, the achievability of point
Po2,1, proved in the context of Case B.II.2, implies the achievability of point Po2,4 for Case B.III.1
(see previous section).
167
2) An achievability scheme for P3,4: In Example B.2, we described how GRIA can be used
to achieve the DoF pair
(
11
5 ,
9
5
)
over the (6, 2, 4, 3) MIMO IC. It turns out that this IC falls under
Case B.III.1 and the above DoF pair coincides with P3,4. So the achievability of P3,4 in the present
case is a generalization of Example B.2. We have
P3,4 ≡
(
N1 −
N22
M ′1
,
N22
M ′1
)
.
Note that the point P3,4 remains invariant even if M1 increases beyond N1 + N2. Moreover, the
scheme that we propose here to achieve P3,4 makes use of at most N1 +N2 antennas at T1 (even
if more are available). Thus, it can be assumed without loss of generality that M1 ≤ N1 +N2.
We first introduce some notation. Let dN1+N2−me (bN1+N2−mc) be the smallest (largest)
integer greater (smaller) than or equal to N1 + N2 −m. Note that N1 + N2 −m ≤ M1, N1 + N2
and N1 +N2 −m ≥ N1 +N2 −M2.
We will use the scheme GRIA with the following choice of parameters: T = M ′1; t1 =
N1 −M2, which imples t2 = T − t1 = N2; d
?
1 = N1M
′
1 − N
2
2 ; and d
?
2 = N
2
2 . Choose mt such that
mt ∈
{
dN1 +N2−me, bN1 +N2−mc
}
∀ t ∈ [1 : t1] and
∑t1
t=1mt = d
?
1 = N1M
′
1−N
2
2 and such a
choice can be made because (N1+N2−m)t1 = N1M
′
1−N
2
2 . Next, set nt = N1+N2−mt ∀ t ∈ [1 : t1].
This choice ensures that mt ≤ M1 and nt ≤ M2 ∀ t ∈ [1 : t1]. Note that mt + nt ≤ N1 + N2, as
desired.
We next prove that Lemma B.1 holds with this choice of parameters, from which it follows
that the point P3,4 is achievable.
Proof of Lemma B.1 for point P3,4 under Case B.III.1:
Since nt = N1 +N2 −mt, one can easily compute
t1∑
t=1
nt = N2(N2 −M2),
which yields n′ = N2M2. Using these facts and equations in (B.5), it can be verified that the
inequalities (B.6a), (B.6b), and (B.6c) hold. 
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B.5.2 Case B.III.2: Condition 1 holds and M1 < N1 +N2 −m
The goal here is to prove that the points Po2,4, P1,4, and P1,3 are achievable. The achievability
of point Po2,4 can be proved in the same manner as done in the previous subsection.
1) An achievability scheme for P1,3: We have
P1,3 ≡
(
M1(N1 −N2)
M1 −N2
,
N2(M1 −N1)
M1 −N2
)
.
Let M ′2 = N1 +N2 −M1 < M2. We use the achievability scheme GRIA with the following choice
of parameters: T = M1 − N2; t1 = N1 − N2; t2 = T − t1 = (M1 − N1); d
?
1 = M1(N1 − N2);
d?2 = N2(M1 −N1); mt = M1 ∀ t ∈ [1 : t1] so that
∑
mt = d
?
1; choose nt as deterministic integers
such that nt ≤ M
′
2 ∀ t ∈ [1 : t1] and
∑t1
t=1 nt = min{M
′
2t1, d
?
2}. It only remains to prove Lemma
B.1.
Proof of Lemma B.1 for point P1,3 under Case B.III.2:
If M ′2(N1−N2) ≥ N2(M1−N1) (i.e., n
′ = 0), the proof given for Case B.II.2.a holds without
any change. Consider thus the case of n′ > 0. First, we prove the inequality (B.6a), i.e., M2t2 ≥ n
′.
Suppose the inequality does not hold. Then we get
M2(M1 −N1) < n
′ = N2(M1 −N1)− (N1 +N2 −M1)(M1 −N1)
⇒ (N2 −M2)(M1 −N1) > (N1 +N2 −M1)(N1 −N2)
⇒ N2(N1 −N2) < (M1 −N1)(N1 −M2)
⇒ N2(N1 −N2) < (N1 −M2)(N2 −N2
N2 −M2
N1 −M2
) (B.8)
⇒ N2(N1 −N2) < N2(N1 −N2),
where the inequality (B.8) holds since under Case B.III.2, we have M1 < N1 + N2 −m. The last
inequality yields us a contradiction, which implies that the desired inequality (B.6a) is true. The
remaining two inequalities, namely, (B.6b) and (B.6c) can be easily proved and the details have
been omitted.
2) An achievability scheme for P1,4: We have
P1,4 ≡
(
M1(M
′
1 −N1)
M ′1 +N2 −M1
, N2
N1 +N2 −M1
M ′1 +N2 −M1
)
.
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We use the scheme GRIA with the following choice of parameters: T =M ′1+N2−M1; t1 =M
′
1−N1;
t2 = T − t1 =M
′
2; d
?
1 =M1(M
′
1−N1); d
?
2 = N2(N1+N2−M1); mt =M1 and nt =M
′
2 ∀ t ∈ [1 : t1].
Lemma B.1 is proved below.
Proof of Lemma B.1 for point P1,4 under Case B.III.2:
We can compute |SDS| = N2M
′
2 −M
′
2(M
′
1 −N1) = M2M
′
2 = M2t2, which implies inequality
(B.6a). Now, |S1&2| = M
′
2t1 = M
′
2(M
′
1 − N1) = M
′
2(N2 − M2) = N2t2 − |SDS|, which implies
inequality (B.6b). To prove the last inequality, we need to show that |S1| = (N2−M
′
2)(M
′
1−N1) ≤
M ′2(N1 −N2). Suppose assume the contrary. Then we have
N1 −N2
M1 −N1
<
N2 −M2
N1 +N2 −M1
⇒
M1 −N2
M1 −N1
<
N1 + 2N2 −M1 −M2
N1 +N2 −M1
⇒
N1 +N2 −M1
M1 −N1
<
N1 + 2N2 −M1 −M2
M1 −N2
⇒
N1 +N2 −M2
M1 −N2
>
N2
M1 −N1
⇒
M1 −N1
M1 −N2
>
N2
N1 +N2 −M2
⇒M1 > N1 +N2
N1 −N2
N1 −M2
⇒M1 > N1 +N2
N1 −M2 − [N2 −M2]
N1 −M2
⇒M1 > N1 +N2 −m,
which is a contradiction since under Case B.III.2, we have M1 < N1 +N2 −m. Hence, inequality
(B.6c) holds.
Appendix C
Supporting Lemmas Used in Section 3.5
We prove here some lemmas that are useful for determining the shape of the DoF region.
Consider the following lemma.
Lemma C.1. For the IC with N1 ≥ N2 and M1 > N2,
d1 = min(M1, N1)⇒ d2 = 0,
for the cases of delayed and no CSIT.
Proof. Since Dno ⊆ Dd, it is sufficient to prove the lemma for the case of delayed CSIT, which is
considered below. If N1 ≥M2, bound L3 implies that
d1 + d2 ≤ min
{
M1 +M2, N1 +N2, max(M1, N2), max(M2, N1)
}
= min
{
M1 +M2, N1 +N2, M1, N1
}
= min(M1, N1).
Hence, the lemma follows. Now, when N1 < M2, the bounds L1 and L3 are given by
L1 ≡
d1
min(M1, N1 +N2)
+
d2
N2
≤ 1 and L2 ≡
d1
N1
+
d2
min(N1 +N2,M2)
≤ 1.
If N1 ≤M1, L2 implies that d2 = 0 whenever d1 = min(M1, N1) = N1; whereas N1 > M1, the same
is implied by L1.
Lemma C.2. Consider the MIMO IC with delayed CSIT for which N1 ≥ N2 andM1 > N2. Under
Case A, where M2 ≥ N2, we have
d2 = min(M2, N2)⇒ d1 = 0,
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which is not true with Case B, where M2 < N2.
Proof. Whenever N1 ≥ N2 and M1 > N2, bound L1 is given by
L1 ≡
d1
min(M1, N1 +N2)
+
d2
N2
≤ 1.
Therefore, under Case A, if d2 = min(M2, N2) = N2, d1 can not be more than zero, which proves
the first part of the lemma. Under Case B, when d2 = min(M2, N2) = M2, one can achieve
d1 = N2 −M2, since N1,M1 ≥ N2, even without CSIT [26]. This proves the second part of the
lemma.
Lemma C.3. Condition 1 can equivalently be stated as
M1 > M
′
1 > N1 > N2 > M2 > m,
where M ′1 = min(M1, N1 +N2 −M2) and m = N2
M ′1−N1
M ′1−N2
.
Proof. Under Condition 1, M ′1 = N1 + N2 −M2, which implies that M
′
1 − N1 = N2 −M2 and
M ′1 −N2 = N1 −M2. Hence, Condition 1 implies the inequality stated in this lemma. Further, if
the inequality stated in the lemma is true, then M1 > N1+N2−M2, which then implies Condition
1.
Appendix D
Proofs of Results in Chapter 4
In this appendix, we prove various results in Chapter 4.
D.1 Proof of Lemma 4.1
The region Di&op is achievable with just instantaneous CSIT [16]. Thus, it is sufficient to
prove that Di&op is an outer-bound to the DoF region of the MIMO IC with instantaneous CSIT
and output feedback. Toward this end, recall that the DoF achievable over the point-to-point
MIMO channel can not exceed the minimum of the number of transmit and receive antennas [1]
(this is referred as the ‘single-user’ bound). This implies that di ≤ min(Mi, Ni) for each i ∈ {1, 2}.
Consider now the bound on d1 + d2. Even if both transmitters and both receivers are assumed to
cooperate, the total sum-DoF are limited by M1 +M2 and N1 +N2 due to the single-user bound.
Therefore, d1 + d2 ≤ min{M1 +M2, N1 +N2}. Now, due to symmetry, it is sufficient to show that
d1 + d2 ≤ max(M1, N2). The proof of this claim, which makes use of techniques developed in [16],
is given below.
D.1.1 Proof of d1+d2 ≤ max(M1, N2) with Instantaneous CSIT and Output Feedback
As stated earlier, it is sufficient to prove that d1 + d2 ≤ max(M1, N2).
Lemma D.1. For the MIMO IC with i.i.d. Rayleigh fading and N2 ≥M1,
d1 + d2 ≤ N2
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when there is instantaneous CSIT and output feedback.
Proof. The proof of this lemma is based on the techniques developed in [16]. This lemma can not
however be immediately deduced from [16, Theorem 9] because (i) the model of IC with cooperation
studied in [16, Section IV] does not include the case of output feedback considered here and (ii) in
the IC considered in [16], the channel matrices are time-invariant and deterministic (not fading)
and (iii) the IC is known to be not separable in general [63, 64] . See Appendix D.1.2 for the
complete proof.
Thus, as per the above lemma, the required inequality holds when N2 ≥M1. When N2 < M1,
as argued in [15], [16], we may addM1−N2 antennas at R2 (which can not reduce the DoF region),
and then apply the above lemma to prove that d1 + d2 ≤ M1 if M1 > N2. Therefore, we together
have d1 + d2 ≤ max(M1, N2), as desired.
D.1.2 Proof of Lemma D.1
This lemma is proved by making use of the techniques developed in [16, Proof of Theorem
9].
Let U1(t)
4
= H11(t)X1(t) + W1(t) and U2(t)
4
= H21(t)X1(t) + W2(t). Then we have the
following corollary, which is stated using the notation of Section 3.1.
Corollary D.1 (Lemma 8, [16]). The following is true:
X1(n) ← M1, M2, U1(n− 1), U2(n− 1), H(n);
X2(n) ← M2, U1(n− 1), U2(n− 1), H(n);
Y 1(n), Y 2(n) ← M2, U1(n), U2(n), H(n),
where a← b denotes the fact that a is a deterministic function of b.
Proof. Can be proved via induction.
174
We now apply Fano’s inequality assuming that R1 knows the messageM2, and signals U1(n)
and U2(n) to obtain
nR1 ≤ I
(
M1;Y 1(n), U1(n), U2(n)
∣∣∣M2, H(n))+ nn
= I
(
M1;U1(n), U2(n)
∣∣∣M2, H(n))+ nn
= h
(
U1(n), U2(n)
∣∣∣M2, H(n))− h(U1(n), U2(n)∣∣∣M2,M1, H(n))+ nn,
where the first equality holds since Y 1(n)←
{
M2, U1(n), U2(n), H(n)
}
. Now, following the anal-
ysis in [16, Proof of Theorem 9], we get
h
(
U1(n), U2(n)
∣∣∣M2, H(n)) ≤ h(Y 2(n)∣∣∣M2, H(n))+ n∑
t=1
h
(
U1(t)
∣∣∣U2(t), H(n))
h
(
U1(t)
∣∣∣U2(t), H(n)) ≤ o(log2 P )
h
(
U1(n), U2(n)
∣∣∣M2,M1, H(n)) ≥ n · o(log2 P ),
where o(log2 P ) is constant with n. These bounds give
nR1 ≤ h
(
Y 2(n)
∣∣∣M2, H(n))+ n · o(log2 P ) + nn. (D.1)
Now Fano’s inequality applied at R2 yields
nR2 ≤ I
(
M2;Y 2(n)
∣∣∣H(n))+ nn
≤ h
(
Y 2(n)
∣∣∣H(n))− h(Y 2(n)∣∣∣M2, H(n))+ nn (D.2)
The desired bound can now be derived by adding inequalities in (D.1) and (D.2), and subse-
quently applying the single-user bound (cf. [16, Proof of Theorem 9]).
D.2 Proof of Theorem 4.2
As mentioned before, it is sufficient to prove that the outer-bound DSouter is achievable when
Condition 1 holds. Throughout this section, it is assumed that Condition 1 holds. In the nomen-
clature of Table 3.1, Condition 1 holds only for MIMO ICs that fall under Case B.III. Hence, the
two sub-cases considered in this proof are labeled as Cases B.III.α and B.III.β.
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Here, bound L2 can be easily shown to be redundant (it is implied by L3), and thus can be
ignored. Further, in the present case, bounds L1 and L3 are given by
L1 ≡
d1
M ′1
+
d2
N2
≤ 1 and L3 ≡ d1 + d2 ≤ N1,
whereM ′1
4
= min(M1, N1+N2) (note that this definition ofM
′
1 is different from its definition in Table
3.1. In fact, many variables used earlier have been reused with different definitions. Everywhere
follow respective definitions only).
The typical shape of the outer-bound is shown in Figure D.1, where Po2,1 is the point of
intersection of the line d2 = M2 and the one corresponding to bound L1, similarly Po2,3, and P1,3
is the point of intersection of lines corresponding to bounds L1 and L3. Moreover,
P02,1 ≡
(
M ′1
N2 −M2
N2
,M2
)
, P1,3 ≡
(
M ′1
N1 −N2
M ′1 −N2
, N2
M ′1 −N1
M ′1 −N2
)
, and Po2,3 ≡ (N1 −M2,M2).
Depending on whether the d2-coordinate of P1,3 is less than M2 or not, we have to consider two
cases separately.
• Case B.III.α: M ′1 ≥ N2
N1−M2
N2−M2
:
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Figure D.1: Two Possible Shapes of the Outer-Bound when Condition 1 Holds
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Here, bound L1 is redundant. Moreover, from Figure D.1, one may observe that if Po2,3 ∈ D
S
then DSouter = D
S. Hence, we find here sufficient to prove that Po2,3 ∈ D
S.
• Case B.III.β: M ′1 < N2
N1−M2
N2−M2
:
Here, bounds L1 and L3 are both active. From Figure D.1, we observe the sufficiency of
proving that Po2,1, P1,3 ∈ D
S.
Next, we propose a generic retrospective interference alignment scheme, which is used later
to prove that Po2,3 ∈ D
S under Case B.III.α and Po2,1, P1,3 ∈ D
S under Case B.III.β. This scheme
is specified in terms of the parameters
T, t1, t2,
{
m1(i)
}T
i=1
, and
{
m2(i)
}T
i=1
, (D.3)
and Design Criteria 1-5, which are stated later. This scheme is developed such that if, for a given
a DoF pair P ≡ (d1, d2) and the given (M1,M2, N1, N2) MIMO IC, the parameters in (D.3) can be
chosen as functions of (d1, d2) and (M1,M2, N1, N2) so that Design Criteria 1-5 are satisfied, then
the DoF pair P ≡ (d1, d2) ∈ D
S of the given (M1,M2, N1, N2) MIMO IC. Before proceeding with
the description of the scheme, we state the five design criteria.
Design Criterion 1. Choose positive integers t1 and t2 such that t1 + t2 = T .
Design Criterion 2. Choose a positive integer T such that Td1 and Td2 are integers.
Design Criterion 3. Choose non-negative integers m1(i) and m2(i), i ∈ [1 : T ] , as follows.
• m1(i) = 0 ∀ i ∈ [t1 + 1 : T ];
• N1 ≤ m1(i) ≤M
′
1 ∀ i ∈ [1 : t1] and
∑T
i=1m1(i) =
∑t1
i=1m1(i) = Td1;
• m2(j) ≤M2 ∀ j ∈ [1 : T ] and
∑T
j=1m2(j) = Td2.
Define n(i) = m1(i)−N1 for i ∈ [1 : t1].
Design Criterion 4. Choose t1, t2, and m2(i), where i ∈ [1 : t1], such that
t1∑
i=1
m2(i) ≤ (N2 −M2) · t2.
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Design Criterion 5. Choose t1, t2, and m1(t), where t ∈ [1 : t1], such that
t1∑
i=1
n(i) ≤ (N1 −N2) · t2.
The scheme developed here is a generalization of the example presented in Section 4.3. Im-
portant structural details of this scheme are given below; actual description is given subsequently.
(1) The scheme operates over T time slots and achieves Td1 and Td2 DoF for pairs T1-R1 and
T2-R2, respectively (see Design Criterion 2). The duration of T time slots is divided into
two phases (see Design Criterion 1). Phase One occupies the initial t1 time slots, while
Phase Two takes the last t2 time slots. (In the example of Section 4.3, T = 2 and both
phases take a time slot each.)
(2) At time t ∈ [1 : T ], T1 transmits m1(t) DSs intended for R1. Since m1(i) = 0 ∀ i > t1, T1
does not transmit any new DS over Phase Two (see Design Criterion 3). Moreover, all Td1
DSs required to be sent by T1 are sent over Phase One and all these DSs are i.i.d. (In the
example of Section 4.3, T1 sends all 6 DSs at time t = 1).
(3) At time t ∈ [1 : T ], T2 sends m2(t) DSs to be decoded by R2. T2’s sole job in the entire
scheme is to just transmit appropriate number of DSs intended for R2. In this sense, it does
not play any active role in achieving interference alignment. (In the example of Section
4.3, T2 sends one DS over each slot.)
(4) All desired DSs become decodable at the respective receivers at the end of Phase Two.
Toward this end, T1 using Shannon feedback signals over Phase Two such that interfer-
ence alignment is effected at both receivers. (In the example of Section 4.3, T1 signals
appropriately over t = 2 so as to align interferences at both receivers.)
(5) At the beginning of Phase Two, T1 knows signals received by R2 over Phase One. In
addition, it will be shown that it can compute the signals transmitted by T2 over Phase
One. Over Phase Two, T1 transmits (a part of) the signal received by R2 over Phase One
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and that transmitted by T1 such that successful decoding is possible at both receivers at
the end of Phase Two. (In the example of Section 4.3, T1 transmits b1 and Y2(1) at time
t = 2.)
We now start with the detailed description of the scheme.
Phase One: At time t ∈ [1 : t1], T1 transmits m1(t) DSs, denoted by ai(t), where i ∈ [1 :
m1(t)]. These symbols are transmitted in symbol-per-antenna fashion, i.e., one symbol is sent from
each of the first m1(t) antennas of T1, while nothing is sent over the remaining antennas. T2
similarly transmits m2(t) DSs, denoted by bj(t), where j ∈ [1 : m2(t)]. All DSs of both receivers
are i.i.d.
Consider how decoding can happen at R1. Let us focus on time slot t of Phase One. Suppose
R1 knows DSs sent by T2 at this time and also the signals received by R2 at its first n(t) antennas.
More specifically, suppose R1 knows
bi(t), ∀ i ∈ [1 : m2(t)] and Y2j(t) ∀ j ∈ [1 : n(t)].
Then R1 can subtract the contribution due to X2(t) from the received signals Y1(t) and Y2[1:n(t)](t)
to determine m1(t) LCs of its desired DSs (see the arguments developed in the example of Section
4.3 and also note that n(t) + N1 = m1(t)). These LCs can be shown to be linearly independent
with probability 1, which proves that R1 can decode the desired DSs sent at time time t, provided
it knows b[1:m2(t)](t) and Y2[1:n(t)](t).
Hence, it is now sufficient to deliver
SDS
4
=
{{
bi(t)
}m2(t)
i=1
}t1
t=1
and SRS
4
=
{{
Y2j(t)
}n(t)
j=1
}t1
t=1
to R1 over Phase Two. Here, the set SDS contains all DSs sent by T2 over Phase One. It is thus
sufficient for R2 to learn elements of SDS, while it knows all elements of SRS by the end of Phase
One.
Elements of the above two sets are sent by T1 over Phase Two. To this end, at the beginning
of Phase Two, T1 trivially knows all elements of SRS due to Shannon feedback. We claim that the
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same is true even about SDS. Toward this end, focus on time slot t of Phase One. T1 can subtract
contribution due to X1(t) from Y2(t) to evaluate H22(t)X2(t). Since N2 > M2, it can pseudo-invert
H22(t) to determine X2(t) (see also the example of Section 4.3). Hence, it knows the set SDS at
the beginning of Phase Two.
Thus, it is possible that T1 transmits elements from SDS and SRS over Phase Two. With the
motivation of constructing T1’s transmit signal over Phase Two, consider the following lemma.
Lemma D.2. If Design Criteria 1-5 hold, then there exists a fixed, deterministic partition P of
set S
4
= SDS
⋃
SRS into t2 disjoint subsets S(j), j ∈ [1 : t2], such that each resulting subset S(j)
satisfies two properties that it does not contain more than a) (N2 −M2) elements of SDS and b)
(N1 −N2) elements of SRS.
Proof. Follows from the techniques used in the proof of Lemma B.1.
T1 transmits one subset resulting from the above partitioning over each time slot of Phase
Two.
Phase Two: At time t ∈ [t1 + 1 : T ], T1 transmits elements of subset S(t− t1) on a symbol-
per-antenna basis. T2, on the other hand, sends m2(t) DSs, namely, bi(t) with i ∈ [1 : m2(t)]. It
is not difficult to observe that at any time of this phase, not more than N1 transmit antennas are
active. Moreover, not more than N2 symbols that are unknown to R2 are transmitted at any time.
Consider a decoding procedure. Since at most N1 transmit antennas are active, R1 can
decode all transmitted symbols. More specifically, at the end of this phase, it knows all elements
of set S, which implies that decoding is successful at R1.
Consider R2. It knows elements of SRS. Hence, it can subtract contribution due to the
elements of SRS from the signal it has received over this phase. After this operation, for R2, it is as
if at most N2 transmit antennas are active at any time during this phase. Hence, it can compute
the transmitted symbols. In particular, it can decode all DSs sent by T2 over this phase and in
addition can know elements of SDS. Hence, decoding is successful at this receiver as well.
This concludes the description of the scheme.
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We will now use this scheme to prove that Po2,3 ∈ D
S under Case B.III.α and Po2,1, P1,3 ∈ D
S
under Case B.III.β.
D.2.1 Proof of Po2,3 ∈ D
S under Case B.III.α
Recall that under Case B.III.α, Condition 1 holds and
M ′1 ≥ N2
N1 −M2
N2 −M2
,
and Po2,3 ≡ (d1, d2) = (N1 −M2,M2).
We use the generic retrospective interference alignment scheme with the parameters chosen
as follows:
T = N2, t1 = N2 −M2, t2 =M2, and m2(i) =M2 ∀ i ∈ [1 : T ].
It is easy to verify that this choice satisfies Design Criteria 1 and 2.
In order to choose m1(i), i ∈ [1 : t1], consider the following:⌈
N2
N1 −M2
N2 −M2
⌉
≥ N2
N1 −M2
N2 −M2
≥
⌊
N2
N1 −M2
N2 −M2
⌋
⇒ t1 ·
⌈
N2
N1 −M2
N2 −M2
⌉
≥ t1 ·N2
N1 −M2
N2 −M2
≥ t1 ·
⌊
N2
N1 −M2
N2 −M2
⌋
⇒ t1 ·
⌈
N2
N1 −M2
N2 −M2
⌉
≥ N2(N1 −M2) = Td1 ≥ t1 ·
⌊
N2
N1 −M2
N2 −M2
⌋
,
This suggests that we can choose m1(i), i ∈ [1 : t1] as
m1(i) ∈
{⌊
N2
N1 −M2
N2 −M2
⌋
,
⌈
N2
N1 −M2
N2 −M2
⌉}
, ∀i ∈ [1 : t1], such that
Td1 = N2(N1 −M2) =
t1∑
i=1
m1(i),
where bxc denotes the largest integer that is less than or equal to x. To prove that Design Criterion
3 holds, we need to show that m1(i) ≥ N1 ∀ i ∈ [1 : t1] for which it is sufficient to prove that⌊
N2
N1 −M2
N2 −M2
⌋
≥ N1.
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This inequality is proved as follows:
N1 ≥ N2 ⇒ N1 −M2 ≥ N2 −M2 ⇒
M2
N2 −M2
+ 1 ≥
M2
N1 −M2
+ 1
⇒
N2
N2 −M2
≥
N1
N1 −M2
⇒ N2
N1 −M2
N2 −M2
≥ N1 ⇒
⌊
N2
N1 −M2
N2 −M2
⌋
≥ N1,
as desired.
Design Criterion 4 holds since (N2 − M2)t2 = (N2 − M2)M2 and
∑t1
i=1m2(i) = M2t1 =
M2(N2 −M2). Next we prove that Design Criteria 5 is satisfied as well.
Now, making use of the fact that m1(i)−N1 ≥ 0 ∀ i ∈ [1 : t1], we obtain the following:
t1∑
i=1
n(i) =
t1∑
i=1
{
m1(i)−N1
}
=
t1∑
i=1
{
m1(i)
}
−N1t1 = Td1 −N1t1 · · · by Design Criteria 3
= N2(N1 −M2)−N1(N2 −M2) · · · by the choice of t1 and T
= M2(N1 −N2) = (N1 −N2)t2,
which proves that Design Criteria 5 is satisfied. Since all Design Criteria 1-5 hold, we know that
Po2,3 ∈ D
S.
D.2.2 Proof of Po2,1 and P1,3 ∈ D
S under Case B.III.β
Recall that under Case B.III.β, Condition 1 holds and
M ′1 < N2
N1 −M2
N2 −M2
.
D.2.2.1 Proof of Po2,1 ∈ D
S under Case B.III.β
Here,
Po2,1 ≡ (d1, d2) =
(
M ′1
N2 −M2
N2
,M2
)
.
We use the generic retrospective interference alignment scheme with the following choice of
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parameters:
T = N2, t1 = N2 −M2, t2 =M2,
m1(i) = M
′
1 ∀ i ∈ [1 : t1],
m2(i) = M2 ∀ i ∈ [1 : T ].
It is easy to verify that Design Criteria 1-3 are satisfied. Design Criterion 4 holds because∑t1
i=1m2(i) = M2t1 = M2(N2 − M2) = (N2 − M2)t2. Consider now the proof that the last
criterion is satisfied.
Design Criterion 5 holds because
M ′1 ≤ N2
N1 −M2
N2 −M2
· · · by definition of Case B.III.β
⇒M ′1(N2 −M2) ≤ N2(N1 −M2) = (N1 −N2)M2 +N1(N2 −M2)
⇒ (M ′1 −N1)(N2 −M2) ≤ (N1 −N2)M2
⇒
t1∑
i=1
n(i) ≤ (N1 −N2)t2.
Since all Design Criteria hold, Po2,1 ∈ D
S under Case B.III.β.
D.2.2.2 Proof of P1,3 ∈ D
S under Case B.III.β
Here,
P1,3 ≡ (d1, d2) =
(
M ′1
N1 −N2
M ′1 −N2
, N2
M ′1 −N1
M ′1 −N2
)
.
Set
T =M ′1 −N2, t1 = N1 −N2, t2 =M
′
1 −N1
and m1(i) =M
′
1 ∀ i ∈ [1 : t1].
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In order to choose m2(i), consider the following argument.
M ′1 ≤ N2
N1 −M2
N2 −M2
⇒M ′1(N2 −M2) ≤ N2(N1 −M2)
⇒ N2(M
′
1 −N1) ≤M2(M
′
1 −N2)
⇒M2N1 −M2M
′
1 +N2(M
′
1 −N1) ≤M2N1 −M2N2
⇒M2(N1 −N2) =M2t1 ≥ (N2 −M2)(M
′
1 −N1).
Therefore, we may select m2(i), i ∈ [1 : t1], such that
0 ≤ m2(i) ≤M2 ∀ i ∈ [1 : t1] and
t1∑
i=1
m2(i) = (N2 −M2)(M
′
1 −N1);
and m2(i) =M2, ∀i ∈ [t1 + 1 : t1 + t2].
It can be easily verified that the above choice of parameters satisfies the first three design criteria.
Design Criterion 4 holds because
(N2 −M2)t2 = (N2 −M2)(M
′
1 −N1) =
t1∑
i=1
m2(i).
Similarly, it is easy to verify that Design Criterion 5 holds. Therefore, we have that that P1,3 ∈ D
S
under Case B.III.β.
D.3 Proofs of Corollaries 4.1 and 4.2
D.3.1 Proof of Corollary 4.1
First consider the case of limited Shannon feedback. Since DlS1,DlS2 ⊆ DS, it is sufficient to
prove that the DoF regions DlS1 and DlS2 are achievable when there is limited Shannon feedback
of types 1 and 2, respectively. In other words, we need to prove that the region DSouter is achievable
under two types of limited Shannon feedback, which we do next. Again, assume without loss of
generality that N1 ≥ N2.
If Condition 1 does not hold, then DSouter = D
d. Then, as pointed out in [38], the region Dd
is achievable when for each i ∈ {1, 2}, the ith transmitter knows Hji(t) and Hjj(t), j ∈ {1, 2} with
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j 6= i, with a delay. Hence, when Condition 1 does not hold, the region DSouter = D
d is achievable
with limited Shannon feedback of types 1 and 2.
When Condition 1 holds, the region DSouter is shown to be achievable with Shannon feedback
by developing a coding scheme in Appendix D.2. In fact, this scheme makes use of only limited
Shannon feedback of type 1. Hence, it is now sufficient to focus just on limited Shannon feedback
of type 2 and on ICs for which Condition 1 holds. Toward this end, it can be proved that when
Condition 1 holds, T1 can compute past transmit signal of T2 and subsequently can determine
the past received signal of R2 using limited Shannon feedback of type 2. Hence, the achievability
scheme of Appendix D.2 can be implemented even with limited Shannon feedback of type 2, which
concludes the proof.
For the setting of enhanced Shannon feedback: Clearly, DS ⊆ DeS. Hence, it is sufficient to
prove that the region DSouter is an outer-bound, even under enhanced Shannon feedback. Toward
this end, the proof of Theorem 4.1 can be easily modified to apply to the general case of enhanced
Shannon feedback.
D.3.2 Proof of Corollary 4.2
The first part of the corollary follows trivially since the setting of Shannon feedback is stronger
than that of output feedback. To prove the second part of the corollary, we assume below without
loss of generality that N1 ≥ N2; and prove that the region D
S = DSouter is achievable with output
feedback, whenever the inequality min(M1, N1) > N2 > M2 does not hold (note, with N1 ≥ N2,
the second inequality in the statement of the corollary can never be true). This is the goal of the
remainder of this sub-section.
Here, by no side-information at the transmitters, we mean the setting where the transmitters
have no knowledge whatsoever of the channel states and the channel outputs; and denote the
corresponding DoF region by Dno which is known from the literature [26–29].
Throughput the remainder of this subsection, we assume that the inequality min(M1, N1) >
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N2 > M2 does not hold. Then
Dno ⊆ Dop ⊆ DS = Dd = DSouter ⊆ D
i = Di&op.
From [38, Table I], we observe that Dno = Dd, if the following two inequalities do not hold:
• M1 > max(N1, N2), M2 ≥ N1, and M2 > N2 (Case A.I.3 in [38, Table I]); and
• M1 > max(N1, N2) and N1 > M2 ≥ N2 (Case A.II.2 in [38, Table I]).
Hence, whenever Cases A.I.3 and A.II.2 do not hold (recall the inequality min(M1, N1) > N2 > M2
is not true), then
Dno = Dd ⇒ Dno = Dd = Dop = DS;
and thus the corollary holds.
We now proceed to Cases A.I.3 and A.II.2, under which we want to show that Dd = Dop.
Toward this end, for Case A.I.3 and A.II.2, the region Dd has been shown to be achievable under
delayed CSIT by developing two IA-based coding scheme in [38, Section VI] and [38, Section VII],
respectively. Although these schemes have been developed there for delayed-CSIT case, they work
even with output feedback. Therefore, using the schemes of [38, Section VI] and [38, Section VII],
we conclude that Dd = Dop under Cases A.I.3 and A.II.2.
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