Introduction
The most influential effon in all learning methods of artificial neural network (ANN) is the development of back-propagation (BP) algorithm, which is a gradient descent with a fixed learning rate [ I ] and has a drawback with slow convergence and time consuming.
In order to accelerate the BP algorithm, a number of improved algorithms have been described in the literature. Several heuristic rules are proposed for adapting the learning rates [2, 31. Moreover, modified error functions, which are different from popular mean-squared errors, show a faster convergence through decreasing the possibility of a premature saturation [4, 51. In spite of this improved convergence, these methods are still based on the gradient descent approach. This will inevitably increase the computing time or lead to failure of convergence [9] .
For improving A m ' s performance, second-order nonlinear optimizing methods are then used. Such several learning algorithms have been developed, for example, the convenient formulations for the computation of the second-order derivatives of the error function are intro- 
SATA Descriptions
For the sake of simplicity, let us assume that the neural network that we are going to discuss contains only one hidden layer, and the number of nodes of the input layer, oulput layer and hidden layer is I, 0, H, respectively. In addition, the number of the training panems is defined as K. Step acceleration is an easy-programming and effective method for optimizing problems with fewer variables. Generally, it is composed of two alternate steps: searching around and moving ahead. The aim of the search part is to find a more optimal point around the basis point, i.e., to find a point to make the error decrease. The coordinate rotation approach is used here to fulfill searching, which is one of the oldest multidimensional searching methods. It processes the searching along every coordinate in turn while other coordinates remain fixed.
With respect to the three-layered structure, there are four classes of parameters should be adjusted the thresholds of the output layer units; the weights from the output layer units to the hidden layer ones; the thresholds of the hidden layer units; and the weights from the hidden layer units to the input layer ones. Here, the sigmoid function is adopted as the activation function, i.e., where 1 is the parameter which decides the shape of
We take the thresholds of sigmoid function. It is clear that our problem has been much simplified aRer the above steps because it can be solved by any linear search approach.
D. Weights from Hidden Units to Input Units

Moving Ahead
Now, a vector, V = [w,,FJk,B,,F,p, can be obtained.
It is a natural thought that the target function would be declined if we go along the direction of V -V'(where V' is the point of last iteration). That is just the idea of step acceleration that we are going to apply to further optimization. The whole algorithm is summarized as: 
IC++
End If
) While(fter-Err>c) End
Analysis of Computational complexity
The algorithm described in this section has the most remarkable virtue of fast convergence. In fact, the computational complexity of BP has been proved in 1131, which is exponential function of pattern numbers. Our computational complexity can be given as follows. It is evident that much saving of computations in SATA than in BP according to the theory above.
Experiments and comparisons
In this section, examples including XOR problem a p proximation of function f(x)=-sm (2nr) Fig. I-Fig. 4 . In the BP leaming, the learning rate 'lis fixed to 0.8 to gain the best result. 
Conclusions
A learning algorithm is judged on the basis of certain, rather conflicting requirements. such as simplicity, flexibility and efficiency [Ill. In this paper, we have developed a new and f a t algorithm, SATA, for multiplayer feedfonvard ANN. It yields results in both accuracy and convergence rates, which arc orders of magnitude superior compared to the conventional BP. CG and BPWE algorithm. Besides, It is a linear optimizing problem and need not calculate the derivative of error function. Furthermore. there are no learning parameters to be tuned by the user once the network structure is constructed. The fact that the computation complexity is exponential function of the network parameters scale suggests that this algorithm is suitable for the problems with simple network structure and large number of patterns, which are more popular in practical applications.
