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Zusammenfassung
Das Ziel dieser Arbeit ist, die Rolle der interstellaren Turbulenz fu¨r die Sternentstehung besser
zu verstehen. Dazu wurde der Mechanismus der turbulenten Energieerzeugung, das Treiben
der Turbulenz, mit Hilfe hydrodynamischer Simulationen untersucht. In einem systematischen
Vergleich wurden die beiden Extremfa¨lle turbulenten Treibens betrachtet: solenoidales (diver-
genzfreies) Treiben und komprimierendes (rotationsfreies) Treiben. Ich zeige, dass sowohl die
Dichte-, als auch die Geschwindigkeitsstatistiken fu¨r diese beiden Fa¨lle jeweils signifikant unter-
schiedlich sind. Die fraktale Struktur und die Wahrscheinlichkeitsverteilung der Dichte des turbu-
lenten Gases werden detailliert untersucht. Das Ergebnis ist eine nahezu Gaußsche Wahrschein-
lichkeitsverteilung mit einer Standardabweichung, die fu¨r komprimierendes Treiben drei Mal
gro¨ßer ist als fu¨r solenoidales Treiben. Die Bedeutung dieses Ergebnisses fu¨r analytische Ster-
nentstehungsmodelle wird diskutiert. Ein detaillierter Vergleich mit Beobachtungsdaten zeigt,
dass verschiedene Regionen in Moleku¨lwolken Anzeichen fu¨r unterschiedliches Treiben der Tur-
bulenz aufweisen, wobei komprimierendes Treiben bevorzugt in expandierenden Schalen dichten
Gases beobachtet wird. Um den Gravitationskollaps dichten Gases in numerischen Simulationen
verfolgen zu ko¨nnen, wurden akkretierende ‘Sink Teilchen’ in den adaptiven Gittercode FLASH
implementiert. Mit Hilfe der Sink Teilchen zeige ich, dass die Sternentstehungsrate durch kom-
primierendes Treiben um mehr als eine Gro¨ßenordnung gro¨ßer ist als durch solenoidales Treiben.
Dies ist konsistent mit analytischen Modellen.
Abstract
The goal of this work is to improve our understanding of the role of interstellar turbulence
in star formation. In particular, the mechanism of turbulence energy injection, the turbulence
forcing, is investigated with hydrodynamical simulations. In a systematic comparison, I study
the two limiting cases of turbulence forcing: solenoidal (divergence-free) forcing and compressive
(curl-free) forcing. I show that these two cases yield significantly different gas density and velocity
statistics. The fractal structure of the gas and the turbulent density probability distribution
function (PDF) are explored in detail. I find that compressive forcing yields a three times
higher standard deviation of the roughly Gaussian density PDF. I discuss the impact of this
result on analytic models of star formation. A detailed comparison with observational data
reveals that different observed regions show evidence of different mixtures of compressive and
solenoidal forcing, with more compressive forcing occurring primarily in swept-up shells. To
follow the gravitational collapse of dense gas in numerical simulations, I implemented accreting
sink particles in the adaptive mesh refinement code FLASH. Using sink particles, I show that
compressive forcing yields star formation rates more than one order of magnitude higher than
solenoidal forcing, consistent with analytic models.
List of publications (*=results of which are presented in part or in full in this thesis)
1. *Federrath, C., Klessen, R. S., Schmidt, W., (2008), ‘The Density Probability Distribution in
Compressible Isothermal Turbulence: Solenoidal versus Compressive Forcing’, The Astrophysical
Journal, 688, L79 (arXiv:0808.0605)
2. *Federrath, C., Klessen, R. S., Schmidt, W., (2009), ‘The Fractal Density Structure in Super-
sonic Isothermal Turbulence: Solenoidal Versus Compressive Energy Injection’, The Astrophysical
Journal, 692, 364 (arXiv:0710.1359)
3. *Federrath, C., Roman-Duval, J., Klessen, R. S., Schmidt, W., Mac Low, M.-M., (2010), ‘Com-
paring the statistics of interstellar turbulence in simulations and observations: Solenoidal versus
compressive turbulence forcing’, Astronomy & Astrophysics, 512, A81 (arXiv:0905.1060)
4. *Federrath, C., Banerjee, R., Clark, P. C., Klessen, R. S., (2010), ‘Modeling Accretion in Tur-
bulent Gas Clouds: Implementation and Comparison of Sink Particles in AMR and SPH’, The
Astrophysical Journal, 713, 269 (arXiv:1001.4456)
5. *Glover, S. C. O., Federrath, C., Mac Low, M.-M., Klessen, R. S., (2010), ‘Modelling CO formation
in the turbulent interstellar medium’, Monthly Notices of the Royal Astronomical Society, in press
(arXiv:0907.4081)
6. *Schneider, N., Bontemps, S., Simon, R., Ossenkopf, V., Federrath, C., Klessen, R. S., Motte, F.,
Brunt, C. M., (2010), ‘The link between molecular cloud structure and turbulence’, Astronomy &
Astrophysics, submitted (arXiv:1001.2453)
7. Brunt, C. M., Federrath, C., Price, D. J., (2010), ‘A method for reconstructing the variance of
a 3D physical field from 2D observations: application to turbulence in the interstellar medium’,
Monthly Notices of the Royal Astronomical Society, 403, 1507 (arXiv:1001.1046)
8. Brunt, C. M., Federrath, C., Price, D. J., (2010), ‘A method for reconstructing the PDF of a 3D
turbulent density field from 2D observations’, Monthly Notices of the Royal Astronomical Society,
in press (arXiv:1003.4151)
9. Federrath, C., Glover, S. C. O., Klessen, R. S., Schmidt, W., (2008), ‘Turbulent mixing in the in-
terstellar medium: an application for Lagrangian tracer particles’, Physica Scripta T, 132, 014025
(arXiv:0805.0196)
10. Kitsionas, S., Federrath, C., Klessen, R. S., Schmidt, W., Price, D. J., Dursi, L. J., Gritschneder,
M., Walch, S., Piontek, R., Kim, J., Jappsen, A.-K., Ciecielag, P., Mac Low, M.-M., (2009), ‘Algo-
rithmic comparisons of decaying, isothermal, supersonic turbulence’, Astronomy & Astrophysics,
508, 541 (arXiv:0810.4599)
11. Price, D. J. & Federrath, C. (2010), ‘A comparison between grid and particle methods on the
statistics of driven, supersonic, isothermal turbulence’, Monthly Notices of the Royal Astronomical
Society, accepted (arXiv:1004.1446)
12. Schmidt, W., Federrath, C., Klessen, R. S., (2008), ‘Is the Scaling of Supersonic Turbulence
Universal?’, Physical Review Letters, 101, 194505 (arXiv:0810.1397)
13. Schmidt, W., Federrath, C., Hupp, M., Kern, S., Niemeyer, J. C., (2009), ‘Numerical simulations
of compressively driven interstellar turbulence. I. Isothermal gas’, Astronomy & Astrophysics,
494, 127 (arXiv:0809.1321)
14. Schmidt, W.; Kern, S. A. W.; Federrath, C.; Klessen, R. S., (2010), ‘Numerical and semi-analytic
core mass distributions in supersonic isothermal turbulence’, Astronomy & Astrophysics, submitted
(arXiv:1002.2359)
15. Schneider, N., Csengeri, T., Bontemps, S., Motte, F., Simon, R., Hennebelle, P., Federrath, C.,




1.1 General properties of turbulent molecular clouds . . . . . . . . . . . . . . . . . . 1
1.2 Turbulent star formation theories . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.1 The core and stellar initial mass function . . . . . . . . . . . . . . . . . . 5
1.2.2 The star formation rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.3 The star formation rate in virialized objects . . . . . . . . . . . . . . . . . 8
1.3 Turbulent driving agents and triggering . . . . . . . . . . . . . . . . . . . . . . . 10
1.4 Systematic numerical approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 The density probability distribution in compressible isothermal turbulence: solenoidal
vs compressive forcing 15
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Numerical methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4 Summary and conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3 The fractal density structure in supersonic isothermal turbulence: solenoidal vs com-
pressive energy injection 23
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Simulations and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.1 Forcing module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.2 Initial conditions and post processing . . . . . . . . . . . . . . . . . . . . 26
3.2.3 Box counting method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.4 Mass size method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.5 Perimeter area method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3.1 Time evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3.2 Fourier spectrum functions . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3.3 Delta-variance analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3.4 Structure functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.5 Mass size method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3.6 Box counting method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3.7 Perimeter area method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4 Comparing the statistics of interstellar turbulence in simulations and observations:
solenoidal vs compressive turbulence forcing 41
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2 Simulations and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2.1 Forcing module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
ix
Contents
4.2.2 Initial conditions and post-processing . . . . . . . . . . . . . . . . . . . . 46
4.3 The probability density function of the gas density . . . . . . . . . . . . . . . . . 46
4.3.1 The density PDF for solenoidal forcing . . . . . . . . . . . . . . . . . . . . 46
4.3.2 The density PDF for compressive forcing . . . . . . . . . . . . . . . . . . 49
4.3.3 Density–Mach number correlation and signatures of intermittency in the
density PDFs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3.4 Numerical resolution dependence of the density PDFs . . . . . . . . . . . 53
4.3.5 The column density PDFs and comparison with observations . . . . . . . 54
4.3.6 The forcing dependence of the density dispersion–Mach number relation . 58
4.4 Intermittency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.4.1 The probability distribution of centroid velocity increments . . . . . . . . 62
4.4.2 The structure function scaling of centroid velocity increments . . . . . . . 64
4.4.3 Convergence test for the structure functions of centroid velocity increments 67
4.5 Principal component analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.6 Fourier spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.6.1 Velocity Fourier spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.6.2 Logarithmic density Fourier spectra . . . . . . . . . . . . . . . . . . . . . 73
4.6.3 Resolution study of the Fourier spectra and their dependence on the nu-
merical scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.7 Delta-variance of the velocity and density . . . . . . . . . . . . . . . . . . . . . . 76
4.8 Fourier spectra and Delta-variance scaling . . . . . . . . . . . . . . . . . . . . . . 77
4.9 The sonic scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.10 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.11 Summary and conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5 Modeling collapse and accretion in turbulent gas clouds: implementation and com-
parison of sink particles in AMR and SPH 87
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.2 Implementation of sink particles in FLASH . . . . . . . . . . . . . . . . . . . . . 90
5.2.1 The basic FLASH code . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.2.2 Sink particle creation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.2.3 Gas accretion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.2.4 Conservation laws during accretion of gas . . . . . . . . . . . . . . . . . . 95
5.2.5 Gravitational interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2.6 Particle timestep and subcycling . . . . . . . . . . . . . . . . . . . . . . . 98
5.3 Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.3.1 N-body tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.3.2 Gas–sinks gravity and refinement test . . . . . . . . . . . . . . . . . . . . 101
5.3.3 Collapse of a Bonnor-Ebert sphere . . . . . . . . . . . . . . . . . . . . . . 103
5.3.4 Collapse of a singular isothermal sphere . . . . . . . . . . . . . . . . . . . 105
5.3.5 Rotating cloud core fragmentation test . . . . . . . . . . . . . . . . . . . . 108
5.4 Star cluster formation: AMR vs SPH . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.4.1 The SPH code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.4.2 Initial conditions for the code comparison . . . . . . . . . . . . . . . . . . 111
5.4.3 Results of the sink particle code comparison . . . . . . . . . . . . . . . . . 113
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
6 Summary and outlook 121
6.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.1.1 The density probability distribution in compressible isothermal turbulence:
solenoidal vs compressive forcing . . . . . . . . . . . . . . . . . . . . . . . 121
x
Contents
6.1.2 The fractal density structure in supersonic isothermal turbulence:
solenoidal vs compressive energy injection . . . . . . . . . . . . . . . . . . 121
6.1.3 Comparing the statistics of interstellar turbulence in simulations and ob-
servations: solenoidal vs compressive turbulence forcing . . . . . . . . . . 122
6.1.4 Modeling collapse and accretion in turbulent gas clouds: implementation
and comparison of sink particles in AMR and SPH . . . . . . . . . . . . . 122
6.2 Outlook and future directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.2.1 The star formation rate of supersonic turbulence: solenoidal vs compressive
forcing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.2.2 Turbulent molecular cloud formation and comparison with observations . 124
6.2.3 Turbulent mixing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
6.2.4 Control of star formation by magnetic fields vs turbulence . . . . . . . . . 127






This thesis is concerned with the statistics of turbulence in molecular clouds and the role of
turbulence in star formation. The results presented here are based mainly on numerical ex-
periments with turbulent gas flows, the basic principles of which are described in section 1.4
below. I also discuss analytic and semi-analytic models of star formation, for which turbulence
is a key-ingredient in section 1.2. Before turning to the numerical and analytic models, however,
I start by given some of the observational evidence, from which I conclude that turbulence is
essential for star formation. Understanding the nature and origin of supersonic turbulence is a
key – perhaps the key – to understanding star formation (Mac Low & Klessen, 2004; Elmegreen
& Scalo, 2004; Scalo & Elmegreen, 2004; McKee & Ostriker, 2007).
1.1 General properties of turbulent molecular clouds
The gas from which stars form is turbulent. This is known from observations of molecular line
emission in molecular clouds. Molecular clouds provide the ‘raw’ material from which stars
form. They consist mainly of molecular hydrogen, H2. The second most abundant molecule
is carbon monoxide, CO. CO is typically used to measure the turbulent velocities in molecular
clouds, because at the low temperatures of about 10–50K, H2 is unobservable due to its missing
permanent dipole moment. An observational example is given in Figure 1.1, the Polaris Flare,
observed in the rotational molecular transitions, J = 1 → 0 and J = 2 → 1 of the two different
isotopologues, 12CO and 13CO. Using different transitions and different molecular tracers allows
us to probe very different density environments in molecular clouds. The mean number densities
of molecular species range from 〈ntot〉 ≈ 100 cm−3 for Giant Molecular Clouds (GMCs) up to
104 cm−3 for dense cores and Bok globules (see, e.g., Stahler & Palla, 2004, for fundamental
properties of molecular clouds). The total masses of these highly filamentary objects range from
M = 105M⊙ down to 10M⊙, and their linear sizes are roughly L = 50 pc down to about 0.1 pc
for GMCs and Bok globules, respectively. Figure 1.1 shows that the Polaris Flare, which has
a linear size of about 50 pc on the largest scale, contains substructure on virtually all scales
observed with higher density tracers.
This hierarchical structure seen in the Polaris Flare is shared among all molecular clouds.
The complex interplay of turbulence and gravity can produce such hierarchical, fractal patterns
(e.g., Elmegreen & Falgarone, 1996), which is discussed in more detail in Chapter 3. Indeed,
measurements of the Doppler shift of molecular emission lines show that the internal motions of
the clouds are random, with typical root-mean-squared (RMS) velocity fluctuations ranging from
about σv(L) ≈ 20 kms−1 down to about 1 kms−1 over the entire projected cloud (Zuckerman &
Evans, 1974). Given the typical temperatures of the clouds, which imply sound speeds of the
order of cs ≈ 0.2–0.3 kms−1, leads to typical large-scale RMS Mach numbers, M = σV /cs ≈ 3–
1
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Figure 1.1: Velocity integrated spectral line maps of the rotational transition 12CO J = 1→ 0, 12CO
J = 2 → 1 and 13CO J = 1 → 0, observed toward the Polaris Flare, and one of its cores, MCLD
123.5+24.9. The transition and the telescope are indicated at the top of each panel. The line intensity
is given in main beam brightness temperature. Iso-intensity levels are shown from 2 to 8 in steps of 2
(CfA map), 1 to 11 by 2 (KOSMA), 1 to 4 by 1 (FCRAO), 5 to 17 by 2 (IRAM, 12CO J = 1→ 0), 3 to
11 by 2 (IRAM, 12CO J = 2 → 1), in units of Kkm s−1. Image credit: Bensch et al. (2001), Copyright
Astronomy & Astrophysics 2001.
100. This means that molecular clouds are supersonically turbulent, i.e.,M > 1. When averaged
over smaller and smaller scales, however, the velocity dispersion drops, and exhibits a power-law













The approximate equality in the second line of this equation comes from the combined evidence
obtained in various measurements of the normalization and the power-law index, p ≈ 0.4–0.5
over the last years (e.g., Solomon et al., 1987; Heyer & Brunt, 2004; Heyer et al., 2009), since
the early observations by Larson (1981). This power-law form is indeed similar to the power law
obtained in the famous Kolmogorov model of turbulence, however, there p = 1/3 (Kolmogorov,
1941; Frisch, 1995). Although often referred to in the astrophysical context of molecular cloud
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turbulence, the phenomenological model of turbulence provided by Kolmogorov (1941), strictly
speaking, only applies to incompressible gas. Early attemps to understand interstellar turbulence
(von Weizsa¨cker, 1943, 1951; Chandrasekhar, 1949, 1951a,b) were based on insigths drawn from
incompressible turbulence. However, in the case of molecular clouds, we are dealing with highly
supersonic, compressible gas flows. Such flows develop shocks, which may be better described in
the framework of shock-dominated turbulence presented by Burgers (1948), for which p = 0.5.
Independent numerical simulations of supersonic turbulence over the last 30 years basically agree
with the observed value of p ≈ 0.4–0.5, i.e., a slightly steeper power law than the Kolmogorov
index, which is discussed in more detail in Chapter 4.
The power law of equation (1.1) means that the velocity fluctuations will decrease on smaller
and smaller scales, and will eventually become subsonic, i.e., the local Mach number will drop be-
low unity. The scale at which this transition occurs is the sonic scale, λs, above which turbulence
is supersonic, and below which turbulence is subsonic. This scale is of paramount importance,
because it provides a natural definition of the size of dense cores from which stars form. Fig-
ure 1.2 provides a striking example of the transition from the fractal, filamentary, hierarchical
structure of molecular clouds on scales larger than λs to the more regular, sometimes even elliptic
or round distribution of emission seen in the most highly resolved images in Figure 1.2 (c–h) on
scales of about 0.1 pc. It is these dense cores that are the progenitors of stars. In this sense, the
sonic scale sets the characteristic scale of star formation, below which the turbulent support is
at most as big as the thermal support in an otherwise supersonic, turbulent medium, in which
the whole cloud is stabilized against global gravitational collapse. Turbulence thus plays a dual
role: on the one hand, it provides support against the global collapse of molecular clouds, and
the other, it compresses gas locally in shocks, some of which are dense enough to go into free fall
collapse on roughly the sonic scale (Mac Low & Klessen, 2004; McKee & Ostriker, 2007). The
role of the sonic scale is discussed in more detail in section 4.9 of Chapter 4.
1.2 Turbulent star formation theories
In this section, I motivate the fundamental role of turbulence statistics for analytic theories of
star formation. In particular, I show that the most recent models of star formation that are
used to explain the core mass function and the stellar initial mass function, the star formation
efficiency and the star formation rate all rely on the turbulent density probability distribution
function (PDF). It is the dependence of the density PDF on the forcing of the turbulence that
is investigated in detail in this thesis, in particular in Chapters 2 and 4.
I begin by making a useful transformation of the gas density variable, ρ. The density is divided





It is useful to make this conversion, because in turbulent, isothermal, supersonic gas flows, it is











i.e., the density, ρ follows a log-normal distribution (e.g., Va´zquez-Semadeni, 1994; Passot &
Va´zquez-Semadeni, 1998). The assumption of this log-normal density PDF is explored in more
detail in Chapters 2 and 4. It turns out that equation (1.4) is usually a good approximation,
though a detailed analysis shows that non-Gaussian, higher-order moments are present in real
density distributions obtained both from observations and numerical simulations, as discussed in
3
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Figure 1.2: Maps of the Cyg OB7 field. a) Large scale map of the 13CO J = 1→ 0 emission integrated
over ∆v = 1kms−1 and centered at vlsr = −3.04 km s−1 (Bordeaux telescope, HPBW 4.4’, sampling 5’).
First level and contour spacing 0.25K. b) Map of the integrated intensity of the same transition over
the small field shown in the offset with a sampling of 2.5’ and the same telescope. The first level and
contour spacing are 0.3Kkm s−1. The three fields observed at higher angular resolution were mapped
with the IRAM 30m telescope. c) 12CO J = 1→ 0 first level and step 1Kkms−1. d) 13CO J = 1→ 0
first level and step 0.3Kkms−1. e) 13CO J = 1→ 0 first level and step 1Kkm s−1. f ) C18O J = 1→ 0
first level and step 0.1Kkms−1. g) 13CO J = 1→ 0 first level and step 1Kkms−1. h) C18O J = 1→ 0
first level and step 0.1Kkms−1. The linear sizes indicated are given for a distance of 750 pc. Image
credit: Falgarone et al. (1992), Copyright Astronomy & Astrophysics 1992.
4
Chapter 1 1.2. TURBULENT STAR FORMATION THEORIES
Chapter 4.
The variance of the logarithmic density fluctuations, σ2s in equation (1.4) is a key quantity for
the star formation models discussed in the following sections. I will show in Chapters 2 and 4
that the variance is given by
σ2s = ln
(
1 + b2M2) . (1.5)
It has two important dependencies. First, σ2s increases with the root-mean-squared (RMS) Mach
numberM in a non-linear way. This dependence was first investigated in detail by Padoan et al.
(1997) and Passot & Va´zquez-Semadeni (1998). The second dependence is on the forcing pa-
rameter, which I call b in the following. This parameter has not been investigated systematically
before. For instance, Padoan et al. (1997) found b ≈ 0.5 from three-dimensional magnetohydro-
dynamical turbulence simulations. On the other hand, Passot & Va´zquez-Semadeni (1998) found
b ≈ 1 in one-dimensional simulations. Up to now, this discrepancy has not been addressed and
remained unresolved. With the systematic numerical comparisons presented in Chapters 2–4, I
show that the parameter b is function of the turbulence forcing, i.e., a function of the mecha-
nism by which turbulence is excited. In Chapters 2 and 4, I show that the disagreement of the
results by Padoan et al. (1997) and Passot & Va´zquez-Semadeni (1998) can be reconciled, if a
mixture of compressible and rotational modes is considered. In essence, the ratio of compressible
to rotational modes of the turbulence depends strongly on the nature of the turbulence forcing,
which makes the parameter b in equation (1.5) dependent on the forcing. The main result is
that for the two limiting cases of turbulence forcing, i.e., first, fully solenoidal (divergence-free)
forcing, and second, fully compressive (curl-free) forcing, I find b ≈ 1/3, and b ≈ 1, respectively.
A graphical representation of these two limiting cases of turbulence forcing is given in section 1.4
below, however, for the time being I just mention that b can vary between 1/3 and 1 for the
same RMS Mach number. I will show the consequences of this result for analytic solutions of
star formation models that are based on the turbulent density PDF, equation (1.4), and on the
density variance–Mach number relation, equation (1.5) in the following three subsections.
1.2.1 The core and stellar initial mass function
One of the most important observational piece of evidence in star formation is the initial core
mass function (CMF) and the stellar initial mass function (IMF). The CMF and the IMF are
the number, N (M), of dense cores and stars, respectively, as a function of their mass. Since the
early measurement by Salpeter (1955), more and more elaborate and complete measurements
have provided us with high-quality data of the IMF. These data point toward a universal form of
the IMF, exhibiting a peak between 0.1–0.6M⊙ (see, e.g., Elmegreen, Klessen, & Wilson, 2008,
for a theoretical discussion of this characteristic mass scale), and a steeply decreasing tail for
masses,M & 1M⊙ (see, e.g., Kroupa, 2001; Muench et al., 2002; Chabrier, 2003). This high-mass
tail can be approximated with a power law of the form
dN (M) ∝M−1.35d logM . (1.6)
Moreover, there is evidence that the CMF exhibits a very similar power-law tail, but shifted to
higher masses by a factor of a few. This observation may be interpreted as the IMF being a more
or less linear conversion of the CMF into stars (e.g., Alves et al., 2007). This is an attractive
idea, because it would be the simplest possible explanation for the similarity of the CMF and
the IMF. However, many different physical processes can lead to the same power-law IMF (e.g.,
Clark et al., 2009; Goodwin & Kouwenhoven, 2009; Smith et al., 2009). In any case, explaining
the universal form of the IMF in different environments has been, and will stay among the most
challenging tasks of observational, theoretical and numerical astrophysics.
What can we say about the dependence of the CMF and the IMF on the statistics of interstellar
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turbulence? Mac Low & Klessen (2004), Elmegreen & Scalo (2004) and Scalo & Elmegreen (2004)
reviewed the role of turbulence for the IMF. Taken together, turbulence and gravity are the two
main physical processes determining the CMF and the IMF. It is likely that the statistics of the
turbulence translate –through gravity– to the statistics of the CMF and the IMF, only the exact
form of this translation is unknown. However, turbulent compression of the gas is expected to
play a key role in creating the dense seeds for local gravitational collapse into cores and stars.
On the theoretical side, Padoan & Nordlund (2002) and Hennebelle & Chabrier (2008) have
provided analytic models of the CMF and the IMF, based on the statistics of supersonic tur-
bulence. Both theories reproduce the basic features of the CMF and the IMF, namely the
high-mass power-law tail and the turnover at lower masses. Since the log-normal density PDF,
equation (1.4) and the density variance–Mach number relation, equation (1.5) are crucial ingre-
dients for the theories, we expect some dependence of the CMF/ and the IMF on the turbulence
forcing mechanism, which enters through the forcing parameter b in equation (1.5). As dis-
cussed by Hennebelle & Chabrier (2009) and Schmidt et al. (2010), the theoretically predicted
characteristic mass shifts to lower masses for increasing b, while the power-law tail is almost
independent of the forcing. The Hennebelle & Chabrier (2008) theory predicts a shift of the
characteristic mass of about a factor of 4.6 between solenoidal (b = 1/3) and compressive tur-
bulence forcing (b = 1). The dependence of this shift on b is the same dependence of the shift
on the Mach number M, because both the Mach number and the forcing parameter enter the
theory only through equation (1.5), for which b and M enter in the same way. Given the fact
that the turbulent Mach numbers vary over at least an order of magnitude in different molecular
clouds, depending on their size, means that the theory predicts a variation of the characteristic
mass of about 2 orders of magnitude (see, Hennebelle & Chabrier, 2008, Fig. 2). A similarly
strong variation of the characteristic mass with Mach number is predicted in the IMF theory by
Padoan & Nordlund (2002, Fig. 1). This is however hard to accommodate with the observation
of an almost fixed characteristic mass as discussed above, and thus needs further investigation.
A way to test the theories of the CMF and the IMF is through numerical simulations in which
the mass distribution of fragments can be measured directly. The best available method to do
this is to use sink particles, which are described in Chapter 5. A preliminary comparison of the
mass distributions obtained for solenoidal and compressive forcing is presented in Chapter 6,
indicating that the characteristic mass is rather unaffected by the forcing parameter, b.
1.2.2 The star formation rate
The total star formation rate in the galaxy is about 3–5M⊙ yr
−1. However, the star formation
rate is much higher in the galactic center and in the spiral arms than in the interarm regions.
Clearly, the star formation rate depends on environmental conditions, the most important of
which are the gas surface density, and the density enhancements produced by supersonic turbu-
lence. The star formation rate is thus expected to depend on the statistical properties of the
turbulence in the galaxy.
Krumholz & McKee (2005) came up with a theory of the star formation rate based on the
density probability distribution function, equation (1.4). Their model was developed further by
Krumholz et al. (2009) and Padoan & Nordlund (2009). However, the basic derivation of the star
formation rate remains the same in all those models. Equivalent to the CMF and IMF models
discussed in the previous section, Krumholz & McKee (2005) estimate the amount of mass above
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exp(s) p(s) ds , (1.8)
which they call the star formation rate per free fall time. Strictly speaking, this integral is
nothing but the mass fraction of gas above the density threshold, scrit. The factor ǫcore is used
to account for the mass loss during star formation. For instance, if the dense, star-forming cores
lost half of the collapsing mass due to feedback processes (e.g., protostellar winds and outflows),
then ǫcore = 0.5. The true value of ǫcore is uncertain, as it depends on environmental conditions,
but it is reasonable to expect that ǫcore varies between 0.25 and 1.0, such that at most 75% of
the mass could be reinjected into the cloud from which the core formed (e.g., Matzner & McKee,
2000). Alternately, ǫcore may be interpreted as a star formation efficiency. Alves et al. (2007)
conclude that the star formation efficiency should be about 30% to account for the shift of the
core mass function to the stellar initial mass function, so one might take ǫcore ≈ 0.3. In the
following, I will take ǫcore = 1, which corresponds to the situation of negligible mass loss, such
that equation (1.8) gives the core formation rate prior to any feedback activity. The SFRff is a
dimensionless quantity that can be turned into a real star formation rate,
M˙cloud = SFRff
Mcloud
φt tff , cloud
, (1.9)
where the numerical factor φt may be used to compensate for differences in the actual time for
star formation from the free fall time of the cloud. φt is expected to be of order unity. Krumholz
& McKee (2005) actually find that the best-fit value is φt ≈ 1.9 for the simulations discussed
by Va´zquez-Semadeni, Ballesteros-Paredes, & Klessen (2003). The lower bound of the integral
in equation (1.8) is the critical logarithmic density, scrit, above which the gas goes into free fall
collapse and forms stars. Krumholz & McKee (2005) define this critical overdensity by comparing
the Jeans length at the mean density, λJ,0 with the sonic scale, λs:







This choice is motivated by the expectation that the collapse sets in roughly at the sonic scale,
where the turbulent fluctuations are of the order of the thermal sound speed, i.e., the local Mach
number has dropped to about unity at the sonic scale. The global turbulent supersonic support
is expected to become insignificant at the sonic scale, such that collapse can proceed below that
scale (e.g., Mac Low & Klessen, 2004). The leading factor 2 in equation (1.10) stems from the
density dependence of the Jeans length, λJ(ρ) ∝ √ρ, and the numerical factor φx allows for
slight variations in the actual scale on which the collapse sets in. Krumholz & McKee (2005)
find φx ≈ 1.1 for the simulations by Va´zquez-Semadeni et al. (2003). In real molecular clouds
the sonic scale is expected to be of order 0.1 pc (e.g., Stahler & Palla, 2004). The role of the
sonic scale is discussed further in Chapter 4.
Solving the integral in equation (1.8) gives the star formation rate per free fall time as a












In fact, SFRff is also a function of the RMS Mach number, M, and a function of the forcing
parameter, b, because the logarithmic density variance, σ2s , is a function of both, as discussed
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Figure 1.3: The star formation rate per free fall time, SFRff as a function of the logarithmic critical
density, above which star formation is assumed to occur in the model by Krumholz & McKee (2005).
The theoretical value of SFRff (equation 1.11) is shown as a function of the forcing parameter b for a
fixed RMS Mach number, M = 10.
above and shown in equation (1.5). Indeed, Krumholz & McKee (2005) give credit to the de-
pendence of their star formation rate on the RMS Mach number by plotting SFRff as a function
of the critical density in their Figure 1. However, they assumed a forcing parameter b = 0.5,
without discussing the dependence of their star formation rate on this assumption. Although
b ≈ 0.5 is the result for a typical mixture of turbulence forcing, it is interesting to investigate the
limiting cases b = 1/3 and b = 1 that I find for solenoidal and compressive forcing, respectively.
As shown in Chapter 4, real molecular clouds show evidence of different forcing functions, and
thus different values of b are expected to apply in different molecular cloud regions.
The results for SFRff from equation (1.11) are plotted in Figure 1.3 as a function of scrit for
a fixed Mach number, M = 10, but for solenoidal forcing (b = 1/3), mixed forcing (b = 1/2)
and compressive forcing (b = 1), respectively. Compressive forcing yields higher star formation
rates than solenoidal forcing for all critical densities. The mixed forcing rates are bracketed by
the two limiting cases. What is a reasonable critical density, scrit for real clouds? Taking a mean
number density of 100 cm−3 to be representative of a typical giant molecular cloud complex (e.g.,
Stahler & Palla, 2004) and a temperature of about 10K, we find a mean Jeans length of about
2 pc. Furthermore assuming a sonic scale of about 0.1 pc, and taking φx = 1 for simplicity, we
find scrit ≈ 6 from equation (1.10). Figure 1.3 shows that for this critical density, compressive
forcing yields a star formation rate about 30 times higher than solenoidal forcing at the same
RMS Mach number. This numerical example shows that the forcing dependence must be taken
into account in models of the star formation rate, as the ones by Krumholz & McKee (2005),
Krumholz et al. (2009) and Padoan & Nordlund (2009).
1.2.3 The star formation rate in virialized objects
Figure 1.3 suggests that the star formation rate per free fall time should increase with increasing
Mach number in the same way as it increases with the forcing parameter, b. This is because σs,
equation (1.5) depends on M and on b in the same way. From numerical simulations, however,
Klessen, Heitsch, & Mac Low (2000) find that the star formation rate decreases with increasing
Mach number. Intuitively, one would expect that the star formation rate becomes smaller as
the Mach number increases, because increasing the Mach number means increasing the kinetic
energy, which can provide support against gravitational collapse. On the other hand, higher
Mach numbers lead to stronger shocks and thus to stronger local density enhancements, which
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are the seeds for gravitational collapse. In summary, the dependence of the star formation rate
on the turbulent Mach number is non-trivial, because of the two competing effects of interstellar
turbulence: providing global support on the one hand, and creating local compressions on the
other (see, Mac Low & Klessen, 2004). In contrast to this expected competition, Figure 1.3 shows
that the star formation rate always increases with increasing Mach number and/or increasing
forcing parameter b. A possible solution to this contradiction is that the true star formation
rate depends on Mach number not only through σs, equation (1.5), but also through the critical
density, scrit.
If we go back to the definition of the critical density, scrit, above which the gas goes into free
fall collapse, equation (1.10), we see that it depends on the Jeans length of the cloud and on the












where we have assumed a spherical cloud with diameter L, mass M , and isothermal sound
speed cs. Since the velocity fluctuations in a turbulent medium depend on the length scale, ℓ as
σv = σV (ℓ/L)
p, equation (1.1), where σV is the velocity dispersion on the scale L, and p ≈ 0.5





























where I have identified the virial parameter, αvir = 5σ
2
V L/(6GM), and the RMS Mach number,
M = σV /cs in the second step. This derivation is essentially identical to the one presented
in Krumholz & McKee (2005), with the exception that I have defined the virial parameter,
αvir = 2Ekin/ |Epot| with Ekin = Mσ2V /2 and Epot = −3GM2/(5R). This definition means
that αvir = 1 for a spherical cloud in virial equilibrium, where I have assumed that the thermal
and magnetic energies of the cloud are negligible compared to the kinetic energy. While the
assumption a negligible thermal energy is safely fulfilled in molecular clouds (see, e.g., Stahler &
Palla, 2004), the assumption of a negligible magnetic energy needs to be relaxed in future work.
Some attempts to do this are presented in Padoan & Nordlund (2009).
Equation (1.14) shows that the critical density, scrit depends on the RMS Mach number, and
thus the actual star formation rate calculated with equation (1.11) depends on Mach number, not
only through σs, but also through scrit. Taken together, we can now investigate the theoretical
prediction for the star formation rate, SFRff as a function of the Mach number, M, and the
forcing parameter, b. For this purpose, I assume a virial parameter of αvir = 1, although one
must keep in mind that this is not necessarily the correct value for molecular clouds (see, e.g., the
discussion of surface terms in the virial equation by Dib et al., 2007). In any case, variations in
the virial parameter are not expected to have a strong influence on the derived SFRff compared
to the Mach number, which enters quadratically in equation (1.14), while αvir enters only linearly.
For simplicity, I use φx = 1, and combine equations (1.14) and (1.11) to obtain the star formation
rate per free fall time as a function ofM and b. The results are plotted in Figure 1.4 for b = 1/3,
1/2, and 1 as a function ofM = [1, 100]. We see an immediate conspicuous features here: the star
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Figure 1.4: The star formation rate per free fall time, SFRff as a function of the RMS Mach number,
M. Three different forcing parameters are shown: the two limiting cases of solenoidal (b = 1/3) and
compressive forcing (b = 1), and an intermediate, mixed forcing case (b = 1/2).
formation rate decreases monotonically with increasingM only for compressive forcing, while it is
almost insensitive toM for the mixed forcing case forM & 2, and exhibits a minimum at around
M ≈ 2 for solenoidal forcing, followed by a rise in SFRff up to M ≈ 30. For typical molecular
cloud Mach numbers, M ≈ 10, compressive forcing would thus yield a roughly 16 times higher
star formation rate than solenoidal forcing. Moreover, for all Mach numbers up to M = 100
the predicted star formation rate is more than a factor of 5 higher for compressive forcing than
for solenoidal forcing. For M ≈ 2 the difference between solenoidal and compressive forcing is
even a factor of 168. This theoretical prediction needs to be tested with numerical simulations.
I provide some preliminary results of such a numerical test in Chapter 6. Indeed, compressive
forcing yields star formation rates about an order of magnitude higher than solenoidal forcing.
Figure 1.4 shows that the forcing dependence of the star formation rate is typically stronger
than the Mach number dependence, suggesting that the nature of the turbulence forcing must
be taken into consideration.
1.3 Turbulent driving agents and triggering
Supersonic turbulence is the key-mechanism to locally compress interstellar gas in the galaxy,
consequently triggering star formation (e.g., Elmegreen, 2009). What physical drivers of inter-
stellar turbulence can we identify and what is their relative contribution to the overall kinetic
energy budget of the interstellar medium? On which scales do these drivers act and how much
compression is induced by them? Providing answers to these questions is at the heart of un-
derstanding interstellar turbulence, and thus of understanding star formation. However, these
questions still remain open and an active field of research.
Mac Low & Klessen (2004) discuss potential energy sources of turbulence and provide estimates
of the energy injection rates. Using results of numerical experiments of decaying turbulence by







≈ −3× 10−27 erg cm−3 s−1 (1.16)
for a mean number density of 〈n〉 ≈ 1cm−3, a velocity dispersion of 10 kms−1, and an injection
scale, Linj ≈ 100 pc. Different physical drivers may contribute to inject turbulent energy, balanc-
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Driving mechanism e˙ in erg cm−3 s−1 injection scale
Magnetorotational instabilities 3× 10−29 large
Gravitational instabilities 4× 10−29 large
Protostellar outflows 4× 10−28 small–intermediate
Thermal instabilities 5× 10−29 intermediate
Ionization fronts (H ii regions) 3× 10−30 intermediate–large
Supernova explosions 3× 10−26 intermediate–large
Table 1.1: Possible drivers of interstellar turbulence and their energy injection rates per unit volume
as estimated by Mac Low & Klessen (2004). Note that I have assumed a disk scale height of H = 100 pc
for all processes in this table, while Mac Low & Klessen (2004) use H = 200 pc to estimate e˙ from
protostellar outflows.
ing this decay rate. Table 1.1 summarizes the possible drivers of turbulence and their individual
energy injection rates as discussed by Mac Low & Klessen (2004). Mac Low & Klessen (2004)
conclude that supernova explosions contribute most. Their energy injection rate is about one
order of magnitude higher than the average galactic decay rate. The second most powerful mech-
anism to maintain turbulence seems to be driving from protostellar outflows, which is, however,
two orders of magnitude less efficient than supernova driving, and thus only capable of balancing
about 10% of the global decay rate. Supernovae are also particularly attractive as turbulent
drivers, because they likely inject energy on rather large scales, in form of superbubbles. Ob-
servations show that turbulence is mainly driven on large scales (e.g., Ossenkopf & Mac Low,
2002; Tamburro et al., 2009; Brunt et al., 2009). It is thus hard to see how protostellar outflows
could be the main drivers of large-scale interstellar turbulence, however, they may contribute
significantly on local, smaller scales (see the discussion in section 6.2.5 of Chapter 6).
It is important to emphasize that most of the potential drivers of turbulence will excite a
considerable amount of compressible modes. Supernova explosions, in particular, are known
to create gigantic superbubbles. While expanding, these shells compress gas, a process that
drives turbulence inside the shell, and triggers new star formation. A fascinating example of
possible triggering of star formation in expanding shells is the Cygnus X complex (Reipurth &
Schneider, 2008), shown in Figure 1.5. This region is strongly affected by radiation from the
Cygnus OB2/OB9 clusters, expanding H ii regions, and a large number of outflow sources, which
may all contribute to driving the turbulence in this region.
1.4 Systematic numerical approach
Given that a full theory of turbulence is elusive even in the incompressible regime apart from the
phenomenology provided by Kolmogorov (1941), one inevitably turns to numerical simulations
to glean insight. The basic numerical approach followed to investigate the forcing dependence of
interstellar turbulence is described here. As with all numerical models, the applicability of these
simulations to real molecular clouds is limited (see section 4.10 of Chapter 4), and this needs to
be kept in mind. The basic numerical approach is to set up a cubic box of linear size L, initially
filled with gas of uniform density, 〈ρ〉. For simplicity, this box has periodic boundaries. This
means that we only consider a small sub-part of a much more extended cloud. We can imagine,
however, that the structures surrounding this small cubic domain are similar on all sides viewed
from the center, so long as we are not close to the boundary of the whole cloud (see, e.g., the inner
parts of the Polaris Flare shown in Figure 1.1). The initially uniform and static gas distribution
is then accelerated by a random force. This setup is often called“turbulence-in-a-box”, because of
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Figure 1.5: Line integrated map of Cygnus X in 13CO 1 → 0 emission with the intensity (−1 to
16Kkms−1) coded in color. Crosses indicate the location of thermal H ii regions and the massive star-
forming regions DR21 and S106 are labeled. The distance to Cygnus X is about 1.7 kpc. Image credit:
Schneider et al. (2010).
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Figure 1.6: A two-dimensional representation of a solenoidal (divergence-free) forcing field (left), and
a compressive (curl-free) forcing field (right) at a randomly chosen time. The length and color of the
vectors are proportional to the local amplitude of the field.
its simplicity, but has provided indispensable insight into the statistics of interstellar turbulence
and star formation (e.g., Porter et al., 1992b; Va´zquez-Semadeni, 1994; Padoan et al., 1997;
Klessen et al., 1998; Mac Low et al., 1998; Passot & Va´zquez-Semadeni, 1998; Stone et al., 1998;
Mac Low, 1999; Klessen, 2000; Heitsch et al., 2001; Boldyrev et al., 2002; Cho et al., 2002; Li
et al., 2003; Padoan et al., 2004a; Jappsen et al., 2005; Ballesteros-Paredes et al., 2006; Glover
& Mac Low, 2007a,b; Kritsuk et al., 2007; Kowal et al., 2007; Beetz et al., 2008; Dib et al., 2008;
Offner et al., 2008; Lemaster & Stone, 2009; Schmidt et al., 2009).
Most turbulence-in-a-box studies have in common that a random driving force, f , is used to
accelerate the gas, until the gas reaches a state of fully developed turbulence. The properties of
the forcing, f , however, can be varied. A detailed discussion of the turbulence forcing used in
this study and in previous studies is provided in section 4.2.1, however, the essential numerical
approach followed in this thesis is summarized here. Since f is a random vector field, we are
free to vary the ratio of rotational to compressible modes of the vector field. Any one-, two-, or
three-dimensional vector field can be decomposed into two parts, a solenoidal (divergence-free)
part, ∇ · f = 0 and a compressible (curl-free) part, ∇× f = 0. This allows us to construct a new
random vector field with any desired ratio of solenoidal and compressible modes by taking scaled
versions of the original parts and mixing them together. We can thus also construct the two
extreme cases of such a field: first, a completely solenoidal (divergence-free) field, and second,
a completely compressible (curl-free) field. I call these two limiting cases solenoidal forcing and
compressive forcing, respectively 1.
A spatial representation of the two limiting forcing cases is shown in Figure 1.6. For clarity, I
show a two-dimensional forcing field in this figure. However, the generalization to three dimen-
sions is straight forward, such that the fields preserve the properties that ∇· f = 0 for solenoidal
forcing, and ∇ × f = 0 for compressive forcing. To drive turbulence, a new random forcing
pattern is constructed every timestep. The forcing is implemented such that it maintains the
given ratio of solenoidal to compressible modes at any time, and that the field varies smoothly
1Note that I use the term ‘compressive forcing’ instead of ‘compressible forcing’ to emphasize the action of this
new kind of forcing, namely to compress the gas.
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in space and time, following the procedure described in section 4.2.1.
All turbulence-in-a-box studies have so far considered only solenoidal or mixed forcing, but
no study existed with purely compressive forcing. This is very surprising, given that most
of the proposed physical mechanisms for driving interstellar turbulence are expected to excite
compressible modes rather than solenoidal modes (see section 1.3). The main work presented
in this thesis, fills this empty gap, and provides a systematic comparison of turbulence forcing.
The main conclusion is that the turbulence forcing mechanism determines the statistics of the
turbulence, and thus controls key-properties of star formation, for instance, the star formation
rate (see sections 1.2.2 and 6.2.1).
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Chapter 2
The density probability distribution in compress-
ible isothermal turbulence: solenoidal vs compres-
sive forcing
The probability density function (PDF) of the gas density in turbulent supersonic flows is in-
vestigated with high-resolution numerical simulations in this Chapter. In a systematic study, I
compare the density statistics of compressible turbulence driven by the usually adopted solenoidal
forcing (divergence-free) and by compressive forcing (curl-free). Our results are in agreement with
studies using solenoidal forcing. However, compressive forcing yields a significantly broader den-
sity distribution with standard deviation ∼3 times larger at the same RMS Mach number. The
standard deviation-Mach number relation used in analytical models of star formation is reviewed
and a modification of the existing expression is proposed, which takes into account the ratio
of solenoidal and compressive modes of the turbulence forcing. The results presented in this
Chapter are published in Federrath et al. (2008b).
2.1 Introduction
The pioneering works by Padoan et al. (1997, PNJ97 below) and Passot & Va´zquez-Semadeni
(1998, PV98 below) have shown that the standard deviation (stddev) σρ, i.e., the width or
dispersion of the linear density PDF pρ grows proportional to the RMS Mach number M of
the turbulent flow, however, with proportionality constants in disagreement by a factor of 2.
The exact dependence of the PDF’s stddev on the RMS Mach number is a key ingredient for
analytical models of star formation. For instance, Padoan & Nordlund (2002) and Hennebelle
& Chabrier (2008) relate the density PDF to the core mass function (CMF) and stellar initial
mass function (IMF). Tassis (2007) uses the density PDF on galactic scales to reproduce the
Kennicutt-Schmidt relation. Elmegreen (2008) suggests that the star formation efficiency is a
function of the density PDF.
In the present work, we solve the discrepancy between PNJ97 and PV98 by showing that the
stddev of the PDF is not only a function of the RMS Mach number, but is also very sensitive to
the relative importance of solenoidal (divergence-free) and compressive (curl-free) modes of the
turbulence forcing, leading to variations in the stddev up to factors of ∼ 3 for the same RMS
Mach number. The main result of the present work is that the conclusions of PNJ97 and PV98
can be harmonized, if we take into account that PNJ97 have analyzed purely solenoidal forcing,
whereas PV98 have studied purely compressive forcing. This apparent difference has not been
considered analytically or numerically before.
We begin by explaining our numerical method in section 2.2. Section 2.3 shows that our results
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are consistent with previous studies using solenoidal forcing, whereas compressive forcing yields
a PDF with stddev ∼ 3 times larger in 3-dimensional turbulent flows. We present a heuristic
model explaining this difference, which is based on the ratio of solenoidal to compressive modes
of the forcing to estimate the proportionality constant in the stddev-Mach relation. Section 2.4
summarizes our conclusions.
2.2 Numerical methods
The piecewise parabolic method (Colella & Woodward, 1984) implementation of FLASH v3
(Fryxell et al., 2000; Dubey et al., 2008) was used to solve the hydrodynamic equations on periodic
uniform grids with 163841, 40962, and 10243 grid points in 1, 2 and 3 dimension(s) (1D, 2D, 3D).
Since we model isothermal gas, it is convenient to define s ≡ ln(ρ/ρ0) as the natural logarithm
of the density divided by the mean density ρ0. Isothermal gas has been modeled several times in
the context of molecular cloud dynamics taking periodic boundaries and studying compressible
turbulence with solenoidal or weakly compressive forcing (e.g., Stone et al., 1998; Mac Low et al.,
1998; Mac Low, 1999; Klessen et al., 2000; Heitsch et al., 2001; Boldyrev et al., 2002; Li et al.,
2003; Padoan et al., 2004b; Jappsen et al., 2005; Ballesteros-Paredes et al., 2006; Kritsuk et al.,
2007; Dib et al., 2008; Offner et al., 2008). Most of these studies have purely solenoidal forcing
motivated by incompressible turbulence studies, some have weakly compressive forcing. The
latter is a result of the natural ratio of solenoidal to compressible modes of a Gaussian field
prepared in Fourier space without subsequent projection. This natural ratio is 2:1 in 3D and 1:1
in 2D. Accordingly, the ratio of compressive to the sum of compressive plus solenoidal modes is
1:3 in 3D and 1:2 in 2D. Only PV98 have purely compressive forcing, because they analyze 1D
simulations where no solenoidal component exists and the ratio of compressive to total modes is
1:1.
The forcing is typically either modeled as a static pattern following the recipes by Mac Low
et al. (1998) and Stone et al. (1998), or by an Ornstein-Uhlenbeck (OU) process with finite
autocorrelation timescale T (e.g., Eswaran & Pope, 1988; Schmidt et al., 2006). Note that driving
with a static pattern is the limiting case of an OU process with infinite autocorrelation timescale.
We use the OU process and follow the usual approach, setting T equal to the dynamical timescale,
T = L/(2V ). In code units, L = 1 is the size of the computational domain, V = csM is the RMS
velocity, M ≈ 5.5 is the RMS Mach number, and cs = 1 is the sound speed. The dynamical
time, T , was set equal to the decay time constant of the turbulence (Stone et al., 1998; Mac
Low, 1999) at the scales of energy injection 1 < k < 3. This guarantees a well-defined stochastic
driving field, which varies smoothly in space and time. We checked that modeling of the forcing
as an almost static pattern (increasing T by one order of magnitude) did not significantly affect
our results.
The absence of a physical scale in the equations of hydrodynamics solved here (discussed in
Chapters 3 and 4) means that the results can be arbitrarily scaled to the interstellar medium by
defining length, mass and time scales. For example, adopting a length scale of 1 pc and a sound













One can similarly set a mass scale by defining the initial (mean) density to be n0 = 1000 cm
−3,







assuming fully molecular hydrogen gas with a mean molecular weight of 2.3, giving a total mass
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Figure 2.1: Column density field in units of the mean column density for solenoidal forcing (left), and
compressive forcing (right) at a randomly picked time in the regime of statistically stationary turbulence.
Both maps show 4 orders of magnitude in column density with the same scaling for direct comparison
of solenoidal and compressive forcing at RMS Mach number ∼5.5.
in the box of about 57M⊙. The physical values of the length, mass and time scales used in these
two expressions is consistent with the observations presented by Falgarone et al. (1992).
In order to obtain a purely solenoidal, or a purely compressive forcing (or any combination),
a Helmholtz decomposition can be made by applying the projection operator in Fourier space
(k-space)
Pζij = ζP⊥ij + (1− ζ)P‖ij = ζδij + (1− 2ζ)
kikj
|k|2 , (2.3)
to the random vector field returned by the OU process or generated by the usual recipes. The
parameter ζ ∈ [0, 1] controls the relative importance of solenoidal and compressive modes. If we
set ζ = 1, Pζij projects only the solenoidal component, whereas only the compressive component
is obtained by setting ζ = 0.
2.3 Results and discussion
Figure 2.1 compares column density maps for solenoidal vs. compressive forcing of our 3D models
(10243) from a randomly picked snapshot in the regime of statistically stationary turbulence.
Obviously, compressive forcing yields much larger density contrasts, despite the fact that the
RMS Mach number M∼ 5.5 is about the same in both cases. This is quantitatively shown in
Fig. 2.2, which presents the comparison of the time averaged volume-weighted density PDFs in
the solenoidally and compressively driven cases. Most importantly, although the RMS Mach
numbers are almost the same, the stddev σρ of the PDF obtained in compressive forcing is ∼3
times larger than for solenoidal forcing (Tab. 2.1). This is the main result of the present study
and has important consequences: The stddev of the density PDF is not only a function of the
RMS Mach number as found by PNJ97 and PV98, but also a function of the relative strength
of solenoidal to compressive modes of the turbulence forcing, i.e., a function of the projection
parameter ζ in eq. (2.3). In the following, we review the stddev-Mach number relation and
present a heuristic model for the proportionality constant in this relation.
It has been pointed out by PNJ97 and measured by PV98 that the stddev σρ of the PDF of
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Figure 2.2: Volume-weighted density PDFs p(s) in linear scaling where s = ln(ρ/ρ0). The PDF
obtained by compressive forcing (comp, ζ = 0.0) is much broader compared to the solenoidal one (sol,
ζ = 1.0) at the same RMS Mach number. The peak is shifted due to mass conservation (Va´zquez-
Semadeni, 1994). Gray error bars indicate 1-sigma temporal fluctuations of the PDF. A sample of ∼1011
datapoints contribute to each PDF.
the linear density pρ grows linear with the RMS Mach number M like
σρ/ρ0 = bM (2.4)
with the proportionality constant b. PV98 find b∼ 1 in 1D simulations with M ranging from
subsonic to supersonic flows. PNJ97 motivate and explain eq. (2.4) with the isothermal hydro-
















1 + b2M2)]1/2 . (2.6)





−∞ [exp(s)− 1]2 psds. From the assumption (2.5) it follows that eq. (2.6) and (2.4) are
equivalent and that both expressions have the same b. This means that eq. (2.4) is the basic
stddev-Mach number relation from which eq. (2.6) follows, if a lognormal PDF is assumed.
PNJ97 applied eq. (2.6) to magnetohydrodynamical (MHD) simulations and obtained b∼0.5.
Consequently, their stddev is only half as large as that found by PV98. Padoan et al. (2007)
argue that eq. (2.6) may hold for MHD turbulence as well, if M is replaced by the Alfve´nic
Mach number, although the shock jump conditions motivating eq. (2.4) are different for shocks
perpendicular to the magnetic field. In MHD simulations, Li et al. (2004) and Li et al. (2008)
find b∼ 0.38 and b∼ 0.41 for ideal MHD and b ∼ 0.58 by including ambipolar diffusion (AD).
The latter means that including AD broadens the PDF over ideal MHD, because of the reduced
magnetic pressure compared to ideal MHD. Therefore, the parameter b in eq. (2.4) and (2.6) is
not expected to be universal, but depends on the magnetic field (see also, Va´zquez-Semadeni
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D resolution ζ M σρ/ρ0 b
3 10243 1.0 (sol) 5.3±0.2 1.9±0.1 0.36±0.03
3 10243 0.0 (comp) 5.6±0.3 5.9±1.0 1.05±0.19
2 40962 1.0 (sol) 5.6±0.5 2.4±0.5 0.43±0.10
2 40962 0.0 (comp) 5.7±0.6 5.0±1.5 0.88±0.28
1 163841 0.0 (comp) 5.0±1.0 4.5±2.0 0.90±0.44
Table 2.1: Parameters in solenoidal and compressive forcing
et al., 2005a). On the other hand, Lemaster & Stone (2008) find that even strong magnetic
fields do not alter the stddev-Mach number relation significantly. In the following discussion,
we will concentrate on purely hydrodynamical estimates showing that b is much more sensitive
to the way of forcing compared to the reported MHD effects. In order to show this, we use the
more fundamental stddev-Mach number relation given by eq. (2.4), which does not rest on the
additional assumption of a lognormal density PDF.
From purely hydrodynamic studies utilizing different numerical methods and resolutions, typi-
cally smaller but roughly consistent values of b are found compared to b∼1 by PV98, e.g., b∼0.35
using 200, 000 SPH particles (Li et al., 2003), b ∼ 0.26 using ENZO with 10243 cells (Kritsuk
et al., 2007)1, b∼0.37 using another grid-based method with 5123 cells (Beetz et al., 2008). It is
important to note that all the aforementioned studies (including the MHD studies) use solenoidal
or weakly compressive forcing, except for PV98, who naturally have purely compressive forcing
because they analyze 1D simulations. Similar to PV98, we find b∼ 1.05 for purely compressive
forcing (Tab. 2.1). For purely solenoidal forcing, we get b∼0.36 in agreement with the estimates
by Li et al. (2003), Kritsuk et al. (2007) and Beetz et al. (2008). This shows that the width of
the PDF does not only depend on the RMS Mach number given by eq. (2.4), but also on the
mixture of solenoidal and compressive modes ζ of the forcing. This dependence was qualitatively
mentioned by Nordlund & Padoan (1999), although up to now, no quantitative estimate existed.
Based on the diversity of b in eq. (2.4) and (2.6) obtained in the studies mentioned above and
based on our direct comparison of solenoidal and compressive forcing, we suggest that a plausible
estimate for the proportionality constant b is obtained by taking into account the compressibility
induced by the forcing,








1− 23ζ, for D = 3
1− 12ζ, for D = 2
1, for D = 1 .
(2.7)
The relative strength of solenoidal to compressive modes ζ is defined in the projection operator,
eq. (2.3).
For solenoidal forcing (ζ = 1), by construction no compression is directly induced by the
forcing. Rather, density fluctuations are solely a result of compressions naturally building up in
a supersonic turbulent flow. This is a consequence of the ratio of compressible modes to the sum
of compressible plus solenoidal modes in the velocity field, that the turbulent gas adjusts itself
to (see, e.g., Elmegreen & Scalo, 2004). This ratio is related to the number of degrees of freedom
D (spatial directions) available for compressible modes and is simply given by 1/D showing up
in eq. (2.7). Consequently, eq. (2.7) leads to b∼1/3 for the 3D case with solenoidal forcing. This
is in reasonable agreement with the results by Li et al. (2003), Kritsuk et al. (2007), Beetz et al.
(2008) and ours.
1In their recent 20483 study with solenoidal forcing, they find a slightly larger b∼ 0.32 (Kritsuk 2008, private
communication).
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The 1D case as analyzed by PV98 is a special case of compressive forcing in arbitrary di-
mensions. Note that for compressive forcing, eq. (2.7) always suggests b∼ 1 independent of D.
This can be understood as a consequence of the direct compression induced by the compressive
force field, contrary to solenoidal forcing for which the natural ratio of modes in the velocity
field determines b. Compressive forcing by construction immediately induces compressions along
all available spatial directions D directly, and b ∼D/D = 1. The 1D calculations (ζ = 0) by
PV98 therefore exhibit b ∼ 1. Similar, in our high-resolution 3D case of purely compressive
forcing (ζ = 0), compression is induced along all the 3 available spatial directions resulting in
b∼3/3 = 1.
Besides testing eq. (2.7) for the extreme cases of solenoidal and compressive forcing at different
dimensionality, we also aim at testing it for intermediate values of ζ (mixtures of solenoidal and
compressive forcing) using reported results in the literature and additional numerical simulations.
Va´zquez-Semadeni (1994) have analyzed 2D simulations with a 1:1 mixture of solenoidal and
compressive forcing (ζ = 0.5). Thus, the expected value is b∼ 0.75, and they find b∼ 0.7 close
to the expectation. Schmidt et al. (2009) use a mainly compressive forcing (ζ = 0.1) obtaining
b∼0.94 from their data, while eq. (2.7) suggests b∼0.93.
We ran additional 2D and 1D simulations with solenoidal and compressive forcing to support
our heuristic model, eq. (2.7). In order to get a statistically significant sample, the numerical
resolution along the spatial directions was increased from 1024 in 3D to 4096 in 2D and 16384 in
1D, as well as the integration times were increased yielding at least twice as many sampling points
as PV98 have. Table 2.1 summarizes the parameters of all simulations and numerical estimates
for b. As expected from eq. (2.7), the compressive cases in 1D, 2D and 3D, all exhibit nearly
the same b∼ 1. Moreover, the PDFs are very similar in all of the compressively driven cases,
which is shown in Fig. 2.3. The 3D case with solenoidal forcing is also included for comparison
(b∼1/3), as well as the 2D case with solenoidal forcing, for which we estimate b∼0.43 close to
the prediction b∼1/2.
2.4 Summary and conclusions
Performing high-resolution hydrodynamical simulations of driven isothermal compressible tur-
bulence, we have found that the way of forcing the turbulence has a strong effect on density
statistics. We have compared the usually adopted solenoidal forcing (divergence-free) and com-
pressive forcing (curl-free). The most important result is that in 3D, compressive forcing yields
a density PDF with stddev ∼ 3 times larger compared to solenoidal forcing for the same RMS
Mach number.
As found by PNJ97 and PV98, the stddev σρ is increasing directly proportional to the RMS
Mach number, however, they find different proportionality constants. Taking into account the
ratio of solenoidal to compressive modes ζ of the forcing resolves the disagreement between
PNJ97 and PV98. We suggest that the proportionality constant b in the stddev-Mach number
relations (2.4) and (2.6) can be determined by a heuristic model summarized in eq. (2.7). In
the case of compressive forcing (ζ = 0), the proportionality constant b ∼ 1 irrespective of the
dimensionality of the simulation. Solenoidal forcing on the other hand yields b∼1/3 in 3D and
b∼1/2 in 2D.
We mention the impact of our results on analytical models linking the statistics of supersonic
turbulence to the CMF/IMF. Padoan & Nordlund (2002) and Hennebelle & Chabrier (2008)
rely on integrals over the density PDF to get a handle on the mass of objects above a certain
density threshold. Since the width of the PDF is so sensitive to the mixture of solenoidal
and compressive modes ζ, we also expect a strong influence on the derived CMF/IMF. Indeed,
the larger dispersion obtained from compressive forcing leads to better agreement (Hennebelle
2008, private communication) of the analytic expression with the observed IMF in Hennebelle &
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Figure 2.3: Density PDFs p(s) obtained from 3D, 2D and 1D simulations with compressive forcing
and from 3D and 2D simulations using solenoidal forcing in logarithmic scaling. Note that in 1D, only
compressive forcing is possible as in the study by PV98. As suggested by eq. (2.7), compressive forcing
yields almost identical density PDFs in 1D, 2D and 3D with b∼1 because compressive forcing induces gas
compression along all available spatial directions. Solenoidal forcing on the other hand leads to a density
PDF with b∼1/2 in 2D and with b∼1/3 in 3D as a consequence of the natural ratio of compressible to
compressible plus solenoidal modes building up in the velocity field, which is 1:2 in 2D and 1:3 in 3D for
solenoidally driven supersonic turbulent flows.
Chabrier (2008).
Given that many proposed sources of interstellar turbulence (e.g., Elmegreen & Scalo, 2004;
Mac Low & Klessen, 2004) are likely to directly excite compressive modes (e.g., galactic spiral
density shocks, large scale gravitational contraction, supernova explosions, protostellar jets, winds
and outflows), it is reasonable to expect that turbulence in the ISM is driven by a mixture of





The fractal density structure in supersonic
isothermal turbulence: solenoidal vs compressive
energy injection
Here, I compare the density statistics in high resolution numerical experiments of supersonic
isothermal turbulence, driven by the usually adopted solenoidal (divergence-free) forcing and
by compressive (curl-free) forcing. We find that for the same RMS Mach number, compressive
forcing produces much stronger density enhancements and larger voids compared to solenoidal
forcing. Consequently, the Fourier spectra of density fluctuations are significantly steeper. This
result is confirmed using the ∆-variance analysis, which yields power law exponents β∼ 3.4 for
compressive forcing and β ∼ 2.8 for solenoidal forcing. We obtain fractal dimension estimates
from the density spectra and ∆-variance scaling, and by using the box counting, mass size and
perimeter area methods applied to the volumetric data, projections and slices of our turbulent
density fields. Our results suggest that compressive forcing yields fractal dimensions significantly
smaller compared to solenoidal forcing. However, the actual values depend sensitively on the
adopted method, with the most reliable estimates based on the ∆-variance, or equivalently,
on Fourier spectra. Using these methods, we obtain D ∼ 2.3 for compressive and D ∼ 2.6
for solenoidal forcing, which is within the range of fractal dimension estimates inferred from
observations (D ∼ 2.0 . . .2.7). The velocity dispersion to size relations for both solenoidal and
compressive forcing obtained from velocity spectra follow a power law with exponents in the
range 0.4 . . . 0.5, in good agreement with previous studies. The results presented in this Chapter
are published in Federrath et al. (2009).
3.1 Introduction
Observations provide velocity dispersion to size relations for various molecular clouds (MCs),
which document the existence of supersonic random motions on scales larger than ∼0.1 pc (e.g.,
Larson, 1981; Myers, 1983; Perault et al., 1986; Solomon et al., 1987; Falgarone et al., 1992; Heyer
& Brunt, 2004). These motions are associated with compressible turbulence (e.g., Elmegreen &
Scalo, 2004; Scalo & Elmegreen, 2004; Mac Low & Klessen, 2004) in the interstellar medium
(Ferrie`re, 2001) and exhibit a single turbulent cascade or spatially separated coexisting inertial
ranges (Passot et al., 1988) similar to the kinetic energy cascade of incompressible Kolmogorov
(1941) turbulence. However, there are various physical processes (e.g., self-gravity, magnetic
fields, non-equilibrium chemistry) and especially the compressibility of the gas alter the scaling
laws (e.g., Fleck, 1996) and statistics (e.g., intermittency corrections measured by Hily-Blant
et al., 2008) established for incompressible turbulence.
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The physical origin and characteristics of the turbulent fluctuations are still a matter of debate.
To advance on the question of ’how is turbulence driven in the interstellar medium’, we present
results of high resolution numerical experiments of supersonic isothermal turbulence comparing
two distinct and extreme ways of driving the turbulence in a systematic study: 1) solenoidal
forcing (divergence-free or rotational forcing), and 2) compressive forcing (curl-free or dilatational
forcing).
Various numerical and analytical studies have provided important insight into the statistics
of supersonic isothermal turbulence (e.g., Porter et al., 1992b; Va´zquez-Semadeni, 1994; Padoan
et al., 1997; Passot & Va´zquez-Semadeni, 1998; Stone et al., 1998; Mac Low, 1999; Klessen, 2000;
Ostriker et al., 2001; Boldyrev et al., 2002; Li et al., 2003; Padoan et al., 2004b; Jappsen et al.,
2005; Ballesteros-Paredes et al., 2006; Kritsuk et al., 2007; Lemaster & Stone, 2008). Most of
these studies use purely solenoidal or weakly compressive kinetic energy injection mechanisms
(forcing) to excite turbulent motions. In the present study, we aim at comparing the usual case
of solenoidal (divergence-free) forcing with the case of fully compressive (curl-free) forcing. The
actual way of turbulence production in real MCs is expected to be far more complex compared to
what we can model with the present simulations, probably consisting of a convolution of various
agents producing turbulence, and mixtures of solenoidal and compressive modes (e.g., Elmegreen
& Scalo, 2004; Mac Low & Klessen, 2004). Here, we systematically investigate the extreme cases
of purely solenoidal vs. purely compressive energy injection.
Analyzing the density correlation statistics and fractal structure obtained in our hydrodynamic
simulations, we show that compressive forcing leads to significantly steeper density fluctuation
spectra and consequently to fractal dimensions of the turbulent gas structures, that are signif-
icantly smaller compared to the usually adopted solenoidal forcing. We use Fourier analysis,
∆-variance analysis, structure functions, the fractal mass size, box counting, and perimeter area
methods to obtain fractal dimension estimates. We apply the ∆-variance analysis to both our 3-
dimensional data and to 2-dimensional projections, and the perimeter area method to projections
and slices through the turbulent density structures supporting the result of a significantly smaller
fractal dimension for compressive forcing compared to solenoidal forcing. Although compressive
forcing yields significantly smaller fractal dimensions than solenoidal forcing, the estimated frac-
tal dimensions are in the range 2.0 . . . 2.7 consistent with observational estimates (e.g., Elmegreen
& Falgarone, 1996; Sa´nchez et al., 2007)
We explain our numerical method, construction of solenoidal and compressive forcing fields
and fractal analysis techniques in Section 3.2. In Section 3.3, we show that our results are
consistent with previous studies using solenoidal forcing, whereas compressive forcing yields much
stronger density contrasts and consequently leads to significantly smaller fractal dimensions. In
Section 3.4, we summarize our conclusions.
3.2 Simulations and methods
The piecewise parabolic method (Colella &Woodward, 1984) implementation of the astrophysical
code FLASH v3 (Fryxell et al., 2000; Dubey et al., 2008) was used to integrate the hydrodynamic
equations on periodic uniform grids with 2563, 5123 and 10243 grid points. Density ρ, velocity
v and pressure P are related through the equations
∂ρ
∂t
+∇ · (ρv) = 0 (3.1)
∂v
∂t
+ (v · ∇)v = −1
ρ
∇P + f . (3.2)
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Note that an energy equation is not needed, because we model isothermal gas. The pressure
is simply given by P = c2sρ with the constant sound speed cs. Isothermality is a very crude,
but reasonable first approximation for modeling the thermodynamic behavior of MCs (Wolfire
et al., 1995; Pavlovski et al., 2006). Due to the isothermal approximation, the hydrodynamic
equations are scale free, and we can solve them for a chosen density scale ρ0 = 1 (mean density),
sound speed cs = 1 and domain size L = 1. The only remaining free parameter therefore is
the dimensionless RMS Mach number M, which can be varied. It is important to note that the
forcing term f used to drive turbulent motions appearing as source term in equation (3.2) can also
be varied. In the present study, we vary the forcing term, investigating the difference between
purely solenoidal and purely compressive kinetic energy injection, while keeping the RMS Mach
number fixed.
Equations (3.1) and (3.2) have been solved numerically with periodic boundary conditions
using an isothermal equation of state in the context of MC dynamics in various studies (e.g.,
Padoan et al., 1997; Passot & Va´zquez-Semadeni, 1998; Stone et al., 1998; Mac Low et al., 1998;
Mac Low, 1999; Klessen et al., 2000; Heitsch et al., 2001; Boldyrev et al., 2002; Li et al., 2003;
Padoan et al., 2004b; Jappsen et al., 2005; Ballesteros-Paredes et al., 2006; Kritsuk et al., 2007;
Dib et al., 2008; Offner et al., 2008). We aim at comparing turbulence statistics obtained in our
study with the results of these studies. In particular, we want to check the influence of different
forcing. Therefore, we concentrate on two extreme cases: 1) the usually adopted solenoidal
forcing (divergence-free forcing) and 2) fully compressive forcing (curl-free forcing).
3.2.1 Forcing module
Turbulent fluctuations have to be excited and maintained in order to study stationary turbulence
statistics in detail. If not constantly driven by a random force field, turbulent motions damp due
to dissipation. In most studies, the force field is constructed in Fourier space by a 3-dimensional
stochastic procedure (e.g., Dubinski et al., 1995; Mac Low et al., 1998; Stone et al., 1998), which
generates a random vector field f after Fourier transformation back into physical space. This
field will on average contain 2/3 of its energy in solenoidal modes (transversal modes) and 1/3
in compressive modes (longitudinal modes), because in 3-dimensional space, waves have two
spatial directions for the transversal part, whereas the longitudinal part has only one (see, e.g.,
Elmegreen & Scalo, 2004). In order to obtain a purely solenoidal, or a purely compressive forcing
field f , a Helmholtz decomposition can be made by applying the projection operator Pζij in Fourier
space (k-space)
Pζij = ζP⊥ij + (1− ζ)P‖ij = ζδij + (1− 2ζ)
kikj
|k|2 (3.3)
prior to the inverse Fourier transformation into real space. By setting the parameter ζ ∈ [0, 1]
one can adjust the mixture of solenoidal and compressive modes. If we set ζ = 1, Pζij projects
only the solenoidal component, whereas only the compressive component is obtained by setting
ζ = 0.
The forcing term f is typically either modeled as a spatially static pattern with time-dependent
amplitude (following the recipes, e.g., by Mac Low et al., 1998; Stone et al., 1998) or by using
an Ornstein-Uhlenbeck (OU) process (e.g., Eswaran & Pope, 1988; Schmidt et al., 2006), which
modulates the pattern smoothly in space and time on a well-defined autocorrelation timescale
T resulting in a constant energy input rate. We follow the usual approach and set the auto-
correlation timescale equal to the dynamical timescale T = L/(2V ), where L is the size of the
computational domain, V = csM andM≈ 5.5 is the RMS Mach number in all runs. Therefore,
T is the time for the most energetic fluctuations (at k = 2 in Fourier space, which corresponds to
L/2) to cross half of the box. It is furthermore equal to the decay time constant of the turbulence
(Stone et al., 1998; Mac Low, 1999). The forcing amplitude follows a parabolic power spectrum
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only containing power on the largest scales in a small interval of wave numbers 1 < k < 3 peaking
at k = 2. The influence of varying the scale of energy input has been investigated for instance
by Mac Low (1999), Klessen et al. (2000), Heitsch et al. (2001) and Va´zquez-Semadeni et al.
(2003). Here, we only consider the usually applied large scale stochastic forcing. This way of
forcing models the kinetic energy input from larger scale turbulent fluctuations breaking up into
smaller structures and feeding kinetic energy to smaller scales.
We checked that our results are not sensitive to the particular method for generating turbulent
motions, i.e., by using an almost static pattern (using a very large autocorrelation time in the
OU process), and by using a band spectrum instead of a parabolic Fourier spectrum for forcing.
Variations in the spectral form of the large scale forcing did not significantly change the results
obtained in the present study. However, changing the mixture of modes from a purely solenoidal
to a purely compressive forcing always yielded significant differences.
3.2.2 Initial conditions and post processing
Starting from a uniform density distribution and zero velocity, the forcing excites turbulent
motions. The forcing amplitude is adjusted to excite turbulence with RMS Mach number M∼
5.5. We use M as the control parameter, because this dimensionless number is often expected
to solely determine physical properties of scale-invariant turbulent flows. The purpose of the
present study was to determine the effect of varying the forcing from purely solenoidal to purely
compressive, so we keep the RMS Mach number fixed besides all other parameters and varied
only the forcing between solenoidal and compressive.
Equations (3.1) and (3.2) were evolved for 10 dynamical timescales T , which allows us to study
a large sample of statistically stationary realizations of the turbulent flow. We wait for two
dynamical timescales before averaging all statistical measures in the time interval 2 ≤ t/T ≤ 10.
Since we have produced snapshots every 0.1T , the resulting statistical sample consists of 81
realizations of the turbulent field. The averaging procedure is important to derive meaningful
statistics, because all quantities are subject to statistical fluctuations (e.g., Kritsuk et al., 2007).
The averaging procedure furthermore provides a handle on the 1-sigma temporal fluctuations
between different realizations. Unless otherwise stated, the 1-sigma temporal fluctuations are
indicated as error bars in the results section.
3.2.3 Box counting method
We analyzed fractal structures in our simulation data using the box counting method. In the
first step, the fractal structure is defined by marking all cells belonging to the fractal set, if they
are above a certain density threshold, whereas all cells below that threshold are marked as not
belonging to the fractal structure. In the second step, the structure as defined above was scanned
by applying a box (mask) of size l and counting how often the structure is covered by that box.
This procedure was repeated varying the size of the box resulting in a set of counts Ni and box
sizes li. A plot of log(Ni) against log(li) often reveals a scaling range over which the points fall
close to a straight line with the box counting dimension Db as the negative slope of that line (e.g.,
Mandelbrot & Frame, 2002; Peitgen et al., 2004). This implies a power law scaling N(l) ∝ l−Db
in the scaling range.
Setting the density threshold ρth for defining the fractal structure is obviously a critical choice.
Using ρth = 0 naturally results in Db = 3, whereas setting ρth = ρmax leads to Db = 0. We
computed the box counting dimension for different density thresholds and discuss its influence
on the results.
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3.2.4 Mass size method
The fractal mass size dimension was obtained by computing the mass contained inside concentric
boxes with increasing box size l centered on the densest cells of the dataset and averaging over
cells with ρ > ρmax/2, following the method described by Kritsuk et al. (2007). This yields a
set of masses Mi and box sizes li. A plot of log(Mi) against log(li) often reveals a scaling range
over which the points fall close to a straight line with the mass size dimension Dm as the slope
of that line (e.g., Mandelbrot & Frame, 2002; Peitgen et al., 2004). This implies a power law
scaling M(l) ∝ lDm in the scaling range.
Power law relations of the form M(l) ∝ la should be considered with caution in the context of
fractals, because such relations often occur in physics and do not necessarily imply that a is a
fractal dimension, i.e., for a 3-dimensional density distribution, a > 3 can occur (see Mandelbrot,
1983; Elmegreen & Falgarone, 1996).
3.2.5 Perimeter area method
We also applied the perimeter area method, which is frequently applied for measuring the fractal
dimension of interstellar gas clouds. The boundary curves and areas of coherent structures
with equal density were identified in both, 2-dimensional projections and 2-dimensional slices
through the computational domain. Varying the density threshold yields a set of structures with
perimeters Pi and areas Ai. Fitting a power law of the form P ∝ ADp/2 (log-log plot as for
the box counting and mass size dimensions) yields the perimeter area dimension Dp. Structures
with very smooth boundary curves exhibitDp = 1, whereas for structures with totally convoluted
perimeters, P grows linearly with the area occupied by the structure resulting in Dp = 2.
3.3 Results and discussion
3.3.1 Time evolution
Figure 3.1 compares projections (top panels) and slices (bottom panels) of the density field
in the x-y-plane from a randomly picked snapshot (t = 5T ) for solenoidal vs. compressive
forcing as an example of the typical density structure in the state of statistically stationary
supersonic turbulent flow. This regime was safely reached after 2 dynamical times T , which is
demonstrated in Figure 3.2. The RMS Mach number has settled to M∼5.5 for both solenoidal
and compressive forcing, and for numerical resolutions of 2563, 5123 and 10243 grid points after 2
dynamical times. Not only the velocity statistics has converged to a stationary state, but also the
density statistics, which is shown in terms of minimum and maximum density in the top panel
of Figure 3.2. Obviously, compressive forcing produces larger density contrasts, which results in
higher density peaks and larger voids. Although both cases exhibit the same RMS Mach number,
the solenoidally driven case gives a much smoother density distribution with smaller dispersion.
In both cases, the maximum density is subject to strong intermittent fluctuations (e.g., Falgarone
et al., 1994; Kritsuk et al., 2007) leading to temporal variations in the maximum density of order
one magnitude.
3.3.2 Fourier spectrum functions
We begin the analysis of spatial correlations by showing 1-dimensional Fourier spectra derived for





v̂ · v̂∗ 4πk2dk (3.4)
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Figure 3.1: Top panels: Column density computed along the z-axis in units of the mean column density
for solenoidal forcing (left), and compressive forcing (right) at a randomly picked time t = 5T in the
regime of statistically stationary compressible turbulence. Both maps show 4 orders of magnitude in
column density with the same scaling for direct comparison of solenoidal and compressive forcing at
RMS Mach number ∼ 5.5. Bottom panels: Same as top panels, but slices through the density field at
z = 0. Compressive forcing yields stronger density enhancements and larger voids compared to solenoidal
forcing.
and density fluctuation Fourier spectra
P (k) dk =
∫
̂(ρ− ρ0) ̂(ρ− ρ0)
∗
4πk2dk . (3.5)
These were computed with the standard method (e.g., Frisch, 1995), i.e., by integration over
spherical shells in Fourier space using the Fourier transformed velocity components v̂i(k) and the
Fourier transformed density fluctuations ρ̂− ρ0(k), where ρ0 denotes the mean density. Velocity
Fourier spectra E(k) are typically used to distinguish between Kolmogorov (1941) turbulence,
E(k) ∝ k−5/3 and Burgers turbulence, E(k) ∝ k−2 in the inertial range. For highly compressible
isothermal supersonic turbulent flow, it has been shown that the inertial range scaling is closer
to Burgers turbulence. For instance, Kritsuk et al. (2007) find E(k) ∝ k−1.95 and Schmidt
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Figure 3.2: Bottom: RMS Mach number M as function of the dynamical time T for 2563, 5123 and
10243 numerical grid resolution. Top: Minimum and maximum density as function of the dynamical
time T . At ∼2T , a statistically stationary state was reached for both solenoidal (sol) and compressive
(comp) forcing. Consequently, we can use all the available 81 snapshots within 2 ≤ t/T ≤ 10 for averaging
statistical measures (e.g., Fourier spectra, structure functions, ∆-variance, fractal perimeter area, box
counting and mass size analysis) to improve statistical significance and to compute corresponding 1-
sigma temporal fluctuations. Note that on average, the maximum density is almost ∼ 10 times larger
for compressive forcing compared to solenoidal forcing, although the RMS Mach number is roughly the
same in both cases. The maximum density is subject to strongly intermittent fluctuations (e.g., Kritsuk
et al., 2007) for both solenoidal and compressive forcing.
et al. (2009) measured E(k) ∝ k−1.87. In the present study, we obtain E(k) ∝ k−1.94 for
compressive forcing, slightly steeper than E(k) ∝ k−1.86 for solenoidal forcing. Taking the
error bars (temporal variations) into account, this represents just marginal difference between
both forcing schemes, and our estimates within the inertial range are consistent with Kritsuk
et al. (2007) and Schmidt et al. (2009). Table 3.1 summarizes all results obtained for solenoidal
and compressive forcing providing the formal least-squares fitting errors, which were obtained
by taking into account the 1-sigma temporal fluctuations. Table 3.1 furthermore provides a
summary of defining relations for the following fractal dimension estimates.
Note that similar to Kritsuk et al. (2007) and Schmidt et al. (2009), we define our inertial range
in a very small range of wavenumbers 5 . k . 15 because even at numerical resolutions of 10243
grid points, the inertial range is very small (see, e.g., Klein et al., 2007) due to the bottleneck
effect (e.g., Dobler et al., 2003; Haugen & Brandenburg, 2004; Schmidt et al., 2006; Kritsuk
et al., 2007), which affects the Fourier spectrum in the dissipation range. For our simulations, we
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Esol   (k) ∝ k^(-1.86)10243 sol
Ecomp(k) ∝ k^(-1.94)10243 comp
Psol   (k) ∝ k^(-0.78)10243 sol
Pcomp(k) ∝ k^(-1.44)10243 comp
inertial range
Figure 3.3: Kinetic energy Fourier spectra E(k) compensated by k2 corresponding to Burgers tur-
bulence (upper curves), and density fluctuation Fourier spectra compensated by k (lower curves) for
solenoidal and compressive forcing respectively. Power law fits in the inertial range 5 . k . 15 are shown
as thin solid lines. The velocity power spectra exhibit only marginal differences between solenoidal and
compressive forcing. The scaling of the density power spectra on the other hand differs significantly
comparing both forcings. Accordingly, the stepper density power spectrum for compressive forcing leads
to a smaller fractal box coverage dimension Db∼2.28 compared to Db∼2.61 for solenoidal forcing.
estimate that wavenumbers k & 20 are affected by the bottleneck. The influence of the bottleneck
effect is less pronounced in physical space, which allows for a somewhat larger fitting range for
scaling estimates obtained in physical space (similar to, e.g., Kowal & Lazarian, 2007; Kritsuk
et al., 2007; Schmidt et al., 2009) for the ∆-variance analysis in Section 3.3.3.
The density fluctuation spectra in Figure 3.3 show considerable differences in their amplitude
and inertial range scaling for solenoidal and compressive forcing. First, we discuss the difference
in the amplitudes. As discussed in Federrath et al. (2008b), the standard deviation of the density
probability distribution function (PDF) is ∼3 times larger for compressive forcing compared to





(ρi − ρ0)2 =
∫
P (k) dk , (3.6)
where n = 10243 is the number of grid points, which yields the standard deviation σρ. For
solenoidal forcing, we compute
∫
P (k)dk∼1.89, whereas for compressive forcing, ∫ P (k)dk∼5.93,
in very good agreement with the standard deviations σρ∼1.89 and σρ∼5.86 obtained from the
PDFs in Federrath et al. (2008b).
Second, the inertial range scaling differs significantly for the two cases. For solenoidal forcing,
P (k) ∝ k−0.78 and for compressive forcing, P (k) ∝ k−1.44. Our inertial range scaling inferred
for solenoidal forcing is consistent with the weakly magnetized super-Alfve´nic supersonic MHD
models from Kowal et al. (2007, Tab. 2) using solenoidal forcing. Kowal et al. (2007) find
P (k) ∝ k−0.6±0.2 for their model B.1P.01 with very weak magnetic field, slightly larger RMS
Mach number (M ∼ 7.1), and resolution1 of 2563 explaining the small differences comparing
their result with ours. It is furthermore in agreement with the purely hydrodynamic estimates
1The resolution dependence for our simulations is discussed in Section 3.3.3.
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symbol relation solenoidal compressive
1D power law index for
ǫ E1D(k) ∝ k
−ǫ 1.86±0.05 1.94±0.05
velocity Fourier spectra
1D power law index for density
α P1D(k) ∝ k
−α 0.78±0.06 1.44±0.23
fluctuation Fourier spectra
3D power law index for density
β P3D(k) ∝ k
−β ∝ k−(α+2) 2.78±0.06 3.44±0.23
fluctuation Fourier spectra
derived Hurst exponent H H = (β − 2)/2 0.39±0.03 0.72±0.12
box counting dimension Db Db = 3−H 2.61
±0.03 2.28±0.12
perimeter area dimension Dp Dp = 2−H 1.61
±0.03 1.28±0.12
power law index for ∆-variance
β˜ σ2∆(l) ∝ l
β˜−2, β˜ ≈ β 2.89
±0.05 3.44±0.19
applied to 3D data
derived Hurst exponent H H = (β˜ − 2)/2 0.45±0.03 0.72±0.10
box counting dimension Db Db = 3−H 2.55
±0.03 2.28±0.10
perimeter area dimension Dp Dp = 2−H 1.55
±0.03 1.28±0.10
power law index for ∆-variance
βˆ σ2∆(l) ∝ l
βˆ−2, βˆ ≈ β 2.81
±0.07 3.37±0.21
applied to 2D projections
derived Hurst exponent H H = (βˆ − 2)/2 0.41±0.04 0.69±0.11
box counting dimension Db Db = 3−H 2.59
±0.04 2.31±0.11
perimeter area dimension Dp Dp = 2−H 1.59
±0.04 1.31±0.11
power law index of 2nd order
η SF2(l) ∝ l
η ∝ lα−1; 1 < α < 3 0.24±0.03 0.47±0.09
density structure function
mass size method averaged over
Dm M(l) ∝ lDm 2.11
±0.16 2.03±0.26
density peaks with ρ > ρmax/2
box counting dimension with
Db N(l) ∝ l
−Db 2.68±0.04 2.51±0.08
ρ0 as defining threshold
box counting dimension with
D˜b N(l) ∝ l−D˜b 2.51
±0.05 2.32±0.10
σρ as defining threshold
perimeter area dimension




D˜p P(A) ∝ AD˜p/2 1.43
±0.09 1.28±0.11
for 2D slices
Table 3.1: Power law exponents and fractal dimension estimates comparing solenoidal and compressive
forcing
by Kritsuk et al. (2006) with resolutions up to 20483 using adaptive mesh refinement, who obtain
P (k) ∝ k−0.8...0.9.
Note that in general, the power law exponents α of 1-dimensional Fourier spectra are re-
lated to the power law exponents β of the corresponding 3-dimensional Fourier power spectra
through β = α + 2. As discussed by Stutzki et al. (1998), the power law scaling of the den-
sity spectrum is furthermore related to the fractal drift exponent H (Hurst exponent). Con-
sidering a 1-dimensional density power spectrum P (k) ∝ k−α leads to a Hurst exponent of
H = α/2 = (β − 2)/2. The Hurst exponent is related to the fractal box coverage dimension
Db = E + 1 − H with the dimensionality E = 2 for the box coverage of a fractal surface em-
bedded in 3-dimensional space (Stutzki et al., 1998). Consequently, we obtain H ∼ 0.39 and
Db ∼ 2.61 for solenoidal forcing, and H ∼ 0.72 and Db ∼ 2.28 for compressive forcing. Thus,
the fractal Hurst exponent is significantly smaller for compressive forcing. The estimates for the
Hurst exponents and the corresponding relations with box counting and perimeter area dimen-
sions are summarized in Table 3.1.
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3.3.3 ∆-variance analysis
In this section, we present results of the ∆-variance method, which provides an independent
measure of the scaling of the density Fourier spectra. Stutzki et al. (1998) introduced a wavelet
transformation called ∆-variance for measuring the exponent of the Fourier spectrum. As com-
plementary analysis, we performed the ∆-variance with the tool developed and provided by
Ossenkopf et al. (2008a). It is an improved version of the original ∆-variance (Stutzki et al.,
1998; Bensch et al., 2001). The ∆-variance measures the amount of structure on a given length
scale l, filtering the dataset Φ(x) by applying an up-down-function
⊙
l (typically a French-hat or











where the average is computed over all valid datapoints at positions x, and the operator ∗
stands for the convolution. The dataset can have arbitrary dimensionality. In the present study,
we apply the ∆-variance to both, 2-dimensional (projections) and 3-dimensional datasets. We
checked the influence of varying the filter function from French-hat to Mexican-hat, as well as
varying the diameter ratio of the filter, which yielded no significant differences. The choice of the
filter function and the best choice for its diameter ratio is discussed by Ossenkopf et al. (2008a).
Here, we use the original French-hat filter with a diameter ratio of 3.0 as it has been used before
(e.g., Stutzki et al., 1998; Mac Low & Ossenkopf, 2000; Ossenkopf et al., 2001; Ossenkopf &
Mac Low, 2002; Ossenkopf et al., 2006). Note that originally, Stutzki et al. (1998) applied the
∆-variance to 2-dimensional integrated maps for comparison with observations. Although we
have access to the 3-dimensional data from our simulations, we nevertheless computed column
density maps and applied the ∆-variance to both the 2-dimensional and 3-dimensional data
to determine the effect of projection for applying the ∆-variance. Prior to the 3-dimensional
analysis, we resampled the density datacubes with 10243 grid points to a resolution of 2563 due
to performance issues of the ∆-variance, which is not (yet) a parallelized tool. The resampling to
lower resolution is not expected to cause deviations in the inertial range scaling. As long as the
simulation itself had enough spatial resolution to resolve the inertial range scaling, the resampling
to lower resolution only affects the dissipation range leaving density spectra almost up to the
new Nyquist frequency (e.g., Padoan et al., 2006). We explicitly show in the bottom panel of
Figure 3.4 that the resampling indeed did not affect the inertial range. Only the compressive
forcing case is shown but the resampling for the solenoidal case exhibits similar behavior.
The upper panel of Figure 3.4 shows the influence of varying the numerical resolution of the
simulation. The inertial range scaling depends on the numerical resolution. A resolution of
2563 grid points seems insufficient to resolve the exact inertial range scaling, although the 15%
difference compared to the 10243 simulation is of the order of the temporal fluctuations, whereas
the difference between solenoidal and compressive forcing (Fig. 3.3) is significant. At resolutions
of 5123 and 10243 grid points, the best fit power law scaling agrees quite well, indicating almost
numerical convergence. A similar conclusion can be drawn from the density Fourier spectra
presented by Kritsuk et al. (2006, Fig. 4) computed for solenoidal forcing.
The results of the ∆-variance are presented in Figure 3.5. In the top panel, we show the
∆-variance applied to the 3-dimensional data resampled to 2563 grid cells, whereas the bottom
panel presents the ∆-variance applied to projections averaged along all three spatial axis. The
variation for different projections is almost negligible compared to the temporal fluctuations. We
nevertheless added the variation due to projection along the three different axis to the 1-sigma
error bars due to temporal fluctuations. Following Stutzki et al. (1998), the values of the best
fit power law exponents β are shown corresponding to the 3-dimensional Fourier spectra. Note
that the slope α fitted to the ∆-variance is related to the slope of the 3-dimensional Fourier
spectrum by β = α + E, where E = 2 for the projected data and E = 3 for the 3-dimensional
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P(k) ∝ k^(-1.44)10243 comp
P(k) ∝ k^(-1.45)10243 comp resampled to 2563
inertial range
Figure 3.4: Top panel: Numerical resolution comparison of density fluctuation Fourier spectra for
compressive forcing. At 5123 and 10243, the spectra are almost converged with resolution, whereas the
2563 run deviates by ∼15%. Bottom panel : Density fluctuation Fourier spectra at 10243 in comparison
with its resampled version to 2563 cells. The resampling had virtually no influence on our results within
the inertial range.
data resulting in the same power law exponent β. As shown by Stutzki et al. (1998), the power
law scaling of the Fourier spectrum should be preserved at projection to lower dimensions. In
agreement with the results by Mac Low & Ossenkopf (2000), we find that the slopes β ∼ 2.89
(3D) and β ∼ 2.81 (2D projection) for solenoidal forcing, and β ∼ 3.44 (3D) and β ∼ 3.37 (2D
projection) for compressive forcing are almost preserved during projection (see Table 3.1).
We can furthermore check whether the ∆-variance results agree with the Fourier power spectra,
since the ∆-variance is supposed to measure the power law exponent of the Fourier spectrum. As
shown in Figure 3.3, the density spectra exhibit power laws in the inertial range corresponding
to 3-dimensional Fourier power law exponents β = α + 2 = 2.78 for solenoidal and β = 3.44
for compressive forcing in consistency with the ∆-variance. Therefore, the ∆-variance confirms
the results obtained by the density Fourier spectra, showing that compressive forcing yields a
systematically steeper density spectrum compared to solenoidal forcing.
3.3.4 Structure functions
Besides the Fourier spectra and the ∆-variance analyzed in the previous sections, structure
functions are often used to measure spatial correlations in turbulent velocity and density fields
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Figure 3.5: Top panel: ∆-variance analysis for the 3-dimensional dataset resampled to a resolution of
2563 grid cells. Bottom panel: ∆-variance applied to the 2-dimensional projections of the 10243 dataset.
As shown by Stutzki et al. (1998), the power law scaling within the inertial range is preserved upon
projection and agrees with the scaling of the Fourier power spectra of Figure 3.3 within the uncertainties
from temporal fluctuations (see Tab. 3.1).
(e.g., Boldyrev et al., 2002; Padoan et al., 2003; Esquivel & Lazarian, 2005; Kritsuk et al., 2007;
Schmidt et al., 2009; Hily-Blant et al., 2008). Here, we restrict our analysis to the 2nd order
structure functions of the density field for comparison with the Fourier spectra and ∆-variances.







Figure 3.6 presents the 2nd order density structure functions for compressive and solenoidal
forcing respectively. In the following, we draw the connection of these structure functions to
the power spectra and ∆-variance. One feature of the structure function is its relation to the
autocorrelation function A(l) (Stutzki et al., 1998):
SF2(l) = 2 [A(0)−A(l)] = 2
[
σ2 −A(l)] . (3.9)
Since the autocorrelation function vanishes on large scales close to our periodic box size (l → L),
the 2nd order structure function of a variable can be used to measure the standard deviation σ
of this variable because SF2(l → L) = 2σ2. In our case, we obtained the standard deviations of
the density σρ ∼ 1.88 for solenoidal and σρ ∼ 5.95 for compressive forcing simply by evaluating
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Figure 3.6: Second order structure functions of the density ρ for solenoidal and compressive forcing.
The absolute values of the structure functions are in agreement with the measures of the power spectra
and PDFs. The inertial range scaling, however, agrees with the Fourier spectra for compressive forcing
only. Solenoidal forcing exhibits a density Fourier spectrum with power law exponent α < 1 (Fig. 3.3),
which precludes the determination of the power law exponent via structure function analysis (Stutzki
et al., 1998, Appendix B).
σρ = [0.5 SF2(l = 0.5L)]
1/2 from Figure 3.6. Note that for periodic boxes, the maximum length
scale for measuring spatial correlations is half of the box size L. As for the power spectra, this is
in good agreement with the independent analysis of the density PDFs (Federrath et al., 2008b).
The best fit values of power law exponents SF2(l) ∝ lη of the structure functions in the inertial
range are indicated in Figure 3.6 as well. Since SF2(l) ∝ lη is the Fourier transform of the 1-
dimensional Fourier spectrum P (k) ∝ k−α, it follows that α = η + 1. For compressive forcing,
the power law scaling is in agreement with the ∆-variance and Fourier spectra estimates. The
corresponding value for the 3-dimensional density power spectrum derived from the structure
function is β = α+2 = η+3∼3.47 (see Table 3.1). For solenoidal forcing on the other hand, the
best fit value derived from the structure functions is ∼ 3.24 is in significant disagreement with
the estimates from the Fourier spectra and ∆-variance (β∼2.8). Stutzki et al. (1998) provide the
mathematical explanation for this. For a power law scaling of Fourier spectrum functions with
power law exponent β < E (here E = 3), i.e. α < 1, the E-dimensional two-point correlation
function (structure function) does not necessarily increase in a power law fashion (Stutzki et al.,
1998, Appendix B). This limits the applicability of structure functions for estimating the inertial
range scaling to density Fourier power law exponents E < β < E + 2.
3.3.5 Mass size method
Figure 3.7 shows the results obtained by applying the mass size method as described in Sec-
tion 3.2.4. In rough agreement with the results of the methods discussed so far, compressive
forcing yields a smaller mass size exponent Dm ∼ 2.03 compared to solenoidal forcing with
Dm∼2.11 in the inertial range (Table 3.1). Unlike the other methods, however, this difference is
not significant. The large 1-sigma error is a direct consequence of the strong temporal fluctua-
tions of the maximum density seen in Figure 3.2. Since the mass size relation M(l) is computed
by growing concentric boxes centered on density peaks with ρ > ρmax/2, the mass is expected
to fluctuate strongly, following the temporal fluctuations of the density peaks. Our results are
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Figure 3.7: Log-log plot of the mass M(l) compensated by l−3 obtained by the mass size method
described in Section 3.2.4 for solenoidal and compressive forcing. As in Kowal & Lazarian (2007),
a horizontal strait line therefore corresponds to a fractal mass dimension Dm = 3. Power law fits
in the inertial range yield a fractal mass dimension Dm ∼ 2.11 for solenoidal forcing and Dm ∼ 2.03
for compressive forcing. However, the difference between solenoidal and compressive forcing inferred
from the mass size method is not significant due to the large uncertainties (error bars). These large
uncertainties are a result of the strong temporal fluctuations of the maximum density (Fig. 3.2), since
the mass size method relies on the density peaks, i.e., all cells with density ρ > ρmax/2 are used as a basis
for computing the mass size relation M(l). The dotted lines show M l−3 using ρmax only, i.e., without
averaging over cells with ρ > ρmax/2. There is a systematic decrease of M(l) with decreasing averaging
threshold, which does not affect the inertial range scaling as long as the averaging is performed over all
cells with ρ > ρmax/2.
therefore roughly consistent with the mass size analysis by Kowal & Lazarian (2007) and Kritsuk
et al. (2007).
3.3.6 Box counting method
The results of the analysis using the box counting method as explained in Section 3.2.3 are
presented in Figure 3.8. In this case, the fractal structure was defined by the mean density
ρ0 = 1 as threshold density for both solenoidal and compressive forcing. The analyzed structure
as defined by ρ0 is shown in Figure 3.9. We obtain the box counting dimensions Db∼ 2.68 for
solenoidal, and Db∼2.51 for compressive forcing in the inertial range (Table 3.1). As discussed
in Section 3.2.3, the box counting dimension depends on the threshold for defining the fractal
structure. We have checked its dependence on the threshold ρth by varying τ ≡ log10(ρth/ρ0).
The results obtained by computing the box counting dimension for τ = −1, 0, 1, 2 are shown
in Figure 3.10 for solenoidal forcing (left panel) and compressive forcing (right panel). Note that
τ = 0 corresponds to the mean density as defining threshold. As expected, the box dimension
strongly depends on ρth. Significant differences between solenoidal and compressive forcing are
obtained for different threshold densities. For thresholds τ & 0, the box dimension is smaller for
solenoidal forcing than for compressive forcing in contrast to τ . 0. This is as a consequence of
the much more space filling density structure for the solenoidal case (see Fig. 3.1). For instance, at
τ = 2 the solenoidal case yields point like structure with small fractal box dimension (Db∼0.72),
while the structures in the compressive case are still coherent presumably elongated structures
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Figure 3.8: Log-log plot of N(l) compensated with l3 obtained by the box counting analysis described in
Section 3.2.3 for solenoidal and compressive forcing respectively. A horizontal strait line would correspond
to a box dimension of Db = 3. The power law exponents Db obtained from fits within the inertial range
are drawn as strait lines. Compressive forcing yields a significantly smaller box dimension Db ∼ 2.51
compared to solenoidal forcing (Db∼2.68).
with larger fractal dimension (Db∼1.63). Obtaining absolute estimates for the fractal dimension
using the box counting method in the present context is consequently impossible. However,
differences among different datasets, e.g., solenoidal vs. compressive forcing can be measured
with the box counting method, if the same defining density threshold is used.
3.3.7 Perimeter area method
In this section, we show results of the perimeter area method described in Section 3.2.5. This
method is often applied to observational datasets to infer the fractal dimension of interstellar
clouds. Although we are aware of the fact that our simulations can only provide a very limited
approximation to real interstellar gas, we nevertheless are convinced that comparison with ob-
servational data will provide physical insight. The perimeters of interstellar gas clouds exhibit
fractal dimensions in the range Dp∼ 1.2 . . . 1.6 (e.g., Beech, 1987; Bazell & Desert, 1988; Dick-
man et al., 1990; Falgarone et al., 1991; Vogelaar et al., 1991; Hetem & Lepine, 1993; Vogelaar
& Wakker, 1994; Westpfahl et al., 1999; Kim et al., 2003; Lee, 2004; Sa´nchez et al., 2007) with
most of the studies finding Dp ∼ 1.3 . . . 1.4. These results are always obtained from projected
images. A plausible conversion to the 3-dimensional fractal dimension, D∼Dp + 1 is discussed
by Beech (1992). However, this relation holds rigorously only for the analysis of slices through an
isotropic 3-dimensional monofractal, while interstellar clouds could be multifractals (e.g., Chap-
pell & Scalo, 2001). As discussed by Stutzki et al. (1998) and shown by Sa´nchez et al. (2005),
Dp + 1 can be different from the 3-dimensional fractal dimension for projected images.
We applied the perimeter area method to projections along the x-, y- and z-axis, as well as
to slices at x = 0, y = 0 and z = 0 of our simulation data cubes. The results are presented
in Figure 3.11 for the projections (top panel) and the slices (bottom panel). Best fit power
laws to the projected data yield Dp∼ 1.36 for solenoidal forcing and Dp∼ 1.18 for compressive
forcing, whereas for the slices we find Dp∼1.43 and Dp∼1.28, respectively. Thus, we find that
the projections yield perimeter area dimensions systematically smaller than the slices for both
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Figure 3.9: Isosurface plots of the fractal structure defined by the mean density for solenoidal (left) and
compressive forcing (right). The presence of hierarchical visual complexity indicates a fractal structure
that can be analyzed with the box counting method (Mandelbrot & Frame, 2002).
forcings (Table 3.1). In agreement with the results obtained from the density Fourier spectra
and the ∆-variance analysis, the perimeter area method yields a significantly smaller perimeter
area dimension for compressive forcing compared to solenoidal forcing.
3.4 Conclusions
We have presented results of two high resolution (10243 grid cells) hydrodynamic simulations
of supersonic isothermal turbulence driven to RMS Mach numbers M∼ 5.5. The first simula-
tion uses the typically adopted solenoidal (divergence-free) forcing to excite turbulent motions,
whereas the second one uses compressive (curl-free) forcing. We have shown that compressive
forcing yields much stronger density contrasts compared to solenoidal forcing for the same RMS
Mach number. This implies that the turbulence production mechanism leaves a strong imprint
on compressible turbulence statistics, especially altering the density statistics. Our results par-
ticularly suggests that the mixture of solenoidal and compressive modes of the turbulence forcing
must be taken into account. We summarize our results as follows:
• The velocity Fourier spectra exhibit power laws in the inertial range for solenoidal and
compressive forcing. The slopes obtained for both forcings are significantly steeper (∼1.9)
compared to the Kolmogorov slope (5/3), in agreement with previous studies (e.g., Kritsuk
et al., 2007; Schmidt et al., 2009) and in agreement with velocity dispersion to size relations
inferred from observations (e.g., Larson, 1981; Falgarone et al., 1992; Heyer & Brunt, 2004;
Padoan et al., 2006).
• From the integral of the density fluctuation Fourier spectra and from the asymptotic be-
havior of the 2nd order density structure function, we obtained the standard deviation of
the density distribution σρ. Compressive forcing yields a standard deviation ∼ 3 times
larger compared to solenoidal forcing, in agreement with the results found in our previous
study analyzing density probability distribution functions (Federrath et al., 2008b) and in
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Figure 3.10: Shows the dependence of the box counting dimension on the threshold density ρth defining
the fractal structure. Computing the fractal box counting dimension for τ ≡ log10(ρth/ρ0) = −1, 0, 1, 2
reveals the strong dependence of the inferred fractal dimension on the defining density threshold. Left
panel: solenoidal forcing; Right panel: compressive forcing.
agreement with the studies by Passot & Va´zquez-Semadeni (1998), Kritsuk et al. (2007),
Beetz et al. (2008) and Schmidt et al. (2009).
• The density fluctuation Fourier spectra are significantly steeper for compressive forcing
in the inertial range compared to solenoidal forcing. Consistent results were obtained
using complementary analysis methods, i.e., by comparing the ∆-variances (Ossenkopf
et al., 2008a) and the 2nd order structure functions of the density field. Our estimates
of density spectra for solenoidal forcing are in agreement with previous studies, e.g., the
weakly magnetized super-Alfve´nic supersonic MHD models by Padoan et al. (2004a) and
Kowal et al. (2007), and consistent with the hydrodynamic estimates by Kritsuk et al.
(2006). Although a comparison with observational results must be regarded with caution
due to systematic uncertainties, our results for solenoidal and compressive forcing are in
the range of inferred scaling exponents by observations (e.g., Bensch et al., 2001).
• From the scaling of the density fluctuation Fourier spectra and the ∆-variance applied
to the 3-dimensional data and applied to 2-dimensional projections, we obtained fractal
Hurst exponents following the analysis by Stutzki et al. (1998). This implies fractal box
counting and fractal perimeter area dimensions significantly smaller for compressive forcing
compared to solenoidal forcing (see Table 3.1).
• We analyzed the density structure using the fractal mass size method as introduced by
Kritsuk et al. (2007). Compressive forcing yields a smaller fractal mass dimension compared
to solenoidal forcing. The mass size method is, however, particularly sensitive to the
temporal fluctuations of density peaks. Given the large uncertainties, our results using this
method are roughly consistent with the estimates by Kritsuk et al. (2007) and Kowal &
Lazarian (2007).
• We analyzed the fractal density structure using the box counting method described in Sec-
tion 3.2.3 and the perimeter area method (Section 3.2.5) applied to projections and slices.
We recover the significant differences between solenoidal and compressive forcing inferred
from the density spectra and ∆-variance analysis. However, the box counting dimension
varies strongly with the defining density threshold. The perimeter area dimensions obtained
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Figure 3.11: Top panel: Perimeter area method applied to projections along x, y and z for solenoidal
and compressive forcing respectively. Bottom panel: Same as top panel but for slices at x = 0, y = 0
and z = 0. The perimeter is given in units of the numerical cell size ∆ = L/1024.
from slices are roughly consistent with the computed perimeter area dimensions from the
∆-variance given the systematic uncertainties (probably of order ∼ 0.1 for fractal dimen-
sion estimates) comparing different methods. The range of fractal dimensions obtained is
consistent with the observations analyzed by Elmegreen & Falgarone (1996) suggesting an
overall fractal dimension of interstellar clouds in the range D∼2.3± 0.3.
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Chapter 4
Comparing the statistics of interstellar turbulence
in simulations and observations: solenoidal vs
compressive turbulence forcing
In addition to the high-resolution comparison of solenoidal and compressive forcing presented in
the two previous Chapters, I here analyze eleven lower-resolution models with different forcing
mixtures. Using Fourier spectra and ∆-variance, we find velocity dispersion–size relations consis-
tent with observations and independent numerical simulations, irrespective of the type of forcing.
However, compressive forcing yields stronger compression at the same RMS Mach number than
solenoidal forcing, resulting in a three times larger standard deviation of volumetric and column
density probability distributions (PDFs). We compare our results to different characterizations
of several observed regions, and find evidence of different forcing functions. Column density
PDFs in the Perseus MC suggest the presence of a mainly compressive forcing agent within a
shell, driven by a massive star. Although the PDFs are close to log-normal, they have non-
Gaussian skewness and kurtosis caused by intermittency. Centroid velocity increments measured
in the Polaris Flare on intermediate scales agree with solenoidal forcing on that scale. However,
∆-variance analysis of the column density in the Polaris Flare suggests that turbulence is driven
on large scales, with a significant compressive component on the forcing scale. This indicates
that, although likely driven with mostly compressive modes on large scales, turbulence can be-
have like solenoidal turbulence on smaller scales. Principal component analysis of G216-2.5 and
most of the Rosette MC agree with solenoidal forcing, but the interior of an ionized shell within
the Rosette MC displays clear signatures of compressive forcing. The strong dependence of the
density PDF on the type of forcing must be taken into account in any theory using the PDF to
predict properties of star formation. We supply a quantitative description of this dependence.
We find that different observed regions show evidence of different mixtures of compressive and
solenoidal forcing, with more compressive forcing occurring primarily in swept-up shells. Finally,
we emphasize the role of the sonic scale for protostellar core formation, because core forma-
tion close to the sonic scale would naturally explain the observed subsonic velocity dispersions
of protostellar cores. The results presented in this Chapter are published in Federrath et al.
(2010b).
4.1 Introduction
Studying the density and velocity distributions of interstellar gas provides essential informa-
tion about virtually all physical processes relevant to the dynamical evolution of the interstellar
medium (ISM). Along with gravity, magnetic fields and the thermodynamics of the gas, super-
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sonic turbulence plays a fundamental role in determining the density and velocity statistics of
the ISM (e.g., Scalo et al., 1998). Thus, supersonic turbulence is considered a key process for
star formation (Mac Low & Klessen, 2004; Elmegreen & Scalo, 2004; Scalo & Elmegreen, 2004;
McKee & Ostriker, 2007).
In this Chapter, we continue our analysis of the density probability distribution function (PDF)
obtained in numerical experiments of driven supersonic isothermal turbulence. Understanding
the density PDF and its turbulent origin is essential, because it is a key ingredient for analytical
models of star formation: The turbulent density PDF is used to explain the stellar initial mass
function (Padoan & Nordlund, 2002; Hennebelle & Chabrier, 2008, 2009), the star formation rate
(Krumholz & McKee, 2005; Krumholz et al., 2009; Padoan & Nordlund, 2009), the star formation
efficiency (Elmegreen, 2008), and the Kennicutt-Schmidt relation on galactic scales (Elmegreen,
2002; Kravtsov, 2003; Tassis, 2007). In Federrath et al. (2008b), we found that supersonic
turbulence driven by a purely compressive (curl-free) force field yields a density PDF with roughly
three times larger standard deviation compared to solenoidal (divergence-free) turbulence forcing,
which strongly affects the results obtained in these analytical models. Here, we want to compare
our results for the density PDF to observations of column density PDFs (e.g., Goodman et al.,
2009).
Moreover, in Federrath et al. (2009) we investigated the fractal density distribution of our
two models with solenoidal and compressive turbulence forcing, which showed that compressive
forcing yields a significantly lower fractal dimension (Df ≈ 2.3) compared to solenoidal forcing
(Df ≈ 2.6). In the present contribution, we consider the scaling of centroid velocity increments
computed for these models, and we compare them to observations of the Polaris Flare by Hily-
Blant et al. (2008). We additionally used principal component analysis and compared our results
to observations of the G216-2.5 (Maddalena’s Cloud) and the Rosette MC by Heyer et al. (2006).
Our results indicate that interstellar turbulence is driven by mixtures of solenoidal and com-
pressive forcing. The ratio between solenoidal and compressive modes of the turbulence forcing
may vary strongly across different regions of the ISM. This provides an explanation for the
apparent lack of correlation between turbulent density and velocity dispersions found in obser-
vations (e.g., Goodman et al., 2009; Pineda et al., 2008). We conclude that solenoidal forcing is
more likely to be realized in quiescent regions with low star formation activity as in the Polaris
Flare and in Maddalena’s Cloud. On the other hand, in regions of enhanced stellar feedback,
compressive forcing leads to larger standard deviations of the density PDFs, as seen in one of
the subregions of the Perseus MC surrounding a central B star. Moreover, compressive forcing
exhibits a higher scaling exponent of principal component analysis than solenoidal forcing. This
higher scaling exponent is consistent with the measured scaling exponent for the interior of an
ionizing shell in the Rosette MC.
In section 4.2, we explain the numerical setup and turbulence forcing used for the present
study. We discuss our results obtained using PDFs, centroid velocity increments, principal
component analysis, Fourier spectrum functions, and ∆-variance analyses in section 4.3, 4.4,
4.5, 4.6, and 4.7, respectively. In each of these sections, we compare the turbulence statistics
obtained for solenoidal and compressive forcing with observational data available in the literature.
In section 4.9, we discuss the possibility that transonic pre-stellar cores typically form close to
the sonic scale in a globally supersonic, turbulent medium. Section 4.10 provides a list of the
limitations in our comparison of numerical simulations with observations. A summary of our
results and conclusions is given in section 4.11.
4.2 Simulations and methods
The piecewise parabolic method (Colella & Woodward, 1984), implemented in the astrophysical
code FLASH v3 (Fryxell et al., 2000; Dubey et al., 2008) was used to integrate the equations
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of hydrodynamics on three-dimensional (3D) periodic uniform grids with 2563, 5123, and 10243
grid points. Since isothermal gas is assumed throughout this study, it is convenient to define
s ≡ ln ρ〈ρ〉 (4.1)
as the natural logarithm of the density divided by the mean density 〈ρ〉 in the system. For
isothermal gas, the pressure, P = ρc2s , is proportional to the density ρ with the constant sound
speed cs. The equations of hydrodynamics solved here are consequently given by
∂s
∂t
+ (v · ∇)s = −∇ · v (4.2)
∂v
∂t
+ (v · ∇)v = −c2s ∇s+ f , (4.3)
where v denotes the velocity of the gas. An energy equation is not needed, because the gas is
isothermal. The assumption of isothermal gas is very crude, but may still provide an adequate
physical approximation to the real thermodynamics in dense molecular gas (Wolfire et al., 1995;
Pavlovski et al., 2006). We discuss further limitations of our simulations in section 4.10. The
stochastic forcing term f is used to drive turbulent motions.
4.2.1 Forcing module
Equations (4.2) and (4.3) have been solved before in the context of molecular cloud dynamics,
studying compressible turbulence with either solenoidal (divergence-free) forcing or with a 2:1
mixture of solenoidal to compressive modes in the turbulence forcing (e.g., Padoan et al., 1997;
Stone et al., 1998; Mac Low et al., 1998; Mac Low, 1999; Klessen et al., 2000; Heitsch et al., 2001;
Klessen, 2001; Boldyrev et al., 2002; Li et al., 2003; Padoan et al., 2004b; Jappsen et al., 2005;
Ballesteros-Paredes et al., 2006; Kritsuk et al., 2007; Dib et al., 2008; Kissmann et al., 2008;
Offner et al., 2008; Schmidt et al., 2009). The case of a 2:1 mixture of solenoidal to compressive
modes is the natural result obtained for 3D forcing, if no Helmholtz decomposition (see below)
is performed. Then, the solenoidal modes occupy two of the three available spatial dimensions
on average, while the compressive modes only occupy one (Elmegreen & Scalo, 2004; Federrath
et al., 2008b). In the present study, the solenoidal forcing case is thus also used as a control
run for comparison with previous studies using solenoidal forcing. However, we additionally
applied purely compressive (curl-free) forcing and analyzed the resulting turbulence statistics in
detail. Each simulation at a resolution of 10243 grid cells consumed roughly 100 000CPU hours.
Therefore, we concentrated on two extreme cases of turbulence forcing with high resolution: (1)
the widely adopted purely solenoidal forcing (∇ · f = 0), and (2) purely compressive forcing
(∇ × f = 0). However, we also studied eleven simulations at numerical resolution of 2563 in
which we smoothly varied the forcing from purely solenoidal to purely compressive by producing
eleven different forcing mixtures.
The forcing term f is often modeled with a spatially static pattern, for which the amplitude
is adjusted in time following the methods introduced by Mac Low et al. (1998) and Stone et al.
(1998). This results in a roughly constant energy input on large scales. Other studies model the
random forcing term f such that it can vary in time and space (e.g., Padoan et al., 2004b; Kritsuk
et al., 2007; Federrath et al., 2008b; Schmidt et al., 2009). Here, we used the Ornstein-Uhlenbeck
(OU) process to model f , which belongs to the latter type. The OU process is a well-defined
stochastic process with a finite autocorrelation timescale. It can be used to excite turbulent
motions in 3D, 2D, and 1D simulations as explained in Eswaran & Pope (1988) and Schmidt
et al. (2006). Using an OU process enables us to control the autocorrelation timescale T of the
forcing. The concept of using the OU process to excite turbulence and the projections in Fourier
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space necessary to get solenoidal and compressive force fields are described below.
The OU process is a stochastic differential equation describing the evolution of the forcing
term f̂ in Fourier space (k-space):
df̂ (k, t) = f0 (k) P ζ(k) dW(t) − f̂ (k, t) dt
T
. (4.4)
The first term on the right hand side is a diffusion term. This term is modeled using a Wiener
processW(t), which adds a Gaussian random increment to the vector field given in the previous
time step dt. Wiener processes are random processes, such that
W(t)−W(t− dt) = N(0, dt) , (4.5)
where N(0, dt) denotes the 3D, 2D, or 1D version of a Gaussian distribution with zero mean
and standard deviation dt. This is followed by a projection with the projection tensor P ζ(k) in
Fourier space. In index notation, the projection operator reads
Pζij (k) = ζ P⊥ij (k) + (1− ζ)P‖ij (k) = ζ δij + (1− 2ζ)
kikj
|k|2 , (4.6)
where δij is the Kronecker symbol, and P⊥ij = δij − kikj/k2 and P‖ij = kikj/k2 are the fully
solenoidal and the fully compressive projection operators, respectively. The projection operator
serves to construct a purely solenoidal force field by setting ζ = 1. For ζ = 0, a purely compressive
force field is obtained. Any combination of solenoidal and compressive modes can be constructed
by choosing ζ ∈ [0, 1]. By changing the parameter ζ, we can thus set the power of compressive
modes with respect to the total power of the forcing. The analytical ratio of compressive power
to total power can be derived from equation (4.6) by evaluating the norm of the compressive
component of the projection tensor,∣∣∣(1 − ζ)P‖ij∣∣∣2 = (1− ζ)2 , (4.7)
and by evaluating the norm of the full projection tensor∣∣∣Pζij ∣∣∣2 = 1− 2ζ +Dζ2 . (4.8)
The result of the last equation depends on the dimensionality D = 1, 2, 3 of the forcing, because
the norm of the Kronecker symbol |δij | = 1, 2 and 3 in one, two and three dimensions, respec-
tively. The ratio of equations (4.7) and (4.8) gives the ratio of compressive forcing power Flong





1− 2ζ +Dζ2 . (4.9)
Figure 4.1 provides a graphical representation of this ratio for the 1D, 2D, and 3D case. For
comparison, we plot numerical values of the forcing ratio obtained in eleven 3D and 2D hydrody-
namical runs with resolutions of 2563 and 10242 grid points, in which we have varied the forcing
parameter ζ from purely compressive forcing (ζ = 0) to purely solenoidal forcing (ζ = 1) in
the range ζ = [0, 1], separated by ∆ζ = 0.1. Note that a natural mixture of forcing modes is
obtained for ζ = 0.5, which leads to Flong/Ftot = 1/3 for 3D turbulence, and Flong/Ftot = 1/2
for 2D turbulence. A simple way to understand this natural ratio is to consider longitudinal and
transverse waves. In 3D, the longitudinal waves occupy one of the three spatial dimensions, while
the transverse waves occupy two of the three on average. Thus, the longitudinal (compressive)
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Figure 4.1: Ratio of compressive power to the total power in the turbulence force field. The solid lines
labeled with 1D, 2D, and 3D show the analytical expectation for this ratio, equation (4.9), as a function
of the forcing parameter ζ for one-, two- and three-dimensional forcing, respectively. The diamonds and
squares show results of numerical simulations in 3D and 2D with ζ = [0, 1], separated by ∆ζ = 0.1. Those
models were run at a numerical resolution of 2563 and 10242 grid points in 3D and 2D, respectively. The
two extreme forcing cases of purely solenoidal forcing (ζ = 1) and purely compressive forcing (ζ = 0) are
indicated as ”sol” and ”comp”, respectively. Note that in any 1D model, all power is in the compressive
component, and thus Flong/Ftot = 1, independent of ζ.
part has a power of 1/3, while the transverse (solenoidal) part has a power of 2/3 in 3D. In 2D,
the natural ratio is 1/2, because longitudinal and transverse waves are evenly distributed in two
dimensions.
The second term on the right hand side of equation (4.4) is a drift term, which models the ex-
ponentially decaying correlation of the force field with itself. Thus, the autocorrelation timescale
of the forcing is denoted by T . We set the autocorrelation timescale equal to the dynamical
timescale T = L/(2V ) on the scale of energy injection, where L is the size of the computational
domain, V = csM and M ≈ 5.5 is the RMS Mach number in all runs. The autocorrelation
timescale is therefore equal to the decay time constant in supersonic hydrodynamic and mag-
netohydrodynamic turbulence driven on large scales (Stone et al., 1998; Mac Low, 1999). The
forcing amplitude f0(k) is a paraboloid in 3D Fourier space, only containing power on the largest
scales in a small interval of wavenumbers 1 < |k| < 3 peaking at k = 2, which corresponds to
half of the box size L/2. The effects of varying the scale of energy input were investigated by
Mac Low (1999), Klessen et al. (2000), Heitsch et al. (2001) and Va´zquez-Semadeni et al. (2003).
Here, we consider large-scale stochastic forcing, which is closer to the observational data (e.g.,
Ossenkopf & Mac Low, 2002; Brunt et al., 2009). This type of forcing models the kinetic energy
input from large-scale turbulent fluctuations, breaking up into smaller structures. Kinetic energy
cascades down to smaller and smaller scales, and thereby effectively drives turbulent fluctuations
on scales smaller than the turbulence injection scale.
We have verified that our results are not sensitive to the general approach of using an Ornstein-
Uhlenbeck process for the turbulence forcing. For instance, we have used an almost static forcing
pattern, which is obtained in the limit T →∞ in test simulations. We have furthermore checked
that the particular choice of Fourier amplitudes did not affect our results by using a band spec-
trum instead of a parabolic forcing spectrum. Varying these parameters did not strongly affect
our results. In contrast, changing ζ from ζ = 1 (solenoidal forcing) to ζ = 0 (compressive forcing)
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always led to significant changes in the turbulence statistics.
4.2.2 Initial conditions and post-processing
Starting from a uniform density distribution and zero velocities, the forcing excites turbulent
motions. Equations (4.2) and (4.3) have been evolved for ten dynamical times T , which allows
us to study a large sample of realizations of the turbulent flow. Compressible turbulence reached
a statistically invariant state within 2T (Federrath et al., 2009). This allows us to average all
statistical measures over 8 T separated by 0.1T in the fully developed regime. We are thus able
to average over 81 different realizations of the turbulence to improve statistical significance. The
1-σ temporal fluctuations obtained from this averaging procedure are indicated as error bars
for the PDFs, centroid velocity increments, principal component analysis, Fourier spectra and
∆-variance analyses in the following sections and in all figures showing error bars throughout
this study. The forcing amplitude was adjusted to excite a turbulent flow with an RMS Mach
number M≈ 5.5 in all cases. We use the RMS Mach number as the control parameter, because
this dimensionless number determines most of the physical properties of scale-invariant turbulent
flows and is often used to derive important flow statistics such as the standard deviation of the
density distribution. However, in the next section we show that the latter depends sensitively on
the turbulence forcing parameter ζ as well.
Figure 4.2 (top panels) shows column density fields projected along the z-axis from a ran-
domly selected snapshot at time t = 2T in the regime of fully developed, statistically stationary
turbulence for solenoidal (left) versus compressive forcing (right). This regime was reached after
2 dynamical times T , which is shown in Figure 4.3 for the minimum and maximum logarithmic
densities s (top panel) and RMS curl and divergence of the velocity field (bottom panel) as a
function of the dynamical time. It is evident that compressive forcing produces higher density
contrasts, resulting in higher density peaks and bigger voids compared to solenoidal forcing.
4.3 The probability density function of the gas density
It is interesting to study the probability distribution of turbulent density fluctuations, because it
is a key ingredient for many analytical models of star formation: it is used to explain the stellar
initial mass function (Padoan & Nordlund, 2002; Hennebelle & Chabrier, 2008, 2009), the star
formation rate (Krumholz & McKee, 2005; Krumholz et al., 2009; Padoan & Nordlund, 2009),
the star formation efficiency (Elmegreen, 2008), and the Kennicutt-Schmidt relation on galactic
scales (Elmegreen, 2002; Kravtsov, 2003; Tassis, 2007).
The probability to find a volume with gas density in the range [ρ, ρ+dρ] is given by the integral




Thus, the PDF p describes a probability density, which has dimensions of probability divided by
gas density in the case of pρ(ρ). By the same definition, ps(s) denotes the PDF of the logarithmic
density s = ln(ρ/ 〈ρ〉).
Figure 4.4 presents the comparison of the time-averaged volume-weighted density PDFs ps(s)
obtained for solenoidal and compressive forcing. The linear plot of ps(s) (top panel) displays
the peak best, whereas the logarithmic representation (bottom panel) reveals the low- and high-
density wings of the distributions. Three different fits to analytic expressions (discussed below)
are shown as well.
4.3.1 The density PDF for solenoidal forcing
In numerical experiments of driven supersonic isothermal turbulence with solenoidal and/or
weakly compressive forcing (e.g., Va´zquez-Semadeni, 1994; Padoan et al., 1997; Stone et al.,
46
Chapter 4 4.3. THE PROBABILITY DENSITY FUNCTION OF THE GAS DENSITY
Figure 4.2: Maps showing density (top), vorticity (middle) and divergence (bottom) in projection along
the z-axis at time t = 2T as an example for the regime of statistically fully developed, compressible
turbulence for solenoidal forcing (left) and compressive forcing (right). Top panels: Column density
fields in units of the mean column density. Both maps show three orders of magnitude in column density
with the same scaling and magnitudes for direct comparison. Middle panels: Projections of the modulus
of the vorticity |∇ × v|. Regions of intense vorticity appear to be elongated filamentary structures often
coinciding with positions of intersecting shocks. Bottom panels: Projections of the divergence of the
velocity field ∇ · v showing the positions of shocks. Negative divergence corresponds to compression,
while positive divergence corresponds to rarefaction.
47
4.3. THE PROBABILITY DENSITY FUNCTION OF THE GAS DENSITY Chapter 4
Figure 4.3: Top panel : Minimum and maximum logarithmic density s = ln (ρ/ 〈ρ〉) as a function of
the dynamical time T . Note that compressive forcing yields much stronger compression and rarefaction
compared to solenoidal forcing, although the RMS Mach number is roughly the same in both cases
(see Federrath et al., 2009, Fig. 2). Bottom panel : RMS vorticity 〈(∇ × v)2〉1/2 and RMS divergence
〈(∇ · v)2〉1/2 as a function of the dynamical time. Within the first 2T , a statistically steady state was
reached for both solenoidal (sol) and compressive (comp) forcing. This allows us to average statistical
measures (probability density functions, centroid velocity increments, principal component analysis,
Fourier spectra and ∆-variances) in the range 2 ≤ t/T ≤ 10 to improve statistical significance of our
results and to estimate the amplitude of temporal fluctuations (snapshot-to-snapshot variations) between
different realizations of the turbulence.
1998; Mac Low, 1999; Nordlund & Padoan, 1999; Boldyrev et al., 2002; Li et al., 2003; Padoan
et al., 2004b; Kritsuk et al., 2007; Beetz et al., 2008), but also in decaying turbulence (e.g.,
Ostriker et al., 1999; Klessen, 2000; Ostriker et al., 2001; Glover & Mac Low, 2007b) it was
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where the mean 〈s〉 is related to the standard deviation σs by 〈s〉 = −σ2s/2 due to the constraint
of mass conservation (e.g., Va´zquez-Semadeni, 1994):
∞∫
−∞
exp (s) ps ds =
∞∫
0
ρ pρ dρ = 〈ρ〉 . (4.11)
Equation (4.11) simply states that the mean density has to be recovered. This constraint together






pρ dρ = 1 (4.12)
must always be fulfilled for any density PDF whether log-normal or non-Gaussian.
From our simulations, we obtain density PDFs in agreement with log-normal distributions for
solenoidal forcing. The log-normal fit using equation (4.10) is shown in Figure 4.4 as dashed lines.
However, the PDF is not perfectly log-normal, i.e., there are weak non-Gaussian contributions
(see also, Dubinski et al., 1995), especially affecting the wings of the distribution. The strength
of these non-Gaussian features is quantified by computing higher-order moments (skewness and
kurtosis) of the distributions. The first four standardized central moments (see, e.g., Press et al.,
1986) of a discrete dataset {q} with N elements are defined as





















Note that in our definition of the kurtosis (also called flatness), the Gaussian distribution has
K = 3. We have computed the first four statistical moments of the volumetric density PDFs
shown in Figure 4.4. The results are summarized in Table 4.1. The 1-σ error given for each
statistical moment was obtained by averaging over 81 realizations of the turbulence as described
in section 4.2.2. Both solenoidal and compressive forcing yield density PDFs with deviations
from the Gaussian 3rd order (skewness S = 0) and 4th order (kurtosis K = 3) moments.
4.3.2 The density PDF for compressive forcing
Contrary to the solenoidal case, the PDF obtained for compressive forcing is not at all well fitted
with the perfect log-normal functional form (dashed line in Figure 4.4 for compressive forcing).
Due to the constraints of mass conservation (eq. 4.11) and normalization (eq. 4.12), the peak
position and its amplitude cannot be reproduced simultaneously. The skewness and kurtosis
for the compressive forcing case are also listed in Table 4.1. Non-Gaussian values of skewness
and kurtosis, i.e., higher-order moments require modifications to the analytic expression of the
log-normal PDF given by equation (4.10). A first step of modification is to allow for a finite
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Figure 4.4: Volume-weighted density PDFs p(s) of the logarithmic density s = ln(ρ/ 〈ρ〉) in linear
scaling (top panel), which displays the peak best, and in logarithmic scaling (bottom panel) to depict the
low- and high-density wings. The PDF obtained from compressive forcing (10243 comp) is significantly
wider than the solenoidal one (10243 sol). The peak is shifted to lower values of the logarithmic density
s, because of mass conservation, defined in eq. (4.11). The density PDF from solenoidal forcing is
compatible with a Gaussian distribution. However, there are also non-Gaussian features present, which
are associated with intermittency effects. These are more prominent in the density PDF obtained from
compressive forcing, exhibiting statistically significant deviations from a perfect log-normal (fit using
eq. 4.10 shown as dashed lines). A skewed log-normal fit (dash-dotted lines) given by eq. (4.14) provides
a better representation, but still does not fit the high-density tail of the PDF obtained for compressive
forcing. Both the PDF data obtained from solenoidal and compressive forcing are best described as log-
normal distributions with higher-order corrections defined in eq. (4.17), which take into account both the
non-Gaussian skewness and kurtosis of the distributions. These fits are shown as solid lines (skew-kurt-
log-normal fit). The first four standardized moments defined in equations (4.13) of the distributions in ρ
and s are summarized in Table 4.1 together with the fit parameters. The gray shaded regions indicate 1-σ
error bars due to temporal fluctuations of the distributions in the regime of fully developed, supersonic
turbulence. A total number of 10243 × 81 ≈ 1011 data points contribute to each PDF.
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Solenoidal Forcing Compressive Forcing
Standardized Moments 〈ρ〉 1.00± 0.00 1.00 ± 0.00
of ρ σρ 1.89± 0.09 5.86 ± 0.96
Sρ 9.03± 1.06 26.7 ± 10.1
Kρ 211.± 69.8 1720 ± 2000
Standardized Moments 〈s〉 −0.83± 0.05 −3.40± 0.43
of s = ln (ρ/ 〈ρ〉) σs 1.32± 0.06 3.04 ± 0.24
Ss −0.10± 0.11 −0.26± 0.20
Ks 3.03± 0.17 2.91 ± 0.43
Skewed Log-normal Approximation ξ 0.010 ± 0.050 −0.048 ± 0.133
using equation (4.14) ω 1.562 ± 0.035 4.712 ± 0.193
α −0.911± 0.064 −2.163 ± 0.173
4th Order Approximation a0 −1.3664 ± 0.0091 −2.5014 ± 0.0259
(including skewness and kurtosis) a1 −0.4592 ± 0.0064 −0.3437 ± 0.0132
using equation (4.17) a2 −0.3067 ± 0.0052 −0.0831 ± 0.0030
a3 −0.0073 ± 0.0011 −0.0065 ± 0.0011
a4 −0.0002 ± 0.0005 −0.0004 ± 0.0001
Table 4.1: Statistical moments and fit parameters of the PDFs of the volumetric density ρ for solenoidal
and compressive forcing shown in Fig. 4.4.


















where α, ξ and ω are fit parameters. Defining δ = α/
√
1 + α2, the first four standardized central
moments of the distribution are linked to the parameters α, ξ and ω, such that
mean : 〈s〉 = ξ + ω δ
√
2/π
dispersion : σs = ω
(
1− 2δ2/π)1/2






kurtosis : Ks = 2(π − 3)(δ
√
2/π)4
(1 − 2δ2/π)2 .
(4.15)
Skewed log-normal fits are added to Figure 4.4 as dash-dotted lines and the corresponding fit
parameters are given in Table 4.1. However, for a skewed log-normal distribution, the kurtosis
is a function of the skewness, since the skewness and kurtosis in equations (4.15) both depend
on the same parameter δ only.
Better agreement between an analytic functional form and the measured PDF can be obtained,
if the actual kurtosis of the data is taken into account as an independent parameter in the
analytical approach. The fundamental derivation of a standard Gaussian distribution is given by
ln p(s) = a0 + a1s+ a2s
2 , (4.16)
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where one parameter is constrained by the normalization and the two remaining ones are de-
termined by the mean and the dispersion. We can extend this to a modified Gaussian-like
distribution by including higher-order moments:
p(s) = exp
[
a0 + a1s+ a2s
2 + a3s
3 + a4s
4 +O(s5)] . (4.17)
Here, the expansion is stopped at the 4th moment. One parameter is again given by the nor-
malization, and the remaining four parameters are related to the mean, dispersion, skewness and
kurtosis. Fits obtained with this formula are included in Figure 4.4 as solid lines. The fit param-
eters are listed in Table 4.1. This new functional form is in good agreement with the data from
solenoidal and compressive forcing, fitting both the peak and the wings very well. They follow
the constraints of mass conservation and normalization given by equations (4.11) and (4.12). We
have computed the first four moments of the fitted function and find very good agreement with
the first four moments of the actual PDFs.
The fitted parameters a3 and a4, which represent the higher-order terms tend to zero compared
to the standard Gaussian parameters a0, a1 and a2 (see Table 4.1). This means that the higher-
order corrections to the standard Gaussian are small. However, we point out that they are
absolutely necessary to obtain a good analytic representation of the PDF data, given the fact
that equations (4.11) and (4.12) must always be fulfilled and that the analytic PDF should return
the correct values of the numerically computed moments of the measured distributions.
In the various independent numerical simulations mentioned above, the density PDFs were
close to log-normal distributions as in our solenoidal and compressive forcing cases. However,
most of these studies also report considerable deviations from Gaussian PDFs, which affected
mainly the low- and high-density wings of their distributions. These deviations can be associated
with rare events caused by strong intermittent fluctuations during head-on collisions of strong
shocks and oscillations in very low-density rarefaction waves (e.g., Passot & Va´zquez-Semadeni,
1998; Kritsuk et al., 2007). The pronounced deviations from the log-normal shape of the density
PDF for compressively driven turbulence were also discussed by Schmidt et al. (2009). Even
stronger deviations from log-normal PDFs were reported in strongly self-gravitating turbulent
systems (e.g., Klessen, 2000; Federrath et al., 2008a; Kainulainen et al., 2009).
Intermittency is furthermore inferred from observations, affecting the wings of molecular line
profiles (Falgarone & Phillips, 1990), and the statistics of centroid velocity increments (Hily-
Blant et al., 2008). Goodman et al. (2009) measured column density PDFs using dust extinction
and emission, as well as molecular lines of gas in the Perseus MC. Using dust extinction maps,
Lombardi et al. (2006) obtained the column density PDF for the Pipe nebula. The PDFs found
in these studies roughly follow log-normal distributions. However, deviations from perfect log-
normal distributions are clearly present in the density PDFs obtained in these studies. They
typically exhibit non-Gaussian features. For instance, Lombardi et al. (2006) had to apply
combinations of multiple Gaussian distributions to obtain good agreement with the measured
PDF data.
4.3.3 Density–Mach number correlation and signatures of intermit-
tency in the density PDFs
As discussed by Passot & Va´zquez-Semadeni (1998), a Gaussian distribution in the logarithm of
the density, i.e., a log-normal distribution in ρ is expected for supersonic, isothermal turbulent
flows. The fundamental assumption behind this model is that density fluctuations are built up by
a hierarchical process. The local density ρ(r, t) at a given position r is determined by a Markov
process, i.e., by the product ρ(tn) = δ(tn−1)ρ(tn−1) = · · · = δ(t0)ρ(t0) of a large number of
independent random fluctuations δ(tn) > 0 in time (Va´zquez-Semadeni, 1994). If these fluctua-
tions were indeed independent, the quantity s = ln(ρ/ 〈ρ〉) would be determined by the sum of
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this large number of local fluctuations and the distribution in s becomes a Gaussian distribution
according to the central limit theorem. Since the equations (4.2) and (4.3) are invariant under
the transformation s → s + s0 for an arbitrary constant s0, the random variable s(tn) should
be independent of the local Mach number, and independent of the density at previous times
tn−1, tn−2, . . . , t0. As pointed out by Va´zquez-Semadeni (1994) and Passot & Va´zquez-Semadeni
(1998), this independence breaks down in strong shocks and density extrema, because s0 cannot
be arbitrarily high due to mass conservation, and an upper boundary s+ exists. In consequence,
if s+ is reached locally, the density cannot increase anymore by a subsequent fluctuation, and the
next density is not independent of the previous timestep, causing the fundamental assumption
to break down. This also applies to strong rarefaction waves, because creating shocks always
produces strongly rarefied regions outside the shock.
When the fundamental assumption breaks down, density and velocity statistics are expected to
become correlated (Va´zquez-Semadeni, 1994; Passot & Va´zquez-Semadeni, 1998; Kritsuk et al.,
2007). Since in isothermal gas, the sound speed is constant, this translates directly into Mach
number–density correlations. The average local Mach number M = v/cs may therefore exhibit
some dependence on the average local density. For instance, it is intuitively clear that head-
on collisions of strong shocks produce very high density peaks. In the stagnation point of the
flow, the local velocity and consequently the local Mach number will almost drop to zero. The
time evolution of the maximum and minimum density in Figure 4.3 shows these intermittent
fluctuations (see also, Porter et al., 1992b; Kritsuk et al., 2007). The intermittent phenomenon
corresponds to the situation explained above, for which s+ might have been reached, and some
dependence of the Mach number on density is expected.
In real molecular clouds, the maximum densities are similarly bounded, and cannot reach
infinitely high values, either. This is–unlike the finite resolution constraints in simulations–
because the gas becomes optically thick at a certain density (ρ & 10−14 g cm−3), and cannot cool
efficiently anymore (e.g., Larson, 1969; Penston, 1969; Larson, 2005; Jappsen et al., 2005, and
references therein). The gas is not close to isothermal anymore in this regime, and adiabatic
compression induced by turbulent motions remain finite in real molecular clouds. Thus, the
reason for the breakdown of the density–Mach number independence is different in simulations
and observations, but it might still be fundamental for the deviations from a log-normal PDF.
Moreover, the existence of a characteristic scale may lead to a breakdown of the hierarchical
model, and thus to a breakdown of the fundamental assumption. The scale at which supersonic
turbulence becomes subsonic is such a scale. This scale is called the sonic scale, and is discussed
later in section 4.9.
We have computed the probability distributions for Mach number–density correlations. Fig-
ure 4.5 shows the volume-weighted correlation PDFs of local Mach number M versus density ρ.
Although the correlation between density and Mach number is weak as expected for isothermal
turbulence (Va´zquez-Semadeni, 1994; Passot & Va´zquez-Semadeni, 1998), these two quantities
are not entirely uncorrelated, which may explain the deviations from perfect log-normal distribu-
tions. There is a weak trend for high-density regions to exhibit lower Mach numbers on average.
Power-law estimates for densities above the mean logarithmic density indicate Mach number–
density correlations of the form M(ρ) ∝ ρ−0.06 for solenoidal and M(ρ) ∝ ρ−0.05 for compressive
forcing. A similar power law exponent can be obtained from Kritsuk et al. (2007, Fig. 4).
4.3.4 Numerical resolution dependence of the density PDFs
The high-density tails of the PDFs in Figure 4.4 are not perfectly fit, even when the skewness and
kurtosis are taken into account. This is partly due to non-zero 5th, 6th and higher-order moments
in the distributions, and partly because our numerical resolution is insufficient to sample the high-
density tail perfectly. Figure 4.6 shows that even at a numerical resolution of 10243 grid points,
the high-density tails are not converged in both solenoidal and compressive forcing and tend to
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Figure 4.5: Volume-weighted correlation PDFs of local Mach number M versus logarithmic density
s for solenoidal (left) and compressive forcing (right). Adjacent contour levels are spaced by 0.25 dex
in probability density. Density and Mach number exhibit a very weak, but non-zero correlation in
both forcing cases, which provides an explanation for the non-Gaussian features in the density PDFs of
Fig. 4.4 (Va´zquez-Semadeni, 1994; Passot & Va´zquez-Semadeni, 1998; Kritsuk et al., 2007). The two
solid lines, intersecting the maxima of both distributions show the mean Mach number as a function of
the logarithmic density s = ln(ρ/ 〈ρ〉). The tendency for high-density gas having lower Mach numbers
on average is indicated as power laws in the high-density parts of the distributions. This suggests that
the Mach number M(ρ) ∝ ρ−0.06 for solenoidal and M(ρ) ∝ ρ−0.05 for compressive forcing.
Grid Resolution Solenoidal Forcing Compressive Forcing
σρ σs σρ σs
2563 ................ 1.79± 0.08 1.36± 0.07 5.66± 0.79 3.09± 0.21
5123 ................ 1.89± 0.10 1.35± 0.05 5.59± 0.67 3.15± 0.34
10243 ................ 1.89± 0.09 1.32± 0.06 5.86± 0.96 3.04± 0.24
Table 4.2: Standard deviations of the density PDFs as a function of numerical resolution for solenoidal
and compressive forcing shown in Fig. 4.6.
underestimate high densities. This limitation is shared among all turbulence simulations (see,
for instance, the turbulence comparison project by Kitsionas et al., 2009), since the strongest
and most intermittent fluctuations building up in the tails will always be truncated due to
limited numerical resolution (see also Hennebelle & Audit, 2007; Kowal et al., 2007; Price &
Federrath, 2010). However, the peak and the standard deviation of the PDFs are reproduced
quite accurately at a resolution of 2563. Table 4.2 shows the values of the linear standard
deviation σρ and logarithmic standard deviation σs for numerical resolutions of 256
3, 5123 and
10243. There appears to be no strong systematic dependence of the standard deviations on the
numerical resolution for resolutions above 2563. The statistical fluctuations are the dominant
source of uncertainty in the derived values of the standard deviations. It should be noted however
that we have tested only the case of an RMS Mach number of about 5-6 here. There might be a
stronger resolution dependence for higher Mach numbers, due to the stronger shocks produced
in higher Mach number turbulence, which should be tested in a separate study.
4.3.5 The column density PDFs and comparison with observations
The strong difference between the statistics of the solenoidal and compressive forcing cases seen in
the PDFs of the volumetric density shown in Figure 4.4 is reflected by the corresponding column
density PDFs. The time-averaged and projection-averaged column density PDFs are shown in
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Figure 4.6: Density PDFs at numerical resolutions of 2563, 5123 and 10243 grid cells. The PDFs show
very good overall convergence, especially around the peaks. Table 4.2 shows that the standard deviations
are converged with numerical resolution. The high-density tails, however, are not converged even at a
numerical resolution of 10243 grid points, indicating a systematic shift to higher densities with resolution.
This limitation is shared among all turbulence simulations (see also, Hennebelle & Audit, 2007; Kitsionas
et al., 2009; Price & Federrath, 2010). The low-density wings are subject to strong temporal fluctuations
due to intermittent bursts caused by head-on collisions of shocks followed by strong rarefaction waves
(e.g., Kritsuk et al., 2007). The intermittency causes deviations from a perfect Gaussian distribution
and accounts for non-Gaussian higher-order moments (skewness and kurtosis) in the distributions.
Figure 4.7. Analogous to Table 4.1 for the volumetric density PDFs, we summarize the statistical
quantities and fit parameters for the column density PDFs in Table 4.3. The main results and
conclusions obtained for the volumetric density distributions also hold for the column density
distributions. Compressive forcing yields a column density standard deviation roughly three times
larger than solenoidal forcing. The relative difference between solenoidal and compressive forcing
is thus roughly the same for the volumetric and the column density distributions. However, the
absolute values are lower for the column density distributions compared to the volumetric density
distributions. The reason for this is that by computing projections of the volumetric density
fields, density fluctuations are effectively averaged out by integration along the line-of-sight, and
as a consequence, the column density dispersions become smaller compared to the corresponding
volumetric density dispersions.
The small inset in the upper right corner of Figure 4.7 additionally shows the column density
PDFs computed along the z-axis at one single time t = 2T corresponding to the map shown in
Figure 4.2. This figure shows the effect of studying one realization only, without time- and/or
projection-averaging. This is interesting to consider, because observations can only measure
column density distributions at one single time. Improving the statistical significance would only
be possible by studying multiple fields and averaging in space rather than in time invoking the
ergodic theorem as suggested by Goodman et al. (2009). However, even by studying one turbulent
realization only, the difference between solenoidal and compressive forcing is recovered from the
dispersions of the distributions. We therefore expect that using observations of column density
PDFs, one can distinguish purely solenoidal from purely compressive forcing by measuring the
dispersion of the column density PDF.
Goodman et al. (2009) provided measurements of the column density PDFs in the Perseus
MC obtained with three different methods: dust extinction, dust emission, and 13CO gas emis-
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Figure 4.7: Same as Figure 4.4, but the time- and projection-averaged logarithmic column density
PDFs of η = ln(Σi/ 〈Σi〉) are shown. Σi and 〈Σi〉 denote the column density and the mean column
density integrated along the i = x, y, z principal axes respectively. As for the volumetric PDFs of
Fig. 4.4, the standard deviation of the column density PDF obtained from compressive forcing is roughly
three times larger than from solenoidal forcing (see Table 4.3). The inset in the upper right corner
shows the PDFs of column density computed in z-projection at a fixed time t = 2T , corresponding to
the snapshots shown in Figure 4.2. The density dispersions computed for these instantaneous PDFs are
σΣ = 0.49 and ση = 0.45 for solenoidal forcing, and σΣ = 1.34 and ση = 1.56 for compressive forcing.
Although these distributions are quite noisy, the influence of the forcing is still clearly discernible. Thus,
by studying instantaneous column density PDFs, which are accessible to observations, one should be
able to distinguish solenoidal from compressive forcing.
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Solenoidal Forcing Compressive Forcing
Standardized Moments 〈Σ〉 1.00± 0.00 1.00± 0.00
of Σ σΣ 0.47± 0.05 1.74± 0.43
SΣ 1.38± 0.38 4.57± 1.44
KΣ 6.32± 2.20 36.8± 24.3
Standardized Moments 〈η〉 −0.10± 0.02 −1.00± 0.33
of η = ln (Σ/ 〈Σ〉) ση 0.46± 0.06 1.51± 0.28
Sη −0.04± 0.30 −0.17± 0.29
Kη 2.97± 0.40 2.69± 0.45
Skewed Log-normal Approximation ξ 0.180± 0.088 0.717± 0.102
using equation (4.14) ω 0.539± 0.058 2.392± 0.160
α −0.878± 0.342 −2.371± 0.300
4th Order Approximation a0 −0.1524± 0.0451 −1.4547 ± 0.0532
(including skewness and kurtosis) a1 −0.3900± 0.1080 −0.2902 ± 0.0417
using equation (4.17) a2 −2.4643± 0.1994 −0.2669 ± 0.0259
a3 −0.1748± 0.1469 −0.0370 ± 0.0080
a4 0.0204± 0.1239 −0.0035 ± 0.0024
Table 4.3: Same as Table 4.1, but for the PDFs of the column density Σ shown in Fig. 4.7.
sion. Although systematic differences were found between the three methods, they conclude that
in general, the measured column density PDFs are close to, but not perfect log-normal distri-
butions, which is consistent with our results. They furthermore provided the column density
PDFs and the column density dispersions for six subregions in the Perseus MC. The difference
between the dispersions measured for these subregions is not as large as the difference between
purely solenoidal and purely compressive forcing. The largest difference in the column density
dispersions among the six subregions found by Goodman et al. (2009) is only about 50% relative
to the average column density dispersion measured in the Perseus MC. This indicates that both
purely solenoidal and purely compressive forcing are very unlikely to occur in nature. On the
other hand, a varying mixture of solenoidal and compressive modes close to the natural mixture
of 2:1 can easily explain the 50% difference in density dispersion measured among the different
regions. In particular, the Shell region (Ridge et al., 2006), which surrounds the B star HD
278942 exhibits the largest density dispersion among all the subregions studied by Goodman
et al. (2009), although its velocity dispersion is rather small compared to the others. This in-
dicates that turbulent motions may be driven compressively rather than solenoidally within the
Shell region. Goodman et al. (2009) indeed mentioned that the gas in the Shell is dominated
by an ”obvious driver”, skewing the column density distribution towards lower values compared
to the other regions. Due to the constraints of mass conservation (eq. 4.11) and normalization
(eq. 4.12), both the peak position and the peak value of the PDF skew to lower values, if the
density dispersion increases (see Figure 4.7). Taken together, this suggests that the Shell in the
Perseus MC represents an example of strongly compressive turbulence forcing rather than purely
solenoidal forcing.
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4.3.6 The forcing dependence of the density dispersion–Mach number
relation
In Federrath et al. (2008b), we investigated the density dispersion–Mach number relation (Padoan
et al., 1997; Passot & Va´zquez-Semadeni, 1998)1,
σρ
〈ρ〉 = bM . (4.18)
This relation was also investigated in Kowal et al. (2007, Fig. 11), indicating that the standard
deviation of turbulent density fluctuations, σρ is directly proportional to the sonic Mach number
in the supersonic regime. It must be noted, however, that it was only directly tested for rather low
RMS Mach numbers,M . 2.5 (Kowal et al., 2007) andM . 3.5 (Passot & Va´zquez-Semadeni,
1998), compared to typical Mach numbers in molecular clouds. If additionally a log-normal PDF,
equation (4.10) is assumed, then equation (4.18) can be expressed as
σ2s = ln
(
1 + b2M2) , (4.19)
with the same parameter b (Padoan et al., 1997; Federrath et al., 2008b).
We begin our discussion of the forcing dependence of the density dispersion–Mach number
relation with a problem raised by Mac Low et al. (2005) and Glover & Mac Low (2007b). Mac Low
et al. (2005) and Glover & Mac Low (2007b) claimed that the density dispersion–Mach number
relation found by Passot & Va´zquez-Semadeni (1998), σs = bM (which is a Taylor expansion of
eq. 4.19 for small RMS Mach numbers), with b ≈ 1 did not at all fit their results for pressure
and density PDFs, while equation (4.19) with b ≈ 0.5 (Padoan et al., 1997) provided a much
better representation of their data. The main difference in the density dispersion–Mach number
relations by Padoan et al. (1997) and Passot & Va´zquez-Semadeni (1998) is the proportionality
constant b. It is b ≈ 0.5 and b ≈ 1 in Padoan et al. (1997) and Passot & Va´zquez-Semadeni
(1998), respectively. Our forcing analysis provides the solution to this apparent difference, which
lies at the heart of the disagreement of the PDF data analyzed in Mac Low et al. (2005) and
Glover & Mac Low (2007b) with the model by Passot & Va´zquez-Semadeni (1998). Passot &
Va´zquez-Semadeni (1998) used 1D models. In 1D, only compressive forcing is possible, because
no transverse waves can exist. In contrast, Mac Low et al. (2005) and Glover & Mac Low (2007b)
used a mixture of solenoidal and compressive forcing in 3D. In this section, we show that the
parameter b in both equations (4.18) and (4.19) is a function of the forcing parameter ζ. Indeed,
using the relation σs = bM analyzed in Passot & Va´zquez-Semadeni (1998), but with a lower
proportionality constant (b = 0.5 in contrast to b = 1) gives a very good representation of the
PDF data in Mac Low et al. (2005, Fig. 8). Thus, an investigation of the parameters that control
b seems necessary and important.
Moreover, relations (4.18) and (4.19) are key ingredients for the analytical models of the
stellar initial mass function by Padoan & Nordlund (2002) and Hennebelle & Chabrier (2008),
as well as for the star formation rate model by Krumholz & McKee (2005) and Krumholz et al.
(2009) and for the star formation efficiency model by Elmegreen (2008). In all these models, b
is assumed to be 0.5, which is an empirical result from magnetohydrodynamical simulations by
Padoan et al. (1997). On the other hand, Passot & Va´zquez-Semadeni (1998) found b≈1 from
1D hydrodynamical simulations. Federrath et al. (2008b) resolved this disagreement between
Padoan et al. (1997) and Passot & Va´zquez-Semadeni (1998) by showing that b is a function
of the ratio ζ ∈ [0, 1] of compressive to solenoidal modes of the turbulence forcing. However,
Federrath et al. (2008b) only tested the two limiting cases of purely solenoidal forcing (ζ = 1) and
purely compressive forcing (ζ = 0). They approximated the regime of mixtures with a heuristic
1Note that Passot & Va´zquez-Semadeni (1998) suffers from a number of typographical errors as a result of
last-minute change of notation. Please see Mac Low et al. (2005, footnote 5) for a number of corrections.
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model, which had a linear dependence of b on ζ:








1− 23ζ, for D = 3
1− 12ζ, for D = 2
1, for D = 1 .
(4.20)
Here, we refine this model based on eleven additional simulations with ζ = [0, 1] separated
by ∆ζ = 0.1 for RMS Mach numbers of 5 in 2D and 3D. These simulations allow us to test
eleven different mixtures of forcing controlled by the parameter ζ (see eq. 4.9). The models
were run at a numerical resolution of 2563 and 10242 grid points in 3D and 2D, respectively.
We use a lower resolution in 3D, because using our standard resolution of 10243 would be too
computationally intensive. However, as shown in section 4.3.4, the standard deviation of the
density is fairly well reproduced at 2563, as is the RMS Mach number M (Federrath et al.,
2009, Fig. 2), which allows a reasonably accurate determination of b. The results are plotted in
Figure 4.8 as diamonds for 3D (top panel) and 2D (bottom panel). We used equation (4.18) to
measure b, because unlike equation (4.19), this version of the standard deviation–Mach number
relation does not rest on the assumption of a log-normal PDF. In fact, if equation (4.19) was
used to derive b for models with ζ < 0.5, b would be overestimated significantly (by up to an
order of magnitude for ζ = 0), because the deviations from the perfect log-normal distribution
are stronger for ζ < 0.5 (cf. section 4.3.2; see also Schmidt et al. (2009)).
Figure 4.8 shows that the dependence of b on ζ is non-linear. For 3D turbulence the parameter
b increases smoothly from b ≈ 1/3 for ζ = 1 to b ≈ 1 for ζ = 0, and for 2D turbulence from
b ≈ 1/2 for ζ = 1 to b ≈ 1 for ζ = 0. However, there is an apparent break at ζ ≈ 0.5,
which represents the natural forcing mixture used in many previous studies. For ζ & 0.5 the
b-parameter remains close to the value obtained for purely solenoidal forcing, i.e. b ≈ 0.3 − 0.4
in 3D and b ≈ 0.5 in 2D. The flat part of the data in Figure 4.8 for ζ > 0.5 explains why in
previous studies with a natural forcing mixture (e.g., Mac Low et al., 1998; Klessen et al., 2000;
Li et al., 2003; Kritsuk et al., 2007; Glover et al., 2009), the turbulence statistics were close to
the purely solenoidal forcing case (e.g., Padoan et al., 1997; Stone et al., 1998; Boldyrev et al.,
2002; Padoan & Nordlund, 2002; Kowal et al., 2007; Lemaster & Stone, 2008; Burkhart et al.,
2009). In contrast, b increases much more strongly for ζ . 0.5, until it reaches b ≈ 1 for purely
compressive forcing (e.g., Passot & Va´zquez-Semadeni, 1998; Federrath et al., 2008b; Schmidt
et al., 2009).
Equation (4.20) thus needs to be refined to account for the non-linear dependence of b on the
forcing. Moreover, equation (4.20) was based on the analytic expression of the forcing parameter
ζ (cf. section 4.2.1). However, the numerical estimate of b depends on how well the code can
actually induce compression through the build-up of divergence in the velocity field. Thus,
different codes can produce slightly different values of b for the same forcing parameter ζ. This is
because of the varying efficiency of codes to convert the energy provided by a given forcing into
actual velocity fluctuations (e.g. Kitsionas et al., 2009; Price & Federrath, 2010). To construct
a refined model for b that does not directly rest on the analytic forcing parameter ζ and that
accounts for the non-linear dependence on the forcing, we recall that b is a normalized measure
of compression. Compression is caused by converging flows and shocks, which have a finite
magnitude of velocity divergence. A normalized measure of compression is thus also provided by





We therefore expect a dependence of b on 〈Ψ〉.
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Figure 4.8: Diamonds: The proportionality parameter b in the density dispersion–Mach number re-
lation, eq. (4.18), computed as b = σρ/ (〈ρ〉M) for eleven 3D models at numerical resolution of 2563
grid cells (top panel) and eleven 2D models at numerical resolution of 10242 grid cells (bottom panel),
ranging from purely compressive forcing (ζ = 0) to purely solenoidal forcing (ζ = 1). The parameter
b decreases smoothly from b ≈ 1 for compressive forcing to b ≈ 1/3 in 3D and b ≈ 1/2 in 2D for
solenoidal forcing. Stars: Ratio 〈Ψ〉 = Elong/Etot of longitudinal to total power in the velocity power
spectrum (see section 4.6.1). This quantity provides a measure for the relative amount of compression
induced by the turbulent velocity field, and appears to be correlated with the standard deviation of the
density PDF. Squares: Same as stars, but multiplied by the geometrical factor
√
D with D = 3 for the
three-dimensional case and D = 2 for the two-dimensional case. The quantity
√
D 〈Ψ〉 provides a good
numerical estimate of the PDF parameter b. The dashed lines show model fits using equation (4.23) for
D = 3 (top panel) and D = 2 (bottom panel).
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Figure 4.8 shows 〈Ψ〉 as a function of ζ (plotted as stars) for 3D and 2D turbulence. It is
indeed correlated with b, however, 〈Ψ〉 is less than b by a factor of roughly√3 in 3D and√2 in
2D. The squares in Figure 4.8 show
√
3 〈Ψ〉 in 3D and√2 〈Ψ〉 in 2D, which seems to provide a
good estimate of b. The factor
√
3 is a geometrical factor for 3D turbulence (the diagonal in a
cube of size unity). It is
√
2 in 2D turbulence (the diagonal in a square of size unity), and
√
1 in
1D. The latter in particular is trivial, because in 1D only longitudinal modes can exist, and thus√
1 〈Ψ〉 = 1 for any value of ζ (cf. Fig. 4.1). The larger geometrical factors in 2D and 3D account
for the fact that the longitudinal velocity fluctuations, which induce compression occupy only
one of the available spatial directions (two in 2D and three in 3D) on average. For the general
case of supersonic turbulence in D = 1, 2 and 3 dimensions, these ideas lead to
b˜ =
√
D 〈Ψ〉 , (4.22)
which is solely based on the ratio of the power in longitudinal modes in the velocity field to the
total power of all modes in the velocity field, 〈Ψ〉.
In addition to the refined model based on the compressive ratio 〈Ψ〉 in equation (4.22), we













The forcing ratio Flong/Ftot is given by equation 4.9. The first summand in equation (4.23) is the
expected ratio of longitudinal modes (compression) in a supersonic turbulent medium for a purely
solenoidal forcing, i.e. a forcing that does not directly induce compression. The second summand
is the contribution to the compression directly induced by the forcing. The model equation (4.23)
is similar to equation (4.20), but with a non-linear dependence of b on the forcing parameter ζ.
We suggest that the dependence of b on the forcing solves a puzzle reported by Pineda et al.
(2008). They provided measurements of velocity dispersions and 12CO excitation temperatures
for the six subregions in the Perseus MC. The molecular excitation temperatures serve as a
guide for the actual gas temperature, from which the sound speed can be estimated. From these
values, the local RMS Mach numbers are computed as the ratio of the local velocity dispersion
to the local sound speed. Goodman et al. (2009) and Pineda et al. (2008) pointed out that
there is clearly no correlation of the form suggested by equation (4.19) for a fixed parameter
b across the investigated subregions in the Perseus MC. For instance, the Shell region exhibits
an intermediate to small velocity dispersion derived from 12CO and 13CO observations, while
its density dispersion is the largest in the Perseus MC. This provides additional support to our
suggestion that the Shell in Perseus is dominated by compressive turbulence forcing for which
b takes a higher value compared to solenoidal forcing. The apparent lack of density dispersion–
Mach number correlation reported by Pineda et al. (2008) and Goodman et al. (2009) for a fixed
parameter b can thus be explained, because b is in fact not fixed across different subregions in
the Perseus MC.
We plan to measure b in different regions of the ISM in future studies. However, the main
problem in a quantitative analysis of equation (4.18) with observational data is that the column
density dispersion is typically smaller than the 3D density dispersion (compare Tab. 4.1 and
Tab. 4.3). The relation between the column density PDF and the volumetric density PDF is
non-trivial and depends on whether the column density tracer is optically thin or optically thick
and on the scale of the turbulence driving. However, Brunt et al. (2010b) developed a promising
technique to estimate the 3D density variance from 2D observations with an accuracy of about
10%.
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4.4 Intermittency
Intermittency manifests itself in
i) non-Gaussian (often exponential) wings of PDFs of quantities involving density and/or
velocity, its derivatives (e.g., vorticity) and combinations of density and velocity (e.g.,
ρ1/2v and ρ1/3v as discussed in section 4.8),
ii) anomalous scaling of the higher-order structure functions of the velocity field (e.g., Anselmet
et al., 1984) and centroid velocity increments (Lis et al., 1996; Hily-Blant et al., 2008), and
iii) coherent structures of intense vorticity (∇× v) (see Vincent & Meneguzzi, 1991; Moisy &
Jime´nez, 2004, for results of incompressible turbulence), and of strong shocks and rarefac-
tion waves (∇ · v).
Filamentary coherent structures of vorticity (intermittency item iii) are indeed observed in
our two supersonic models. In Figure 4.2 (middle panel), we show the projected vorticity for
solenoidal and compressive forcing, respectively. Most of the filaments of high vorticity coincide
with the positions of shocks and therefore also with high density and negative divergence in
the velocity field (Figure 4.2, bottom panel). This is furthermore inferred from observations of
the Ursa Majoris Cloud by Falgarone et al. (1994) and is consistent with the results of weakly
compressible decaying turbulence experiments by Porter et al. (1992a) and Porter et al. (1994),
who concluded that intense vorticity is typically associated with intermittency.
4.4.1 The probability distribution of centroid velocity increments
Since there is evidence of filamentary coherent structures in the vorticity (intermittency item iii)
of our models, and because there is additional evidence of non-Gaussian tails in the density
PDFs (intermittency item i) discussed in section 4.3, we now proceed to examine the PDFs and
the scaling of centroid velocity increments (intermittency item ii) to assess the strength of the
intermittency. We compare centroid velocity increments (CVIs) for solenoidal and compressive
forcing and discuss the interpretation of observations based on that comparison. Following the
analysis by Lis et al. (1996), who discuss CVIs computed for the turbulence simulation by Porter
et al. (1994), and following the CVI analysis of the Polaris Flare and of the Taurus MC by
Hily-Blant et al. (2008), the centroid velocity increment is defined as
δCℓ(r) = 〈C(r) − C(r+ ℓ)〉 , (4.24)
where the angle average 〈 〉 is computed over all possible directions of the vector ℓ in the plane
perpendicular to the line-of-sight. Thus, δCℓ(r) only depends on the norm of the lag vector
ℓ = |ℓ|, which separates two points r = (x, y) and r + ℓ in the plane of the sky (x, y). The
normalized centroid velocity, C(r) in equation (4.24) is defined as
C(r) =
∫
ρ(r, z) vz(r, z) dz∫
ρ(r, z) dz
. (4.25)
The variable vz(r, z) denotes the line-of-sight velocity in z-direction. We have however computed
C(r) separately along each of the three principal lines-of-sight x, y and z of our Cartesian domain
in order to examine the effects of varying the projection. Also note that we have computed
normalized centroid velocities (Lazarian & Esquivel, 2003), since we want to compare to Hily-
Blant et al. (2008). Another point to mention here is that the centroid velocities, C(r) are
typically computed using an intensity weighting instead of a density weighting. This is because
the gas density cannot be measured directly, whereas the emission intensity is accessible to
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Figure 4.9: PDFs of centroid velocity increments, computed using equations (4.24) and (4.25) are shown
as a function of lag ℓ in units of grid cells ∆ = L/1024 for solenoidal forcing (left) and compressive forcing
(right). The PDFs are very close to Gaussian distributions for long lags, whereas for short lags, they
develop exponential tails, which is a manifestation of intermittency (e.g., Hily-Blant et al., 2008, and
references therein).
observations. By using density weighting we implicitly assume optically thin emission. For
optically thick emission, uniform weighting would be more appropriate (Lis et al., 1996).
Figure 4.9 shows the PDFs of δCℓ(r) computed for varying lag ℓ in units of the numerical cell
size ∆ = L/1024. They should be compared to Hily-Blant et al. (2008, Fig. 4-6). The PDFs
are mainly Gaussian for large lags, whereas for smaller separations, they develop exponential
tails, indicating intermittent behavior. This result is consistent with the numerical simulation
analyzed by Lis et al. (1996), and with observations of the ρ Oph Cloud, the Orion B and the
Polaris Flare by Lis et al. (1998), Miesch et al. (1999) and Hily-Blant et al. (2008), respectively.
Following the analysis by Hily-Blant et al. (2008), we computed the kurtosis K of the PDFs
of CVIs using the definition in equations (4.13). Note that K = 3 corresponds to a Gaussian
distribution, and K = 6 corresponds to an exponential function. The kurtosis of the CVI PDFs
is shown in Figure 4.10 as a function of spatial lag ℓ, and can be directly compared to Hily-
Blant et al. (2008, Fig. 7). Both forcing types exhibit nearly Gaussian values of the kurtosis
at lags ℓ & 100∆. On the other hand, for ℓ . 100∆, both forcing types produce non-Gaussian
PDFs. Solenoidal forcing approaches the exponential value K = 6 for ℓ . 10∆. Compressive
forcing yields exponential values already for lags ℓ ≈ 40∆, while solenoidal forcing has K ≈ 4
on these scales. This indicates stronger intermittency in the case of compressive forcing. For
ℓ . 30∆, compressive forcing yields even super-exponential values of K. For both solenoidal
and compressive forcings, we show later in section 4.6 that ℓ . 30∆ is in the dissipation range
for numerical turbulence. Compressive velocity modes dominate in this regime (see Fig. 4.15),
which may result artificially in extreme intermittency. For ℓ ≈ 30∆, compressive forcing gives
K = 6.0±1.0, which is roughly 35% larger than the Polaris Flare observations at their resolution
limit. The solenoidal case on the other hand gives K ≈ 4.3±0.5, which is in very good agreement
with the IRAM and KOSMA data discussed by Hily-Blant et al. (2008, Fig. 7). Depending on the
actual lag used for the comparison, both solenoidal and compressive forcing seem to be consistent
with the observations. However, it should be noted that the lags cannot be easily compared for
the real clouds and the simulations, because simulated and observed fields have different spatial
resolution. Moreover, the simulated fields have periodic boundaries, while the true fields don’t.
Nevertheless, the similarity of the observed and the numerically simulated CVIs indicates that
turbulence intermittency plays an important role in both our simulations and in real molecular
clouds.
The Polaris Flare has a very low star formation rate and is therefore appropriate for study-
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Figure 4.10: Kurtosis K of the PDFs of centroid velocity increments shown in Fig. 4.9 as a function of
the lag ℓ in units of grid cells ∆ = L/1024 for solenoidal and compressive forcing. Note that a kurtosis
value of 3 (horizontal dot-dashed line) corresponds to the value for a Gaussian distribution. Non-Gaussian
values of the kurtosis are obtained for ℓ . 100∆. The error bars contain both snapshot-to-snapshot
variations as well as the variations between centroid velocity increments computed by integration along
the x, y and z axes. This figure can be compared to observations of the Polaris Flare and Taurus MC
(see Fig. 7 of Hily-Blant et al., 2008).
ing the statistics of interstellar supersonic turbulence without contamination by internal energy
sources. In contrast, the Taurus MC is actively forming stars. Against our expectations, the Tau-
rus MC data display very weak intermittent behavior and the kurtosis remains at the Gaussian
values K ≈ 3 in Hily-Blant et al. (2008, Fig. 7). However, the Taurus field studied by Hily-Blant
et al. (2008) is located far from star-forming regions in a translucent part of the Taurus MC
(E. Falgarone 2009, private communication). This may explain why the Taurus field displays
only very weak intermittency. It would be interesting to repeat the analysis of centroid veloc-
ity increments for regions of confirmed star formation, including regions with winds, outflows
and ionization feedback from young stellar objects to see whether these regions indeed display
stronger intermittency.
4.4.2 The structure function scaling of centroid velocity increments
In this section, we discuss the scaling of the p th order structure function of CVIs, defined as
CVISFp(ℓ) = 〈|δCℓ(r)|p〉r . (4.26)
We have averaged over a large enough sample of independent increments δCℓ(r) that increasing
the sample size produced no change in the value of CVISFp(ℓ) for p ≤ 6, which is demonstrated
in section 4.4.3. Figure 4.11 shows the CVI structure functions for solenoidal and compressive
forcing. The CVI structure functions were fit to power laws of the form
CVISFp(ℓ) ∝ ℓ ζp (4.27)
within the inertial range2, defined equivalently to the study in Federrath et al. (2009). The value
2By its formal definition for incompressible turbulence studies (e.g., Frisch, 1995), the inertial range is the range
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Figure 4.11: Scaling of the structure functions of centroid velocity increments defined in equation (4.26)
for solenoidal forcing (left) and compressive forcing (right) up to the 6th order. Scaling exponents
obtained using power-law fits following equation (4.27) within the inertial range are indicated in the
figures and summarized in Tab. 4.4.
Absolute Scaling Exponents .......... ζ1 ζ2 ζ3 ζ4 ζ5 ζ6
CVI SFs (10243 sol) 0.62 1.20 1.73 2.21 2.65 3.05
CVI SFs (10243 comp) 0.62 1.13 1.52 1.82 2.05 2.22
Relative Scaling Exponents ........... eζ1 eζ2 eζ3 eζ4 eζ5 eζ6
CVI SFs using ESS a (10243 sol) 0.36 0.70 1.00 1.27 1.51 1.72
CVI SFs using ESS a (10243 comp) 0.38 0.72 1.00 1.23 1.41 1.56
Polaris Flare b 0.37 0.70 1.00 1.27 1.53 1.77
Polaris Flare c 0.38 0.71 1.00 1.28 1.54 1.80
Intermittency Model SL94 d 0.36 0.70 1.00 1.28 1.54 1.78
Intermittency Model B02 e 0.42 0.74 1.00 1.21 1.40 1.56
a Using extended self-similarity (ESS) (Benzi et al., 1993).
b Measurement of CVI structure functions by Hily-Blant et al. (2008).
c Measurement of CVI structure functions by Hily-Blant et al. (2008) using 12CO(2–1) data by Bensch et al.
(2001).
d Intermittency model eζp = p/9+C “1− (1− 2/(3C))p/3” defined in eq. (4.28) using a fractal co-dimension C = 2
(She & Leveque, 1994), which corresponds to filamentary structures (D = 1).
e Same as d, but for co-dimension C = 1 (Boldyrev, 2002; Boldyrev et al., 2002) corresponding to sheet-like
structures (D = 2).
Table 4.4: Scaling of the structure functions of centroid velocity increments.
for each power-law exponent is indicated in Figure 4.11 and summarized in Table 4.4.
For a direct comparison of CVI structure functions with the study by Hily-Blant et al. (2008,
Fig. 8), we apply the extended self-similarity (ESS) hypothesis (Benzi et al., 1993), which states
that the inertial range scaling may be extended beyond the inertial range, such that power-law
fits can be applied over a larger dynamic range. The ESS hypothesis is used by plotting the p th
order CVISFp(ℓ) against the 3rd order CVISF3(ℓ) (Benzi et al., 1993). These plots are shown in
of scales for which the turbulence statistics are not directly influenced by the forcing acting on scales larger than
the inertial range, and not directly influenced by the viscosity acting on scales smaller than the inertial range.
The inertial range is typically very small in numerical experiments, because of the high numerical viscosity
caused by the discretization scheme, given the resolutions achievable with current computer technology (see
also section 4.6 and section 4.6.3).
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Figure 4.12: Same as Fig. 4.11, but using the extended self-similarity hypothesis (Benzi et al., 1993),
allowing for a direct comparison of the scaling exponents of centroid velocity increments with the study
by Hily-Blant et al. (2008) for the Polaris Flare and Taurus MC (see Tab. 4.4).
Figure 4.12. Indeed, the scaling range is drastically increased using ESS. All ESS data points are
consistent with a single power law for each CVI structure function order p ≤ 6. We summarize
the scaling exponents with and without using the ESS hypothesis in Table 4.4.
Table 4.4 furthermore provides the ESS scaling exponents obtained for the Polaris Flare (Hily-
Blant et al., 2008, Tab. 3), as well as the scaling exponents obtained from intermittency models














by She & Leveque (1994) (C = 2) and Boldyrev (2002) (C = 1). In these models, the fractal co-
dimension C is related to the fractal dimension of the most intermittent structuresD by C = 3−D.
The She & Leveque (1994) model assumes 1D vortex filaments as the most intermittent structures
(D = 1), whereas the Boldyrev (2002) model assumes sheet-like structures with D = 2.
For solenoidal forcing, the scaling of the CVI structure functions using ESS is very similar to the
She & Leveque (1994) model. This model is appropriate for incompressible turbulence, for which
the most intermittent structures are expected to be filaments (She & Leveque, 1994, D = 1).
Interestingly, their model seems to be consistent with the measurements in the Polaris Flare by
Hily-Blant et al. (2008) and with our solenoidal forcing case. In contrast, the scaling exponents
derived for compressive forcing are better consistent with the intermittency model by Boldyrev
(2002, D = 2). This direct comparison indicates that turbulence in the Polaris Flare observed by
Hily-Blant et al. (2008) behaves like solenoidally forced turbulence. However, it does not imply
that turbulence in the Polaris Flare is close to incompressible, since our numerical models are
clearly supersonic in the inertial range (see section 4.6). It rather means that CVI scaling is
different from the absolute scaling exponents following from the intermittency models by She &
Leveque (1994) and Boldyrev (2002). This is mainly because of two reasons: First, these models
do not account for density fluctuations (see however Schmidt et al., 2008), and second, CVIs
are 2D projections of the 3D turbulence. The statistics derived from CVIs is a convolution of
density and velocity statistics projected onto a 2D plane. As shown by Ossenkopf et al. (2006)
and Esquivel et al. (2007), CVI statistics differ significantly from pure velocity statistics, if the
ratio of density dispersion to mean density is high. This is usually the case in supersonic flows,
and is also the case for both our numerical experiments (see Table 4.1). It explains the difference
between the structure functions derived from the pure velocity statistics compared to convolved
velocity–density statistics (Schmidt et al., 2008). The deviations from the Kolmogorov (1941)
66
Chapter 4 4.5. PRINCIPAL COMPONENT ANALYSIS
scaling (ζ˜p = p/3) for the 3D data analyzed in Schmidt et al. (2008) are significantly larger than
those derived via CVI in 2D, revealing a significant loss in the signatures of intermittency in
the projected CVI data (see also Brunt et al., 2003; Brunt & Mac Low, 2004, for a discussion
of projection effects). This also means that direct tests of the theoretical models will be very
difficult to achieve, unless a means of relating the CVI-based moments to the 3D moments
is developed. Moreover, the fractal dimension of structures changes in a non-trivial way upon
projection (Stutzki et al., 1998; Sa´nchez et al., 2005; Federrath et al., 2009), which severely limits
the comparison of CVI statistics with the 3D intermittency models by She & Leveque (1994),
Boldyrev (2002) and Schmidt et al. (2008).
Nevertheless, a direct comparison of CVI structure function scaling obtained in numerical
experiments and observations can provide useful information to distinguish between different
parameters of the turbulence, as for instance different turbulence forcings.
4.4.3 Convergence test for the structure functions of centroid velocity
increments
For an accurate and reliable determination of the structure function scaling, it must be verified
that the number of data pairs used for sampling the structure functions was high enough to
yield converged results. There is no general rule to determine a priori the number of data pairs
necessary, because the required number of data pairs depends on the underlying statistics of the
measured variable itself and on the desired structure function order. However, convergence can
be tested by increasing the number of data pairs used for computing the structure functions.
Showing that the computed structure functions do not change significantly by further increasing
the number of data pairs demonstrates convergence. Furthermore, if convergence is verified
for the highest order under consideration, then the structure functions of lower order are also
converged. This is because the higher-order structure functions of a variable q reflect the statistics
of higher powers of q than the lower order structure functions. This is reflected in the definition
of the pth order structure function in equation (4.26).
Figure 4.13 demonstrates convergence for the structure functions of CVIs with orders p ≤ 6
discussed in section 4.4.2. We only show the compressive forcing case for clarity, but we also
verified convergence for the solenoidal forcing case with the same method. Figure 4.13 shows
that sampling each structure function with roughly 1.7 × 1010 data pairs is sufficient to yield
converged results. The total number of data pairs used to construct the CVI structure functions
shown in Figures 4.11 and 4.12 was thus roughly 81× 3× 1.7× 1010 ≈ 4.1× 1012 from averaging
over 81 realizations of the turbulence and three projections along the x, y and z-axes for each of
these realizations.
4.5 Principal component analysis
Principal component analysis (PCA) is a multivariate tool (Murtagh & Heck, 1987) introduced
by Heyer & Schloerb (1997) for measuring the scaling of interstellar turbulence. It has been
used for studying the structure and scaling in several molecular cloud regions, simulations and
synthetic images (Brunt & Heyer, 2002a,b; Brunt et al., 2003; Heyer & Brunt, 2004; Heyer et al.,
2006). PCA can be used to characterize structure on different scales. For best comparison with
observations, we choose to work in position-position-velocity (PPV) space. Since our simulation
data are typically stored in position-position-position (PPP) space, we transformed our PPP
cubes into PPV space prior to PCA. As for the CVIs discussed in the previous section, we
use the approximation of optically thin radiative transfer to derive radiation intensity. This
means that we essentially assume that the emission is proportional to the gas density. The PPV
data therefore represent a simulated measured intensity T (xi, yi, vz,j) ≡ Tij at spatial position
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Figure 4.13: The 1st (p = 1) and 6th (p = 6) order structure functions of the centroid velocity
increments sampled with different numbers of data pairs is shown for a single snapshot at time t = 2T
in z-projection for the case of compressive forcing. The number of data pairs used for sampling is given
in brackets. The structure functions of centroid velocity increments are statistically converged for p ≤ 6
for sample sizes of at least 1.7 × 1010 data pairs per turbulent realization and per projection as used
throughout this study.
ri = (xi, yi) and spectral position vz,j . The indices i and j thus represent the spatial and
spectral coordinates respectively. A detailed description of the PCA technique is given by Heyer
& Schloerb (1997) and Brunt & Heyer (2002a). The most important steps necessary to derive
the characteristic length scales and corresponding velocity scales using PCA are described below.





is constructed by summation over all spatial points Nx and Ny. Solving the eigenvalue equation
U u(l) = λ(l) u(l) (4.30)




i = Tik u
(l)
k (4.31)
onto the eigenvectors yields the l th eigenimage I
(l)
i . Autocorrelation functions (ACFs) are then
computed for each of the eigenimages and eigenvectors. The spatial scale on which the two-
dimensional ACF of the l th eigenimage falls off by 1/e defines the l th characteristic spatial scale.
Following the same procedure, the corresponding characteristic velocity scale is determined from
the ACF of the l th eigenvector, which contains the spectral information.
Figure 4.14 shows our time- and projection-averaged set of spatial and velocity scales obtained
with PCA. We have fitted power laws to the PCA data, which yielded PCA scaling exponents
αPCA for solenoidal and compressive forcing respectively. For solenoidal forcing we find αPCA =
0.66± 0.05 and for compressive forcing we find αPCA = 0.76± 0.09 (see Table 4.5). The different
PCA slopes αPCA derived for solenoidal and compressive forcing suggest that by using PCA,
differences in the mixture of transverse and longitudinal modes of the velocity field can be
detected. However, the difference between solenoidal and compressive forcing is only at the 1-σ
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Figure 4.14: Principal component analysis (PCA) for solenoidal (left) and compressive forcing (right).
The PCA slopes obtained for solenoidal and compressive forcings are summarized and compared with
observations by Heyer et al. (2006) in Table 4.5. The error bars contain the contribution from temporal
variations and from three different projections along the x, y and z-axes. The data were re-sampled from
10243 to 2563 grid points prior to PCA. The re-sampling speeds up the PCA and has virtually no effect
on the inertial range scaling (see e.g., Padoan et al., 2006; Federrath et al., 2009).




12CO(1–0) 0.79±0.06 0.66±0.06 0.63±0.04
αPCA,
13CO(1–0) 0.86±0.09 0.67±0.12 0.56±0.02
a PCA by Heyer et al. (2006) of the interior of an H ii region in the Rosette MC.
b Same as a, but exterior of the H ii region.
c PCA by Heyer et al. (2006) for G216-2.5 (Maddalenas’s Cloud).
Table 4.5: Comparison of measured PCA scaling slopes.
level.
Heyer et al. (2006) applied PCA to the Rosette MC and to G216-2.5 (Maddalenas’s Cloud).
These two clouds are quite different in dynamical and evolutionary state, although they exhibit
roughly the same turbulence Mach number. Heyer et al. (2006) measured the Mach number
M1pc≈4−5 on a scale of 1 pc for both clouds. The Rosette MC exhibits confirmed massive star
formation, whereas G216-2.5 has a low star formation rate, similar to the Polaris Flare discussed
in the previous section. Heyer et al. (2006) measured PCA slopes for both clouds and additionally
provided the PCA slopes in two distinct subregions of the Rosette MC. The first subregion is
inside the H ii region (Zone I) surrounding the massive star cluster NGC 22443, while the other
subregion is outside of this H ii region (Zone II). The measured PCA slopes obtained from 12CO
and 13CO observations are summarized in Table 4.5 together with our estimates for solenoidal
and compressive forcing. The PCA scaling exponent for solenoidal forcing is very close to the
PCA scaling exponents derived from the 12CO observations in the G216-2.5 (αPCA = 0.63±0.04)
and in Zone II of the Rosette MC (αPCA = 0.66 ± 0.06). In contrast, the PCA slope derived
3The formation of the star cluster XA in the Rosette MC was likely triggered by the accumulation of material
in the expanding shell surrounding the OB star cluster NGC 2244 (Wang et al., 2008, 2009). This emphasizes
the importance of expanding H ii regions in triggering subsequent star formation by compression of gas in
expanding shells (Elmegreen & Lada, 1977).
69
4.6. FOURIER SPECTRA Chapter 4
from 12CO observations in Zone I of the Rosette MC (αPCA = 0.79 ± 0.06) is better consistent
with our compressive forcing case. This indicates that Zone I contains more kinetic energy in
compressive modes than Zone II and G216-2.5. The corresponding 13CO observations reported
in Heyer et al. (2006) yield slightly larger differences between the PCA scaling exponents derived
for Zone I on the one hand, and Zone II and G216-2.5 on the other hand (see also Table 4.5).
This supports the idea that Zone I in the Rosette MC, and Zone II as well as G216-2.5 contain
quite different amounts of compressive modes in the velocity field, which may be the result of
different turbulence forcing mechanisms, similar to the differences obtained in purely solenoidal
and compressive forcings.
4.6 Fourier spectra
4.6.1 Velocity Fourier spectra
Fourier spectra of the velocity field E(k) are typically used to distinguish between Kolmogorov
(1941) turbulence, E(k) ∝ k−5/3 and Burgers (1948) turbulence, E(k) ∝ k−2. For highly
compressible, isothermal, supersonic, turbulent flow, it has been shown that the inertial range
scaling is close to Burgers turbulence. For instance, Kritsuk et al. (2007) found E(k) ∝ k−1.95
and Schmidt et al. (2009) obtained E(k) ∝ k−1.87 from high-resolution numerical simulations.
The Fourier spectrum of a quantity provides a measure of the scale dependence of this quantity.





v̂ · v̂∗ 4πk2 dk , (4.32)
where v̂ denotes the Fourier transform of the velocity field (e.g., Frisch, 1995). The total Fourier
spectrum can be separated into transverse (k ⊥ v̂) and longitudinal (k ‖ v̂) parts by apply-
ing a Helmholtz decomposition. Note that integrating the transverse energy spectrum yields
the kinetic energy in transverse (rotational) modes, while integration of the longitudinal energy
spectrum yields the kinetic energy in longitudinal (compressible) modes. Furthermore, by inte-
grating the velocity spectrum from k1 to k2, one obtains the kinetic energy content on length
scales corresponding to the wavenumber interval [k1, k2]. Since the mean velocity is zero in our
simulations, integration of the total velocity Fourier spectrum E(k) over all wavenumbers yields







The upper bound of the integral is the cutoff wavenumber kc = N for a cubic dataset with N
3
data points. Thus, kc = 1024 for our standard resolution of 1024
3 grid cells.
In Figure 4.15 we show the total velocity Fourier spectra E(k) as defined in equation (4.32)
together with its decomposition into transverse Etrans and longitudinal Elong parts for solenoidal
and compressive forcing respectively. The prominent signature of the different forcings on the
main driving scale, k = 2 is clearly noticeable: Solenoidal forcing excites mostly transverse modes,
whereas compressive forcing excites mostly longitudinal modes in the velocity field at k = 2.
However, the forcing has direct influence only for 1 < k < 3 (see section 4.2.1). Further down
the cascade, the turbulent flow develops its own statistics as a result of non-linear interactions
in the inertial range 5 . k . 15. We emphasize that this scaling range was chosen very carefully,
since turbulence simulations will only provide a small inertial range even at resolutions of 10243
grid cells (see, e.g., Klein et al., 2007; Lemaster & Stone, 2009). This is mainly caused by the
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Figure 4.15: Top panels: Total, transverse (rotational) and longitudinal (compressible) velocity Fourier
spectra E(k) defined in equation (4.32) and compensated by k2 for solenoidal (left) and compressive
forcing (right). Error bars indicate temporal variations, which account for an uncertainty of roughly
±0.05 of all scaling slopes reported for the inertial range 5 . k . 15. The inferred inertial range
scaling exponents for both solenoidal and compressive forcing are consistent with independent numerical
simulations and with observations of the size–linewidth relation (see text). Note that the transverse part,
Etrans falls off more steeply than the longitudinal part, Elong for both forcing types in the inertial range.
Bottom panels: Ratio of the energy in longitudinal velocity modes Elong to the total energy in velocity
modes Etot = Etrans + Elong. For solenoidal forcing, we obtain Elong/Etot ≈ 1/3 in the inertial range
(horizontal dash-dotted line), because compression can only occur in one of the three spatial dimensions
on average (Elmegreen & Scalo, 2004; Federrath et al., 2008b). For compressive forcing, this ratio
is roughly 1/2, which corresponds to an equipartition of longitudinal and transverse velocity modes.
Note however that compressive forcing can compress the gas in all three spatial dimensions directly,
whereas solenoidal forcing can only induce compression indirectly through the velocity field (Federrath
et al., 2008b). The excess of longitudinal modes at high wavenumbers k & 40 stems from numerical
dissipation, which is more effectively dissipating transverse than longitudinal modes on small scales
due to the discretization onto a grid. This suggests that roughly 30 grid cells are needed to accurately
resolve a vortex, while a shock is typically resolved with roughly 3 grid cells using the piecewise parabolic
method (Colella & Woodward, 1984). However, for a numerical resolution of 10243 grid cells, we find
that wavenumbers k . 40 are almost unaffected by the discretization and by the parameters of the
numerical scheme (see section 4.6.3).
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bottleneck phenomenon (e.g., Porter et al., 1994; Dobler et al., 2003; Haugen & Brandenburg,
2004; Schmidt et al., 2006; Kritsuk et al., 2007), which may slightly affect the Fourier spectra
in the dissipation range. However, the bottleneck phenomenon had no significant impact on
the turbulence statistics in our numerical study for wavenumbers k . 40. This is demonstrated
in section 4.6.3, where we present the resolution dependence of the Fourier spectra and the
dependence on parameters of the PPM numerical scheme. We conclude that the statistical
quantities derived for wavenumbers k . 40 are not significantly affected by the numerical scheme
or limited resolution applied in the present study.
We apply power-law fits to the inertial range data with the resulting slopes indicated in Fig-
ure 4.15 (top panels). Both solenoidal and compressive forcing yield slopes consistent with size–
linewidth relations inferred from observations (e.g., Larson, 1981; Myers, 1983; Perault et al.,
1986; Solomon et al., 1987; Falgarone et al., 1992; Miesch & Bally, 1994; Ossenkopf & Mac Low,
2002; Padoan et al., 2003; Heyer & Brunt, 2004; Padoan et al., 2006; Ossenkopf et al., 2008b;
Heyer et al., 2009), and with the results of independent numerical simulations (e.g., Klessen
et al., 2000; Boldyrev et al., 2002; Padoan et al., 2004b; Kritsuk et al., 2007; Schmidt et al.,
2009). Note that size–linewidth relations of the form σv ∝ lγ with scaling exponents γ = 0.4−0.5
correspond to Fourier spectra E(k) ∝ k−β with scaling exponents in the range β = 1.8−2.0,
because γ = (β − 1)/2. However, it must be emphasized that the relation between scaling expo-
nents obtained from observational maps of centroid velocities (as discussed in section 4.4.2) and
3D velocity fields from simulations is non-trivial, because of projection-smoothing and intensity-
weighting. Projection-smoothing increases the scaling exponents of the 2D projection of a 3D
field such that γ2D = γ3D + 1/2 (e.g., Stutzki et al., 1998; Brunt & Mac Low, 2004). However,
Brunt & Mac Low (2004) showed that the effect of projection-smoothing is compensated statis-
tically (but not identically) by intensity-weighting of observed centroid velocity maps. Thus, our
measurements of velocity scaling seem consistent with observations.
It is important to note that the transverse parts Etrans(k) fall off more steeply than the
longitudinal parts Elong(k) for both forcing types within the inertial range. For solenoidal forcing,
we find Etrans(k) ∝ k−1.89 and Elong(k) ∝ k−1.79, and for compressive forcing, Etrans(k) ∝ k−2.03
and Elong(k) ∝ k−1.87. This result indicates that longitudinal modes can survive down to small
scales, such that compression may not be neglected anywhere in the turbulent cascade. Lemaster
& Stone (2009, Fig. 9, 10) obtain Etrans(k) ∝ k−2.0 and Elong(k) ∝ k−1.8 for their hydrodynamical
model with solenoidal forcing at a resolution of 10243 grid points in the Athena code. This is
consistent with our findings for the scale dependence of the transverse and longitudinal parts and
shows that the kinetic energy in longitudinal modes must not be neglected within the inertial
range.
In order to quantify the relative importance of compression over rotation in the turbulent








in the bottom panels of Figure 4.15. Solenoidal forcing yields Ψ≈1/3 in the inertial range. We
emphasize that the ratio Ψ≈ 1/3 was expected from the fact that compression can only occur
in one of the three available spatial dimensions on average in the case of supersonic flow driven
by a purely solenoidal force field (Elmegreen & Scalo, 2004; Federrath et al., 2008b). This is the
fundamental idea on which the heuristic model of the density dispersion–Mach number relation
given by equation (4.20) was based. For compressive forcing, we find Ψ ≈ 1/2 in the inertial
range as a result of the direct compression induced by compressive forcing. Thus, solenoidal
and compressive forcing produce quite similar amounts of compressive modes in the velocity
field (Ψ≈1/3 versus Ψ≈1/2). This means that even fully compressive forcing can behave very
similar to solenoidal forcing in the inertial range, as far as pure velocity statistics are concerned.
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However, we show in the next section that the density statistics are very different in the inertial
range. The same is true for combined density–velocity statistics (see section 4.8 below).
We also note here that the rise of Ψ at k & 40 for both forcing types is a numerical effect,
which comes from the discretization of the velocity field onto a grid with finite resolution. This
shows that energy in rotational modes cannot be accounted for accurately if vortices are smaller
than roughly 30 grid cells in each direction, whereas longitudinal modes (i.e. shocks) may still
be well resolved. As a result, the transverse kinetic energy is underestimated for k & 40 up to
the resolution limit kc = 1024. However, the plateau of almost constant Ψ for k . 40 indicates
that the discretization had no significant influence on scales with wavenumbers k . 40. The
effect of underestimating the transverse kinetic energy due to the discretization of fluid variables
is also observed in the ZEUS-3D simulations by Pavlovski et al. (2006, Fig. 2) for wavenumbers
k & 10 at numerical resolution of 2563 grid cells. In section 4.6.3, we furthermore demonstrate
that our results for the Fourier spectra are not affected by the specific choice of parameters of
the numerical scheme for wavenumbers k . 40.
4.6.2 Logarithmic density Fourier spectra
In analogy to the velocity Fourier spectra E(k), we define logarithmic density fluctuation spectra
S(k) dk =
∫
(ŝ− 〈s〉) (ŝ− 〈s〉)∗ 4πk2 dk . (4.35)
We subtract the mean logarithmic density prior to the Fourier transformation such that S(k)
is a measure of density fluctuations as a function of scale. Therefore, integrating S(k) over all
scales yields the square of the logarithmic density dispersion σs
kc∫
1
S(k) dk = σ2s . (4.36)
Furthermore, integrating S(k) over the wavenumber range [k1, k2] yields the typical density
fluctuations on length scales corresponding to this range of scales.
Figure 4.16 (left) shows the logarithmic density fluctuation spectra S(k) together with the total
velocity Fourier spectra E(k) in one plot. In contrast to the scaling of the velocity E(k), the
scaling of S(k) ∝ k−β is significantly different for solenoidal (β = 1.56± 0.05) and compressive
forcing (β = 2.32± 0.09) in the inertial range.
4.6.3 Resolution study of the Fourier spectra and their dependence on
the numerical scheme
The resolution and type of numerical method adopted to model supersonic turbulence are ex-
pected to critically affect the scaling of Fourier spectrum functions in the inertial range (e.g.,
Klein et al., 2007; Kritsuk et al., 2007; Padoan et al., 2007). In this section, we investigate the
dependence of our Fourier spectra on the numerical resolution and on the numerical scheme used
in the present study.
Resolution study
Figure 4.17 shows velocity Fourier spectra E(k) defined in equation (4.32) for numerical resolu-
tions of 2563, 5123 and 10243 grid points. The inertial range scaling is indeed affected by the
numerical resolution. For solenoidal forcing, the inertial range scaling exponent β at resolution of
2563 grid cells is roughly 13% higher than the scaling exponent at a resolution of 10243. However,
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Figure 4.16: Left panel: Fourier spectra of the velocity, E(k) defined in eq. (4.32) (crosses and dia-
monds) and Fourier spectra of the logarithmic density fluctuations, S(k) defined in eq. (4.35) (triangles
and squares) for solenoidal and compressive forcing, respectively. Both E(k) and S(k) are compen-
sated by k2 allowing for a better determination of the inertial range scaling. The density fluctuation
power spectra differ significantly in the inertial range 5 . k . 15 with S(k) ∝ k−1.56 for solenoidal
and S(k) ∝ k−2.32 for compressive forcing. The scale on which the density fluctuation spectra from
solenoidal and compressive forcing cross each other and where the slope obtained in compressive forcing
breaks and approaches the shallower slope of the solenoidal forcing case roughly coincides with the sonic
wavenumber ks (vertical dashed lines) defined in eq. (4.40). Right panel: Same as left panel, but instead
of using Fourier spectra to determine the inertial range scaling, we use the ∆-variance method to derive
the scaling slopes in physical space. Note that the scaling slopes α obtained with the ∆-variance tech-
nique are related to the slopes β of the Fourier spectra by β = α + 1 (Stutzki et al., 1998). Error bars
denote 1-σ temporal fluctuations.
the difference between the inertial range scaling at 5123 and 10243 is less than 3% for solenoidal
forcing. For compressive forcing, the difference between the inertial range scaling exponents at
resolutions of 5123 and 10243 grid cells is less than 1%. This result indicates that the systematic
dependence of the inertial range scaling on the numerical resolution is less than 3% for both
solenoidal and compressive forcings. It should be emphasized that variance effects introduced
by different realizations of the turbulence are typically on the order of 5–10% (see error bars in
Figure 4.16), which is higher than the systematic errors introduced by resolution effects, as long
as the numerical resolution is at least 5123 grid cells.
Dependence on parameters of the piecewise parabolic method
We used the piecewise parabolic method (PPM) (Colella & Woodward, 1984) to integrate the
equations of hydrodynamics (eqs. 4.2 and 4.3). PPM improves on the finite-volume scheme orig-
inally developed by Godunov (1959) by representing the flow variables with piecewise parabolic
functions, which makes the PPM second-order accurate in smooth flows. However, PPM is also
particularly suitable for the accurate modeling of turbulent flows involving sharp discontinuities,
such as shocks and contact discontinuities. For that purpose, PPM uses a lower artificial viscosity
controlled by the PPM diffusion parameter K. In three simulations with resolutions of 5123 grid
cells, we varied the PPM diffusion parameter K between 0.0, 0.1 and 0.2. Note that K = 0.1 is
the value recommended by Colella & Woodward (1984), which was used for all production runs
throughout this study. The PPM algorithm furthermore includes a steepening mechanism to
keep contact discontinuities from spreading over too many cells. In one additional run at 5123,
we switched off the PPM steepening algorithm to check its influence on our results.
Figure 4.18 shows that the velocity spectra E(k) decrease faster with increasing diffusion
parameter K for wavenumbers k & 40. It is expected that the scheme dissipates more kinetic
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Figure 4.17: Time-averaged velocity Fourier spectra E(k) defined in equation (4.32) for numerical
resolutions of 2563, 5123 and 10243 grid points obtained with solenoidal forcing (left) and compressive
forcing (right). The inferred inertial range scaling is converged to within less than 3% at the typical
resolution of 10243 grid points used throughout this study for both types of forcing.
Figure 4.18: Dependence of the time-averaged velocity Fourier spectra E(k) on parameters of the piece-
wise parabolic method (PPM) (Colella & Woodward, 1984) at fixed resolution of 5123 grid cells. Varying
the PPM diffusion parameter K between 0.0, 0.1 and 0.2 affects the dissipation range at wavenumbers
k & 40. However, the effect of varying the PPM diffusion parameter is negligible for k . 40. Switching
off the PPM steepening algorithm for contact discontinuities has also virtually no effect on the Fourier
spectra at k . 40.
energy on small scales with increasing K, because the PPM diffusion algorithm is designed to act
on shocks only (Colella & Woodward, 1984, eq. 4.5). In contrast, Figure 4.18 demonstrates that
the Fourier spectra at wavenumbers k . 40 are hardly affected by the PPM diffusion algorithm
for both solenoidal and compressive forcings. Note that Kritsuk et al. (2007) reported that their
results for the inertial range scaling are highly sensitive to the choice of PPM diffusion parameter
in the ENZO code. However, our results demonstrate that the choice of PPM diffusion parameter
only affects the inertial range scaling within less than 1%, which is clearly less than the influence
of the numerical resolution and less than the typical snapshot-to-snapshot variations. Figure 4.18
furthermore demonstrates that the PPM contact discontinuity steepening has negligible effects
for simulations of supersonic turbulence.
The results obtained here support our conclusion in section 4.6 that the Fourier spectra at
resolutions of 10243 grid cells are robust for wavenumbers k . 40.
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4.7 ∆-variance of the velocity and density
The ∆-variance technique provides a complementary method for measuring the scaling exponent
of Fourier spectra in the physical domain using a wavelet transformation (Stutzki et al., 1998).
We apply the ∆-variance to our simulation data using the tool developed and provided by
Ossenkopf et al. (2008a). This tool implements an improved version of the original ∆-variance
(Stutzki et al., 1998; Bensch et al., 2001). The ∆-variance measures the amount of structure
on a given length scale ℓ by filtering the dataset q(r) with an up-down-function
⊙
ℓ (typically a
French-hat or Mexican-hat filter) of size ℓ, and computing the variance of the filtered dataset.










where the average is computed over all data points at positions r = (x, y, z). The operator ∗
stands for the convolution. We use the original French-hat filter with a diameter ratio of 3.0 as in
previous studies using the ∆-variance technique (e.g., Stutzki et al., 1998; Mac Low & Ossenkopf,
2000; Ossenkopf et al., 2001; Ossenkopf & Mac Low, 2002; Ossenkopf et al., 2006).
Figure 4.16 (right panel) shows that the inertial range scaling obtained with the ∆-variance
technique is in very good agreement with the scaling measured in the Fourier spectra. Note that
the scaling exponents β of Fourier spectra are ideally related to the scaling exponents α of the
∆-variance by α = β−1 (Stutzki et al., 1998). The small deviations from this analytical relation
are caused by the finite size of the dataset, the re-sampling procedure prior to the ∆-variance
analysis applied here and the choice of the filter function (Ossenkopf et al., 2008a). However, these
deviations are on the order of 4% and therefore smaller than the average snapshot-to-snapshot
variations.
For the ∆-variance of the velocity field, σ2∆(v, ℓ) ∝ ℓα, we find scaling exponents α = 0.83±0.05
for solenoidal forcing and α = 0.96 ± 0.05 for compressive forcing. This translates into size-
linewidth relations σ∆(v, ℓ) ∝ ℓγ with scaling exponents γ = α/2. Thus, we find γ = 0.42± 0.03
for solenoidal forcing and γ = 0.48± 0.03 for compressive forcing. Ossenkopf & Mac Low (2002)
found a common power-law slope γ = 0.5± 0.04 for the Polaris Flare, ranging over three orders
of magnitude in length scale from about 50 pc down to roughly 0.05 pc. This scaling exponent
is roughly consistent with both our solenoidal and compressive forcing data, but slightly better
consistent with compressive forcing. Note that the centroid velocity analysis by Ossenkopf & Mac
Low (2002) is also subject to the combined effects of projection-smoothing and intensity-weighting
discussed in Brunt & Mac Low (2004) and discussed in section 4.6.1. Thus, the comparison of
3D scaling of the velocity with 2D observations should always be made with the caution that
projection-smoothing and intensity-weighting roughly cancel each other out in a statistical sense
(Brunt & Mac Low, 2004).
We are not aware of any observational study considering the scaling of logarithmic intensity.
The use of logarithmic density is useful in isothermal simulations, because the equations of
hydrodynamics, equations (4.2) and (4.3), are invariant under transformations in s = ln(ρ/〈ρ〉).
In observations however, the intensity, T is measured instead of the density, but the intensity can
be transformed into s′ = ln(T/〈T 〉), which gives a normalized quantity similar to s = ln(ρ/〈ρ〉).
This enables a straightforward comparison of simulation and observational data (yet with the
limitations listed in section 4.10). It is also interesting to look at logarithmic density and intensity
scaling, because this scaling parameter is used in analytic models of the mass distribution of cores
and stars by Hennebelle & Chabrier (2008, 2009).
Unlike a logarithmic scaling analysis, the scaling of the linear integrated intensity, σ∆(ρ, ℓ) ∝ ℓγ
was analyzed by Stutzki et al. (1998) and Bensch et al. (2001). They found γ ≈ 0.5−0.9 for the
Polaris Flare, in good agreement with the scaling exponent γ = 0.8±0.1 obtained from solenoidal
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forcing in Federrath et al. (2009). In contrast, the scaling exponent obtained for compressive
forcing is significantly higher (γ = 1.4 ± 0.3). Bensch et al. (2001) measured scaling exponents
γ ≈ 1.0−1.5 in small-scale maps (ℓ . 0.1 pc) of the Polaris Flare and in Perseus/NGC1333, which
are consistent with our estimates for compressive forcing (Federrath et al., 2009, Tab. 1). Since
both solenoidal and compressive forcings display strong intermittency at short lags (see Fig. 4.10),
intermittency appears to be primarily measurable on scales smaller than the turbulence injection
scale. Taking together the results by Bensch et al. (2001) with ours for solenoidal and compressive
forcing indicates that interstellar turbulence is driven primarily on large scales, potentially with
a significant amount of compressive modes present on the forcing scale (see also Brunt et al.,
2009).
4.8 Fourier spectra and ∆-variance scaling of the combined
quantities ρ1/2v and ρ1/3v
In this section we present the Fourier spectra and ∆-variance results for the combined quantities
ρ1/2v and ρ1/3v. Usually, the pure velocity scaling is considered without density weighting. How-
ever, for highly supersonic turbulence it is interesting to investigate the scaling of combinations
of density and velocity. Note that CVIs (section 4.4) and PCA (section 4.5) also analyze convolu-
tions of density and velocity statistics. Figure 4.19 (top panel) shows a repetition of Figure 4.16
(scaling of v) together with the scaling of ρ1/2v (middle panel) and ρ1/3v (bottom panel) for
direct comparison. Since Fourier spectra and ∆-variance analyses always represent the mean
squares of these quantities, ρ1/2v corresponds to the scaling of the kinetic energy density ρ v2.
As shown by Kritsuk et al. (2007) (see also Henriksen, 1991; Fleck, 1996), ρ1/3v corresponds to a
constant energy flux within the inertial range. This idea was first proposed by Lighthill (1955).
Using the eddy turnover time tℓ as the typical evolution timescale of a turbulent fluctuation on









∝ const , (4.38)
which leads to the original Kolmogorov (1941) scaling (but now including density variations),
ρ1/3v ∝ ℓ1/3 (4.39)
for the quantity ρ1/3v. Using the extended self-similarity hypothesis (Benzi et al., 1993), we
showed in Schmidt et al. (2008) that the relative scaling exponents of ρ1/3v provide a more
universal scaling compared to the velocity scaling without density weighting. Figure 4.19 (bottom
panel) shows that the absolute scaling inferred from the Fourier spectra of ρ1/3v is indeed close
to the Kolmogorov (1941) scaling (scaling proportional to k−5/3) for solenoidal forcing, which is
in agreement with the results obtained in Kritsuk et al. (2007). However, compressive forcing
yields significantly steeper scaling (also for ρ1/2v), which is close to Burgers (1948) turbulence
(scaling proportional to k−2). The corresponding results inferred from the ∆-variance analyses
are compatible with the Fourier spectra to within the uncertainties. Both quantities ρ1/2v and
ρ1/3v show breaks in the scaling close to the sonic wavenumber ks for compressive forcing.
4.9 The sonic scale
The velocity Fourier spectra E(k) discussed in section 4.6.1 can be described as power laws
E(k) ∝ k−β with negative power-law exponents, β > 1. This means that the typical velocity
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Figure 4.19: Top panels: Same as Figure 4.16. Middle panels: Same as top panels, but instead of
the Fourier spectra and ∆-variances of v, the Fourier spectra and ∆-variances of the density-weighted
velocity ρ1/2v are shown. The quantity ρ1/2v has physical reference to kinetic energy. Bottom panels:
Same as middle panels, but the Fourier spectra and ∆-variances of the density-weighted velocity ρ1/3v
are shown. The quantity ρ1/3v has physical reference to a constant kinetic energy dissipation within the
inertial range (Kritsuk et al., 2007; Schmidt et al., 2008).




over a finite range of wavenumbers with k1 as the lower bound and the cutoff wavenumber kc
as the upper bound therefore becomes smaller with increasing k1. Thus, the turbulent flow is
expected to change from a supersonic to a subsonic flow on a certain length scale. This scale sep-
arates the supersonic regime on large scales, where the velocity fluctuations are supersonic from
the subsonic regime, which is located on smaller scales, where the typical velocity fluctuations
are small compared to the thermal motions of the gas. This transition scale is called the sonic
scale λs. Following Schmidt et al. (2009), the corresponding sonic wavenumber ks in Fourier
space is defined by solving the equation
kc∫
ks
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implicitly for ks. The sonic scale is thus defined as the scale on which the mean square velocity
fluctuations become comparable to the mean square of the sound speed.
We solved equation (4.40) for the sonic wavenumbers ks for both the solenoidal and compressive
forcing cases. The sonic wavenumbers for solenoidal and compressive forcings are indicted in
Figure 4.16 (left) as vertical dashed lines. We find ks = 26 for solenoidal forcing and ks = 27 for
compressive forcing. The corresponding sonic scales λs are also indicated in Figure 4.16 (right)
as vertical dashed lines.
The Fourier spectra S(k) shown in Figure 4.16 (left) and the corresponding ∆-variance curves
shown in Figure 4.16 (right) for solenoidal and compressive forcing cross each other roughly
at the sonic wavenumber and on the sonic scale, respectively. For compressive forcing S(k) is
significantly steeper on scales larger than the sonic scale (k . ks) compared to scales k & ks.
S(k) for compressive forcing approaches the shallower slope of S(k) for solenoidal forcing at
k ≈ ks. For k & ks there are neither significant differences between the density spectra S(k) nor
the velocity spectra E(k) for solenoidal and compressive forcings.
The strong break in the logarithmic density fluctuation spectra S(k) for compressive forcing
around ks appears to be linked to the transition from supersonic motions on large scales to
subsonic motions on scales smaller than the sonic scale. In order to quantify this, we estimated the






We obtain σs(k<ks)≈1.22 for solenoidal and σs(k<ks)≈3.05 for compressive forcing, which is on
the order of the logarithmic density dispersions σs found from the density PDFs (see Table 4.1).
This means that most of the power in density fluctuations is located on scales larger than the
sonic scale. In contrast, on scales smaller than the sonic scale the typical density fluctuations can
be estimated by solving σ2s(k>ks) =
∫ kc
ks
S(k) dk. We obtain σs(k>ks)≈0.45 for both types of
forcing. This shows that density fluctuations on scales below the sonic scale are small compared
to the typical density fluctuations in the supersonic regime at k < ks (see also Va´zquez-Semadeni
et al., 2003). Moreover, Figure 4.16 shows that the typical logarithmic density fluctuations are
similar for both solenoidal and compressive forcings on scales smaller than the sonic scale. Note




]1/2 ≈ 1.30 (4.41)




]1/2 ≈ 3.08 (4.42)
for compressive forcing. As expected from equation (4.36), these values are in excellent agreement
with the total logarithmic density dispersions σs, obtained from the density PDFs shown in
Table 4.1.
A spatial representation of the structures exhibiting subsonic velocity dispersions is shown in
Figure 4.20 (bottom panel). These structures are identified in slices through the local Mach
number M as regions with M . 1. Figure 4.20 (top panel) displays the corresponding density
slices. The density–Mach number correlations are quite weak, as expected for isothermal tur-
bulence (cf. section 4.3.6). However, Figure 4.5 shows that high-density regions exhibit lower
Mach numbers on average. In real molecular clouds, the sonic scale is expected to be located
on length scales λs ≈ 0.1 pc within factors of a few (e.g., Falgarone et al., 1992; Barranco &
Goodman, 1998; Goodman et al., 1998; Schnee et al., 2007). For instance, Heyer et al. (2006)
found λs ≈ 0.3−0.4 pc for the Rosette MC and λs ≈ 0.1−0.2 pc for G216-2.5. Furthermore,
the sonic scale may be associated with the transition to coherent cores (Goodman et al., 1998;
Ballesteros-Paredes et al., 2003; Klessen et al., 2005). Recent simulations of turbulent core for-
mation by Smith et al. (2009) also suggest that star-forming cores typically exhibit transonic
to subsonic velocity dispersions. This can be understood if cores form close to the sonic scale
in a globally supersonic turbulent medium. Figure 4.20 suggests that regions with subsonic ve-
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Figure 4.20: z-slices through the local density (top panels) and Mach number fields (bottom panels)
at z = 0 and t = 2T for solenoidal forcing (left), and compressive forcing (right). Regions with sub-
sonic velocity dispersions (Mach<1) are distinguished from regions with supersonic velocity dispersions
(Mach>1) in the color scheme. The correlation between density and Mach number is quite weak. How-
ever, as shown in Fig. 4.5, high-density regions exhibit lower Mach numbers on average. Thus, dense
cores might naturally exhibit transonic to subsonic velocity dispersions, because their sizes are expected
to be comparable to the sonic scale. The sonic scale may be the transition scale to coherent cores (e.g.,
Goodman et al., 1998). Although many of these ‘cores’ here are transient, some of them are dense enough
to become gravitationally bound, and accumulate enough mass to decouple from the overall supersonic
turbulent flow.
locity dispersions have different shapes and sizes for both solenoidal and compressive forcings.
These structures are transient objects, forming and dissolving in the turbulent flow (e.g., see
also Va´zquez-Semadeni et al., 2005b). If we had included self-gravity in the present study, some
of these regions would have likely collapsed gravitationally, because turbulent support becomes
insufficient in some of these subsonic cores (e.g., Mac Low & Klessen, 2004).
4.10 Limitations
As a result of the simplicity of the hydrodynamic simulations presented in this thesis, comparisons
with observational data are limited and should be considered with caution. These limitations
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are listed below:
• We assume an isothermal equation of state, so our models are strictly speaking only appli-
cable to molecular gas of low enough density to be optically thin to dust cooling. Variations
in the equation of state can lead to changes in the density statistics (e.g., Passot & Va´zquez-
Semadeni, 1998; Li et al., 2003; Audit & Hennebelle, 2009). The results of the present study
apply primarily to the dense interstellar molecular gas for which an isothermal equation of
state is an adequate approximation (Wolfire et al., 1995; Ferrie`re, 2001; Pavlovski et al.,
2006; Glover et al., 2009).
• The numerical resolution of our simulations is limited. As shown in Figure 4.6, the high-
density tails of the PDFs systematically shift to higher densities (see also Hennebelle &
Audit, 2007; Kitsionas et al., 2009; Glover et al., 2009; Price & Federrath, 2010). However,
the mean and the dispersions are well converged at the numerical resolutions of 2563, 5123
and 10243 grid points used in this study. The inertial scaling range is very small even
at resolutions of 10243 grid cells. However, the systematic difference in the inertial range
scaling between resolutions of 5123 and 10243 grid points is less than 3% (see section 4.6.3),
which is less than the typical temporal variations between different realizations of the
turbulent velocity and density fields.
• Our simulations adopt periodic boundary conditions. This implies that our simulations can
only be representative of a subpart of a molecular cloud, for which we study turbulence
statistics with high-resolution numerical experiments. However, we cannot take account
of the boundary effects in real molecular clouds. Simulations of large-scale colliding flows
(e.g., Heitsch et al., 2006; Va´zquez-Semadeni et al., 2006; Hennebelle et al., 2008; Banerjee
et al., 2009) are more suitable for studying the boundary effects during the formation of
molecular clouds.
• We only analyzed driven turbulence. However, there is ongoing debate about whether
turbulence is driven or decaying (e.g., Stone et al., 1998; Mac Low, 1999; Lemaster &
Stone, 2008; Offner et al., 2008). We are aware of the possibility that turbulence may
in fact be excited on scales larger than the size of molecular clouds (e.g., Brunt et al.,
2009), but may be globally decaying (if not replenished by a mechanism acting on galactic
scales). As discussed in section 4.2.1, this large-scale decay can however act as an effective
turbulence forcing on smaller scales, because kinetic energy is transported from large to
small scales through the turbulence cascade.
• Centroid velocity and principal component analysis were applied to PPV cubes constructed
from the simulated velocity and density fields assuming optically thin radiation transfer
to estimate the intensity of emission lines. This approximation will of course not hold
for optically thick tracers. A full radiative transfer calculation taking account of the level
population (e.g., Keto et al., 2004; Steinacker et al., 2006; Pinte et al., 2009; Hauschildt
& Baron, 2009; Baron et al., 2009) of self-consistently formed and evolved chemical tracer
molecules (e.g., Glover & Mac Low, 2007a,b; Glover et al., 2009) would be needed to
advance on this issue.
• We neglected magnetic fields. In order to test the role of magnetic fields in star formation
(e.g., Crutcher et al., 2009; Lunttila et al., 2008), we would have to include the effects
of magnetic fields and ambipolar diffusion. For instance, the IMF model by Padoan &
Nordlund (2002) requires magnetic fields to explain the present-day mass function, while
it is still not clear whether magnetic fields are dynamically important for typical molecular
clouds. However, Heyer et al. (2008) showed that magnetohydrodynamic turbulence in the
Taurus MC may lead to an alignment of flows along the field lines.
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• The present study did not include the effects of self-gravity, because we specifically focus on
the pure turbulence statistics obtained in solenoidal and compressive forcings. In a follow-
up study, we will include self-gravity and sink particles (e.g., Bate et al., 1995; Krumholz
et al., 2004; Jappsen et al., 2005; Federrath et al., 2010a) to study the influence of the
different forcings on the mass distributions of sink particles. First results indicate that
the sink particle formation rate is at least one order of magnitude higher for compressive
forcing compared to solenoidal forcing. Va´zquez-Semadeni et al. (2003) argue that the star
formation efficiency is mainly controlled by the RMS Mach number and the sonic scale of
the turbulence (cf. section 4.9). However, our preliminary results of simulations including
self-gravity show that the star formation efficiency measured at a given time (i.e., the star
formation rate) is much higher for compressive forcing than for solenoidal forcing with the
same RMS Mach number and sonic scale. This provides additional support to our main
conclusion that the type of forcing must be taken into account in any theory of turbulence-
regulated star formation. This needs to be investigated in future, high-resolution numerical
experiments including self-gravity and sink particles.
4.11 Summary and conclusions
We presented high-resolution hydrodynamical simulations of driven isothermal supersonic turbu-
lence, which showed that the structural characteristics of turbulence forcing significantly affect
the density and velocity statistics of turbulent gas (see also Schmidt et al., 2009). We com-
pared solenoidal (divergence-free) forcing with compressive (curl-free) turbulence forcing. Five
different analysis techniques were used to compare our simulation data with existing observa-
tional data reported in the literature: probability density functions (PDFs), centroid velocity
increments, principal component analysis, Fourier spectrum functions, and ∆-variances. We find
that different regions in the turbulent ISM exhibit turbulence statistics consistent with different
combinations of solenoidal and compressive forcing. Varying the forcing parameter ζ ∈ [0, 1]
in equation (4.9), we showed that a continuum of turbulence statistics exists between the two
limiting cases of purely solenoidal (ζ = 1) and purely compressive forcing (ζ = 0). For ζ > 0.5,
turbulence behaves almost like in the case of purely solenoidal forcing, while for ζ < 0.5, tur-
bulence is highly sensitive to changes in ζ (cf. 4.8). Note that ζ = 0.5 represents the natural
forcing mixture used in many previous turbulence simulations. Because the behavior of all forc-
ing mixtures with ζ > 0.5 is similar to that of purely solenoidal turbulence with ζ = 1 (see 4.8),
turbulence statistics is biased towards finding solenoidal-like values. However, observations of
regions around massive stars that drive swept-up shells into the surrounding medium (e.g., the
shell in the Perseus MC and in the Rosette MC) seem better consistent with models of mainly
compressive forcing (ζ < 0.5). Note that expanding H ii regions around massive stars, and su-
pernova explosions typically create such swept-up shells, which are considered to be important
drivers of interstellar turbulence (Mac Low & Klessen, 2004; Breitschwerdt et al., 2009)4. A
detailed list of our results is provided below:
1. The standard deviation (dispersion) of the probability distribution function (PDF) of the
gas density is roughly three times larger for compressive forcing than for solenoidal forc-
ing. This holds for both the 3D density distributions (Figure 4.4 and Table 4.1) and the
2D column density distributions (Figure 4.7 and Table 4.3). We extended the density
dispersion–Mach number relations, equation (4.18) and (4.19) originally investigated by
Padoan et al. (1997) and Passot & Va´zquez-Semadeni (1998). Based on the varying degree
of compression obtained by solenoidal and compressive forcing, we developed a heuristic
model for the proportionally constant b in the density dispersion–Mach number relation,
4See also Tamburro et al. (2009) for an observational study.
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which takes account of the forcing parameter ζ (Federrath et al., 2008b). In the case
of compressive forcing the proportionality constant b is close to b ≈ 1, which confirms
the result by Passot & Va´zquez-Semadeni (1998). In contrast, solenoidal forcing yields
b ≈ 1/3, which is in excellent agreement with recent independent high-resolution numerical
simulations using solenoidal forcing (e.g., Beetz et al., 2008).
2. A parameter study of eleven models with varying forcing parameter ζ = [0, 1], separated
by ∆ζ = 0.1 showed that the heuristic model given by equation (4.20) can only serve as a
first-order approximation to the forcing dependence of b (cf. Fig. 4.8). We showed that b
scales with the normalized power of compressible modes in the velocity field, 〈Ψ〉. A good
approximation for b is given by b ≈√D 〈Ψ〉, where D = 3 in 3D turbulence.
3. We compared the density PDFs in our models with observations in the Perseus MC by
Goodman et al. (2009). Goodman et al. (2009) obtained the largest density dispersion in
all of the Perseus MC within a region that they call the Shell region. This Shell surrounds
the massive star HD 278942 suggesting that the Shell is an expanding H ii region. Swept-
up shells represent geometries that can be associated with compressive turbulence forcing,
because an expanding spherically symmetric shell is driven by a fully divergent velocity
field. This may explain why the Shell region in the Perseus MC exhibits the largest density
dispersion among all of the subregions in the Perseus MC investigated by Goodman et al.
(2009). We emphasize that the Shell region does not exhibit the highest RMSMach number,
but has an intermediate value among the examined subregions in the Perseus MC (Pineda
et al., 2008). Furthermore, as pointed out by Goodman et al. (2009) the density dispersion–
Mach number relation of the form given by equation (4.19) for a fixed parameter b is not
observed for the Perseus MC. This apparent contradiction with equation (4.19) for a fixed
parameter b is resolved, if different turbulence forcing mechanisms operate in different
subregions of the Perseus MC, such that b is a function of the mixture of solenoidal and
compressive modes ζ as shown in Figure 4.8.
4. The turbulent density PDF is a key ingredient for the analytical models of the core mass
function (CMF) and the stellar initial mass function (IMF) by Padoan & Nordlund (2002)
and Hennebelle & Chabrier (2008, 2009), as well as for the star formation rate models by
Krumholz & McKee (2005), Krumholz et al. (2009) and Padoan & Nordlund (2009), and
the star formation efficiency model by Elmegreen (2008). We showed that the dispersion
of the density probability distribution is not only a function of the RMS Mach number,
but also depends on the nature of the turbulence forcing. All the analytical models above
rely on integrals over the density PDF. Since the dispersion of the density PDF is highly
sensitive to the turbulence forcing, we conclude that star formation properties derived in
those analytical models are strongly affected by the assumed turbulence forcing mechanism.
5. The PDFs ps(s) of the logarithm of the density s = ln(ρ/ 〈ρ〉) are roughly consistent
with log-normal distributions for both solenoidal and compressive forcings. However, the
distributions clearly exhibit non-Gaussian higher-order moments, which are associated with
intermittency. Including higher-order corrections represented by skewness and kurtosis is
absolutely necessary to obtain a good analytic approximation for the PDF data, because
the constraints of mass conservation (eq. 4.11) and normalization (eq. 4.12) of the PDF
must always be fulfilled. Even stronger deviations from perfect log-normal distributions are
expected if the gas is non-isothermal (e.g., Passot & Va´zquez-Semadeni, 1998; Scalo et al.,
1998; Li et al., 2003), magnetized (e.g., Li et al., 2008) or self-gravitating (e.g., Klessen,
2000; Li et al., 2004; Federrath et al., 2008a; Kainulainen et al., 2009), which often leads
to exponential wings or to power-law tails in the PDFs.
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6. Non-Gaussian wings of the density PDFs are a signature of intermittent fluctuations, which
we further investigated using centroid velocity increments (CVIs). We find strong non-
Gaussian signatures for small spatial lags ℓ in the PDFs of the CVIs (Figure 4.9). These
PDFs exhibit values of the kurtosis significantly in excess of that expected for a Gaussian
(see Figure 4.10). Figure 4.10 can be compared with Hily-Blant et al. (2008, Fig. 7), who
analyzed CVIs in the Taurus MC and in the Polaris Flare. The values of the kurtosis K
measured in the Polaris Flare are consistent with exponential values (K = 6) for short
spatial lags, which is also compatible with the results of solenoidal forcing. In contrast,
compressive forcing yields values of the kurtosis twice as large at small lags, which indicates
that compressive forcing exhibits stronger intermittency. The scaling of the CVI structure
functions supports the conclusion that compressive forcing exhibits stronger intermittency
compared to solenoidal forcing (see Figure 4.12 and Table 4.4). The scaling exponents of
the CVI structure functions obtained for solenoidal forcing are in good agreement with
the results by Hily-Blant et al. (2008) obtained in the Polaris Flare for the CVI structure
functions up to the 6th order using the extended self-similarity hypothesis.
7. We applied principal component analysis (PCA) to our models. A comparison of the PCA
scaling exponents αPCA with the PCA study in the Rosette MC and in G216-2.5 by Heyer
et al. (2006) showed that solenoidal forcing is consistent with the PCA scaling measured
in G216-2.5 and with the PCA scaling measured in the outside of the H ii region (Zone II)
surrounding the OB star cluster NGC 2244 in the Rosette MC. On the other hand, the PCA
scaling inside this H ii region (Zone I) is in good agreement with the PCA scaling obtained
for compressive forcing (Table 4.5). Similar to the Shell region in the Perseus MC, the
H ii region in the Rosette MC (Zone I) displays signatures of mainly compressive forcing.
Recent numerical simulations by Gritschneder et al. (2009) also show that ionization fronts
driven by massive stars can efficiently excite compressible modes in the velocity field.
8. The Fourier spectra of the velocity fluctuations showed that they follow power laws in
the inertial range with E(k) ∝ k−1.86±0.05 for solenoidal forcing and E(k) ∝ k−1.94±0.05
for compressive forcing. Both types of forcing are therefore compatible with the scaling
of velocity fluctuations inferred from observations and independent numerical simulations.
The Fourier spectra of the logarithmic density fluctuations scale as S(k) ∝ k−1.56±0.05 for
solenoidal forcing and S(k) ∝ k−2.32±0.09 for compressive forcing in the inertial range.
9. The inertial range scaling of the velocity and logarithmic density fluctuations inferred from
the Fourier spectra was confirmed using the ∆-variance technique.
10. We computed the sonic scale by integrating the velocity Fourier spectra. The sonic scale
separates supersonic turbulent fluctuations on large scales from subsonic turbulent fluctu-
ations on scales smaller than the sonic scale. We found a break in the density fluctuation
spectrum S(k) for compressive forcing roughly located on the sonic scale. The typical den-
sity fluctuations computed by integration of S(k) over scales larger than the sonic scale
are consistent with the logarithmic density dispersions derived from the probability density
functions for solenoidal and compressive forcings. On the other hand, the typical den-
sity fluctuations on scales smaller than the sonic scale are significantly smaller for both
forcing types, which may reflect the transition to coherent cores (e.g., Goodman et al.,
1998). Indeed, observations show that cores typically have transonic to subsonic internal
velocity dispersions (e.g., Benson & Myers, 1989; Andre´ et al., 2007; Kirk et al., 2007;
Ward-Thompson et al., 2007; Lada et al., 2008; Foster et al., 2009; Friesen et al., 2009;
Beuther & Henning, 2009). This can be understood if cores form near the sonic scale at
the stagnation points of shocks in a globally supersonic turbulent ISM (cf. section 4.9).
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11. We found that the correlations between the local densities and the local Mach numbers are
typically quite weak (Figures 4.5 and 4.20). However, this weak correlation shows that the
local Mach number M decreases with increasing density as M(ρ) ∝ ρ−0.06 for solenoidal
forcing and M(ρ) ∝ ρ−0.05 for compressive forcing for densities above the mean density.
This means that dense gas tends to have smaller velocity dispersions on average, consistent




Modeling collapse and accretion in turbulent gas
clouds: implementation and comparison of sink
particles in AMR and SPH
Star formation is such a complex process that accurate numerical tools are needed to quan-
titatively examine the mass distribution and accretion of fragments in collapsing, turbulent,
magnetized gas clouds. To enable a numerical treatment of this regime, I implemented sink par-
ticles in the adaptive mesh refinement (AMR) hydrodynamics code FLASH, the details of which
are described in this Chapter. Sink particles are created in regions of local gravitational collapse,
and their trajectories and accretion can be followed over many dynamical times. We perform
a series of tests including the time integration of circular and elliptical orbits, the collapse of
a Bonnor-Ebert sphere and a rotating, fragmenting cloud core. We compare the collapse of a
highly unstable singular isothermal sphere to the theory by Shu (1977), and show that the sink
particle accretion rate is in excellent agreement with the theoretical prediction. To model eccen-
tric orbits and close encounters of sink particles accurately, we show that a very small timestep
is often required, for which we implemented subcycling of the N -body system. We emphasize
that a sole density threshold for sink particle creation is insufficient in supersonic flows, if the
density threshold is below the opacity limit. In that case, the density can exceed the threshold
in strong shocks that do not necessarily lead to local collapse. Additional checks for bound state,
gravitational potential minimum, Jeans instability and converging flows are absolutely necessary
for a meaningful creation of sink particles. We apply our new sink particle module for FLASH
to the formation of a stellar cluster, and compare to a smoothed particle hydrodynamics (SPH)
code with sink particles. Our comparison shows encouraging agreement of gas properties, indi-
cated by column density distributions and radial profiles, and of sink particle formation times
and positions. We find excellent agreement in the number of sink particles formed, and in their
accretion and mass distributions. The results of this Chapter are published in Federrath et al.
(2010a).
5.1 Introduction
Molecular clouds are turbulent, magnetized, self-gravitating objects. Supersonic turbulence,
in particular, plays an important role in shaping the cloud structure, and in controlling star
formation, because it creates the seeds for local gravitational collapse (Elmegreen & Scalo, 2004;
Scalo & Elmegreen, 2004; Mac Low & Klessen, 2004; McKee & Ostriker, 2007). Due to the
filamentary, fractal structure of the interstellar medium, and due to the large density contrasts,
star formation in turbulent molecular clouds proceeds in multiple regions at the same time in
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parallel, reflecting the hierarchical and fractal nature of the gas density probability distribution
(e.g., Scalo, 1990; Va´zquez-Semadeni, 1994; Elmegreen & Falgarone, 1996; Klessen et al., 2000;
Federrath et al., 2008b; Goodman et al., 2009; Federrath et al., 2009). Moreover, stars typically
form in clusters (Lada & Lada, 2003), showing similar fractal patterns as the gas clouds from
which they form (Sa´nchez & Alfaro, 2009).
To model this complex interplay of turbulence and gravity that eventually leads to cloud
fragmentation and to stellar birth with a well-defined initial mass function, it is necessary to
follow the freefall collapse of each individual fragment, while keeping track of the global evolution
of the entire cloud at the same time. The fundamental numerical difficulty with this approach is







Following the freefall collapse from typical molecular cloud densities up to stellar densities re-
quires the numerical scheme to cover about ten orders of magnitude in timescales. Modeling each
individual collapse over such an enormous dynamic range, and following the large-scale evolution
over several global freefall times in a single hydrodynamical simulation is beyond the capabilities
of modern numerical schemes and supercomputers. Thus, if one wants to model the large-scale
evolution of the molecular cloud alongside the collapse of individual regions far beyond the col-
lapse of the first object, the individual runaway collapse must be cut-off in a controlled way, and
replaced by a subgrid model.
There are two different subgrid models to tackle this problem in numerical simulations. The
first approach is to heat up the gas that exceeds a given density threshold, ρres, which is nec-
essarily related to the achievable numerical resolution. We call this procedure ‘Jeans heating’.
This relative heating of the gas is often modeled by changing the effective equation of state above
the density threshold (e.g., by setting the adiabatic exponent to γ > 4/3 for ρ > ρres). Heating








until the gas is stabilized against gravitational collapse. The problem with the Jeans heating
approach is that any parcel of gas above a given density threshold is heated artificially, although
the actual gas equation of state should still be close to isothermal so long as the density threshold
is below the opacity limit. This is the case for density thresholds smaller than about 10−14 g cm−3
(e.g., Larson, 1969; Penston, 1969; Larson, 2005; Jappsen et al., 2005, and references therein).
Moreover, gas can become denser than the threshold value in shocks that do not necessarily lead
to the formation of a gravitationally bound structure. Thus, shocked gas not going into freefall
collapse will be heated up artificially. An additional problem of the Jeans heating approach
is that the increasing sound speed in the heated regions can reduce the Courant timestep (see
section 5.2.6) to prohibitively small values.
The second type of subgrid model is to use so called ‘sink particles’, a method invented by
Bate, Bonnell, & Price (1995) for smoothed particle hydrodynamics (SPH), and first adopted for
Eulerian, Adaptive Mesh Refinement (AMR) by Krumholz, McKee, & Klein (2004). If the gas
has reached a given density, a sink particle is introduced, which can accrete the gas exceeding the
threshold, without altering the thermal physics. However, sink particles are supposed to represent
bound objects that are/or will be going into freefall collapse, and thus, a density threshold for
their creation is insufficient. As for the ‘Jeans heating’, shock compression can temporarily create
local densities larger than the threshold without triggering gravitational collapse in that region.
Previous grid-based implementations of sink particles are mostly based on a density threshold
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criterion. If the density threshold for sink particle creation is smaller than the opacity limit
(about 10−14 g cm−3), we show that spurious sink particles are created in shocks that did not
create a gravitationally bound and collapsing structure. Here, we present an implementation of
sink particles for the Eulerian, AMR code FLASH that avoids this problem by using a series of
checks for gravitational collapse similar to Bate et al. (1995) prior to sink particle creation, such
that only gravitationally bound and collapsing gas is turned into sink particles.
We show that the star formation efficiency and the number of fragments is overestimated,
if additional, physical checks (e.g., checks for a gravitationally bound and collapsing state) in
addition to a density threshold are ignored prior to sink particle formation. We believe that it
is also crucial to investigate the resulting mass distribution of the sink particles, because any
successful numerical and analytical model of cloud collapse and star formation is expected to
account for the observed mass distribution of cores and stars, i.e., the clump, core and stellar
initial mass functions (e.g., Klessen et al., 1998; Klessen, 2001; Kroupa, 2001; Padoan & Nordlund,
2002; Chabrier, 2003; Mac Low & Klessen, 2004; Elmegreen & Scalo, 2004; Larson, 2005; Bonnell
& Bate, 2006; McKee & Ostriker, 2007; Krumholz & Bonnell, 2007; Hennebelle & Chabrier,
2008, 2009). The sink particle implementation presented here enables us to address the star
formation efficiency and rate, as well as the mass distribution of fragments obtained in numerical
experiments in a robust and quantitative way.
We test our sink particle implementation against a number of standard fragmentation and
orbit integration tests. Since stars typically form in dense cluster, close encounters of stars are
common, and thus we dedicate significant attention to testing our scheme for its ability to capture
close orbits and close encounters. Moreover, in the densest existing star clusters, even merging
of stars might be possible (Zinnecker & Yorke, 2007). Our scheme also supports sink particle
merging for such extreme cases.
We compare our sink particles with the original sink particle implementation of Bate et al.
(1995) in their SPH code. It is a standard SPH code, and most SPH implementations of sink
particles are based on their approach (e.g., Jappsen et al., 2005). We find that FLASH and
SPH show encouraging agreement in the obtained mass distribution of sink particles. This code
comparison strengthens our confidence in numerical calculations of collapse and fragmentation,
using AMR on the one hand and SPH on the other hand. Here, we primarily introduce the new
sink particle module for FLASH and present a series of initial tests for follow-up studies using sink
particles. For instance, there are various SPH studies with sink particles of purely hydrodynamic
collapse. Our comparison with SPH shows that these results are robust. However, one would also
like to test the influence of magnetic fields and ambipolar diffusion on star formation as well. The
first significant steps toward this were taken in SPH simulations of magnetized turbulent clouds
recently (Price & Bate, 2008). However, the numerical representation of tangled and wound-
up magnetic fields in SPH turbulence simulations is (still) limited (Brandenburg, 2010; Price,
2010). Our grid-based approach of sink particles should allow a refined modeling of collapsing,
turbulent, magnetized clouds in follow-up studies, including additional physical processes like
ambipolar diffusion and self-consistent jet and outflow formation.
In section 5.2 the new sink particle implementation for the AMR code FLASH is explained in
detail. A series of simple and more complex tests of the sink particle implementation is presented
in section 5.3. In section 5.4 we analyze the formation of a star cluster, and compare column
density images, radial profiles, and mass distributions of sink particles obtained with the FLASH
code and with a standard SPH code. In section 5.5, we summarize our results and discuss the
importance of checks for gravitational instability in addition to a density threshold to avoid
spurious creation of sink particles, and to avoid overestimating the star formation efficiency and
rate.
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5.2 Numerical implementation of sink particles in FLASH
5.2.1 The basic FLASH code
The FLASH code1 (Fryxell et al., 2000; Dubey et al., 2008) is an adaptive mesh refinement (AMR)
code (Berger & Colella, 1989). For purely hydrodynamic studies, it uses the piecewise parabolic
method (Colella & Woodward, 1984) by default to integrate the equations of hydrodynamics. For
magnetohydrodynamical (MHD) studies, FLASH provides an 8-wave Roe solver. In addition, a
new approximate Riemann solver for ideal-MHD (Bouchut et al., 2007, 2009), which preserves
positive states in highly supersonic MHD turbulence was recently developed for FLASH by
Waagan (2009). The corresponding scheme for preserving positive states in purely hydrodynamic
studies has been tested successfully in Klingenberg et al. (2007). Moreover, Duffin & Pudritz
(2008) have recently developed a non-ideal MHD scheme to model ambipolar diffusion. This
module is also implemented in the FLASH code and works (like all other physics modules)
within the AMR framework. FLASH is parallelized with mpi, and output files are written in
the versatile hdf5 format. The self-gravity of the gas is treated with an iterative multigrid
solver (here we use the multigrid solver implemented in FLASH v2.5, recently refined for v3
by Ricker, 2008). Moreover, a tree-based gravity solver was developed for FLASH (Richard
Wu¨nsch 2009, priv. comm.), which is currently being modified to run on graphics processing
units. Our sink particle implementation is compatible with existing FLASH modules, i.e., it can
be used with the different hydrodynamical and magnetohydrodynamical schemes, including the
ambipolar diffusion module, and with either the multigrid or the tree gravity solver. FLASH
has been extensively tested against laboratory experiments (Calder et al., 2002) and other codes
(Dimonte et al., 2004; Heitmann et al., 2005; Agertz et al., 2007; Tasker et al., 2008; Kitsionas
et al., 2009).
For the implementation of the new sink particle module, we made use of theN -body capabilities
of FLASH. Once created, sink particles are free to move within the Cartesian computational
domain, independent of the underlying grid, i.e., they move in the Lagrangian frame of reference,
while the grid points are fixed in space (Eulerian frame of reference). The outer boundary
conditions, i.e., outflow, reflecting, or periodic also apply to the sink particles in the simulation
box.
5.2.2 Sink particle creation
Prior to sink particle creation, it is necessary to perform a number of tests, since we want to avoid
creating spurious sink particles in regions that are not undergoing freefall collapse. The basic
idea is to first check each computational cell for whether it exceeds a given density threshold
ρres. If this is the case, a roughly spherical region with a given radius racc centered on that cell is
temporarily created from the gas. This radius is usually the same as the accretion radius of the
sink particle, so we will also call it racc in the following (see section 5.2.3 for the implementation
of accretion). We denote the region surrounding the cell with ρ > ρres the control volume V . It




∆V (i, j, k) (5.3)
for all (i∆x)2 + (j∆y)2 + (k∆z)2 ≤ r2acc. The central cell of each temporary control volume is
at (i, j, k) = (0, 0, 0), and ∆V (i, j, k) = ∆x∆y∆z is the computational cell volume at spatial
position (i, j, k). It is then checked whether the gas in the control volume V
1http://flash.uchicago.edu/website/home/
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• is on the highest level of refinement,
• is converging,
• has a central gravitational potential minimum,
• is Jeans-unstable,
• is bound,
• is not within racc of an existing sink particle.
These checks are similar to the checks introduced in Bate et al. (1995) prior to sink particle
formation in SPH. Only after these conditions are fulfilled altogether, a sink particle is formed
from the gas within the control volume and placed in the center of mass of the gas from which
the particle forms. Each of the criteria for sink particle creation is discussed at more detail in the
following. The order in which these checks are performed does not matter, however, during code
development and tests it became clear that it is useful to do the least computationally expensive
checks first to make a preselection of cells prior to the more expensive checks.
Density threshold
We introduced sink particles in the FLASH code to follow collapse calculations for many dy-
namical times without violating the Truelove criterion for the gas density (Truelove et al., 1997).
The Truelove criterion states that in order to avoid spurious fragmentation in numerical collapse
calculations in grid codes, the Jeans length (eq. 5.2) must be resolved with at least four grid
cells, λJ/∆x ≥ 4 (Truelove et al., 1997). For MHD calculations, Heitsch et al. (2001) find that
more than four cells are required. It should be emphasized that the resolution criteria by Tru-
elove et al. (1997) and Heitsch et al. (2001) are only meaningful in regions that are undergoing
self-gravitational collapse (further discussed in section 5.2.2). Usually, adaptive mesh refinement
(AMR) is used to guarantee that the resolution is always sufficient to satisfy these criteria. How-
ever, for collapse calculations involving multiple collapsing regions the pure AMR approach only
works for the first object going into collapse. This is because freefall collapse is a runaway process
in which the first gravitationally bound over-density collapses the fastest. Due to the Courant
condition (see section 5.2.6), this leads to smaller and smaller timesteps, which stalls the evo-
lution of the entire simulation. Introducing sink particles in regions that are going into freefall
collapse on the highest level of refinement provides a way for cutting-off this runaway process
in a controlled fashion. However, as discussed in the introduction, it is insufficient to form sink
particles solely based on a density threshold in supersonically turbulent gas. Additional checks
are necessary.
Refinement check
The Jeans refinement criterion discussed in the previous subsection is also used to resolve the
Jeans length of the gas up to the highest level of the AMR grid hierarchy. Only when the Jeans
refinement reaches the highest AMR level, sink particles are allowed to form. Since the accretion
radius racc of a sink particle is coupled to the grid resolution criterion (see section 5.4.2), sink
particles should always be located on the highest level of the AMR hierarchy. This is taken care
of by an additional refinement criterion for sink particles, which guarantees that any grid cell
located inside the accretion radius of any existing sink particle will always be adaptively refined
up to the highest AMR level.
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Converging flow check
In order to guarantee that the gas supposed to form a sink particle is in freefall collapse, we
introduced a check for convergence of the flow toward the center of the control volume, ∇ · v <
0. Unlike Krumholz et al. (2004) we implemented this criterion such that not just the total
divergence toward the central cell must be negative, but also that the flows along each of the
principal axes must be directed toward the center. The converging flow check alone is insufficient,
because ∇ · v < 0 can also be fulfilled by a localized collision of multiple shocks that do not
necessarily produce a gravitationally bound structure. Thus, here we use the converging flow
check primarily as a preselection of cells that are considered for sink particle formation, before
other, more computationally expensive checks are performed below. Only the combination of
the converging flow check with the gravitational potential minimum, bound state and Jeans-
instability checks actually guarantees that the gas is in freefall collapse.
Gravitational potential minimum check
We guarantee that sink particles can only be created if the central cell of the control volume V
defined in equation (5.3) is the minimum of the local gravitational potential φ inside the control
volume. The central cell (i, j, k) = (0, 0, 0) must fulfill the constraint
φ(0, 0, 0) = min
ijk
[φ(i, j, k)] (5.4)
for sink particle creation.
Jeans instability check
If the converging flow check and the potential minimum criterion are fulfilled, the control volume
is checked for Jeans-instability. The thermal energy Eth and the gravitational energy Egrav of










M(i, j, k)φ(i, j, k) , (5.6)
where cs(i, j, k) is the sound speed, φ(i, j, k) is the gravitational potential due to the gas mass
inside the control volume and
M(i, j, k) = ρ(i, j, k)∆V (i, j, k) (5.7)
is the mass inside each cell (i, j, k). The relation
|Egrav| > 2Eth (5.8)
must hold for sink particle creation, which means that the gas exceeds the Jeans mass within the
control volume. In the case of magnetic fields this criterion is modified such that the magnetic






|B(i, j, k)|2 ∆V (i, j, k) , (5.9)
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is computed and added to the right hand side of equation (5.8) to get a modified version of
the Jeans criterion, which takes into account the additional pressure provided by magnetic field
fluctuations.
Check for bound state
For successful sink particle creation, the total gas energy inside the control volume must be
negative,
Egrav + Eth + Ekin + Emag < 0 . (5.10)
The gravitational, thermal, and magnetic energies are computed from equations (5.6), (5.5)






M(i, j, k) |v(i, j, k) − vcm|2 (5.11)
is determined from the velocity dispersion of the gas, where the center of mass motion,
vcm =
∑
ijkM(i, j, k)v(i, j, k)∑
ijkM(i, j, k)
(5.12)
is subtracted. Only if equation (5.10) holds, the gas within the control volume is a bound system.
Proximity check
A new sink particle cannot be created within the accretion radius of an already existing sink
particle. Gas that exceeds the density threshold within the accretion radius of an existing particle
is accreted by that particle, if the gas passes the accretion checks as explained in the following
section.
Comparison with other sink particle implementations
Except for the refinement and potential minimum checks, all checks used here are analogous to
the sink particle implementation by Bate et al. (1995) for SPH. Test simulations showed that the
potential minimum check prevents almost all spurious sink particles (particles not representing
bound and collapsing gas) from forming. However, the Jeans instability and bound state checks
are still required in regions of large velocity dispersions, occurring in supersonic, shock-dominated
flows. Moreover, magnetic effects are not taken into account by the potential minimum check,
but are covered with the Jeans instability and bound state checks (as in Bate et al., 1995, except
for our inclusion of the magnetic energy).
The Eulerian, AMR implementations of sink particles by Krumholz et al. (2004) and Wang
et al. (2010), and the Eulerian, uniform grid implementation by Padoan & Nordlund (2009) use
the density threshold check, the refinement check (only Krumholz et al., 2004; Wang et al., 2010)
and the converging flow check (only the total divergence is required to be negative, which is
implicitly covered by the density threshold check), but no check for potential minimum, Jeans
instability, bound state and proximity of existing sink particles. Thus, a significantly larger
number of sink particles is typically created, which requires subsequent merging in Krumholz
et al. (2004) and Wang et al. (2010). This merging of sink particles is used as an effective
accretion in addition to their Bondy-Hoyle accretion model, while Padoan & Nordlund (2009)
use no merging of sink particles, but direct accretion from the grid based on the density threshold.
It is important to note here that our sink particle implementation (as the implementation by
Bate et al., 1995) allows the density to exceed the density threshold set by the Truelove et al.
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(1997) criterion in some cases. However, this does not mean that our implementation violates the
Truelove criterion. By definition, the Truelove criterion only applies to gravitationally bound gas
in freefall collapse, for which the density reached the threshold due to gravitational collapse, but
not due to purely hydrodynamical compression alone, typically occurring in supersonic turbulent
flows. In such supersonic flows, the gas can reach and exceed the density threshold in strong
shocks (e.g., in isothermal gas the postshock density increases proportional to the square of the
Mach number). Thus, supersonic turbulent density fluctuations can cause the gas to exceed the
density threshold. Some of those shocks are dominated by the velocity dispersion and not by
self-gravity. In such cases it is important to avoid spurious creation of sink particles, because they
would not represent gravitationally bound and collapsing objects. Our sink particle implementa-
tion avoids spurious creation of sink particles by explicitly testing the gas for local gravitational
collapse. It should be noted that the additional checks to the density threshold are only neces-
sary, if sink particles are created at densities below the opacity limit (about 10−14 g cm−3), when
the gas is still in the roughly isothermal regime, as for instance in the large-scale simulations
of colliding flows by Banerjee et al. (2009) and in the turbulent box calculations by Padoan &
Nordlund (2009), where sink particles are formed at much lower densities to represent clusters
of stars rather than individual stars.
5.2.3 Gas accretion
As soon as a sink particle was created, it can gain further mass by accreting gas from the grid.
The combined gravitational attraction of the sink particle and the gas typically lead to an increase
of the gas density over the density threshold ρres within the accretion radius racc of an existing
particle. If a cell (i, j, k) within racc exceeds ρres, the mass increment
∆M = [ρ(i, j, k)− ρres]∆V (i, j, k) (5.13)
is calculated. If ∆M is bound to the collective mass of the central sink particle and the remaining
gas within racc, ∆M is accreted by that particle. To verify that ∆M is bound to the particle,
the kinetic energy of ∆M is calculated in the reference frame of the particle and compared to its
gravitational binding energy. We furthermore check that ∆M is moving toward the sink particle,
i.e., the radial velocity of ∆M must be negative. This additional check will also allow us to model
mass-loaded protostellar jets from within the control volume in follow-up studies.
If the mass increment ∆M is located inside a region of overlapping multiple sink accretion
radii (which can happen due to particle motion), the gravitational binding energy of ∆M for
each of these particles is calculated, and ∆M is accreted by the particle to which it is most
strongly bound.
Gas exceeding the density threshold ρres within a given inner accretion radius will always be
accreted without further checks for a bound state and convergence. The inner accretion radius,
however, is always set such that accretion without further checks only applies to the single central
cell in which the particle is located. This is only to avoid numerical problems like division by
zero and infinite gravitational energies during the default checks.
If the gas mass ∆M has successfully passed all the aforementioned tests for accretion, it is
accreted by the central particle, such that mass, linear momentum, and angular momentum
are conserved (see the next section for a discussion of angular momentum conservation). The
accreting particle is moved to the center of mass of the particle–gas configuration before the
accretion step.
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5.2.4 Conservation laws during accretion of gas
We briefly discuss the conservation laws during accretion of gas onto sink particles. The index i
can be used to denote both the multiple gas portions to be accreted and the sink particle onto
which these gas portions are being accreted within a single accretion step. Thus, mass and linear









mi vi . (5.15)
The last equation determines the center of mass velocity vcm to conserve linear momentum
during an accretion or merging step. However, if these two conservation laws apply, then angular
momentum conservation is generally broken in the process of accretion. To see that, consider




mi ri × vi . (5.16)
The angular momentum after accretion is
L′ =M R× vcm . (5.17)
To fulfill angular momentum conservation L = L′, the following equation needs to be solved for
the position R of the accreted gas plus sink particle:
R× vcm = 1
M
L . (5.18)
However, this equality cannot be fulfilled in the general case, because L and vcm are generally not
orthogonal. Thus, it is impossible to construct a position vectorR, such that angular momentum






mi ri , (5.19)
angular momentum conservation is also typically broken, because eq. (5.18) does not generally
hold true. This is the case for any implementation of accreting sink particles. The only way to
restore angular momentum conservation is to introduce an intrinsic angular momentum (spin)
for each sink particle (see Bate et al., 1995; Krumholz et al., 2004; Jappsen et al., 2005). This
spin compensates the deviation from global angular momentum conservation caused by accretion
or merging of sink particles. It can also be used to determine the axis along which a bipolar
outflow or jet would be launched in a subgrid model of stellar feedback.
5.2.5 Gravitational interactions
We compute four different contributions to the gravitational interactions between the gas on the
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4. sinks–sinks (s–s)
The modeling of these interactions is described in detail in the following sections. In the code,
these interactions are computed in the order given above, so we also present them in this order
below. Physically, however, the order does not matter.
Gas–gas
The self-gravity of the gas is computed using the standard Poisson solver in FLASH. It is an
iterative multigrid solver that cycles over the AMR hierarchy to solve Poisson’s equation
∇2Φgas = 4πGρgas (5.20)
for the gas distribution on the grid. A tree-based gravity solver was developed for FLASH recently
(Richard Wu¨nsch 2009, priv. comm.), which can also be used to calculate the gravitational
potential instead of the multigrid solver.
The Poisson solver returns the gravitational potential Φgas in each grid cell, which is due
to the whole gas distribution only (without the sink particle contribution). The gravitational
acceleration of the gas, gg−g is then computed for each grid cell as
gg−g = −∇Φgas . (5.21)
Gas–sinks
Equation (5.21) is used to calculate the gravitational acceleration for the sink particles due to
the gas component only. The acceleration gg−g is interpolated from the grid onto the sink
particles with a first-order cloud-in-cell method at each position of a sink particle n, which yields
gg−s, n. A higher-order interpolation scheme like the triangular-shaped cloud method or the tri-
cubic interpolation (e.g., Lekien & Marsden, 2005) does not yield significantly different results,
because the gravitational acceleration of the gas is relatively smooth, and a linear interpolation
scheme is sufficient.
Sinks–gas
Due to their mass the sink particles can exert an appreciable gravitational acceleration onto the
gas as well. This acceleration is computed by a direct sum involving all computational cells and
all sink particles. For each computational cell center (i, j, k), the distance rn to each particle n
is calculated and the acceleration that the particles with masses Mn exert onto the gas in each
cell is then computed as





rn(i, j, k) . (5.22)
Computing the acceleration of the gas due to the sinks thus involves a nested sum over all grid
cells and all particles. This can become computationally expensive, because this operation scales
as the number of grid cells times the number of particles. However, even for sink particle numbers
up to 103, the nested sum hardly affected the overall computational cost, which always remained
dominated by the computation of the self-gravity of the gas component (eq. 5.20).
For cell centers (i, j, k) very close to sink particles, the acceleration computed via equa-
tion (5.22) can become very large and goes to infinity when a sink particle is exactly located in
the center of a cell. It is thus necessary to use gravitational softening of the acceleration within
a softening radius of each sink particle, which is discussed in section 5.2.5.
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The acceleration of the gas due to the sink particles, gs−g is added to the gas–gas acceleration
gg−g to yield the total gravitational acceleration for the gas:
ggas(i, j, k) = gg−g(i, j, k) + gs−g(i, j, k) (5.23)
Sinks–sinks
The gravitational acceleration for sink particle n due to all other sink particles in the domain is
computed as a direct sum involving all other sink particles m with masses Mm:






where rnm = rm − rn, is the relative distance vector between two sink particles n and m.
The sink–sink acceleration is added to the grid-interpolated acceleration caused by the gas
(cf. section 5.2.5) to yield the total gravitational acceleration for sink particle n:
gsinks, n = gg−s, n + gs−s, n (5.25)
Equation (5.24) is also subject to gravitational softening as explained in the next section.
Gravitational softening
The basic problem in computing the gravitational acceleration following equations (5.22)
and (5.24) is that it can yield extremely large values, if the distance between sink particles and
cell centers or between adjacent sink particles becomes small. If the distance goes to zero, the
acceleration becomes infinite. Hence, the timestep given by equation (5.30) goes to zero and the
simulation grinds to a halt. It is therefore necessary to apply gravitational softening for distances
smaller than a given softening radius rsoft, such that the acceleration smoothly approaches zero
as the distance between particles goes to zero. There are different approaches for gravitational
softening. One of the standard softening types is the Plummer softening, g(r)∝(|r|2+r2soft)−3/2 r.
In the case of Plummer softening the acceleration approaches Newton’s acceleration for a point
mass g ∝ 1/r2 in the limit r ≫ rsoft. Instead of Plummer softening, we use a type of spline
softening that is typically used in SPH and N -body simulations to soften the gravitational forces
(e.g., Monaghan & Lattanzio, 1985; Price & Monaghan, 2007). The functional form of the cubic
























































for 12 ≤ rrsoft < 1
r
r3
for r ≥ rsoft ,
(5.26)
where r = |r| and rsoft is the softening radius.
Figure 5.1 shows a comparison of Plummer softening and spline softening, equation (5.26).
For Plummer softening, the gravitational acceleration is modified for all distances r. In contrast,
the spline softening exactly follows the asymptotic solution g ∝ 1/r2 for r ≥ rsoft and smoothly
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Figure 5.1: Plummer softening versus spline softening: The sink particle implementation presented
here uses spline softening, equation (5.26) for the gravitational accelerations between sink particles and
grid cell centers, and between adjacent sink particles.
approaches zero for r < rsoft.
5.2.6 Particle timestep and subcycling
Sink particles are evolved using a variable-timestep leapfrog integration scheme. We consider
four timestep constraints to guarantee a stable numerical solution:




max(|v(i, j, k)|, cs)
)
(5.27)





















with Ccfl, Cgg, Cvs, Cgs < 1, and ∆x is the smallest linear cell size in the computational domain.
The smallest of the first three timestep constraints applies to the hydrodynamic solver to guaran-
tee a stable hydrodynamical evolution of the gas. Equation (5.27) is the Courant-Friedrichs-Lewy
condition (Courant, Friedrichs, & Lewy, 1928). A modified version of this is used for magne-
tohydrodynamic studies, which takes into account the fastest possible magnetosonic wave. By
solving equation (5.28), we also consider the gravitational forces of the self-gravity of the gas,
and the gravitational forces of the sink particles exerted onto the gas. Equation (5.29) ensures
that sink particles cannot cross more than half a grid cell (∆x/2) within a single timestep when
they move with a velocity vn. The latter two constraints guarantee that the gravitational forces
exerted by the sink particles onto the gas are consistently taken into account for the evolution
of the hydrodynamics.
Since the sink particles are always moved within a hydrodynamical timestep, the sink particle
timestep can never become larger than the smallest of the hydrodynamical timesteps given by
equations (5.27), (5.28) and (5.29). However, these three constraints are insufficient to guaran-
tee a stable and accurate time integration of sink particles, because the sink particle timestep
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can become significantly smaller than the hydrodynamical timestep for close encounters of sink
particles. One additional timestep constraint that captures closely approaching sink particles is
needed.
The last timestep constraint given by equation (5.30) takes into account the total gravita-
tional acceleration, |gsinks, n| onto each sink particle (eq. 5.25), and the minimum distance |rnm|
between all sink particles n and m. In the course of code development and initial tests of the
scheme, it turned out that fulfilling equation (5.30) is extremely important to avoid inaccurate
time integration and artificial acceleration, especially in cases of closely approaching or orbiting
sink particles. In test simulations and applications, ∆tgs became up to three orders of magni-
tude smaller than the timestep given by any of the three constraints of equations (5.27), (5.28)
and (5.29). To avoid prohibitive small timesteps for the hydrodynamical evolution, we use subcy-
cling for the time integration of sink particles, while keeping the hydrodynamical gas distribution
fixed (similar to Krumholz et al., 2004). During subcycling, sink particles cannot change their
positions by more than half a grid cell due to equation (5.29), and thus they remain almost
fixed relative to the grid. However, subcycling is absolutely necessary to guarantee accurate
integration of sink particle orbits as shown in a series of N -body tests in the next section.
5.3 Tests
In the following sections we describe a series of test simulations to analyze the performance of our
sink particle scheme. In particular, we test the accuracy of the time integration of pure particle
systems and systems involving gas-sink interactions as well as dynamical sink particle creation
and their accretion.
5.3.1 N-body tests
As described in section 5.2.5 we modified the gravitational interactions of gas and particles
compared to the standard FLASH implementation. Therefore, we test our new approach with
the following setups.
Circular orbits
In the simplest tests we initialize two sink particles with equal masses of 1M⊙ at a distance of
1AU, and let them orbit around their common center of mass. There are 8x8x8 grid cells in
this test. However, the gas density was set small enough, so that this setup purely tests the
N -body integration scheme. The results are shown in Figure 5.2. The trajectory of the particles
are plotted including all positions up to 1000 orbits around their common center of mass at
(x, y, z) = (0, 0, 0). The orbit is maintained circular for these 1000 orbits, and it is not expected
to deviate significantly for longer integration times. This is because the leapfrog time-integration
scheme is symplectic for constant timesteps. The scheme thus conserves energy and preserves
time-reversibility in this test, such that the symmetry of the system is maintained to machine
precision.
Elliptical orbits
A more demanding test is the integration of an elliptical orbit. In this case the leapfrog integrator
takes variable timesteps depending on the distance and gravitational acceleration according to
the timestep criterion, equation (5.30). For this test we use the same initial conditions as for the
circular orbit test, but rotate the initial velocity vectors by 45◦ from the tangent of the circular
orbit of the previous test. The system thus has the same total energy, but the sink particles move
on elliptical orbits around their common center of mass. The results are shown in Figure 5.3. The
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Figure 5.2: Trajectory of two point masses on circular orbits around their common center of mass after
1000 orbits of time integration. The leapfrog integrator is symplectic for constant timesteps, and thus
the circular orbits remain numerically stable.
left panel shows the default time integration with subcycling, which means that equations (5.27),
(5.28), (5.29) and (5.30) are all used in combination to determine the timestep. The right panel
shows the same, but only taking into account the first three of these timestep constraints. It is
important to note that equation (5.29) was the only additional timestep constraint for simulations
with particles in the FLASH code before our modifications. Figure 5.3 (right panel) shows that
using equations (5.27), (5.28) and (5.29) is clearly insufficient, if close orbits are to be accurately
reproduced. Even within a single orbit, a significant amount of artificial angular momentum is
added to the particles if no subcycling is performed, and after ten orbits they have accumulated
an artificial perihel shift of about 21◦. In contrast, ten orbits are accurately followed without
a noticeable shift with our present scheme. It should be noted however that even when using
subcycling, the symplectic property of the leapfrog integrator is broken, and after roughly 100
elliptical orbits, an error leading to a perihel shift of about 1◦ shows up.
Gravitational softening and subcycling test
This setup tests the gravitational softening introduced in section 5.2.5. We use the same com-
putational domain as in the two previous tests with two 1M⊙ sink particles separated by 1AU.
One particle is initially located at (x, y, z) = (−1.0,+0.5, 0.0)AU, and the other one is at
(−1.0,−0.5, 0.0)AU. Both particles have zero initial velocities in the y-direction, such that
they accelerate toward each other by their mutual gravitational attraction. While approaching
each other, the timestep drops according to the constraints given by equations (5.29) and (5.30).
Due to the softening, however, the timestep does not go to zero as the particle distance goes
to zero (cf. Fig. 5.1). This allows the two particles to pass through each other smoothly. By
the time they pass through the point of zero distance, they have converted their initial potential
energy completely into kinetic energy. The softening affects the specific value of this energy but
nevertheless, the energy must be conserved. Thus, after one passage both particles have exactly
exchanged their initial positions. This process then starts again and the system oscillates for an
infinite time. In order to make these oscillations visible, we apply an initial constant velocity
in x-direction to both particles. The result is shown in Figure 5.4. The left panel shows both
particle trajectories after 1000 oscillations. Using subcycling, the system easily conserves energy
during these 1000 oscillations. In contrast, if the timestep constraint given by equation (5.30) is
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Figure 5.3: Trajectories of two point masses on elliptical orbits around their common center of mass
after 10 orbits. The symplectic property of the leapfrog integrator is broken due to variable timesteps
in this type of problem. However, 10 orbits are reproduced quite accurately with subcycling turned ON,
while for subcycling turned OFF (right), large errors occur already for single orbits, and a significant
amount of artificial angular momentum is introduced.
ignored, energy conservation is broken already during the first oscillation as shown in Figure 5.4
(right panel). Both particles gain energy artificially until they leave the domain. In the current
test, this happens after about 68 oscillations. Scattering experiments have shown that violating
the timestep condition given by equation (5.30), i.e., not using subcycling can lead to enormous
artificial accelerations already during a single close encounter of two particles.
5.3.2 Gas–sinks gravity and refinement test
The following setup tests the accuracy of the time integration of sink particles orbiting in the
gravitational potential of a static gas distribution. We create a singular isothermal sphere with






where r0 = 5× 1016 cm and ρ(r0) = 3.82× 10−18 g cm−3. The sphere thus has a mass of roughly
3M⊙ for r ≤ r0. We place three sink particles at radii of r = 1, 2, 3 × 1016 cm with masses
of 10−10M⊙. The particles thus represent test particles in a gravitational potential caused by
the gas only, such that sink particle interaction is negligible. Since the singular isothermal
gas distribution would immediately collapse and form a new sink particle in the center, we
deliberately switch off the hydrodynamical evolution, and keep the density distribution and
associated potential artificially static. However, we keep the AMR scheme and the Poisson
solver fully operational, and adaptively refine on Jeans length and sink particles as discussed in
section 5.2.2. We use a base grid of 323 grid cells plus two levels of refinement with isolated
boundary conditions for the gravity. The Jeans length is resolved with 6 grid cells for this test,
while de-refinement is triggered as soon as the Jeans length is resolved with more than 12 grid
cells. The initial density and sink particle distributions are shown in Figure 5.5 (left).
The three sink particles were given an initial velocity in the y-direction, such that they should
remain on circular orbits around the center of the gas sphere. It is easy to determine this velocity
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Figure 5.4: Gravitational softening and subcycling test: The trajectories of two point masses starting
with zero velocity along the y-axis, but with an initial velocity along the x-axis are shown. The two
masses oscillate around their common center of mass, and draw a sine function. The boundary conditions
are set to outflow for the y-direction and to periodic for the x-direction. The frequency of the oscillation
in y and the initial velocity in x were chosen such that the two particles leaving on one side of the domain
will exactly connect to their previous trajectories. Each sweep through x contains 20 oscillations and a
total number of 1000 oscillations is shown (left). When – for the same setup – subcycling is turned OFF
(right) the sink particles get artificial accelerations during their close encounters, and energy conservation
is broken. Already after roughly 68 oscillations, they have artificially gained enough energy to leave the
domain at x ≈ −0.1AU.
Figure 5.5: Three sink particles orbiting a static spherical gas density profile with ρ ∝ r−2. Note that
the hydrodynamical evolution was switched-off deliberately for this test, while the gravity solver and
the AMR scheme remained fully operational. The left image shows the initial conditions and the right
image shows the sink particle positions after the innermost particle has completed roughly one full orbit.
Adaptive mesh refinement is used to keep the sink particles at the highest level of refinement allowed in
this setup. The particle on the middle orbit has completed half an orbit, while the outermost particle
has completed 1/3 of an orbit at the time shown in the right-hand image. Figure 5.6 shows the full
particle trajectories after one, ten and 100 orbits of the innermost sink particle.
analytically from the density distribution, equation (5.31). The result is a Keplerian velocity of
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Figure 5.6: Sink particle trajectories of the setup shown in Figure 5.5 after one (left), ten (middle) and
100 (right) completed orbits of the innermost particle. The time in the left plot is equivalent to the image
shown in Figure 5.5 (right). Ten orbits (middle) are quite accurately followed. After 100 orbits of the
innermost sink particle (right), the intermediate particle has finished 50 orbits, while the outermost sink
particle has finished about 33 orbits. The outermost sink particle shows some deviation from a perfect
spherical orbit, seen as a slight broadening of its circular trajectory, which is due to the accumulation




GM(r)/r = 0.895 km s−1 for each sink particle, independent of the radius. However,
since the sphere is not singular in the center due to the finite resolution of the grid, the actual
velocities necessary to keep the sink particles on circular orbits are slightly smaller than the
analytical solution (by roughly 1-2%).
Figure 5.5 (right) shows the AMR hierarchy and the sink particle positions after the innermost
particle has finished roughly one orbit. At this time, the sink particle on the intermediate orbit
with r = 2× 1016 cm has finished almost half an orbit, and the outer sink particle has completed
one third of an orbit. The grid is refined according to the position of the sink particles. The
Jeans refinement criterion keeps the central part at the highest level of refinement and the outer
parts at a resolution such that the Jeans length is refined with at least 6 grid cells. De-refinement
to the base grid resolution was not triggered in the outer parts, because the Jeans length was
resolved with 6-12 grid cells there.
We evolved this configuration for 100 orbits of the innermost sink particle. The trajectories of
all three sink particles are shown in Figure 5.6 after 1, 10, and 100 orbits of the innermost sink
particle (from left to right). After 100 orbits of the innermost sink particle, the intermediate
particle has finished 50 orbits, while the outermost sink particle has finished about 33.3 orbits.
The latter orbit as well as to a smaller degree also the intermediate orbit are slightly broadened,
and they are not as accurately reproduced as the innermost orbit. This is because the Poisson
solver introduces slight deviations from the spherical gravitational potential mainly in regions
close to the boundaries of the Cartesian domain at the coarse grid resolution used in this test. For
such a configuration and setup that incorporates the multigrid solver and the full AMR scheme,
it is hard to maintain perfect spherical symmetry for more than 10-100 sink particle orbits.
5.3.3 Collapse of a Bonnor-Ebert sphere
The collapse of supercritical Bonnor-Ebert spheres (Ebert, 1955; Bonnor, 1956), is a well-studied
problem (e.g. Larson, 1969; Foster & Chevalier, 1993; Banerjee et al., 2004; Aikawa et al., 2005),
and thus represents a good test case for our sink particle implementation. A Bonnor-Ebert sphere
can be described by the following dimensionless parameters for the radius, time, mass, and mass
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Figure 5.7: Time evolution of the mass accretion rate, dm/dτ , and of the accreted mass, m, of
the central sink particle in the case of a collapsing Bonnor-Ebert sphere. The quantities are given in
dimensionless units (see text). The mass accretion rate increases rapidly until about 12% of the gas mass
is accreted onto the sink particle (the total mass of the Bonnor-Ebert sphere is m = 17.3). Here, the
density threshold for sink particle accretion was set to 102 ρ0, which corresponds to an effective accretion
























where cs is the sound speed and ρ0 is the central density of the sphere. In the hydrostatic
configuration of such a sphere, the dimensionless mass can be written as m = ξ2 φ′, where
φ′ = −d ln (ρ/ρ0)/dξ is the gravitational acceleration. The sphere becomes supercritical if its
dimensionless radius exceeds the critical value ξcrit = 6.451. To trigger the collapse, we set the
initial value to ξmax = 7.0, which gives a total mass, m = 17.3 in dimensionless units. We
follow the collapse with two different density thresholds for sink particle creation and accretion:
ρres = 10
2 ρ0 and ρres = 10
4 ρ0. These two density thresholds correspond to accretion radii of
ξ = 0.1 and ξ = 10−2, respectively.
Figure 5.7 shows the mass accretion history of the sink particle in the case of the low density
threshold, ρres = 10
2 ρ0. Initially, when the sink particle starts to accrete at τsink = 0, the
accretion rate increases quickly until it reaches a maximum. The accretion rate peaks at τsink ≈
0.3 when about 12% of the total mass of the sphere is accreted onto the sink particle. After that,
the accretion rate decreases while the envelope runs out of gas. At τsink = 1.62 about 64% of the
total gas mass has been accreted onto the sink particle.
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Figure 5.8: Same as Fig. 5.7 but in the case of ρres = 10
4 ρ0, corresponding to an effective accretion
radius of ξ = 10−2, ten times smaller than in the previous test. The peak accretion rate is thus reached
ten times faster than in Fig. 5.7.
The time evolution of the accretion rate is similar in the case of a higher density threshold
(ρres = 10
4 ρ0) for the sink particle accretion. Figure 5.8 shows the mass evolution for this case.
Here, the effective accretion radius is smaller by a factor of ten compared to the ρres = 10
2 ρ0
case, and thus the peak accretion rate is reached ten times faster.
The time evolution of the mass accretion is in qualitative agreement with 1D simulations
by Foster & Chevalier (e.g., 1993), and with various analytical (e.g., Hunter, 1977; Whitworth
& Summers, 1985) and numerical models of protostellar collapse, which predict a peak in the
accretion followed by a smoothly declining accretion rate (see also Schmeja & Klessen, 2004, and
references therein).
5.3.4 Collapse of a singular isothermal sphere
The collapse of a singular isothermal sphere with a ρ(r) ∝ r−2 density profile produces a constant
flux of mass through spherical shells, i.e. a constant accretion rate (see e.g. Shu, 1977). We
compute the collapse of a singular isothermal sphere to test whether our model of sink particle
accretion reflects this collapse behavior. The sphere has a truncation radius of R = 5× 1016 cm,
a density at this radius of ρ(R) = 3.82 × 10−18 g cm−3, and therefore a total mass of 3.02M⊙.
The sphere is at a temperature of 10K corresponding to a sound speed of 0.166 kms−1. With
these values the sphere has a large instability parameter of A = 29.3, where A = 4πGρ(R)R2/c2s
(Shu, 1977).
Figure 5.9 shows the mass and the mass accretion rate onto the sink particle during the collapse
of the singular isothermal sphere. As the gas of the sphere is initially at rest, the mass accretion
reaches a close to constant value of about 1.5× 10−4M⊙ yr−1, until the entire gas of the sphere
is accreted onto the central sink particle at t∼2× 104 yr.
For comparison of the accretion history of the sink particle, we show the time evolution of radial
profiles of the gas sphere in Figure 5.10. As expected, the density profile of the sphere evolves from
r−2 to r−1.5 (see e.g., Shu, 1977; Ogino et al., 1999). The collapse proceeds highly supersonically
(M > 15) with increasing infall velocities toward the collapse center (Fig. 5.10, middle panel).
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Figure 5.9: Mass accretion of the central sink particle during the collapse of a singular isothermal
gas sphere. The mass accretion rate onto the sink particle is roughly constant in time with a value of
M˙ ≈ 1.5 × 10−4M⊙ yr−1, until the sphere runs out of gas at t ≈ 2 × 104 yr. The collapse is highly
supersonic due to the large instability parameter A = 4πGρ(R)R2/c2s = 29.3. Therefore, the mass
accretion rate reaches values much larger than the expansion-wave collapse solution by Shu (1977) that
would give m0c
3
s/G = 1.06 × 10−6M⊙ yr−1 for the asymptotic solution: A = 2 and m0 = 0.975 (see
Shu, 1977, Tab. 1). For our case, A = 29.3 and m0 ≈ 133, Shu (1977) predicts an accretion rate of
M˙ ≈ 1.45 × 10−4M⊙ yr−1, which is in excellent agreement with our numerical estimate of the central
sink particle accretion rate.
The mass accretion, i.e. the mass flux through spherical shells of radius r is constant in time
as well as independent of the radial position with a value of M˙ ≈ 1.5× 10−4M⊙ yr−1. It is the
exact same amount of gas that flows through these spherical shells into the control volume of
the sink particle, where it is finally accreted. A comparison of the sink particle accretion rate in
Figure 5.9 with the mass flux through spherical shells in Figure 5.10 (bottom panel) shows the
high accuracy of the sink particle accretion mechanism.
For comparison, we calculated the mass accretion rate predicted by Shu (1977). The constant
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Figure 5.10: Time evolution of the radial density profile (top panel), infall velocity (middle panel)
and mass flux through radial shells (bottom panel) for the collapse of a singular isothermal sphere. The
vertical dotted line marks the accretion radius of the sink particle. The density profile evolves from
the initial r−2 profile to r−1.5 when the mass of the sink particle starts to dominate the gravitational
potential (see e.g. Shu, 1977; Ogino et al., 1999). As expected for a highly unstable sphere the collapse
proceeds with highly supersonic speeds (note that cs = 0.166 kms
−1). The mass flux of gas through
spherical shells of radius r is constant in time. It is exactly the mass accretion rate of the central sink
particle, M˙ ≈ 1.5 × 10−4M⊙ yr−1 (cf. Fig. 5.9).
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Figure 5.11: Coefficient m0 for the accretion rate in equation (5.36) as a function of the instability
parameter A = 4πGρ(R)R2/c2s for the collapse of a singular isothermal sphere. The diamonds show
tabulated values by Shu (1977, Tab. 1). For A = 29.3 as in the collapse test shown in Figures 5.9 and 5.10,
the accretion rate is more than two orders of magnitude higher than c3s/G, in excellent agreement with
the predicted accretion rate by Shu (1977).
with m0 = 0.975, which is the appropriate value for an instability parameter close to A = 2
(see Shu, 1977, Tab. 1). The accretion rate depends on the coefficient m0, which is controlled
by A. Numerical integration of the dimensionless, one-dimensional equations of hydrodynamics
gives the solutions of m0 for given instability parameters A as in Shu (see 1977, Tab. 1). There,
Shu only tabulated values up to A = 4. Since our singular isothermal sphere has a much larger
instability parameter (A = 29.3), we repeated the numerical analysis by Shu (1977) to find
solutions for instability parameters up to A = 50. The result for the coefficient m0 of the
Shu accretion rate in equation (5.36) is plotted as a function of the instability parameter A in
Figure 5.11. The parameter m0 increases from m0 = 0.975 for A = 2 to m0 = 279 for A = 50,
more than two orders of magnitude higher! For the instability parameter A = 29.3 of the singular
isothermal sphere studied here, we obtain m0 = 133. The accretion rate predicted by Shu (1977)
is thus M˙ ≈ 1.45 × 10−4M⊙ yr−1, which is in excellent agreement with our numerical estimate
of the sink particle accretion rate (cf. Fig. 5.9).
5.3.5 Rotating cloud core fragmentation test
We now analyze the collapse and fragmentation of a rotating cloud core, also known as the Boss
& Bodenheimer (1979) test. It is a standard test for fragmentation in hydrodynamical codes
(e.g., Bodenheimer & Boss, 1981; Burkert et al., 1997; Truelove et al., 1997; Commerc¸on et al.,
2008). In particular we use a setup similar to Burkert & Bodenheimer (1993) and Bate & Burkert
(1997). The initial parameters for the rotating cloud core are: radius R = 5× 1016 cm, constant
density ρ0 = 3.82 × 10−18 g cm−3, mass M = 1M⊙, angular velocity Ω = 7.2 × 10−13 rad s−1
(ratio of rotational to gravitational energy β = 0.16), sound speed cs = 0.166 kms
−1 (ratio of
thermal to gravitational energy α = 0.26), global freefall time tff = 1.075×1012 s = 3.41×104 yr,
and a 10% density perturbation with an m = 2 mode: ρ = ρ0[1 + 0.1 cos(2ϕ)], where ϕ is the
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was used with the polytropic exponent
Γ =

1 for ρ/(10−15 g cm−3) ≤ 0.25 ,
1.1 for 0.25 < ρ/(10−15 g cm−3) ≤ 5.0 ,
4/3 for ρ/(10−15 g cm−3) > 5.0 .
(5.38)
The initial rotation (β = 0.16) forces the gas sphere to collapse to a disk with a central bar
due to the m = 2 initial density perturbation. Sink particles are allowed to form at densities
exceeding 10−14 g cm−3. The accretion radius was set to racc = 39AU corresponding to 2.5 grid
cells at the highest level of refinement.
Figure 5.12 shows a face-on column density projection of the disk at different times along the
collapse of the rotating cloud core. Two sink particles form at the location of the two fragments
at t = 1.26 tff . At t = 1.29 tff a bar forms that connects the two main fragments. A third
fragment forms in the center of the cloud core. After that, the two main fragments move toward
the central object due to the global collapse of the cloud core. At t = 1.33 tff two of the three
fragments merge to a single particle close to the center of the rotating cloud core. Note that sink
particle merging was used in this test. Sink particle merging is optional in our implementation
in FLASH, and can be activated if desired. If activated, sink particles are only allowed to merge,
if they are inside the accretion radii of one another, and if they are gravitationally bound and
converging. The merged particle is moved to the center of mass of the merging particles, and
their linear and angular momenta are assigned to the merged particle.
The conservation laws during accretion and merging of sink particles are discussed in sec-
tion 5.2.4. The initial total angular momentum of the rotating cloud core computed from the
analytic solution is L0 = 1.44 × 1054 g cm2 s−1. The numerical solution conserves angular mo-
mentum to within 2% for all times including the last snapshot shown in Figure 5.12 when 23%
of the mass has been accreted onto sink particles. This is comparable to the typical conservation
of angular momentum achieved in numerical simulations of rotating self-gravitating cloud cores
(e.g., Commerc¸on et al., 2008).
5.4 Star cluster formation: AMR vs SPH
To check our sink particle implementation for the AMR code FLASH on a more complex physical
problem, we apply it here to the formation of a star cluster. We furthermore want to compare
our sink particles against an existing sink particle implementation in a typical SPH code. We
compare to the SPH code developed by Bate et al. (1995). Bate et al. (1995) were the first to use
sink particles in an SPH code, and thus, most SPH implementations for sink particles are based
on their approach (e.g., Jappsen et al., 2005), as is the grid-based implementation presented here.
A detailed description of the FLASH code and the our sink particle implementation was given
in section 5.2.1. In the following we briefly describe the SPH code used for our sink particle
comparison.
5.4.1 The SPH code
Smoothed particle hydrodynamics (SPH, Lucy, 1977; Gingold & Monaghan, 1977) calculations
presented in this study were performed using a code based on the version developed by Benz
(Benz, 1988, 1990; Benz et al., 1990), which has since been modified by Bate to include individual
particle timesteps (Navarro & White, 1993; Hernquist & Katz, 1989) and sink particles (Bate
et al., 1995). To capture shocks, the code uses the standard artificial viscosity suggested by
Gingold & Monaghan (1983) and Monaghan & Gingold (1983), with α = 1 and β = 2. To
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Figure 5.12: Column density time sequence of the inner 4000AU of a rotating cloud core (see initial
conditions in section 5.3.5), the so called ‘BB test’ (Boss & Bodenheimer, 1979; Bate & Burkert, 1997).
Two sink particles form at the location of the two cloud fragments at t = 4.31×104 yr. At t = 4.39×104 yr
a bar forms that connects the two main fragments, in which a third particle is dynamically created at
t = 4.41 × 104 yr right in the center. The two main fragments move toward the central object, and at
t = 4.52 × 104 yr two of the three sink particles merged to a single particle close to the center of the
rotating cloud core, because the optional sink particle merging was used in this test. The freefall time of
the initial gas distribution is tff = 3.41 × 104 yr. Sink particles are drawn as black circles with a radius
of racc = 39AU in a true-to-scale representation.
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provide adaptive resolution, the code allows the SPH smoothing lengths (h) to vary in time and
space, with the constraint that each particle maintains a roughly constant number of neighbors
(50 ± 10) within a distance 2h. Gravitational forces are found using a binary tree (Press, 1987;
Benz, 1988, and references therein), which is also used to obtain the neighbor lists required by the
SPH algorithm. The binary tree opening angle was set to 0.47 in this study, and so returns a more
accurate calculation of the gravitational forces than the theoretical limit of 0.57 for 3D binary
trees described by Press (1987). Gravitational forces are softened using the spline softening
technique, equation (5.26). In the SPH code this softening is used between all particle types.
Between the gas-gas interactions, the softening length rsoft is given by the mean smoothing length
of the particle pair, and so the softening is zero for particles which are not neighbors, since the
distance between them is greater than 2h by definition. This form of the softening assumes that
the standard SPH smoothing kernel (Monaghan & Lattanzio, 1985) describes the radial density
profile of the particles, and has been shown to reduce the effects of artificial fragmentation (Bate
& Burkert, 1997; Whitworth, 1998; Hubber et al., 2006). For the sink particles, one is free to
chose the value of rsoft and in our current study this is set to the sink particle accretion radius,
racc, as for FLASH. The value of rsoft between gas-sink interactions is then set to (racc + h)/2
for each pair-wise force. Finally, the SPH equations and sink particle trajectories are integrated
using a second-order Runge-Kutta-Fehlberg integrator. A full description of the timestepping
constraints can be found in Bate et al. (1995).
5.4.2 Initial conditions for the code comparison
An isolated gas sphere of radius R = 5.0 × 1017 cm = 0.16 pc with a uniform density of
ρ0 = 3.85 × 10−19 g cm−3 containing M = 100M⊙ was initialized in both the FLASH and
the SPH code. The initial column density structure is shown in Figure 5.13 (top panels) for
the FLASH run (left panels) and the SPH run (right panels). An initial random, divergence-
free turbulent velocity field was generated on a grid with 1283 grid cells with a velocity power
spectrum P (k) ∝ k−4, consistent with the observed velocity dispersion-size relation in molecu-
lar clouds (e.g., Larson, 1981; Heyer & Brunt, 2004), and consistent with the velocity spectra
usually obtained for driven supersonic turbulence (e.g., Federrath et al., 2009; Schmidt et al.,
2009; Federrath et al., 2010b). However, in the present study we are not driving the turbulence,
i.e., we study decaying turbulence. The velocity dispersion was scaled to 0.89 kms−1, consistent
with the observed velocity dispersions in molecular clouds of the size studied here (e.g., Larson,
1981; Falgarone et al., 1992). With the isothermal sound speed of cs = 0.19 kms
−1 (temperature
T = 10K, mean molecular weight µ = 2.3), this velocity dispersion corresponds to an initial RMS
Mach number of about 4.5. Thus, the ratio of kinetic to gravitational energy of the gas sphere
is Ekin/Egrav ≈ 0.25. The equation of state is isothermal, and self-gravity is used throughout
this code comparison. Sink particles are allowed to form in both codes at densities exceeding
ρres = 8.0× 10−17 g cm−3 with a sink particle accretion radius of racc = 7.3× 1015 cm = 490AU.
Both codes used the same spline softening, equation (5.26) for sink particle interactions, with
the softening radius set equal to the accretion radius (rsoft = racc). The temporal evolution is
followed in units of the initial freefall time tff = 3.39× 1012 s = 1.07× 105 yr.
For the FLASH run, we used a cubic computational domain with a boxsize of 0.4 pc, slightly
larger than the diameter of the initial gas sphere (d = 0.32 pc). To keep the mass outside of the
sphere small, the gas density was set two orders of magnitude smaller outside than the uniform
density inside the sphere. The additional mass of 2.7M⊙ outside the sphere is about 3% of the
total mass, and thus the total mass in the computational domain is 3% larger in the FLASH run
than in the SPH run. Pressure equilibrium is provided by keeping the gas outside the sphere at
a temperature two orders of magnitude higher than inside.
For the SPH run the initial velocity field was interpolated from the grid to the SPH particles
using the standard SPH smoothing kernel (Monaghan & Lattanzio, 1985). The initial density
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Figure 5.13: Comparison of the column density distributions obtained with the AMR code FLASH
(left) and with the SPH code by Bate et al. (1995) (right) at t = 0.0 tff (top) and t = 0.5 tff (bottom) prior
to the formation of a stellar cluster. The initial supersonic, turbulent velocity field creates a complex
network of filaments. Some of these shocked regions become gravitationally unstable and collapse, i.e.,
sink particles are created, while other dense regions are transient features, not leading to local collapse
(see Fig. 5.14).
outside the isolated gas sphere is zero for the SPH run since no particles were used there. However,
a constant boundary pressure was applied in order to keep the sphere in pressure equilibrium
with the surrounding. Both codes used isolated boundary conditions for the computation of the
gravitational potential.
The initial conditions used in our comparison provide a more rigorous test of the performance
of our codes than those commonly used in the study of cluster formation. Typically, initial
conditions are set up with roughly equal kinetic and gravitational energies, Ekin ≈ Egrav (e.g.,
Bate et al., 2003; Bonnell et al., 2003). These clouds tend to evolve to form several centers of
star formation, each producing a small group of fragments that feed from the gas delivered by
the large-scale flows in the cloud. Clouds with less kinetic energy, in contrast, have less support
against global contraction, and so undergo global collapse. As a result, such clouds tend to
produce a single, dense star-forming center that also has a higher rate of star formation (e.g.,
Clark et al., 2008). As a consequence, the cloud modeled here enters a more violent and chaotic
N -body phase, in which it is more difficult to obtain convergence for different numerical methods.
Resolution criterion in FLASH
In order to satisfy the resolution criterion in simulations including self-gravity, the gas density
on the grid must not exceed a critical density ρres in regions of gravitational collapse (Truelove
et al., 1997). This density is related to the smallest resolvable Jeans length λJ on the highest
level of the AMR hierarchy. The density threshold ρres is obtained by solving equation (5.2) for
ρ, and using the Jeans length and sound speed of the gas resolved with AMR on the highest level
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Since the Jeans length should be resolved with at least 4 grid cells in AMR simulations (Truelove
et al., 1997), the sink particle accretion radius racc must not be smaller than 2 grid cells. The sink
particle accretion radius is thus determined by the smallest linear cell size ∆x that can be resolved
with pure AMR. We set racc ≃ 2.5∆x to satisfy the Truelove criterion on the highest level of
refinement. The Jeans length λJ = 2racc is thus resolved with 5 grid cells on the top of the AMR
hierarchy. However, on all AMR levels smaller than the maximum level of refinement we resolve
the Jeans length with at least 12 grid cells to follow features on their way to runaway collapse more
accurately. We additionally apply the shock refinement criterion provided in FLASH (Fryxell
et al., 2000), and our additional refinement on sink particles (cf. section 5.2.2).
For the comparison test presented here, we used a fixed base grid with 1283 grid cells plus two
levels of AMR resulting in an effective resolution of 5123 grid cells.
Resolution criterion in SPH
Bate & Burkert (1997) have shown that at least two times the number of SPH neighbors, 2Nneigh
particles are necessary for resolving the minimum Jeans mass to avoid artificial fragmentation in

















where kB, µ and mH are the Boltzmann constant, the mean molecular weight and the mass of
a hydrogen atom, respectively. Assuming a number of SPH neighbors of roughly Nneigh ≃ 50,
we can estimate the mass resolution limit for an SPH calculation as Mres ≃ MJ(ρres)/100. The
corresponding sink particle accretion radius is racc = λJ(ρres)/2.
Since we resolve the Jeans length with 5 grid cells in the FLASH run, we chose to use a similar
number of SPH smoothing lengths to resolve the Jeans length in the SPH run. Therefore, we
used a total number of 2 million SPH particles for our comparison, which roughly corresponds
to resolving the Jeans length with 5 SPH smoothing lengths. Furthermore, the initial velocity
field was constructed on a grid with 1283 ∼ 2 × 106 grid cells. Thus, to accurately sample the
initial velocity field with SPH particles, it was reasonable to use a similar number of resolution
elements in the SPH code as grid cells for the initial velocity field.
5.4.3 Results of the sink particle code comparison
Column density distributions
Figure 5.13 shows the column density distributions of the FLASH (left) and the SPH run (right)
at t = 0.0 tff (top) and t = 0.5 tff (bottom). The initial supersonic turbulent velocity field
has generated a complex network of shocks at t = 0.5 tff . Some of the shock-compressed gas
becomes gravitationally unstable and goes into freefall collapse. This happens at roughly t =
0.8 tff as shown in the top panels of Figure 5.14 (left and middle columns for FLASH and SPH,
respectively). Five sink particles have formed in both the FLASH and the SPH run, containing
a total mass of 0.9M⊙ and 0.7 M⊙, respectively. They form at roughly the same locations in
the gas distribution with slight differences in the exact positions. These differences are mainly
due to the slightly different hydrodynamic evolution of the gas prior to sink particle formation
in the FLASH and SPH runs. There is striking agreement between the FLASH and SPH runs
at t = 0.9 tff , indicated by the number of sink particles (15 versus 17) and their accreted mass
(4.9M⊙).
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Figure 5.14: Same as Figure 5.13, but white filled circles show the projected position of sink particles
obtained with FLASH (left panels) and SPH (middle panels) as a function of the global freefall time
(t/tff = 0.8, 0.9, 1.0, 1.1, from top to bottom). Sink particles form at roughly the same positions
in the FLASH and SPH runs. The number and mass of sink particles is in excellent agreement for
t < 1 tff . At later times (t > 1 tff), the stellar cluster produced in the SPH run collapses on slightly
smaller timescales than the FLASH cluster, and is more centrally condensed at t = 1.1 tff . The right
panels show the effect of only using a density threshold for sink particle creation with FLASH, compared
to the default FLASH run (left panels), for which all sink particle creation checks (see Section 5.2.2)
were used. Without additional checks for converging flows, gravitational potential minimum, bound
state, and Jeans instability, a significant number of spurious sink particles are created, which do not
represent collapsing objects. Most of the sink particles in the right hand panels were formed in transient
density peaks caused by shocks that did not accumulate enough mass to create gravitationally bound and
collapsing objects. The much larger number of particles created in that case may be reduced by some sort
of merging algorithm, but the accreted mass in sink particles would still be overestimated, in particular
at early times (by 133%, 51%, 19% and 14% compared to the default FLASH run at t/tff = 0.8, 0.9, 1.0
and 1.1, respectively), if a sole density threshold was used for sink particle creation at densities below
the opacity limit. In contrast, the sink particles in the left hand plots (default FLASH runs) represent
gravitationally bound and collapsing objects, as in the SPH run (middle panels).
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At t = 0.9 tff , the gas distribution has already started to collapse globally due to the decay of
the initial turbulence. At t = 1.0 tff , 32 sink particles containing a total of 14.5M⊙ have formed
in the FLASH run, while the SPH run has produced 48 sink particles with 20.0M⊙. Thus, the
FLASH and SPH runs start to diverge at t = 1.0 tff . The star cluster produced in the SPH
run is slightly denser than in the FLASH run. This trend continues to the last snapshot at
t = 1.1 tff when the FLASH run has produced 49 sink particles with 26.3M⊙, while the SPH
run has produced 61 with 36.7M⊙. The star cluster is clearly denser in the SPH run at this last
time. There are still new sink particles forming in the outskirts of the cluster. They from at very
similar locations in both the FLASH and the SPH runs. For example, at t = 1.1 tff the rightmost
sink particle has formed at almost exactly the same location in both codes with respect to the
position of the dense core forming there. However, this particular sink particle also forms slightly
closer to the center of the star cluster, reflecting the faster global collapse in the SPH run. This
is discussed further in the following section.
Radial profiles
To quantify the differences in the FLASH and SPH runs we show radial profiles of the mass,
density and radial velocity in Figure 5.15 for times t = 0.0, 0.5, 0.8, 0.9, 1.0 and 1.1 tff (from
top to bottom). The initial conditions are compared in the three top panels. The density is
constant inside the initial gas sphere with a radius of R = 5.0 × 1017 cm = 3.3× 104AU. Thus,
the integrated mass grows with the radius r proportional to r3 inside the sphere until it reaches
M = 100M⊙ at r = R. In the FLASH run, the mass grows slightly further for r > R up to
about 103M⊙, because of the remaining low-density gas outside of the sphere as discussed in
section 5.4.2. In contrast, the density is zero for r > R in the SPH run. Initially, the radial
velocity is roughly zero, because the turbulent velocity field was constructed to be isotropic with
zero mean.
At t = 0.5 tff the radial velocity indicates the onset of global infall with slightly supersonic
speeds of 0.5 kms−1 at r ∼ 1 − 2 × 104AU. Both the FLASH and the SPH run exhibit similar
radial profiles at that time. When the first sink particles have formed (t = 0.8 tff) the radial
density profiles roughly follow ρ(r) ∝ r−3/2 (see e.g., Shu, 1977) for 2× 103 . r/AU . 2 × 104.
At t = 0.9 tff the FLASH and SPH run have produced 15 and 17 sink particles, respectively, which
is seen as density peaks in the radial density profiles. The infall velocities have reached Mach 5
at that time, and they are roughly consistent between the two codes. However, at t = 1.0 tff the
SPH run shows slightly larger infall speeds than the FLASH run for 2× 103 . r/AU . 2× 104.
This becomes more prominent at t = 1.1 tff , reaching down to the cluster center, when the infall
speeds in the SPH run are almost twice as large as in the FLASH run. The star cluster produced
in the SPH run is denser, which is shown by the mass and density profiles at t = 1.1 tff . This is
consistent with the visual inspection of column density images discussed in the previous section.
Thus, the global collapse of the gas cloud proceeds slightly faster in the SPH run compared to
the FLASH run.
There are three explanations for this behavior, probably all contributing to the faster collapse
speeds in the SPH run. First, the gas mass outside the sphere may contribute to slow down the
collapse slightly in the FLASH run. Inflow boundary conditions were used for the hydrodynamics
in the FLASH run. Thus, low-density gas is streaming in from the boundaries during the global
collapse, which further increases the filamentary excess mass outside of the cluster from 3M⊙
to 5M⊙. Secondly, both the FLASH and SPH codes have different dissipation mechanisms.
Kitsionas et al. (2009) find that SPH codes tend to dissipate small-scale, random, turbulent
motions slightly faster than grid codes. Thus, our SPH run may loose turbulent support faster
than our FLASH run, which shifts the onset of global collapse to earlier times in the SPH run.
Finally, one must consider that the low-density gas is better resolved in the grid calculation (e.g.,
Price & Federrath, 2010). This becomes even stronger at later times when the number of SPH
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Figure 5.15: Comparison of radial profiles (cumulative mass, density, and radial velocity from
left to right), obtained in the FLASH and SPH runs as a function of global freefall time (t/tff =
0.0, 0.5, 0.8, 0.9, 1.0, 1.1, from top to bottom).
particles decreases due to accretion, and the number of grid cells in the FLASH run increases due
to the Jeans refinement and the formation of sink particles (cf. 5.2.2). Therefore, at late times,
the numerical resolution of the FLASH run becomes increasingly superior to the SPH run. For
the star cluster simulation presented here, lower numerical resolution could lead to somewhat
smaller collapse timescales, because small-scale turbulent pressure support is weaker at lower
resolution. We conclude that all these three effects may contribute to the slightly faster global
collapse in the SPH run compared to the FLASH run.
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Mass distributions of fragments
Figure 5.16 shows a comparison of the mass distributions of sink particles obtained in the FLASH
and SPH runs at t = 0.8, 0.9, 1.0 and 1.1 tff (from top to bottom). The left panels show the
histograms of sink particle mass, while the right panels show the cumulative mass distributions
from which the Kolmogorov-Smirnov probability (p-KS) was determined with a KS test. The KS
test provides an estimate of the probability that the mass distributions obtained in the FLASH
and in the SPH run were drawn from the same basic distribution, and it thus provides an estimate
of their similarity.
Figure 5.16 shows that at t = 0.8 tff the KS probability is about 70%, which means that the
mass distributions obtained in the FLASH and SPH run are very likely drawn from the same
distribution. The similarity in the number of particles formed and in the mass accreted onto
sink particles taken together with the similarity in the location of sink particles at that time is
encouraging. This is an important result, because it shows that two independent implementa-
tions of sink particle formation in two fundamentally different hydrodynamic codes give almost
identical results for the number, mass and location of formed fragments.
At later times, the KS probability drops to 55%, 40% and 8% at t = 0.9, 1.0 and 1.1 tff ,
respectively. However, the general shape of the mass distributions obtained in the FLASH and
SPH runs is similar for all times (although the relatively small number of sink particles does
not allow for a detailed comparison of the slope at the high-mass end of the distributions). The
peaks of the mass distributions agree well for t ≤ 1.0 tff . However, at t = 1.1 tff the peak of the
distribution is shifted to slightly higher masses in the SPH run as a result of the faster global
collapse in the SPH run (cf. section 5.4.3). The high-mass ends of the FLASH and SPH mass
distributions are roughly consistent with the Salpeter (1955) power law, N ∝ M−1.35, as also
found in previous SPH studies. However, our statistical samples are not large enough to draw
further quantitative conclusions on the slope of the high-mass end. It should also be noted that
the low-mass end is probably affected by our assumption of an isothermal equation of state. Our
models did not take into account the effects of radiation transfer, which is expected to suppress
fragmentation (Krumholz et al., 2007; Bate, 2009). However, the fact that our sink particle radius
is about 500AU in this simulation does not allow any fragmentation below this scale. Thus, we
are more likely underestimating the amount of fragmentation, because we cannot follow possible
fragmentation on scales smaller than about 500AU.
The fact that the KS probability becomes smaller at later times is a result of the faster
global collapse in the SPH run. To quantify this further, we compare the mass distributions
at the times when the total mass of sink particles is roughly the same in the FLASH and SPH
runs. Figure 5.17 shows the mass distribution of FLASH at t = 1.1 tff together with the mass
distribution of SPH at t = 1.04 tff (about 5% earlier) when the sink particle formation efficiency
is about 26% in both runs. The mass distributions agree very well for similar sink formation
efficiencies, which is indicated by a KS probability of 55%. Moreover, the number of fragments is
almost identical in the FLASH and SPH run (49 versus 50). There is striking agreement between
the sink particle properties obtained in our FLASH implementation and in the Bate et al. (1995)
implementation for SPH albeit the highly complex and chaotic nature of the problem modeled
in this code comparison. The fact that two fundamentally different numerical schemes with
complementary strengths and weaknesses give the same overall result is very encouraging. It
strengthens our confidence in simulations of the turbulent collapse of clouds with AMR on the
one hand and SPH on the other hand.
Computational efficiency of FLASH and SPH
We briefly mention the computational efficiency of our FLASH and SPH runs. Both codes were
run in a mode of parallel computation on the same supercomputer (HLRB-II: SGI Altix 4700)
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Figure 5.16: Comparison of the sink particle mass distributions (left) and cumulative mass distributions
(right), obtained with FLASH and SPH as a function of global freefall time (t/tff = 0.8, 0.9, 1.0, 1.1,
from top to bottom).
at the Leibniz-Rechenzentrum Garching2. The FLASH run consumed about 10,300 CPU hours
and was run on 128 CPUs. The SPH run consumed roughly 2,400 CPU hours and was run on
16 CPUs, which is 4-5 times faster than the FLASH run. The SPH code automatically increases
resolution in high-density regions, without the necessity to increase the number of resolution
elements there, because the SPH particles move in the Lagrangian frame. It should be noted
2http://www.lrz-muenchen.de
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Figure 5.17: Same as the bottom panels of Figure 5.16, but the mass function of FLASH at t = 1.10 tff
is compared to the mass function of SPH at t = 1.04 tff , when the accreted gas mass is roughly the
same for both runs (M⋆ ∼ 26M⊙). The number of fragments (sink particles) is in excellent agreement
between the two codes. The mass distributions are also very similar as shown by a Kolmogorov-Smirnov
probability of 55%, which indicates that the two samples are likely drawn from the same fundamental
distribution.
however that due to accretion of SPH particles onto sink particles, the total number of SPH
particles decreases from the initial 2 million to about 1.3 million at t = 1.1 tff . In contrast,
the Eulerian code FLASH refined the grid adaptively in high-density regions. The number of
resolution elements (grid cells) thus increases from about 32 million at t = 0 to 56 million at
t = 1.1tff , which is a factor of about 30 more resolution elements on average in the FLASH
run compared to the SPH run. The computational cost per resolution element was thus a
factor of 6-8 smaller for FLASH than for SPH. This is roughly consistent with the difference
in the average computational efficiency per resolution element measured for typical grid-based
and particle-based hydrodynamic codes in the case of non-selfgravitating, supersonic turbulence
(e.g., Kitsionas et al., 2009; Price & Federrath, 2010).
5.5 Conclusions
We introduced an implementation of accreting sink particles for the adaptive mesh refinement
code FLASH. Sink particles are used as a subgrid model to cut-off local runaway collapse in
a controlled way to avoid artificial fragmentation and to avoid prohibitive small timesteps in
numerical simulations involving multiple collapse regions. Sink particles interact gravitationally
with the gas and with one another, and can accrete bound gas. The gas must pass a series of
checks prior to sink particle formation as explained in detail in section 5.2.2. In particular, in
our grid-based implementation the gas considered for sink particle creation is not only required
to exceed a given density threshold, but this gas must be gravitationally bound and collapsing
at the same time, similar to the original sink particle implementation of Bate et al. (1995) for
SPH. Figure 5.14 (right panels) shows that spurious sink particles would be created in the star
cluster formation run discussed in section 5.4, if a sole density threshold was used to determine
sink particle creation. The root cause of spurious sink particle creation is that the gas density
can exceed the given density threshold in shocks that do not necessarily trigger gravitational
collapse. Figure 5.14 (right versus left panels) shows that the number of fragments would be
overestimated by more than one order of magnitude, and that the star formation efficiency (total
gas mass accreted by sink particles) would also be overestimated by 133%, 51%, 19% and 14%
at t/tff = 0.8, 0.9, 1.0 and 1.1, respectively, if the additional checks described in section 5.2.2
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are switched off. Some sort of sink particle merging could be used to reduce the overestimated
number of sink particles, but the mass accreted onto sink particles would still be overestimated
if a sole density threshold was used for sink particle creation at densities below the opacity limit
(about 10−14 g cm−3).
We performed a series of tests of our sink particle implementation in section 5.3, including
the time integration of circular and elliptical orbits, the collapse of a Bonnor-Ebert sphere, and
a rotating cloud core fragmentation test. The sink particle accretion rate in the collapse of a
singular isothermal sphere showed excellent agreement with the theoretical predictions of the
Shu (1977) model. Those tests showed that the dynamical creation, gravitational interaction,
motion, timestepping and accretion of sink particles works in a way that enables us to analyze
the trajectories, accretion rates and mass distributions of collapsing fragments quantitatively and
reliably in follow-up studies that will also include MHD effects.
A comparison calculation of star cluster formation between the SPH code by Bate et al.
(1995) and our grid-based FLASH implementation showed encouraging agreement of gas and
sink particle properties obtained in the SPH and FLASH runs (cf. section 5.4). Using column
density images, we demonstrated that sink particles are created at roughly the same locations
and times in both codes. Radial velocity profiles revealed that the global collapse in the SPH
run was about 5% faster than in the FLASH run, probably due to the slightly higher numerical
dissipation in SPH codes (Kitsionas et al., 2009; Price & Federrath, 2010). After correction
for this time lag, we showed that the number of sink particles and their mass distributions in
the FLASH and SPH runs are in very good agreement. The agreement of our FLASH and
SPH runs is an encouraging result that strengthens our confidence in numerical simulations of





In Chapters 2, 3, and 4, I discussed the density and velocity statistics of compressible, supersonic
turbulence in molecular clouds and the relation of turbulence to star formation. In numerical
experiments I compared turbulence driven by the frequently applied solenoidal (divergence-free)
forcing and driven by a new approach that I called compressive (curl-free) forcing. This sys-
tematic forcing comparison provides striking evidence that the nature of the turbulence forcing
must be taken into account in any theory of star formation based on the statistics of super-
sonic turbulence. In fact, this applies to essentially all modern star formation theories (e.g.,
Padoan & Nordlund, 2002; Krumholz & McKee, 2005; Tassis, 2007; Elmegreen, 2008; Hennebelle
& Chabrier, 2008, 2009; Padoan & Nordlund, 2009; Krumholz et al., 2009). In addition, I intro-
duced the sink particle method for the FLASH code to model gravitational collapse and accretion
in turbulent gas clouds in Chapter 5. The sink particles will allow us to test and quantify the
star formation theories mentioned above in forthcoming works. The main results presented in
this thesis are summarized in the following sections.
6.1.1 The density probability distribution in compressible isothermal
turbulence: solenoidal vs compressive forcing
In Chapter 2, I investigated the probability density function (PDF) of the gas density in turbulent
supersonic flows with high-resolution numerical experiments. The main result of this study is
that compressive forcing yields a density PDF with standard deviation about three times larger
than in the case of solenoidal forcing for the same RMS Mach number.
6.1.2 The fractal density structure in supersonic isothermal turbulence:
solenoidal vs compressive energy injection
Following-up on this study of the PDF, I discussed the scaling of the volume density and the
column density of the fractal structures obtained in the simulations of solenoidal and compressive
forcing in Chapter 3. The major result is that compressive forcing yields a fractal dimension of
about 2.3 ± 0.1, while solenoidal forcing yields 2.6 ± 0.1, which is within the range of fractal
dimension estimates inferred from observations (D∼2.0 . . .2.7).
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6.1.3 Comparing the statistics of interstellar turbulence in simulations
and observations: solenoidal vs compressive turbulence forcing
In Chapter 4, I focused on the comparison of our solenoidal and compressive forcing simulations
with observations. In addition, eleven models with different forcing mixtures were analyzed. From
this study I concluded that the strong dependence of the density PDF on the type of forcing
must be taken into account in any theory using the PDF to predict properties of star formation.
I supply a quantitative description of this dependence. I found that different observed regions
show evidence of different mixtures of compressive and solenoidal forcing, with more compressive
forcing occurring primarily in swept-up shells. Finally, I showed that core formation close to the
sonic scale naturally explains the frequently observed subsonic velocity dispersions of protostellar
cores.
6.1.4 Modeling collapse and accretion in turbulent gas clouds: imple-
mentation and comparison of sink particles in AMR and SPH
In order to enable a quantitative comparison of the star formation rate and the mass distribution
of cores and stars, as predicted in analytic theories of star formation, I implemented accreting
sink particles in the adaptive mesh refinement (AMR) fluid dynamics code FLASH, the details
of which are described in Chapter 5. I applied the sink particle module to the formation of a star
cluster, and compared it to a standard smoothed particle hydrodynamics (SPH) code with sink
particles. My comparison showed encouraging agreement of gas properties, indicated by column
density distributions and radial profiles, and of sink particle formation times and positions. I
found excellent agreement in the number of sink particles formed, and in their accretion and
mass distributions. I hope that this encouraging result helps to strengthen the confidence in
numerical simulations of gravoturbulent cloud fragmentation and collapse with AMR and SPH.
6.2 Outlook and future directions
6.2.1 The star formation rate of supersonic turbulence: solenoidal vs
compressive forcing
In the numerical studies of purely driven supersonic turbulence, discussed in Chapters 2, 3, 4, I
did not include the effects of self-gravity, because I specifically focused on the pure turbulence
statistics obtained in solenoidal and compressive forcings. However, it is the self-gravity of the
gas that will eventually lead to the formation of stars. It must be included in studies of star
formation, and thus I present preliminary simulations of gravitating turbulence (gravoturbulence)
here. As shown in Chapter 5 such numerical studies inevitably require the use of sink particles
to follow the collapse of individual objects.
Figure 6.1 (top panels) shows two snapshots of the column density in a gravoturbulent simula-
tion using solenoidal forcing (left) and compressive forcing (right). The time shown corresponds
to the time when the sink particles have accreted about 10% of the initial gas mass of 1, 850M⊙.
Turbulence was driven until an RMS Mach number of M = 10 was reached in both cases, then
I activated self-gravity and allowed for the formation of sink particles. The driving of the turbu-
lence remained active in the course of the whole simulation. The number of objects formed was
roughly the same in both cases at the time when the simulations were stopped, i.e., when the
sink formation efficiencies were about 10% in both forcing cases (at t = 2.80Myr and 0.12Myr
for solenoidal and compressive forcing, respectively). I prefer not to follow the simulation to
later times, not only because the simulation becomes computationally expensive, but mainly be-
cause radiative and mechanical feedback processes (e.g., jets and outflows, see 6.2.5 below) from
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Figure 6.1: Top panels: column density snapshots of a simulation of gravoturbulent fragmentation
using the standard solenoidal (divergence-free) forcing (left) and compressive (curl-free) forcing (right)
at times when about 10% of the gas had been accreted onto sink particles in both runs. Bottom panels:
the corresponding mass distribution of the sink particles. Although the Mach number was the same in
both runs (M = 10), the star formation rate is about 25 times higher for compressive forcing compared
to solenoidal forcing.
the newly formed stars will likely alter the subsequent evolution. Feedback processes were not
included in the present numerical experiment. However, Peters et al. (2010) have investigated
radiative feedback on core scales, while including both radiative and mechanical feedback on
larger scales will be subject of work for the near future.
The most striking result of the systematic comparison shown in Figure 6.1 is that compressive
forcing produced the same amount of star formation (i.e., in terms of mass accreted and number
of sink particles) about 25 times faster than solenoidal forcing. If the density PDF (see Chapter 2)
is indeed the most important ingredient controlling the star formation rate as suggested by e.g.,
Krumholz & McKee (2005) and Padoan & Nordlund (2009), then the forcing dependence of the
density PDF must be taken into account in any successful theory of star formation based on the
PDF (see, section 1.2 of the introduction). The quantitative comparison of the analytic theories
of star formation (see also, Padoan & Nordlund, 2002; Hennebelle & Chabrier, 2008, 2009) with
numerical simulations is one of the most important projects that I will pursue in the near future.
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6.2.2 Turbulent molecular cloud formation and comparison with obser-
vations
Measuring the density PDF
If we accept that the density PDF is essential for understanding molecular cloud and star for-
mation, we have to find a way to measure it in observations and to compare it with simulations
and theory. Measuring the density PDF in observations has been attempted using dust extinc-
tion maps (e.g., Lombardi et al., 2006; Kainulainen et al., 2009), dust emission, and 13CO line
emission (Goodman et al., 2009). The fundamental difficulty, however, is to relate the column
density PDF (which is accessible to observations) to the three-dimensional density PDF (not
directly accessible to observations) in order to enable a quantitative comparison with the ana-
lytic models of star formation. Brunt et al. (2010b,a) suggested a statistical method to calculate
the three-dimensional PDF using only information contained in the projected two-dimensional
column density field. They tested the method by applying it to numerical simulations of hydro-
dynamic and magnetohydrodynamic turbulence in molecular clouds, and showed that the PDF
of log(normalized column density) is a compressed, shifted version of the PDF of log(normalized
density). This method will facilitate the comparison of observations, simulations and theory of
star formation in the future.
The X-factor
To enable realistic comparisons of simulations and observations, we have to model the observed
chemical tracers. Among the most commonly observed tracer is carbon monoxide (CO), which
is frequently used to infer the gas content of a cloud, i.e., to infer the most abundant molecule,
molecular hydrogen (H2). However, the reliability of CO as a tracer for H2 has long been
questioned in different environments. In particular, to measure the H2 column density, which is
inaccessible to observations (except for gas much hotter than the typical temperature of molecular
clouds), the so called X-factor,
XCO =
N(H2)
W (12CO 1→ 0) (6.1)
is frequently used, which is the ratio of the H2 column density, N(H2), to the line-of-sight
integrated emission, W , from the rotational transition, J = 1→ 0 of the 12CO molecule.
It is just recently that enough computer power and the necessary methods have become avail-
able to address the reliability of assuming a constant X-factor in a systematic way through
numerical simulations (Glover et al., 2009). Figure 6.2 shows column density distributions of
a driven turbulence simulation where we follow the formation and destruction of H2 and CO
alongside 30 other chemical species. CO forms primarily in filaments of dense gas, created by
turbulent compression. We find that the ratio of H2 to CO column density is clearly not constant
(see Figure 6.3), indicating that the X-factor is far from being constant, too. This is investigated
further by Glover & Mac Low (2010) who find that the scatter of this ratio over more than two
orders of magnitude is primarily due to the different formation and destruction mechanisms for
H2 on the one hand, and CO on the other. The abundance of H2 is primarily determined by the
amount of time available for its formation, but rather insensitive to photodissociation, because of
its effective self-shielding. CO forms quickly, within a dynamical time, but its abundance depends
primarily on photodissociation, with only a weak secondary dependence on H2 abundance. What
does this mean for observations using CO to measure turbulence statistics and star formation
properties? Can we come up with a method to correct for the uncertainties introduced by the
variations in the abundance ratio of CO and H2? These questions have to be addressed in order
to enable meaningful comparisons of observations with theory and numerical models.
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Figure 6.2: Maps of the H2 column density, N(H2) (top left), the
12CO column density, N(12CO) (top
right)), the ratio, N(H2)/N(





for run R3 of Glover et al. (2009) with 2563 grid zones, at time t = tend = 5.7Myr, viewed along the
lines-of-sight parallel to the z axis.
Future directions for including chemistry in numerical models
One of the key results of Glover et al. (2009) is that CO forms rapidly, within a dynamical time.
We can thus expect that once a sufficiently strong shock creates an overdensity, such that CO can
form quickly, the cloud will be readily observable. However, Glover & Mac Low (2010) show that
the formation of H2 typically needs more time, tform ∝ n−1 (Hollenbach et al., 1971), depending
sensitively on the number density n. We thus expect compressive forcing to create dense H2
clouds significantly faster than solenoidal turbulence forcing. Indeed, recent numerical work
(M. Milosavljevic et al., in preparation) confirms this expectation, which needs to be quantified
further. In any case, it seems likely that molecular clouds are created by compressive turbulence
forcing rather than purely solenoidal forcing.
Moreover, I can identify two important extensions of the present chemical network that will
be necessary for the study of star formation on scales of individual dense cores in the future.
First, we have to include the freeze-out of CO on dust grains at densities n & 104 cm−3, a process
that can potentially affect the cooling, and thus the fragmentation of dense gas. Moreover, once
frozen out on dust grains, the CO will be inaccessible to observations. Second, to facilitate the
comparison with observations, following nitrogen-bearing molecules will be useful. It is those ob-
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Figure 6.3: Correlation PDF of the column density of 12CO and H2.
servational tracers (e.g., NH3) that are frequently used to identify dense cores (e.g., Friesen et al.,
2009). However, adding pathways to the formation and destruction of nitrogen-bearing molecules
in simulations will increase the complexity and required computational resources significantly,
rendering it a very challenging, but promising study for the more distant future.
6.2.3 Turbulent mixing
The role of turbulent mixing prior to star formation has been investigated by e.g., Klessen
& Lin (2003) and Federrath et al. (2008a). They found that even in strongly self-gravitating
environments, turbulence is efficiently mixing gas of high density with low density material,
within fractions of a dynamical time. This points towards a state of well-mixed gas in molecular
clouds prior to star formation. Glover & Mac Low (2007b) also found that H2 that formed at
high density is quickly transported to lower density gas. Observations also indicate that gas is
well-mixed prior to star formation. For instance, stars that formed from the same molecular
cloud in the Pleiades cluster have nearly identical metal abundance Wilden et al. (2002).
An important task of future simulations is to quantify the mixing of gas prior to star formation.
This would ideally require modeling the chemical evolution of the species of interest, as in e.g.,
Glover & Mac Low (2007a,b) and Glover et al. (2009). In addition, however, we need to follow
individual fluid parcels to capture their trajectories and chemical evolution along this trajectory.
Using tracer particles seems a promising way to follow individual fluid parcels in the Lagrangian
frame, while evolving the hydrodynamics in the Eulerian frame of reference simultaneously. The
tracer particles provide information on the density and velocity fluctuations (L. Konstandin et
al., in preparation), as well as the time evolution of shielding from the background radiation
in the Lagrangian frame of reference. In a set of simulations with the ENZO code we have
this information already. However, the problem with this dataset is that we neither had the
chemical network nor the sink particles available at that time. One of the most important future
developments will be to include the chemical network introduced by Glover et al. (2009) into
simulations of self-gravitating collapse with sink particles and tracer particles. FLASH v2.5 will
soon provide support for a chemical network to follow H2 and CO formation (M. Milosavljevic
et al., in preparation), and it supports sink particles (Federrath et al., 2010a). However, FLASH
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v2.5 does not support multiple particle types yet. Implementing support for multiple particle
types will thus enable us to perform simulations including sink particles and tracer particle
simultaneously, which will be a key-development for future projects.
6.2.4 Control of star formation by magnetic fields vs turbulence
Ambipolar diffusion
Crutcher et al. (2009) have recently argued that observations of molecular cores are more con-
sistent with the turbulence-regulated star formation picture. Their argument is based on the
prediction of the magnetic field-regulated star formation theory: The mass-to-magnetic-flux ra-
tio should be larger in the center of the molecular cloud core than in its envelope. This is
because the magnetic field-regulated star formation theory predicts that the gas should slowly
diffuse through the initially stabilizing magnetic field from the envelope to the cloud core, a
process called ‘ambipolar diffusion’. Their measurements of four nearby molecular cloud cores,
however, revealed the opposite. Using the numerical setup of the formation of a star cluster
described in section 5.4 in combination with a new ambipolar diffusion module (Duffin & Pu-
dritz, 2008) will allow us to directly compare the magnetic field- and turbulence-regulated star
formation scenarios. A systematic comparison of purely hydrodynamic (without magnetic fields),
ideal magnetohydrodynamic (the case where the gas is perfectly coupled to the magnetic field),
and full ambipolar diffusion turbulent star cluster formation calculations are already under way
(D. Duffin et al., in preparation). First results indicate that the star formation rate is slightly
lower in ideal MHD than in purely hydrodynamical collapse. In the ambipolar diffusion case,
however, we expect the star formation rate to be in between the ideal MHD and the hydrody-
namic case. With this systematic study we hope to quantify the relative importance of magnetic
fields compared to turbulence in the most realistic, self-consistent model of star cluster formation
available today.
Turbulent dynamos
Magnetic fields are ubiquitous in molecular clouds, but it remains controversial whether these
fields have an influence on the cloud dynamics (e.g., Mac Low & Klessen, 2004). However, there
is some observational evidence that the galactic field direction tends to be preserved during the
process of molecular cloud formation (Li et al., 2006). These authors also argue that interstellar
turbulence is close to Alfve´nic or even slightly sub-Alfve´nic, which points towards a significant
influence of the magnetic field on the internal cloud motions. Although the role of magnetic fields
on giant molecular cloud scales remains a controversial issue, it is widely accepted that magnetic
fields play a significant role on the scales of protostellar cores, where they lead to the generation
of spectacular jets and outflows, launched from the protostellar disks (as discussed in the next
section).
It is likely that the magnetic pressure can become comparable to the thermal pressure in dense
cores due to the amplification of the magnetic field through first, compression of magnetic field
lines, and second, due to the winding, twisting and folding of the field lines by vorticity, a process
called turbulent dynamo (see, Brandenburg & Subramanian, 2005, for a comprehensive review
of turbulent dynamo action in astrophysical systems). Magnetic field amplification in the early
universe is discussed analytically by e.g., Schleicher et al. (2010), showing that the magnetic
pressure can reach levels of about 20% of the thermal pressure in primordial mini-halos, thus
potentially influencing the fragmentation of the gas. In present-day star formation the influence
of magnetic fields on the scales of dense cores were investigated in numerical work by e.g., Price
& Bate (2007) and Hennebelle & Teyssier (2008), both concluding that magnetic fields strongly
affect fragmentation of dense gas. Understanding the magnetic field growth due to the turbulent
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Figure 6.4: Left: Shows the magnetic pressure as a function of time (for 200 eddy turnover times, T )
for solenoidal forcing (solid line) and compressive forcing (short-dashed line). The long-dashed horizontal
line shows the thermal pressure. The turbulent dynamo works with an exponential growth rate of about
0.6/T for solenoidal forcing and 0.3/T for compressive forcing. For comparison, e.g., Schekochihin et al.
(2004) find an amplification rate of about 0.5/T for subsonic, solenoidally driven turbulence. Right:
Same as left, but only the first 5 eddy turnover times are shown. The magnetic pressure increases more
steeply than a simple exponential within the first turnover time.
dynamo is thus crucial for future studies of star formation. Many studies have focused on
subsonic turbulence (e.g., Schekochihin et al., 2004), with only very little contributions on the
supersonic regime. For instance, Haugen et al. (2004) only studied the turbulent dynamo for
mildly supersonic Mach numbers,M . 2.5. For molecular clouds however, the highly supersonic
regime is more relevant.
Figure 6.4 shows a preliminary study of the turbulent dynamo operating in the supersonic
case (RMS Mach 5) for both solenoidal and compressive forcing, which is an example of a larger
parameter study of the Mach number and turbulence forcing dependence of the dynamo action in
the highly supersonic regime (S. Sur et al., in preparation). The figure shows that the turbulent
dynamo leads to an exponential growth of the magnetic pressure over more than 15 orders of
magnitude within about 100 large-scale eddy turnover times, T . The dynamo growth rate is
about twice as large for solenoidal forcing (≈ 0.6/T ) as for compressive forcing (≈ 0.3/T ), which
is likely due to the higher average vorticity generated by solenoidal forcing. The dynamo saturates
after about 70 and 140T for solenoidal and compressive forcing, respectively. The saturation level
is close to the thermal pressure in both cases. For compressive forcing the saturated magnetic
pressure is about 5% of the thermal pressure, while for solenoidal forcing it reaches 40% of the
thermal pressure. This preliminary numerical result indicates that the turbulent dynamo can
act as a very efficient way to amplify small initial magnetic fields to values that could potentially
affect the gas dynamics and the fragmentation of dense gas in the context of star formation.
However, given the long timescales (several tens of eddy turnover times) that are required to
reach the saturated state of the dynamo, it remains unclear whether the dynamo action can
indeed significantly alter the dynamics of a single population of molecular clouds. Molecular
clouds are not likely to survive for more than a few large-scale turnover times, because they
are dispersed by mechanical and radiative feedback within just a few turnover times (see, e.g.,
the discussion of molecular cloud timescales in Klessen et al., 2009). However, the presented-
day, galactic magnetic field may have been build up by the dynamo action over long timescales,
such that present-day star formation may be significantly affected by magnetic fields (see next
section).
The right panel of Figure 6.4 shows a zoomed-in version of the left panel of the same figure,
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focusing on the first 5 eddy turnover times. The most conspicuous part is the super-exponential
rise within the first turnover time. Some combination of compression and folding of the initially
weak field seems to lead to an extremely fast growth of the magnetic pressure. It is likely an
out-of-equilibrium process that leads to this enormous field amplification, since turbulence is not
yet fully established within the first turnover time. Although hard to quantify with statistical
methods, this phenomenon deserves further study.
6.2.5 Outflow-regulated star formation
The means by which kinetic energy is supplied to sustain the observed turbulent motions in
molecular clouds remains poorly understood. Although turbulence is likely driven on large scales
and with a significant amount of compressible energy as shown in this thesis, there is an ongoing
debate in the community about the importance of protostellar outflows and jets for driving
turbulent motions in star-forming molecular clouds. Protostellar objects drive high-speed jets
into the surrounding molecular cloud material, a process that may be capable of sustaining the
observed supersonic turbulence. Moreover, this would have a significant influence on subsequent
star formation occurring in the cloud. It was shown that single jets are insufficient to drive
supersonic turbulence (Banerjee et al., 2007). However, Cunningham et al. (2009) argue that
multiple jets in young stellar clusters can inject enough kinetic energy to sustain the level of
observed turbulence in the clouds. Nakamura & Li (2008), as well as Wang et al. (2010), even
go one step beyond that, and argue that star formation regulates itself by outflow feedback.
However, a serious limitation of those two numerical studies is that they used an artificial model
to inject jets and outflows with arbitrary power, and did not resolve the self-consistent formation
of jets from magnetohydrodynamic effects. Magnetic fields are likely important on scales of the
dense star-forming gas though, when they get twisted and amplified in a rotating gas disk around
the central protostar, thereby launching powerful bipolar jets and outflows along the rotation
axis. Although quite powerful, it is still controversial whether these jets can efficiently drive and
sustain the observed level of supersonic turbulent motions in interstellar star-forming clouds.
In Figure 6.5, I show a preliminary snapshot from an isolated collapse of a rotating cloud core
(D. Seifried et al., in preparation). This model includes a central sink particle to represent a
protostar in the center of the rotating disk. The sink particle is used to model the collapse and
mass growth during the gravitational collapse of the central dense object.
With the recent implementation of sink particles introduced in Chapter 5, we should be able to
test the scenario of outflow-regulated star formation in a self-consistent magnetohydrodynamical
simulation. The sink particle technique works in concert with the magnetohydrodynamic solver
and allows the formation of protostellar jets to be launched self-consistently from individual
sites of star formation. Although sink particles have been available for 15 years in smoothed
particle hydrodynamics (SPH) codes (sink particles were invented by Bate et al., 1995, for SPH),
it is only very recently that researchers have started to include the effects of magnetic fields
in star cluster formation simulations using SPH (e.g., Price & Bate, 2008). However, there is
one significant limitation of SPH studies that include magnetic fields: none of them was able to
produce a self-consistent jet or outflow during the collapse of a magnetized rotating disk so far.
This limitation is related to the SPH method used to model the magnetic field. Modelers have so
far not been successful to represent wound-up magnetic field configurations in SPH simulations
due to limitations of the magnetic field discretization in SPH (e.g., Price & Federrath, 2009;
Brandenburg, 2010; Price, 2010). The twisted, wound-up magnetic fields are however essential
for the self-consistent formation of a jet (e.g., Blandford & Payne, 1982; Pudritz & Norman,
1983; Shibata & Uchida, 1985, 1986; Contopoulos, 1995; Lynden-Bell, 2003; Duffin & Pudritz,
2009). With the sink particle module developed for FLASH, we hope to combine soon the
advantages of sink particles with the magnetohydrodynamic capabilities of grid codes to model
self-consistent feedback from jets and outflows, launched from individual protostellar disks in a
129
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Figure 6.5: Left: Perpendicular slice through the gas density of a rotating, star-forming disk (high-
density gas is shown in red, low-density gas in blue). At the evolutionary stage shown, two bipolar
outflows (velocity vectors are overlaid on the density slice) have formed and propagated roughly 5, 000AU
from the disk midplane. The disk has a diameter of about 1, 250AU, while the central sink particle has
a radius of 80AU (white circle in the center of the disk). Right: Shows the three-dimensional magnetic
field structure in the inner 800AU of the disk. The magnetic field lines are wound up strongly due to
the disk rotation, which leads to the launch of the bipolar outflows shown in the left image. Simulation
Credit: Daniel Seifried.
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