In this paper, we give a weakly stable algorithm to solve a block Toeplitz system of linear equations. If the \look-ahead" steps taken to compute the parameters of the inversion formula for the block Toeplitz matrix are small compared to the order n of the matrix, the algorithm requires O(n 2 ) oating point operations. The parameters of the inversion formula are interpreted and computed in a recursive way as solutions of certain interpolation problems given the formal Laurent series based on the data of the block Toeplitz matrix.
Introduction
In this paper, we look for the solution of a system of linear equations T m;n V m;n = Y m;n (1) where T m;n is a block Toeplitz coe cient matrix, i.e. the elements are equal along each block diagonal T m;n = t i?j ] j=0;1;:::;n?1 where the entries t i are p q real or complex matrices. Moreover, T m;n is square, i.e., pm = qn. The classical algorithms to solve (1) exploit the Toeplitz structure and require only O((pm) 2 ) operations, compared to O((pm) 3 ) for general linear systems. The ow of these methods is determined by the exact singularity of the square leading principal block submatrices of T m;n . They compute the solutions for successive nonsingular leading principal submatrices. However, in nite-precision arithmetic it turns out that also the leading principal submatrices which are nonsingular but ill-conditioned should be avoided. For scalar Toeplitz matrices, several of these look-ahead algorithms have been designed 8, 7, 10, 9, 19, 21, 20, 26, 12, 18] . Some of these are even superfast, i.e. requiring O(m log 2 m) operations 19, 21, 20] . Also for Hankel matrices, i.e. matrices having the same entries on each antidiagonal, such look-ahead schemes have been constructed 6, 11, 1] . Note that the Hankel case is simpler than the Toeplitz case because Hankel matrices are symmetric and when translating these problems into series, the Hankel problem can be translated using formal power series while for the Toeplitz case we need formal Laurent series. For the Hankel case, 6] gives the error analysis. As far as we know, such a detailed error analysis was not done for the look-ahead procedures to solve the (scalar) Toeplitz problem. In this paper, we want to design a look-ahead algorithm solving the block Toeplitz system (1) and motivate the look-ahead strategy by the results of a detailed error analysis. In 14], a look-ahead Schur algorithm is designed for Hermitian block Toeplitz matrices. Several high performance algorithms for Toeplitz and block Toeplitz matrices are described in 13] including 2 lookahead Schur algorithms for symmetric inde nite block Toeplitz matrices.
A totally di erent recent approach to solve Toeplitz systems is based on several possible transformations into a generalized Cauchy matrix. Such a generalized Cauchy matrix can be factorized using pivoting without destroying the structure. Hence, without using look-ahead the Cauchy system can be solved and the solution can be transformed back to the solution of the Toeplitz system. We refer the interested reader to 15, 27, 23, 24, 25, 25, 13] and the references therein.
In 4, 2, 3], Cabay et al. give the error analysis for a \look-ahead" algorithm computing multi-dimensional Pad e systems and inverting generalized Sylvester matrices. In a similar way, we want to give the error analysis for the inversion of block Toeplitz matrices and the solution of the related interpolation problems. I.e., we follow the same path of reasoning as in 4, 2, 3] , but the content will be adapted to block Toeplitz instead of generalized Sylvester matrices. This change of content turns out to be nontrivial, especially for nding the corresponding interpolation problems and the updating formulas for the parameters of the inversion formula of the block Toeplitz matrix. The nontrivial part of the adaptation of the results of 4, 2, 3] is described in this paper, while we only mention the main results for the trivial part and refer for the details to our report 28]. To get a similar ow of the error analysis as in 4, 2, 3], we derive the \look-ahead" algorithm in a speci c way. Other implementations of the updating formulas are possible leading to another error analysis. In 5] a FORTRAN implementation of the algorithm designed in 4, 3] is described and the results of numerical experiments are given.
Section 2 shows the inversion formula which we will use for a block Toeplitz matrix. Section 3 shows how the parameters of this inversion formula can be interpreted as solutions of a right and a left or dual homogeneous interpolation problem. A so-called basis matrix (some authors also use the term generating system) allows to represent all solutions of each interpolation problem in a compact way. In Section 4, we develop an updating procedure for this basis matrix. In the error analysis, we need a connection between the basis matrices of the original and the dual interpolation problem. This duality is given for so-called extended basis matrices in Section 5. Hence, instead of working with the original basis matrices, we derive in Section 7 an updating algorithm for these extended basis matrices. This updating algorithm uses norms which are de ned in Section 6. Based on the computed inversion parameters, Section 9 gives formulas for the inverse of the block Toeplitz matrix. Section 10 shows that the \look-ahead" algorithm computes the basis matrix in a weakly stable way. In Section 11, we indicate that using the inversion formula to compute the solution of a block Toeplitz system of linear equations is weakly stable. Section 12 gives some experimental results. The look-ahead strategy requires the user to input a threshold value. In Section 13, we design another look-ahead strategy where the user has only to give the maximum size of the look-ahead step taken. The experimental results, however, are less accurate than the results given by Freund and Zha in 10] for scalar Toeplitz matrices. It turns out that using the inversion formula leads to this loss of accuracy. Therefore, we constructed the updating formula of Section 14 for the solution of the block Toeplitz system of linear equations. In Section 15, we re ne the look-ahead strategy to get experimental results which are now comparable to those of Freund and Zha for scalar matrices. We derive even better results when applying one step of iterative re nement using the inversion formula as was done in 21]. We also apply the procedure to 100 block Toeplitz matrices generating acceptable results and indicating that this last look-ahead procedure together with the recursive updating of the solution or using iterative re nement is weakly stable. However, in some rare cases there is some greater loss of accuracy. For the moment, the mechanism behind this is not clear. In Section 16, we give the main result of the error analysis for the recursive updating formula. We tried to incorporate this result into another look-ahead criterion not only taking into account the error in computing the basis matrices but also the error in using the recursive updating. In some cases this gives a better result, but generally the result is a little bit worse than the look-ahead criterion of Section 15.
Inversion formula
In this section, we give an inversion formula for a block Toeplitz matrix. The parameters of this inversion formula will be interpreted as solutions of certain interpolation problems in Section 3. We repeat the result of Gohberg Similarly, for k l, U (k;l) (g 0 ; g 1 ; : : :; g k?1 ) = L (l;k) (g T 0 ; g T 1 ; : : :; g T k?1 ) T and for k l, U (k;l) (g 0 ; g 1 ; : : :; g l?1 ) = L (l;k) (g T 0 ; g T 1 ; : : :; g T l?1 ) T . Proof. This theorem can be obtained as a special result of Theorem 18 when the computations are considered to be done with in nite precision, i.e. V III = 0. Note that for the scalar case, i.e., when p = q = 1, it follows that m = n, x j = u j and z j = w j for j = 0; 1; : : :; n ? 1.
The couple = (m; n) with m and n natural numbers is called a normal point if mp = nq and if the corresponding (square) block Toeplitz matrix T m;n is nonsingular. In the next section, we show that the parameters x i ; z i of the inversion formula are connected to a right interpolation problem in such a normal point = (m; n) while the parameters u i ; w i are connected to a left interpolation problem. 
and the degree condition deg q .
Note that if m + n ?
0 the interpolation condition is trivially satis ed. In this section, we shall prove that for a given each element of S R; can be written in a unique way as a linear polynomial combination of the columns of two matrix polynomials. Therefore, we need the following lemma.
Lemma 3. The block Toeplitz matrix T m;n is nonsingular i all nontrivial solutions of S R;n have a nonzero highest degree coe cient.
Proof. The vector q of coe cients of a nontrivial solution q(z) of S R;n having degree < n should satisfy the set of linear homogeneous equations: T m;n q = 0. Hence, such a nontrivial q(z) exists i T m;n is singular. Proof. The proof is by induction on . It is clear that the only element of S R; for < n is the zero vector polynomial. For = n, the columns of Z(z) are elements of S R; . Because its highest degree coe cients are the columns of I q , hence linearly independent, any element q(z) of S R; can be written in a unique way as q(z) = Z(z)q z + q 0 (z) with deg q z 0 (hence, q z is constant) and deg q 0 < n. However, because q 0 2 S R;n having degree deg q 0 < n, q 0 = 0 follows from Lemma 3. This proves the theorem for = n. Suppose the theorem is true for < m + n. Because T(z) matrices, is also a basis matrix. In Section 7, the diagonal matrix ? R will be used to scale each column of B R (z) in a speci c way. In the sequel, we shall work with this scaled basis matrix and denote it with B R = X Z]. This means that the ? x and ? z are incorporated in X and Z. If we need the normalized basis matrix, we shall mention it explicitly. Similarto De nition 2, we de ne the left homogeneous interpolation problem as follows. Note that when p = q = 1, X(z) = U(z) and Z(z) = W(z).
Updating procedure
In the previous section, we kept the indices m and n xed. In this section, we consider all possible normal points ( ) = (m ( ) ; n ( ) ), = 0; 1; 2; : ::, i.e., such that the (nested) block Toeplitz matrices T m ( ) ;n ( ) based on the data t i 2 R p q are square and nonsingular. Recall that T m;n is square i pm = qn. If = (m; n) is a normal point and 0 = (m 0 ; n 0 ) is one of the subsequent normal points, we shall describe rst how we can update the right basis matrix B R for to a right basis matrix for 0 by constructing a polynomial matrixB R (z) such that
From (2) we get for the (scaled) basis matrix 
is a right basis matrix for 0 .
Proof. Let S R; and S 0 R; denote the set S R; in the point = (m; n) and 0 = (m 0 ; n 0 ) respectively and let B R (z) = X(z) Z(z)]. All elements q(z) of S 0 R;n 0 S R;n 0 having degree < n 0 can be written in a unique way as 
is a left basis matrix B 0 L (z) for the normal point 0 . Proof. The proof is similar to the proof of Theorem 7. The previous theorem leads to an updating procedure for left basis matrices similar to the one for right basis matrices.
Duality
To compute the parameters X; Z; U; W of the inversion formula for a block Toeplitz matrix, we will design Algorithm 16. Because the error analysis of this algorithm is similar to the analysis for generalized Sylvester matrices Similar de nitions could be given for the (?)-series but we do not need them in the sequel. Note that in 4], the basis matrices are already \ex-tended", i.e. are square in a natural way. Here, we have to introduce the (+)-series in a rather arti cial way to make the resulting basis matrix square. Before we give the next lemma, we need the de nition of the projection operator. 
Norms
Before we give the updating procedure for the extended basis matrix, we give the de nitions of the norms that will be used in the error analysis of Section 8. We will assume that all the series considered have only a nite number of nonzero coe cients. This is no limitation for practical applications where we can assume that all coe cients of T(z) not appearing in the block Toeplitz matrix T M;N are zero. So, we can de ne a norm for polynomials, polynomial vectors and matrices as well as for series. The It is easy to prove that for two elements A 1 and A 2 of R(z) p q : kA 1 A 2 k kA 1 k kA 2 k, kA 1 k pkA T 1 k and kA T 1 k qkA 1 k. Note that in 4] di erent norms are used for polynomials and series. This makes the proofs harder to read but the advantage is that no assumption has to be made concerning the number of nonzero coe cients of a series.
Updating procedure for the extended basis matrix
We shall now give an updating procedure for the ENBMs B is scaled such that max kT(z)k; kT(z) T k 1. This can be done by rst scaling the columns of T(z) such that they get a norm equal to one and then scaling the rows of T(z) having a norm greater than one in the same way. The downscaling of the rows will not increase the norms of the columns. The diagonal matrices ? ( ) L and ? ( ) R are chosen such that kB
The error analysis will show that the quantity
gives a measure for the stability of the point ( ) = (m ( ) ; n ( ) ) (see Theorem 19). This quantity is compared to a user-supplied tolerance value . If ( ) , we say that the point ( ) is stable. The nal value for m 0 in the algorithm is M. The variable choice indicates at each step whether the solution was accepted or not, based on the comparison between ( ) and . It also indicates whether the extended basis matrices are computed using (part of) the given (square) block Toeplitz matrix T M;N (separated = false) or using the updating formulas (separated = true). Thus choice has the following meaning Thus if choice 0, the solution is rejected for the updating scheme (lookahead step) and if choice > 0, the solution is accepted for updating. The value of choice will be plotted in Section 12 when showing some experimental results. To construct the matrix S ( ) (similarly for H ( ) = H ( ) ; ( +1) ) the entries needed from the (+)-series can be directly taken from the ENBM B ( ) R . As part of this ENBM, the (+)-series are updated completely in each step. Hence, this part of the algorithm could be called Schur-type. On the other hand during each step only the entries of the (?)-series needed in the matrix S ( ) are computed by inner products using (11) . This is of Levinson-type. It is clear that several combinations are possible. However, to be able to follow a similar error analysis as in 4, 2, 3], we have chosen for a Schur-type update of the (+)-series and a Levinson-type computation to derive part of the (?)-series in each step. 
L (z) (using Def. 10, (11) and Th. 1) stable (1) if stable then (6) endif If the order of the block Toeplitz matrices T m 0 ;n 0 and of the matrices S ( ) and H ( ) are small during the algorithm, this algorithm requires O((pM) 2 ) oating point operations. Hence, this algorithm is an order of magnitude faster than using the classical algorithms to compute the nal basis matrix from the block Toeplitz system of equations of order pM without taking into account the special structure. Hence, Algorithm 16 can be called fast. In the literature, there have appeared also so-called superfast algorithms. However, the stability of these algorithms is still an open question.
Error analysis
Because the error analysis is similar to the one presented in 4, 2, 3], we only give the nal result here and refer the interested reader to 28] for the details. Here, IV;L (z) denotes the left block of IV (z) ( 
Stability
In this section, we investigate how accurately the scaled right basis matrix is computed. In the sequel, we will drop the index ( ), i. (19) with de ned by (13) and Hence, if we allow in Algorithm 16 only those points ( ) = (m ( ) ; n ( ) ) where the ( ) value is smaller than a tolerance value (stable points), the conditions of Theorem 19 will be satis ed. Hence, the right basis matrices will be accurately computed. It turns out that under the conditions of the previous theorem, the 1-norm condition number of T m ( ) ;n ( ) is bounded by 2 ( ) (p + q). So, algorithm 16 is a weakly stable algorithm to compute the right basis matrices in the stable points.
The solution of a block Toeplitz system
In this section, we investigate the nal error by using the approximation M = M m;n given by (18) Example 21. In Figure 1 , we show the in uence of the threshold parameter . We take M = 60, N = 90, p = 3 and q = 2. If we set V E;m;n = 1; 1; : ::; 1] T , the plot error gives for each step ? log 10 (kV m;n ? V E;m;n k 1 = kV m;n k 1 ) where V m;n is computed by using the inversion formula. Also log 10 ( ) and choice appearing in Algorithm 16 are plotted as well as the log 10 of the (2-norm) condition number of T m;n . Note the big loss of accuracy corresponding to the 15th block leading principal submatrix which is ill-conditioned. When the threshold parameter is lowered, we avoid these bad intermediate results. In this case, the plots of and the condition Example 22. Figure 2 shows the in uence of the threshold parameter for an example with M = N = 50, p = q = 1 where the 25th leading principal submatrix is ill-conditioned. Note that in this scalar case, X(z) = U(z) and Z(z) = W(z).
Numerical results using another look-ahead criterion
The problem with the look-ahead scheme used in Algorithm 16 is that the user has to choose the threshold value . The choice of this determines where and how big the look-ahead steps are taken. There is no limit on the size of these look-ahead steps. In this section, we want to develop a more sophisticated look-ahead criterion inspired by the one given by Chan and Hansen in 7, 8] . The user gives h max which is the maximal length of a look-ahead step. During the algorithm is compared to a reference value . This reference value is initialized as the minimal -value of the rst h max steps. The point where this minimum occurs is the rst look-ahead step. From then on, we look for the rst step with < 2 within the next h max steps. The algorithm runs more e ciently as long as the steps taken are smaller. Normally, one expects steps of length 1 except if the -values are not comparable to within the next h max steps. If 2 for all these steps, we take the step with the smallest as the next look-ahead step and set equal to this smallest value.
Example 23. Figure 3 shows the e ect of taking another value for h max . We have taken 100 scalar Toeplitz matrices of size 64 64 to compare with the results of Example 1 of 10]. The Toeplitz matrices have at least one principal submatrix which is very ill-conditioned. Figure 3 shows a histogram for the relative error of the solution for h max = 2 and h max = 5. We see that our results ar spread over a large range, for h max = 2 between ?13 and ?1, for h max = 5 between ?13 and ?6 compared to the results of 10] which are between ?14 and ?10. The range will become much smaller by re ning our look-ahead criterion in Section 15. Also, compared to 10], the smallest relative errors obtained are still a factor 100 bigger! We investigated where this loss of accuracy came from. Figure 4 shows the relative error for the computed solution using the inversion formula (full line), while the dashed line indicates the relative error between B R (z) computed by the look-ahead procedure and B R;E (z) computed using (2) (h max = 2). In the left gure, the elements of the Toeplitz matrix were taken as random numbers uniformly distributed in (0; 1) (as we always did up till now) while on the right-hand side, from (?1; 1). Note that the di erence between the relative errors for B R (z) and V (z) is smaller for the (?1; 1) case than for the (0; 1) case. Hence, we concentrated on the (0; 1) case. It turned out that applying the inversion formula led to the loss of two decimal digits. If we use the notation In the next section, another method is given to compute the solution of a block Toeplitz system without using the inversion formula while in Section 15 the look-ahead criterion is re ned. These two enhancements will lead to results comparable to those of Example 1 in 10]. We get even better results applying one step of iterative re nement using the inversion formula. Iterative improvement or iterative re nement is explained in 17, p. 126-127]. The stability of inversion formulas for scalar Toeplitz matrices is studied in 22]. Note that for a normal point, the solution always exists and is unique. We construct now the updating formulas to go from the solution V (z) at the normal point = (m; n) to the solution V 0 (z) at the normal point 0 = (m 0 ; n 0 ). Let us try to nd the polynomial vectors E(z) 2 R z] p 1 and F(z) 2 R z] q 1 such that
Because the degree of V 0 (z) should be smaller than n 0 , we limit the degrees of E(z) and F(z), i.e. deg E(z) < n and deg F(z) < n with n = n 0 ? n. Instead of comparing with a xed threshold , like we did in Algorithm 16, we compared with a value which was adapted during the execution of the algorithm. However, the value could only increase. This led in some cases to bad results. Therefore, if we nd within the next h max steps a which satis es < 2 , we set the new value of equal to this if < .
Example 25. If we take hundred 64 64 scalar Toeplitz matrices with elements randomly distributed within (?1; +1) and at least one of the principal submatrices is ill-conditioned, Figure 5 shows the e ect of using the new look-ahead criterion and the updating formula (21) on the histogram of the relative errors for two di erent values of h max , 2 and 5. Figure 6 compares the old look-ahead criterion (dashed line) with the new one (full line) plotting the ? log 10 of the relative errors for the two values of h max , 2 and 5. Figure 7 plots the ? log 10 of the relative errors using the updating formula (21) (full line) compared to using the inversion formula (dashed line) and one step of iterative re nement (dash-dotted line) for h max = 2.
Example 26. If we take hundred 210 210 block Toeplitz matrices T M;N with p = 2, q = 3, M = 105 and N = 70 with elements randomly distributed within (?1; +1) and at least one of the principal block-submatrices is ill-conditioned, Figure 8 shows the e ect on the histogram of the relative errors when using the new look-ahead criterion and the updating for- mula (21) . Figure 9 compares the old and the new look-ahead criterion. Figure 10 plots the ? log 10 of the relative errors using the updating formula (21) (dash-dotted line) compared to using the inversion formula (dashed line) and two steps of iterative re nement (full line) for h max = 5. Note that if a look-ahead step of size h max = 5 is taken, the S ; 0 matrix is 30 30. For one of the matrices the log 10 (relative error) using the updating formula is between ?6 and ?4. Figure 11 shows ? log 10 (relative error) of B R (z) and V (z) and the log 10 of the condition number of the corresponding principal submatrix in each of the normal points taken as look-ahead steps. This example shows that the look-ahead criterion does not always give satisfying results. Moreover, in the right part of Figure 12 , we show that the relative error for the basis matrix (dash-dotted line) and the relative error for the computed solution (full line) of the block Toeplitz system of equations can have a di erent behaviour. These cases are rare. In the left part of Figure 12 we show the typical behaviour. For both examples p = q = 1, M = N = 64, h max = 5 and the elements are uniformly random in (0; 1). Note that till now we have not taken into account the error analysis for the updating of the solution V (z) in the look-ahead strategy. This will be done in the next section.
Example 27. To measure the computational complexity, Figure 13 shows the number of multiplications of Gaussian elimination with backsubstitution relative to the number of multiplications of the look-ahead method with one (or two steps) of iterative re nement. We get the same qualitative results when also taking into account the number of additions. In the left part of the gure, p = q = 1, h max = 2 and M = N varies from Proof. See Theorem 17.5 of 28]. Looking at the upper bound for the error Y ( +1) (z) we see that this error is additive over the di erent steps. The norm kEF(z)k appears in several of the terms of the upper bound. We tried to design a look-ahead strategy in which the magnitude of kEF ( ) (z)k is compared to the magnitude of kY ( +1) (z)k. For some single cases this gives an improvement. In general the results are a little bit worse than when using just the look-ahead criterion based on the 's.
Example 29. We take the 100 matrices of Example 25 and h max = 5 together with the new look-ahead criterion. Figure 14 should be compared to the right part of Figure 5 .
Conclusion
In this paper, we have designed an algorithm for computing basis matrices for certain left and right interpolation problems where the data come from a block Toeplitz matrix. This algorithm is weakly stable and e cient. We have shown that the use of the inversion formula gives results which in almost all cases are not as good as using an updating formula for the solution of the block Toeplitz system of linear equations. However, one (or two) steps of iterative re nement using the inversion formula gives better accuracy than the updating formula. Hence, the best choice is to use the updating formula to compute an initial guess of the solution which is usually better than using the inversion formula and then execute one (or more) steps of iterative re nement using the inversion formula. This leads to an e cient and weakly stable method for solving a block-Toeplitz system of linear equations. However, we have given examples for which the method does not work that well. It is not clear for the moment where the look-ahead strategy fails in these rare cases.
We could have given another implementation by updating in each step besides the whole (+)-residual series also the whole (?)-residual series. In the implementation we developed in this paper, we only computed that part of the (?)-series needed to construct the S ; 0 matrix.
