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Most chemical reactions relevant for life occur in the presence of liquid water, where the rearrangement
of its hydrogen bonding network plays an important role. 2D-Raman-THz spectroscopy is a novel
spectroscopic technique, which can directly probe the intermolecular dynamics of this hydrogen bonding
network [Proc. Natl. Acad. Sci. USA 110, 20402 (2013)]. However, being a relatively new technique,
its information content is not fully explored as to date.
Our journey started with the goal to develop a force field, which can quantitatively reproduce the
experimental 2D-Raman-THz spectrum of liquid water. From such a force field, one could potentially
understand the signal to full extent by detailed analysis of molecular dynamics trajectories. The starting
point was TL4P – a polarizable force field, which was developed on the basis of mixed quantum-
mechanical and empirical methods [J. Phys. Chem. B 117 , 9486 (2013)]. The dipole moment and
polarizability surfaces of this force field were systematically modified in order to improve agreement
with experimental THz absorption and Raman spectra. Namely, addition of intermolecular charge
transfer increased the intensity of the hydrogen bond stretching mode in the THz absorption spectrum,
whereas anisotropic molecular polarizability introduced the libration band in the Raman spectrum.
We hypothesized that these corrections should also improve the 2D-Raman-THz signal. It was however
found that the changes to the force field affect the signal in unpredicted ways. This unexpected behaviour
is likely due to a process, in which intermolecular oscillations couple to diffusive motion.
Investigation of amorphous ice can give further insight into the origin of the 2D-Raman-THz signal
of water, as it is structurally similar to liquid water, but follows simpler dynamics. Simulation of
amorphous ice yields 2D-Raman-THz responses, which not only lack the diffusion signal, but also
consist of well-separated, narrow features.
This motivated the interpretation of 2D-Raman-THz spectra from a completely different perspective,
namely by using simple model systems based on harmonic oscillators. This allows for an intuitive
description of spectral features based on energy level diagrams. It turns out that the signal of a truly
harmonic system vanishes due to its strict selection rules, and the 2D-Raman-THz signal arises from
anharmonicities, as well as from mode interactions. This simple model system was then extended
to describe condensed phase systems and was finally applied for fitting the simulated amorphous ice
responses. In this way, all spectral features produced by amorphous ice could be assigned to underlying
microscopic processes. This detailed analysis suggests, that anharmonic couplings in-between hydrogen
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Due to its ability to form a network of directional
hydrogen bonds, water is a highly complex liquid.
Rearrangement of the hydrogen bonding network,
which is an essential part for aqueous solvation, is
by itself a complicated process which involves op-
posing energetic and entropic driving forces being
in a sensitive balance. Most chemical processes rel-
evant for biology take place in water, where the
role of water molecules is undeniably essential,1
and water molecules can actively take part in bio-
molecular reactions. In-depth understanding of the
solvent is crucial for the correct prediction of re-
action pathways, as well as a variety of solvation
effects (e.g. hydrophobic binding and Hoffmeister
series). Even on its own, the behaviour of bulk
water is quite puzzling, showing many anomalies
compared to other liquids.2–4
1.1 Water Anomalies
Upon heating, most liquids expand in a monotonic
fashion between freezing and boiling point. At
the same time, they get more compressible. At
higher pressure, the mobility of individual atoms
is reduced due to confinement, which reflects in a
smaller diffusion coefficient. For all of these prop-
erties water actually follows opposite trends at low
temperature. Temperature dependent density is
one of the first reported anomalous properties of
water. The fact that ice floats on liquid water is
by itself quite remarkable. Not only does water
expand upon freezing, but already as it is cooled
below 4◦C (Figure 1.1a). Furthermore, water be-
comes more compressible upon cooling8 (Figure
1.1c) , and the diffusion coefficient increases at high
pressure10 or upon confinement.11 These are just
some of many examples where water shows extraor-
dinary behaviour.
In search of possible explanations for these
anomalies, many different theories have been devel-
oped. For the correct description of turning points





















































Figure 1.1: Thermodynamic properties of water,
which show anomalous temperature dependence. a)
Temperature dependent density, which shows a max-
imum at 4◦C.5 b) Thermal expansion coefficient6,7
c) Isothermal compressibility,8 and d) heat capacity,9
which seem to diverge toward a temperature of -45◦C
(red line),
a) b)
Figure 1.2: Illustration of local structure of a) low
density and b) high density liquid water. Each red
circle represents a water molecule.
1
2 CHAPTER 1. INTRODUCTION
water is assumed to be a mixture of at least two
components. This raises questions about struc-
ture and dynamics of these components. Devel-
opment of X-ray crystallography allowed to eluci-
date the crystal structure of ice.12 In hexagonal
ice, the molecules are arranged in a spacious tetra-
hedral structure. This explains the low density of
hexagonal ice compared to liquid water. The ten-
dency to form tetrahedral structures is an intrin-
sic property of water molecules. Based on this,
one can speculate about local structure of liquid
water. Water is assumed to be a mixture of low-
density ice-like structures (Figure 1.2 a) and less
ordered, high-density structures (Figure 1.2 b). Us-
ing this mixture model, the density curve is ex-
plained as follows: At low temperature, low den-
sity liquid is prevalent due to its stability. Upon
heating, the ice-like structures collapse to a less or-
dered high-density liquid structure due to entropic
effects. This is counteracted by the normal thermal
expansion of both components. These two oppos-
ing effects produce a maximum in the temperature-
dependent density.
A further breakthrough in the study of water
anomalies was the measurement of thermodynamic
properties in the supercooled regime below 0◦C,6
where the anomalies become more pronounced.
Approaching a temperature of -45◦C, various prop-
erties, such as the thermal expansion coefficient αP
(Figure 1b), isothermal compressibility κT (Figure
1c) and heat capacity Cp (Figure 1d) even seem
to diverge. The question arises, what happens at
this critical temperature. Different descriptions of
water thereby predict different behaviour at this
temperature.
In search of a unifying description of liquid
water, three main hypotheses crystallized. The
stability limit hypothesis13 states that the spin-
odal line (line in the phase diagram, within which
water can exist in its liquid state) is connected
between the superheated and supercooled region
over negative pressure region in the phase diagram
(where water is stretched). Approaching this spin-
odal would lead to the divergence of thermody-
namic properties. On the other hand, the percola-
tion model ,14,15 which categorizes water molecules
based on their connectivity, would rather predict a
singularity free case. Despite hydrogen bonds be-
ing formed randomly (with a constant probability
p), there is a spacial correlation between different
types of water molecules (i.e. a four-fold coordi-
nated species cannot be adjacent to a non-bonded
species). Finally, the discovery of multiple glassy
states of water (low density and high density amor-
phous ice) led to the hypothesis of liquid to liquid
phase transition below a critical temperature.16
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Figure 1.3: a) Spectral ranges covered by mi-
crowave (MW), terahertz (THz), and infrared (IR)
spectroscopy. b) Vibrational absorption spectrum of
liquid water (Ref. 21). The nuclear motion behind the
different absorption modes is illustrated by arrows on
the atoms. c) In Raman spectroscopy, the same modes
are observed with different intensities (Ref. 22).
The temperature where one can directly distin-
guish the three cases is hardly accessible by ex-
periment. Therefore, little experimental evidence
exists for either hypothesis. Recent experiments17
and simulations18 support the presence of a liq-
uid to liquid phase transition. Still, many question
about the structure and dynamics of high density
and low density liquid remain unanswered. The
commonly accepted picture is that water molecules
are on average tetrahedrally coordinated, with fast
switching of hydrogen bonds. However, this pic-
ture is challenged by experimental19 and theoret-
ical work,20 which states that water is on average
two-fold coordinated. In this picture, chains of wa-




Infrared (IR) spectroscopy of water directly ob-
serves the vibrational motion of its molecules (Fig-
ure 1.3 b). The main features in the water spec-
trum are the 3400 cm−1 band, which originates
from symmetric and antisymmetric OH stretch-
1.2. VIBRATIONAL SPECTROSCOPY OF WATER 3
ing modes, as well as a band around 1650 cm−1,
where bending modes appear. At frequencies below
1000 cm−1, far IR and THz spectroscopy directly
observe motions of the hydrogen bonding network.
The THz spectrum of water contains three main
features. Centered at 600 cm−1, a broad feature
of librations (hindered rotations) is present. A
smaller band at 200 cm−1 is indicative of hydrogen
bond stretching modes. Moreover, hydrogen bond
bending modes are visible as a faint shoulder at
50 cm−1. The local vibrational motions for the re-
spective modes are illustrated in Figure 1.3 b (Keep
in mind that these motions are realistically delo-
calized over several coordination shells23). At fre-
quencies below 10 cm−1, dielectric relaxation spec-
troscopy is able to observe relaxation processes. A
maximum at 3.57 cm−1 indicates a relaxation time
of 9.3 ps.24–26 The presence of a second, faster re-
laxation process is speculated to originate from un-
bound water molecules. The same processes can
be observed in Raman spectroscopy (Figure 1.3 c)
where the same bands appear, but with different
intensities.
The condensed phase spectral features are
broadened due to the structure and dynamics of
the local hydrogen bonding environment. If a wa-
ter molecule is involved in hydrogen bonding, its
intra-molecular bonds are weakened, which reduces
the frequency of the OH stretching vibrations. The
amount of red-shift is hereby related to the number
of hydrogen bonds, and their respective strength.
Therefore, the rich structure of the OH stretching
mode directly reflects the complexity of the hydro-
gen bonding network (Figure 1.4, black line). In a
more detailed analysis of the OH stretching mode,
one could decompose the band into different Gaus-
sian contributions, which each can be assigned to
different local structures (Figure 1.4). Although
this assignment is oversimplified (e.g. the OH
stretching band contains both symmetric and anti-
symmetric contributions) it illustrates the struc-
tural information, which is potentially accessible
in IR spectroscopy. The highly dynamic nature of
liquid water reduces the structural resolution which
can be obtained.
The structural and dynamic information about
liquid water is hidden in the spectral line shapes.
A spectral feature has a certain width, represent-
ing the range of frequencies which can be explored
by an oscillator due to varying environment. De-
pending on the dynamics of the environment, we
distinguish two limits. In inhomogeneous broad-
ening, the frequency fluctuations are slow relative
to the timescales of the experiment. In this case,
one observes a distribution of oscillators which are

































Figure 1.4: OH stretching band of the Raman spec-
trum and the decomposition into Gaussian contribu-
tions (adapted from ref. 27). The different sub-bands













Figure 1.5: Broadening Mechanisms in 1D and 2D
spectroscopy. Frequency fluctuations of three selected
oscillators (orange, green, and red) during the waiting
time T is illustrated as arrows in the same colors. a)
Inhomogeneous and b) homogeneous broadening in 1D.
c) Inhomogeneous and d) homogeneous broadening in
2D spectroscopy.
frequency fluctuations are fast compared to the ex-
perimental timescales, one speaks of homogeneous
broadening (Figure 1.5 b). In this case, the differ-
ent oscillators can interconvert so fast that they be-
come indistinguishable. In 1D spectroscopy, these
scenarios lead to very similar line shapes.
1.2.2 2D spectroscopy
In 2D IR spectroscopy, the oscillation frequency of
the system is interrogated twice, therefore reveal-
ing additional information abut the structural dy-
namics of the system.28,29 With a first laser pulse,
one can selectively excite a sub-ensemble of oscil-
lators at a given frequency ω1 (this sub-ensemble




















Figure 1.6: a) Two uncoupled modes lead to a c)
set of two diagonal peaks in the 2D spectrum. b) On
the other hand, two interacting modes lead to d) cross
peaks in the 2D spectrum, which appear beside the
diagonal peaks.
presumably has a distinct hydrogen bonding envi-
ronment, such as illustrated in Figure 1.4). At a
later time T , the frequency of this sub-ensemble is
probed again. Since the environment can undergo
fluctuations during this time, the frequency of the
excited sub-ensemble randomizes to a certain ex-
tent. If the environment is quasi-static during T
(inhomogeneous limit), the 2D spectrum will re-
veal a correlated peak (Figure 1.5 c). On the other
hand, if the environment can fully rearrange dur-
ing T (homogeneous limit), the frequencies fully
randomize, which leads to an uncorrelated peak in
the 2D spectrum (Figure 1.5 d). In that way, 2D
spectroscopy can conclusively distinguish between
homogeneous and inhomogeneous broadening.
Several examples exist, where the OH stretching
mode is examined by 2D-IR spectroscopy in order
to address assignment of sub-features within this
band.30–36 These experiments examine a mixtures
of HOD and D2O rather than pure H2O in order
to decouple the OH vibration from the other vi-
brations. In this case, the OH bond can be used
as a local probe of the environment. Using differ-
ent polarization geometries, one can furthermore
separate rotational from structural dynamics dur-
ing population time T . These methods see faster
timescales for the high frequency portions of the
OH stretching band. Similar experiments have
been performed on the bending mode of water.37
As a further advantage, 2D IR spectroscopy is
sensitive to the coupling between modes. Interac-
tion of oscillators produce cross peaks in the 2D
spectrum (Figure 1.6 d versus c). In the context of













Figure 1.7: Pulse sequences for measuring 2D spectra
in the THz range. The red pulses represent the THz
fields, and the blue Gaussians show the envelopes of
the Raman pulses. Green lines are the detected signal
(Which can be either a low-frequency THz field, or a
high frequency field in the Raman case). a) 2D-THz
equivalent to 2D-IR, b) Raman-Echo, c) 2D-Raman
spectroscopy. The two sequences d) RTT, and e) TRT,
which constitute 2D-Raman-THz spectroscopy, and the
complementary f ) TTR sequence.
tion between intramolecular stretching and bend-
ing modes.38–40
1.2.3 2D Spectroscopy in THz
Range
THz spectroscopy directly probes motion of the
hydrogen bonding network. The bands in the
THz spectrum are strongly overlapping, which ren-
ders the assignment of different sub-bands difficult.
Spreading out the THz spectrum into two dimen-
sions can potentially increase the resolution, which
would simplify the assignment of sub-bands. More-
over, 2D spectroscopy in THz range potentially
brings along information about the inhomogeneity
of the hydrogen bonding network in liquid water
(Figure 1.5),41 as well as the coupling between in-
termolecular modes (Figure 1.6).
The most obvious approach to measure 2D spec-
tra in THz range would be to take the same
approaches already established in 2D IR spec-








Figure 1.8: The pathways which are responsible for
the echo signal in a) third order perturbation theory,
and b) second order perturbation theory. Due to the
missing interaction in second order perturbation the-
ory, one of the interactions needs to induce a two-
quantum transition.
troscopy, but replacing the IR pulses with THz
pulses. In this 2D-THz experiment, the system is
excited by three THz pulses (Figure 1.7 a). The
first two pulses are separated by time t1. After
a waiting time T , the system is perturbed by an
additional THz pulse. The emitted signal, which
is third order in the THz field, can be detected
at time t2 after the last pulse. This experiment
can also be performed in a simplified pump-probe
geometry, where the second and third interaction
are caused by the same laser pulse (and therefore
T = 0). THz technology is yet in its infancy,42
and it is still a technical challenge to produce the
short THz pulses which are necessary for 2D-THz
spectroscopy. Due to the low power of available
THz pulses, 2D-THz spectroscopy has only been
applied to a few selected systems, which have large
transition dipole moments.43–48
Even before the emergence of THz technology,
low frequency vibrations could be observed by non-
resonant interaction with light. In Raman spec-
troscopy, the incident non-resonant light can excite
vibrational states of the system. The frequency
of the scattered light is thereby modified in order
to conserve energy. In this way, the vibrational
energies are imprinted in the frequency shifts of
the scattered light.49 With the help of short non-
resonant laser pulses, the same nuclear dynamics
can be observed in time-domain (as the optical
Kerr effect).50–57 In this approach, the system is
perturbed by a non-resonant laser pulse. The so
induced nuclear dynamics can be recorded in time-
domain by a probe-pulse. Additional non-resonant
pulses can be used in order to record 2D spec-
tra. The non-resonant equivalent to 2D-IR spec-
troscopy is the Raman-Echo experiment (Figure
1.7 b). If all three interactions are replaced by
non-resonant interactions, the resulting response is
7th order in the electric field. As such, it yields a
very small signal.58–60 Application to liquid water
is further hindered due to its small Raman cross-
section.
The idea of performing multidimensional Raman
spectroscopy in order to investigate the inhomo-
geneity of liquids has been elaborated by Y. Tan-
imura and S. Mukamel. In their work, they pro-
posed the 5th order 2D-Raman spectroscopy (Fig-
ure 1.7 c).61 Compared to the previously men-
tioned 2D methods, 2D-Raman spectroscopy has
one interaction less. Therefore, the physical back-
ground behind the signal is slightly different (Fig-
ure 1.8 b versus a). This promising method at-
tracted much interest from both experimental,62–67
as well as from theoretical side.68–76 It has been
found that the signal is dominated by cascading
third order signals, which obscure the view on the
higher order dynamics. Consequently, much ef-
fort went into the elimination of these artefacts.
Due to these technical difficulties, 2D-Raman spec-
troscopy has not been applied to water with its
relatively low Raman activity.
Hybrid 2D-Raman-THz spectroscopy has been
proposed as an alternative method, which prevents
these unwanted cascades. In this method, the sys-
tem is perturbed once with a resonant THz pulse,
and once with a non-resonant pulse, separated by
a time t1. The emitted THz field is then recorded
after time t2 (Figure 1.7 d and e). The resulting
signal is third order in electric field. Because it has
only one Raman interaction, it can also be applied
to liquids with low Raman cross-sections. More-
over, THz pulse power is less critical than for the
2D-THz experiment, since the system is perturbed
only once by a THz pulse. The 2D-Raman-THz ex-
periment can detect three different pulse sequences,
RTT (Figure 1.7 d), TRT (Figure 1.7 e), and TTR
(Figure 1.7 f). By means of 2D-Raman-THz spec-
troscopy, the higher order dynamics of liquid water
could finally be recorded.77,78 It has been further-
more applied to the measurement of aqueous salt
solutions,79 as well as halogenated liquids.80 The
TTR pulse sequence (Figure 1.7 f) has a differ-
ent detection scheme and as such cannot be mea-
sured with the same instrument. THz-THz-Raman
spectroscopy has been successfully applied to halo-




The 2D-Raman-THz signal of liquid water has been
recorded in our group with the following exper-
imental setup (Figure 1.9):77 Ultrashort 800 nm





























can be approximated as the independent oscilla-
tions of normal modes. The spectral response of a
single normal mode can be determined using the
quantum harmonic oscillator model. This leads
to an intuitive description of the response based
on energy level diagrams. It turns out that the
signal of a truly harmonic system vanishes due
to its strict selection rules, and the 2D-Raman-
THz signal arises from anharmonicities, as well as
from mode interactions. The full range of possi-
ble responses can be explored by 1D and 2D os-
cillator models. This abstraction allows us to ig-
nore the complex molecular systems behind the
normal modes and concentrate on the essential
system properties. Such oscillator models have
been studied in the context of 2D-Raman spec-
troscopy,68,69,71,73,74 as well as for hybrid IR-
Raman methods.93,94
In a different approach, the spectral responses
are derived from realistic molecular structures and
motion.70,72,73,75,76 In molecular dynamics (MD)
simulations, the system moves on a potential en-
ergy surface which is usually fitted to reproduce
structure and thermodynamic properties of the real
system. Dipole moment and polarizability of the
system are derived from a set of atomic charges
and polarizable sites. Since the responses are de-
rived from realistic structures and dynamics, this
method intrinsically produces reasonable spectral
line shapes. Moreover, this method considers vari-
ous symmetry aspects of the system. On the down-
side, it comes at much higher cost. A study of
different polarizable water force fields has shown
that the signal is very sensitive to the details of
the force field, especially on the treatment of po-
larizability.89,92 To date, no force field could quan-
titatively reproduce the experimental response. A
polarizable water forcefield is needed, which accu-
rately describes potential energy, dipole and polar-
izability of the system.
1.4 Outline
This work builds on previous theoretical consid-
erations of 2D-Raman and 2D-Raman-THz spec-
troscopy with the goal to understand the experi-
mental 2D-Raman-THz signal of liquid water. In
a first part, simple oscillator models are used in
order to explore the range of possible 2D-Raman-
THz signal. The effects of mechanical and electri-
cal anharmonicity are studied on the example of
a 1D oscillator (Chapter 2). The anharmonicities
are thereby treated perturbatively. This allows us
to express the responses as a linear combination of
”basis responses”, whose peak patterns are char-
acteristic for the type of anharmonicity. Interac-
tion between modes by mechanical and electrical
couplings result in cross-peak patterns. These ef-
fects are studied on the basis of a 2D oscillator
model (Chapter 3). In a different approach, the
2D-Raman-THz responses are calculated from MD
simulations. A study of different force fields ad-
vocated for the TL4P force field.89,95 Based on
TL4P, a series of force fields is developed, which
selectively correct features of the 1D THz and Ra-
man spectra of liquid water (Chapter 4). These
force fields are then applied to derive 2D-Raman-
THz signals in a range of conditions, from liquid
water to amorphous ice (Chapter 5). The amor-
phous ice spectra, which are rich in long-lived os-
cillations, are interpreted by the coupled oscillator
model (Chapter 6). This allows for a detailed un-
derstanding of simulated spectra.
8 CHAPTER 1. INTRODUCTION
Chapter 2
Feynman Pathways of 1D Oscillators
The content of this chapter has been published under the title ”Feynman Diagram Description of 2D-
Raman-THz Spectroscopy Applied to Water” [D. Sidler, P. Hamm, J. Chem. Phys 150, 044202 (2019)]
2.1 Abstract
2D-Raman-THz spectroscopy of liquid water,
which has been presented recently [Proc. Natl.
Acad. Sci. USA 110, 20402 (2013)], directly
probes the intermolecular degrees of freedom of the
hydrogen-bond network. However, being a rela-
tively new technique, its information content is not
fully explored as to date. While the spectroscopic
signal can be simulated based on molecular dy-
namics simulation in connection with a water force
field, it is difficult to relate spectroscopic signa-
tures to the underlying microscopic features of the
force field. Here, a completely different approach
is taken that starts from an as simple as possible
model, i.e., a single vibrational mode with electri-
cal and mechanical anharmonicity augmented with
homogeneous and inhomogeneous broadening. An
intuitive Feynman diagram picture is developed for
all possible pulse sequences of hybrid 2D-Raman-
THz spectroscopy. It is shown that the model can
explain the experimental data essentially quantita-
tively with a very small set of parameters, and it
is tentatively concluded that the experimental sig-
nal originates from the hydrogen-bond stretching
vibration around 170 cm−1. Furthermore, the echo
observed in the experimental data can be quanti-
fied by fitting the model. A dominant fraction of
its linewidth is attributed to quasi-inhomogeneous
broadening in the slow-modulation limit with a cor-
relation time of 370 fs, reflecting the lifetime of the
hydrogen-bond networks giving rise the absorption
band.
2.2 Introduction
THz spectroscopy of liquids probes their inter-
molecular modes directly. Applied to liquid water,
it reveals three distinct bands, which are assigned
to hydrogen bond bending modes (50 cm−1), hy-
drogen bond vibrations (170 cm−1), and librations,
which are hindered rotations of water molecules
(600 cm−1).21 These spectra can give us a picture
of the motions in water, however, vibrational co-
herences are very short lived in water due to the
fast, chaotic dynamics of the hydrogen bonding
network, causing very broad and blurred bands.
This limits the amount of information that can ef-
fectively be extracted from these spectra.
Extending the spectroscopy into two dimensions
can thin out the information, and thus increase
the amount of accessible information, and can fur-
thermore disentangle homogeneous from inhomo-
geneous broadening.61,71 There has been signifi-
cant effort to extend the very concept of 2D spec-
troscopy into the THz regime, either in the form of
2D Raman spectroscopy,58,59,62–67,96,97 2D-THz
spectroscopy,43–48 or hybrid 2D-Raman-THz meth-
ods.79,81,82,98 Due to technical limitations, the lat-
ter is as of now the only 2D spectroscopy in the
THz range that has been successfully applied to
water and aqueous salt solutions.78,79,98 Of par-
ticular interest in these experiments is the obser-
vation of a very short-lived echo, whose decay time
has been related to the relevant time-scales in wa-
ter. However, a detailed understanding of the 2D-
Raman-THz response is still lacking.
Unlike conventional 2D IR spectroscopy,29 2D-
Raman spectroscopy as well as 2D-Raman-THz
spectroscopy are described by second-order pertur-
bation theory, despite the fact that it is a 3rd-order
response with regard to the electrical fields. This
is since the Raman process is electronically non-
resonant and thus instantaneous, and it is assumed
that the two field interactions giving rise to the
Raman process occur at the same time. The three
instead of four interactions of the system (includ-
9
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ing the emission process) bring about that one has
to induce a two-quantum transition, which would
be forbidden in the harmonic approximation. This
forbidden transition is a bottleneck of the signal,
which is why its very cause (i.e., electrical or me-
chanical anharmonicity) determines the shape of
the signal. Thus, the two-quantum transition must
be an integral part of any model used to describe
2D-Raman-THz spectroscopy.
Time dependent perturbation theory is the start-
ing point to calculate the 2D-Raman-THz re-
sponse. The response functions for the three dif-
ferent time-orderings are:93
RRTT = −Tr{µ̂(t1 + t2)[µ̂(t1), [α̂(0), ρeq]]}
RTRT = −Tr{µ̂(t1 + t2)[α̂(t1), [µ̂(0), ρeq]]}
RTTR = −Tr{α̂(t1 + t2)[µ̂(t1), [µ̂(0), ρeq]]} (2.1)
where µ̂ is the dipole operator, α̂ the polariz-
ability operator, t1 the time between the first and
the second laser pulse interacting with the sam-
ple, and t2 the time from the second laser pulse
to the detection process. We have concentrated on
the Raman-THz-THz (RTT) and the THz-Raman-
THz (TRT) pulse sequences,41,78,79,87–89,98 where
the detection step measures an emitted THz field,
while Blake and coworkers looked at the THz-THz-
Raman (TTR) pulse sequence with a Raman pro-
cess for detection.81,82
The theory of 2D-Raman-THz spectroscopy
is similar to 2D-Raman spectroscopy,61,68–76 as
well as hybrid IR-Raman techniques.93,94,99–101
In addition, a fair share of theory has been
published tailored specifically for 2D-Raman-THz
spectroscopy.87–92,102–104 Since typical THz ex-
periments work in a frequency range equivalent to
kBT , the response can be derived in the classical
limit from molecular dynamics (MD) simulation.76
This approach appears to be the method of choice
for complicated systems like water, since basically
all effects, apart from possible quantum effects,78
are captured implicitly by a MD force field, includ-
ing anharmonicities, mode coupling, chemical ex-
change, and orientational averaging. It has been
shown that the MD approach reveals responses,
which strongly depend on the force field used, espe-
cially on the description of polarizability, albeit in a
rather nonintuitive and indirect way.89,102 These
MD simulations are largely “black-box” and it is
difficult to disentangle the contributions to the 2D-
Raman-THz response and to relate spectroscopic
signatures to the underlying microscopic features
of a water force field.
In order to learn more about the microscopic
mechanism giving rise to the 2D-Raman-THz re-
sponse, we take a completely different approach
here and start from an as simple as possible model,
i.e., a single vibrational mode augmented with ho-
mogeneous and inhomogeneous broadening. To
that end, we follow the conceptual framework in-
troduced in Ref. 74 for the description of 2D
Raman spectroscopy, starting from a quantum-
mechanical harmonic oscillator in an eigenstate
representation and adding electrical and/or me-
chanical anharmonicity. The response functions
Eq. 2.1 can then be depicted in a very intuitive
way in terms of Feynman diagrams, from which one
can directly read off the peak position in a 2D spec-
trum. We will see that the model can explain the
experimental data essentially quantitatively with a
small set of parameters.
2.3 Model System
2.3.1 Zero-Order Description: Har-
monic oscillator
Due to its simplicity and the fact that it is often a
very good approximation for molecular vibrations,
the harmonic oscillator is an obvious starting point








Analytical solutions of energy levels and eigen-
functions exist. From the thermal population of
eigenstates, the equilibrium density matrix ρeq in
Eq. 2.1 can readily be constructed. Furthermore,





be expressed in an harmonic oscillator eigenstate
basis |ϕi〉







(where the subscript in qH stands for “har-
monic”), which can be seen from the common cre-
ation (b̂) and annihilation (b̂†) operator formalism
with q̂ = 1/
√
2(b̂† + b̂).105 With that, the dipole
and polarizability operators can be expanded in
qH :
α ∝ qH + ...
µ ∝ qH + ... (2.4)
The proportionality factors are irrelevant for the
purpose of this paper, as they give rise to an overall
intensity of the 2D-Raman-THz signal, which how-
ever is typically not determined experimentally in
an absolute sense. The δi+1,j and δi−1,j terms in
qH couple states i and i ± 1, which leads to the
well-known i → i ± 1 selection rules of the har-
monic oscillator. This level of description is often
sufficient to describe linear (1D) THz or Raman
spectroscopy.
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The i → i ± 1 selection rules cause coherence
pathways, in which the density matrix is alternat-
ing between population and coherence states. As
one starts from a thermal population state ρeq, an
even number of interactions would be needed to re-
turn to a population state after the emission of a
signal. Therefore, due to the odd number of inter-
actions in 2D-Raman-THz spectroscopy, the har-
monic oscillator together with Eq. 2.4 would pre-
dict a vanishing signal. The appearance of a signal
requires zero- or two-quantum transitions, which
can be accomplished by breaking the symmetry of
the system; either by considering nonlinearity of µ
and α (electrical anharmonicity), or by perturbing
the potential of the oscillator (mechanical anhar-
monicity). Softening the selection rules results in a
bottleneck for the response, hence the signal shape
is very sensitive to the specific nature of the an-
harmonicity, which thus is a crucial aspect of the
modelling of 2D-Raman-THz spectra.
2.3.2 Electrical Anharmonicity
Electrical anharmonity is introduced by consider-
ing higher order terms in equation Eq. (2.4):74
α ∝ qH + σαqH2 + ...
µ ∝ qH + σµqH2 + ... (2.5)
with dimensionless smallness parameters |σµ| ≪ 1
and/or |σα| ≪ 1. In an harmonic eigenstate basis,










(j + 1)(j + 2)δi,j+2
]
, (2.6)
which again can be seen from the cre-
ation/annihilation operator formalism.105 In anal-
ogy to an electrical quadrupole transition, the δi,j-
term allows for zero-quantum transitions i → i,
and the δi,j±2-terms for two-quantum transitions
i→ i± 2.
2.3.3 Mechanical Anharmonicity
Mechanical anharmonicity (which has not been
considered in Ref. 74) breaks the symmetry by
modifying the potential energy function. We con-
sider a cubic anharmonic oscillator by adding
σM~ωq
3 to the harmonic Hamiltonian:
Ĥ = Ĥ(0) + σM~ωq
3 (2.7)
with dimensionless smallness parameter |σM| ≪
1. The eigenstates of the anharmonic oscillator
|ϕ(anh)i 〉 can be calculated perturbatively.106 Al-
though the position operator q̂ per se is not affected
by this addition, its matrix representation in an
anharmonic eigenstate basis is. It can be shown
(see Appendix 2.6) that this matrix representa-
tion takes the form 〈ϕ(anh)i |q̂|ϕ
(anh)














where the subscript “M” stands for “mechanic
anharmonicity”. qM has the same structure as
qH
2 (Eq. 2.6) with the δi,j-term causing zero-
quantum transitions and the δi,j±2-terms causing
two-quantum transitions, however the prefactors
determining the transition probabilities and the
signs of the peaks are different.
For a system with mechanical and electrical an-
harmonicity at the same time, the operators are:
α = qH + σMqM + σα (qH + σMqM )
2
≈ qH + σMqM + σαqH2
µ = qH + σMqM + σµ (qH + σMqM )
2
≈ qH + σMqM + σµqH2 (2.9)
where we neglected in the second step terms that
are higher than first order in any of the smallness
parameters σµ, σα and σM. For the same reason,
we also neglect coherence pathways that contain
more than one forbidden transition.
2.3.4 Feynman Diagrams
Based on Eq. 2.9, the response functions of Eq. 2.1
can be separated into:
RRTT ∝ σαRαRTT + σµRµRTT + σMR
M
RTT
RTRT ∝ σαRαTRT + σµRµTRT + σMR
M
TRT
RTTR ∝ σαRαTTR + σµRµTTR + σMR
M
TTR (2.10)
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Figure 2.1: Feynman diagrams and 2D frequency-domain spectra of RαRTT (left), R
α
TRT (middle) and R
α
TTR
(right), showing the real part. The various 2D peaks are labeled with letters and the corresponding Feynman
diagrams are shown above the spectra with THz interactions depicted in red and the Raman interaction as blue
double-arrow. The weighting factor of each pathway is denoted above the Feynman diagram. The respons-e
functions were exponentially damped according to Eq. 2.14 with a time-constant long enough (i.e., T1 = 12ω
−1)
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Figure 2.2: Feynman diagrams and 2D frequency-domain spectra of RµRTT (left), R
µ
TRT (middle) and R
µ
TTR
(right); for a description see caption of Fig. 2.1.

































































RMRTT =− Tr {qM (t1 + t2) [qH(t1), [qH(0), ρeq]]}
− Tr {qH(t1 + t2) [qM (t1), [qH(0), ρeq]]}
− Tr {qH(t1 + t2) [qH(t1), [qM (0), ρeq]]}
= RMTRT = R
M
TTR, (2.11)
which allows us to discuss the contributions from
electrical (σα,σµ) and mechanical anharmonicity
(σM) separately. To this end, we expand the nested
commutators in Eqs. 2.11 and represent all terms in
the form of Feynman diagrams (Figs. 2.1, 2.2 and
2.3). The corresponding 2D peaks are also sum-
marized in Tab. 2.1 together with their intensities,
which originate from products of the prefactors of
the corresponding δ-terms in Eqs. 2.3, 2.6 and 2.8,
and their sums when contributions overlap in fre-
quency space. The frequency positions of the in to-
tal four peaks, (−ω, ω), (ω, ω), (ω, 0), and (ω, 2ω),
are the same as in Ref. 74, but their intensities
differ since the selection rules of the three pulse
sequences of 2D-Raman-THz spectroscopy differ
from those in 2D-Raman spectroscopy. The var-





TTR (Fig. 2.1), the nonlin-
earity of α allows the Raman interaction to induce
a zero- or a two-quantum transition via the con-
Table 2.1: Intensities of all non-zero peaks appearing
in Eq. (2.11).
Peak
(a) (b) (c) (d)
Response (−ω, ω) (ω, ω) (ω, 0) (ω, 2ω)
RαRTT 0 0 0 0
RαTRT 1 -1 0 0
RαTTR 0 0 1 -1
RµRTT 1 -1 1 -1
RµTRT 0 0 1 -1
RµTTR 1 -1 0 0
RMRTT 1 3 -3 -1
RMTRT 1 3 -3 -1
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Figure 2.3: Feynman diagrams and 2D frequency-





description see caption of Fig. 2.1.
tribution of qH
2. Starting with RαRTT, four Feyn-
man diagrams can be constructed (Fig. 2.1, top
left). In this case the first Raman interaction in-
duces a forbidden transition, i.e. a zero-quantum
or a two-quantum transition. The pathways con-
tributing to peak (e) start with a zero-quantum
transition from either the left and the right, which
however lead to two equivalent contributions of op-
posite sign that perfectly cancel out. Peak (f), on
the other hand, starts with a two-quantum transi-
tion from the left. From there, the system goes into
a |1〉〈0| coherence by the second interaction from
the left, or into |2〉〈1| coherence via an interaction
from the right. For a harmonic potential, the en-
ergy levels are equally spaced and both coherences
oscillate with the same frequency. If we further-
more assume that the 0-1 and the 1-2 dephasing
times are the same (see Eq. 2.14 below),74 both
contributions again cancel, and we have RαRTT = 0
altogether.
In contrast, two peaks appear in the TRT pulse
sequence. For peak (a), the first interaction brings
the system into a |0〉〈1| coherence, and the second
Raman interaction does a two-quantum transition
to bring the system into the |2〉〈1| coherence, hence
the peak appears at (−ω, ω). Peak (b), in con-
trast, is diagonal at (ω, ω), since the second inter-
action does a zero-quantum transition, which does
not affect the state. The zero-quantum transition
can either act from the left or the right side, giv-
ing rise to two contributions with opposite sign.
However, these contributions do not fully cancel,
since the interaction from left is weighted by the
(qH
2)1,1 = −3/2 element, and the interaction from
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right by (qH
2)0,0 = +1/2. Finally, the TTR se-
quence has its forbidden transition in the emission
step with zero-quantum coherences for peak (c),
and two-quantum coherences for peak (d). Peak
(c), with ω2 = 0, appears together with its con-
jugate complex (c∗). The conjugate complex of all
other peaks show up at negative frequencies ω2, but
the negative ω2-half-space is not shown in Fig. 2.1
for clarity.





(Fig. 2.2), since there are two interactions with
µ and the forbidden transition can occur with ei-
ther one of it. However, Eq. 2.11 shows that each
term of Rµ can be written as a sum of two terms
that we already discussed in the context of Rα,





2D spectra in Fig. 2.2 therefore are overlays of two
spectra each from Fig. 2.1.





originating from mechanical anharmonicity are
shown in Fig. 2.3. The term σMqM contributes
to µ and α equally, and the forbidden transition
can occur at any of the tree interactions. Since
µ = α for this case, the order of interactions does





responding 2D spectrum is in essence an overlay of
all three spectra shown in Fig. 2.1, except for the
fact that the features that include zero-quantum
transitions (b,c) change signs and amplitudes due
to the different diagonal element of qM . Further-
more, peak (f) is now nonzero due to the anhar-
monic shift of the energy levels.
As in Ref. 74, we considered so far only Feynman
diagrams starting from the |0〉〈0| element of the
density matrix in Figs. 2.1, 2.2 and 2.3, implicitly
assuming a temperature T=0 K. It can however be
shown that the overall response function does not
depend on the starting level, despite the fact that
more Feynman diagrams come into play, and hence
is in fact temperature independent (see Appendix
2.7 for details). For that we however need to
assume that the lineshape functions depend on
level differences only (see Eq. 2.14 below), and
that the effect of mechanical anharmonicity is on
the transitions probabilities only (via qM ), while
we keep the energy spectrum equidistant. Fig. 2.3
shows that this is a good approximation. That is,
the anharmonic shift ω21 − ω10 is small, and for
any reasonable, not too narrow spectral linewidth
both contributions giving rise to peak (f) largely
cancel each other. In comparison, the effect
of mechanical anharmonicity on the transition
probabilities, giving rise to peaks (a)-(e), is much
larger. Within that approximation, quantum and
classical response functions are in fact identical,
and simple analytic expressions can be derived for
the three response functions by collecting all terms
(without that approximation, an explicit sum over
Boltzmann-weighted initial states would be needed
that converges extremely slowly for ~ω ≪ kBT ):
RRTT(t1, t2) ∝ Θ(t1, t2)
(
(σµ + σM) cos(ωt1 − ωt2)Γ−ω,ω(t1, t2) + (−σµ + 3σM) cos(ωt1 + ωt2)Γω,ω(t1, t2)
+(σµ − 3σM) cos(ωt1)Γω,0(t1, t2) + (−σµ − σM) cos(ωt1 + 2ωt2)Γω,2ω(t1, t2)
)
RTRT(t1, t2) ∝ Θ(t1, t2)
(
(σα + σM) cos(ωt1 − ωt2)Γ−ω,ω(t1, t2) + (−σα + 3σM) cos(ωt1 + ωt2)Γω,ω(t1, t2)
+(σµ − 3σM) cos(ωt1)Γω,0(t1, t2) + (−σµ − σM) cos(ωt1 + 2ωt2)Γω,2ω(t1, t2)
)
RTTR(t1, t2) ∝ Θ(t1, t2)
(
(σµ + σM) cos(ωt1 − ωt2)Γ−ω,ω(t1, t2) + (−σµ + 3σM) cos(ωt1 + ωt2)Γω,ω(t1, t2)
+(σα − 3σM) cos(ωt1)Γω,0(t1, t2) + (−σα − σM) cos(ωt1 + 2ωt2)Γω,2ω(t1, t2)
)
(2.12)
where Θ(t1, t2) is the Heaviside function ensuring
that the response vanishes for t1 < 0 or t2 < 0.
In second order perturbation theory, the complex
conjugate of a term can be generated by two per-
mutations in the commutator. Therefore, the two
complex conjugate components have the same sign
and reveal cos-functions upon addition.
We augment these response functions with de-
phasing terms Γ(t1, t2) in essence along the lines
of Ref. 69, but replacing the part originating from
vibrational T1 relaxation with Eq. 36, rather than
Eq. 37, from Ref. 74. That is, each response func-
tion in Eq. 2.12 contains one term each for peaks
at (−ω, ω), (ω, ω), (ω, 0) and (ω, 2ω), respectively,














As discussed in Ref. 74, the damping terms
caused by vibrational relaxation depend on quan-













































Figure 2.4: Time-domain signals RRTT, RTRT, and
RTTR for an inhomogeneously broadened system, using
the parameters from Tab. 2.2 for the hydrogen-bond
stretching vibration, but setting τc =100 ps and T1 =
1 ps. The effects of nonlinear polarizability is shown in
the top row, and that of nonlinear dipole moment in
the bottom row.









The lineshape function g(t) is:
g(t) = ∆ω2τ2c
(
e−t/τc + t/τc − 1
)
, (2.15)
whose origin are Gaussian fluctuations of the tran-
sition frequency ω(t) with standard deviation ∆ω
and correlation time τc:
〈δω(t)δω(0)〉 = ∆ω2e−t/τc , (2.16)
where δω(t) = ω(t) − 〈ω(t)〉. In the limes
∆ωτc ≪ 1, Eq. 2.15 causes pure dephasing with
T ∗2 = (∆ω
2τc)
−1, in the limes ∆ωτc ≫ 1 inhomo-




In any of the responses, peak (a) with frequencies
of opposite signs (−ω, ω) is a rephasing pathway,41
as a coherence that dephased during the first time
period might rephase during the second, provided
the band is inhomogeneously broadened and main-
tains some amount of memory on the oscillation
frequency. Rephasing requires an “inversion of co-
herence”, and the only possibility to achieve that
are coherence pathways that start with a |0〉〈1| co-
herence and are then brought into a |2〉〈1| coher-
ence by the second pulse (see Figs. 2.1, 2.2 and
2.3). In a time-domain representation, rephasing
will generate an echo along t1 = t2; in a frequency-
domain representation tilted 2D lineshapes. Peak
(b), in contrast, is a non-rephasing pathway.
To explore the appearance of echoes (Fig. 2.4),
we choose lineshape parameters for the hydrogen-
bond stretching vibration as listed in Tab. 2.2 (see
below), except of unrealistically long values for
τc =100 ps and T1 = 1 ps. Echoes along t1 = t2
are seen for RαTRT , R
µ
RTT , and R
µ
TTR, i.e., coher-
ence pathways with their two-quantum transition
for the second pulse to induce the required two-
quantum transition. Experimentally, one can dis-
tinguish between RRTT , RTRT , and RTTR by the
choice of a pulse sequence, hence when observing
an echo, one gets an handle on determining the ma-





TRT originate from peak (c),
which does not experience any inhomogeneous de-
phasing in the t2 direction, since its frequency in
ω2 is always zero.
2.4 Comparison to Water Ex-
periments
2.4.1 Instrument Response Func-
tion
We now explore to what extent the model derived
here can explain the experimental data of liquid
water from Ref. 98. We start with noting that
this experiment measured the RRTT and RTRT re-
sponses by interchanging the timing between the
Raman and THz-pump pulses, but not the RTTR
response, which would require a different detection
scheme.81,82 With the particular arrangement of
the delay lines in the experiment of Ref. 98, we
measured:
R(t1, t2) = RRTT(t1, t2) +RTRT(−t1, t2 − t1), (2.17)
where time t1 is from the Raman pump pulse to
the THz pump pulse and time t2 from the THz
pump pulse to detection (which is why t2 − t1 ap-
pears as argument of RTRT where the THz pump
comes before the Raman pump, while t2 is the time
from the second Raman interaction to detection in
the definition of RTRT in Eq. 2.12). Furthermore,
the experimental signal is obtained from the re-
sponse functions by a convolution with the instru-
ment response function (IRF):
S(t1, t2) = I(t1, t2)⊛R(t1, t2), (2.18)






























Figure 2.5: The absolute value of the IRF in the fre-
quency domain for (a) the RTT pulse sequence and (b)
the TRT pulse sequence, which have been derived from
Eq. 2.19 with the experimentally determined pulses and
transfer function.98
which is calculated from the THz field ETHz and




ETHz(t2)IRaman(t2 + t1). (2.19)
Eq. 2.19 is an idealized expression to illustrate the
basic idea; in the real experiment the IRF contains
in addition a transfer function describing how the
emitted THz field reshapes as it propagates from
the sample to the detection crystal, as well as a cor-
rection for a non-perfect Gouy phase (see Refs.77,98
for details).
It is illustrative to look at the IRF in the fre-
quency domain (Fig. 2.5), as it shows which one of
the peaks in the 2D responses (Figs. 2.1, 2.2 and
2.3) the experiment is sensitive to. The IRF spec-
trum for the RTT pulse sequence (Fig. 2.5a) has
two nodal lines, one at ω2 = 0, which is caused
by the derivative d/dt2 in Eq. 2.19, and one at
ω1 = ω2, which caused by the fact that the THz
pump pulse does not have any DC component (i.e.,
∫
ETHz(t)dt = 0). Peaks (b) and (c) lie on these
nodal lines, as they would contain zero-quantum
transitions for either the THz pump pulse or the
THz emission process. We will nevertheless see
these peaks to a certain extent since the damp-
ing in water is very fast, hence they have a sig-
nificant spectral width that extends into regions
where the IRF is non-zero. Furthermore, a smaller
















Figure 2.6: The experimental anisotropic Raman
spectrum of water (blue) together with two lineshape
functions used to fit the two hydrogen-bond modes with
the parameters listed in Tab. 2.2. The experimental
data have been taken from Ref. 50
bandwidth is observed in the rephasing quadrant
(ω1 < 0, ω2 > 0) than in the non-rephasing quad-
rant (ω1, ω2 > 0), reflecting the fact that the peak
at ω2 = −ω1 includes a two-quantum transition
which requires a higher bandwidth of the THz
pulse.
For the RTRT response, the IRF has to be trans-
formed to account for the time shift applied in
Eq. 2.17 (Fig. 2.5b). The effect of a time transform
t1 = −t′1 and t2 = t′2 − t′1 on the frequency domain
can be derived by inspecting the effect on a single
basis function of the Fourier transformation:



















with ω′1 = −ω1−ω2 and ω′2 = ω2. The transformed
instrument response has nodal lines at ω1 = 0 and
ω2 = 0. Hence, in this case, the diagonal peak (b)
lies in a region where the IRF is large, since the
envelope of the Raman pulse has a zero-frequency
component.
2.4.2 1D Spectra and 2D Response
Fig. 2.6 shows the 1D Raman spectrum of water in
the relevant frequency range, which contains two
spectroscopic features: the hydrogen-bond bending
vibration around 50 cm−1 and the hydrogen-bond
stretch vibration around 170 cm−1 (the librational
mode around 600 cm−1 is not considered here since
it is completely ouside our experimental observa-
tion window). Also shown in Fig. 2.6 are fits to


















































Figure 2.7: Time domain signals of the responses Sµ
(top), Sα (middle), and SM (bottom) after convolution
of Eq. 2.17 with the IRF Eq. 2.18 and 2.19. The right
column uses the parameters as in Tab. 2.2, the left
column sets τc =100 ps and T1 = 1 ps to more clearly
demonstrate the echoes. Discernible echoes are marked
by arrows.
The parameters are listed in Tab. 2.2 and will be
justified later based on the fit of the echo observed
in the 2D response.
Starting with the hydrogen-bond stretching vi-
bration, Fig. 2.7 (left column) shows the corre-
sponding 2D results in the time domain, i.e., the
convolution of Eq. 2.17 with the IRF. The line-
shape parameters of Tab. 2.2 were assumed, except
for τc =100 ps and T1 = 1 ps, which in a first step
was chosen unrealistically slow in order to more
clearly demonstrate the resulting echoes (i.e., the
same parameters as in Fig. 2.4). Each one of the
three types of anharmonicities give rise to a dif-
ferent 2D response. The echoes shown in Fig. 2.4
survive the convolution and are marked by arrows
in Fig. 2.7. In the case of a nonlinear dipole mo-
ment, the rephasing peak is in RµRTT and the echo
is visible in the (upper right) RTT quadrant along
t1 = t2. On the other hand, for Sα with the non-
linearity in the polarizability, the rephasing peak
is in the RαTRT response and the echo appears in
the upper left quadrant along the t2 = −2t1 due
to the time transformation in Eq. 2.17. Finally,
SM is a mix of both (albeit with different signs),
since mechanical anharmonicity allows for all co-








































Figure 2.8: Time domain signals of the responses Sµ
(top), Sα (middle), and SM (bottom) after convolution
of Eq. 2.17 with the IRF Eqs. 2.18 and 2.19. The right
column uses the parameters as in Tab. 2.2, the left
column sets τc =100 ps and T1 = 1 ps to more clearly
demonstrate the echoes. Discernible echoes are marked
by arrows.
column) shows the same, but now for τc = 370 fs
and T1=250 fs (which will be justified later based
on a fit to the experimental data).The echoes are
now masked by the instrument response function.
Modelling the hydrogen-bond bending vibration
around 50 cm−1 on the same footing reveals sim-
ilar results, see Fig. 2.8. The echoes are clearer
in this case, even when using realistic parameters
for τc and T1 (Fig. 2.8, right column). In addition
the signal intensity is significantly larger (Fig. 2.7
has been upscaled by a factor 2), reflecting the the
limited bandwidth of the THz pulses in the experi-
ment, that peak at 50 cm−1 but only partially cover
the 170 cm−1 band.98
2.4.3 Fit of the Water Response
The free parameters of the model are σµ, σα, σM,
T1, τc, ω and ∆ω. In an iterative process, we varied
the dephasing parameter T1, τc to reproduce the
2D-response, and ω as well as ∆ω to reproduce the
position and width of the hydrogen-bond bending
vibration in the 1D spectrum (Fig. 2.6). In addi-
tion, small variations of the delay-time zeros and
the correction for the Gouy phase were allowed,






























Figure 2.9: (a) Experimental water response at room temperature and signal calculated from the anharmonic
oscillator model form (b) the hydrogen-bond stretching vibrations and (c) the hydrogen-bond bending vibrations
with the parameters listed in Tab. 2.2. Discernible echoes are marked by arrows. The experimental data have
been taken from Ref. 98.
which are not very accurately defined in the experi-
ment.98 Once these nonlinear parameters are fixed,
the 2D responses of Figs. 2.7 and 2.8 (right column)
can be considered a basis in which the experimen-
tal response is expanded in order to minimize the
RMSD between experimental and fitted spectrum.
Fig. 2.9 shows that this procedure results in a re-
markably good agreement with the experimental
data, despite the simplicity of the model and the
small number of parameters. Tab. 2.2 summarizes
the resulting parameters for the two modes.
The RMSD of the fit for the hydrogen-bond
stretching vibration is smaller by a significant fac-
tor 0.7 as compared to that of the hydrogen-bond
bending vibration. It has in fact not been possible
to find a minimum in the RMSD for the hydrogen-
bond bending vibration (see footnote in Tab. 2.2),
and in addition, the shift in t2 required to obtain
the best fit for hydrogen-bond bend vibration is
larger (i.e., ∆t2=170 fs) than what we would think
is its experimental uncertainty (the corresponding
value for the hydrogen-bond stretching vibration
is ∆t2 = 35 fs). We therefore suggest that the
observed experimental signal originates predomi-
nantly from the hydrogen-bond stretching vibra-
tion, despite the fact its response is reduced to a
certain extent as it is at the very edge of the exper-
Table 2.2: Parameters obtained from the fit of the
hydrogen-bond bending vibration and hydrogen-bond
stretching vibration.
stretching bending
ω [cm−1] 1651 451
∆ω [cm−1] 75 40
τc [fs] 370 300
2































Figure 2.10: RMSD between experimental and simu-
lated spectrum as a function of τc and T1, considering
the hydrogen-bond stretching vibration. The parame-
ters for ω and ∆ω were kept fixed to the values reported
in Tab. 2.2, since they are determined mostly by the 1D
spectrum (Fig. 2.6), which in turn changes only very
little when varying τc and T1. The linear parameters
σµ, σα, σM, on the other hand, were optimized for each
(τc,T1)-point in this plot.
imentally accessible frequency window. We have
not considered scenarios in which both bands con-
tribute in parallel, or even more so, couple with
each other, because the number of fitting param-
eters would be too large and the fitting problem
would be under-determined.
Fig. 2.10 plots the RMSD of the fit for the
hydrogen-bond stretching vibration as a function
of τc and T1, revealing that both parameters are
not strongly correlated. As these two parameters
determine the relative contribution of inhomoge-
neous vs homogeneous dephasing, we conclude that
the signatures of the echo are still present in the
2D response. In that regard it is fortunate that
the rephasing peak (a) in RµRTT (Fig. 2.2, bot-



























Figure 2.11: Same model as in Fig. 2.9b, but be-
fore convolution with the instrument response function
and in the frequency domain, plotting RRTT (top) and
RTRT (bottom) separately.
tom left) and RMRTT (Fig. 2.3, bottom) have the
same sign, while all other peaks have opposite sign
(and the contribution of RµRTT is negligible, see
Tab. 2.2). Together with the corresponding weights
of the two contributions (σµ/σM=1.4), the rephas-
ing peak will actually dominate in the overall re-
sponse. That is illustrated in Fig. 2.11, which
shows the response in the the frequency domain
and without the convolution with the instrument
response function for the same parameters as in
in Fig. 2.9b; RRTT is dominated by one rephasing
peak that is strongly elongated along the diagonal
due to the inhomogeneous broadening. As a result,
an echo is discernible in in the time-domain data of
Fig. 2.9b, despite the fact that is essentially com-
pletely masked in the individual contributions of
Fig. 2.7 (right column).
During the fit, the absolute intensity of the ex-
perimental signal was not considered. Likewise,
the proportionality constants in Eq. 2.4, dµ/dq and
dα/dq, are not known. Therefore, the three param-
eters σµ, σα, and σM are only known modulo an
overall scaling factor, and only their relative con-
tributions to the signal (e.g.., σµ/σM and σα/σM)
can be extracted. The sign of the overall signal can
however be determined. The sign of the overall sig-
nal is given by the signs of σM times that of dα/dq
(since dµ/dq enters quadratically in Eq. 2.10). To
reproduce the experimentally observed sign, we ei-
ther have σM negative and dα/dq positive (which
is what we assumed here), or vice versa.
2.5 Discussion and Conclu-
sion
We have shown that the experimental 2D-Raman-
THz response of liquid water can be explained
almost quantitatively by describing the hydrogen
bond bending modes with the help of a very sim-
ple anharmonic oscillator model. The model con-
tains only six independent parameters, i.e., σµ/σM
and σα/σM as well as ω0, ∆ω, τc, and T1. De-
spite the fact that the instrument response func-
tion masks the information content of the molec-
ular 2D response to a significant extent, it is still
sufficient to determine these parameters with con-
fidence (Fig. 2.10), if we assume the response orig-
inates from predominantly one of the two bands in
the observation window of the experiment. We ten-
tatively conclude that this dominating band is the
hydrogen-bond stretching vibration at 170 cm−1,
but we cannot exclude additional contributions
from the hydrogen-bond bending vibration around
50 cm−1, or from couplings between both bands.
The librational mode around 600 cm−1, on the
other hand, is completely outside our experimental
observation window (Fig. 2.5).
The physical interpretation of σµ, σα, and σM
is not straight forward, since the low frequency
modes of water are collective in nature and presum-
ably delocalized to a certain extent. It is nonethe-
less worth noting that the biggest contribution to
the signal originates from mechanical anharmonic-
ity σM and the dipole nonlinearity σµ, while the
contribution from the nonlinearity in the polariz-
ability is negligible with σα = 0.1σM (Tab. 2.2).
This observation is in stark contrast to results from
recent MD work, which revealed an echo for the
TRT pulse sequence.88,91,102 That echo originated
from the hindered rotation band around 600 cm−1,
which we however do not observe in the experiment
due to the limited bandwidth. A large nonlinearity
in the polarizability for that mode can be under-
stood from the fact that a strict ∆J = 2 selection
rule would apply for a Raman interaction, together
with a ∆J = 1 selection rule for a THz interaction,
in the limiting case of a free rather than hindered
rotor.41 This explanation obviously does not ap-
ply for the hydrogen-bond bending and stretching
vibrations.
Regarding the line shape function, on the other
hand, the parameters for τc, ∆ω and T1 quan-
tify the degree of inhomogeneous broadening of the
hydrogen-bond-bending vibration (Tab. 2.2). That
is, with ∆ωτc ≈ 5, the lineshape function is in
the “slow-modulation”, or “quasi-inhomogeneous”
limit.29 At the same time, vibrational relaxation
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with T1 =250 fs contributes only 20 cm
−1 to the to-
tal linewidth. The correlation time τc =370 fs, in
turn, is a measure of the lifetime of the hydrogen-
bond networks giving rise to the hydrogen-bond
stretching vibration. The typical lifetime of a sin-
gle hydrogen bond is 1 ps,,34,35,107,108 hence we
conclude that those modes are delocalized over ≈ 3
hydrogen bonds.
The quality of the fit of Fig. 2.9 is much better
than that of much more sophisticated calculations
based on a water force field in connection with MD
simulations.89 The problem with the MD approach
arises from the fact that a water force field needs
to describe the thermodynamics and dynamics of
water reasonably well in the first place, while the
anharmonicities, that are the bottleneck of the 2D-
Raman-THz signal, result from these constraints
only in an indirect way. Anharmonicities are typ-
ically not fitted explicitly, except if very specific
effects, such as nuclear quantum effects,109 are to
be described. Furthermore, in particular when po-
larizability is included in a water force field, the
number of parameters is typically very large, and
the problem is underdetermined. Electrical anhar-
monicity has a lot to do with the redistribution of
charges during the motion of water molecules, and
being able to quantify it might reveal guidelines
to design better water models.110 To that end, it
would be important to infer the anharmonicity pa-
rameters σµ, σα, and σM from a MD simulation of
a realistic water force field.
In conclusion, we think that 2D-Raman-THz
spectroscopy has the highest information content
as to date with regard to the intermolecular
degrees of freedom water, but learning how to
extract that information from the experimental
response is challenging. The present work consti-
tutes a significant step in that direction.
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2.6 Appendix A: Position Op-
erator in an Anharmonic
Eigenstate Basis
In the cubic anharmonic oscillator model, the har-
monic oscillator Hamiltonian Ĥ0 is perturbed by
σM~ωq
3.




mω/~x̂ is the unitless position oper-
ator, and σM the size of the perturbation. To first
order in σM , the eigenfunctions of Ĥ are expressed
as linear combination of the harmonic eigenfunc-
tions |ϕn〉.106






























Mechanical anharmonicity does not affect the po-
sition operator q̂ per se, but rather changes its
matrix representation due to a change of the ba-
sis functions {|ϕi〉} → {|ϕ(anh)i 〉}. We will call q̂
in a harmonic eigenfunction basis qH , and qA if
it is expressed in anharmonic eigenfunctions. Ex-
pressing (qA)i,j ≡ 〈ϕ(anh)i |q̂|ϕ
(anh)
j 〉 in terms of
(qH)k,l ≡ 〈ϕk|q̂|ϕl〉, using Eq. 2.23, we get a large
collection of terms:









where terms higher than first order in σM have
been discarded. The matrix form of the position









































A matrix with (qH)i,j+1 is the matrix qH shifted






































i+ 1δi,j terms in that shifted matrix, and
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√
iδi−1,j of qH to
√
iδi−2,j . Using this procedure,


































































which include zero- (δi,j), two- (δi−2,j and δi,j−2),
and four-quantum (δi−4,j and δi,j−4) contributions.
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We see that the δi−4,j elements cancel (likewise
for δi,j−4), and only zero- and two-quantum tran-
sitions remain in qA, in addition to the one quan-
tum transitions from qH . Inserting Eq. 2.30 into
Eq. 2.25 we get
qA = qH + σMqM , (2.31)
where the second term describes the correction to
the position matrix due to anharmonicity with the
final expression of qM given in Eq. 2.8.
2.7 Appendix B: Tempera-
ture Independence of the
Response Function
Temperature enters via the thermal population of
the initial density matrix ρeq. In IR spectroscopy,
one usually assumes that only the ground state is
initially populated due to ~ω ≫ kBT , but that
assumption no longer holds in THz spectroscopy,
and the contributions from many initial states have
to be considered. Fig. 2.12 exemplifies that for
RµRTT by showing all contributing Feynman dia-
grams sorted according to their initial state. Since
that response functions contain all four nonzero
peaks (a), (b), (c), and (d), the result is univer-
sal and applies in the same way for the other re-
sponse functions. It can be seen that the overall
intensities do not depend on initial state and hence
also not on temperature. However, a prerequisite
for this to work is the assumption that the line-
shape functions depend on energy level differences
only (Eq. 2.14), and that the energy spacing be-
tween states is equidistant, i.e. that of a harmonic
oscillator, and that the effect of mechanical anhar-
monicity only enters via the softened selection rules
that allow for zero- and two-quantum transitions.
Fig. 2.3 demonstrates that this is a good approxi-
mation (see discussion in the main text).
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Figure 2.12: Collection of all Feynman diagrams responsible for the four peaks (ω, ω), (ω, 0), (−ω, ω), and
(ω, 2ω) present in RµRTT. The pathways are ordered by their initial state, and the intensity of each pathway is
denoted below the corresponding Feynman diagrams.
Chapter 3
Feynman Pathways of 2D Oscillators
3.1 Introduction
Chemical bonds couple the motion of individual
atoms. Therefore, the atoms do not move inde-
pendently but rather in a correlated manner. For
a harmonic system, however, a set of normal mode
coordinates can be found, whose motion is inde-
pendent from each other. In this way, the high-
dimensional motion is reduced to a collection of
independent one-dimensional harmonic oscillators,
for which simple, analytical solutions exist. For
this reason, the harmonic oscillator is the model
of choice for the description of vibrational spec-
troscopy.
The responses which contribute to 2D-Raman-
THz signals cannot be described by a perfectly
harmonic system; anharmonicity is crucial for the
description of these methods. In Chapter 2, the
possible 2D-Raman-THz signals have been derived
for 1D anharmonic oscillators. Each oscillator with
frequency ω can give rise to four distinct signals:
cos[ω(t1 + t2)], cos[ω(t1 − t2)], cos[ω(t1 + 2t2)],
and cos[ωt1]. The weights of these signals are de-
termined by the kind of anharmonicity (electrical
versus mechanical anharmonicity). Peak patterns
give direct insight into these anharmonicities. It
has been demonstrated that the experimental 2D-
Raman-THz response can be described to a large
extent by a collection of 1D oscillators which repre-
sent hydrogen bond stretching modes (Figure 2.9).
As a strength of nonlinear spectroscopy, cross
peaks can give insight into coupling between
modes. Measurements of halogenated liquids
(which have well-defined transitions in the THz
range) have shown the importance of couplings to
the 2D-Raman-THz signals.80–83
In this chapter, we will discuss the possible sig-
nal originating from anharmonic 2D oscillators; es-
pecially how the cross peaks are generated from
electrical and mechanical couplings. The focus is
hereby put on the positions and intensities of possi-
ble cross peaks appearing in 2D-Raman-THz spec-
tra. Along the lines of Chapter 2, the effects of me-
chanical couplings will be treated in a perturbative
manner. The resulting responses depend linearly
on the different perturbations. In this way, the
total system response can be expanded in terms
of ”basis responses”, which allows for very sim-
ple interpretation of the different signal generation
mechanisms.
In order that the model can be applied to phys-
ically relevant problems, spectral line shapes need
to be addressed on an adequate level of theory.
3.2 Harmonic System
A two dimensional harmonic oscillator, which has
oscillation frequency ωA in qA direction and ωB in


















For this Hamiltonian, the Schrödinger equation
can be separated into pure q̂A and q̂B oscillator
parts, which can be solved independently. For
both 1D oscillators, this gives a set of states
|n〉 = ϕn(qA,B) with corresponding energies En :=
~ωA,B(n+
1
2 ). The solution to the 2D oscillator is
given by the product states
|m,n〉 := ϕm(qA)ϕn(qB) (3.2)
where m is the quantum number describing the
state of oscillator A, and n is the quantum number
of oscillator B. The energy of the |m,n〉 state is
the sum of two single-oscillator energies
Em,n = ~ωA(m+
1
2 ) + ~ωB(n+
1
2 ). (3.3)
In order to describe interactions of the system with
light, dipole µ̂ and polarizability α̂ operators are
needed. In equivalence to the 1D oscillator, these
operators are expanded in powers of position oper-
23
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q̂B + · · · . (3.5)
In order to determine responses by time-dependent
perturbation theory, we need to know the transi-
tions induced by dipole µ̂ and polarizability α̂ oper-
ators. As these operators are expanded in position
operators, it is sufficient to know the transitions
caused by the operators q̂A and q̂B . Expressing
these operators in terms of ladder operators makes
apparent, how the action of a position operator




















Action of a ladder operator excites or de-excites
the state by one quantum. Operator q̂A therefore
causes transitions |00〉 ↔ |10〉, while action of q̂B
induces |00〉 ↔ |01〉 transitions – the transitions
following selection rules of the harmonic 1D oscil-
lator.
The 2D-Raman-THz response vanishes in the
harmonic case Eq. (3.1) with linear dipole (3.4)
and polarizability (3.5). It was demonstrated for
the 1D oscillator (Chapter 2) that breaking the
symmetry, either by anharmonicity of the poten-
tial, or by nonlinearities of dipole and polarizabil-
ity, lead to 2D-Raman-THz signals. In the 2D os-
cillator, the potential energy surface can be further
disturbed by mechanical couplings, the lowest ef-
fective order being q̂2Aq̂B and q̂Aq̂
2
B . Furthermore,
nonlinearity of dipole and polarizability surfaces
can couple both states electrically. The effects of
anharmonic and electrical couplings have been ex-
plored in the context of 2D Raman spectra70,71,74
and IR-IR-Visible spectroscopy,93,94 which are
conceptually very similar to 2D-Raman-THz spec-
troscopy. Here, we derive the results in equivalence
to the 1D oscillator (Chapter 2) and apply them to
2D-Raman-THz spectroscopy.
3.3 Electrical Coupling
One way, by which cross peaks can be created, are
electrical couplings through nonlinearity of dipole
moment and polarizability surface. Instead of as-
suming dipole and polarizability to be linear in po-
sition operators (Eq. (3.4)), one can continue the
expansion by the terms q̂2A or q̂
2
B . This will allow
zero- and two-quantum transitions of a single oscil-


















W1 (aAaB + aAaB) 
W2 (aAaB + aAaB) 
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Figure 3.1: The transitions caused by anharmonic
coupling λAAB , are scaled by the frequency dependent
factors W1 - W4. |00〉 ↔ |11〉 (W1), |01〉 ↔ |10〉 (W2),
|00〉 ↔ |02〉 (W3), and |01〉 ↔ |01〉 (W4) depends on
the ratio w = ωB/ωA.
discussed in Chapter 2. In contrast, nonlinearities
of the form q̂Aq̂B will couple the two oscillators in
the presence of a field. We shall consider dipole














































































where two terms a†Aa
†
B and aAaB cause |00〉 ↔
|11〉 transitions, whereas the second bracket con-
tains terms a†AaB and aAa
†
B , which cause |01〉 ↔
|10〉 transitions .
3.4 Mechanical Coupling
The lowest order coupling of two modes A and B
can occur via contribution q̂Aq̂B to the harmonic
potential (3.1). Couplings of this type can be elim-
inated by the right choice of normal mode coordi-
nates.
The next higher couplings are cubic terms of the
form q̂2Aq̂B and q̂Aq̂
2
B . Let us have a closer look at
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the first coupling by treating it as a perturbation

























describes, how much the frequency ωA is modu-
lated with the deflection of oscillator B. The com-






not require separate derivation, as its solutions
are obtained from the λAAB contribution by in-
terchanging indices A and B.
Applying the perturbation (3.11) to the 2D oscil-
lator gives perturbed wave functions |ψm,n〉 as lin-
ear combinations of harmonic oscillator eigenfunc-
tions |ϕm,n〉 (Appendix 3.7, equation (3.44)). Op-
erators q̂A and q̂B can then be expressed in the per-











































































The factors W1 to W4 are dependent on the rel-
ative frequency w = ωB/ωA (Figure 3.1). The
first terms in equations (3.12) and (3.13) are sim-
ply q̂A and q̂B in harmonic eigenstate basis (q̂
H
A
and q̂HB ). The small additional contributions to q̂A




B allow for the simulta-
neous excitation or de-excitation of both oscilla-
tors |00〉 ↔ |11〉. The scaling factor W1 enhances
these contributions for small ωB (strong coupling
to diffusion). The last terms of equation (3.12),
a†AaB and aAa
†
B cause transitions, in which excita-
tion is transferred from one to the other oscillator
(|10〉 ↔ |01〉). These terms are scaled byW2, which
is enhanced both at w = 0 (diffusion coupling) and
w = 2 (Fermi resonance).
While action of the q̂A operator causes simulta-
neous transitions of both oscillators, the operator






2 of equation (3.13) allow two-quantum transi-
tions of the qA oscillator |00〉 ↔ |20〉, while the
terms a†AaA and aAa
†
A enables zero-quantum tran-
sitions of oscillator A |10〉 ↔ |10〉. Two-quantum
transitions are scaled by W3, which diverges at
w = 2 (Fermi resonance), while zero-quantum tran-
sitions are enhanced at low w by the factor W4.
Knowing the effects of electrical and mechani-
cal couplings on the position operators, we can ex-
press dipole µ̂ and polarizability α̂ in the presence
of both effects. If nonlinearities µAB , αAB and
couplings λAAB , λABB are considered to be pertur-
bations, we can ignore cross terms including more
than one perturbation, and the operators are
µ̂ =µAq̂
H
A + µB q̂
H























A + αB q̂
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where the definitions of the various position opera-
tors are given in equations (3.12) and (3.13). In the
following sections, we will discuss the effects of elec-
tric couplings µAB and αAB , as well as anharmonic
couplings λAAB and λABB on the 2D-Raman-THz
response.
3.5 Responses
Having expressions for dipole and polarizability op-
erators (eq. (3.15) and (3.16)), the 2D-Raman-THz
responses can be derived based on time-dependent
perturbation theory (Equations (1.2)) If the me-
chanical couplings are small enough such they do
not affect the energy levels, the responses are tem-
perature independent. It is therefore sufficient,
to regard only pathways starting from the ground
state ρeq = |00〉〈00|. The harmonic contributions
q̂HA and q̂
H
B cause |00〉 ↔ |10〉 and |00〉 ↔ |01〉 tran-
sitions, respectively. In additions, the couplings
allow |00〉 ↔ |11〉 and |01〉 ↔ |10〉 transitions as
well as two-quantum transitions of single oscilla-
tors. Since anharmonicities and nonlinearities are
small, the relevant Feynman diagrams contain ex-
actly one forbidden transition.
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Figure 3.2: For each peak, the WMEL diagram is
drawn above the spectrum, in which solid arrows indi-
cate transitions caused by action on the ket side, while
the dotted arrows stand for transitions from interac-
tions on the bra side of the density matrix. Blue circles
are cross peaks between oscillators A and B, green cir-
cles are diagonal peaks of A, and orange circles mark
diagonal peaks of oscillator B.
All possible one-body peaks (pathways which
include only one oscillator) and two-body peaks
(pathways which include two oscillators) are il-
lustrated in Figure 3.2, together with their cor-
responding energy level diagrams. The pathways
starting with a two-quantum transition (in this
case a coupling) cancel away in the nearly har-
monic case. Therefore, only fundamental frequen-
cies appear during t1. A cross peak appears when
the forbidden transition is a coupling (Figure 3.2,
A-H). Since in this case, the forbidden transition
modifies both oscillators, the remaining two inter-
actions need to be q̂HA and q̂
H
B . If the forbidden
transition induces a two-quantum transition of a
single oscillator, the other two transition need to
be one-quantum transitions of the same oscillator.
This gives rise to one-body peaks of oscillator A
(I-L) and B (M-P). For the parameters discussed































where responses Rα,AB gives the response to non-
linearity of polarizability, Rµ,AB is the response
to nonlinear dipole moment and the contributions
Rλ,AAB and Rλ,ABB are the responses due to an-
harmonic couplings.
In the following, the shape of the four different
responses Rα,AB , Rµ,AB , Rλ,AAB , and Rλ,ABB are
derived based on time-dependent perturbation the-
ory for the three pulse sequences RTT, TRT, and
TTR. It will turn out, that the different responses
show characteristic peak patterns depending on the
nature of coupling. We will discuss these peak pat-
terns on an example system with ωA=200 cm
−1
and ωB=600 cm
−1. Analytic expressions for these
responses are given in Appendix 3.8.
3.5.1 Cross Peaks from Electrical
Couplings
Due to their simplicity, we will start with the dis-
cussion of responses Rα,AB and Rµ,AB which are
caused by nonlinearity of polarizability and dipole
surface. The peak intensities caused by electric
couplings do not depend on oscillator frequencies.
In the case of Rα,AB , the Raman interaction in-
duces |00〉 ↔ |11〉 and |10〉 ↔ |01〉 transitions via
q̂HAB . In the RTT sequence, the two-quantum tran-
sition can only occur at the first interaction and
the signal vanishes as a consequence. On the other










































































































Figure 3.4: 2D Raman THz signal of the 2D oscillator generated by the nonlinearity µAB . Upper row: peaks
which are scaled by µAαB (R
µ1,AB). and lower row: peaks scaled by µBαA (R
µ2,AB).
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of the TRT sequence, and in the last interaction fo
the TTR sequence. The relevant contributions to





〈q̂HA (t1 + t2)[q̂HAB(t1), [q̂HB (0), ρeq]]〉





〈q̂HAB(t1 + t2)[q̂HA (t1), [q̂HB (0), ρeq]]〉
+ 〈q̂HAB(t1 + t2)[q̂HB (t1), [q̂HA (0), ρeq]]〉
}
,
and are illustrated in Figure 3.3. All the terms are
scaled by µAµB , the product of transition dipoles
of modes A and B. The response Rα,ABTRT (Eq.
(3.21)) has two contributions, one starting with
single quantum transition of oscillator B (peaks
A,H) and the other starting by excitation of os-
cillator A (peaks B, E). The response Rα,ABTTR (Eq.
(3.22)) can start with q̂B (peaks F, G) or with tran-
sition q̂A (peaks C, D). Each term in Eq. (3.21) and
(3.22) produces a pair of peaks, which have same
intensity but opposite sign. This ensures that in-
tegral over all peaks vanishes.
If it is the dipole surface which couples both os-
cillators via the nonlinearity µAB , the THz inter-
actions can induce the transitions |00〉 ↔ |11〉 and
|10〉 ↔ |01〉. Since there are two THz interactions,
more complicated signals are to be expected. De-
pending if the Raman interaction excites oscilla-
tor A or B, the resulting peak will be scaled by
µBαA or µAαB . We can group the peaks with the
same scaling into two basis responses Rµ1,AB and



































































The peaks which are scaled by µAαB constitute
Rµ1,AB (Figure 3.4, top row), whereas the peaks
scaled by µBαA are contained in R
µ2,AB (Figure
3.4, bottom row). We can discuss both contribu-
tions separately.
For the µAαB contribution, α̂ acts via q̂
H
B . The
remaining dipole interactions must be q̂HA and q̂
H
AB .
In the RTT sequence, coupling can be in the sec-
ond or third interaction (peaks B,C,D,E). The TRT
sequence can couple only in the last interaction
(peaks F,G), and the TTR sequence couples in the
second interaction (peaks A, H). In the µBαA con-
tributions the Raman interactions needs to act via
q̂HA . Also here, restrictions in the position of cou-
plings also reduces the amount of peaks in the TRT
and TTR sequences, and we are left with peaks
(A,F,G,H) in the RTT sequence, (C,D) in TRT
and (B,E) in TTR.
3.5.2 Cross Peaks from Mechanical
Couplings
The signal generated from anharmonic couplings
is complicated in two ways. Firstly, the relative
peak intensities will depend on the relative oscilla-
tor frequencies w = ωB/ωA via factors W1 to W4.
Secondly, anharmonic couplings can not only pro-
duce two-body peaks (A-H) but also lead one-body
peaks of either mode A (I-L) or mode B (M-P).
The signal contains two set of peaks, one scaled
by µ2AαB , and the other by µAµBαA. The response






















where the two contributions Rλ1 and Rλ2 are given
by the following terms:
Rλ1,AABRTT = 〈q̂
AAB

































+ 〈q̂HB (t1 + t2)[q̂AABA (t1), [q̂HA (0), ρeq]]〉
+ 〈q̂AABB (t1 + t2)[q̂HA (t1), [q̂HA (0), ρeq]]〉










+ 〈q̂HA (t1 + t2)[q̂AABA (t1), [q̂HB (0), ρeq]]〉
+ 〈q̂HB (t1 + t2)[q̂AABA (t1), [q̂HA (0), ρeq]]〉









+ 〈q̂HA (t1 + t2)[q̂AABA (t1), [q̂HB (0), ρeq]]〉
+ 〈q̂AABA (t1 + t2)[q̂HB (t1), [q̂HA (0), ρeq]]〉
+ 〈q̂HA (t1 + t2)[q̂AABB (t1), [q̂HA (0), ρeq]]〉.
(3.40)
In the case of λAAB , the coupling transitions
|00〉 ↔ |11〉 and |10〉 ↔ |01〉 are caused by the
q̂AABA operator, either in the second or third inter-
action (since this contribution is present in both µ̂
and α̂ operators). In this case, the remaining two
interactions need to induce single-quantum transi-




The λAAB coupling can furthermore enter via
the q̂AABB term, which induces two-quantum transi-
tions of oscillator A (|00〉 ↔ |20〉 and |10〉 ↔ |10〉).
In addition to the two-quantum transitions, rea-
sonable pathways need two single-quantum tran-
sitions of mode A, caused by q̂HA . If the Raman
process induces two-quantum transitions, the path-
ways are scaled by µ2AαB , otherwise they are scaled
by µAµBαA.
On the example of a 2D-Oscillator with
ωA=200 cm
−1 and ωB=600 cm−1, the contribu-
tions Rλ1,AAB (Figure 3.5, top row) and Rλ2,AAB
(Figure 3.5, bottom row) are discussed. Since
this system is close to Fermi resonance, the path-
ways are dominated by the |10〉 ↔ |01〉 contribu-
tions (which appear in peaks C, E, G, H) and the
|00〉 ↔ |20〉 contributions (peaks I and K).
The λABB couplings are furthermore illustrated
on a the same 2D Oscillator with ωA=200 cm
−1
and ωB=600 cm
−1 (The resulting peak patterns
are equivalent for λAAB of a 2D oscillator with in-
verted frequencies). The possible pathways are ei-
ther scaled by λABBµAµBαB (Figure 3.6, top row)
or by λABBµ
2
BαA (Figure 3.6, bottom row). In this
case, the three transitions |00〉 ↔ |11〉, |10〉 ↔ |01〉
(responsible for all cross peaks A-H), as well as
|10〉 ↔ |10〉 (giving diagonal peaks N and P) are
enhanced.
3.6 Conclusion
The 2D oscillator model gives a sound foundation
for qualitative discussion of possible cross peaks.
In the nearly harmonic case, the system response
can be expressed as a linear combination of ”ba-
sis responses”, which show specific peak patterns
depending on the kind of anharmonicity that is re-
sponsible for the signal. Electrical anharmonicities
µAA and αAA, as well as mechanical anharmonic-
ity σA cause a set of four ”one-body peaks” of os-
cillator A (I-L). Anharmonicities µBB , αBB and
σB cause the diagonal peaks of oscillator B (M-P).
These diagonal peaks have been discussed in detail
in Chapter 2.
Coupling of the two modes present in the 2D os-
cillator, either by electrical coupling µAB and αAB ,
or by anharmonic couplings λAAB and λABB give
further rise to a set of 8 ”two-body peaks”, which
contain frequency information of both oscillators A
and B simultaneously (peaks A-H). From two-body
peak patterns observed in experiments, one can po-
tentially distinguish contributions of electrical and
anharmonic couplings to the signal. For exam-
ple, the signals originating from nonlinear dipole
moment µAB (Figure 3.4) and λABB (Figure 3.6)
show cross peaks at the same positions. However,
they can be clearly distinguished by the relative
signs of peaks. In addition, anharmonic couplings
λAAB and λABB can cause one-body peaks, and
therefore can be a further cause for echoes. Fermi
resonances can hereby strongly enhance the echo
signal. The forbidden two-quantum transition can
hereby be replaced by the allowed transition of the
higher frequency oscillator.



































































Figure 3.5: 2D Raman THz signal of the 2D oscillator, generated by the anharmonic coupling λAAB (R
λ2,AAB).











































































Figure 3.6: 2D Raman THz signal of the 2D oscillator, generated by the anharmonic coupling λABB . Upper
row: Peaks, which are scaled by µAµBαB (R
λ2,ABB) and lower row: contributions with factor µ2BαA (R
λ1,ABB).
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3.7 Appendix A: Derivation
of Matrix Elements
The wave function up to first order in perturbation
is given by







|i, j〉+ · · · ,
(3.41)
where the perturbed wave function |ψk,l〉 is ex-
pressed in terms |k, l〉, the eigenfunctions of the
unperturbed system. For a perturbation Ĥ(1) =
~ωAq̂
2
Aq̂B , the only non-zero matrix elements |m,n〉
basis are
〈



















































Therefore, the perturbed wave function accord-
ing to equation (3.41) becomes













































|m− 2, n− 1〉
)
.
Expressing this equation in terms of ladder op-


















































The pre-factor ~ωA is thereby absorbed into the
operator Ô, which in turn only depends on the fre-
quency ratio w = ωB/ωA.
An operator Â can be expressed in the basis
of perturbed wave functions |ψm,n〉. Since the
operator (Î + λAABÔ) generates the perturbed
wave function from the harmonic eigenstates, basis
transform of the operator Â is given by












Multiplying out the basis transform while ignor-
ing the λ2ABB term, and making use of Ô
† = −Ô













This expression is solved easily for Â = q̂A ∝
(a†A + aA) and Â = q̂B ∝ (a
†
B + aB). Making use












































with the frequency dependent scaling factors W1
to W4 (3.14).
3.8 Appendix B: Analytical
Expressions of Basis Spec-
tra
Analytic expressions of the two-body basis spectra
are given here. Mechanical coupling λAAB can give
two basis responses, Rλ1,AAB which is scaled by
µ2AαB , and R





The possible peaks are scaled by frequency-
dependent factors W1 to W4 (Equations (3.14))
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The µ2AαB contributions are
Rλ1,AABRTT =+W1 cos[−ωBt1 + ωAt2] (3.51)
−W1 cos[ωBt1 + (ωA + ωB)t2]
+W2 cos(ωBt1 + (ωB − ωA)t2)
−W2 cos(ωBt1 + ωAt2)
Rλ1,AABTRT =+W1 cos(−ωAt1 + ωBt2) (3.52)
+W2 cos(−ωAt1 + (ωB − ωA)t2)
−W1 cos(ωAt1 + (ωA + ωB)t2)
−W2 cos(ωAt1 + ωBt2)
+W3 cos(−ωAt1 + ωAt2)
−W4 cos(ωAt1 + ωAt2)
Rλ1,AABTTR =+W1 cos(−ωAt1 + ωBt2) (3.53)
−W2 cos(ωAt1 + ωBt2)
−W3 cos(ωAt1 + 2ωAt2)
+W4 cos(ωAt1)
and the µAµBαA contributions are expressed as
Rλ2,AABRTT =+W1 cos[−ωAt1 + ωBt2] (3.54)
+W2 cos[−ωAt1 + (ωB − ωA)t2]
−W1 cos[ωAt1 + (ωA + ωB)t2]
−W2 cos[ωAt1 + ωBt2]
+W3 cos[−ωAt1 + ωAt2]
−W4 cos[ωAt1 + ωAt2]
−W3 cos[ωAt1 + 2ωAt2]
+W4 cos[ωAt1]
Rλ2,AABTRT =+W1 cos[−ωBt1 + ωAt2] (3.55)
−W1 cos[ωBt1 + (ωA + ωB)t2]
+W2 cos[ωBt1 + (ωB − ωA)t2]
−W2 cos[ωBt1 + ωAt2]
−W3 cos[ωAt1 + 2ωAt2]
+W4 cos[ωAt1]
Rλ2,AABTTR =+W1 cos[−ωBt1 + ωAt2] (3.56)
+W2 cos[−ωAt1 + (ωB − ωA)t2]
−W1 cos[ωAt1 + (ωA + ωB)t2]
−W1 cos[ωBt1 + (ωA + ωB)t2]
+W2 cos[ωBt1 + (ωB − ωA)t2]
−W2 cos[ωBt1 + ωAt2]
+W3 cos[−ωAt1 + ωAt2]
−W4 cos[ωAt1 + ωAt2].
The λABB analogues to the λAAB responses are
received by interchange of indices A and B. Elec-
trical coupling µAB also yields two different contri-
butions. Rµ1 is scaled by µAαB and R
µ2 is scaled




The analytic form of these contributions are
Rµ1,ABRTT =+ 1 cos[−ωBt1 + ωAt2] (3.58)
− 1 cos[ωBt1 + (ωA + ωB)t2]
+ 1 cos[ωBt1 + (ωB − ωA)t2]
− 1 cos[ωBt1 + ωAt2]
Rµ1,ABTRT =+ 1 cos[−ωAt1 + (ωB − ωA)t2] (3.59)
− 1 cos[ωAt1 + (ωA + ωB)t2]
Rµ1,ABTTR =+ 1 cos[−ωAt1 + ωBt2] (3.60)
− 1 cos[ωAt1 + ωBt2]
and
Rµ2,ABRTT =+ 1 cos[−ωAt1 + ωBt2] (3.61)
+ 1 cos[−ωAt1 + (ωB − ωA)t2]
− 1 cos[ωAt1 + (ωA + ωB)t2]
− 1 cos[ωAt1 + ωBt2]
Rµ2,ABTRT =− 1 cos[ωBt1 + (ωA + ωB)t2] (3.62)
+ 1 cos[ωAt1 + (ωB − ωA)t2]
Rµ2,ABTTR =+ 1 cos[−ωBt1 + ωAt2] (3.63)
− 1 cos[ωBt1 + ωAt2].
The electrical coupling αAB gives responses in
which all peaks are scaled by µAµB . The corre-
sponding basis spectrum is
Rα,ABRTT =0 (3.64)
Rα,ABTRT =+ 1 cos[−ωBt1 + ωAt2] (3.65)
+ 1 cos[−ωAt1 + ωBt2]
− 1 cos[ωAt1 + ωBt2]
− 1 cos[ωBt1 + ωAt2]
Rα,ABTTR =+ 1 cos[−ωAt1 + (ωB − ωA)t2] (3.66)
− 1 cos[ωAt1 + (ωA + ωB)t2]
− 1 cos[ωBt1 + (ωA + ωB)t2]
+ 1 cos[ωBt1 + (ωB − ωA)t2].
Chapter 4
Development of Water Force Fields
The content of this chapter has been published with the title ”An Efficient Water Force Field Calibrated
against Intermolecular THz and Raman Spectra” [D. Sidler, M. Meuwly and P. Hamm, J. Chem. Phys.
148, 244504 (2018)]
4.1 Abstract
A polarizable water model is presented which has
been calibrated against experimental THz and Ra-
man spectra of bulk water. These low-frequency
spectra directly probe the dynamics, and thereby
intermolecular interactions, on time scales relevant
to molecular motions. The model is based on
the TL4P force field developed by Tavan and co-
workers [J. Phys. Chem. B 117 , 9486 (2013)],
which has been designed to be transferable be-
tween different environments; in particular, to cor-
rectly describe the electrostatic properties of both
the isolated water molecule in the gas-phase and
the liquid water at ambient conditions. Following
this design philosophy, TL4P was amended with
charge transfer across hydrogen-bonded dimers as
well as an anisotropic polarizability in order to
correctly reproduce the THz and Raman spectra.
The thermodynamic and structural properties of
the new model are of equal quality as those of
TL4P, and at the same time, an almost quantita-
tive agreement with the spectroscopic data could
be achieved. Since TL4P is a rigid model with a
single polarizable site, it is computationally very
efficient, while the numerical overhead for the ad-
dition of charge transfer and the anisotropic polar-
izability is minor. Overall, the model is expected
to be well suited for, e.g., large scale simulations
of 2D-Raman-THz spectra or biomolecular simula-
tions.
4.2 Introduction
Although being a fairly simple molecule, water
exhibits very complex behavior in the condensed
phase with many anomalies in its thermodynamic
properties whose origin still are a matter of de-
bate.3,111 These anomalies play a crucial role
for understanding solvation effects on various pro-
cesses. Vibrational spectroscopy can be applied to
gain information about its structure and dynamics.
From mid-IR spectra measuring the intramolecular
degrees of freedom of the water molecule, one can
draw conclusions about the surroundings of indi-
vidual water molecules from the lineshape function
of the absorption peaks. 2D IR spectroscopy can be
used to distinguish contributions of homogeneous
and inhomogeneous broadening of the environ-
ment, and as such insights about the dynamics of
the environment can be gained.34–36,107,108,112–114
By contrast, spectroscopy in the THz regime
directly measures the inter-molecular dynamics
of the hydrogen bonding network of water and
can potentially resolve the structural heterogeneity
within bulk water to a certain extent. The modes
in the THz range are very delocalized,23 and it is
difficult to distinguish between an oscillator and
its environment. Furthermore, the water molecules
move in a very anharmonic potential, and the life-
time of hydrogen bonds was reported to be in the
range of ≈ 1 ps.115 This inhomogeneous and very
dynamic environment causes strong broadening of
all spectral features. The THz absorption spec-
trum (Fig. 4.1b, black line) has three to a certain
extent distinct bands,21 which are interpreted by
the modes illustrated in Fig. 4.1a. The maxi-
mum intensity band at 600 cm−1 arises from libra-
tional modes (hindered rotation), the weaker band
at 200 cm−1 belongs to hydrogen bond vibrations,
and a faint shoulder at 50 cm−1 originates from hy-
drogen bond bending modes. The Raman spectra
show the same three bands, but with very different
relative intensities (Fig. 4.1c, black line).50 Higher
order THz spectroscopy has the potential to bet-
33
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Figure 4.1: (a) Illustration of the vibrational modes
associated for the three bands visible in the THz range
(the vibrations might be more delocalized in reality).
(b) Experimental THz absorption spectrum of wa-
ter (multiplied with the experimental refractive index)
at 25 ◦C (black),21 compared to that calculated from
the TL4P model (orange).89 (c) The same for the
anisotropic Raman spectrum measured by optical Kerr
effect spectroscopy.50
ter resolve the spectral features and thereby refine
these assignments.41 Currently, 2D-Raman-THz
is the only 2D method in this spectral range that
has successfully been applied to water98 and aque-
ous salt solutions,79 but the interpretation of these
nonlinear responses remains a challenge.
Computer simulations can contribute to a mi-
croscopic understanding of the THz and Raman
responses. Due to the large anharmonicity of the
intermolecular degrees of freedom of liquid water,
a description based on harmonic normal modes is
problematic.70,116 However, the low frequency of
the motions around kBT make classical molecular
dynamics (MD) a good tool to model these inter-
molecular vibrations, thereby capturing the full an-
harmonicity of the intermolecular potential. MD
simulations directly follow the time-evolution of
the system, and the calculation of various space
and time correlation functions is straight forward
in principle. It is desirable to use MD simulations
to derive relationships between spectral features
and molecular structure and motions on a micro-
scopic scale.
The simulation of response functions in the THz
range requires a water model with the following
properties. Firstly, as is true for any water force
field, it should accurately represent the intermolec-
ular energies, from which realistic forces, structures
and dynamics are generated. Furthermore, in or-
der to simulate a Raman spectrum, which is re-
lated to the autocorrelation function of the polar-
izability, the water model needs to be polarizable.
A multitude of polarizable water force fields have
been developed, treating polarizability in many dif-
ferent ways, i.e., Drude oscillator models,117–122
first principle water models,123–125 models includ-
ing three-body interactions explicitly,126,127 fluctu-
ating charge models,128,129 and models with an in-
ducible dipole moment92,130–138 or higher electro-
static moments.133,139,140 Beyond that –and that
is no longer standard for most water models– the
electrostatic properties need to be fine-tuned to re-
produce accurate transition dipoles as well as tran-
sition polarizabilities so that the relative intensities
in the THz and Raman spectra agree with experi-
ment. Moreover, the simulation of higher order re-
sponse functions requires very extensive sampling
of phase space, for which simulation times of a few
100µs are needed. Computational efficiency of the
model thus is very important. The purpose of this
work is to develop a water model that fulfills all
these criteria.
In order to avoid the “polarization catastro-
phe”, most polarizable water force fields use a
polarizability that is smaller than the experimen-
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tal value of 1.47 Å3; for example SWM4-NDP
uses 0.98 Å3.119 However, such a model can only
poorly describe the interaction with the homoge-
neous electric field from a laser pulse needed for
the Raman response. Applying a damping to the
dipole-dipole interaction at short distances with
a Thole-type interaction141 can circumvent this
problem. A Gaussian inducible dipole has the same
effect,142,143 which is the basis of a series of wa-
ter models recently introduced by Tavan and co-
workers.95,138 As a cornerstone in the design of
these models, the dipole moment and polarizability
of an isolated water molecule was set to the experi-
mental gas phase value. This design philosophy en-
sures that the models are transferable to different
environments, and, as a side aspect, also correctly
accounts for a Raman interaction with an exter-
nal laser field. The models are furthermore rigid
and thus computationally efficient. We, in turn,
have argued that 2D-Raman-THz spectroscopy is
particularly sensitive to the correct description of
the polarizability of a force field, and have shown
that amongst different off-the-shelf water models
tested, the TL4P model95 gave the best agreement
with the experimental 2D-Raman-THz response.89
We therefore think that TL4P is a good starting
point for a “spectroscopic force field” that focuses
on the inter-molecular degrees of freedom in the
THz range.
Here, we aim at further improving TL4P as a
spectroscopic force field. Fig. 4.1 (orange versus
black lines) shows that TL4P does not even fully
reproduce the (1D) THz absorption and Raman
spectra, which certainly should be considered a
minimum requirement for modelling 2D-Raman-
THz spectroscopy. Two major differences catch
the eye: First, the 600 cm−1 band in the Raman
spectrum is completely missing in the TL4P simu-
lations, since the polarizability in TL4P is assumed
to be isotropic. The 600 cm−1 band is a librational
mode, i.e., a hindered rotation of individual water
molecules. In order that such a rotation changes
the polarizability of a water molecule in the labo-
ratory frame, and thereby renders that degree of
freedom visible in the Raman spectrum, the po-
larizability needs to be anisotropic. Second, the
simulated THz absorption spectrum severely un-
derestimates the intensity of the 200 cm−1 band.
It is well known that a point charge model (such
as TIP4P/2005144) misses the hydrogen bond vi-
bration completely since two fixed dipoles vibrat-
ing against each other will not change the overall
dipole.23 That is, while the corresponding mode
exists in a MD simulations of a point charge model,
it does not have any transition dipole. Polarizabil-
ity introduces a transition dipole of that vibration;
since the overall dipole is modulated with inter-
molecular distance, however, TL4P underestimates
the intensity of this band severely.
The purpose of this paper is to amend the elec-
trostatics of the TL4P model95 in such a way that
both bands obtain a realistic transition polarizabil-
ity and transition dipole, respectively. For the Ra-
man band at 600 cm−1, we need to allow for an
anisotropic polarizability. Experimentally, the po-
larizability of an isolated water molecule is nearly
isotropic. While the polarizability is commonly
assumed to be isotropic in water force fields, its
anisotropy is a crucial aspect in the description of
the Raman spectrum.
As for the intensity of the THz band at 200 cm−1,
we add charge transfer to the TL4P model. It
is well established that hydrogen bonding causes
a small amount of charge to flow from the
hydrogen bond acceptor to the hydrogen bond
donor.122,145–151 It has been demonstrated by
Torii that a very simple treatment of this effect,
where the transferred charge is defined as a func-
tion of the hydrogen bond length, can capture the
intensity of the hydrogen bond vibration band.? In
these simulations, however, separate sets of charges
were used for the force field and for the calcula-
tion of the THz spectrum. A similar approach was
taken by Tanimura and co-workers, who concen-
trated on the effect of charge transfer on the Ra-
man spectra.92 However, it is desirable to have one
and the same force field for the MD simulation as
well as the calculation of the spectroscopy.152 To
that end, Rick and co-workers have developed a
way to integrate charge flow into a force field in a
self-consistent manner153 and applied it to a Drude
model.122
In this paper, a total of three new force fields
are parametrized, verified with respect to their
thermodynamic properties, and THz absorption
and anistropic Raman spectra are calculated: The
TL4Pi-CT model, which adds charge flow across
a hydrogen bond to the TL4P model in a self-
consistent manner but still assumes an isotropic
polarizability, TL4Pa1-CT, for which in addition
the polarizability has been replaced by the ex-
perimental anisotropic polarizability tensor, and
TL4Pa2-CT, which reduces the anisotropy of the
polarizability in such a way that the intensity of
the 600 cm−1 Raman band matches experiment.
We will see that TL4Pa2-CT reveals almost per-
fect THz absorption and Raman spectra, setting
the stage for an in-depth investigation of the var-
ious features observed in 2D-Raman-THz spec-
troscopy.98
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4.3 Simulation Details
All MD simulations were performed with a home-
written MD code. If not stated otherwise, the sys-
tems simulated were cubic boxes containing 256
water molecules under periodic boundary condi-
tions. Long-range electrostatic interactions were
treated by Ewald summation,143 with the dielec-
tric constant of the surrounding continuum set to
the experimental value of ǫRF = 78. The van der
Waals potentials were switched to zero between
8.55 Å and 9.5 Å, and a long-range correction term
for energy and pressure of the van der Waals poten-
tial was applied.154 The inducible dipole moments











where µi is the induced dipole of water i, αi its
polarizability in the laboratory frame, Ej the elec-
trical field the point charges of water j produce at
the position of water i, T ij the dipole-dipole in-
teraction tensor, and Eext an external field needed
to calculate the Raman response (it was switched
off during the force calculation in the MD simula-
tion). Eq. 4.1 was solved iteratively for the µi un-
til the changes are less than 10−6 e Å, which took
in average 6 iterations (the computational cost of
that iteration is about 3 times that for the point
charges and van der Waals potential). The equa-
tion of motion was integrated using a velocity Ver-
let algorithm155 with a time step of 1 fs. The ge-
ometry of the water molecules was constrained us-
ing the M-SHAKE algorithm.156 All simulations
were carried out in the NVT ensemble at den-
sity ρ = 0.9965 g/cm3 and temperature 300 K,
where temperature was controlled with a veloc-
ity rescaling thermostat with a coupling time of
1 ps.157 The instantaneous pressure was calculated
using the virial expression.158 Varying simulation
lengths ranging from 500 ps to 50 ns have been used
for the different tasks (which are specified below),
depending on the desired accuracy of a particular
property and how quickly it converges. Error bars
have been determined by block averaging.
All density functional theory (DFT) calculations
were performed with the Gaussian plane wave for-
malism implemented in the CP2K program.159,160
As in Tavan’s work,95,138 the exchange- and cor-
relation functional of Perdew, Burke and Ernz-
erhof (PBE) was used.161 The electron density
was expanded in augmented, quadruple zeta ba-
sis sets with three sets of polarization functions for
both H and O atoms.162 Only the electrons of the
outermost shell were treated explicitly, while the
core electrons were treated by Goedecker-Teter-
Hutter pseudopotentials.163,164 The considered
water clusters were centered into a box with size
15 Å under non-periodic boundary conditions with
a plane wave basis cutoff of 150Ry.
4.4 Parametrization
4.4.1 TL4P Model
As all water models developed here start from
TL4P,95 we first introduce this model. TL4P is
a rigid water model with the atoms fixed to the ex-
perimental liquid phase geometry (rOH = 0.968 Å,
bond angle θ = 105.3 ◦). The electrostatic interac-
tions are arising from three point charges, two of
which are located on the hydrogen atoms and one
on a massless point M that is displaced from the
oxygen atom (see Fig. 4.2). Furthermore, a Gaus-
sian polarizable site is placed on the oxygen atom
with an isotropic polarizability that matches the
experimental value αiso = 1.47 Å.
165 The charges
qM and qH and distance lOM of site M from the oxy-
gen atom are constrained such that the molecule
has no net charge, and that the dipole moment
of an isolated water molecule agrees with the ex-
perimental gas phase value µ = 1.855D. The two
remaining free parameters determining the electro-
statics, lOM and the width of the Gaussian σ, were
fit such that the electrostatic moments of a wa-
ter molecule in a realistic liquid phase environment
agrees best with a DFT water molecule placed in
the same environment.95
The Pauli repulsion and van der Waals inter-
actions are modeled with a Buckingham potential
acting between oxygen atoms,
VVdW(r) = A1 exp(−A2r)−B/r6. (4.2)
The Buckingham parameters were empirically
fit to match the following experimental quanti-
ties, all at density ρ = 0.9965 g/cm3 and tem-
perature 300 K: the position of the first peak in
the O-O radial distribution function (RDF)(rmax
= 2.76 Å), the pressure (p = 1bar) and the aver-
age potential energy per water molecule (〈Epot〉 =
−9.92 kcal/mol).166
4.4.2 Charge Transfer
The amount of overall charge δq transferred across









Figure 4.2: Redistribution of the charge δq(rH···M)
(which is calculated from Eq. 4.3) among the atoms of
the two waters of a hydrogen bonded dimer. The red
spheres are oxygen atoms, the white spheres are hydro-
gen atoms, and the blue spheres represent the massless
dummy particles M. In addition to this charge trans-
fers, the hydrogen atom and the dummy particle carry
the point charges qH and qM , respectively, reported in
Tab. 4.1.
hydrogen bond distance rH···M, for which we chose
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Torii has shown that this functional form gives
a electron population derivative that agrees well
with QM calculations.? For each pair of water
molecules, four intermolecular H· · ·M distances ex-
ist in principle along the lines of Eq. 4.3, yet, typ-
ically only one contributes in a pair of hydrogen-
bonded waters, since the cut-off rCT is very small
(vide infra). Based on quantum-chemistry calcu-
lations,?, 147 it has been suggested to redistribute
that charge transfer δq(rH···M) among the atoms of
the two water molecules as illustrated in Fig. 4.2.
Expressions for energy and force contributions
have been derived by Rick and co-workers.153
Their numerical implementation is a bit tedious
but straight-forward. We have verified the cor-
rectness of our implementation by testing the en-
ergy stability in an NV E run with very tight con-
vergence criteria. For both TL4P and TL4Pi-CT,
the total energy of the simulation is Gaussian dis-
tributed with about the same width (Fig. 4.3, or-
ange and blue), confirming that energy does not
drift significantly during the course of the 300 ps
simulation time. Furthermore, since the cutoff rCT
is small, the extra computational cost is minor
(≈ 5%) and scales linearly with the system size.
4.4.3 Anisotropic Polarizability
For the TL4Pa1-CT model, the polarizability ten-
sor is set to the experimental anisotropic gas phase
polarizability with αxx =1.468 Å
3, αyy = 1.415 Å
3,
and αzz = 1.528 Å












Etot -  Etot  [kcal/mol]
Figure 4.3: Distribution of total energy per water
molecule from NVE simulations with tight convergence
criteria.
dipole moment axis, y is the axis perpendicular to
the plane, and z is the direction from one hydro-
gen atom to the other.165 We can separate that
polarizability into two contributions:
α = αiso1+αaniso, (4.4)
the isotropic polarizability αiso and the trace-
less anisotropy tensor αaniso. We will see that the
experimental anisotropy over-estimates the inten-
sity of the 600 cm−1 band in the Raman spectrum
(see Fig. 4.8d). By linearly interpolating between
the experimental anisotropic and isotropic polar-
izability αiso1 as to correctly describe the inten-
sity of the 600 cm−1 band, we get the polarizability
αxx = 1.4692, αyy = 1.4427, and αzz = 1.4992 Å
3,
which has been used in the construction of the
TL4Pa2-CT model.
Also the addition of an anisotropic polarizabil-
ity is computationally inexpensive (≈ 1.5%) and
scales linearly with the number of water molecules.
For the calculation of the forces, one has to ac-
count for the fact that the induced dipole moments
are no longer parallel to the electric field and thus
produce an additional torque that acts on the wa-
ter molecule as a whole. By solving a system of
linear equations, that torque is redistributed into
forces acting on the atoms, which are calculated in
such a way that the force on the center of mass, as
well as the forces along the bonds, vanish. As for
the charge transfer, the correct implementation has
been verified by testing the energy stability (Fig.
4.3, green).
4.4.4 Fitting Procedure
In re-parametrizing the modified force fields
TL4Pi-CT, TL4Pa1-CT, and TL4Pa2-CT with the
polarizabilities reported in Sec. 4.4.3, we sticked
as closely as possible to the design philosophy of
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TL4P,95 and tried to modify its parameters as lit-
tle as possible. That is, we retained the molec-
ular geometry from TL4P (rOH = 0.968 Å and
θ = 105.3 ◦) as well as the width of the Gaussian
inducible dipoles (σ = 0.842 Å). Our initial inten-
tion has been to also keep the electrostatic param-
eters from TL4P (qM=-1.1154 e, qH=0.5577 e and
lOM = 0.2419 Å, see Table 4.1) in order to get a
gas phase dipole moment of 1.855D. However, the
charge redistribution scheme of Fig. 4.2 enlarges
the dipole moment of individual water molecules,
and we found that it increases the electrostatic in-
teractions too strongly. In order to compensate for
the additional attracting forces, the static dipole
moment had to be reduced by 2% (vide infra). We
thus chose qM = −1.0963 e and qH = 0.54815 e for
the charges, and decided to keep lOM = 0.2419 Å.
The static dipole moment then is µstat = 1.818D.
After assigning qM, qH, lOM, θ, α and σ, the
only free parameters determining the electrostat-
ics of the model are the charge transfer parameters
rCT and qCT from Eq. 4.3. Their values were op-
timized to give the best agreement of the dipole
moment of small water clusters with dipole mo-
ments from DFT calculations, according to follow-
ing procedure. Using the TL4P force field, a 500 ps
long MD trajectory was produced with coordinates
saved in steps of 1 ps. One water molecule was
randomly selected from each of these snapshots.
For this water molecule, all neighbors were selected
with a O-O distance smaller than 3.5 Å. In this
way, 500 water clusters consisting of 4 to 9 water
molecules were generated.
The total dipole moments MQMi of all clus-
ters i were calculated with the help of DFT cal-
culations (see Sec. 4.3 for details). For the sake
of calculating the corresponding dipole moments
MMMi of the various molecular mechanics (MM)
water models and comparing them to MQMi , the
charges and polarizabilities of the former had to be
slightly modified in order to reflect the gas phase
dipole moment and polarizability of DFT water.
The values calculated are µDFT = 1.805D for the
dipole moment and αDFTxx = 1.542 A
3, αDFTyy =
1.504 Å3, and αDFTzz = 1.591 Å
3 for the polarizabil-
ity. The root mean square deviation (RMSD) be-
tween MQMi and M
MM
i (qCT, rCT), averaged over
all clusters, has then been calculated as a func-
tion of charge transfer parameters. Minimizing the
RMSD reveals qCT = 0.0529 e and rCT = 2.813 Å
for TL4Pi-CT, see Fig. 4.4a. We chose to use that
set of parameters for all water models, isotropic
and anisotropic.
Modifying the electrostatic parameters changes
the interactions between water molecules, which re-
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Figure 4.4: (a) RMSD of TL4Pa-CT versus DFT as
a function of rCT and qCT. Correlation of the dipole
moment of the 500 test clusters calculated (b) for TL4P
and (c) for TL4Pa-CT versus DFT, plotting the x, y
and z components of the dipole moments individually.
quires to re-parametrize the van der Waals parame-
ters A1, A2, and B (Eq. 4.2). As done for TL4P,,
95
we fitted them to the position of the first peak in
the O-O radial distribution function, the pressure
(p = 1bar) and the average potential energy per
water molecule (〈Epot〉 = −9.92 kcal/mol). The
target of position of the first peak in the O-O radial
distribution function has been a little larger (rmax
= 2.8 Å) than for TL4P, as this is the best accepted
experimental value.167 The slight adjustment of
the static charges qM and qH, reducing the static
dipole by 2% relative to that of TL4P, has been
necessary to find a set of van der Waals param-
eters that reproduce all target values rmax, Epot,
and p at the same time. All parameters are sum-




The dipole moments calculated from the fitted
models are in excellent agreement with DFT dipole
moments with an RMSD of only 0.070D, which is
5.5 times smaller than the RMSD calculated for
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Table 4.1: Force field parameters of the TL4P model and the newly developed charge transfer models
Parameter TL4P95 TL4Pi-CT TL4Pa1-CT TL4Pa2-CT
lOM [Å] 0.2419 0.2419 0.2419 0.2419
θ [◦] 105.3 105.3 105.3 105.3
σ [Å] 0.842 0.842 0.842 0.842
αxx [Å
3] 1.47 1.47 1.468 1.4692
αyy [Å
3] 1.47 1.47 1.415 1.4427
αzz [Å
3] 1.47 1.47 1.528 1.4992
qM [e] -1.1154 -1.0963 -1.0963 -1.0963
qH [e] 0.5577 0.54815 0.54815 0.4815
qCT [e] - 0.0529 0.0529 0.0529
rCT [Å] - 2.813 2.813 2.813
A1 [kcal/mol] 84120 191600 196150 192300
A2 [Å
−1] 3.55 3.8016 3.8101 2.8032
B [Å6 kcal mol−1] 992 1000.7 1000.7 1000.7
TL4P (Fig. 4.4b and c). Adding charge transfer
not only improves the correlation for small dipole
moments, but also for high dipole moments around
-10 D or 10 D (see Fig. 4.4c). Although more
data points exist from smaller clusters with smaller
dipole moments, the model has good quality also
for higher values of the dipole moments arising
from the bigger clusters. This observation supports
the conclusion that including charge transfer across
hydrogen bonds improves the dipole moment sur-
face for the right physical reason.
For a hydrogen bonded water dimer with H · · ·M
distance of 1.85 Å, the amount of charge trans-
ferred is 0.025 e, which is consistent with values
reported from various QM calculations at different
levels of theory ranging from HF to MP2.145–148,150
A Water molecule in a liquid water box, on the
other hand, is neutral in average, but its charge
fluctuates with a standard deviation of 0.013 e (Fig.
4.5a). The average dipole increases from 2.48D to
2.52D when going from TL4P to TL4Pi-CT (Fig-
ure 4.5b), despite the fact that the dipole of the cor-
responding gas-phase monomers had been reduced
from 1.855D to 1.818D. Furthermore, the fluctu-
ation amplitude of the dipole moment slightly in-
creases from 0.136D to 0.150D.
4.5.2 Thermodynamic and Struc-
tural Properties
In the following, various experimental observables
were calculated for the new water models, based
on similar techniques as those used to character-
ize the original TL4P model.95 We start with the
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Figure 4.5: (a) Molecular charge distribution of a
TL4Pi-CT water molecule in liquid water and (b)
molecular dipole moment distribution of TL4P and
TL4Pi-CT. Since the water molecules are charged in
the case of TL4Pi-CT, the dipole moment depends on
the choice of a reference point. We chose the geometri-
cal midpoint of the charged sites (i.e., H and M sites)
as reference point, which is equivalent to subtracting
the net charge evenly from these sites.
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Figure 4.6: Box-size dependent diffusion constant
plotted against 1/L, where L is the box size, together
with linear fits used to extract the size-corrected diffu-














Here, the standard deviation of the total dipole
moment has been averaged during ∼45 ns, initially
in an environment with the experimental dielectric
constant ǫRF = 78. The dielectric constant has
then been iterated self-consistently until ǫrel ≈ ǫRF
within the uncertainty of the calculation.
The isothermal compressibility κT ,
169 the ther-
mal expansion coefficient αp
170 and the heat capac-
ity cp, all at T =300K and experimental density
ρ = 0.9965, were derived from numerical differen-





























where ∆CQM = −2.22 calmol−1 K−1 is a correc-
tion for quantum mechanical contributions (from
internal degrees of freedom, as well as quantum
mechanical character of the librations) to theheat
capacity.












at t0 = 90 ps by numeric differentiation. The au-





averaged over a simulation time of 27 ns. Size-
dependent diffusion constants were calculated in
r [Å]












Figure 4.7: RDF of TL4P and TL4Pi-CT compared
to the experimental RDF.167 The RDFs of TL4Pa1-
CT and TL4Pa2-CT are virtually the same as that of
TL4Pi-CT and are not shown.
that way for boxes containing 256, 507, and 750
water molecules. From these results, the size-
corrected diffusion constant D0 and viscosity η
were extracted by utilizing the relationship:171,172




where V is the volume of the simulation box and
ζ ≈ 2.837 is a constant originating from the Ewald
summation in a cubic periodic box. A linear fit
of the size-dependent diffusion constant as a func-
tion of 1/L = 1/V 1/3 reveals D0 from the intercept
and the viscosity η from the slope (Fig. 4.6). The
results of all these calculations are summarized in
Table 4.2. Finally, Fig. 4.7 shows the O-O radial
distribution functions.
Generally speaking, the adding anisotropic po-
larizability does barely affect the thermodynamic
and structural properties of the force field, which
is why we restrict the discussion to a comparison of
TL4P with TL4Pi-CT. The O-O RDF (Figure 4.7)
of the fitted models have a first peak at 2.80 Å (by
construct) with a height of 2.82, which is higher
than that of TL4P (2.59), and also higher than the
experimental value (2.57).167 At distances larger
than 3.5 Å, the RDF from TL4P and TL4Pi-CT
are almost identical. The similar long-range struc-
turing is attributed to the same long-range electro-
static interactions, when charge transfer no longer
plays any significant role. Compared to the exper-
imental RDF, however, the second peak is shifted
to shorter distances (4.29 Å versus 4.45 Å, respec-
tively), indicating that both models underestimate
the tetrahedrality of the second solvation layer. On
the other hand, the height of minima and maxima
after the first peak agree well with experiment.
The calculated values for the pressure and po-
tential energy for TL4P are p = −168, bar and
Epot = −9.958 kcal/mol, lower than the values re-
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Table 4.2: All observables calculated for the new water models, compared to experiment and values obtained
from TL4P, at 300K and a density of 0.9965 g cm−3. In case of TL4P, the results reported in Ref. 95 are
given (6th column) together with those calculated with exactly the same procedures as for the new models (5th
column) for better comparison (both sets of numbers differ slightly, since the electrostatic interactions were
calculated differently in Ref. 95, and since we applied a long-range correction for the van der Waals potential.)
TL4Pi-CT TL4Pa1-CT TL4Pa2-CT TL4P TL4P95 exp
rmax [Å] 2.80 ± 0.01 2.80 2.80 ± 0.01 2.77 ± 0.01 2.76 2.80167
Epot [kcal/mol] -9.9199 ± 0.0007 -9.923 ± 0.001 -9.9230 ± 0.0001 -9.9580 ± 0.0005 -9.92 -9.92166
p [bar] -14 ± 3 -26±2 -25 ± 2 -168 ± 2 1 1 173
ǫrel 86 ± 2 84 ± 3 85 ± 3 69 ± 3 77 78 174
D0 [nm
2/ns] 2.49±0.02 2.56±0.02 2.55±0.02 3.12±0.01 3.0 2.4 175
η [mPa s] 0.64±0.03 0.70±0.04 0.73±0.05 0.60±0.01 0.80 0.81 176
αp [10
−4/K] 6.4 ± 0.2 6.4 ± 0.2 6.4 ± 0.2 6.1± 0.1 5.9 2.8 177
κT [10
−6/atm] 35 ± 2 42 ± 2 37 ± 2 39 ± 2 37.4 45.6 177
cp [cal/(mol K)] 20.5 ± 0.1 20.3 ± 0.1 20.4 ± 0.1 18.9 ± 0.1 18.7 18.0
ported by Tavan and co-workers.95 This reflects
the different treatment of electrostatic long-range
interactions, as well as the long-range correction to
the van der Waals potential that we applied here.
Since it has been a fitting target, the corresponding
numbers agree well with experiment for all mod-
els TL4Pi-CT, TL4Pa1-CT, and TL4Pa2-CT. The
thermal expansion coefficient αp increases slightly
from 6.1 · 10−4 to 6.4 · 10−4 K−1 upon addition of
charge transfer. This is more than double the ex-
perimental value of 2.8 ·10−4 K−1.177 This discrep-
ancy reflects the failure of TL4P, as well as of all
our new models, to correctly describe the density
maximum of water at 4◦C and is considered to be
a major drawback of all these models. The isother-
mal compressibility stays the same within the un-
certainty of the calculation. The heat capacity in-
creases from 18.9 to 20.5 calmol−1 K−1, while the
dielectric constant increases from 69 to 86.
Concerning dynamical properties, we observe
that the diffusion constant D0 decreases from
3.1 to 2.5 nm2/ns, while viscosity increases from
0.60±0.01 to 0.64±0.03mPa s in TL4Pi-CT, and
further to 0.73±0.05mPa s in TL4Pa2-CT.
4.6 Spectra
4.6.1 Vibrational density of states
To obtain a basis for discussing differences be-
tween water models in the THz and Raman spec-
tra, we first consider the vibrational density of
states (VDOS), which is related to the dynamics
only and thus can be used to disentangle effects of
dynamics from the electronic contributions to the
spectra, i.e., the transition dipoles and transition
polarizabilities. The VDOS has been calculated
from the velocity autocorrelation function of either




dt eiωt〈vO,H(0) · vO,H(t)〉,
(4.11)
where the velocity autocorrelation has been
apodized at 4 ps and 〈· · · 〉 denotes an ensem-
ble average as well as time average, the latter
over a 1.5 ns long trajectory. In VDOS of the
hydrogen atoms (VDOSH, see Figure 4.8b) the
three bands corresponding to hydrogen bond bind-
ing, hydrogen bond vibration, and libration are
present. By contrast, the 600 cm−1 band is ab-
sent in VDOSO (Figure 4.8a), which shows that
librations are dominated by motions of the hydro-
gen atoms (Figure 4.1a). Upon addition of charge
transfer, the 200 cm−1 and the 600 cm−1 bands are
shifted slightly toward higher frequencies, indicat-
ing a somewhat stronger hydrogen bonding, while
the amplitude of the hydrogen-bond vibration at
200 cm−1 is reduced somewhat (Figure 4.8a, orange
versus blue line). For both the oxygen and the hy-
drogen VDOS, addition of anisotropic polarizabil-
ity has no visible effect (see the red dashed line in
Figs. 4.8a and 4.8b; the result for TL4Pa1-CT is
virtually identical and is not shown).
4.6.2 THz absorption spectrum
The THz absorption spectrum (Figure 4.8c) has










dt eiωt 〈µ(t) · µ̇(0)〉 ,
(4.12)
where the dipole autocorrelation function has been
apodized at 4 ps, 〈· · · 〉 denotes a time average over
a 7 ns long trajectory, n(ω) is the experimental re-
fractive index, and tanh(β~ω/2) a quantum cor-
rection factor.179 The dipole moment µ(t) of the
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simulation box as a whole has contributions from
the static charges qi, the induced dipole moments
due to polarizability µi, and from charge trans-
fer δqi. The latter renders the water-molecules
non-neutral, which calls for care when calculating
the dipole moment in connection with the peri-
odic boundary conditions; one cannot simply sum
over all charges including the charge transfers µ =
∑
i µi + ri(qi + δqi). In order to circumvent that
problem, we calculated the contribution of charge
transfer to the overall dipole independent from the
other two contributions (which are not problem-
atic). If two waters in a hydrogen-bonded dimer
are in different image boxes, the minimum image
convention is used for the calculation of the dipole
that originates from the charge transfer across that
dimer.
The THz absorption spectrum of TL4P almost
completely lacks the band at 200 cm−1 (Figure
4.8c, orange line). As anticipated by the work of
Torii,151 that band appears by adding charge trans-
fer (Figure 4.8c, blue line). Comparison with the
VDOS (Figure 4.8a) emphasizes that this effect is
not due to modified nuclear dynamics; rather it
reflects the fact that charge transfer gives that vi-
bration a transition dipole. Its intensity, measured
relative to that of the 600 cm−1 band, agrees rea-
sonably with experiment. The intensity and po-
sition of the 600 cm−1 band, on the other hand,
are not affected by charge transfer. Going from
isotropic to anisotropic polarizability has no ef-
fect on the absorption spectrum; the absorption
spectra of TL4Pi-CT, TL4Pa1-CT, and TL4Pa2-
CT are virtually the same. The librational band of
all water models (including TL4P) is at slightly
lower frequency than in the experimental spec-
trum (590 cm−1 versus 620 cm−1). A similarly
shifted frequency is commonly observed for various
rigid four point water models89,104 and might orig-
inate from underestimating the orientational con-
finement due to the simplicity of the electrostat-
ics of these four point models or due the use of
only one van der Waals site on the oxygen. Con-
versely, the hydrogen bond stretching mode around
the 200 cm−1 is at slightly too high frequency in all
water models using charge transfer, an effect that
is also seen in the VDOS. This indicates that the
force fields somewhat overestimate the hydrogen-
bond strength, probably for the same reason as the
too large amplitude of the first peak in the RDF
(Figure 4.7). A Gaussian distribution for the point
charges (and not only the induced dipoles) might
also be a way to further improve the model.
4.6.3 Anisotropic Raman spectrum
The anisotropic Raman spectrum (Figure













Πani = Π− 3tr [Π]1. (4.14)
Here, the instantaneous polarizability Π(t) of the





which is calculated by numerical differentiation
with respect to an external field Eext, varying it
by ±0.003 e/Å2 .
Adding charge transfer to TL4P with isotropic
polarizability (i.e., TL4Pi-CT) slightly increases
the frequency of the 200 cm−1 band (Figure 4.8 d),
as already seen in the VDOS (Figures 4.8a and
4.8b). At the same time, the intensities of both
the 50 cm−1 and 200 cm−1 bands are reduced
(Fig. 4.8 c blue versus orange line), with the ef-
fect being more pronounced for the 200 cm−1 band.
Since the effect of inter-molecular fields and an ex-
ternal field is additive, the addition of charge trans-
fer in the form of Eq. (4.3) does not affect the po-
larizability of the simulation box as a whole if the
geometry would be the same. That is, if one takes




αi (1+ T ijαj) , (4.16)
the result is a complicated function of structure
(via T ij and the fact that the αi need to be ro-
tated into the laboratory frame), but the contri-
bution of Ej disappears, which is where charge
transfer enters. As such, the change in the Raman
spectrum originates from structural or dynamical
differences between the TL4P and the TL4Pi-CT
models. The reduction of the intensity is however
more than one would expect from the decreased
VDOS is decreased at 200 cm−1 (Figure 4.8 d).
Again as anticipated, including anisotropic po-
larizability in in TL4Pa1-CT and TL4Pa2-CT, the
librational mode around 600 cm−1 (Fig. 4.8c red
and green line) obtains transition polarizability.
When using the experimental anisotropic polar-
izability tensor165 in TL4Pa1-CT, its intensity is
overestimated (Fig. 4.8c, green line), which is why
we linearly interpolated in TL4Pa2-CT between


















































Figure 4.8: (a) Vibrational density of states of the O-
atoms and (b) the H-atoms. (c) THz absorption spec-
tra, and (d) anisotropic Raman spectra. Experimental
data are shown in black (panels (c) and (d)),21,62 while
the simulation results for TL4P are shown in orange,
TL4Pi-CT in blue, TL4Pa1-CT in green, and TL4Pa2-
CT in red. In some cases (panels (a)-(c)), the mod-
els with anisotropic polarizability are virtually indistin-
guishable from TL4Pi-CT, in which case TL4Pa1-CT is
not shown and TL4Pa2-CT is shown as the red dashed
line (panel (a)-(c)). While the experimental spectrum
has been scaled to the simulated ones with an arbitrary
factor in panels (c) and (d), the scaling of the spectra
of the various water models among each other is ab-
solute and the intensities of the various peaks can be
compared directly.
the experimental anisotropic polarizability and an
isotropic polarizability as to match the relative
intensities of the 600 cm−1 and 200 cm−1 bands
(Fig. 4.8c, red line). We find that the intensity
of the 600 cm−1 band scales roughly quadratically
with the anisotropy of the polarizability tensor
αaniso (defined by equation 4.4). Interestingly, ad-
dition of an anisotropic polarizability regains inten-
sity for the 50 cm−1 band, despite the fact that the
VDOS is practically identical (Figs 4.8 a and 4.8 b,
red versus blue line) . In contrast to the hydrogen
bond stretch vibration, the hydrogen bond bending
modes include a rotation of water molecules, giv-
ing that mode additional transition polarizability;
hence the intensity of the 50 cm−1 band is affected
more by including anisotropic polarizability than
the 200 cm−1 band.
4.7 Conclusion and Outlook
In conclusion, we have amended the TL4P model
of Tavan and co-workers95 with charge transfer
and an anisotropic polarizability, using a mixed
quantum-chemical/empirical approach. The goal
has been to correctly describe both the THz
absorption and the Raman spectrum in a fre-
quency range 0-1000 cm−1, where the intermolecu-
lar modes of water are found. While the addition of
charge transfer required a re-parametrization of the
van der Waals parameters, despite the fact that the
average amount of charge is small (0.025), the small
anisotropic correction of the polarizability did not
further affect the thermodynamic properties of the
model. In parameterizing the models, we tried to
only minimally change the parameters of the orig-
inal TL4P model, and we were furthermore guided
by the design philosophy of TL4P,95 namely that
the dipole moment and polarizability of a water
monomer should reflect the experimental gas phase
value. We had to compromise at two points, i.e.,
reduce the dipole moment by 2% relative to the ex-
perimental value and fit the anisotropy of the po-
larizability as to match the experimental intensity
of the librational mode. Considering the simplic-
ity of the charge transfer model, the improvement
of the dipole moment of small water clusters upon
the addition of charge transfer is quite remarkable
(Fig. 4.4).
The thermodynamic properties are of equal qual-
ity as those of TL4P with an overall good agree-
ment with experiment (see Tab. 4.2; the thermal
compressibility and consequently also the density
maximum are an exception to that statement). On
the other hand, the diffusion constant and viscos-
ity decreases/increases to a value much closer to
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experiment. The water force fields developed us-
ing the design principle of TL4P generally tend
to overestimate the diffusion constant, and charge
transfer seems to be a good way to slow down the
motions without greatly affecting the thermody-
namics. This observation probably reflects the fact
that charge transfer strengthens the directional hy-
drogen bonds on the expense of the isotropic van
der Waals interactions.
Concerning the inter-molecular THz absorption
and Raman spectra, the final result of TL4Pa2-
CT reveals an almost perfect agreement with ex-
periment, in particular with regard to the relative
intensities of the various contributions (Figs. 4.8c
and 4.8d, red versus black line). We use one set of
electrostatic parameters for the calculation of both
the forces in the MD simulation and the dipole
moments for the calculation of the THz and Ra-
man spectra; hence both are calculated in a self-
consistent way. One might argue that the potential
energy surface and dipole moment surface might
be better described by independently optimized
functions. For example, point charge models tend
to use ”effective charges”, which are designed to
mimic the intermolecular forces but do not nec-
essarily reflect the real charge distribution of the
system, the latter of which determines the spec-
troscopy. If a force field has only few degrees of
freedom, trying to fit potential energy surface and
dipole moment surface simultaneously will decrease
the quality of the force field because compromises
will have to be made. On the other hand, once
one is using an ab initio derived electrostatic func-
tion together with polarizability and in addition
adjusting it to THz absorption and Raman spec-
tra, which measure the dynamics of those charges
very directly; one should be able to represent the
real charge distribution quite realistically. In this
regard, one should also keep in mind that Coulomb
interactions are long-ranged. As such charge trans-
fer effects, which manifest themselves in the THz
absorption spectrum, must have consequences on
the structure of water even on larger distances.
The changes in the VDOS and Raman spectra em-
phasize that this is indeed the case. We are con-
vinced that the mixed quantum chemical/empirical
approach for fitting the TL4P models together with
their physically motivated cornerstones can lead to
very transferrable water force fields.
The present work also illustrates that force field
refinement by fitting to reference spectroscopic
data is a powerful way to improve empirical energy
functions. This is because the experimentally de-
termined spectroscopic features directly probe the
dynamics, and thereby intermolecular interactions,
on time scales relevant to molecular motions. Ap-
proaches similar in spirit to the present work have
been applied for example to improve energy func-
tions for understanding the proton transfer dynam-
ics in small molecules.180,181
Our primary motivation for developing these wa-
ter models is the modelling of 2D-Raman-THz
spectroscopy.89 An obvious prerequisite for that
purpose is a model that correctly describes the
(1D) THz absorption and Raman spectra, which
we now have at our hands with TL4Pa2-CT.
But the series of models, TL4P, TL4Pi-CT and
TL4Pa2-CT offers an additional avenue via the pos-
sibility to switch on and off the 200 cm−1 (THz)
and the 600 cm−1 bands (Raman) at wish. As-
signing spectroscopic features in 2D-Raman-THz
spectra is a cumbersome task, since they strongly
overlap and since a calculation based on a full-atom
MD simulation is largely black-box. Being able to
switch on and off certain bands will greatly facil-
itate the assignment of diagonal and in particular
cross peaks in the 2D-Raman-THz spectrum of wa-
ter. Work in this direction is currently ongoing.
But more generally speaking, we think of
2D-Raman-THz spectroscopy as a spectroscopic
method that is extremely sensitive to the accuracy
with which one describes the polarizability of a wa-
ter model.89 While a point charge model such as
TIP4P/2005 with its average polarisation probably
describes the structure of bulk water quite well,182
it must fail at least to a certain extent once water
comes into contact with e.g. a hydrophobic sur-
face of a protein since its polarisation and hence
Coulombic interactions will be different. Only a
polarizable force field can describe that situation
correctly, and the information about polarizability
is encoded in 1D THz and Raman spectra, and even
more so in 2D-Raman-THz spectra. At the same
time, a polarizable water force field needs to be
computationally inexpensive in order to be com-
petitive for biomolecular simulations. This calls
for a rigid water model, in which case one can then
take advantage of a longer integration time step of
typically 2 fs. The additional computational cost
for charge transfer and anisotropic polarizability is
minor. We wish to advocate TL4Pa2-CT a compu-
tationally very efficient force field with a very good
polarizability function.
Chapter 5
2D Raman THz Spectra from
Molecular Dynamics Simulations
5.1 Introduction
The experimental 2D-Raman-THz signal of liquid
water has several features protruding from the in-
strument response (Figure 1.10 b), the center of
attention being the echo signal, which is extend-
ing along the t1 = t2 diagonal. The echo lifetime
indicates the duration during which information is
retained in the system, and is therefore a good mea-
sure for the inhomogeneity of the hydrogen bond-
ing network. Unlike for the echo, there is no simple
physical picture for the additional features appear-
ing in the signal. It is unclear, what additional
information about the system can be gained from
2D-Raman-THz spectroscopy. Further theoretical
investigation of the 2D-Raman-THz signal is nec-
essary to elucidate the mechanisms, which are re-
sponsible for these additional features.
Simple model systems based on perturbed har-
monic oscillators have ben examined in Chapters 2
and 3. The resulting responses have been shown
to take a variety of different shapes, depending
on the details of the model system. The simple,
closed form of the resulting responses makes appar-
ent the connection between spectral features and
their underlying physical properties. Of course, the
simplicity of these systems comes with drawbacks.
The conceptual framework does not intrinsically
consider relaxation processes. As a consequence,
spectral line shapes have to be treated in a rather
ad hoc manner, either by assuming a functional
form of the frequency autocorrelation, or by ex-
plicitly coupling the system to bath modes.69,91
Due to the low frequency of intermolecular vi-
brations, they can be described by classical equa-
tions of motions. This enables the derivation of
nonlinear responses from MD trajectories. In MD
simulation, the system moves on the full (anhar-
monic) potential energy surface represented by the
force field. In this way, spectral line shapes are di-
rectly gained from realistic system motion. On the
downside, the mapping of the complete phase space
onto a two-dimensional spectrum is a rather con-
voluted process, behind which the physical reasons
for spectral features are hidden.
For a correct description of 2D-Raman-THz
spectra, accurate representations of dipole and po-
larizability surfaces are required. As a minimum
requirement, the force fields should hence repro-
duce 1D THz and Raman spectra. The set of force
fields developed in Chapter 4 attempts to meet
these reqiurements by improving dipole and po-
larizability of the TL4P force field in a controlled
manner. Addition of charge transfer (going from
TL4P to TL4Pi-CT) corrects the intensity of the
hydrogen bond stretching band in the THz spec-
trum. Furthermore, introducing anisotropic po-
larizability (from TL4Pi-CT to TL4Pa-CT) gives
transition polarizability to molecular rotations,
thereby turning on the libration band in the Ra-
man spectrum.
By switching between the force fields TL4P,
TL4Pi-CT, and TL4Pa-CT, one can selectively
modify the hydrogen bond stretching mode or the
libration mode in the 1D spectra. In the light
of 2D-Raman-THz spectroscopy, this set of force
fields can be used as a tool to examine contri-
butions from these two modes individually, and
thereby help the assignment of different features.
In Section 5.3, this set of force fields is applied
to calculate spectra from room temperature wa-
ter. The results are compared to experiment, and
effects of charge transfer and anisotropic polariz-
ability on the 2D spectra are discussed. Finally,
2D-Raman-THz spectrum of amorphous ice is cal-
culated using the same set of force fields. Amor-
phous ice is structurally similar to liquid water, but
follows a simplified dynamics. Due to the slow dy-
namics in amorphous ice, the lifetime of the echo
45
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will be increased, and echoes can be assigned with
more certainty. Moreover, the simplified dynam-
ics will allow more detailed analysis of the spectra,
which will be the focus of Chapter 6.
5.2 Calculation of Spectra
from Molecular Dynamics
In order to derive 2D-Raman-THz responses
from MD simulations, the hybrid equilibrium-
nonequilibrium approach developed by Y. Tan-
imura and coworkers is used.76 Here, we will
briefly introduce the concepts behind the hybrid
approach. After discussing both non-equilibrium
and equilibrium approaches for the determination
of 1D spectra, the hybrid approach for 2D spectra
is introduced.
5.2.1 Non-Equilibrium Approach
In the non-equilibrium approach, the responses
are determined by explicitly perturbing the sys-
tem with external electrical fields, with the intent
to mimic the experiment.
We start with the system in equilibrium. Al-
though the different system properties (such as
dipole moment µ and polarizability α) undergo
fluctuations on a microscopic scale, their values
become constant in bulk phase. Upon the action
of an external electrical field (at t = 0), the sys-
tem will follow non-equilibrium dynamics, until it
once again reaches equilibrium. While the sys-
tem is away from equilibrium, the observables be-
come time-dependent even on a macroscopic scale.
Time-dependent dipole moment µ(t) and polariz-
ability α(t) are directly related to the observed 1D
THz and Raman spectra.
In MD, the interaction with an electric field leads



















numerically, by evaluating the forces in the pres-
ence of external fields. In order to determine the
1D THz spectrum, the equilibrated system is per-
turbed by the forces arising from the finite field
δEx (5.1). For numerical stability, the system is
perturbed once by +δFTHz, producing the non-
equilibrium trajectory r+(t), and once by the neg-
ative forces −δFTHz giving rise to the trajectory
r−(t). During the non-equilibrium trajectories, the
dipole moments µ+(t) and µ−(t) are evaluated. Fi-
nally, the THz signal is calculated by
STHz(t) ∝ 〈µ+(t)− µ−(t)〉 (5.3)
where 〈· · · 〉 denotes the average over multiple
non-equilibrium trajectories. In the same way the
1D Raman signal can be determined from non-
equilibrium trajectories resulting from the pertur-
bations +δFRaman and −δFRaman (Equation (5.2)).
The Raman signal is then given as
SRaman(t) ∝ 〈α+(t)− α−(t)〉. (5.4)
5.2.2 Equilibrium Approach
On the other hand, the equilibrium approach de-
termines the same response functions without ex-
plicitly perturbing the system, simply by observing
fluctuations of system properties.
The equations which relate equilibrium dynam-












In the classical limit a commutator [â, b̂] is replaced






















Using the fact, that the density operator
ρeq(q, p) is proportional to the Boltzmann fac-
tor exp[H(q, p)/kBT ] and by applying Hamiltons
equation ∂H∂p = q̇ we can simplify Poisson brackets
in equations (5.8) to (5.9) as follows:
{µ, ρeq}PB ∝ µ̇ρeq (5.10)
{α, ρeq}PB ∝ α̇ρeq. (5.11)
Finally, tracing over all possible states q and p,
while weighting with the probability, given by den-
sity ρeq(q, p) is the same as taking the ensemble
average, and we receive following expressions for











where 〈· · · 〉 denotes the ensemble average. In this
way, one has to record the properties µ and µ̇ dur-
ing an equilibrium MD simulation, where the time
derivative µ̇ can be calculated by finite differences.
































Figure 5.1: Workflow for gaining RTT
response, using hybrid equilibrium-
non-equilibrium approach on the TL4P
force field. a) An equilibrium tra-
jectory r(t1) is generated during t1.
The system is then perturbed by posi-
tive and negative THz interaction (5.1)
to gain non-equilibrium trajectories
r+(t2) and r−(t2), respectively. b) Po-
larizability α(t1) is saved during t1, as
well as dipole moments µ+ and µ− of
the non-equilibrium trajectories. c) Of
these quantities, the derivative α̇(t1)
is calculated by finite differences from
α(t1). Furthermore, the difference sig-
nal µ+(t2) − µ−(t2) is calculated. d)
The RTT signal is then gained from
(µ+(t2)− µ−(t2)) α̇(−t1). e) Averag-
ing in the order of 107 samples finally
gives the response RRTT .
5.2.3 Hybrid Approach for Second
Order Perturbation
Similarly, the classical limit of the 2D Raman THz













α̂(t1 + t2) [µ̂(t1), [µ̂(0), ρeq]]
)
.
For second order responses, the nested commuta-
tors can be reordered to a product of commutators
RRTT ∝ Tr
(









[α̂(t1 + t2), µ̂(t1)] [µ̂(0), ρeq]
)
.
Replacing commutators by Poisson brackets, and
applying equations (5.10) and (5.11) gives
RRTT ∝
〈









{α(t1 + t2), µ(t1)}PB µ̇(0)
〉
.
Evaluation of the remaining poisson bracket (sta-
bility matrix) is an expensive procedure. The pois-
son bracket can be instead replaced by a non-
equilibrium approach, where the second interac-
tion explicitly perturbs the trajectory. Shifting
times, such that the second interaction is at t = 0
(0 → −t1; t1 + t2 → t2) , gives responses in the
form
RRTT ∝ −〈(µ+(t2)− µ−(t2)) α̇(−t1)〉 (5.17)
RTRT ∝ −〈(µ+(t2)− µ−(t2)) µ̇(−t1)〉
RTTR ∝ −〈(α+(t2)− α−(t2)) µ̇(−t1)〉 .
This is the hybrid equilibrium non-equilibrium
approach of developed by Y. Tanimura and co-
workers.76 The workflow for gaining second or-
der responses (5.17) from MD simulations is illus-
trated in Figure 6.7 on the example of RTT pulse
sequence.
After generating an equilibrium trajectory r(t1)
during a predefined time period t1, the system is
perturbed at t = 0 with a THz interaction for
RRTT and RTTR, or a Raman interaction for RTRT
(By adding forces (5.1) and (5.2) at t = 0). Per-
turbed trajectories for both positive r+(t2) and
negative perturbations r−(t2) are generated (Fig-
ure 6.7 a). For these three trajectories, relevant
dipole moment µ(t1), µ+(t2), µ−(t2) and polariz-
ability α(t1), α+(t2), α−(t2) are saved (Figure 6.7
b). From the dipole and polarizability trajectories,
the relevant properties can be calculated. For RTT
sequence, this is polarizability derivative α̇(−t1) ,
and difference of non-equilibrium dipole trajecto-
ries (µ+(t2)−µ−(t2)) (Figure 6.7 c). The response
of a single structure is gained as a product thereof
(Figure 6.7 d). Averaging over approximately 107
samples finally yields the response RRTT (Figure
6.7 e).
5.3 Room Temperature Wa-
ter
For the calculation of room temperature spec-
tra, cubic boxes containing 64 water molecules
at a density of 0.9965 g cm−3 are used with peri-
odic boundary conditions. After equilibrating for
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Figure 5.2: Time domain RTT (left column) and
TRT (right column) signals of liquid water at 300K,
calculated from the three force fields TL4P (top row),














































Figure 5.3: Convoluted 2D-Raman-THz signals cal-
culated for four different force fields, TL4P, after addi-
tion of charge transfer, and two degrees of anisotropic
polarizabilities
7.5 ns, the spectra are calculated using Equation
(5.17). Averaging the spectra of approximately 107
non-equilibrium trajectories leads to the responses
shown in Figure 5.2. Both RTT and TRT responses
are combined and convoluted with the instrument
response according to Section 2.4. This yields sig-
nals, which can be directly compared to the exper-
imental signal (Figure 5.3).
In the same way as for the 1D spectra (Chap-
ter 4), we would expect stepwise improvement of
2D-Raman-THz spectrum when going form TL4P
to TL4Pi-CT, and finally to the TL4Pa-CT force
field. Addition of charge transfer (from TL4P to
TL4Pi-CT) is a rather large incision in the orig-
inal force field, we expect it to affect the 2D re-
sponses accordingly. Since mostly the 200 cm−1
band is affected by this change (which lies on the
edge of the experimental bandwidth) the resulting
changes should also be visible in the convoluted
signal. On the other hand, anisotropic polarizabil-
ity (from TL4Pi-CT to TL4Pa-CT) is only a small
correction. Mostly the 600 cm−1 libration mode is
affected by this change, which lies well outside the
experimental bandwidth. Therefore, no effect on
the convoluted signal is expected.
The convoluted signals (Figure 5.3) do not at
all follow the expected trends. While addition
of charge transfer leaves the general shape of the
signal unaffected, anisotropic polarizability com-
pletely changes the shape, even introducing an ad-
ditional node to the central feature. On first glance
it looks as if this node originates from an addi-
tional, high frequency component contributing to

























Figure 5.4: Difference spectrum between TL4Pa-CT
and TL4Pi-CT illustrates the effect of anisotropic po-
larizability on the 2D-Raman-THz signal. The signal
extends mainly along the t1 and t2 axis (green arrows).
the signal. Inspecting the difference signal (Figure
5.4) shows, that the additional anisotropic contri-
bution is slowly oscillating. The additional node in
the TL4Pa-CT spectrum therefore originates from
two slowly oscillating contributions which partially
cancel. We further note, that the anisotropic con-
tribution (Figure 5.4) has similar features as the
purely isotropic signal of TL4Pi-CT, but with in-
verted sign.
A possible explanation for this unexpected be-
haviour can be found when considering diffusion
and relaxation processes. These are the processes,
which set apart liquids from solids. In the vibra-
tional density of states, they appear at very low
frequencies (ω → 0). We have seen in Chapter 3,
that low frequency oscillators can couple very ef-
fectively to high frequency oscillators (Figure 3.1,
w → 0). This hypothetical mechanism (Figure
5.5 a and b) causes features in time-domain, which
are elongated along t1 and t2 axis (Figure 5.5 c).
A strong signal of this kind actually dominates the
MD responses of liquid water (Figure 5.2).
Due to the relatively slow oscillations of the con-
voluted responses we argue, that also the convo-
luted signal is dominated by diffusion. In this way,
the big change which is caused by anisotropic po-
larizability (from TL4Pi-CT to TL4Pa-CT) has a
simple explanation. Anisotropic polarizability not
only makes libration modes Raman-active, but has
the same effect on rotational diffusion. Therefore,
the coupling of oscillations to rotational diffusion
becomes visible in the shape of Figure 5.4. The re-
sults from amorphous ice simulations will add fur-
ther confirmation to this hypothesis.
5.4 Amorphous Ice
Structural motifs in amorphous ice are very similar


















Figure 5.5: a) Oscillator A is coupling to low fre-
quency diffusion mode B. b) For a distribution of os-
cillators A, this leads to features along frequency axes.
If the diffusion mode is excited first, the signal is on
the ω2 axis (blue feature). If the oscillator A is first
excited, the signal spreads along the ω1 axis (red fea-
ture). c) In time domain, this translates to elongated
features along t1 and t2 axis (using same color coding
as in frequency domain).
dynamic behaviour is in the inhomogeneous limit
with a clear separation between slow timescales
(diffusion) and fast time scales (randomization of
high-frequency modes due to couplings amongst
each other). The lack of complicated dynamics in
amorphous ice renders it a perfect model system
for the study of oscillations in liquid water.
5.4.1 Generation of Amorphous Ice
Structures
As in the calculations of liquid water, a cubic box
containing 64 water molecules subject to periodic
boundary conditions defines our system. The sim-
ulation box is first expanded to a density of 0.94
g/cm3, which is the typical density of low den-
sity amorphous ice.183 Because the amorphous
ice structures remain stable for a long time, sam-
pling of the complete phase space requires a va-
riety of starting structures. A collection of 2000
reference structures is generated by randomizing
initial velocities of the starting structure, followed
by 40 ps of randomization at 500K. The structures
are then equilibrated at 300K for 40 ps, using a
tight thermostat with a coupling constant of 1 ps.
Finally, the structures are cooled down to 70 K
during 400 ps, using a coupling constant of 20 ps
for the thermostat. The whole procedure is illus-
trated by showing how the temperature of a single
box evolves during the equilibration protocol (Fig-
ure 5.6 a).













































Figure 5.6: (a) Simulation protocol for generation
of amorphous ice structures, illustrated by the time-
dependence of temperature during the generation of
one of the structures. (b) Potential energy during the
last 100 ps of the cooling simulation, shown for four
different structures. (c) Distribution of average poten-
tial energies for the 2000 equilibrated amorphous ice
structures. (d) Oxygen-oxygen RDF of three selected
structures (colored lines). The filled grey area gives the
range of values explored by all 2000 structures.
ω [cm-1]




















Figure 5.7: a) THz and b) xx component of Raman
spectra, calculated for the three force fields of inter-
est. Signals are calculated directly as the imaginary
part of the Fourier transform, without addition of any
quantum correction factor.
5.4.2 Structural Properties
After about 300 ps of cooling, the potential energy
fluctuates about an average without undergoing
further energy drifts (Figure 5.6 b). The average
potential energy significantly differs in-between dif-
ferent structures, while it stays approximately con-
stant over time. This indicates, that the system is
indeed frozen after 300 ps, and that the resulting
structures vary significantly. The average energy
of all 2000 boxes is distributed approximately like
a Gaussian with average Epot being -12.02 kcal/mol
and a standard deviation of 0.07 kcal/mol (Figure
5.6 c). This suggests, that 2000 structures are ad-
equate in order to describe the complete ensemble.
The strong structural differences between different
simulation boxes are more directly visible in the
gOO(r) (Figure 5.6 d). The gOO(r) of single struc-
tures deviate from the ensemble average, indicating
the local structure of a single box.
5.4.3 Amorphous Ice Spectra
One-dimensional THz (Figure 5.7 a) and Raman
spectra (Figure 5.7 b) have been calculated for from
the three force fields. At 70K, the libration band
is clearly separated from the lower frequency sig-
nal. Upon variation of force fields, the same trends
can be observed as for room temperature spectra.
Addition of charge transfer leads to an increased
intensity of the hydrogen bond stretching band in
the THz spectrum (Figure 5.7 a, blue versus or-
ange line), while anisotropy turns on the libration
band in the Raman spectrum (Figure 5.7 b, red
versus blue line).
Furthermore, the 2D-Raman-THz responses
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Figure 5.8: The responses RTT and TRT of amor-
phous ice at 70K, calculated from TL4P (top row),
TL4Pi-CT (middle row) and TL4Pa-CT (bottom row).
have been calculated for the three force fields (Fig-
ure 5.8). In amorphous ice, coherence lifetimes are
strongly increased, such that the signal expands
well past 0.5 ps. While the diffusion signal com-
pletely disappears in the solid, the echo signal be-
comes much more pronounced. By convolution
with pulse shapes, the responses are reduced to
experimentally accessible bandwidth (Figure 5.9).
The corresponding experiment is currently ongoing
in our group, and comparison of simulated spectra
to experimental amorphous ice spectra will provide
further insight into the quality of the different force
fields.
Generally, the amorphous ice signal has much
lower intensity than the signal originating from liq-
uid water. The convoluted signals plotted in Fig-
ure 5.9 are enhanced by a factor of 12 in order to
give comparable intensities. A long-lived echo sig-
nal appears in the TRT sequence. For amorphous
ice, addition of charge transfer and anisotropic po-
larizability does barely affect the convoluted 2D
spectra (Figure 5.9). In contrast to liquid water,
the signals from TL4Pi-CT and TL4Pa-CT are al-
most identical. This supports the hypothesis, that
diffusion process are responsible for the big changes
at room temperature. For amorphous ice, diffusion
becomes negligible, which also causes the diffusion
signal to disappear (both in Figure 5.8 and Figure
5.9)
It is surprising, that amorphous ice signals (Fig-
ure 5.9) look completely different from the room
temperature signals (Figure 5.3). After all, the
same oscillations (hydrogen bond bending, stretch-
ing, and librations) should be responsible for the
signal. One difference between room temperature
and amorphous ice is the appearance of the cen-
tral feature. While in amorphous ice, it consists
of a positive and a negative part (much alike the
instrument function) the central feature is blurred
out at room temperature. This indicates that even
the TL4P and TL4Pi-CT signals are dominated by
diffusion processes at room temperature.
5.5 Conclusion
Although the changes introduced from the TL4P
to the TL4Pa-CT force field strongly improves the
description of 1D THz and 1D Raman spectra,
the same is not observed in the 2D-Raman-THz
spectrum (Figure 5.3). While the changes intro-
duced to the force field selectively modify transi-
tion dipoles and transition polarizabilities of diff-
ent modes, they did not consider the finer details
(such as mechanical and electrical anharmonici-
ties), which determine the shape of the 2D-Raman-
THz signal.
The 2D-Raman-THz spectrum of liquid water is
strongly affected by anisotropic polarizability (Fig-
ure 5.3, TL4Pi-CT versus TL4Pa-CT). This un-
expected behaviour can be explained by following
hypothesis: Diffusion processes can couple to os-
cillations. In this way, a 2D-Raman-THz signal
can be produced, which extends along t1 and t2
axis (Figure 5.5). When anisotropic polarizability
is introduced, it gives transition polarizability to
rotational diffusion, leading to an additional sig-
nal (Figure 5.4). In amorphous ice, on the other
hand, diffusion processes are turned off. As a con-
sequence, anisotropic polarizability does not affect
the 2D-Raman-THz spectrum (Figure 5.9, TL4Pi-
CT versus TL4Pa-CT).
For amorphous ice, the central feature in Fig-
ure 5.9 consists of a positive and a negative fea-
ture (similarly to the instrument response in Figure
1.10 a). For room temperature MD water (Fig-
ure 5.3), on the other hand, this central feature
blurred out and broader than the instrument re-
sponse function. If this blurred out central fea-
ture is a direct consequence of diffusion, we can
argue, that even the isotropic signal (Figure 5.3,
TL4Pi-CT) is dominated by this diffusion signal.
In this aspect, the experimental room temperature
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Figure 5.9: Convoluted 2D-Raman-THz responses of amorphous ice at 70K, calculated with TL4P, TL4Pi-CT
and TL4Pa-CT. Compared to the room temperature spectra (Figure 5.3), the signals are scaled up by a factor
of 12.
signal (Figure 5.3, experimental) resembles more
the amorphous ice spectra than the room temper-
ature spectra derived from MD. We conclude, that
MD simulations strongly overestimate the contri-
bution of diffusion to the 2D-Raman-THz spectra.
As a last remark, the MD simulations suggest the
echo to appear in the TRT pulse sequence, whereas
experiment observe the echo in the RTT quadrant.
In order to discuss this discrepancy, we first need to
understand the source of the echo in the MD sim-
ulations. The analysis performed in Chapter 6 will
assign physical processes to the different spectral
features appearing in the amorphous ice response,
and therefore simplify discussions of this kind.
Chapter 6
Interpretation of Amorphous Ice
Response by 2D Oscillators
6.1 Introduction
Amorphous ice is structurally similar to liquid wa-
ter but follows much simpler dynamics. At low
temperature, diffusion is suppressed and the sys-
tem motion can be approximated by a set of normal
modes. Therefore, it is an ideal system for distin-
guishing key contributions to the 2D-Raman-THz
signal. The responses calculated for amorphous ice
show long-lived oscillations (Figure 5.8). In fre-
quency domain (Figure 6.1) this manifests in well-
separated peaks; sufficiently narrow to assign spe-
cific Feynman pathways to them. The responses
we have at hand are derived from molecular dy-
namics simulation, in which anharmonicities and
couplings are captured to full extent.
It is in the very nature of 2D-Raman-THz spec-
troscopy, that even the most simple systems can
cause very complicated peak patterns. Model sys-
tems based on harmonic oscillators (Chapters 2
and 3) teach us, that an anharmonicity of a single
mode can produce up to four peaks, and a cou-
pling between two modes can cause up to 12 peaks
in each pulse sequence. It would be desirable to
trace back these complicated peak patterns to the
underlying anharmonicity or coupling. Here, this is
attempted by fitting the responses to an adequate
model system.
The long lived echo signal observed in the TRT
sequence shows as a narrow line along the anti-
diagonal in frequency domain (arrow in Figure 6.1).
This sharp echo line lies on top of a broader spec-
trum. These broad features can be explained
by coupling between distributions of modes which
leads to a smeared-out cross peak pattern. Since
most of the observed signal seems to originate from
cross peaks, an adequate model system needs to
take into account pairwise interaction of modes.
Here, we will model the system by a set of os-
cillators, which can be mechanically and electri-
cally anharmonic. Furthermore, the oscillators can
pairwise interact via mechanical and electrical cou-
plings. The 2D oscillator model described in Chap-
ter 3 is the minimal example of such a system.
Based on the results derived in Chapters 2 and 3, a
framework is developed for efficient fitting of con-
densed phase responses. We will show that this
fitting procedure effectively gives a transformation
from the response space into a simplified parame-
ter space, where local features describe the relevant
mode interactions. This allows us to speculate a
bit more profoundly about the origin of different
features appearing in the responses.
The model system will be fit to the amorphous
ice response of TL4Pa-CT. This force field will be
used as an illustration, since all modes are THz-
and Raman-active, and can produce most peaks.
6.2 Model System and its Re-
sponses
6.2.1 Model System
The motion of a perfectly harmonic system can be
described as the sum of independent vibrations on













In order to describe light-matter interactions,
dipole and polarizability operators are needed and
are usually expanded in powers of position opera-
tors. For most applications, the linear terms
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Figure 6.1: Amorphous ice spectra derived from the TL4Pa-CT force field.
µ̂
(0)
A = µAq̂A (6.2)
α̂
(0)
A = αAq̂A (6.3)
are sufficient. We have seen in Chapters 2 and 3
that the fully harmonic system does not generate
any 2D-Raman-THz signal as it allows only single-
quantum transitions. The lowest order deviations
from the harmonic case are treated as perturba-
tions to the Hamiltonian (mechanical anharmonic-
ity) or corrections to dipole and polarizability op-




















which cause ”one-body peaks” (Chapter 2) in
the 2D-Raman-THz response. Furthermore, two-
body perturbations to the Hamiltonian (mechani-

















AB = µAB q̂Aq̂B (6.8)
α̂
(1)
AB = αAB q̂Aq̂B (6.9)
are responsible for ”two-body peaks” in the sig-
nal (Chapter 3). The full condensed phase system
contains a large collection of modes which can pair-
wise interact via two-body terms. The total system
is then given by sum over all one-body terms, and
a sum of pairs of two-body terms (A < B in order


















































In total, we consider the three one-body perturba-
tions (σA, µAA, αAA) and four two-body pertur-
bations (λAAB , λABB , µAB , αAB), each of which
produces a 2D-Raman-THz response with a char-
acteristic peak pattern. The responses scale lin-
early with the perturbation, and can as such be
interpreted as ”basis responses”. In the following,
we will use the notation, in which a perturbation
C gives rise to responses RCRTT , R
C
TRT , and R
C
TTR.
If we want to refer to the peak patterns of all three
pulse sequences, we will use the notation RC with-
out the subscript.
The one-body perturbation σA produces re-
sponse Rσ,A (Figure 2.3), µAA produces R
µ,AA
(Figure 2.2), and αAA causes R
α,AA (Figure 2.1).
For two-body perturbations, the shape of the re-
sponses depend furthermore on the relative tran-
sition dipoles and polarizabilities of both oscilla-
tors in a non-linear way. It turns out, that these
responses contain at most two sets of peaks which
are scaled by different factors (Figures 3.4, 3.5, and
3.6). These sets of peaks can be viewed as individ-
ual basis responses, such that the problem remains
linear. Anharmonic coupling λAAB leads to two
basis responses, Rλ1,AAB which is scaled by µ2AαB ,
and Rλ2,AAB which is scaled by µAµBαA (Equa-
tions (3.32) to (3.40), illustrated in Figure 3.5).
The complementary coupling λABB has two ba-
sis functions Rλ1,ABB which is scaled by µ2BαA
and Rλ2,ABB which contains all peaks scaled by
µAµBαB (Figure 3.6). The dipole nonlinearity
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µAB gives rise to basis responsesR
µ1,AB which con-
tains the peaks scaled by µAαB and R
µ2,AB which
is scaled by µBαA (quations (3.23) to (3.31), illus-
trated in Figure 3.4). Lastly, in the response gener-
ated by the nonlinearity αAB all peaks are scaled
by the factor µAµB and it can be interpreted as
a single basis response Rα,AB (Equations (3.20) to
(3.22), illustrated in Figure 3.3). In total, we count
three one-body basis responses, and 7 two-body re-
sponses.
In the same way that the system is the sum of all
one-body responses for all oscillators, and sum of
all two-body responses over all pairs of oscillators,




































The complete response is given as an expansion of
many basis responses. The expansion coefficients
are combinations of the perturbations with tran-
sition dipoles and polarizabilities. Fitting of the
model response (6.13) to a realistic system response
will yield information about these expansion coef-
ficients.
6.2.3 Continuum of States
The number of modes present in condensed phase
is so enormous that they are usually not counted
individually, but rather described by a continu-
ous density of states D(ω). The variable ω acts
thereby as a collective variable which groups all
modes of the same frequency. In this descrip-
tion, one-body properties (cA ∈ {σA, µAA, αAA})
become functions of a single frequency variable
cA → cA(ωA) and are scaled by the num-
ber of oscillators D(ωA). Two-body properties
(cAB ∈ {λAAB , λABB , µAB , αAB}) will become
functions of two frequencies cAB → cAB(ωA, ωB)
and are scaled by the number of oscillator pairs
D(ωA)D(ωB). Since the collective variable ωA rep-
resents a collection of oscillators, a parameter cA
can take a distribution of values. The parameter
cA(ωA) is then understood as the average value of
this distribution.
The model system (6.10) to (6.12) can be trans-
lated into the continuum picture, by applying the
transformation cA → D(ωA)cA(ωA) to one-body
properties, and cAB → D(ωA)D(ωB)cAB(ωA, ωB)
to two-body properties, and replacing sums by in-
































































The resulting responses will undergo the same
transitions from Equation 6.13. Before we will
write down the full equations for responses in the
continuum picture, the parameter space will be
simplified in the following Section.
6.2.4 Reduction of Parameter Space
In order to describe the complete system, one
would have to keep track of 10 parameters (3
one-body parameters and 7 two-body parameters)
which is quite cumbersome. By recognizing rela-
tions between different parameters, the problem
can be reduced to a set of 4 parameters.
In a first step we will demonstrate that the one-
body responses are linearly dependent to corre-
sponding two-body responses and can therefore be
omitted. The system Hamiltonian can be per-





leading to the µ2AαAR






which produces the two terms µ2AαBR
λ1,AAB and
µAµBαAR
λ2,AAB . If the coordinate qA is iden-
tical to qB , the two perturbations σA and λAAB
cannot be distinguished and therefore yield identi-
cal responses. Moreover, equal coordinates qA and
qB gives the two factors µ
2
AαB and µAµBαA equal







The same argument can be applied to the per-
turbations of the dipole moment and polarizability




































































Figure 6.2: Process for the reduction of parameter
space of the two-body perturbations. Left column: the
7 expansion coefficients of the two-body responses in
equation (6.13) are only defined for the range ωB < ωA
in order to avoid double-counting. In this way, they all
contain independent information. Middle column: by
interchange of indices A and B, the meaning of the pa-
rameter changes, and the parameter is defined in com-
plementary frequency range ωB > ωA. Right column:
combining the parameters with the same meaning but
different range reduces the complete parameter space
to the four parameters L1, L2, M and A.













In other words, a one-body response can be emu-
lated by a two-body response of two identical oscil-
lators at ωA = ωB . Since the one-body parameters
are redundant they can be absorbed into the two-
body parameters, leaving us with the 7 two-body
responses (Rλ2,AAB , Rλ2,AAB , Rλ1,ABB , Rλ2,ABB ,
Rµ1,AB , Rµ2,AB , and Rα,AB) whose expansion co-
efficients are all functions of ωA and ωB , defined in
the range ωB < ωA (Figure 6.2, left column).
We furthermore recognize that certain parame-
ters are related by interchange of indices A and
B. Interchange of indices has two effects: firstly,
the meaning of parameters change in the following
way
µA ↔ µB αA ↔ αB
µAB ↔ µAB αAB ↔ αAB
λAAB ↔ λABB
where we used µBA = µAB , αBA = αAB , and
λBBA = λABB , stating that the order of differen-
tiation does not matter. Secondly, the parameters
are now defined in the domain ωB > ωA instead of
ωA > ωB . By interchanging indices, the parame-
ter λABBµ
2
BαA is transformed to λAABµ
2
AαB , pa-
rameter λABBµAµBαB changes to λAABµAµBαA,
and µABµBαA gives µABµAαB (defined in the fre-
quency range ωB > ωA). The modified parameters
are illustrated in Figure 6.2 (middle column).
In the last step, we combine the parameters with
the same meaning but different definition ranges
to a single parameter, which is then defined in the
complete range ωA and ωB (Figure 6.2, right col-
umn). In this way, the system is reduced to 4
parameters (L1, L2, M , and A). While the pa-
rameter L1 reports on the µ
2
AαB component, the
parameter L2 describes the µAµBαA component
of the anharmonic coupling λAAB . Both parame-
ters L1 and L2 contain additional contributions of
the anharmonicity σA along the diagonal. Dipole
nonlinearities are described by the parameter M ,
which reports on the quantity µABµAαB and has
a µAAµAαA diagonal contribution. Nonlinear po-
larizability is described by the parameter A, which
consists of the parameters αABµAµB , and has ad-
ditional αAAµ
2
A diagonal contributions. In sum-
mary, the four parameters can be written as:
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where 〈· · · 〉 is denotes the expectation value, and
δ is the Dirac delta function. Having the values
of the parameters, the complete response can then



































The peak patterns of the four basis responses
can be extracted from the results of the 2D os-
cillator (Appendix 3.8, responses Rλ1,AAB → RL1,
Rλ2,AAB → RL2, Rµ1,AB → RM , and Rα,AB →
RA). Analytic expressions of the basis responses,
including reasonable lineshape functions, are given
in Appendix 6.6, Equations (6.35) to (6.46).
6.3 Fitting Strategy
The fact that the model response is as linear com-
bination of basis responses allows us to use ef-
ficient fitting algorithms, such as linear regres-
sion. In expression (6.26) the parameters L1, L2,
M , and A are all functions of two frequencies
– generally we will write parameter C(ωA, ωB),
acting as expansion coefficient for basis response
RC(t1, t2;ωA, ωB). Since ωA and ωB are continu-
ous variables, the responses RC(t1, t2;ωA, ωB) con-
stitute an infinite basis set.
In order to express the model response (6.26) in a
more useful, finite basis set, we start by expanding
the parameter C(ωA, ωB) in terms of local Gaus-
sian basis functions














where ωi and ωj take values on a grid from 0 to
900 cm−1 with 30 cm−1 spacing. For all basis func-
tions, the Gaussian width is set to ∆ = 20 cm−1.





The parameter C(ωA, ωB) is transformed to the re-
sponse space by convolving it with the correspond-
ing basis response RC(t1, t2;ωA, ωB). By using def-






















In the last step, the response is expanded in a fi-
nite basis set RCij(t1, t2), which is exactly what we
set out to achieve. The basis functions RCij are
defined as the convolution of the basis response







× φij(ωA, ωB)RC(t1, t2;ωA, ωB)
and are computed by numeric convolution on a
grid.
The responses we are interested in are functions
of two time-variables R(t1, t2). For the sake of fit-
ting, they are represented as a one-dimensional ar-
ray, in which each element maps to a point in re-
sponse space. For the global fit, the vector Rk will
contain data of all three pulse sequences.
Rref(t1, t2) → Rref,k
RCij(t1, t2) → RCij,k.
Finally, the response (6.29) is fitted to the refer-


























the fitting parameters cij to small values.
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Figure 6.3: RMSD of the fit versus the average mag-
nitude of the fit parameters for different values of the
regularization parameter λ (blue labels). For higher
values of λ, the average parameter size is reduced and
RMSD is increased. The chosen value λ is denoted by
the arrow.
From the fitted parameters cij , the smooth func-
tion C(ωA, ωB) is then generated by equation
(6.28). In the case of the polarizability parame-
ter A, the complete frequency range is plotted by
first symmetrizing the matrix Aij = Aji and then
applying equation (6.28). In summary, the fit is
performed in following steps:
1. Convolve basis response with Gaussian basis
functions in order to receive RCij(t1, t2) accord-
ing to Equation (6.30).
2. Transform basis responses RCij(t1, t2) and
reference responses Rref(t1, t2) into one-
dimensional arrays RCij,k and Rref,k by eval-
uating at same points in response space.
3. Minimize loss function (6.31) by solving linear
system of equations for a fixed value λ yield
parameters cij .
By increasing the magnitude of the regulariza-
tion parameter λ, the average size of expansion
coefficients is reduced (Figure 6.3). This leads to
simpler descriptions of the parameter space. Up
to a certain point, the simplification of parameter
space is achieved without a noteworthy decrease of
fit quality. Above a certain value of λ, the param-
eters are further reduced at the expense of fit ac-
curacy and eventually, all parameters vanish. The
regularization parmaeter λ is scanned in powers of
ten from 101 to 109. A value of λ = 107 is cho-
sen, where regularization just starts to affect the
fit accuracy (arrows in Figure 6.3).
6.4 Results and Discussion
The amorphous ice responses calculated by MD
from the TL4Pa-CT force field is fitted using the
model response (6.26). The model response is able
to reproduce the signal almost perfectly (Figure
6.8). For the regularization λ = 107, the parame-
ters show a set of localized features (Figure 6.4).
6.4.1 Features in Parameter Space
In parameter space (Figure 6.4), there are local fea-
tures, peaking mainly at 200 cm−1 and 700 cm−1.
The peak positions agree well with vibrational den-
sities of states of amorphous ice (Figure 6.4, 1D
plots). Given the fact that no information from 1D
spectra entered the fitting procedure this confirms
that we received reasonable fit results. Beside di-
agonal features of hydrogen bond stretching modes
and libration modes there are also cross peaks be-
tween those bands.
Most of the fitted parameters lie within the re-
gions predicted by vibrational density of states.
However, the parameters show some richer struc-
tures within these regions. One peculiar substruc-
ture is the nodal line, which is observed along the
diagonal in the L1 and L2 parameters (green ar-
rows in Figure 6.4). Likely, this effect is a di-
rect manifestation of avoided crossing. The MD
simulations consider the full extent of mechanical
couplings. Therefore, if two oscillators A and B
are coupled they may not have the same energy
(ωA 6= ωB). Since our model system is based only
on first order perturbations, shifts of energy lev-
els are neglected. The energy shifts which occur in
realistic systems can partly be imitated by choos-
ing an alternative pair of oscillators with shifted
fundamental frequencies. (Figure 6.5).
The presence of diagonal nodes does also sug-
gest, that one-body contributions are not required
for the description of the MD signal (These signals
would be emulated on the diagonals in parameter
space.) It is likely that the contributions from diag-
onal peaks are negligible due to statistical reasons.

















Since the intermolecular low-frequency modes are
very delocalized, each mode can couple to a large
collection of modes, and the sum (6.32) becomes
the dominating contribution.

















































L1 L2 M A
Figure 6.4: Functional dependence of the parameters L1, L2, M , and A on the frequencies ωA and ωB . The
best fit parameters are plotted for the TL4Pa-CT model. Vibrational density of states of TL4Pa-CT are plotted
outside of the 2D plots, and peak maxima thereof are indicated by dotted lines. Diagonal nodes in parameters









Figure 6.5: (a) The energy levels of two oscillators
with fundamental frequencies ωA and ωB (red levels)
shift upon coupling (to give blue blue levels). The lower
energy level is thereby reduced, while the higher level is
further increased. (b) In parameter space, this moves
ωA to higher frequency, and ωB to lower frequency. As
a result, the feature is shifted away from the diagonal
along the anti-diagonal.
6.4.2 Decomposition of Response
If we want to understand how different parameter
space features contribute to the response, it can
be instructive to transform single features back to
the response space. In order to do so, we sepa-
rate the frequency axis into two regions; hydrogen
bond bending and stretching at frequency 0 cm−1
< ω < 500 cm−1, and librations in the frequency
range 500 cm−1 < ω < 1000 cm−1. In this way, our
model parameters, which are functions of two fre-
quencies, are split into four regions each. For the
parameters L1, L2, andM , there are four indepen-
dent regions, whereas there are only three indepen-
dent regions for parameter A. A single feature of
the parameter C ∈ {L1, L2,M,A} is transformed
to the response space by convolution with the basis




C(t1, t2;ωA, ωB). (6.33)
In this way, the spectra are separated into 15 con-
tributions. For the TL4Pa-CT force field the seven
main contributions are shown in Figure 6.6. We see
that the majority of the signal can be explained by
anharmonic couplings (features a to d). On the
other hand, libration-libration couplings are domi-
nated by nonlinearities of dipoleM (feature f ) and
polarizability A (feature g).
6.4.3 Source of the Echo
Water force fields seem to predominantly produce
an echo signal in the TRT pulse sequence.92,102
This stands in contrast to experiment, where an
echo is observed in the RTT sequence.79 Due to the
wealth of information accessible in the amorphous
ice response derived by MD simulations, it has been
possible to fit the model response (6.26) to the MD
response. In this way, the various spectral features
are related to underlying physical properties, which
are described by the parameters L1, L2, M , and A
(Figure 6.4). This also allows us to pinpoint the
origin of the echo signal in the MD response.
The fit of the model response suggests that the
echo is caused by anharmonic couplings in-between
hydrogen bond stretching modes, described by the
L1 parameter (Figure 6.6, feature a). This scenario
is very likely with the following reasoning: Much of
the response below 400 cm−1 can only be described
by anharmonic couplings λAAB (A fit with only pa-
rameters M and A gives very bad results). Anhar-
monic coupling allows transitions |00〉 ↔ |11〉 and
|01〉 ↔ |10〉, which are responsible for the broad
cross peaks. In addition, the two-quantum tran-
sition |00〉 ↔ |02〉 is allowed. Therefore, an echo
signal will naturally appear as by-product of the
broader cross peaks. The strength of the echo con-
tribution is determined by the relative frequency
ωB/ωA, with maximum enhancement of the echo
at ωB = 2ωA due to Fermi resonance.
























































































































































































Figure 6.6: Decomposition of the TL4Pa-CT amorphous ice spectra into their main contributions. Each
row represents a separate contribution to the total response (The corresponding region in parameter space is
highlighted with green color). The first three columns correspond to the three pulse sequences RTT, TRT and



































































L1 = λAAB μA μA αB L2 = λAAB μA μB αA a) b)
6.5 Conclusion
Amorphous ice is structurally similar to liquid wa-
ter, but shows a simplified dynamics. 2D Raman
THz spectra of amorphous ice show a vast amount
of spectral features, where contributions of hydro-
gen bond bending, hydrogen bond stretching, and
libration modes can be distinguished, and it is pos-
sible to assign Feynman pathways for all features.
The 2D spectra are rather congested. This fact can
be understood in terms of a 2D oscillator model.
so, resp
to be individually convoluted by the
response before application of ridge regression.
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6.6 Appendix A: Analytical
expression of basis re-
sponses
Here, the response functions of the reduced param-
eter space are explicitly written down (Equations
(6.35) to (6.46)). As an overview, the intensities
of all possible peaks are listed in Table 6.1. The
cross-peaks caused by the anharmonicity λAAB are




















where w = ωB/ωA. The group of peaks, which
is scaled by λAABµ
2























































The group of peaks scaled by λAABµAµBαA ap-
pear in the responses
RL2RTT =+W1ΓB cos
[


























































































The basis responses RM is caused by electri-
cal anharmonicity µAB and contains the subset of
peaks scaled by µABµAαB
RMRTT =+ ΓA cos
[















RMTRT =+ ΓC cos
[





ωAt1 + (ωA + ωB)t2
]
RMTTR =+ ΓB cos
[








If nonlinear polarizability couples oscillator A
and B, all peaks are scaled by αABµAµB .
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Table 6.1: Relative Peak intensity of the four basis functions λ1,AB , λ2,AB , µAB , and αAB for the three pulse
sequences of 2D-Raman-THz spectroscopy. The frequency dependent scaling factors W1 −W4 are defined in
equation (3.14).
RTT TRT TTR

























A −ωB ωA +W1 0 +1 0 0 +W1 0 + 1 0 +W1 0 0
B −ωA ωB 0 +W1 0 0 +W1 0 0 +1 +W1 0 +1 0
C −ωA ωB − ωA 0 +W2 0 0 +W2 0 +1 0 0 +W2 0 +1
D ωA ωA + ωB 0 −W1 0 0 −W1 0 -1 0 0 −W1 0 -1
E ωA ωB 0 −W2 0 0 −W2 0 0 -1 −W2 0 -1 0
F ωB ωA + ωB −W1 0 -1 0 0 −W1 0 0 0 −W1 0 -1
G ωB ωB − ωA +W2 0 +1 0 0 +W2 0 0 0 +W2 0 +1
H ωB ωA −W2 0 -1 0 0 −W2 0 -1 0 −W2 0 0
I −ωA ωA 0 +W3 0 0 +W3 0 0 0 0 +W3 0 0
J ωA ωA 0 −W4 0 0 −W4 0 0 0 0 −W4 0 0
K ωA 2ωA 0 −W3 0 0 0 −W3 0 0 −W3 0 0 0
L ωA 0 0 +W4 0 0 0 +W4 0 0 +W4 0 0 0
RARTT = 0 (6.44)
RATRT =+ ΓA cos
[















RATTR =+ ΓC cos
[













ωBt1 + (ωB − ωA)t2
]
Homogeneous broadening as well as population
relaxation of all coherences are described by the
Brownian oscillator model [Ref. 74], which gives
decay times based on relaxation constants γA and
γB . For all fits to amorphous ice spectra, values







































































































6.7 Appendix B: Fitted Spec-
tra
The fitted spectrum (with regularization λ = 107)
is shown in Figure 6.8 a. By calculating the dif-
ference to the reference spectrum (Figure 6.8 c) we
can see, that the errors are small compared to the
signal intensity.


















































































































Figure 6.8: a) The 2D-Raman-THz response calculated from TL4Pa-CT amorphous ice structures is the fitting
target. b) The fit result agrees very well with the target response. c) The difference spectrum (TL4Pa-CT - fit)
gives more quantitative insight into fit quality.
Chapter 7
Conclusion
Our journey started with the goal to develop a
forcefield, which can quantitatively reproduce the
experimental 2D-Raman-THz spectrum of liquid
water. From such a force field, one could po-
tentially understand the signal to full extent by
detailed analysis of molecular dynamics trajecto-
ries. The starting point was TL4P – a polariz-
able force field, which was developed on the basis
of mixed quantum-mechanical and empirical meth-
ods. Among a collection of polarizable force fields,
the TL4P model showed best agreement with ex-
periment (Figure 5.3, a versus b).89
Under the goal to improve the agreement with
the experimental 2D-Raman-THz signal, several
flaws of the TL4P model have been addressed.
TL4P cannot quantitatively reproduce 1D THz ab-
sorption and Raman spectra. This would be a ba-
sic requirement for a force field that it can cor-
rectly predict more complicated spectra such as
the 2D-Raman-THz signal. Firstly, the TL4P force
field has been shown to severely underestimate the
intensity of the 200 cm−1 hydrogen bond stretch-
ing mode in the THz absorption spectrum (Fig-
ure 4.8 c, orange versus black line). Secondly, the
600 cm−1 libration band is completely absent in the
anisotropic Raman spectrum (Figure 4.8 d, orange
versus black line).
These flaws have been addressed by system-
atically improving the electrostatic properties of
the force field (Chapter 4). Namely, addition of
intermolecular charge transfer (in the TL4Pi-CT
model) could improve the intensity of the hydro-
gen bond stretching mode by causing an addi-
tional dipole, which depends on the hydrogen bond
length. Furthermore, the absence of the libra-
tion mode in the Raman spectrum was attributed
to the isotropic polarizability used for the TL4P
model, meaning the polarizability is orientation in-
dependent. The system polarizability is therefore
constant during librational motion, and the Ra-
man signal of this band disappears. Making the
molecular polarizability slightly anisotropic (in the
TL4Pa2-CT model) further increased the spectral
accuracy by introducing the libration band to the
Raman spectrum.
The such obtained series of force fields give a
good basis for investigating the effects of charge
transfer and anisotropic polarizability on the 2D-
Raman-THz spectrum of water. Addition of in-
termolecular charge transfer corrected the inten-
sity of the hydrogen bond stretching mode in the
THz absorption spectrum. We hypothesized that
this correction should also improve the 2D-Raman-
THz signal. It was however found that the shape
of the signal was barely affected by this addition
of charge transfer (Figure 5.3, TL4Pi-CT versus
TL4P). On the other hand, anisotropic polarizabil-
ity affected the room-temperature signal in a very
non-intuitive way, giving rise to an additional node
of the main feature (Figure 5.3, TL4Pa-CT ver-
sus TL4Pi-CT). This is rather unexpected, since
anisotropic polarizability mainly affects the libra-
tion band, which lies well outside the experimental
bandwidth. The strong effect can be interpreted in
the way, that anisotropic polarizability can switch
on modes, which originate from couplings of inter-
molecular vibrations to rotational diffusions (Fig-
ure 5.5).
Cooling down liquid water in order to induce a
glass transition significantly slows down the dy-
namics. The resulting amorphous ice structures
can act as a model system for water (with similar
interactions) but with simplified dynamics (Section
5.4). Molecular dynamics studies of amorphous ice
have resulted 2D-Raman-THz spectra with a vast
amount of well resolved peaks (Figure 6.1). As a
consequence, the variety of peaks can be assigned
to individual Feynman pathways, giving a detailed
interpretation of the signal.
This motivated the interpretation of 2D-Raman-
THz spectroscopy from a completely different di-
rection, namely by using simple model systems
based on 1D or 2D harmonic oscillators (Chapters
2 and 3). The simplicity of such model systems
makes visible the important properties of a sys-
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tem, and in what ways these properties influence
the 2D-Raman-THz signals. This comes at the ex-
pense of having only a very abstract system, where
we have no information how the molecules move in
space (this allows only for very simple descriptions
of spectral line shapes).
Simple oscillator systems have already been
thoroughly investigated in the concept of 2D-
Raman spectroscopy. It has been shown, that all
possible Feynman pathways include at least one
two-quantum transition, which is forbidden for the
harmonic oscillator. Electrical and mechanical an-
harmonicity are therefore crucial for describing 2D-
Raman-THz spectroscopy, as they lift the selection
rules of the harmonic oscillator. If the anharmonic-
ities are treated in the form of small perturbations
to the harmonic system, the resulting signal can be
expressed as linear combinations of basis responses,
which show peak patterns typical for the responsi-
ble anharmonicity. In this way, one can disentangle
the contributions of electrical and mechanical an-
harmonicities to the observed signal.
After amending the 1D oscillator responses by
spectral line shapes based on exponential decay of
the frequency autocorrelation function, this model
system can be applied to describe the response of
liquid water. Using oscillators around 165 cm−1
(representing hydrogen bond stretching modes) al-
lowed us to reproduce the experimental response
almost quantitatively (Figure 2.11a versus 2.11b).
This fit gives 370 fs for the decay time of the fre-
quency autocorrelation function, suggesting that
water is strongly inhomogeneous. Furthermore,
partial deconvolution of the water signal has been
achieved (Figure 2.11).
In the case of a 2D oscillator (Chapter 3), elec-
trical and mechanical coupling of two modes can
do the same job of lifting the selection rules as an-
harmonicities do in the 1D case. This gives rise to
a variety possible cross peaks. It was found, that
anharmonic coupling can be an additional cause for
the echo signal. In the anharmonic coupling of two
modes with ωB = 2ωA, the echo signal is further-
more enhanced by a Fermi resonance. By treating
couplings in a perturbative manner the shape of
basis responses are also determined for the 2D os-
cillator model.
Having simple solutions for the 2D oscillator al-
lowed for fitting of the simulated amorphous ice sig-
nals (Chapter 6), in which quantitative agreement
has been achieved (Figure 6.8). A large part of the
signal can be described by mechanical couplings
of hydrogen bond stretching amongst each other
(Figure 6.4). This process seems to be the lead-
ing cause of the echo signal in the simulated spec-
tra. On the other hand, librations interact prefer-
entially via electrical couplings µAB and αAB . This
is not surprising, given the dipole surface of libra-
tions is made nonlinear by the nature of rotations.
Having identified the most relevant contributions
to the simulated 2D-Raman-THz response of amor-
phous ice could help us to further improve force
fields. For example, we know that the echo signal
in the TRT sequence is mainly produced by anhar-
monic couplings between hydrogen bond stretching
modes. By varying the nature of these anharmonic
couplings, the echo signal can potentially be shifted
into the RTT quadrant (which would better agree
with experimental findings). It could prove helpful
to further investigate the coupling of vibrations to
diffusion modes, as it seems to be an important
contribution to the room-temperature spectrum.
Variation of box sizes in MD can be potentially
used to single out the diffusion signal. The inten-
sity of the diffusion signal should be proportional
to the diffusion constant, which is directly related
to the size of the simulation box (Figure 4.6).
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M. Schwörer, C. Wichmann, and P. Tavan, A
polarizable QM / MM approach to the molecu-
lar dynamics of amide groups solvated in water,
J. Chem. Phys. 144, 114504 (2016).
139 L.-P. Wang, T. Head-Gordon, J. W. Ponder,
P. Ren, J. D. Chodera, P. K. Eastman, T. J.
Martinez, and V. S. Pande, Systematic Im-
provement of a Classical Molecular Model of
Water, J. Phys. Chem. B 117, 9956 (2013).
140 R. Qi, L.-P. Wang, Q. Wang, V. S. Pande,
and P. Ren, United polarizable multipole wa-
ter model for molecular mechanics simulation,
Journal of Physical Chemistry B 143, 014504
(2015).
141 B. T. Thole, Molecular polarizabilities calcu-
BIBLIOGRAPHY 75
lated with a modified dipole interaction, Chem.
Phys. 59, 341 (1981).
142 D. Elking, T. O. M. Darden, R. J. Woods,
T. Park, and N. Carolina, Gaussian Induced
Dipole Polarization Model, J. Comput. Chem.
28, 1261 (2007).
143 T. M. Nymand and P. Linse, Ewald summation
and reaction field methods for potentials with
atomic charges, dipoles, and polarizabilities, J.
Chem. Phys. 112, 6152 (2000).
144 J. L. Abascal and C. Vega, A general pur-
pose model for the condensed phases of wa-
ter: TIP4P/2005., J. Chem. Phys. 123, 234505
(2005).
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