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High-Throughput Reliable Multicast in
Multi-Hop Wireless Mesh Networks
Xin Zhao,Member, IEEE, Jun Guo,Member, IEEE, Chun Tung Chou,Member, IEEE,
Archan Misra,Member, IEEE, and Sanjay K. Jha, Senior Member, IEEE
Abstract—This paper presents a cross-layer approach for enabling high-throughput reliable multicast in multi-hop wireless mesh
networks. The building block of our approach is a multicast routing metric, called the expected multicast transmission count (EMTX).
EMTX is designed to capture the combined effects of MAC-layer retransmission-based reliability, wireless broadcast advantage, and
link quality awareness. The EMTX of single-hop transmission of a multicast packet from a sender is the expected number of multicast
transmissions (including retransmissions) required for its next-hop recipients to receive the packet successfully. We formulate the
EMTX-based multicast problem with the objective of minimizing the sum of EMTX over all forwarding nodes in the multicast tree,
aiming to reduce network bandwidth consumption while ensure high end-to-end packet delivery ratio for the multicast traffic. We
provide rigorous mathematical formulations and methods to find near-optimal solutions of the problem computationally efficiently. We
present centralized and distributed algorithms, and demonstrate their effectiveness in tackling the EMTX-based multicast problem with
a combination of theoretical and numerical results. Simulation experiments show that, in comparison with two baseline approaches,
EMTX-based multicast routing reduces the number of hop-by-hop transmissions per packet by up to 40 percent and yet improves the
multicast throughput by up to 24 percent.
Index Terms—Wireless mesh network, multicast algorithm, routing metric, cross-layer design
Ç
1 INTRODUCTION
MULTICAST is an important transmission mechanismcommonly defined in wireless networking standards.
Due to the broadcast nature of wireless communications, a
single transmission using the wireless medium can reach
multiple nodes within the transmission range of the sender.
In multi-hop wireless networks such as wireless mesh net-
works [1] where the capacity can often be very limited [2], it
is desirable to exploit the wireless broadcast advantage in the
design of multicast routing algorithms to support various
applications involving group communication.
The widely deployed IEEE 802.11 standard defines a
basic multicast mechanism [3]. In the case of a sender multi-
casting to multiple nodes, the MAC-layer protocol chooses
the lowest available transmission rate by default and does
not provide any MAC-layer error recovery. However, com-
munications over the wireless medium are by nature error-
prone. Significant variations in fading and interference lev-
els may lead to transient loss of a link. In multi-hop wireless
networks, packet collisions caused by hidden nodes often
result in added packet loss. This can make the end-to-end
packet delivery ratio (or throughput) unacceptable for
many applications, including multicast, that require reliable
data transmissions in wireless mesh networks.
In the literature, a number of reliable MAC-layer multi-
cast mechanisms were proposed to overcome the ineffi-
ciency of the IEEE 802.11 standard [4], [5], [6], [7], [8], [9],
[10]. They are designed in various ways to provide explic-
itly hop-by-hop recovery on packet loss. A handful of
researchers explored the idea of physical-layer network coding
and developed bandwidth efficient methods for link-layer
acknowledgement for multicast transmissions in wireless
networks [11], [12], [13].
Since mesh routers in wireless mesh networks are in gen-
eral stationary and do not have energy constraint typical of
ad hoc networks, a key objective of wireless mesh networks
is to offer high-throughput wireless connection to end users.
Despite active research on reliable MAC-layer multicast for
single-hop group communication, it is challenging to
develop high-throughput algorithms for reliable multicast
routing in multi-hop wireless networks. This paper
addresses this challenge by proposing a robust multicast
routing metric, called the expected multicast transmission
count (EMTX). A preliminary study of EMTX-based multi-
cast routing was presented in [14]. Here, we provide a more
thorough understanding of the metric, and systematically
design and evaluate routing algorithms based on the metric
for enabling high-throughput reliable multicast in multi-
hop wireless mesh networks.
The main contributions of this paper are:
 We propose EMTX as a metric for achieving high-
throughput reliable multicast routing in multi-hop
wireless mesh networks. EMTX is explicitly
designed to capture the combined effects of 1) MAC-
layer retransmission-based reliability, 2) wireless
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broadcast advantage and 3) link quality awareness.
We discuss and rigorously prove the important
properties of EMTX, and provide a method for
reducing the complexity of computing the metric.
 We formulate the EMTX-based multicast problem
with the objective of minimizing the sum of EMTX
over all forwarding nodes in the multicast tree. We
prove that the problem is NP-hard. A mathematical
formulation of the problem in the form of integer lin-
ear programming (ILP) is provided. Based on the
ILP formulation, we show how to solve the optimiza-
tion problem computationally efficiently by using
the Lagrangian relaxation technique.
 We present a polynomial-time greedy algorithm for
the multicast problem and analyze its worst-case
approximation ratio. Further, we extend the central-
ized algorithm to a distributed version as an EMTX-
based multicast routing protocol.
The remainder of this paper is organized as follows. In
Section 2, we review the literature regarding multicast in
wireless ad hoc networks and discuss the motivation of our
work. Section 3 presents the detailed design and important
properties of the EMTX metric. Section 4 formulates the
EMTX-based multicast problem. Lagrangian relaxation is
provided in Section 5. The centralized algorithm and its dis-
tributed version are presented in Sections 6 and 7, respec-
tively. Description of protocol implementation and its
evaluation are provided in Section 8. Finally, Section 9
draws the conclusion.
2 RELATED WORK
2.1 Reliable MAC-Layer Multicast
Current IEEE 802.11 standards do not support MAC-layer
error recovery for multicast transmissions. With the aim of
improving the reliability of single-hop multicast transmis-
sions, a number of reliable MAC-layer multicast protocols
were proposed in the literature. We provide a quick sum-
mary of some of these schemes with a view to use one of
these for our simulations.
One method is ARQ-based MAC-layer multicast by
extending the RTS/CTS/ACK control frames of IEEE
802.11 MAC [4], [5]. The leader-based protocol presented
in [4] avoids the need of multiple positive ACK frames
for multicast transmissions. The batch mode multicast
MAC protocol presented in [5] uses a strict sequential
order of RTS/CTS to each destination. The HIMAC solu-
tion proposed in [6] uses unary channel feedback and
unary negative feedback to address two shortcomings in
802.11 multicast: channel-state indifference and demand
ignorance. In [7], Kim et al. used the direct-sequence
code-division multiple access scheme, which allows mul-
tiple receivers to transmit ACK frames concurrently to
reduce the overhead. In [8], Kim et al. used the orthogo-
nal frequency-division multiple access mechanism to
deal with the overhead issue of ARQ-based MAC-layer
multicast protocols. Both the 802.11 MX protocol pre-
sented in [9] and the RMAC protocol presented in [10]
use the busy tone mechanism to offer reliable MAC-layer
multicast. Relying on a separate channel, busy tone pre-
vents data frame collisions and solves the hidden
terminal problem. Although busy tone is a technique dif-
ferent to ARQ, they both share the same core idea:
acknowledgement and retransmissions.
The EMTX-based multicast routing protocol proposed in
this paper can be implemented over any of these single-hop
MAC-layer multicast protocols. In this paper, we use
RMAC in our simulations as the reliable MAC-
layer multicast protocol.
2.2 Multicast Routing Metric
As discussed earlier, given that the mesh routers are not
energy constrained, the design objective is to provide high-
performance wireless connection to end users. This moti-
vates the design of robust routing metrics that can find
high-performance paths compared to the simple hop-count
metric or minimum-energy routing used in most ad hoc
and sensor networks [15], [16], [17].
The expected transmission count (ETX) metric pro-
posed in [18] is a popular link-quality-aware metric
designed for multi-hop wireless routing in unicast appli-
cations. ETX aims to find high-throughput paths that
minimize the expected total number of MAC-layer trans-
missions (including retransmissions) required for deliv-
ering a packet hop-by-hop to its destination. One can
apply ETX to form a shortest path tree (SPT), which
aims to find a high-throughput unicast path for each
multicast destination. However, such a scheme of multi-
ple unicasts cannot fully utilize the wireless broadcast
advantage and thus may consume excessive network
bandwidth. In this paper, we use ETX-based SPT as one
baseline approach for demonstrating the effectiveness of
EMTX-based multicast routing.
The multicast routing metric considered in [19] aims to
form a multicast tree that minimizes the number of forward-
ing nodes. It is based on a binary packet reception model,
which implicitly assumes that transmissions on each link in
the wireless network are 100 percent reliable. It makes use
of the wireless broadcast advantage but ignores the link
quality. The EMTX metric proposed in this paper captures
the effects of unreliable wireless links, which is true for
most wireless networks. In this paper, we call the approach
of [19] as the minimum forwarder tree (MFT). We show
that MFT is a special case of our EMTX-based multicast
approach and use it as another baseline approach for perfor-
mance comparison.
The multicast routing metrics proposed in [20] and [21]
are similar in that, for a single-hop multicast transmission,
they use the amount of ETX needed for the receiver with the
worst link quality to approximate the expected number of
multicast transmissions required for all receivers to receive
the packet successfully. The computation of the EMTX met-
ric proposed in this paper for a single-hop multicast trans-
mission takes as input the link quality from the sender to
each receiver.
Roy et al. [22] studied several routing metrics for high-
throughput multicast in wireless mesh networks. They are
all based on the legacy multicast mechanism defined in
IEEE 802.11 standards, and do not take MAC-layer retrans-
mission into account. The EMTX metric that we propose in
this paper is designed to take advantage of MAC-layer
retransmission-based reliability.
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2.3 Multicast Routing Algorithm
Various multicast routing algorithms were proposed for
wireless mesh networks. Chou et al. [23] and Liu et al. [24]
studied the problem of maximizing multicast traffic load in
wireless mesh networks, and presented a number of algo-
rithms for achieving low latency multicast using the wire-
less broadcast advantage and multi-rate radios. In [25], a
resilient forwarding mesh (RFM) approach is proposed for
protecting multicast sessions from link or node failures. The
optimal RFM is a set of forwarding nodes that form a pair of
node-disjoint paths for each multicast destination, minimiz-
ing the number of broadcast transmissions by exploiting the
wireless broadcast advantage. The source-initiated wireless
multicast algorithm proposed in [26] constructs a shared
tree on which each multicast destination has the minimum
possible depth (number of hops from the nearest source).
A common assumption of this related work is that
mesh routers in wireless mesh networks follow the binary
packet reception model, which fails to take wireless link
quality into account. To the best of our knowledge, there
is no multicast routing algorithm explicitly designed for
high-throughput reliable multicast routing in wireless
mesh networks. In this paper, we propose both central-
ized and distributed algorithms for EMTX-based multi-
cast routing, which effectively take into account MAC-
layer retransmission and wireless link quality.
2.4 Network Coding
An alternative approach to realise efficient multicast is via
network coding. Kim et al. [27] presented an algorithm to
compute the network code that can be used to realise lay-
ered multicast; such code would be especially useful if the
multicast receivers have heterogeneous requirements on
video quality. Vieira et al. [28] studied how link-layer multi-
rate multicast can be used in conjunction with network cod-
ing to increase network-layer multicast throughput. On the
subject of reliable broadcast, Li et al. [29] studied the use of
immediately decodable network codes to realise reliable
broadcast of stored videos in the presence of packet loss
and time delay constraint. Such codes are hard to analyse
and the authors proved that asymptotic throughput is
achieved for two-user and three-user cases if the size of the
stored video is sufficiently large. Finally, Ghaderi et al. [30]
have compared, purely by a theoretical analysis, the relative
performance of network coding versus hop-by-hop ARQ as
a means to achieve reliable multicast for a special full K-ary
tree, but did not consider the optimal choice of the multicast
tree (which is our focus in this paper). It would be interest-
ing to study the performance of such codes in practical sce-
narios and compare with the approach in this paper.
However, all such network coding approaches focus pri-
marily on improving throughput or ensure only probabilis-
tic (and thus non-guaranteed) delivery to all receivers. In
contrast, we focus in this paper on designing multicast trees
that provide guaranteed delivery of multicast traffic while
optimizing the total transmission overhead.
3 METRIC DESIGN
This section presents the detailed design and properties of
the EMTX metric for multicast routing in multi-hop
wireless mesh networks. As discussed, the EMTX metric is
designed to capture the combined effects of 1) MAC-layer
retransmission-based reliability, 2) wireless broadcast
advantage and 3) link quality awareness. The computation
of EMTX for a single-hop multicast transmission takes as
input the link quality from the sender to each of its next-
hop receivers. In this paper, we use the term link quality
with a specific meaning from this point onward. We define
the link quality of the (directed) wireless link hi; ji from
node i to node j as the probability that a multicast trans-
mission from node i is successfully received and acknowl-
edged by node j. Note that the link qualities of hi; ji and
hj; ii are not necessarily the same because the delivery
probabilities for data and ACK frames can be different in
the directions hi; ji and hj; ii. In our multicast framework,
MAC-layer retransmission is used for reliability. This
means that a sender will retransmit a multicast packet to
its next-hop receivers which have not acknowledged the
packet successfully. The EMTX of single-hop transmission
of a multicast packet is defined as the expected number of
multicast transmissions needed for all next-hop recipients
to receive and acknowledge the packet successfully includ-
ing retransmissions.
For the purpose of this section, it suffices to consider one
sending node i in the network and the set of its next-hop
receivers Ri within its single-hop neighborhood Ni. The sin-
gle-hop neighborhood of node i is defined as the set of
nodes within the transmission range of node i. For node j to
be within the transmission range of node i, we require that
the link quality of the wireless link hi; ji, denoted by pi;j, is
non-zero.
In computing EMTX, we assume that the MAC layer of
the sender continues to retransmit the multicast packet until
it is successfully received and acknowledged by each of its
next-hop receivers. We also assume that the link quality
from the sender to each of its next-hop receivers is spatially
and temporally independent. These assumptions are widely
accepted in the literature, such as [31], [32]. In this manner,
the sequence of transmission/retransmissions of the multi-
cast packet forms independent Bernoulli trials with an iden-
tical success probability.
Let EMTXi;Ri denote the amount of EMTX required from
node i to all nodes in Ri. Let ðRi; cÞ, c ¼ 1; 2; . . . ; jRij,
denote the set of unordered choices of c elements from Ri.
Let fi;j ¼ 1 pi;j. Theorem 1 below derives a closed-form
expression for computing EMTXi;Ri based on the definition
of EMTX and its assumptions.
Theorem 1. EMTXi;Ri is given by
EMTXi;Ri ¼
XjRij
c¼1
ð1Þc1
X
S2ðRi;cÞ
1
1Qj2S fi;j : (1)
Proof. See Appendix A in the supplementary file, which
can be found on the Computer Society Digital Library at
http://doi.ieeecomputersociety.org/10.1109/
TMC.2014.2333731. tu
For the three-node wireless mesh network example
provided in Fig. 1, let us consider node s sending a mul-
ticast packet to both node u and node v. Based on the
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pi;j values provided in Fig. 1, the calculation of EMTX
using (1) shows that
EMTXs;fu;vg ¼ 1
1 0:2þ
1
1 0:3
1
1 0:2 0:3 ¼ 1:61:
We know from [18] that ETXs;u ¼ 1=ð1 0:2Þ ¼ 1:25 and
ETXs;v ¼ 1=ð1 0:3Þ ¼ 1:43. These results indicate that
EMTXs;fu;vg < ETXs;u þ ETXs;v
and
EMTXs;fu;vg > maxðETXs;u;ETXs;vÞ:
Intuitively, with the wireless broadcast advantage, the
amount of EMTX that the sender requires for a multicast
packet must be smaller than the total amount of ETX
required when the packet is unicast to each of its next-hop
receivers, and must also be larger than the amount of ETX
needed for its next-hop receiver with the worst link quality.
We summarize and prove the properties of EMTX in a more
general form as shown below.
Theorem 2. For node i 2 V , consider two subsets R1  Ni and
R2  Ni. IfR1  R2, we have
EMTXi;R1  EMTXi;R2 :
Proof. See Appendix B available in the online supplemental
material. tu
Theorem 3. For node i 2 V , consider two subsets R1  Ni and
R2  Ni. Then,
EMTXi;R1[R2  EMTXi;R1 þ EMTXi;R2 :
Proof. See Appendix C available in the online supplemental
material. tu
Corollary 1. For jRij > 1, EMTXi;Ri has the lower and upper
bounds given by
max
j2Ri
ETXi;j  EMTXi;Ri <
X
j2Ri
ETXi;j: (2)
Note that the equivalence to the lower bound in (2) holds
only when pi;j ¼ 1 for all j 2 Ri.
Remark 1. The inequality on the right-hand side of (2) cap-
tures the wireless broadcast advantage of using EMTX.
The difference between EMTXi;Ri and
P
j2Ri ETXi;j is in
fact the number of transmissions that can be saved by
using multicast instead of unicast. We will see in Section
8 that EMTX is effective in reducing the number of trans-
missions in a network setting compared to ETX. How-
ever, in terms of algorithm design, the use of EMTX as a
routing metric is more difficult than that of using ETX
because the optimization problem is NP-hard, as we will
see in Section 4.
3.1 Reducing Computational Complexity
Note that the complexity of computing the EMTXi;Ri value
for any ði;RiÞ pair in (1) is exponential in the size of Ri.
Below, we design an alternative way for more efficiently
computingEMTXi;Ri , especially when the size ofRi is large.
Without loss of generality, we label nodes in the setRi in
a non-increasing order of their fi;j values, i.e.,
Ri ¼ f1; 2; . . . ; jRijg where fi;1  fi;2      fi;jRij. Define
Ri;j as the subset ofRi given byRi;j ¼ f1; 2; . . . ; jg.
Theorem 4. An alternative expression of EMTXi;Ri is
EMTXi;Ri ¼
XjRi j
j¼1
Gi;j;
where
Gi;j ¼
X1
k¼1
fki;j
Y
u2Ri;j1
ð1 fki;uÞ: (3)
Proof. See Appendix D available in the online supplemental
material. tu
Theorem 5. For an arbitrarily small value  > 0, there exists a
positive integerKj for each j 2 Ri such that
X1
k¼Kj
fki;j
Y
u2Ri;j1
ð1 fki;uÞ 

jRij : (4)
Proof. See Appendix E available in the online supplemental
material. tu
Theorems 4 and 5 allow us to compute an approximation
of EMTXi;Ri by finding the smallest positive integer Kj that
satisfies (4) and then truncating the right-hand side of (3) at
k ¼ Kj  1 for each j 2 Ri. Specifically, letting
bGi;j ¼ XKj1
k¼1
fki;j
Y
u2Ri;j1

1 fki;u

we can obtain EMTXi;Ri as
EMTXi;Ri ¼
XjRij
j¼1
bGi;j (5)
where it is clear that
XjRij
j¼1
Gi;j  bGi;j  XjRij
j¼1

jRij ¼ :
Theorem 6. The complexity of computing the right-hand side of
(5) is OðjRij2jlogðÞj þ jRij2 logjRijÞ.
Fig. 1. A three-node wireless mesh network example.
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Proof. See Appendix F available in the online supple-
mental material. tu
Fig. 2 compares the running times of the two methods in
computing EMTXi;Ri , where Method 1 uses (1), and
Method 2 uses (5) with  in (4) set to 0.00001. The size of Ri
is varied from 10 to 30. For each choice of jRij, we conduct
1,000 experiments, each with a random configuration of the
fi;j values chosen uniformly from the range ½0:1; 0:9	. CPU
running times on a 3.0 GHz Xeon machine are plotted on a
logarithmic scale in Fig. 2. The results demonstrate that
Method 2 is significantly more efficient than Method 1,
especially when the size of Ri is large. For jRij ¼ 30, one
computation of EMTXi;Ri using Method 1 needs nearly two
minutes on average, but Method 2 requires merely 0.6 msec.
Remark 2. For dense networks where each node has a large
number of neighbors, the network may also use topology
control to reduce the number of neighbors in order to
reduce the computation burden. The effect of using
topology control on multicast routing performance is an
interesting problem and is left for future work.
4 EMTX-BASED MULTICAST PROBLEM
In this section, we formulate the EMTX-based multicast
problem. We begin by describing the model of the wireless
mesh network considered in this paper, and then provide
the definition of the EMTX-based multicast problem. We
prove the NP hardness of the problem, and then present a
mathematical formulation in the form of ILP for the problem.
4.1 Network Model
The wireless mesh network considered in this paper sup-
ports link-layer acknowledgement for multicast transmis-
sions. The network is represented by a directed graph
G ¼ ðV;EÞ, where V is the set of mesh routers and E is the
set of directed links. A directed link hi; ji from node i to
node j exists if node j is within the transmission range of
node i. As defined in Section 3, this requires pi;j > 0. By defi-
nition, we have pi;j ¼ di;j! di;j , where di;j! and di;j  are the
forward delivery probability for data frames and the reverse
delivery probability for ACK frames, respectively. The set of
nodes fj : hi; ji 2 Eg forms the single-hop neighborhood Ni
of node i. Each node is equipped with one radio, with all
radios tuned to a common channel.
4.2 Problem Statement
The EMTX-based multicast problem is defined for one sin-
gle multicast session in the wireless mesh network. Mem-
bers of the multicast group include one source node s and a
set of destination nodes D. The problem requires to estab-
lish a directed tree T ofG rooted at the source node and con-
necting all destination nodes in the multicast group. Since it
is a multicast session, extra nodes may be selected from the
set V  fsg  D and included in T as forwarding nodes, for
ensuring end-to-end connectivity and for achieving the
specified optimality criterion. In its graph representation,
all forwarding nodes of the multicast session (including the
source node) form the set of internal nodes of T . Note that
the internal nodes of T may include certain destination
nodes if they are also selected as forwarding nodes in the
multicast session, but the leaf nodes of T are exclusively
composed of destination nodes. For convenience, we let
IðT Þ denote the set of internal nodes of T .
Recall that the EMTX of single-hop transmission from
each particular forwarding node in the multicast tree is the
expected number of wireless transmissions (including
retransmissions) required for delivering the multicast
packet successfully to all next-hop receivers of the sender.
The objective of the EMTX-based multicast problem is to
find the optimal T for the multicast session that yields the
minimum sum of EMTX over all forwarding nodes in the
set IðT Þ. Since each additional multicast transmission con-
sumes extra network bandwidth, by optimizing multicast
routing in this way, we expect to reduce the total number of
transmissions for the multicast session and thus increase
the network throughput, while at the same time we ensure
high end-to-end packet delivery ratio for the multi-hop
multicast transmission.
Theorem 7. The EMTX-based multicast problem is NP-hard.
Proof. See Appendix G available in the online supplemental
material. tu
4.3 Mathematical Formulation
Define:
 The binary variables ev;i;j, hi; ji 2 E, v 2 D, given by
ev;i;j ¼
1 if the directed link hi; ji isused
by the path from the source node
to the destination node v
0 otherwise:
8><
>:
 The binary variables ti;j, hi; ji 2 E, given by
ti;j ¼
1 if the directed link hi; ji is included
in them ulticast tree
0 otherwise:
8<
:
 The binary variables xi;Ri , i 2 V ,Ri  Ni, given by
xi;Ri ¼
1 if node i is selected as a forwarding
node and Ri is the set of next-hop
receivers selected for node i
0 otherwise:
8><
>:
Fig. 2. Efficiency of computing EMTXi;Ri .
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Then, an ILP formulation of the EMTX-based multicast
problem is:
Z ¼ min
X
i2V
X
RiNi
EMTXi;Ri  xi;Ri (6)
subject to X
j:hs;ji2E
ev;s;j 
X
j:hj;si2E
ev;j;s ¼ 1; 8v 2 D (7)
X
j:hv;ji2E
ev;v;j 
X
j:hj;vi2E
ev;j;v ¼ 1; 8v 2 D (8)
X
j:hi;ji2E
ev;i;j 
X
j:hj;ii2E
ev;j;i ¼ 0; 8v 2 D; i 2 V  fs; vg (9)
ev;i;j  ti;j; 8v 2 D; hi; ji 2 E (10)
ti;j 
X
Ri:RiNi;j2Ri
xi;Ri ; 8hi; ji 2 E (11)
X
RiNi
xi;Ri  1; 8i 2 V: (12)
Constraints in (7)-(9) enforce the flow conservation law
along the path from the source node s to each destination
node v in the set D. These are standard flow conservation
constraints for directed graphs (see e.g. [33]). Note that
although these constraints allow both ev;i;j and ev;j;i to be 1,
such feasible solutions (which have circular flows) cannot
be optimal because our solution is to minimise the objective
in (6). Constraints in (10) ensure that the directed link hi; ji
is included in the multicast tree if it is used by at least one
of the end-to-end paths. Constraints in (11) ensure that, if
the directed link hi; ji is included in the multicast tree, node
i is selected as a forwarding node, and node j is one of the
next-hop receivers of node i. Constraints in (12) ensure that,
if node i is selected as a forwarding node, Ri identifies the
(unique) set of next-hop receivers of node i in the multicast
tree. These constraints together with the objective function
in (6) jointly ensure that the optimal solution is a directed
multicast tree rooted at the source node, connecting all des-
tination nodes in the multicast group, and minimizing the
sum of EMTX over all internal nodes of the tree.
5 LAGRANGIAN RELAXATION
The mathematical formulation of the EMTX-based multicast
problem presented in Section 4.3 can be used by an ILP
solver, e.g. CPLEX [34], to find optimal solutions to the
problem in principle. However, ILP requires an exponen-
tially growing computational effort as the size of the prob-
lem instances increases.
Lagrangian relaxation is a well established and more
computationally efficient method for solving ILP problems
[35]. It works in particular for ILP problems that can be
viewed as easy problems except for certain complicating
constraints. Dualizing the complicating constraints yields a
Lagrangian problem that is easy to solve. In general, the sol-
utions to the Lagrangian problem are infeasible solutions to
the original problem. However, the optimal value of the
Lagrangian problem defines a lower bound (for minimiza-
tion problems) on the optimal value of the original problem.
In contrary, feasible solutions to the original problem pro-
duce an upper bound (for minimization problems) on the
optimal value of the original problem. Hence, the goal of
Lagrangian relaxation is to narrow the gap between the
lower bound and the upper bound.
5.1 The Relaxation
Consider the relaxation of the ILP formulation of the EMTX-
based multicast problem by dualizing the flow conservation
constraints in (7)-(9) with a set of Lagrange multipliers
l ¼ fv;i : v 2 D; i 2 V g. Then, for a given l, it requires to
solve the Lagrangian problem (denoted by LR) with the
objective function
ZLRðlÞ ¼ min
X
i2V
X
RiNi
EMTXi;Ri  xi;Ri
þ
X
v2D
v;s
 X
j:hs;ji2E
ev;s;j 
X
j:hj;si2E
ev;j;s  1

þ
X
v2D
v;v
 X
j:hv;ji2E
ev;v;j 
X
j:hj;vi2E
ev;j;v þ 1

þ
X
v2D
X
i2Vfs;vg
v;i
 X
j:hi;ji2E
ev;i;j 
X
j:hj;ii2E
ev;j;i

(13)
subject to (10)-(12). Rearranging (13), we have
ZLRðlÞ ¼ min
X
i2V
X
RiNi
EMTXi;Ri  xi;Ri
þ
X
v2D
X
hi;ji2E

v;i  v;j

ev;i;j þ
X
v2D

v;v  v;s

:
(14)
We observe that (10) and (14) imply that
ev;i;j ¼ ti;j if v;i  v;j  00 otherwise:
	
(15)
Thus, letting
ui;j ¼
X
v2D
minð0; v;i  v;jÞ
the optimal solution to the Lagrangian problem for a given
l reduces to finding
ZLRðlÞ ¼ min
X
i2V
X
RiNi
EMTXi;Ri  xi;Ri
þ
X
hi;ji2E
ui;j  ti;j þ
X
v2D

v;v  v;s
 (16)
subject to (11) and (12).
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Now observe that (11), (12) and (16) imply that
ti;j ¼
X
Ri :RiNi;j2Ri
xi;Ri if ui;j  0
0 otherwise:
8<
: (17)
Thus, letting
wi;j ¼ minð0; ui;jÞ
the optimal solution to the Lagrangian problem for a given
l further reduces to finding
ZLRðlÞ ¼ min
X
i2V
X
RiNi

EMTXi;Ri þ
X
j2Ri
wi;j

xi;Ri
þ
X
v2D

v;v  v;s
 (18)
subject to (12).
This latter problem can be trivially solved by finding, for
each i 2 V , the subset R
i  Ni such that EMTXi;R
iþP
j2R

i
wi;j is the smallest among allRi  Ni. Then, we set
xi;Ri ¼
1 if Ri ¼ R
i and EMTXi;R
i þ
X
j2R

i
wi;j < 0
0 otherwise:
8<
:
5.2 Lagrangian Heuristic
It is possible (though rare) that the solution to the Lagrang-
ian problem for a given l is also a feasible solution to the
original problem. In such a case, since the dualized flow
conservation constraints (7)-(9) are equalities, we know
from the theory of Lagrangian relaxation that the solution is
indeed an optimal solution to the original problem [35]. In
general, solutions to the Lagrangian problem are infeasible
solutions to the original problem. In such cases, it is useful
to apply a judiciously designed Lagrangian heuristic for the
infeasible solution to be made feasible [35].
Our design of the Lagrangian heuristic in this context
readily utilizes the relaxation in the form of (18). For a given
l, we define EMTX0 as an amended EMTX metric for each
ði;RiÞ pair, i 2 V ,Ri  Ni. From (18), we have
EMTX0i;Ri ¼ EMTXi;Ri þ
X
j2Ri
wi;j: (19)
A primal feasible solution is then obtained by applying
the greedy algorithm presented in Section 6.1 using
instead the EMTX0 metric of (19). Effectively, the Lagrang-
ian heuristic in this way aims to find a primal feasible
solution that minimizes the objective of the Lagrangian
problem.
5.3 Determining l
The best choice for l is the optimal solution to the Lagrang-
ian dual problem (denoted by LD), which is
ZLD ¼ max
l
ZLRðlÞ:
The subgradient method [36] is a popular technique for
handling the Lagrangian dual problem. It starts by
setting a lower bound ZLB ¼ 1, an upper bound
ZUB ¼ þ1, and choosing an initial value for l.
The general steps of the subgradient method in the kth
iteration, k ¼ 0; 1; . . . ; proceed as follows:
1) Given l½k	, the set of Lagrange multipliers obtained
in the kth iteration, we determine ZLRðl½k	Þ by solv-
ing the Lagrangian problem for l½k	. Then, we set
ZLB ¼ ZLRðl½k	Þ if ZLRðl½k	Þ > ZLB.
2) From fxi;Ri : i 2 V;Ri  Nig, we obtain fti;j : hi; ji 2
Eg using (17), from which we obtain fev;i;j : v 2
D; hi; ji 2 Eg using (15). If fev;i;j : v 2 D; hi; ji 2 Eg
satisfy (7), (8) and (9), we set ZUB ¼ ZLRðl½k	Þ; other-
wise, we apply the Lagrangian heuristic and obtain a
primal feasible solution for l½k	. In the latter case, we
compute the sum of EMTX over all internal nodes of
the multicast tree. If the result is smaller than ZUB,
we update ZUB accordingly.
3) Calculate d½k	, the step size in the kth iteration, by
d½k	 ¼
p
h
ZUB  ZLRðl½k	Þ
i
kf½k	k2 ; (20)
where p is a scalar satisfying 0 < p  2, jj  jj denotes
the euclidean norm, and f½k	 ¼ ff½k	v;i : v 2 D; i 2 V g is
the subgradient vector in the kth iteration given by
f½k	v;s ¼
X
j:hs;ji2E
e
½k	
v;s;j 
X
j:hj;si2E
e
½k	
v;j;s  1
f½k	v;v ¼
X
j:hv;ji2E
e
½k	
v;v;j 
X
j:hj;vi2E
e
½k	
v;j;v þ 1
f
½k	
v;i ¼
X
j:hi;ji2E
e
½k	
v;i;j 
X
j:hj;ii2E
e
½k	
v;j;i; i 2 V  fs; vg:
4) Obtain the set of Lagrange multipliers l½kþ1	 in the
ðkþ 1Þth iteration as

½kþ1	
v;i ¼ ½k	v;i þ d½k	f½k	v;i; v 2 D; i 2 V:
Steps 1) to 4) are repeated until the method reaches a
specified termination criterion.
In all experiments where we solve the EMTX-based mul-
ticast problem using Lagrangian relaxation, we set 
½0	
v;i ¼ 0,
v 2 D, i 2 V . In choosing a value for p in (20), we follow the
approach of [36]. We let p ¼ 2 for 2jV j iterations and then
successively halve both the value of p and the number of
iterations until the number of iterations reaches a threshold
value of five. Then, we halve the value of p every five itera-
tions. The subgradient method is terminated either when
ZLB ¼ ZUB or when ðZUB  ZLBÞ=ZUB < 10%. In the case
where ZLB ¼ ZUB, we have an optimal solution to the origi-
nal problem.
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6 CENTRALIZED ALGORITHM
It is known that the set cover problem cannot be approxi-
mated to within less than a logarithmic factor [37]. The
fact that the set cover problem is polynomial-time reduc-
ible to the EMTX-based multicast problem implies that
we cannot expect to solve our problem in polynomial
time with an approximation ratio better than Oðln jDjÞ.
We have shown in [38] that the EMTX-based multicast
problem can be transformed into a node-weighted
directed Steiner tree problem. That approach yields a
polynomial-time solution with an approximation ratio of
Oð4 ln jDjÞ. However, it requires transformation of the net-
work graph G into an auxiliary graph, and therefore
makes it impossible to be implemented in a distributed
fashion. In this section, we propose a greedy algorithm
for tackling the EMTX-based multicast problem. Later, in
Section 7, we show how this centralized algorithm can be
extended to a distributed algorithm.
6.1 Greedy Algorithm
The algorithm starts with an initial tree T including only the
source node s. At every step of the tree-building process, for
each destination node v in the set D that is not yet included
in T , we find the directed path requiring minimum cost
among all shortest paths from nodes in T to the destination
node v. We identify among all v the destination node v

whose corresponding path has the smallest cost, where ties
can be broken arbitrarily. Then, we add node v
 and its asso-
ciated path to T , and, for each directed link hi; ji in the path,
we add node j as a next-hop receiver of node i in T . When
these are done, we update the set D by removing v
 from D.
The process continues until D ¼ ; (empty set), meaning all
destination nodes have been included in T and we have
obtained a complete T based on the greedy algorithm.
For the purpose of EMTX-based multicast routing, we
define the cost of a path in this context as the sum of addi-
tional EMTX required by the forwarding nodes in the
sequence of directed links along the path. The concept of
additional EMTX can be conveniently explained by using
the example provided in Fig. 1.
Consider node s as the source node, both node u and
node v as members of the multicast group. Since the initial
T includes node s only, adding node u to T would incur an
additional EMTX at the sending node s given by
EMTXs;fug ¼ 1:25, while for node v the additional EMTX
required at node s would be EMTXs;fvg ¼ 1:43. The greedy
algorithm thus chooses node u as the first destination node
to be included in T . Now, for node v, it has two choices:
(1) Using the directed path formed by the directed link
hu; vi would incur an additional EMTX at the send-
ing node u given by EMTXu;fvg ¼ 1:67.
(2) Using the directed path formed by the directed link
hs; viwould incur an additional EMTX at the sending
node s given by EMTXs;fu;vg  EMTXs;fug ¼ 1:61
1:25 ¼ 0:36. The calculation of the additional EMTX
in this form for this choice is simply because node u
has already been included in T as a next-hop
receiver of node s. Thus, by exploiting the wireless
broadcast advantage, a multicast transmission from
node s to both node u and node v requires no more
than an EMTX of 1.61.
The greedy algorithm thus chooses the directed path fhs; vig
for node v, and it turns out to be the optimal solution to this
particular problem instance.
For ease of calculating the additional EMTX for path
selection, at the beginning of the algorithm, we initialize the
weight of each directed link hi; ji to EMTXi;fjg. Then, at
every step after the selected destination node and its associ-
ated path are included in T , we dynamically adjust the
weight of each relevant directed link. Specifically, for each
directed link hi; ji in the path, node i is included in T as a
forwarding node, and node j is included in T as a next-hop
receiver of node i. Thus, for each node n in the single-hop
neighborhood Ni of node i but not in T , we adjust the
weight of the directed link hi; ni to EMTXi;Riþfng
EMTXi;Ri , where Ri is the set of next-hop receivers of node
i currently in T . This is due to the fact that for any sending
node i in T , at every step of the greedy algorithm, at most
one additional node in its single-hop neighborhood can be
added as its next-hop receiver.
Let WEIGHTi;j denote the weight of the directed link
hi; ji. Let MACPðT; vÞ denote the directed path requiring
minimum cost among all shortest paths from nodes in T to
the destination node v not in T . Let COSTðT; vÞ denote the
cost ofMACPðT; vÞ. By definition, we have
COSTðT; vÞ ¼
X
hi;ji2MACPðT;vÞ
WEIGHTi;j:
A pseudo-code of the greedy algorithm is described below
in Algorithm 1.
Algorithm 1. Greedy Algorithm
1: Input: G ¼ ðV;EÞ, s, D, fpi;jg
2: T  fsg
3: for all i 2 V do
4: Ri  ;
5: end for
6: for all hi; ji 2 E do
7: WEIGHTi;j  EMTXi;fjg
8: end for
9: while D 6¼ ; do
10: for all v 2 D do
11: FindMACPðT; vÞ and COSTðT; vÞ
12: end for
13: Find v
 ¼ argminv COSTðT; vÞ
14: T  T þMACPðT; v
Þ
15: for all hi; ji 2 MACPðT; v
Þ do
16: Ri  Ri þ fjg
17: for all n 2 Ni Ri do
18: WEIGHTi;n  EMTXi;Riþfng  EMTXi;Ri
19: end for
20: end for
21: D  D fv
g
22: end while
We note that this algorithm requires at most OðjDjjV j3Þ
time, since findingMACPðT; vÞ for all v can be completed in
ZHAO ET AL.: HIGH-THROUGHPUT RELIABLE MULTICAST IN MULTI-HOP WIRELESS MESH NETWORKS 735
at most OðjV j3Þ time by applying Dijkstra’s shortest path
algorithm [39] at each origin in T and hence for up to jV j
times.
6.2 Approximation Ratio
The proposed greedy algorithm for EMTX-based multicast
routing requires updating the link weights at each step to
reflect the incremental cost in EMTX. This makes it difficult
to analyze the performance of the algorithm with respect to
the global optimum. We describe below a way to transform
the network graph G into an auxiliary graph G0 that incor-
porates all information on the incremental cost in EMTX.
Such a self-contained auxiliary graph allows us to investi-
gate the approximation ratio of the algorithm using known
results in the literature.
We begin by including in G0 all nodes in V of the
original graph G. For convenience, we call such nodes as
native nodes in the auxiliary graph G0. Then, for each
ði; NiÞ pair in the original graph G, we enumerate the set
of ordered choices of jNij elements from Ni. For each
such ordered choice of jNij elements fj1; j2; . . . ; jjNijg,
where j1; j2; . . . ; jjNij 2 Ni, we add jNij new nodes, called
auxiliary nodes, into the auxiliary graph G0 one by one in
the following sequence:
 At step 1, we use the element j1 and accordingly add
a Level-1 auxiliary node labelled as i; j1. We connect
the native node i and the auxiliary node i; j1 in G
0
with a directed link from node i to node i; j1; the
weight of the link is set to EMTXi;fj1g. Then, we con-
nect the auxiliary node i; j1 and the native node j1 in
G0 with a directed link from node i; j1 to node j1; the
weight of the link is set to 0.
 At each subsequent step k, k ¼ 2; 3; . . . ; jNij, we use
the element jk and accordingly add a Level-k auxil-
iary node labelled as i; j1; . . . ; jk1; jk. We connect the
auxiliary node i; j1; . . . ; jk2; jk1 (added in step
k 1) and the auxiliary node i; j1; . . . ; jk1; jk in G0
with a directed link from node i; j1; . . . ; jk2; jk1 to
node i; j1; . . . ; jk1; jk; the weight of the link is set to
EMTXi;fj1;...;jk1;jkg  EMTXi;fj1;...;jk2;jk1g:
Then, we connect the node i; j1; . . . ; jk1; jk and the
native node jk in G
0 with a directed link from node
i; j1; . . . ; jk1; jk to node jk; the weight of the link is
set to 0.
On the auxiliary graph G0 constructed in this way, the
EMTX-based multicast problem for a multicast session
ðs;DÞ on the original graph G reduces to a directed Steiner
tree problem [40]. The directed Steiner tree problem on G0 is
to find the minimum cost directed tree rooted at the native
node s and spanning all the native nodes in D.
As an example, Fig. 3 depicts the auxiliary graph con-
structed for the three-node wireless mesh network shown
in Fig. 1. The mesh network in Fig. 1 consists of three nodes
s, u and v. These nodes become the native nodes in the aux-
iliary graph in Fig. 3. Note that the native nodes are shown
as shaded circles in the figure. All the other nodes in the
auxiliary graph, which take the shape of a rectangle in
Fig. 3, are the auxiliary nodes. Consider the link connecting
the native node s and the Level-1 auxiliary node s; u, the
cost of this link is 1.25 which is the EMTX for s to reach the
node set fug or EMTXs;fug. Now, consider the link connect-
ing s; u and the Level-2 auxiliary node s; u; v. The cost of
this link is the incremental cost for the node s to multicast to
both nodes u and v if node s is already multicasting to u.
Hence the cost is
EMTXs;fu;vg  EMTXs;fug ¼ 1:61 1:25 ¼ 0:36:
Note that the cost of the edge from an auxiliary node pre-
ceding a native node to the corresponding native node is
always zero.
We now consider again the multicast session
ðs;D ¼ fu; vgÞ. We recall in Fig. 1 that the optimal solution
to the EMTX-based multicast problem is the tree formed by
links hs; ui and hs; vi, which requires an EMTX of 1.61. In
Fig. 3, one can observe that the optimal solution to the
directed Steiner tree problem is the tree formed by links
hs; s; ui, hs; u; ui, hs; u; s; u; vi and hs; u; v; vi, which yields a
cost of 1.61. One may also observe that the tree formed by
links hs; s; vi, hs; v; vi, hs; v; s; v; ui and hs; v; u; ui yields the
same minimum cost, which represents essentially the same
optimal solution on the original graph G.
We see that, for a multicast session ðs;DÞ on such an aux-
iliary graph, the greedy algorithm we proposed for EMTX-
based multicast routing has the same effect as the
Fig. 3. Auxiliary graph of the three-node wireless mesh network depicted in Fig. 1.
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minimum-cost path heuristic described by Ramanathan [41]
for the directed Steiner tree problem. Starting with the tree
T consisting the source node s only, at each step in this algo-
rithm, a new node in D is included together with a mini-
mum-cost path extended from the tree to the node.
Ramanathan showed that, for networks with asymmetric
links, the approximation ratio of the minimum-cost path
heuristic is guaranteed by a ratio proportional to how asym-
metric the graph can be. Here, we contribute a theorem
showing that the worst-case approximation ratio of our pro-
posed greedy algorithm depends on the maximum out-
degree of the optimal EMTX-based multicast tree and the
asymmetry of links in the graph with respect to EMTX.
Let Topt denote the optimal EMTX-based multicast tree
on the original graph G. By definition, IðToptÞ is the set of
internal nodes of Topt, and, for each forwarding node i in
the set IðToptÞ, Ri is the set of its next-hop receivers in Topt.
Let dmax;out denote the maximum out-degree of Topt, i.e.,
dmax;out ¼ max
i2IðToptÞ
jRij:
Define
CðToptÞ ¼ maxði;jÞ:i2IðToptÞ;j2Ri
EMTXj;fig
EMTXi;fjg
:
Theorem 8. The greedy algorithm for the EMTX-based multicast
problem has a worst-case approximation ratio of
½1þCðToptÞ	dmax;out.
Proof. See Appendix H available in the online supplemental
material. tu
7 DISTRIBUTED ALGORITHM
This section describes the distributed implementation of our
centralized algorithm for EMTX-based multicast routing. In
practice, members of the multicast group are likely to join the
multicast session at different time. The principle of our
design of the distributed algorithm is thus for each newmem-
ber of themulticast group to initiate the procedure for finding
a directed path from the existing tree. In particular, the new
destination node chooses the path with the minimum sum of
additional EMTX required. Again, the algorithm exploits the
wireless broadcast advantage at the point where the branch
to the node is extended from the existing tree.
For convenience, we call any node in the existing tree as a
session member. The algorithm requires each session member
to maintain the set of its upstream nodes towards the source
node and the set of its next-hop receivers in the current tree.
For node i in the current tree, let Pi be the set of its upstream
nodes and Ri be the set of its next-hop receivers. By defini-
tion, Pi ¼ ; if node i is the source node; Ri ¼ ; if node i is a
leaf node of the tree.
7.1 Node Join
When node v wishes to join the multicast session as a desti-
nation, it broadcasts a Join_Req message. The Join_Req
message contains the information about the multicast group
address, the IP address of node v, the sequence number,
and the path cost (initially set to zero).
If a node that is not a session member receives a
Join_Req message for node v, it broadcasts the Join_Req
message to its single-hop neighbors. Before broadcasting
the message, the node updates the path cost by adding the
additional EMTX of its link to the incoming node. The node
then marks the incoming node as its reverse entry to node v.
In cases where the node receives multiple Join_Req
messages for node v from its single-hop neighbors, it broad-
casts each such message and updates its reverse entry
accordingly so long as the updated cost indicates a shorter
path to node v.
If a session member receives a Join_Req message for
node v, it instead replies with a Join_Reply message. The
Join_Reply message contains the path cost from the ses-
sion member to node v, obtained by updating the path cost
retrieved from the Join_Req message. Since the session
member may receive multiple Join_Req messages for
node v from its single-hop neighbors, it replies only after a
timeout period (500 msec in our implementation) and choo-
ses the incoming node with the smallest updated path cost
as its reverse entry to node v. The Join_Reply message is
unicast all the way back towards node v, using the reverse
entry kept at each intermediate node along the path.
Each node that is not a session member may receive mul-
tiple Join_Replymessages for node v. In such cases, it for-
wards each such message so long as the message indicates a
shorter path to node v. It also updates the incoming node as
its forward entry to the corresponding session member that
initiates the Join_Reply message. When node v receives
multiple Join_Reply messages, it chooses the one
that indicates the shortest path. Then, it unicasts a Route
_Activate message all the way towards the nominated
session member, using the forward entry kept at each inter-
mediate node along the path. The route is activated by set-
ting the intermediate nodes as forwarding nodes in the
updated multicast tree. Each node i along the path updates
the set Pi of its upstream nodes and the set Ri of its next-
hop receivers accordingly.
7.2 Node Departure
When a destination node vwishes to leave the multicast ses-
sion, it is required to check whether it is currently a for-
warding node in the multicast tree. If so, node v will stay in
the multicast session; otherwise, it sends a Prune message
to its parent node and removes itself from the multicast
tree. When a forwarding node i receives a Prune message
from a next-hop receiver, if node i is a destination node or
has multiple next-hop receivers in the multicast tree, it sim-
ply deletes the node from the setRi of its next-hop receivers
and remains in the multicast tree; otherwise, it forwards the
Prune message to its parent node (if there is) and removes
itself from the multicast tree.
7.3 Tree Repair
When a forwarding node i fails in the network, its next-hop
receivers in the set Ri are responsible for repairing the
multicast tree. Each node in the set Ri initiates the repair
process by broadcasting a Repair_Req message. If a non-
session member receives a Repair_Req message, it
broadcasts the Repair_Reqmessage to its neighbors using
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the same treatment for a Join_Reqmessage as described in
Section 7.1. If a session member who is an upstream node of
node i receives a Repair_Req message, it replies with a
Repair_Reply message using the same treatment for a
Join_Replymessage as described in Section 7.1. However,
in the case where a session member whose upstream nodes
include node i receives a Repair_Req message, since the
session member itself is disconnected in the disrupted tree,
it is not allowed to reply but broadcasts the Repair_Req
message to its neighbors using the same treatment for a
Join_Reqmessage. Similar to the joining process described
in Section 7.1, each node in the set Ri may receive multiple
Repair_Replymessages in the repair process. In all cases,
it chooses the repair path with the minimum sum of addi-
tional EMTX required.
8 PERFORMANCE EVALUATION
This section provides detailed numerical results that we
have obtained for evaluating the performance of EMTX as a
routing metric for reliable multicast in multi-hop wireless
mesh networks.
8.1 Protocol Implementation
We modify the MAC layer of IEEE 802.11 by using RMAC
[10] rather than the default CSMA/CA for multicast. The
ARQ mechanism of RMAC uses busy tone to realize MAC-
layer multicast reliability. Using a variable-length control
frame, RMAC stipulates the response order of receivers to
resolve feedback collision.
We apply the probing technique of [18] to measure the
link quality required for EMTX calculation. Node i broad-
casts a probe that contains 134 bytes of payload at every sec-
ond. Each probe sent by node i also contains the number of
probes received by node i from each of its single-hop neigh-
bors during the last 10 seconds. For every ði; jÞ pair, this
technique allows node i to estimate the forward delivery
probability di;j
!
for data frames sent to node j and the
reverse delivery probability di;j
 
for ACK frames received
from node j.
8.2 Simulation Setup
We use QualNet [42] to simulate a network with 50 mesh
routers. The nodes are uniformly distributed in an area of
size 1; 500 1; 500 m. Each node has one interface, working
in IEEE 802.11b. All experiments use the two-ray propaga-
tion path loss model, with free space path loss exponent of 2
for near sight and plane earth path loss exponent of 4 for far
sight. The maximum number of MAC-layer retransmissions
is set to seven for each packet at each node.
In each experiment, we set up one multicast constant bit
rate (MCBR) session from the source node s to the set of des-
tination nodes D. The size of each multicast packet is
512 bytes. Two bit rates are considered for the MCBR traffic:
100 Kbps as the low traffic load and 400 Kbps as the high
traffic load. Each forwarding node in the MCBR session buf-
fers the incoming packets and schedules them for MAC-
layer transmissions in a first-in-first-out fashion. Back-
ground traffic in the form of unicast flows is randomly gen-
erated to increase the chance of packet collision. Ten
different topologies are randomly generated from QualNet.
The size of the multicast group, which is jDj þ 1 in this con-
text, is varied from 5 to 45 at an interval of 5. For a given
group size and topology, 10 different ðs;DÞ pairs are
selected. The total simulation time in each experiment is 40
minutes.
8.3 Approximation Ratio
The analysis in Section 2 shows that, for a multicast session
ðs;DÞ on the network graph G, the worst-case approxima-
tion ratio of the proposed greedy algorithm depends on the
maximum out-degree of the optimal EMTX-based multicast
tree and the asymmetry of links in the graph with respect to
EMTX. On the other hand, we know that no polynomial-
time algorithm can solve the EMTX-based multicast prob-
lem with an approximation ratio better than Oðln jDjÞ. Here,
we are interested in investigating the empirical performance
of the centralized algorithm.
For this purpose, in each experiment described in this
paper, we collect the link quality after QualNet has been
run for 10 minutes with background traffic only. For each
graph thus obtained and for the specific ðs;DÞ pair, we solve
the EMTX-based multicast problem using Lagrangian relax-
ation presented in Section 5. The approximation ratio of the
centralized algorithm is obtained as the ratio of the result of
the centralized algorithm to ZLB. Note that ZLB is a lower
bound on the optimal value of the original problem. There-
fore, the actual approximation ratio of the centralized algo-
rithm is likely to be smaller in those cases where ZLB < ZUB.
Fig. 4a demonstrates the worst-case performance of the
centralized algorithm (CA for short in the legend) in each
particular choice of the multicast group size. The average
results over all corresponding experiments are also shown
in the figure. Note that the dashed line with the legend
“ln jDj” indicates where the theoretical limit stands in the
figure. We observe that most of the results are indeed well
below ln jDj. This is especially true when jDj is large, repre-
senting a large multicast group, which is the case where
reducing the number of multicast transmissions becomes
important. For example, when the group size is 45 and
hence jDj ¼ 44, the worst-case approximation ratio of any
polynomial-time algorithm for this problem can be as bad
as ln 44 ¼ 3:8 in theory. The performance of the proposed
greedy algorithm is about a factor of 2.3 in the worst case
and 1.5 on average in our experiments.
We also include in Fig. 4a the results of the distributed
algorithm (DA for short in the legend), considering node
join only, for each particular choice of the multicast group
size. The performance of the distributed algorithm in this
case depends on the joining sequence of the group members
in forming the multicast tree. We randomly generate 10 dif-
ferent joining sequences for each ðs;DÞ pair in our experi-
ments. The results suggest that the distributed algorithm is
comparable with the centralized algorithm in the average
performance. Although the worst-case performance of the
distributed algorithm becomes poor when the group size is
large, it is still below ln jDj.
8.4 Effectiveness of EMTX-Based Multicast Routing
We further demonstrate the effectiveness of EMTX-based
multicast routing by comparing it with the two baseline
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approaches, SPT andMFT, as discussed in Section 2. For ease
of description, we shall hence call our EMTX-basedmulticast
approach as theminimum transmission tree (MTT).
Recall that SPT forms the multicast tree by finding a
shortest path from the source node to each destination node
using the high-throughput ETX metric [18]. As a result, SPT
in this context takes the link quality into account but not the
wireless broadcast advantage.
MFT aims instead to find the multicast tree that mini-
mizes the number of forwarding nodes [19]. This approach
implicitly assumes that all links in the wireless network
are 100 percent reliable. In this way, MFT makes use of the
wireless broadcast advantage but is ignorant of the link
quality. MFT is a special case of MTT. In the case where all
pi;j values in the network are one, each node requires no
more than one multicast transmission for a packet to be
successfully received and acknowledged by its next-hop
receivers, if the node is included in the multicast tree as a
forwarding node. MFT was shown in [19] to be an NP-
hard problem. When all pi;j values in the network are set
to one, our proposed distributed algorithm for EMTX-
based multicast routing reduces to a distributed implemen-
tation of MFT.
In all experiments where we use the two baseline
approaches in forming the multicast tree, we obtain the
actual multicast routing performance with the probabilistic
packet reception model in the case of MFT and that with the
wireless broadcast advantage in the case of SPT. The simu-
lation-based study of the multicast routing performance is
focused on two important performance measures:
 Throughput, defined as the average rate of successful
end-to-end packet delivery for the multicast session,
measured in bits per second. A higher throughput in
this context is equivalent to a higher end-to-end
packet delivery ratio of the multicast session.
 Transmission count, defined as the average number of
multicast transmissions (including retransmissions)
required for end-to-end delivery of each packet in
the multicast session. A smaller transmission count
indicates less consumption of the network band-
width and less interference to other users of the
same spectrum, which is desirable in multi-hop
wireless networking.
Figs. 4b and 4c compare the multicast routing perfor-
mance for the low traffic load. Figs. 4d and 4e provide the
results for the high traffic load. We observe in both cases
that, when the multicast group size increases, the through-
put decreases yet at the expense of increasing transmission
count. This is because a larger size of the multicast session
implies that a larger number of forwarding nodes is
required. This effect is demonstrated in Fig. 4f where we
show the average number of forwarding nodes required for
each multicast algorithm in comparison as the group size
increases. This in general results in an increased number of
multicast transmissions, essentially increasing the likeli-
hood of packet collisions. Since the maximum number of
MAC-layer retransmissions is set to seven, this effect
increases the likelihood of packet loss when the retransmis-
sion limit is reached. This is why the throughput drops as
the multicast group size increases.
The results demonstrate that MTT outperforms SPT.
MTT uses EMTX as the routing metric and hence utilizes
the wireless broadcast advantage. However, SPT is unable
to use this feature since ETX is a unicast metric. Therefore,
SPT results in more forwarding nodes in the multicast tree
Fig. 4. Numerical results. (a) Approximation ratio of centralized and distributed algorithms for the EMTX-based multicast problem. (b) Throughput of
the 100 Kbps MCBR traffic. (c) Transmission count of the 100 Kbps MCBR traffic. (d) Throughput of the 400 Kbps MCBR traffic. (e) Transmission
count of the 400 Kbps MCBR traffic. (f) Comparison of the number of forwarding nodes.
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and hence more transmissions to deliver packets, which
increases the possibility of collision-induced packet loss.
This happens for both low and high traffic loads. Since both
MTT and SPT use good-quality links, both can achieve
high end-to-end throughput. However, because SPT cannot
exploit the benefit of broadcast advantage, it requires many
more transmissions to achieve the comparable throughput
with MTT. As a result, MTT can save more available net-
work resource for other traffic in the network.
On the other hand, although MFT can significantly
reduce the number of forwarding nodes due to the nature
of its design, ignoring link qualities makes it likely to use
bad-quality links which leads to significant number of
retransmissions without making successful end-to-end
progress. We observe in Fig. 4e that, when the traffic load
is high and the group size is large, MFT requires signifi-
cantly smaller transmission count than SPT. This is because
in such scenarios the chance of collision-induced packet
loss is high. In the case of MFT where bad-quality links are
likely to be used, the chance of a packet drop in the early
stage of the multi-hop transmission is also high. This effect
results in a significantly reduced transmission count, along
with a significantly reduced throughput as demonstrated
in Fig. 4d.
In both cases, we see that EMTX-based multicast routing
requires on average much smaller transmission count and
yet achieves higher throughput. In particular, the transmis-
sion count of MTT is up to 35 percent smaller than that of
MFT and 40 percent smaller than that of SPT. The through-
put of MTT is up to 24 percent higher than that of MFT and
5 percent higher than that of SPT. This is achieved by MTT
striking a balance between the two extremes, and thus effec-
tively captures the combined effects of wireless broadcast
advantage and link quality awareness.
9 CONCLUSION
Our focus in this paper is on developing high-throughput
algorithms for reliable multicast routing in multi-hop wire-
less mesh networks. To address this challenge, we have
proposed EMTX as a robust metric that captures the com-
bined effects of MAC-layer retransmission-based reliabil-
ity, wireless broadcast advantage, and link quality
awareness. We have formulated the EMTX-based multicast
problem with the objective of minimizing the sum of
EMTX over all forwarding nodes in the multicast tree.
Both centralized and distributed algorithms have been
designed for the multicast problem. We have also imple-
mented the distributed algorithm as a multicast routing
protocol. Extensive simulation experiments have confirmed
that, compared to two baseline approaches, EMTX-based
multicast routing can effectively reduce transmission over-
head and yet enhance multicast throughput. Open research
problems include studying the performance of the pro-
posed protocol in more realistic simulation environments
as well as real-life wireless networks.
ACKNOWLEDGMENTS
The authors wish to thank the anonymous reviewers for
their valuable comments that contributed to the improved
quality of this paper. This research was supported by the
Australian Research Council (ARC) under Discovery Proj-
ects DP0664791, DP0988137 and DP1096353.
REFERENCES
[1] I. F. Akyildiz, X. Wang, and W. Wang, “Wireless mesh networks:
A survey,” Comput. Netw., vol. 47, no. 4, pp. 445–487, Mar. 2005.
[2] P. Gupta and P. R. Kumar, “The capacity of wireless networks,”
IEEE Trans. Inf. Theory, vol. 46, no. 2, pp. 572–584, Mar. 2000.
[3] IEEE 802.11 Working Group, IEEE 802.11-2007: Wireless LAN
Medium Access Control (MAC) and Phys. Layer (PHY) Specifications,
2007.
[4] J. Kuri and S. K. Kasera, “Reliable multicast in multi-access wire-
less LANs,”Wireless Netw., vol. 7, no. 4, pp. 359–369, Jul. 2001.
[5] M.-T. Sun, L. Huang, A. Arora, and T.-H. Lai, “Reliable MAC
layer multicast in IEEE 802.11 wireless networks,” in Proc. Int.
Conf. Parallel Process., Aug. 2002, pp. 527–536.
[6] A. Chen, D. Lee, G. Chandrasekaran, and P. Sinha, “HIMAC:
High throughput MAC layer multicasting in wireless
networks,” in Proc. IEEE Int. Conf. Mobile Adhoc Sensor Syst.,
Oct. 2006, pp. 41–50.
[7] J. Kim, J. Jung, and J. Lim, “A reliable multicast MAC protocol
based on spread spectrum technique in wireless ad-hoc
networks,” in Proc. Int. Conf. Grid Distrib. Comput., Dec. 2011,
pp. 202–212.
[8] S. W. Kim, B.-S. Kim, and I. Lee, “MAC protocol for reliable multi-
cast over multi-hop wireless ad hoc networks,” J. Commun. Netw.,
vol. 14, no. 1, pp. 63–74, Feb. 2012.
[9] S. K. S. Gupta, V. Shankar, and S. Lalwani, “Reliable multicast
MAC protocol for wireless LANs,” in Proc. IEEE Int. Conf. Com-
mun., May 2003, vol. 1, pp. 93–97.
[10] W. Si and C. Li, “RMAC: A reliable multicast MAC protocol for
wireless ad hoc networks,” in Proc. Int. Conf. Parallel Process., Aug.
2004, vol. 1, pp. 494–501.
[11] S. Zhang, S. C. Liew, and P. P. Lam, “Hot topic: Physical-layer net-
work coding,” in Proc. ACM Mobicom Annu. Int. Conf. Mobile Com-
put. Netw., Sep. 2006, pp. 358–365.
[12] M. Durvy, C. Fragouli, and P. Thiran, “Towards reliable broad-
casting using ACKs,” in Proc. IEEE Int. Symp. Inform. Theory, Jun.
2007, pp. 1156–1160.
[13] C. H. Foh, J. Cai, and J. Qureshi, “Collision codes: Decoding
superimposed BPSK modulated wireless transmissions,” in Proc.
IEEE 7th Conf. Consum. Commun. Netw. Conf., Jan. 2010, pp. 1–5.
[14] X. Zhao, C. T. Chou, J. Guo, S. Jha, and A. Misra, “Probabilistically
reliable on-demand multicast in wireless mesh networks,” in Proc.
IEEE Int. Symp. World Wireless, Mobile Multimedia Netw., Jun. 2008,
pp. 1–9.
[15] J. E. Wieselthier, G. D. Nguyen, and A. Ephremides, “On the con-
struction of energy-efficient broadcast and multicast trees in wire-
less networks,” in Proc. IEEE Conf. Comput. Commun., Mar. 2000,
vol. 2, pp. 585–594.
[16] D. Li, X. Jia, and H. Liu, “Energy efficient broadcast routing in
static ad hoc wireless networks,” IEEE Trans. Mobile Comput.,
vol. 3, no. 2, pp. 144–151, Apr. 2004.
[17] W. Liang, “Approximate minimum-energy multicasting in wire-
less ad hoc networks,” IEEE Trans. Mobile Comput., vol. 5, no. 4,
pp. 377–387, Apr. 2006.
[18] D. S. J. De Couto, D. Aguayo, J. Bicket, and R. Morris, “A high-
throughput path metric for multi-hop wireless routing,” in Proc.
ACM Mobicom Annu. Int. Conf. Mobile Comput. Netw., Sep. 2003,
pp. 134–146.
[19] P. M. Ruiz and A. F. Gomez-Skarmeta, “Heuristic algorithms for
minimum bandwith consumption multicast routing in wireless
mesh networks,” in Proc. 4th Int. Conf. Ad-Hoc, Mobile Wireless
Netw., Oct. 2005, pp. 258–270.
[20] Y. Jung, S. Choi, I. Hwang, T. Jung, B. H. Lee, K. Kang, and J. Park,
“Cost-effective multicast routings in wireless mesh networks,” in
Proc. Int. Conf. Multimedia, Comput. Graph. Broadcast., Dec. 2011,
pp. 262–271.
[21] G. Zeng, B. Wang, M. Mutka, L. Xiao, and E. Torng, “Efficient
link-heterogeneous multicast for wireless mesh networks,” Wire-
less Netw., vol. 18, no. 6, pp. 605–620, Aug. 2012.
[22] S. Roy, D. Koutsonikolas, S. Das, and Y. C. Hu, “High-throughput
multicast routing metrics in wireless mesh networks,” Ad Hoc
Netw., vol. 6, no. 6, pp. 878–899, Aug. 2008.
740 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 14, NO. 4, APRIL 2015
[23] C. T. Chou, B. H. Liu, and A. Misra, “Maximizing broadcast and
multicast traffic load through link-rate diversity in wireless mesh
networks,” in Proc. IEEE World Wireless, Mobile Multimedia Netw.,
Jun. 2007, pp. 1–12.
[24] B. H. Liu, C. T. Chou, A. Misra, and S. Jha, “Rate-diversity and
resource-aware broadcast and multicast in multi-rate wireless
mesh networks,” Mobile Netw. Appl., vol. 13, no. 1–2, pp. 38–53,
Apr. 2008.
[25] X. Zhao, C. T. Chou, J. Guo, and S. Jha, “Protecting multicast ses-
sions in wireless mesh networks,” in Proc. IEEE Conf. Local Com-
put. Netw., Nov. 2006, pp. 467–474.
[26] A. S. Akyurek and E. Uysal-Biyikoglu, “A depth-optimal low-
complexity distributed wireless multicast algorithm,” Comput. J.,
vol. 54, no. 6, pp. 988–1003, 2011.
[27] M. Kim, D. Lucani, X. Shi, F. Zhao, and M. Medard, “Network
coding for multi-resolution multicast,” in Proc. IEEE Conf. Comput.
Commun., Mar. 2010, pp. 1–10.
[28] L. F. M. Vieira, M. Gerla, and A. Misra, “Fundamental limits on
end-to-end throughput of network coding in multi-rate and multi-
cast wireless networks,” Comput. Netw., vol. 57, no. 17, pp. 3267–
3275, Dec. 2013.
[29] X. Li, C.-C. Wang, and X. Lin, “On the capacity of immediately-
decodable coding schemes for wireless stored-video broadcast
with hard deadline constraints,” IEEE J. Sel. Areas Commun.,
vol. 29, no. 5, pp. 1094–1105, May 2011.
[30] M. Ghaderi, D. F. Towsley and J. F. Kurose, “Reliability gain of
network coding in lossy wireless networks,” in Proc. IEEE Conf.
Comput. Commun., 2008, pp. 2171–2179.
[31] G. Bianchi, “Performance analysis of the IEEE 802.11 distributed
coordination function,” IEEE J. Sel. Areas Commun., vol. 18, no. 3,
pp. 535–547, Mar. 2000.
[32] R. Draves, J. Padhye, and B. Zill, “Routing in multi-radio, multi-
hop wireless mesh networks,” in Proc. ACM Mobicom Annu. Int.
Conf. Mobile Comput. Netw., Sep. 2004, pp. 114–128.
[33] R. K. Ahuja, T. L. Magnanti, and J. B. Orlin, Network Flows: Theory,
Algorithms, and Applications. Englewood Cliffs, NJ, USA: Prentice
Hall, 1993.
[34] CPLEX. [Online]. Available: http://www.ilog.com/products/
cplex
[35] M. L. Fisher, “The Lagrangian relaxation method for solving inte-
ger programming problems,”Manage. Sci., vol. 27, no. 1, pp. 1–18,
Jan. 1981.
[36] M. Held, P. Wolfe, and H. P. Crowder, “Validation of subgradient
optimization,”Math. Program., vol. 6, no. 1, pp. 62–88, Dec. 1974.
[37] U. Feige, “A threshold of lnn for approximating set cover,”
J. ACM, vol. 45, no. 4, pp. 634–652, Jul. 1998.
[38] X. Zhao. (2010). Reliable multicast in wireless mesh networks,
Ph.D. dissertation, Univ. New South Wales, Sydney, Australia
[Online]. Available: http://unsworks.unsw.edu.au/fapi/data-
stream/unsworks:8371/SOURCE02
[39] E. W. Dijkstra, “A note on two problems in connexion with
graphs,” Numerische Mathematik, vol. 1, no. 1, pp. 269–271, Dec.
1959.
[40] P. Winter, “Steiner problem in networks: A survey,” Networks,
vol. 17, no. 2, pp. 129–167, 1987.
[41] S. Ramanathan, “Multicast tree generation in networks with
asymmetric links,” IEEE/ACM Trans. Netw., vol. 4, no. 4, pp. 558–
568, Aug. 1996.
[42] QualNet. [Online]. Available: http://www.scalable-networks.
com
Xin Zhao received the BS degree in electronics
and the MEng degree in telecommunication
from Wuhan University, China, in 2000 and
2003, respectively, and the PhD degree in
computer science from the University of New
South Wales, Australia, in 2010. From 2010 to
2012, he was a research associate in the
School of Computer Science and Engineering,
The University of New South Wales. He is cur-
rently a software engineer in the Australian
Centre for Field Robotics, The University of
Sydney, Australia. He is a member of the IEEE.
Jun Guo received the BE degree in automatic
control engineering from the Shanghai University
of Science and Technology, China, in 1992, the
ME degree in telecommunications engineering,
and the PhD degree in electrical and electronic
engineering from the University of Melbourne,
Australia, in 2001 and 2006, respectively. He was
with the School of Computer Science and Engi-
neering, University of New South Wales,
Australia, as a senior research associate from
2006 to 2008 and on an Australian Postdoctoral
Fellowship supported by the Australian Research Council from 2009 to
2011. Since March 2012, he has been with the Department of Electronic
Engineering, City University of Hong Kong, where he is currently a visit-
ing assistant professor. His current research interests are survivable net-
work topology design and teletraffic theory and its applications in service
sectors. He is a member of the IEEE.
Chun Tung Chou received the BA degree in
engineering science from the University of
Oxford, United Kingdom, and the PhD degree in
control engineering from the University of Cam-
bridge, United Kingdom. He is currently an asso-
ciate professor at the School of Computer
Science and Engineering, University of New
South Wales, Australia. His current research
interests are wireless sensor networks, compres-
sive sensing and nano-communication. He is a
member of the IEEE.
Archan Misra received the BTech degree in
electronics and communication engineering
from IIT Kharagpur, India, and the PhD degree
in electrical and computer engineering from the
University of Maryland at College Park. He is
currently an associate professor of information
systems at Singapore Management University,
and a director of the LiveLabs research center.
His broad research interests are in the areas
of pervasive computing and mobile systems,
including energy-efficient mobile analytics and
activity recognition. Over the past 12 years, as part of his previous
employment with IBM Research and Telcordia Technologies, he has
published extensively in the areas of wireless networking and perva-
sive computing, and is a co-author on papers that received the Best
Paper awards from EUC 2008, ACM WOWMOM 2002, and IEEE MIL-
COM 2001. He is presently an editor of the IEEE Transactions on
Mobile Computing and the Journal of Pervasive and Mobile Comput-
ing and chaired the IEEE Computer Society’s Technical Committee
on Computer Communications from 2005–2007. He is a member of
the IEEE.
Sanjay K. Jha is a professor and the head of the
Network Group at the School of Computer Sci-
ence and Engineering, University of New South
Wales. His research activities cover a wide range
of topics in networking including wireless sensor
networks, adhoc/community wireless networks,
resilience and multicasting in IP networks, and
security protocols for wired/wireless networks.
He has published more than 160 articles in high
quality journals and conferences. He is the princi-
pal author of the book Engineering Internet QoS
and a co-editor of the book Wireless Sensor Networks: A Systems Per-
spective. He was an associate editor of the IEEE Transactions on Mobile
Computing. He is currently on the editorial board of the ACM Computer
Communication Review. He is a senior member of the IEEE.
" For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/publications/dlib.
ZHAO ET AL.: HIGH-THROUGHPUT RELIABLE MULTICAST IN MULTI-HOP WIRELESS MESH NETWORKS 741
