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a b s t r a c t
The criticality of modern software applications, the pervasiveness of malicious code
concerns, the emergence of third-party software development, and the preponderance
of program inspection as a quality assurance method all place a great premium on the
ability to analyze programs and derive their function in all circumstances of use and all
its functional detail. For C-like programming languages, one of the most challenging tasks
in this endeavor is the derivation of loop functions. In this paper, we outline the premises of
our approach to this problem, present some mathematical results, and discuss how these
results can be used as a basis for building an automated tool that derives the function of
while loops under some conditions.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction and premises
Modern software applications can be characterized by high size and complexity, high levels of criticality, and heightened
security concerns. Furthermore, modern software paradigms rely heavily on third-party software artifacts, which preclude
process quality controls and shift the burden of verification and validation to product controls. The combination of these
premises places a high premium on the ability to analyze program functions to arbitrary levels of thoroughness and
precision. Such a capability would have broad applications in many fields of software engineering, such as:
• Support for code inspections.
• Support for reverse engineering of legacy code.
• Support for code analysis: if we know the function of a loop, we can answer questions of the form: Does this loop refine
specification R (for some relational specification R)?
In this paper, we consider the problem of extracting the function of a while loop in a C-like programming language, of the
form (while t {B;}) where t is a total boolean function. The premises that characterize our approach to the derivation
of loop functions can be summarized as follows:
• Closed-form functions. We acknowledge that the characterization of a closed-form representation is not clear-cut, but we
wish to exclude obvious non-closed forms, such as transitive closures, recursive definitions, and existential quantification
over the number of iterations. In essence, this means that we must bridge the inductive gap between the function of
the loop body (which describes what happens in a single iteration) and the function of the loop (which describes what
function the whole loop computes).
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• Deriving the loop function by successive approximations. As a divide-and-conquer discipline, the loop function is derived
progressively, by accumulating information on the loop behavior as more andmore features of the loop are analyzed and
captured. This is a crucial feature of our approach, as it makes it possible to derive the function of arbitrarily large loops
with limited overhead, by analyzing small segments of their source code at a time.
• Providing substitutes for the loop function. Our approach provides a continuum of analysis capability, whereby even when
we cannot derive the function of a loop in all its detail, we can still make provable statements about its functional
properties.
• A refinement based approach. The ordering properties and the lattice properties of the refinement ordering are at the core
of the divide-and-conquer strategy that we apply. The refinement ordering gives us a framework in which we can cast
our arguments and our algorithms.
2. Sample loop functions
In order to help the reader gain a clear idea of our goal, and to reflect the current capability of our proposed approach,
we present below a set of four simple loops, along with the functions that our algorithm computes for them. We use C++
syntax to represent the original loop, and we use mathematical (relational) notation to represent the loop function. Though
the examples are fairly simple, the algorithm is not limited, in the sense that we can evolve it to deal with a wide range of
data types and operations, by merely adding new knowledge (programming knowledge, domain knowledge), as we discuss
in the sequel (Section 5). The function of the loop is obtained from the source text (in C++) by a three-step transformation;
the intermediate representations of each loop are given in Section 6.
2.1. A numeric example
The first example involves numeric computations.We introduce a number of constants, making this a family of programs
(according to the values of constants), rather than a single program (because for some values of the constants the shape of
the loop changes). We consider the following C++ program:
#include <iostream>
using namespace std;
int x, t, i, v, w, y, z; // program variables
// we assume i>=0;
const int a = ..; // program constants
const int b = ..;
const int c = ..;
const int d = ..;
const int e = ..;
int main ()
{
while (i != 0)
{ v = v + a*t;
z = z + c*x;
w = w + e*y;
x = x+a;
y = y+b;
t = t*d;
i = i-1;
}
}
We are interested in deriving the function that this loop defines between its initial states (values of x, y, z, t , v, w and i
prior to the execution of the loop) and its final states (values of these variables when execution terminates). The function
of this loop is actually more complicated than could appear, because of the variety of configurations of the constants in this
program (a, b, c , d, e). For example, if constant a is zero, then variables v and x are preserved, and the expression for z becomes
a multiplication rather than the sum of an arithmetic series. Likewise, if constant d is equal to 1 then variable t is preserved
and the expression for v becomes a multiplication rather than the sum of a geometric series. Our algorithm produces the
function of this loop as a union of several terms, one for each possible configuration of the values of the program constants.
For the sake of simplicity, we present below a set of three representative terms. The first one reflects the case where all the
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constants have non-trivial values and the loop iterates at least once; the second one reflects the case where the loop does
not iterate at all; and the third term reflects the case where constant e is zero.

x
y
z
v
w
t
i
,
x′
y′
z ′
v′
w′
t ′
i′

∣∣∣∣∣∣∣∣∣∣∣∣
d 6= 1 ∧ abdei 6= 0 ∧ i′ = 0 ∧ t ′ = dit ∧ v′ = (atdi+vd−at−v)
(d−1) ∧
w′ = bei2−bei+2eyi+2w2 ∧ x′ = x+ ai ∧ y′ = y+ bi ∧ z ′ = aci
2−aci+ecxi+2z
2

∪


x
y
z
v
w
t
i
,
x′
y′
z ′
v′
w′
t ′
i′

∣∣∣∣∣∣∣∣∣∣∣∣
i = 0 ∧ abd2e 6= abde ∧ x′ = x, y′ = y ∧ z ′ = z ∧ t ′ = t ∧ v′ = v ∧ w′ = w

∪


x
y
z
v
w
t
i
,
x′
y′
z ′
v′
w′
t ′
i′

∣∣∣∣∣∣∣∣∣∣∣∣
d 6= 1 ∧ abd 6= 0 ∧ e = 0 ∧ i′ = 0 ∧ t ′ = dit ∧ v′ = atdi+vd−at−v
(d−1)
∧w′ = w ∧ x′ = ai+ x ∧ y′ = bi+ y ∧ z ′ = aci2−aci+2cxi+2z2

.
In order to gain some confidence in the correctness of this function, we have set up a test driver that invokes the loop on
various initial data and checks the output against a test oracle derived from the function. The test driver checked the loop
against the oracle for about a quarter-billion test cases (244 140 625); all the tests were successful. We generated these test
data by varying the initial values of the program variables and program constants within prescribed ranges (avoiding value
0 for a, b, c , and values 0 and 1 for d).
2.2. A function call example
In this examplewewant to showcase our algorithm’s ability to dealwith abstract function calls, provided the user/analyst
is willing to get the result in terms of the function in question. We consider the following C++ program:
#include <iostream>
using namespace std;
int x, y, z, j, t, v, w;
int f (int v);
int main ()
{
while (x>5)
{
x = x-5;
y = y+b;
z = z+b*x+5*b;
j = j-1;
t = t+c*y-b*c;
v = f(v);
w = w+v;
}
}
int f (int v)
{
// the actual definition of f does not matter
// for our purposes, since the result is given
// in terms of f.
}
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Our algorithm provides the following function for this loop:

x
y
z
v
w
t
j
,
x′
y′
z ′
v′
w′
t ′
j′

∣∣∣∣∣∣∣∣∣∣∣∣
x′ = xmod 5∧
y′ = bx+5y−b(x mod 5)5 ∧ z ′ = z + bx(x+5)−b(x mod 5)(5+x mod 5)10 ∧
j′ = 5j−x+x mod 55 ∧ t ′ = t − cy(y−b)−c(y+b(x/5))(y−b+b(x/5))2b ∧
v′ = f x/5(v) ∧ w′ = w +∑x/5k=1 f k(v)

.
To gain confidence in the validity of the proposed function, we have tested the loop in question against the oracle derived
from the function definition above, using nearly 30 million test cases, and all have returned true (with a sample function f
defined by f (v) = 2× v + 1). The ability of our algorithm to handle abstract functions (i.e. functions that it does not need
to analyze) affords us a measure of abstraction.
2.3. An array processing example
This example showcases our algorithm’s ability to deal with arrays. We consider a loop that scans two arrays, in opposite
directions.
#include <iostream>
#include <cmath>
using namespace std;
const int N=..;
int a[N]; int b[N];
int x, y, i, j;
int main ()
{
while (i != N+1)
{
x = x + a[i];
y = y + b[j];
i = i+1;
j = j-1;
}
}
Our algorithm finds the following function for this program:

x
y
i
j
a
b
,
x′
y′
i′
j′
a′
b′

∣∣∣∣∣∣∣∣∣∣
a′ = a ∧ b′ = b ∧ i′ = N + 1 ∧ j′ = i+ j− (N + 1)∧
x′ = x+∑Nk=i a[k] ∧ y′ = y+∑jk=1 b[k] −∑i+j−(N+1)k=1 b[k]
 .
Given that i is an index to the array, it is necessarily less than N + 1; hence i + j − (N + 1) < j. Therefore, we can further
simplify the expression for this function:

x
y
i
j
a
b
,
x′
y′
i′
j′
a′
b′

∣∣∣∣∣∣∣∣∣∣
a′ = a ∧ b′ = b ∧ i′ = N + 1 ∧ j′ = i+ j− (N + 1)∧
x′ = x+∑Nk=i a[k] ∧ y′ = y+∑jk=i+j−N b[k]
 .
We have tested this loop against the oracle derived from this function definition, using a quarter-million test data (by
varying values of the various variables, including the contents of the array); all were successful.
2.4. A list processing example
This example showcases the ability of our algorithm to handle non-scalar abstract data types, provided their
axiomatization is taken into account. We consider the following C++ program:
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#include <list>
#include <iostream>
using namespace std;
list <int> x;
list <int> y;
int i; int t;
const int c=5;
int main ()
{
while (!(x.empty()))
{
i = i-1;
y.push_back(x.front());
x.pop_front();
t = t*c;
};
}
The loop function that we find is
xyi
t
,
x′
y′
i′
t ′

∣∣∣∣∣∣∣ x′ = {} ∧ y′ = y.x ∧ i′ = i− length(x) ∧ t ′ = tc length(x)
 .
The reader can easily convince herself/himself that this is indeed the function of the loop at hand, where we use the dot
(.) to represent list concatenation. The number of iterations of the loop equals the length of list x, and at each iteration, an
element is extracted from the front of x and added to the back of y. Independently, each iteration subtracts 1 from i and
multiplies t by c.
If we change the control of the loop to be testing for zero on the integer variable i (assuming i to be non-negative), then
the program becomes
#include <list>
#include <iostream>
using namespace std;
list <int> x;
list <int> y;
int i; int t;
const int c=5;
while (!(i==0))
{
i = i-1;
y.push_back(x.front());
x.pop_front();
t = t*c;
};
The loop function that we find is
xyi
t
,
x′
y′
i′
t ′
 |i ≤ length(x) ∧ i′ = 0 ∧ x′ = Rest i(x) ∧ y′.Rest i(x) = y.x ∧ t ′ = tc i
 .
This time, the loop executes i times, assuming that i does not exceed the length of x. When it completes its execution, the
final value of variable i is zero, the final value of variable x is the list obtained by truncating list x i times, and the final value of
variable y is obtained by appending to y all the values that have been truncated from x. We have tested this program against
an oracle that captures the proposed loop function using 945 test cases; all were successful.
3. Mathematical background
3.1. Relational definitions and notation
We represent the functional specification of programs by relations; without significant loss of generality, we consider
homogeneous relations, and we denote by S the space on which relations are defined. A relation R on set S is a subset of the
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Cartesian product S × S; hence it is natural to represent general relations as
R = {(s, s′)|p(s, s′)},
for some predicate p(s, s′). Typically, set S is defined by some variables, say x, y, z; hence an element s of S has the structure
s = 〈x, y, z〉.
We use the notation x(s), y(s), z(s) (resp. x(s′), y(s′), z(s′)) to refer to the x-component, y-component and z-component of s
(resp. s′). We may, for the sake of brevity, write x for x(s) and x′ for x(s′) (and do the same for other variables).
Constant relations include the universal relation, denoted by L, the identity relation, denoted by I , and the empty relation,
denoted by φ. Given a predicate t , we denote by I(t) the subset of the identity relation defined as follows:
I(t) = {(s, s′)|s′ = s ∧ t(s)}.
Because relations are sets, we use the usual set theoretic operations between relations. Operations on relations also include
the converse, denoted by R̂ or R̂ , and defined by
R̂ = {(s, s′)|(s′, s) ∈ R}.
The product of relations R and R′ is the relation denoted by R ◦ R′ (or RR′) and defined by
R ◦ R′ = {(s, s′)|∃t : (s, t) ∈ R ∧ (t, s′) ∈ R′}.
The pre-restriction (resp. post-restriction) of relation R to predicate t is the relation {(s, s′)|t(s) ∧ (s, s′) ∈ R} (resp.
{(s, s′)|(s, s′) ∈ R ∧ t(s′)}). We admit without proof that the pre-restriction of a relation R to predicate t is I(t) ◦ R and
the post-restriction of relation R to predicate t is R◦ I(t). The domain of relation R is defined as dom(R) = {s|∃s′ : (s, s′) ∈ R}.
The range of relation R is denoted by rng(R) and defined as dom(̂R). The nucleus of relation R is the relation denoted byµ(R)
and defined by R̂R. For any R, the nucleus of R is symmetric and reflexive on dom(R). We say that R is deterministic (or that
it is a function) if and only if R̂R ⊆ I , and we say that R is total if and only if I ⊆ R̂R, or equivalently, RL = L. Given a total
function (total deterministic relation) F , we find that the nucleus of F is an equivalence relation; the equivalence classes of
S modulo the nucleus of F are called the level sets of F ; each equivalence class represents a set of elements of S that have the
same image under F .
Given a relation R on S and an element s in S, we let the image set of s under R be denoted by s.R and defined by
s.R = {s′|(s, s′) ∈ R}. A relation R is said to be rectangular if and only if R = RLR. A relation R is said to be reflexive if
and only if I ⊆ R, transitive if and only if RR ⊆ R and symmetric if and only if R = R̂. We will occasionally refer to Tarski’s
identity [31,32], which provides that for all relations R, LRL = L if and only if R is non-empty.
3.2. Refinement structure
As a specification, a relation contains all the (input, output) pairs that are considered correct by the specifier. We define
an ordering relation on relational specifications under the name refinement ordering:
Definition 1. A relation R is said to refine a relation R′ if and only if
RL ∩ R′L ∩ (R ∪ R′) = R′.
In set theoretic terms, this equation means that the domain of R is a superset of (or equal to) the domain of R′, and that for
elements in the domain of R′, the set of images under R is a subset of (or equal to) the set of images under R′. This is similar, of
course, to refining a pre/postcondition specification by weakening its precondition and/or strengthening its postcondition
[14,25]. We abbreviate this property by R w R′ or R′ v R. We admit that, modulo traditional definitions of total correctness
[10,14,20], the following propositions hold.
• A program P is correct with respect to a specification R if and only if [P] w R, where [P] is the function defined by P .
• R w R′ if and only if any program correct with respect to R is correct with respect to R′.
Intuitively, R refines R′ if and only if R represents a stronger requirement than R′. We admit without proof that any relation
R can be refined by a deterministic relation, i.e. a function.
We admit without proof that the refinement relation is a partial ordering. In [3] Mili et al. analyze the lattice properties
of this ordering and find the following results:
• Any two relations R and R′ have a greatest lower bound, which we refer to as themeet, denote by u, and define by
R u R′ = RL ∩ R′L ∩ (R ∪ R′).
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Fig. 1. Lattice structure of the refinement.
• Two relations R and R′ have a least upper bound if and only if they satisfy the following condition:
RL ∩ R′L = (R ∩ R′)L.
Under this condition, their least upper bound is referred to as the join, denoted by unionsq, and defined by
R unionsq R′ = RL ∩ R′ ∪ R′L ∩ R ∪ (R ∩ R′).
• Two relations R and R′ have a least upper bound if and only if they have an upper bound; this property holds in general
for lattices, but because the refinement ordering is not a lattice (since the existence of the join is conditional), it bears
checking for this ordering specifically.
• The lattice of refinement admits a universal lower bound, which is the empty relation.
• The lattice of refinement admits no universal upper bound.
• Maximal elements of this lattice are total deterministic relations.
See Fig. 1. Since the join of two relations exists only under certain conditions, the set of relations is not a lattice with respect
to the refinement ordering; nevertheless, we may talk about the refinement lattice, in reference to its lattice-like properties.
We have a simple condition under which the join and meet take on special expressions; we submit this without proof in
the proposition below.
Proposition 1. If RL = R′L = (R ∩ R′)L then R and R′ have a join, given by the following formula:
R unionsq R′ = R ∩ R′.
Then the meet of R and R′ is given by the following formula:
R u R′ = R ∪ R′.
4. Tenets of a stepwise approach
4.1. Deriving loop functions
We consider a deterministic program P on some variables x1, x2, . . . , xn. We let S be the space defined by all the values
that the aggregate of variablesmay take. Because P is deterministic, its semantics is captured by a function, whichwe denote
by [P] and define by
[P] = {(s, s′)| if p starts execution in state s then it terminates in state s′}.
From this definition, it follows that dom([P]) can be interpreted as
dom([P]) = {(s, s′)| if P starts execution in state s then it terminates}.
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We submit two fundamental theorems about loops, which we will use subsequently.
Theorem 1 (Sub-goal Induction Theorem). We consider a while loop w = while t do B on space S and a total relation R on
the same space S (such that dom(R) = S),w is correct with respect to R if:
• dom([w]) = S.
• I(¬t) ⊆ R.
• I(t) ◦ [B] ◦ R ⊆ R.
This theorem is due toMorris andWegbreit [26]; we have rewritten it in relational terms, tomake it useful for our purposes.
Theorem 2 (Mills Theorem). We consider a while loop w = while t do B on space S that terminates for all states in S, and
a function F on the same space S; then
[w] = F
if and only if:
• dom(F) = S.
• I(¬t) ◦ F = I(¬t).
• I(t) ◦ [B] ◦ F = I(t) ◦ F .
This theorem is due to Mills [24]. Even though it was derived independently from (and prior to) the sub-goal induction
theorem, it could be considered as a special case of it (the case where the specification at hand, R, is deterministic). Because
these two theorems assume that [w] is total, we are interested in restricting our study to loops that meet this condition; the
proposition below provides that this assumption causes no loss of generality.
Proposition 2. We consider a while loop w on space S. We let s0 be an element of dom([w]) and we denote by s1, s2, . . . , sn the
sequence of states obtained by the successive executions of the loop body, where sn is the state obtained when the loop terminates.
Then, for all i, 0 ≤ i ≤ n, si ∈ dom([w]).
Proof. State s0 is in dom([w]), by hypothesis. State sn is also in dom([w]) since execution of the while loop on sn terminates
(instantly, in fact, since sn does not satisfy the loop condition, t). For all i, 1 ≤ i ≤ n − 1, execution of the loop on state si
terminates; for if it did not, neither would execution of the loop on s0. 
Since initial states, intermediate states, and final states are all in dom([w]), we can let S be dom([w]) without loss of
generality, as then all the states of interest are within S. This choice of state space makes the while statement’s function
total by construction. In the sequel, we implicitly assume this condition throughout, unless otherwise specified. What this
means, in practice, is that whenever we are given a while loop on some space S ′, we let S be the subset of S ′ that represents
the domain of [w], and we discuss the loop extraction of w on space S. By making this assumption, we are not presuming
that the derivation of the domain of [w] is easy in practice; it is often very difficult, and we are separately exploring means
for deriving it. But our subsequent discussion holds only for cases where [w] is total, or, equivalently, where the space is
restricted to the domain of [w]. The following theorem gives an explicit (if impractical) expression for the function of awhile
loop.
Theorem 3. Given a while statement of the formw = while t do B. Ifw terminates for all the states in S, then
[w] = (I(t) ◦ [B])∗I(¬t).
The proof of this theorem is given in the Appendix. This theorem gives an explicit expression for the function of thewhile
loop, but it is of little help in practice, since in general we do not know how to compute the transitive closure of a relation.
The key idea thatwe are advocating in this paper is thatwe can derive the function of the loop by successive approximations,
using lower bounds of the loop function. Given awhile loopwhose functionwe denote byW , we are interested in statements
of the form
W w Ti,
for i = 1, 2, 3, . . .. We refer to the Ti’s as lower bounds of the loop function (W ). According to results established in [3], if
two relations have an upper bound, then they necessarily have a least upper bound, i.e. a join (this result holds in general
for lattices, but needs to be checked for the refinement ordering, since it is not a lattice). Since the lower bounds ofW have
a common upper bound (namely,W ), then they necessarily have a least upper bound, i.e. a join; hence we can talk about
the join of all the lower bounds. Furthermore, we find (by virtue of lattice properties)
W w T1 unionsq T2 unionsq . . . unionsq Tk.
As we identify more and more lower bounds of the loop function, the resulting join climbs in the lattice of refinement.
Our first order of business now is to discuss how to find lower bounds for the loop function. In the sequel, we present a
number of theorems and propositions that provide such lower bounds.
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4.2. Creative lower bounds
We consider a while statement of the form while t do B and we letW = [w] be the function of this while statement.
In this sectionwe present some theorems that provide lower bounds for the loop functionW ; we refer to these lower bounds
as creative lower bounds because their derivation requires a creative step.
Theorem 4. We consider a while loopw on space S, defined byw = while t do B. If R is a total transitive relation such that
I(t) ◦ [B] ⊆ R
and
R ◦ I(¬t) ◦ L = L,
then
[w] w (R ∪ I) ◦ I(¬t).
Before we present the proof of this theorem, we briefly interpret its two conditions and its result:
• I(t) ◦ [B] ⊆ R. This condition means that Rmust be a superset of [B] pre-restricted to t .
• R ◦ I(¬t) ◦ L = L. This condition means that all elements in S have at least one image under R that satisfies ¬t .
• (R ∪ I) ◦ I(¬t). The lower bound that this theorem gives for [w] is the reflexive closure of R post-restricted to¬t .
Proof. We let T be defined as
T = (R ∪ I) ◦ I(¬t)
and we note that T is total, since
TL
= { substitution }
(R ∪ I) ◦ I(¬t) ◦ L
⊇ { monotonicity }
R ◦ I(¬t) ◦ L
= { hypothesis of the theorem }
L.
We use Definition 1, which calls for computing/ analyzing the following expression:
[w]L ∩ TL ∩ ([w] ∪ T )
= { by hypothesis, [w] and T are total; substitutions }
(I(t) ◦ [B])∗ ◦ I(¬t) ∪ (R ∪ I) ◦ I(¬t)
= { associativity }
((I(t) ◦ [B])∗ ∪ R ∪ I) ◦ I(¬t)
= { because R is reflexive and transitive }
((I(t) ◦ [B])∗ ∪ R∗) ◦ I(¬t)
= { monotonicity of reflexive transitive closure, and hypothesis }
(R∗) ◦ I(¬t)
= { because R is reflexive and transitive }
(R ∪ I) ◦ I(¬t)
= { substitution }
T . 
The interest of this theorem stems from the observation that whenever we find a relation R that satisfies the conditions
of the theorem, we can derive from it a lower bound of W . Theorem 3 gives an explicit relational expression for the loop
function, in terms of the transitive closure of the loop body; as such, it is of little use in practice because we cannot generally
derive the transitive closure of a known function. This theorem strikes a bargainwith us by providing uswith a compromise:
• Rather than ask us to compute the transitive closure of the loop body, it merely asks that we find a transitive superset of
the loop body.
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• In exchange, the theorem does not produce the loop function; it produces instead a lower bound of the loop function.
Remember that the transitive closure of a relation is the smallest transitive superset of the relation. Hence Theorem 4 has
dropped the requirement of being smallest, in exchange for giving us a lower bound (i.e. an approximation) of the loop
function (rather than the function itself).
As an illustration of this theorem, we consider the following trivial while loop, in which x is a natural variable and a is a
natural constant different from 0.
while x>=a do {x=x-a}.
We leave it to the interested reader to check that this loop satisfies the conditions of Theorem 4. To apply this theorem, we
must find a transitive superset of I(t) ◦ [B]. We propose
R = {(x, x′)|xmod a = x′ mod a}.
The theorem provides the following lower bound:
T
= { Theorem 4 }
(R ∪ I) ◦ I(¬t)
= { R is reflexive }
R ◦ I(¬t)
= { substitution }
{(x, x′)|xmod a = x′ mod a ∧ x′ < a}
= { simplification }
{(x, x′)|x′ = xmod a}.
Theorem 4 provides
W w {(x, x′)|x′ = xmod a}.
Note that {(x, x′)|x′ = xmod a} is total and deterministic; hence it is maximal in the refinement lattice. The only element
that refines a maximal element is the element itself; hence we write
W = {(x, x′)|x′ = xmod a}.
This is indeed the function of the loop in question.
Corollary 1. If R is a transitive relation such that
[B] ⊆ R
and
R ◦ I(¬t) ◦ L = L,
andw is the while loop defined by while t do B then
[w] w (R ∪ I) ◦ I(¬t).
This corollary stems readily from Theorem 4 since I(t) ◦ [B] is a subset of [B]. The interest of this corollary is that we
can separate the analysis of the loop body from the analysis of the loop condition; we only look at [B] to derive transitive
supersets of it. And the condition that we test on R once it is derived involves t only very marginally.
Corollary 2. If R is a reflexive transitive relation such that
[B] ⊆ R
and
R ◦ I(¬t) ◦ L = L,
andw is the while loop defined by while t do B then
[w] w R ◦ I(¬t).
A. Mili et al. / Science of Computer Programming 74 (2009) 989–1020 999
This stems readily from the property that for such relations (R ∪ I) = R and the property that a reflexive relation is
necessarily total. This corollary is applicable, of course, to equivalence relations, which arise in many loop examples. This
corollary allows us to discuss an important attribute of the proposed approach. In the introduction, we had mentioned that
our purpose, like the purpose of loop invariant generation, is to discover the inductive argument that underlies the operation
of the loop. We argue that generating a reflexive transitive superset of the loop body is at the core of the inductive analysis
of the loop, in the following sense:
• reflexivity serves as the basis of induction, and
• transitivity serves as the inductive step,
of a proof by induction (on the number of iterations) to the effect that [w] refines R ◦ I(¬t). While [B] captures the effect of
one execution of the loop body, R captures the effect of zero (reflexivity) or more (transitivity) executions of the loop body.
Whereas Theorem 4 is in principle applicable to any loop, it may be difficult to apply in practice to loops whose body is
an if-then-else statement. The reason is that the function of an if-then-else statement is the union of two terms,
and to find the superset of a union, one needs to analyze both terms of the union simultaneously, which is at odds with our
divide-and-conquer philosophy, that advocates localized inspections. The theorem below allows us to derive a lower bound
of the loop function without having to look at their then-branch and else-branch simultaneously; rather, we can look at
these in turn.
Theorem 5. We consider a while statement of the form
while t do B
on space S that terminates for all s in S, where [B] is the union of two terms, say P and Q ; and we let W be the function of this
while statement. If R and R′ are reflexive transitive relations such that
P ⊆ R,
Q ◦ R ⊆ R′
and
R ◦ R′ ◦ I(¬t) ◦ L = L
then
W w R ◦ R′ ◦ I(¬t),
i.e. T = R ◦ R′ ◦ I(¬t) is a lower bound for W.
Proof. We let T be defined by
T = R ◦ R′ ◦ I(¬t)
and we use Definition 1 to prove thatW refines T . First, we prove a lemma:
(I(t) ◦ [B])∗ ◦ I(¬t)
⊆ { monotonicity, substitution }
(P ∪ Q )∗ ◦ I(¬t)
⊆ { relational identity }
P∗ ◦ (Q ◦ P∗)∗ ◦ I(¬t)
⊆ { hypothesis I(u) ◦ [P] ⊆ R, monotonicity }
R∗ ◦ (Q ◦ R∗)∗ ◦ I(¬t)
⊆ { reflexivity and transitivity of R }
R ◦ (Q ◦ R)∗ ◦ I(¬t)
⊆ { hypothesis I(u) ◦ [Q ] ◦ R ⊆ R′, monotonicity }
R ◦ R′∗ ◦ I(¬t)
⊆ { reflexivity and transitivity of R′ }
R ◦ R′ ◦ I(¬t).
Using this lemma, we write
TL ∩WL ∩ (T ∪W )
= { by substitution of T andW ; becauseW and T are total }
R ◦ R′ ◦ I(¬t) ∪ (I(t) ◦ [B])∗ ◦ I(¬t)
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= { by virtue of the lemma above }
R ◦ R′ ◦ I(¬t).
= { substitution }
T .
By virtue of Definition 1, this establishes thatW w T , i.e. T is a lower bound forW . 
This theorem is counter-intuitive, in the sense that it maps the function of the loop body (which is a union of two terms,
P and Q ) onto the compositions of relations (R and R′) in the lower bound. It stems in fact from a relational identity (used in
the proof), which formulates the transitive closure of a union in terms of composition of transitive closures:
(p ∪ q)∗ = p∗(q ◦ p∗)∗.
To gain some intuition about this identity, consider that the left hand side is the union of terms formed by interleaving
instances of p and q in an arbitrary order. An example of such a term could be, for example,
pppqpqppqqqppqpqpppqqq.
The right hand side merely parses this sequence into: first a set of instances of p; then a set of sequences which start with q
and continue with an arbitrary number of p’s. We parse the sequence above as follows:
(ppp)(q(p))(q(pp))(q())(q())(q(pp))(q(p))(q(ppp))(q())(q())(q()).
As an illustration of this theorem, we consider the following loop on natural variables x, y, z:
w =
while !(y==0)
{if (y%2 == 1)
{y = y-1; z = z+x;}
else
{x = 2*x; y = y/2;}
}
By the semantics of if–then–else statements, we know that the loop body function can be written as the union of two terms,
namely the function of the then-branch and that of the else-branch, whence we let P and Q be defined as the functions of
(respectively) the then-branch and the else-branch of the if-then-else statement in the loop body. We find
P = {(s, s′)|ymod 2 = 1 ∧ x′ = x ∧ y′ = y− 1 ∧ z ′ = z + x},
Q = {(s, s′)|ymod 2 = 0 ∧ x′ = 2× x ∧ y′ = y/2 ∧ z ′ = z}.
We propose the following reflexive transitive relation that is a superset of P:
R = {(s, s′)|z + x× y = z ′ + x′ × y′}.
The reader can easily verify that R is reflexive and transitive, and that it is a superset of P . Now, we consider QR:
QR
= { definition of a relational product }
{(s, s′)|∃t : (s, t) ∈ Q ∧ (t, s′) ∈ R}
= { substitutions }
{(s, s′)|∃t : y(s)mod 2 = 0 ∧ x(t) = 2× x(s) ∧ y(t) = y(s)/2 ∧ z(t) = z(s)
∧z(t)+ x(t)× y(t) = z(s′)+ x(s′)× y(s′)}
= { eliminating t }
{(s, s′)|y(s)mod 2 = 0 ∧ z(s)+ 2× x(s)× (y(s)/2) = z(s′)+ x(s′)× y(s′)}
= { simplification, using the hypothesis y(s)mod 2 = 0 }
{(s, s′)|y(s)mod 2 = 0 ∧ z(s)+ x(s)× y(s) = z(s′)+ x(s′)× y(s′)}.
For R′, we take the following superset of QR:
R′ = {(s, s′)|z + x× y = z ′ + x′ × y′}.
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According to Theorem 5, R ◦ R′ ◦ I(¬t) is a lower bound for [w]. We compute it as follows:
T
= { substitution }
R ◦ R′ ◦ I(¬t)
= { since R = R′ }
R2 ◦ I(¬t)
= { R is reflexive and transitive }
R ◦ I(¬t)
= { substitution }
{(s, s′)|z + x× y = z ′ + x′ × y′ ∧ y′ = 0}
= { simplification }
{(s, s′)|z ′ = z + x× y ∧ y′ = 0}.
Note that T is not deterministic, since it does not specify a final value for x; more lower bounds are needed before we can
derive the function of this loop. Nevertheless, the reader will easily convince herself/himself that this is indeed a lower
bound ofW .
4.3. Constructive lower bounds
The lower bounds provided by Theorems 4 and 5 require a creative effort in deriving appropriate relations (R for
Theorem 4, R and R′ for Theorem 5); once these relations are derived, we can check the relevant conditions and derive
the lower bounds. In this section, we present some theorems that introduce some constructive lower bounds, i.e. lower
bounds that can be derived systematically, from an analysis of the loop. We submit the following theorem.
Theorem 6. Letw be a while loop defined by while t do B. If t 6≡ false then
[w] w T
where T = I(t) ◦ L ◦ I(t) ◦ [B] ◦ I(¬t) ∪ I(¬t).
Proof. We use the sub-goal induction theorem. To this effect, we must prove the following premises:
• T is total.
• [w] is total.
• I(¬t) ⊆ T .
• I(t) ◦ [B] ◦ T ⊆ T .
The second premise has been assumed to hold throughout, by virtue of Proposition 2. The third premise stems readily from
inspecting T . To prove the first premise, we introduce a simple lemma, to the effect that
L ◦ I(t) ◦ [B] ◦ I(¬t) ◦ L = L.
Tarski’s identity provides that an expression of the form LQL equals L for all Q , except if Q = φ. Hence to prove our lemma,
all we need to show is that
I(t) ◦ [B] ◦ I(¬t)
is not empty. If this relation were empty, we would infer that statement B cannot map a state that satisfies t into a state
that satisfies ¬t . We know by definition that rng([w]) = {s|¬t(s)}; and we know by hypothesis that t 6≡ false . Hence
rng([w]) 6= S. Let s be an element of rng([w]). Because state s is outside rng([w]), it satisfies predicate t; hence application
of the loop on swill execute B; because we are assuming that
I(t) ◦ [B] ◦ I(¬t)
is empty, application of B on swill necessarily produce a state s′ that satisfies t; for the same reason as above, application of
B on s′ will produce a state that satisfies t , . . . . Hence we infer that application of the loop to s does not terminate, which is
in contradiction with the hypothesis that s is in dom([w]). Hence we conclude that
I(t) ◦ [B] ◦ I(¬t) 6= φ,
therefore
L ◦ I(t) ◦ [B] ◦ I(¬t) ◦ L = L.
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To prove that T is total, we compute TL:
TL
= { substitution }
I(t) ◦ L ◦ I(t) ◦ [B] ◦ I(¬t) ◦ L ∪ I(¬t) ◦ L
= { associativity }
I(t) ◦ (L ◦ I(t) ◦ [B] ◦ I(¬t) ◦ L) ∪ I(¬t) ◦ L
= { lemma above }
I(t) ◦ L ∪ I(¬t) ◦ L
= { factorization }
(I(t) ∪ I(¬t)) ◦ L
= { simplification }
I ◦ L
= { identity }
L.
The proof of the fourth premise is straightforward:
I(t) ◦ [B] ◦ T
= { substitution }
I(t) ◦ [B] ◦ (I(t) ◦ L ◦ I(t) ◦ [B] ◦ I(¬t) ∪ I(¬t))
⊆ { set theory }
I(t) ◦ [B] ◦ I(t) ◦ L ◦ I(t) ◦ [B] ◦ I(¬t)
= { associativity }
I(t) ◦ ([B] ◦ I(t) ◦ L) ◦ I(t) ◦ [B] ◦ I(¬t)
⊆ { monotonicity }
I(t) ◦ L ◦ I(t) ◦ [B] ◦ I(¬t)
⊆ { by inspection }
T . 
We need this theorem because in many cases it is not sufficient to know that the initial state of the loop satisfies t and
the final state satisfies ¬t . It is also necessary to know that the final state s′ is the first state that does not satisfy t in the
sequence of applications of [B]. As an illustration, we consider the following loop, which is a slight variation of the loop that
we discussed in Section 4.2.
while x<b do {x=x+a},
where x is a natural variable, a is a natural constant different from 0, and b is a natural constant. We leave it to the interested
reader to check that this loop satisfies the conditions of Theorem 4. To apply this theorem, wemust find a transitive superset
of I(t) ◦ [B]. We propose
R = {(x, x′)|xmod a = x′ mod a}.
Theorem 4 provides the following lower bound:
T
= { Theorem 4 }
(R ∪ I) ◦ I(¬t)
= { R is reflexive }
R ◦ I(¬t)
= { substitution }
{(x, x′)|xmod a = x′ mod a ∧ x′ ≥ b}.
Note that this lower bound is not deterministic; hencewe needmore lower bounds. Theorem 6 provides the following lower
bound:
T ′
= { Theorem 6 }
I(t) ◦ L ◦ I(t) ◦ [B] ◦ I(¬t) ∪ I(¬t)
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= { associativity }
{(x, x′)|x < b ∧ x′ < b} ◦ {(x, x′)|x′ = x+ a ∧ x′ ≥ b} ∪ I(¬t)
= { relational product }
{(x, x′)|x < b ∧ (∃x′′ : x′′ < b ∧ x′ = x′′ + a) ∧ x′ ≥ b} ∪ I(¬t)
= { factoring out x′′ }
{(x, x′)|x < b ∧ x′ − a < b ∧ (∃x′′ : x′ = x′′ + a) ∧ x′ ≥ b} ∪ I(¬t)
= { simplification }
{(x, x′)|x < b ∧ x′ − a < b ∧ x′ ≥ b} ∪ I(¬t)
= { rewriting }
{(x, x′)|x < b ∧ b ≤ x′ < b+ a} ∪ I(¬t).
By Theorem 4, we findW w T . By Theorem 6, we findW w T ′. By lattice theory, we inferW w (T unionsq T ′). We write
T unionsq T ′
= { formula of refinement join }
TL ∩ T ′ ∪ T ′L ∩ T ∪ (T ∩ T ′)
= { T and T ′ are both total }
T ∩ T ′
= { substitution, simplification }
{(x, x′)|x < b ∧ xmod a = x′ mod a ∧ b ≤ x′ < b+ a} ∪ I(¬t)
= { rewriting the clause xmod a = x′ mod a }
{(x, x′)|x < b ∧ (∃n : int : x′ = x+ a× n) ∧ b ≤ x′ < b+ a} ∪ I(¬t)
= { factoring }
{(x, x′)|x < b ∧ (∃n : int : x′ = x+ a× n ∧ b ≤ x′ < b+ a)} ∪ I(¬t)
= { substituting }
{(x, x′)|x < b ∧ (∃n : int : x′ = x+ a× n ∧ b ≤ x+ a× n < b+ a)} ∪ I(¬t)
= { arithmetic }
{(x, x′)|x < b ∧ (∃n : int : x′ = x+ a× n ∧ (b− x)− a ≤ a× (n− 1) < (b− x))} ∪ I(¬t)
= { interpreting integer division }
{(x, x′)|x < b ∧ (∃n : int : x′ = x+ a× n ∧ (n− 1) = (b− x)÷ a)} ∪ I(¬t)
= { substitution }
{(x, x′)|x < b ∧ x′ = x+ a× (1+ (b− x)÷ a) ∧ (∃n : int : (n− 1) = (b− x)÷ a)} ∪ I(¬t)
= { logical simplification }
{(x, x′)|x < b ∧ x′ = x+ a× (1+ (b− x)÷ a)} ∪ I(¬t)
= { logical simplification }
{(x, x′)|x < b ∧ x′ = x+ a× (1+ (b− x)÷ a)} ∪ {(x, x′)|x ≥ b ∧ x′ = x}.
Because this relation (say, U) is deterministic and total, it is maximal in the lattice of refinement. Hence fromW w U we
can inferW = U .
The following theoremprovides another constructive lower bound of the loop function; it is usefulwhenever the function
of the loop body is not surjective.
Theorem 7. We consider a while statementw of the form while t do B on space S, such thatw terminates for all initial states
in S, and that t 6≡ false . Then the following specification is a lower bound of the function (say, W) of the loop:
T = (L ◦ [B] ∪ I) ◦ I(¬t).
Proof. We use Theorem 4, in which we submit that L ◦ [B] satisfies the required conditions on R. To this effect, we consider
in turn all the conditions of Theorem 4.
• R is total. Because t is not the trivial condition false, the while statement invokes its loop body for at least some initial
state. Because the while statement w terminates for all initial states, [B] is necessarily non-empty. By Tarski’s identity,
we can infer
L ◦ [B] ◦ L = L.
Substituting L ◦ [B] by R, we find
RL = L,
which provides that R is total.
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• R is transitive. We compute RR and prove that it is a subset of R.
RR
= { substitution }
(L ◦ [B]) ◦ (L ◦ [B])
= { associativity }
(L ◦ [B] ◦ L) ◦ [B]
= { [B] is not empty, Tarski’s identity }
L ◦ [B]
= { substitution }
R.
• R ◦ I(¬t) ◦ L = L. By substituting R, we find that this condition is equivalent to
L ◦ [B] ◦ I(¬t) ◦ L = L.
By Tarski’s identity, this condition holds if and only if
[B] ◦ I(¬t)
is non-empty. We find that the conditions of this theorem preclude that this expression be empty. Because t is not the
trivial condition false , the while statement invokes its loop body for at least some initial state. If the expression
[B] ◦ I(¬t)
were empty, it would mean that testing condition t after execution of loop body B would always yield true . Hence
execution of the while statement on any state that causes the loop body to be invoked would lead to an infinite loop
(since whenever we execute B then test t , we find it to be true). This contradicts the hypothesis that the while statement
terminates for all its initial states. 
The conditions of this theorem exclude the pathological case where a loop never invokes its loop body (if t is false ) and
the pathological case where the loop never terminates (if t is guaranteed to be true by the prior execution of B). Excluding
these two cases, this theorem provides a lower bound (in the refinement ordering) of the loop function by analyzing the
function of the loop body, specifically to derive its range. The expression L ◦ [B] can be written simply as
L ◦ [B] = {(s, s′)|s′ ∈ rng([B])}.
Hence to apply this theorem, we need to compute the range of [B]. The proposition below, whose proof mimics trivially that
of Theorem 7, provides that if the range of [B] is too difficult to compute, we can approximate it with upper bounds.
Proposition 3. We consider a while statementw of the form while t do B on space S, such thatw terminates for all initial
states in S, and that t 6≡ false , and given a total rectangular relation R that is a superset of L◦[B]. Then the following specification
is a lower bound of the function (say, W) of the loop:
T = (R ∪ I) ◦ I(¬t).
To illustrate this proposition/theorem, we consider the following while loop, on natural variables x and y, where a is a
positive natural constant:
while x<b do {x=x+a; y=x}.
We leave it to the interested reader to check that the function of this while loop refines the following lower bound:
T = {(s, s′)|x < b ∧ x′ = x+ a× (1+ (b− x)÷ a)} ∪ {(s, s′)|s′ = s}.
Clearly, this relation is not deterministic, since it does not specify a final value for variable y. We use Proposition 3 to derive
another lower bound. For relation R, we take
R = {(s, s′)|x′ = y′}.
This yields the following lower bound:
T ′ = {(s, s′)|x < b ∧ x′ = y′} ∪ {(s, s′)|x ≥ b ∧ s′ = s}.
Taking the join of T and T ′ yields
T unionsq T ′ = {(s, s′)|x < b ∧ x′ = x+ a× (1+ (b− x)÷ a) ∧ y′
= x+ a× (1+ (b− x)÷ a)} ∪ {(s, s′)|x ≥ b ∧ s′ = s}.
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Fig. 2. Broad architecture of the tool.
This is a total deterministic relation; hence we find
W = {(s, s′)|x < b ∧ x′ = x+ a× (1+ (b− x)÷ a) ∧ y′ = x+ a× (1+ (b− x)÷ a)} ∪ {(s, s′)|x ≥ b ∧ s′ = s}.
5. Application: An algorithm for extracting loop functions
We consider a while loop w: while t do B on some space S, andwe assume thatw terminates for all s in S. In the light
of the results that we have discussed in the previous section, we can proceed as follows to derive the function of a while
loop.
• Generate the constructive lower bounds of the loop function. Since these can be generated automatically, we could as
well produce them for every loop.
• Generate as many creative lower bounds as possible, using Theorems 4 and 5. For the sake of simplicity, and with some
loss of generality (that we readily acknowledge), we restrict our subsequent discussion to lower bounds generated from
Theorem 4. Consideration of lower bounds generated by Theorem 5 is the subject of ongoing research.
• Take the join of all the lower bounds that we have found, and simplify the result.
• Checkwhether the resulting relation is total and deterministic, in which case it is the function of the function of the loop;
if not, it is merely an approximation (lower bound, in the refinement ordering) of it.
Fig. 2 illustrates the broad structure of the system that we are developing to extract loop functions. This system proceeds in
three stages, which we discuss in turn in the following three subsections.
5.1. From source code to concurrent assignments
The first stage of our function extraction process translates the loop from its source form to an internal representation.
This stage has two goals:
• First, to map a variety of programming languages into a unified/common notation, so that we do not have to develop a
different function extraction tool for each programming language.
• Second, perhapsmost importantly, to prepare the loop for the derivation of creative lower bounds bymeans of Theorem4.
Application of Theorem 4 requires that we find a superset R of B (the function of the loop body). How should B be
structured to highlight supersets of B? We argue that B should be structured as an intersection, i.e.
B = B1 ∩ B2 ∩ B3 ∩ · · · ∩ Bn.
When B has such a form, any superset of Bi is a superset of B, for any i, 1 ≤ i ≤ n; any superset of Bi ∩ Bj is a superset of
B, for any i, j, 1 ≤ i, j ≤ n; any superset of Bi ∩ Bj ∩ Bk is a superset of B, for any i, j, k, 1 ≤ i, j, k ≤ n; etc.
For internal representation,we have chosen the notation of Conditional Concurrent Assignments (CCA’s), where onewrites the
loop body as a set of assignments, one for each variable of the program state. These are referred to as concurrent assignments
in the sense that they can happen concurrently, or in an arbitrary sequential order. A C-like sequence of assignment
statements can be transformed into (conditional) concurrent assignments by removing all the sequential dependencies.
For example, the sequence of C-like assignment statements (separated by semicolons)
x = x+ 2; y = y+ 3 ∗ x
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ID State Space Code Pattern Lower Bound
T =
1R1 x: int x=x+c {(s, s′)|xmod c =
const c: int>0 x′ mod c}
1R2 x: int x=x+1 {(s, s′)|x ≤ x′}
1R3 x: int x=x-1 {(s, s′)|x ≥ x′}
2R1: x, y: int x = x+a {(s, s′)|ay− bx =
const a, b: int y = y+b ay′ − bx′}
2R2: x, y: int x = x*a {(s, s′)|y(1− a)+ x =
const a: int y = y+x y′(1− a)+ x′}
2R3: x, y: int x = x+a {(s, s′)| ybx/a =
const a, b: int y = y*b y
′
bx′/a }
2R4: x: listType y:=y.First(x) {(s, s′)|
y: listType x:=Rest(x) y.x = y′.x′}
2R5: i: int i:=i-1, {(s, s′)|
x: sometype x:=f(x) f i(x) = f i′(x′)}
3R1: i: int i:=i-1, {(s, s′)|
x: sometype x:=f(x) y+Σ ik=1f k(x) =
y: sometype y:=y+x y′ +Σ i′k=1f k(x′)}
3R2 x: int i=i+1, {(s, s′)|a′ = a
a[N]: int x = x+a[i] ∧x+∑Nk=i a[k] =
i: int a=a x′ +∑Nk=i′ a′[k]}
3R2 x: int i=i-1, {(s, s′)|a′ = a
a[N]: int x = x+a[i] ∧x+∑ik=1 a[k] =
i: int a=a x′ +∑i′k=1 a′[k]}
Fig. 3. 1-, 2-, and 3-recognizers.
is mapped onto the following set of concurrent assignments (separated by commas):
x = x+ 2, y = y+ 3 ∗ x+ 6.
The interest of this representation is that the relation/function that represents the loop body is now structured as an
intersection of relations, which is the form that we need to apply Theorem 4.
5.2. From concurrent assignments to Mathematica equations
Once the loop body is structured in CCA form, we can derive lower bounds by looking at one statement at a time, or two
statements at a time, or three statements at a time, etc. For the sake of controlling combinatorics, we resolve not to look at
more than three statements at a time.
To derive lower bounds of loop functions, we scan their loop body written in CCA form, match their statements or
combinations of statements against pre-cataloged code patterns, and derive duly instantiated lower bounds in the case
of a match. We use the term recognizer to refer to the aggregate made up of variable declarations, code patterns, and the
corresponding lower bound; and we distinguish between 1-recognizers that match one statement at a time, 2-recognizers
that match two statements at a time, and 3-recognizers that match three statements at a time. When a formal code pattern
of a recognizer matches an actual set of statements, we generate an instantiation that maps formal variable names to actual
variable names; this instantiation is then applied to the formal lower bound of the recognizer to generate an actual lower
bound. The current status of development of the extraction algorithm can be characterized by the following statements:
• All the machinery for recognizing code patterns and generating instantiated lower bounds is currently in place.
• We have a total of 28 recognizers, including ten 1-recognizers, fifteen 2-recognizers, and three 3-recognizers.
We can augment the scope of applicability of the algorithm by adding more recognizers, to handle new control structures
and new data structures. Fig. 3 shows some sample recognizers that are currently implemented.1 In Section 5.4, we briefly
discuss how to generate these recognizers. For now, it suffices for the reader to agree to that the lower bounds proposed by
the recognizers do satisfy the conditions of Theorem 4 (in particular, that they are reflexive and transitive supersets of the
loop body).
1 For the sake of brevity, we do not show the term¬t(s′) in the lower bounds, although it should be there, by virtue of Theorem 4.
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Our pattern matching algorithmmatches all the concurrent assignments of the loop body against 1-recognizers, then all
pairs of concurrent assignments against 2-recognizers, then all triplets of concurrent assignments against 3-recognizers. In
the case of amatch, the algorithmproduces the instantiated lower bound directly inMathematica (©WolframResearch). The
question that arises then is: How are lower bounds combined by the join operator? The answer is provided by the following
proposition.
Proposition 4. Under the conditions of Theorem 4, the join of the lower bounds of W is defined and equals their intersection.
Furthermore, the intersection of all the lower bounds is total.
Proof. To fix our ideas, we write the proof for two lower bounds T1 and T2, and let the reader infer its generalization to an
arbitrary number of such specifications. From the claims
W w T1
W w T2
we infer that T1 and T2 have an upper bound, namelyW ; hence we infer (from a result due to [3]) that T1 and T2 have a least
upper bound. According to Theorem 4, T1 and T2 are total; hence have the same domain. By virtue of Proposition 1 their join
(least upper bound) is their intersection.
Also, according to [3], the existence of a join is equivalent to the following condition:
T1L ∩ T2L = (T1 ∩ T2) ◦ L.
Because T1 and T2 are total, the left hand side equals L; hence so does the right hand side. 
In practice, this result comes in handy since itmeans that the logical formulas that represent the lower bounds of the loop
functionmust be combined by conjunction (the logical representation of the intersection). This is quite easy inMathematica
(©Wolfram Research): we just separate the formulas by commas. If we let T be the relation defined by the conjunction of
all the clauses that we have generated in this step, then we can infer
W w T ,
i.e. the function of the loop refines the relation in question (which is the join of all the lower bounds generated).
5.3. From Mathematica equations to loop functions
Once we have generated the constructive lower bounds, and have derived all the creative lower bounds that we could
produce, with our available recognizers, we submit the .mat file to Mathematica, and ask it to simplify the equations
(remove redundancies) and solve these equations, using the final state variables as unknowns and the initial state variables
as parameters.
If Mathematica returns a set of equations that specify a value for each final state variable (determinacy) and impose no
restriction on any initial state variable (totality), then we conclude that T , which represents the join of our lower bounds, is
total and deterministic. Hence, T is maximal in the lattice of refinement; hence fromW w T we infer
W = T .
In this case we have computed the function of the loop. If Mathematica has failed to solve the equations in the final state
variables, whether it is due to a weakness inMathematica, a fault in the representation of the equations, or because we have
failed to identify enough relevant lower bounds, then all we can say is that
W w T ,
where T is the join of all the lower bounds derived.
5.4. Generating recognizers
In Section 5.2 we have discussed how to use recognizers to generate creative lower bounds for the loop function. In this
section, we briefly discuss how to generate recognizers.
Theorem 4 (with its corollaries) requires that we find transitive reflexive supersets of the loop body. In this section we
provide some guidance as regards how such relations can be derived from a systematic analysis of the loop body. Consider
a while loop of the form while t do B where B is written as a set of concurrent assignment statements, and consider a
statement in B that has the form x:= x+c where x is an integer variable and c is an integer constant. We submit that by
looking at this line alone we can derive a superset of [B] that is reflexive and transitive, from which we can then derive a
lower bound of [w]. Intuitively, a reflexive, transitive relation that is a superset of B contains states s and s′ such that s′ can
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be obtained from s by an arbitrary number of applications (re: transitivity) of the loop body B, including no applications at
all (re: reflexivity). Let us, without further ado, submit such a relation:
R = {(s, s′)|x(s)mod c = x(s′)mod c}.
This relation is clearly reflexive and transitive; it is also a superset of [B], since
x(s′) = x(s)+ c ⇒ x(s)mod c = x(s′)mod c.
We can apply Corollary 2 to this relation to derive a relation T that is refined by the while loop, all the while seeing very
little of the loop in fact.
If we imagine that another statement of the concurrent assignment has the form y:= y-c for some integer variable y
and for the same constant c , we can argue that because these statements are executed equal numbers of times, we always
preserve the sum of x and y; hence we can also derive the following reflexive transitive relation:
R′ = {(s, s′)|x(s)+ y(s) = x(s′)+ y(s′)},
and then use it to derive a relation T ′ that is refined by [w].
More generally, recognizers are generated by considering individual statements, pairs of statements, and triplets of
statements, and producing for each a reflexive transitive relation that is a superset of the relation defined by the set of
statements. This step consists in effect in codifying programming knowledge into the function extraction tool. Recognizers
can also capture domain knowledge if they formulate the lower bounds in terms of domain-specific abstractions. For
example, we consider the following statements in a sorting program, where a is a variable of type array of strings (say),
t is a variable of type string, and i and j are variables of type index in the array
t= a[i]; a[i]=a[j]; a[j]=t;
The transformation of this code into concurrent assignments yields
t=a[i], a[i]=a[j], a[j]=a[i]
A 2-recognizer that sees the last two concurrent statements can produce the following lower bound:
{(s, s′)|prm(a, a′)},
where prm is a relation that says that a and a′ are permutations of each other; we can also formulate it, equivalently, as
{(s, s′)|sort(a) = sort(a′)},
where sort is the function that returns the sorted permutation of an array a. Relation prm is reflexive and transitive, since it
is in fact an equivalence; in addition, it is a superset of the relation defined by the swap statements, since two arrays that
differ from each other by a swap of two cells form a pair of relation prm. If further analysis reveals that the final array is
sorted (ord(a′)) then we can write
{(s, s′)|sort(a) = sort(a′) ∧ ord(a′)}.
If array a′ is ordered, then application of function sort to it preserves it, whence we write
{(s, s′)|sort(a) = a′ ∧ ord(a′)}.
If array a′ is obtained by sorting another array (viz. a) then of course it is ordered, whence ord(a′) is redundant; hence we
get
{(s, s′)|a′ = sort(a)}.
This example illustrates in what sense recognizers capture aspects of domain knowledge, by mapping programming
constructs (involving assignment statements, array references, array indices, etc) onto a statement that is meaningful for a
user interested in comprehending the function of the loop.
5.5. Nuclei of invariant functions
The example we have just discussed above gives us an opportunity to make a useful observation: the reflexive transitive
superset of the loop body function is derived as the nucleus of function sort , where sort satisfies the property
sort(swap(a)) = sort(a).
This observation lends itself to generalization, as we see below. We introduce the concept of invariant function, which also
generalizes the concept of strongest invariant functions, introduced in [23].
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Definition 2. Letw be the while statement while t do B on some space S, and let F be a total function on S. We say that
F is an invariant function forw if and only if
I(t) ◦ [B] ◦ F = I(t) ◦ F .
Theorem 8. If F is an invariant function for the while loopw = while t do B and further satisfies the condition
F ◦ F̂ ◦ I(¬t) ◦ L = L
then [w] refines the following specification:
T = F ◦ F̂ ◦ I(¬t).
Proof. We apply Theorem 4 to the specification R = F ◦ F̂ . To this effect, we consider the three conditions of this theorem,
which are:
1. F ◦ F̂ is transitive,
2. I(t) ◦ [B] ⊆ R,
3. R ◦ I(¬t) ◦ L ⊇ L.
The first condition stems from the property that F is deterministic, as can be seen briefly:
(F ◦ F̂) ◦ (F ◦ F̂)
= { associativity }
F ◦ (̂F ◦ F) ◦ F̂
⊆ { F is deterministic }
F ◦ (I) ◦ F̂
= { trivial simplification }
F ◦ F̂ .
The second condition can be established as follows. Because F is an invariant function, we can write
I(t) ◦ [B] ◦ F = I(t) ◦ F .
We transform this formula as follows:
I(t) ◦ [B] ◦ F = I(t) ◦ F
⇔ { because I(t) ⊆ I }
I(t) ◦ [B] ◦ F ⊆ F
⇔ { monotonicity of product }
I(t) ◦ [B] ◦ F ◦ F̂ ⊆ F ◦ F̂
⇔ { because F is total, I ⊆ F ◦ F̂ }
I(t) ◦ [B] ◦ I ⊆ F ◦ F̂
⇔ { trivial simplification }
I(t) ◦ [B] ⊆ F ◦ F̂ .
As for the third condition, it stems readily from the hypothesis of this theorem.
Because all three conditions of Theorem 4 hold, we infer its conclusion, which is that [w] refines the following
specification:
T = (F ◦ F̂ ∪ I) ◦ I(¬t).
Because F is total, its nucleus (F ◦ F̂ ) is reflexive; hence we infer that
(F ◦ F̂ ∪ I) = F ◦ F̂ .
Substituting in the formula of T above, we find the result of this theorem. 
This theorem suggests that whenever we have an invariant function F , we can use it to derive a relation R = F F̂ that
satisfies the conditions of Theorem 4. Of course, this is helpful only if we have systematic means for deriving invariant
functions of loops. In [23] Mili et al. have presented a number of formulas that map specific code patterns onto invariant
functions; we present some of these in Fig. 4, where Fr represents the fractional part function (i.e. the function that to
each real number assigns the difference between that number and the largest integer that is smaller than or equal to that
number).
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ID State Syntactic Invariant Lower
Space Pattern Function Bound
E x: xtype x:=f(x) f ∗ T = f ∗ f̂ ∗ ◦ I(¬t)
E.0 x: real; const c: real; x:= x+c Fr( xc ) T = {(s, s′)|Fr( xc ) = Fr( x
′
c ) ∧ ¬t(s′)}
c 6= 0
E.0.0 x: int; const c: int; x:= x+c xmod c T = {(s, s′)|xmod c = x′ mod c ∧ ¬t(s′)}
c > 0
E.1 x: real; x > 1; x := xp Fr( log(log(s))log(p) T = {(s, s′)|Fr( log(log(x))log(p)
const p: int; p > 1; = Fr( log(log(x′))log(p) ∧ ¬t(s′)}
E.2 x: real; x:= m*x+c Fr(
log(x+ cm−1 )
log(m) T = {(s, s′)|Fr(
log(x+ cm−1 )
log(m) = Fr(
log(x′+ cm−1 )
log(m)
const c: int; c>0; ∧¬t(s′)}
const m: real; m>1;
E.3 x: real; x := m ∗ xp Fr( log(log(x)+
log(m)
p−1 )
log(p) ) T = {(s, s′)|Fr(
log(log(x)+ log(m)p−1 )
log(p) ) =
const m: real;m > 1 Fr(
log(log(x′)+ log(m)p−1 )
log(p) ) ∧ ¬t(s′)}
const p: int p > 1;
E.4 xi : real; x1 := m1 ∗ x1 Fr( log(x1log(m1) ), T = {(s, s′)|Fr(
log(x1
log(m1)
) = Fr( log(x′1log(m1) )
1 ≤ i ≤ k; x2 := m2 ∗ x2 x
log(m1)
2
x
log(m2)
1
, ∧ x
log(m1)
2
x
log(m2)
1
= x
′log(m1)
2
x
′log(m2)
1
const mi : real x3 := m3 ∗ x3 x
log(m1)
3
x
log(m3)
1
, ∧ x
log(m1)
3
x
log(m3)
1
= x
′ log(m1)
3
x
′ log(m3)
1
1 ≤ i ≤ k; ... ... ... ...
m1 ≥ 1 xk := mk ∗ xk x
log(m1)
k
x
log(mk)
1
,
x
log(m1)
k
x
log(mk)
1
= x
′ log(m1)
k
x
′ log(mk)
1
∧ ¬t(s′)}
E.4.0 const m: real; x:= m*x Fr( log(s)log(m) ) T = {(s, s′)|Fr( log(x)log(m) ) = Fr( log(x
′)
log(m) ) ∧ ¬t(s′)}
x: real;m > 1
E.5 x, y: int x:=x+a, xmod |a| T = {(s, s′)|xmod |a| = x′ mod |a|∧
canst a, b: int y:=y+b ay− bx ay− bx = ay′ − bx′ ∧ ¬t(s′)}
E.6 x, y: int x:=x+a xmod |a| T = {(s, s′)|xmod |a| = x′ mod |a|
const a, b: int y:= y+b*x y− b× x(x−a)2×a ∧y− b× x(x−a)2×a = y′ − b× x
′(x′−a)
2×a∧¬t(s′)}
E.7 i: int; x: xtype i:=i-c; i mod c T = {(s, s′)|imod c = i′ mod c∧
const c: int x:=f(x); f i÷ c(x) f i÷ c(x) = f i′÷ c(x′) ∧ ¬t(s′)}
c > 0
E.7.0 i: int i:=i-1, 0 T = {(s, s′)|f i(x) = f i′ (x′) ∧ ¬t(s′)}
x: xtype x:=f(x) f i(x)
E.7.0.0 i: int; x: xtype i:=i-1 0 T = {(s, s′)|x+Σ ik=1a[k]
const a: xtype [1..N]; x:=x+a[i], x+Σ ik=1a[k] = x′ +Σ i′k=1a′[k]
const N: int ∧¬t(s′)}
E.8 i: int; x: xtype i:=i+c; i mod c T = {(s, s′)|imod c = i′ mod c∧
const c: int x:=f(x); f MaxInt−i÷ c(x) f MaxInt−i÷ c(x) = f MaxInt−i′÷ c(x′) ∧ ¬t(s′)}
c > 0
E.8.0 i: int i:=i+1, 0 T = {(s, s′)|f i(x′) = f i′ (x) ∧ ¬t(s′)}
x: type x:=f(x) f MaxInt−i(x)
Fig. 4. Invariant functions and lower bounds.
5.6. Arbitrary control structures
The divide-and-conquer discipline that we have adopted in our approach works best when the function of the loop body
is structured as the intersection of relational terms. We have seen that when the loop body is a sequence of assignment
statements, its function can be written as an intersection of relations by converting sequential assignments into concurrent
assignments. When the loop body contains loops, we assume that the function of the inner loop is derived before the outer
loop is analyzed, yielding (presumably) a set of concurrent assignments (output produced by Mathematica). When the loop
body contains conditional statements (if–then) or alternation statements (if–then–else), the outermost structure that is
presented to our algorithm is not an intersection but a union. For the sake of argument, we consider a union of two terms,
say P and Q . Theorem 5 provides that in order to find a lower bound for the loop function, we must:
• Find a superset of P , say R.
• Compute the product of Q by R.
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• Find a superset of Q ◦ R, say R′.
• Compute the product of R by R′.
The first and third step could conceivably be carried out using recognizers, as we have shown in the foregoing discussion.
But steps 2 and 4 pose two problems:
• They are very difficult to automate in general.
• If relation R is non-deterministic, then Q ◦ R is not going to be represented by concurrent assignments; hence we cannot
match it against recognizers.
One way to obviate both difficulties is to find a common superset of P and Q , say ρ. We leave it to the reader to verify that
if ρ is a superset of P and Q then the solution R = ρ, R′ = ρ satisfies the conditions of Theorem 5. Furthermore, the lower
bound then becomes R◦R′ ◦ I(¬t) = ρ ◦ I(¬t). Hence this solution spares us the trouble of computing Q ◦R and the trouble
of computing R ◦ R′; when a relation is reflexive and transitive, it equals its second power. This solution seems to come at a
cost, however, which is that now we can no longer analyze the then-branch and the else-branch separately, but must treat
them together.
Yet, we have found a solution around this problem as well: We introduce a new form of recognizers, which have the
following characteristics:
• They do not match mere assignment statements, but rather conditional assignment statements.
• Their condition is not matched against CCA code for equality, but rather for implication (there is a match whenever the
condition of the CCA statement logically implies the condition of the recognizer).
After each branch of the conditional concurrent assignments is analyzed and assigned a set of lower bounds, we take the
intersection of the sets of lower bounds. The join of the elements of this intersection forms the overall lower bound of the
loop. Note that this algorithm can be applied to any number of conditional statements (not just two). Also note that even
though we have come to this algorithm through Theorem 5, it can actually be justified by means of Theorem 4 (to be a
superset of a union, it is sufficient for a relation to be a superset of each term of the union).
To illustrate this approach, we briefly consider a simple example on integer variables x and y:
while (x>1)
{if (x%4 ==0) {x = x div 4; y = y+2;}
else {x = x div 2; y = y+1;}}
We find that the function of the loop body can be written as the union of two terms,
P = {(s, s′)|xmod 4 = 0 ∧ x′ = x/4 ∧ y′ = y+ 2},
Q = {(s, s′)|xmod 4 6= 0 ∧ x′ = x/2 ∧ y′ = y+ 1}.
We consider the following recognizers (which, unlike earlier recognizers, now have conditions attached to them):
ID State Space Condition Code Pattern Lower Bound
T =
2IR1 x, y: int true x = x div c, {(s, s′)|y+ bloga(x)c
a, c, d: const int y = y + d = y′ + bloga(x′)c}
c = ad
2IR2 x, y: int xmod c = 0 x = x div c, {(s, s′)|y+ loga(x)
a, c, d: const int y = y + d = y′ + loga(x′)}
c = ad
Because the condition of P matches both recognizers 2IR1 and 2IR2, the following lower bounds are generated for P:
{(s, s′)|y+ blog2(x)c = y′ + blog2(x′)c}
{(s, s′)|y+ log2(x) = y′ + log2(x′)}.
Because the condition of Q matches only the first recognizer (2IR1), the following lower bound is generated for Q :
{(s, s′)|y+ blog2(x)c = y′ + blog2(x′)c}.
Taking the intersection, we find the following lower bound for the loop function:
T1 = {(s, s′)|y+ blog2(x)c = y′ + blog2(x′)c}.
We apply Theorem 6 to this loop, which yields (as the reader can easily check)
T2 = {(s, s′)|x′ = 1}.
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The join of these lower bounds is written as a system of equations in Mathematica:
Reduce[{Reduce[
{y+Floor[Log[2, x]]==yP+Floor[Log[2, xP]],
Reduce[{(xP == 1)}]}
]},
{xP, yP},
Backsubstitution -> True]
And after computation, Mathematica produces the following result:
xP == 1 &&
yP == y + Floor[Log[x]/Log[2]].
Because this relation is total (no condition on unprimed variables) and deterministic (all primed variables are defined), it
represents the function of the loop. Implementation of the algorithm thatmatches the conditional statements and generates
lower bounds is currently under way.
6. Sample examples, revisited
We revisit the four sample loops that we presented in Section 2 and show for each what set of equations are generated
by the recognizer step. The algorithm generated these equations using a library of two 1-recognizers, twelve 2-recognizers,
and three 3-recognizers.
6.1. The numeric example
The numeric program (given in Section 2.1) is transformed into the following CCA representation (exceptionally, due to
the absence of functional dependencies in the original sequence of statements, the loop body is transformed from a .cpp
representation to a .cca representation by merely changing the semi-colons into commas):
{
const int a; const int b; const int c;
const int d; const int e; const int N;
int x; int y; int z; int t; int i; int j;
int v; int w; int sA; int sB;
while !(i == 0)
{
v = v+a*t,
z = z+c*x,
w = w+e*y,
x = x+a,
y = y+b,
t = t*d,
i = i-1
}
}
The recognizer step produces the following equations (to which we add line numbers, for easy reference):
1. Reduce[ Reduce[ {
2. Mod[x,Abs[a]]==Mod[xP,Abs[a]],
3. Mod[y,Abs[b]]==Mod[yP,Abs[b]],
4. Mod[t,Abs[Log[d,10]]]==Mod[tP,Abs[Log[d,10]]],
5. Mod[i,Abs[1]]==Mod[iP,Abs[1]],
6. i>=iP,
7. a*y-b*x==a*yP-b*xP,
8. b*x-a*y==b*xP-a*yP,
9. z-c*x*(x-a)/(2*a)==zP-c*xP*(xP-a)/(2*a),
10. t/d^(x/a)==tP/d^(xP/a),
11. a*i+1*x==a*iP+1*xP,
12. t/d^(y/b)==tP/d^(yP/b),
A. Mili et al. / Science of Computer Programming 74 (2009) 989–1020 1013
13. w-e*y*(y-b)/(2*b)==wP-e*yP*(yP-b)/(2*b),
14. b*i+1*y==b*iP+1*yP,
15. v+a*t/(1-d)==vP+a*tP/(1-d),
16. (iP=0),
17. Exists [ {iPP,tPP,vPP,wPP,xPP,yPP,zPP},
18. !(iPP=0) &&
19. iP==iPP-1 &&
20. wP==wPP+e*yPP &&
21. vP==vPP+a*tPP &&
22. tP==tPP*d &&
23. zP==zPP+c*xPP &&
24. yP==yPP+b &&
25. xP==xPP+a]
26. }],
27. {iP, tP, vP, wP, xP, yP, zP},Backsubstitution->True]
Lines 2–6 are generated from 1-recognizers; lines 7–15 are generated from 2-recognizers; and lines 16–26 are generated
from rectangular lower bounds. As the reader may notice readily, many of these equations are redundant; we have made
no effort to reduce redundancy, counting on Mathematica to deal with it. Notice for example that the equation on line 7
makes equations 2 and 3 mutually redundant (i.e. we need one or the other, but not both). Hence in general we never need
more than one equation of form Mod[x,a]=Mod[xp,a]. When one of the equations has 1 as the argument of the mod (i.e.
Mod[x,1]=Mod[xP,1]) then we need no mod equations at all, since this equation is itself intrinsically redundant (it does
not provide any information on i, since i is an integer variable). Notice also that because the negation of the loop condition
(given on line 16) is an equality, the Exists clause is not needed.
6.2. The function call example
The function call program (given in Section 2.2) is transformed into the following CCA representation:
{
int x;
int y;
int z;
int v;
int w;
int j;
int t;
const function f;
const int c;
const int b;
while !(x < 5)
{
x = x-5,
y = y+b,
z = z+x,
j = j-1,
t = t + c*y,
v = f(v),
w = w + f(v);
}
}
The recognizer step produces the following equations (to which we add line numbers, for easy reference):
1. Reduce[ Reduce[ {
2. Mod[x,Abs[5]]==Mod[xP,Abs[5]],
3. Mod[y,Abs[b]]==Mod[yP,Abs[b]],
4. Mod[j,Abs[1]]==Mod[jP,Abs[1]],
5. j>=jP,
6. b*x+5*y==b*xP+5*yP,
7. z+b*x*(x+5)/(2*5)==zP+b*xP*(xP+5)/(2*5),
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8. 5*j-1*x==5*jP-1*xP,
9. 1*x-5*j==1*xP-5*jP,
10. b*j+1*y==b*jP+1*yP,
11. t-c*y*(y-b)/(2*b)==tP-c*yP*(yP-b)/(2*b),
12. Nest[f,v,j]==Nest[f,vP,jP],
13. w+Sum[Nest[f,v,k],{k,1,j}]==wP+Sum[Nest[f,vP,k],{k,1,jP}],
14. (xP<5),
15. Exists [ {jPP,tPP,vPP,wPP,xPP,yPP,zPP},
16. !(xPP<5) &&
17. wP==wPP+vPP &&
18. vP==f(vPP) &&
19. tP==tPP+c*yPP &&
20. jP==jPP-1 &&
21. zP==zPP+b*xPP &&
22. yP==yPP+b &&
23. xP==xPP-5]
24. }],
25. {jP, tP, vP, wP, xP, yP, zP},Backsubstitution->True]
Lines 2–5 are generated from 1-recognizers; lines 6–12 are generated from 2-recognizers; line 13 is generated from a
3-recognizer; and lines 14–23 are generated from rectangular lower bounds. The Exists clause (lines 15–23) reduces
merely to (xP ≥ 0), which combined with line 14 yields (0 ≤ xP < 5). This allows us to rewrite line 2 as
xP = xmod 5.
The other numeric values can be computed in sequence using this expression for xP . As for variables vP and wP , they can
be derived if we observe that, in the light of the inequality of line 5, line 12 can be rewritten as vP = Nest[f,v,j-jP].
6.3. The array processing example
The array processing program (given in Section 2.3) is transformed into the following CCA representation:
{
array int a; array int b;
int i; int j;
while !(i == 0)
{
x = x+a[i],
y = y+b[j],
i = i-1,
j = j+1,
a = a,
b = b
}
}
The recognizer step produces the following equations (to which we add line numbers, for easy reference):
1. Reduce[ Reduce[ {
2. Mod[i,Abs[1]]==Mod[iP,Abs[1]],
3. i<=iP,
4. Mod[j,Abs[1]]==Mod[jP,Abs[1]],
5. j>=jP,
6. a==aP,
7. b==bP,
8. 1*j+1*i==1*jP+1*iP,
9. x+Sum[a[k],{k,i,N}]==xP+Sum[aP[k],{k,iP,N}],
10. y+Sum[b[k],{k,1,j}]==yP+Sum[bP[k],{k,1,jP}],
11. (iP==N+1),
12. Exists [ {aPP,bPP,iPP,jPP,lPP,xPP,yPP},
13. !(iPP==N+1) &&
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14. lP==tail(lPP) &&
15. bP==bPP &&
16. aP==aPP &&
17. yP==yPP+bPP[jPP] &&
18. xP==xPP+aPP[iPP] &&
19. jP==jPP-1 &&
20. iP==iPP+1]
21. }],
22. {iP, jP, lP, xP, yP},Backsubstitution->True]
Lines 2–5 are generated from 1-recognizers; lines 6–10 are generated from 2-recognizers; and lines 11–20 are generated
from rectangular lower bounds. In this case, the Exists clause is redundant, since the negation of the loop condition is an
equality. Also, lines 3 and 5 are mutually redundant, since line 8 provides that the sum of i and j is preserved. As for the mod
equations (lines 2 and 4), they are both redundant.
6.4. The list processing example
The list processing program (given in Section 2.4) is transformed into the following CCA representation:
{
const int c;
list x;
list y;
int i; int t;
while !(x == ())
{
t = t*c,
i = i-1,
y = y.head(x),
x = tail(x),
}
}
The recognizer step produces the following equations (to which we add line numbers, for easy reference):
1. Reduce[ Reduce[ {
2. Mod[i,Abs[1]]==Mod[iP,Abs[1]],
3. i<=iP,
4. Mod[t,Abs[Log[c,10]]]==Mod[tP,Abs[Log[c,10]]],
5. xP==Nest[Rest,x,iP-i],
6. i-Length[x]==iP-Length[xP],
7. t/c^(i/1)==tP/c^(iP/1),
8. Join[y,x]==Join[yP,xP],
9. (xP=={}),
10. Exists [ {iPP,tPP,xPP,yPP},
11. !(xPP=={}) &&
12. tP==tPP*c &&
13. yP==Join[yPP,First[xPP]] &&
14. xP==Rest(xPP) &&
15. iP==iPP+1]
16. }],
17. {iP, tP, xP, yP},Backsubstitution->True]
Lines 2–4 are generated from 1-recognizers; lines 5–8 are generated from 2-recognizers; and lines 9–15 are generated
from rectangular lower bounds. The translation from C++ to the concurrent assignment format translates the C++ list
operations intoMathematicanotation, so the recognizer step produces function names that are compatiblewithMathematica
terminology. Thoughwehavenot checked in detail,we suspect that equation 7makes equations 2 and4mutually redundant.
Since equation 2 is itself (intrinsically) redundant, equations 2 and 4 can safely be disposed of. Equation 5 was originally
written in a symmetric fashion, as
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Nest[Rest, x, i] = Nest[Rest, xP, iP].
Because i ≤ iP (line 3), this is rewritten as in line 5, to facilitate the calculation of xP . Equation 6 provides that if we keep
subtracting 1 to y and popping off elements of x, the difference between i and the length of x is preserved. Equation 8
provides that deleting the front element of x and attaching to the back of y preserves the list formed by concatenating y to
x. The Exists clause in this example does not provide additional information, as line 9 gives all the information we need
about xP .
7. Related work
Our work is related to three lines of research: research on deriving loop functions, with which it shares a common goal;
research on deriving loop invariants, with which it shares common analytical methods; and research on program slicing,
with which it shares common divide-and-conquer approaches. We discuss these in turn, below.
The closest work we have found to our effort, in terms of goal (generating loop functions) and means (using Mills-like
functional/relational logic) is work by Dunlop and Basili [11]. In this work, Dunlop and Basili discuss a syntactic method that
derives the function of a loop by attempting to generalize from known formulas that capture the behaviors of the loop under
special conditions. Dunlop and Basili’s approach is very syntactic, and uses a very small set of rules, that has limited scope
of application.
Generally, the derivation of loop invariants is closely related to the derivation of loop functions since they both aim
to discover the inductive argument that underlies the behavior of the loop. Furthermore, a theorem by Mills [24] shows
how loop functions can be used to produce loop invariants. Also, the generation of lower bounds that we carry out to
approximate the function of a loop is reminiscent of the extensive work that has been done and is being done on generating
loop invariants [17]. Many researchers in the theorem proving and the program verification communities have lent much
attention to the goal of extracting loop invariants [4–8,18,19,21,28–30]. In [12] Ernst et al. discuss a system for dynamic
detection of likely invariants; this system, called Daikon, runs candidate programs and observes their behaviors at user-
selected points, and reports properties that were true over the observed executions, using machine learning techniques.
Because these are empirical observations, the system produces probabilistic claims of invariance. In [9], Denney and Fischer
analyze generated code against safety properties, for the purpose of certifying the code. To this effect, they proceed by
matching the generated code against known idioms of the code generator, which they parametrize with relevant safety
properties. Safety properties are formulated using invariants (including loop invariants), which are inferred by propagation
through the code. In [6], Colón et al. consider loop invariants of numeric programs as linear expressions and derive the
coefficients of the expressions by solving a set of linear equations; they extend this work to non-linear expressions in [28].
In [19] Kovacs and Jebelean derive loop invariants by solving recurrence relations; they set the loop invariants as solutions
to recurrence relations, and derive closed forms of the solution using a theorem prover (Theorema) to support the process.
In [4] Rodriguez Carbonnell et al. derive loop invariants by forward propagation and fixed point computation, with robust
theorem proving support; they represent loop bodies as conditional concurrent assignments; hence their insights are of
interest to us as we envisage integrating conditionals into our concurrent assignments. In [22], we discuss the difference
between traditional loop invariants (in the sense of Hoare’s logic [14,15]) and the loop invariants that we derive in this paper
from invariant functions, which we call reflexive transitive loop invariants. Less recent work on loop invariants includes work
by Cheatham and Townley [5], Karr [18], Cousot and Halbwachs [8], and Mili et al. [23]. Work on loop analysis and loop
transformations in the context of compiler construction is also related to functional extraction, although to a lesser degree
than work on loop invariants [2,13].
In [16] Hu et al. present a technique for slicing while loops while attempting to minimize slice sizes. The technique is
based on identifying the induction variable of the loop, and applying semantics-preserving transformations that represent
the effect of the loop by an if–then–else statement. Our work differs from that of Hu et al. in many ways, including:
• First, we do not need to identify an inductive variable (we can think of cases where no such variable can be defined,
let alone identified); by finding reflexive transitive supersets of the loop body, we in fact do away with the inductive
argument altogether.
• Second, our lower bounds can be arbitrarily partial, as they are not driven by the syntactic structure of the loop (while
slicing techniques slice the program, our divide-and-conquer techniques slice the program’s function).
• Third, the relation of our lower bound to the function of the loop is well defined (refinement), as is the rule for composing
lower bounds (join); by contrast, we could not find provable claims that elucidate the relation between the function of
the slices that Hu et al. extract, and the function of the while loop.
In [27], Podelski and Rybalchenko introduce the concept of transition invariant, which is a transitive superset of the
loop body’s function. Of special interest are transitive invariants which are well-founded; these are used to characterize
termination properties or liveness properties of loops. Transitive invariants are related to the invariant relations that we
introduce in Theorem 4, in the sense that they are both transitive supersets of the loop body. Though they are both transitive
supersets of the loop body function, transition invariants and invariant relations differ as regards a very crucial attribute:
whereas the latter are reflexive, and are used to capture functional properties of the loop, the latter are (typically) not
reflexive, and are used to capture what changes from one iteration to the next.
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Finally, in [1] Back and von Wright introduce a refinement calculus that they use to capture different kinds of loop
constructs, and to formulate transformation rules for loops. Program states are represented by predicates, program
statements are represented by predicate transformers, and program specifications are represented by pairs of predicates,
ordered by a refinement relation. The refinement relation forms a complete lattice, which is used to support algebraic laws
of program semantics and program derivations. The refinement calculus of Back and vonWright is more general than ours,
in the sense that it can represent a broader class of specifications; for example, the specification (true , false ) cannot be
mapped to a relation, as no relation can be total and have an empty range at the same time. In addition, the purely algebraic
nature of Back and vonWright’s calculus accounts for shorter, crisper proofs. Yet the lattice structure thatwe have presented
in this paper serves uswell for our purposes: it allows us to characterize approximations of the loop function; it supports our
stepwise composition of loop functions from an analysis of arbitrarily small pieces; and it allows us to infer that whenever
an aggregate lower bound of a loop is total and deterministic, then it is necessarily the function of the loop (since total,
deterministic relations are maximal in our incomplete lattice).
8. Conclusion
8.1. Summary
In this paper, we have presented a set of mathematical results that enable us to derive the function of a while loop from
a systematic analysis of its source code. This is generally an undecidable problem; hence we seek engineering approaches
to it. Our approach proceeds in three steps:
• First, the source code of the loop body is mapped from a (typically) sequential structure to a concurrent structure, by
eliminating sequential dependencies.
• Second, the concurrent structure of the loop body is used to derive lower bounds of the loop function in the refinement
ordering, which represent approximations of the loop function.
• Third, these lower bounds are combined together as a system of equations involving initial state variables and final state
variables, and this systemof equations is submitted toMathematica, which attempts to solve it in the final state variables.
If Mathematica finds an explicit solution for each final state variable and imposes no restriction on the initial state variable,
then we have found the function of the loop. If not, we have an approximation of the loop function.
In addition to presenting mathematical results, the paper discusses an application of these results in the form of a
prototype that derives the function of some loops, involving numeric computations, trivial function calls, simple array
manipulations, and simple abstract data type manipulations. A new version of this prototype, which handles arbitrary
control structures of the loop body, is currently under development, using the approach discussed in Section 5.6.
8.2. A pyramid of solutions
We can represent and summarize the main mathematical results of this paper as a hierarchical structure, in which
generality is represented horizontally and applicability is represented vertically, as shown in Fig. 5. Lower layers of this
pyramid represent results which are general but inapplicable. Higher layers represent results which are more readily
applicable but narrower (i.e. applicable under more restrictive conditions).
• Layer A. At the bottom of the pyramid is Theorem 3, which gives a general formula for the function of a loop, but it is an
impractical formula, for we do not know how to compute the reflexive transitive closure of a relation in general.
• Layer B. The reflexive transitive closure of a relation R is the smallest superset of R that is reflexive and transitive. As a
substitute for computing the smallest reflexive transitive superset of the function of the loop body, Theorem 4 asks us
merely to compute an arbitrary reflexive transitive superset thereof; in exchange, it does not give us the loop function
but only gives us a lower bound of the loop function, in the refinement ordering.
• Layer C. This layer acknowledges that the most economical way to derive supersets of the loop body is to structure the
loop body as an intersection. Forwhen it iswritten as an intersection, one can derive a superset of it by looking at one term
of the intersection at a time, or two terms at a time, or three terms at a time, etc. This divide-and-conquer discipline opens
the way for defining recognizers, which recognize patterns among the terms of the intersection and infer corresponding
lower bounds, as provided by Theorem 4.
Theorem 5 shows how to derive supersets of functions of the loop body when it is structured as a union rather than
an intersection. Normally, we could represent a layer C′ next to C on top of layer B in Fig. 5. In order not to clutter the
figure, we do not represent Theorem 5 in Fig. 5.
• Layer D. We have derived a number of recognizers to capture the semantics of some code patterns that we came across
as we tried to apply the results of layer C. Some of these recognizers are given in Figs. 3 and 4.
• Layer E.While layer D represents the recognizers thatwe have developed on paper, layer E represents the recognizers that
we have codified into the program that maps .cca code onto .mat code. Not all the recognizers that we have derived
are listed in Figs. 3 and 4, nor are they all implemented.
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A: Theorem 3
B: Theorem 4
C: Loop Body as ∩: Potential Recognizers
D: Derived Recognizers
E: Implemented Recognizers
F: Symbolic
Equations
-ﬀ
Generality
6
Applicability
Fig. 5. A pyramid of results.
• Layer F. Generating equations involving initial states and final states is not the end of the story. We also need to
resolve these equations to derive final states as a function of initial states using Mathematica. Not all the equations
that we generate with the recognizers can be solved using Mathematica. Hence we are, once again, trading generality
for applicability as we move from layer E to layer F. Layer F represents loops whose loop body can be represented as an
intersection, whose statements can all bematched by implemented recognizers, andwhose equations can all be resolved
using Mathematica.
8.3. Prospects of further research
Our prospects for future research can be formulated in terms of the pyramid shown in Fig. 5. Figuratively speaking, our
goal is to turn the pyramid into a tower, by broadening each layer as much as the layer below it allows. Specifically:
• Layer F. The symbolic resolution of equations is currently the narrowest bottleneck. While Mathematica is very good
at resolving and simplifying numeric equations, we have found it unable to combine additional hypotheses about state
variables in the form of predicates. This matter is currently under investigation. Among other venues, we are exploring
the possibility of using other rewriting systems in addition to or instead of Mathematica.
• Layer E. Implementing existing recognizers is fairly straightforward. The framework for storing and using recognizers is
currently in place (written in C++); this task is a simple data entry step.
• Layer D. Deriving recognizers is one of the most interesting tasks of this project, first in terms of technical
interest/challenge, and second in terms of impact on the success of the project. This step allows us to capture
programming knowledge and domain knowledge into the function extraction program.
• Layer C. The most critical task at this level is the ability to handle loop bodies with arbitrary control structures. The
introduction of conditionals in the cca notation, the introduction of conditions in the recognizers, the need to handle sets
of lower bounds for each branch of the cca structure, and the need to compute the intersection of the sets of candidate
lower bounds all involve a radical overhaul of the algorithm that we are currently using. This work is currently under
way. Figuratively speaking, we need to build another pyramid on top of layer B, starting with Theorem 5 and working
our way up.
• Layer B. We are not actively seeking to broaden layer B at this time; we feel that Theorem 4 offers a broad basis for a
divide-and-conquer approach to the problem that we are addressing.
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Appendix. Proof of Theorem 3
Proof. We use Mills’ theorem. To this effect, we let F be the function on S defined by
F = (I(t) ◦ [B])∗I(¬t)
and we check in turn the three conditions of this theorem.
First condition: dom(F) = S. We assume that there exists an element s of S that is outside dom(F). Because this element
is in S, and because [w] is total, execution of w on s terminates in a state s′. We infer that there exists a natural number n
such that
(s, s′) ∈ (I(t) ◦ [B])nI(¬t)
(n is the number of iterations that it takes to produce s′ from s). Hence we infer
s ∈ dom((I(t) ◦ [B])nI(¬t)),
from which we infer, in turn,
s ∈ dom((I(t) ◦ [B])∗I(¬t))
(by definition of the reflexive transitive closure), from which we infer (by substitution)
s ∈ dom(F),
which contradicts the assumption that s is outside the domain of F .
Second condition:
I(¬t) ◦ (I(t) ◦ [B])∗I(¬t)
= { substitution }
I(¬t) ◦ ((I(t) ◦ [B])+ ◦ I(¬t) ∪ I(¬t))
= { distributivity }
I(¬t) ◦ ((I(t) ◦ [B])+ ◦ I(¬t)) ∪ I(¬t)2
= { simplification; the first term is empty }
I(¬t)2
= { relational identity }
I(¬t).
Third condition:
I(t) ◦ [B] ◦ [w]
= { substitution }
I(t) ◦ [B] ◦ (I(t) ◦ [B])∗ ◦ I(¬t)
= { relational identity }
(I(t) ◦ [B])+ ◦ I(¬t)
= { pre-restricting a relation to a superset of its domain }
I(t) ◦ (I(t) ◦ [B])+ ◦ I(¬t)
= { adding a null term }
I(t) ◦ (I(t) ◦ [B])+ ◦ I(¬t) ∪ I(t) ◦ I(¬t)
= { left factoring }
I(t) ◦ ((I(t) ◦ [B])+ ◦ I(¬t) ∪ I(¬t))
= { right factoring }
I(t) ◦ ((I(t) ◦ [B])+ ∪ I) ◦ I(¬t)
= { definition of reflexive transitive closure }
I(t) ◦ ((I(t) ◦ [B])∗) ◦ I(¬t)
= { substitution }
I(t) ◦ [w]. 
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