Most research methodologists within psychometrics, marketing research etc. refuse to work with qualitative data like sheer text (i.e. excerpts from focus groups) ± they will not touch the issue with the end of a barge pole. According to this prevailing view, data analysis has to deal with well-structured information consisting of numbers, digits, figures, tables and little else. Simultaneously, qualitative researchers regard the use of quantitative techniques for analyzing qualitative data as pure heresy. They stress that mechanical analysis of text lacks sensitivity to non-textual (non verbal) data sources in a group. For instance, nodding, gesticulating, smiling, use of hands etc. is not accounted for and thus can not be recorded properly. Moreover, a quantitative analysis cannot register the``snowballing-effect'' that appears when a comment by one respondent triggers an interesting new viewpoint by another respondent [1] .
In a way the two contradictory viewpoints both appear reasonable, at least if one approaches the problem by way of narrow research paradigms. But do the two approaches at all consist incompatible alternatives or``competing'' methodological tools?
Indeed, one could argue that qualitative research can benefit from creative quantitative treatment. Moreover, it is improbable that quantitative analysis will render qualitative analysis superfluous within the human sciences. In many situations the two approaches constitute a synergetic system, thus benefitting both qualitative and quantitative research. Fortunately, this viewpoint today is shared by a growing number of scholars. Consequently, during the nineties, several quantitative algorithms have been developed for analyzing qualitative data (Tesch, 1990; Fielding and Lee, 1991; Dey, 1993; Kelle, 1995) . Figure 1 displays the steps involved in a quantitative analysis of a focus group interview. First, one has to record the focus group discussion, preferably using a video (since a voice recorder will not record nonverbal communication). Although the quantitative techniques cannot register a nodding, smiling etc., the researcher has the opportunity to inspect the video and use nonverbal communication for his qualitative report. Second, it is necessary to produce a complete text excerpt of the verbal communication. Third, the input (the text body) has to be coded (prepared) appropriately before the quantitative analysis can begin.
Fourth, a series of quantitative runs is performed. Only if findings seem interpretable, the analysis ends and the findings can be documented and published.
Assumed that step four produces results that make no sense during step five, one of several outcomes is possible: (i) the researcher can decide to perform reruns varying available options and parameters that come with his/ her software. Alternatively, he or she could choose to use other computer programs. If new programs do not facilitate interpretation, then the researcher may be forced to move one step back (ii), namely to continue working on the coding of the text (step three). Maybe the preparation phase was not handled properly.
This procedure is both cumbersome and time consuming, but it may prove necessary. If new runs still do not provide satisfactory results, then the researcher probably is advised to abandon further quantitative analysis (iii).
While passing through the six steps of Figure 1 we should always keep in mind that the quantitative analysis is used as a supplement to the qualitative report. It has no raison d'e Ãtre per se. A detailed discussion of steps three to five is provided below.
When performing a quantitative analysis based on digital data, we sometimes are unable to make an interpretation of the results. Correspondingly, there will be cases where we have to abandon quantitative analysis of text. Text is an extemely complicated construction, much more complicated than digital data: each word makes up an observation. Since a typical focus group contains, say, 5,000 words, there will be 5,000 data-points. While many words are unique (only appear once), others will appear frequently. It is reasonable to assume that a focus group contains about 1,000 unique words.
If we treat text as a statistical measurement problem this corresponds to 5,000 observations of a single item. Unfortunately, the variable is nominal scaled and has 1,000 different levels! It is needless to say that most number crunchers would refuse working with a data-set like this. As a rule of thumb, 20 levels are regarded as the maximum number of classifications concerning a variable which is measured according to categorical scale. Furthermore, a lot of logical constructs and axioms that are taken for granted when analyzing (ratio-and interval-scaled) numbers are invalid or corrupt when working with text. For instance the mathematical relations of reflexivity, symmetry and transitivity simply do not apply when working with text (for a detailed and annotated discussion of this, based on Tarski's terminology, Tarski (1977 , see Schmidt, 1999 .
Algorithmic developments and software available for analyzing text
Presently the researcher can choose between a wide array of programs for analyzing text. Table I provides a list of available programs [2] . I will only briefly mention two of the most widely used approaches, General Inquirer and NUD.IST. General Inquirer III (Zu È ll et al., 1989) , developed at Harvard in the late 1960s, can be used for sophisticated text analysis. It contains comprehensive content dictionaries like the Lasswell Value Dictionary and the Harvard Psycho-Sociological Dictionary. While scanning the text, these dictionaries help the researcher to determine the common and connotative meaning of words. The program uses tags of different order for summarizing purposes. For an instance swim, run, walk, fly belong to a group of words that are specifications of move, which is itself part of a supergroup of words referring to behaviour and activities on a higher level of generalization. This feature helps the researcher to detect patterns in the text. NUD.IST (Richards and Richards Figure 1 Steps involved in quantitative analysis of focus group interview 1991) is designed to handle nonnumerical, unstructured data by supporting processes of indexing, pattern-recognition, and searching. Specific operators cover Boolean and nonBoolean co-occurrences of nodes in the text, lexical and conceptual context relations, construction of n-dimensional Miles/ Huberman qualitative matrices, etc. (Miles and Huberman, 1994) .
The listing of Table I contains 27 programs. But since some of them exist in different versions, run under various platforms, are shipped in several modules etc. we assume that the total number of programs available exceeds 50. The classification shown can be questioned since several programs overlap with regard to facilities and options included. Some programs could be placed in several categories simultaneously. Therefore, the grouping should only be regarded as an approximation.
To some degree, however, the following holds (especially for categories one to four). The successor class of programs is capable of doing what the predecessor group could do. But since it was developed at a later point of time, it contains some new and improved features. The best and most fundamental features, like searching, indexing, and word counting today are put into the standard toolbar of virtually all text-analyzing software. Consequently, many of the programs today resemble each other (a development not unlike what has happened to wordprocessing, spreadsheet, and presentation software). Searching, once pioneered by WordCruncher, today is an indispensable part of office programs, browsers, web-page protocols, and dos-editors.
The prices of the software displayed in Table I tend to vary between US$50-100 for a students' lab version and US$2,000 for a full edition of the most powerful programs. It is not self-evident that the researcher who is about to quantify a text at all needs to invest in tailored standalone software. If one only has to sort, search, and index then a creative use of database management software like Dbase IV, Oracle or Access may suffice. One should also note that several of the programs in Table I only work properly, provided that the input file that is being read contains an English language text. Otherwise, some words that are spelled alike in the foreign language and in English are treated erroneously [3] . Therefore, it is important to check whether the analytical program runs the risk of misreading the input data file because of hidden or invisible language incompatibility.
Up to now all available textual computer programs are plagued by two major weaknesses. One important drawback concerns processing-time. It is a very time consuming and cumbersome task to manipulate the input file and ready it for analysis. First, it takes one or two workdays to transcribe, say, 12-15 pages of a focus group excerpt ± if everything works out well! Unfortunately, the sound quality of the recorded tape often will be poor.
Some respondents will be difficult to understand due to mumbling, muttering, drawling, stuttering and speaking too quiet, thereby impeding and delaying the transcription phase even further. Next, the Source: Catterall and Maclaran (1998) coding of words, text-strings, paragraphs, patterns, links, relations, etc. is demanding: Higgins et al. (1996) report that it took them a minute to code each half line of text when first working with NUD.IST [4] . To make things worse, subsequent analysis often will turn out to be quite unstable and cumbersome, since the language model involved usually needs to be refined over and over again before an acceptable result is found. Therefore, coding and computer runs easily may consume two more days. Finally, the report has to be produced, necessitating at least one more day. As a consequence, the task of preparing the focus group discussion for analysis, performing the runs, and producing the report may well occupy an entire workweek or more. Obviously, such a complex methodological procedure ± due to the involved costs ± by far exceeds what most companies are willing to spend for analytical purposes. There is little doubt though that the problems involved in the preparation phase can be properly addressed, assuming that sufficient time and``sweat'' is attributed to getting the job done.
In the mid 1980s a promising approach was reported by two German scholars within consumer behaviour (Grunert and Bader, 1986) . Based on two characteristics: location in text; and frequency (number of occurrences); the researchers established a simple table of pre-specified keywords. The distance between a pair of keywords was defined as the number of other keywords separating them. So, in the sentence``I prefer to use Kodak for taking pictures'' the distance between``prefer'' and``pictures'' is two units. The resulting proximity matrix is shown in Table II .
Thanks to its format a table of this type can be used as input for perceptual mapping. Due to a lack in algorithms and software available at the time of the study the theoretical efforts of Grunert and Bader (1986) never received a commercial or academic breakthrough.
An ANN-based approach for analyzing text
Most scholars agree upon what constitutes an important characteristic of a powerful quantitative model: a scientific algorithm should provide the researcher with some clues about patterns in the text. For example, a capable program could contain built-in options facilitating the``automatization'' of the entire research procedure. It should not be necessary that the researcher himself needs to make all the model-building assumptions. But that is exactly how a traditional textanalysis program works. And that is where an unsupervised self-organizing ANN-approach is especially appealing, since it ± unaided or unguided ± comes up with quantified clues concerning associations (links) between words. The procedure is still subjective until the keywords for the analysis have been selected [5] . The selection of keywords could be made less subjective by letting a panel of expert-judges help selecting the keywords. Unanimity or consensus across judges could be facilitated using a Delphi-technique.
An ANN-based program does not require any pre-coding of text or predetermination of what categories of information might exist in the text in advance. If one wants the program to work properly, one still needs to do some coding (see below). But we believe that less time is spent on coding as compared to traditional programs.
A rather new ANN-based software (CATPAC 4 Windows from Terra Research), is capable of performing several analysis of a qualitative input:
. word frequency count;
. neural network analysis;
. cluster analysis; and .
perceptual space analysis (multidimensional scaling or MDS).
The underlying software is based on an algorithm developed by a communication expert at the University of Buffalo (Woelfel, 1993) .
The program begins with a set of artificial neurons; one for each word in the text it is reading. The analysis is initiated by passing à`s canning window'' through the text. This scanning window consists of n consecutive words. The default value is seven, which according to information scientists is about as many words as a human reader looks at in one glance (Miller, 1956) . The window slides to the right through the text, one word at a time, such that, if n is set to seven, the window will first contain words 1 through 7, then 2 through 8 etc until it has scanned the entire text. Each word that appears in the window is associated with an artificial``neuron'' in the program's simulated brain. Whenever two or more neurons are simultaneously active, the connection between them is strengthened by a small amount. Any neurons that appear in the jth window but are absent in the jth+1 window will lose part of their activation value (default is 10 per cent decrease), thereby simulating the force of forgetting in biological systems (essential for developing a stable system). Mathematically, the structures of this computer-generated`b rain'' can be represented by a square matrix of numbers. Each row and column in this symmetric matrix represents a neuron (word), and each number (an updatable weight) indicates the strength of connection between the pair of words, corresponding to the row and column of the number. The matrix resembles a typical covariance or correlation matrix where the cell entries are made up of numeric weights, reflecting the strength of association between words j and k [6] . It can be used as input file for multivariate statistical analysis like factor analysis, correspondence analysis, etc. (adapted from Woelfel and Stoyanoff, undated, .
The software has been subject to several journal reviews. Chakrapani (1995) seemed to be quite impressed but confessed that he did not have the time to test the program on a wide variety of texts to fully explore its capabilities. Be Âlisle (1996) concluded that the software in its actual stage of development falls short of expectations. After having tested the program on a focus group and some lists of text, he gave up since no of the program's clustering of words made sense to him. In fact, he found most of the outcomes tantalisingly obscure.
In a way the latter reviewer is right. If you presuppose that the software you are working with is capable of detecting patterns and structures in your data right away, then a simple neural net is definitely not an option (nor is any other program that is capable of scrutinizing text). When analyzing ordinary quantitative data, we are used to letting the computer do, popularly speaking, 80 per cent of the work for us, thereby limiting our own workload to 20 per cent.
However, provided that you work with qualitative data the ratio between the computer's and your own contribution seems to be almost reversed. The data preparation stage is extraordinarily demanding when compared to the analysis phase. And even then the results often turn out to be quite awkward unless a good deal of time is spent on repeated runs, reruns and plenty of recoding. Therefore, it is to no surprise that one gets it all mixed up when simply loading an ASCII-file containing a raw or unprepared focus group excerpt into the program. That will take you nowhere. Thus, before the textfile is read by the program one needs to carry out a carefully prepared``data cleansing'' or`s moothing out'' procedure. The following paragraph provides you with some clues and rules of thumb with regard to how this could be done.
Data preparation procedure
Before running CATPAC it is recommended to carry out the following procedure: (1) One has to separate the entire input text into important words (keywords) and unimportant words. This task is necessary because the analyst needs to establish an exclusive list of keywords. Keywords are defined as words that carry valuable content or information concerning the phenomena under study [7] . Examples of important words are brand names, words indicating awareness, preference and disliking. The list of unimportant words includes articles, conjunctions, adverbs {a, the, and, or, etc.} but also the majority of verbs and nouns. Furthermore, keywords must appear`f requently'' ( i.e. at least three to four times) across the text-entity. Rare and unimportant words need to be listed in a separate document. CATPAC reads this so-called exclude-file (carrying the extension .exc), thus enabling the program to simply ignore the unimportant words during the final analysis [8] .
(2) It is necessary to perform a laborious`s moothing out'' process regarding the remaining gross list of keywords. A typical focus group discussion (duration two to three hours) usually transforms to between ten and fifteen pages of text containing approximately 5,000-8,000 words. However, only 1,000-1,500 of these words will be unique [9] . Therefore, one has to decide on a uniform way of spelling alternate grammatical variants (derivatives) referring to the same stem or root of a word (plural or singular, verb or noun, etc.). Consequently, {child} , {children's} , and maybe even {childish} have to be substituted with, say {children} . (3) Synonyms must be considered.
Accordingly, one has to scan or proofread the entire text, while concentrating on keywords having the same or nearly the same meaning like {children} , {kid} , {siblings} , {daughter} etc. Once more, it is necessary to agree on one standardized format. The latter two steps might be significantly eased and improved by using competing software not considered here [10] . (4) The researcher has to care about homonyms (homographs) ± words that have the same spelling, but differ in meaning or in the way they are used in the context. If {playing} is a keyword in a focus group about ads for toys, then``{playing} (= experimenting) with typefaces on a computer'' should not to be confused with`c hildren {playing} with Lego toys'', although both cases may occur within the same discussion. Whenever such cases occur, they must be dealt with properly. An assessment of the empirical usefulness of the approach Peacock and White (1994) have been using CATPAC for analyzing respondents'
responses to an open-ended question concerning the popularity of radio programs. They detected that the week that was used for field interviewing might have been atypical. This important finding had not been detected prior to running the neural network analysis on the data. In a separate study the authors concluded that the neural network program was capable of finding the most frequent types of comments by diarykeepers as recorded by an experienced researcher of qualitative interviews. Wassmann (1992) has been analyzing responses to an open-ended question with the help of CATPAC. The focus of the study was people's attitudes toward low emission cars and the data were gathered amongst visitors of an electric car display. After a series of runs with different options he found several stablè`w ord clusters'' used by respondents to explain why to buy electric cars.
An established and widely practiced way of evaluating the capability of new software is to analyze how well it performs when exposed to a small test sample. In this paper we have been using a brief focus group excerpt centering on holiday cruises in the Caribbean etc. It was conducted for a travel agency amongst young and single males. Details are to be found in Burns and Busch (1998, pp. 238-9) . The raw data thus generated consist of two-thirds of a page in a textbook being scanned into the computer and afterwards briefly refined with a text-editor. The moderator's remarks were deleted, the names of respondents substituted with codes, all punctuation marks transformed to``.'' or`, '' and any dashes removed. Combined words being separated by apostrophes like {don't} were written out {do not} . Only 80 spacings or columns per line were allowed for [13] . After having carried out these minor manipulations, the ASCII text consisted of 447 words out of which 183 were unique.
It necessitated six introductory runs corresponding to approximately one hour of work to produce a preliminary model. The result was a gross list of about 40 keywords which were found worth considering for further analysis. Next, a final series of six runs was carried out. After each new run the gross list of keywords was re-evaluated (reduced) and some minor adjustments were performed (in the final analysis we ended up with 15 keywords).
Simultaneously, all seven within-program clustering algorithms were assessed, and some default values varied.
The program seemed to be rather stable with regard to modest changes in the setup and clustering method. This need not hold if the text is much longer and thus contains both more keywords and high-frequent cases [14] . In such situations, results may indeed be quite sensitive to changes amongst the preset parameters, especially those of the involved neural net model [15] .
An easy way to surmount this problem would be to simply leave these default figures unchanged. Unfortunately, however,``F F F a neural network modelis not a method in which you can just use the default values and be assured of an acceptable model'' (Hair et al. 1998, p. 691) . Therefore, leaving defaults unchanged does not work either, since doing this may generate an improperly trained or overfitted system, thereby invalidating the model's generalizability [16] . Table III shows the text in the version that was read by CATPAC. All 48 occurrences of the 15 selected keywords have been underlined for illustrating purposes [17] . When inspecting the text we note a few typographical peculiarities constituting deviations from the original source: In some cases a keyword appeared in different formats of the underlying stem ± plural or singular, a verb in different tenses, verb versus noun etc. Such cases appear in Table III with a capitalized last letter. For instance {planninG} in the original version read {plan}. Likewise, in cases where a word has been exchanged by a synonym, this is indicated by capitalizing every second character. Example: {PrIcE} originally read {cost} [18] . The text contains nine negations, i.e. five cases of {do not}. No actions were taken to neutralize keywords inflicted by an environing negation, though [19] .
If the text to be analyzed exceeds one page, it is strongly recommended that the analyst establishes a special log file in which he or she notes every slightest change between the original text source and the ASCII textversion that is used as input for the neural net. This is the only way to ensure a one-to-one correspondence between the two versions ± an indispensable prerequisite for a stringent and methodological approach. Skipping systematics at this step of the analysis can be essentially fatal, because one runs the risk completely to lose track of what is going on. If that happens there is nothing to do but`b ooting'' the ongoing research and start the analysis all over again. One should never forget that quantifying text is an extremely complicated task: even our small empirical test is compatible to a traditional quantitative data analysis with 447 measurements of a variable that is nominal scaled and having 183 levels! This problem we then finally reduce to 48 measurements of a variable with 15 levels.
Table IV displays a wards cluster analysis concerning the 15 keywords being selected for the final run (The keywords were selected by the author without any help from experts or a panel of judges). The second column provides a frequency count of the chosen words. Combined, they appear 48 times across the text body. In the final column we have tried to name the four clusters being suggested by the software. The percentage in brackets indicates the importance or size of the cluster (keyword frequency in cluster as a percentage of total frequency).
According to our view, the combined efforts of network and cluster analysis succeeded in producing a result that seems to make some sense and appears interpretable.
In addition to ordinary cluster analysis CATPAC includes a feature called ORESME interactive clustering. Unfortunately, the users' manual provides very little usable information with regard to the underlying algorithm. However, the researcher is asked to tag one (or several) keywords on the screen. Then he or she needs to mark thè`c ycle input'' button and then await the outcome. For instance, tagging the keyword {agency}``activates'' keywords {planning} , {travel} , and {trip} indicating a relationship or positive association between the involved keywords. We believe that this feature has the potential to become a powerful strategic management tool, assumed that analysts are allowed to inspect and explore the``source code'' of the underlying algorithm. So far that has not materialized, though.
The core of the output produced by CATPAC is a table of weights reflecting the power of association between keywords j and k. In this n Â n matrix keywords appear as variables once in each row and column. The matrix is symmetric and resembles a covariance or correlation matrix with two notable exceptions: main diagonal entrees are not unities and more than 80 per cent of offdiagonal entrees are negative [20] . The matrix can easily be exported to statistical software like SAS and SPSS for further multivariate analysis. Table V shows the results of a factor analysis based on the``correlation'' matrix of keywords [21] . The four factors extracted were able to explain approximately half of the variance. Comparing the factor solution with the cluster analysis of Table IV we note a Sometimes, I just rent a moped or car and drive around 2. Well, I do not really care to go that way. I much prefer to have someone else worry about where I need to be and when, and to just tell me where to catch the next bus or van out or back 3. Yes, I do want that for the most part. But I do want some personal exploration time like the time they give us in native shopping LoCaTiOn or to exploratioN the town or sights. I like a little adventure on my cruisE, but in a controlled way, so I know that I do not waste all of my time searching for something special that does not exist 1. Yes, I really prefer to make up my own cruise. Getaway has only about three to pick from in each of its cruise LoCaTiOn. I have done Jamaica, and the Bahamas, and where was that other place. Anyway, there are no more places to go in the Caribbean with Getaway. Plus, I think they are a little pricey for what you get 2. No, they are not. You pay more for those Delta vacatioN or the American Airlines FlyAways than you do for a typical Getaway trip 3. Getaway is cheaper by the package. But it is because Getaway crams so much into a trip. You do not have a spare moment to yourself, so you feel that you are getting a lot for the price you pay. That is still quite a bargain by the way I figure it. 1. Getaway is a limited cruise travel agency, the Caribbean and Alaska are the only places they go. I want a lot more variety when I planninG my vacation, and so I go to other travel agencY. In fact, last week I experimented with a buildityourself trip that a travel agency has on the Internet. It let me pick and choose where I wanted to go, and then it gave me a total PrIcE 2. Those systems are way too complicated. There are just too many things to pick from. Besides, I think it is just a trick to make you think you are planning your triP, but in the end you just plug into triP that the agency has already set up. All I need to pick from is trip A, B, or C 3. Yes, that is a lot more appealing as long as there is some free time for exploration every day or so. I do not want to punch minutebyminute choices on a computer menu screen Source: Burns and Busch (1998, pp. 238-9) perfect match between factor 1 and cluster 4. Furthermore, all keywords of cluster 1 reappear in factor 2, while the remaining two keywords of factor 2 (having opposite signs) relate to cluster 3. Finally, factor 3 seems to resemble cluster 2. Figure 2 displays a MDS plot of the 15 keywords. The plot has been produced by Terra Vision, a separate module that is included in CATPAC. It is easy to save a coordinate file once introductory runs have been finished. Terra Vision uses the correlation-matrix as input and then establishes a psychographical map displaying the keywords in a two or three-dimensional space. The object space is rotatable along all three axes, values can be transformed according to a logarithmic scale, and the space can be both imploded and exploded.
When we examine Figure 2 , we note a close correlation between the distribution of keywords in the two-dimensional space, and in the cluster-solution according to Table IV . Only in one case a keyword of Table IV {price} does not match the geographical pattern of Figure 2 . While this intuitively may seem contradictory, it need not be so, since the underlying algorithms, cluster analysis and MDS, differ (the purpose of clustering is to identify differences between cases while MDS aims at producing a common space). Furthermore, a graphical MDS usually is based on a low dimensional space.
In Table VI we provide summary statistics concerning the use of words and keywords by the respondents. Figure 3 displays an Euler diagram of the 183 unique words. While each of the respondents, roughly speaking contributes to the focus group with 30 per cent to 40 per cent of the words spoken, respondent 1 comes up with more then half of the accumulated keywords (Table IV, last  column) . So, if the researcher is especially interested in pre-specified keywords, then he or she should perhaps put the name of respondent 1 into a database that keeps track of``successful keyword generators'' for later reuse.
However, if the analyst wants to optimize the``variety'' of words, then he or she might be tempted by respondent 3. His total use of words is about average, but while he uses few keywords, he utters more``selective'' unique words than respondent 1 (respondent 3 produced 48 unique words that were only mentioned by him, versus 45 of respondent 1. See Figure 3) . Furthermore, respondents 1 and 2 seem to be on better``speaking terms'' than respondents 2 and 3: while respondents 2 and 3 only share 24 words respondents 1 and 2 share 40 unique words. Respondents 2 and 3 do not really``speak the same language''.
To sum up: respondent 1 is the keyword generator, respondent 3 is good at creating unique words and 1 and 2``swing together''. If we assume that this kind of word analysis is carried out systematically across respondents 
Concluding remarks
According to Miles (1979) the most serious and central difficulty in the use of qualitative data is that methods of analysis are not well formulated. For quantitative data, there are clear conventions the researcher can use. But the analyst faced with a bank of qualitative data has very few guidelines for protection against self-delusion, let alone the presentation of unreliable or invalid conclusions to scientific or policy making audiences. How can we be sure that aǹ`e arthy'',``undeniable'',``serendipitous'' finding is not in fact wrong (Miles 1979, p. 591) .
We should always be cautions to separate the item investigated (i.e. the respondent), from the measurement instrument (which is being defined and controlled by the researcher). If we do not erect a``firewall'' between researcher and item, there is a fair chance that we end up falling into the same kind of trap as did the early Freudian analysts: they emphasized that their theories were constantly verified by their`c linical observations''. In one of his books philosopher of science Karl Popper (1963, p. 35 ) tells the following story:
As for Adler I was much impressed by a personal experience. Once in 1919, I reported to him a case which to me did not seem particularly Adlerian, but which he found no difficulty in analyzing in terms of his theory of inferiority feelings, although he had not even seen the child. Slightly shocked, I asked him how he could be so sure.``Because of my thousandfold experience'' he replied``whereupon I could not help saying:`a nd with this new case, I suppose, your experience has become thousand-and-one-fold.'' While it seems unfair to compare early psychoanalysts to modern qualitative researchers, the example underpins one of the main problems of qualitative analysis: the lack of an unanimously agreed-upon scientific methodology.
We think a program like CATPAC has some advantages when compared to the dozens of programs available for analyzing text, the software's strength undoubtedly being its ANN-based algorithm. We believe that a careful use of quantitative algorithms for analyzing text moves the qualitative researcher one modest step towards the Popperian line of demarcation separating soft sciences and hard sciences.
Prior to performing an ANN-based analysis of text the researcher can develop hypotheses concerning frequency of keywords (i.e. that some words are used more frequently by males than females, more by customers than noncustomers etc.). Likewise he or she may speculate about which keywords are related and which are not. If the involved hypotheses are specified appropriately, they can easily be verified or falsified using well-known statistical tests like chi-square, badness-of-fit etc.
While quantitative analysis of text provides the researcher with an instrument for testing simple statistical hypotheses about certain characteristics of the text and its content, there is still a long way to go before a text can be subject to detailed and advanced statistical analysis. We doubt that this will be possible within a foreseeable future. Some qualitative researchers still consider analysis an art form and insist of intuitive approaches to it (Miles and Hubermann, 1994, p. 2) . We agree on that.
We believe that text analyzing software is recommendable to the researcher who needs to scrutinize a focus group discussion at least several times a year. It is also a must that he or she possesses the necessary time for preparing the text and for running and refining the analysis. We think that the serious researcher will be able to perform a comprehensive CATPAC-based study (incl. production of a text excerpt and performing, say, three-four runs of separate text strings (subtopics)) within two to three work days. A week should suffice to analyze the entire ten to 15 pages of excerpt. While this is not much time for a scientist, it may feel like an eternity for the busy research agency consultant. Fortunately, there is a significant degree of learning-effect involved in working with text analyzing software. Notes 1 This last argument was put forward by one of the blind reviewers. However (1.) assumed that the new interesting comment contains a keyword, (2.) anticipated that the keyword is "released" towards the beginning of the discussion and (3.) afterwards is "innovated" by the respondents during the ongoing discussion, then it will, indeed, be recorded by the ANN-model. When it appears frequently after it is introduced and it appears in a text environment of certain other keywords, then the updatable association weight will increase, thereby indicating relatedness of the new keywords to other ones. This is because a neural net usually scans the text from beginning to end. Note: when the interesting keyword appears towards the end of the focus group excerpt, then the neural net will underestimate its importance thus biasing the analysis. 2 The following list of methodological approaches is far from complete. For a comprehensive and excellent discussion see Weitzman and Miles (1995) . 3 One example: In English``have'' may be used as a synonym for``possess'' while in Danish a word spelled alike often can be substituted with``park'' and translates to``garden''. 4 Of course, there is a learning effect involved in working with software. Therefore, an experienced programmer will be able to code NUD.IST textstrings much faster. 5 A keyword is a word that is selected by the researcher because it is found to be important. For practical reasons (i.e. visual inspection in a low dimensional space) a computer run is limited to contain no more than 50 keywords. If one uses too many keywords it becomes very difficult to make an interpretation of a two or three dimensional plot. Anyone used to working with items in space knows that things get messy and blurred if you end up with too many items to scrutinize in one glance. 6 So, during the computer analysis the entries of this symmetric matrix consist of updatable weights reflecting the association between pairs of keywords. 7 From now on, whenever we talk about a word, perceived as a datapoint or observation, we put it in {these} brackets. 8 Given the ratio between keywords and unimportant words the developers of the program should have reversed the way this problems is solved: It would be faster and easier to run the program if the researcher only needed to enter the keywords, assuming that the are kept and that the remaining words are excluded automatically. There is a feature in CATPAC aimed at keeping or including words. The appropriate system-file carries the extension .inc. However, its main purpose according to the developers is to ensure that words thus can be retained in the ANN-model, although they would otherwise have been excluded because they fall beyond the researcher-specified frequency level (i.e. they appear only once or twice). 9 A unique word is a word that may or may not appear several times in the text, but it is only counted for once, thus the sequence {prefer, prefer, prefers} is treated as two unique words. The amount of unique words ± as percentage of total words ± varies inversely with the total number of words. 10 Several text retrieving programs like Metamorph, ZyIndex and Sonar Professional come with a built-in thesaurus. This feature is used to expand a word in a search request with a list of equivalent or similar words. The query will then scan the text for any occurrence of words appearing on the extended list. Folio VIEWS is shipped with a powerful stem-search facility, enabling the researcher in most cases to trace any cognate of the same word (CATPAC can perform a kind of stem search but it necessitates a prior alphabetic sorting of all words which takes time). Unfortunately, an English language thesaurus built into a stand-alone program with a narrow purpose it to little use if the text under scrutiny is, say, Portuguese or Danish. The programs briefly mentioned in this footnote are subject to excellent in-depth reviews by Weitzman and Miles (1995) . 11 On average, there will be about ten negations or so for each normal page of text. Depending on the mood of the respondents and the atmosphere or problem-environment there will be deviations from this crude rule of thumb. Choosing {not} as a separate keyword would, ceteris paribus, almost certainly make it the highest-frequency keyword of the entire analysis. The effect would be that the neural network algorithm misreads the content, since the self-organizing algorithm``thinks'' that {not} has a sovereign and universal meaning and treats it in that way, which of course is meaningless. In selected cases negations could be included, namely if they tend to be linked to the same original keyword. For example {do not like} could be substituted by {notlike} or perhaps even better by {dislike}. 12 Furthermore, it may result in an overestimation of the importance of the keyword that the pronoun is replacing, due to reasons mentioned in the previous endnote: the keyword becomes a very high frequency word. Because of this artificial phenomena it dominates the network model, thereby corrupting the analysis and biasing the results. 13 No non-English characters like {, õ È, , etc.} would have been accepted. In the present text, there were none, however. 14 One should keep in mind that our input text was quite brief. Compared to a real life study its size was at least 15 to 20 times smaller. However, the short fragment is compatible in length to a brief subtopic out of, say, ten being raised by the moderator during the whole session. 15 The default network parameters that are opt for manipulation include size of scanning window, number of cycles, threshold level, decay rate (forgetting), learning rate, Zelft Analysis and transfer function (Sigmoid, Hyperbolic Tangent, and Linear). 16 Concerning the final run that is presented here, we have indeed been using the preset defaults that came with version 1.0. This should make it easier for the reader to re-examine and check our results wherever it is found appropriate. 17 The present text contained 447 words of which 183 were unique. The final run is based on 48 occurrences of 15 keywords. This implies that the exclude-file contains exactly 399 cases across 168 uniques. 18 These rather strange manipulations proved necessary since CATPAC only can handle a text in ASCII-format. This excludes using the wide array of typographical tools available in text editors like underscoring, indenting, bolding, using small capitals, changing typefaces and colors etc. 19 In fact, some of them could cause problems. The first {do not} is followed by {like} and close to other keywords like {cruisE} and {prefer}. If we ignore this fact, CATPAC will completely misread the content of the involved sequence of keywords. The second occurrence {like the time} also has no relation to the word in the way we wanted it to be used. It only holds for the third case {I like F F F adventure F F F on my cruise}. However, the present text is only used for a pedagogical purposes and since the overall study results seem to be unaffected by the problem, we decided not to exclude it from our analysis. 20 The underlying rationale may be that more words are unrelated than are positively related (Negative values are on average significantly smaller than positive ones). 21 Usually, the input data set in factor analysis is a mxn observations times variables matrix containing raw data. But it is also possible to use aggregated matrices like the correlation matrix directly as input matrix for statistical analysis. In SAS PROC FACTOR this is done by creating a TYPE=CORR data set and specifying that the appropriate matrix is the correlation matrix (_TYPE_='CORR'). In our case we were using the symmetric``covariance'' matrix consisting of the association weights between keywords. This matrix is delivered as part of the CATPAC output. Note: SAS assumes that the underlying raw data matrix, on which the correlations matrix is based, has a``huge'' number of observations. In the present case, this assumption can be questioned, indeed. Note finally, that all main diagonal entries have to be set equal to unity prior to running the factor analysis.
