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Abstract--It is shown that Euler's rule, applied on an automatically (and adaptively) determined 
sequence of variable steplengths, can be used to solve efficiently systems of ordinary differential 
equations of moderate stiffness. This sequence of steplengths is formally shown always to produce 
stable results when applied to a restricted test equation, but in practice appears to do so for any 
problem. For some problems, the solution advances suffÉciently rapidly for the technique to be seen 
as a viable low-accuracy low-cost algorithm, well-suited for use on a microcomputer. 
1. INTRODUCTION 
It is remarkably difficult to obtain a cheap low-accuracy solution to a stiff system of 
ordinary differential equations. By "cheap" we mean not only that the method employed 
should not take an excessive time to compute the solution, but also that it should be 
capable of being easily programed. Of course, if one is regularly solving very stiff systems, 
one should use one of the excellent codes now available; but there are occasions when one 
would like to be able to produce a quick low-accuracy solution, say on a microcomputer, 
using a method which could be easily programmed ab initio. This paper represents an 
attempt in that direction. 
If one wishes the method to possess one of the by now classical stability properties such 
as A-stability, A0-stability or stiff stability, then the method inevitably has to be implicit; 
further, direct iteration on the implicit equations at each step fails to converge and some 
form of Newton iteration is necessary. None of this makes for easy programming. On the 
other hand, if one tries to use an explicit method, stability considerations force the 
steplength down to a size often much smaller than one would want from accuracy 
considerations, and indeed to such a small value that the solution advances unacceptably 
slowly. 
The method to be proposed here is none other than Euler's rule, but applied on an 
automatically (and adaptively) determined sequence of variable steplengths. This sequence 
can be formally shown always to produce stable results when applied to a restricted test 
equation, but in practice appears also to do so for every problem which has been 
attempted. For some problems, the computation proceeds very much faster than does 
Euler's rule with constant steplength, while for others there is little difference between the 
two, The novelty of the method is that stability is, in practice, always assured, so that a 
"failure" means only that the computation proceeds unacceptably slowly, and not that the 
solution is meaningless. 
Euler's rule may seem to be an unlikely method for use on a stiff system; but, as we 
shall show, there exist stiff systems for which Euler's rule, using the automatically 
determined sequence of steplengths, yields usable solutions in acceptable computing time 
on a microcomputer. 
2. DERIVATION OF THE METHOD 
Consider the initial-value problem 
y' = f(x, y), y(x0) = Y0, y,fc ~',  
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and the model test problem 
y' = Ay, Y(X0) = Y0, (2) 
where A is a constant m x m matrix with real eigenvalues At, t = 1, 2 . . . . .  m satisfying 
2~<2:~< . . . ~<2~.<0. 
The system (2) is stiff if At<<).,. and separably stiff if :,~<<22 ~< 23 ~< .. .  ~< 2.,; the system 
(1) is stiff, respectively separably stiff, if the eigenvalues of the Jacobian 0f/0y are similarly 
distributed. 
The idea of exponential fitting, due to Liniger and Willoughby [!], consists of selecting 
a numerical method which contains a parameter, such as the 0-method, 
y.+t - y. = h[(l - 0)f.+, + Of.], 
and choosing the parameter 0 such that the method is exact when applied to the scalar 
problem y'= py, y(Xo)= Yo, where /z is a real scalar. The method is then said to be 
exponentially fitted at /z. One would like /a to be an approximation to the dominant 
eigenvalue (assumed real) of the Jacobian, but in practice one seldom knows how to choose 
/~ in advance or how to vary it as the computation proceeds. 
The starting point for the present investigation is to attempt to apply exponential fitting 
to Euler's rule. It is necessary to introduce a parameter into the method by modifying it 
to the form 
y.+, -- y. + hvf,,. (3) 
In order that equation (3) remains consistent, v must satisfy 
v = 1 + O(h). (4) 
If we require that equation (3) holds exactly when applied to the scalar problem y' =/~y, 
y(xo)  = Yo, we easily find that 
v -- [exp(hp) - l]/hu, (5) 
and equation (4) is satisfied. 
There is however another more fruitful approach by which the method defined by 
equations (3) and (5) can be derived. Much of Yudell Luke's contribution to the numerical 
analysis of initial-value problems made use of the interpolant which lies behind the 
numerical method. (See, for example, Ref [2] where methods based on rational interpolants 
are studied,) Thus, the ordinary Euler rule is equivalent to locally representing the solution 
in (x., x.+l), where x.  = :Co + nh, by the polynomial interpolant I.(x) = xa. + b.. If, with 
exponential fitting in mind, we replace the polynomial interpolant by 
I.(x) = exp~.x)a. +b. (6) 
and apply the interpolating conditions 
y.=exp(/z.x.)a.+b.,  y.+j=exp(p.x.+l)a.+b, and f.=/z, exp(/z.x)a., (7) 
we obtain the method 
exp(hu.)-  1 hf. (8) 
Y.+ t ffi Y. + hp. 
which is equivalent to equations (3) and (5). 
This simple derivation gives a clue as to how #. can be chosen and altered as the 
computation proceeds. The exact solution of the model test problem (2) has the form 
y(x) = ~ x, exp().,x)c,, 
t - I  
where c, is the eigenvector f A corresponding to the eigenvalue 2,. This we are attempting 
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to represent in the interval [x,, x,+l] by 
l.(x) = exp(/~,x)a. + b,. 
If/~, is interpreted as an approximation to an eigenvalue of A. then a,. should be 
interpreted as lying approximately in the direction of the corresponding eigenvector; but 
from conditions (7) f, also lies in this direction. We are thus motivated to require that 
A,f, =/~,f,. where A. = Of[Oy].. We can thus obtain/~, from the Rayleigh quotient 
~A, f ,  
/z.= ~f  . (9) 
We are thus led to consider the method 
Y.+I = Y. + hv.f., ] 
v. = [exp(h/~.)- l]/hl~., I (10) 
T T /~, = ( f ,  A , f , ) / ( f ,  f,). 
Not surprisingly, this method turns out to have very low accuracy. Although it is 
technically of order 1, since v, = 1 + O(h), in practice any reasonably large and negative 
value for h/~, clearly causes v, to behave like - l /h/z, .  However, the accuracy can be 
restored to a usable level if we regard method (10) as affording an approximate solution 
not on the regularly-spaced point set 
{x, lx,= xo + nh } 
but on the irregularly-spaced point set 
{x, lx,+, =x,+h,,h,,=hv,}. (11) 
This is entirely equivalent to using the ordinary Euler rule but with an adaptively 
determined sequence of variable steplengths. It is important o note that h is now no longer 
a steplength, even at the first step; we emphasize this by replacing h by 0 in the following 
recasting of method (10): 
Y.+I = Y. + h.f., ] 
h, = [exp(0~.) - l]/u., I (12) 
T T /~. - ( f ,  A . f , ) / ( f ,  f , ) .  
It should be noted that although the interpolation argument given by equations (6) and 
(7) is no longer applicable to method (12) as far as accuracy is concerned, it is still relevant 
to the stability of method (12), since methods (10) and (12) produce identically the same 
sequence {y.} for any given problem. 
In practice, method (12) proceeds by alternatively taking a small step (which essentially 
damps out the contribution of the dominant eigenvalue) and a larger step. It can happen 
that this larger step is too large, not for stability, but for accuracy. We thus modify method 
(12) to the following form: 
7 
Y.+t = y. + h.f., | 
h. = min(h0, h. ), (13) 
h~* -- [exp(O/z.) - 1]//~., 
T T U, = (f. A.f.)/(f. f.). 
We make one further modification concerning the parameter 0. Since the function 
[exp(0x) - 1]/x is positive for all x if and only if 0 > 0, we clearly must choose 0 to be 
positive. In a series of numerical tests on constant coefficient linear, variable coefficient 
linear and non-linear problems, it consistently emerged that the parameter 0 played little 
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constructive rrle. For each problem there appeared to be a critical value for 0; for values 
of 0 above this critical value, the solution was independent of 0, while for values below 
it, the performance of the method eteriorated, Thus, nothing is lost by taking 0 to be very 
large, which is equivalent to modifying the method to its final form: 
y.+j = y. + h.f. 1 
h. = min(h0, h*) I (14) 
h* = (f.rf.)/If.rAf.l. 
Given the heuristic nature of the derivation of the method, it is perhaps a little surprising 
that we are able to establish a stability property for method (14) [and indeed for method 
(13)1. 
3. A STABIL ITY  RESULT 
In this section we concentrate on the model test problem 
y' = Ay, y(x0) = Y0, 
where A is a constant real symmetric matrix with eigenvalues 2,, t = 1, 2 . . . . .  m, satisfying 
2t ~< ;t2 ~<--. ~<).m < 0. 
If Euler's rule is applied with constant steplength to this problem, stability dictates that 
the maximum allowable steplength is
hE ---- - -  2/,;.i • (! 5) 
If the constant steplength exceeds this value, unstable results are inevitable. In contrast, 
we shall show that method (14) is stable for all values of h0. 
We need a preliminary lemma. 
Lemma 
Let B be a real symmetric m x m matrix with eigenvalues ~,, t -- 1, 2 . . . . .  m, satisfying 
~t ~<:q~<... ~<~m<0. 
Then for any weR", w ~ 0 there hold 
(i) 
W T Bw 
wTw 
and 
(ii) (wTw) 2 
(wVBw)(w.r B_lw) ~< 1. 
Proof 
Since B is real symmetric, there exists an orthogonal matrix P such that 
pTBp = A -- diag(a I, ~2 . . . . .  ~,.). 
Let w -- Pu, where . = [ut, u2 . . . . .  urn] r. Then 
wTBw=E~,u~, wTB-tw=E]u~-- and wTw=Eu~. 
i i ~i i 
(i) 
i 
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and the result follows from the fact that 
• , E u, ~ ~< E ~,u~ < ~. E .~. 
i i i 
(ii) 
" 2 
' - 2Z .~u~ 
i hj ~i ~j i Lj 
i4~j i~j  
= E (~'- ~j)" .'u~ >- o. 
Hence 
(w r Bw) (w r 8-*w) I> (wTw): 
and the result follows from the negative definiteness of B. [] 
Theorem 
Let the method (14) be applied to the problem 
y' = Ay, y(xo) = Yo, 
where A is a real symmetric m x m matrix with eigenvalues 2.  t = 1, 2 . . . . .  m,  satisfying 
2j ~<22 ~< . . .  ~< 2m <0.  
Then as n~,  y ,~0 monotonically in the L2-norm. 
Proof 
From part (i) of the lemma, 
Since A is negative definite and 
f~Af~ -< 
Xl ~< f-'~fL ~ L,,. 
h* T r = -- ( f .  f . ) / ( f .  A f . ) ,  
it follows that 
1 -1  
-a -~h:~ a .  
Applying (14) to the given problem yields 
Y.+l = (I + h.A)y., 
whence 
or  
where 
or, s ince  f .  -- Ay . ,  
T Y.+t Y.+l = Y.T( I + h.A)T( I + h.A)y. 
2 T 2 = y ry. + 2h,,y~Ay,, + h.y. A y. 
II Y. 112 2 1 T., 
-h.y.VAY. ( h Y.VA:Y. ' ] 
7". = y Ty. 2 + y VAy. j  
-h"y"VAY" (2 frf. ) 
7".= y-~. \ +h.f~A_,f  ~ . 
(16) 
07) 
(]8) 
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It follows from equation (17) that if there exists 6, independent of n, such that for all n 
1 >... T~ >_. 6 > 0, 
then it will follow that y~0 as n--.o¢, and that the sequence {[ty. ll2} is monotonic 
decreasing. 
Now 
= - ( f ,  f~)/(f .  Aft) ,  
and it follows from the negative definiteness of A-~ and part (ii) of the lemma that 
h.f. f~ T * T --(fTt'~)2 ~ >I--1. h~ f~f. 
= • _ 
(f .  Af . ) ( f .  A f.) 
It follows from equation (18) that 
and by part (i) of the lemma that 
Case 1: ho < h* 
Then h, = h0 
Case 2: ho >. h *~ 
-h~y~Ay.  
T~> 
Y~Y. 
T, >I -h~2m. 
and T~I> -h02m = : 61 > 0. 
[Note that 6t < -h,*2m ~< 1 by inequality (16).] 
Then h, = h* and T,/> -h,* 2,,/> ,;.m/21 = : 62 > 0, by inequality (16). 
(Again note that 62 < l.) 
If we take 6 = max(6,, 6:) then T~ t> 6 > 0 for all n, and the result is established. [] 
Remarks 
1. By using the fact that v(s) = (e* - l)/s is a positive monotonic increasing function, it 
can be proved along similar lines that the results of the theorem apply equally to the 
method (I 3). 
2. It would be misleading to claim that method (14) possessed a property which might be 
called "symmetric Ao-stability". Even if we take h0 (the only parameter at our disposal) 
to be large, the sequence of steplengths determined by method (14) causes the solution 
to advance at an automatically determined rate, over which we have no control. What 
is important is that, in practice, many examples occur where the mean steplength 
adaptively determined by method (14) exceeds h e [defined by equation 05)]  by a 
substantial factor. 
3. The theorem does not hold when A is unsymmetric, even if all its eigenvalues are real 
and negative. Counter-examples have been found where { I]Y,]):} does not decrease 
monotonically, but in all such examples it was still true that y,--,0 as n-- ,~.  Indeed, 
following numerical tests on a fairly wide selection of problems, constant coefficient 
linear, variable coefficient linear and non-linear, no instance was found of method (14) 
failing to produce stable solutions. 
4. NUMERICAL  EXPERIMENTS 
Method (14) has been tested on a fair number of examples, a small selection of which 
is reproduced below. As a result of  these experiments, three notable features were observed. 
(l) Even for non-linear examples, and irrespectively of whether or not the 
Jacobian was symmetric, no instances were found of the method failing to 
produce stable results. In this sense, it appears to be extremely robust. 
However, if we deem the method to have failed if it fails to advance the 
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solution significantly faster than would Euler's rule (applied with a constant 
steplength which would ensure absolute stability), then it is less robust; for 
some problems it is very considerably faster than the constant-step Euler, 
and for others there is little or no improvement. 
(2) Provided h0 is not chosen to be ridiculously large, the solutions produced 
were always reasonably accurate (usually more accurate than one would 
have expected and occasionally more accurate than one would have 
wished--see Example 3 below). This gives rise to the following reflections. 
A useful way of looking at stiffness is that it describes the situation where 
stability requirements, rather than accuracy requirements, dictate the 
steplength. Traditionally, algorithms for non-stiff problems make no 
specific test for stability, but rely on the fact that if the steplength becomes 
large enough to invoke instability then a large error will be produced, and 
the error control mechanism, designed to achieve a stipulated accuracy, will 
reduce the steplength to a stable level. Of course, if the problem is stiff and 
the algorithm employs methods which possess some property such as 
A-stability, then this situation does not occur, since the method is stable 
for all steplengths; but an error control mechanism is still necessary to 
achieve acceptable accuracy. Method (14) operates in rather the opposite 
sense; it does not possess an A-stability-like property, but automatically 
chooses a steplength sequence which ensures stability. Since for a stiff 
problem it is stability and not accuracy that controls steplength, an error 
control mechanism based on accuracy requirements i  unnecessary. The 
numerical results certainly bear this out. We are left with the interesting 
thought that, in general, algorithms for stiff systems, based on explicit 
methods used in some acceptably stable manner, do not need to have an 
error control mechanism. 
(3) The method performs best when the problem is separably stiff. It gives little 
improvement over constant-step Euler when the dominant eigenvalues are 
complex or there is no clear dominance of :, over :.,, t = 2, 3 . . . . .  m.  
The parameter h0 was introduced into the method to allow the user to prevent the 
method taking too large a step. However, it does not follow that choosing h0 large results 
in a less accurate solution (though it can well result in a less efficient solution). What 
appears to happen is that, following a large step where h~ = h0, the gradients f,,t 
reintroduce components of the fast transient o such an extent that for a number of 
subsequent s eps h, = h* where h~* is excessively small. On the other hand, if h0 is chosen 
to be too small, the advance of the solution is obviously retarded. 
It was mentioned in Section 1 that the aim of this work was to derive a method which 
could be easily programmed and run on a microcomputer (and indeed all the numerical 
tests were done on a microcomputer using a simple Pascal program). It was found that 
the most effective way of determining/10 was initially to run the program for a few steps 
displaying only the steplengths. Normally the sequence of steplengths rapidly settles down 
to a pattern of a large step (denoted by h,) which advances the solution, followed by a small 
step (denoted by _h~) which essentially damps out the components of the fast transient 
reintroduced by the large step. If this is done for a range of values for h0, it is usually easy 
to pick a sensible value for h0. This process, which is very fast in practice, we shall call 
"step-hunting". 
Example  I 
Yl = -Yl - 0.5y2 - 0.5)'3 
y; = -0.5ya - 1000.75y2 + 999.25y3 
y~ = -0.5y~ + 999.25),, - 1000.75y3 
,;- i=-2000, 22=-2 ,  23=-½. 
yl(O)= -1 ,  
y2(O)=l, 
y3(0)=3; 
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Exact solution: 
y l (x )  = expQ.:x) - 2 exp(,~.3x), 
Y2(X  ) ~-  - -  exp(21 x) + exp(22 x ) + exp0;.3 x), 
y3(x) = exp(21 x) + exp(A:x) + exp(A3x). 
This example fulfils exactly the hypotheses of the theorem. The result of the 
step-hunting process is shown in the following table: 
h0 0.01 0.1 0.05 0.04 0.03 
~s 0.0026 0.0055 0.024 0.038 0.013 
h, o.ooos 0.ooo5 o.ooo5 0.oo05 0.oo05 
It is of interest o note the h, depends rather critically on ho; in other words, step-hunting 
is well worth while, and in this case indicates the choice ho = 0.04. With this value, the 
method successfully integrates the system from x = 0 to x = 2 in 101 steps, and from x = 0 
to x = 10 in 501 steps. (The latter computation took 4min on a microcomputer.) In
contrast, Euler's rule applied with the maximum allowable steplength of 0.001 would take 
2000 and 10,000 steps, respectively. The error after the first step is large (0.52) but reduces 
quickly after two or three steps to 0.018; thereafter it remains between 0.026 and 0.010, 
the latter being its asymptotic value. 
Example  2 
y] = -2000y I + 999.75y 2 + 1000.25 y~(0) = 0, 
Y~ = Yl - Y2 y2(0) = - 2; 
2, = -2000.5, 22 = -0 .5 .  
Exact solution: 
y l (x )  = 0.49988 exp(Al(x ) - 1.49988 exp().2x) + l, 
y2(x) = - 0.00025 exp(At x) - 2.99975 exp().2x ) + 1. 
In this constant coefficient linear problem, the Jacobian is not symmetric. Step-hunting 
gave the following results: 
ho 0.01 0.1 0.5 1 
~. 0.0084 0.098 0.498 1 
h_, o.ooos 0.ooo5 0.ooo5 0.ooo5 
For this example, h, is always close to ho, and it would appear that we could take very 
large steps. However, to preserve a reasonable l vel of accuracy, we choose ho = 0 .1 .  With 
this choice, the method integrates the system from x = 0 to x -- 10 in 204 steps, with an 
asymptotic error of around 0.0025. It thus succeeds in adequately representing the 
steady-state solution. Euler's rule applied with the maximum allowable steplength of 
0.0009998 would take 10,003 steps to reach x = 10. 
Example  3 
y~ = (1 + 48x2)y l  - 49x2y2 - 24.5x2y3 + ~t (x )  
y~ = 98x2yt + (1 - 99x2)y2 -- 49x2y3 + ~b2(x) 
y; = (! -- x2)y3 + ~3(x) 
where 
ckj(x) = - 1 + 24.5x - 48x" + 49x 3, 
4~2(x) = I + 48x - 98x: + 99x ~, 
~3(x)  = (x  3 - x - l ) /x :  
y ,O) - -  l ,  
y : (1 )= l ,  
y3(l) = 1, 
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and 
21= -50x : ,  2 := l -x  2, 23=1-x : .  
Exact solution: 
yt(x)  = 1, 
y:(x)  = x, 
y3(x) = 1/X. 
For this variable coefficient inhomogeneous problem the method fails, in the sense that 
it is less efficient han Euler's rule applied with constant step. An early indication of this 
is given by the step-hunting process which yields the following: 
h 0 0.01 0.05 0.1 0.5 
7i, 0.003 0.003 0.003 0.003 
h, 0.003 0.003 0.003 0.003 
The fact that h. = hn for every value of h0 clearly indicates that the solution will not advance 
faster than constant-step Euler's rule. However, we note that the dominant eigenvalue 
increases rapidly with x, and eventually the system becomes infinitely stiff. Thus, if we were 
to attempt o use Euler's rule with constant steplength, then no matter what steplength 
we chose, Euler's rule would eventually become unstable; the maximum allowable constant 
steplength is a function of the final value of x to which we wish to integrate. If we have 
no a priori knowledge of the solution, we could only guess at what that the constant 
stepsize should be. In contrast, method (14) automatically reduces its steplength to 
Table I 
x ~ N(x)  h, g (x )  
1.5 38 0.007 0.0067 
2.0 154 0.0031 0.0027 
2.5 374 0.0018 0.0004 
3.0 718 0.0012 0.00003 
accommodate he growing eigenvalue. Table I shows the results of integrating the system 
from x = l to x = 3, with h0 = 0.1. (The value for h0 is immaterial for this example.) N(x)  
is the total number of steps taken to reach x, and E(x)  is the actual global error at x. For 
each value of x, the steplength h, = h, is approximately one-third of the maximum constant 
steplength which could be used with Euler's rule to reach that value of x without invoking 
instability. The method thus fails on this example, but it does yield some information on 
the changing stiffness of the system. 
Example 4 
y~ =0.01 - [1  +(.vl + 1000)(yt + 1)](0.01 +Yt +Y:) y~(0) =0,  
Y2 = 0.01 - (1 + y~)(0.01 + y, +y: )  y2(0) = 0; 
2~: -- 1000~--400 
22 : -- 0.01 ~ -- 0.002. 
This naturally arising non-linear problem is due to Liniger and Willoughby[l]. Due to the 
non-linearity, the step-hunting procedure is less clear-cut, and has to be run for longer than 
for linear examples. It emerges that, after a period of running with small h , -  h, the 
computation settles down with h, = h0; the larger the value for h0, the longer is this 
"settling down" period, but the faster the solution proceeds eventually. On the basis of 
restricted step-hunting, the value h0 = 0.06 was chosen. The system was then integrated 
from x = 0 to x -- l0 in 379 steps. Since there is no known exact solution to this problem, 
a comparison solution was computed using a fourth-order Runge--Kutta method with 
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Table 2 
Method (14)  Runge-Kutta 
x y x y 
0.9883 -0.0198 0.9962 -0.0199 
0.0099 0.0099 
2.0049 -0,0294 1.9963 -0.0299 
0.0200 0.0199 
2.9769 -0.0397 2.9963 -0.0399 
0.0297 0.0299 
4.0139 - 0.0494 3.9963 - 0,0498 
0.0400 0.0399 
4.9921 -0.0598 4.9987 -0.0598 
0.0498 0,0499 
6.0295 - 0.0696 5.9962 - 0,0698 
0.0602 0.0598 
7.0071 -0.0793 6.9962 -0,0798 
0.0699 0.0698 
7.9859 -0.0897 7.9962 -0.0898 
0.0797 0,0798 
9.0239 -0.0994 8.9962 -0.0997 
0.0900 0,0898 
10.0020 -0.1092 9.9987 -0.1097 
0.0998 0.0998 
Total number of Total number of 
steps ~ 379 steps = 3296 
step-halving and doubling using the error estimate due to England [3]; the required 
tolerance was set at 0.01, and this method took 3296 steps. Since the two methods give 
numerical solutions on different point sets, a direct comparison is not possible, but Table 
2 indicates that the solution given by method (14) is acceptable. 
In connection with all these examples, it should be noted that the method (14), being 
explicit, runs very quickly, and is certainly adequate for the environment in which one uses 
a microcomputer. For example, using a very ordinary microcomputer and a Pascal 
program which was by no means optimized for speed of execution, the solution to Example 
4 took 2~ rain; the solution by the Runge-Kutta code took 45 min on the same machine. 
Frequently, in the above examples, we have compared the number of steps taken by 
method (14) with that which would be taken by Euler's rule applied with constant step. 
It should be noted that constant-step Euler's rule has a region of absolute stability typical 
of most explicit methods. Thus, the number of steps taken by any explicit method, such 
as Runge-Kutta, would be of the same order of magnitude as that taken by constant-step 
Euler's rule. 
5. CONCLUDING REMARKS 
The ideas put forward in this paper are not unconnected with those behind the 
techniques of "correction in the dominant space" advocated by Alfieid and Lambert [4] 
and the 'safe point method" of Lambert [5]. Both these techniques use explicit methods 
to advance the solution of a separably stiff system by one step and then apply a specific 
correction step. They are more powerful than the technique described here and can handle 
much stiffer problems. On the other hand, they require accurate computation (at each step) 
of the dominant eigenvalue and, in some variants, of the fight- and left-dominant 
eigenvector. Neither technique is suitable for implementation by the sort of simple 
program employed in this paper. 
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