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Digital Signal Processing of Human Skin Videos to Estimate Regions of Significant Blood 
Perfusion 
ELYSE BENNER 
ABSTRACT 
Images showing regions of blood perfusion in human skin are used to diagnose a wide 
range of medical conditions.  These images are generated using expensive, specialized 
equipment such as Laser Doppler Imagers.   This thesis focuses on applying signal 
processing techniques to generate blood perfusion heat maps from video taken with a 
digital camera using Eulerian magnification. In this application, Eulerian magnification 
amplifies color changes at the pulse rate to make the subtle color variation due to blood 
perfusion visible to the human eye.  Using a MATLAB implementation of the Eulerian 
magnification algorithm, simulated and real videos of human skin are processed to 
successfully reveal blood perfusion regions in the face and hand.  This research shows 
that, while Eulerian magnification can be used in this application, it is also very susceptible 
to impairments from motion and camera configuration. 
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1 INTRODUCTION 
Blood perfusion measurements have been found to be useful in many different medical 
applications including diagnosing cardiovascular, dermatological and neurological 
conditions.   Advancements in medical imaging techniques have provided new methods 
to measure blood perfusion, such as Laser Doppler Imaging, which measures the motion 
of blood cells.  While these non-invasive techniques have been proven effective at 
measuring blood perfusion, they use specialized and often expensive equipment.  In this 
thesis, a new technique is evaluated to visualize blood perfusion using a digital camera 
and Eulerian color magnification software. 
Eulerian color magnification amplifies color variations in a video that occur in a specified 
frequency band, such as the average human pulse rate. The technique is implemented for 
this thesis using software from the CSAIL (Wu, et al., Eulerian Video Magnification for 
Revealing Subtle Changes in the World, 2012) with the addition of heat-maps for 
improved visibility.  The focus of the research presented in this thesis is on the face and 
hands to determine if distinct regions of blood perfusion can be found in these highly 
vascular body parts.  Additionally, the results of this thesis for these regions are compared 
to regions of blood perfusion found using Laser Doppler Imaging.   
The remainder of this thesis is structured as follows: 
Chapter 2 – provides a literature review of the supporting background research for 
Eulerian magnification including filtering, wavelets, and image pyramids.  Additionally, 
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this chapter provides background on how blood flows through the hands and face as well 
as how blood perfusion is currently measured. 
Chapter 3 – provides a description of how Eulerian magnification is applied to the problem 
of finding blood perfusion in the skin. 
Chapter 4 – describes how Eulerian magnification was implemented for this thesis as well 
as how the heat-maps are generated from each of the output videos presented in section 
4.1 (Methodology).  In section 4.2 (Validation), validation tests to determine the basic 
functionality and limitations of the implementation are described. 
Chapter 5 – describes the results of testing the software on video recordings of human 
skin. 
Chapter 6 – discusses and summarizes an evaluation of the effectiveness of Eulerian 
magnification software for detecting regions of blood perfusion in the face and hands, as 
well as addresses further testing, improvements, and applications that can be conducted 
using this technique. 
2 LITERATURE REVIEW 
2.1 Filters and Wavelets 
Frequency domain analysis is a method of estimating a signal’s frequency content. To do 
this, the signal must first be brought into the frequency domain using the Fourier 
transform shown in equation ( 1 ). 
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𝐹(𝜔) = ∫ 𝑓(𝑡)𝑒−𝑗𝜔𝑡𝑑𝑡
∞
−∞
 ( 1 ) 
 
𝐹(𝜔) is the Fourier transform of 𝑓(𝑡), the signal to be analyzed.  The variable 𝜔 is the 
frequency in radians/sec and 𝑡  is the time in seconds.  This form of the Fourier 
transform is for continuous signals.  For discrete signals, the Discrete Fourier transform, 
equation ( 2 ), is used. 
 
𝐹[𝑘] =  ∑ 𝑓[𝑛]𝑒−2𝜋𝑗𝑘𝑛/𝑁
𝑁−1
𝑛=0
 ( 2 ) 
 
𝐹[𝑘] is the Discrete Fourier transform of N samples of the function 𝑓[𝑛].  The integer 𝑘 
represents the frequency index and the integer 𝑛 is the time index for the samples.  When 
implementing this function, the number of calculations can be significantly reduced 
through the use of the Fast Fourier Transform.  The Fast Fourier Transform uses a “divide 
and conquer” algorithm to reduce the number of needed calculations.  A direct evaluation 
of the Discrete Fourier Transform is completed in N2 calculations while the Fast Fourier 
Transform is completed in NlogN calculations where N is the number of samples and the 
logarithm is taken in base 2. 
To isolate a range of frequencies within the signal, a frequency selective filter is applied.  
An ideal low pass filter selects only the frequencies below a cutoff frequency, including 
DC at 0, and rejects all frequencies above the cutoff frequency.  In the frequency domain, 
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this filter has a frequency response that is a rectangle but in in the time domain the 
impulse response is a sinc function as shown in Figure 1. 
 
Figure 1: Ideal low pass filter frequency response (left) and corresponding time-domain impulse response (right) 
A high pass filter is the opposite of the low pass filter – the filter rejects low frequencies 
below the cutoff frequency and passes the rest.  A band-pass filter has two cutoff 
frequencies and rejects all frequencies that are not between the two cutoff frequencies.  
An ideal low pass filter, as shown in Figure 1, is used in this thesis for temporal filtering.  
The filter is implemented in the frequency domain by zeroing all frequencies outside of 
the selected frequency band. 
The wavelet is a mathematical transform that was developed to provide localization in 
both time and frequency.  The Fourier transform is only localized in frequency which 
means it can only determine what frequencies are present in a signal, but not when they 
occur.  The continuous wavelet transform is the method by which a signal, 𝑓(𝑡) , is 
decomposed into wavelets, 𝜓𝑠,𝜏(𝑡), as shown in equation ( 3 ). 
 
𝛾(𝑠, 𝜏) = ∫ 𝑓(𝑡)
∞
−∞
𝜓𝑠,𝜏
∗ (𝑡)𝑑𝑡 ( 3 ) 
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The * denotes the complex conjugate.  The variables 𝑠  and 𝜏 , represent scaling and 
translation indices, respectively, are the dimensions of the output of the continuous 
wavelet transform.   The wavelets, 𝜓𝑠,𝜏(𝑡), are scaled and translated versions of a base 
function called the mother wavelet as shown in equation ( 4 ). 
 
𝜓𝑠,𝜏(𝑡) =
1
√𝑠
𝜓 (
𝑡 − 𝜏
𝑠
) ( 4 ) 
However, the continuous wavelet transform is inefficient in several ways: there is 
significant redundancy in the scaled wavelets, there are infinitely many wavelets 
generated, and many of the wavelets have no close form analytical solutions.  To remedy 
this issues, discrete wavelets are defined, as given equation ( 5 ). 
 
𝜓𝑗,𝑘(𝑡) =
1
√𝑠0𝑗
𝜓 (
𝑡 − 𝑘𝜏0𝑠0
𝑗
𝑠0𝑗
) ( 5 ) 
The variables 𝑗 and 𝑘 are integer steps in scaling and translation.  The variable 𝑠0 > 1 is a 
fixed scaling step for this family of discrete wavelets and the variable 𝜏0  is a fixed 
translation factor that depends on the scaling step.  Additionally, the discrete wavelet is 
made orthonormal by using equation ( 6 ). 
 
∫ 𝜓𝑗,𝑘(𝑡)𝜓𝑚,𝑛
∗ (𝑡)𝑑𝑡 = {
1 𝑖𝑓 𝑗 = 𝑚 𝑎𝑛𝑑 𝑘 = 𝑛
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 ( 6 ) 
Wavelets can be applied to signals to filter certain frequencies. For example, a single 
instance of the mother wavelet can be considered a band pass filter that is shifted and 
stretched in frequency based on the scaling step.  However, because every stretch in the 
time-domain compresses the frequency spectrum of the wavelet by the same factor, to 
cover DC (a frequency equal to 0) with a scaled wavelet, the scaling would need to be 
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infinite.  To resolve this issue, the scaling function of a wavelet, 𝜑(𝑡), was defined as 
shown in equation ( 7 ).  This equation defines the scaled wavelets with scaling steps up 
to 𝑗, but no scaling steps beyond j. 
 𝜑(𝑡) = ∑ 𝛾(𝑗, 𝑘)𝜓𝑗,𝑘(𝑡)
𝑗,𝑘
 
( 7 ) 
However, the transform is still not completely discrete.  Only the scaling and translation 
dimensions are discrete.  The multi-resolution equations discretize the scaling and 
wavelet functions in time by defining the functions of scale factor j based on the previous 
steps in the scaling function as shown in equations ( 8 ) and ( 9 ). 
 𝜑(2𝑗𝑡) = ∑ ℎ𝑗+1[𝑘]𝜑(2
𝑗+1𝑡 − 𝑘)
𝑘
 ( 8 ) 
 𝜓(2𝑗𝑡) = ∑ 𝑔𝑗+1[𝑘]𝜑(2
𝑗+1𝑡 − 𝑘)
𝑘
 ( 9 ) 
The scaling function coefficients, ℎ[𝑘],  operate as a low pass filter when convolved with 
a signal, while the mother wavelet coefficients, 𝑔[𝑘], operate as a high-pass filter.   The 
discrete wavelet transform applies both sets of filters to the same signal, giving two 
outputs: the low frequency content and the high frequency content of the signal (Valens, 
2010). 
In this thesis, ℎ[𝑘] is used to implement the Haar, Binomial and Daubechies wavelets to 
low pass filter frames of a video.  Each of these wavelets has different properties that will 
amplify different features in the image.  This is described in more detail in section 4.1.1. 
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2.2 Image pyramids 
Image pyramids are based on the discrete wavelet transform.  The pyramid concept is 
based on the idea of applying the discrete wavelet transform and down-sampling by 2 
repeatedly, until the size of the image is too small to apply the filter.  So for each level of 
the pyramid, or each application of the discrete wavelet transform, there is a low pass 
filtered image and the detail that was removed from that image, or the high pass filtered 
image. 
There are two different pyramid implementations: Laplacian and Gaussian pyramids.  
Each level of the Gaussian pyramid is the low pass filtered version of the previous level.  
Figure 2 shows the Gaussian pyramid levels for an image and several levels scaled up to 
the same size in order to see the impact of the low pass filtering (Jepson, 2005).
 
 
Figure 2: 5 Gaussian pyramid levels of an image (left) and 3 consecutive levels scaled to show the low pass filter 
impact (right) (Jepson, 2005) 
The Laplacian pyramid levels result from repeated high pass filtering.  Alternatively, the 
Laplacian pyramid levels can be considered as the difference between consecutive 
Gaussian pyramid levels, i.e. Laplacian level 0 is the difference between Gaussian level 1 
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and Gaussian level 0.  Figure 3 shows the Laplacian pyramid levels for the same image and 
several levels scaled up to the same size (Jepson, 2005). 
 
Figure 3: 5 Laplacian pyramid levels of an image (left) and 3 consecutive levels scaled to be the same size (right) 
(Jepson, 2005) 
To fully reconstruct an image from this process, both pyramids are necessary so the detail 
from the Laplacian levels can be added back into the Gaussian levels. 
Image pyramids are used in many applications but the most common are JPEG image 
compression, image restoration, and image enhancement.  JPEG image compression uses 
pyramids to encode the image in as few bits as possible by using fewer bits to encode the 
higher frequencies than are used to encode lower frequencies in a specific band.  Image 
restoration is done on noisy images by zeroing the values of high frequency components 
in the Laplacian pyramid that are sufficiently close to zero that they can be assumed to 
be noise.  Image enhancement acts in an opposite manner than the image restoration to 
bring out detail in levels of the pyramid that were lost due to an image that is not in focus. 
2.3 Digital Video 
In the cameras used for this thesis, video is collected as RGB frames – each pixel in the 
frame is a sum of three value representing Red, Green and Blue components.  However, 
the range of each of these values depends on the variable type of the video.  In the 
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validation testing, both 16-bit and 8-bit color ranges are tested – each color can vary from 
0-65535 or 0-255, respectively.  If these values are scaled from 0 to 1, the value (0,0,0) 
corresponds to black, and the value (1,1,1) corresponds to white.  It is important in this 
thesis to understand how color changes correspond to these RGB values.  Specifically, if 
red appears to be increasing over time for some pixels, the green and blue values are 
decreasing.  So to create the appearance of blood pulsing in the simulated videos, the 
green and blue values are varied.  To best view regions of perfusion in the color 
magnification, the green frame of the RGB frame is used. 
Within the color magnification software, National Television System Committee (NTSC) 
video color format is used.  This format uses the YUV color space which has 3 components: 
the luma and two color difference values.  The luma value is the brightness value for each 
pixel and is the only component used for black and white video.  The color difference 
values are U=Blue minus luma and V=Red minus luma.  The YUV space is mathematically 
equivalent to the RGB space and the values in the color spaces can be converted as shown 
in equations ( 10 ) and ( 11 ) (PC Magazine Encyclopedia, n.d.). 
𝑌 = 0.299𝑅 + 0.587𝐺 + 0.114𝐵 𝑈 = 0.492(𝐵 − 𝑌) 𝑉 = 0.877(𝑅 − 𝑌) ( 10 ) 
𝑅 = 𝑌 + 1.140𝑉 𝐺 = 𝑌 − 0.395𝑈 − 0.581𝑉 𝐵 = 𝑌 + 2.032𝑈 ( 11 ) 
2.4 Blood Perfusion 
Blood perfusion is the measure of blood flow through the vessels in the body to the 
capillaries, the smallest blood vessels in the cardiovascular system.  Measurements of 
blood perfusion are used for diagnosing cardiovascular, dermatological and neurological 
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conditions.  The main focus of this thesis is related to blood perfusion in the face and 
hand.  There are many techniques for measuring blood perfusion but the most commonly 
used method is Laser Doppler Perfusion Imaging.  This method also best compares to the 
Eulerian magnification approach.  In this chapter, descriptions are provided for the blood 
flow in the face and hand as well as Laser Doppler Imaging. 
2.4.1 Blood perfusion in the face 
Physiologically, the blood flow to the head comes from the vertebral arteries and the 
common carotid arteries.  The left and right carotid arteries branch to form the internal 
and external, left and right carotid arteries.  The internal carotid and vertebral arteries 
provide blood to the brain.  The external carotid arteries provide blood flow to the facial, 
superficial temporal, and occipital arteries.   These all provide blood flow to structures 
outside of the skull.  The facial artery provides blood flow to the face.  This artery then 
branches from the carotid artery in the neck and travels up over the jaw bone to the nose.  
At the nose, the facial artery becomes the angular artery and travels up along the eye to 
the forehead.  From the forehead, the angular vein takes the de-oxygenated blood to the 
facial vein along the sides of the nose.  Finally, the facial vein takes the blood back to the 
jugular vein which takes the de-oxygenate blood away from the head back to the heart 
(Healthline Medical Team, 2015). 
Blood perfusion images of the face are shown in Figure 4 (Hayashi, 2014) (Zaproudina, et 
al., 2013). 
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Figure 4: Blood perfusion maps of the face (Hayashi, 2014) (Zaproudina, et al., 2013) 
The image on the left was taken using laser speckle contrast imaging (see section 2.4.3) 
to measure the blood flow response to taste.  The image on the right was taken using 
photoplethysmography applied in a similar manner to laser Doppler imaging to determine 
if asymmetric and asynchronous blood flow in the face is a bio-marker for migraines.   
2.4.2 Blood perfusion in the hand 
The blood flow to the hand starts from the brachial artery which feeds the radial and ulnar 
arteries.  These two arteries join at the deep palmar arch in the palm of the hand.  The 
deep palmar arch branches into the palmar digital branches which travel down the 
fingers.  The dorsal venous network is the structure of veins in the hand that takes the de-
oxygenated blood back to the heart (Healthline Medical Team, 2015).  The dorsal venous 
network is on the back of the hand and is comprised of superficial veins, meaning they 
are close to the skin’s surface.  The superficial veins and the palmar digital branches are 
the reason why blood perfusion images come out clearly for the hand: there is a 
considerable amount of blood flowing near the surface of the skin so the color shift is 
more easily detected. 
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Laser Doppler images of the hand are shown in Figure 5 (Allen & Howell, 2014) (Perimed 
Instruments, n.d.). 
 
Figure 5: Blood perfusion maps of the hand (Allen & Howell, 2014) (Perimed Instruments, n.d.) 
Laser Doppler Blood Perfusion images of the hand are often used for diagnosing 
endothelial dysfunction which is an imbalance of the vasoconstricting and vasodilating 
substances causing irregular blood flow as well as assessing skin conditions like psoriasis, 
scarring, port wine stain birthmarks or burns. 
2.4.3 Measuring Blood perfusion with Laser Doppler Perfusion Imaging 
Laser Doppler flowmetry uses the Doppler Effect to measure blood flow in tissue.  The 
process involves measuring the frequency broadening of red laser light due to the 
interaction of the light with red blood cells.  The wavelength of the light used is selected 
in accordance with the color of the structure to be measured.  In this case, red blood cells 
are reflecting the light, so red or green light is used.  Low-power laser light is split and one 
beam reflects incidentally off of the blood vessels and the moving red blood cells within 
the blood vessels cause a scattering of the reflecting light.  The speed at which the blood 
cells move in the blood vessel changes the frequency of the reflected light.  The other 
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beam of the split laser is used as a reference and is combined with the reflected light to 
generate a beat frequency that is proportional to the difference between the frequencies 
of the reference and reflected light.  The magnitude of the signal measured by a photo-
detector is proportional to the number of blood cells that reflected the light and the 
frequency is proportional to the velocity at which the blood cells are moving.  Figure 6 
shows the general concept of a single point laser Doppler flow measurement (Allen & 
Howell, 2014). 
 
Figure 6: Single point Laser Doppler flow measurement diagram  (Allen & Howell, 2014) 
Blood perfusion images are created by scanning a region along a predetermined path and 
reconstructing the measured intensities into a 2D image. Figure 7 shows a generalized 
schematic of how this raster scanning can be used to generate laser Doppler perfusion 
images (Allen & Howell, 2014). 
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Figure 7: Laser Doppler Perfusion Image from raster scanning setup  (Allen & Howell, 2014) 
A technique that is based on the same concept of measuring the scattering of laser light 
from red blood cells is the Laser Speckle Contrast Image.   This technique operates on a 
frame of scattered light at a point in time rather than on a single point at a time. Figure 8 
shows the basic setup for the Laser Speckle Contrast Image setup (Allen & Howell, 2014). 
 
Figure 8: Laser Speckle Contrast Image setup  (Allen & Howell, 2014) 
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3 PROBLEM FORMULATION 
This thesis describes the application of spatial and temporal filtering to amplify color 
changes in human skin at the pulse rate through a process called Eulerian Magnification 
in order to determine regions of blood perfusion in the hand and face (Wu, et al., Eulerian 
video magnification for revealing subtle changes in the world, 2012).   
Eulerian magnification is a process which uses both spatial and temporal filtering to 
amplify subtle changes over time in video.  The process first involves spatial filtering using 
the concept of image pyramids, as described in section 2.2.  Laplacian pyramids are used 
for motion magnification because even subtle motion would be apparent in the high pass 
filtered portion of a frame.  However, when filtering for color variation, Gaussian 
pyramids are used at a selected level to find regions of color change and minimize the 
high frequency effects of motion.   
The level of the image pyramid is selected based on the detail desired in the output video.  
To view a general color variation over an entire frame, level 8 is most useful because it 
smooths the frame out to an almost uniform color.  To view small regions of color change, 
level 1 would be best.  The spatial filters used are the scaling function finite impulse 
response filter implementations of wavelets.  The wavelets are applied first horizontally 
then vertically and then down-sampling by a factor of 2 is applied on each filter output. 
The spatially filtered, down-sampled frames are then passed through an ideal band-pass 
temporal filter with configurable cut-off frequencies.  To view blood perfusion, the cut-
off frequencies should be set to a range that includes the pulse rate of the human subject 
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being recorded.  For the processing in this thesis, the range was set to be between 50Hz 
and 90Hz.  The ideal band-pass filter is then applied to each of the pixels over time in the 
frequency domain.  This process removes any frequency content outside of the selected 
frequency range.  The output of the temporal filter is then amplified to increase the 
visibility of the selected frequency content. 
Generally, the spatial filtering, implemented as a Gaussian pyramid, smooths the content 
in the frames and the temporal filtering then removes any frequencies that are not likely 
to be found in a human pulse.  This process could be used for any tissue through which 
blood flows but, for this thesis, body parts with a large amount of blood vessels near the 
surface of the skin are used – the hand and the face. 
4 APPROACH 
As described in the previous chapter, Eulerian color amplification is the technique used in 
this thesis to detect blood perfusion. The magnification was implemented using MATLAB 
software provided by the CSAIL site (Wu, et al., Eulerian Video Magnification for Revealing 
Subtle Changes in the World, 2012).  The details of this implementation can be found in 
section 4.1 (Methodology).  Initial tests were conducted using simulated videos generated 
in MATLAB.  Discussion of these validation tests and their results can be found in section 
4.2 Validation. 
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4.1 Methodology 
The Eulerian magnification was implemented using the MATLAB software provided by the 
SIGGRAPH paper.  For each video recorded, the processing started with a function call as 
shown below.  
function amplify_spatial_Gdown_temporal_ideal(vidFile,outDir,alpha,level, ... 
                     fl,fh,samplingRate, chromAttenuation) 
This statement calls the color magnification code.  The inputs are: 
vidFile – the name of the video file to process 
outDir – the location to save the magnified video files 
alpha – the magnification factor which directly multiplies the filtered frames.  This value 
was set to 200 for most of the validation testing and 500 for most of the human skin video 
processing. 
level – the Gaussian pyramid level for the spatial filtering.  This value varied from 0 with 
no spatial filter to 8 in the video processing.  Most videos were processed using levels 1 - 
5. 
fl, fh – the lower and upper frequency bounds for the ideal temporal filter window, 
respectively, set to include the pulse of the human subject. 
samplingRate – the frame rate of the video being processed.  This was always set to 30 
frames per second. 
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chromAttenuation – The attenuation of the color in the magnification process. This was 
always set to 1 for the processing to maximize the color magnification 
The spatial and temporal filtering implementation is described in section 4.1.1 and 4.1.2.  
The magnification implementation is described in section 4.1.3.  The heat map generation 
process is described in section 4.1.4. 
4.1.1 Spatial filtering 
The spatial filtering is implemented using a Gaussian pyramid decomposition as shown in 
the function call below, and done for all frames defined by the startIndex and endIndex 
variables.  The band of the Gaussian pyramid is selected based on the level variable.  
    Gdown_stack = build_GDown_stack(vidFile, startIndex, endIndex, level); 
Within this function, the RGB frames are first converted to an NTSC format.  The filter and 
down-sample operation is performed on each frame recursively from level 1 to the 
selected value. 
The spatial filter options were selected from a list of wavelets provided in the namedFilter 
function.  The filters that were used in the processing were the Binomial 5 filter, Haar, 
and the Daubechies 4.  The Binominal 5 filter was the default filter and was implemented 
using the code below.  This wavelet is used for smoothing. 
kernel = sqrt(2) * BinomialFilter(5); 
function [kernel] = BinomialFilter(sz) 
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kernel = [0.5 0.5]'; 
 
for n=1:sz-2 
  kernel = conv([0.5 0.5]', kernel); 
end 
The Haar wavelet was implemented using the code shown below.  This wavelet accents 
the discontinuities in the image it filters. 
  kernel = [1 1]' / sqrt(2); 
The Daubechies 4 wavelet was implemented as shown below.  This low pass filter portion 
of the wavelet both smooths and accents discontinuity. 
  kernel = [0.230377813309 0.714846570553 0.630880767930 -0.027983769417 ... 
 -0.187034811719 0.030841381836 0.032883011667 -0.010597401785]'; 
Figure 9 shows a plot of the wavelet taps for the three wavelets used.  The Daubechies 4 
wavelet is the longest with 7 taps and the Haar wavelet is the shortest with only 2 taps. 
 
Figure 9: The filter tap implementations for the wavelets tests - Binomial 5 (left), Daubechies 4 (middle), Haar (right) 
These kernels were convolved first in the x-direction and then the y-direction with the 2D 
frame from the video using conv2 from MATLAB with the valid output size.  The output 
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size of the convolution is computed to not include any of the edge conditions of the 
convolution shown in equation ( 12 ). 
 
size = [width of frame – max(width of filter-1, 0), height of frame – max(height of 
filter-1, 0)] 
( 12 ) 
The edge conditions for the filtering were selected from a list available in the software.  
The edge conditions used for testing were reflection (default), extension, repetition and 
zero-padding.  The edge conditions are used to define what is assumed to occur at the 
edge of the frame during filtering when an overlap occurs between the filter and the edge 
of the frame.  Reflection reflects the pixels at the edge of the frame for continuous values 
at the edge.  Extension reflects and inverts the pixels at the edge of the frame for 
continuous values and derivatives. Repetition repeats the pixels at the edge of the frame 
for continuous values.  Zero-padding sets the pixels to zero outside of the frame boundary 
and causes discontinuities.   This was tested in the simulated videos but not in the human 
skin videos because the convolution is done with settings such that the edge conditions 
should not have an impact on the video output. 
After the selected filter and edge conditions are applied once on the frame and the image 
is down-sampled by a factor of 2 in each direction, the frame is then filtered and down-
sampled again until it has been filtered a number of times equal to the Gaussian level 
selected.  All frames, filtered to the selected level, are passed to the temporal filtering 
processing.  The dimensions of the spatial filter output are (in order): time, x-direction in 
the frame, y-direction in the frame, and color. 
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4.1.2 Temporal Filtering 
After the spatial filtering, the frames are filtered temporally.  The function call used for 
the ideal band-pass filtering is shown below. 
    filtered_stack = ideal_bandpassing(Gdown_stack, 1, fl, fh, samplingRate); 
The Gdown_stack is the output of the spatial filtering.  The second argument, having a 
value of 1, is the dimension of the input in which to do the ideal band-pass filtering.  The 
first dimension of the Gdown_stack is time so the filtering is done for variation in time.  
The variable fl and fh are the upper and lower frequency bounds, in Hz, on the filter.  The 
filtering is done in the frequency domain, so the Fourier transform of the input is taken 
on each pixel over time.  All frequencies outside fl and fh are set to zero and the inverse 
Fourier transform is taken.  The temporally filtered spatial filter output is the real portion 
of the output of the inverse Fourier transform.  The code below shows this 
implementation. 
function filtered = ideal_bandpassing(input, dim, wl, wh, samplingRate) 
    input_shifted = shiftdim(input,dim-1); 
    Dimensions = size(input_shifted); 
    n = Dimensions(1); 
    dn = size(Dimensions,2); 
    Freq = 1:n; 
    Freq = (Freq-1)/n*samplingRate; 
    mask = Freq > wl & Freq < wh; 
 
    Dimensions(1) = 1; 
    mask = mask(:); 
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    mask = repmat(mask, Dimensions); 
    F = fft(input_shifted,[],1); 
    F(~mask) = 0; 
    filtered = real(ifft(F,[],1)); 
    filtered = shiftdim(filtered,dn-(dim-1)); 
 
end 
The output of this ideal band pass filter is the desired portion of the video and is 
magnified. 
4.1.3 Magnification 
The color magnification is implemented by multipliers on the filtered data while the 
chromatic attenuation is implemented on the color portion of the filter output.  The filter 
output is still in NTSC format, so the first component contains the black and white 
information while the remaining two components define the color in the UV color space.  
Therefore to attenuate the color, a scale factor is applied to the second 2 components of 
the YUV space.  In this implementation, the color is the desired output so the chromatic 
attenuation is set to 1 to prevent attenuation.  Alpha is the magnification factor for the 
desired frequency band.  Thus the output of the temporal filter is multiplied by this scale 
factor, alpha.  The code below shows how the magnification factors are applied. 
    filtered_stack(:,:,:,1) = filtered_stack(:,:,:,1) .* alpha; 
    filtered_stack(:,:,:,2) = filtered_stack(:,:,:,2) .* alpha .* chromAttenuation; 
    filtered_stack(:,:,:,3) = filtered_stack(:,:,:,3) .* alpha .* chromAttenuation; 
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This magnified output can be added back to the original video frame by frame and this 
was done for many of the simulated validation tests.  The code below shows how the filter 
output is converted back to RGB format and then added back to the original frames. 
    % Render on the input video 
    % output video 
    k = 0; 
    for i=startIndex:endIndex 
        k = k+1; 
        temp.cdata = read(vid, i); 
        [rgbframe,~] = frame2im(temp); 
        rgbframe = im2double(rgbframe); 
        frame = rgb2ntsc(rgbframe); 
        filtered = squeeze(filtered_stack(k,:,:,:)); 
        filtered = imresize(filtered,[vidHeight vidWidth]); 
        filtered_rgb = ntsc2rgb(filtered); 
        rgbframe = filtered_rgb + rgbframe; 
        rgbframe(rgbframe > 1) = 1; 
        rgbframe(rgbframe < 0) = 0; 
 
        writeVideo(vidOut,im2uint8(rgbframe)); 
    end 
To increase visibility of the magnification, it is helpful to view the magnified filter output 
without the original frames.  The code below shows how this is implemented. 
    % output video 
    k = 0; 
    for i=startIndex:endIndex 
        k = k+1; 
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        filtered = squeeze(filtered_stack(k,:,:,:)); 
        filtered = imresize(filtered,[vidHeight vidWidth]); 
        filtered_rgb = ntsc2rgb(filtered); 
        rgbframe = filtered_rgb; 
        rgbframe(rgbframe > 1) = 1; 
        rgbframe(rgbframe < 0) = 0; 
        writeVideo(vidOut,im2uint8(rgbframe)); 
    end 
The magnified filter output video increases the visibility of detail in the magnified video 
which assists in seeing differences between Gaussian pyramid levels.  Additionally, the 
pulse is more visible in the magnified filter output video because the only color in the 
video is the color changing in the desired frequency band. 
4.1.4 Heat Map 
To better visualize the blood perfusion over time, heat maps were generated from the 
magnified filter output video from the videos of human skin.  The heat maps were 
generated by testing if a frame had an average value above a threshold in the green color 
portion of the frame because peaks in the green color mean that the frame is a valley in 
the pulse.  This would show regions in a frame that are affected in color by the pulse 
which would correspond to the regions of highest blood perfusion in frame. 
First, the region within the frame that will be summed for the heat map is selected by the 
user.  This feature is included both to focus on smaller regions of the frame (to find smaller 
regions of blood perfusion) and to exclude regions of motion artifacts.  The code below is 
used to select this region of interest.  The character string, vidFile, is the name of the 
original video file (before magnification). 
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vid = VideoReader(vidFile); 
% Extract original video info 
vidHeight = vid.Height; 
vidWidth = vid.Width; 
nChannels = 3; 
fr = vid.FrameRate; 
len = vid.NumberOfFrames; 
temp = struct('cdata', zeros(vidHeight, vidWidth, nChannels, 'uint8'), 'colormap', []); 
 
temp.cdata = read(vid, 1); 
[origframe,~] = frame2im(temp); 
origframe = im2double(origframe); 
figure; 
title('Original Frame - Select area to sum for heat map'); 
imagesc(origframe); 
disp('Select area to sum for heat map'); 
hm = imrect; 
posm = round(getPosition(hm)); 
x_mroi = posm(1):(posm(1)+posm(3)); 
y_mroi = posm(2):(posm(2)+posm(4)); 
Second, the comparison region is selected by the user from a magnified frame.  The 
selection should be a small region that appears to be the maximum value in the frame.  
The average green value of this region in every frame of the magnified video is used to 
compare against a threshold to determine if that frame is a valley in the blood perfusion.  
This is user selected to experiment with the different regions for comparison and allows 
for using regions outside of the selected heat map region.  The character string, ampFile, 
is the name of the magnified video file from which the heat map will be generated. 
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ampvid = VideoReader(ampFile); 
% Extract amplified video info 
vidHeight = ampvid.Height; 
vidWidth = ampvid.Width; 
nChannels = 3; 
fr = ampvid.FrameRate; 
len = ampvid.NumberOfFrames; 
temp = struct('cdata', zeros(vidHeight, vidWidth, nChannels, 'uint8'), 'colormap', []); 
startIndex = 2; 
endIndex = len-10; 
 
temp.cdata = read(ampVid, 1); 
[ampframe,~] = frame2im(temp); 
ampframe = im2double(ampframe); 
roi_frame = 10*ampframe; 
roi_frame(roi_frame > 1.0)= 1; 
figure; 
title(['Level ' num2str(level) ': Amplified frame - Select area to use for peak evaluation']); 
imagesc(roi_frame(:,:,2)); 
disp('Select area to use for peak evaluation'); 
h = imrect; 
pos = round(getPosition(h)); 
x_croi = pos(1):(pos(1)+pos(3)); 
y_croi = pos(2):(pos(2)+pos(4)); 
After the heat map region and comparison region are selected, the frames from the 
magnified video are loaded individually.  The average green value is taken from the 
comparison region and compared against the threshold.  If the average green value is 
higher than the threshold, the region of the frame that was selected for the heat map is 
summed and the number of frames used for the sum is incremented.  After all the frames 
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have been evaluated, the average of the summed frames is calculated and scaled for 
visibility.  The values are limited to a maximum value of 1 and then plotted for each color 
separately as well as an RGB image. 
threshold = 0.06; 
max = 0; 
heat_map = roi_frame(y_mroi,x_mroi,:); 
num_sum_frames = 0; 
for i=startIndex:endIndex 
    %read in frame 
    temp.cdata = read(ampVid, i); 
    [rgbframe,~] = frame2im(temp); 
    rgbframe = im2double(rgbframe); 
    %Take average in roi green 
    average_green_roi = mean(mean(rgbframe(y_croi,x_croi,2))); 
    if(average_green_roi>max) max = average_green_roi; end 
 
    %Sum frame if green above threshold 
    if(average_green_roi > threshold) 
        num_sum_frames = num_sum_frames + 1; 
        heat_map = heat_map + rgbframe(y_mroi,x_mroi,:); 
        i 
    end 
 
end 
heat_map = 3*heat_map/num_sum_frames; 
heat_map(heat_map > 1.0)= 1; 
figure; 
imagesc(heat_map); 
title(['Level ' num2str(level) ' rgb']); 
figure; 
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imagesc(heat_map(:,:,1)); 
title(['Level ' num2str(level) ' r']); 
figure; 
imagesc(heat_map(:,:,2)); 
title(['Level ' num2str(level) ' g']); 
figure; 
imagesc(heat_map(:,:,3)); 
title(['Level ' num2str(level) ' b']); 
 
4.2 Validation 
Before attempting the Eulerian color magnification on video of human skin, ideal videos 
were created to test what impairments would affect the magnification process.  These 
ideal videos were 10 seconds long and generated from 256x256 pixel frames at a rate of 
30 frames per second using MATLAB.  The frames were 256x256 16-bit integer matrices. 
16-bit integers were chosen for the data type to obtain the smallest resolution possible 
for color variation to test the limits of the CSAIL software (Wu, et al., Eulerian Video 
Magnification for Revealing Subtle Changes in the World, 2012).  After the resolution was 
tested in the tests detailed in section 4.2.1, the matrices were changed to 8-bit integers 
to speed processing in MATLAB. 
Each video was created to simulate a vein or region pulsing in color due to blood 
perfusion.  In the simplest video (used for section 4.2.1), there is a single line through the 
frame that is varying in color as a sinusoid of magnitude 1 at 80 bpm.  This video simulates 
a single vein on a flesh background with no other color variation or motion.  The 
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background color of the frame was chosen to be a flesh tone with RGB value (0.9766, 
0.8594, 0.7813) on a scale from 0 to 1.  This RGB value was scaled for a 16-bit integer and 
was used to initialize the matrix for the frame.  The sinusoidal pulsing was implemented 
using MATLAB’s sin() function and for small amplitude values, such as the ±1/65536, this 
was quantized to a square wave at the pulse rate.  MATLAB’s VideoWriter was used to 
convert the resulting matrix of frames into a video in the uncompressed AVI format.  The 
code for the video used for section 4.2.1 testing is shown in below. 
clear all; close all; clc; 
fig1=figure(1); 
 
%Generate the 16 bit integer 256x256 matrix and initialize to base flesh tone 
blank = uint16(zeros(256,256)); 
blank(:,:,1) = ((65536/256)*250*ones(256,256)); 
blank(:,:,2) = ((65536/256)*220*ones(256,256)); 
blank(:,:,3) = ((65536/256)*200*ones(256,256)); 
 
vein_show = blank; 
numframes=30*5;         %10 seconds with 30 fps 
A=moviein(numframes);   % create the movie matrix 
set(fig1,'NextPlot','replacechildren') 
axis equal 
bps = 80/60;            % bpm to bps 
rate_conv = 30/bps;     %30 fps/bps 
color_scale = 1; 
g_init = vein_show(:,127,2); 
b_init = vein_show(:,127,3); 
%Iterate over numframes while varying the green and blue of the frame by color_scale 
for i=1:numframes 
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    vein_show(:,127,2)=(color_scale*sin(2*pi*i/rate_conv)+(g_init-color_scale)); 
    vein_show(:,127,3)=(color_scale*sin(2*pi*i/rate_conv)+(b_init-color_scale)); 
    imshow(vein_show); 
    A(:,i)=getframe; 
end 
myVideo = VideoWriter('video.avi', 'Uncompressed AVI'); 
open(myVideo); 
writeVideo(myVideo, A); 
close(myVideo); 
The ideal tests that were conducted were: 
 Spatial and color resolution (4.2.1) – to determine if there is a minimum 
threshold on the region and color variation that the software can amplify. 
 Separate regions (4.2.2) – to determine if distinct regions of color variation can 
be detected separately. 
 Color differences (4.2.3) – to determine if the color of the skin affects the 
magnification as well as if colored regions near the pulsing effects the 
performance. 
 Edge clarity (4.2.4) – to determine what effect clarity or focus has on the 
performance. 
 Motion (4.2.5) – to determine what effect motion has on the performance. 
 Wavelets (4.2.6) – to determine what effects three different wavelets, Binomial 
5, Haar and Daubechies 4, have on the magnified video. 
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 Spatial filter edge conditions (4.2.7) – to determine what effects four different 
edge conditions for the spatial filtering, extend, reflect, repeat and zero-padding, 
have on the magnified video. 
 Image registration (4.2.8) – an attempt to remove motion artifacts from a 
motion video to compare the magnified outputs 
For many videos, the amplified frames were not added back to the original frames.  This 
increased the visibility of what portion of the frames was amplified. 
4.2.1 Line 
To determine what resolution in space and color could be amplified, a 256x256 pixel video 
was made with a one pixel wide pulsing line on a Caucasian flesh tone background.  The 
background color remained the same while the pulsing line varied by ±1/65536 (16 bit 
color) around the background color.  The rate of color variation was set to an approximate 
human pulse rate, 80 bpm.   
The video was processed through the color magnification software on the Videoscope 
website with a frequency range 75-85 bpm, color scaling set to 1 on a scale from 0-1, 
and the amplification factor set to 200 (recommended highest value).  On the 
Videoscope website, the amplified frames were added to the original frames.  The 
Videoscope webstie was managed by Quanta Research Cambridge Inc. 
(https://videoscope.qrilab.com/).  However, this site is no longer available.  The 
software has changed names from “Videoscope” to “Lambda vue” 
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(https://lambda.qrilab.com/site/) and the GUI has changed some.  This online version of 
the software was only used for some of the initial validation tests. 
Figure 10 shows an exaggerated version of a frame from the original video, a frame from 
the original video, and a frame from the color magnified video. 
 
Figure 10: A vein on flesh tone background - an exaggerated frame (left), a frame from the original video (middle) 
and a frame from the processed video (right) 
Figure 10 shows that the color magnification can amplify the minimum variation in color 
for 16 bit color as well as the minimum width of color region, 1-pixel in ideal conditions. 
4.2.2 Region 
A video was created to determine what the effects of multiple regions of color variation 
would be on the color magnification.  Four regions of ±1 bit color variation at 80 bpm 
were added to a Caucasian flesh tone background.  In this case, the amplified frames 
were not added back to the original frames to better view the amplified regions. 
The first experiment was run on a video that was created with all of the regions of color 
variation at the same phase in the sinusoidal pulse.  The video was processed using the 
frequency range 60-85 bpm and with an amplification factor of 500.  The Gaussian level 
40 
 
of the filtering was varied with level 1 having the most spatial detail and level 8 having 
the least spatial detail.  Figure 11 shows the effects of the Gaussian level on the 
processed video - level 1 has distinct regions and edges of color variation and level 7 has 
no distinct regions or sharp edges. 
 
Figure 11: Pulsing regions in color magnified video with level 1 (left), level 4 (middle), and level 7 (right) 
The second experiment was on a video that had regions of color variation with 
staggered phase.  The video was processed exactly as in the previous region experiment: 
frequency range 60-85 bpm, amplification factor of 500, and a Gaussian level 1-7.  In the 
amplified only videos, the minimum value of the color (-1) shows up as red because the 
1 is subtracted from the blue and green colors in the RGB color value.  The maximum 
value (+1) shows up as blue-green because 1 is added to the blue and green colors in the 
RGB color value. In Figure 12, the color magnification distinctly shows the regions with 
different phase in the pulse for Gaussian level 1, while level 7 shows no variation in 
pulse phase. 
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Figure 12: Staggered phase pulsing regions amplified video with Gaussian level 1 (left) and Gaussian level 7 (right) 
4.2.3 Colors 
The color of the background could have affected the amplification and there were several 
videos made to test how the software would perform with different skin tones and with 
stripes of base color over a pulsing stripe. 
Figure 13 shows that the background skin tone has no effect on the color amplification.  
Because only the frequency at which the color changes affects how the color 
magnification happens, it is clear that with the same magnitude of color variation, 
±1/65536, the base color around which the color varies does not matter.  The darker skin 
tone video was created using the same method as in section 4.2.1 but instead of the base 
color being (0.9766, 0.8594, 0.7813), the background color was (0.7813, 0.6641, 0.5859).  
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Figure 13: Darker skin tone (left) and lighter skin tone (right) amplified video 
In Figure 14, a frame from the test video with colored stripes is shown.  The stripes were 
added to test whether the amplification correctly handled edges of different colors in 
ideal conditions.  The stripe colors were chosen to be red (R,G,B = 1,0,0), green (0,1,0), 
blue (0,0,1), white (1,1,1) and black (0,0,0).  The background flesh tone was the Caucasian 
flesh background, (0.9766, 0.8594, 0.7813). 
In the following frames, shown in Figure 14, the amplified frames show no different 
effects of the colors at the edges of the stripes.  So, with ideal conditions (no motion and 
sharp edges to all the color regions) the color magnification is only affected by the 
frequency and magnitude of the color variation. 
 
Figure 14: Colored stripes over pulsing vein - original video (left), level 1 (middle) and level 4 (right) 
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4.2.4 Edge clarity 
Because digital cameras do not always produce perfectly focused video, the edges of a 
black circle on a pulsing background were varied to see if blurring of the edges had any 
effect.  It was determined in the previous section that the background color around 
which the color varies does not affect the color magnification, so black was chosen for 
the color of the circle.  The background pulsed at the minimum color variation around 
the Caucasian flesh tone at the same 80 bpm rate.  The first test was for a circle with 
sharp edges, generated using the code below.   
x=[1:256]; 
y=[256:-1:1]'; 
x=x(ones(256,1),:); 
y=y(:,ones(256,1)); 
circle1 = (sqrt((x-128).^2 + (y-128).^2) >=75)&(sqrt((x-128).^2 + (y-128).^2) <= 100); 
 
for i=1:numframes 
    for n= 1:256 
        for m=1:256 
            vein_show(n,m,2)=(color_scale*sin(2*pi*i/rate_conv)+(g_init-color_scale)); 
            vein_show(n,m,3)=(color_scale*sin(2*pi*i/rate_conv)+(b_init-color_scale));  
            if(circle1(n,m)) vein_show(n, m, :) = 0;end 
        end 
    end 
    imshow(vein_show); 
    A(:,i)=getframe; 
end 
44 
 
 
Figure 15: Black circle on pulsing background - original video (left), level 1 (middle), level 4 (right) 
In Figure 15, the black circle has sharp edges to compare the processing.  The sharp 
edged circle is clearly defined in the level 1 amplified video because it contains the most 
detail.  However, the level 4 video shows blurring of the circle in the amplification 
because the level 4 spatial filtering has less resolution than level 1. 
To test if blurred edges affect the output, the same video was generated with gradated 
edges to the black circle.  The code used to generate the frames is shown below. 
x=[1:256]; 
y=[256:-1:1]'; 
x=x(ones(256,1),:); 
y=y(:,ones(256,1)); 
circle1 = (sqrt((x-128).^2 + (y-128).^2) >=75)&(sqrt((x-128).^2 + (y-128).^2) <= 100); 
circle2 = (sqrt((x-128).^2 + (y-128).^2) >=77)&(sqrt((x-128).^2 + (y-128).^2) <= 98); 
circle3 = (sqrt((x-128).^2 + (y-128).^2) >=79)&(sqrt((x-128).^2 + (y-128).^2) <= 96); 
for i=1:numframes 
    for n= 1:256 
     for m=1:256 
         vein_show(n,m,2)=(color_scale*sin(2*pi*i/rate_conv)+(g_init-color_scale)); 
         vein_show(n,m,3)=(color_scale*sin(2*pi*i/rate_conv)+(b_init-color_scale)); 
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         if(circle1(n,m)) 
              vein_show(n, m, 1) = 0.66*250;  
              vein_show(n, m, 2) = 0.66*vein_show(n,m,2); 
              vein_show(n, m, 3) = 0.66*vein_show(n,m,3); 
         end 
         if(circle2(n,m)) 
              vein_show(n, m, 1) = 0.33*250; 
              vein_show(n, m, 2) = 0.33*vein_show(n,m,2); 
              vein_show(n, m, 3) = 0.33*vein_show(n,m,3); 
         end 
         if(circle3(n,m)) vein_show(n, m, :) = 0;end 
     end 
    end 
    imshow(vein_show); 
    A(:,i)=getframe; 
end 
 
 
Figure 16: Black circle with gradual edges on pulsing background - original video (left), level 1 (middle), level 4 
(right) 
The video depicted in Figure 16 has gradated edges with 3 rings around each edge that 
are 1 pixel wide.  Each ring, from the black ring outward, is 33% less black and approaches 
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the background flesh tone.  In Figure 16, the level 1 amplified frame shows the gradient 
with detail.  However, the level 4 amplified frame with gradual edges is more blurred than 
the level 4 amplified sharp edged video.  This showed that if the video is out of focus, the 
detail in the color amplification will be masked for higher levels of spatial filtering.  Thus 
videos need to have the region of interest all in focus to obtain accurate amplification of 
detailed regions. 
4.2.5 Motion 
  An imperfection common in videos is motion. To test how the color magnification is 
impaired by motion, a circle was placed on a dark background and moved horizontally by 
±5 pixels at a frequency equal to the pulse rate.  A frequency equal to the  pulse rate was 
chosen because the maximum impairment from motion would happen when the motion 
is within the frequency band being amplified.  The code used to generate the frames of 
the moving circle is shown below. 
color_scale = 1; 
motion_scale = 5; 
x=[1:256]; 
y=[256:-1:1]'; 
x=x(ones(256,1),:);  
y=y(:,ones(256,1)); 
circle2 = (sqrt((x-128).^2 + (y-128).^2) <=100); 
motion_offset = 0; 
for i=1:numframes 
    motion_offset = round(motion_scale*sin(2*pi*i/rate_conv)); 
    vein_show(:,:,:) = 128; 
    for n= 1:256 
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        for m=1:256 
            if(circle2(n,m)) 
                 vein_show(n, m+motion_offset, :) = blank (n,m+motion_offset,:); 
                 vein_show(n,m+motion_offset,2)=(color_scale*sin(2*pi*i/rate_conv)+(g_init-color_scale)); 
                vein_show(n,m+motion_offset,3)=(color_scale*sin(2*pi*i/rate_conv)+(b_init-color_scale)); 
            end 
        end 
    end 
    imshow(vein_show); 
    A(:,i)=getframe; 
end 
As shown in Figure 17, the amplified frames are highly impaired by motion.  The motion 
shows up as a light circle on either side of a clear pulsing region in the center in the level 
1 amplification video.  So while a large region can be determined to be varying, it would 
be difficult to determine a small region that is pulsing with motion.  The level 4 spatial 
filtering also appears very distorted so the original shape is hard to determine from the 
amplified frame. 
   
Figure 17: Pulsing circle moving horizontally - original video (left), level 1 (middle), level 4 (right) 
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Additionally, Figure 18 shows that a rim on the moving region that does not pulse is not 
apparent for the higher levels of spatial filtering.  The code used to generate the video of 
a moving rimmed circle ±5 pixels is shown below. 
color_scale = 1; 
motion_scale = 5; 
x=[1:256]; 
y=[256:-1:1]'; 
x=x(ones(256,1),:);  
y=y(:,ones(256,1)); 
circle1 = (sqrt((x-128).^2 + (y-128).^2) <=75); 
circle2 = (sqrt((x-128).^2 + (y-128).^2) <=100); 
motion_offset = 0; 
for i=1:numframes 
    motion_offset = round(motion_scale*sin(2*pi*i/rate_conv)); 
    vein_show(:,:,:) = 128; 
    for n= 1:256 
        for m=1:256 
            if(circle2(n,m)) 
                 vein_show(n, m+motion_offset, :) = blank (n,m+motion_offset,:); 
            end 
            if(circle1(n,m)) 
                vein_show(n,m+motion_offset,2)=(color_scale*sin(2*pi*i/rate_conv)+(g_init-color_scale)); 
                vein_show(n,m+motion_offset,3)=(color_scale*sin(2*pi*i/rate_conv)+(b_init-color_scale)); 
            end 
        end 
    end 
    imshow(vein_show); 
    A(:,i)=getframe; 
end 
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The level 1 spatially filtered video frame in Figure 18 shows less impairment than the 
processed video frame for the video without the edge that does not vary in color.  There 
is still impairment in that frame but it is separated from the actual pulsing region enough 
that, because the pulsing region was known before processing, the actual pulsing region 
could be determined. 
 
Figure 18: Light colored rim around pulsing region moving horizontally - original video (left), level 1 (middle), level 4 
(right) 
4.2.6 Wavelets 
As described in section 4.1.1, the wavelet used to do the spatial filtering can be selected.  
The wavelets tested were Binomial 5, Haar, and Daubechies 4.  The Binomial 5 wavelet 
was chosen because it is the default wavelet used in the CSAIL software (Wu, et al., 
Eulerian Video Magnification for Revealing Subtle Changes in the World, 2012) and is used 
for smoothing.  The Haar wavelet was chosen to see if its discontinuity would bring out 
more detail at higher levels of blurring.  The Daubechies 4 wavelet was chosen as it both 
contains discontinuity and smoothing properties. 
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The videos from section 4.2.5 were used to test the effects of different wavelets.  Level 3 
spatial filtering was used to compare the wavelet processing because a higher level of 
spatial filtering makes any discontinuity filtering more apparent than at lower levels. 
 
Figure 19: Testing different wavelets with level 3 spatial filtering: Binomial 5 (right), Haar(middle), Daubechies 4 
(left) 
Figure 19 confirms that, for the same Gaussian level of spatial filtering, the Binomial 5 
wavelet performs the most smoothing and the Haar and Daubechies 4 wavelets bring 
out the discontinuities in the frame.  The Daubechies 4 did not exhibit much smoothing 
but it did exhibit a horizontal shift to the entire frame of the magnified video.  This was 
believed to be due to the shape of the wavelet filter.  This wavelet was the only one 
tested that is asymmetrical. Additionally, the multiple stripes of motion impairment 
could be due to the multiple peaks in the wavelet filter. The Daubechies 4 wavelet also 
shows multiple lines of discontinuity while the Haar wavelet shows only the expected 
lines based on the Binomial 5 wavelet frame.  This test confirms that the default 
wavelet, Binomial 5, provides the best performance because the Haar accented motion 
more than the Binomial 5 and the Daubechies 4 wavelet distorted discontinuities and 
highlighted motion more than the Haar. 
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4.2.7 Spatial filter edge conditions 
The edge conditions can be selected in the software and four different edge conditions 
were tested: reflection (default), extension, repetition and zero-padding.  The edge 
conditions are used to define what is assumed at the edge of the frame during filtering.  
Reflection reflects the pixels at the edge of the frame for continuous values at the edge.  
Extension reflects and inverts the pixels at the edge of the frame for continuous values 
and derivatives. Repetition repeats the pixels at the edge of the frame for continuous 
values.  Zero-padding sets the pixels to zero outside of the frame boundary and creates a 
discontinuity.  
 
Figure 20: Binomial 5 edge conditions: reflect1, extend, repeat, zero (left to right) 
Using the Binomial 5 wavelet, Figure 20 shows there are no visible effects from the edge 
conditions.  The default value is used in further processing because it appears to have 
minimal effect for this application. 
4.2.8 Image registration 
Motion causes a large amount of distortion to the magnified video because motion causes 
a large color change per pixel.  Because the tests with ideal conditions showed such large 
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impairments from motion, image registration was used to determine if processing could 
be improved by using this technique. 
To test the image registration, a video was generated containing a pulsing flesh tone circle 
that moved both horizontally and vertically.  4 pixels inside the circle were set to green 
(0,256,0) to give the image registration program a reference to use to estimate the 
motion.  Green was chosen as the color since it does not appear anywhere else in the 
frame.  The code below demonstrates how the frames were generated with the green 
dots for registration, labeled “dots”, and the outline of the flesh tone circle, labeled 
“circle2”.  
color_scale = 1; 
motion_scale = 5; 
motion_y = 1; 
motion_offset = 0; 
motion_offset_y = 0; 
dot_size = 1; 
dot_offset = 30; 
 
x=[1:256]; 
y=[256:-1:1]'; 
x=x(ones(256,1),:); 
y=y(:,ones(256,1)); 
circle2 = (sqrt((x-128).^2 + (y-128).^2) <=100); 
dots = (sqrt((x-(128-dot_offset)).^2 + (y-(128-dot_offset)).^2) <=dot_size)... 
     |(sqrt((x-(128+dot_offset)).^2 + (y-(128+dot_offset)).^2) <= dot_size)... 
     |(sqrt((x-(128-dot_offset)).^2 + (y-(128+dot_offset)).^2) <=dot_size)... 
     |(sqrt((x-(128+dot_offset)).^2 + (y-(128-dot_offset)).^2) <=dot_size); 
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for i=1:numframes 
    motion_offset = round(motion_scale*sin(2*pi*i/rate_conv)); 
    motion_offset_y = round(motion_y*sin(2*pi*i/rate_conv)); 
    vein_show(:,:,:) = 128; 
    for n= 1:256 
        for m=1:256 
            if(circle2(n,m)) 
                vein_show(n+motion_offset_y, m+motion_offset, :) = ... 
                    blank (n+motion_offset_y,m+motion_offset,:); 
                vein_show(n+motion_offset_y,m+motion_offset,2)=... 
                    (color_scale*sin(2*pi*i/rate_conv)+(g_init-color_scale)); 
                vein_show(n+motion_offset_y,m+motion_offset,3)=... 
                    (color_scale*sin(2*pi*i/rate_conv)+(b_init-color_scale)); 
                if(dots(n,m)) 
                    vein_show(n+motion_offset_y, m+motion_offset, 1) = 0; 
                    vein_show(n+motion_offset_y, m+motion_offset, 2) = 256; 
                    vein_show(n+motion_offset_y, m+motion_offset, 3) = 0; 
                end 
            end 
 
 
        end 
    end 
 
    imshow(vein_show); 
    A(:,i)=getframe; 
end 
The registration was done by first locating the green registration references in the first 
frame. For each following frame, the green registration references were located and the 
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difference from the previous frame was calculated horizontally and vertically.  The entire 
frame was then shifted by that amount.  The code used for this process is shown below.  
% Read video 
vid = VideoReader(vidFile); 
% Extract video info 
vidHeight = vid.Height; 
vidWidth = vid.Width; 
nChannels = 3; 
fr = vid.FrameRate; 
len = vid.NumberOfFrames 
temp = struct('cdata', zeros(vidHeight, vidWidth, nChannels, 'uint8'), 'colormap', []); 
%read in first frame 
temp.cdata = read(vid, 1); 
[rgbframe,~] = frame2im(temp); 
reg_array = rgbframe; 
 
startIndex = 2; 
endIndex = len; 
green = zeros(size(rgbframe)); 
green(:,:,2) = ones(vidHeight,vidWidth); 
[y_old,x_old] = find(rgbframe == green); 
 
numframes=len-1 %10 seconds with 30 fps 
A=moviein(numframes); % create the movie matrix 
set(fig1,'NextPlot','replacechildren') 
axis equal % fix the axes 
 
k=1; 
for i=startIndex:endIndex 
    temp.cdata = read(vid, i); 
    [rgbframe,~] = frame2im(temp);  
55 
 
 
    [y_new, x_new] = find(rgbframe == green); 
    dx = x_new - x_old; 
    dy = y_new - y_old; 
 
    if(dx>0) 
        x = (1+max(dx)):vidWidth; 
        reg_array(:,1:length(x),:) = rgbframe(:,x,:); 
        reg_array(:, (vidWidth - max(dx)):vidWidth, :) = ... 
            rgbframe (:, (vidWidth - max(dx)):vidWidth, :); 
    elseif(dx<0) 
        x = (1-max(dx)):vidWidth ; 
        reg_array(:,x,:) = rgbframe(:,1:length(x),:); 
        reg_array(:, 1:(1- max(dx)), :) = rgbframe (:, 1:(1- max(dx)), :); 
    end 
    if(dy>0) 
        y = (1+max(dy)):vidHeight; 
        reg_array(1:length(y),:,:) = reg_array(y,:,:); 
        reg_array((vidHeight - max(dy)):vidHeight,:,:) = ... 
            reg_array ((vidHeight - max(dy)):vidHeight,:,:); 
    elseif(dy<0) 
        y = (1-max(dy)):vidHeight ; 
        reg_array(y,:,:) = reg_array(1:length(y),:,:); 
        reg_array(1:(1 - max(dy)), :, :) = reg_array (1:(1- max(dy)), :, :); 
    end 
    imshow(reg_array); 
    A(:,k)=getframe(fig1); 
    k=k+1; 
end 
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Both the original and the registered videos were processed with default wavelet and edge 
conditions.  Gaussian level 1 and level 4 spatial filtering are used to compare the 
performance of the processing before and after registration.  
 
Figure 21: Before image registration video: Original (left), level 1 magnified (middle), level 4 magnified (right) 
Figure 21 shows the frames before image registration.  In the level 1 magnified frame, 
there is the impairment from motion around the flesh tone circle as shown in previous 
tests.  Additionally, the registration dots are blurred and shifted.  These effects are worse 
in the level 4 magnified frame. 
 
Figure 22: After image registration: Registered (left), level 1 magnified (middle) level 4 magnified (right) 
Figure 22 shows the frames after image registration.  At the edge of the frames, there is 
a line that results from not handling the edges properly in the registration process.  
However, beyond that impairment, the registered frames have no motion impairments in 
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the magnified frames.  The level 1 frame still shows the registration references but they 
are black due to the lack of color change.  The level 4 frame shows only the pulsing region 
with the registration references blurred beyond visibility. 
5 RESULTS 
The hand and the face were chosen to evaluate the performance of Eulerian 
magnification as a method to find blood perfusion.  Both of these body parts have blood 
flow close to the surface and therefore should have higher color variation due to the 
blood perfusion.  After every test, the subject’s pulse was measured in order to properly 
configure the temporal filtering.  The default values were used for the spatial filtering: the 
wavelet used was the Binomial 5 wavelet and the edge condition used was reflection.  The 
heat maps that showed the blood perfusion were the ones for the color green and 
sometimes blue, so for most tests the green heat map is the one shown. 
The videos were filmed using digital cameras (Sony NEX 5 and Sony Rx 100 ii).  The 
human subject was filmed lying down directly centered under the light source to 
minimize motion and shadows.  There was minimal natural light in the room where the 
video was recorded to control the light.  In addition, the artificial light source was 
approximately 1.8 meters away from the subject and the camera was positioned to film 
the body part while remaining approximately 1.5 meters from the skin.  For filming of 
the face, the head was supported such that muscles in the neck and head were relaxed.  
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For filming the hand, the hand was placed relaxed and palm down on a hard board to 
prevent motion.1 
Before conclusive results were found, there were many aspects of the recording process 
that were varied in controlled experiments to determine what setup would produce the 
most clarity in determining regions of blood perfusion.   These experiments are described 
in section 5.1 and included examining automatic camera settings versus using aperture 
priority for the frames (section 5.1.1), evaluating the effects of motion on the Eulerian 
magnified video heat maps (section 5.1.2), determining if polarization would minimize 
glare from the surface of the skin and improve the color magnification (section 5.1.3), 
evaluating the effects of the background color on the frame of the color magnification 
(section 5.1.4) and improving the color magnification by controlling the ISO setting 
(section 5.1.5).  The heat maps that were determined to be the best representation of 
blood perfusion in the hand and face are shown in section 5.2. 
5.1 Recording setup experiments 
5.1.1 Aperture priority 
When taking videos, some cameras do not provide detailed frame control to the same 
degree as when taking a still image.  Videos were collected with automatic settings using 
a Sony NEX 5 digital camera for this reason.  For comparison, videos were collected using 
aperture priority settings with a Sony RX 100 ii.  Aperture priority allows the aperture to 
                                                     
1 This human subject research was approved by the Case Western IRB committee – submission reference 
number 005566 and CWRU IRB protocol number IRB-2015-1193. 
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be set by the user while the shutter-speed is controlled internally to prevent over-
exposure.  The combination of these settings allows the user to control the depth of field 
for the image taken, which means, for instance, that all features of the face could be in 
focus at the same time while making the background less in focus.  Figure 23 shows the 
effects of controlling the depth of field in the video capture.  In these videos, the chin is 
on the right and the forehead is on the left.  In the right-hand image, there are regions 
that appear brighter than others within the face specifically between and above the eye 
brows and on either side of the nose along the cheekbones to the edge of the heat map.  
There are also peaks around the jaw line but these are motion artifacts.  In the left-hand 
image, without the aperture priority, the regions of blood perfusion are difficult to 
distinguish from other features.    The Sony NEX 5 does not allow any settings beyond the 
default settings when collecting video, so all settings were default for shutter-speed, 
aperture and ISO.  As a result of this test further videos were captured using Sony RX 100 
ii with the aperture priority set at f-stop numbers as small as possible (to minimize depth 
of field) while keeping the shutter speed less than 1/60.  For most videos the f-stop value 
that gave the best depth of field was f4.9.   
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Figure 23: Heat maps of videos of the face taken with automatic settings (left) and aperture priority settings (right) 
5.1.2 Motion minimization 
In many videos, there are motion artifacts from breathing, eye motion and small muscle 
twitches in the face.  This motion shows up as regions of high color variation which makes 
it difficult to determine which regions of high color variation are from blood perfusion 
and which are from motion.  Figure 24 shows several different motion artifacts that were 
observed during testing.  In this figure, the forehead is on the left and the chest is on the 
right.   
One of the most common motion artifacts is in the eyebrows and eyelashes due to eye 
motion.  Even though the eyes are shut, they still move slightly behind the eyelid and this 
causes the eyebrows and eyelashes to move and appear as a region of blood perfusion.  
Similar small muscle twitches cause the nose and the lips to appear as small thin regions 
of blood perfusion. 
The other most common motion artifacts found in the heat maps are from breathing.  
When lying down, breathing causes the chin and chest to move.  This motion shows up in 
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the heat map as regions of high color variation along the jaw line and neck.  This effect 
shows the need for the neck and head to be supported in such a way that the chin does 
not rest on the neck to prevent the breathing motion effects.  
In the video shown in Figure 24, the subject was wearing a striped shirt.  The stripes are 
visible in the final video due to the motion from breathing causing the stripes to move.  
From this effect it was determined that the frames should be filled as much as possible 
with the face and that patterns in the background should be minimized. 
 
Figure 24: Heat map showing many motion artifacts 
5.1.3 Polarization 
These two heat maps were processed and these videos were collected identically except 
that a lens polarizer was placed over the lens to try to minimize glare from oils on the skin 
or lighting that is too bright.  In Figure 25, the video on the left was taken without the 
polarizer and the video on the right is the polarized video.  These videos were taken using 
automatic settings for both time and aperture, not the aperture priority and ISO settings 
that were found to be optimal.  The videos were processed at level 3 with alpha = 500 
and the heat maps shown below are the green color only.  The only effect noticed from 
the polarizer was that the video was darker which made the peaks in blood perfusion 
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harder to visualize in the heat maps.  For reference, in the heat maps below, the chin is 
on the left and forehead is on the right. 
 
Figure 25: Non-polarized (left) and Polarized (right) heat maps of a video of the face 
5.1.4 Background colors 
In section 5.1.2, it was shown that motion with a patterned background causes motion 
artifacts in the heat map of the color magnified video.  Because of these effects, the 
background color was tested for videos of the hand to determine if a color similar to the 
skin tone being filmed was better.  Figure 26 shows the results from this test.  The skin 
tone of the human subject was light olive skin tone and the backgrounds were beige and 
black.  The videos were magnified with level 4 and alpha = 500. The black background, on 
the right, shows a clear outline of the hand in the color magnified frame while the frame 
with the beige background, on the left, shows no hand at all.  This shows that a 
background that differs only slightly from the flesh tone being filmed will produce the 
fewest motion artifacts. 
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Figure 26: Color magnified frames from videos of the hand with beige (left) and black (right) background 
5.1.5 ISO settings 
Appropriate light levels are desired for the videos to ensure that the color is true in the 
frames and the ISO settings were set very high.  The ISO setting in a digital camera controls 
the sensitivity of the image sensor to light.  The videos of the hand showed significant 
issues with maximum ISO because the sensor in the camera was becoming over exposed.  
The way this appeared was horizontal stripes across the frames in the subsequent heat 
maps.  Figure 27 shows the effects of the sensor being configured to be too sensitive to 
light.  The user settings for the two videos were identical except for the ISO setting.  The 
aperture was f4.9 and the ISO was 3200 for the one on the left and 1600 for the one on 
the right.  The high ISO produces the very bright stripe in the heat map and the hand’s 
pulsing is barely visible.  The appropriate ISO shows clear regions of blood perfusion in 
the fingers. 
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Figure 27: Heat maps of level 4 magnified videos of the hand with ISO 3200 (left) and 1600 (right) 
5.2 Final Results 
After optimizing the video recording for the color magnification, heat maps were 
generated from videos that show similar blood perfusion regions as the reference papers.  
Figure 28 compares the two reference papers for blood perfusion in the face to a heat 
map generated from one of the videos recorded according to the optimal setup and 
magnified at level 4 with the Eulerian color magnification software.  The predominate 
regions of blood perfusion match between these images: the cheeks, the forehead, the 
nose and the lips. 
 
Figure 28: Blood perfusion maps of the face – laser Doppler image (Hayashi, 2014) (left), migraine paper amplitude 
image (Zaproudina, et al., 2013) (middle), Eulerian color magnified video heat map (right) 
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Figure 29 compares the reference laser Doppler image of blood perfusion in the hands 
and the heat map generated from one of the videos recorded according to the optimal 
setup and magnified at level 4 with the Eulerian color magnification software.  The same 
blood perfusion regions are found in both images: fingertips and knuckles are the regions 
of highest blood perfusion and several regions on the back of the hand have high blood 
perfusion. 
 
Figure 29: Blood perfusion maps of the hand - laser doppler image (left (Allen & Howell, 2014) and middle (Perimed 
Instruments, n.d.)) and Eulerian color magnified video heat map (right) 
6 CONCLUSIONS AND FURTHER WORK 
In this thesis, regions of blood perfusion are found in the face and hand using Eulerian 
magnification and heat maps.  This technique successfully generated heat maps that show 
regions of blood perfusion that are equivalent to regions found using other techniques.  
However, these results were obtained through specific setup requirements.  Small depth 
of field causes the regions of blood perfusion in the face to be blurred beyond 
distinguishability.  Motion appears as high color variation the same way blood perfusion 
does, making it hard to determine if blood perfusion is found.  Background colors in the 
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frame that are different from the flesh tone being recorded increase the visibility of 
motion in the amplified video.  Excessively bright lighting and a high camera ISO setting 
masks the blood perfusion in the amplified video with artifacts of the over-exposure.   
Ultimately it was determined that, although regions of blood perfusion can be found using 
Eulerian magnification software and a digital camera, the recorded video has to be 
carefully configured to obtain successful results. 
This thesis focused exclusively on determining if the Eulerian color magnification 
technique could be used to find regions of blood perfusion in human skin.  This process 
could be improved by using image registration techniques or a physical setup that could 
stabilize the body part being recorded.  To make the body parts and regions of perfusion 
in the videos more recognizable, the software could lay the amplified heat-map over the 
original frame.  Another technique could be used that implemented a combination of the 
Laplacian and Gaussian pyramids in a way that might minimize the motion effects and 
allow for smaller regions of blood perfusion to be detected. 
Additionally, this thesis compared heat maps from the Eulerian color magnification 
technique of one subject to images collected using the Laser Doppler Imaging of other 
subjects.  Images should be taken of the same human subject that was recorded for the 
Eulerian color magnification using Laser Doppler Imaging for a proper comparison.  
Alternatively, a method of quantifying the blood perfusion in a region would aid in 
comparing heat maps between subjects and body parts. 
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Depending on the Gaussian level selected, the software used in this thesis to perform 
Eulerian magnification can take a significant time to run.  Improving the run time or even 
making the software run in real-time would improve the attractiveness for using this 
software in medical applications such as in a portable unit used in a doctor’s office or in a 
setup in a surgical room. 
In addition to improving the setup, further work could be done in applying this technique.  
Further testing can be done on other parts of the body to determine if Eulerian 
magnification can be used on regions that are less vascular near the skin.  One example 
would be to determine if blood vessels that pass through the abdominal wall, called 
perforators, can be identified using this approach.  Additionally, the effectiveness of the 
approach could be tested for diagnosing migraines, endothelial dysfunction and any other 
diagnoses for which Laser Doppler is used. 
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