In this paper we conduct Monte Carlo simulations to investigate the thermodynamic properties of a novel geometry of artificial spin ice recently proposed in the literature that had been termed "rewritable" spin ice, for its experimental realization allows total control over the microstates of the system. Our results show that in the thermodynamic limit a single phase transition between a fully magnetized state and a paramagnetic state exists, whereas for finite systems an intermediate phase also emerges, engendering a low temperature pseudo-phase transition. This intermediate phase is characterized by large magnetic domains separated by domain walls composed of monopole-like excitations, resulting in low net magnetization values. We also show that two types of low energy excitations that behave as magnetic monopoles emerge in the system, both of which are geometrically constrained to move along a predefined path.
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I. INTRODUCTION
Artificial spin ices (ASI) are arrays of interacting magnetic nanoislands that can be litographically patterned in a variety of lattice structures, the most common examples being the square 1 and the kagome 2 lattices. The islands are small enough that they are single-domain, and the elongated shape of each individual island constrains its magnetic moment to point along its longest axis, forcing it to behave as an effective Ising macrospin. In the simplest ASI realization, the square ASI, the lowest energy configurations of each vertex of the lattice, where four spins meet, are characterized by two spins pointing inward and the other two directed outward, obeying an ice rule analogous to the one encountered in some water ice phases 3, 4 .
Initially designed to allow the real-space observation of the exotic states found in geometrically frustrated rare-earth pyrochlore crystals 5, 6 , ASI's scope have significantly transcended their original purpose, mainly due to their remarkable property of allowing the design of custom lattice structures 7, 8 which deliberately target the emergence of new behaviors and applications. In addition to the intriguing monopole-like excitations 9 which are also encountered in their 3D counterparts 10 , ASI have opened windows to the study of novel phenomena such as vertex frustration 11 , monopole-charge screening 12, 13 , topologically protected magnetic charges 11, 14 , transfer and processing of information 15 , among others.
One of the most promising applications of these materials is in the storage and processing of information through the manipulation of their local configurations. In this regard, an important step has been made by Wang et al. 16 , who have designed a new lattice geometry derived from the original square artificial spin ice that allows complete experimental control over the microstates of the system. For this reason, the system has been termed rewritable artificial spin ice (RWASI). Interesting is the fact that in this new geometry the same monopole-like excitations picture of the original ASI is expected. However, due to the lattice structure, the monopoles are restricted to move along straight lines, suggesting the possibility of dimensionality reduction 17 .
The experimental realization of this particular geometry was essentially athermal, since the relatively large volume of the nanoislands used in Ref. 16 posed a significant energy barrier for the inversion of spin orientations, blocking the system's dynamics. However, the fabrication of thinner nanoislands with a much lower blocking temperature is also possible 18 , and has been applied to a number of different spin ice geometries 17, [19] [20] [21] [22] [23] , shedding light on the thermodynamics of this class of materials both in and out of equilibrium 24, 25 .
In order to elucidate the thermal behavior of this new geometry of ASI , we have conducted Monte Carlo simulations of the RWASI using open (OBC) and periodic boundary conditions (PBC). Our results indicate that in the thermodynamic limit the system is expected to behave as the square ASI 26 , exhibiting a phase transition in the Ising universality class between the ordered low temperature phase and the disordered high temperature phase. Nevertheless, for finite systems a pseudophase transition appears at low temperature, marking the passing from the fully ordered (magnetized) phase to a low magnetization phase characterized by the presence of large domains separated by domain walls composed of magnetic monopole-like excitations. The appearance of this intermediate phase in finite systems make for interesting possibilities, since the pseudo-transition between the magnetized and low magnetization states is very abrupt, resembling a discontinuous phase transition, in such a way that small temperature variations may completely change the system's state and properties. The paper is organized as follows: Section II describes our model and simulation methods; in Section III, an analysis of vertices types and monopole excitations is carried out; Section IV is devoted to the system with periodic boundary conditions; Section V contains the results for open boundary conditions, and in Section VI we present our final remarks.
II. MODEL AND SIMULATIONS
The RWASI lattice is obtained by modifying the square ASI geometry as indicated in Figure 1 . In the latter, each vertex is surrounded by two pairs of spins aligned in perpendicular directions, whereas in the former two of those spins are now placed at a 45 degree angle with respect to the others 16 . As a result, each vertex of the RWASI lattice is surrounded by three spins, two of which are original, in the sense that they are also present in the square lattice. The third spin, which is the modified one, is placed at a 45 degree angle with respect to the other two. Half of the spins in the lattice are original and half are modified, since each original spin is shared between two vertices whereas the modified one is fully contained within a single plaquette. A more detailed discussion on vertex types will be offered in Section III. The RWASI geometry is obtained by modifying half of the spins in the square lattice. To do so, the dipoles of the square ASI are thought of as being composed of two poles, each of which is reattached to the opposite pole of a neighboring spin, resulting in rows of horizontal spins at a 45 degree angle with the original ones. The vertices of the square ASI (green squares) are still present in the modified lattice, but in the latter only two spins converge toward each of these vertices. Notice also that the rows of horizontal spins in the RWASI geometry give rise to secondary vertices between pairs of slightly misaligned dipoles.
In our model, nanoislands are treated as point-like Ising spins interacting through a dipolar potential. The magnetic moment of each island is given by m i = µS iêi , where µ is the norm of the dipole moment (considered equal for all nanoislands), S i = ±1 are the spin variables, andê i represents the fixed orientation of each spin on the plane. The lattice consists of L×L unit cells of four spins each, as shown in Figure 1(b) , and the total number of spins is N = 4L
2 . The lattice parameter l is defined in accordance with Ref. 16 , so that the separation between two consecutive unit cells is l(2 + √ 2) in both x and y directions. The total Hamiltonian is written as:
where r ij is the vector connecting spins at sites i and j, and D = µ 0 µ 2 /(4πl 3 ) is the coupling constant of the dipolar interaction, µ 0 being the permeability of free space. We ran simulations with two different boundary conditions: open and periodic. In the lattice with open boundary conditions, the last spin in each row has been removed to avoid an asymmetry between left and right borders. For periodic boundary conditions, several copies of the system have been considered in each direction. As the dipolar potential in two dimensions is generally convergent, we assume that the amount of copies (∼ 10 5 ) used in the simulations is large enough that the total energy can be computed with reasonable precision. Since the only variable in each term of the summation in Equation 1 is the product S i S j , the Hamiltonian can be factored as
By calculating the constant term in brackets in Equation 2 for each pair of spins beforehand, the computing time needed to update energy values during simulations is greatly reduced. We used a single spin-flip Metropolis algorithm, combined with some multiple spin-flip steps to speed up the dynamics and avoid trapping in local minima. The results of the simulations were extrapolated to non-simulated temperatures through the multiple histogram reweighting method 27 . For each lattice size and boundary condition, ten samples were simulated to allow the estimation of errorbars. A typical simulation consisted of 10 5 Monte Carlo steps for equilibration and 10 6 steps to compute averages.
III. VERTICES AND MONOPOLES
As can be noticed in Figure 1 , each vertex of the square ASI has its counterpart in RWASI. However, the ice rule does not hold in the latter, at least in its original formulation. In the modified lattice, the net magnetic charge of a vertex is kept neutral whenever one of the original spins points in and the other one points out. The violation of this ice rule analog yields an excess of magnetic charge in the vertex, in a similar way to what happens in the square lattice when the ice rule is violated. The orientation of the modified spin is important for energy considerations but does not contribute to the magnetic charge in the vertex, because the two opposite poles of this spin are equidistant to the vertex.
Since a vertex is now defined by only three spins, it can assume eight possible configurations, which can be divided in three different groups according to their energy levels. It is important to notice, though, that these configurations may appear reflected about the horizontal axis, as shown in Figure 2 , because the modified spin appears above the other two in half of the vertices and below them in the other half. Both type I and type II vertices obey the modified ice rule and are charge neutral, but type I vertices are less energetic than type II Contrary to what happens in square ASI, in the RWASI lattice not all spins point towards their respective vertices. Indeed, the modified spins in RWASI form structures very similar to one-dimensional Ising arrays, with a small offset in the y direction between nearest neighbors. The midpoint between two of these spins can be treated a secondary vertex of coordination number z = 2. Energy is minimized when both spins have the same orientation in the x direction (type A vertices), whereas excited vertices (type B) appear when spins have opposite orientations (see Figure 2) .
In square ASI, it has been shown 9 that elementary excitations above the ground state appear as a pair of oppositely charged vertices, whose interaction energy exhibits an effective Coulombic term. The separation of the excited vertices across the lattice result in a string of chargeneutral yet energetically disfavored vertices. Thus, the energy of these excitations can be written as:
where q is the magnetic charge magnitude, r is the distance between the excited vertices, a is the string tension, x(r) is the string length, and b is the energy required for monopole pair formation. In the RWASI lattice, this behavior is observed not only for type III vertices, which are analogous to the single-charged monopoles of the square lattice, but also for type B vertices, that are specific to this geometry. In both cases, the separation of a pair of monopoles across the lattice results in a string of type II vertices, that are charge-neutral but considerably more energetic than type I (see Figure 3) . By adjusting Equation 3 to the energy of excited configurations, we were able to calculate the effective magnetic charge of type III and type B vertices, which are, respectively, q III = 1.65(2)Dl and q B = 1.21(1)Dl (see Figure 4) . One important consequence of this new geometry is the fact that monopoles are now constrained to move along a predefined path. From Figure 3 (a), it is clear that a pair of type III monopoles created in the i th row of the lattice can only follow a zigzag path that either leads them further apart or brings them closer together in the same row until they meet and annihilate. The same happens with type B monopoles, which follow a straight line when hopping between secondary vertices (Figure 3(b) ). This allows for the possibility of controlled magnetic currents which is absent in conventional ASI arrays.
IV. PERIODIC BOUNDARY CONDITIONS
Contrary to the square ASI, whose ground state is characterized by an alternate tiling of type I vertices that results in no net magnetization 28 , the ground state of the RWASI was determined to be fully magnetized. This is due to the fact that the RWASI geometry removes the frustration of the square lattice at the local level, since it allows a head-to-tail arrangement of all nearest-neighbor spins, as can be inferred from the configuration of its least energetic vertices. In the ground state, all vertices are in type I and type A configurations, as shown in Figure 1(b) . As the temperature rises, the magnetization drops rapidly and a peak in the specific heat curve is observed (see Figure 5 ) as the system transitions into a paramagnetic phase. We simulated lattices of sizes ranging from L = 8 to L = 40 to investigate the nature of this phase transition. The finite-size scaling of the specific heat peak revealed a logarithmic divergence, as shown in the inset of Figure  5 , indicating that the critical exponent that governs the specific heat behavior, denoted by α, equals zero for this transition. A power-law fit was also tried, but resulted in a worse fit (not shown). This is in accordance with previous results for the square ASI 29 , where a logarithmic divergence was also found.
In order to estimate the critical temperature we applied a method based on the energy probability distribution (EPD) zeros recently reported in the literature 30 . This method consists of a modification of the Fisher zeros 31 approach and allows the calculation of the complex zeros of the partition function from a single histogram constructed at a certain inverse temperature β 0 . As in the Fisher zeros method, phase transitions are characterized by the zeros that touch the real positive axis in the thermodynamic limit. For finite systems, however, there can be no real positive zeros, so that one expects that the zeros nearest to the positive real axis, called leading or dominant zeros, are indicative of phase transitions. This method presents some advantages over conventional ones, such as not requiring the definition of an order parameter and allowing the obtention of the critical temperature directly from the partition function-and not from the behavior of derived thermodynamic quantities such as specific heat and susceptibility. In addition, an estimate of the transition exponent ν can also be easily obtained. More details about this method can be found in the Appendix and in Refs. 30, 32, and 33.
The inset of Figure 6 shows a log-log plot of the imaginary part of the leading zero as a function of lattice size. From Equation A.4, the slope of a linear fit on the data is equivalent to −1/ν, which in this case yields the critical exponent ν = 1.001(5). This result, along with the logarithm divergence of the specific heat, indicates that this transition belongs to the two-dimensional Ising universality class, a fact that has been previously observed in models of square ASI 34 . We then used the critical temperature values obtained with finite lattices, T c (L), to estimate the critical temperature in the thermodynamic limit T * c , according to the expression
where a is a constant. Taking the Ising exponent ν = 1 and plotting T c (L) as a function of L results in a straight line whose intercept with the y axis gives the critical temperature T * c . Using the values of T c (L) given by the EPD zeros method, we found a critical temperature of T * c = 0.671(1)D/k B , while extracting T c (L) from the position of the specific heat peak yielded a very close value, T c = 0.672(1)D/k B (see Figure 6 ). The critical temperature T * c = 0.671D/k B , along with the Ising exponents γ = 1.75 and ν = 1, generates a good collapse of both magnetic susceptibility and Binder cumulant curves, providing a good consistency check for our results (not shown here).
The critical temperature of the square ASI has been determined by Silva et al. 29 to be approximately T c ≈ 7.2D /k B , where D = µ 0 µ 2 /(4πl 3 ) is the coupling constant of the dipolar interaction used in that work and l is the lattice parameter. A comparison between the critical temperatures of the square ASI and the rewritable ASI is only possible if we notice that the definition of the lattice parameter l used in our study is different from the lattice parameter l defined in Ref. 29 . While l represents the distance between two adjacent vertices in the square lattice, the corresponding vertices in the rewritable lattice are separated by a distance of l(1+ √ 2). Therefore, in order for the position of the corresponding vertices in both lattices to coincide, we should have l = l /(1 + √ 2), which yields a ratio between coupling constants of D = (1 + √ 2) 3 D . The critical temperature T c = 0.671(1)D/k B of the RWASI model would thus result in T c = 9.44(1)D /k B in the units used in Ref. 29 , which is higher than that of the square ASI. A possible explanation is the higher level of frustration present in the square ASI, which makes ordering more difficult.
V. OPEN BOUNDARY CONDITIONS
Remarkably, the system's behavior is different when open boundary conditions are used, suggesting that finite-size effects give rise to some features that become suppressed in the thermodynamic limit. From Figure  7 (a), it is clear that the total magnetization exhibits three different regimes, and not only two as in the PBC case. The ground state is still maximally magnetized, as one would expect, but as the temperature rises the magnetization curve reaches a plateau before finally decaying into the paramagnetic phase. The specific heat curve is also qualitatively different, as another local maximum arises at a much lower temperature than the formerly observed peak (Figure 7(b) ). This local maximum is significantly less pronounced for smaller lattices, and appears as a mere elbow in the curve for L = 8 and L = 12. By looking at typical configurations for these three regimes, we notice that between the fully magnetized and the paramagnetic phases there is an intermediate phase that is characterized by the emergence of a domain wall of type B and type II vertices separating clusters of opposite spin orientations. These clusters, however, contain almost no magnetically charged vertices (Figure 7(c) ). The specific heat curve for OBC signals two significant regime changes, as a local maximum that is absent in PBC now appears. The magnetization curve (inset) shows that the temperature at which the system is fully magnetized is much lower for OBC than for PBC. Also, an itermediate regime in magnetization arises, and is identified by a plateau in the curve. The paramagnetic phase is reached at a slightly lower temperature when compared to PBC. Although phase transitions can only be rigorously de-fined in the thermodynamic limit, this behavior of the finite system suggests that it undergoes two pseudo-phase transitions. This is further confirmed by the EPD zeros method. Figure 9 shows a comparison between the zeros maps for PBC and OBC lattices of the same size and at the same temperature. In the OBC lattice's map, two zeros clearly stand out, both of which converge to a real part of one upon iteration, indicating two pseudo-phase transitions. The PBC lattice, on the other hand, presents only one dominant zero as expected. We simulated OBC lattices ranging from L = 8 to L = 28. The temperatures at which these transitions occur, shown in Table I , satisfactorily agree with the temperatures of the specific heat peaks for each system size. This low-temperature pseudo-phase transition appears to be first order in nature. Indeed, the Binder cumulant of the magnetization,
exhibits a sharp drop that begins near the transition temperature and reaches negative values (Figure 10(a) ), suggesting a first order transition 35 . Although the energy histogram near the transition is not clearly doublepeaked, we can infer that it is formed by the sum of two unimodal distributions as can be seen in the histograms above and below the transition temperature (see Figure  10(b) ). To gain more insight on the mechanism that drives these different behaviors, we looked at the population of vertices that belong to each type as a function of temperature (see Figure 11 ). The PBC system presents a trivial behavior in which low energy vertices (types I and A) are preferred at low temperature and higher energy vertices are increasingly common as the temperature rises. With OBC, however, we see that vertices of types II and B increase more rapidly in the region of the intermediate phase, as shown in Figure 11 (c). This is actually a requirement for the formation of the domain walls that characterize this phase, since these vertices are the building blocks of the wall. We also computed the susceptibility of type II, type B, and type III vertex populations in the OBC lattice (Figure 11(d) ) to show that the first two exhibit strong peaks at both transition temperatures while the latter presents only one peak at the high-temperature transition, denoting that types II and B are indeed the most important excitations that take part in the low-temperature transition. Type I and type A vertices also present a peak in susceptibility (not shown here) as a consequence of more vertices assuming types II and B configurations, respectively. For PBC, only one peak in susceptibility is observed for all vertex types (also not shown), which coincides with the transition temperature as expected.
Finally, it is important to remark that in order to transition from a typical intermediate state configuration to the ground state by means of single spin flips, the system has to access states of significantly higher energy in its configuration space. This important energy barrier poses a difficulty to obtaining the ground state through an annealing process. In fact, in our simulations the ground state has only been reached when we added multiple spin flips that attempt to invert either half of the lattice or entire lines of spins at once. As a consequence, a similar annealing process in an experimental setting with relatively small lattices would presumably result in many samples being found in a frozen-in intermediate phase even at very low temperatures.
VI. CONCLUSION
In summary, we have investigated the thermodyamic properties of a novel artificial spin ice geometry that had been proposed in Ref. 16 by means of Monte Carlo Simulations. The prospects of technological applications related to the possibility of total control over the system's microstates allowed by this new type of ASI, as well as its suitability for experimental studies addressing the equilibrium and non-equilibrium properties of magnetic arrays of nanoislands, justify the exploration of its thermal properties.
By analyzing low energy excitations in the system, we see that the magnetic monopole picture of the square ASI 9 is present in this geometry, even though the local frustration is absent. In addition, we observe that the secondary vertices of the RWASI lattice also sup-port the presence of monopole-like excitations, which are connected by an energetic string and whose interactions are characterized by a Coulombic term. These secondary monopole-like excitations (type B monopoles) were found to have a slightly smaller magnetic charge, q B = 1.21(1)Dl, when compared to the monopoles in the main vertices (type III monopoles), q III = 1.65(2)Dl. This difference might be associated with the misalignment of the spins that form type B vertices.
By using a method based on the zeros of the energy probability distribution (EPD) 30, 32, 33 , the transition temperature for periodic boundary conditions was obtained (T * c = 0.671(1)D/k B ). In this case, a single phase transition between the ordered ground state and a paramagnetic state was found, and only above the transition temperature the density of monopoles increase considerably. This phase transition was characterized as belonging to the 2D Ising universality class, as one would expect by using universality arguments and comparing with the square ASI 36 . Our results for open boundary conditions, however, show a different and much more interesting behavior. An intermediate phase characterized by low magnetization and the presence of large domains of magnetized regions was observed. As a consequence, a leading zero of the EPD indicating a low temperature pseudo-phase transition appears. This pseudo-transition seems to be first order in nature as indicated by the Binder's cumulant of the magnetization. Moreover, the domain walls are composed mainly by type B and type II vertices, suggesting that a current of magnetic monopoles may be expected to develop in the formation of such domain walls. This expectation is confirmed by a peak in the susceptibility of the populations of type B and type II vertices. We remark that monopoles are constrained to move along thex direction, in a way that those possible magnetic currents may be more easily measured.
Another point that deserves attention is that this low temperature pseudo-transition is expected to be suppressed in the thermodynamic limit. However, as the simulated system sizes are on the same order of magnitude as the size of some typical realizations of ASI, we expect that the transition will play a determinant role in experimental realizations of this system. Indeed, considering l = 300nm the lateral dimension of the largest system that we simulate (L = 28) would be about 30µm, whereas the samples of Ref. 16 are approximately 80µm wide.
