Introduction.
Let {u m } m∈Z be a linear recurrence sequence, i.e., a sequence satisfying a relation have been studied in [2] and [7] . It was shown there that for nondegenerate {u m }, (1.2) has only finitely many solutions m > n ≥ 0. More generally, the equation
where {u m } and {v n } are given recurrence sequences, was treated by Laurent [3] and the current authors [11] . They give a complete qualitative description of the set of solutions (m, n) ∈ Z 2 of (1.3). It is the purpose of the present paper to derive quantitative results on equations (1.3). Let Notice that in view of (1.4) we have in particular
. . , r).
The sequence {u m } is called nondegenerate if none of the quotients α i /α j for i = j is a root of unity.
To unify the notation in the sequel, we will consider instead of (1.5) the function (1.7)
F (x) = and where we assume, moreover, that β i = 0, that β 0 is a root of unity, and β i /β j for i = j is not a root of unity.
We will suppose throughout that both r, r ≥ 1. Thus, equation (1.3) becomes (1.13)
F (x) = G(y), to be solved in integers x, y. In this paper we will study (1.13) assuming that F and G are defined over the algebraic numbers. So, let K be a number field of degree (1.14) [K : Q] = d containing α 0 , . . . , α r , β 0 , . . . , β r . We assume, moreover, that the leading coefficients and the zeros of the polynomials f i and g i are contained in K.
We recall the following definitions from [11] . In the sequel, when F and G are related or doubly related, we will assume that the reorderings guaranteeing (1.15), or (1.15) and (1.16), have been applied.
It was shown in [11] that the related pair F, G is doubly related if and only if (1.17) α i α i+1 and β i β i+1 for 0 ≤ i < r, i odd, are roots of unity.
Moreover, if p, q and p , q are as in (1.15) and (1.16), then p/q = −p /q .
There cannot be a third permutation with a property like (1.15) or (1.16).
A pair F, G that is related but not doubly related is called simply related. Let us mention in this context that relatedness as well as double relatedness, in view of Lemma 6.3 below, are decidable properties.
We denote by M (K) the set of absolute values of K and by M ∞ (K) the subset of archimedean absolute values in M (K). Let S be the subset of M (K) consisting of M ∞ (K) and those absolute values v in M (K) for which α i v = 1 or β j v = 1 for some i with 1 ≤ i ≤ r or some j with 1 ≤ j ≤ r . It is clear that the cardinality s of S is finite and has
where ω denotes the number of distinct prime ideals occurring in the decomposition of the fractional ideals (α i ), (β j ) in K. . Now, suppose that F and G are related. In [11] (Proposition 1) we proved the following:
When F and G are simply related , then all but finitely many solutions of (1.13) satisfy the system of equations If F and G are simply related, we write S for the set of solutions (x, y) ∈ Z 2 of (1.13) that do not satisfy the system (1.20) . If F and G are doubly related, we let S be the set of solutions of (1.13) which satisfy neither (1.20) nor (1.21a,b). 45d!(2k 2 (r+1))! .
R e m a r k. If in (1.7) and (1.10), f 0 = g 0 = 0, then in (1.22), r + 1 may be replaced by r. The significant feature in Theorems 1 and 2 is that the bounds (1.19) and (1.22) are uniform, as they involve only the degree d of the field K, the bound k for the degrees of the polynomials f i and g j , the numbers r and r of characteristic roots and the number s of absolute values in S. No particular care was taken in optimizing the actual shape of the bounds; we rather tried to avoid painstaking estimates.
For F and G related, we still want some information about the solutions (x, y) ∈ Z 2 of either (1.20) or of (1.20) and (1.21a,b). Again following [11] , we call the ordered pair F, G exceptional if (i) F and G are simply related, (ii) there is a natural number N > 1 which is an integral power of each α i and each
where A is rational and l i > 0.
We remark that by Lemma 6.3 below, exceptionality is decidable. Notice that if F, G is exceptional, then by (1.15) either
Thus, in view of (1.17), if the pair F, G is doubly related neither F, G nor G, F is exceptional.
If F and G are related, then as α 0 and β 0 are roots of unity, we may extend (1.15) also to i = 0 (by replacing p, q by suitable multiples, if necessary). So we will suppose in the sequel that we have
with nonzero integers p, q. And in fact, we will assume that p > 0 in (1.23), and p is chosen minimal with this property.
Similarly, when F and G are doubly related we will assume instead of (1.16) that 
where h is the absolute height whose definition will be detailed in Section 5. Similarly define H(G) with respect to G.
Let H be a quantity having 
with 0 ≤ p < p such that all but at most M 1 solutions lie in this family or satisfy (1.27).
The family (1.28) is effectively computable.
The point of the theorem is that the solutions with (1.27) as well as the family (1.28) may be effectively computed, while on the other hand M 1 is independent of H. R e m a r k. The family (1.28) occurs if and only if we have the polynomial identities Theorems 1-4 imply in particular that for equations u m = v n we have an algorithm that allows us to determine effectively all solutions, except possibly a finite set whose cardinality is uniformly bounded.
A particular instance of our results concerns equations u m = u n or more generally
, where {u m } m∈Z is a nondegenerate linear recurrence sequence as in (1.1). We suppose that relation (1.1) is minimal, i.e., that u m does not satisfy a relation of smaller order. Moreover, we assume that k > 1 and that at least one of the characteristic roots of the polynomial in (1.4) is not a root of unity. Using the representation (1.5), we may write u m = F (m) with F as in (1.7), and here by (1.4), if f 0 ≡ 0 then r ≤ k and otherwise r + 1 ≤ k. We suppose that {u m }, i.e., F (m), is defined over K. It is clear that F is related with itself. We call {u m } symmetric if F is doubly related with itself.
The relations (1.15) or (1.23) now simply reduce to α 
where w is an integer with 0 < w ≤ 2d
2
, and w has 0 ≤ w < w. The family (1.39) is effectively computable.
We next treat the slightly more general equation 
, where the P i are nonzero polynomials with coefficients in K of total degree ≤ δ, and where α
Here we suppose that the α ij are elements in K * . The letter S will indicate a finite set S ⊂ M (K) which contains M ∞ (K) as well as the nonarchimedean absolute values v of K for which |α ij | v = 1 for some pair i, j
When P is a partition of {1, . . . , h} and π is a subset of {1, . . . , h}, we write π ∈ P if π is among the subsets belonging to P. Consider the splitting of equation (2.1) into the system (2.1P)
We denote by S(P) the set of solutions x ∈ Z N of (2.1P) which do not satisfy a system (2.1Q) for a proper refinement Q of P. It is clear that any solution x ∈ Z N of (2.1) is contained in some set S(P) for a suitable P (which is not necessarily unique). Thus, to give an upper bound for the number of solutions of (2.1), it suffices to give an upper bound for the cardinalities of the sets S(P) where P runs through the partitions of {1, . . . , h}.
Given P and elements i, j ∈ {1, . . . , h}, we write i P ∼ j if i, j belong to the same subset π ∈ P. We denote by G(P) the subgroup of Z N consisting of points x having
The following theorem is the main result of Schlickewei and Schmidt [10] .
where D = N +δ N . We mention that Theorem A is a consequence of the Subspace Theorem in diophantine approximation.
Groups G(P).
To prove our theorems we will apply Theorem A of Section 2.
It is clear that equation (1.13) is a special instance of (2.1), where in view of (1.7) and (1.10) we have h = r + r + 2, N = 2 and δ < k. We will symbolize the r + r + 2 summands of equation (1.13) as
Given a partition P of {0 x , . . . , r x , 0 y , . . . , r y }, the relations (2.2) are
We say that P contains an essential singleton if P contains a one-element subset {i x } or {i y } and if, moreover, in the case {i x } = {0 x } or {i y } = {0 y } we have f 0 (x) ≡ 0 or g 0 (x) ≡ 0, respectively. Lemma 3.1. Suppose that P contains an essential singleton. Then
P r o o f. Suppose without loss of generality that {i y } ∈ P. Then (1.13P) contains the equation g i (y)β y i = 0. As g i is a nonzero polynomial of degree ≤ k, this equation has not more than k solutions, say y 1 , . . . , y k ∈ Z. Given y, we write G(y) = c and equation (1.13) becomes
Consider partitions Q of the set {0, 1, . . . , r, r + 1}, where r + 1 symbolizes the summand −c · 1
, and there are not more than k solutions x ∈ Z. Consequently, in this case
Or , for each i (1 ≤ i ≤ r) there exists j with 0 ≤ j ≤ r + 1 and
As we assume that F (x) is nondegenerate, (3.7) has only the trivial solution x = 0. Hence G(Q) = {0}. Thus we may apply Theorem A to (3.5), and consequently, (3.5Q) has not more than (3.8) 2
Allowing a factor k for the number of possible values y and a factor 2 (r+2) 2 for the number of possible partitions Q we may conclude from (3.8) that
It is clear that we obtain the same estimate if P contains an essential singleton {i x }, and in view of (3.6) the lemma follows. 
(ii) If F and G are doubly related , then either P is as in (3.11) or
, Lemme 2, and [11] , §5.
Proof of Theorems 1 and 2.
As for Theorem 1, in view of Lemma 3.3 we have only partitions P of {0 x , . . . , r x , 0 y , . . . , r y } that have G(P) = {(0, 0)} or contain an essential singleton. In Theorem 2 the situation is the same by the definition of S. Therefore, we may apply Lemmata 3.1 and 3.2. Comparing (3.4) and (3.10) we see that for any partition P under consideration we have
As the number of partitions of {0 x , . . . , r x , 0 y , . . . , r y } to be considered does not exceed 2
2(r+r +2)
, we get
and Theorem 1 follows. If F and G are related, then r = r and hence (4.1) implies Theorem 2 as well.
Heights.
Recall that K is a number field of degree d. We denote by M (K) an indexing set for the absolute values of K. Thus given v ∈ M (K), | | v is an extension of either the standard absolute value on Q or of a p-adic absolute value. Moreover, for α ∈ K and v ∈ M (K) we define
where d v denotes the local degree. Given an element α ∈ K * , we put
we have
, a natural number such that Cα is an algebraic integer. Then C may be chosen such that
This is well known. A proof may be found, e.g., in Schmidt [12] .
is not a root of unity. Then
. Let x and y be integers. Let A and B be elements in K * such that
Suppose that H is a quantity with
Suppose moreover that
We may assume that |x | ≥ |y | and get by (5.2), (5.8),
On the other hand, by (5.1) and (5.5),
We denote by
Altogether, using (5.9) and (5.10) we get
Let α, β ∈ K * be elements with
where S is as in Section 1. Thus α, β are "S-units".
Let H * be a quantity with
Given v ∈ M (K), we denote by λ v and µ v respectively subscripts having
We partition the set M (K)\S into two subsets S 1 , S 2 ; here S 1 consists of those v for which y − B *
On the other hand, for each v ∈ S we have
Let S 1,λ,µ be the subset of S 1 for which (5.26) holds with (λ v , µ v ) = (λ, µ). Then
Taking the product over 1 ≤ λ ≤ l and 1 ≤ µ ≤ m and using the same argument for (5.27), we get
and thus by (5.17) and Lemma 5.1,
Thus by (5.12) and (5.22) there exists i 0 with 1
Similarly, we find j 0 with 1
Finally, by (5.14) we get
as asserted. is the positive uth root of |q| and ζ is a 2uth root of unity. So α is a root of the polynomial
Multiplicative relations
where ζ runs through the 2uth roots of unity. On the other hand, α is in K. Therefore the minimal polynomial of α over Q, say p(x), is of degree say 
Consequently, α ew ∈ Q. In view of Lemma 6.1 and the hypotheses we have
and the assertion follows.
Lemma 6.3. Let α and β be elements in K *
, and neither a root of unity. Let H be a quantity with
Suppose that there exist nonzero integers z 1 , z 2 with
Then there exist such integers having
P r o o f. This follows at once from Loxton and van der Poorten [5] (Theorem 3). In fact, they proved that there exist nonzero integers z i with (6.4) such that
where w is the number of roots of unity in K and where λ is the logarithm of the right hand side in formula (5.7) of Dobrowolski's result as quoted in Lemma 5.2. Thus Lemma 6.1 implies the assertion.
Linear equations in S-integers.
Let S be a finite subset of cardinality |S| = s of M (K) as in Section 1. We suppose that S contains the set of archimedean prime divisors
We consider the equation
we define the S-height by
with x v as in Section 5.
We will need the following result of Schlickewei [9] (Theorem 1.4).
is contained in the union of not more than
proper subspaces U 1 , . . . , U t of the (n−1)-dimensional linear space U defined by equation (7.1).
The equation
Assume that α, β ∈ K * are not roots of unity but are multiplicatively dependent. Let (p, q) ∈ Z 2 , with p > 0 minimal, such that
We want to study the solutions (x, y) ∈ Z 2 of the equation
In a qualitative sense such equations have been studied in [2] and in [11] .
Here we ask for some quantitative information about the solutions. Throughout, we assume that H is a quantity satisfying
we write
where x , y ∈ Z and 0 ≤ p < p, 0 ≤ q < q. (Notice that p and q are not fixed, but will depend upon x and y respectively.)
P r o o f. Using (8.4) and (8.7), we may write (8.5) as
(We remark in this context that (8.8) implies f (x) = 0.) Therefore by Lemma 5.1, (8.1) and (8.2),
and by (8.6) this is
But 
P r o o f. We assume without loss of generality that (c 1 , c 2 ) = 1. Then we may parametrize the solutions of the linear equation as x = x 0 + c 2 t, y = y 0 + c 1 t (t ∈ Z), where x 0 and y 0 are fixed and the second equation in (9.1) becomes
Equation (9.3) is of the type covered by Theorem A of Section 2. We have to consider two partitions. The first corresponds to the vanishing of each side in (9.3) and gives f (c 2 t + x 0 ) = 0. Since f ≡ 0, deg f < k, this has less than k solutions. The second partition of (9.3) has no vanishing term. The corresponding group G(P) is defined by
As α and β are not roots of unity and c 1 /c 2 = q/p, (8.4) 
does not exceed
P r o o f. We first remark that (9.7) implies that we are only considering solutions (x, y) with f (x)g(y) = 0. Given a solution (x, y), we consider the product
corresponding to f (x)g(y) (but omitting the leading coefficients). We partition the solutions ( .9) is small in the sense of (5.21) of Lemma 5.4. Two different classes may overlap, but this is of no importance. We will give an upper bound for the number of solutions in each single class. As the total number of classes is (9.10) lm < k 2 , our assertion (9.8) will eventually follow. We now restrict ourselves to solutions x, y in a fixed class say L(i 0 , j 0 ), and so we may assume in the sequel that Lemma 5.4 holds true for the pair (i 0 , j 0 ). To simplify the notation we will omit subscripts in what follows, and we will write A, B instead of A i 0 , B j 0 . Recall (8.7), i.e.,
Let D be a common denominator of A and B. By Lemma 5.1, D may be chosen to satisfy
The definition of D implies that x 1 , x 2 , x 3 are algebraic integers, and hence in particular they are S-integers. Moreover, (9.13)
We want to apply Lemma 7.1 to equation (9.13). To do so, we have to verify hypothesis (7.2). For this purpose we apply Lemma 5.4. We rewrite equation (8.5) as (9.14) aD 
where a * = aD 
By Lemma 5.4 we may conclude (using (9.11)) that the x i in (9.12), (9.13) satisfy
On the other hand, by Lemma 5.3 and (9.7) we get 
But it is easily checked that (9.7) implies (9.20). So hypothesis (7.2) of Lemma 7.1 is indeed satisfied with δ = 1/2. We may conclude that the solutions x 1 , x 2 , x 3 of (9.12), (9.13) satisfy one of
linear relations, each of which may be taken as 9.7) . Similarly, we may conclude that c 2 = 0.
Next assume that c 1 = c 2 . Then (9.22) entails qx − qA − py + pB = 0, which is excluded by (9.6).
Therefore, we may assume that in (9.22), c 1 c 2 = 0 and c 1 = c 2 . In view of (9.12), (9.22 ) is a relation between x and y of the shape 
, y (1) ), (x
, y (2) ), then ( 
The lemma follows. .4), and
. Set
We distinguish two cases.
(a) There exist no integers p and q having
such that we have the polynomial identity
Then (9.25(i, j)) and (9.26) have at most M common solutions.
(b) There exist unique integers p , q with (9.28) and (9.29). Then the common solutions of (9.25(i, j)) and (9.26) consist of the linear one-parameter family
plus at most M further solutions.
R e m a r k. By Lemma 6.3, p and q in (8.4) satisfy the estimate max{p, |q|} ≤ 60d 6 log H. Thus by (9.28) it is decidable whether we get a family (9.30) or not. In fact, if there is a solution family (9.30), then its data p, q, p , q are effectively computable (at least in principle). P r o o f o f L e m m a 9.3. Let (x, y) be a solution of (9. 25(i, j) ). Then writing x = pt + p with 0 ≤ p < p we get y = qt + q with q as in (9.28). So the solutions of (9.25(i, j)) in fact split into families
as in (9.30).
Given a family F p , in view of (8.4) equation (9.26) becomes
Now, if we had two families F p 1 , F p 2 for which (9.31) is an identity, then comparing the leading coefficients we get α
and by the minimality of (p, q),
is a multiple of (p, q). In conjunction with |p 1 − p 2 | < p this gives p 1 = p 2 , whence q 1 = q 2 . Therefore, if there exist integers p , q with (9.28) and (9.29), then they are uniquely determined.
It remains to be shown that the union of the families F p for which we do not have an identity (9.29) contains not more than M solutions (x, y), with M as in (9.27). In fact, the solutions (x, y) of (9.25(i, j)) satisfy y = (q/p)x+c with c = B j − (q/p)A i . Thus (9.26) becomes
Notice that in (9.32) the exponent (q/p)x + c of β is an integer; therefore the quotient β where ζ runs through the pth roots of unity in K. Given ζ, either (9.33) holds identically in x or, since max{deg f, deg g} < k, it has not more than k solutions. Since the number of roots of unity in K is ≤ 2d
2
, solutions x where (9.33) is not an identity are contained in a set of cardinality < 2d 2 k, as asserted in (9.27).
Comparing the leading coefficients in (9.33), it follows, since β is not a root of unity, that there exists at most one root of unity ζ such that (9.33) holds identically in x. It is clear that only such a ζ can give rise to a one-parameter family F p as in (9.30) having (9.29), and the lemma follows.
Equations f (x)α
. In Section 9 we have treated equation (8.5) under the assumption that both f and g have positive degrees.
In this section we study equation (8.5) 
where
is the unique solution of the equation aα
6 log H and |q | ≤ 2 11 d 9 log H. P r o o f. Only the assertion on p and q needs some comments. By Lemma 6.3, we have p ≤ 60d 
We have
Notice that here Dx − DA i = 0 for each i (1 ≤ i ≤ l). Now (10.8) implies
By the definition of D, each factor on the left hand side of (10.9) is ≥ 1. We suppose without loss of generality that A 1 = A 2 and obtain from (10.9),
Thus, we may conclude that (10.10)
On the other hand, we get
Let σ 1 , . . . , σ d be the isomorphic embeddings of K in C. Then (10.4) and (10.5) entail
Moreover, we have
Therefore, (10.11) implies
Comparing (10.12) with (10.10) we obtain using (10.5),
We apply Lemma 7.1 to the equation x 1 + x 2 + x 3 = 0 with (10.14)
In view of (10.13), hypothesis (7.2) is satisfied with δ = 1/2. The conclusion is that the solutions x 1 , x 2 , x 3 satisfy one of
linear relations, each of which may be taken as Suppose that
Then the number of solutions (x, y) ∈ Z 2 of the equation 
Since by (10.18), A ∈ Q, we may suppose that A 1 = A 2 . So ( 
is not a root of unity. Then the number of solutions (x, y) ∈ Z 2 of the equation 
and hence by Lemma 5.1,
Thus Lemma 5.2 and (10.25) imply 1 30d 3 |y| ≤ (l + 2 + |x|) log H + l log |x| + l log 2
and (10.27) follows with a simple computation.
Equations
In this section, we study the special case of equation (8.5) given by
, α and β are not roots of unity and where l > 0.
We suppose, moreover, that we have (8.4), i.e.,
and that here p > 0 is minimal.
Lemma 11.1. Suppose that for all integers u = 0 we have α u ∈ Q. Then (11.1) has at most two solutions (x, y) ∈ Z 2 . P r o o f. As β is not a root of unity, it is clear that given x ∈ Z, there is at most one y ∈ Z such that (x, y) is a solution of (11.1). For a solution (x, y) the relations (11.1), (11.2) imply
Write w = py − qx. Then we get
Now, suppose that we have two solutions (x 1 , w 1 ), (x 2 , w 2 ) ∈ Z 2 of (11.3). Then
Our hypothesis implies that δ In the sequel we will suppose that some nonzero integral power of α lies in Q. Then naturally the same holds true for δ = α p . Define u 1 as the least positive integer such that
and define Q ∈ Q by (11.7)
Since δ = α p , (11.7) together with (11.5), (8.6) and (6.5) implies
Lemma 11.2. Suppose that Q ∈ Z. Let H be a quantity with
Then the solutions (x, y) ∈ Z 2 of (11.1) satisfy
of (11.1) satisfy
with u 1 as in (11.6), z ∈ Z and 0 ≤ u 0 < u 1 . We infer from (11.5) and (6.5) that (11.14)
Now combination of (11.6), (11.7) and (11.12) yields
If Now suppose that u 0 is as in (11.15) . Define the rational number r by
Then by (11.14) we get
Combination of (11.15) and (11.16) yields
Suppose that Q ∈ Z. Then for z ∈ Z with 2 z > h(A)h(r), (11.18) entails that x ∈ Z. Thus in (11.18) we have necessarily z < 2 (log h(A) + log h(r) ).
Using the definition of z in (11.13) together with (11.14) and (11.17) we obtain
and this is (11.10).
(11.11) follows in the same way.
Lemma 11.3. Suppose that Q ∈ Z. Let H be as in (11.9) . Then the solutions (x, y) ∈ Z 2 of (11.1) with
of (11.1) with
P r o o f. We have (11.3), i.e.,
So if (11.20) holds true, we have
and therefore since py − qx = w and by (11.19) ,
Recall that δ = α p , so that by (6.5), log h(δ) ≤ 60d To finish our study of equation (11.1), we still have to deal with the cases when Q in (11.7) satisfies
It turns out that this is the most complicated case. In [11] we called an equation So let us now deal with the exceptional equation of type 1. Suppose Q ∈ Z. Equation (11.1) gives (11.18), i.e., (11.25) x = A ± rQ z , and we ask for solutions (x, z) ∈ Z 
P r o o f. By Lemma 11.3 we may suppose that py − qx > 0. Recall the definition of z in (11.13). We have u 1 z+u 0 = py−qx. Our hypothesis implies that only such z are admitted for which 2 z ≤ D 1 . We infer from (11.27) that
2 H. Combining this with (11.14), we get
The proof may now be finished in exactly the same way as in Lemma 11.3.
It is clear that we get a result analogous to Lemma 11.4 if Q −1 ∈ Z. We now suppose that B in (11.28) has B ≡ 0 (mod D 1 ). We detail only the case when in (11.28) we have the + sign. By Lemma 11.3, it suffices to find the solutions z ∈ Z, z ≥ 0, of the congruence 
Let z 
It is now clear that the solutions z of (11.30) with z > (log D 1 )/ log 2 are given by
In view of (11.18) we therefore obtain (11.34) .23) and (6.5) 
If the congruence (11.38 ) is solvable at all, then the solutions s run through certain residue classes mod p 1 , and since we have effective bounds for all parameters in (11.38), we may compute these classes effectively. Now, given such a residue class s = p 1 t+p 1 (t ∈ Z, t ≥ 0), we have to solve (11.39) for s in this class, i.e.,
Since (R 0 , p 2 ) = 1, the residue class of (R
depends only upon the residue class of t mod ϕ(p 2 ) and the solutions t of (11.40) lie in suitable residue classes mod p 2 ϕ(p 2 ) (if there are solutions t at all). Again since we have effective bounds for all the parameters in (11.40), it is decidable whether (11.40) admits solutions, and in the affirmative case we may determine effectively all residue classes.
Collecting our results, we see that the solutions s of (11.36) consist of certain residue classes mod p 1 p 2 ϕ(p 2 ) and these classes are effectively computable. Let P t + P (t ∈ Z, t ≥ 0) be such a residue class. Then by (11.34) we get x(t) = rQ 
Moreover, we obtain
and hence by (11.41),
All this was when Q ∈ Z and we have the + sign in (11.28 ∈ Z, then in the above construction we have to study solutions x, y with 0 > w = py − qx = u 1 z + u 0 , and we have to focus on z with z < 0. Again we obtain exponential families x(t), y(t) of the type (11.41), (11.43 
Intersections of solution families.
We consider a system of equations
Here we suppose that f 1 , f 2 , g 1 , g 2 are nonzero polynomials as in (8.1) 
3) either is empty or equals
where p is the least common multiple of p 1 and p 2 and where 0 ≤ p < p is uniquely determined. P r o o f. Suppose that the intersection of the families (13.5) and (13.6) is not empty. Let t
Then the intersection consists of points P r o o f. Suppose without loss of generality that the linear family is
Then we get py 1 (t 1 ) − qx 1 (t 1 ) = pq 1 − qp 1 . As for the exponential families, let us go back in the proof of Lemma 11.5.
The exponential families of the lemma are contained in the family 
P r o o f. We suppose without loss of generality that (13.1) is of type 1 and (13.2) of type 2. As in the proof of Lemma 13.2, we go back to (11.34), (11.35) .
Therefore L 1 is contained in the union of two exponential families x 1 (s 1 ), y 1 (s 1 ) where
Similarly L 2 is contained in the union of two exponential families x 2 (s 2 ), y 2 (s 2 ), where
, G ∈ Q. Moreover, as R 1 is an integral power of α 1 and R 2 an integral power of α 2 , R 1 and R 2 are both S-units. The equation x 1 (s 1 ) = x 2 (s 2 ) leads to an equation
and hence is of the type covered by Theorem 1 (notice that the left hand side and the right hand side in (13.9) are not related ). The conclusion is that (13.9) has not more than P r o o f. To get in (13.10) a bound M that is independent of heights, it is suitable not to use directly the different exponential families we have in Proposition 12.2, but to go back to the proof of Lemma 11.5, as we have already done in proving Lemmata 13.2 and 13.3. We got our exponential families (12.5) by intersecting (11.34) and (11.35), i.e., To keep L 1 ∩ L 2 under control, we first study the intersection of two families (13.11) (never mind whether the points are in Z 2 or not) and only when we have this intersection under control, will we ask for points in the intersection whose components are integers.
We have to solve a system (13.12) We recall from (11.1) and (11.34) that A (1) , A (2) are the zeros of f 1 and f 2 respectively. As R (1) and R (2) are integral powers of α 1 , α 2 respectively, R (1) and R (2) are bounded in terms of d and H. So, either we have a relation (13.14)
with w 1 , w 2 ∈ N and bounded in terms of d and H, or (13.13) has not more than one solution. (The bound in (13.10) is so generous that it easily takes care also of such a single additional solution.) If (13.14) is solvable, then the solutions (s 1 , s 2 ) of (13.13) are of the shape
1 , s 2 = w 2 t + s (t ∈ Z, t ≥ 0), where w 1 , w 2 is a minimal solution of (13.14) and where s
1 , s
2 is a minimal solution of (13.13). It is clear that w 1 , w 2 , s 
2 ) + G (2) (t ∈ Z, t ≥ 0), and hence it either has at most one solution t or it is an identity in t.
In the latter case, we have to apply the considerations of Section 11 to the family (13.15) 
to guarantee that we get only values y(t) ∈ Z. So we follow the considerations after (11.36) with E replaced by E . Again we see that either we get no solutions t at all, or we get solutions t that make up certain residue classes. The details may be left to the reader.
Since R (1) is an integral power of α 1 and R (2) is an integral power of α 2 , it also follows from (13.14) that the parameter R 0 = R (1)w 1 0 occurring in the final families we get is an integral power of both α 1 and α 2 .
We now treat alternative (ii), where α 1 and β 1 are roots of unity. with |R| > 1, R ∈ Z, F = 0, E, A, F, G ∈ Q. Since α 1 and β 1 are roots of unity, (13.1) implies (13.19) f 1 (x(s))f 1 (x(s)) = g 1 (y(s))g 1 (y(s)).
Combination of (13.18) and (13.19) gives an equation of the type 
