Abstract: In this paper, we introduce a new technique to recognize face image based on the gradation contour of face color. The problems remain in face recognition issue is about lighting, expressions and poses. Feature based method is considered highly successful and quite economical, however this approach is very sensitive to the light, viewing angles and poses. To handle this problem, it is better to represent the face using the 3D models, although the cost is too expensive. Related to lighting, naturally people tend to recognize the face shape based on it. According to that, the authors tried a face recognition approach using contour gradation on the face color. Variables tested in this study was Threshold Contour error, X error and Size error, then those variables are tested against the image with light illumination, yaw face and variation amount of contour lines. After testing, the best recognition results generated by 85.458% for Aberdeen face database with 150 contour lines and 90% for Yale face database. The other result showed that image with different expression was still recognizable however it cannot be recognized more than 20 degrees yaw faces. It indicated that the face contour as a feature was fairly representative to be used in face recognition.
Introduction
Face recognition is one form of biometric identification [1] . In general, face recognition technique is divided into 2 approaches, appearance-based method and feature based method [2] . The earliest work on feature based method was done by Kanade [3] , who extracted a vector of 16 facial features and used a simple Euclidean distance measure for matching. This work achieved a performance rate of 75%. Brunelli and Poggio [4] , using Kanade's approach, computed a vector of 35 geometric features from a database of 47 people (4 images per person) and reported a 90% recognition rate. Then there was Cox et al [5] used a 30-dimensional feature vector of 35 facial features that is obtained manually and reported recognition accuracy of 95% with the 685 images. Another well-known feature-based approach was the elastic bunch graph matching method proposed by Wiskott et al. [6] . Using this architecture, the recognition rate can reach 98% for the first rank and 99% for the first 10 ranks with a gallery of 250 individuals.
Feature based method was considered highly successful [7] and quite economical, however this approach was very sensitive to the light, viewing angles, poses, etc [8] . However for feature extraction and measurement, it was not enough to be relied on [5] . It has also been claimed by Brunelli and Poggio [4] that the face recognition method based on local features of the face and the geometric relationship between the feature was less effective. The major disadvantage of these approaches was the difficulty of automatic feature detection and the fact that the implementer of any of these techniques have to make arbitrary decisions about which features were important [9] .
To handle the facial variations like pose, illumination etc., it was better to represent the face used the 3D models. The 3D morphable model was a strong, effective and versatile representation of human faces [7] . Blanz et al. [10] proposed this method based on contrast and brightness. Then Georghiades et al. [8] also performed a 3D modeling which was supplied lighting from various angles. Although the results obtained were quite satisfy, however this approach requires a very expensive cost.
On the issue of difference on lighting source, people naturally tend to recognize things based on form of what they saw. This form can be seen due to the reflection of light from the object which is then received by the eye, either directly or indirectly (seeing picture). Not all the light bounches off the object to the eye, since the object shape is uncertain. It resulted the gradation color on the object surface, then it can be considered as a representative of the object shape. Although there are differences in exposure to an object, human can still recognize it since the object shape which is not directly represented on the color gradation. Figure 1 which has the distinction of the lighting direction. This difference does not diminish the ability of human to recognize that the two faces are the same person, since there are some of the face shape that were still visible. Likewise with different facial expressions in figure 2, people can still recognize that the two faces are the same person, since the facial expressions only change the face shape in some parts of the course, while others are still recognizable. Therefore, in this paper, we described a new technique of face recognition by using contour gradation on the face color as the feature representing the face shape. These contours were extracted based on the light intensity in a grayscale channel (0-255) with the assumption of the darker intensity (≈0) means the lower gradation of the face (based on the z-axis) and the contrary. This technique quite economical, since the recognition was based on curve fitting used the polynomial coefficient as the model and quite strong since the use of gradation was like the 3D model.
Related Works
The earliest work on feature based method was done by Kanade [3] , who extracted a vector of 16 facial features like ratios of distances, areas and angles, then used a simple Euclidean distance measure for matching. This work achieved a performance rate of 75% on a database of 20 different people with 2 images per person (one for training and one for testing). Brunelli and Poggio [4] , uses Kanade's approach, computed a vector of 35 geometric features from a database of 47 people (4 images per person) and reported a 90% recognition rate. Figure 3 showed the geometric features used in this technique. well-known feature-based approach was the elastic bunch graph matching method proposed by Wiskott et al. [6] . The recognition rate can reach 98% for the first rank and 99% for the first 10 ranks with a gallery of 250 individuals. The system has been enhanced to allow it to deal with different poses (Figure 4 ) [6] however the recognition performance on faces of the same orientation remains the same.
The other technique used is a 3D representation. Blanz et al. [10] proposed a new technique based on the 3D morphable face model that encoded shape and texture in terms of model parameters and an algorithm that recovered these parameters from 22 single image of a face. For face identification, they used the shape and texture parameters of the model that were separated from imaging parameters, such as pose and illumination. Figure 5 illustrates the scheme. To handle the extreme image variations induced by these parameters, one common approach is taken by various groups to use generative image models. For image analysis, the general strategy of all these techniques was to fit the generative model to a novel image, thereby parameterizing the novel image in terms of the model. In order to make independent identification of imaging conditions, the intrinsic model parameters of the face was separated from extrinsic imaging parameters. The separation of intrinsic and extrinsic parameters was achieved explicitly by simulating the process of image formation using 3D computer graphics technology. Although the result obtained were quite satisfy, however this approach required a very expensive cost.
The relevant studies to this research had been conducted [12] and performed face detection and face recognition in the real time. The database used in those researches is the Yale database (5 images as training data) and the remainder as the test images. Imagery used was normalized and the size is 60x60 pixels and the eyes position was at a specific position according to the position template. Median filtering and histogram equalization are used as preprocessing, the results was 85% when it is used subspace LDA algorithm, and it reached 82% when it is used the algorithm Kepenekci.
The other research [13] proposed a new face recognition used Line Edge Map as facial features. Then the matching process used face Hausdorf distance as its similarity measure. This study compared with the study of [14] that used same database (Yale database), the result can be seen in Table 1 . The result of the following studies [12, 13, 14] will be compared with the result from this study that used the same face database which is the Yale face database. Generally feature based approach can be summarized as in Figure 6 showing the general step of how to recognize the face based on the face feature. The first step that must be done is preparing the model that will be used to recognize the test image. The model of this approach can be obtained from the extraction process features such as the distance between facial features, contour, line edge, depth, 3D parameters, etc. This feature extraction process also applies to test images. Preprocessing also performed on the model image and test images, but it is optional. Then the last process is doing the matching feature on the test images with a model that has been prepared before in order to know the identity of the test images. 
Proposed Approach
Gradation contour extraction process was done by calculating the difference of light intensity on a grayscale channel. There were 256 light intensities with the lowest value was 0 (black) and a maximum of 255 (white). Figure 7 showed the proposed technique scheme of this study, there are 5 important steps of face recognition that we will explain more detail on the section below. There are 3 steps on the preprocessing process, which is face & eye detection that produced both of eyes position on the image, then get the ROI of face based on golden ratio that produced the ROI of face area which the eye position will always be the same for the whole image. The Gaussian blur process is done to remove noise in the image.
The next step is to extract the face contour based on color gradation for the model image and test images. Specifically for test images, the contour is used for the feature, while the contours of the model image will be used to find the coefficients of the polynomial equation used as a model. The most recent step is to perform curve fitting to find which model is the best matches for the test images, namely by doing a search by entering points on the contour of test images into polynomial equations in the model. So that we vote the number of matching contour that has error below than treshold error, a model that has the highest number of votes is the most suitable model.
A. Face & Eye Detection
The first process was detecting the face area (Figure 8 left) , it reduced the search area for eye detection. This process controlled the cropping area of the face based on the golden ratio. The algorithm used to detect the eyes and face area were Viola Jones algorithm [15] . (Figure 8 right) , the next step was rotating the face in a tilted state. A tilted face can be identified by using the point of both eyes. It was done by searching for the midpoint between the two eyes as a pivot point for the rotation, then searched the tilt angle (θ) = arc tan (y/x). Having obtained the slope angle, then the image rotation is performed. Figure 9 showed the illustration of how to get the angle of yaw face image. 
B. Face ROI Normalization based on Golden Ratio
This process based on the eye detection, since it used the distance between the eyes as a reference to find the edge of the boundary area of the face. As reported by the http://www.phimatrix.com/face-beauty-golden-ratio/, positions can be obtained based on the distance between the eyes, among others, the position of the edge face of the right side (a), the edge position of the left side (b), the hairline (c) and the position of the chin (d) (Figure 11 Figure 11 (right) showed the result of the cutting area of the face based on the Golden Ratio. The next step was resizing the image into 250x300 pixels, it made the image ratio be the same. This technique generated result that the eye position is always be the same for the whole image (model and test image) therefore we can compare the test image and the model image with the same ratio and the same size.
C. Gaussian Blur
The next technique was performing noise elimination by doing the smoothing image. This study used Gaussian Blur as image smoothing technique, since according to [16] this technique is considered as the optimal technique to perform image smoothing. Gaussian smoothing operator was optimal to use in image processing. Gaussian function g in the coordinates x, y depended on the value of the variance σ 2 .
(1)
D. Contour Extraction based on Color Gradation
Techniques to perform contour extraction were utilizing colors gradation contained in each pixel of the image. Gradation was taken by the level of grayscale color, since the imagery used in this study was a color image, then it was necessary to convert the color image to the RGB images. The techniques are:
R ij is the red value on pixel (i, j), G ij is the green value on pixel (i, j), B ij is the blue value on pixel (i, j), m is the width and n is the height of the image. Figure 12 shows the example of 2 Line image pixels on grayscale channel. Figure 12 . Example of Two Lines image pixels grayscale channel.
In general, two dimensional digital images have two coordinate axes, namely X and Y, where X for horizontal and Y for vertical. It needs Z axis to get 3 dimensional coordinates, while to get the contour we use the X-axis and Z-axis. We can get the Z-axis value by the grayscale value on each pixel of the image. See Figure 13 showing the visualization contour of Figure 12 .
The next technique was dividing one contour line into several lines based on changes of the direction. As illustrated in Figure 14 , the contour as the image is divided into several parts. The purpose of dividing it was to facilitate the search for the coefficients of quadratic equations of the contour line. Set of contours ( Figure 15 ) was used as the face feature. 
E. Face Recognition based on curve fitting
To check whether the two faces are the same or not, it had been performed a comparison between the contours that has been extracted in the previous technique that was by doing Curve Fitting between the contours with other contours. Consider the following example with 2 contours (Table 2) . The first step was finding the polynomial coefficients of the contour 1, the order of polynomial used in the study is 1 to 20. However, the search stops if an error has been reached 0. Before searching the coefficient, the second position of contour should be normalized. Likewise with the point 0, the whole point (x and y) was reduced by the first point (x and y). These steps were performed on all contours which successfully extracted, then voted on all contours that have error below the error threshold.
Result and Evaluation
There were 2 face databases used in this study, the face image downloaded from the link http://pics.stir. The separation of test images and model image with proportions, one image of the model and the remainder are used as test images. Selection of the model image was done by cross validation method, by taking the highest first rank of cross validation results. For a number of the contour line 50, the results of the highest accuracy in Aberdeen face database was 84.919%. Where it has Size error = 10, Contour Error = 9, and X error = 8 (Table  3) . While the accuracy of the First 10 Rank with those 3 variables reached 95. 512%. While at Yale database, it resulted the highest accuracy of 90% with a size error = 5, Contour Error = 44-46 with X error = 8 and Contour Error = 40-50 with X error = 9 (Table 4) . Then the accuracy of the First 10 Rank with those 3 variables reached 98.667% with the same number of contour lines. Table 5 showed all results of experiment on different number of contour lines and Figure 16 showed the effect against accuracy, while Figure 17 showed the effect against execution time.
From the test results, failed face recognition is caused by the difference of light source between models and test images, where the failed test image was the number of 13-15, and number 4 for the image of the 4 pieces per individual. It proved that illumination of lighting created facial contours that are formed so differently. The same problem occurred in Yale face database. The lighting direction affected the success of recognition, however to case different expression, facial contour approach still showed good results.
The recognition of the 22 0 yaw face resulted the top 5 ranks with a similarity score below 50%. In addition, the recognition of the 45 0 yaw face resulted the top 5 ranks, with a score below 20% similarity.
From the related work section we have studied the relevant technique with this study that are used the same face database, which is Yale face database. There are many techniques used from the following studies [12, 13, 14] . We compare the result from their technique with our study. Table 6 showed the comparison between our approach results and the results of face recognition method proposed by the previous study by using the Yale face database. Table 6 . Comparison between proposed techniques with the other method Metode Accuration Fisherface [14] 92.70% Face Color Gradation Approach 90.00%
Line Edge Map [13] 85.45% Subspace LDA [12] 85% Eigen Face w/o 1 st 3 [14] 84.70% Kepenekci [12] 82% Linear Subspace [14] 78.40% Correlation [14] 76.10% Eigen Face [14] 75.60% Edge Map [14] 73.94%
Conclusion
Based on the result, it can be concluded that the difference of Illumination still affects the success of proposed method, where most of errors indicated by the Aberdeen with an average score are below 50%. The differences of the lighting direction also quite affected the success of the recognition, however most of them were still quite good, where the majority indicated by the test images at Yale database were still recognizable, with the notes, the similarity score between model and test image was below 50%.
Then the difference of expression did not diminish the success of the recognition, from the test results, only a small percentage of failure was caused by different expression. This approach only performed facial recognition with a tolerance of yaw face under 20 0 . Based on tested accuracy obtained, the face recognition method with color gradations contour approach was quite representative as a unique feature of a face.
In the next futures work will be explored : (1) The number of optimum contour that needs to be calculated and (2) the best conditions of poses that can be processed satisfactorily with our approach
