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Abstract
In this paper, we discuss the impact of predictor omission in light of the omitted predictor’s
relationship with other predictors that were included in the model. Predictor omission in linear
regression models (LMs) has been discussed by various sources in the literature. Our approach
involves studying the impact of predictor omission for a wider range of omitted predictors than
previously studied and extends the existing literature by considering the interaction status of an
omitted predictor in addition to its correlation status. Results from models with uncentered predic-
tors and models with centered predictors are considered. The mathematical implications of predictor
omission are discussed in context of the LM, and simulated results are presented for both linear and
logistic regression models. Overall, the impact of predictor omission varies among cases of interac-
tion and correlation. A workflow for distinguishing types of model misspecification in LMs using
residual plots and partial residual plots is proposed. Results from a case study using the techniques
proposed to distinguish types of misspecification are presented.
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Chapter 1
Introduction to Predictor Omission
1.1 Motivation to Study Predictor Omission
Regression methods have become ubiquitous tools for fitting models to a known set of
predictors as well as for selecting the best model with a given set of candidate predictors. A predictor
may be omitted for several reasons including the following: the omitted predictor is known to be
correlated with other predictors already included in the model (Neter et al., 1996); the predictor data
is unavailable (Woolridge, 2002); researchers are unaware of the relationship between the predictor
and the response. Possible consequences of predictor omission include lost power, and inflated Type
I error rates for hypothesis tests, and invalid model-based inference. Because predictor omission
occurs in everyday applications, it is crucial to further understand the mechanisms and impact of
predictor omission.
Motivating Example
Data from standardized tests are commonly analyzed for educational purposes such as pre-
dicting the expected future performance of a student (e.g., during the college admissions process)
or comparing the historical performances of entities (e.g., comparing public schools from different
geographical regions). One particular dataset about statewide SAT performance during the 1994-
1995 school year has received attention as an example of the impact of predictor omission (Guber,
1999). In the SAT dataset, the response (Y ) is the average SAT math score for each state during
1
Figure 1.1: Scatterplot of the percentages of eligible students (X2) who took the SAT during the
1994-1995 school year versus education expenditures (X1), for each state. The sample correlation



































































the 1994-1995 school year. Predictors include (among others) the educational expenditures (X1; in
$1000s per student) and the percentages of eligible students who took the SAT (X2) for each state.
Fitting a simple linear regression model (LM) to estimate the average math scores (Y ) using the
state expenditures (X1) results in a negative estimated regression coefficient for X1 (β̂1 = −10.31),
which means that a state’s average SAT math score is expected to decrease as the state’s expendi-
ture per student increases. However, when X2 (the percentages of eligible students who took the
SAT) is included in the fitted model, the estimated coefficient for X1 is positive (β̂1 = 7.54), which
means that a state’s average SAT math score is expected to increase as its expenditure increases.
The reversal of the sign of the estimated regression coefficient for X1 (β̂1) when X2 is included in
the model compared to when X2 is not considered is symptomatic of multicollinearity. In fact, the
sample correlation between X1 and X2 is 0.593 (Fig. 1.1). Figure 1.2 shows the scatterplot of the
states’ average SAT math scores versus the states’ education expenditures per student (in $1000s),
superimposed by estimated regression lines. The least-squares prediction equation is denoted at the
top of each plot. For the fitted model that includes two predictors (X1 and X2), three regression
lines are shown corresponding to the estimated regression equation evaluated at the first, second,
and third quartiles of X2. Residual plots (Fig. 1.3) from the simple LM predicting the average
SAT math scores (Y ) using educational expenditures (X1) indicate that the percentages of eligible
students who took the SAT (X2) should be added to the fitted model.
2
Figure 1.2: Scatterplots of SAT math scores versus education expenditures with estimated regression
lines from (left) a simple LM and (right) a two-predictor LM. For the two-predictor LM, three
regression lines are shown corresponding to the estimated regression equation evaluated at the first
(dashed line), second (dotted line), and third (dotted and dashed line) quartiles of X2, the percentage
of eligible students who took the SAT. The shape of each point is determined by its X2 quartile.
Circles (#) represent observations for which the value of X2 is below the first quartile, triangles (△)
represent observations for which the value of X2 is between the first and second quartiles, plus signs
(+) represent observations for which the value of X2 is between the second and third quartiles, and



































































































Y = 518.3 + 7.54 X1  −1.53 X2
β^1 = 7.54











































































































































































1.2 Overview of Predictor Omission Research
The impact of predictor omission has been studied in the linear model (LM) context (e.g.,
Kutner et al. (2005)) as well as for specific cases in the generalized linear model (GLM) context
(e.g., Cramer (2005), Lee (1982), Yatchew & Griliches (1985)). Cramer (2005) discussed predictor
omission in logistic regression. Lee (1982) derived necessary and sufficient conditions to avoid bias of
the estimated regression coefficient corresponding to the predictor included in multinomial logistic
regression models; specific considerations included whether the omitted predictor is correlated with
the predictor already included in the model. Yatchew & Griliches (1985) considered predictor
omission for probit models under two different sampling methods (sampling conditional on both
predictors versus sampling conditional on the included predictor only).
Some sources focus on the omission of predictors that are uncorrelated with predictors that
have already been included in the regression model, whereas others include results for both corre-
lated and uncorrelated predictors (e.g., Woolridge (2002), Afshartous & Preston (2011)). However,
literature that considers the impact of predictor omission based on cases of interaction status is
lacking (Sharp & Bridges, 2011). Our approach involves studying the impact of predictor omission
for a wider range of omitted predictors including correlation and interaction. We define four cases
to which the omitted predictor may belong based on its correlation-interaction status (Section 2.2).
Chapters 2 and 3 consider the impact of the omission of predictors in otherwise correctly-defined
LMs and logistic regression models, respectively. Chapter 4 explains how residual plots can be
used to detect misspecification. Common uses of residual plots are reviewed, and a set of residual
plots that can be used to distinguish different types of misspecification is proposed. Results are
presented from a pilot study examining the effectiveness of an educational tutorial for distinguishing





Predictor Omission for Linear
Models
When a predictor is omitted from a regression model, estimates from the fitted model are
impacted. For example, predictor omission often results in biased estimators. References to omitted
variable bias or specification bias are common in the literature (e.g., Clarke (2005), Afshartous &
Preston (2011)). Our work extends the existing literature by considering the interaction status of an
omitted predictor in addition to its correlation status. In this chapter, the correct model is a linear
model (LM) with two predictors and possibly their interaction term, and the misspecified model is
a simple LM (Section 2.1). The mathematical framework used here can also be extended to LMs
with more than two predictors. Four cases are defined based on the correlation-interaction status
of the omitted predictor (Section 2.2), and linear predictors are defined for each case (Section 2.3).
Mathematical formulas for estimators based on the misspecified model are provided (Section 2.4),
followed by experimental results from simulated data (Section 2.5).
5
2.1 The Correctly-Specified Model and the Misspecified Model
Consider the difference between a correctly specified model and a model from which predic-
tor(s) have been omitted. The correctly-specified LM (Eq. 2.1) equates the response (Yi) to a linear
combination of predictors and a random error term (i):
Yi = ηi®
linear predictor
+i, for i = 1, ..., n, (2.1)
where 1, ..., n
iid∼ N(0, σ2e), and the linear predictor (ηi) is a linear combination of the values of the
predictors for observation i. Equivalently, the LM can be written with matrix notation:
Y = η +  = Xβ + , where  ∼ N(0, σ2eI),
where Y denotes the response vector, β denotes the regression coefficient vector, X denotes the design
matrix, which has a column of ones and one column for each predictor (i.e., X = [1,X1, ...,Xk], where
Xj denotes the j
th predictor vector, for j = 1,2, ..., k), η denotes the linear predictor vector, and





, for i = 1, ..., n, (2.2)
where Ŷi denotes the i
th estimated response when the correct model is used, and η̂i denotes the i
th
estimated linear predictor when the correct model is used.
Although the fully-specified LM (Eq. 2.1) is the “true” model, sometimes a different, reduced
model may be considered. In a pilot study, for example, a predictor may be omitted from the true
model because researchers are unaware of the predictor’s relationship to the response. In other
situations, a predictor may be omitted due to limitations in data availability. We denote this
different, reduced model as the misspecified model (Eq. 2.3):
Yi = η(M)i + (M)i = β(M)0 + β(M)1 X1i + (M)i , for i = 1, ..., n. (2.3)
The reduced model is misspecified because at least one predictor has been omitted from the correct,
6
fully-specified model. The misspecified model considered here (Eq. 2.3) is a simple LM, except
that the error term (
(M)




?∼ N(0, σ2e)). A discussion of possible violations of the error assumptions as
well as a tutorial for detecting such violations in specific cases of predictor omission is provided in
Chapter 4. The estimated fitted equation (Eq. 2.4) based on the misspecified model is given by
Ŷ
(M)
i = η̂(M)i = β̂(M)0 + β̂(M)1 X1i, for i = 1, ..., n, (2.4)
where Ŷ
(M)
i denotes the i
th fitted response based on the misspecified model, and η̂
(M)
i denotes the
estimated linear predictor based on the misspecified model. For clarity, the (M) superscript notation
is used to distinguish components that are based on the misspecified model from their counterparts
that are based on the correctly-specified model (e.g., β̂
(M)
1 versus β̂1). Equivalently, the misspecified
model and the misspecified estimated fitted equation may be expressed using matrix notation:
Y = η(M) + (M) = X(M)β(M) + (M),
Ŷ(M) = η̂(M) = X(M)β̂(M),
where η(M) and η̂(M) denote the linear predictor vector and the corresponding estimated linear pre-
dictor vector from the misspecified model, β(M) and β̂(M) denote the regression coefficient vector
and the corresponding estimated coefficient vector for the misspecified model, X(M) denotes the mis-
specified design matrix (i.e., X(M) = [1,X1]), and (M) denotes the error vector for the misspecified
model.
2.2 Cases of Predictor Omission by Correlation and Interac-
tion Status
To study the impact of omitting predictors on regression parameter estimates, standard
errors, and resulting inference, we consider four cases of predictor omission based on correlation and
interaction (Table 2.1). For the purposes of this study, we consider only two predictors, X1 and
X2. For all cases, X1 represents the predictor that is included in the misspecified model, and X2
represents the predictor that is not included in the misspecified model but should be included in
7
the correct model. Centered predictors, C1 and C2, are found by subtracting the sample mean from
each of the individual observations:
C1i =X1i −X1 and C2i =X2i −X2.
Case 1 considers the model where an uncorrelated predictor (X2) that does not interact
with the other predictor (X1) in the model is not included in the analysis. Case 2 considers the
model where a correlated predictor that does not interact with the other predictor in the model
is not included in the analysis. Case 3 considers the model where an uncorrelated predictor that
interacts with the other predictor in the model is not included in the analysis (Table 2.1). Case 4
considers the model where a correlated predictor that interacts with the other predictor in the model
is not included in the analysis. We also consider Cases 1c, 2c, 3c, and 4c where centered predictors
(C1 and C2) are used in place of uncentered predictors (X1 and X2); Cases 1c, 2c, 3c, and 4c are
otherwise identical to Cases 1, 2, 3, and 4, respectively, in terms of how correlation-interaction status
is classified.
Afshartous & Preston (2011) reviewed benefits of centering in LMs that may include inter-
action terms, such as reduced numerical instability caused by the inherent correlation between the
interaction term (X1X2) and the lower-order predictors (X1 and X2). Their discussion of centering
does not provide detail about the impact of centering in cases of predictor omission with interac-
tion (i.e., comparing our Cases 3 and 4 to Cases 3c and 4c). The correlation between centered
predictors C1 and C2 is the same as the correlation between uncentered predictors X1 and X2 (i.e.,
Cor (C1i,C2i) = Cor (X1i,X2i)). The same is not true regarding the correlation between C1 and
C1C2 and the correlation between X1 and X1X2. A comparison of the covariances of a lower-order
predictor (e.g., C1) and the interaction term (e.g., C1C2) between models with uncentered and
centered predictors is given by
Cov (C1i,C1iC2i) = (n − 1)(n − 2)
n
[Cov (X1i,X1iX2i) −E(X1i)Cov (X1i,X2i) −E(X2i)V ar(X1i)] .
Thus, the correlation between the X1 and the X1X2 interaction differs from that of C1 and C1C2.
For example, in Figure 2.1, the scatterplot of X1X2 versus X1 shows a linear trend, whereas the
scatterplot of C1C2 versus C1 does not have a linear trend. Centering is also known to impact the
8
Cases Uncorrelated Correlated
Non-Interacting Case 1 Case 2
Interacting Case 3 Case 4
Table 2.1: Four cases of predictors that could be omitted from analysis, by correlation-interaction
status. For example, Case 1 considers the model where an uncorrelated predictor that does not
interact with any other predictor in the model is not included in the analysis.
interpretability of regression coefficient estimates (Afshartous & Preston, 2011).
For data generated from a two-predictor model (Eq. 2.1), the apparent relationship of a
single predictor (X1) with the response (Y ) differs from case to case. Scatterplots of Y versus
X1 (Fig. 2.2) vary systematically based on missing predictor case characteristics, which supports
considering the correlation-interaction status when studying predictor omission. The plot character
for each point in Figure 2.2 is determined by its X2 quartile. When predictor X2 is ignored, the
scatter appears somewhat random for Case 2 (correlated, non-interacting) and nonlinear for cases
with interaction terms (Cases 3 and 4). When X2 is considered, the linear trend between X1 and
Y in Cases 2 to 4, the X1X2 interaction in Cases 3 and 4, and the correlation between X1 and X2
in Cases 2 and 4 are more noticeable. The standardized residuals from the misspecified fit also vary
systematically by case (Fig. 2.2). Specifically, the residuals exhibit a nonrandom pattern in Cases
3 and 4 where the X1X2 interaction term is not included in the misspecified model (in addition to
X2, which is omitted in every case). In residual analysis, such patterns that fan out (e.g., bowtie
patterns) may be interpreted as a nonconstant variance problem. Residual plots for Cases 1 to 4 of
misspecification are discussed in more detail in Chapter 4.
Figure 2.1: Scatterplots of the interaction term (X1X2 or C1C2) versus a single predictor (X1 or






































































































































Figure 2.2: Scatterplots of (top) X1 versus Y and (bottom) X1 versus the standardized residual from
the misspecified model fit, for Cases 1 to 4. The shape of each point is determined by its X2 quartile.
Circles (#) represent observations for which the value of X2 is below the first quartile, triangles (△)
represent observations for which the value of X2 is between the first and second quartiles, plus signs
(+) represent observations for which the value of X2 is between the second and third quartiles, and








































































The relationship between X1 and X2 is also important to consider. The standardization of
X1i, denoted by Z1i, is given by Z1i = X1i−µ1σ1 , where µ1 and σ1 denote the expectation and standard
deviation of X1, respectively. In our simulation study (Section 2.5), the linear relationship between
X1 and X2 is given by
X2i = φZ1i + α + δi, (2.5)
where δi
iid∼ N(0, σ2d) and Cov(δi, j) = 0 for all i and j. The expected value of X2 is denoted by α,
and φ is a function of the correlation (ρ) between X1 and X2:
φ = ρσd√
1 − ρ2 and ρ = φ√φ2 + σ2d . (2.6)
In our simulation study (Section 2.5), σ2d is fixed, and different values are considered for φ. Thus, we
refer to φ (Eq. 2.6) as the parameter that controls the correlation in our simulation. See Appendix
A.4.4 for a discussion of how the joint distribution of X1, X2, and Y can be written in terms of the
multivariate normal distribution (for Cases 1 and 2 when β3 = 0).
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In our discussion of centered predictors, we use LMs of following form (Eq. 2.7):
Y ∗i = β∗0 + β∗1C1i + β∗2C2i + β∗3C1iC2i + i. (2.7)
The ∗ superscript is used to distinguish components in models with centered predictors from the cor-
responding components in models with uncentered predictors (e.g., β∗0 versus β0). Coefficients (e.g.,
β∗0 ) from the model with centered predictors (Eq. 2.7) are not necessarily identical to coefficients
(e.g., β0) from a model with uncentered predictors (Eq. 2.8):
Yi = β0 + β1X1i + β2X2i + β3X1iX2i + i. (2.8)
Coefficients from the model with centered predictors (Eq. 2.7) are related to coefficients from the
model with uncentered predictors (Eq. 2.8) as follows (as in Afshartous & Preston (2011)):
β∗0 = β0 + β1X1 + β2X2 + β3X1X2,
β∗1 = β1 + β3X2,
β∗2 = β2 + β3X1, and
β∗3 = β3.
For alternate model parameterizations, see Appendix A.4. Section A.4.1 relates an alternate model
that includes a centered interaction term (i.e., X1iX2i −X1X2) to the model (Eq. 2.8) that includes
the interaction of centered predictors (i.e., C1iC2i). Section A.4.2 discusses models with standardized
predictors. Section A.4.3 discusses a misspecified model from which the intercept coefficient (β0) is
omitted (in addition to the omission of X2 and X1X2).
2.3 Linear Predictors by Case
The correct linear predictor for each case is now expanded since the cases of predictor
omission by correlation-interaction status have been outlined. The correctly-specified LM (Eq. 2.1)
relates the response (Y ) to both predictors (X1 and X2) via a linear predictor (η). The linear
predictor is a linear combination of the predictors and denotes the systematic component of the
model (Table 2.2). Regression coefficients (i.e., β0, β1, β2, and β3 for models with uncentered
11
Cases Correct Linear Predictor Correct Estimated Linear Predictor
1, 2 ηi = β0 + β1X1i + β2X2i η̂i = β̂0 + β̂1X1i + β̂2X2i
3, 4 ηi = β0 + β1X1i + β2X2i + β3X1iX2i η̂i = β̂0 + β̂1X1i + β̂2X2i + β̂3X1iX2i
1c, 2c η∗i = β∗0 + β∗1C1i + β∗2C2i η̂∗i = β̂∗0 + β̂∗1C1i + β̂∗2C2i
3c, 4c η∗i = β∗0 + β∗1C1i + β∗2C2i + β∗3C1iC2i η̂∗i = β̂∗0 + β̂∗1C1i + β̂∗2C2i + β̂∗3C1iC2i
Table 2.2: Linear predictor and estimated linear predictor by case, based on the correctly-specified
model.
predictors; β∗0 , β∗1 , β∗2 , and β∗3 for models with centered predictors) are parameters that quantify the
contribution of each predictor to the response mean (i.e., the weight coefficients used in the linear
predictor). For cases without an interaction term (Cases 1, 2, 1c, and 2c), β3 (or β
∗
3 ) equals zero.
In the fitted regression equation (Eq. 2.2) that is based on the correctly-specified model
with uncentered predictors, the estimated linear predictor (η̂i) is a linear combination of the ob-
served values of the predictors for observation i, weighted by the estimated regression coefficients,
β̂0, β̂1, β̂2, and β̂3 (Table 2.2). For cases without an interaction term (i.e., Cases 1 and 2), β̂3 equals
zero. These coefficients are the least squares estimators (LSEs). The estimated regression coefficient
vector, denoted by β̂ = (β̂0, β̂1, β̂2, β̂3)T , contains the LSEs, which minimize the sum of squared dif-
ferences between the observed and the predicted values of each response: β̂ = argminβ̂∑ (Yi − Ŷi)2 =[XTX]−1 XTY, where X denotes the design matrix from the correctly-specified model with uncen-
tered predictors. The vector of LSEs (β̂
∗
) estimated for LMs with centered predictors is calculated
in the same manner: β̂
∗ = argmin
β̂
∗ ∑ (Y ∗i − Ŷ ∗i )2 = [CTC]−1 CTY∗, where C denotes the design
matrix from the correctly-specified model with centered predictors (i.e., C = [1,C1,C2] for Cases
1c and 2c, and C = [1,C1,C2,C1C2] for Cases 3c and 4c). LSEs are preferred as estimators based
on several of their properties, including unbiasedness. The estimator β̂1, which is based on the
correctly-specified model with uncentered predictors, differs from β̂
(M)
1 , which is based on the mis-
specified model with uncentered predictors. β̂
(M)
1 is not an LSE for β1, which is a consequence of
using the misspecified model.
2.4 Estimators Based on the Misspecified Model
Consequences of misspecification permeate various aspects of model fitting and inference.
In our discussion of the impact of predictor omission, we focus on two common estimators: the
estimated regression coefficient and its standard error (or the squared standard error, the estimated
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variance). In the LM context, the estimated regression coefficient vector in the misspecified model(β̂(M)) and its distribution can be derived. When calculating the expected value and variance for
misspecified terms, we condition on the full design matrix. Both X1 and X2 are taken as given
when the design matrix is fixed, which means the researcher has access to the full design matrix (X)
although he may use only part of the design matrix (X(M)) to fit the model (as is the case with
misspecification). In this situation, X2 data have already been collected, and X2 is treated as given
when conditioning (e.g., µY∣X1,X2). When considering a scenario in which X2 data have not been
collected, only X1 should be taken as given (e.g., µY∣X1). We consider the former situation in our
derivations and treat both X1 and X2 as given for both the correctly-specified and the misspecified
estimators. In the literature, some sources condition on the full design matrix, X (e.g., Greene
(2003)), and some sources condition on the misspecified design matrix, X(M) (e.g., Afshartous &
Preston (2011)). Each conditioning method has valid applications, but it is important to recognize
that the resulting means and variances differ between conditioning methods (e.g., µY∣X1,X2 ≠ µY∣X1 ;
Appendix A.1).
Estimators when Uncentered Predictors are Used
The vector of the LSEs for the regression coefficients in the misspecified model (for the
model with uncentered predictor, X1) is given by
β̂





(M)∣X1,X2 = A(M)µY∣X1,X2 ,Σβ̂(M)∣X1,X2 = σ2e [X(M)TX(M)]−1) ,
where µY∣X1,X2 denotes the mean response vector conditioned on the predictors in the correctly-
specified model with uncentered predictors, and X(M) denotes the design matrix from the misspeci-
fied model (i.e., X(M) = [1,X1]). Σβ̂(M)∣X1,X2 denotes the variance-covariance matrix for β̂(M), and





(M) ∶= V̂ ar
β̂





where MSE(M) denotes the mean squared error from the misspecified model fit.
From the estimated regression coefficient vector (β̂
(M)
) and the estimated variance-covariance
matrix (Σ̂
β̂
(M)), consider the components corresponding to the estimated slope for X1 and its vari-
ance estimator. The estimated regression coefficient for X1, denoted β̂
(M)
1 , and the corresponding




, are given by
β̂
(M)
1 = ∑(X1i −X1)Yi∑(X1i −X1)2 and SE2β̂(M)1 ∶= V̂ arβ̂(M)1 = MSE
(M)∑(X1i −X1)2 .
The expected value and variance of β̂
(M)











1 ∣X1,X2 depends on both the interaction and the correlation between X1 and X2, which means
the expected value of β̂
(M)





















∣X1,X2 = σ2β̂(M)1 ∣X1,X2 + µ
T
Y∣X1,X2 (I −H(M))µY∣X1,X2





∣X1,X2 = 2σ2e ((n − 2)σ2e +µTY∣X1,X2 (I −H(M))µY∣X1,X2)(n − 2)2 [∑ (X1i −X1)2]2 , respectively,
where H(M) denotes the hat matrix (orthogonal projection matrix) based on the misspecified design
matrix, X(M) (i.e., H(M) = X(M) [X(M)TX(M)]−1 X(M)T ). Because H(M) does not account for X2,
the quantity µTY∣X1,X2 (I −H(M))µY∣X1,X2 is positive in cases of misspecification (when β2 or β3 is
nonzero). Since µY∣X1,X2 differs among cases (Appendix A.1), the mean and variance of SE2β̂(M)1
also differ among Cases 1 to 4.
The theoretical biases of estimators based on the misspecified model also differ among Cases
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1 to 4. The bias of β̂
(M)
1 as an estimator of β1 is given by
E (β̂(M)1 − β1∣X1,X2) = β2∑ (X1i −X1)X2i∑ (X1i −X1)2 + β3∑ (X1i −X1)X1iX2i∑ (X1i −X1)2 . (2.9)
Eq. 2.9 extends upon existing literature (such as results reviewed in Afshartous & Preston (2011)
and Clarke (2005)) by addressing cases in which an interaction term (X1X2) is missing in addition to

















1 ∣X1,X2 ∣X1,X2) = µ
T
Y∣X1,X2 (I −H(M))µY∣X1,X2
2(n − 2)∑(X1i −X1)2 .











The individual regression estimator (β̂
(M)
1 ) or its standard error (SEβ̂(M)1 ) are of interest
when considering the linear relationship between the included predictor (X1) and the response (Y )
and the uncertainty surrounding this estimate. When the primary goal of using a statistical model
is to predict the response, the mean squared prediction error for the response may be of interest
because the mean squared prediction error quantifies the accuracy of the prediction. The theoretical
mean squared prediction error of predicting a single response (Yi) from the correctly-specified model
is given by MSPE(Yi) = E ([Yi − Ŷi]2) and is estimated by
M̂SPE = ∑ (Yi − Ŷi)2
n
.
The expected value and variance of M̂SPE are given by
µM̂SPE∣X1,X2 = σ2e n − rank(X)n and σ2M̂SPE∣X1,X2 = 2 [n − rank(X)]σ4en2 , respectively.
For the misspecified model with uncentered predictors, the mean squared prediction error
for predicting a response (Yi) is given by MSPE
(M)(Yi) = E ([Yi − Ŷ (M)i ]2) and is estimated by
M̂SPE















(M)∣X1,X2 = 2σ2en2 ((n − 2)σ2e +µTY∣X1,X2 (I −H(M))µY∣X1,X2) , respectively.
µ
M̂SPE
(M)∣X1,X2 is greater than or equal to µM̂SPE∣X1,X2 , and equality is attained when X2 is
perfectly correlated with X1 and no interaction term is necessary (i.e., Case 2 with ∣ρ∣ = 1). Likewise,
σ2
M̂SPE
(M)∣X1,X2 is greater than or equal to σ2M̂SPE∣X1,X2 , and equality is attained under the same
















In other scenarios (when β3 ≠ 0 and/or ∣ρ∣ < 1), M̂SPE(M) is expected to be larger and more variable
than the estimated mean squared prediction error from the correctly-specified model. Intuitively, the
correctly-specified model should be more accurate and precise (on average) in predicting the response
because it contains additional information (e.g., X2) not included in the misspecified model. Among
cases of predictor omission, M̂SPE
(M)
varies based on the amount of information omitted when X2
is left out.
Statistical models are often used perform inference. Predictor omission (as seen in Cases
1 to 4) impacts the results of statistical inference about β1 from hypothesis tests and confidence
intervals based on estimators from the misspecified model. Because β̂
(M)
1 is a biased estimator of
β1, the coverage probability for a confidence interval that is based on the misspecified model fit (and
estimators β̂
(M)
1 and SEβ̂(M)1 ) differs from the nominal confidence level ((1−α1)∗100%) (Table 2.3).
This means that when the misspecified model is estimated, the 95% confidence interval calculated
does not merit the interpretation “we are 95% confident that the true value of β1 is between the upper
and lower limit of the given confidence interval.” Confidence intervals have questionable validity when
the wrong model is used.
When estimators from the misspecified model fit are used to conduct a hypothesis test,
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Estimator Confidence Interval Coverage Probability
θ̂ θ̂ ± tα1/2SEθ̂ P (θ̂ − tα1/2SEθ̂ ≤ θ ≤ θ̂ + tα1/2SEθ̂)





1 ± tα1/2SEβ̂(M)1 FT2 (tα1/2) − FT2 (−tα1/2)
Table 2.3: Confidence intervals for β1 and the corresponding coverage probabilities are shown when
β̂1 and β̂
(M)
1 are the estimators. T2 has a doubly noncentral t-distribution with n − 2 degrees of




∣X1,X2 and λ2 = µTY∣X1,X2(I−H(M))µY∣X1,X22σ2e .
the actual Type I error rate, denoted by α
(M)
1 , differs from the nominal Type I error rate (α1).
(The 1 subscript is used to distinguish the nominal Type I error rate, α1, from the previously
mentioned parameter, α = E(X2i).) Hypotheses for testing the significance of β1 are given by H0:
β1 = 0 versus H1: β1 ≠ 0. When the correctly-specified model is used, the test statistic (t = β̂1SEβ̂1 ) has
a t-distribution under the null hypothesis. But when the misspecified model is used, the distribution

































1 ∣X1,X2/(n − 2)
⎞⎟⎠ , (2.11)








tively. For discussion about the distribution of t(M) for testing the significance of β(M)1 (i.e., H◇0 :
β
(M)
1 = 0 versus H◇1 : β(M)1 ≠ 0), see Appendix A.4.5.
The probability of rejecting the null hypothesis (H0: β1 = 0) is given by
P (∣t(M)∣ > tα1/2 ∣X1,X2) = FT2 (−tα1/2) + 1 − FT2 (tα1/2) ,
where tα1/2 denotes the value of a central t-distribution with area α1/2 to the right and FT2 denotes
the cumulative distribution function (cdf) for a doubly noncentral t-distribution (Johnson et al.,
1995) with n − 2 degrees of freedom and noncentrality parameters λ1 and λ2 (Eq. 2.10). The
probability of rejecting a false null hypothesis (i.e., rejecting H0: β1 = 0 when β1 is actually nonzero)
is known as the power of the hypothesis test. In general, the theoretical power increases as the
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difference between the true value of β1 and the null-hypothesized value (0) increases. The Type I
error rate (α
(M)
1 ) is the probability of rejecting the null hypothesis when it is true (i.e., rejecting
H0: β1 = 0 when β1 actually equals zero). The (M) superscript in α(M)1 distinguishes the Type I
error rate when the test statistic t(M) is used from the nominal Type I error when the test statistic
from a correct model is used (i.e., t = β̂1
SEβ̂1
).
Estimators when Centered Predictors are Used
The ∗ superscript is used to distinguish centered model components (e.g., β∗1 ) from com-
ponents in the uncentered models (e.g., β1). The vector of the LSEs for the regression coefficients
from the misspecified model with centered predictors is given by
β̂





(M)∗∣C1,C2 = A(M)∗µY∗∣C1,C2 , Σβ̂(M)∣C1,C2 = σ2e [C(M)TC(M)]−1) ,
where µY∗∣C1,C2 denotes the mean response vector conditioned on the predictors in the correctly-
specified model with centered predictors and C(M) denotes the design matrix from the misspecified
model with centered predictors (i.e., C(M) = [1,C1]). Σβ̂(M)∗∣C1C2 denotes the variance-covariance
matrix for β̂
(M)∗





(M)∗ ∶= V̂ ar
β̂




where MSE(M)∗ denotes the mean squared error from the misspecified fitted equation with centered
predictors.
The estimated regression coefficient for C1, denoted β̂
(M)∗





, are given by
β̂
(M)∗
1 = ∑C1iY ∗i∑C21i and SE2β̂(M)∗1 ∶= V̂ arβ̂(M)∗1 = MSE
(M)∗∑C21i .
The expected value and variance of β̂
(M)∗






1 ∣C1,C2 = β∗1 + β∗2 ∑C1iC2i∑C21i + β∗3 ∑C
2






1 ∣C1,C2 depends on both the interaction and the correlation between C1 and C2, which means
the expected value of β̂
(M)∗




1 ∣C1,C2 is constant among Cases 1c to 4c because the variance of Y ∗i is constant (among



















∣C1,C2 = 2σ2e ((n − 2)σ2e +µTY∗∣C1,C2 (I −H(M))µY∗∣C1,C2)(n − 2)2 [∑C21i]2 , respectively,
where H(M) denotes the hat matrix for the misspecified model design matrix. The hat matrix is
identical whether uncentered or centered predictors are used in the design matrix. Since µY∗∣C1,C2





among Cases 1c to 4c. The bias of β̂
(M)∗
1 as an estimator of β1 is given by
E (β̂(M)∗1 − β∗1 ∣C1,C2) = β∗2 ∑C1iC2i∑C21i + β∗3 ∑C
2
1iC2i∑C21i .




as an estimator of σ2
β̂
(M)∗








1 ∣C1,C2 ∣C1,C2) = µ
T
Y∗∣C1,C2 (I −H(M))µY∗∣C1,C2
2(n − 2)∑C21i .
For the misspecified model with centered predictors, the mean squared prediction error in
predicting a response (Y ∗i ) is given by MSPE(M)∗(Yi) = E ([Y ∗i − Ŷ (M)∗i ]2) and is estimated by
M̂SPE




Estimator Confidence Interval Coverage Probability
θ̂ θ̂ ± tα1/2SEθ̂ P (θ̂ − tα1/2SEθ̂ ≤ θ ≤ θ̂ + tα1/2SEθ̂)





1 ± tα1/2SEβ̂(M)∗1 FT ∗2 (tα1/2) − FT ∗2 (−tα1/2)
Table 2.4: Confidence intervals for β∗1 and their corresponding coverage probabilities. T ∗2 has a












2 = µTY∗ ∣C1,C2(I−H(M))µY∗ ∣C1,C22σ2e .











(M)∗∣C1,C2 = 2σ2en2 ((n − 2)σ2e +µTY∗∣C1,C2 (I −H(M))µY∗∣C1,C2) , respectively.
Predictor omission impacts the results of statistical inference about β∗1 , even when centered
predictors are used. When β̂
(M)∗
1 is a biased estimator of β
∗
1 , the coverage probability for a confidence
interval that is based on the misspecified fit (and estimators β̂
(M)∗
1 and SEβ̂(M)∗1 ) differs from the
nominal confidence level ((1 − α1) ∗ 100%) (Table 2.4).
Hypotheses for testing the significance of β∗1 are given by H0: β∗1 = 0 versus H1: β∗1 ≠ 0.
When the misspecified model with centered predictors is used, the distribution of the resulting test














1 ∣C1,C2 , λ
∗
2 = µTY∗∣C1,C2 (I −H(M))µY∗∣C1,C22σ2e ⎞⎟⎠






1 ∣C1,C2 , λ
∗
2 = Bias of SE2β̂(M)∗1σ2
β̂
(M)∗
1 ∣C1,C2/(n − 2)
⎞⎟⎠ ,
where the noncentrality parameters (λ∗1 and λ∗2) result from the biases of β̂(M)∗1 and SE2β̂(M)∗1 ,
respectively.
The probability of rejecting the null hypothesis (H0: β
∗
1 = 0) is given by
P (∣t(M)∗∣ > tα1/2 ∣C1,C2) = FT ∗2 (−tα1/2) + 1 − FT ∗2 (tα1/2) ,
where tα1/2 denotes the value of a central t-distribution with area α1/2 to the right and FT ∗2 de-
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notes the cdf for a doubly noncentral t-distribution with n− 2 degrees of freedom and noncentrality
parameters λ∗1 and λ∗2.
Both the power of the test and the actual Type I error rate (α
(M)
1 ) depend on the interaction
and correlation parameters and vary among cases (Cases 1 to 4 and Cases 1c to 4c). In Figure 2.3,
the theoretical rejection rate for t(M) (i.e., the probability of rejecting H0) is shown for models
with uncentered (Fig. 2.3a) and centered predictors (Fig. 2.3b). In each subfigure (Fig. 2.3a and
Fig. 2.3b), the center plot shows the rejection rate when the one-predictor model (Eq. 2.3) is, in
fact, appropriate (i.e., β2 = 0 and β3 = 0), and surrounding plots show the rejection rate in cases
where misspecification has occurred (i.e., (a) Cases 1 to 4 and (b) Cases 1c to 4c). The biggest
differences between the rejection rates from misspecified models with uncentered (Fig. 2.3a) and
centered predictors (Fig. 2.3b) are seen in cases where the model has an interaction term (i.e., β3 ≠ 0;
Cases 3 and 4 versus Cases 3c and 4c). Compared to the rejection rate for uncentered predictors,
the rejection rate for centered predictors is shifted in the direction of β3, which indicates that the
interaction has less impact on the rejection rate when misspecified models with centered predictors
are used than when misspecified models with uncentered predictors are used. For misspecified models
with uncentered predictors, the actual Type I error rate (α
(M)
1 ) exceeds the nominal Type I error rate
(α1 = 0.05) in most scenarios with misspecification, except whenX1 andX2 are uncorrelated and non-
interacting (i.e., Case 1, where β3 = 0 and ρ = 0); for misspecified models with centered predictors, the
actual Type I error rate is close to the nominal Type I error rate when X1 and X2 are uncorrelated
(i.e., Cases 1c and 3c, where ρ = 0). For misspecified models with both uncentered and centered
predictors, the power of the test is sometimes inflated (e.g., for (β1, β2, β3, ρ) = (−0.1,−1,0,0.5)) and
sometimes deflated (e.g., for (β1, β2, β3, ρ) = (0.5,−1,0,0.5)) by misspecification. The rejection rate
for (β1, β2, β3) matches the rejection rate for (−β1,−β2,−β3) because a two-sided test was used (i.e.,
H1: β1 ≠ 0, which has a two-sided rejection region); this symmetry is seen for models with both
uncentered and centered predictors. The symmetry observed in the theoretical rejection rate will be
referenced when discussing the results for simulated rejection rates (Section 2.6).
2.5 Simulation Study for Predictor Omission in LMs
As discussed in Section 2.4, the impact of predictor omission depends on the observed












































































































































































































































































































































































































Figure 2.3: Theoretical rejection rate for a test of β1’s significance (i.e., H0: β1 = 0 versus H1:
β1 ≠ 0) when the test statistic is based on the misspecified model fit with (a) uncentered and (b)
centered predictors. For this figure, data for X1 and X2 were fixed, and the sadist package in R
was used to estimate the doubly noncentral t-distribution (Code is provided in Appendix G.6).
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from which the impact of predictor omission could be visualized and analyzed for specific realizations
of the correlation and interaction parameters as well as for different signs and magnitudes of β1 and
β2. Since we are primarily interested in the impact of predictor omission among cases of correlation
and interaction, the primary factors of interest in our simulation study are the correlation and
interaction parameters.
A simulation study was conducted to investigate the impact of predictor omission on the
regression analysis (e.g., β̂
(M)
1 , SEβ̂(M)1 , and M̂SPE
(M)
) based on the correlation-interaction status
of the omitted predictor (i.e., Cases 1 to 4). Throughout the simulation study, the sample size was
fixed at 100 observations per trial (n = 100), and 1000 trials were used. The variance parameters
and the intercept parameters were also fixed (σ2e = 1, σ2d = 1, α = 1, and β0 = 0). Values of β1
and β2 were each selected from {−10,−1,1,10} according to a fractional factorial design (Appendix
B.2); in this way, both the sign and magnitude (small or large) of β1 and β2 were varied in the
simulation. Five levels were used for each of β3 and ρ to correspond to interaction and correlation
levels, respectively: β3 ∈ {−10,−1,0,1,10} and ρ ∈ {0,0.2,0.51,0.71,0.99}, corresponding to φ ∈{0,0.2,0.6,1.0,7.0} (recall, φ = ρσd√
1−ρ2 , Eq. 2.6).
For each (β1, β2, β3, ρ) scenario, a design matrix (X) was generated and fixed among all
trials for a particular scenario. (This data generation method aligns with our conditioning on both
X1 and X2 in Section 2.4.) In each of the 1000 trials, the response vector was generated using
the correct model (Eq. 2.1); then the misspecified model was estimated (Eq. 2.4), from which
the statistics β̂
(M)
1 , SEβ̂(M)1 , and M̂SPE
(M)
were recorded. After 1000 trials were conducted for a







, and the mean and standard deviation were recorded for M̂SPE
(M)
. The simulation was
conducted for models with both uncentered and centered predictors. The notation used here to
describe the simulation setup is given in terms of the uncentered version (e.g., β̂
(M)
1 comes from the
uncentered version, and β̂
(M)∗
1 comes from the centered versions).
The simulation study was repeated three times to give three replicates (k = 1,2,3 below).
The impact of correlation and of interaction on a particular statistic (e.g., the bias of β̂
(M)
1 ) were
modeled using a two-factor experimental design. For each of the eight (β1, β2) pairs in the simulated
data, a separate LM was fit to consider the impact of correlation and interaction on a particular
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statistic of interest (e.g., the bias of β̂
(M)
1 ). The LM for a particular statistic (stat) is given by
statijk = µ + τi + κj + ωij + ijk, for i = 1, ...,5, j = 1, ...,5, k = 1,2,3,
where indices i, j, and k denote the indices for the correlation level, the interaction level, and the
simulation repetition number, respectively. The intercept is denoted by µ. τi denotes the regression
coefficient for the ith interaction level. κj denotes the regression coefficient for the j
th correlation
level. ωij denotes the regression coefficient for the interaction of the i
th interaction level and the
jth correlation level. ijk denotes pure noise. In our model, correlation and interaction were treated
as factors with five fixed levels. The effects of correlation and interaction were examined using a
two-factor, fractional factorial analysis of variance.
A second simulation was conducted to study the rejection rate for an individual t-test for
β1:
H0 ∶ β1 = 0 versus H1 ∶ β1 ≠ 0 (2.12)





) based on the misspecified model was used. Data were generated
in the same way as in the simulation above (for β̂
(M)
1 , SEβ̂(M)1 , etc.), but different values were selected
for parameters β1, β2, and β3. More values of β1 were used than in the previous simulation in order to
estimate the rejection rate more continuously: β1 ∈ {−1.50,−1.47, ....,−0.03,0.00,0.03, ...,1.47,1.50}.
Values of β2 and β3 with comparable magnitude to that of β1 (as opposed to β1 = 1 and β2 = 10) were
used when simulating the rejection rate because the rejection rate is sensitive to predictor omission
(e.g., the rejection rate approaches one quickly as the relative magnitudes of β2 and/or β3, in
comparison to that of β1, increase): (β2, β3) ∈ {(−1,−1), (−1,0), (−1,1), (0,0), (1,−1), (1,0), (1,1)}.(β2, β3) = (0,0) was included to serve as a reference to which misspecified model results can be
compared. The same values of ρ were used as in the simulation study on the impact of parameter
estimates previously described, except ρ = 0.99 was excluded due to computational limitations:
ρ ∈ {0,0.2,0.51,0.71}. For each (β1, β2, β3, ρ) scenario, a design matrix (X) was generated and fixed
among all trials for the scenario. In each of the 1000 trials, a simple LM was fit using the misspecified
linear predictor, and the p-value (pvalt) from an individual t-test for β1 (Eq. 2.12) was noted. After
1000 trials were simulated for a given scenario, the scenario’s simulated rejection rate (r̂atereject)
was calculated by dividing the number of trials for which the p-value was less than a predetermined
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significance level (0.05) by the total number of trials (1000):
r̂atereject(β1, β2, β3, ρ) = ∑1000t=1 I(pvalt < 0.05)
1000
.
The simulation was repeated 5 times (k = 1, ...,5), from which the average rejection rate (ratereject)
for each (β1, β2, β3, ρ) scenario was calculated:
ratereject(β1, β2, β3, ρ) = ∑5k=1 r̂atereject,k(β1, β2, β3, ρ)
5
.
The simulation was conducted for models with both uncentered and centered predictors. When β1
is nonzero, the simulated rejection rate is an estimator for the power of the hypothesis test. When
β1 equals zero, the simulated rejection rate is an estimator for the Type I error rate.
More details about the setup of the simulation study are provided in Appendix B. Scatter-
plots of Y versus X1 and Y versus X1 and Ŷ
(M) versus Y , for various (β1, β2, β3, ρ) scenarios, are
provided in Section B.1. Details about the parameter selection process are provided in Section B.2.
Section B.3 provides a step-by-step explanation of the data generation process. The simulation was
conducted using R version 3.3.1; simulation code is provided in Section G.2.
2.6 Results
Notation in Sections 2.5 and 2.6 is written in terms of components from models with uncen-
tered predictors when referring to models with both uncentered and centered (e.g., β1 refers to β1
for uncentered predictors and β∗1 for centered predictors). In tables and figures, results for models
with centered predictors are distinguished by a ∗ superscript (as in Section 2.4).
Simulated results for β̂
(M)
1 , SEβ̂(M)1 , and M̂SPE
(M)
for the first 25 scenarios ((β1, β2) =(−10,−10)), from models with uncentered and centered predictors, are shown in Tables 2.5a and
2.5b, respectively. Simulated results for other (β1, β2) pairs for models with uncentered and centered
predictors are provided in Sections C.1 and C.2, respectively. In Table 2.5, the average value of β̂
(M)
1
increases in magnitude as correlation (ρ) increases, although the value of β1 (for which β̂
(M)
1 is an
estimator) is fixed. For models with uncentered predictors (Table 2.5a), the simulated bias of β̂
(M)
1
usually decreases as ρ increases; but the magnitude of the bias of β̂
(M)∗
1 decreases for some β3 values
(e.g., β3 = −10) but is not always monotonic (e.g., for β3 = 10), depending on whether the signs
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of β3 and β1 agree. For models with centered predictors (Table 2.5b), the simulated bias of β̂
(M)∗
1
usually increases in magnitude as ρ increases. The biggest differences between the simulated bias
of β̂
(M)
1 from models with uncentered and centered predictors are seen when both the interaction
magnitude and the correlation are large (e.g., β3 = −10 and ρ = 0.99), which is consistent with the
motivation for using centered predictors in models with interactions (as presented in Afshartous &
Preston (2011)).
When the interaction magnitude and correlation value are both large (i.e., ∣β3∣ = 10 and
ρ = 0.99), the simulated mean of M̂SPE(M) is smaller when centered predictors are used than when
uncentered predictors are used in the misspecified model (Table 2.5). Otherwise (e.g., for smaller






are similar between models with uncentered and centered predictors. The standard deviations of
β̂
(M)
1 and SEβ̂(M)1 are small and relatively constant for models with both uncentered and centered
predictors.
The simulated results allow for a visualization of the impact of correlation and interaction
in predictor omission. For example, Figure 2.4 shows the simulated bias of β̂
(M)
1 by correlation and
interaction. Comparisons among plots highlight the impact of interaction (β3). Comparisons across
the horizontal axis highlight the effect of correlation (ρ) on the bias of β̂
(M)
1 . Overall, the bias of
β̂
(M)
1 depends on correlation (ρ) and interaction (β3) (Fig. 2.4), which indicates that the bias of β̂
(M)
1
differs among cases of correlation and interaction (Cases 1 to 4 and Cases 1c to 4c). Patterns seen
in the bias of β̂
(M)
1 are similar for models with both uncentered (Fig. 2.4a) and centered predictors
(Fig. 2.4b). The bias of β̂
(M)
1 increases in magnitude as correlation increases. In general, the sign
of the bias of β̂
(M)
1 matches the sign of β2, and the value of β2 matters more, in terms of the bias of
β̂
(M)
1 , when X1 and X2 are highly correlated (e.g., Cases 2 and 4 with ρ = 0.71 or 0.99) than when
X1 and X2 are uncorrelated (e.g., Cases 1 and 3).
The impact of interaction on the bias of β̂
(M)
1 is not as easily seen in Figure 2.4 as the impact
of correlation. A wider range of values for the bias of β̂
(M)
1 are seen (among different (β1, β2) pairs)
when the interaction magnitude is large (i.e., β3 = −10 or 10) than when the interaction magnitude is
small or zero (i.e., β3 = −1,0, or 1). Based on the fractional factorial analysis results (Appendix C.3,
Table C.17) from models with uncentered predictors conducted at the 0.05 (individual) significance
level for each of the eight (β1, β2) pairs in the fractional factorial design, the interaction effect (β3)
is statistically significant with respect to the bias of β̂
(M)









β3 ρ mean sd bias mean sd bias mean sd
-10 0.00 -17.478 0.101 -7.478 1.613 0.010 1.512 252.054 3.197
-10 0.20 -19.790 0.101 -9.790 1.412 0.010 1.313 199.076 2.770
-10 0.51 -29.273 0.108 -19.273 1.570 0.011 1.461 203.286 2.934
-10 0.71 -33.998 0.106 -23.998 1.906 0.011 1.799 309.160 3.616
-10 0.99 -129.276 0.101 -119.276 11.321 0.010 11.224 13287.999 22.341
-1 0.00 -12.820 0.100 -2.820 0.985 0.010 0.881 88.506 1.828
-1 0.20 -11.357 0.116 -1.357 1.171 0.012 1.053 96.830 1.931
-1 0.51 -16.353 0.100 -6.353 1.064 0.010 0.965 114.037 2.044
-1 0.71 -19.623 0.098 -9.623 0.988 0.011 0.887 93.799 2.004
-1 0.99 -77.920 0.104 -67.920 1.247 0.011 1.142 139.464 2.391
0 0.00 -8.164 0.096 1.836 0.876 0.010 0.781 83.055 1.835
0 0.20 -11.410 0.092 -1.410 0.968 0.009 0.878 113.923 2.156
0 0.51 -14.299 0.097 -4.299 0.912 0.010 0.817 91.168 1.940
0 0.71 -18.482 0.111 -8.482 1.194 0.012 1.082 111.703 2.159
0 0.99 -79.316 0.115 -69.316 1.254 0.012 1.138 114.319 2.139
1 0.00 -8.835 0.097 1.165 0.953 0.010 0.855 92.067 1.921
1 0.20 -10.947 0.094 -0.947 1.054 0.010 0.958 118.322 2.170
1 0.51 -15.117 0.108 -5.117 1.014 0.011 0.907 87.833 1.866
1 0.71 -18.312 0.108 -8.312 1.074 0.011 0.971 106.770 2.116
1 0.99 -76.972 0.102 -66.972 1.470 0.010 1.368 205.448 2.830
10 0.00 3.313 0.086 13.313 1.428 0.009 1.338 247.733 3.119
10 0.20 -3.647 0.102 6.353 1.355 0.010 1.257 188.518 2.705
10 0.51 -6.113 0.097 3.887 1.491 0.010 1.394 233.399 3.057
10 0.71 -9.994 0.106 0.006 1.736 0.010 1.633 277.393 3.256








β∗3 ρ mean sd bias mean sd bias mean sd
-10 0.00 12.027 0.112 2.027 1.519 0.011 1.408 182.746 2.743
-10 0.20 13.886 0.092 3.886 1.666 0.010 1.573 316.803 3.723
-10 0.51 15.295 0.106 5.295 1.533 0.011 1.425 197.526 2.900
-10 0.71 21.114 0.099 11.114 2.133 0.010 2.035 461.953 4.297
-10 0.99 83.343 0.108 73.343 8.738 0.010 8.634 6851.497 16.105
-1 0.00 9.827 0.091 -0.173 0.905 0.010 0.808 86.310 1.822
-1 0.20 11.413 0.098 1.413 0.985 0.010 0.886 97.079 1.968
-1 0.51 16.601 0.098 6.601 0.939 0.010 0.843 94.188 1.989
-1 0.71 21.428 0.096 11.428 1.009 0.010 0.913 109.373 2.093
-1 0.99 80.563 0.099 70.563 1.353 0.010 1.254 184.367 2.630
0 0.00 9.870 0.112 -0.130 1.172 0.011 1.063 113.528 2.128
0 0.20 12.452 0.120 2.452 1.141 0.012 1.028 100.166 2.021
0 0.51 16.218 0.110 6.218 0.987 0.011 0.875 76.616 1.772
0 0.71 21.106 0.102 11.106 1.022 0.010 0.920 99.082 1.947
0 0.99 80.164 0.101 70.164 1.129 0.010 1.029 126.070 2.213
1 0.00 12.021 0.097 2.021 1.019 0.010 0.919 100.968 2.006
1 0.20 11.803 0.096 1.803 0.866 0.009 0.771 80.418 1.743
1 0.51 16.978 0.091 6.978 0.963 0.010 0.869 102.995 2.035
1 0.71 19.210 0.110 9.210 1.147 0.011 1.039 110.232 2.099
1 0.99 80.652 0.109 70.652 1.515 0.011 1.406 188.831 2.752
10 0.00 8.902 0.100 -1.098 1.888 0.010 1.786 334.057 3.648
10 0.20 13.495 0.101 3.495 1.612 0.010 1.511 251.558 3.187
10 0.51 16.127 0.097 6.127 1.711 0.010 1.611 286.885 3.452
10 0.71 19.494 0.087 9.494 1.952 0.009 1.865 501.236 4.494
10 0.99 58.037 0.110 48.037 10.619 0.011 10.508 9030.702 18.972
Table 2.5: Simulated mean, standard deviation, and bias of β̂
(M)
1 and SEβ̂(M)1 and simulated mean
and standard deviation of M̂SPE
(M)
for a simulation study with (β1, β2) = (−10,−10), for LMs
with (a) uncentered and (b) centered predictors.
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factorial design; and the correlation effect (ρ) is statistically significant for every (β1, β2) pairs except(−10,1) and (−1,−1). Based on the fractional factorial analysis results (Table C.18) from models
with centered predictors, the interaction effect (β∗3 ) is statistically significant with respect to the
bias of β̂
(M)∗
1 for the following (β∗1 , β∗2 ) pairs: (−1,−1), (1,−10), and (1,1); and the correlation effect
(ρ) is statistically significant for every (β∗1 , β∗2 ) pair in the fractional factorial.




as an estimator of σ
β̂
(M)












1 ∣X1,X2 = σe√∑100i=1 (X1i−X1)2 = σesX1√n−1 σ
2
1=1≈ σe√
n−1 = 1√99 = 0.1005. Thus, the difference













noticeable (Fig. 2.5). σ
β̂
(M)





is largest when the interaction magnitude is large and X1 and X2 are highly correlated (i.e.,
Case 4 when ∣β3∣ = 10 and ρ = 0.99; Fig. 2.5 and Fig. 2.6).








) depends on both the interaction
magnitude and correlation (Fig. 2.6). Similar patterns are seen for models with both uncentered
(Fig. 2.6a) and centered predictors (Fig. 2.6b). For small or zero interaction magnitudes (i.e.,
β3 = −1,0, or 1), SEβ̂(M)1 is larger when the omitted predictor (X2) has a larger coefficient (β2),
which makes sense because the uncertainty of β̂
(M)
1 is expected to increase as the relative importance
of the omitted predictor increases. For large interaction magnitudes (i.e., β3 = −10 or 10), SEβ̂(M)1




is much larger for larger values of correlation (ρ = 0.71




is less noticeable when
β3 is zero (i.e., Cases 1, 2, 1c and 2c).




by case and interaction
magnitude (i.e., ∣β3∣). For correlated cases (i.e., Cases 2, 4, 2c, and 4c) boxplots are shown for a




is largest in cases that include an interaction
term and a large correlation value (i.e., Cases 4 and 4c with ρ = 0.99), and the interaction magnitude
is also important (e.g., comparing ∣β3∣ = 1 to ∣β3∣ = 10 in Case 4). The bias of SEβ̂(M)1 is similar
between uncorrelated, non-interacting cases (i.e., Cases 1 and 1c) and correlated, non-interacting
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Figure 2.4: Simulated bias of β̂
(M)
1 for LMs with (a) uncentered and (b) centered predictors.
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Figure 2.5: Standard deviation of β̂
(M)





), and simulated bias of the standard error of β̂
(M)
1 (bias of SEβ̂(M)1 ), for LMs with (top row)
uncentered and (bottom row) centered predictors. (Case 1: uncorrelated, non-interacting; Case 2:
correlated, non-interacting; Case 3: uncorrelated, interacting; Case 4: correlated, interacting; Cases




































































































































































































































































































































































































































































































































































































































































interacting cases (Cases 4 and 4c).
Interaction plots for the simulated bias of β̂
(M)
1 , for SEβ̂(M)1 , and for M̂SPE
(M)
for varying
levels of correlation and interaction are shown in Figures 2.8, 2.9, and 2.10, respectively, using the
replicates from the fractional factorial design discussed previously. Overall, the interaction plots
from models with uncentered predictors have the same patterns as plots from models with centered
predictors. As correlation increases from 0.71 to 0.99, the direction and magnitude of the change in
the bias of β̂
(M)
1 is related to β2. For SEβ̂(M)1 , the pattern of the interaction plot is the same among
all values of β1 and β2, and between models with uncentered predictors and models with centered
predictors. The pattern seen in M̂SPE
(M)




because, given X1, one




= √ nM̂SPE(M)(n−2)∑(X1i−X1)2 ).
Results for the average simulated Type I error rates (i.e., the average simulated rejection
rate when β1 = 0) for models with both uncentered and centered predictors are shown in Table 2.6.
In general, the simulated Type I error rate for centered predictors increases as correlation increases;
thus the simulated Type I error rate is smaller for Case 1c (β3 = 0, ρ = 0) than for Case 2c (β3 = 0,
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Figure 2.6: Average simulated standard error of β̂
(M)
1 (i.e., SEβ̂(M)1 ) for LMs with (a) uncentered
and (b) centered predictors.
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by case and interaction magnitude, for LMs
with (top) uncentered and (bottom) centered predictors. (Case 1: uncorrelated, non-interacting;
Case 2: correlated, non-interacting; Case 3: uncorrelated, interacting; Case 4: correlated, interact-
ing; Cases 1c to 4c: corresponding centered cases.)
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β1* = 10 , β2* = 10
correlation,  ρ
0 1
Figure 2.8: Interaction plots from two-factor, fractional factorial experiment for the bias of β̂
(M)
1 for













































































































































































































β1* = 10 , β2* = 10
correlation,  ρ
0 1










































































































































































































































































β1* = 10 , β2* = 10
correlation,  ρ
0 1
Figure 2.10: Interaction plots from two-factor, fractional factorial experiment for M̂SPE
(M)
for
models with (a) uncentered and (b) centered predictors and varying levels of ρ, β1, β2 and β3.
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uncentered predictors, the simulated Type I error rate increases as correlation increases in cases
where no interaction term is present (i.e., β3 = 0); thus, the simulated Type I error rate is smaller
for Case 1 than for Case 2. For models with uncentered predictors, the simulated Type I error rate
decreased as correlation increased in cases with an interaction (i.e., β3 ≠ 0); thus, the simulated
Type I error rate is larger for Case 3 than for Case 4. This trend is seen when β2 and β3 sum to
zero (i.e., (β2, β3) = (−1,1) or (1,−1)); when β2 and β3 are equal (i.e., (β2, β3) = (−1,−1) or (1,1)),
the simulated Type I error rate is constant (1.0).
Type I Error Rate
β2 (β∗2) β3 (β∗3 ) ρ Uncentered Centered
-1 -1 0.00 1.000 0.097
-1 -1 0.20 1.000 0.225
-1 -1 0.51 1.000 0.678
-1 -1 0.71 1.000 1.000
-1 0 0.00 0.044 0.011
-1 0 0.20 0.284 0.292
-1 0 0.51 0.995 0.992
-1 0 0.71 1.000 1.000
-1 1 0.00 1.000 0.095
-1 1 0.20 0.992 0.270
-1 1 0.51 0.894 0.971
-1 1 0.71 0.387 0.864
1 -1 0.00 1.000 0.054
1 -1 0.20 0.805 0.201
1 -1 0.51 0.353 0.950
1 -1 0.71 0.274 0.948
1 0 0.00 0.026 0.054
1 0 0.20 0.113 0.408
1 0 0.51 0.982 0.997
1 0 0.71 1.000 1.000
1 1 0.00 1.000 0.063
1 1 0.20 1.000 0.233
1 1 0.51 1.000 0.819
1 1 0.71 1.000 0.814
Table 2.6: Average simulated Type I error rate from an individual t-test for the significance of β1,
for models with uncentered and centered predictors.
The average, simulated rejection rate for a hypothesis test of H0: β1 = 0 versus H1: β1 ≠ 0
using the misspecified test statistic (t(M)) is shown for models with both uncentered and centered
predictors (Fig. 2.11a and Fig. 2.11b, respectively). As expected from a two-sided t-test, the
simulated rejection rate is similar for (β1, β2, β3) and (−β1,−β2,−β3). In cases of misspecification
(i.e., (β2, β3) ≠ (0,0)), the simulated rejection rate depends on correlation. The rejection rates
from models with uncentered and centered predictors are similar when no interaction is present
(i.e., β3 = 0; Cases 1, 2, 1c, and 2c). In cases with an interaction term (Cases 3 and 4 or 3c and
4c) the rejection rate from models with uncentered predictors (Cases 3 and 4) is right-shifted by












































































































































































































































































































































































































Figure 2.11: Average simulated rejection rate from an individual t-test of β1’s significance (i.e., H0:




), for LMs with (a) uncentered and (b) centered predictors.
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2.7 Conclusion and Discussion
Our theoretical framework and simulation results support the consideration of separate
cases of the omitted predictor (X2), based on whether the omitted predictor is correlated with
the predictor (X1) included in the fitted model and whether the fitted predictor interacts with
the omitted predictor. In addition to considering four interaction-correlation cases, we considered
results for models with uncentered predictors as well as models with centered predictors. Our
results showed that statistics and inferences motivated by misspecified models may yield biased and
inaccurate results for models with both uncentered and centered predictors. For example, the Type I
error rate for a hypothesis test of the significance of the included predictor (X1) was inflated in cases
where X1 and X2 were correlated. The direction of interaction was not as important as correlation
in the impact on the power or the Type I error rate.
In our simulation,the effects of correlation (ρ) and interaction (β3) were not always statis-
tically significant with respect to the bias of β
(M)
1 (Tables C.17-C.18). Future work should consider
additional simulation frameworks that may more clearly isolate the interaction effect, in support of
the theoretical results developed in Section 2.4. In our simulation, X1 data were generated using
a zero population mean (i.e., µ1 = 0). Future work includes comparing results when X1 data are
generated with a nonzero mean (e.g., µ1 = 1). Based on the mathematical derivations in Section 2.4
and exploratory simulations conducted with µ1 = 1 (Fig. 2.12; see also Appendix D), the impact of
centering on the bias of β̂
(M)
1 is expected to be more pronounced when the expected value of X1 is
nonzero. The interaction coefficient is also expected to have a greater impact in cases of misspec-
ification in which the included predictor (X1) has a nonzero population mean and the analysis is
conducted based on the model with uncentered predictors.
In our simulation, a new design matrix was generated for each (β1, β2, β3, ρ) scenario and
for each replicate. If instead X1 and X2 data are fixed among scenarios and replicates (rather
than only within scenario, nested within replicate), the variability among estimators from different
scenarios depends on the variability in the response data (induced by the error term ) only, and
quantities that depend only on predictor data are fixed. For example, the standard deviation of
β̂
(M)
1 (i.e., σβ̂(M)1 ∣X1,X2 = σe√∑(X1i−X1)2 ) varied slightly among scenarios in our simulation (Fig. 2.5),
but when X1 and X2 are fixed among scenarios, σβ̂(M)1 ∣X1,X2 is constant among scenarios. Other
than added noise, the general behaviour of statistics (e.g., β̂
(M)
1 ) is expected to be similar whether
38
predictor data (i.e., X1 and X2) are generated for each scenario or fixed among scenarios. For
example, the simulated bias of β̂
(M)
1 has less noise when predictor data are fixed among scenarios
(Fig. 2.13b) than when new predictor data are generated for each scenario (Fig. 2.13a). When
predictor data are fixed among scenarios, the simulated bias of β̂
(M)
1 does not depend on β1 (which
is also true of the theoretical bias, Eq. 2.9), and differences in the simluted bias of β̂
(M)
1 (Figure
2.13a) between lines with different β1 values and the same β2 values and different β1 values (e.g.,
comparing (β1, β2) = (−10,1) and (1,1)) are due to variation in predictor data, which is expected
because the theoretical bias of β̂
(M)
1 depends on predictor data.
Future considerations also include using a finer sequence of correlation values. In our simu-
lation study, we used five correlation levels: ρ ∈ {0,0.20,0.50,0.71,0.99}. When more, equally-spaced
correlation values are used (e.g., ρ ∈ {0,0.05,0.10, ...,0.85,0.90}; Fig. 2.13), the relationship between
a statistic of interest (e.g, the bias of β̂
(M)
1 ) and correlation can be estimated in more detail. In
Figure 2.13, the functional relationship between the simulated bias of β̂
(M)
1 and correlation appears
smooth (without sharp points at particular values of ρ). Likewise, the impact of interaction (β3) can
be visualized more effectively when more β3 values are used. Our simulation study used nonnegative
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Figure 2.12: Simulated bias of β̂
(M)
1 when µ1 = 1, for LMs with (a) uncentered and (b) centered
predictors.
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(a) X1 and X2 data vary per scenario.
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(b) X1 and X2 data fixed among scenarios.
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Figure 2.13: Simulated bias of β̂
(M)
1 for LMs with X1 and X2 data fixed (a) within a scenario and (b)-
(c) among scenarios. For (a) and (b), results are shown for correlation values (ρ) in an evenly-spaced
grid: ρ ∈ {0,0.05,0.10, ...,0.85,0.90}; for (c), ρ ∈ {−0.90,−0.85, ...,−0.05,0,0.05, ...,0.85,0.90}.
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Figure 2.13: Simulated bias of β̂
(M)
1 for LMs with X1 and X2 data fixed (a) within a scenario and
(b)-(c) among scenarios (cont.).
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Chapter 3
Predictor Omission in Logistic
Regression
Predictor omission can occur in the Generalized Linear Model (GLM) context as well in
the Linear Model (LM) context. However, for most GLMs, regression parameters are estimated
numerically (through an iterative process) because analytical, closed form solutions do not exist.
Thus, theoretical results from studying predictor omission in the LM context (Section 2.4) do not
automatically generalize from LMs to GLMs. In this chapter, we will focus on predictor omission in
the context of the logistic regression model, one particular GLM. The impact of predictor omission in
logistic regression has been discussed in the literature for both uncorrelated and correlated omitted
predictors (e.g., Cramer (2005), Lee (1982), Lee (1980)). Lee (1980) considered both continuous and
discrete omitted predictors in logistic and multinomial logit models and derived necessary and suffi-
cient conditions required for the regression coefficient for the included predictor to remain unbiased.
Cramer (2005) included simulated results for several distributions of the omitted predictor (e.g., the
t-distribution). Our research extends the existing literature by comparing various cases that are de-
fined by the correlation and interaction status of the omitted predictor and by considering both the
regression coefficient of the included predictor and the standard error of the regression coefficient.
Our work also includes a simulation framework that can be extended to study predictor omission in
other GLMs.
In Section 3.1, estimation methods and estimators that will be used (in a logistic regres-
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sion simulation) are presented. In Section 3.2, we describe the types of misspecification that will
be considered and define notation used to designate misspecification. In Section 3.3, we describe
simulation studies for considering the impact of predictor omission on regression estimates (e.g., a
regression coefficient and its standard errors) and on inference (e.g., power and Type I error rate),
with focus on interaction and correlation. In Section 3.4, simulated results are summarized.
3.1 Estimation for Logistic Regression
The probability mass function (pmf) for a Bernoulli random variable (Yi) with success
probability pi is given by
P (Yi = yi) = pyii (1 − pi)1−yi , for yi ∈ {0,1} , where Yi ∼ Bern(pi).
For GLMs, a link function is used to relate the mean response to the linear predictor (ηi). In logistic
regression, the mean response is the success probability (pi), and the link is the logit function:
logit(pi) = log ( pi
1 − pi ) = ηi, and pi = eηi1 + eηi = 11 + e−ηi ,
where ηi = β0 + β1X1i + ... + βkXki. The logistic regression likelihood function (L) is given by
L(β) = P (Y1 = y1, Y2 = y2, ..., Yn = yn) = n∏
i=1P (Yi = yi) = n∏i=1 pyii (1 − pi)1−yi ,
where the responses (Y1, Y2, ..., Yn) are modeled as independent, Bernoulli random variables with
success probabilities (p1, p2, ..., pn) determined by their linear predictors (η1, η2, ..., ηn) (i.e., Yi ∼
Bern (pi = 11+e−ηi )). The log likelihood (l) function is given by
l(β) = lnL(β) = n∑
i=1 (yi ln(pi) + (1 − yi) ln(1 − pi)) .
Maximum Likelihood and Firth’s Penalized Likelihood Estimation
Maximum Likelihood (ML) estimation is a method in which values (for estimators) are
selected that will maximize the likelihood function for the given data. ML estimation is commonly
used for GLMs. For LMs, least squares estimation is equivalent to ML estimation. The score vector
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and the information matrix are central to ML estimation. Because there is no closed form, analytical
solution for the MLEs in logistic regression, the MLEs are estimated numerically through an iterative
process that applies the Newton-Raphson Method (Fig. 3.1). At each iteration, the information
matrix and the score vector are used to update the regression coefficient estimates until estimates
from consecutive iterations are “close enough” according to a predefined convergence tolerance (e.g.,
maxj ∣β̂(s+1)j − β̂(s)j ∣ ≤ 10−15). The score vector (U) contains the first partial derivatives of l with
respect to each of the regression coefficients (β0, β1, ..., βk):








)T = ( n∑
i=1(yi − pi), n∑i=1X1i(yi − pi), ...., n∑i=1Xki(yi − pi))
T
,






The vector of ML estimators (MLEs), denoted by β̂ = (β̂0, β̂1, ..., β̂k)T , contains the solutions for
which the likelihood function, L, is maximized, or, equivalently, where the vector of first partial
derivatives ( ∂l
∂β
) of the log likelihood equals zero (i.e., β̂ = {β ∈Rk+1 ∶ ∂l
∂βj
= 0, for j = 0,1, ..., k}).
Thus, the score vector equals zero when evaluated at the MLEs.
The variance-covariance matrix for the vector of estimated regression coefficients (β̂) is
estimated by evaluating the negative, inverse information matrix (−I−1) at β̂ (Kutner et al., 2005):
V̂ arβ̂ = −I(β)−1∣
β=β̂ = [XTWX]−1 ∣β=β̂ ,
where W is a diagonal matrix with ith diagonal entry given by wii = pi(1 − pi), and X is the design
matrix for the regression model.
Firth’s penalized likelihood estimation is most commonly used in cases where ML estimation
does not converge or returns an infinite value for at least one estimator (due to partial or complete
separation, which occurs when the responses are extremely unbalanced; e.g., yi = 0, for i = 1, ..., n).
Firth’s penalized likelihood estimation may also be used more generally in place of ML estimation
(Heinze and Schemper, 2002). In Firth’s penalized likelihood estimation (Firth, 1993), the score
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Figure 3.1: Using the Newton-Raphson Method to iteratively estimate the maximum likelihood
estimators (β̂).
Maximum Likelihood Estimation
1. (Initiate) Define s = 0, and set β̂(0) equal to a default vector (e.g., β̂(0) = 0).
2. (Iterate)
(a) β̂
(s+1) = β̂(s) − I−1 (β̂(s))U(β̂(s)).
(b) If the convergence criterion is met (e.g., maxj ∣β̂(s+1)j −β̂(s)j ∣ < , for a given tolerance
value, ), stop. Else, set s = s + 1, and return to Step 2a.
vector (U) is replace by the Firth’s adjusted score vector (UF ):





The Likelihood Ratio Test
The likelihood ratio test (LRT) may be used to test the significance of a regression coefficient
(i.e., H0: βj = 0 versus H1: βj ≠ 0). The LRT test statistic (G2) is given by
G2 = −2 ln(λ) approx∼ χ2(df=Rank(X)),
where the likelihood ratio (λ) is defined as λ = sup{L(β(0))∶β(0)j =0}
sup{L(β)∶β∈Rk+1} , and X denotes the design matrix
for a statistical model. The LRT test statistic G2 can be calculated using ML estimation or Firth’s
penalized likelihood estimation (Heinze & Schemper, 2002). The LRT is used when simulating the
rejection rate (i.e., the power and Type I error rate) for logistic regression (Section 3.3).
The Fitted Response and The Residual in Logistic Regression
In linear regression, the fitted response (Ŷi) is defined as the estimated response mean
(µ̂Yi∣X):
Ŷi = µ̂Yi∣X = β̂0 + β̂1X1i + ... + β̂kXki,
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and the residual (ei) is defined as the difference between the response and the fitted response:
ei = Yi − Ŷi.
In logistic regression, defining the fitted response as the estimated response gives a noninteger
(impossible) fitted response value between zero and one: Ŷi = p̂i ∈ (0,1). When a binary fitted
response is preferred (e.g., for classification), an indicator function may be used to output one when
p̂i exceeds a given threshold value (p0), and zero otherwise (i.e., Ŷi = I(p̂i ≥ p0)). The threshold value
(p0) may be chosen based on the goals of the estimation (e.g., where sensitivity and specificity based
on which type of missclassification, a false positive or a false negative, has worse consequences) or
set to the default value (0.5). In our simulation, we do not consider binary classification methods.
Several types of residuals are defined for logistic regression, including the response residual
and the deviance residual (e.g., Faraway (2006)). The response residual (ri) in logistic regression is
analogous to the traditional residual (ei) in linear regression and subtracts the predicted response
mean from the response:
ri = Yi − p̂i.
The deviance residual (di) is defined as the square root of an individual observation’s contribution
to the overall deviance (D = −2l (β̂)):
di = sign(Yi ≥ p̂i)√−2 lnP (Yi = yi)∣pi=p̂i = sign(Yi ≥ p̂i)√−2 [Yi ln p̂i + (1 − Yi) ln(1 − p̂i)].
In our simulation, the response residual and the deviance residual are used to calculate two estimators
for the mean squared prediction error. The mean squared prediction error in linear regression may
be estimated by averaging the squared differences between each response and the predicted response,
which is equivalent to averaging the squared residuals (i.e., M̂SPE = ∑ni=1 (Yi−Ŷi)2n = ∑ni=1 e2in ).
Because there are several ways to define the predicted response and several types of residuals in
logistic regression, we consider two estimators for the mean squared prediction error. M̂SPE1 is












When a misspecified model is used in logistic regression, the resulting estimates and inference
are impacted. Predictor omission is a specific type of model misspecification in which one or more
predictors are left out of the model that is estimated and analyzed (compared to the true model).
The cases of predictor omission by correlation-interaction status introduced in Chapter 2 (Section
2.2) for LMs can also be considered for logistic regression models. The (M) superscript is used to




Let ηi denote the correctly-specified linear predictor, and let η
(M)
i denote the misspecified
linear predictor (from Table 2.2). Then the success probability, denoted pi, for the correctly-specified
logistic regression model is given by
pi = eηi
1 + eηi = 11 + e−ηi ,
and the success probability, denoted p
(M)




1 + eη(M)i = 11 + e−η(M)i .
The estimated success probabilities, denoted by p̂i and p̂
(M)
i , respectively, are based on the correctly-
specified and misspecified linear predictors:
p̂i = 1
1 + e−η̂i , and p̂(M)i = 11 + e−η̂(M)i , respectively.





i ), the deviance residual (d
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The vector of estimated regression coefficients for the correctly-specified model is denoted by β̂, and




estimated variance-covariance matrix for β̂ is given by
V̂ arβ̂ = [XT ŴX]−1 ,
where Ŵ is a diagonal matrix with ith diagonal entry ŵii = p̂i(1 − p̂i), and X is the design matrix






(M) = [X(M)T Ŵ(M)X(M)]−1 ,
where Ŵ
(M)
is a diagonal matrix with ith diagonal entry given by ŵ
(M)
ii = p̂(M)i (1 − p̂(M)i ), and
X(M) is the design matrix from the misspecificed model. When a single predictor is included in the
misspecified model (i.e., X(M) = [1,X1]), the estimated variance of β̂(M)1 (i.e., the squared standard
error of β̂
(M)










= ∑ ŵ(M)ii(∑ ŵ(M)ii ) (∑X21iŵ(M)ii ) − (∑X1iŵ(M)ii )2
= ∑ p̂(M)i (1 − p̂(M)i )[∑ p̂(M)i (1 − p̂(M)i )] [∑X21ip̂(M)i (1 − p̂(M)i )] − [∑X1ip̂(M)i (1 − p̂(M)i )]2 .
3.3 Simulation Study for Predictor Omission in Logistic Re-
gression
Although the theoretical impact of predictor omission is not tractable (cannot be derived
mathematically as in Section 2.4) in the logistic regression context, a simulation study can be
conducted from which the impact of predictor omission can be visualized and analyzed for specific
realizations of the correlation and interaction parameters. Since we are primarily interested in the
impact of predictor omission among cases of correlation and interaction (e.g., Cases 1 to 4), the
primary factors of interest in our simulation study are the correlation and interaction parameters.
A simulation study was conducted to investigate the impact of predictor omission in logistic
regression in different cases (Cases 1 to 4) of predictor omission based on the correlation-interaction
status of the omitted predictor. The setup for the logistic regression simulation study is similar to
the setup for the LM simulation study (Section 2.5). Throughout the simulation study, the sample
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size was fixed at 100 observations per trial (n = 100), and 1000 trials were used. Values of β1
and β2 were each selected from {−10,−1,1,10} according to a fractional factorial design (Appendix
B.2); in this way, both the sign and magnitude (large or small) of β1 and β2 were adjusted in the
simulation. Five levels were used for each of β3 and ρ to correspond to interaction and correlation
levels, respectively: β3 ∈ {−10,−1,0,1,10} and ρ ∈ {0,0.2,0.51,0.71,0.99}.
For each (β1, β2, β3, ρ) scenario, a design matrix (X) was generated and fixed across all trials
for the scenario. In each of the 1000 trials, a binary response vector (Y) was generated using the
correct linear predictor (η). A logistic model was estimated using the misspecified linear predictor
(η(M)). Firth’s penalized likelihood estimation method was used to fit the logistic model because
of its performance in handling unbalanced data (e.g., as expected when β1, β2, or β3 = 10). From
the fitted model, β̂
(M)
1 , SEβ̂(M)1 , M̂SPE
(M)
1 , and M̂SPE
(M)
2 were estimated. After 1000 trials,
the simulated mean and standard deviation were computed for β̂
(M)





2 . The simulated bias of β̂
(M)
1 was calculated by subtracting the true value of β1 from the
simulated mean of β̂
(M)
1 (i.e., Bias of β̂
(M)
1 = β̂(M)1 − β1). The simulation was conducted for models
with both uncentered and centered predictors (Cases 1 to 4 and Cases 1c to 4c, respectively).
The simulation study was repeated three times to give three replicates (k = 1,2,3 below).
The impact of correlation and of interaction on a particular statistic (e.g., the bias of β̂
(M)
1 ) were
modeled using a two-factor, fractional factorial experimental design. For each of the eight (β1, β2)
pairs in the simulated data, a separate LM was estimated to consider the impact of correlation and
interaction on a particular statistic of interest. The LM for a particular statistic (stat) is given by
statijk = µ + τi + κj + ωij + ijk, for i = 1, ...,5, j = 1, ...,5, k = 1,2,3,
where indices i, j, and k denote the indices for the correlation level, the interaction level, and
the simulation repetition number, respectively. τi denotes the regression coefficient for the ith
interaction level. κj denotes the regression coefficient for the jth correlation level. ωij denotes the
regression coefficient for the interaction of the ith interaction level and the jth correlation level. The
intercept is denoted by µ. ijk denotes pure noise. In our model, correlation and interaction were
treated as factors with five fixed levels. Fractional factorial analyses were performed to determine
the significance of the correlation and interaction effects.
A second simulation study was conducted to investigate the rejection rate for a likeli-
50
hood ratio test (LRT) of the significance of β1 (i.e., H0: β1 = 0 versus H1: β1 ≠ 0). Data
were generated in the same way as in the simulation above (for β̂
(M)
1 , SEβ̂(M)1 , etc.), but differ-
ent values were selected for parameters β1, β2, and β3. More values of β1 were used than in
the previous simulation study in order to estimate the rejection rate more continuously: β1 ∈{−1.50,−1.47, ...,−0.03,0,0.03, ...,1.47,1.50}. Values of β2 and β3 with comparable magnitude to
that of β1 (as opposed to β1 = 1 and β2 = 10) were used because the rejection rate is sensitive to
predictor omission (e.g., the rejection rate approaches one quickly as the magnitudes of β2 and/or β3
increase): (β2, β3) ∈ {(−1,−1), (−1,0), (−1,1), (0,0), (1,−1), (1,0), (1,1)}. The same values of ρ were
used as in the simulation above (i.e., ρ ∈ {0,0.2,0.51,0.71,0.99}). For each (β1, β2, β3, ρ) scenario,
a design matrix (X) was generated and fixed across all trials for the scenario. In each of the 1000
trials, a logistic regression model was estimated using the misspecified linear predictor, and the LRT
p-value (pvalt) for β1 was noted. After 1000 trials were simulated for a given scenario, the scenario’s
simulated rejection rate (r̂atereject) was calculated by dividing the number of trials for which the
p-value was less than a predetermined significance level (0.05) by the total number of trials (1000):
r̂atereject(β1, β2, β3, ρ) = ∑1000t=1 I(pvalt < 0.05)
1000
.
After all (β1, β2, β3, ρ) scenarios were considered, the vector of rejection rates was saved. The
simulation was repeated 5 times, from which the average rejection rate for each (β1, β2, β3, ρ) scenario
was calculated:
r̂atereject(β1, β2, β3, ρ) = ∑5k=1 r̂atereject,k(β1, β2, β3, ρ)
5
.
The simulation was conducted for logistic regression models with both uncentered and centered
predictors. When β1 is nonzero, the simulated rejection rate is an estimator for the power of the
hypothesis test. When β1 equals zero, the simulated rejection rate is an estimator for the Type I
error rate.
3.4 Results
Notation in Sections 3.1 to 3.3 is written in terms of components from models with un-
centered predictors (e.g., β̂
(M)
1 ). In simulation results presented in tables and figures, centered
components are distinguished by a ∗ superscript (as in chapter 2); in our discussion of results, the
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uncentered notation is used when models with both centered and uncentered predictors are discussed
together.
Simulated results for β̂
(M)
1 , SEβ̂(M)1 , M̂SPE
(M)
1 , and M̂SPE
(M)
2 for the first 25 scenarios
((β1, β2) = (−10,−10)) for logistic regression models with uncentered and centered predictors are
shown in Tables 3.1a and 3.1b, respectively. Simulated results for other (β1, β2) pairs for logistic
regression models with both uncentered and centered predictors are included in Sections E.1 and





2 ) agree (e.g., for β3 = 1, the mean of M̂SPE(M)1 and the mean of M̂SPE(M)2
both decrease as correlation increases). In Tables 3.1a and 3.1b, the mean and standard deviation
of M̂SPE
(M)
2 (based on deviance residuals) are generally 5 to 7 times larger than corresponding
results from M̂SPE
(M)
1 (based on response residuals); this makes sense because deviance residuals
are unbounded whereas response residuals take on values between -1 and 1. When the interaction
magnitude is small or zero (i.e., β3 = −1,0, or 1), the estimated mean squared prediction error is
higher in uncorrelated cases (i.e., Cases 1 and 3 or 1c and 3c) than in correlated cases. When the
interaction magnitude is high (i.e., β3 = −10 or 10), the opposite trend is seen–the estimated mean
squared predictor error is higher for correlated cases. No systematic differences are observed when
comparing results from models with uncentered predictors (Table 3.1a) to results from models with
centered predictors (Table 3.1b).
Analysis of variance (ANOVA) tables from a two-factor, fractional factorial experiment for
the bias of β̂
(M)
1 for each (β1, β2) pair (in the fractional factorial design) are included in Section
E.3 for logistic regression models with both uncentered and centered predictors; Table 3.2 is the
ANOVA table for (β1, β2) = (−10,−10), for models with uncentered predictors. For every (β1, β2)
pair, the effects of correlation (ρ), interaction (β3), and their interaction term (ρβ3) are statistically
significant with respect to the bias of β̂
(M)
1 , based on ANOVA tests conducted at a 0.05 (individual)
significance level. Similar results are seen for logistic regression models with both centered and
uncentered predictors.
ANOVA tables from a two-factor, fractional factorial experiment for the average simulated
standard error of β̂
(M)
1 (i.e., SEβ̂(M)1 ) are included in Section E.4 for logistic regression models with
both uncentered and centered predictors; Table 3.3 is the ANOVA table for (β1, β2) = (−10,−10), for
models with uncentered predictors. For every (β1, β2) pair, the effects of correlation (ρ), interaction












β3 ρ mean sd bias mean sd mean sd mean sd
-10 0.00 -2.613 0.177 7.387 0.578 0.040 0.101 0.007 0.754 0.033
-10 0.20 -3.823 0.457 6.177 0.810 0.111 0.100 0.009 0.633 0.056
-10 0.51 -5.890 0.824 4.110 1.340 0.237 0.062 0.007 0.401 0.062
-10 0.71 -3.212 0.372 6.788 0.675 0.081 0.078 0.008 0.603 0.056
-10 0.99 -1.380 0.050 8.620 0.361 0.006 0.164 0.002 0.955 0.014
-1 0.00 -1.960 0.173 8.040 0.420 0.031 0.100 0.008 0.679 0.043
-1 0.20 -2.309 0.296 7.691 0.533 0.053 0.117 0.011 0.733 0.061
-1 0.51 -2.097 0.141 7.903 0.489 0.031 0.126 0.007 0.760 0.039
-1 0.71 -2.955 0.195 7.045 0.594 0.047 0.102 0.007 0.630 0.035
-1 0.99 -11.175 0.720 -1.175 3.341 0.322 0.015 0.003 0.108 0.019
0 0.00 -1.778 0.226 8.222 0.422 0.042 0.128 0.011 0.800 0.058
0 0.20 -2.058 0.151 7.942 0.470 0.033 0.095 0.008 0.628 0.039
0 0.51 -2.230 0.156 7.770 0.460 0.029 0.126 0.006 0.757 0.035
0 0.71 -3.328 0.223 6.672 0.676 0.058 0.082 0.006 0.529 0.032
0 0.99 -10.376 0.280 -0.376 3.236 0.145 0.017 0.001 0.112 0.007
1 0.00 -1.141 0.112 8.859 0.317 0.016 0.178 0.007 1.035 0.038
1 0.20 -2.060 0.212 7.940 0.453 0.042 0.111 0.008 0.693 0.048
1 0.51 -2.860 0.415 7.140 0.706 0.120 0.076 0.008 0.497 0.053
1 0.71 -4.305 0.341 5.695 0.965 0.098 0.067 0.006 0.437 0.035
1 0.99 -22.847 3.573 -12.847 9.953 2.480 0.010 0.004 0.074 0.023
10 0.00 -0.903 0.188 9.097 0.365 0.032 0.100 0.011 0.680 0.066
10 0.20 -1.008 0.072 8.992 0.261 0.010 0.148 0.008 0.927 0.041
10 0.51 -1.056 0.084 8.944 0.300 0.010 0.160 0.006 1.028 0.025
10 0.71 -0.802 0.052 9.198 0.261 0.006 0.168 0.006 1.074 0.025











β∗3 ρ mean sd bias mean sd mean sd mean sd
-10 0.00 -1.308 0.078 8.692 0.301 0.011 0.174 0.006 1.045 0.026
-10 0.20 -2.146 0.212 7.854 0.420 0.039 0.128 0.008 0.827 0.052
-10 0.51 -3.070 0.524 6.930 0.657 0.138 0.101 0.009 0.659 0.078
-10 0.71 -1.864 0.188 8.136 0.383 0.029 0.139 0.012 0.954 0.050
-10 0.99 -1.365 0.019 8.635 0.323 0.002 0.170 0.002 1.098 0.006
-1 0.00 -1.770 0.227 8.230 0.376 0.038 0.160 0.009 0.964 0.058
-1 0.20 -2.081 0.167 7.919 0.416 0.028 0.147 0.007 0.889 0.041
-1 0.51 -2.685 0.261 7.315 0.527 0.050 0.120 0.010 0.765 0.052
-1 0.71 -3.781 0.334 6.219 0.770 0.082 0.085 0.007 0.525 0.046
-1 0.99 -10.326 0.914 -0.326 2.758 0.366 0.032 0.004 0.221 0.026
0 0.00 -1.587 0.148 8.413 0.323 0.021 0.163 0.009 0.978 0.047
0 0.20 -1.969 0.229 8.031 0.391 0.041 0.133 0.009 0.856 0.058
0 0.51 -2.857 0.301 7.143 0.554 0.064 0.106 0.009 0.689 0.057
0 0.71 -3.590 0.271 6.410 0.729 0.062 0.105 0.008 0.659 0.040
0 0.99 -14.416 0.384 -4.416 4.759 0.168 0.018 0.001 0.122 0.007
1 0.00 -1.562 0.185 8.438 0.336 0.029 0.166 0.010 0.993 0.053
1 0.20 -1.888 0.116 8.112 0.375 0.018 0.154 0.006 0.919 0.032
1 0.51 -2.931 0.262 7.069 0.591 0.056 0.106 0.008 0.676 0.048
1 0.71 -4.815 0.455 5.185 1.046 0.129 0.072 0.006 0.440 0.040
1 0.99 -12.181 1.595 -2.181 4.253 0.814 0.031 0.004 0.187 0.021
10 0.00 -1.696 0.081 8.304 0.371 0.015 0.165 0.004 0.985 0.021
10 0.20 -1.933 0.187 8.067 0.377 0.033 0.130 0.009 0.821 0.053
10 0.51 -1.543 0.131 8.457 0.344 0.019 0.171 0.007 1.053 0.037
10 0.71 -1.927 0.156 8.073 0.395 0.027 0.129 0.009 0.911 0.039
10 0.99 -0.834 0.031 9.166 0.244 0.003 0.202 0.002 1.172 0.010
Table 3.1: Simulated mean, standard deviation, and bias of β̂
(M)







1 , and M̂SPE
(M)
2 for a simulation study with (β1, β2) = (−10,−10),
for logistic regression models with (a) uncentered and (b) centered predictors.
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df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 719.87 179.97 73.24 0.00
factor(β3) 4 217.79 54.45 22.16 0.00
factor(ρ):factor(β3) 16 713.18 44.57 18.14 0.00
Residuals 50 122.86 2.46
Table 3.2: Example ANOVA table comparing the simulated bias of β̂
(M)
1 from logistic regression
models with uncentered predictors, when (β1, β2) = (−10,−10), with fixed factors ρ and β3 with five
levels: β3 ∈ {−10,−1,0,1,10} and ρ ∈ {0,0.20,0.51,0.71,0.99}.
ANOVA tests conducted at a 0.05 (individual) significance level. Simular results are seen for logistic
regression models with both centered and uncentered predictors.
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 111.91 27.98 38.91 0.00
factor(β3) 4 25.55 6.39 8.88 0.00
factor(ρ):factor(β3) 16 99.22 6.20 8.63 0.00
Residuals 50 35.95 0.72







) from logistic regression models with uncentered predictors, when (β1, β2) = (−10,−10),
with fixed factors ρ and β3 with five levels: β3 ∈ {−10,−1,0,1,10} and ρ ∈ {0,0.20,0.51,0.71,0.99}.
The bias of β̂
(M)
1 depends on interaction (β3) and correlation (ρ), which means that bias
differs among Cases 1 to 4 and 1c to 4c. Results for logistic regression models with uncentered
predictors (Fig. 3.2a) and centered predictors (Fig. 3.2b) appear similar. When the interaction
magnitude is small (i.e., β3 = −1,0, or 1), the bias of β̂(M)1 changes noticeably between correlation
(ρ) values 0.71 and 0.99 (Fig. 3.2). Sometimes the bias of β̂
(M)
1 increases in magnitude as correlation
increases (e.g., (β1, β2) = (−10,1) or (−1,10), and β3 = −1,0, or 1), but other times, the bias of β̂(M)1
decreases in magnitude as correlation increases (e.g., (β1, β2) = (−10,−10) or (10,10), and β3 = 0).
Specifically, in cases without an interaction term (i.e., β3 = 0; Cases 1 and 2 or 1c and 2c) when β1
and β2 both have large magnitudes (10), bias is smaller at higher correlation levels (Case 2 or 2c
with ρ = 0.71 or 0.99) than when X1 and X2 are uncorrelated (Case 1 or 1c). For small correlations,
bias seems constant for all magnitudes of interaction. For large correlations, bias seems dependent
on interaction magnitude.
The average simulated standard error of β̂
(M)
1 (i.e., SEβ̂(M)1 ) depends on both interaction and




are similar for logistic regression models with both uncentered
(Fig. 3.3a) and centered predictors (Fig. 3.3b). The impact of correlation is more noticeable when
the interaction magnitude is small or zero (i.e., β3 = −1,0, or 1). In general, SEβ̂(M)1 is larger when
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Figure 3.2: Simulated bias of β̂
(M)
1 for logistic regression models with (a) uncentered and (b) centered
predictors.
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) for logistic regression models
with (a) uncentered and (b) centered predictors.
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The average simulated Type I error rates are shown in Table 3.4 for logistic regression models
with both uncentered and centered predictors. In general, the simulated Type I error rate for models
with uncentered predictors is larger than the Type I error rate for models with centered predictors.
The simulated Type I error rate for models with centered predictors increases as correlation increases,
but the Type I error rate for models with uncentered predictors is not monotonic when β2 and β3
sum to 0 (i.e., (β2, β3) = (−1,1) or (1,−1)). When the correlation is zero (i.e., ρ = 0; Cases 1c and
3c), the simulated Type I error rate for models with centered predictors is less than the nominal
Type I error rate (0.05) for most (β2, β3) pairs (all except (β2, β3) = (1,0)); but the simulated
Type I error rate for models with uncentered predictors almost always exceeds 0.05 (except for(β2, β3, ρ) = (−1,0,0)) (Table 3.4). This means that the Type I error rate is inflated for all cases
(Cases 1 to 4) of misspecification when uncentered predictors are used.
Type I Error Rate
β2 (β∗2) β3 (β∗3 ) ρ Uncentered Centered
-1 -1 0.00 0.800 0.038
-1 -1 0.20 0.946 0.041
-1 -1 0.51 0.952 0.244
-1 -1 0.71 0.948 0.378
-1 -1 0.99 0.871 0.975
-1 0 0.00 0.044 0.047
-1 0 0.20 0.240 0.098
-1 0 0.51 0.622 0.633
-1 0 0.71 0.942 0.988
-1 0 0.99 1.000 1.000
-1 1 0.00 0.879 0.036
-1 1 0.20 0.726 0.037
-1 1 0.51 0.271 0.164
-1 1 0.71 0.045 0.261
-1 1 0.99 0.787 0.833
1 -1 0.00 0.890 0.061
1 -1 0.20 0.564 0.041
1 -1 0.51 0.303 0.147
1 -1 0.71 0.208 0.201
1 -1 0.99 0.880 0.932
1 0 0.00 0.049 0.040
1 0 0.20 0.151 0.196
1 0 0.51 0.627 0.552
1 0 0.71 0.956 0.949
1 0 0.99 1.000 1.000
1 1 0.00 0.731 0.035
1 1 0.20 0.896 0.039
1 1 0.51 0.882 0.175
1 1 0.71 0.941 0.365
1 1 0.99 0.978 0.992
Table 3.4: Average simulated Type I error rate for logistic regression models with both centered and
uncentered predictors, for various values of β2, β3, and ρ.
The simulated rejection rate for (β1, β2, β3) is similar to the rejection rate for (−β1,−β2,−β3)
(Fig. 3.4). This symmetry is seen for logistic regression models with both centered and uncentered
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predictors. The simulated rejection rate for models with uncentered predictors (Fig. 3.4a) are
shifted compared to the simulated rejection rate for models with centered predictors (Fig. 3.4b).
For models with both uncentered and centered predictors, the rejection rates for correlated data
are shifted relative to ρβ2. Interaction (β3) also seems to impact the spacing between the rejection
rates from different correlation levels. The simulated power (rejection rate for β1 ≠ 0) increases as
correlation increases for some (β1, β2, β3) scenarios (e.g., (β1, β2, β3) = (−0.75,1,1)) but decreases
as correlation increases for other (β1, β2, β3) scenarios (e.g., (β1, β2, β3) = (−0.25,1,−1)). That is,
correlation sometimes inflates the power and other times deflates the power. Overall, power depends
on both correlation and interaction and varies among Cases 1 to 4 and 1c to 4c.
3.5 Conclusion and Discussion
Our simulation results support the consideration of separate cases of the omitted predictor
(X2), based on whether the omitted predictor is correlated with the predictor (X1) included in
the fitted logistic regression model and whether the fitted predictor interacts with the omitted
predictor. In addition to considering four interaction-correlation cases, we considered results for
logistic regression models with uncentered predictors as well as centered predictors. Our results
showed that statistics and inferences motivated by misspecified models vary among cases for models
with both uncentered and centered predictors. For example, the Type I error rate for a hypothesis
test of the significance of the included predictor (X1) differed among correlation-interaction cases.
The Type I error rate was inflated in cases where X1 and X2 were correlated. For logistic regression
models with uncentered predictors, the Type I error rates were close to the nominal Type I error
rate when X1 and X2 were uncorrelated and non-interacting. For logistic regression models with
centered predictors, the Type I error rates were close to the nominal Type I error rate when X1 and
X2 were uncorrelated, regardless of the interaction status. When predictors were omitted from the
logistic regression model, the regression coefficient for the included predictor and the standard error
of the regression coefficient also differed among correlation-interaction cases.
The impact of correlation and interaction on the simulated rejection rate is similar in both
the LM context (Fig. 2.11) and the logistic regression context (Fig. 3.4); the simulated rejection
rate curves from LMs and logistic regression models shift in the same direction when the correlation














































































































































































































































































































































































































Figure 3.4: Average simulated rejection rate from a likelihood ratio test of β1’s significance (H0:
β1 = 0 versus H1: β1 ≠ 0), for logistic regression models with (a) uncentered and (b) centered
predictors.
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regression models are wider than the curves for LMs, which means that, as β1 changes (the regression
coefficient for which significance is being tested), the rejection rate for the logistic regression model
setting changes more slowly than the rejection rate for the LM setting. That is, the rejection rate
for the logistic regression models is less sensitive to changes in β1 than the rejection rate for the LMs
. The impact of correlation on the simulated bias of β̂
(M)
1 is similar across interaction levels in the
LM context, but the impact of correlation on the simulated bias of β̂
(M)
1 is more noticeable at small
interaction magnitudes (i.e., β3 = −1,0, or 1) than at large ones. For SEβ̂(M)1 , interaction magnitude
is important in both the LM and logistic contexts. The impact of correlation and interaction on the
average simulated standard error of β̂
(M)
1 (i.e., SEβ̂(M)1 ) is opposite between the LM and the logistic




is smallest when the interaction magnitude and
correlation are large (i.e., β3 = −10 or 10 and ρ = 0.71 or 0.99), but for LMs, SEβ̂(M)1 is largest when
the interaction magnitude and correlation are large.
As mentioned in the LM context (Section 2.7), future work should consider additional
simulation frameworks that may consider other data generation mechanisms. In our simulation,
X1 data were generated using a zero population mean (i.e., µ1 = 0). Future work includes comparing
results when X1 data are generated with a nonzero mean (e.g., µ1 = 1). Based on initial exploratory
simulations conducted in the LM context (Appendix D), the impact of centering is expected to
be more pronounced when the expected value of X1 is nonzero. The interaction coefficient is also
expected to have a greater impact in cases of misspecification in which the included predictor (X1)
has a nonzero population mean and the analysis is conducted based on a logistic regression model
with uncentered predictors.
Future work also includes extending our simulation by correlation-interaction cases to other
GLMs (e.g., poisson regression). We expect that correlation-interaction cases will be influential
in terms of statistics and inferences motivated by misspecified models from other GLMs, just as
correlation and interaction were shown to be important in the logistic regression context.
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Chapter 4
Using Residual Plots to
Distinguish Cases of Model
Misspecification
Residual plots are commonly used to check the validity of a statistical model and/or to
identify influential observations (e.g., Kutner et al. (2005)). In the literature, different types of
residual plots or partial residual plots are often compared to illustrate the superiority of one plot
type in detecting a certain type of model misspecification. Tsai et al. (1998) recommended pairing
two special types of residual plots (the Combined Conditional Expectations and Residuals (CERES)
Plot and their Conditional Linear Residuals (CLRES) Plot) to detect nonlinearity. Similarly, we
propose that pairing the residual plot with its corresponding partial residual plot allows for detection
of correlation in a missing variable. Rather than introducing a new plot variation, our pairing of
two traditional plots is accessible to statisticians of all experience levels.
In this chapter, the use of residual plots for detecting different types of model misspecification
is discussed. Specifically, we discuss the combinations of correlation and interaction addressed in
Chapter 2. In Section 4.1, we review definitions of residuals, partial residuals, residual plots, and
partial residual plots. In Section 4.2, we present traditional uses of residual and partial residual
plots, including an explanation of residual-partial residual plot pairings for correlation detection.
We describe how residual and partial residual plots may be used to distinguish several cases of
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misspecification in Section 4.3. Although the proposed method uses traditional plots, our workflow
combines techniques in a way not previously discussed in the literature to distinguish cases in which
an omitted predictor may be correlated and/or interacting with the included predictor (Sharp &
Bridges, 2011). Being able to distinguish such cases is important because of the impact of predictor
omission (as discussed in Chapter 2) varies among cases. In Section 4.4, results are presented from a
pilot study in which participants were tasked with identifying types of misspecification. We compare
survey responses before and after an educational tutorial was presented. We present our findings in
Section 4.5.
4.1 The Linear Regression Model and the Residual
The most basic linear regression model (LM) is the simple LM (Eq. 4.1), which equates the
ith response (Yi) to a linear function of a single predictor (X1i) and a random error (i):
Yi = β0 + β1X1i + i, for i = 1,2, ..., n, where 1, ..., n iid∼ N(0, σ2e). (4.1)
A basic two-predictor LM is given by
Yi = β0 + β1X1i + β2X2i + i, for i = 1,2, ..., n, where i iid∼ N(0, σ2e),
and a two-predictor LM with an interaction term (X1X2) is given by
Yi = β0 + β1X1i + β2X2i + β3X1iX2i + i, for i = 1,2, ..., n, where 1, ..., n iid∼ N(0, σ2e).
The k-predictor LM (Eq. 4.2) is given by
Yi = β0 + β1X1i + ... + βkXki + i, for i = 1,2, ..., n, where 1, ..., n iid∼ N(0, σ2e), (4.2)
and the corresponding estimated linear regression equation is given by
Ŷi = β̂0 + β̂1X1i + ... + β̂kXki, for i = 1,2, ..., n,
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where Ŷi denotes the predicted response, and β̂0, β̂1, ..., and β̂k denote the estimated regression
coefficients.
For each LM, the errors are assumed to be independent and normally distributed with
constant variance, and the predictors are assumed to be linearly related to the response. Although
the errors are unobserved, the LM assumptions can be checked using the estimated errors. A residual
(e) is defined as the difference between the observed and the predicted response value and is used
to estimate the error () in the LM:
ei = Yi − Ŷi, for i = 1,2, ..., n.
A standardized residual (e(s)) is derived by dividing the residual by its standard error:
e
(s)
i = eiSE(ei) , for i = 1,2, ..., n.
A partial residual (e(Xm∣X1,...,Xk)) is a residual from an estimated regression equation that uses a
candidate predictor (Xm) as the response regressed on the other predictors (X1, ....., Xk) that are
included in the LM for Y (i.e., X̂mi = γ̂0 +∑kj=1 γ̂jXji) (Kutner et al., 2005). When the simple LM
(Eq. 4.1) is estimated using predictor X1, and X2 is a candidate predictor, the partial residuals are
given by
e(X2∣X1),i =X2i − X̂2i =X2i − (γ̂0 + γ̂1X1i) , for i = 1,2, ..., n.
4.2 Residual Plots
Residual plots are graphs (usually scatterplots) that display residuals and are commonly
used to check model assumptions (e.g., Gray (1989), Tsai et al. (1998), Faraway (2006)). Typically,
the residual appears on the vertical axis, and the fitted response (Ŷ ) or a predictor is on the horizontal
axis. When a simple LM is estimated, the residual versus Ŷ scatterplot and the residual versus X1
scatterplot are identical up to a linear transformation. Candidate predictors (or added variables)
that are not yet included in the model may also be used in residual plots. The partial residual
plot (or added variable plot) is a special type of residual plot that displays the residuals on the
vertical axis and the partial residuals on the horizontal axis. The partial residuals plots introduced
by Ezekiel (1924) were used to visualize “curvilinear correlation” among dependent variables. A
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commonly noted feature of the partial residual plot is its ability to account for other predictors (e.g.,
Mansfield & Conerly (1987), Faraway (2006)).
When the LM assumptions are satisfied, the residual plots should have random scatter.
Nonrandom scatter (patterns) in residual plots may indicate that an error assumption has been
violated or that the linear predictor in the current model (the model upon which the estimated/fitted
equation is based) is misspecified. The residual versus Ŷ scatterplot may be used to check the
constant variance assumption. A pattern in this plot may be indicative of nonconstant error variance
(e.g., Weisberg (1985)). When the response needs to be transformed, a funnel pattern may occur in
the residual plot, and the vertical spread (density) of the residuals within the funnel may change from
left to right (Fig. 4.1 (a)). Although much of the literature about nonconstant error variance focuses
on transformations, nonconstant error variance may also be symptomatic of a missing interaction
term (e.g., Fox (1991)). When an interaction term is missing (left out of the fitted model), a bowtie
or partial bowtie pattern may occur, and the spacing of residuals within the pattern is fairly even
throughout the plot (Fig. 4.1 (b)).












































































































































































































The residual versus predictor (Xj) scatterplot may be used to check the appropriateness
of Xj ’s functional relationship in the fitted model (the linearity assumption) and to check the
independent error terms assumption. A residual versus candidate predictor scatterplot may be
used to check whether a candidate predictor should be added to the current model. For example, a
quadratic pattern in the residual versus predictor (Xj) scatterplot suggests that X
2
j be considered as
a predictor of Y instead of, or in addition toXj (Fig. 4.2 (b)). The bowtie and curved bowtie patterns
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in Figure 4.2 (c) and Figure 4.2 (d), respectively, are indicative of a missing interaction term involving
X1 and another predictor (X2). When X1 and X2 are correlated, the missing interaction term
(X1X2) is related to X
2
1 , resulting in curvature (Fig. 4.2 (d)). Random scatter in a residual versus
Figure 4.2: Patterns in the residual versus predictor (X1) scatterplot: (a) random scatter; (b)






























































































































































































































































































































































































































candidate predictor scatterplot supports leaving out the candidate (Xm), whereas a nonrandom
pattern supports adding Xm (or a function of Xm, such as X
2
m) to the current model.
Comparing the residual versus candidate predictor scatterplot to the corresponding par-
tial residual plot may help to distinguish cases where the candidate predictor is correlated with a
predictor that is already included in the fitted model. When a simple LM with predictor X1 is
estimated, if X1 and X2 are uncorrelated, the partial residual plot is nearly identical to the residual
versus X2 scatterplot (Fig. 4.3 (a)). The horizontal component of the residual versus X2 plot is
X2, and the horizontal component of the partial residual plot is e(X2∣X1) = X2 − X̂2. When X1 and
X2 are uncorrelated, X1 is not expected to be a useful predictor of X2 (i.e., γ̂1 is not significant).
Then the horizontal component of the partial residual plot is approximated by X2i − X̂2i ≈X2i − γ̂0,
which means the partial residual plot is nearly a horizontally-shifted version of the residual versus
X2 scatterplot. Thus, when X1 and X2 are uncorrelated, the two plots are similar. On the other
hand, when the patterns of the two plots are noticeably different, correlation between X1 and X2 is
suspected (Fig. 4.3 (b)).
A linear trend in the partial residual plot gives evidence that a candidate predictor is linearly
related to the response and that the candidate predictor has additional explanatory value, beyond
that of the predictor(s) already included in the model. When a simple LM is estimated and X2 is a
candidate predictor, substituting the vertical (e) and horizontal (eX2∣X1) components of the partial
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residual plot into the basic equation of a line (y =mx + b) gives the following approximation:
Yi − β̂0 − β̂1X1i ≈m (X2i − γ̂0 − γ̂1X1i) + b
Yi ≈ (β̂0 + b −mγ̂0) + (β̂1 −mγ̂1)X1i +m X2i®
candidate
.
A nonzero slope (i.e., m ≠ 0) in the partial residual plot suggests that the current model should
be updated to include a particular candidate predictor (e.g., X2 in Fig. 4.4 (a)), whereas random
scatter in the partial residual plot indicates that a particular candidate predictor (e.g., X3 in Fig.
4.4 (b)) will not add much explanatory value to a model that already contains X1. When the
candidate predictor is correlated with a predictor already in the model, the candidate predictor
adds less information to that model than it would provide as the only predictor. For both datasets
in Figure 4.3, the candidate X2 is included in the true model, but the partial residual plot in Figure
4.3 (b) does not display a linear trend because X1 and X2 are correlated in dataset b. When X1
and X2 are uncorrelated, the partial residual plot is nearly identical to the residual plot (Fig. 4.3
(a)); when X1 and X2 are correlated, the partial residual plot and the residual plot are different
(Fig. 4.3 (b)).
Figure 4.3: Pairing candidate residual plots and partial residual plots: (a) the partial residual plot












































































































































































































































































































































































































































4.3 Identifying Cases of Misspecification
Residual plots may be used to check the appropriateness of a fitted model (e.g., Are the model
assumptions satisfied? ). We consider six LMs (Models 0 to 5), each of which has one predictor (X1)
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Model Response, T (Yi) Linear Predictor, ηi
0 Yi β0 + β1X1i
1, 2 Yi β0 + β1X1i + β2X2i
3, 4 Yi β0 + β1X1i + β2X2i + β3X1iX2i
5 ln(Yi) β0 + β1X1i
Table 4.1: Response and linear predictor for Models 0 to 5 (Eq. 4.3).
or two predictors (X1 and X2), and possibly an interaction term (X1X2). Model 0 is the simple LM
with response Y and predictor X1. Model 1 includes two predictors that are uncorrelated with one
another. Model 2 includes two predictors that are correlated with one another. Model 3 includes two
uncorrelated predictors and their interaction term. Model 4 includes two correlated predictors and
their interaction term. Model 5 is a simple LM with response ln(Y ) and predictor X1. Each of these
“true” models (Table 4.1) relates the response (T (Yi)) to a linear combination of the predictor(s)
and a random error (i):





+i, for i = 1, ..., n, (4.3)
where 1, ..., n
iid∼ N(0, σ2e), and the linear predictor (ηi) is a linear combination of the values of the
predictors for observation i.
When the simple LM (Model 0) is fit to data generated from Models 0 to 5, residual plots
and partial residual plots may be used to identify whether or not the fitted model (Model 0) is
misspecified and to distinguish several types of misspecification (e.g., transformed response, missing
predictor, missing interaction term). The type of misspecification may be classified into cases (Fig.
67






















4.5). Case 0 is the null case (no misspecification) because the fitted model has the appropriate
form. In general, Case c model misspecification occurs when Model 0 is fit to data from Model
c, for c = 1, ...,5. In Cases 1 to 5, model misspecification occurs because the fitted model (Model
0) is different from the true model from which data was generated (Model 1 to 5). In Case 1, an
uncorrelated predictor (X2) that does not interact with the other predictor (X1) in the model is
missing from the fitted model. In Case 2, a correlated predictor that does not interact with the
other predictor in the model is missing from the fitted model. In Case 3, an uncorrelated predictor
and the X1X2 interaction term are missing from the fitted model. In Case 4, a correlated predictor
and the X1X2 interaction term are missing from the fitted model. In Case 5, the transformation of
the response is incorrect in the fitted model.
When the residual versus X1 plot exhibits symptoms of nonconstant variance, Cases 3, 4,
or 5 may be suspected. A pattern that seems like X1 and Y are not on the same scale may indicate
that the response (Y ) needs to be transformed, as in Case 5. A bowtie, partial bowtie, or curved
bowtie pattern may indicate that an interaction term is missing, as in Cases 3 and 4. For Cases 0,
1, and 2, the residual versus X1 scatterplot often appears random because the functional form of X1
is correct in the fitted model. Candidate residual and partial residual plots should also be examined
to determine whether or not X2 should be included in the model. When the residual versus X2
scatterplot has a linear pattern (with nonzero slope), X2 is missing and no interaction is necessary,
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as in Cases 1 and 2. When the shape of the residual versus X2 scatterplot is nearly identical to the
corresponding residual versus partial residual scatterplot, X2 is likely uncorrelated with X1, ruling
out Cases 2 and 4.
4.4 Case Study of Identification of Misspecification
We conducted a case study in which participants were tasked with identifying types of
model misspecification by using residual plots. Participants were enrolled during the Spring 2017
semester at a land grant university. All partipants (n = 12) were graduate-level mathematical
sciences students with research concentrations in applied statistics who were taking a graduate
level statistical consulting course taught by the university’s mathematical sciences department. An
educational tutorial was constucted to explain how residual plots and partial residual plots can be
used to distinguish among types of misspecification, such as cases in which a missing predictor may
be correlated and/or interacting with a predictor included in the fitted model (Cases 1 to 4). Two
sessions were conducted to measure the impact of an educational tutorial (handout and presentation)
that was tailored to distinguishing the cases of misspecification discussed in Section 4.3.
Data were collected during two sessions (Sessions 1 and 2). A baseline information handout
(Appendix F.1) was emailed to participants prior to Session 1. During Session 1, a baseline pre-
sentation was given to ensure that participants had a baseline understanding of the traditional uses
of residual plots. Participants completed Survey 1 (Appendix F.3) after the baseline presentation.
Session 2 was scheduled one week after Session 1. Prior to Session 2, an educational handout (Ap-
pendix F.2) was emailed to participants. During Session 2, an educational presentation was given
to teach participants how several types of misspecification can be distinguished. The educational
presentation focused on distinguishing the types of misspecifications in the survey data (e.g., de-
termining whether or not a missing predictor is correlated with a predictor already in the model).
Participants completed Survey 2 after the followup presentation.
The contents of Survey 1 and Survey 2 were identical. The survey was comprised of twelve
datasets, two from each of Cases 0 to 5. For each of the twelve datasets, three standardized residual
plots were provided from fitting Model 0 to data from Models 0 to 5 (Table 4.1). The plots included
the following: the standardized residual versus X1 scatterplot, the standardized residual versus X2,
and the standardized residual versus standardized partial residual scatterplot. For each dataset,
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partipants were asked to answer four Yes-No questions (Fig. 4.6), which are related to the type of
misspecification (Fig. 4.5). When the last two checkboxes (“Missing X2?” and “Missing X1X2?”)
(a) Questions in survey instructions
1. Does Y need to be transformed?
2. Is there a missing predictor (X2)? [If NOT, skip (a) and
(b).]
(a) Is the missing predictor (X2) correlated with X1?



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































Missing X1 X2 ?
Figure 4.6: Survey instruction questions and checkboxes.
were left blank after “No” was checked for the “Missing X2?” checkbox, blanks were replaced by
“No” in the dataset to be analyzed. Nothing was recorded in the dataset when neither checkbox
was marked or when both checkboxes were marked for a single question part. For analysis purposes,
remaining missing responses were treated as incorrect responses.
Results from the baseline (Survey 1) and followup (Survey 2) surveys (versions) were com-
pared to examine the effectiveness of the educational tutorial. A correct overall response was defined
as having all four checkboxes correct for a particular dataset. A correct checkbox response was de-
fined as having a correct answer for a particular checkbox from a particular dataset. The percentages
of correct checkbox responses for the baseline and followup surveys were compared by checkbox type
(e.g., “Transform Y ?”), by question, and by case. The percentage of correct overall responses for
the baseline and followup surveys were compared by question and by case.
McNemar’s test or an exact binomial test was used to compare the percentages of correct
overall responses from the baseline and followup surveys for each dataset (#1-12). An exact binomial
test was used when there were fewer than ten discordant responses (off-diagonals of the 2x2 contin-
gency table/the number of answers that were changed between the baseline and followup surveys).
A similar test was also conducted to compare the percentages of correct overall responses by case
(where there are two datasets per case) because we are interested in the impact of the educational
tutorial in Cases 0 to 5. Since pooling questions induces dependence between observations (e.g., if
one dataset for a case was easier to classify than another dataset for the same case), a mixed logistic
regression model was fit to data for each case to allow for the inclusion of a random effect of dataset
70
and to compare responses from before to after the educational tutorial. For case c, participant k’s
overall score on survey i for the jth dataset from case c is denoted by S
(c)
ijk and is given by
S
(c)






, for i = 1,2, j = 1,2, and k = 1, ...,12, (4.4)
where i denotes the survey index, j denotes the dataset index, k denotes the participant index, and
c denotes the case. γ(c) and ς(c) denote the random effects of dataset and participant in the model
for data from case c. ν(c) denotes the fixed effect of survey version (baseline or followup) in the
model for data from case c. We used separate models for each case instead of fitting one mixed
logistic regression model for data from all cases (and including the effect of case) because of sample
size limitations and nonconvergence. A significance level of 0.05 was used for each hypothesis test.
4.4.1 Results
The percentages of correct checkbox responses were compared for each dataset, by survey
version, and by case (Fig. 4.7). For the “Correlated?” checkbox, the percentages of correct checkbox
responses for each of the datasets from Cases 1 to 5 was as high or higher on the followup survey
than on the baseline survey. This checkbox is of particular interest because the educational tutorial
introduced methods for detecting correlation. For the “Interacting?” checkbox, the percentage of
correct checkbox responses for each of the Case 0 to 4 datasets was as high or higher on the followup
survey than on the baseline survey, but the correct percentages decreased for both Case 5 datasets.
This means that the percentage of participants who mistook the need for a transformation (Case 5)
as a missing interaction term increased after the educational tutorial. While our educational tutorial
addressed the common confusion between these nonconstant error variance problem, instruction on
distinguishing the two sources of nonconstant error variance were less cut-and-dry than instructions
for detecting correlation. For the “Missing X2?” checkbox, the percentage of correct checkbox
responses for each of the Case 0, 3, and 4 datasets was higher on the followup survey than on the
baseline survey. For the “Missing X2?” checkbox, the percentages of correct checkbox responses
decreased for Case 5 datasets, indicating that a higher percentage of participants indicated that X2
was missing when in fact, the simple LM was appropriate and Y needed to be transformed. For
Case 3 (where an uncorrelated X2 and the X1X2 interaction term were omitted), the percentage
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of correct checkbox responses improved for almost every checkbox (except for the “Transform Y ?”
checkbox for dataset # 7). For Case 4 (where a correlated X2 and the X1X2 interaction term
were omitted), the percentage of correct checkbox responses improved for each type of checkbox.
The percentage of correct responses for the “Correlated?” checkbox improved or remained constant
between the baseline and followup surveys.
The percentages of correct overall responses were compared for each dataset by survey
version (baseline or followup) and by case (Fig. 4.7). Changes in the percentage of overall correct
responses between the baseline and the followup surveys were largest in Cases 1 (improvement)
and 5 (decreased score). Among Cases 1 to 5, Cases 1 and 5 are arguably the two simplest cases
of misspecification in that they do not combine types of misspecification. Cases 1 and 5 are also
frequently mentioned in the literature. Slight improvements were also seen in all datasets for Cases
3 and 4 (cases with missing X1 and X1X2 interaction terms). The percentage of correct overall
responses was highest for Case 0 datasets (the correctly-specified case) on both the baseline and
followup surveys.
Using McNemar’s Test or an exact binomial test and the 0.05 significance level, we deter-
mined that the percentage of correct responses on the baseline survey was not statistically different
than the percentage of correct responses on the followup survey for any individual datasets (Table
4.2a). At the 0.05 significance level, the effect of survey version (baseline or followup) was statisti-
cally significant in a logistic mixed model for survey score for Case 1 (p-value: 0.028, Table 4.2b).
Statistical tests were not conducted when none of the participants had a correct overall response in
the baseline survey for a particular dataset (e.g., datasets 5 to 7). Of the four checkboxes for Case 4,
participants did particularly poorly on the “Transform Y ” checkbox. Since a correct overall response
is defined as having all four checkboxes correct, errors in the “Transform Y ” checkbox deflated Case
4 scores, which may have contributed to the fact that no overall responses were correct for datasets
5 or 6 (Case 4) in the baseline survey.
4.5 Conclusion and Discussion
Using residual and partial residual plots to distinguish among cases where an omitted vari-
able may be correlated and/or interacting with an included predictor has not been previously out-














































































































































































































































































































































































































































































































































































































































































































(a) McNemar’s test p-values by dataset
Case Datasets p-value
0 3, 8 0.635
1 1, 11 0.028
2 2, 4 0.675
3 7, 9 0.180
4 5, 6 -
5 10, 12 0.151
(b) Mixed model p-values by case
Table 4.2: P-values for comparing baseline and followup survey responses: (a) p-values from Mc-
Nemar’s Test or a binomial exact test (when the sample size was small) from a comparison of the
percentage of correct overall responses between the baseline and followup surveys by dataset; (b)
p-values for the significance of survey version (baseline or followup) from mixed logistic regression
models fit to data for each case.
of traditional residual and partial residual plots to distinguish different types of misspecification.
Because the types of misspecification considered here occur in practice, it is important to note that
our suggested methods are accessible to researchers of all experience levels.
We conducted a pilot study, which can be extended in several ways in order to better re-
search the effectiveness of the educational tutorial. To investigate the accessibility of our educational
tutorial to participants of various experience levels, the survey could be conducted with participants
of different experience levels (e.g., undergraduate math students enrolled in an introductory statis-
tics course). Future studies should include a larger number of participants per experience level
to allow for a better understanding of how an educational tutorial can be used to assist in model
misspecification residual plots.
Our educational component provided clear instructions on how to distinguish correlated
missing predictors from uncorrelated missing predictors, and, in our sample, the percentage of
correct answers for the correlation checkbox was as high or higher in the followup survey than
in the baseline survey. While our educational component included discussion of the possibility
of confusing missing interaction with transformation problems, recommendations for distinguishing
sources of nonconstant error variance should be clarified. Future work includes considering properties
of residual plots that can be used to more clearly distinguish nonconstant error variance due to
missing interactions from nonconstant error variance due to an untransformed response.
Future work also includes considering extensions of our residual plot sets in the logistic
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regression and other generalized linear model (GLM) contexts. Specifically, the following questions
should be considered: Does pairing residual plots with partial residual plots aid correlation detection
in the GLM context? Can traditional residual plots be used to distinguish different sources of non-





Our results show that the impact of predictor omission varies based on whether the omitted
predictor is correlated and/or interacts with the predictor included in a misspecified (underspecified)
model. In the linear model (LM) context (Chapter 2), our results included mathematical derivations
and a simulation study. In the logistic regression context (Chapter 3), our results were based on
a simulation study. In Chapter 4, we proposed a workflow that uses traditional residual plots and
partial residual plots to distinguish types of misspecification. Results from a pilot study of the
effectiveness of our methods were also discussed.
Model misspecification by predictor omission can be detected in the SAT data example
(Section 1.1) using the proposed set of residual plots (Fig. 1.3). Differences between the partial
residual plot and the candidate residual plot give evidence of correlation between state expenditures
(X1) and the percentages of test takers (X2), and the nonrandom scatter in the candidate residual
scatterplot gives evidence that X2 is related to the state average SAT math scores (Y ). In fact,
adding X2 as a predictor results in a reduced mean squared prediction error and a sign change in
the estimated regression coefficient for X1. When X2 is included in the fitted model, the estimated
coefficient for X1 is positive (β̂1 = 7.54), but when X2 is not included in the fitted model, the
estimated coefficient for X1 is negative (β̂
(M)
1 = −10.31). The estimated mean squared prediction
error (M̂SPE = 319.67) from the model with predictors X1 and X2 is much smaller than the
estimated mean squared prediction error (M̂SPE
(M) = 1390.69) from the simple LM with predictor
X1.
The impact of correlation and interaction on the simulated rejection rate is similar in both
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the LM context (Fig. 2.11) and the logistic regression context (Fig. 3.4); the simulated rejection
rate curves from LMs and logistic regression models shift in the same direction when the correlation
and/or interaction change (i.e., as β3 and ρ are adjusted). The rejection rate curves for logistic
regression models are wider than the curves for LMs, which means that, as β1 changes (the regression
coefficient for which significance is being tested), the rejection rate for the logistic regression model
setting changes more slowly than the rejection rate for the LM setting. That is, the rejection rate
for the logistic regression models is less sensitive to changes in β1 than the rejection rate for the LMs
. The impact of correlation on the simulated bias of β̂
(M)
1 is similar across interaction levels in the
LM context, but the impact of correlation on the simulated bias of β̂
(M)
1 is more noticeable at small
interaction magnitudes (i.e., β3 = −1,0, or 1) than at large ones. For SEβ̂(M)1 , interaction magnitude
is important in both the LM and logistic contexts. The impact of correlation and interaction on the
average simulated standard error of β̂
(M)
1 (i.e., SEβ̂(M)1 ) is opposite between the LM and the logistic




is smallest when the interaction magnitude and
correlation are large (i.e., β3 = −10 or 10 and ρ = 0.71 or 0.99), but for LMs, SEβ̂(M)1 is largest when
the interaction magnitude and correlation are large.
Future work for Chapters 2 and 3 includes extending our work to more types of models.
We considered predictor omission when the omitted predictor (e.g., X2) is assumed to be fixed
(e.g., data for X2 was already collected). Future work includes considering the impact of predictor
omission in the four correlation-interaction cases when the omitted predictor is unknown (treated as a
random variable). We considered models with two predictors (and possibly their interaction term),
from which one predictor (X2, and possibly the X1X2 interaction term) was omitted. Predictor
omission for models with a general number of included predictors (k1) and a general number of
omitted predictors (k2) can also be considered (as mentioned in Greene (2003)) for different cases
of correlation and interaction. Another way to generalize our results is to consider the impact of
predictor omission for other GLMs and to compare results among different GLMs. We expect that
the correlation-interaction status of the omitted predictor(s) will be important (e.g., in terms of
the bias of regression coefficient estimates, the Type I error rate for hypothesis tests of individual
coefficients, etc.) for most GLMs.
Predictor omission should also be considered in the context of linear mixed models and
generalized linear mixed models. Omission of a fixed effect can be considered in context of the four
correlation-interaction cases (e.g., Cases 1 to 4). One question of interest is to consider whether the
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mechanisms of predictor omission differ when a fixed effect is omitted compared to when a random
effect is omitted. Another question of interest is whether the mechanisms of predictor omission differ
when a fixed effect is omitted from a fixed effects only model compared to when a fixed effect is
omitted from a mixed effects model.
In Chapter 4, we used residual and partial residual plots to distinguish among cases where
an omitted variable may be correlated and/or interacting with an included predictor has not been
previously outlined in the literature. We proposed a set of traditional residual and partial residual
plots to distinguish different types of misspecification. We also conducted a pilot study to investigate
the effectiveness of an educational tutorial that discussed how the proposed set of traditional residual
and partial residual plots to distinguish different types of misspecification. Future work also includes







A.1 Conditional Expectation and Variance of the Response
Let µYi∣X1,X2 denote the expected value of the ith response (Yi), conditioned on both pre-
dictors (X1 and X2) (i.e., µYi∣X1,X2 = E(Yi∣X1,X2)). The role of the correlation between X1 and
X2 (ρ = Cor(X1,X2) = φ√
φ2+σ2
d
; Eq. 2.6) on µYi∣X1,X2 can be seen by rewriting X2 as a function of
X1 (i.e., X2i = φσ1 [X1i − µ1] + α + δi; Eq. 2.5):
µYi∣X1,X2 = β0 + β1X1i + β2X2i + β3X1iX2i
= β0 + β1X1i + β2 ( φ
σ1
[X1i − µ1] + α + δi) + β3X1i ( φ
σ1
[X1i − µ1] + α + δi)
= β0 + β2 [α − µ1 φ
σ1
] + (β1 + β2 φ
σ1
+ β3 [α − µ1 φ
σ1
])X1i + β3 φ
σ1
X21i + β3X1iδi + β2δi.
Let µY ∗i ∣C1,C2 denote the expected value of the ith response (Y ∗i ) from the model with centered
predictors (C1 and C2), conditioned on both predictors:




β0 + β2α + β1X1i + β2δi, Case 1
β0 + β2 [α − µ1 φσ1 ] + (β1 + β2 φσ1 )X1i + β2δi, Case 2
β0 + β2α + (β1 + β3α)X1i + β3X1iδi + β2δi, Case 3
β0 + β2 [α − µ1 φσ1 ] + (β1 + β2 φσ1 + β3 [α − µ1 φσ1 ])X1i+β3 φσ1X21i + β3X1iδi + β2δi, Case 4
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
µY ∗i ∣C1,C2 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
β∗0 + β∗1C1i + β∗2 δ∗i , Case 1c
β∗0 + (β∗1 + β∗2 φσ1 )C1i + β∗2 δ∗i , Case 2c
β∗0 + β∗1C1i + β∗3C1iδ∗i + β∗2 δ∗i , Case 3c
β∗0 + (β∗1 + β∗2 φσ1 )C1i + β∗3 φσ1C21i + β∗3C1iδ∗i + β2δ∗i , Case 4c
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
The mean response vector from the model with uncentered predictors is denoted by µY∣X1,X2 =(µY1∣X1,X2 , ..., µYn∣X1,X2)T , and the mean response vector from the model with centered predictors
is denoted by µY∗∣C1,C2 .
Let µYi∣X1 denote the expected value of the ith response, conditioned only on X1. µYi∣X1
corresponds to the mean response value when X1 is fixed, but X2 is treated as a random variable:
µYi∣X1 = β0 + β1X1i + β2E(X2i) + β3X1iE(X2i)
= β0 + β2 [α − µ1 φ
σ1
] + (β1 + β2 φ
σ1
+ β3 [α − µ1 φ
σ1
])X1i + β3 φ
σ1
X21i.
Let σ2Yi∣X1,X2 denote the variance of the Yi, conditioned on X1 and X2, and let σ2Yi∣X1 denote
the variance of the Yi, conditioned only on X1:
σ2Yi∣X1,X2 = σ2e , and σ2Yi∣X1 = (β2 + β3X1i)2σ2d + σ2e ,
where σ2d denotes the variance of δi and σ
2
e denotes the variance of i (i.e., σ
2
d = V ar(δi) and
σ2e = V ar(i), for i = 1, ..., n). When both X1 and X2 are given (treated as fixed), the response
variance is constant (i.e., σ2Yi∣X1,X2 = σ2Yj ∣X1,X2 for all i, j), but σ2Yi∣X1 is nonconstant. Similarly, in
the model with centered predictors, the response variance is constant when both predictors (C1 and
C2) are given (i.e., σ
2
Y ∗i ∣C1,C2 = σ2e , for i = 1, ..., n), but the response variance (σ2Y ∗i ∣C1) varies among
observations when only C1 is given.




used for models with k1 omitted predictors and k2 included predictors.
A.2 Distribution of the Test Statistic, t(M)
Under certain misspecification conditions, the test statistic for an individual t-test may not
follow a central t-distribution. When a biased estimator for the parameter of interest is used, the
Type I error rate does not match the nominal Type I error rate (Fig. A.1). Consider the test
Figure A.1: The nominal Type I error rate (α) is based on a central t-distribution. The actual Type
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statistic (t(M)) from the following hypothesis test:
Hypotheses: H0 ∶β1 = b1 vs. H1 ∶ β1 ≠ b1.













1 ∣X1,X2 ∼ N









= ¿ÁÁÀ SSE(M)(n − 2)∑(X1i −X1)2 =
¿ÁÁÀ SSE(M)
σ2e(n − 2)σβ̂(M)1 ∣X1,X2 .
SSE(M)
σ2e
= YT (I −H(M))Y
σ2e






t(M) is decomposed as follows:





















1 ∣X1,X2 , and W ∼ χ2 (dfW , λW ) .
m












t(M) follows a doubly noncentral t-distribution (Johnson et al., 1995), denoted t(M) ∼ t (dfW ,m,λW ).
A.3 Comparing σ2
β̂1∣X1,X2 and σ2β̂(M)1 ∣X1,X2 when β3 = 0
β̂ = [XTX]−1 XTY ∼ N (µβ̂ ∣X1,X2 = [XTX]−1 XTµY∣X1,X2 , σ2e [XTX]−1)
Derivations for σ2
β̂1∣X1,X2 are shown for Cases 1 and 2 (where β3 = 0).
σ2
β̂1∣X1,X2 = σ2e [XTX]−12,2 = σ2eCT2 C2
CT1 C1C
T




1 ∣X1,X2 = σ2e [X(M)TX(M)]−12,2 = σ2eCT1 C1 > 0 (A.2)
σ2
β̂1∣X1,X2 − σ2β̂(M)1 ∣X1,X2 = σ2e (CT1 C2)
2




2 C2 − [CT1 C2]2)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶>0 (Eq. A.1)
≥ 0 (A.3)
⇒ σ2
β̂1∣X1,X2 ≥ σ2β̂(M)1 ∣X1,X2 . (A.4)
A.4 Alternate Parameterizations
A.4.1 Centering the Interaction Term
In our discussion of LMs with centered predictors in Chapter 2, we considered LMs of the
form
Y ∗i = β∗0 + β∗1C1i + β∗2C2i + β∗3C1iC2i + i,
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where the interaction term is the product of centered predictors (e.g., C1C2; as in Afshartous &
Preston (2011)), rather than the centered version of the original interaction term (e.g., X1X2−X1X2).
A model with the interaction of centered predictors (indicated by an ∗ superscript) can be reframed
as a model with a centered interaction term (indicated by a ◇ superscript) as follows:
Y ∗i = β∗0 + β∗1C1i + β∗2C2i + β∗3C1iC2i + i
= β∗0 + β∗1C1i + β∗2C2i + β∗3 (X1iX2i −X1X2i −X1iX2 +X1X2) + i
= (β∗0 − β∗3X1X2 + β∗3X1X2) + (β∗1 − β∗3X2)C1i + (β∗2 − β∗3X1)C2i + β∗3 (X1iX2i −X1X2) + i
= β◇0 + β◇1C1i + β◇2C2i + β◇3 (X1iX2i −X1X2) + i.
Coefficients from the two models with centered predictors and the model with uncentered predictors
are related as follows:
β◇0 = β∗0 − β∗3X1X2 + β∗3X1X2 = β0 + β1X1 + β2X2 + β3X1X2,
β◇1 = β∗1 − β∗3X2 = β1,
β◇2 = β∗2 − β∗3X1 = β2,
and β◇3 = β∗3 = β3.
Effectively, centering the interaction term (as in the ◇ parameterization) uncenters the lower-order
predictors so that coefficients β◇1 , β◇2 , and β◇3 from the model with centered predictors and a centered
interaction are the same as coefficients β1, β2, and β3, respectively, from the model with uncentered
predictors.
A.4.2 Standardizing the Response and Predictors
The response and predictors can be standardized relative to the observed data by centering
by the sample mean (e.g., X1) of the given variable and scaling by the sample standard deviation
(e.g., sX1). Interaction terms (e.g., X1X2) are not typically standardized.
Yi − Y
sY




+ γ3X1iX2i + i
sY
















If only the predictors are standardized, the model would be updated as follows:




+ γ3X1iX2i + i














Standardization is only meaningful for quantitative variables; standardizing categorical variables
(e.g., eye color) has no purpose because the coded levels (e.g., 0: blue, 1: brown, 2: green) are
not numerically meaningful. Another caution is that subtracting the sample mean and dividing
by the sample standard deviation standardizes a variable relative to the sample, but this type of
standardization does not allow for comparisons among samples (e.g., model estimates from other
data sources).
A.4.3 Removing the Intercept, β0
In the following equations, the (M2) superscript designates components related to a (mis-
specified) model that is missing the intercept (β0) in addition to predictor X2 (and the interaction
X1X2, in Cases 3 and 4).
Yi = β(M2)1 X1i + (M2)i
Ŷ
(M2)
i = β̂(M2)1 X1i
β̂
(M2)
1 = [XT1 X1]−1 Y = ∑X1iYi∑X21i





= ∑ (Yi − Ŷ (M2)i )2(n − 1)∑X21i < ∑ (Yi − Ŷ
(M2)
i )2(n − 2) (X1i −X1)2 ∗≥
∑ (Yi − Ŷ (M)i )2(n − 2) (X1i −X1)2 = SE2β̂(M)1


















∗ By construction, the sum of squared errors from an estimated LM fit with one coefficient is greater
than or equal to the sum of squared errors from an estimated LM fit to the same data with two
coefficients (by construction of the least squares condition used to fit the models).
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Similarly, the LM with one centered predictor (C1) and no intercept (i.e., Y
∗
i = β(M2)∗1 C1i +

(M2)
i ) is estimated by Ŷ
(M2)∗
i = β̂(M2)∗1 C1i, where β̂(M2)∗1 = ∑C1iY ∗i∑C21i . The bias of β̂(M2)∗1 as an
estimator of β∗1 is the same as the bias of β̂(M)∗1 as an estimator of β∗1 , which means that when
centered predictors are used, omitting the intercept term does not impact the bias of the estimated
regression coefficient for the included predictor (C1):
E (β̂(M2)∗1 − β∗1 ∣C1,C2) = 1∑C21i (β∗2∑C1iC2i + β∗3∑C21iC2i) = E (β̂(M)∗1 − β∗1 ∣C1,C2) .
























, depending on how much
the sum of squared error changes relative to the change in degrees of freedom (from n − 1 to n − 2)





= ∑ (Y ∗i − Ŷ (M)∗i )2(n − 2)∑C21i ≤ ∑ (Y
∗
i − Ŷ (M2)∗i )2(n − 2)∑C21i ≥ ∑ (Y
∗
i − Ŷ (M2)∗i )2(n − 1)∑C21i = SE2β̂(M2)∗1 .
A.4.4 Multivariate Normal Framework
Method 1: The joint distribution of independent, normally-distributed random variables






















For Cases 1 and 2 (when β3 = 0) the joint distribution of X1i, X2i and Yi can be determined by
expressing the random variables in terms of X1i, δi, and i. For Cases 3 and 4 (where β3 ≠ 0),
X1i, X2i, and Yi are no longer jointly multivariate normal because the interaction term (X1iX2i in
Yi = β0 + β1X1i + β2X2i + β3X1iX2i + i) is a product of normal random variables.









α − µ1 φσ1





















β0 + β2α + β1µ1
⎞⎟⎟⎟⎟⎟⎠
, and Σ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
σ21 , φσ1, β1σ
2
1 + β2φσ1∗ φ2 + σ2d, β1φσ1 + β2 (φ2 + σ2d)∗ ∗ β21σ21 + 2β1β2φσ1 + β22 (φ2 + σ2d) + σ2e
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The relationship between φ and ρ (the correlation between X1i and X2i) prescribed by the variance-
covariance matrix (Σ) is given by
ρ = Cov(X1i,X2i)√
V ar(X1i)V ar(X2i) = φσ1σ1√φ2 + σ2d = φ√φ2 + σ2d .
The conditional distribution of Yi given X1i and X2i is given by
Yi∣X1i,X2i ∼ N (β0 + β1X1i + β2X2i, σ2e) .
























where µ2 denotes the expected value of X2i, σ1,2 denotes the covariance between X1i and X2i, and
σ22 denotes the variance of X2i (i.e., σ1,2 = Cov(X1i,X2i), and σ22 = V ar(X2i)). The covariance
between i and X1i equals zero, and the covariance between i and X2i equals zero. Based on the
correctly specified LM for Cases 1 and 2 (i.e., Yi = β0 + β1X1i + β2X2i + i), the joint distribution of




























β0 + β1µ1 + β2µ2
⎞⎟⎟⎟⎟⎟⎠
, and Σ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
σ21 , σ1,2, β1σ
2




And the conditional distribution of Yi given X1i and X2i is given by
Yi∣X1i,X2i ∼ N (β0 + β1X1i + β2X2i, σ2e) .
Method 3: A third formulation uses no intermediate random variables (e.g., i) to deter-




















where σ1,Y denotes the covariance between X1i and Yi, and σ2,Y denotes the covariance between
X2i and Yi. The conditional distribution of Yi given X1i and X2i is given by
Yi ∣X1i,X2i ∼ N
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
















A.4.5 H◇0 ∶ β(M)1 = 0 versus H◇1 ∶ β(M)1 ≠ 0






the misspecified LM to conduct a hypothesis test about β1 (H0 ∶ β(M)1 = 0 versus H1 ∶ β(M)1 ≠ 0).
The following hypothesis test uses the same test statistic (t(M)) to test the significance of β(M)1 :


















H◇0∼ t⎛⎜⎝df = n − 2, λ◇1 =




1 ∣X1,X2 , λ
◇
2 = Bias of SE2β̂(M)1 ∣β(M)1 =0σ2
β̂
(M)
1 ∣X1,X2/(n − 2)
⎞⎟⎠ ,
where the noncentrality parameters λ◇1 results from the bias of β̂(M)1 as an estimator of β(M)1 , and
the noncentrality parameter λ◇2 result from the bias of SE2β̂(M)1 as an estimator of σ2β̂(M)1 ∣X1,X2 .
The bias of β̂
(M)
1 as an estimator of β
(M)
1 can be determined by relating the correctly-
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specified LM (Eq. A.5) to the misspecified LM (Eq. A.8):
Yi = β0 + β1X1i + β2X2i + β3X1iX2i + i, where i ∼ N(0, σ2e) (A.5)






+(β1 + β2 φ
σ1














Yi = β(M)0 + β(M)1 X1i + (M)i . (A.8)
When X1 and X2 data are fixed, the error term (
(M)
i ) from the misspecified model is normally
distributed with constant variance, but 
(M)
i may have a nonzero mean:

(M)
i ∣X1,X2 ∼ N (β3 φσ1X21i + β3X1iδi + β2δi, σ2e) .
As a result, β̂
(M)
1 is a biased estimator of β
(M)
1 , where the bias (Eq. A.9) depends on the coefficients
(β2 and β3) of the omitted predictors (X2 and X1X2, respectively):
E (β̂(M)1 − β(M)1 ∣X1,X2) = β2 ⎛⎜⎝∑ (X1i −X1)X2i∑ (X1i −X1)2 − φσ1
⎞⎟⎠ + β3
⎛⎜⎝∑ (X1i −X1)X1iX2i∑ (X1i −X1)2 + φσ1µ1 − α
⎞⎟⎠ .
(A.9)







B.1 Scatterplots of Y versus X1 and Ŷ (M) versus Y , for vari-
ous (β1, β2, β3, ρ) scenarios
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Figure B.1: Scatterplots of Y versus X1 and Ŷ
(M) versus Y , by case for four (β1, β2, β3, ρ) scenarios.
Data for X1, δ, and  were fixed for all plots in Figure B.1.
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(β1 , β2 , β3 , ρ) = (1 , 10 , 1 , 0.71)
l
ll l
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(d) (β1, β2, β3, ρ) = (1,1,10,0.71)




















(β1 , β2 , β3 , ρ) = (1 , 1 , 0 , 0)
l
l lll ll



























































































































































































































































































































































































































































Figure B.1: Scatterplots of Y versus X1 and Ŷ
(M) versus Y (cont.).
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B.2 Parameter Selection Process
In order to compare the impact of correlation and interaction, we focus on the corresponding
parameters, φ (ρ) and β3. Then, we fix (β1, β2) and compare the impact of changing β3 and φ (ρ).
The following steps were used to generate a set, L, containing input parameter vectors.
1. Full Factorial: Generate sixteen (β1, β2) pairs.
The full factorial set, F1, contains all pairs of β1 and β2, where each parameter’s value is selected
from an option set V1: F1 = {(β1, β2) ∶ β1, β2 ∈ V1}. For our simulations, V1 = {−10,−1,1,10}
was chosen because it contains values with different magnitudes and signs.
2. Fractional Factorial: Select eight (β1, β2) pairs.
From the full factorial (16 pairs), we considered a fractional factorial (8 pairs, Table B.1). The
pairs to be included in the fractional factorial are chosen to avoid confounding the effect of
sign or magnitude of β1 and β2 (Fig. B.2). The fractional factorial set, F2, is a subset of F1:
F2 = {(β1, β2) ∶ β1 = β2 or β1β2 = −10} ⊂ F1. This fractional factorial design halves the number
of combinations to be considered in our simulation study. Because the fractional factorial
design does not retain all possible combinations, there is confounding of some higher-order
terms (interaction between sign and magnitude) because the chosen (β1, β2) pairs have both
sign and magnitude matched for β1 and β2 or have both sign and magnitude mismatched.
3. For the eight (β1, β2) pairs selected in Step 2 in fractional factorial set F2, we considered
all combinations of β3 and φ, where β3 ∈ V3 and φ ∈ Φ. We use V3 = {−10,−1,0,1,10}
and Φ = {0,0.2,0.6,1.0,7.0}∗ (equivalently, ρ ∈ {0,0.20,0.51,0.71,0.99}). In this way, all
combinations of the parameters that control correlation and interaction (β3 and φ, respectively)
are considered.
*Although the direction of correlation (i.e., the sign of φ) is important, we limit our simulation
study to include nonnegative correlation s only.
4. Each (β1, β2, β3, φ) input scenario is used to define the input parameters in our simulation
study. The list of scenarios for our simulation is given by
L = {(β1, β2, β3, φ) ∶ (β1, β2) ∈ F2, β3 ∈ V3, φ ∈ Φ} .
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β1 -10 -10 -1 -1 1 1 10 10
β2 -10 1 -1 10 -10 1 -1 10
Table B.1: Fractional factorial for (β1, β2). From the full factorial (sixteen pairs), eight pairs of(β1, β2) were included in our fractional factorial design.
Figure B.2: Binary tree diagram for the full factorial design. From the full factorial (16 (β1, β2)
pairs), consider a fractional factorial (8 pairs in Table B.1). Pairs included in this fractional factorial
design are colored blue; excluded pairs are colored gray. For illustrative purposes, only the right
















1. Fix the parameters σ2e , σ
2
d, µ1, σ1, n, β0, and α.
We used the following values: σ2e = 1, σ2d = 1, µ1 = 0, σ1 = 1, n = 100, β0 = 0, α = 1.
2. Select an input scenario from the input scenario list (L) (Section B.2, Step 4).
3. Generate the predictor vectors (X1 and X2) and the linear predictor vector (η) as follows:
(a) X11,X12, ...,X1n
iid∼ N(µ1, σ1).
X1 = (X11,X12, ...,X1n)T .
(b) X2i = φZ1i + α + δi, where Z1i = X1i−µ1σ1 , and δi iid∼ N(0, σ2d) with δi ⊥X1i∗ for all i, i∗.
X2 = (X21,X22, ...,X2n)T .
(c) If uncentered predictors are used, ηi = β0 + β1X1i + β2X2i + β3X1iX2i.
If centered predictors are used, ηi = β0 + β1C1i + β2C2i + β3C1iC2i, where C1i = X1i −X1
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and C2i =X2i −X2.
η = (η1, η2, ..., ηn)T .
4. Perform any calculations that depend on the predictors only (e.g., the theoretical bias of β̂
(M)
1 ).
5. Perform the following steps for the desired number of trials (e.g., 1000).
(a) Generate the response vector (Y) under the correct model: Yi = ηi + i, for i = 1,2, ..., n,
where 1, 2, ..., n
iid∼ N(0, σ2), i ⊥X1i∗ , and i ⊥X2i∗ for all i, i∗.
Y = (Y1, Y2, ..., Yn)T .
(b) Fit the simple LM.
If predictors are uncentered: Ŷ
(M)
i = β̂(M)0 + β̂(M)1 X1i, for i = 1,2, ..., n.
If predictors are centered: Ŷ
(M)
i = β̂(M)0 + β̂(M)1 C1i, for i = 1,2, ..., n.
(c) Record statistics of interest (e.g., β̂
(M)
1 ) based on results of the estimated model.
6. For each statistic of interest (e.g., β̂
(M)
1 ), compute the following summary statistics:
simulated mean (e.g., β̂
(M)




7. If all input scenarios in L have been used, continue to Step 8. Else, return to Step 2.
8. After running the simulation for every scenario in L, one repetition is complete.
Output a matrix of summary statistics computed in Step 6 (see example Table 2.5a).
9. Repeat Steps 2 to 8 to achieve the desired number of replications (e.g., 3).
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Appendix C
Simulation Results for LMs (ch.2)
C.1 Results for β̂
(M)










β3 ρ mean sd bias mean sd bias mean sd
-10 0.00 -17.478 0.101 -7.478 1.613 0.010 1.512 252.054 3.197
-10 0.20 -19.790 0.101 -9.790 1.412 0.010 1.313 199.076 2.770
-10 0.51 -29.273 0.108 -19.273 1.570 0.011 1.461 203.286 2.934
-10 0.71 -33.998 0.106 -23.998 1.906 0.011 1.799 309.160 3.616
-10 0.99 -129.276 0.101 -119.276 11.321 0.010 11.224 13287.999 22.341
-1 0.00 -12.820 0.100 -2.820 0.985 0.010 0.881 88.506 1.828
-1 0.20 -11.357 0.116 -1.357 1.171 0.012 1.053 96.830 1.931
-1 0.51 -16.353 0.100 -6.353 1.064 0.010 0.965 114.037 2.044
-1 0.71 -19.623 0.098 -9.623 0.988 0.011 0.887 93.799 2.004
-1 0.99 -77.920 0.104 -67.920 1.247 0.011 1.142 139.464 2.391
0 0.00 -8.164 0.096 1.836 0.876 0.010 0.781 83.055 1.835
0 0.20 -11.410 0.092 -1.410 0.968 0.009 0.878 113.923 2.156
0 0.51 -14.299 0.097 -4.299 0.912 0.010 0.817 91.168 1.940
0 0.71 -18.482 0.111 -8.482 1.194 0.012 1.082 111.703 2.159
0 0.99 -79.316 0.115 -69.316 1.254 0.012 1.138 114.319 2.139
1 0.00 -8.835 0.097 1.165 0.953 0.010 0.855 92.067 1.921
1 0.20 -10.947 0.094 -0.947 1.054 0.010 0.958 118.322 2.170
1 0.51 -15.117 0.108 -5.117 1.014 0.011 0.907 87.833 1.866
1 0.71 -18.312 0.108 -8.312 1.074 0.011 0.971 106.770 2.116
1 0.99 -76.972 0.102 -66.972 1.470 0.010 1.368 205.448 2.830
10 0.00 3.313 0.086 13.313 1.428 0.009 1.338 247.733 3.119
10 0.20 -3.647 0.102 6.353 1.355 0.010 1.257 188.518 2.705
10 0.51 -6.113 0.097 3.887 1.491 0.010 1.394 233.399 3.057
10 0.71 -9.994 0.106 0.006 1.736 0.010 1.633 277.393 3.256
10 0.99 -75.457 0.102 -65.457 10.244 0.010 10.145 10472.510 20.332








β3 ρ mean sd bias mean sd bias mean sd
-10 0.00 -20.756 0.094 -10.756 0.963 0.010 0.868 102.117 2.019
-10 0.20 -20.139 0.110 -10.139 0.756 0.011 0.649 48.914 1.362
-10 0.51 -18.894 0.114 -8.894 1.463 0.011 1.352 170.222 2.510
-10 0.71 -16.015 0.100 -6.015 1.899 0.010 1.802 374.295 3.980
-10 0.99 -21.757 0.104 -11.757 9.678 0.011 9.571 7911.569 17.766
-1 0.00 -10.784 0.094 -0.784 0.142 0.008 0.049 2.277 0.264
-1 0.20 -11.201 0.109 -1.201 0.169 0.010 0.062 2.443 0.287
-1 0.51 -10.229 0.105 -0.229 0.184 0.010 0.080 3.060 0.331
-1 0.71 -10.070 0.097 -0.070 0.229 0.010 0.130 5.285 0.449
-1 0.99 -4.039 0.105 5.961 0.843 0.010 0.738 63.532 1.530
0 0.00 -9.958 0.102 0.042 0.138 0.009 0.037 1.857 0.242
0 0.20 -9.563 0.092 0.437 0.134 0.009 0.036 1.851 0.241
0 0.51 -9.481 0.097 0.519 0.136 0.008 0.041 2.030 0.238
0 0.71 -9.062 0.095 0.938 0.139 0.009 0.045 2.162 0.265
0 0.99 -3.131 0.101 6.869 0.140 0.009 0.040 1.924 0.244
1 0.00 -9.186 0.106 0.814 0.160 0.009 0.055 2.299 0.268
1 0.20 -9.143 0.120 0.857 0.178 0.011 0.056 2.116 0.255
1 0.51 -8.156 0.103 1.844 0.202 0.010 0.100 3.824 0.368
1 0.71 -8.533 0.111 1.467 0.222 0.010 0.114 4.115 0.378
1 0.99 -3.659 0.097 6.341 1.057 0.010 0.960 117.744 2.140
10 0.00 1.616 0.104 11.616 1.146 0.011 1.040 115.921 2.171
10 0.20 -0.598 0.097 9.402 1.118 0.010 1.021 129.386 2.288
10 0.51 1.668 0.101 11.668 1.176 0.011 1.073 126.733 2.265
10 0.71 1.146 0.095 11.146 1.556 0.009 1.460 257.375 3.102
10 0.99 4.259 0.097 14.259 11.657 0.010 11.560 14008.640 22.845







β3 ρ mean sd bias mean sd bias mean sd
-10 0.00 -10.528 0.093 -9.528 0.819 0.009 0.727 76.653 1.736
-10 0.20 -11.136 0.091 -10.136 0.935 0.010 0.844 103.099 2.112
-10 0.51 -14.515 0.108 -13.515 1.403 0.011 1.300 181.123 2.759
-10 0.71 -19.362 0.100 -18.362 1.321 0.011 1.215 152.317 2.427
-10 0.99 0.004 0.108 1.004 8.270 0.011 8.164 5949.404 16.050
-1 0.00 -1.973 0.101 -0.973 0.151 0.009 0.046 2.047 0.250
-1 0.20 -2.334 0.094 -1.334 0.154 0.008 0.061 2.696 0.287
-1 0.51 -2.592 0.093 -1.592 0.178 0.009 0.083 3.492 0.355
-1 0.71 -3.083 0.094 -2.083 0.200 0.009 0.106 4.443 0.413
-1 0.99 -6.956 0.083 -5.956 1.210 0.009 1.125 199.054 2.884
0 0.00 -1.040 0.106 -0.040 0.161 0.010 0.053 2.187 0.261
0 0.20 -1.300 0.113 -0.300 0.166 0.010 0.054 2.152 0.255
0 0.51 -1.489 0.093 -0.489 0.138 0.008 0.043 2.093 0.247
0 0.71 -1.948 0.089 -0.948 0.124 0.008 0.034 1.863 0.231
0 0.99 -8.188 0.108 -7.188 0.159 0.010 0.049 2.073 0.251
1 0.00 -0.124 0.103 0.876 0.173 0.009 0.069 2.716 0.291
1 0.20 -0.252 0.092 0.748 0.180 0.009 0.088 3.748 0.368
1 0.51 -0.990 0.098 0.010 0.201 0.010 0.097 3.685 0.351
1 0.71 -1.052 0.109 -0.052 0.236 0.011 0.126 4.571 0.408
1 0.99 -7.008 0.100 -6.008 1.060 0.010 0.960 110.917 2.141
10 0.00 6.180 0.099 7.180 0.963 0.010 0.864 93.857 1.926
10 0.20 7.135 0.103 8.135 0.954 0.011 0.852 86.187 1.899
10 0.51 9.275 0.101 10.275 1.121 0.010 1.020 120.184 2.238
10 0.71 11.283 0.093 12.283 1.240 0.010 1.139 150.182 2.439
10 0.99 27.498 0.099 28.498 10.278 0.010 10.179 10446.726 19.983








β3 ρ mean sd bias mean sd bias mean sd
-10 0.00 -10.033 0.098 -9.033 1.403 0.010 1.307 207.422 2.814
-10 0.20 -11.973 0.106 -10.973 1.765 0.011 1.657 260.302 3.197
-10 0.51 -4.847 0.098 -3.847 1.351 0.009 1.252 184.859 2.576
-10 0.71 2.107 0.101 3.107 1.818 0.011 1.714 301.099 3.527
-10 0.99 41.012 0.098 42.012 8.758 0.010 8.655 7109.858 16.770
-1 0.00 -2.688 0.098 -1.688 1.021 0.010 0.920 101.285 2.048
-1 0.20 0.625 0.107 1.625 1.071 0.011 0.963 97.090 1.977
-1 0.51 2.986 0.108 3.986 1.076 0.011 0.968 96.400 1.909
-1 0.71 8.830 0.098 9.830 1.066 0.010 0.965 109.995 2.125
-1 0.99 66.379 0.098 67.379 1.433 0.010 1.333 201.560 2.779
0 0.00 -0.775 0.097 0.225 1.021 0.010 0.925 110.482 2.098
0 0.20 -0.776 0.100 0.224 1.029 0.009 0.931 108.614 1.941
0 0.51 5.394 0.104 6.394 0.990 0.010 0.886 89.497 1.812
0 0.71 8.673 0.103 9.673 1.013 0.011 0.909 93.201 1.936
0 0.99 68.703 0.096 69.703 0.914 0.010 0.816 85.378 1.800
1 0.00 0.165 0.097 1.165 0.986 0.010 0.890 103.541 1.999
1 0.20 1.754 0.100 2.754 0.933 0.010 0.834 86.443 1.860
1 0.51 6.264 0.096 7.264 1.052 0.010 0.955 114.460 2.182
1 0.71 8.190 0.110 9.190 1.011 0.011 0.901 82.737 1.859
1 0.99 69.181 0.098 70.181 1.363 0.010 1.265 191.201 2.821
10 0.00 8.809 0.100 9.809 1.370 0.011 1.269 180.158 2.766
10 0.20 11.679 0.109 12.679 1.391 0.011 1.284 166.979 2.584
10 0.51 18.616 0.087 19.616 1.909 0.009 1.820 444.608 4.152
10 0.71 21.067 0.091 22.067 1.857 0.010 1.763 380.227 3.925
10 0.99 91.447 0.112 92.447 8.070 0.011 7.957 5009.400 14.172







β3 ρ mean sd bias mean sd bias mean sd
-10 0.00 -9.193 0.098 -10.193 1.261 0.010 1.162 159.147 2.418
-10 0.20 -11.136 0.102 -12.136 1.536 0.011 1.433 218.841 3.040
-10 0.51 -16.761 0.098 -17.761 1.548 0.010 1.450 245.723 3.200
-10 0.71 -16.856 0.100 -17.856 2.000 0.010 1.902 403.833 3.980
-10 0.99 -116.466 0.094 -117.466 9.584 0.010 9.487 9486.559 19.652
-1 0.00 0.131 0.099 -0.869 0.977 0.009 0.880 98.753 1.919
-1 0.20 -0.270 0.107 -1.270 0.955 0.011 0.848 78.066 1.739
-1 0.51 -6.613 0.105 -7.613 1.087 0.010 0.983 107.530 2.006
-1 0.71 -12.195 0.100 -13.195 0.972 0.010 0.874 95.811 1.958
-1 0.99 -68.344 0.106 -69.344 1.348 0.011 1.241 158.342 2.497
0 0.00 2.475 0.105 1.475 0.996 0.010 0.895 94.605 1.944
0 0.20 -1.267 0.091 -2.267 0.846 0.009 0.755 84.695 1.777
0 0.51 -2.596 0.091 -3.596 0.915 0.010 0.819 90.007 1.917
0 0.71 -9.189 0.101 -10.189 1.024 0.010 0.923 100.515 2.018
0 0.99 -68.845 0.108 -69.845 0.933 0.010 0.827 76.859 1.728
1 0.00 1.662 0.093 0.662 0.952 0.010 0.857 97.930 2.037
1 0.20 -1.969 0.106 -2.969 1.079 0.011 0.973 102.354 2.083
1 0.51 -3.947 0.105 -4.947 1.135 0.011 1.028 111.314 2.115
1 0.71 -9.125 0.097 -10.125 0.995 0.010 0.898 103.883 2.026
1 0.99 -68.109 0.104 -69.109 1.227 0.011 1.121 131.134 2.257
10 0.00 10.805 0.119 9.805 1.640 0.012 1.519 180.223 2.735
10 0.20 8.911 0.096 7.911 1.445 0.010 1.350 224.969 3.059
10 0.51 1.755 0.104 0.755 1.989 0.010 1.889 384.700 3.952
10 0.71 -2.063 0.097 -3.063 1.810 0.010 1.711 328.916 3.769
10 0.99 -69.390 0.093 -70.390 9.707 0.010 9.612 10142.506 20.006








β3 ρ mean sd bias mean sd bias mean sd
-10 0.00 -10.962 0.084 -11.962 1.278 0.008 1.196 234.896 3.029
-10 0.20 -9.853 0.108 -10.853 1.307 0.011 1.200 146.302 2.412
-10 0.51 -6.678 0.093 -7.678 1.095 0.009 1.002 136.957 2.322
-10 0.71 -7.834 0.103 -8.834 1.563 0.010 1.459 220.674 2.886
-10 0.99 37.764 0.093 36.764 9.615 0.009 9.521 10245.044 19.844
-1 0.00 0.068 0.101 -0.932 0.206 0.010 0.104 3.991 0.391
-1 0.20 0.074 0.102 -0.926 0.199 0.009 0.100 3.973 0.376
-1 0.51 0.224 0.091 -0.776 0.162 0.009 0.066 2.835 0.311
-1 0.71 1.080 0.109 0.080 0.224 0.010 0.121 4.606 0.394
-1 0.99 5.765 0.093 4.765 0.988 0.010 0.891 103.217 1.986
0 0.00 0.975 0.091 -0.025 0.126 0.008 0.036 1.922 0.236
0 0.20 1.425 0.104 0.425 0.146 0.009 0.040 1.883 0.234
0 0.51 1.537 0.088 0.537 0.135 0.008 0.039 1.937 0.244
0 0.71 2.012 0.130 1.012 0.171 0.011 0.045 1.814 0.234
0 0.99 7.886 0.104 6.886 0.152 0.009 0.047 2.076 0.256
1 0.00 2.040 0.091 1.040 0.178 0.008 0.087 3.747 0.352
1 0.20 2.218 0.098 1.218 0.142 0.009 0.043 2.024 0.252
1 0.51 2.272 0.105 1.272 0.189 0.010 0.084 3.176 0.331
1 0.71 2.395 0.105 1.395 0.211 0.009 0.105 3.856 0.342
1 0.99 7.019 0.110 6.019 0.989 0.011 0.882 83.443 1.778
10 0.00 8.974 0.113 7.974 0.926 0.011 0.817 71.351 1.655
10 0.20 11.700 0.094 10.700 1.108 0.010 1.014 137.209 2.445
10 0.51 12.369 0.107 11.369 1.117 0.011 1.012 110.980 2.139
10 0.71 12.043 0.097 11.043 1.889 0.010 1.795 395.067 3.973
10 0.99 41.748 0.102 40.748 9.972 0.011 9.869 9265.652 19.835







β3 ρ mean sd bias mean sd bias mean sd
-10 0.00 0.840 0.105 -9.160 0.965 0.011 0.857 77.150 1.755
-10 0.20 1.549 0.091 -8.451 1.009 0.010 0.915 112.809 2.240
-10 0.51 5.218 0.088 -4.782 1.428 0.009 1.339 253.988 3.139
-10 0.71 -3.085 0.110 -13.085 1.609 0.011 1.501 218.416 2.961
-10 0.99 25.718 0.107 15.718 7.368 0.012 7.256 4234.117 13.302
-1 0.00 9.087 0.088 -0.913 0.162 0.009 0.073 3.243 0.344
-1 0.20 8.763 0.099 -1.237 0.180 0.010 0.078 3.088 0.333
-1 0.51 8.560 0.122 -1.440 0.193 0.011 0.074 2.576 0.283
-1 0.71 8.166 0.115 -1.834 0.221 0.011 0.108 3.720 0.365
-1 0.99 0.875 0.085 -9.125 1.211 0.009 1.125 191.570 2.720
0 0.00 10.153 0.119 0.153 0.169 0.010 0.053 2.098 0.255
0 0.20 9.711 0.113 -0.289 0.152 0.010 0.041 1.848 0.239
0 0.51 9.380 0.089 -0.620 0.123 0.008 0.034 1.882 0.234
0 0.71 9.011 0.111 -0.989 0.158 0.009 0.046 1.970 0.236
0 0.99 3.024 0.103 -6.976 0.143 0.009 0.039 1.850 0.235
1 0.00 11.229 0.102 1.229 0.182 0.009 0.080 3.128 0.316
1 0.20 10.926 0.108 0.926 0.160 0.009 0.052 2.163 0.256
1 0.51 10.547 0.111 0.547 0.199 0.010 0.086 3.048 0.312
1 0.71 10.284 0.098 0.284 0.234 0.010 0.134 5.356 0.441
1 0.99 4.688 0.102 -5.312 0.869 0.011 0.767 70.377 1.723
10 0.00 20.218 0.101 10.218 0.897 0.010 0.796 78.114 1.763
10 0.20 22.368 0.103 12.368 0.999 0.011 0.890 83.386 1.773
10 0.51 18.014 0.089 8.014 1.223 0.009 1.133 180.776 2.643
10 0.71 17.744 0.097 7.744 1.897 0.009 1.802 390.179 3.887
10 0.99 22.324 0.104 12.324 8.129 0.010 8.027 6145.457 15.624








β3 ρ mean sd bias mean sd bias mean sd
-10 0.00 -2.741 0.096 -12.741 1.253 0.009 1.159 173.810 2.627
-10 0.20 0.029 0.107 -9.971 1.411 0.011 1.306 175.267 2.612
-10 0.51 1.235 0.104 -8.765 1.535 0.011 1.433 220.187 3.045
-10 0.71 8.032 0.096 -1.968 1.568 0.010 1.469 244.648 3.091
-10 0.99 82.681 0.102 72.681 8.408 0.011 8.303 6239.103 15.605
-1 0.00 10.024 0.108 0.024 1.043 0.011 0.932 86.330 1.882
-1 0.20 11.029 0.102 1.029 1.049 0.010 0.947 103.042 2.035
-1 0.51 16.135 0.103 6.135 1.022 0.010 0.918 94.782 1.908
-1 0.71 18.893 0.108 8.893 0.986 0.010 0.884 91.600 1.865
-1 0.99 78.110 0.100 68.110 1.395 0.010 1.295 190.771 2.751
0 0.00 8.833 0.103 -1.167 1.040 0.010 0.936 98.775 1.981
0 0.20 10.943 0.100 0.943 1.056 0.010 0.955 108.536 2.011
0 0.51 15.893 0.104 5.893 1.046 0.010 0.942 98.531 1.967
0 0.71 20.018 0.101 10.018 0.976 0.010 0.875 92.447 1.938
0 0.99 77.193 0.100 67.193 1.064 0.011 0.961 104.380 2.080
1 0.00 12.118 0.114 2.118 1.256 0.011 1.143 121.344 2.198
1 0.20 12.139 0.096 2.139 0.997 0.009 0.901 106.711 2.025
1 0.51 17.685 0.101 7.685 1.052 0.010 0.953 111.809 2.070
1 0.71 20.481 0.105 10.481 1.041 0.010 0.935 94.096 1.868
1 0.99 80.457 0.106 70.457 1.424 0.010 1.317 171.819 2.516
10 0.00 19.580 0.102 9.580 1.617 0.010 1.516 251.155 3.126
10 0.20 25.449 0.089 15.449 1.451 0.009 1.363 268.512 3.267
10 0.51 25.653 0.091 15.653 1.370 0.010 1.275 201.610 2.808
10 0.71 25.275 0.094 15.275 2.047 0.009 1.953 463.686 4.200
10 0.99 83.178 0.090 73.178 10.460 0.009 10.370 13329.813 24.010
Table C.8: Simulation results for (β1, β2) = (10,10), from LMs with uncentered predictors.
C.2 Results for β̂
(M)∗












β∗3 ρ mean sd bias mean sd bias mean sd
-10 0.00 12.027 0.112 2.027 1.519 0.011 1.408 182.746 2.743
-10 0.20 13.886 0.092 3.886 1.666 0.010 1.573 316.803 3.723
-10 0.51 15.295 0.106 5.295 1.533 0.011 1.425 197.526 2.900
-10 0.71 21.114 0.099 11.114 2.133 0.010 2.035 461.953 4.297
-10 0.99 83.343 0.108 73.343 8.738 0.010 8.634 6851.497 16.105
-1 0.00 9.827 0.091 -0.173 0.905 0.010 0.808 86.310 1.822
-1 0.20 11.413 0.098 1.413 0.985 0.010 0.886 97.079 1.968
-1 0.51 16.601 0.098 6.601 0.939 0.010 0.843 94.188 1.989
-1 0.71 21.428 0.096 11.428 1.009 0.010 0.913 109.373 2.093
-1 0.99 80.563 0.099 70.563 1.353 0.010 1.254 184.367 2.630
0 0.00 9.870 0.112 -0.130 1.172 0.011 1.063 113.528 2.128
0 0.20 12.452 0.120 2.452 1.141 0.012 1.028 100.166 2.021
0 0.51 16.218 0.110 6.218 0.987 0.011 0.875 76.616 1.772
0 0.71 21.106 0.102 11.106 1.022 0.010 0.920 99.082 1.947
0 0.99 80.164 0.101 70.164 1.129 0.010 1.029 126.070 2.213
1 0.00 12.021 0.097 2.021 1.019 0.010 0.919 100.968 2.006
1 0.20 11.803 0.096 1.803 0.866 0.009 0.771 80.418 1.743
1 0.51 16.978 0.091 6.978 0.963 0.010 0.869 102.995 2.035
1 0.71 19.210 0.110 9.210 1.147 0.011 1.039 110.232 2.099
1 0.99 80.652 0.109 70.652 1.515 0.011 1.406 188.831 2.752
10 0.00 8.902 0.100 -1.098 1.888 0.010 1.786 334.057 3.648
10 0.20 13.495 0.101 3.495 1.612 0.010 1.511 251.558 3.187
10 0.51 16.127 0.097 6.127 1.711 0.010 1.611 286.885 3.452
10 0.71 19.494 0.087 9.494 1.952 0.009 1.865 501.236 4.494
10 0.99 58.037 0.110 48.037 10.619 0.011 10.508 9030.702 18.972
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Table C.16: Simulation results for (β∗1 , β∗2 ) = (10,10), from LMs with centered predictors.
104
(a) (β1, β2) = (−10,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 56277.54 14069.39 593.10 0.00
factor(β3) 4 4214.73 1053.68 44.42 0.00
factor(ρ):factor(β3) 16 392.60 24.54 1.03 0.44
Residuals 50 1186.10 23.72
(b) (β1, β2) = (−10,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 286.03 71.51 1.15 0.34
factor(β3) 4 1962.88 490.72 7.90 0.00
factor(ρ):factor(β3) 16 4354.71 272.17 4.38 0.00
Residuals 50 3105.95 62.12
(c) (β1, β2) = (−1,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 74.56 18.64 1.93 0.12
factor(β3) 4 3135.92 783.98 81.28 0.00
factor(ρ):factor(β3) 16 951.94 59.50 6.17 0.00
Residuals 50 482.25 9.64
(d) (β1, β2) = (−1,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 58977.91 14744.48 1333.79 0.00
factor(β3) 4 4865.40 1216.35 110.03 0.00
factor(ρ):factor(β3) 16 953.93 59.62 5.39 0.00
Residuals 50 552.73 11.05
(e) (β1, β2) = (1,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 56086.91 14021.73 581.51 0.00
factor(β3) 4 5992.51 1498.13 62.13 0.00
factor(ρ):factor(β3) 16 2113.42 132.09 5.48 0.00
Residuals 50 1205.63 24.11
(f) (β1, β2) = (1,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 3137.16 784.29 194.28 0.00
factor(β3) 4 2383.42 595.85 147.60 0.00
factor(ρ):factor(β3) 16 1972.15 123.26 30.53 0.00
Residuals 50 201.85 4.04
(g) (β1, β2) = (10,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 903.67 225.92 4.12 0.01
factor(β3) 4 3184.09 796.02 14.51 0.00
factor(ρ):factor(β3) 16 282.89 17.68 0.32 0.99
Residuals 50 2742.40 54.85
(h) (β1, β2) = (10,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 41775.92 10443.98 373.96 0.00
factor(β3) 4 2130.55 532.64 19.07 0.00
factor(ρ):factor(β3) 16 1408.46 88.03 3.15 0.00
Residuals 50 1396.40 27.93
Table C.17: ANOVA tables comparing the bias of β̂
(M)
1 from LMs with uncentered predictors, for
individual (β1, β2) pairs, with fixed factors ρ and β3 with five levels: β3 ∈ {−10,−1,0,1,10} and
ρ ∈ {0,0.20,0.51,0.71,0.99}.
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(a) (β∗1 , β∗2) = (−10,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 54748.62 13687.16 732.79 0.00
factor(β∗3 ) 4 116.13 29.03 1.55 0.20
factor(ρ):factor(β∗3 ) 16 305.26 19.08 1.02 0.45
Residuals 50 933.91 18.68
(b) (β∗1 , β∗2) = (−10,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 323.46 80.86 4.79 0.00
factor(β∗3 ) 4 18.27 4.57 0.27 0.90
factor(ρ):factor(β∗3 ) 16 27.38 1.71 0.10 1.00
Residuals 50 843.91 16.88
(c) (β∗1 , β∗2) = (−1,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 415.15 103.79 30.61 0.00
factor(β∗3 ) 4 50.76 12.69 3.74 0.01
factor(ρ):factor(β∗3 ) 16 50.22 3.14 0.93 0.55
Residuals 50 169.55 3.39
(d) (β∗1 , β∗2) = (−1,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 49616.35 12404.09 898.79 0.00
factor(β∗3 ) 4 105.43 26.36 1.91 0.12
factor(ρ):factor(β∗3 ) 16 587.16 36.70 2.66 0.00
Residuals 50 690.04 13.80
(e) (β∗1 , β∗2) = (1,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 47122.84 11780.71 885.11 0.00
factor(β∗3 ) 4 288.86 72.21 5.43 0.00
factor(ρ):factor(β∗3 ) 16 1106.07 69.13 5.19 0.00
Residuals 50 665.50 13.31
(f) (β∗1 , β∗2) = (1,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 1611.08 402.77 97.31 0.00
factor(β∗3 ) 4 111.68 27.92 6.75 0.00
factor(ρ):factor(β∗3 ) 16 542.12 33.88 8.19 0.00
Residuals 50 206.95 4.14
(g) (β∗1 , β∗2) = (10,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 370.66 92.67 18.74 0.00
factor(β∗3 ) 4 8.23 2.06 0.42 0.80
factor(ρ):factor(β∗3 ) 16 100.27 6.27 1.27 0.25
Residuals 50 247.20 4.94
(h) (β∗1 , β∗2) = (10,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 48600.87 12150.22 521.00 0.00
factor(β∗3 ) 4 88.23 22.06 0.95 0.45
factor(ρ):factor(β∗3 ) 16 448.62 28.04 1.20 0.30
Residuals 50 1166.06 23.32
Table C.18: ANOVA tables comparing the bias of β̂
(M)∗
1 from LMs with centered predictors, for
individual (β∗1 , β∗2 ) pairs, with fixed factors ρ and β∗3 with five levels: β∗3 ∈ {−10,−1,0,1,10} and
ρ ∈ {0,0.20,0.51,0.71,0.99}.
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(a) (β1, β2) = (−10,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 140.43 35.11 401.98 0.00
factor(β3) 4 91.54 22.89 262.04 0.00
factor(ρ):factor(β3) 16 182.06 11.38 130.29 0.00
Residuals 50 4.37 0.09
(b) (β1, β2) = (−10,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 180.31 45.08 1364.66 0.00
factor(β3) 4 145.32 36.33 1099.80 0.00
factor(ρ):factor(β3) 16 203.31 12.71 384.68 0.00
Residuals 50 1.65 0.03
(c) (β1, β2) = (−1,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 174.45 43.61 220.14 0.00
factor(β3) 4 121.63 30.41 153.48 0.00
factor(ρ):factor(β3) 16 189.37 11.84 59.74 0.00
Residuals 50 9.91 0.20
(d) (β1, β2) = (−1,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 125.28 31.32 411.30 0.00
factor(β3) 4 82.10 20.52 269.52 0.00
factor(ρ):factor(β3) 16 160.65 10.04 131.85 0.00
Residuals 50 3.81 0.08
(e) (β1, β2) = (1,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 134.56 33.64 601.63 0.00
factor(β3) 4 87.55 21.89 391.42 0.00
factor(ρ):factor(β3) 16 183.40 11.46 204.99 0.00
Residuals 50 2.80 0.06
(f) (β1, β2) = (1,1)
df Sum Sq Mean Sq F Pr(>F)
actor(ρ) 4 145.17 36.29 844.04 0.00
factor(β3) 4 121.28 30.32 705.13 0.00
factor(ρ):factor(β3) 16 167.24 10.45 243.08 0.00
Residuals 50 2.15 0.04
(g) (β1, β2) = (10,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 119.28 29.82 893.54 0.00
factor(β3) 4 104.25 26.06 780.99 0.00
factor(ρ):factor(β3) 16 131.56 8.22 246.40 0.00
Residuals 50 1.67 0.03
(h) (β1, β2) = (10,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 103.96 25.99 445.30 0.00
factor(β3) 4 64.85 16.21 277.76 0.00
factor(ρ):factor(β3) 16 138.68 8.67 148.51 0.00
Residuals 50 2.92 0.06




from LMs with uncentered predictors, for indi-
vidual (β1, β2) pairs, with fixed factors ρ and β3 with five levels: β3 ∈ {−10,−1,0,1,10} and
ρ ∈ {0,0.20,0.51,0.71,0.99}.
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(a) (β∗1 , β∗2) = (−10,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 165.57 41.39 655.93 0.00
factor(β∗3 ) 4 100.51 25.13 398.20 0.00
factor(ρ):factor(β∗3 ) 16 221.98 13.87 219.86 0.00
Residuals 50 3.16 0.06
(b) (β∗1 , β∗2) = (−10,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 147.59 36.90 656.31 0.00
factor(β∗3 ) 4 118.01 29.50 524.77 0.00
factor(ρ):factor(β∗3 ) 16 160.32 10.02 178.23 0.00
Residuals 50 2.81 0.06
(c) (β∗1 , β∗2) = (−1,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 136.38 34.10 1001.36 0.00
factor(β∗3 ) 4 111.48 27.87 818.54 0.00
factor(ρ):factor(β∗3 ) 16 147.49 9.22 270.72 0.00
Residuals 50 1.70 0.03
(d) (β∗1 , β∗2) = (−1,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 152.02 38.01 304.10 0.00
factor(β∗3 ) 4 90.98 22.74 181.99 0.00
factor(ρ):factor(β∗3 ) 16 214.95 13.43 107.49 0.00
Residuals 50 6.25 0.12
(e) (β∗1 , β∗2) = (1,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 123.62 30.91 534.23 0.00
factor(β∗3 ) 4 75.66 18.91 326.94 0.00
factor(ρ):factor(β∗3 ) 16 151.79 9.49 163.99 0.00
Residuals 50 2.89 0.06
(f) (β∗1 , β∗2) = (1,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 177.29 44.32 690.88 0.00
factor(β∗3 ) 4 134.65 33.66 524.72 0.00
factor(ρ):factor(β∗3 ) 16 200.53 12.53 195.36 0.00
Residuals 50 3.21 0.06
(g) (β∗1 , β∗2) = (10,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 144.24 36.06 1130.90 0.00
factor(β∗3 ) 4 122.03 30.51 956.74 0.00
factor(ρ):factor(β∗3 ) 16 163.75 10.23 320.96 0.00
Residuals 50 1.59 0.03
(h) (β∗1 , β∗2) = (10,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 169.01 42.25 397.37 0.00
factor(β∗3 ) 4 114.72 28.68 269.73 0.00
factor(ρ):factor(β∗3 ) 16 237.96 14.87 139.87 0.00
Residuals 50 5.32 0.11




from LMs with centered predictors, for indi-
vidual (β∗1 , β∗2 ) pairs, with fixed factors ρ and β∗3 with five levels: β∗3 ∈ {−10,−1,0,1,10} and
ρ ∈ {0,0.20,0.51,0.71,0.99}.
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(a) (β1, β2) = (−10,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 171950302.25 42987575.56 105.37 0.00
factor(β3) 4 76241577.03 19060394.26 46.72 0.00
factor(ρ):factor(β3) 16 254253580.62 15890848.79 38.95 0.00
Residuals 50 20397630.82 407952.62
(b) (β1, β2) = (−10,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 218704411.56 54676102.89 460.29 0.00
factor(β3) 4 96683227.68 24170806.92 203.48 0.00
factor(ρ):factor(β3) 16 331275315.90 20704707.24 174.30 0.00
Residuals 50 5939247.83 118784.96
(c) (β1, β2) = (−1,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 173049552.18 43262388.04 37.98 0.00
factor(β3) 4 75420730.10 18855182.52 16.55 0.00
factor(ρ):factor(β3) 16 265740567.68 16608785.48 14.58 0.00
Residuals 50 56950611.39 1139012.23
(d) (β1, β2) = (−1,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 117440108.47 29360027.12 122.64 0.00
factor(β3) 4 53048421.22 13262105.30 55.40 0.00
factor(ρ):factor(β3) 16 170097662.49 10631103.91 44.41 0.00
Residuals 50 11970042.06 239400.84
(e) (β1, β2) = (1,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 157178093.88 39294523.47 140.10 0.00
factor(β3) 4 72065671.17 18016417.79 64.23 0.00
factor(ρ):factor(β3) 16 243009682.03 15188105.13 54.15 0.00
Residuals 50 14024081.35 280481.63
(f) (β1, β2) = (1,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 136511875.27 34127968.82 279.66 0.00
factor(β3) 4 62345872.56 15586468.14 127.72 0.00
factor(ρ):factor(β3) 16 206526460.00 12907903.75 105.77 0.00
Residuals 50 6101585.84 122031.72
(g) (β1, β2) = (10,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 72168966.10 18042241.52 141.30 0.00
factor(β3) 4 32635454.20 8158863.55 63.90 0.00
factor(ρ):factor(β3) 16 103762782.40 6485173.90 50.79 0.00
Residuals 50 6384368.05 127687.36
(h) (β1, β2) = (10,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 95210432.69 23802608.17 34.98 0.00
factor(β3) 4 44236306.77 11059076.69 16.25 0.00
factor(ρ):factor(β3) 16 147727251.94 9232953.25 13.57 0.00
Residuals 50 34023836.57 680476.73
Table C.21: ANOVA tables comparing M̂SPE
(M)
from LMs with uncentered predictors, for in-
dividual (β1, β2) pairs, with fixed factors ρ and β3 with five levels: β3 ∈ {−10,−1,0,1,10} and
ρ ∈ {0,0.20,0.51,0.71,0.99}.
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(a) (β∗1 , β∗2) = (−10,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 286565181.19 71641295.30 110.48 0.00
factor(β∗3 ) 4 119449464.28 29862366.07 46.05 0.00
factor(ρ):factor(β∗3 ) 16 420965944.01 26310371.50 40.57 0.00
Residuals 50 32423919.82 648478.40
(b) (β∗1 , β∗2) = (−10,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 111192228.01 27798057.00 166.98 0.00
factor(β∗3 ) 4 48559042.55 12139760.64 72.92 0.00
factor(ρ):factor(β∗3 ) 16 160264510.29 10016531.89 60.17 0.00
Residuals 50 8323688.51 166473.77
(c) (β∗1 , β∗2) = (−1,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 91609325.27 22902331.32 34.27 0.00
factor(β∗3 ) 4 41222445.69 10305611.42 15.42 0.00
factor(ρ):factor(β∗3 ) 16 133033875.67 8314617.23 12.44 0.00
Residuals 50 33416339.94 668326.80
(d) (β∗1 , β∗2) = (−1,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 253101215.67 63275303.92 83.49 0.00
factor(β∗3 ) 4 110331804.33 27582951.08 36.40 0.00
factor(ρ):factor(β∗3 ) 16 384397451.98 24024840.75 31.70 0.00
Residuals 50 37893725.00 757874.50
(e) (β∗1 , β∗2) = (1,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 120207733.32 30051933.33 182.90 0.00
factor(β∗3 ) 4 56105341.29 14026335.32 85.37 0.00
factor(ρ):factor(β∗3 ) 16 188676065.16 11792254.07 71.77 0.00
Residuals 50 8215341.13 164306.82
(f) (β∗1 , β∗2) = (1,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 203575894.47 50893973.62 103.81 0.00
factor(β∗3 ) 4 91308589.61 22827147.40 46.56 0.00
factor(ρ):factor(β∗3 ) 16 320782521.87 20048907.62 40.90 0.00
Residuals 50 24512193.09 490243.86
(g) (β∗1 , β∗2) = (10,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 106741085.09 26685271.27 244.32 0.00
factor(β∗3 ) 4 49138628.84 12284657.21 112.48 0.00
factor(ρ):factor(β∗3 ) 16 157986220.00 9874138.75 90.41 0.00
Residuals 50 5461033.00 109220.66
(h) (β∗1 , β∗2) = (10,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 244226068.87 61056517.22 51.43 0.00
factor(β∗3 ) 4 124190035.25 31047508.81 26.15 0.00
factor(ρ):factor(β∗3 ) 16 425071982.16 26566998.88 22.38 0.00
Residuals 50 59353657.15 1187073.14
Table C.22: ANOVA tables comparing M̂SPE
(M)∗
from LMs with centered predictors, for in-
dividual (β∗1 , β∗2 ) pairs, with fixed factors ρ and β∗3 with five levels: β∗3 ∈ {−10,−1,0,1,10} and
ρ ∈ {0,0.20,0.51,0.71,0.99}.
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C.4 Simulated Rejection Rate
Rejection Rate
β2 (β∗2) β3 (β∗3 ) ρ Uncentered Centered
-1.0 -1.0 0.00 1.000 0.701
-1.0 -1.0 0.20 1.000 0.397
-1.0 -1.0 0.51 1.000 0.994
-1.0 -1.0 0.71 1.000 1.000
-1.0 0.0 0.00 0.570 0.623
-1.0 0.0 0.20 0.965 0.949
-1.0 0.0 0.51 1.000 1.000
-1.0 0.0 0.71 1.000 1.000
-1.0 1.0 0.00 0.811 0.567
-1.0 1.0 0.20 0.615 0.769
-1.0 1.0 0.51 0.206 1.000
-1.0 1.0 0.71 0.352 1.000
1.0 -1.0 0.00 1.000 0.747
1.0 -1.0 0.20 1.000 0.077
1.0 -1.0 0.51 0.768 0.044
1.0 -1.0 0.71 0.691 0.883
1.0 0.0 0.00 0.635 0.601
1.0 0.0 0.20 0.181 0.164
1.0 0.0 0.51 0.307 0.473
1.0 0.0 0.71 0.997 1.000
1.0 1.0 0.00 0.938 0.609
1.0 1.0 0.20 1.000 0.059
1.0 1.0 0.51 1.000 0.463
1.0 1.0 0.71 1.000 0.858
Table C.23: An illustration of the average simulated rejection rate from an individual t-test with




, from LMs with both
uncentered and centered predictors. (Data for this table were generated with β1 = −0.33.)
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Appendix D
Select Simulation Results for LMs
with µ1 = 1.
D.1 Select Results for β̂
(M)









β3 ρ mean sd bias mean sd bias mean sd
-10 0.00 0.265 0.097 -9.735 0.965 0.010 0.868 98.431 2.000
-10 0.20 -0.645 0.091 -10.645 0.973 0.009 0.880 108.773 2.009
-10 0.51 0.426 0.098 -9.574 1.468 0.010 1.370 219.622 2.991
-10 0.71 -5.503 0.095 -15.503 1.864 0.010 1.768 368.383 3.878
-10 0.99 -9.261 0.104 -19.261 8.886 0.010 8.784 7452.937 17.113
-1 0.00 9.119 0.099 -0.881 1.013 0.010 0.909 93.213 1.929
-1 0.20 10.272 0.112 0.272 1.063 0.011 0.949 84.603 1.809
-1 0.51 13.136 0.099 3.136 0.962 0.010 0.861 89.332 1.870
-1 0.71 17.928 0.112 7.928 1.032 0.011 0.922 86.312 1.819
-1 0.99 76.215 0.099 66.215 1.115 0.010 1.014 120.625 2.199
0 0.00 9.692 0.099 -0.308 1.100 0.010 1.003 123.876 2.227
0 0.20 11.065 0.091 1.065 0.825 0.009 0.733 78.100 1.792
0 0.51 15.925 0.102 5.925 0.982 0.010 0.881 92.130 1.908
0 0.71 19.318 0.108 9.318 1.147 0.011 1.038 108.653 2.044
0 0.99 83.638 0.114 73.638 1.088 0.012 0.973 87.693 1.859
1 0.00 10.591 0.086 0.591 1.029 0.009 0.944 143.571 2.392
1 0.20 13.423 0.095 3.423 1.010 0.010 0.917 115.798 2.197
1 0.51 17.300 0.099 7.300 1.013 0.010 0.914 102.345 2.094
1 0.71 20.239 0.107 10.239 1.137 0.010 1.032 114.286 2.110
1 0.99 87.096 0.102 77.096 1.499 0.010 1.397 211.766 2.808
10 0.00 22.565 0.104 12.565 2.059 0.011 1.950 352.023 3.753
10 0.20 27.665 0.101 17.665 2.318 0.010 2.219 536.536 4.602
10 0.51 30.121 0.107 20.121 2.735 0.011 2.628 643.507 5.195
10 0.71 44.497 0.095 34.497 3.093 0.010 3.000 1076.408 6.651
10 0.99 119.089 0.098 109.089 10.341 0.009 10.246 11542.779 21.150








β∗3 ρ mean sd bias mean sd bias mean sd
-10 0.00 9.804 0.097 -0.196 1.340 0.010 1.244 189.974 2.767
-10 0.20 12.173 0.091 2.173 1.369 0.009 1.276 215.269 2.899
-10 0.51 18.200 0.098 8.200 1.636 0.010 1.538 272.511 3.278
-10 0.71 18.110 0.095 8.110 2.017 0.010 1.921 431.413 4.312
-10 0.99 68.914 0.104 58.914 9.056 0.010 8.954 7739.634 17.468
-1 0.00 10.027 0.099 0.027 1.108 0.010 1.004 111.506 2.111
-1 0.20 11.680 0.112 1.680 1.173 0.011 1.059 103.022 1.997
-1 0.51 14.643 0.099 4.643 1.057 0.010 0.957 107.922 2.056
-1 0.71 20.157 0.112 10.157 1.157 0.011 1.047 108.589 2.040
-1 0.99 82.254 0.099 72.254 1.168 0.010 1.067 132.310 2.309
0 0.00 9.692 0.099 -0.308 1.100 0.010 1.003 123.876 2.227
0 0.20 11.065 0.091 1.065 0.825 0.009 0.733 78.100 1.792
0 0.51 15.925 0.102 5.925 0.982 0.010 0.881 92.130 1.908
0 0.71 19.318 0.108 9.318 1.147 0.011 1.038 108.653 2.044
0 0.99 83.638 0.114 73.638 1.088 0.012 0.973 87.693 1.859
1 0.00 9.562 0.086 -0.438 0.953 0.009 0.868 123.219 2.216
1 0.20 11.990 0.095 1.990 0.907 0.010 0.814 93.343 1.971
1 0.51 15.512 0.099 5.512 0.914 0.010 0.815 83.367 1.891
1 0.71 18.580 0.107 8.580 1.047 0.010 0.942 96.868 1.940
1 0.99 78.360 0.102 68.360 1.402 0.010 1.300 185.303 2.627
10 0.00 11.556 0.104 1.556 1.305 0.011 1.196 141.396 2.381
10 0.20 13.757 0.101 3.757 1.372 0.010 1.273 188.147 2.746
10 0.51 14.238 0.107 4.238 1.815 0.011 1.709 283.432 3.465
10 0.71 21.560 0.095 11.560 2.525 0.010 2.432 717.337 5.440
10 0.99 68.218 0.098 58.218 10.264 0.009 10.168 11370.054 20.992
Table D.2: Simulation results for (β∗1 , β∗2 ) = (−10,−10), from LMs with centered predictors and
µ1 = 1.
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D.2 ANOVA Tables from Two-Factor Experiments for the
Bias of β̂
(M)
1 when µ1 = 1
114
(a) (β1, β2) = (−10,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 61613.87 15403.47 305.44 0.00
factor(β3) 4 24530.63 6132.66 121.60 0.00
factor(ρ):factor(β3) 16 23746.83 1484.18 29.43 0.00
Residuals 50 2521.55 50.43
(b) (β1, β2) = (−10,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 219.33 54.83 10.93 0.00
factor(β3) 4 21632.52 5408.13 1077.89 0.00
factor(ρ):factor(β3) 16 17720.01 1107.50 220.73 0.00
Residuals 50 250.87 5.02
(c) (β1, β2) = (−1,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 1637.28 409.32 20.78 0.00
factor(β3) 4 26259.70 6564.92 333.23 0.00
factor(ρ):factor(β3) 16 24425.41 1526.59 77.49 0.00
Residuals 50 985.03 19.70
(d) (β1, β2) = (−1,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 52647.38 13161.84 1452.09 0.00
factor(β3) 4 22279.71 5569.93 614.51 0.00
factor(ρ):factor(β3) 16 16658.43 1041.15 114.87 0.00
Residuals 50 453.20 9.06
(e) (β1, β2) = (1,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 56657.24 14164.31 3999.91 0.00
factor(β3) 4 18524.66 4631.17 1307.81 0.00
factor(ρ):factor(β3) 16 14504.56 906.54 256.00 0.00
Residuals 50 177.06 3.54
(f) (β1, β2) = (1,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 32.81 8.20 0.17 0.95
factor(β3) 4 22393.30 5598.32 113.73 0.00
factor(ρ):factor(β3) 16 21508.87 1344.30 27.31 0.00
Residuals 50 2461.29 49.23
(g) (β1, β2) = (10,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 592.79 148.20 9.21 0.00
factor(β3) 4 20549.30 5137.33 319.35 0.00
factor(ρ):factor(β3) 16 20120.25 1257.52 78.17 0.00
Residuals 50 804.35 16.09
(h) (β1, β2) = (10,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 43858.99 10964.75 1085.34 0.00
factor(β3) 4 18789.56 4697.39 464.97 0.00
factor(ρ):factor(β3) 16 12135.24 758.45 75.07 0.00
Residuals 50 505.13 10.10
Table D.3: ANOVA tables comparing the bias of β̂
(M)
1 from LMs with µ1 = 1 and uncentered predic-
tors, for individual (β1, β2) pairs, with fixed factors ρ and β3 with five levels: β3 ∈ {−10,−1,0,1,10}
and ρ ∈ {0,0.20,0.51,0.71,0.99}.
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(a) (β∗1 , β∗2) = (−10,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 58017.23 14504.31 381.28 0.00
factor(β∗3 ) 4 27.75 6.94 0.18 0.95
factor(ρ):factor(β∗3 ) 16 400.20 25.01 0.66 0.82
Residuals 50 1902.07 38.04
(b) (β∗1 , β∗2) = (−10,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 167.70 41.93 5.82 0.00
factor(β∗3 ) 4 148.41 37.10 5.15 0.00
factor(ρ):factor(β∗3 ) 16 357.05 22.32 3.10 0.00
Residuals 50 359.89 7.20
(c) (β∗1 , β∗2) = (−1,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 1060.33 265.08 4.80 0.00
factor(β∗3 ) 4 110.39 27.60 0.50 0.74
factor(ρ):factor(β∗3 ) 16 259.79 16.24 0.29 1.00
Residuals 50 2763.23 55.26
(d) (β∗1 , β∗2) = (−1,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 53273.21 13318.30 6071.80 0.00
factor(β∗3 ) 4 92.56 23.14 10.55 0.00
factor(ρ):factor(β∗3 ) 16 467.11 29.19 13.31 0.00
Residuals 50 109.67 2.19
(e) (β∗1 , β∗2) = (1,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 55804.22 13951.05 2504.13 0.00
factor(β∗3 ) 4 162.72 40.68 7.30 0.00
factor(ρ):factor(β∗3 ) 16 487.74 30.48 5.47 0.00
Residuals 50 278.56 5.57
(f) (β∗1 , β∗2) = (1,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 109.62 27.40 1.83 0.14
factor(β∗3 ) 4 70.60 17.65 1.18 0.33
factor(ρ):factor(β∗3 ) 16 398.41 24.90 1.66 0.09
Residuals 50 748.07 14.96
(g) (β∗1 , β∗2) = (10,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 1068.79 267.20 24.99 0.00
factor(β∗3 ) 4 70.09 17.52 1.64 0.18
factor(ρ):factor(β∗3 ) 16 210.58 13.16 1.23 0.28
Residuals 50 534.68 10.69
(h) (β∗1 , β∗2) = (10,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 48005.93 12001.48 3168.19 0.00
factor(β∗3 ) 4 41.36 10.34 2.73 0.04
factor(ρ):factor(β∗3 ) 16 346.15 21.63 5.71 0.00
Residuals 50 189.41 3.79
Table D.4: ANOVA tables comparing the bias of β̂
(M)∗
1 from LMs with µ1 = 1 and centered predic-
tors, for individual (β∗1 , β∗2 ) pairs, with fixed factors ρ and β∗3 with five levels: β∗3 ∈ {−10,−1,0,1,10}
and ρ ∈ {0,0.20,0.51,0.71,0.99}.
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Appendix E
Simulation Results for Logistic
Regression (ch.3)
E.1 Simulated Mean and Standard Deviation for β̂
(M)
1 , SEβ̂(M)1 ,
M̂SPE
(M)
1 , and M̂SPE
(M)












β3 ρ mean sd bias mean sd mean sd mean sd
-10 0.00 -2.613 0.177 7.387 0.578 0.040 0.101 0.007 0.754 0.033
-10 0.20 -3.823 0.457 6.177 0.810 0.111 0.100 0.009 0.633 0.056
-10 0.51 -5.890 0.824 4.110 1.340 0.237 0.062 0.007 0.401 0.062
-10 0.71 -3.212 0.372 6.788 0.675 0.081 0.078 0.008 0.603 0.056
-10 0.99 -1.380 0.050 8.620 0.361 0.006 0.164 0.002 0.955 0.014
-1 0.00 -1.960 0.173 8.040 0.420 0.031 0.100 0.008 0.679 0.043
-1 0.20 -2.309 0.296 7.691 0.533 0.053 0.117 0.011 0.733 0.061
-1 0.51 -2.097 0.141 7.903 0.489 0.031 0.126 0.007 0.760 0.039
-1 0.71 -2.955 0.195 7.045 0.594 0.047 0.102 0.007 0.630 0.035
-1 0.99 -11.175 0.720 -1.175 3.341 0.322 0.015 0.003 0.108 0.019
0 0.00 -1.778 0.226 8.222 0.422 0.042 0.128 0.011 0.800 0.058
0 0.20 -2.058 0.151 7.942 0.470 0.033 0.095 0.008 0.628 0.039
0 0.51 -2.230 0.156 7.770 0.460 0.029 0.126 0.006 0.757 0.035
0 0.71 -3.328 0.223 6.672 0.676 0.058 0.082 0.006 0.529 0.032
0 0.99 -10.376 0.280 -0.376 3.236 0.145 0.017 0.001 0.112 0.007
1 0.00 -1.141 0.112 8.859 0.317 0.016 0.178 0.007 1.035 0.038
1 0.20 -2.060 0.212 7.940 0.453 0.042 0.111 0.008 0.693 0.048
1 0.51 -2.860 0.415 7.140 0.706 0.120 0.076 0.008 0.497 0.053
1 0.71 -4.305 0.341 5.695 0.965 0.098 0.067 0.006 0.437 0.035
1 0.99 -22.847 3.573 -12.847 9.953 2.480 0.010 0.004 0.074 0.023
10 0.00 -0.903 0.188 9.097 0.365 0.032 0.100 0.011 0.680 0.066
10 0.20 -1.008 0.072 8.992 0.261 0.010 0.148 0.008 0.927 0.041
10 0.51 -1.056 0.084 8.944 0.300 0.010 0.160 0.006 1.028 0.025
10 0.71 -0.802 0.052 9.198 0.261 0.006 0.168 0.006 1.074 0.025
10 0.99 -0.502 0.016 9.498 0.211 0.001 0.229 0.001 1.291 0.007











β3 ρ mean sd bias mean sd mean sd mean sd
-10 0.00 -9.217 3.319 0.783 2.722 1.594 0.029 0.012 0.214 0.096
-10 0.20 -2.805 0.110 7.195 0.571 0.024 0.085 0.005 0.677 0.020
-10 0.51 -2.815 0.315 7.185 0.554 0.066 0.091 0.012 0.706 0.055
-10 0.71 -1.436 0.091 8.564 0.322 0.014 0.151 0.009 1.041 0.026
-10 0.99 -0.055 0.030 9.945 0.324 0.017 0.111 0.013 0.759 0.067
-1 0.00 -9.373 3.326 0.627 2.600 1.720 0.036 0.012 0.240 0.078
-1 0.20 -9.015 2.366 0.985 2.313 1.085 0.038 0.012 0.255 0.075
-1 0.51 -9.419 2.942 0.581 2.613 1.414 0.038 0.012 0.253 0.076
-1 0.71 -8.458 2.100 1.542 2.171 0.805 0.044 0.012 0.287 0.075
-1 0.99 -0.519 0.102 9.481 0.256 0.010 0.200 0.012 1.158 0.052
0 0.00 -9.292 3.622 0.708 3.014 2.074 0.027 0.011 0.187 0.075
0 0.20 -9.194 3.601 0.806 2.725 2.142 0.040 0.010 0.253 0.065
0 0.51 -9.586 4.228 0.414 2.950 2.206 0.044 0.012 0.277 0.077
0 0.71 -7.728 2.028 2.272 1.993 0.679 0.067 0.013 0.416 0.073
0 0.99 -2.720 0.540 7.280 0.535 0.121 0.102 0.018 0.662 0.104
1 0.00 -7.711 2.180 2.289 2.097 0.858 0.047 0.012 0.299 0.071
1 0.20 -6.784 1.841 3.216 1.817 0.672 0.054 0.012 0.343 0.072
1 0.51 -6.150 1.868 3.850 1.527 0.722 0.057 0.014 0.378 0.090
1 0.71 -6.028 1.559 3.972 1.472 0.553 0.059 0.014 0.384 0.083
1 0.99 -0.106 0.084 9.894 0.314 0.040 0.081 0.020 0.596 0.116
10 0.00 -0.222 0.078 9.778 0.209 0.002 0.246 0.002 1.370 0.009
10 0.20 0.447 0.094 10.447 0.237 0.007 0.206 0.009 1.202 0.041
10 0.51 -0.137 0.099 9.863 0.260 0.009 0.188 0.014 1.123 0.061
10 0.71 0.019 0.077 10.019 0.251 0.011 0.166 0.015 1.026 0.067
10 0.99 -0.101 0.084 9.899 0.551 0.127 0.031 0.015 0.281 0.107












β3 ρ mean sd bias mean sd mean sd mean sd
-10 0.00 -1.539 0.145 -0.539 0.335 0.022 0.159 0.010 0.994 0.041
-10 0.20 -1.391 0.139 -0.391 0.310 0.018 0.170 0.010 1.064 0.043
-10 0.51 -1.992 0.194 -0.992 0.409 0.037 0.139 0.010 0.879 0.049
-10 0.71 -1.265 0.066 -0.265 0.316 0.012 0.170 0.007 0.990 0.037
-10 0.99 -0.051 0.034 0.949 0.329 0.032 0.082 0.016 0.602 0.091
-1 0.00 -1.604 0.374 -0.604 0.371 0.057 0.162 0.018 0.984 0.094
-1 0.20 -1.520 0.294 -0.520 0.319 0.043 0.163 0.017 0.988 0.090
-1 0.51 -1.377 0.289 -0.377 0.306 0.046 0.155 0.018 0.955 0.087
-1 0.71 -1.643 0.360 -0.643 0.373 0.057 0.161 0.017 0.969 0.084
-1 0.99 -1.013 0.109 -0.013 0.270 0.010 0.178 0.007 1.028 0.036
0 0.00 -0.723 0.249 0.277 0.271 0.024 0.200 0.016 1.168 0.076
0 0.20 -1.047 0.275 -0.047 0.298 0.033 0.182 0.017 1.080 0.085
0 0.51 -1.208 0.273 -0.208 0.294 0.039 0.186 0.016 1.092 0.079
0 0.71 -1.671 0.313 -0.671 0.354 0.053 0.148 0.016 0.897 0.089
0 0.99 -6.791 1.959 -5.791 1.849 0.848 0.047 0.011 0.298 0.073
1 0.00 -0.527 0.212 0.473 0.245 0.015 0.218 0.015 1.259 0.063
1 0.20 -0.109 0.155 0.891 0.189 0.008 0.228 0.012 1.296 0.050
1 0.51 -0.347 0.154 0.653 0.186 0.011 0.234 0.011 1.327 0.041
1 0.71 -0.282 0.161 0.718 0.215 0.009 0.235 0.010 1.329 0.036
1 0.99 -0.978 0.117 0.022 0.280 0.012 0.202 0.008 1.180 0.030
10 0.00 1.681 0.232 2.681 0.348 0.035 0.153 0.014 0.970 0.067
10 0.20 1.111 0.103 2.111 0.259 0.012 0.182 0.008 1.111 0.036
10 0.51 0.798 0.077 1.798 0.259 0.008 0.216 0.006 1.229 0.029
10 0.71 0.851 0.092 1.851 0.268 0.010 0.209 0.007 1.192 0.034
10 0.99 -0.233 0.033 0.767 0.343 0.033 0.077 0.016 0.569 0.090











β3 ρ mean sd bias mean sd mean sd mean sd
-10 0.00 -1.292 0.115 -0.292 0.325 0.016 0.153 0.008 0.980 0.031
-10 0.20 -0.794 0.104 0.206 0.277 0.011 0.185 0.008 1.139 0.031
-10 0.51 -0.437 0.064 0.563 0.203 0.002 0.232 0.003 1.318 0.009
-10 0.71 0.288 0.062 1.288 0.186 0.002 0.243 0.003 1.357 0.011
-10 0.99 0.357 0.026 1.357 0.219 0.002 0.226 0.003 1.277 0.015
-1 0.00 -0.324 0.105 0.676 0.265 0.007 0.152 0.009 0.965 0.045
-1 0.20 0.186 0.092 1.186 0.282 0.012 0.122 0.010 0.812 0.052
-1 0.51 0.748 0.102 1.748 0.360 0.015 0.111 0.009 0.735 0.047
-1 0.71 1.283 0.190 2.283 0.328 0.026 0.160 0.010 0.961 0.051
-1 0.99 8.747 0.323 9.747 2.121 0.105 0.045 0.002 0.312 0.012
0 0.00 -0.401 0.099 0.599 0.277 0.009 0.145 0.010 0.920 0.048
0 0.20 0.505 0.147 1.505 0.313 0.019 0.123 0.011 0.811 0.056
0 0.51 0.870 0.084 1.870 0.304 0.010 0.132 0.008 0.828 0.040
0 0.71 1.956 0.224 2.956 0.468 0.047 0.122 0.009 0.759 0.053
0 0.99 10.560 1.539 11.560 2.950 0.689 0.026 0.006 0.170 0.035
1 0.00 -0.544 0.127 0.456 0.283 0.015 0.122 0.011 0.795 0.056
1 0.20 0.377 0.093 1.377 0.253 0.009 0.134 0.009 0.865 0.047
1 0.51 0.758 0.136 1.758 0.326 0.016 0.139 0.011 0.880 0.053
1 0.71 1.410 0.122 2.410 0.310 0.018 0.143 0.009 0.889 0.048
1 0.99 9.381 0.463 10.381 2.721 0.186 0.046 0.002 0.276 0.013
10 0.00 0.763 0.128 1.763 0.279 0.013 0.177 0.008 1.076 0.036
10 0.20 0.714 0.077 1.714 0.247 0.008 0.163 0.008 1.015 0.036
10 0.51 1.078 0.172 2.078 0.370 0.030 0.109 0.013 0.700 0.069
10 0.71 0.269 0.145 1.269 0.314 0.016 0.114 0.012 0.771 0.057
10 0.99 1.730 0.039 2.730 0.398 0.005 0.158 0.002 0.955 0.008












β3 ρ mean sd bias mean sd mean sd mean sd
-10 0.00 -1.194 0.143 -2.194 0.333 0.019 0.132 0.010 0.878 0.049
-10 0.20 -0.731 0.073 -1.731 0.253 0.005 0.161 0.007 1.002 0.033
-10 0.51 -1.475 0.184 -2.475 0.383 0.025 0.110 0.009 0.729 0.045
-10 0.71 -0.587 0.118 -1.587 0.334 0.013 0.117 0.012 0.778 0.059
-10 0.99 -0.671 0.041 -1.671 0.245 0.001 0.169 0.004 0.989 0.018
-1 0.00 0.151 0.125 -0.849 0.280 0.012 0.129 0.010 0.848 0.050
-1 0.20 -0.377 0.114 -1.377 0.280 0.008 0.158 0.010 0.983 0.045
-1 0.51 -0.679 0.072 -1.679 0.336 0.011 0.122 0.006 0.804 0.034
-1 0.71 -1.621 0.134 -2.621 0.362 0.024 0.130 0.007 0.803 0.036
-1 0.99 -8.307 0.257 -9.307 2.309 0.102 0.055 0.001 0.338 0.007
0 0.00 -0.043 0.117 -1.043 0.302 0.012 0.115 0.010 0.779 0.049
0 0.20 0.066 0.126 -0.934 0.272 0.009 0.131 0.009 0.862 0.046
0 0.51 -0.589 0.105 -1.589 0.241 0.010 0.174 0.009 1.057 0.045
0 0.71 -1.509 0.136 -2.509 0.388 0.023 0.138 0.008 0.831 0.046
0 0.99 -15.063 1.525 -16.063 5.587 0.801 0.003 0.003 0.033 0.025
1 0.00 0.367 0.152 -0.633 0.247 0.016 0.142 0.011 0.912 0.056
1 0.20 -0.572 0.100 -1.572 0.286 0.012 0.147 0.010 0.922 0.047
1 0.51 -1.149 0.134 -2.149 0.312 0.018 0.171 0.008 1.024 0.045
1 0.71 -1.923 0.161 -2.923 0.507 0.034 0.107 0.007 0.660 0.040
1 0.99 -12.392 1.965 -13.392 4.138 1.073 0.024 0.004 0.155 0.024
10 0.00 1.503 0.132 0.503 0.340 0.016 0.127 0.009 0.890 0.036
10 0.20 0.583 0.065 -0.417 0.233 0.004 0.189 0.006 1.144 0.026
10 0.51 0.332 0.068 -0.668 0.198 0.004 0.232 0.005 1.318 0.017
10 0.71 -0.179 0.064 -1.179 0.215 0.003 0.230 0.005 1.307 0.020
10 0.99 -0.754 0.015 -1.754 0.239 0.001 0.204 0.001 1.165 0.007











β3 ρ mean sd bias mean sd mean sd mean sd
-10 0.00 -1.057 0.115 -2.057 0.269 0.014 0.187 0.008 1.143 0.036
-10 0.20 -1.017 0.090 -2.017 0.256 0.011 0.189 0.007 1.156 0.030
-10 0.51 -0.753 0.075 -1.753 0.254 0.007 0.215 0.006 1.233 0.027
-10 0.71 -0.975 0.121 -1.975 0.285 0.014 0.200 0.008 1.166 0.035
-10 0.99 0.179 0.048 -0.821 0.380 0.040 0.081 0.017 0.595 0.098
-1 0.00 0.251 0.164 -0.749 0.202 0.009 0.222 0.014 1.269 0.059
-1 0.20 0.281 0.204 -0.719 0.230 0.011 0.222 0.014 1.275 0.058
-1 0.51 0.533 0.221 -0.467 0.236 0.014 0.225 0.014 1.285 0.059
-1 0.71 0.720 0.216 -0.280 0.247 0.022 0.216 0.015 1.251 0.063
-1 0.99 1.030 0.119 0.030 0.279 0.016 0.195 0.010 1.163 0.031
0 0.00 0.795 0.225 -0.205 0.250 0.023 0.197 0.016 1.151 0.078
0 0.20 0.972 0.251 -0.028 0.284 0.028 0.187 0.017 1.108 0.082
0 0.51 1.234 0.259 0.234 0.288 0.038 0.172 0.017 1.025 0.088
0 0.71 1.456 0.304 0.456 0.346 0.046 0.166 0.017 0.990 0.085
0 0.99 7.543 2.454 6.543 1.915 1.168 0.047 0.014 0.314 0.088
1 0.00 1.460 0.314 0.460 0.339 0.043 0.164 0.018 1.016 0.089
1 0.20 1.799 0.406 0.799 0.414 0.074 0.152 0.017 0.920 0.090
1 0.51 1.655 0.369 0.655 0.370 0.059 0.153 0.017 0.924 0.090
1 0.71 1.534 0.319 0.534 0.337 0.048 0.156 0.018 0.953 0.084
1 0.99 0.883 0.106 -0.117 0.279 0.010 0.178 0.010 1.034 0.051
10 0.00 1.414 0.165 0.414 0.305 0.024 0.159 0.012 1.003 0.054
10 0.20 2.805 0.409 1.805 0.592 0.087 0.132 0.013 0.835 0.066
10 0.51 0.956 0.082 -0.044 0.264 0.009 0.192 0.008 1.120 0.040
10 0.71 1.272 0.134 0.272 0.312 0.017 0.173 0.009 1.004 0.049
10 0.99 0.149 0.048 -0.851 0.387 0.041 0.075 0.016 0.562 0.095












β3 ρ mean sd bias mean sd mean sd mean sd
-10 0.00 -0.004 0.093 -10.004 0.226 0.003 0.236 0.007 1.330 0.028
-10 0.20 0.045 0.062 -9.955 0.196 0.004 0.223 0.009 1.277 0.036
-10 0.51 -0.070 0.107 -10.070 0.241 0.009 0.184 0.014 1.107 0.062
-10 0.71 -0.125 0.073 -10.125 0.243 0.008 0.188 0.013 1.125 0.058
-10 0.99 -0.042 0.058 -10.042 0.521 0.103 0.034 0.015 0.302 0.103
-1 0.00 7.329 1.652 -2.671 1.778 0.516 0.065 0.013 0.407 0.075
-1 0.20 6.388 1.320 -3.612 1.547 0.478 0.065 0.011 0.401 0.072
-1 0.51 8.050 3.042 -1.950 2.489 1.702 0.035 0.010 0.232 0.071
-1 0.71 6.113 1.766 -3.887 1.476 0.633 0.066 0.014 0.431 0.088
-1 0.99 0.332 0.125 -9.668 0.396 0.053 0.078 0.021 0.572 0.118
0 0.00 10.084 4.916 0.084 3.227 3.077 0.041 0.011 0.263 0.072
0 0.20 8.780 2.676 -1.220 2.393 1.172 0.044 0.012 0.282 0.072
0 0.51 7.561 2.359 -2.439 2.041 1.073 0.039 0.013 0.259 0.078
0 0.71 7.940 2.183 -2.060 2.139 0.782 0.063 0.012 0.393 0.072
0 0.99 2.455 0.454 -7.545 0.492 0.100 0.114 0.017 0.709 0.095
1 0.00 9.420 2.836 -0.580 3.039 1.637 0.026 0.009 0.169 0.057
1 0.20 8.951 2.335 -1.049 2.328 0.952 0.042 0.012 0.279 0.077
1 0.51 9.273 2.698 -0.727 2.548 1.194 0.049 0.011 0.313 0.070
1 0.71 8.532 2.835 -1.468 2.220 1.180 0.055 0.014 0.355 0.086
1 0.99 0.389 0.072 -9.611 0.228 0.007 0.198 0.013 1.155 0.057
10 0.00 4.978 0.894 -5.022 1.173 0.294 0.050 0.011 0.379 0.064
10 0.20 3.318 0.445 -6.682 0.678 0.116 0.070 0.008 0.626 0.052
10 0.51 1.881 0.159 -8.119 0.387 0.028 0.132 0.009 0.906 0.040
10 0.71 0.977 0.064 -9.023 0.259 0.007 0.193 0.005 1.151 0.016
10 0.99 0.041 0.030 -9.959 0.291 0.017 0.116 0.014 0.785 0.074











β3 ρ mean sd bias mean sd mean sd mean sd
-10 0.00 0.399 0.078 -9.601 0.243 0.007 0.145 0.007 0.923 0.034
-10 0.20 1.512 0.221 -8.488 0.335 0.042 0.110 0.010 0.711 0.075
-10 0.51 1.233 0.115 -8.767 0.300 0.014 0.142 0.008 0.943 0.035
-10 0.71 1.129 0.093 -8.871 0.303 0.012 0.150 0.008 1.015 0.033
-10 0.99 0.510 0.031 -9.490 0.215 0.001 0.220 0.001 1.245 0.007
-1 0.00 1.779 0.200 -8.221 0.431 0.038 0.109 0.009 0.677 0.052
-1 0.20 2.102 0.146 -7.898 0.458 0.029 0.123 0.006 0.753 0.031
-1 0.51 2.965 0.251 -7.035 0.638 0.060 0.076 0.009 0.546 0.042
-1 0.71 2.653 0.173 -7.347 0.557 0.038 0.102 0.005 0.632 0.026
-1 0.99 18.455 3.063 8.455 6.006 1.298 0.029 0.005 0.180 0.036
0 0.00 1.973 0.141 -8.027 0.429 0.027 0.123 0.007 0.765 0.037
0 0.20 2.564 0.257 -7.436 0.570 0.055 0.111 0.007 0.660 0.042
0 0.51 2.512 0.246 -7.488 0.548 0.050 0.114 0.007 0.700 0.039
0 0.71 3.111 0.275 -6.889 0.616 0.064 0.080 0.007 0.522 0.047
0 0.99 10.221 1.139 0.221 2.989 0.499 0.034 0.004 0.217 0.025
1 0.00 1.492 0.168 -8.508 0.336 0.025 0.137 0.010 0.848 0.053
1 0.20 2.297 0.206 -7.703 0.478 0.040 0.125 0.007 0.736 0.041
1 0.51 2.486 0.211 -7.514 0.510 0.036 0.123 0.009 0.780 0.044
1 0.71 4.974 0.634 -5.026 1.154 0.182 0.081 0.009 0.526 0.051
1 0.99 11.331 1.320 1.331 3.732 0.620 0.036 0.004 0.216 0.023
10 0.00 3.231 0.328 -6.769 0.696 0.072 0.096 0.009 0.667 0.046
10 0.20 4.166 0.422 -5.834 0.883 0.109 0.073 0.008 0.518 0.047
10 0.51 3.337 0.544 -6.663 0.693 0.128 0.099 0.008 0.653 0.075
10 0.71 4.828 0.700 -5.172 1.036 0.250 0.042 0.005 0.414 0.039
10 0.99 0.860 0.029 -9.140 0.238 0.002 0.187 0.001 1.071 0.005
Table E.8: Simulation results for (β1, β2) = (10,10), for logistic regression models with uncentered
predictors.
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E.2 Simulated Mean and Standard Deviation for β̂
(M)∗
1 , SEβ̂(M)∗1 ,
M̂SPE
(M)∗
1 , and M̂SPE
(M)∗
2 for Logistic Regression Mod-










β∗3 ρ mean sd bias mean sd mean sd mean sd
-10 0.00 -1.308 0.078 8.692 0.301 0.011 0.174 0.006 1.045 0.026
-10 0.20 -2.146 0.212 7.854 0.420 0.039 0.128 0.008 0.827 0.052
-10 0.51 -3.070 0.524 6.930 0.657 0.138 0.101 0.009 0.659 0.078
-10 0.71 -1.864 0.188 8.136 0.383 0.029 0.139 0.012 0.954 0.050
-10 0.99 -1.365 0.019 8.635 0.323 0.002 0.170 0.002 1.098 0.006
-1 0.00 -1.770 0.227 8.230 0.376 0.038 0.160 0.009 0.964 0.058
-1 0.20 -2.081 0.167 7.919 0.416 0.028 0.147 0.007 0.889 0.041
-1 0.51 -2.685 0.261 7.315 0.527 0.050 0.120 0.010 0.765 0.052
-1 0.71 -3.781 0.334 6.219 0.770 0.082 0.085 0.007 0.525 0.046
-1 0.99 -10.326 0.914 -0.326 2.758 0.366 0.032 0.004 0.221 0.026
0 0.00 -1.587 0.148 8.413 0.323 0.021 0.163 0.009 0.978 0.047
0 0.20 -1.969 0.229 8.031 0.391 0.041 0.133 0.009 0.856 0.058
0 0.51 -2.857 0.301 7.143 0.554 0.064 0.106 0.009 0.689 0.057
0 0.71 -3.590 0.271 6.410 0.729 0.062 0.105 0.008 0.659 0.040
0 0.99 -14.416 0.384 -4.416 4.759 0.168 0.018 0.001 0.122 0.007
1 0.00 -1.562 0.185 8.438 0.336 0.029 0.166 0.010 0.993 0.053
1 0.20 -1.888 0.116 8.112 0.375 0.018 0.154 0.006 0.919 0.032
1 0.51 -2.931 0.262 7.069 0.591 0.056 0.106 0.008 0.676 0.048
1 0.71 -4.815 0.455 5.185 1.046 0.129 0.072 0.006 0.440 0.040
1 0.99 -12.181 1.595 -2.181 4.253 0.814 0.031 0.004 0.187 0.021
10 0.00 -1.696 0.081 8.304 0.371 0.015 0.165 0.004 0.985 0.021
10 0.20 -1.933 0.187 8.067 0.377 0.033 0.130 0.009 0.821 0.053
10 0.51 -1.543 0.131 8.457 0.344 0.019 0.171 0.007 1.053 0.037
10 0.71 -1.927 0.156 8.073 0.395 0.027 0.129 0.009 0.911 0.039
10 0.99 -0.834 0.031 9.166 0.244 0.003 0.202 0.002 1.172 0.010












β∗3 ρ mean sd bias mean sd mean sd mean sd
-10 0.00 -1.854 0.167 8.146 0.374 0.026 0.144 0.011 0.931 0.046
-10 0.20 -1.311 0.138 8.689 0.293 0.017 0.178 0.010 1.087 0.044
-10 0.51 -1.557 0.133 8.443 0.380 0.020 0.172 0.009 1.054 0.037
-10 0.71 -0.896 0.070 9.104 0.285 0.011 0.187 0.008 1.072 0.040
-10 0.99 -0.037 0.071 9.963 0.469 0.085 0.044 0.016 0.370 0.105
-1 0.00 -8.640 2.865 1.360 2.413 1.347 0.048 0.011 0.301 0.070
-1 0.20 -9.179 3.181 0.821 2.619 1.304 0.042 0.013 0.277 0.081
-1 0.51 -7.256 2.279 2.744 2.060 1.146 0.047 0.010 0.296 0.064
-1 0.71 -7.615 2.294 2.385 2.006 0.873 0.058 0.013 0.372 0.086
-1 0.99 -0.198 0.063 9.802 0.248 0.017 0.137 0.020 0.886 0.095
0 0.00 -9.016 4.398 0.984 2.941 2.797 0.034 0.011 0.223 0.071
0 0.20 -8.841 3.200 1.159 2.600 1.494 0.046 0.012 0.292 0.073
0 0.51 -9.699 3.073 0.301 2.654 1.407 0.039 0.013 0.266 0.082
0 0.71 -7.837 2.525 2.163 2.212 1.122 0.046 0.012 0.292 0.071
0 0.99 -2.332 0.415 7.668 0.454 0.072 0.138 0.018 0.853 0.095
1 0.00 -8.035 2.518 1.965 2.184 1.159 0.035 0.013 0.238 0.083
1 0.20 -8.916 3.100 1.084 2.760 1.433 0.042 0.011 0.268 0.066
1 0.51 -8.992 3.773 1.008 2.657 2.024 0.041 0.011 0.263 0.072
1 0.71 -7.024 1.631 2.976 1.771 0.576 0.062 0.012 0.392 0.074
1 0.99 -0.134 0.049 9.866 0.245 0.012 0.160 0.017 0.998 0.079
10 0.00 -1.663 0.171 8.337 0.356 0.026 0.157 0.011 0.993 0.047
10 0.20 -1.080 0.101 8.920 0.289 0.013 0.188 0.008 1.119 0.035
10 0.51 -1.269 0.102 8.731 0.338 0.013 0.183 0.009 1.084 0.045
10 0.71 -0.830 0.063 9.170 0.284 0.009 0.179 0.010 1.046 0.051
10 0.99 -0.046 0.025 9.954 0.325 0.026 0.089 0.015 0.641 0.084











β∗3 ρ mean sd bias mean sd mean sd mean sd
-10 0.00 0.095 0.052 1.095 0.183 0.001 0.246 0.003 1.371 0.011
-10 0.20 -0.026 0.075 0.974 0.203 0.002 0.240 0.005 1.347 0.022
-10 0.51 -0.297 0.074 0.703 0.202 0.003 0.232 0.006 1.312 0.025
-10 0.71 -0.045 0.078 0.955 0.252 0.009 0.187 0.014 1.123 0.061
-10 0.99 -0.138 0.067 0.862 0.390 0.055 0.055 0.016 0.444 0.100
-1 0.00 -0.715 0.203 0.285 0.233 0.018 0.219 0.013 1.253 0.060
-1 0.20 -0.767 0.201 0.233 0.241 0.020 0.217 0.013 1.246 0.057
-1 0.51 -0.831 0.224 0.169 0.258 0.023 0.212 0.014 1.233 0.057
-1 0.71 -1.377 0.312 -0.377 0.324 0.043 0.182 0.018 1.087 0.082
-1 0.99 -0.706 0.096 0.294 0.237 0.008 0.202 0.007 1.155 0.036
0 0.00 -0.789 0.233 0.211 0.255 0.021 0.219 0.013 1.255 0.061
0 0.20 -0.968 0.243 0.032 0.259 0.028 0.204 0.015 1.185 0.073
0 0.51 -1.358 0.299 -0.358 0.301 0.044 0.175 0.019 1.046 0.092
0 0.71 -1.605 0.290 -0.605 0.331 0.040 0.163 0.017 0.986 0.088
0 0.99 -7.854 2.643 -6.854 2.230 1.221 0.047 0.012 0.299 0.073
1 0.00 -0.831 0.223 0.169 0.263 0.020 0.217 0.013 1.246 0.060
1 0.20 -0.874 0.229 0.126 0.263 0.019 0.214 0.014 1.237 0.062
1 0.51 -0.949 0.238 0.051 0.259 0.025 0.203 0.016 1.186 0.069
1 0.71 -0.983 0.249 0.017 0.272 0.027 0.203 0.015 1.188 0.068
1 0.99 -0.747 0.086 0.253 0.239 0.007 0.201 0.006 1.149 0.030
10 0.00 -0.266 0.078 0.734 0.226 0.003 0.244 0.003 1.360 0.013
10 0.20 -0.021 0.059 0.979 0.186 0.001 0.249 0.001 1.382 0.005
10 0.51 -0.137 0.050 0.863 0.194 0.004 0.220 0.009 1.262 0.039
10 0.71 0.136 0.056 1.136 0.228 0.005 0.225 0.009 1.284 0.036
10 0.99 -0.077 0.029 0.923 0.402 0.054 0.055 0.016 0.443 0.098












β∗3 ρ mean sd bias mean sd mean sd mean sd
-10 0.00 -0.368 0.090 0.632 0.198 0.005 0.238 0.006 1.335 0.025
-10 0.20 -0.213 0.083 0.787 0.203 0.003 0.238 0.006 1.339 0.024
-10 0.51 0.100 0.074 1.100 0.205 0.002 0.236 0.005 1.328 0.022
-10 0.71 0.023 0.055 1.023 0.183 0.002 0.237 0.005 1.334 0.022
-10 0.99 0.495 0.009 1.495 0.232 0.001 0.190 0.003 1.109 0.012
-1 0.00 -0.381 0.079 0.619 0.199 0.004 0.239 0.004 1.340 0.018
-1 0.20 0.222 0.071 1.222 0.196 0.003 0.245 0.003 1.367 0.011
-1 0.51 1.114 0.109 2.114 0.270 0.014 0.191 0.006 1.120 0.034
-1 0.71 1.611 0.117 2.611 0.340 0.018 0.165 0.007 0.984 0.034
-1 0.99 7.704 0.503 8.704 1.851 0.159 0.049 0.005 0.313 0.025
0 0.00 0.188 0.095 1.188 0.217 0.002 0.245 0.003 1.364 0.013
0 0.20 0.251 0.060 1.251 0.192 0.003 0.242 0.003 1.355 0.011
0 0.51 1.285 0.203 2.285 0.311 0.031 0.189 0.011 1.114 0.055
0 0.71 1.194 0.129 2.194 0.291 0.017 0.189 0.009 1.122 0.042
0 0.99 8.527 1.104 9.527 2.224 0.434 0.032 0.004 0.256 0.028
1 0.00 -0.255 0.077 0.745 0.237 0.003 0.246 0.002 1.371 0.008
1 0.20 0.247 0.078 1.247 0.204 0.003 0.242 0.004 1.356 0.014
1 0.51 1.052 0.115 2.052 0.263 0.015 0.198 0.007 1.144 0.037
1 0.71 1.343 0.086 2.343 0.322 0.013 0.184 0.006 1.100 0.024
1 0.99 14.127 2.458 15.127 4.636 1.005 0.029 0.005 0.186 0.034
10 0.00 -0.441 0.109 0.559 0.214 0.006 0.233 0.007 1.318 0.031
10 0.20 -0.201 0.112 0.799 0.229 0.003 0.246 0.003 1.370 0.015
10 0.51 0.075 0.069 1.075 0.211 0.002 0.233 0.005 1.317 0.020
10 0.71 0.256 0.064 1.256 0.226 0.002 0.221 0.005 1.264 0.021
10 0.99 0.869 0.036 1.869 0.266 0.004 0.204 0.003 1.166 0.014











β∗3 ρ mean sd bias mean sd mean sd mean sd
-10 0.00 0.354 0.125 -0.646 0.217 0.007 0.241 0.006 1.349 0.023
-10 0.20 0.324 0.109 -0.676 0.248 0.006 0.240 0.005 1.345 0.022
-10 0.51 -0.052 0.083 -1.052 0.209 0.002 0.239 0.004 1.344 0.017
-10 0.71 -0.182 0.062 -1.182 0.202 0.002 0.234 0.004 1.321 0.017
-10 0.99 -0.710 0.026 -1.710 0.250 0.003 0.210 0.003 1.199 0.016
-1 0.00 -0.133 0.055 -1.133 0.208 0.001 0.246 0.002 1.368 0.008
-1 0.20 0.025 0.061 -0.975 0.220 0.001 0.248 0.002 1.379 0.006
-1 0.51 -0.732 0.085 -1.732 0.241 0.008 0.222 0.005 1.267 0.022
-1 0.71 -1.076 0.121 -2.076 0.295 0.015 0.206 0.007 1.189 0.032
-1 0.99 -9.828 1.378 -10.828 2.709 0.513 0.048 0.006 0.300 0.042
0 0.00 0.170 0.095 -0.830 0.212 0.003 0.246 0.003 1.369 0.011
0 0.20 -0.122 0.089 -1.122 0.201 0.002 0.248 0.002 1.378 0.007
0 0.51 -0.824 0.119 -1.824 0.259 0.012 0.219 0.007 1.253 0.031
0 0.71 -1.623 0.154 -2.623 0.350 0.022 0.171 0.009 1.024 0.043
0 0.99 -12.699 1.199 -13.699 3.979 0.476 0.030 0.005 0.193 0.029
1 0.00 0.482 0.099 -0.518 0.218 0.005 0.235 0.005 1.325 0.022
1 0.20 -0.219 0.074 -1.219 0.205 0.003 0.246 0.002 1.370 0.010
1 0.51 -0.595 0.132 -1.595 0.251 0.010 0.230 0.007 1.304 0.029
1 0.71 -1.340 0.094 -2.340 0.300 0.012 0.176 0.007 1.074 0.029
1 0.99 -14.614 1.878 -15.614 4.725 0.729 0.030 0.004 0.188 0.022
10 0.00 0.121 0.086 -0.879 0.211 0.003 0.241 0.004 1.351 0.018
10 0.20 0.341 0.095 -0.659 0.194 0.006 0.236 0.007 1.327 0.029
10 0.51 0.082 0.076 -0.918 0.209 0.003 0.232 0.007 1.312 0.028
10 0.71 -0.146 0.069 -1.146 0.227 0.003 0.232 0.006 1.312 0.023
10 0.99 -0.620 0.042 -1.620 0.231 0.004 0.215 0.003 1.216 0.015












β∗3 ρ mean sd bias mean sd mean sd mean sd
-10 0.00 0.038 0.084 -0.962 0.199 0.001 0.247 0.003 1.375 0.011
-10 0.20 0.097 0.041 -0.903 0.175 0.001 0.246 0.003 1.370 0.011
-10 0.51 0.125 0.044 -0.875 0.181 0.002 0.233 0.007 1.316 0.028
-10 0.71 0.034 0.060 -0.966 0.228 0.006 0.212 0.011 1.228 0.045
-10 0.99 0.029 0.043 -0.971 0.398 0.066 0.045 0.015 0.379 0.102
-1 0.00 0.820 0.234 -0.180 0.269 0.022 0.219 0.013 1.258 0.058
-1 0.20 0.742 0.231 -0.258 0.251 0.023 0.221 0.013 1.263 0.058
-1 0.51 1.110 0.256 0.110 0.268 0.029 0.191 0.018 1.134 0.081
-1 0.71 0.965 0.237 -0.035 0.259 0.023 0.203 0.016 1.187 0.070
-1 0.99 0.702 0.078 -0.298 0.236 0.006 0.201 0.007 1.150 0.034
0 0.00 0.730 0.257 -0.270 0.263 0.028 0.223 0.013 1.273 0.059
0 0.20 0.997 0.247 -0.003 0.267 0.027 0.204 0.015 1.185 0.072
0 0.51 1.447 0.321 0.447 0.332 0.048 0.181 0.017 1.073 0.087
0 0.71 1.762 0.381 0.762 0.384 0.061 0.167 0.018 1.001 0.093
0 0.99 6.756 1.801 5.756 1.692 0.711 0.052 0.013 0.331 0.078
1 0.00 0.765 0.201 -0.235 0.239 0.019 0.217 0.013 1.240 0.060
1 0.20 0.627 0.177 -0.373 0.231 0.014 0.222 0.012 1.266 0.055
1 0.51 1.073 0.286 0.073 0.309 0.032 0.209 0.015 1.210 0.067
1 0.71 1.000 0.228 0.000 0.267 0.027 0.200 0.014 1.162 0.065
1 0.99 1.101 0.137 0.101 0.299 0.012 0.188 0.008 1.085 0.039
10 0.00 0.324 0.069 -0.676 0.211 0.004 0.242 0.003 1.355 0.012
10 0.20 -0.136 0.065 -1.136 0.213 0.002 0.247 0.002 1.374 0.010
10 0.51 0.244 0.072 -0.756 0.243 0.006 0.223 0.009 1.274 0.040
10 0.71 0.103 0.071 -0.897 0.245 0.007 0.214 0.011 1.236 0.048
10 0.99 0.040 0.031 -0.960 0.343 0.043 0.067 0.017 0.513 0.103











β∗3 ρ mean sd bias mean sd mean sd mean sd
-10 0.00 1.341 0.157 -8.659 0.299 0.022 0.168 0.011 1.050 0.051
-10 0.20 2.008 0.178 -7.992 0.398 0.034 0.129 0.010 0.827 0.046
-10 0.51 0.918 0.084 -9.082 0.264 0.011 0.183 0.008 1.055 0.043
-10 0.71 1.026 0.098 -8.974 0.300 0.013 0.192 0.008 1.112 0.040
-10 0.99 0.090 0.033 -9.910 0.380 0.039 0.062 0.014 0.488 0.088
-1 0.00 8.992 2.297 -1.008 2.372 0.781 0.056 0.013 0.357 0.074
-1 0.20 8.837 3.181 -1.163 2.493 1.471 0.043 0.012 0.281 0.079
-1 0.51 7.497 2.326 -2.503 1.985 1.002 0.054 0.012 0.337 0.075
-1 0.71 7.503 2.226 -2.497 1.864 0.789 0.056 0.014 0.368 0.087
-1 0.99 0.306 0.062 -9.694 0.235 0.014 0.141 0.018 0.894 0.085
0 0.00 8.142 2.340 -1.858 2.103 0.924 0.056 0.013 0.355 0.075
0 0.20 7.473 1.802 -2.527 1.851 0.639 0.052 0.013 0.334 0.076
0 0.51 7.844 2.050 -2.156 2.001 0.867 0.040 0.012 0.262 0.076
0 0.71 7.632 2.117 -2.368 1.960 0.960 0.050 0.012 0.319 0.073
0 0.99 2.408 0.451 -7.592 0.478 0.083 0.131 0.018 0.806 0.097
1 0.00 8.284 2.256 -1.716 2.263 0.846 0.051 0.012 0.323 0.072
1 0.20 8.593 2.810 -1.407 2.374 1.265 0.038 0.012 0.250 0.077
1 0.51 7.979 2.259 -2.021 2.016 0.777 0.062 0.014 0.391 0.079
1 0.71 7.026 1.965 -2.974 1.880 0.806 0.046 0.012 0.295 0.071
1 0.99 0.290 0.076 -9.710 0.260 0.015 0.148 0.018 0.933 0.083
10 0.00 1.630 0.138 -8.370 0.330 0.021 0.148 0.009 0.944 0.044
10 0.20 1.155 0.104 -8.845 0.307 0.014 0.195 0.007 1.171 0.029
10 0.51 1.270 0.085 -8.730 0.286 0.012 0.169 0.008 0.994 0.042
10 0.71 0.931 0.086 -9.069 0.311 0.013 0.181 0.010 1.050 0.048
10 0.99 0.072 0.041 -9.928 0.394 0.036 0.068 0.014 0.525 0.081












β∗3 ρ mean sd bias mean sd mean sd mean sd
-10 0.00 1.281 0.071 -8.719 0.304 0.011 0.171 0.006 1.035 0.029
-10 0.20 1.518 0.120 -8.482 0.336 0.018 0.171 0.008 1.015 0.038
-10 0.51 1.415 0.093 -8.585 0.333 0.013 0.173 0.006 1.096 0.024
-10 0.71 1.407 0.087 -8.593 0.308 0.013 0.159 0.007 1.038 0.027
-10 0.99 1.058 0.054 -8.942 0.279 0.006 0.190 0.004 1.130 0.013
-1 0.00 1.624 0.141 -8.376 0.332 0.022 0.154 0.009 0.949 0.044
-1 0.20 2.158 0.116 -7.842 0.440 0.019 0.148 0.006 0.899 0.029
-1 0.51 2.782 0.189 -7.218 0.561 0.036 0.122 0.006 0.741 0.033
-1 0.71 4.265 0.336 -5.735 0.945 0.102 0.081 0.005 0.497 0.031
-1 0.99 21.336 6.978 11.336 10.148 3.804 0.019 0.003 0.121 0.018
0 0.00 1.236 0.092 -8.764 0.288 0.012 0.186 0.006 1.087 0.029
0 0.20 1.319 0.102 -8.681 0.300 0.014 0.183 0.007 1.090 0.031
0 0.51 2.849 0.293 -7.151 0.575 0.061 0.117 0.009 0.745 0.052
0 0.71 3.480 0.255 -6.520 0.713 0.057 0.104 0.006 0.636 0.035
0 0.99 8.690 0.777 -1.310 2.780 0.370 0.045 0.004 0.271 0.023
1 0.00 2.447 0.141 -7.553 0.505 0.024 0.142 0.006 0.877 0.029
1 0.20 2.241 0.232 -7.759 0.448 0.044 0.134 0.009 0.833 0.054
1 0.51 2.802 0.204 -7.198 0.566 0.041 0.118 0.007 0.735 0.037
1 0.71 2.520 0.184 -7.480 0.503 0.035 0.128 0.007 0.770 0.040
1 0.99 18.109 1.726 8.109 7.373 1.203 0.011 0.002 0.074 0.009
10 0.00 1.100 0.080 -8.900 0.271 0.009 0.187 0.007 1.109 0.031
10 0.20 1.890 0.121 -8.110 0.409 0.021 0.159 0.006 0.950 0.033
10 0.51 1.500 0.066 -8.500 0.309 0.010 0.142 0.005 0.970 0.021
10 0.71 2.697 0.266 -7.303 0.524 0.055 0.098 0.009 0.724 0.053
10 0.99 0.921 0.015 -9.079 0.262 0.002 0.209 0.001 1.211 0.005
Table E.16: Simulation results for (β∗1 , β∗2 ) = (10,10), for logistic regression models with centered
predictors.





(a) (β1, β2) = (−10,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 719.87 179.97 73.24 0.00
factor(β3) 4 217.79 54.45 22.16 0.00
factor(ρ):factor(β3) 16 713.18 44.57 18.14 0.00
Residuals 50 122.86 2.46
(b) (β1, β2) = (−10,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 346.35 86.59 1013.59 0.00
factor(β3) 4 590.64 147.66 1728.52 0.00
factor(ρ):factor(β3) 16 167.40 10.46 122.47 0.00
Residuals 50 4.27 0.09
(c) (β1, β2) = (−1,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 11.92 2.98 66.69 0.00
factor(β3) 4 91.28 22.82 510.53 0.00
factor(ρ):factor(β3) 16 86.06 5.38 120.33 0.00
Residuals 50 2.23 0.04
(d) (β1, β2) = (−1,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 364.73 91.18 1340.54 0.00
factor(β3) 4 92.02 23.00 338.21 0.00
factor(ρ):factor(β3) 16 196.05 12.25 180.14 0.00
Residuals 50 3.40 0.07
(e) (β1, β2) = (1,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 424.27 106.07 160.32 0.00
factor(β3) 4 119.48 29.87 45.15 0.00
factor(ρ):factor(β3) 16 236.82 14.80 22.37 0.00
Residuals 50 33.08 0.66
(f) (β1, β2) = (1,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 17.91 4.48 63.11 0.00
factor(β3) 4 91.54 22.89 322.55 0.00
factor(ρ):factor(β3) 16 76.18 4.76 67.11 0.00
Residuals 50 3.55 0.07
(g) (β1, β2) = (10,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 294.19 73.55 246.76 0.00
factor(β3) 4 626.87 156.72 525.80 0.00
factor(ρ):factor(β3) 16 123.94 7.75 25.99 0.00
Residuals 50 14.90 0.30
(h) (β1, β2) = (10,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 929.32 232.33 61.42 0.00
factor(β3) 4 254.79 63.70 16.84 0.00
factor(ρ):factor(β3) 16 890.60 55.66 14.72 0.00
Residuals 50 189.13 3.78
Table E.17: ANOVA tables comparing the bias of β̂
(M)
1 from logistic regression models with un-
centered predictors, for individual (β1, β2) pairs, with fixed factors ρ and β3 with five levels:
β3 ∈ {−10,−1,0,1,10} and ρ ∈ {0,0.20,0.51,0.71,0.99}.
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(a) (β∗1 , β∗2) = (−10,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 585.67 146.42 42.50 0.00
factor(β∗3 ) 4 229.27 57.32 16.64 0.00
factor(ρ):factor(β∗3 ) 16 619.62 38.73 11.24 0.00
Residuals 50 172.26 3.45
(b) (β∗1 , β∗2) = (−10,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 292.94 73.24 371.44 0.00
factor(β∗3 ) 4 621.49 155.37 788.01 0.00
factor(ρ):factor(β∗3 ) 16 121.90 7.62 38.64 0.00
Residuals 50 9.86 0.20
(c) (β∗1 , β∗2) = (−1,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 14.13 3.53 111.98 0.00
factor(β∗3 ) 4 50.93 12.73 403.71 0.00
factor(ρ):factor(β∗3 ) 16 68.83 4.30 136.40 0.00
Residuals 50 1.58 0.03
(d) (β∗1 , β∗2) = (−1,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 496.09 124.02 149.15 0.00
factor(β∗3 ) 4 118.33 29.58 35.58 0.00
factor(ρ):factor(β∗3 ) 16 250.62 15.66 18.84 0.00
Residuals 50 41.58 0.83
(e) (β∗1 , β∗2) = (1,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 547.43 136.86 251.18 0.00
factor(β∗3 ) 4 122.52 30.63 56.22 0.00
factor(ρ):factor(β∗3 ) 16 303.29 18.96 34.79 0.00
Residuals 50 27.24 0.54
(f) (β∗1 , β∗2) = (1,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 18.08 4.52 187.73 0.00
factor(β∗3 ) 4 58.97 14.74 612.25 0.00
factor(ρ):factor(β∗3 ) 16 76.98 4.81 199.82 0.00
Residuals 50 1.20 0.02
(g) (β∗1 , β∗2) = (10,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 302.94 75.73 311.77 0.00
factor(β∗3 ) 4 595.14 148.78 612.50 0.00
factor(ρ):factor(β∗3 ) 16 129.38 8.09 33.29 0.00
Residuals 50 12.15 0.24
(h) (β∗1 , β∗2) = (10,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 812.62 203.16 317.56 0.00
factor(β∗3 ) 4 300.19 75.05 117.31 0.00
factor(ρ):factor(β∗3 ) 16 839.72 52.48 82.04 0.00
Residuals 50 31.99 0.64
Table E.18: ANOVA tables comparing the bias of β̂
(M)∗
1 from logistic regression models with
centered predictors, for individual (β∗1 , β∗2 ) pairs, with fixed factor ρ and β∗3 with five levels:





































































































































































































































































β1* = 10 , β2* = 10
0
correlation,  ρ
Figure E.1: Interaction plots from a two-factor experiment for the bias of β̂
(M)
1 , for logistic regression
models with (a) uncentered and (b) centered predictors.
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(a) (β1, β2) = (−10,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 111.91 27.98 38.91 0.00
factor(β3) 4 25.55 6.39 8.88 0.00
factor(ρ):factor(β3) 16 99.22 6.20 8.63 0.00
Residuals 50 35.95 0.72
(b) (β1, β2) = (−10,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 22.20 5.55 368.62 0.00
factor(β3) 4 35.24 8.81 585.20 0.00
factor(ρ):factor(β3) 16 16.35 1.02 67.90 0.00
Residuals 50 0.75 0.02
(c) (β1, β2) = (−1,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 1.05 0.26 230.61 0.00
factor(β3) 4 1.24 0.31 270.94 0.00
factor(ρ):factor(β3) 16 4.72 0.30 258.46 0.00
Residuals 50 0.06 0.00
(d) (β1, β2) = (−1,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 21.44 5.36 2893.09 0.00
factor(β3) 4 4.60 1.15 621.24 0.00
factor(ρ):factor(β3) 16 14.95 0.93 504.40 0.00
Residuals 50 0.09 0.00
(e) (β1, β2) = (1,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 30.95 7.74 49.89 0.00
factor(β3) 4 6.19 1.55 9.97 0.00
factor(ρ):factor(β3) 16 24.15 1.51 9.73 0.00
Residuals 50 7.75 0.16
(f) (β1, β2) = (1,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 1.17 0.29 87.80 0.00
factor(β3) 4 1.06 0.27 79.88 0.00
factor(ρ):factor(β3) 16 3.47 0.22 65.29 0.00
Residuals 50 0.17 0.00
(g) (β1, β2) = (10,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 17.25 4.31 86.44 0.00
factor(β3) 4 40.96 10.24 205.26 0.00
factor(ρ):factor(β3) 16 13.91 0.87 17.43 0.00
Residuals 50 2.49 0.05
(h) (β1, β2) = (10,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 196.32 49.08 33.51 0.00
factor(β3) 4 44.24 11.06 7.55 0.00
factor(ρ):factor(β3) 16 180.00 11.25 7.68 0.00
Residuals 50 73.24 1.46




from logistic regression models with uncentered pre-
dictors, for individual (β1, β2) pairs, with fixed factor ρ and β3 with five levels: β3 ∈ {−10,−1,0,1,10}
and ρ ∈ {0,0.20,0.51,0.71,0.99}.
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(a) (β∗1 , β∗2) = (−10,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 88.48 22.12 23.80 0.00
factor(β∗3 ) 4 29.03 7.26 7.81 0.00
factor(ρ):factor(β∗3 ) 16 97.72 6.11 6.57 0.00
Residuals 50 46.47 0.93
(b) (β∗1 , β∗2) = (−10,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 17.71 4.43 140.12 0.00
factor(β∗3 ) 4 46.65 11.66 369.00 0.00
factor(ρ):factor(β∗3 ) 16 14.85 0.93 29.37 0.00
Residuals 50 1.58 0.03
(c) (β∗1 , β∗2) = (−1,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 1.76 0.44 112.11 0.00
factor(β∗3 ) 4 1.54 0.38 97.74 0.00
factor(ρ):factor(β∗3 ) 16 4.53 0.28 71.99 0.00
Residuals 50 0.20 0.00
(d) (β∗1 , β∗2) = (−1,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 34.89 8.72 72.87 0.00
factor(β∗3 ) 4 6.35 1.59 13.26 0.00
factor(ρ):factor(β∗3 ) 16 22.37 1.40 11.68 0.00
Residuals 50 5.98 0.12
(e) (β∗1 , β∗2) = (1,−10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 43.07 10.77 132.51 0.00
factor(β∗3 ) 4 8.23 2.06 25.31 0.00
factor(ρ):factor(β∗3 ) 16 29.39 1.84 22.61 0.00
Residuals 50 4.06 0.08
(f) (β∗1 , β∗2) = (1,1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 1.74 0.44 220.94 0.00
factor(β∗3 ) 4 1.73 0.43 219.70 0.00
factor(ρ):factor(β∗3 ) 16 4.70 0.29 148.76 0.00
Residuals 50 0.10 0.00
(g) (β∗1 , β∗2) = (10,−1)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 20.16 5.04 69.13 0.00
factor(β∗3 ) 4 44.20 11.05 151.61 0.00
factor(ρ):factor(β∗3 ) 16 17.20 1.07 14.75 0.00
Residuals 50 3.64 0.07
(h) (β∗1 , β∗2) = (10,10)
df Sum Sq Mean Sq F Pr(>F)
factor(ρ) 4 153.43 38.36 397.23 0.00
factor(β∗3 ) 4 49.43 12.36 127.99 0.00
factor(ρ):factor(β∗3 ) 16 169.49 10.59 109.70 0.00
Residuals 50 4.83 0.10




from logistic regression models with centered predic-
tors, for individual (β∗1 , β∗2 ) pairs, with fixed factor ρ and β∗3 with five levels: β∗3 ∈ {−10,−1,0,1,10}
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regession models with (a) uncentered and (b) centered predictors.
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E.5 Simulated Rejection Rate for Logistic Regression Mod-
els
Rejection Rate
β2 (β∗2) β3 (β∗3 ) ρ Uncentered Centered
-1 -1 0.00 0.038 0.639
-1 -1 0.20 0.070 0.648
-1 -1 0.51 0.112 0.088
-1 -1 0.71 0.250 0.005
-1 -1 0.99 0.872 0.897
-1 0 0.00 0.858 0.874
-1 0 0.20 0.715 0.706
-1 0 0.51 0.141 0.158
-1 0 0.71 0.144 0.069
-1 0 0.99 1.000 1.000
-1 1 0.00 0.995 0.743
-1 1 0.20 0.999 0.551
-1 1 0.51 0.979 0.126
-1 1 0.71 0.588 0.032
-1 1 0.99 0.701 0.574
1 -1 0.00 0.054 0.778
1 -1 0.20 0.121 0.748
1 -1 0.51 0.474 0.973
1 -1 0.71 0.563 0.984
1 -1 0.99 0.832 1.000
1 0 0.00 0.878 0.901
1 0 0.20 0.949 0.943
1 0 0.51 1.000 1.000
1 0 0.71 1.000 1.000
1 0 0.99 1.000 1.000
1 1 0.00 0.994 0.679
1 1 0.20 0.999 0.943
1 1 0.51 1.000 0.982
1 1 0.71 1.000 0.948
1 1 0.99 0.999 1.000
Table E.21: An illustration of the average simulated rejection rate from a likelihood ratio test with
hypotheses H0: β1 = 0 versus H1: β1 ≠ 0, for logistic regression models with uncentered and centered
predictors (β1 = 0.81).
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E. Nystrom, J. L. Sharp, W. Bridges, P. Gerard, and C. Gallagher
The Linear Regression Model
The most basic linear regression model (LM) is the simple linear model (Eq.(1)), which equates the
ith response (Yi) to a linear function of a single predictor (X1i) and a random error term (i):
(1) Yi = β0 + β1X1i + i, for i = 1, 2, ..., n, where 1, ..., n
iid∼ N(0, σ2e).
A basic two-predictor LM is given by
Yi = β0 + β1X1i + β2X2i + i, for i = 1, 2, ..., n, where 1, ..., n
iid∼ N(0, σ2e),
and a two-predictor LM with an interaction term (X1X2) is given by
Yi = β0 + β1X1i + β2X2i + β3X1iX2i + i, for i = 1, 2, ..., n, where 1, ..., n
iid∼ N(0, σ2e).
The k-predictor LM (Eq.(2)) is given by
(2) Yi = β0 + β1X1i + ...+ βkXki + i, for i = 1, 2, ..., n, where 1, ..., n
iid∼ N(0, σ2e),
and the corresponding estimated linear regression equation is given by
Ŷi = β̂0 + β̂1X1i + ...+ β̂kXki, for i = 1, 2, ..., n,
where Ŷi denotes the predicted response, and β̂0, β̂1, ..., β̂k denote the estimated regression coefficients.
Residuals
For each LM, the errors are assumed to be independent and normally distributed with constant vari-
ance, and the predictors are assumed to be linearly related to the response. Although the errors are unob-
served, the LM assumptions can be checked using the estimated errors, known as the residuals. A residual
(e) is the difference between the observed and the predicted response value:
ei = Yi − Ŷi, for i = 1, 2, ..., n.






, for i = 1, 2, ..., n.
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A partial residual (e(Xm|X1,...,Xk)) is a residual from an estimated regression equation that uses a candidate
predictor (Xm) as the response regressed on the other predictors (X1, ....., Xk) that are included in the LM
for Y (i.e., X̂mi = γ̂0 +
∑k
j=1 γ̂jXji). When the simple LM (Eq.(1)) is estimated using predictor X1, and
X2 is a candidate predictor, the partial residuals are given by
e(X2|X1),i = X2i − X̂2i = X2i − (γ̂0 + γ̂1X1i) , for i = 1, 2, ..., n.
Residual Plots
Residual plots are commonly used to check model assumptions. Typically, the residual appears on the
vertical axis, and the fitted response (Ŷ ) or a predictor is on the horizontal axis. Candidate predictors (or
added variables) that are not yet included in the model may also be used in residual plots. Note that when
a simple LM is fit, the residual versus Ŷ scatterplot and the residual versus X1 scatterplot are identical up
to a linear transformation. The partial residual plot (or added variable plot) is a special type of residual
plot that displays the residuals on the vertical axis and the partial residuals on the horizontal axis (Fig.1).
When the LM assumptions are satisfied, the scatter in residual plots should be random. Nonrandom
scatter (patterns) in residual plots may indicate that an error assumption has been violated or that the set
of predictors in the fitted model is incorrect or incomplete. The residual versus Ŷ scatterplot may be used
to check the constant variance assumption. A pattern in this plot may indicate that the error variance is
not constant. When the response needs to be transformed, a funnel pattern occurs, and the vertical spread
(density) of the residuals within the funnel stretches across the plot from left to right (Fig.2). The residual
versus predictor (Xj) scatterplot may be used to check the appropriateness of Xj ’s functional relationship
in the fitted model (the linearity assumption). For example, a quadratic pattern in this scatterplot suggests
that X2j might be considered as a predictor of Y instead of, or in addition to Xj (Fig.3). Note that when a
simple LM is fit, the residual versus X1 and the residual versus Ŷ scatterplots may be used interchangeably.
The residual versus candidate predictor (Xm) scatterplot may be used to check whether a candidate predictor
should be added to the current model. Random scatter supports leaving out Xm (X3 in Fig.4), whereas a
nonrandom pattern supports adding Xm (or a function of Xm, such as X
2
m) to the current model (X2 in
Fig.4).
Additional Resources
(1) Kutner, M., Nachtsheim, C., J. Neter, and W. Li. (2005). Diagnostics and Remedial Measures.
Applied Linear Statistical Models, 5th ed. (pp. 100-153). Boston: McGraw-Hill.
(2) Montgomery, D. Peck, E., and G. Vining. (2013). Model Adequacy Checking. Introduction to Linear
Regression Analysis, 5th ed. (pp. 129-170). Chicester: Wiley & Sons.
2
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Figure 1. Partial Residual Plot: The partial residual plot (or added variable plot) displays
the residuals (ei) on the vertical axis and the partial residuals (e(Xm|X1,...,Xk),i) on the
horizontal axis. The example shown here is the partial residual plot when X2 is the candidate
predictor and the fitted model is the simple LM with response Y and predictor X1. The
random scatter in this example indicates that X2 does not add much explanatory value to









































































































Figure 2. Residual versus Fitted Response Scatterplots to Check for Nonconstant Vari-
ance: (a) A funnel shape occurs because the response needs to be transformed. (b) After




























































































































































































BASELINE INFORMATION Nystrom, et al. 4
Figure 3. Residual versus Predictor (X1) Scatterplots to Check Linearity: (a) Random
scatter suggest that X1 is correctly related to Y in the fitted model. (b) A functionlike
pattern (e.g., quadratic) suggests that the functional relationship of X1 to Y is misspecified

















































































































































































































Figure 4. Residual versus Candidate Predictor Scatterplots: (a) A linear trend supports














































































































































































































E. Nystrom, J. L. Sharp, W. Bridges, P. Gerard, and C. Gallagher
The Linear Regression Model
The most basic linear regression model (LM) is the simple linear model (Eq.(1)), which equates the
ith response (Yi) to a linear function of a single predictor (X1i) and a random error term (i):
(1) Yi = β0 + β1X1i + i, for i = 1, 2, ..., n, where 1, ..., n
iid∼ N(0, σ2e).
A basic two-predictor LM is given by
Yi = β0 + β1X1i + β2X2i + i, for i = 1, 2, ..., n, where i
iid∼ N(0, σ2e),
and a two-predictor LM with an interaction term (X1X2) is given by
Yi = β0 + β1X1i + β2X2i + β3X1iX2i + i, for i = 1, 2, ..., n, where 1, ..., n
iid∼ N(0, σ2e).
The k-predictor LM (Eq.(2)) is given by
(2) Yi = β0 + β1X1i + ...+ βkXki + i, for i = 1, 2, ..., n, where 1, ..., n
iid∼ N(0, σ2e),
and the corresponding estimated linear regression equation is given by
Ŷi = β̂0 + β̂1X1i + ...+ β̂kXki, for i = 1, 2, ..., n,
where Ŷi denotes the predicted response, and β̂0, β̂1, ..., β̂k denote the estimated regression coefficients.
Residuals
For each LM, the errors are assumed to be independent and normally distributed with constant vari-
ance, and the predictors are assumed to be linearly related to the response. Although the errors are un-
observed, the LM assumptions can be checked using the estimated errors. A residual (e) is defined as the
difference between the observed and the predicted response value and is used to estimate the error () in the
LM:
ei = Yi − Ŷi, for i = 1, 2, ..., n.






, for i = 1, 2, ..., n.
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A partial residual (e(Xm|X1,...,Xk)) is a residual from an estimated regression equation that uses a candidate
predictor (Xm) as the response regressed on the other predictors (X1, ....., Xk) that are included in the LM
for Y (i.e., X̂mi = γ̂0 +
∑k
j=1 γ̂jXji). When the simple LM (Eq.(1)) is estimated using predictor X1, and
X2 is a candidate predictor, the partial residuals are given by
e(X2|X1),i = X2i − X̂2i = X2i − (γ̂0 + γ̂1X1i) , for i = 1, 2, ..., n.
Residual Plots
Residual plots are graphs (usually scatterplots) that display a type of residual and are commonly used
to check model assumptions. Typically, the residual appears on the vertical axis, and the fitted response (Ŷ )
or a predictor is on the horizontal axis. Note that when a simple LM is fit, the residual versus Ŷ scatterplot
and the residual versus X1 scatterplot are identical up to linear transformation. Candidate predictors (or
added variables) that are not yet included in the model may also be used in residual plots. The partial
residual plot (or added variable plot) is a special type of residual plot that displays the residuals on the
vertical axis and the partial residuals on the horizontal axis (Fig.4).
When the LM assumptions are satisfied, the residual plots should have random scatter. Nonrandom
scatter (patterns) in residual plots may indicate that an error assumption has been violated or that the linear
predictor in the current model (the model upon which the estimated/fitted equation is based) is misspecified.
The residual versus Ŷ scatterplot may be used to check the constant variance assumption. A pattern in
this plot may indicate of nonconstant error variance. When the response needs to be transformed, a funnel
pattern occurs, and the vertical spread (density) of the residuals within the funnel stretches across the plot
from left to right (Fig.1, (a)). When an interaction term is missing (left out of the fitted model), a bowtie
or partial bowtie pattern occurs, and the spacing of residuals within the pattern is fairly even throughout
the plot (Fig.1, (b)).
The residual versus predictor (Xj) scatterplot may be used to check the appropriateness of Xj ’s
functional relationship in the fitted model (the linearity assumption) and to check the independent error
terms assumption. For example, a quadratic pattern in this scatterplot suggests that X2j be considered as a
predictor of Y instead of, or in addition to Xj (Fig.2, (b)). A residual versus candidate predictor scatterplot
may be used to check whether a candidate predictor should be added to the current model. Random scatter
supports leaving out the candidate (Xm), whereas a nonrandom pattern supports adding Xm (or a function
of Xm, such as X
2
m) to the current model.
Comparing the residual versus candidate predictor scatterplot to the corresponding partial residual
plot may help to distinguish cases where the candidate predictor is correlated with a predictor that is
2
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Figure 1. Comparing Patterns in Residual Plots to Check for Nonconstant Variance. (a)
A funnel pattern may indicate that the response (Y ) needs to be transformed. (b) A bowtie












































































































































































































Figure 2. Comparing Patterns in Residual versus Predictor (X1) Scatterplots to Check
the Linearity Assumption: (a) Random scatter suggest that X1 is correctly related to Y in
the fitted model. (b) A functionlike pattern (e.g., quadratic) suggests that the functional
relationship of X1 to Y is misspecified in the fitted model (e.g., X
2
1 should be considered as
a predictor of Y instead of, or in addition to X1). The bowtie (c) and the curved bowtie (d)
patterns here are indicative of a missing interaction term involving X1 and another variable
(X2). When X1 and X2 are correlated, the missing interaction (X1X2) is related to X
2
1 ,






























































































































































































































































































































































































































already included in the fitted model. When a simple LM with predictor X1 is estimated, if X1 and X2 are
uncorrelated, the partial residual plot is a nearly identical to the residual versus X2 scatterplot (Fig.3, (a)).
On the other hand, when the shapes of the two plots are noticeably different, correlation between X1 and
X2 is suspected (Fig.3, (b)).
3
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Figure 3. Using (Candidate Residual Plot, Partial Residual Plot) Pairs to Detect Corre-
lation of the Candidate Predictor (X2) with the Included Predictor (X1): (a) When X1 and
X2 are uncorrelated, the partial residual plot is nearly identical to the residual plot. (b)












































































































































































































































































































































































































































Figure 4. Partial Residual Plot: The partial residual plot (or added variable plot) displays
the residuals (ei) on the vertical axis and the partial residuals (e(Xm|X1,...,Xk),i) on the
horizontal axis. The example shown here is the partial residual plot when X2 is the candidate
predictor and the fitted model is the simple LM with response Y and predictor X1. The
random scatter in this example indicates that X2 does not add much explanatory value to
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Figure F.1: Survey instructions
Name: Course Number: MATH
Instructions
Your goal is to identify types of model misspecification for each of 12 datasets. For
each dataset, the correct linear model has one (X1) or two predictors (X1 andX2) and may in-
clude an interaction term (X1X2), and the simple linear model with response Y and predictor
X1 is estimated (bYi = b 0+ b 1X1i). For each dataset, you are given three residual plots: (left)
standardized residuals versus predictor X1; (middle) standardized residuals versus candidate
predictor X2; (right) standardized residuals versus standardized partial residuals.
Use the checkboxes provided to the right the residual plots to answer the following
Yes-No questions related to the type of misspecification for each dataset.
1. Does Y need to be transformed?
2. Is there a missing predictor (X2)? [If NOT, skip (a) and (b).]
(a) Is the missing predictor (X2) correlated with X1?


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































1 β1 β2 β3 φ Case Plot1 Plot2
-10.21 -10 3 0 0.0 1 1 12
11.64 10 -1 0 -1.8 2 2 5
-3.00 -3 0 0 0.0 0 3 4
13.21 10 -3 0 -0.8 2 4 6
13.77 1 -10 10 -0.6 4 5 3
8.69 3 1 10 -0.8 4 6 9
3.09 1 10 3 0.0 3 7 10
-9.94 -10 0 0 0.0 0 8 2
11.93 -1 1 10 0.0 3 9 8
-7811236.53 -10 0 0 0.0 5 10 7
8.16 10 10 0 0.0 1 11 1
-2.14 -1 0 0 0.0 5 12 11

























































































































































































































































































































































































































































































































































Input Name Description Notes
alpha significance level denoted by α1 in Chapter 2
ce centering indicator I(centered predictors)
cor correlation parameter 0: φ, 1: ρ; (e.g., in AOVprint)
Date custom date label for filename (e.g., in plot interact)
firth Firth indicator I(use Firth’s penalized estimation method)
LG logistic indicator I(logistic regression)
n sample size n = 100 in our simulations
P (β1, β2, β3, φ) parameters one (β1, β2, β3, φ) scenario per row of P
sav file save indicator I(save file) (e.g., in plot interact)
stats results column number for summary functions (e.g., AOVprint)
trials number of trials trials = 1000 in our simulations
Table G.1: Common input arguments for R code
G.1 Filepaths and External Packages to Preload
## External Packages
library(base); D=Sys.Date(); # D=today’s date as yyyy-mm-dd
library(xtable); # latex table formatting
library(logistf); # firth’s method
library(sadists); # doubly noncentral t-distrib.
## Filepaths for output folders
data.dir=’˜/Desktop/R-output’; # simulated data output folder
151
tabl.dir=’˜/Desktop/tables_lm’; # LM tables (ch.2)
tableG.dir=’˜/Desktop/tables_glm’; # logistic tables (ch.3)
tabl3.dir=’˜/Desktop/tables_res’; # survey tables (ch.4)
plot.dir=’˜/Desktop/images_lm’; # LM figures (ch.2)
plotG.dir=’˜/Desktop/images_glm’; # logistic figures (ch.3)
plot.dir3=’˜/Desktop/images_res’; # survey figures (ch.4)
G.2 LM Simulation Code (ch.2)
############################################
# function: f_choice generates (b1,b2,b3,phi) scenarios
# input: v = choice vector, v23 = optional diff vector for b2 and b3
# z = I(get rid of b1 or b2=0), phi = phi vector











# function: f_Frac restricts scenarios based on fractional factorial for (b1,b2)
# input: P = Full Factorial Parameters





# function: f_simD runs an LM simulation for all scenarios in P
# input: P, n, ce, trials, alpha
# output: $R: simulation summary statistics (all results)
# $R_b1h: mean, sd, and bias of beta1.hatˆ(M)
# $R_SE: mean, sd, and bias of SE(beta1.hatˆ(M))
# $R_MSPE: mean and sd of MSPEˆ(M)
#################
f_simD=function(P,n=100,ce=0,trials=1000,alpha=0.05){
b0=0; a=1; sig_e=1; sig_d=1; sig1=1; mu1=0; # fixed parameters
b1.h=rep(0,trials); SE.b1h=rep(0,trials); MSPE=rep(0,trials); Istat=rep(0,trials);
np=dim(P)[1]; res2=matrix(nrow=np,ncol=14);
for(p in 1:np){b1=P$b1[p]; b2=P$b2[p]; b3=P$b3[p]; phi=P$phi[p];
if(b3==0){if(phi==0){caseV=1}else{caseV=2}}else if(phi==0){caseV=3}else{caseV=4};



















G.3 Logistic Simulation Code (ch.3)
##################################################
# function: f_simG runs a logistic regression scenario for all scenarios in P
# input: n, P, trials, ce, firth, alpha
# output: $R: summary stats for b1.hatˆ(M) & SE(b1.hatˆ(M))
################################################
f_simG=function(n=100,P,trials=10,ce=0,firth=1,alpha=0.05){
b0=0; a=1; sig_e=1; sig_d=1; sig_e=1; sig1=1; mu1=0; # fixed parameters
np=dim(P)[1]; res2=matrix(nrow=np,ncol=13); # np=number of (b1,b2,b3,phi) scenarios
b1.h=rep(0,trials); SEb1.h=rep(0,trials); MSPE1=rep(0,trials); MSPE2=rep(0,trials);
Istat=rep(0,trials);
for(p in 1:np){ b1=P[p,1]; b2=P[p,2]; b3=P[p,3]; phi=P[p,4]
if(b3==0){if(phi==0){caseV=1}else{caseV=2}}else if(phi==0){caseV=3}else{caseV=4};
# fix X1 & X2 data across trials
X1=rnorm(n,mu1,sig1); X2=phi*(X1-mu1)/sig1+rnorm(n,a,sig_d);
if(ce==1){X1=X1-mean(X1); X2=X2-mean(X2)}; # centered predictors
eta=b0+b1*X1+b2*X2+b3*X1*X2; # linear predictor
muY=1/(1+exp(-eta)); # E(Y)=P(Y=1)






d.res=0*Y.hat; # deviance residuals
d.res[Y==0]=-sqrt(-2*log(1-Y.hat[Y==0]));









G.4 Rejection Rate Simulation Code
file.start1=’this_code’; # filename starters
colh=c(’blue’,’purple’,’magenta’,’pink’,’orange’,’brown’,’grey’,’black’); # happy colors
colgr2=paste("grey",seq(10,75,15),sep=’’); # grayscale colors
############################################
# function: f_pow calculates the theoretical or simulated rejection rate for all scenarios in P
# input: P, n, ce, trials, alpha,
# fixX = I(fix design matrix, X) for theoretical results
# seed1 = seed for X1, seed2 = seed for X2 (when fixX=1)
# output: $R_pow = simulated rejection rate,
# $T_pow = theoretical rejection rate
################################
f_pow=function(P,n=100,ce=0,trials=1000,alpha=0.05,fixX=0,seed1=14,seed2=15){
mu1=0; sig1=1; sig_d=1; sig_e=1; b0=0; a=1; # fixed
df1=n-2; # degrees of freedom for test stat
Istat=rep(0,trials); # I(reject H0)
np=dim(P)[1]; # number of scenarios
rej_pct=rep(0,np); # simulated rejection proportion
Powr=rep(0,np); # theoretical rejection rate
cv=qt(p=alpha/2,df=df1,lower.tail=F); # critical value
if(fixX==1){ # FIX design matrix to calculate theoretical rejection rate
set.seed(seed1); X1=rnorm(n,mu1,sig1); c1=X1-mean(X1); Z1=(X1-mu1)/sig1;
153
Xm=cbind(1,X1); # Design Matrix (misspecified model)
Hm=Xm%*%solve(t(Xm)%*%Xm)%*%t(Xm); # Hat Matrix (misspecified model)
smc=sum(c1ˆ2); sig.b1h=sig_e/sqrt(smc);
set.seed(seed2); d=rnorm(n,0,sig_d);
for(p in 1:np){ cat("\r",p,", "); flush.console();
b1=P$b1[p]; b2=P$b2[p]; b3=P$b3[p]; phi=P$phi[p];
X2=phi*Z1+a+d;
if(ce==1){X1=c1; X2=X2-mean(X2)}; # centered predictors
bias=(b2*sum(c1*X2)+b3*sum(c1*X1*X2))/smc;
eta=b0+b1*X1+b2*X2+b3*X1*X2; # linear predictor
muY=t(t(eta)); # mean response
lam1=(bias+b1)/sig.b1h; # noncentrality parameter 1
lam2=t(muY)%*%(diag(1,n)-Hm)%*%muY/(2*sig_eˆ2); # noncentrality parameter 2
pow1=pdnt(q=-cv,df=df1,ncp1=lam1,ncp2=lam2,lower.tail=T);
if(is.na(pow1)){Powr[p]=1; # Assuming pow1=na when ncp2 is LARGE
}else{pow2=pdnt(q=cv,df=df1,ncp1=lam1,ncp2=lam2,lower.tail=F); Powr[p]=pow1+pow2}};
return(list(’T_pow’=Powr));










# function: f_powG is the logistic regression analog to f_pow
# input: P, n, ce, trials, alpha, firth
# output: $R_pow = simulated rejection rate
################################
f_powG=function(P,n=100,ce=0,trials=1000,alpha=0.05,firth=1){
mu1=0; sig1=1; sig_d=1; sig_e=1; b0=0; a=1; # fixed parameters
Istat=rep(0,trials); # I(reject H0)
np=dim(P)[1]; # number of scenarios
rej_pct=rep(0,np); # simulated rejection rate





for(t in 1:trials){Y=apply(t(muY),2,function(x) rbinom(1,1,x));
mod1=logistf(Y˜X1,family=binomial,firth=firth);
Istat[t]=(mod1$prob[2]<alpha)};





# input: pow = rejection rate vector,
# P, Date, sav, LG, cor, ce,
# op = ylab option (1: ’Simulated...’; 2: ’Theoretical’),
# custL = custom y-axis label,
# col1 = line colors (colh=color, colgr2=grayscale),









if(ce==0){xL=expression(beta[1]); mL=expression(’(’˜beta[2]˜’,’˜beta[3]˜’) = (’);
}else{xL=expression(beta[1]ˆ’*’); mL=expression(’(’˜beta[2]ˆ’*’˜’,’˜beta[3]ˆ’*’˜’) = (’)};
if(missing(custL)){if(op==1 | LG==1){yL=’Simulated Rejection Rate’;
}else{yL=’Theoretical Rejection Rate’}; }else{yL=custL};
if(missing(Date)){Date=D};
x12=c(min(p1[,1]),max(p1[,1])); # xlim






for(i in 1:L3){ b2=vb3[i]; pow_i=pow[p1$b2==b2]; p1_i=p1[p1$b2==b2,];
for(j in 1:L3){ b3=vb3[j]; # include blank plot for (0,b3)










G.5 Simulation Summary Output Code
col24=c(’darkgreen’,’darkmagenta’,’magenta’,’green’); # pink/green colors
colgr=paste("grey",seq(10,80,20),sep=’’); # grayscale
##############################################
# function: plot_stats3 generates displays fractional factorial results
# input: Res1 = simulation results;
# P, stats, Date, cor, sav, LG, ce
# colr = color vector (colgr: greyscale; col24: pink/green)
#
# output: Figure with graphs of (stats,rho); 1 plot per b3




r1=Res[,stats]; p1=P; phi=unique(p1$phi); lR=length(phi);
if(cor==1){rho2=phi/sqrt(phiˆ2+1); tcor="_cor_"; xL=expression("Correlation, "˜rho);
}else{rho2=phi; xL=expression(phi); tcor=’’};






if(sav==1){ # SAVE FILE
flab=paste(’plot-’,LMt,’_’,deparse(substitute(Res)),tcor,stats,’_’,Date,’.pdf’,sep=’’);
pdf(file=file.path(plotdir,flab),width=ww,height=hh,pointsize=12)};
yL=stat_tag(stats=stats,LG=LG,ce=ce)$tag; # y-axis label





for(i in 1:length(vb3)){b3i=vb3[i]; rho2i=rho2[p1$b3==b3i,];
Pi=p1[p1$b3==b3i,]; Ri=r1[p1$b3==b3i]; # Ri: stats; Pi: parameters
if(ce==0){mL=bquote(beta[3]==.(b3i))}else{mL=bquote(beta[3]ˆ’*’==.(b3i))};
plot(rho2i,Ri,col=’white’, main=mL, xlab=xL, ylab=yL, ylim=y12);












# function: stat_tag returns R expression for a given column index
# input: stats, LG, ce
# output: $tag = R expression for plot label
############################
## EXPRESSIONS to be referenced by stat_tag. ##########
## tij: i=estimator (1:b1.hat, 2: SE, 3:bias); j=sum. stat (a: mean, b: sd, c:bias)











































































# function: stat_lat returns latex syntax for column name
# input: stats, LG, ce
# output: $lag_tag = LaTeX expression for specific statistic
############################





















































# input: P, stats, LG, ce, cor, ce
# dat1, dat2, and dat3 are 3 replicates from simulations
# output: 8 ANOVA tables from lm(stats˜factor(b3)*factor(rho));







capt.where=’top’; # caption placement
capL=stat_lat(stats=stats,LG=LG,ce=ce)$lat_tag; # caption
nP=dim(P)[1];





















# input: P, stats, LG, cor, ce, sav
# dat1, dat2, and dat3 are 3 replicates from simulations
# leg_where = legend placement
# Date = date for file






















b12=unique(P$b1,P$b2); L12=dim(b12)[1]; # (b1,b2) combos






















& \\multicolumn{2}{|c|}{$\\widehat{MSPE}ˆ{(M)}$} \\\\ ",
"$\\beta_3$ & $\\rho$ & mean & sd & bias & mean & sd & bias & mean & sd \\\\");





& \\multicolumn{2}{|c|}{$\\widehat{MSPE}ˆ{(M)*}$} \\\\ ",
"$\\beta_3ˆ*$ & $\\rho$ & mean & sd & bias & mean & sd & bias & mean & sd \\\\");






& \\multicolumn{2}{|c|}{$\\widehat{MSPE}_2ˆ{(M)}$} \\\\ \\hline ",
"$\\beta_3$ & $\\rho$ & mean & sd & bias & mean & sd & mean & sd & mean & sd \\\\");






& \\multicolumn{2}{|c|}{$\\widehat{MSPE}_2ˆ{(M)*}$} \\\\ \\hline ",
"$\\beta_3ˆ*$ & $\\rho$ & mean & sd & bias & mean & sd & mean & sd & mean & sd \\\\");
#################### # Rejection Rate Column Labels
addRej=list(); addRej$pos=list(0,0);
addRej$command=c("\\cline{4-5} \\multicolumn{3}{c}{\\hspace{0.01in}}
& \\multicolumn{2}{|c|}{Rejection Rate } \\\\ \\hline ",
"$\\beta_2 \\, (\\beta_2ˆ*)$ & $\\beta_3 \\, (\\beta_3ˆ*)$ & $\\rho$ & Uncentered & Centered \\\\");




& \\multicolumn{2}{|c|}{Type I Error Rate} \\\\ \\hline ",




# input: P, Date, ce, LG,
# R=simulated results, phi = custom phi vector
# output: LaTeX table of Simulation Results
#############################
f_xtable=function(P,R,phi,Date,ce=0,LG=0){
if(missing(Date)){Date=D}; # custom date
if(missing(phi)){phi=unique(P[,4])}else{P=P[P[,4] %in% phi,]}; # custom phi
lR=length(phi);
if(LG==0){rcol2=9; LMt=’LM_’; cmod=’for LMs’; tabledir=tabl.dir;
align1=’r|rr|rrr|rrr|rr|’; if(ce==0){Add2=add2}else{Add2=add2c}
}else{rcol2=10; LMt=’LG_’; cmod=’for logistic models’; tabledir=tableG.dir;
align1=’r|rr|rrr|rr|rr|rr|’; if(ce==0){Add2=addG}else{Add2=addGc}};
if(ce==0){wpred=’ with uncentered predictors.’;
capt_start=’Simulation results for $(\\beta_1,\\beta_2)=(’;
}else{wpred=’ with centered predictors.’;
capt_start=’Simulation results for $(\\beta_1ˆ*,\\beta_2ˆ*)=(’};
r1=cbind(P[,3],P[,4]/sqrt(P[,4]ˆ2+1),R[,2:rcol2]); # table content
L3=length(unique(P[,3])); # number of b3’s
b12=unique(P[,1:2]); L12=dim(b12)[1]; # (b1,b2) combos
lab1=paste(LMt,deparse(substitute(R)),’_’,sep=’’);













# input: P, Date, LG,
# rej_rate = rejection rate from uncentered predictors,
# rej_rateCE = rejection rate from centered predictors,
# phi = custom phi vector
# type1 = I(just Type I error rate),
# output: LaTeX table with simulated rejection rate
###############
xtable_rej=function(P,rej_rate,Date,phi,type1=1,LG=0,rej_rateCE){
capt.where=’bottom’; # caption placement
if(missing(Date)){Date=D}; # default date
if(missing(phi)){phi=unique(P$phi)}else{P=P[P$phi %in% phi,]}; # custom rho




rhose=P$phi/sqrt(P$phiˆ2+1); # correlation values
r1=cbind(P[,2:3],rhose,rej_rate,rej_rateCE)[P$b2!=0,]; # cut out b2=0
b1v=unique(P[P$b2!=0,1]); L1=length(b1v); # unique b1 values
b23=unique(P[P$b2!=0,2:3]); L23=dim(b23)[1]; # unique (b2,b3) pairs





caption.placement=capt.where, floating=T, include.rownames=F, include.colnames=F,
add.to.row=addT1, hline.after=c(lR*0:(L23-1),nrow(dataL)));
}else{for(i in 1:L1){ b1=b1v[i]; # 1 table per value of b1
160









G.6 Code for the Theoretical Rejection Rate in Figure 2.3
## Input parameters
PPot=f_choice(v=seq(-1.5,1.5,0.03),v23=c(-1,0,1),z=0,r=3)$P;
PPot0=PPot[PPot[,2]!=0 | PPot[,3]!=0 | PPot[,4]==0,];
## Theoretical Rejection Rate for fixed X1, X2 data
Theo_rr=f_pow(P=PPot0,trials=1,fixX=1,seed1=14,seed=15)$T_pow; # uncentered predictors
Theo_rrC=f_pow(P=PPot0,trials=1,fixX=1,ce=1,seed1=14,seed2=15)$T_pow; # centered predictors




## Save rejection rate figures
plot_pow3(pow=Theo_rrA,Par=PPot0A,sav=1,col1=colgr,op=0,ce=0);
plot_pow3(pow=Theo_rrCA,Par=PPot0A,sav=1,col1=colgr,op=0,ce=1);










}else if(plot_n2!=0){mL=paste("A: #",plot_n,". B: #",plot_n2,sep=’’);
}else{mL=paste("#",plot_n,".")};




























# function: res_plot1 returns data X1 and Y
# input: n, ce,
# b1, b2, b3, phi = model coeff.s for X1, X2, X3
# logY=I(response=logY)
# plot_n = plot number (identifier)
# op = type(s) of residual plot
# op=1: (X1,resid)
# op=2: (X1,resid), (X2,resid), (partial resid, resid), KEY
# op=3: (X1,resid), (X2,resid), (partial resid, resid), Checkboxes
# yop = I(return data for X1, X2, resid, and partial partial)
# output: $case, $plot_num, $b1.hat,
# $DATA = c(X1,X2,e,added_e) if yop=1
# *Note: standardized residuals are used here.
################################
res_plot1=function(n=100,b1=1,b2=1,b3=1,phi=1,logY=0,ce=0,plot_n=1,op=1,yop=0){
mu1=0; sig1=1; b0=0; a=1; sig_d=1; sig_e=1;
X1=rnorm(n,mu1,sig1);
X2=phi*(X1-mu1)/sig1+rnorm(n,a,sig_d);
if(ce==1){X1=X1-mean(X1); X2=X2-mean(X2)}; #centered predictors




mod1=lm(Y˜X1); # fit simple LM
tX=paste("#",plot_n,".",sep="");
yL=’Stand. Residuals’; # y-axis label
b1.h=round(mod1$coef[2],3); # beta1.hatˆ(M)
e=rstandard(mod1); # standardized residuals
plot(X1,e,xlab=expression(˜’Predictor,’˜X[1]),ylab=yL,main=tX);














# function: resplots_2perH saves a multi page handout w/2 datasets per case
# input: n, ce, Date,
# pn0 = previous plot number,
# op = type of residual plot(s) for res_plot1,













P[11:12,5]=1; # transform Y
mix=sample(1:12,12,replace=F); # mixed up dataset order
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cases=rep(0,12); # mixed up cases
b1s=rep(0,12); # estimated regression slopes
if(op!=1){ h1=5.96; w1=7.71; mm=3; nn=4}else{w1=9.62; h1=4.6; mm=2; nn=5};
















# input: DATA=cbind(X1,X2,e,added_e), plot_n = plot number
# output: res_plot1(op=3,plot_n=plot_n) for given DATA
##############
res_plot1H=function(DATA,plot_n=1){











# function: resplot_2H makes 2 versions of the same handout (with order changed)
# input: n, ce, Date,
# pn0=previous plot number, ftxt = text for filename, seed1=I(set.seed)
















P[11:12,5]=1; # I(transform Y)
mix=sample(1:12,12,replace=F); # mixed dataset order
mix2=sample(1:12,12,replace=F); # 2nd ordering
cases=rep(0,12); # mixed up cases
b1s=rep(0,12); # estimated regression slopes



















write.table(w,file=file.path(tabl3.dir,tbl_lbl),sep=’,’,row.names=F); # Coeff. Key: .CSV file
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