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The general class of Gaussian Schmidt-number witness operators for bipartite systems is studied. It is shown
that any member of this class is reducible to a convex combination of two types of Gaussian operators using
local operations and classical communications. This gives rise to a simple operational method, which is solely
based on measurable covariance matrices of quantum states. Our method bridges the gap between theory and
experiment of entanglement quantification. In particular, we certify lower bounds of the Schmidt number of
squeezed thermal and phase-randomized squeezed vacuum states, as examples of Gaussian and non-Gaussian
quantum states, respectively.
PACS numbers: 03.67.Mn, 42.50.Dv
I. INTRODUCTION
Entanglement detection and quantification are of great rele-
vance for quantum information and quantum communication
science [1–3]. Two problems of significant importance then
arise. First, one is interested to find out whether a quantum
state is separable or entangled. Second, if the state is entan-
gled, one needs to quantify the amount of entanglement. A
large amount of work is devoted to the first problem, dealing
with the separability criteria [4–9]. The answer to the sec-
ond question requires proper entanglement measures [10, 11],
which is rather complicated in general.
A possibility to answer this problems is the use of the
Schmidt number (SN) [10, 12, 13]. It generalizes the Schmidt
rank [3] to bipartite mixed states, based on a convex roof con-
struction [10, 14, 15]. Therefore, the SN is closely related
to the quantum superposition principle. It gives the minimal
number of superpositions needed to construct the state under
study. In other words, it is directly connected to the num-
ber of global superpositions of two entangled subsystems. It
has been shown that the SN fulfills the axioms of entangle-
ment measures [16–19]. Moreover, it does not increase under
all separable operations, so that it is a universal entanglement
measure [20]. Note that the convex sets of states having a
SN less than or equal to r, %ˆ ∈ Sr, have a nested structure
of the form S1 ⊂ S2 · · · ⊂ Sr · · · ⊂ S∞. Thus, to verify to
which set a state belongs, one can apply the method of SN wit-
nesses [21]. For practical applications, however, this requires
specifying the accessible observables.
In practice, continuous variable (CV) entangled states are
often composed of squeezed states. Hence, the latter are a key
resource for CV quantum information processing and com-
munication [22]. They are also fundamental in quantum tele-
portation protocols [23, 24]. Measurements are usually based
on balanced homodyne detection, which easily yields the co-
variance matrix (CM). The squeezed states and the resulting
CV entangled states are usually Gaussian and hence they are
completely characterized by their CM [25, 26]. The sepa-
rability problem of bipartite Gaussian states was completely
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solved [27, 28]. However, even for this class of states, an
experimentally accessible entanglement quantification is still
missing. In fact, CV entanglement measures for broad exper-
imental applications are presently unknown [29].
In the present contribution, we fully characterize the bipar-
tite Gaussian SN witness operators. We show that, up to sec-
ond order moments, there exist two generating classes of SN
witnesses so that any Gaussian witness operator can be ex-
pressed as a convex combination of them. This relates SN
witnessing to the measurable CM of the quantum state un-
der study, which leads to a simple operational method of en-
tanglement quantification. For Gaussian state this method is
complete. For non-Gaussian states it still yields useful lower
boundaries, which certify a definite amount of entanglement.
Rather than searching for the best witness for any quantum
state, we aim at extracting maximal information from the CM,
which is usually recorded in CV experiments. We apply our
approach to the entanglement quantification of examples of
Gaussian and non-Gaussian mixed quantum states.
The paper is organized as follows. In Sec. II we review the
SN witnesses and their optimization. Then, we introduce the
general form of Gaussian SN witnesses and solve the set of
SN eigenvalue equations. The process of SN witnessing using
the measurable CM is considered in Sec. III. Some examples
are discussed in this section. A summary and conclusions are
given in Sec. IV.
II. GAUSSIAN SN WITNESSES
In the following, we briefly review the SN witnesses and
their optimization problem (see Ref. [21] and references
therein). In particular, we will study the class of Gaussian
SN witnesses. This yields an efficient method to count global
quantum superpositions.
A. Optimized SN witnesses
A SN-r witness Wˆ is a Hermitian operator such that
〈Wˆ〉 := Tr(%ˆWˆ) > 0, with %ˆ ∈ Sr, that is for all states having
a SN less than or equal to r. It is also required that 〈Wˆ〉 < 0
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2for at least one state with a SN greater than r, %ˆ /∈ Sr. Since
any witness operator can be written as
Wˆ = Lˆ−λIˆ, (1)
with Lˆ being a positive semidefinite operator, one can opti-
mize any SN witness operator by choosing λ to be the infi-
mum of Lˆ over all pure (and consequently mixed) quantum
states. That is, if Spurer denotes the set of pure states having a
SN less or equal to r, we get
λ = gr := inf
{
〈χ| Lˆ |χ〉 : |χ〉 〈χ| ∈ Spurer
}
. (2)
Hence, a quantum state %ˆ has a SN greater than r, if and only if
there exists a positive semidefinite Hermitian operator Lˆ such
that
〈Lˆ〉 < gr. (3)
Obviously, by this optimization, there exists no finer witness
constructed from Lˆ in the form of Eq. (1). In other words,
the number of states %ˆ /∈ Sr which can be detected by Wˆ
is maximal. Hereafter, we only speak of the test operator Lˆ
rather than witness operator Wˆ , having in mind that they are
related through Eq. (1).
Following Ref. [21], the optimization leads to the set of SN
eigenvalue equations for r > 1:
Lˆ~ξ|~ζr〉 = grI~ξ|~ζr〉, (4)
Lˆ~ζ |~ξr〉 = grI~ζ |~ξr〉, (5)
in which each component of |~ζr〉=( |ζ1〉 · · · |ζr〉 )T and
|~ξr〉=( |ξ1〉 · · · |ξr〉 )T belongs to the first and second
Hilbert space, respectively. Moreover, for Aˆ ∈ {Lˆ, I} and
i, j=1, 2, . . . , r, we have used the definitions
Aˆ~ξ;i,j = Tr2(Aˆ [I1 ⊗ |ξj〉 〈ξi|]) (6)
Aˆ~ζ;i,j = Tr1(Aˆ [|ζj〉 〈ζi| ⊗ I2]), (7)
being the components of the block operators Aˆ~ξ and Aˆ~ζ ,
which act on |~ζr〉 and |~ξr〉, respectively. For any given SN
r, the lowest common eigenvalue of Eqs. (4) and (5) is the
value optimizing the witness operator Wˆ . In the lowest order,
r = 1, Eqs. (4) and (5) reduce to the separability eigenvalue
equations as introduced in [30].
B. Bipartite Gaussian tests
To obtain analytical solutions of Eqs. (4) and (5) is, in gen-
eral, a sophisticated task. However, it is possible to solve them
for two maximally correlated cases and to provide the most
general SN test based on the CM. We consider the general
class of two-mode positive semidefinite Hermitian operators
given in the form
Lˆ = xˆTΩxˆ + aT xˆ + C, (8)
where xˆT = ( qˆ1 pˆ1 qˆ2 pˆ2 ) define the position and conju-
gate momentum operators, aT = ( α1 β1 α2 β2 ) ∈ R4 is
an arbitrary vector, and Ω is a real Hermitian matrix:
Ω =
(
Ω1 Ωc
ΩTc Ω2
)
. (9)
It is well-known that for any local linear unitary transfor-
mation Uˆj (j=1, 2), there exists a symplectic transformation
Sj ∈ Sp(2,R) with det(Sj)=1, so that Uˆj( qˆj pˆj )T Uˆ†j =
Sj( qˆj pˆj )
T [31]. Accordingly, the CM of any state %ˆ can be
written in the form
V =
(
V1 Vc
VTc V2
)
, (10)
where V = Tr(%ˆsxˆxˆT ), such that V1 = v1I2×2, V2 =
v2I2×2 and Vc = diag(vc,1, vc,2) form diagonal submatri-
ces [27, 28, 32]. Here, %ˆs is the standard form of the density
operator as used to form the standard form of the CM. It is
obtained from %ˆ under some appropriate local, unitary trans-
formations. In this form 〈qˆj〉= 〈pˆj〉=0 and 〈qˆj pˆk〉=0 for
j, k=1, 2. This leads to the following result: For any Gaus-
sian test operator of the form (8) one can write
Tr(%ˆsLˆ) = ω1
〈(
qˆ21 + pˆ
2
1
)〉
+ ω2
〈(
qˆ22 + pˆ
2
2
)〉
+ωc;1 〈qˆ1qˆ2〉+ ωc;2 〈pˆ1pˆ2〉 , (11)
with Ω1=ω1I2×2, Ω2=ω2I2×2, and Ωc=diag(ωc;1, ωc;2)/2.
For the proof, let us fix the representation of the state to the
standard form %ˆs. Obviously, the transformation from original
to the standard form of the density operator, %ˆ→%ˆs, does not
affect the separable or entangled structure of the state and thus
the SN, because we only dealt with local operations. Consider
the expectation value Tr(%ˆsLˆ), where Lˆ is given in Eq. (8).
The last term in Lˆ, regardless of the state, gives a constant C.
Then, without loss of generality, it can be set to be zero. The
linear term, as well as those corresponding to off-diagonal ele-
ments of Ωj (j=1, 2, c), will vanish by using a local displace-
ment operation and the standard form of the CM. Therefore,
we can choose these elements to be zero.
Now, the diagonal real matrices are reduced to
Ωj =
(
ωj;1 0
0 ωj;2
)
, j = 1, 2, c. (12)
For j = 1, 2, the latter can be transformed into Ωj = ωjI2×2
with two appropriate local squeezing operations which is
equivalent to apply the following (local) symplectic transfor-
mation to Lˆ:
S =
2⊕
j=1
Sj , (13)
Sj =
(
sj 0
0 1/sj
)
, sj =
(
ωj;2
ωj;1
) 1
4
. (14)
Note that, hereafter, local orthogonal matrices M1 and M2
acting on the first and second modes, respectively, do not af-
fect Ω1 and Ω2. At this point, the coupling matrix Ωc takes
3the form
Ω′c=S
T
1 ΩcS2 =
(
s1s2ωc;1 0
0 ωc;2/s1s2
)
:=
(
ω′c;1 0
0 ω′c;2
)
.
(15)
After dropping the primes for shortening and to keep the con-
sistency of the notation, the expectation value of the corre-
sponding test operator takes the form
Tr(%ˆsLˆ) = ω1
〈(
qˆ21 + pˆ
2
1
)〉
+ ω2
〈(
qˆ22 + pˆ
2
2
)〉
+ωc;1 〈qˆ1qˆ2〉+ ωc;2 〈pˆ1pˆ2〉 . (16)
In general, the operator Lˆ in Eq. (11) can be written as the
convex combinations of the form
Lˆ = αLˆp+(1− α)Lˆn, (17)
of two maximally correlated operators,
Lˆp = ω1
(
qˆ21+pˆ
2
1
)
+ω2
(
qˆ22+pˆ
2
2
)
+ωc (qˆ1qˆ2+pˆ1pˆ2) , (18)
Lˆn = ω1
(
qˆ21+pˆ
2
1
)
+ω2
(
qˆ22+pˆ
2
2
)
+ωc′ (qˆ1qˆ2−pˆ1pˆ2) , (19)
where 0 ≤ α ≤ 1, ωc = (ωc;1 + ωc;2)/α and ωc′ =
(ωc;1 − ωc;2)/(1 − α). Semiboundedness of Lˆp,n then im-
plies that ω2c<4ω1ω2 and ω
2
c′<4ω1ω2. In Appendix A we
have solved the SN eigenvalue problem for the operators in
Eqs. (18) and (19), which are semibounded from below. Ac-
cordingly, two particular boundary SN eigenvalues for Lˆp are
obtained as
g1,min=ω1+ω2, g∞,min=
√
(ω1−ω2)2+ω2c . (20)
In the same way, for Lˆn we have
g1,min=ω1+ω2, g∞,min=
√
(ω1+ω2)
2−ω2c′ . (21)
Now, given any SN r, gr,min is the lowest expectation value,
Tr(%ˆsLˆp,n), which a state %ˆs ∈ Sr can attain. Thus, if for the
state under study the expectation value drops below gr,min,
then its SN exceeds the value r. Note that this method not
only identifies entanglement, but also yields an entanglement
measure in the form of a lower bound on the SN of the state.
The particular boundaries gr,min are explicitly given in Ap-
pendix A in forms of minors.
It is noteworthy that the action of the partial transposition
map Λj %ˆ = %ˆTj , with Λj=diag(1,∓1, 1,±1) (j=1, 2), is
equivalent to a mirror reflection of the jth subsystem in the
phase space, or just the local time reversal of the jth subsys-
tem [27, 28]. Applying Λj (j=1, 2) to Lˆp,n brings about a
sign change of the determinant of Ωc. The other way around,
under partial transposition (PT) transformation Lˆp converts
into Lˆn and vice versa.
III. APPLICATION
In the following section, after the general argument of how
to apply the witnesses based in Eqs. (18) and (19) to ex-
perimentally measured data, we examine examples of mixed
Gaussian and non-Gaussian states. To quantify the entangle-
ment of a bipartite quantum state within an experiment, we
follow these steps:
(i) Measure the CM of the state using standard methods,
e.g., homodyning. This is simply to measure the auto- or
cross-correlations of the moments or quadratures up to
second order.
(ii) Transform the CM into its standard form, defined in
Eq. (10).
(iii) Choose the appropriate test operator between Lˆp and
Lˆn: If det(Vc)>0, Lˆp and if det(Vc)<0, Lˆn should
be choosen. If det(Vc)=0 and Vc 6= 0 one should ex-
amine both of the test operators Lˆp and Lˆn.
(iv) Construct the expectation value of the test operator
Tr(%ˆsLˆp,n)=2(v1ω1+v2ω2)+ωc,c′(|vc,1|+|vc,2|). (22)
(v) Optimize the parameters of the test operator, namely ω1,
ω2, and ωc or ωc′ .
Let us point out that, if Vc=0 the method is not useful to
be applied. This is because V is a bona fide CM if and only
if vj ≥ 1/2 (j = 1, 2) [31]. Therefore, vanishing cross cor-
relations give rise to an expectation value of the test opera-
tors Tr(%ˆsLˆp,n) ≥ g1,min, cf. step (iv). Hence, no SN>1 can
be identified when there is no cross correlations in the CM.
In fact, we always choose the test operator which gives the
largest contribution from cross correlations.
So far, we have seen that a second optimization of the test
operators Lˆp,n is needed. That is, for detecting the SN with
the best precision, one should choose the optimized values for
the parameters ωj , j=1, 2, c, c′. This can be done by defining
the distance from the lowest bound of the operator Lˆp,n as
∆p,n := g∞,min − Tr(%ˆsLˆp,n)
=
√
(ω1 ∓ ω2)2 ± ω2c,c′
− 2 (v1ω1 + v2ω2 + |vc|ωc,c′) . (23)
in which |vc| := (|vc,1| + |vc,2|)/2. The optimal values for
the parameters ωj , j = 1, 2, c, c′ are obtained at the minimum
point of this function. Accordingly, this point is given by the
solution of the equation ∆p,n = 0. We assume ωc,c′ as the
free parameter for the optimization and we simply obtain
ωc,c′ = (4v
2
c ∓ 1)−1
[
− 4|vc| (v1ω1 + v2ω2)
∓
√
±4(v1ω1 + v2ω2)2 + (4v2c ∓ 1) (ω1 ∓ ω2)2
]
, (24)
However, this is not the only condition. One should also note
that semiboundedness of Lˆp,n requires that
ω2c,c′ < 4ω1ω2. (25)
4Some states may fail to satisfy both these conditions. In
such cases, we find the best choices by solving the equation
∂∆/∂ωc′ = 0 to get
ωc = −2|vc (ω1 − ω2) |√
1− 4v2c
, |vc| < 1
2
, (26)
ωc′ = −2|vc| (ω1 + ω2)√
1 + 4v2c
. (27)
A. Example of a Gaussian state
To examine our SN test operators, consider a two-mode
squeezed thermal state
%ˆ = Sˆab(γ, φ)(%ˆn¯1 ⊗ %ˆn¯2)Sˆ†ab(γ, φ), (28)
in which Sˆab(γ, φ) = exp{γ(eiφaˆ†bˆ† − e−iφaˆbˆ)} is the two
mode squeezing operator and
%ˆn¯j =
1
n¯j + 1
∞∑
nj=0
(
n¯j
n¯j + 1
)nj
|nj〉 〈nj |, (29)
for j = 1, 2 is the thermal state of each mode with the mean
thermal photon number n¯j . This state is a mixed Gaussian
state. Adding locally an equal amount of thermal noise m¯ to
each mode, we will get the following CM elements [33–37]:
v1,2 = (n¯1,2+
1
2
)cosh2γ+(n¯2,1+
1
2
)sinh2γ+m¯, (30)
vc = −v′c = (n¯1 + n¯2 + 1) sinh γ cosh γ, (31)
with det(Vc) = −v2c . This gives Tr(%ˆsLˆp) = 2(ω1v1+ω2v2)
which cannot detect entanglement. On the other hand, one has
Tr(%ˆsLˆn)=2(ω1v1 + ω2v2+ωc′vc). (32)
Now, a simple minimization of the function ∆n of Eq. (23)
gives the best choices of the parameters. It is easy to check
that, for this state, the region of the thermal noise in which
both of Eqs. (24) and (25) hold cannot exist. A real ωc′ re-
quires (assuming n¯1 = n¯2 = n¯)
4
[(
n¯+
1
2
)
(cosh 2γ) + m¯
]2
6 (2n¯+ 1)2 sinh2 2γ. (33)
In the simplest case, when n¯ = m¯ = 0, one has cosh22γ >
sinh22γ which is in contradiction with Eq. (33). Then, for a
squeezed thermal state the best choice of the parameter ωc′ is
always given by Eq. (27).
In Fig. 1 the changes of the normalized expectation value
of Lˆn for the squeezed thermal states versus the mean global
thermal noise occupation n¯1 = n¯2 = n¯ is depicted. The nor-
malization is done with respect to g1,min. The mean locally
added noise m¯ is taken to be zero and the squeezing parame-
ters are γ=0.7 and 0.98, corresponding to squeezing powers
of 9 and 11.5 dB, respectively. For n¯ = 0 one has an infinite
value of the SN. As global thermal noise increases, the SN
decays rapidly. However, one can see that the entanglement
of the states (i.e., SN> 1) can be identified up to n¯ ∼= 1.4 and
3 for γ = 0.7 and 0.98, respectively. Apparently, increasing
the amount of squeezing yields an increase of the robustness
of both the entanglement and its strength quantified by the SN
against globally added noise.
FIG. 1. (Color online) Logarithmic sketches of the normalized ex-
pectation value of the test operator Lˆn for squeezed thermal states
(m¯ = 0) versus the mean global thermal noise (blue, full lines). The
dashed lines represent the minimal SN-r eigenvalues gr . From top to
bottom, the value of r = 1, 2, . . . is increasing, the lowest (red, dot-
ted) curves represent g∞. The squeezing parameters are (a) γ=0.7
and (b) γ=0.98.
Figure 2 shows the semilogarithmic sketch of the normal-
ized expectation value of Lˆn for squeezed thermal states ver-
sus the mean thermal occupation of the locally added noise
m¯. In this case, the mean global thermal photon numbers
5are n¯1=n¯2=0. For γ=0.7 and no added noise the SN is infi-
nite. However, the SN reduces rapidly with increasing thermal
noise, so that only up to m¯∼=0.27 a SN> 1 can be detected.
With increasing the squeezing power, the robustness of the
entanglement increases significantly. For γ=0.98 the entan-
glement persists up to a mean thermal occupation of m¯∼=0.36.
This shows once again that increasing the amount of squeez-
ing yields an increase of the strength of entanglement quanti-
fied by the SN.
FIG. 2. (Color online) Logarithmic sketches of the normalized ex-
pectation value of the test operator Lˆn for squeezed thermal states
(n¯1=n¯2 = 0) versus the mean thermal occupation of the locally
added noise (blue, full lines). The dashed lines represent the minimal
SN-r eigenvalues gr . From top to bottom, the value of r = 1, 2, . . .
is increasing, the lowest (red, dotted) curves represent g∞. The
squeezing parameters are (a) γ=0.7 and (b) γ=0.98.
In Fig. 3 we demonstrate the change of normalized SN
eigenvalues and normalized expectation values of the test op-
erator with respect to the squeezing parameter γ for three dif-
ferent mean thermal occupancies. This variation is obviously
due to the change of the optimized choice of parameters ωj
for j=1, 2, c′. One can see that with decreasing thermal noise,
larger SN bounds can be identified when the squeezing is in-
creased. For example, in the case of m¯=0.05 in the interval
06γ61 the state crosses four SN levels and eventually reaches
a SN of at least r = 5. For m¯=0.1 the state crosses only two
SN level in the same interval. This confirms the fact that the
lower the thermal noise is, the larger is the amount of entan-
glement quantified by the SN, for a given squeezing strength.
FIG. 3. (Color online) The normalized SN levels and expectation
values of Lˆn for three squeezed thermal states versus squeezing pa-
rameter (full lines). The dashed lines represent the minimal SN-r
eigenvalues gr . From top to bottom, the value of r = 1, 2, . . . is
increasing, the lowest (red, dotted) curve represents g∞. Apparently,
the entanglement is getting stronger with decreasing thermal noise.
B. Application to non-Gaussian states
As pointed out before, one can apply both tests Lˆp and Lˆn
to certify a lower bound for the SN of non-Gaussian states.
A non-Gaussian state possesses higher order moments which
do not appear in the CM and thus needs higher order wit-
nesses [38–41]. Nevertheless, if the cross correlation ele-
ments of the CM exist, one can follow this method and quan-
tify the entanglement. We apply our method to a partially
phase-randomized squeezed vacuum state as an example of a
non-Gaussian state. This state may be produced by phase ran-
domization in one channel of a two-mode squeezed vacuum
state [42–44]. Such a state with a Gaussian phase-diffusion of
variance σ2 has a Fock basis representation of the form
%ˆσ = (1−2)
∑
m,n
m+ne{−σ
2(m−n)2/2} |m,m〉 〈n, n|, (34)
6with 06<1 being related to the squeezing parameter,  =
tanh γ. In the limit of σ → ∞, the resulting fully phase-
randomized squeezed vacuum state is separable.
It is straightforward to calculate the standard form of the
CM for %ˆσ given by the parameters
v1,2=(1+
2)/[2(1−2)], (35)
vc = −v′c = 2(1−2)−1e−σ
2/2. (36)
Likewise, we should use Lˆn as the appropriate test operator.
Then, one finds
Tr(%ˆσ,sLˆn)=2[(ω1+ω2)vj+ωc′vc]. (37)
For the best choice of the parameters ωj (j=1, 2, c′), a mini-
mization of the function ∆n given in Eq. (23) is required. In
turn, if we examine Eq. (24) for partially phase-randomized
squeezed vacuum states, after a short calculation we find that
this equation cannot hold. That is, one needs exp{−σ2} > 1
for σ 6= 0 which, regarding σ being a real parameter, is not
possible. So, as in the case of squeezed thermal states, one
should use Eq. (27) to obtain the optimized value of the pa-
rameter ωc′ .
In Fig. 4 we present the results for two values of the squeez-
ing strength, γ = 0.7 and 0.98. As discussed above, even
though the state is non-Gaussian, one can detect the entan-
glement and quantify it using the SN, solely by measuring
the CM of the state. Dashed lines represent SN-r eigenval-
ues. When the expectation value is below gr, the SN exceeds
the corresponding r-value, SN > r. For the squeezing pa-
rameter γ = 0.7, we can detect entanglement up to a phase-
randomization σ of about 0.775. It is also possible to detect
the entanglement up to σ∼=0.665 at γ = 0.98. It is reason-
able that with increasing strength of squeezing the fragility of
the state against dephasing increases. However, for stronger
squeezing and small values of the phase randomization, σ,
a larger SN can be identified. Note that the entanglement
of the state under study could be identified by entanglement
quasiprobabilities even for σ = 5, see [44]. However, the
Gaussian SN witnesses are a powerful tool to guaranty a cer-
tain Schmidt number. The method is relatively simple, since it
only requires to measure the covariance matrix elements of the
state to be analyzed. It also gives an insight into the amount
of entanglement for non-Gaussian quantum states.
IV. CONCLUSIONS
In conclusion, we have characterized the general class of bi-
partite Gaussian Schmidt-number witnesses. We have shown
that there exist two general forms of such operators. We draw
the close connection between Gaussian Schmidt-number tests
and the covariance matrix of quantum states, which is experi-
mentally accessible. Furthermore, we studied the application
of our method to observable CMs. In this sense, Gaussian
Schmidt-number witnesses are a simple operational tool for
detecting and quantifying entanglement of bipartite continu-
ous variable systems. This fills the gap between theoretical
and experimental methods for quantification of entanglement.
FIG. 4. (Color online) Logarithmic sketches of the normalized ex-
pectation value of the test operator Lˆn for a phase randomized, bi-
partite squeezed-state %ˆσ versus phase-randomization parameter σ
(blue, full lines). The dashed lines represent the minimal SN-r eigen-
values gr . From top to bottom, the value of r = 1, 2, . . . is increas-
ing, the lowest (red, dotted) curves represent g∞. For the squeez-
ing parameter of (a) γ=0.7 and (b) γ=0.98 entanglement can be
detected up to a phase randomization of σ∼=0.775 and σ∼=0.665, re-
spectively.
The power of the method is demonstrated by application to
two-mode squeezed thermal states as an example of bipartite
Gaussian states. This gives insight into the needed squeezing
and boundaries to the noise level for which a certain amount
of entanglement can be guaranteed. The Gaussian witness op-
erators are also useful for entanglement quantification of some
particular non-Gaussian states, as it is demonstrated for phase-
randomized squeezed vacuum states. Our method identifies a
lower bound of the Schmidt number for any quantum state,
7but not necessarily the greatest one for non-Gaussian states.
The advantage of our method is the possibility of entangle-
ment quantification by simply measuring covariance matrices,
which is practically simple.
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Appendix A: Solution of the SN-r eigenvalue problem
Here, we solve the SN eigenvalue problem [21] for the two forms of the Gaussian test operators, c.f. Eqs. (18) and (19).
We assume that the solutions of Eq. (4) are orthogonal and the solutions of Eq. (5) are orthonormal. These are well-justified
assumptions due to the existence of Schmidt decomposition for the final solution. For Lˆp, after representing the test operator in
terms of boson operators, aˆ ≡ (qˆ1 + ipˆ1)/
√
2 and bˆ ≡ (qˆ2 + ipˆ2)/
√
2, one obtains
{
2ω1N
(r)
1 + 2ω2bˆ
†bˆ+ ωc
(
A(r)bˆ† + A(r)†bˆ
)
+ ω1 + ω2
}
|~ζr〉 = gr|~ζr〉, (A1){
2ω1N
(r)
2 + 2ω2O
(r)
2 aˆ
†aˆ+ ωc
(
B(r)aˆ† + B(r)†aˆ
)
+ (ω1 + ω2)O
(r)
2
}
|~ξr〉 = grO(r)2 |~ξr〉, (A2)
in which
N
(r)
1 =
 〈ξ1| aˆ
†aˆ |ξ1〉 · · · 〈ξ1| aˆ†aˆ |ξr〉
...
. . .
...
〈ξr| aˆ†aˆ |ξ1〉 · · · 〈ξr| aˆ†aˆ |ξr〉
 ,
N
(r)
2 =
 〈ζ1| bˆ
†bˆ |ζ1〉 · · · 〈ζ1| bˆ†bˆ |ζr〉
...
. . .
...
〈ζr| bˆ†bˆ |ζ1〉 · · · 〈ζr| bˆ†bˆ |ζr〉
 ,
A(r) =
 〈ξ1| aˆ |ξ1〉 · · · 〈ξ1| aˆ |ξr〉... . . . ...
〈ξr| aˆ |ξ1〉 · · · 〈ξr| aˆ |ξr〉
 ,
B(r) =
 〈ζ1| bˆ |ζ1〉 · · · 〈ζ1| bˆ |ζr〉... . . . ...
〈ζr| bˆ |ζ1〉 · · · 〈ζr| bˆ |ζr〉
 ,
O
(r)
2 =
 〈ζ1 |ζ1〉 · · · 〈ζ1 |ζr〉... . . . ...
〈ζr |ζ1〉 · · · 〈ζr |ζr〉
 , (A3)
We can transform the matrix A(r) of Eq. (A1) in an upper triangular form, and consequently A(r)† in a lower triangular form
by using a unitary transformation of the basis vectors of the first system, because this transformation does not change the SN
eigenvalue equation or the SN eigenvalues. Then, the solution leads to SN-r eigenvectors as |ϕr〉 =
r∑
n=1
ϕ
(r)
n |n−1〉 |r−n〉. The
key point to obtain the solution is that Eq. (A1) contains the operator bˆ†bˆ as its diagonal elements, so that the only possibility
for |ζi〉 to be its eigenvector is a Fock state. Moreover, the appearance of bˆ† (b) on the upper (lower) triangle imposes that
8〈ξi| aˆ |ξj〉=0 when i 6=j + 1 (〈ξi| aˆ† |ξj〉=0 when i neqj − 1). Then, the matrix form of this equation is obtained as
2ω2bˆ
†bˆ ωcbˆ†
ωcbˆ
. . .
2[(i−1)ω1+ω2bˆ†bˆ]
√
iωcbˆ
†√
iωcbˆ 2[iω1+ω2bˆ
†bˆ]
. . .
√
r−1ωcbˆ†√
r−1ωcbˆ 2[(r−1)ω1+ω2bˆ†bˆ]


ϕ
(r)
1 |r−1〉
...
ϕ
(r)
i |r−i〉
ϕ
(r)
i−1 |r−i−1〉
...
ϕ
(r)
r |0〉

= g′

ϕ
(r)
1 |r−1〉
...
ϕ
(r)
i |r−i〉
ϕ
(r)
i−1 |r−i−1〉
...
ϕ
(r)
r |0〉

, (A4)
where g′r = gr − ω1 − ω2. Eigenvalues are then given by the following rth order determinant:∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2(r−1)ω2−g′r ωc
ωc
. . .
2[(i−1)ω1 + (r − i)ω2]− g′r
√
(r−i)iωc√
(r−i)iωc 2[iω1+(r−i−1)ω2]−g′r
. . .
√
r−1ωc√
r−1ωc 2(r−1)ω1−g′r
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0. (A5)
Note that, in principle, the SN-r eigenvector could be constructed from any subset of Fock states {|n〉, . . . , |n+r−1〉} (n ∈
{0, 1, 2, . . . }). However, since we are looking for the minimum possible eigenvalue, we have chosen the set of Fock states to
begin from zero (n = 0).
Concerning the mathematical treatment to solve SN-r eigenvalue equations, there is no restriction on the parameters. However,
since we are interested in the bounded Hermitian operators for witnessing, we assume that ωj > 0 (j=1, 2). Then, the resulting
class of operators will be semibounded from below. Two limiting cases for optimal SN-r eigenvalues are then
g1,min = ω1 + ω2, g∞,min =
√
(ω1 − ω2)2 + ω2c . (A6)
Repeating the same procedure for Lˆn results in the set of SN-r eigenvectors of the form |ψr〉 =
r∑
n=1
ψ
(r)
n |n− 1〉 |n− 1〉. The
matrix equation is given by
2ω2bˆ
†bˆ ωc′ bˆ
ωc′ bˆ
† . . .
2[(i−1)ω1+ω2bˆ†bˆ]
√
iωc′ bˆ√
iωc′ bˆ
† 2[iω1+ω2bˆ†bˆ]
. . .
√
r−1ωc′ bˆ√
r−1ωc′ bˆ† 2[(r−1)ω1+ω2bˆ†bˆ]


ψ
(r)
1 |0〉
...
ψ
(r)
i |i−1〉
ψ
(r)
i−1 |i〉
...
ψ
(r)
r |r−1〉

= g′

ψ
(r)
1 |0〉
...
ψ
(r)
i |i−1〉
ψ
(r)
i+1 |i〉
...
ψ
(r)
r |r−1〉

. (A7)
9in which g′r = gr − ω1 − ω2. Therefore, the eigenvalues are given through the rth order determinant∣∣∣∣∣∣∣∣∣∣∣∣∣
−g′r ωc′
ωc′
. . .
2(i−1)(ω1 + ω2)−g′r iωc′
iωc′ 2i(ω1+ω2)−g′r
. . . (r−1)ωc′
(r−1)ωc′ 2(r−1)(ω1+ω2)−g′r
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0. (A8)
In this case, the limiting optimal eigenvalues are
g1,min = ω1 + ω2, g∞,min =
√
(ω1 + ω2)
2 − ω2c′ . (A9)
Note that for r =∞, the corresponding minimum SN eigenvalue is just the ground state of the test operator, cf. Ref. [45].
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