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Encoding and decoding quantum information in a multipartite quantum system
are indispensable for quantum error correction and also play crucial roles in multi-
party tasks in distributed quantum information processing such as quantum secret
sharing. To quantitatively characterize nonlocal properties of multipartite quantum
transformations for encoding and decoding, we analyze entanglement costs of encod-
ing and decoding quantum information in a multipartite quantum system distributed
among spatially separated parties connected by a network. This analysis generalizes
previous studies of entanglement costs for preparing bipartite and multipartite quan-
tum states and implementing bipartite quantum transformations by entanglement-
assisted local operations and classical communication (LOCC). We identify condi-
tions for the parties being able to encode or decode quantum information in the
distributed quantum system deterministically and exactly, when inter-party quan-
tum communication is restricted to a tree-topology network. In our analysis, we
reduce the multiparty tasks of implementing the encoding and decoding to sequen-
tial applications of one-shot zero-error quantum state splitting and merging for two
parties. While encoding and decoding are inverse tasks of each other, our results
suggest that a quantitative difference in entanglement cost between encoding and
decoding arises due to the difference between quantum state merging and splitting.
Keywords: quantum encoding and decoding, multipartite entanglement transformation,
quantum network, entanglement cost, distributed quantum information processing
∗Electronic address: yamasaki@eve.phys.s.u-tokyo.ac.jp
†Electronic address: murao@phys.s.u-tokyo.ac.jp
ar
X
iv
:1
80
7.
11
48
3v
2 
 [q
ua
nt-
ph
]  
1 A
pr
 20
19
21. INTRODUCTION
Encoding and decoding quantum information in a multipartite quantum system are fun-
damental building blocks in quantum information processing. In particular, quantum error
correcting codes[1–4] require such encoding and decoding between a logical state and an en-
tangled physical state of a multipartite system. Quantum information is represented by this
logical state, and these encoding and decoding are the inverse transformation of each other,
mathematically represented by isometries. The encoding and decoding have to be performed
so that coherence of these states is kept; that is, an arbitrary superposition of the logical state
should be preserved without revealing the classical description of the logical state. In ad-
dition to quantum information processing, the concept of encoding and decoding nowadays
has interdisciplinary roles in analyzing many-body quantum systems exhibiting nonlocal
features, such as topological order in quantum phase of matter,[5,6] holographic principle in
quantum gravity,[7,8] and eigenstate thermalization hypothesis in statistical physics.[9]
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FIG. 1: Encoding and decoding quantum information in a multipartite quantum system shared
among spatially separated parties, where the quantum information is represented by unknown
quantum states illustrated by red circles. The parties are connected by a network of noiseless
quantum channels represented by a graph, so that the parties can sequentially apply exact state
splitting to spread quantum information for encoding, and exact state merging to concentrate
quantum information for decoding. Under LOCC, a single use of each noiseless quantum channel
represented by an edge e of the graph is equivalent to that of a maximally entangled state
∣∣Φ+Me〉
illustrated by a pair of blue circles connected by a line, where Me is the Schmidt rank of
∣∣Φ+Me〉.
3These encoding and decoding are also indispensable when we aim to perform distributed
quantum information processing, where spatially separated parties connected by a network
for quantum communication cooperate in achieving an information processing task. Dis-
tributed quantum information processing is considered to be a promising candidate for re-
alizing large-scale quantum computation, since there exists technical difficulty in increasing
the number of low-noise qubits in one quantum device. Moreover, encoding and decod-
ing are especially crucial for some multiparty cryptographic tasks such as quantum secret
sharing.[10–12] In these distributed settings, a multipartite system encoding a logical state
is distributed among these spatially separated parties. Thus, encoding and decoding are
nonlocal transformations over all the parties, and the nonlocal properties of transformations
for encoding and decoding lead to cost in implementations of the encoding and decoding.
This paper aims to quantitatively characterize nonlocal properties of transformations for
encoding and decoding in the distributed settings, adopting a resource theoretical approach.
Resource theories[13] aim to provide a quantitative understanding and an operational mean-
ing of abstract physical attributes, such as entanglement in quantum mechanics[14,15] and
entropy in classical thermodynamics.[16] In the theory of entanglement, a class of operations,
such as local operations and classical communication (LOCC), is adopted as free operations,
to which available operations for achieving a given task are restricted. Operations beyond
LOCC have to be performed with assistance of nonlocal resource states, such as bipartite
maximally entangled states. Under LOCC, a single use of a noiseless quantum channel and
that of a maximally entangled state are at equivalent cost by means of quantum telepor-
tation achieving quantum communication.[17] For a bipartite state, the minimal amount of
quantum communication required for preparing the state provides a well-established entan-
glement measure quantifying a nonlocal property of the state, called the entanglement cost
of the state.[18–20] The entanglement cost of a bipartite state also generalizes to that required
for spatially separated parties implementing a given nonlocal transformation, such as global
unitaries[21–40] and global measurements,[41–43] although this generalization usually accompa-
nies challenging optimization and has been analyzed only in special cases to date. Another
direction is generalization of a bipartite state to a multipartite state[44–46] while analysis of
multipartite entanglement is also challenging.[47–49] Regarding a multipartite generalization
in terms of quantum communication, Reference[44] formulates that required for preparing a
multipartite state shared among parties using a network[50] of the noiseless quantum chan-
4nels.
Based on these previous works, we formalize entanglement costs characterizing the non-
local properties of transformations for encoding and decoding. In our setting, as illustrated
in Figure 1, N parties are connected by a network of the noiseless quantum channels.
The network topology is represented by a graph in graph theory[51] in terms of vertices and
edges. Any connected network of N parties requires at least N − 1 channels. If an N -vertex
connected graph has exactly N − 1 edges, the graph is called a tree. Using the network, the
parties can spread and concentrate quantum information of unknown states so as to encode
and decode quantum information in a distributed system according to a given isometry rep-
resenting the encoding and decoding. The amount of quantum communication required for
spreading and concentrating quantum information over the network characterizes nonlocal
properties of the isometry. Due to the equivalence between the noiseless quantum channel
and the maximally entangled state, a collection of maximally entangled states distributed
according to the network topology comprises the initial resource state for spreading and
concentrating quantum information by LOCC. We assume that LOCC is free and consider
this type of initial resource state consisting of bipartite entanglement motivated by quantum
communication on networks, while more general resource states exhibiting multipartite en-
tanglement may outperform bipartite entanglement in terms of other figures of merit than
quantum communication.[52] The minimal total amount of quantum communication is eval-
uated by the entanglement entropy of the maximally entangled states for each edge, which
we call the entanglement costs of spreading and concentrating quantum information. The
entanglement cost of spreading quantum information characterizes the encoding, and that
of concentrating characterizes the decoding.
In this paper, we evaluate the entanglement costs of spreading and concentrating quantum
information over any given tree-topology network for an arbitrarily given isometry, which
differs from the works presented in References[53,54] for implementing particular isometries
in the context of quantum secret sharing. To analyze the entanglement costs, we reduce
spreading and concentrating quantum information to sequential applications of exact state
merging and splitting for two parties established in Reference[55], as illustrated in Figure 1.
Regarding spreading quantum information, we use exact state splitting to provide an algo-
rithm and derive the optimal entanglement cost of spreading quantum information, which is
given in terms of the rank of a state defined with respect to each edge of the given tree. We
5also provide another algorithm achieving concentrating quantum information using exact
state merging, and show that the entanglement cost of concentrating quantum information
can be reduced compared to that of spreading quantum information. During spreading and
concentrating quantum information, coherence has to be kept, and this point is contrasted
with encoding and decoding classical information in quantum states shared among multiple
parties investigated in the context of a type of quantum secret sharing based on LOCC
state distinguishability.[56–61] Our algorithms for spreading and concentrating quantum in-
formation are applicable to any isometry representing encoding and decoding and provide an
algorithm for one-shot distributed source compression[62–64] applicable to arbitrarily-small-
dimensional systems and a general algorithm for LOCC-assisted decoding of shared quantum
information having studied in the context of quantum secret sharing.[65]
The rest of this paper is organized as follows. In Section 2, we introduce and formally
define entanglement costs of spreading and concentrating quantum information over tree-
topology networks, as well as summarizing the preceding results in Reference[55] on exact
state merging and splitting. We present our results on spreading quantum information over
networks in Section 3 and those on concentrating quantum information over networks in
Section 4. Applications of our results are provided in Section 5. Our conclusion is given in
Section 6.
2. SETTINGS
In this section, we define the tasks of spreading and concentrating quantum information
over networks and the entanglement costs in Section 2 2.1. We also summarize the results on
exact state merging and splitting in Section 2 2.2. In the following, for any finite-dimensional
Hilbert space H, the set of bounded operators on H is denoted by B (H), and the set of
density operators on H is denoted by D (H). We let superscripts of each ket or operator
represent the systems to which the ket belongs or on which the operator acts.
2.1. Entanglement cost of spreading and concentrating quantum information
We introduce notations for describing the tasks on networks. A quantum communication
network among N parties is represented by a graph G = (V,E), where each of the N vertices
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FIG. 2: Notations for a tree T = (V,E). We always designate v1 ∈ V as the root of the tree. We
label the other vertices so that, for any path connecting v1 and another vertex, the closer to v1 is
any vertex vk on the path, the smaller is the label k, which we call an ascending labeling of the
vertices. For example, on the red bold path connecting the parties v1 and v12 in the figure, the
vertices have to be labeled in ascending order v1, v4, v10, v12. For any vk ∈ V , let Cvk , Dvk , and
D′vk denote the set of vk’s children, the set of vk’s descendants, and the set of vk itself and vk’s
descendants, respectively.
v ∈ V = {v1, v2, . . . , vN} represents one of the N parties, and each edge e = {vk, vk′} ∈ E
represents a bidirectional noiseless quantum channel between vk and vk′ . We assume that
the N parties can freely perform local operations and classical communication (LOCC).
Regarding a formal definition of LOCC, refer to Reference[66]. When LOCC is free, quantum
communication of a state of an Me-dimensional system is achieved by LOCC assisted by a
maximally entangled state
∣∣Φ+Me〉e := 1√Me ∑Me−1l=0 |l〉vk⊗|l〉vk′ of the Schmidt rank Me shared
between vk and vk′ , where the superscript e = {vk, vk′} represents a state shared between vk
and vk′ connected by e = {vk, vk′}. We consider the initial resource state
⊗
e∈E
∣∣Φ+Me〉e for
G = (V,E) as a resource for quantum communication on the network.
Similarly to Reference[44], we focus on analyzing networks represented by a class of graphs
called trees, which is defined as a graph containing no cycle as its subgraph. We let T =
(V,E) denote a tree, and our notations for trees are summarized in Figure 2. Given any
7tree T = (V,E), we always designate v1 ∈ V as the root of the tree. In addition, we label
the N vertices v1, . . . , vN of T so that, for any vk 6= v1, any vertex vk′ on the path connecting
the vertices v1 and vk satisfies k = k′; that is, the vertices are labeled in ascending order
on such paths, as illustrated in Figure 2. We call this type of labeling of the vertices an
ascending labeling of the vertices. For any vertex vk ∈ V of the rooted tree, we let Cvk
denote the set of vk’s children, Dvk the set of vk’s descendants, and D
′
vk
the set of vk itself
and vk’s descendants. For any non-root vertex vk ∈ V \ {v1}, we let p (vk) ∈ V denote the
parent of vk. Any edge e ∈ E of the rooted tree can be written as e = {p (vk) , vk}.
Given a network represented by any graph G = (V,E) in general, we define the tasks of
spreading and concentrating quantum information according to a given isometry representing
encoding or decoding. A system H for logical states is located at one of the N parties, and
we always assign v1 ∈ V as the party where H is located. We let D denote the dimension
of H, that is, D = dimH. We write the computational basis of H as {|l〉 ∈ H : l =
0, 1, . . . , D − 1}. In addition, the N parties share a multipartite system H˜ for physical
states. The system H˜ is required to be spanned by a set of D orthonormal pure states{
|ψ˜l〉v1···vN ∈ H˜ : l = 0, 1, . . . , D − 1
}
. For each vk ∈ V , we let H˜vk denote a part of the
shared multipartite system H˜ located at the party vk. Note that dim H˜vk is arbitrary as
long as satisfying dim H˜ = dimH = D, and hence, H˜ is a subspace of the Hilbert space
consisting of these subsystems for the N parties, that is, H˜ ⊂ ⊗v∈V H˜v. We consider
encoding and decoding as linear bijective maps between B (H) and B
(
H˜
)
mapping the
basis states of H and H˜ as |l〉 ∈ H ↔ |ψ˜l〉 ∈ H˜ for each l ∈ {0, . . . , D − 1}. The encoding
map is represented by an isometry U from H to H˜ satisfying |ψ˜l〉 = U |l〉. Encoding refers
to transformation from ρ ∈ D (H) into UρU † ∈ D
(
H˜
)
, and decoding refers to the inverse
transformation represented by U †. The formal definitions of the tasks of spreading and
concentrating quantum information are given in terms of the LOCC framework as follows.
Note that the tasks are performed deterministically and exactly.
Definition 1. Spreading and concentrating quantum information. Spreading quantum in-
formation over a given graph G = (V,E) for a given isometry U is a task for the N parties
v1, . . . , vN ∈ V to apply U to an arbitrary unknown input state ρ ∈ D (H) of one party
v1 ∈ V to share UρU † ∈ D
(
H˜
)
among the N parties by performing an LOCC map S
8assisted by an initial resource state
⊗
e∈E
∣∣Φ+Me〉e, that is,
S
(
ρ⊗
⊗
e∈E
∣∣Φ+Me〉 〈Φ+Me∣∣
)
= UρU †. (1)
Concentrating quantum information over G = (V,E) for U is a task for the N parties
v1, . . . , vN ∈ V to apply U † to a shared input state UρU † ∈ D
(
H˜
)
corresponding to an
arbitrary unknown state ρ ∈ D (H) to recover ρ at one party v1 ∈ V by performing an
LOCC map C assisted by ⊗e∈E ∣∣Φ+Me〉e, that is,
C
(
UρU † ⊗
⊗
e∈E
∣∣Φ+Me〉 〈Φ+Me∣∣
)
= ρ. (2)
We analyze minimum requirements for initial resource states achieving spreading and con-
centrating quantum information. In the same way as the case of analyzing the entanglement
cost of multipartite states construction,[44] given any graph G = (V,E), the entanglement
cost of consuming the bipartite maximally entangled state
∣∣Φ+Me〉e for each e ∈ E of the ini-
tial resource state
⊗
e∈E
∣∣Φ+Me〉 is identified by the entanglement entropy of ∣∣Φ+Me〉e, that is,
log2Me. If a sufficiently large amount of entanglement is available for each edge, there exist
trivial algorithms for achieving spreading and concentrating quantum information, simply
using quantum teleportation[17] so that the party v1 can locally perform any given isometry
on the unknown input state. In contrast, we aim to reduce the total amount of entangle-
ment
∑
e∈E log2Me required for spreading and concentrating quantum information. Note
that
∑
e∈E log2Me can be regarded as the total amount of quantum communication available
on the network when LOCC can be freely performed, as explained in Reference[44].
Definition 2. Entanglement costs of spreading and concentrating quantum information.
The entanglement cost of spreading quantum information over a given graph G = (V,E) for
a given isometry U is a family (log2Me)e∈E identifying an initial resource state achieving
spreading quantum information over G for U minimizing
∑
e∈E log2Me. The entanglement
cost of concentrating quantum information over G for U is a family (log2Me)e∈E identi-
fying an initial resource state achieving concentrating quantum information over G for U
minimizing
∑
e∈E log2Me.
To analyze the entanglement costs of spreading and concentrating quantum informa-
tion, we reduce these tasks to a particular type of state transformations. Given any graph
9LOCC
FIG. 3: A state transformation task for
three parties v1, v2, and v3 equivalent to
spreading quantum information over a line-
topology network, where the system H for
logical states is located at v1. The initial
state
∣∣Φ+D〉 and the final state |Φ˜+D〉 are de-
fined as Equations (3) and (4), respectively.
LOCC
FIG. 4: A state transformation task equiv-
alent to concentrating quantum information
over the same network as Figure 3. The no-
tations are the same as those in Figure 3.
G = (V,E) and any isometry U , the state transformation equivalent to spreading quantum
information over G for U is illustrated in Figure 3, and the state transformation equivalent
to concentrating in Figure 4. To define these equivalent state transformations, we consider
a D-dimensional system HR located at a party R other than the N parties v1, . . . , vN ∈ V ,
where HR is a reference system on which none of the N parties can apply any operation.
Note that D = dimH. We write a maximally entangled state of the Schmidt rank D shared
between R and v1 as ∣∣Φ+D〉 = 1√
D
D−1∑
l=0
|l〉 ⊗ |l〉 ∈ HR ⊗H. (3)
Moreover, we write a state obtained by performing U on H for ∣∣Φ+D〉 as
|Φ˜+D〉 :=
(
1
R ⊗ U) ∣∣Φ+D〉 = 1√
D
D−1∑
l=0
|l〉 ⊗ |ψ˜l〉 ∈ HR ⊗ H˜, (4)
where 1R is the identity operator on the system HR. The equivalence between the two tasks
is stated as follows, which is a straightforward generalization of a technique referred to in
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Reference[67] as the relative state method.
Proposition 3. State transformations equivalent to spreading and concentrating quantum
information. Spreading quantum information over a given graph G = (V,E) for a given
isometry U defined as Equation (1) is achievable if and only if there exists an LOCC map
S by the N parties assisted by the initial resource state ⊗e∈E ∣∣Φ+Me〉e such that
idR⊗S
(∣∣Φ+D〉 〈Φ+D∣∣⊗⊗
e∈E
∣∣Φ+Me〉 〈Φ+Me∣∣
)
= |Φ˜+D〉〈Φ˜+D|, (5)
where idR is the identity map on HR, and the states ∣∣Φ+D〉 and |Φ˜+D〉 are defined as Equa-
tions (3) and (4), respectively. Concentrating quantum information over G = (V,E) for U
defined as Equation (2) is achievable if and only if there exists an LOCC map C by the N
parties assisted by
⊗
e∈E
∣∣Φ+Me〉e such that
idR⊗C
(
|Φ˜+D〉〈Φ˜+D| ⊗
⊗
e∈E
∣∣Φ+Me〉 〈Φ+Me∣∣
)
=
∣∣Φ+D〉 〈Φ+D∣∣ , (6)
where the notations are the same as those in Equation (5).
Proof. We prove the statement on spreading quantum information, while the statement on
concentrating quantum information also follows from the same argument by substituting
ρ, UρU †, |l〉 〈l′|, |ψ˜l〉〈ψ˜l′|, and S in the following with UρU †, ρ, |ψ˜l〉〈ψ˜l′|, |l〉 〈l′|, and C,
respectively.
If part : If there exists an LOCC map S defined as Equation (1) for any input state ρ,
Equation (5) holds as a special case of Equation (1) in which the input state ρ is a completely
mixed state.
Only if part : Assume that there exists an LOCC map S defined as Equation (5). Due to
the linearity of the map S, Equation (5) yields
1
D
D−1∑
l,l′=0
|l〉 〈l′| ⊗ S
(
|l〉 〈l′| ⊗
⊗
e∈E
∣∣Φ+Me〉 〈Φ+Me∣∣
)
=
1
D
D−1∑
l,l′=0
|l〉 〈l′| ⊗ |ψ˜l〉〈ψ˜l′ |. (7)
Since the set {|l〉 〈l′|}l,l′ of operators on the system HR is linearly independent, we obtain
S
(
|l〉 〈l′| ⊗
⊗
e∈E
∣∣Φ+Me〉 〈Φ+Me∣∣
)
= |ψ˜l〉〈ψ˜l′ |, (8)
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for each l, l′ ∈ {0, . . . , D − 1}. Therefore, writing any operators ρ ∈ D (H) and UρU † ∈
D
(
H˜
)
as
ρ =
D−1∑
l,l′=0
cl,l′ |l〉 〈l′| , UρU † =
D−1∑
l,l′=0
cl,l′ |ψ˜l〉〈ψ˜l′|, (9)
we conclude Equation (1) as follows:
S
(
ρ⊗
⊗
e∈E
∣∣Φ+Me〉 〈Φ+Me∣∣
)
=
D−1∑
l,l′=0
cl,l′S
(
|l〉 〈l′| ⊗
⊗
e∈E
∣∣Φ+Me〉 〈Φ+Me∣∣
)
=
D−1∑
l,l′=0
cl,l′ |ψ˜l〉〈ψ˜l′| = UρU †.
(10)
Q.E.D.
2.2. Exact state splitting and merging
We summarize the results on exact state splitting and merging presented in Reference[55]
for later use in our analysis. Consider three parties A, B, and R′. The parties A and B may
freely perform LOCC but cannot perform any operation on the system of the party R′.
Regarding exact state splitting, Reference[55] provides an explicit construction of an al-
gorithm for exact state splitting, which yields the following lemma.
Lemma 4. (Reference[55]) Exact state splitting. Given any pure state |ψ〉R′AA′ ∈ HR′ ⊗
HA⊗HA′ , where HR′ is the Hilbert space of R′, and HA⊗HA′ of A, there exists an LOCC
map performed by A and B transforming |ψ〉R′AA′ ⊗ ∣∣Φ+K〉 to |ψ〉R′AB, where |ψ〉R′AB ∈
HR′ ⊗ HA ⊗ HB, HB is the Hilbert space of B, and ∣∣Φ+K〉 is a maximally entangled state
shared between A and B satisfying
log2K = log2 rank TrR′A |ψ〉 〈ψ|R
′AA′ . (11)
For exact state merging, the following Koashi-Imoto decomposition[68–71] is a key tech-
nique for evaluating the entanglement cost.
Lemma 5. (Lemma 11 in Reference[71], Reference[55]) Koashi-Imoto decomposition of a
tripartite pure state. Given any pure state |ψ〉R′AB ∈ HR′ ⊗ HA ⊗ HB, there exists an
algorithmic procedure to obtain a decomposition of HA and HB
HA =
J−1⊕
j=0
HaLj ⊗HaRj , HB =
J−1⊕
j=0
HbLj ⊗HbRj , (12)
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such that |ψ〉R′AB is decomposed into
|ψ〉R′AB =
J−1⊕
j=0
√
p (j) |ωj〉a
L
j b
L
j ⊗ |φj〉R
′aRj b
R
j , (13)
where p (j) is a probability distribution, and, for each j ∈ {0, . . . , J−1}, |ωj〉a
L
j b
L
j ∈ HaLj ⊗HbLj
and |φj〉R
′aRj b
R
j ∈ HR′ ⊗HaRj ⊗HbRj .
Using the Koashi-Imoto decomposition, an explicit construction of an algorithm for exact
state merging can be obtained, which yields the following lemma. This algorithm consists
of A’s projective measurement
{
|m〉A
}
m
and B’s isometry UBm conditioned by m, and their
explicit forms are given in Reference[55].
Lemma 6. (Reference[55]) Exact state merging. Given any pure state |ψ〉R′AB ∈ HR′⊗HA⊗
HB, where HR′ , HA, and HB are the Hilbert spaces of R′, A, and B, respectively, there
exists an LOCC map performed by A and B achieving(
1
R′ ⊗ 〈m|A ⊗ UBm
)(
|ψ〉R′AB ⊗ ∣∣Φ+K〉) = |ψ〉R′B′B , (14)
where 1R
′
is the identity operator on the system HR′ ,
{
|m〉A
}
m
represents a projective
measurement by A with the outcome m, UBm represents an isometry by B conditioned by m,
|ψ〉R′B′B ∈ HR′ ⊗HB′ ⊗HB, HB′ is B’s system satisfying dimHA = dimHB′ , and ∣∣Φ+K〉 is
a maximally entangled state shared between A and B satisfying
log2K = max
j
{
log2
⌈
λ
aLj
0 dimHa
R
j
⌉}
, (15)
where j ∈ {0, . . . , J − 1}, λa
L
j
0 is the largest eigenvalue of the reduced state ω
aLj
j :=
TrbLj |ωj〉 〈ωj|
aLj b
L
j ∈ D
(
HaLj
)
of |ωj〉a
L
j b
L
j , and d · · · e is the ceiling function.
3. ENTANGLEMENT COST OF SPREADING QUANTUM INFORMATION
We derive the optimal entanglement cost of spreading quantum information over any tree
for any isometry. To derive the entanglement cost, we generalize the two-party algorithm for
exact state splitting and provide the optimal algorithm for spreading quantum information
over any tree-topology network connecting multiple parties.
We evaluate the entanglement cost of spreading quantum information, using the following
notations. Given any tree T = (V,E), we let Φ˜+D,e for each e = {p (vk) , vk} ∈ E denote the
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reduced state for |Φ˜+D〉 on the system
⊗
v∈D′vk
H˜v shared among vk itself and the descendants
of vk, that is,
Φ˜+D,e := TrRD′vk
|Φ˜+D〉
〈
Φ˜+D
∣∣∣ , (16)
where D′vk = V \ D′vk and TrRD′vk is the partial trace of the system H
R ⊗⊗v∈D′vk H˜v. We
provide an optimal algorithm for the state transformation defined as Equation (6) in Propo-
sition 3 equivalent to spreading quantum information, which yields the following theorem.
Theorem 7. Entanglement cost of spreading quantum information over trees. Given any
tree T = (V,E) and any isometry U , spreading quantum information over T for U is
achievable if and only if, for each e ∈ E,
log2Me = log2 rank Φ˜+D,e, (17)
where Φ˜+D,e is defined as Equation (16).
Proof. If part : Given any tree T = (V,E) with an ascending labeling and any isometry U , we
construct an algorithm for the state transformation defined as Equation (5) in Proposition 3
by applying exact state splitting in Lemma 4 sequentially starting from the root v1 ∈ V ,
and we prove that this algorithm achieves the equality in (17) for each e ∈ E. In this
algorithm, the root party v1 first locally applies the given isometry U to
∣∣Φ+D〉 ∈ HR⊗H on
H to obtain |Φ˜+D〉, where H˜ is located at v1 at this moment. Then, the parties perform the
following sub-algorithm using the exact state splitting sequentially in order v1, v2, . . . , vN to
spread the state H˜. After all the parties performing the sub-algorithm, spreading quantum
information is achieved.
We describe the sub-algorithm for each party vk ∈ V . At the beginning of vk’s sub-
algorithm, we assume that the party vk holds the reduced state of |Φ˜+D〉 on
⊗
v∈D′vk
H˜v,
that is, the system for the parties corresponding to vk itself and vk’s descendants. Note
that this assumption is satisfied because of an ascending labeling. If vk has no child, vk’s
sub-algorithm terminates. Otherwise, for each child c ∈ Cvk , party vk performs the exact
state splitting in Lemma 4, where vk and c in the sub-algorithm are regarded as A and B in
Lemma 4, and the subsystem
⊗
v∈D′c H˜v, the other subsystems of party vk, and all the rest
of the system of the parties other than vk in the sub-algorithm are regarded as HA′ , HA,
and HR′ in Lemma 4, respectively. For each edge e ∈ E, Lemma 4 shows that the exact
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state splitting in this sub-algorithm achieves the equality in (17), where e = {vk, c} in the
above case.
Only if part : We use LOCC monotonicity of the Schmidt rank[72] in the state transforma-
tion defined as Equation (5) in Proposition 3. Consider an arbitrary edge e = {p(vk), vk} ∈ E
where vk 6= v1. The Schmidt rank of the initial state
∣∣Φ+D〉Rv1 ⊗⊗e∈E ∣∣Φ+Me〉e between the
parties in D′vk , that is, vk itself and vk’s descendants, and the other parties in {R}∪V \D′vk
is Me. After performing an LOCC map id
R⊗S, the Schmidt rank of the final state
|Φ˜+D〉Rv1···vN with respect to the same bipartition is rank Φ˜+D,e. Since the Schmidt rank is
monotonically non-increasing under LOCC, we have Me = rank Φ˜+D,e. Therefore, we con-
clude log2Me = log2 rank Φ˜+D,e for each e ∈ E. Q.E.D.
4. ENTANGLEMENT COST OF CONCENTRATING QUANTUM
INFORMATION
We derive an upper bound of entanglement cost of concentrating quantum information
over any tree for any isometry, and show that the entanglement cost of concentrating quan-
tum information is not larger than that of spreading quantum information, and can be
strictly smaller. To evaluate the entanglement cost, we generalize the two-party algorithm
for exact state merging and provide an algorithm for concentrating quantum information
over any tree-topology network connecting multiple parties.
We evaluate the entanglement cost of concentrating quantum information, using the
following notations. Given any tree T = (V,E) and any isometry U , our algorithm achieves
the state transformation defined as Equation (6) in Proposition 3 equivalent to spreading
quantum information. We write the initial state shared among R, v1, . . . , vN as
∣∣ΦN〉 :=
|Φ˜+D〉 ∈ HR ⊗ H˜, and the states during the algorithm as a sequence∣∣ΦN〉→ ∣∣∣ΦN−1mN−1〉→ · · · → ∣∣Φ1m1〉 , (18)
where the subscript mk := (m
vN , . . . ,mvk+1) denotes a tuple representing measurement
outcomes obtained during the algorithm and∣∣Φkmk〉 ∈ HR ⊗⊗
v∈Vk
H˜v, Vk := {v1, . . . , vk} , (19)
for each k ∈ {1, . . . , N−1}. For anym1, the last state
∣∣Φ1m1〉 in sequence (18) is convertible
into
∣∣Φ+D〉 ∈ HR⊗H by a local isometry transformation by party v1, and recurrence relation
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to determine sequence (18) is given in the proof of the following theorem (by Equation (23)).
The following theorem uses the Koashi-Imoto decomposition of
∣∣Φkmk〉 presented in Lemma 5,
which yields decompositions
H˜vk =
Jmk−1⊕
j=0
H(vk)
L
j
mk ⊗H
(vk)
R
j
mk ,
⊗
v∈Vk−1
H˜v =
Jmk−1⊕
j=0
H(v1···vk−1)
L
j
mk ⊗H
(v1···vk−1)Rj
mk ,
∣∣Φkmk〉 = Jmk−1⊕
j=0
√
pmk (j) |ωmk,j〉 ⊗ |φmk,j〉 ,
(20)
where Vk−1 is defined as Equation (19), pmk (j) is a probability distribution, and, for each j ∈
{0, . . . , Jmk−1}, |ωmk,j〉 ∈ H
(vk)
L
j
mk ⊗H
(v1···vk−1)Lj
mk and |φmk,j〉 ∈ HR⊗H
(vk)
R
j
mk ⊗H
(v1···vk−1)Rj
mk . Also
we let λ
(vk)
L
j
mk,0
denote the largest eigenvalue of the reduced state of Tr(v1···vk−1)Lj |ωmk,j〉 〈ωmk,j|
of |ωmk,j〉 on H
(vk)
L
j
mk .
Theorem 8. Entanglement cost of concentrating quantum information. Given any tree T =
(V,E) and any isometry U , concentrating quantum information over T for U is achievable
if there exists an ascending labeling of the vertices satisfying, for each e = {p (vk) , vk} ∈ E,
log2Me = max
mk,j
{
log2
⌈
λ
(vk)
L
j
mk,0
dimH(vk)
R
j
mk
⌉}
, (21)
where d · · · e is the ceiling function.
Proof. Given any tree T = (V,E) with an ascending labeling of the vertices and any isom-
etry U , we construct an algorithm for the state transformation defined as Equation (6) in
Proposition 3 achieving the equality in (21) for each e ∈ E. In the algorithm, the par-
ties other than the root v1 sequentially perform a sub-algorithm using exact state merging
presented in Lemma 6, where each of the parties vN , . . . , v2 in this order is regarded as the
sender A in these sequential applications of the exact state merging. After all of these parties
performing the sub-algorithm, the root party v1 performs an isometry to obtain the state∣∣Φ+D〉, which achieves concentrating quantum information. In the following, we describe the
sub-algorithm and the isometry for the root party v1.
For any vk ∈ {vN , . . . , v2}, we describe the sub-algorithm for party vk. We may write
the state
∣∣ΦN〉 = ∣∣∣Φ˜+D〉 as ∣∣ΦNmN〉 for brevity. At the beginning of vk’s sub-algorithm, we
assume that the party vk has the reduced state on H˜vk of∣∣Φkmk〉 ∈ HR ⊗ H˜vk ⊗ k−1⊗
m=1
H˜vm . (22)
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Based on the classical information mvN , . . . ,mvk+1 of measurement outcomes sent from
other parties by classical communication, the party vk calculates the measurement basis
{|mvk〉}mvk used in Equation (14) in Lemma 6 for the exact state merging of
∣∣Φkmk〉 using
the results presented in Reference[55], in which the systems HR, H˜vk , and ⊗k−1m=1 H˜vm are
regarded as HR′ , HA, and HB in Equation (14), respectively. The party vk performs this
measurement, and the states in the sequence (18) are recursively described as∣∣∣Φk−1mk−1〉 = (1⊗ 〈mvk |) (∣∣Φkmk〉⊗ ∣∣Φ+Me〉e) , (23)
where 1 is the identity operator on the system of the parties other than vk,
∣∣Φ+Me〉e with
e = {p (vk) , vk} is the resource state shared between vk and vk’s parent p (vk), and the
system of party p (vk) for the resource state
∣∣Φ+Me〉e on the right hand side is regarded on
the left hand side as part of H˜p(vk) of the party p (vk). After this measurement, the party vk
sends the measurement outcome mvk to all the parties by classical communication, where
the post-measurement state is represented by
∣∣∣Φk−1mk−1〉. Note that the assumption (22) is
satisfied for the next party vk−1 performing the sub-algorithm, that is,∣∣∣Φk−1mk−1〉 ∈ HR ⊗ H˜vk−1 ⊗ k−2⊗
m=1
H˜vm , (24)
because of an ascending order of the vertices. For each edge e = {p (vk) , vk} ∈ E, Lemma 6
shows that the exact state merging in this sub-algorithm achieves the equality in (21).
As for the party v1, we derive an isometry U
v1
m1
to obtain the state
∣∣Φ+D〉. After the parties
vN , . . . , v2 performing the above sub-algorithm, the shared state reduces to
∣∣Φ1m1〉 ∈ HR ⊗
H˜v1 . For each vk ∈ {vN , . . . , v2}, the isometry Umvk corresponding to UBm in Equation (14)
in Lemma 6 is used to recover the state
∣∣Φkmk〉 from the post-measurement state ∣∣∣Φk−1mk−1〉
corresponding to 〈mvk |, that is, ∣∣Φkmk〉 = Umvk ∣∣∣Φk−1mk−1〉. Repeating the above yields
|Φ˜+D〉 =
∣∣ΦN〉 = UmvN · · ·Umv2 ∣∣Φ1m1〉 . (25)
Consequently, the party v1 obtains, for any m1,∣∣Φ+D〉 = U v1m1 ∣∣Φ1m1〉 , U v1m1 := U †UmvN · · ·Umv2 . (26)
Note that it may not be possible for the parties vN , . . . , v2 to locally perform UmvN , . . . , Umv2
during the sub-algorithm, since these isometries can be nonlocal. Q.E.D.
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We show that the entanglement cost of concentrating quantum information is not larger
than that of spreading quantum information, as presented in the following theorem. Note
that the former can be strictly smaller than the latter, as we demonstrate in Application 1
and 2 in the next section.
Theorem 9. Comparison of entanglement cost between spreading and concentrating quan-
tum information. Given any tree T = (V,E) with any ascending labeling and any isometry
U ,
max
mk,j
{
log2
⌈
λ
(vk)
L
j
mk,0
dimH(vk)
R
j
mk
⌉}
5 log2 rank Φ˜+D,e (27)
where the notations are the same as those in Theorems 7 and 8.
Proof. We use LOCC monotonicity of the Schmidt rank[72] in the state transformation de-
fined as Equation (6) in Proposition 3, and properties of the Koashi-Imoto decomposition.
We regard the given tree T = (V,E) as the rooted tree with its root v1, and we consider
an arbitrary edge e = {p(vk), vk} ∈ E where vk 6= v1. The Schmidt rank of the ini-
tial state |Φ˜+D〉Rv1···vN ⊗
⊗
e∈E
∣∣Φ+Me〉e between the parties in D′vk and the other parties in
{R} ∪ V \ D′vk is Me rank Φ˜+D,e. After the parties vN , . . . , vk−1 performing the above sub-
algorithms, which is an LOCC map, the state reduces to
∣∣Φkmk〉 ⊗⊗e∈Ek ∣∣Φ+Me〉e, where∣∣Φkmk〉 is defined as Equation (19) and Ek := {{p (v2) , v2} , . . . , {p (vk) , vk}}. The Schmidt
rank of
∣∣Φkmk〉 ⊗⊗e∈Ek ∣∣Φ+Me〉e with respect to the same bipartition of the parties as the
above is Me rank
(
Φkmk
)vk , where (Φkmk)vk denotes the reduced state of the system H˜vk for
the state
∣∣Φkmk〉. Since the Schmidt rank is monotonically nonincreasing under LOCC, it
holds that
Me rank Φ˜
+
D,e =Me rank
(
Φkmk
)vk . (28)
By construction of the Koashi-Imoto decomposition, it holds that for any mk and j,
rank
(
Φkmk
)vk = dimH(vk)Rjmk . (29)
Since λ
(vk)
L
j
mk,0
5 1, we obtain
dimH(vk)
R
j
mk =
⌈
λ
(vk)
L
j
mk,0
dimH(vk)
R
j
mk
⌉
. (30)
Thus, for any mk and j, we have
log2 rank Φ˜
+
D,e = log2
⌈
λ
(vk)
L
j
mk,0
dimH(vk)
R
j
mk
⌉
. (31)
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Therefore, we obtain
max
mk,j
{
log2
⌈
λ
(vk)
L
j
mk,0
dimH(vk)
R
j
mk
⌉}
5 log2 rank Φ˜+D,e (32)
for each e = {p (vk) , vk} ∈ E. Q.E.D.
5. APPLICATIONS
We provide applications of our algorithms for spreading and concentrating quantum in-
formation. Define
|±〉 := 1√
2
(|0〉 ± |1〉) . (33)
In the following, we may omit ⊗ if obvious.
Application 1. Application to one-shot distributed source compression for arbitrarily-small-
dimensional systems. When applied to a star-topology tree, such as
T = (V,E), V = {v1, v2, v3, v4} , E = {e1 = {v1, v2} , e2 = {v1, v3} , e2 = {v1, v4}} ,
(34)
our algorithm for concentrating quantum information can be regarded as an algorithm for
one-shot distributed source compression.[62–64] Although our algorithms achieve transfor-
mations between
∣∣Φ+D〉 and |Φ˜+D〉, that is, maximally entangled states between R and the
others, it is straightforward to prove that our algorithms also work for any pure state shared
among the parties R, v1, . . . , vN , which is proven for two parties in Reference
[55], and the
same argument also applies to more than two parties. We remark that our algorithm for
concentrating quantum information is applicable to arbitrarily-small-dimensional systems
as well as achieving zero error, while the existing algorithms for the one-shot distributed
source compression[62–64] are inefficient for small- and intermediate-scale states and cannot
avoid nonzero approximation error, similarly to the case of N = 2.[55]
For the network defined as Equation (34) and an isometry mapping the basis states as
|0〉 ↔ |0〉v1 |0〉v2 |0〉v3 |0〉v4 , |1〉 ↔ |+〉v1 |1〉v2 |1〉v3 |1〉v4 , (35)
Theorem 7 yields the entanglement cost of spreading quantum information
log2Me1 = 1, log2Me2 = 1, log2Me3 = 1, (36)
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and Theorem 8 yields an algorithm for concentrating quantum information achieving
log2Me1 = 1, log2Me2 = 0 6= 1, log2Me3 = 0 6= 1. (37)
In concentrating quantum information, the states in sequence (18) are calculated as∣∣Φ4〉 = |Φ˜+D〉 = 1√
2
|0〉R |0〉(v4)R0 |000〉(v1v2v3)R0 ⊕ 1√
2
|1〉R |1〉(v4)R1 |+11〉(v1v2v3)R1 (38)
Measurement in {|±〉v4}−−−−−−−−−−−−−→
∣∣∣Φ3(|±〉v4 )〉 = 1√
2
|0〉R |0〉(v3)R0 |00〉(v1v2)R0 ⊕
(
± 1√
2
|1〉R |1〉(v3)R1 |+1〉(v1v2)R1
)
(39)
Measurement in {|±〉v3}−−−−−−−−−−−−−→

∣∣∣Φ2(|±〉v4 ,|±〉v3 )〉 = 1√2 |0〉R |0〉(v2)R0 |0〉(v1)R0 + 1√2 |1〉R |1〉(v2)R0 |+〉(v1)R0∣∣∣Φ2(|±〉v4 ,|∓〉v3 )〉 = 1√2 |0〉R |0〉(v2)R0 |0〉(v1)R0 − 1√2 |1〉R |1〉(v2)R0 |+〉(v1)R0 ,
(40)
where the right-hand sides of Equations (38), (39), and (40) shows the Koashi-Imoto decom-
position of the state for each step in the sequence (18), and the final state shared between
R and v1 is obtained by transferring v2’s one-qubit state by quantum teleportation from
v2 to v1, which requires log2Me1 = 1. The difference in the resource requirements for
concentrating quantum information between the edges e1 and e2, e3 arises because of the
difference between the direct-sum structure of the Koashi-Imoto decomposition of the states∣∣∣Φ2(|±〉v4 ,|±〉v3 )〉 , ∣∣∣Φ2(|±〉v4 ,|∓〉v3 )〉 after the parties v4, v3 performing the exact state merging and
that of the states |Φ4〉 ,
∣∣∣Φ3(|±〉v4 )〉 before.
By contrast, if we swap the labeling of the parties v2 and v3, the tree T changes to
T ′ = (V ′, E), V ′ = {v′1 = v1, v′2 = v3, v′3 = v2, v′4 = v4} ,
E = {e1 = {v′1, v′3} = {v1, v2} , e2 = {v′1, v′2} = {v1, v3} , e3 = {v′1, v′4} = {v1, v4}} ,
(41)
and our algorithm for concentrating quantum information applied to this tree T ′ achieves
log2Me1 = 0, log2Me2 = 1, log2Me3 = 0. (42)
This example implies that the entanglement cost of concentrating quantum information
for each edge of a graph may be affected by the labeling of the vertices, that is, the order
of sequential applications of exact state merging. In this case, to obtain the entanglement
cost, we need to calculate the Koashi-Imoto-decomposition of the state for each step of the
sequence (18) in the algorithm, by recursively applying Equation (23).
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Application 2. Application to LOCC-assisted decoding in quantum secret sharing. Simi-
larly to our algorithm for concentrating quantum information, Reference[65] proposes schemes
of quantum secret sharing and an algorithm for decoding shared secret of quantum informa-
tion, in which the parties collaboratively perform LOCC to reduce total quantum communi-
cation required for the decoding. While the algorithm in Reference[65] works for a particular
class of quantum codes such as the seven-qubit code, our algorithms are applicable to any
encoding and decoding in addition to this particular class. For example, a different scheme
of quantum secret sharing from those considered in Reference[65] can be obtained from the
five-qubit code,[11,12] which maps the basis states as
|0〉 ↔ 1
4
( |00000〉+ |11000〉+ |01100〉+ |00110〉+ |00011〉+ |10001〉 − |10100〉 − |01010〉
− |00101〉 − |10010〉 − |01001〉 − |11110〉 − |01111〉 − |10111〉 − |11011〉 − |11101〉),
|1〉 ↔ 1
4
( |11111〉+ |00111〉+ |10011〉+ |11001〉+ |11100〉+ |01110〉 − |01011〉 − |10101〉
− |11010〉 − |01101〉 − |10110〉 − |00001〉 − |10000〉 − |01000〉 − |00100〉 − |00010〉),
(43)
where each qubit on the right hand sides belongs to each of the parties v1, . . . , v5. For this
isometry and a line-topology tree
T = (V,E), V = {vk : k = 1, . . . , N} , E = {ek = {vk, vk+1} : k = 1, . . . , N − 1} , (44)
where N = 5, Theorem 7 yields the entanglement cost of spreading quantum information
log2Me1 = 2, log2Me2 = 3, log2Me3 = 2, log2Me4 = 1, (45)
and Theorem 8 yields an algorithm for concentrating quantum information achieving
log2Me1 = 0, log2Me2 = 0, log2Me3 = 0, log2Me4 = 0. (46)
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In concentrating quantum information, the states in sequence (18) are calculated as∣∣Φ5〉 = |Φ˜+D〉 ∝ |+〉R |+〉(v5)R0 (|0000〉(v1v2v3v4)R0 + · · ·)⊕ |−〉R |−〉(v5)R1 (|0000〉(v1v2v3v4)R1 + · · ·)
↓ Measurement in {|0〉v5 , |1〉v5}∣∣∣Φ4(|0〉v5 )〉
=
1
4
[
|0〉R (|0000〉v1v2v3v4 + |1100〉+ |0110〉+ |0011〉 − |1010〉 − |0101〉 − |1001〉 − |1111〉)
+ |1〉R (|1110〉v1v2v3v4 + |0111〉 − |1101〉 − |1011〉 − |1000〉 − |0100〉 − |0010〉 − |0001〉)
]
∝ |+〉R |+〉(v4)R0
(
|000〉(v1v2v3)R0 + · · ·
)
⊕ |−〉R |−〉(v4)R0
(
|000〉(v1v2v3)R0 + · · ·
)
↓ Measurement in {|0〉v4 , |1〉v4}∣∣∣Φ3(|0〉v5 ,|0〉v4 )〉
=
1
2
√
2
[
|0〉R (|000〉v1v2v3 + |110〉+ |011〉 − |101〉) + |1〉R (|111〉v1v2v3 − |100〉 − |010〉 − |001〉)
]
∝ |+〉R |+〉(v3)R0
(
|00〉(v1v2)R0 + · · ·
)
⊕ |−〉R |−〉(v3)R0
(
|00〉(v1v2)R0 + · · ·
)
↓ Measurement in {|0〉v3 , |1〉v3}∣∣∣Φ2(|0〉v5 ,|0〉v4 ,|0〉v3 )〉
=
1
2
[
|0〉R (|00〉v1v2 + |11〉)− |1〉R (|01〉v1v2 + |10〉)
]
∝ |−〉R |+〉(v2)R0 |+〉(v1)R0 ⊕ |+〉R |−〉(v2)R1 |−〉(v1)R1 ,
↓ Measurement in {|0〉v2 , |1〉v2}∣∣∣Φ1(|0〉v5 ,|0〉v4 ,|0〉v3 ,|0〉v2 )〉 = 1√
2
(
|0〉R |0〉v1 − |1〉R |1〉v1
)
↓ Local isometry by v1
1√
2
(
|0〉R |0〉v1 + |1〉R |1〉v1
)
(47)
where the Koashi-Imoto decomposition of the state for each step in the sequence (18) is
shown after ∝ for the above states, and we only show the sequence of states for the mea-
surement outcomes corresponding to |0〉’s, while those corresponding to other outcomes can
be calculated in the same way. Equation (46) shows that the five-qubit code can be decoded
only by LOCC, i.e., without quantum communication. Note that, if our algorithms are ap-
plied to quantum secret sharing, some subsets of the parties may extract partial knowledge
about the shared secret of quantum information during the algorithms while this is the same
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situation as the existing algorithm in Reference[65].
6. CONCLUSION
We quantitatively characterized nonlocal properties of multipartite quantum transfor-
mations for encoding and decoding quantum information in a multipartite system in
terms of the entanglement cost. For any tree-topology network connecting spatially sep-
arated parties v1, . . . , vN , we evaluated the entanglement costs of performing an isometry
U : H →⊗Nk=1 H˜vk representing encoding and the inverse U † : ⊗Nk=1 H˜vk → H representing
decoding, where the system H for logical states is located at one of the parties and each
subsystem H˜vk for physical states is located at each party vk. Regarding the encoding, our
algorithm for spreading quantum information is proven to achieve the optimal entanglement
cost. As for the decoding, our algorithm for concentrating quantum information can reduce
the entanglement cost compared to that of spreading quantum information. Hence, while U
and U † are inverse of each other, we derived bounds for quantitatively differentiating nonlo-
cal properties of U for encoding and U † for decoding in terms of entanglement cost. We also
demonstrated applications of our algorithms to multiparty tasks such as one-shot distributed
source compression[62–64] and LOCC-assisted decoding in quantum secret sharing[65]. The
concept of encoding and the decoding represented by isometries has essential roles not only
in quantum information science, and we leave further investigation of applications within
and beyond quantum information science for future works.
Acknowledgments
This work was supported by Grant-in-Aid for JSPS Research Fellow and JSPS KAKENHI
Grant Numbers 26330006, 15H01677, 16H01050, 17H01694, 18H04286, and 18J10192.
[1] D. Gottesman, arXiv:0904.2557.
[2] S. J. Devitt, W. J. Munro, K. Nemoto, Rep. Prog. Phys. 2013, 76, 076001.
[3] B. M. Terhal, Rev. Mod. Phys. 2015, 87, 307.
23
[4] B. J. Brown, D. Loss, J. K. Pachos, C. N. Self, J. R. Wootton, Rev. Mod. Phys. 2016, 88,
045005.
[5] A. Y. Kitaev, Ann. Phys. 2003, 303, 2.
[6] A. Y. Kitaev, Ann. Phys. 2006, 321, 2.
[7] A. Almheiri, X. Dong, D. Harlow, J. High Energy Phys. 2015, 04, 163.
[8] F. Pastawski, B. Yoshida, D. Harlow, J. Preskill, J. High Energy Phys. 2015, 06, 149.
[9] F. G. S. L. Branda˜o, E. Crosson, M. B. S¸ahinog˘lu, J. Bowen, arXiv:1710.04631.
[10] M. Hillery, V. Buz˘ek, A. Berthiaume, Phys. Rev. A 1999, 59, 1829.
[11] R. Cleve, D. Gottesman, H.-K. Lo, Phys. Rev. Lett. 1999, 83, 648.
[12] D. Gottesman, Phys. Rev. A 2000, 61, 042311.
[13] E. Chitambar, G. Gour, arXiv:1806.06107.
[14] R. Horodecki, P. Horodecki, M. Horodecki, K. Horodecki, Rev. Mod. Phys. 2009, 81, 865.
[15] M. B. Plenio, S. Virmani, Quantum Inf. Comput. 2007, 7, 1.
[16] E. H. Lieb, J. Yngvason, Phys. Rep. 1999, 310, 1.
[17] C. H. Bennett, G. Brassard, C. Crepeau, R. Jozsa, A. Peres, W. K. Wootters, Phys. Rev. Lett.
1993, 70, 1895.
[18] C. H. Bennett, D. P. DiVincenzo, J. A. Smolin, W. K. Wootters, Phys. Rev. A 1996, 54, 3824.
[19] P. M. Hayden, M. Horodecki, B. M. Terhal, J. Phys. A 2001, 34, 6891.
[20] B. M. Terhal, P. Horodecki, Phys. Rev. A 2000, 61, 040301.
[21] X. Zhou, D. W. Leung, I. L. Chuang, Phys. Rev. A 2000, 62, 052316.
[22] J. Eisert, K. Jacobs, P. Papadopoulos, M. B. Plenio, Phys. Rev. A 2000, 62 052317.
[23] A. Chefles, C. R. Gilson, S. M. Barnett, Phys. Rev. A 2001, 63, 032314.
[24] D. Collins, N. Linden, S. Popescu, Phys. Rev. A 2001, 64, 032302.
[25] M. A. Nielsen, C. M. Dawson, J, L. Dodd, A. Gilchrist, D. Mortimer, T. J. Osborne, M. J.
Bremner, A. W. Harrow, A. Hines, Phys. Rev. A 2003, 67, 052301.
[26] C.-P. Yang, Phys. Lett. A 2008, 372, 9, 25, 1380.
[27] S. M. Cohen, Phys. Rev. A 2010, 81, 062316.
[28] L. Yu, R. B. Griffiths, S. M. Cohen, Phys. Rev. A 2010, 81, 062315.
[29] D. Stahlke, R. B. Griffiths, Phys. Rev. A 2011, 84, 032316.
[30] A. Soeda, P. S. Turner, M. Murao, Phys. Rev. Lett. 2011, 107, 180501.
[31] L. Chen, L. Yu, Phys. Rev. A 2014, 89, 062326.
24
[32] L. Chen, L. Yu, Ann. Phys. 2014, 351, 682.
[33] D. Saha, S. Nandan, P. K. Panigrahi, J. Quantum Inf. Sci. 2014, 4, 2, 46117.
[34] L.-P. Xue, M. Jiang, 2015 34th Chinese Control Conference (CCC) 2015, 6636.
[35] L. Chen, L. Yu, Phys. Rev. A 2016, 93, 042331.
[36] N. Vyas, D. Saha, P. K. Panigrahi, Quantum Inf. Processing 2016, 15, 3855.
[37] L. Yu, K. Nemoto, Phys. Rev. A 2016, 94, 022320.
[38] E. Wakakuwa, A. Soeda, M. Murao, IEEE Trans. Inf. Theory 2017, 63, 5372.
[39] E. Wakakuwa, A. Soeda, M. Murao, arXiv:1608.07461.
[40] E. Wakakuwa, A. Soeda, M. Murao, arXiv:1810.08447.
[41] R. Jozsa, M. Koashi, N. Linden, S. Popescu, S. Presnell, D. Shepherd, A. Winter, Quantum
Inf. Comput. 2003, 3, 5, 405.
[42] S. Bandyopadhyay, G. Brassard, S. Kimmel, W. K. Wootters, Phys. Rev. A 2009, 80, 012313.
[43] S. Bandyopadhyay, R. Rahaman, W. K. Wootters, J. Phys. A 2010, 43, 45.
[44] H. Yamasaki, A. Soeda, M. Murao, Phys. Rev. A 2017, 96, 032330.
[45] E. F. Galva˜o, L. Hardy, Phys. Rev. A 2000, 62, 012309.
[46] S. Yang, H. Jeong, Phys. Rev. A 2015, 92, 022322.
[47] J. Eisert, D. Gross, in Lectures on Quantum Information, (Eds: D. Bruß, G. Leuchs), Wiley,
Weinheim 2007, Ch. 13.
[48] M. Walter, D. Gross, J. Eisert, arXiv:1612.02437.
[49] I. Bengtsson, K. Z˙yczkowski, Geometry of Quantum States: An Introduction to Quantum
Entanglement, Cambridge University Press, New York 2017, Ch. 17.
[50] H. J. Kimble, Nature 2008, 453, 1023.
[51] J. A. Bondy, U. S. R. Murty, Graph Theory, Springer, London 2008.
[52] H. Yamasaki, A. Pirker, M. Murao, W. Du¨r, B. Kraus, Phys. Rev. A 2018, 98, 052313.
[53] B. Fortescue, G. Gour, IEEE Trans. Inf. Theory 2012, 58, 6659.
[54] K. Senthoor, P. K. Sarvepalli, arXiv:1801.09500.
[55] H. Yamasaki, M. Murao, arXiv:1806.07875.
[56] R. H. Choi, B. Fortescue, G. Gour, B. C. Sanders, Phys. Rev. A 2013, 87, 032319.
[57] R. Rahaman, M. G. Parker, Phys. Rev. A 2015, 91, 022330.
[58] Y.-H. Yang, F. Gao, X. Wu, S.-J. Qin, H.-J. Zuo, Q.-Y. Wen, Sci. Rep. 2015, 5, 16967.
[59] J. Wang, L. Li, H. Peng, Y. Yang, Phys. Rev. A 2017, 95, 022320.
25
[60] C.-M. Bai, Z.-H. Li, C.-J. Liu, Y.-M. Li, Quantum Inf. Processing 2017, 16, 304.
[61] C.-J. Liu, Z.-H. Li, C.-M. Bai, M.-M. Si, Int. J. Theor. Phys. 2018, 57 428.
[62] N. Dutil, P. Hayden, arXiv:1011.1974.
[63] N. Dutil, PhD Thesis, McGill University, May, 2011.
[64] A. Anshu, R. Jain, N. A. Warsi, IEEE Trans. Inf. Theory 2018, 64, 3.
[65] V. Gheorghiu, B. C. Sanders, Phys. Rev. A 2013, 88, 022340.
[66] E. Chitambar, D. Leung, L. Mancinska, M. Ozols, A. Winter, Commun. Math. Phys. 2014,
328, 1, 303.
[67] J. Preskill, arXiv:1604.07450.
[68] M. Koashi, N. Imoto, Phys. Rev. A 2002, 66, 022318.
[69] P. Hayden, R. Jozsa, D. Petz, A. Winter, Commun. Math. Phys. 2004, 250, 371.
[70] R. Blume-Kohout, H. K. Ng, D. Poulin, L. Viola, Phys. Rev. A 2010, 82, 062306.
[71] E. Wakakuwa, A. Soeda, M. Murao, IEEE Trans. Inf. Theory 2017, 63, 2, 1280.
[72] H.-K. Lo, S. Popescu, Phys. Rev. A 2001, 63, 022301.
