Abstract. Real-time three-dimensional tracking of people is an important requirement for a growing number of applications. In this paper we describe two trackers; both of them use a network of video cameras for person tracking. These trackers are called a rectilinear video array tracker (R-VAT) and an omnidirectional video array tracker (O-VAT), indicating the two different ways of video capture. The specific objectives of this paper are twofold: (i) to present a systematic comparison of these two trackers using an extensive series of experiments conducted in an 'intelligent' room; (ii) to develop a real-time system for tracking the head and face of a person, as an extension of the O-VAT approach. The comparative research indicates that O-VAT is more robust to the number of people, less complex and runs faster, needs manual camera calibration, and the integrated omnidirectional video network has better reconfigurability. The person head and face tracker study shows that such a system can serve as a most effective input stage for face recognition and facial expression analysis modules.
Introduction
Tracking of people using video sensors in real-time is an important requirement for a wide variety of applications. Researchers in the computer-vision community have recognized this importance and also the challenges associated with the development of accurate, reliable, robust, and practical algorithms and systems. In this paper, we describe two types of trackers for real-time tracking of people in indoor environments. These environments can be considered 'intelligent' environments, as our objective is to maintain an awareness of all the dynamic events and activities taking place in them.
The general structure and tasks of intelligent-room systems are illustrated in Fig. 1 . The system acquires visual information both broadly by wide-coverage video arrays and specifically by zooming in on human details. The most important functionality in the system is three-dimensional (3D) tracking of people. Accurate and robust 3D tracking boosts system performance on generating close-up videos of human heads, faces and other body parts for face recognition [5, 7] and posture and movement analysis [8] . This motivates us to examine and evaluate a range of 3D tracking systems on video arrays. For active camera control, pan, tilt, and zoom (PTZ) can be controlled either mechanically or electronically. The mechanical approach typically provides higher-resolution video; however it requires better calibration. It also has slower performance and a limited number of simultaneous focuses of attention. The fully electronic approach is free from these limitations, but with a tradeoff on resolution.
There are basically two somewhat opposite ways in which the indoor spaces can be visually captured, as demonstrated in Fig. 2. 1. Outside-in-coverage: can be realized by placing an array of multiple rectilinear cameras on the walls and ceiling. 2. Inside-out-coverage: can be realized by placing an array of cameras to capture wide-area panoramic images from nonobtrusive vantage points within the environment. An array of omnidirectional cameras seems to be most effective in this regard.
In this paper, we consider two camera network systems for the above competing approaches: the networked omnidirectional video array (NOVA) system [5] , which utilizes an inside-out omnidirectional vision sensor (ODVS) [15] array, and the intelligent meeting room (IMR) system [7] , which utilizes outside-in static and pan-tilt-zoom rectilinear camera arrays. It is important to compare their real-time 3D trackers, omnidirectional and rectilinear video array trackers (O-VAT and R-VAT) since 3D trackers directly influence the overall system performance [5, 7-9, 14, 15, 17] . It is not feasible to compare other works [11, 12, 16, 19] because they do not exploit camera networks or do not perform 3D tracking. The specific objectives of this paper are twofold: (i) to present a systematic comparison of these two trackers using an extensive series of experiments conducted in our intelligent room test bed; (ii) to develop a real-time system for tracking the head and face of a person, as an extension of the O-VAT approach. First, algorithms and real-time performances are compared between O-VAT and R-VAT. These experimental comparisons are quite unique, as we are able to compare and determine the strengths and limitations of the ODVS and rectilinear arrays on the same tasks simultaneously in exactly the same test bed. We then study the necessary perspective transform and active camera control schemes of the ODVS array for capturing and tracking faces of walking or sitting people. A series of experimental evaluations is presented to demonstrate the fully integrated ODVS person, head, and face tracking system.
O-VAT: omnidirectional video array tracker
O-VAT is the 3D tracker of the omnidirectional camera network system [5] . The main advantage of the omnidirectional vision sensor is the coverage [10, 12, 15] . It provides the maximum (360
• ) coverage using a single camera. The main disadvantage is low resolution. We propose utilization of an ODVS array to develop an effective 3D tracker of human movements and their faces. The O-VAT we have developed is an extension of the two-dimensional (2D) person tracker using the N -ocular algorithm [14, 15] .
The 3D person tracker on four ODVSs is shown in Fig. 3 . Each of the four ODVSs is calibrated in advance on the location and height of the ODVS optical center, the horizon on the ODVS panorama, azimuth direction, and internal parameters. The ODVSs are set upright. Location and height of the optical center are measured physically with respect to a preset origin in the room. To calibrate the horizon on the ODVS panorama (cf. Fig. 4 ), first the ODVS height is marked on the walls. Then the center of the ODVS image is trimmed so that the marks align into a row of the panorama. This is necessary for an accurate human-height estimation. The azimuth direction α of the ODVS is calculated by the relative location of a known object in the image with respect to the ODVS as
where (c x , c y ) is the center of the ODVS image, (o x , o y ) is the image coordinate of the object, (x 0 , y 0 ) is the horizontal location of the mirror focus, and (x 1 , y 1 ) is the horizontal location of the object. Multiple object points help to increase the accuracy of α, likewise the horizontal tracking accuracy. Internal parameters, i.e. the geometry of the hyperboloidal mirror, camera focal length, and CCD pixel geometry, are supplied by the manufacturer. For human detection, each ODVS video is first unwrapped into a panoramic view. Segmentation is performed on the panoramas. As shown in Fig. 4 , first a one-dimensional (1D) profile is formed by accumulating the pixel differences between the current frame and the pre-acquired background frame in each column of the panorama. Mean and variance of each background pixel are also acquired so that shadow detection [13] can be performed on the pixels of the current frame. Since each panoramic column corresponds to an azimuth angle, the azimuth range of a human can be detected from the 1D profile for each ODVS as in Fig. 4 . Knowing the locations of the four ODVSs, the x-y horizontal location of the person can be determined by a sophisticated triangulation algorithm called N -ocular stereo [14, 15] . With increasing N , the number of ODVSs in the array, N -ocular is able to localize After the x-y measurement is available, the height z of the person can be estimated. First, the horizontal distance of the person to an ODVS is computed. Then, on the panorama, the topmost pixel of the person's blob is detected. Thus the height of the person H person can be estimated by similar triangles as
where Y blob is the topmost pixel of the person's blob, Y horizon is the horizon on the panorama, H pixel is the pixel height of the panorama, R panorama is the radius of the cylindrical screen of the panorama, H upper focus is the physical height of the upper focus of the ODVS hyperboloidal mirror, and d person to ODVS is the estimated horizontal distance between the person and the ODVS. The final estimate of the person's height is a weighted sum of the estimates from the four ODVSs. The weight is inversely proportional to the distance between the person and the ODVS. Thus the x-y-z location is measured and associated with a registered human track.
On track registration, a new track is initialized if there exists an unassociated measurement. If no new measurements are associated with it for a period, the track is terminated. A human video of the track is displayed if the track has been registered for several hundred milliseconds, as shown in Fig. 4 . The estimated human height is also displayed in centimeters. The 3D output track of the O-VAT is a moving average of the x-y-z measurements in the past 0.5 s.
R-VAT: rectilinear video array tracker
Rectilinear cameras are commonly used in 2D [3, 19] or 3D [1, 2, 4] human-tracking applications. However, few of them are based on wide-angle multiple rectilinear cameras for personposition tracking. In order to compare with the networked ODVS tracker, we choose a networked rectilinear camera tracker [7, 8, 17] .
The block diagram of the networked rectilinear tracker is shown in Fig. 5 . The four static CCD cameras are installed at the four upper corners of the room. Each camera covers the entire room, as shown in Fig. 6 . The cameras are calibrated in advance by Tsai's algorithm [18] for the internal and external parameters. A person is segmented from the camera images by background subtraction. Shadow detection [13] is performed to segment humans accurately. A forgetting factor is also applied so that the background image is updated continuously. Centroids of the human blobs are then matched between the cameras with reference to the registered tracks, as shown in Fig. 6 . For each human centroid, the following equation is derived from Tsai's algorithm: T can be estimated by taking the pseudo-inverse of (3) 
The measurement x is accepted and added to the measurement list if the b − Ax 2 residue is small enough. The measurement list Z = {x 1 , x 2 , . . . , x M } is assigned to the registered tracks by the data-association rule θ. The best measurement-track association rule is determined by maximum likelihood as
where p(x i θ) is a Gaussian density of the Mahalanobis distance from the measurement x i to the predicted location of a track. Each track utilizes a Kalman filter for human tracking. The associated measurement is used to update the Kalman filter of the track. The Kalman filter predicts the next location of the track and the prediction is fed back to centroid matching (3) to enhance the matching process. On track registration, if a measurement in the measurement list has no track associated with it, a new track is started and validated after several frames. A track is terminated if no measurement is associated with it for several frames. Kalman-filter states of the valid tracks are the final output of the R-VAT.
Performance comparison of O-VAT and R-VAT
The ODVS array, static rectilinear video array, and PTZ rectilinear video array are installed in our 6. 
A. 3D tracking accuracy
The 3D accuracy of tracking walking people by O-VAT is compared to that of R-VAT. A rectangular walking path is designated on the floor in our test-bed meeting room. The ODVS network is mounted 1.2 m above ground on a meeting table to perform tracking and also to be closer to faces of sitting people. However, heads of standing or walking adults cannot be covered by the ODVSs. If the ODVSs are mounted higher, face details of the meeting participants will be lost. Therefore we invited a group of children to walk on the designated path.
However, adults were also tested to compare 2D tracking of O-VAT and R-VAT. We tested up to three children and four adults.
O-VAT and R-VAT run on two independent computers and log 3D tracking estimate data as people are walking. Later the tracking estimates are retrieved, analyzed, and plotted off-line for comparison. The accuracy is evaluated in terms of the number of tracking targets. We organize the experiments as single-person, multiple-2 people, multiple-3 people, and multiple-4 people cases. For each case, children (except multiple-4 people) and adults are tested. Horizontal (x-y) accuracy as well as height (z) accuracy are compared between O-VAT and R-VAT. The accuracy indices are offsets of the tracking estimates from the designated walking path and standard deviations of the tracking estimates. Note that for adult cases only 2D tracking is available on O-VAT. The child-case tracking results are compared in Fig. 7 , and the offsets and standard deviations for all cases are listed in Table 1 .
From the experimental results, the O-VAT 2D standard deviations and track offsets are almost constant after two people, and the magnitude of change of the offsets and deviations from one person to two people is quite small. The O-VAT height estimation is excellent and the height standard deviation is small and independent of the number of people. Therefore O-VAT is relatively robust to the number of people. For R-VAT, the 2D standard deviation increases rapidly after three people, especially for adult cases. The R-VAT height estimate is inaccurate and degrades rapidly with the number of people. This is due to the fact that, for outside-in rectilinear coverage, the chance of occlusion increases rapidly with the number of people, as shown in Fig. 6 . This situation is less likely to happen on O-VAT because the inside-out ODVSs are standing upright and people walking around can be easily distinguished in the ODVS panoramas.
B. Speed and complexity
When the two trackers are tested on the same platform (dual Pentium III ∼ 866 MHz, 256 MB RAM, Windows NT 4.0) and one person is being tracked, R-VAT runs at about three frames per second and O-VAT runs at about five frames per second. Therefore R-VAT is approximately 1.7 times slower than O-VAT. This is because R-VAT needs additional computations for massive centroid matching, matrix pseudo-inverse, statistical data association, and Kalman filtering. On the other hand, O-VAT does not need centroid matching and matrix pseudoinverse by its nature. Hence, if statistical data association and Kalman filtering are utilized, O-VAT should outperform R-VAT in speed and be at least as good in accuracy.
C. Calibration efficiency
Both O-VAT and R-VAT need careful calibration to yield accurate results. Tsai's calibration algorithm [18] is commonly applied to calibrate both external and internal parameters of rectilinear cameras. The process is automatic and gives accurate calibration. On the other hand, currently no such calibration procedure exists for hyperboloidal ODVSs. O-VAT calibration is performed manually as described in Sect. 2 for approximate parameters. However, it still gives satisfactory accuracy according to the previous accuracy comparison.
D. System reconfigurability
For any two video networks, we say one has higher reconfigurability than the other if it allows more functionalities. In this sense, the ODVS network has higher reconfigurability because, with one set of ODVS network, the system not only allows tracking but also allows electronic pan-tilt-zoom (PTZ) simultaneously. On the other hand, for a rectilinear camera network, if PTZ cameras are absent, the static rectilinear network can only perform tracking. Electronically zooming into a person's face is unsatisfactory because the face is too small and is obscured in the wide-angle static rectilinear cameras.
It should also be noted that, as compared to rectilinear PTZ cameras, the ODVS network does not require mechanical control to do pan-tilt-zooming. Electronic PTZ of the ODVS is performed by a perspective view [5] . Also, multiple perspective views looking at different objects can be generated from the same ODVS image at the same time. Thus the dynamic speed and system reconfigurability of the ODVS network are much higher. In addition, since the ODVS array is placed in the midst of the meeting participants, it has the advantageous inside-out coverage of people's faces from a close distance by unobtrusive electronic PTZ views. Therefore the ODVS network is very suitable for a meeting room setup.
In summary, the comparisons between the O-VAT and the R-VAT are listed in Table 2 . This indicates that the ODVS network would be preferable for indoor intelligent environments if the O-VAT is improved by statistical data association and Kalman filtering for accurate and robust human tracking.
Integrated system: real-time head and face tracking
The integrated system, as illustrated in Fig. 1 , needs to have two modes of operation:
1. 3D Tracking of people, and 2. Tracking of the head and face of the persons tracked in mode 1. Results of mode 1 are used to select the 'best-view'camera to capture the inputs for the mode 2 operation. In this section, we present the details of accomplishing these two steps in an integrated manner using a network of four omnidirectional video sensors. Experimental evaluations of the integrated head and face tracking are presented in the next section.
The ODVS array can be extended to perform real-time head and face tracking as a dynamic system operation. The implementation of head and face tracking is to latch onto the face of a walking or sitting person by an electronic PTZ perspective view generated from a full-frame (640 × 480) ODVS video. Given the location of a person's head from the 3D O-VAT, the closest ODVS in the array is chosen to generate the perspective view by active camera selection (ACS). If the person moves, ACS switches to a suitable ODVS that faces the person according to the walking direction. The rectilinear camera network did not implement real-time head and face tracking because of the slower damping dynamics of mechanical PTZ cameras.
The perspective view is generated from the ODVS image by the ODVS geometry. The perspective view is a rectilinear screen whose viewing point is at the upper focus of the hyperboloidal mirror of the ODVS, as shown in Fig. 8 . The lower focus of the mirror is at the optical center of the CCD lens. We explicitly derive this perspective transform from [12] where the detail is not given. The rectilinear screen can be specified by the pan angle θ, the tilt angle φ, and the effective focal length FL for zooming. The normal vector n and unit vectors u and v of the rectilinear screen can be represented in terms of the 3D x-y-z coordinate system as
where R is the rotation matrix which rotates the x -y -z coordinates to x-y-z coordinates in Fig. 8 ,
Thus a screen point P in u-v coordinates (u p , v p ) can be related to the 3D x-y-z system by  Fig. 8 . ODVS perspective-view generation. The viewing point is the upper focus of the ODVS hyperboloidal mirror. A perspective screen in 3D space is specified by a pan angle θ, a tilt angle φ, and an effective focal length FL that determines the zooming factor. The associated CCD pixels of the points on the perspective screen can be computed. The generated perspective view is used for head and face tracking
Next the x-y-z coordinates of P can be used to find its associated pixel (c x − r 1 x p /r p , c y − r 1 y p /r p ) in the CCD plane of the ODVS, where (c x , c y ) is the center pixel of the ODVS image, r p = x 2 p + y 2 p , and
with
where a, b are hyperboloidal shaping parameters and f is the focal length of the CCD lens. Equations (8) to (11) can be represented in polar coordinates as in [12] . Head and face tracking is thus carried out by calculating the θ, φ, and FL values on the relative 3D location of the human head and the chosen ODVS. It also allows users to manually specify the pan, tilt, and zoom factors to zoom into a human face.
Evaluation of head and face tracking system
In this section we present a series of experimental evaluations on the performance of the integrated ODVS array tracking system. The experiments will consider two possible scenarios for evaluation of the head and face tracking module: (i) people walking in the room and (ii) people sitting around a conference table.
The experimental setup is the same as the experiments of the 3D O-VAT. The purpose of head and face tracking is to latch onto the face of a walking or sitting person by a perspective view (176 × 144) generated from a full-frame (640 × 480) ODVS video. Head and face tracking is regarded as successful if the human head or face is kept fully within the perspective view by the system. When the person is walking, the head or face of the person can be at least 92% tracked by the dynamically generated perspective view when the person is walking more slowly than approximately 1.6 m/s in our test bed. The instances when the system did not fully latch onto the person's head or face were when the active ODVS was being handed over to another one by hardware switching. The hardwareswitching delay is about 0.5 s. If the person walks faster than 1.6 m/s, the tracking system would have a problem latching onto the head or face due to a delay between the movingaverage tracking output and the instantaneous human position. When the person is sitting, the face is 100% latched on regardless of the facing angle. These two cases are summarized in Table 3 . Examples of dynamic head and face tracking for walking people are shown in Fig. 9 . Figure 10 shows head and face tracking for sitting people. Demonstration video clips of automatic person, head, and face tracking on the ODVS array are available at http://cvrr.ucsd.edu/pm-am/demos/index.html.
When a face is being tracked, the face can be identified using a robust streaming face recognition algorithm [6] . Instead of using single-frame images, it boosts the recognition rate to 99% by classifying sequences of face images by a Gaussian mixture model and a maximum-likelihood decision rule. The face video can also be analyzed for facial expressions. Thus the integrated system is more intelligent for applications like video conferencing and visual surveillance.
Conclusions
In this paper we compared two real-time 3D person trackers on an ODVS array and on a rectilinear camera array by experimental evaluations. O-VAT is more robust to the number of people in the room, runs faster, and the ODVS array has very good system reconfigurability, yet the calibration is done manually but satisfactorily. If O-VAT is equipped with statistical data association and Kalman filtering, it would be more advantageous than R-VAT in speed and accuracy. For the integrated operations, the ODVS array uses the 3D locations of a person from O-VAT to track the head and face dynamically in real-time. The face image can then be identified by a robust video-based face recognition algorithm or analyzed for facial expression. The experimental results presented in this paper suggest that the ODVS array is preferable for real-time human, head, and face tracking in intelligent-room applications. 
