Word2vec due to is a word embedding method that is widely used in natural language processing. Despite its great success and frequent use, theoretical justification is still lacking. The main contribution of our paper is to propose a rigorous analysis of the highly nonlinear functional of word2vec. Our results suggest that word2vec may be primarily driven by an underlying spectral method. This insight may open the door to obtaining provable guarantees for word2vec. We support these findings by numerical simulations. One fascinating open question is whether the nonlinear properties of word2vec that are
1. Introduction 1.1. Introduction. word2vec was introduced by Mikolov et al. [17] as an unsupervised scheme for embedding words based on text corpora. We will try to introduce the idea in the simplest possible terms and refer to [6, 7, 17] for the way it is usually presented. Let {x 1 , x 2 , . . . , x n } be a set of elements for which we aim to compute a numerical representation. These can be, for example, words, documents or nodes in a graph. Our input consists of a n × n matrix P with non-negative elements P ij , which encode the relationship between x i and x j by a numerical value. The larger the value of P ij , the larger the connection between x i and x j , for example, this could be the probability that a word appears in the same sentence as another word. Assuming a uniform prior over the n elements, the energy function L : R n ×R n → R introduced by Mikolov et. al [17] can be written as
Word2vec is based on trying to maximize this expression over all (w, v) ∈ R n × R n (w * , v * ) = argmax (w,v) L(w, v).
There is no reason to assume that the maximum is unique. It has been observed that if x i and x j are similar elements in the data set (say, words that frequently occur in the same sentence), then v i , v j or w i , w j tend to have similar numerical values. Thus, the values {w 1 , . . . , w n } are useful for embedding {x 1 , . . . , x n }. One could also try to maximize the symmetric loss that arises from enforcing w = v and is given by L : R n → R
Here, the interpretation of the functional is somewhat more straight-forward: we wish to pick w ∈ R n in a way that makes w, P w large. If P were diagonalizable, that would mean that we want w to be a linear combination of the leading eigenvectors of P (i.e. the eigenvectors associated to the largest eigenvalues of P ). At the same time the exponential function places a penalty over large entries in w.
Our paper initiates a rigorous study of the energy functional L(w), however, we also emphasize that a complete description of the energy landscape L(w) remains an interesting open problem. We emphasize that our analysis has direct implications for computational aspects as well: for instance, if one was interested in maximizing the nonlinear functional, the maximum of its linear approximation (which is easy to compute) is a natural starting point. A simple example is shown in Figure 1 : the underlying dataset are 200 points in R 10 where the first 100 points are drawn from a Gaussian distribution and the second 100 points are drawn from a second Gaussian distribution. The matrix P is the row-stochastic matrix induced by a Gaussian kernel K ij = exp(− x i − x j 2 /α) where α is a scaling parameter. We observe that, up to scaling, the maximizer of the energy functional (black) is well approximated by the spectral methods introduced below.
Related works.
Optimizing over energy functions such as (1) to obtain vector embeddings is done for various applications, such as documents [12] , words [18] and graphs [19] . Surprisingly, very few works addressed analytic aspects of optimizing over the word2vec functional (1). Hashimoto et. al. [8] derived a relation between word2vec and stochastic neighbor embedding [9] . Cotterell et. al. [5] showed that when P is sampled according to a multinomial distribution, optimizing over (1) is equivalent to exponential family PCA [4] . If the number of elements is large, optimizing over (1) becomes impractical. As an efficient alternative, Mikolov et. al. [18] suggested a variation based on negative sampling. Levy and Goldberg [14] showed that if the embedding dimension is sufficiently high, then optimizing over the negative sampling functional suggested in [18] is equivalent to factorizing the shifted Pointwise Mutual Information matrix. This work was extended in [22] , where similar results were derived for additional embedding algorithm such as [7, 21, 23] . Decomposition of the PMI matrix was also justified by Arora et. al. [1] , based on a generative random walk model. A different approach was introduced by Landgraf [11] , that related the negative sampling loss function to logistic PCA. In this work we approximate the highly nonlinear word2vec functional by Taylor expansion. This approach gives a natural connection between word2vec and classical, spectral dimensionality reduction methods such as [2, 3] .
Results
We now state our main results. In §2.1. we establish that the energy functional L(v, w) has a nice asymptotic expansion around (v, w) = (0, 0) ∈ R n × R n and corresponds naturally to a spectral method in that regime. Naturally, such an asymptotic expansion is only feasible if one has some control over the size of the entries of the extremizer. We establish in §2.2. that the vectors maximizing the functional are not too large. The results in §2.2. are closely matched by numerical results: in particular, we observe that w ∼ √ n in practice, a logarithmic factor smaller than our upper bound. The proofs are given in §3 and explicit numerical examples are shown in §4.
2.1.
First order approximation for small data. The main idea is simple: we make an ansatz assuming that the optimal vectors are roughly of size w , v ∼ 1. If we assume that the vectors w, v are fairly 'typical' vectors of size ∼ 1, then each individual entry can be expected to be at approximate scale ∼ n −1/2 . Our main observation is that this regime is governed by a regularized spectral method.
Naturally, since we are interested in maximizing this quantity, the constant factor n log n plays no role. The leading terms can be rewritten as
where 1 is the matrix all of whose entries are 1. This suggests that the optimal v, w maximizing the quantity should simply be the singular vectors associated to the matrix P − 1 n 1. The full expansion has a quadratic term that serves as an additional regularizer. The symmetric case (with ansatz v = w) is particularly simple, since we have
Assuming P is similar to a symmetric matrix, the optimal w should be well described by the leading eigenvector of P − 1 n 1 with an additional regularization term ensuring that w is not too large. We consider this simple insight to be the main contribution of this paper since it explains succinctly why an algorithm like word2vec has a chance to be successful. We also give a large number of numerical examples showing that in many cases the result obtained by word2vec is extremely similar to what we obtain from the associated spectral method. By rephrasing word2vec as a spectral method in the 'small vector limit', one gains access to a large number of tools that allow to rigorously establish for which framework word2vec has a chance of coming with provable guarantees. We have not pursued this line of reasoning here since rigorous bounds for spectral methods are, nowadays, classical.
Optimal vectors are not too large. Another basic question is as follows:
how big is the norm of the vector(s) maximizing the energy function? This is of obvious importance in practice, however, as seen in Theorem 2.1, it also has some theoretical relevance: if w has large entries, then clearly one cannot hope to capture the exponential nonlinearity with a polynomial expansion. Assuming P ≤ 1, the global maximizer w * of the second-order approximation
This can be seen as follows: if P ≤ 1, then w, P w ≤ w 2 . Plugging in w = 0 shows that the maximal energy is at least size −n log n. For any vector exceeding √ 2n in size, we see that the energy is less than that establishing the bound. We obtain similar boundedness properties for the fully nonlinear problem for a fairly general class of matrices.
We do not claim that this bound is sharp but it does nicely illustrate that solutions of the optimization problem are necessarily bounded. Moreover, if they are bounded, then so are their entries; more precisely, w 2 n implies that, for 'flat' vectors, the typical entry is of size 1 and thus firmly within the approximations that can be reached by a Taylor expansion. It is clear that some condition like P < 1 is required for boundedness of solutions. This can be seen by considering the row-stochastic matrix
Writing w = (w 1 , w 2 ), we observe that the arising functional is quite nonlinear even in this simple case. However, it is fairly easy to understand the behavior of the gradient ascent method on the w 1 −axis since
, which is monotonically increasing until w 1 ∼ ± log ε −1 and therefore, a priori, unbounded since ε can be arbitrarily close to 0.
In practice, one often uses the method for matrices whose spectral norm is P = 1 and which have the additional property of being row-stochastic. We also observe empirically that the global optimizer w * has a mean value close to 0 (and the expansion in Theorem 2.1. suggests why this would be the case). We obtain a similar boundedness theorem in which the only relevant operator norm is that of the operator restricted to the subspace of vectors having mean 0. Theorem 2.3 (Boundedness for row-stochastic matrices). Let P ∈ R n×n be a row-stochastic matrix and let P S : {w ∈ R n : w 1 + · · · + w n = 0} → R n , denote the restriction of P to that subspace and suppose that P S < 1. Let
If w has a mean value sufficiently close to 0,
where 1 = (1, 1, 1, . . . , 1), then
The 2 × 2 matrix given above illustrates that some restrictions are necessary at least to obtain a nicely bounded gradient ascent. There is some freedom in the choice of the constants in Theorem 2.3. Numerical experiments show that the results is not merely theoretical: extremizing vectors tend to have a mean value sufficiently close to 0 for the theorem to be applicable.
Outlook. Summarizing, our main arguments are as follows:
(1) the energy landscape of the word2vec functional is well approximated by a spectral method (or regularized spectral method) as long as the entries of the vector are uniformly bounded. In any compact interval around 0, the behavior of the exponential function can be appropriately approximated by a Taylor expansion of sufficiently high degree.
(2) Moreover, there are a priori estimates suggesting that the entries of extremizing vectors do not grow quickly; our bounds imply that, for 'flat' vectors, the individual entries grow at most like √ log n and presumably this is an artifact of the proof. Proof. We recall our assumption of w ∞ n −1/2 and v ∞ n −1/2 (where the implicit constant affects all subsequent constants). We remark that the subsequent arguments could also be carried out for any w ∞ , v ∞ n −ε at the cost of different error terms; the arguments fail being rigorous as soon as w ∞ ∼ 1 since then, a priori, all terms in the Taylor expansion of e x could be of roughly the same size. We start with the Taylor expansion n j=1 e wivj = n j=1
In particular, we note that n j=1
We use the series expansion
Here, the second sum can be somewhat simplified since
Altogether, we obtain that
and have justified the desired expansion.
Proof of Theorem 2.2. Setting w = 0 results in the energy L(w) = −n log n.
Let now w be a global maximizer, then we obtain
which is the desired result.
Proof of Theorem 2.3. We expand the vector w into a multiple of the constant vector of norm 1, the vector
and the orthogonal complement via
which we abbreviate as w =w + (w −w). We expand
Since P is row-stochastic, we have Pw =w and thus w, Pw = w 2 . Moreover, we have w −w, Pw = w −w,w = 0 since w −w has mean value 0. We also observe, again because w −w has mean value 0, that w, P (w −w) = w, P S (w −w) .
Collecting all these estimates, we obtain w, P w w 2 ≤
We also recall the Pythagorean theorem
Abbreviating x = w / w , we can abbreviate our upper bound as
The function
is monotonically increasing on [0, 1/3]. Thus, assuming that
we get, after some elementary computation,
However, we also recall from the proof of Theorem 2.2. that
Altogether, since the energy in the maximum has to exceed the energy in the origin, we have
and therefore
Examples
We validate our theoretical findings by comparing, for various datasets, the representation obtained by the following methods: (i) optimizing over the symmetric functional in Eq. (1), (ii) optimizing over the spectral method suggested by Theorem 2.1 and (iii) computing the leading eigenvector of P − 1 n 1. We denote by w, w and u be the three vectors obtained by (i)-(iii) respectively. The comparison is performed for two artificial datasets, two sets of images, a seismic dataset and a text corpus. For the artificial, image and seismic data, the matrix P is obtained by the following steps: we compute a pairwise kernel matrix
where α is a scale parameter set as in [16] . We compute P via
The matrix P can be interpreted as a random walk over the data points, see for example [3] . To support our approximation in Theorem 2.1, we compute the correlation coefficient between w andŵ by
where µ andμ are the means of w andŵ respectively. A similar measure is done for w and u. In addition, we compute the norm w and compare it to the upper bound in Theorem 2.3. 
4.2.
MNIST. Next, we use a set of 300 images of digits 3 and 4 from the MNIST dataset [13] . Two examples from each category are presented in the left panel of Figure 3 . Here, the extracted representations w andŵ match the values of the scaled eigenvector u (see right panel of Figure 3 ). The correlation coefficients ρ(w, u) and ρ(ŵ, u) are both higher than 0.999. 4.3. COIL100. In this example, we use images from Columbia Object Image Library (COIL100) [20] . Our dataset contains 21 images of a cat captured at several pose intervals of 5 degrees, see left panel of Figure 4 . We extract the embedding w andŵ and reorder them based on the true angle of the cat at every image. In the right panel, we present the values of the reorders representations w,ŵ and u overlayed with the corresponding objects. The values of all representations are strongly correlated with the angle of the object. Moreover, the correlation coefficients ρ(w, u) and ρ(ŵ, u), are 0.97 and 0.99 respectively. We use a dataset collected in Israel and Jordan, described in [15] . The data consists of 1632 seismic recordings of earthquakes and explosions from quarries. Each recording is described by a sonogram with 13 frequency bins, and 89 time bins [10] . See the left panel of Figure 5 . Events could be categorized into 5 groups using manual annotations of their origin. We flatten each sonogram into a vector, and extract embeddings w,ŵ, and u. In the right panel of this figure, we show the extracted representations of all events. We use dashed lines to annotate the different categories and sort the values within each category based on u. The coefficient ρ(w, v) is equal to 0.89, and ρ(ŵ, v) = 1. 4.5. Text Data. As a final evaluation we use a corpus of words from the book "Alice in Wonderland". To define a co-occurrence matrix, we scan the sentences using a window size covering 5 neighbors before and after each word. We subsample the top 1000 words in terms of occurrences in the book. The matrix P is then defined by normalizing the co-occurrence matrix. In Figure 6 we present centered and normalized versions of the representations w,ŵ and the leading left singular vector v of P − 1 n 1. The coefficient ρ(w, v) is equal to 0.77, and ρ(ŵ, v) = 1. 
