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Zusammenfassung
Die Jupitermagnetospha¨re stellt neben der Sonne und der galaktischen kosmischen
Strahlung eine bedeutende Quelle von energiereichen, geladenen Teilchen im Sonnen-
system bzw. der Heliospha¨re dar. Der Schwerpunkt der vorliegenden Arbeit liegt auf
der Komponente der sogenannten “Jupiterelektronen”, Elektronen im Energiebereich
von ∼ 1 bis > 40 Megaelektronenvolt (MeV). Diese Teilchenpopulation wurde erstmals
durch die Pioneer 10 und 11 Raumsonden in den fru¨hen 1970ern beobachtet.
Im Rahmen dieser Arbeit wurde eine Analyse von MeV-Elektronen Meßdaten der
Ulysses und Pioneer 10/11 Raumsonden in der Magnetospha¨re des Jupiters durch-
gefu¨hrt. Durch die Anwendung von statistischen Methoden und Zeitreihenanalysen
konnte neben der bekannten – mit der Rotation des Planeten verknu¨pften – 10 h Mod-
ulation des Energiespektrums eine weitere periodische Variation nachgewiesen werden.
Wa¨hrend erstgenannte, unter dem Stichwort “Jovian Clock” bekannte Modulation
Gegenstand einer Anzahl wissenschaftlichen Artikel ist, wird in der vorliegenden Arbeit
erstmals eine ausfu¨hrlicherere Beschreibung und insbesondere ein Vergleich zwischen
den Ulysses und Pioneer Ergebnissen dargestellt.
Der umfangreichste Teil dieser Arbeit widmet sich der Analyse von “Jovian Jets“
anhand von Meßdaten der Raumsonden Ulysses und Pioneer 10/11. Diese Ereignisse,
erstmals 1993 anhand von Ulysses-Daten beschrieben, zeichnen sich im Vergleich zur
u¨brigen Population von Jupiterelektronen durch einen plo¨tzlichen Anstieg und Abfall
der Elektronenza¨hlraten bei einer gesamten Ereignisdauer von ho¨chstens einigen Stun-
den in Verbindung mit einer deutlichen Richtungsanisotropie des Teilchenflusses aus.
Bei einigen dieser Ereignisse kann eine zeitliche Modulation des Energiespektrums der
Elektronen mit der Rotationsperiode des Jupiter von ∼ 10 Stunden gefunden werden,
wie sie innerhalb der Jupitermagnetospha¨re vorherrschend ist. Die Anwendung einer
”dreidimensionalen” Spektralanalysemethode erwies sich als den bisher verwendeten
Methoden bzgl. des Nachweises dieser Modulation u¨berlegen. Insbesondere konnte
die 10 h Periodizita¨t erstmal bei einem Abstand vom Jupiter von deutlich u¨ber 1 AU
(Astronomische Einheit) nachgewiesen werden, entsprechend einer Erweiterung der
bisherigen Nachweisgrenze um den Faktor ∼ 1.5.
Eine Anwendung dieser Analysemethoden auf die Meßdaten der Pioneer 10 Raum-
sonden ergab eine gute U¨bereinstimmung mit den Ulysses Daten. Insbesondere konnte
gezeigt werden, dass die als “Jovian Bursts” bezeichneten Ereignisse als “Jovian Jets”
aufgefasst werden ko¨nnen.
Die Entwicklung sowie Anwendung eines die Anisotropie (bzw. des magnetis-
chen Anstellwinkels) dieser Jupiter-Ereignisse beru¨cksichtigenden Transportmodells
wurde vorgestellt. Die Beru¨cksichtigung des Anstellwinkels bei der Ausbreitung von
Jupiterelektronen fu¨hrt zur der Annahme, dass die Beobachtung von Jovian Jets eine
direkte Folge der Injektion von Elektronen nahe der Jupitermagnetospha¨re ist.
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Abstract
The Jovian magnetosphere, besides the Sun and galactic cosmic radiation, is a con-
siderable source of energetic particle in the solar system. The focus of this work is on
so-called “Jovian electrons”, i.e. electrons of about ∼ 1 to > 40 MeV. This particle
population was first observed by the Pioneer 10 and 11 spacecraft in the early 1970s.
Within the scope of this work is an analysis of MeV electrons measured by the
Ulysses and Pioneer 10/11 spacecraft in the Jovian magnetosphere. Due to the appli-
cation of statistical and time series analysis methods it was possible to identify another
quasi-periodic variation of the energy spectrum beside the famous “Jovian clock” re-
lated to the Jovian periodicity of 10 h. While the latter observation is extensively
discussed in the corresponding literature, the work at hand provides a more detailed
discussion of the second quasi-periodic variation based on the analysis and comparison
of Ulysses and Pioneer data.
The main part of this work is dedicated to the analysis of “Jovian jet” events.
These events – discussed for the first time in 1993 by Ulysses data – are characterized
by sharp increases and decreases of flux and a duration of not more than a few hours.
Furthermore, these events are accompanied by significant directional anisotropies of the
particles. Some events also show evidence for the presence of the Jovian 10 h periodicity
in the energy spectrum similar to the observations inside the magnetosphere. The
application of a “three-dimensional” spectral analysis method was found to be superior
to previously used methods with respect to the identification of the 10 h modulation.
In particular, it was possible to detect the 10 h periodicity well beyond a distance of
1 AU (Astronomical Unit) from Jupiter, increasing the previous detection limit by a
factor of ∼ 1.5.
An application of these methods to the Pioneer 10 data revealed a good agreement
with Ulysses data. In particular, it could be shown that larger bursts of Jovian electrons
named “Jovian jets” can be interpreted as being composed of Jovian jet events.
The development of a pitch-angle dependent numerical transport model for Jovian
electron events is presented. The consideration of the pitch angle in the propagation
of Jovian electrons lead to the interpretation that the observation of Jovian jets are a
direct consequence of the injection of electrons near the Jovian magnetosphere.
Chapter 1
Introduction
Since the earliest days of mankind, people may have watched the impressive and mys-
terious night sky. During the neolithic revolution, the transition from hunting and
gathering to agriculture (around 10000 B.C.), people found that the annual movement
of the celestial bodies seem to be closely related to life on Earth, e.g. it was recog-
nized that the rise and descend of the Plejads marked the beginning of spring and
autumn, and therefore the time for sowing and harvest. These cosmic-terrestrial re-
lations challenged mankind’s imagination and religiousness and constellations of stars
were attributed to religious and mythological traditions or even to things of every-day
experience. However, it was found that some of the stars on the celestial sphere seem
to have no fixed position with respect to their neighbors but are wandering more or
less independently. These stars were called planets1 and in the classical antiquity they
where identified with deities of the Greek or Roman pantheon. The brightest planet
that can be observed during the whole night was named after the mightiest god of the
roman pantheon: Jupiter, the king of the gods, and the god of the sky and thunder.
Indeed, after the invention of the telescope (credited to Hans Lippershey) and early
studies by Galileo Galilei and others, it became evident that the planet Jupiter is the
biggest body beside the Sun in the solar system. For the next 300 years, ground-based
optical observations revealed a lot of information about the planet. For instance, the
four Galilean moons were the first objects found to orbit another planet. Much atten-
tion was payed to the evolution and dynamics of the Jovian atmosphere, in particular
the Great Red Spot, an extremely stable giant storm located in the planet’s south
equatorial belt known to have existed since it was first observed in the 17th century.
In the 1950s Jupiter came into the focus of the young science of radio astronomy,
when Burke and Franklin (1957) discovered nonthermal radio emissions from Jupiter.
These decimetric and decametric radio emissions were then interpreted as synchrotron
radiation emitted by relativistic electrons gyrating around magnetic lines of force and
led to the postulation of a Jovian magnetic field, analogous to the magnetic field of
the Earth first measured in 1958 by Explorer 1 and later coined “magnetosphere” by
1From the Greek piλανη´της for wanderer.
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the Austrian-born astrophysicist Thomas Gold (Gold, 1959) to define the region where
the magnetic field of the Earth controls the motions of fast charged particles.
With the launch of the Sputnik I satellite in 1957, the in situ exploration of the
solar system began. Since the 1970s, eight spacecraft came close to Jupiter, begin-
ning with Pioneer 10 (1973), followed by its twin-spacecraft Pioneer 11 (1974), the
two Voyager spacecraft (both 1979), Ulysses (1992, and a distant flyby in 2004), the
Cassini spacecraft en route to Saturn (2000) and New Horizons on its way to the
dwarf planet Pluto (2007). All these spacecraft used Jupiter as a “springboard” to
their final destinations, e.g. the outer solar system or the poles of the Sun in case of
Ulysses, but nevertheless collected an amount of scientific data. The only spacecraft
to orbit Jupiter was the Galileo spacecraft. Launched in 1989, it investigated Jupiter
from 1995 to 2003, obtaining immense information about the Jovian system, e.g. the
configuration of the magnetosphere and the Jovian moons.
The focus of this thesis is on the investigation and interpretation of so-called Jovian
electrons, i.e. electrons of energies of several MeV emerging from the Jovian magne-
tosphere. Beginning with the literally pioneering work of Chenette et al. (1974), the
Jovian electron source turned out to be an important tool to study the dynamics of
magnetospheres and the structure of the heliospheric magnetic field and its spatial and
temporal variations. In the context of this work, two issues are of accentuated interest:
(i) The existence of short-lived anisotropic bursts of Jovian electrons called “Jovian
jets” that can be observed in the heliosphere not too far away from Jupiter. While
these events suggest a good magnetic connection between the observing spacecraft and
the Jovian magnetosphere, they are frequently found at locations not favored by the
mean magnetic field predictions to establish those connections. (ii) Inside the Jovian
magnetosphere, a sustainable modulation of the energy spectrum of the MeV electrons
is observed underlying a periodicity related to the synodic periodicity of the planet
(≈ 10 h). This phenomenon, coined “Jovian clock”, still lacks an conclusive expla-
nation, not at least because of the somewhat counterintuitive fact that the spectral
modulation seems not to be a spatial effect in a sense that it depends on the observers
position in the magnetosphere but is a global effect. Interestingly, the spectral modu-
lation of Jovian electrons can also sometimes be discovered outside the magnetosphere
in the interplanetary medium during “bursts” or “Jovian jets”2, i.e. prominent Jovian
electron enhancements accompanied by directional anisotropies of the particles.
The intent of this thesis is the study of the Jovian jet phenomenon with respect
to the interplanetary conditions based on data analysis of the Ulysses and Pioneer
10/11 spacecraft in conjunction with a mathematical model to describe the propagation
of Jovian electrons up to now successfully applied to solar event particles. For this
task, an adequate knowledge of the particle source, i.e. Jupiter’s magnetosphere is of
importance. Therefore a reinvestigation of the “Jovian clock“ is part of this work.
Chapters 2 and 3 are dedicated to a description of the heliospheric environment
2The term ”Jovian jet” in the sense as it will be used here was first coined in 1992 by researcher
working on Ulysses data.
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this work. The first issue covers the interplanetary magnetic field and the solar wind
as well as large scale structures like corotating interaction regions and coronal mass
ejections. Furthermore, the energetic particle populations (e.g. galactic cosmic rays)
will be discussed. The second issue addresses the structure and dynamics of the Jovian
magnetosphere and the particle populations observed in this environment in its inner,
middle and outer regions.
Chapter 4 focuses on the physical/mathematical framework of charged particle
propagation in the heliosphere leading to the discussion of the transport equation
that will be used in this work to model the pitch-angle dependent transport of Jovian
electrons. The Fokker-Planck equation as the fundamental equation for the description
of charged particle propagation in a non-homogenous magnetic field will briefly be
described followed by the discussion of two special cases of this equation: The focused
transport equation (also known as Roelof’s equation) and the Parker equation.
Chapter 5 deals with methods of charged particle measurements in the space en-
vironment and a description of the spacecraft whose data had been used in this work
(Ulysses and Pioneer 10/11). Furthermore, the concept of anisotropy in the context of
the measurement of charged particles will be described.
The subsequent chapter gives an overview of the fundamental results of the obser-
vation of Jovian electrons in the heliosphere to provide an adequate background for the
understanding of the Jovian electron source. The influence of magnetic mirroring of
charged particle coming from the outer region of the heliosphere will also be discussed.
In chapter 7, the results of a re-investigation of Ulysses data in the Jovian magneto-
sphere will be presented. Beside the well-known ”Jovian clock“, another quasi-periodic
modulation of electrons was identified in the Ulysses data. A comparison with Pioneer
data confirms the existence of this modulation that was found to be related to the
planet’s magnetospheric current sheet.
The most voluminous part of this work is chapter 8 dealing with the analysis of
Jovian jets detected by Ulysses and Pioneer 10. As mentioned above, Jovian jets
often occur at locations not favored by the nominal Parker field. The influence of
interplanetary mass ejections is discussed as a possible source for the large temporal
deviations of the local magnetic field. Based on the methods elaborated in chapter
5, the pitch-angle distribution of Jovian jets will be studied for some examples to
answer the question if Jovian jet events show evidence for a significant backscattering of
particles. This important question is a prerequisite for the justification of the transport
model. Another important problem pursued in this chapter is the detectability of
Jupiter’s rotation period of 10 h in the energy spectrum and counting rates of Jovian
electron at considerably distances from the planet. By applying a three-dimensional
version of the Lomb-Scargle spectral analysis it was possible to find clear evidence for
the 10 h periodicity as far away as 1.2 AU from the planet. While this observations
shifts the distance at which Jupiter’s signature was detected by a factor of ∼ 1.5,
evidence for the presence of the 10 h periodicity even at 2.2 AU will be discussed.
Spurred by these results, the Pioneer 10 data close to the Jovian magnetosphere were
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analyzed with respect to Jovian jets. This investigation revealed that the ”Jovian
bursts“ found by Chenette et al. (1974) can be identified as composition of events very
similar to the ”Jovian jets“ Ferrando et al. (1993) described to account for the Ulysses
observations.
The following chapter 9 contains the application of the transport equation to the
pitch-angle dependent Jovian electron transport. It could be shown that the anisotropy
of Jovian jets is a direct consequence of the pitch-angle dependent transport under the
assumption of typical mean free paths. Furthermore the phenomenon of the 10 h
periodicity is discussed. In good agreement with the observations, the model predicts
that the 10 h periodicity is accompanied by a certain level of particle anisotropy.
The two appendixes at the end of this work provide a short recapitulation of the
System III (1965) coordinate system for Jupiter’s magnetosphere and a mathematical
description of the algorithm used to solve the transport equation.
Chapter 2
The Sun and Heliosphere
Who has seen the wind?
Neither I nor you: but when
the leaves hang trembling
The wind is passing thro’
Christina Rossetti
2.1 The Solar Wind
The Sun’s energy is produced by nuclear fusion of hydrogen to helium in the core and is
transported via radiation and convection to the Sun’s outer layers. The visible surface
of the Sun is the so-called photosphere. The Sun itself is a magnetic star, i.e. in a rather
simplified approach, the Sun can be imagined as a gigantic bar magnet, producing a
dipole-like magnetic field. It is believed, that the Sun’s magnetic field is generated by
strong currents in the solar interior (dynamo effect). Right above the photosphere,
only separated by the relatively thin chromosphere, the corona is located. The solar
corona can be treated as a part of the Sun’s atmosphere and is of highest interest for
space physics, because it is the source of the solar wind, a continuous flow of charged
particles away from the Sun. Moreover, the solar wind drags the Sun’s magnetic field
into outer space, leading to the formation of the structure of the heliosphere with all
its consequences to the propagation of charged particles in the solar system.
The Corona – Source of the Solar Wind
The solar corona defines the uppermost layer of the Sun’s atmosphere, made of primar-
ily hydrogen and helium, with a density significantly lower than in the photosphere.
While the Sun’s visible surface, the photosphere, has a temperature of ∼ 6000 K, the
corona’s temperature is of the order of 106 K. This is a puzzling fact, because the
question arises how the corona can be hotter than the photosphere (Pro¨lss, 2001).
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This problem, however, had not been solved satisfactory up to know, although several
theories had been developed including heating by magnetic reconnection or by waves
(Meyer-Vernet, 2007; Aschwanden, 2009). Fig. 2.1 shows two photographs of the so-
lar corona at extreme ultraviolet wavelengths taken by the SOHO satellite. Regions
of different brightness can be identified over the all latitudes. The prominent bright
areas in equatorial regions are so-called “active regions”, i.e. regions of enhanced solar
activity like flares or coronal mass ejections. Close to the poles of the Sun, regions
that appear to be darker than the equatorial region can be found. These regions are
dominated by open magnetic field lines, allowing for an effective outflow of solar wind
plasma. Consequently, the density of hot plasma is much lower than at low or medium
latitudes. This is the reason why they are darker than their equatorial counterparts,
where the magnetic field lines are closed.
Figure 2.1: The photography on the left shows the solar corona at the emission
wavelength of Fe XV (284 A˚ngstroms) taken by the EIT instrument aboard
SOHO on 9.12.2010. A clear pattern of active regions can be identified. The
photography on the right was taken on the same day but at the wavelength of
Fe XII, corresponding to 195 A˚ngstroms. The dark spots on the Sun’s surface
are coronal holes. Taken from http://soho.nascom.nasa.gov.
In the late 1950s, E. N. Parker, based on hydrodynamic calculations, postulated
that the corona is not static, but underlies a permanent expansion, manifested by a
steady outflow of coronal material into the solar system (Parker, 1958). Four years
later, when the American spacecraft Mariner 2 was launched to its interplanetary
trajectory, Parker’s postulation was ultimately confirmed by the detection of an inter-
planetary continuous flow of protons away from the Sun, known since then as the solar
wind.
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The Solar Wind and the Interplanetary Magnetic Field
The properties of the solar wind are under investigation for decades after its discovery
in the early 1960’s, both in the ecliptic as well as at mid and high latitudes (see e.g. the
references in Meyer-Vernet, 2007) and the summary of the results of the Helios mission
by Schwenn and Marsch (1990). Long term observations near the ecliptic plane and at
higher latitudes revealed that the solar wind plasma can principally divided into two
different types: The slow solar wind with a mean speed of ∼ 400 km/s and the fast
solar wind with a mean speed of ∼ 800 km/s. The origin of the slow solar wind are the
regions of closed magnetic fields, i.e. bright regions of the corona, while the fast solar
wind emerges from coronal holes. The fast solar wind is primarily a feature of higher
solar latitudes as can be seen in Fig. 2.2, showing measurements of the solar wind
speed as a function of latitude obtained by the spacecraft Ulysses during its trajectory
almost perpendicular to the ecliptic plane (McComas et al., 2000). As can be seen, the
regions of slow solar wind are limited to a band not broader than ±45◦. However, in
equatorial regions an alternating flows of fast and slow solar wind can be detected. The
reason for this is the fact that coronal holes may extend down to equatorial regions,
so that the fast and slow solar winds are observed variantly.
Figure 2.2: Dependence of the solar wind speed as a function of lati-
tude measured by the SWOOPS experiment aboard Ulysses. Taken from
http://swepam.lanl.gov/Figures/Figure01.JPG.
As stated above, the Sun has a magnetic field. This has important consequences
on the structure of the interplanetary medium. The conductivity of the interplanetary
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medium can be treated as almost infinite, i.e. there are no permanent large scale
electric fields. As a consequence, the magnetic field is “frozen“ in the solar wind
plasma, as can be derived from Maxwell’s equation and the Newton-Lorentz equation
for the case of an infinite conductivity. This frozen-in condition results in the fact
that plasma parcels attached to a magnetic field line will be attached to this field line
forever. This concept will now be illustrated for solar wind parcels emerging from a
fixed longitude on the solar surface while the Sun rotates around their spin axis. The
Sun
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Figure 2.3: The shape of the Parker spiral in the heliographic plane as seen
from north. The solar wind particles propagate radially away from the corona.
The Sun rotates with the angular speed of Ω and since the magnetic field is
attached to the solar wind plasma due to the “frozen in” condition, the typical
shape of the Parker spiral evolves.
solar-centric distance of a solar wind particle is simply given by
r(t) = r0 + usw ·∆t, (2.1)
where r0 is the distance of the particle’s source (i.e. the corona) with respect to the
center of the Sun. The solar wind speed is given by usw
1 and ∆t is the time after the
particle was injected. However, since the magnetic field lines are “frozen in”, they are
attached to the solar wind. As a consequence, the interplanetary magnetic field forms
an Archimedian spiral, also known as Parker spiral
r(ϕ) ≈ −usw
Ω
(ϕ− ϕ0) ϕ < ϕ0, (2.2)
as it is shown in Fig. 2.3. Here, Ω is the angular speed of the Sun, ϕ is the longitude
and ϕ0 the longitude of the footpoint of the magnetic field line. The components and
the magnitude of the interplanetary magnetic field can be derived from the frozen-in
1Throughout this work, u will refer to the speed of solar wind particles while ~v denotes the velocity
of energetic (test) particles.
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theorem (Pro¨lss, 2001) and read
Br = B(r0)
(r0
r
)2
(2.3)
Bϑ = 0 (2.4)
Bϕ = −B(r0)Ωr0
usw
(r0
r
)
, (2.5)
and
B = B(r0)
√
1 +
(
Ωr
usw
)2 (r0
r
)2
, (2.6)
where r0 is an arbitrary distance from the Sun with r > r0. As a result of the radial
outflow of the solar wind, the Parker field has no latitudinal component, i.e. the three
dimensional shape of a Parker spiral is simply a cone resembling an ice-cream cornet.
While the solar wind drags the magnetic field lines away from the Sun, the original
dipole of the solar magnetic field becomes highly stretched. In particular, in equatorial
regions a surface is found where the polarity of the magnetic field changes its sign
rapidly. Due to Ampe`re’s law,
∮
~B · d~l = µ0
∫
~J · d ~A, this requires the existence of
a current at these boundary. This boundary is called the heliospheric current sheet.
Due to the inclination of the Sun’s magnetic field and the finite propagation time of
the solar wind, the current sheet has the shape similar to that of the skirt of a swirling
ballerina, an image coined by Alfve´n (1977). The existence of the heliospheric current
sheet, i.e. a region of flipping polarity, has important influence on the propagation of
charged particles in the heliosphere as for example discussed by Strauss et al. (2012)
and references therein.
Corotating Interaction Regions
In the previous section it is already mentioned that there are basically two types of solar
wind streams, i.e. the slow (∼ 400 km/s) and the fast solar wind (∼ 800 km/s). If a
coronal hole, i.e. the source region of the fast solar wind, extends to equatorial regions,
an interaction region develops. Because of the rotation of the Sun and the stability of
the interaction regions up to several months, an observer encounters this interaction
region recurrently every ∼26 days. Therefore, these interaction regions are called
corotating interaction region (CIRs). Fig. 2.4 shows schematically the interaction of a
slow and a fast solar wind stream emerging from the Sun at different latitudes. While
the solar wind propagates radially away from the Sun, the fact that the Sun rotates
leads to the consequence that the fast solar wind runs into the slow one. However, the
fast solar wind can not overtake the slow solar wind because of the frozen-in condition
of the interplanetary magnetic field. Therefore, a compressing region develops at the
boundary between the two different streams. At heliographic distances of 2-3 AU, the
magnetosonic speed has decreased to values that are frequently below the difference of
the speed of the fast and slow solar wind streams (Burlaga, 1974). As a consequence,
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Figure 2.4: The interaction of two solar wind streams with different speeds
leads to the evolution of a corotating interaction region. The different shades
illustrate the different levels of plasma density.
a forward and a backward shock pair evolves bounding the compression region. This
shock pair is the source of CIR associated energetic particles, that gain their energies
of up to several MeV by shock acceleration (Mason et al., 1999).
The boundary between the slow and the fast solar wind plasmas is the so-called
stream interface (SI), indicated by the dashed curve in the Figure. The SI is a quite
sharp boundary (< 104 km) and is defined by a decrease in density of the plasma
by a factor of 2 and a small increase of the solar wind speed and an increase of the
plasma’s kinetic temperature by a factor of 2 (Burlaga, 1974; Wimmer-Schweingruber
et al., 1997). Since magnetic field lines can not penetrate each other, the SI is not
only a boundary separating two distinct plasmas, but also magnetic field lines. As
a consequence, CIRs are effective barriers for the propagation of energetic particles
in the heliosphere as has been pointed out e.g. for Jovian electrons by Conlon and
Simpson (1977), Conlon (1978) or Dunzlaff (2007).
Solar Flares
While CIRs are recurrent events, two principal classes of transient events are observed
in the heliosphere. The first type of event to mention are solar flares. The formation
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of solar flare events is caused by magnetic reconnection, i.e. a change in the magnetic
field topology, at the Sun’s surface. During reconnection, magnetic energy is converted
to kinetic energy, i.e. charged particles are accelerated at the reconnection side, what is
typically associated with the release of electromagnetic radiation, and propagate along
the Parker spiral. Solar flare accelerated particles are used as test particles for the
investigation of transport parameters, i.e. diffusion coefficients and the corresponding
mean free paths, in the heliosphere (Dro¨ge, 2004; Dro¨ge and Kartavykh, 2009).
Coronal Mass Ejection
The term Coronal Mass Ejection (CME) denotes the explosive-like release of large
amounts of coronal material into interplanetary space (Aschwanden, 2009). These
CMEs, often associated with large flare events, are also the result of energy releases
on large scales. Compared to solar flare events, CMEs carry their own magnetic field,
leading to disturbances of the mean Parker field as they propagate away from the
Sun where they are called Interplanetary Coronal Mass Ejections (ICMEs). Typical
signatures for the detection of ICMEs at the orbit of the Earth are anomalously low
plasma temperatures, bidirectional fluxes of superthermal electrons and energetic ions
of coronal origin as well as the observation of enhanced helium abundances and unusual
ionization states of heavier ions (von Steiger and Zurbuchen, 2003; Du et al., 2010).
A subclass of CMEs are magnetic clouds, making up 30% of the ICME population
and are characterized by a smooth rotation of the magnetic field forming a flux rope
structure. Because of their size and transient character, CMEs are know to cause
temporal disturbances in the surrounding IMF.
2.2 The Heliosphere and its Boundaries
The heliosphere is defined as the space influenced by the Sun and the solar wind and
separates the solar wind plasma from the interstellar medium (ISM) (e.g. Potgieter,
2010). The shape of the heliosphere is determined by the counterplay of the pressure
of the solar wind emerging from the Sun and the pressure of the ISM. The solar
wind and the attached interplanetary magnetic field is an obstacle for the ISM. As a
consequence, the ISM is decelerated to subsonic speeds, given that it initially traveled
with super-sonic speed. This question is still under debate and it is, therefore, not clear
if the bow shock exists, although a recent study by McComas et al. (2012) suggest the
non-existence of a bow shock but merely a “bow wave“.
The termination shock is the region where the solar wind plasma becomes subsonic
and the heliopause constitutes the interface between the interplanetary magnetic field
and the magnetic field of the ISM, since these magnetic fields can not penetrate each
other. Assuming that the ISM constantly hits the heliosphere from one direction, the
heliospheric tail develops, i.e. the heliosphere is significantly stretched in one direction,
similar to planetary magnetospheres. A sketch illustrating the shape of the heliosphere
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Figure 2.5: Sketch of the heliosphere. The heliopause separates the solar
wind from the ISM while the solar wind itself already becomes subsonic at the
termination shock. The layer between the heliopause and the termination shock
is called heliosheath. The sketch is not to scale.
is shown in Fig. 2.5.
Galactic Cosmic Rays
The observation of galactic cosmic rays started at the beginning of the 20th century,
right after the discovery of natural radioactivity. In 1912, V. Hess started a balloon
campaign to investigate the ionization of air due to the terrestrial radiation as a func-
tion of altitude. However, contrary to what was expected, he discovered that the
ionization rate increased with increasing distance from sea level and concluded that
the source of this Ho¨henstrahlung2 is extraterrestrial. After the invention of the Geiger-
Mu¨ller detector, it finally turned out that cosmic rays consists of charged particles and
not of electro-magnetic rays. Nowadays, cosmic rays (and/or their secondary particles)
are under permanent investigation by a fleet of spacecraft, either at Earth’s orbit or on
interplanetary trajectories, and a network of neutron monitors on the Earth’s surface.
In the literature, the term galactic cosmic rays (GCRs) generally addresses energetic
particles that come from outside the heliospheric boundaries, while “cosmic rays“ is
commonly used as a generic term for solar energetic particles as well as energetic plane-
tary particles like Jovian electrons. The galactic cosmic ray population mainly consist
of protons and heavier nuclei (∼ 98%), while only ∼2% is made of electrons. The large
majority of the positively charged cosmic ray component is made of protons (∼ 87%).
The fraction of helium nuclei is about 12%, while the remaining part (1%) is made of
2A proper translation is “high-altitude radiation“. The term “cosmic rays” was proposed in 1925
by R. A. Millikan and its literal translation “Kosmische Strahlung” is now commonly used in the
German language.
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Figure 2.6: The GCR proton spectrum from 10 MeV up to 107 MeV. Beyond
104 MeV, the energy spectrum can be well described by a power law with spectral
index γ. The symbols represent measurements, the dashed line corresponds to
the near-Earth modulated spectrum, the solid curves the derived interstellar
spectrum. Taken from Fulks (1975), modified.
nuclei of heavier elements like iron or carbon (Longair, 1992). The energy spectrum
of GCR protons measured at Earth’s orbit is show in Fig. 2.6, which has been taken
from Fulks (1975). On a double-logarithmic scale, the plot shows the proton flux as
a function of energy in a range of energy from 10 MeV up to 107 MeV. The symbols
correspond to measured data while the dashed line is a fit to the data. The solid curves
is the derived interstellar spectrum. As can be seen, for energies above ∼ 104 MeV,
the energy spectrum can be described by a power law (Longair, 1992) of the form
N(E)dE = KE−γdE, (2.7)
where N(E)dE is the differential flux, K is a constant, E is the energy and γ is
the so-called spectral index, that determines the slope of the spectrum. The energy
spectrum of GCRs is strongly affected by the configuration of the heliosphere, i.e. the
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interplanetary magnetic field and the solar wind, as the particles travel from the border
of the heliosphere towards the inner regions of the solar system. The variation of the
transport parameters is mainly caused by the solar cycle, i.e. a period variation of
the Sun’s magnetic configuration. The galactic origin of GCRs and their acceleration
mechanism is in discussion since their first observation. However, within the last
decades it turned out that there is strong evidence that GCRs are primarily accelerated
at the moving shock front of supernova remnants (Ginzburg and Syrovatskii, 1964;
Longair, 1994; Aharonian and the HESS consortium, 2006; Bu¨sching and Potgieter,
2008) or by the rotational energy of millisecond pulsars (Bu¨sching et al., 2008).
The Solar Cycle
The overall configuration of the solar corona and the photospheric magnetic field of the
Sun is not in a steady-state condition. Indeed, the Sun underlies a periodic variation
of about 11 years. This variation is called the solar cycle and has first been observed
Figure 2.7: This Figure shows the sunspot number and neutron monitor counts
from 1950 and 1957, respectively to 2010. A clear anti correlation between these
quantities is visible, suggesting a dependence of the galactic cosmic rays flux at
Earth’s orbit from the configuration of the Sun and the interplanetary magnetic
field.
by investigations of sunspots, i.e. regions of a significantly increased magnetic field
strength near the solar surface. It turned out that the number of sunspots visible on
the solar surface shows minima and maxima with a periodicity of ∼11 years. This 11
years solar cycle is accompanied by a global reconfiguration of the Sun’s dipole field,
i.e. a reversal of the magnetic field polarity in the two hemispheres. As it takes 11 years
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to switch the sense of polarity of the Sun, after 22 years the orientation of the Sun’s
magnetic field is the same again. This polarity reversal is related to changes in the
solar wind properties and the occurrence of coronal disturbances like flares or CMEs.
The time period when a maximum of sunspots is observed is called solar maximum and
is characterized by a slow solar wind speed profile from low to highest latitudes and
a maximum of the occurrence of flares and CMEs, while during solar minimum these
events are at a minimum and both slow and fast solar wind streams are observed.
Like the heliospheric current sheet, the actual polarity of the Sun’s magnetic field
has influence on the propagation of GCRs. This is illustrated in Fig.2.7, showing the
sunspot number as well as neutron monitor counts as a measure for the GCR flux at
Earth. As can clearly be seen, the GCR flux is at minum during solar maximum, i.e.
when the sunspot number is high and vice versa. It is also evident that the maxima of
the neutron monitor counts are alternating peak-like and plateau-like. This behavior
is related to drift effects, caused by the polarity of the Sun (e.g. Potgieter, 2008).

Chapter 3
The Jovian System in the
Heliosphere
If you have seen one
magnetosphere, you haven’t
seen them all.
James A. Van Allen
The Jovian system is doubtlessly one of the most complex and dynamical astro-
nomical object accessible to in-situ and ex-situ observations. This chapter is dedicated
to a brief description of Jupiter and its magnetosphere as far as it is necessary to
understand the observations and discussion presented in the chapter dealing with the
dynamics of high energetic particles hosted in the magnetosphere, especially with re-
spect to the ∼10 h modulation of MeV electrons. A comprehensive discussion of all
aspects of the Jovian magnetosphere, as well as the planet itself and its moons can be
found in Gehrels and Matthews (1976), Dessler (1983) and Bagenal et al. (2004).
3.1 The Planet Jupiter
Jupiter is the fifth member of the planets orbiting the Sun, located between Mars
and Saturn at a mean distance from the Sun of about 5.2 AU. The orbital period is
11.86 years, i.e. the average orbital speed is ∼13 km/s. Like all other planets, Jupiter
is located very close to the plane of the ecliptic. Concerning mass, radius, Jupiter is
definitely the largest planet in the solar system with an equatorial radius of 71492±4 km
(Seidelmann et al., 2007), i.e. more than 11 times that of Earth, and a mass of 1.89·1027
kg, i.e. about 318 Earth masses. An important feature of the Jovian magnetosphere
described in the following section is the very fast rotation of the body with a period of∼
9h55′29.704′′ (Yu and Russell, 2009). Compared to the rocky planets Mercury, Venus,
Earth, and Mars, Jupiter is a so called gas giant like Saturn. That means, Jupiter is
not primarily made of solid matter, but mainly consists of hydrogen and helium (more
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than 87%) and traces of other gases like methane and ammonia. The atmosphere
of the planet is dominated by the presence of highly dynamical cloud ribbons at all
latitudes streaming at different speeds leading to turbulence and circulation patterns
(Fig. 3.1). The most prominent of which is the famous Great Red Spot, a stable
Figure 3.1: Jupiter as seen by Pioneer 10 in December 1973 during the space-
craft’s flyby. The cloud ribbon and the Great Red Sport can be seen as well as
the shadow of one of Jupiter’s moons.
structure probably lasting for hundreds of years, located in the southern hemisphere.
The interior of Jupiter can be divided into three main regions, namely a helium-poor
hydrogen layer at the top of the planet, followed by a helium-rich envelope of metallic
hydrogen and finally a dense core of a still uncertain composition. However, it is
assumed that a convection-driven dynamo in the electrically conducting regions of the
planet’s interior leads to the generation of the internal Jovian magnetic field (Busse,
1979), responsible for Jupiter’s giant magnetosphere described in the following section.
3.2 The Jovian Magnetosphere
Beside Venus and Mars, all planets of the solar system are hosts of an intrinsic mag-
netic field. The cavity generated by this magnetic field is called magnetosphere. It is
believed that the magnetic fields of Jupiter is generated by a dynamo operating in the
interior of the planets (Neubauer, 1991). Fig. 3.2 shows a comparison of the sizes of
the magnetospheres of Mercury, Earth, Saturn and Jupiter. As can clearly be seen, the
Jovian magnetosphere is by far the largest one in the solar system with subsolar mag-
netopause distances varying from 45-100 RJ (1RJ = 71492 km) as it was deduced from
spacecraft observations (Khurana et al., 2004), reflecting the large variability of the
Jovian magnetosphere in response to changing solar wind conditions. Fig. 3.3 shows
an illustration of Jupiter’s magnetosphere. The solar wind, coming from the left side,
is decelerated to subsonic speeds when encountering the magnetosphere, resulting in
the formation of the bow shock and the magnetosheath. The boundary between the
interplanetary medium and the magnetosphere is defined by the magnetopause. In
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equatorial regions, a current sheet is formed as a result of outwards streaming plasma
dragging the magnetic field lines. Since the observations of the Jovian magnetosphere
by the Pioneer and Voyager spacecraft, it is common to divide Jupiter’s magnetic field
into three distinct regions, namely the inner, middle and outer magnetosphere. Each of
which is characterized by special properties concerning the magnetic field and plasma
environment.
Figure 3.2: Comparison of the sizes of magnetospheres of Mer-
cury, Earth, Saturn and Jupiter. The Jovian magnetosphere is by far
the largest planetary magnetic field in the heliosphere. Taken from
http://lasp.colorado.edu/mop/resources/graphics/JSEM.jpg.
The Inner Magnetosphere
The inner magnetosphere is the region that is strongly dominated by the internally
produced field and extends up to distances of about 6 RJ , i.e. roughly the orbit of
the satellite Io. The inner magnetosphere is typically treated as a current-free region
and is know to be the source of the plasma in the magnetosphere and is the host
of the inner radiation belts of the planet (Garrett et al., 2005). Observations made
by the Voyager spacecraft (Broadfoot et al., 1981) revealed that the innermost of the
four Galilean moons, Io, is the primary source of plasma in the Jovian magnetosphere.
The reason for this are the strong tidal forces induced by Jupiter acting on the moon
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Figure 3.3: A more detailed view of the Jovian magnetosphere. The inner
and middle regions of the magnetosphere are strongly dominated by the moon
Io and the magnetospheric current sheet. The outer region is very variable as it
is strongly affected by the conditions of the solar wind acting on the magneto-
sphere.
Figure 3.4: Photography of the Galilean moon Io, the most volcanic body in
the solar system. The inlets show volcanic eruptions on the moon’s surface.
The ejected material is ionized by radiation and becomes an important source
of plasma in the Jovian magnetosphere.
leading to tidal heating of Io (McEwen et al., 2000). As a result, Io is found to be
the most volcanic object in the solar system (see Fig. 3.4), injecting 1 ton/s into the
magnetosphere. This material, mainly consisting of sulfur and oxygen, creates the
so-called Io plasma torus located between 5.2 RJ and ∼ 10 RJ until it is ionized by
electron impacts and charge exchange (Thomas et al., 2004, and references therein).
Because of centrifugal forces, this plasma is convected away from the planet, leading to
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the formation of a current sheet dominating the middle regions of the magnetosphere.
The Middle Magnetosphere
The middle magnetosphere is strongly affected by the presence of an azimuthal current
sheet as a result of the outflowing iogenic plasma. Similar to the formation of the helio-
spheric current sheet, the plasma drags the magnetic field lines leading to a significant
deformation of the dipole-like field. In equatorial regions, a surface is found where the
radial component of the magnetic field changes its sign, resulting in a current system
because of the non-vanishing integral
∮
~B · d~l across this region (Ampe`re’s law). The
magnetic dipole is tilted by ∼ 9.6◦ with respect to the planet’s spin normal ~ω. Conse-
quently, a spacecraft located near the rotational equator, experiences two changes in
polarity in a Jovian revolution, while a spacecraft located at higher magnetic latitudes
remains in the same magnetic polarity sector. The latitudinal excursion of a spacecraft
with respect to the nominal magnetic equator is approximately given by
ϑm = 9.6
◦ sin(λIII − 110◦) + ϑ, (3.1)
where ϑ is the jovigraphic latitude of the spacecraft and λIII its System III (1965)
longitude. The factor 9.6◦ corresponds to the magnetic tilt angle. Since the tilt angle
is tilted towards λIII ≈ 200◦, the magnetic and jovigraphic equators intersect at λIII =
110◦ and λIII = 290◦. Therefore, the phase angle in Eqn. 3.1 is 110◦. See Appendix A
for further discussion.
The Outer Magnetosphere
The outer magnetosphere is a highly irregular region between the middle magneto-
sphere and the magnetopause. The extension of the outer magnetosphere, and there-
fore that of the magnetosphere as a whole, is subject of significant variations depending
on the conditions of the interplanetary medium, in particular the pressure of the solar
wind and the polarity of the IMF. Consequently, the sunward extension of the magne-
tosphere may change significantly in response to varying IMF conditions. While the
current sheet is normally well established in the middle magnetosphere, it can barely
be recovered in the outer region of the magnetosphere as a result of the unsteady and
irregular conditions. As stated above, the radius of the magnetosphere lies between
∼ 45 and ∼ 100 RJ .

Chapter 4
Transport of Charged Particles in
Interplanetary Space
But now I have come to believe
that the whole world is an
enigma, a harmless enigma that
is made terrible by our own
mad attempt to interpret it as
though it had an underlying
truth.
Umberto Eco - Foucault’s
Pendulum
In this chapter the theoretical framework of transport theories for particles in a
space plasma will be discussed. After a short recapitulation of single particle motion
in homogeneous magnetic fields, a short outline of the derivation of the Fokker-Planck
equation will be given as well as a discussion of some of its special applications com-
monly used in space science.
4.1 Particles in Magnetic Fields
The equation of motion of a charged particle in a magnetic field is given by the Newton-
Lorentz equation
γm0
d~v
dt
= q
(
~v × ~B
)
, (4.1)
where m0 is the rest mass of the particle, q its charge, ~v the velocity and ~B an external,
uniform and static magnetic field. The factor γ is the Lorentz factor, i.e. Eqn. (4.1)
takes into account the motion of particles with relativistic energies as it is the case
for Jovian electrons or GCR protons of several hundreds to thousands of MeV. From
Eqn. (4.1) it follows, that a particle with a non-zero velocity component perpendicular
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to the magnetic field vector experiences a force pointing in the direction given by the
cross product of ~v and ~B. As a consequence, the particles perform orbital motions
around their corresponding magnetic field lines. The magnetic field line in the center
of the circle described by the motion of the particle is called the guiding center. If
the particle also has a component parallel to the magnetic field, the total velocity is
given by the orbital motion around the guiding center and a motion parallel to the
field line. This results in a helical orbit of the particle around the magnetic field line
as is illustrated in Fig. 4.1. The magnetic field, i.e. the guiding center is indicated by
the red line. The helix shows the gyromotion of the particle along the magnetic field
line. The total velocity ~v is the result of the motion along the magnetic field line (~v||)
Figure 4.1: Helical orbit of a charged particle (orange dot) in a uniform mag-
netic field (red line). The particle moves with a speed v|| along the z-axis while
it spirals around its guiding center with a speed v⊥. The pitch angle cosine µ
is defined as the ratio between the parallel velocity component and the total
velocity, i.e. µ = v||/v.
and perpendicular to it (~v⊥). An important parameter is the pitch angle of the particle
and is defined as the angle between ~v|| and ~v and is given by
cosϑ =
|~v|||
|~v| . (4.2)
However, it turned out to be useful not to mention the pitch angle ϑ itself but the
so-called pitch-angle cosine µ, i.e.
µ = cosϑ. (4.3)
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The gyroradius of the particle, i.e. the distance from the guiding center is given by
(cf. Longair, 1992) as
r =
γm0|~v|
√
1− µ2
|q ~B| . (4.4)
From Eqn. (4.4) it follows that the gyroradius of a particle not only depends on the
magnetic field strength, but also on its mass. As a consequence, electrons and protons
propagating with the same speed have considerable different gyroradii. Since the mass
of a proton is about 1836 times that of an electron, its gyroradius is 1836 larger due
to the linear relationship in Eqn. (4.4).
Magnetic Mirrors
If there is a (weak) gradient in the magnetic field ~B parallel to the lines of force, a
particle propagating along this magnetic field gradually changes its pitch angle as a
result of the conservation of the magnetic momentum (Boyd and Sanderson, 1969), i.e.
W⊥
B
= const., (4.5)
where W⊥ = (1− µ2)mv2/2 is the energy of the particle related to its motion perpen-
dicular to ~B. Because of the invariance of the magnetic moment, it follows that
(1− µ2)/B = const., (4.6)
what readily leads to
µ2 =
√
1− B2
B1
(1− µ21) (4.7)
as an expression for the pitch angle cosine at B2 when the particle started at B1 with
pitch angle µ1. The mirror points, i.e. the magnetic field strength at which the pitch
angle cosine of the particle is zero and the particle starts to move in the opposite
direction is calculated to
B2 =
B1
1− µ21
with |µ1| ≤ 1. (4.8)
Those mirror points in magnetic field configurations are e.g. found in the dipole field
of a planetary magnetosphere, where the field strength increases towards the poles. In
this case, the particles are bouncing between the poles of the dipole. Another situation
is the Parker field where cosmic rays traveling from the outer heliosphere towards the
Sun experience an increasing magnetic field strength, leading to an increase of the
pitch angle. The opposite is true for particles injected near the solar surface, e.g. solar
flare particles. As these particles propagate away from the Sun, their pitch angles will
decrease with decreasing field strength.
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4.2 The Random Walk
At the beginning of the last section it has been assumed that the magnetic field is
uniform in space and time and fluctuating fields are absent, i.e. ~B(t) = ~B0. In
this case, the motion of a particle is completely described by the equation of motion
(Eqn.( 4.1)). Even if non-uniform magnetic fields like magnetic bottles are introduced,
the path of a single particle is still determined if its position in phase space is know at
a given time if the drift motion of the particle is considered. However, in most cases
the magnetic field is imposed by small scale irregularities. In this case, the magnetic
field may be written as
~B = ~B0 + δ ~B, (4.9)
where δ ~B represent irregularities in the magnetic field caused e.g. by turbulence and
~B0 is the background magnetic field. Therefore, the average 〈δ ~B〉 = 0 by definition.
When irregularities are present in the magnetic field, the trajectory of a particle is not
longer completely determined in the classical sense, i.e. the exact position in phase
space of the particle at time t1 can not exactly determined if its position was known
at time t0, because the exact form of δ ~B is not predictable. However, the position
of the particle at time t1 is related to a probability to find the particle in a certain
phase-space interval. The mathematical treatment of this is founded on the concept
of diffusion or random walk as described in the following.
The basic concept of diffusion is well known from everyday experiences. Imagine,
for example, a drop of ink falling into a glass of water. The inkdrop will immediately
start to spread and finally the ink will be homogeneously distributed in the water. The
reason for this is diffusion or random walk of the ink particles (colloids) caused by per-
sistent irregular collisions of the particles with the water molecules. This observation
was first described by R. Brown in 1827 when studying pollen particles in water under
the microscope. However, it was A. Einstein (Einstein, 1905), who gave a mathemat-
ical expression of this so-called Brownian motion. In the case of ink particles, this
points to the question for the probability distribution W (x, t, x0), which governs the
probability that a particle may be found in the interval x, x + dx at time t when the
position of the particle was x0 at time t0. For the one dimensional case, this leads to
the diffusion equation
∂W
∂t
= D
∂2W
∂x2
, (4.10)
where D is the (constant) diffusion coefficient. This equation has the general solution
W (x, t, x0) =
1√
4piDt
e−(x−x0)
2/4Dt. (4.11)
A measure for the diffusion coefficient is the mean square displacement of the particles
defined by
〈(∆x)2〉 = 〈(x(t)− x(0))2〉, (4.12)
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where x(0) is the initial position of the particle and x(t) the position of the particle
at time t. If one assumes that the mean square displacement of the particle due to
scattering is proportional to the time,
〈(∆x)2〉 ∼ tα, (4.13)
α = 1 refers to normal (Markovian) diffusion. This implies, that the particles do not
have a ”memory”, i.e. their position at the next time step does only depend on the
position at the current time and is totally independent on the positions at past times1.
For α = 2, 〈(∆x)〉 = vt, i.e. there is no diffusion but simple streaming of the particles
at speed v. The spatial diffusion coefficient can now be defined as
D = lim
t→∞
〈(∆x)2〉
2t
, (4.14)
and has the famous solution D = kT
f
for the Brownian motion of a free particle in a
liquid as derived by Einstein (1905), where T is the temperature and k is Boltzmann’s
constant and f the friction coefficient. That means, it is possible to derive an expression
how a particle ensemble, expressed by the probability function in phase space, will
evolve in time without the necessity to know the precise realization of the fluctuations
if their statistical behavior is known good enough (see also Chandrasekhar, 1943).
For charged particles propagating in interplanetary or cosmic magnetic fields, how-
ever, the derivation of diffusion coefficients is much more complicated because of the
special geometry defined by the magnetic field and the various forms of turbulence
and waves being present. Furthermore, besides stochastic forces acting on the particle,
there are also systematic effects acting on the particles. This leads to the Fokker-
Planck equation and will be discussed in the following section as far as it is important
for this work.
4.3 The Fokker-Planck Equation for Space
Plasmas
Because of the stochastic nature of diffusion processes and the large number of particles
under consideration it is often inconvenient to trace the path of a single particle2 but it
is common to introduce the phase space density f . The phase space density is defined
that the integral over a given phase space interval is the probability to find a particle
there. In particular, ∫ ∞
−∞
∫ ∞
−∞
f(~x,~v, t)d~xd~v = 1, (4.15)
1This is basically the definition of a Markov-chain, i.e. the particles do not remember past
timesteps. A famous example is the Galton board.
2However, due to increasing computation power and sophisticated mathematical concepts, several
approaches were made to track the single particle motion of energetic particles in interplanetary space
in terms of stochastic differential equations (SDEs), see e.g. Strauss et al. (2011).
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i.e. the particle must be located somewhere in the phase space.
The temporal evolution of the phase space density f of a particle ensemble can be
described by the relativistic Vlasov equation (Boyd and Sanderson, 1969)
∂f
∂t
+ ~v
∂f
∂~x
+ ~˙p
∂f
∂~p
= Q(~x, ~p, t), (4.16)
where p is defined by Eqn. (4.1). Q denotes time dependent sources (or sinks) of par-
ticles, i.e. the injection location of solar flare particles or the Jovian magnetosphere.
Choosing a phase space coordinate system xσ = (p, µ, φ, x, y, z), where p is the mo-
mentum, µ the pitch-angle cosine, φ the gyroangle and x, y, x the spatial coordinates,
one obtains
∂f
∂t
+ vµ
∂f
∂z
− q|q|
∂f
∂φ
+
d(mvµ)
dt
∂f
∂(mvµ)
+
1
p2
∂
∂xσ
(p2gxσf) = Q(~x, ~p, t), (4.17)
where gxσ refers to the random fluctuations of the magnetic field in terms of a gener-
alized force3. The term just before the fluctuating part is not included in Schlickeiser
(2002) and introduces systematic changes in the pitch angle of the particles due to
systematic changes in the magnetic field as discussed in Section 4.1.
As stated above, the concrete possible realizations of the fluctuations are not im-
portant but their statistical properties they share. That means, one is interested in
the mean value of all possible realizations and defines
〈f〉 = F. (4.18)
Rearranging Eqn. (4.17) by using F and substituting the individual realization of the
generalized force terms by their statistical representation, i.e. a diffusion coefficient,
one finally obtains (Schlickeiser, 2002)
∂F
∂t
+ vµ
∂F
∂z
− q|q|
∂F
∂φ
+
dµ
dt
∂F
∂µ
− 1
p2
∂
∂xσ
(
p2Dxσxν
∂F
∂xν
)
= Q(~x, ~p, t), (4.19)
called the Fokker-Planck equation, where Einstein’s sum convention was used. The
coefficients Dxσxν are the Fokker-Planck coefficients and are defined by
Dxσxν =
∫ t
0
ds〈g¯xσ(t)g¯xν (s)〉. (4.20)
Here, the bars indicate that the generalized force terms are calculated along un-
perturbed orbits (Jokipii, 1971; Schlickeiser, 2002). As pointed out by Bieber and
Matthaeus (1997), this notation is equivalent to Eqn. (4.14).
3This generalized force term is similar to the fluctuating force term g in Langevin’s equation
mdvdt = −fv + g(t), describing the force acting on a particle with speed v underlying a systematic
force −fv (where f represents friction) and a fluctuating part g(t).
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The Diffusion Coefficients
As a charged particle travels along a magnetic field line B0 imposed by fluctuations
it underlies permanent small changes of its pitch angle. If the single changes of the
pitch angle are sufficiently small, this can be described by diffusion. The corresponding
pitch-angle diffusion coefficient Dµµ is calculated by Eqn. (4.20). In this case (Shalchi,
2009), the generalized force term is the temporal derivation of the pitch angle, i.e.
Dµµ =
∫ ∞
0
dt〈µ˙(t)µ˙(0)〉. (4.21)
In quasi-linear theory (QLT), where unperturbed particle trajectories are considered
to derive diffusion coefficients, Dµµ is given by (e.g. Earl, 1974; Hatzky, 1996; Agueda,
2008)
Dµµ =
ν(µ)
2
(1− µ2), (4.22)
with the scattering frequency
ν = ν0|µ|q−1, (4.23)
and
ν0 =
6v
2λ||(1− σ2)(q − 2)(q − 4) . (4.24)
The factor (1 − µ2) results from the usage of the pitch-angle cosine as a variable and
from the mathematical treatment of diffusion on a sphere (Perrin, 1928). The quantity
σ corresponds to the so-called helicity and is a measure for the relation of left-handed
and right-handed polarized waves (e.g. Bieber et al., 1987). The helicity, however, will
not be considered in the calculations presented in this work, i.e. σ = 0, assuming equal
fractions of left-hand and right-handed polarized magnetic fluctuations. The quantity
q is the spectral index of the magnetic field fluctuations, v is the speed of the particles
and λ|| is the parallel mean free path and will be defined in Eqn (4.27).
However, it was found to be useful to introduce another parameter in the pitch-
angle scattering coefficient h to take into account an isotropic scattering term beside
the µ-dependent scattering (Kunow et al., 1991; Hatzky, 1996). The modified Fokker-
Planck coefficient now reads
Dµµ =
ν0
2
(|µ|q−1 + h) (1− µ2) (4.25)
Fig. 4.2 shows four examples of the shape of Dµµ for variations of the parameters
q and h. Note that for q ≥ 2, the two pitch-angle hemispheres are totally decoupled,
i.e. particles in the hemisphere µ ∈ (0, 1] are not able to propagate to the hemisphere
µ ∈ [−1, 0) and vice versa (Earl, 1974), resulting in a completely coherent transport
of the particles. As shown e.g. by Earl (1974) and Shalchi (2009), the pitch-angle
diffusion coefficient and the spatial parallel diffusion coefficient are related via
κ|| =
v2
8
∫ +1
−1
dµ
(1− µ2)2
Dµµ
. (4.26)
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Figure 4.2: The Fokker-Planck coefficient Dµµ for different values of q and h.
Note the so-called resonance gap at µ = 0 for q 6= 1.
That means, diffusion in the pitch angle domain leads to a diffusion of particles in real
space. While the derivation of this expression is not trivial, the qualitative result is
intuitive: The scattering of particles in the pitch-angle domain leads to small changes
in the particle’s pitch angle ∆µ, leading directly to a change in the particle’s parallel
speed, i.e. ∆v|| = ∆µv. An important parameter in this context is the so-called mean
free path λ||. The mean free path is defined by
λ|| =
3
v
κ||. (4.27)
This expression is derived in analogy to the kinetic theory of gases (cf. section 6.5.6
in Meschede, 2010). In cosmic ray physics, the mean free path is not the distance a
particle traveled between two single scattering events, but is the mean distance covered
by the particle until its pitch angle has changed by 90◦. The scattering of particles
perpendicular to the nominal magnetic field is fairly more complex than the treatment
of parallel scattering. What are the possible processes, that lead to a net displacement
of a charged particle perpendicular to the mean field? This is a complicated and
highly discussed topic. However, perpendicular diffusion is commonly treated as a
combination of several effects leading to a displacement of a particle perpendicular to
a defined ~B0:
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”The process of perpendicular diffusion is thus a combination of field line random
walk, backscatter from parallel diffusion, and transfer of particles across field lines
owing to the magnetic field’s perpendicular complexity.” (Bieber et al., 2004).
The first and seconds point is actually perpendicular propagation across the mean
field B0, while the particle’s guiding center still propagates parallel to the local mag-
netic field. The third issue, however, deals with the motion of the guiding center across
the mean/local magnetic field, i.e. the particle may move from one magnetic field line
to the other as a result of perpendicular inhomogeneities in the neighboring magnetic
field line.
4.4 Special Cases of the Master Equation
In the following, two special cases of Eqn. (4.19) will be discussed. The first case
considers the pitch-angle dependent propagation of charged particles along the Parker
spiral including systematic changes of the pitch angle. This equation is the transport
equation used in this work to study the pitch-angle dependent propagation of Jovian
electrons and is in use to model the propagation of solar flare particles. The second
case assumes pitch-angle isotropy, but includes spatial diffusion in three dimensions,
convection, drift effects as well as adiabatic energy changes, known as Parker’s equa-
tion.
Focused Transport
The first step in the derivation of a focused transport equation is the treatment of the
effect of the diverging interplanetary magnetic field on the pitch angle of the particles,
i.e. on the term dµ
dt
in Eqn (4.19) under the consideration of the heliospheric magnetic
field. This term can be written as (Roelof, 1969; Hatzky, 1996)
dµ
dt
=
v
2L
(1− µ2), (4.28)
where L = −B/(∂B/∂z) is the so-called focusing length, a function depending on
the distance from the Sun and a measure for the strength of the focusing due to the
diverging magnetic field. Introducing this expression in Eqn (4.19) and neglecting
diffusion perpendicular to the magnetic field line as well as energy changes, the new
equation reads
∂f
∂t
+ µv
∂f
∂z︸ ︷︷ ︸
Advection
+
v(1− µ2)
2L
∂f
∂µ︸ ︷︷ ︸
Focusing
=
∂
∂µ
(
Dµµ
∂f
∂µ
)
︸ ︷︷ ︸
Diffusion
+Q(z, µ, t), (4.29)
where it is assumed that the particle ensemble is gyrotropic, i.e. there is no gra-
dient in φ. This equation is called Roelof’s equation or focused transport equation
(Roelof, 1969) and is the fundamental transport equation being used to investigate
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Figure 4.3: The panel panel shows the parameter L as a function of radial
distance from the Sun, the right panel shows the quantity 1/(2L) as a function
of distance.
the anisotropic propagation of solar flare particles along the Parker spiral and includes
convection, focusing and pitch-angle diffusion and the presence of particle sources.
Changes in the particles momentum/energy are neglected in this model.
Before another special case of the general transport equation will be discussed, it
is necessary to pay some attention to the process of focusing. According to Boyd and
Sanderson (1969), we discuss an inhomogeneous magnetic field and assume that the
magnetic field remains almost constant along the distance the particle moved until it
had completed a full gyration orbit. This distance, denoted dg, needs to be sufficiently
smaller than the typical distance over which the magnetic field changes significantly,
i.e. the focusing length L, so we may write
dg  L. (4.30)
Let us now consider a 7 MeV electron in a magnetic field of 5 nT, corresponding to a
radial distance from the Sun of ∼ 1 AU. The gyroradius of the particle is given by
r =
γmev⊥
eB
, (4.31)
where me is the rest mass of the electron and e its charge. The speed of the particle is
about 0.997 · c, therefore γ ≈ 13. With me = 9.1 · 10−31 kg and e = 1.602 · 10−19 C we
find
r ≈ 4417 km.
The angular gyrofrequency Ω = v⊥/r can now be expressed as
Ω =
eB
γme
, (4.32)
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and with ν = Ω/2pi we obtain a gyrofrequency ν ≈ 10 Hz, i.e. the particle performs
10 full orbits in a second. Assuming that v|| = c, we find
dg ≈ 0.1s · c,
i.e. a value of dg of about 30000 km or ∼ 10−4 AU. Comparing this result with
L(1 AU) ≈ 1 AU, the length scale over which the heliospheric magnetic field changes
significantly is much larger than the distance of a 7 MeV electron traveled within 0.1 s.
We conclude that the focusing term in the transport equation is valid for relativistic
electrons, as long as the field is static inhomogeneous and not time varying or super-
imposed by electric fields and the magnetic moment is an adiabatic invariant (Jackson,
1962, p. 421)4. In addition, energy losses of the electrons by synchrotron emission that
change the particle’s relativistic mass can totally be neglected in heliospheric applica-
tions and is only of interest for planetary magnetospheres (on longer time scales) or
more exotic environments like magnetic white dwarfs or pulsars as pointed out by Ho
(1986).
Spatial Diffusion
While in the latter transport model the pitch angle was an important variable, it is
often not necessary to take care about the evolution of the pitch angle. This is the
case when a particle ensemble is considered which initial pitch-angle distribution is
(almost) isotropic and under the assumption that the pitch-angle distribution would
not change significantly with time. The propagation of GCRs as well as Jovian elec-
trons is commonly treated under the assumption that the pitch angle of the particles
are equally distributed in the pitch-angle domain, i.e. ∂f/∂µ = 0. Consequently, f is
not a function of µ. The corresponding three-dimensional transport equation including
spatial diffusion, drifts as well as adiabatic changes of the particle’s momentum had
been derived by (Parker, 1965) from the Fokker-Planck equation and reads
∂f
∂t
= ∇ · (κS · ∇f)︸ ︷︷ ︸
Diffusion
− (~usw + ~vd) · ∇f︸ ︷︷ ︸
Convection & Drift
+
1
3
(∇ · ~usw) ∂f
∂ ln p︸ ︷︷ ︸
Adiab. Losses
+Q(~x, p, t). (4.33)
The new terms in this equation are the following:
Diffusion The three dimensional spatial diffusion is expressed by a tensor κS, con-
taining the diffusion coefficients along and perpendicular to the magnetic field.
Convection & Drift Parker’s equation takes into account that the background me-
dium in which the test particles propagate is moving with the solar wind speed
4In the presence of a static magnetic field, the speed and kinetic energy of a particle remains
constant, so does γ. In a time varying magnetic field, the particle can gain energy (Betatron effect)
and γ is no longer a constant.
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usw. A vivid case is the the inkdrop in water. If the water is at rest with
respect to the laboratory frame, the center of the ink drop will not move while
the ink diffuses. If the water is moving, as in the case of a flowing river, a net
displacement of the center of the inkdrop occurs. The coefficient ~vd denotes the
sum of the drift velocities resulting from the gradient and curvature drift the
particles experience in the Parker field.
Adiabatic Energy Losses/Changes This term takes into account the fact that the
solar wind is radially flowing away from the Sun, while GCRs undergo diffusion
in this medium. This effect is similar to the loss of internal energy particles
experience when it does work in expanding its volume (Longair, 1992).
Parker’s Equation had successfully been applied to several problems of the transport
of GCRs and Jovian electrons in the heliosphere and the galaxy, e.g. by Heber et al.
(2006).
Chapter 5
Instrumentation, Trajectories, and
Methods
Beep, beep, beep!
Sputnik I
In the previous chapter the theoretical basics of particle transport in the helio-
spheric magnetic field had been described. If one wants to perform measurements of
the particle in space, sophisticated detector systems are necessary to obtain adequate
information of the physical properties. In what follows, the principles of the detection
of charged particles will be described followed by an overview of the instrumentation
flown on Ulysses and the Pioneers.
5.1 Measurements of Charged Particles
The detection of energetic charged particles, e.g. GCRs or particles trapped in plan-
etary magnetospheres, is based on the interaction of these particle with matter they
penetrate. The principal physical interactions between an incident particle and the
material are ionization losses and inelastic scattering processes. To quantify the en-
ergy losses a particle experiences, several detectors were developed. In what follows,
the main features of the detector types that are commonly used in space borne exper-
iments to detect energetic charged particles, especially that being used for the design
of the charged particle instruments used in this study are described (cf. Sierks, 1988;
Longair, 1992; Grupen, 1993; Heber, 1997).
Solid State Detectors Solid state detectors are based on the ability of charged par-
ticle to ionize the material (i.e. the target) they penetrate, leading to the pro-
duction of electron-hole pairs (Kittel, 2004). Typical materials for solid state
detectors are the semiconducting elements Silicon (Si) and Germanium (Ge), be-
cause ordinary insulators are too impure for this purpose since many of the free
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electrons and holes are lost in the imperfections in the structure of the target. If
an energetic particle knocks out an electron of the semiconductor, it moves to the
conducting band and leaves a hole, i.e. an unoccupied state, in the valence band.
If the semiconductor is attached to a voltage source, realized by connecting a pair
of electrodes at the edges of the detector, the electrons are swept away by the
electric field and can be registered as a current pulse. Since the amount of the
produced electron-hole pairs are proportional to the energy of the charged parti-
cle (typically 105/MeV), this allows an estimation of the energy of the particle,
but not its sign of charge nor the charge number.
Cherenkov Detectors To distinguish between ions and electrons, Cherenkov detec-
tors are used. Cherenkov detectors are based on the observation that a particle
moving through a medium at a velocity higher than the speed of light in that
medium, i.e. cn = c/n, where c is the speed of light in a vacuum and n is the
index of refraction in the medium), it emits so-called Cherenkov radiation. On
its way through the medium, the charged particle polarizes the molecules of the
medium, which, in response, emit electromagnetic radiation that can be detected
by photomultipliers attached to the medium. A particle with a velocity v < cn
it does not polarize the medium along its track, i.e. no radiation is emitted.
This has an important impact on the determination of the type of the incident
particle, because an electron with a kinetic energy E has a much higher velocity
than a proton at the same energy. Therefore, the energy of electrons necessary
to produce Cherenkov radiation is much lower than for protons, i.e. it is possible
to distinguish between electrons and protons in a wide range of energy by the
Cherenkov radiation produced by the particles. Typical materials for Cherenkov
detectors are aerogel or lead fluoride (PbF) with refraction indexes of n = 1.065
and n = 1.8, respectively.
Scintillation Detectors Scintillation detectors consist of a transparent crystal, usu-
ally NaJ or organic compounds. When hit by an energetic charged particle, the
medium fluoresces when free electrons produced by ionization fall back to the
valence band. This emitted radiation is measured by a sensitive photomultiplier
tube. Because of their limited energy resolution compared to solid state devices
but fast response, scintillation detectors are nowadays used as anticoincidences
guarding the particle telescope.
It is clear that the use of a single detector is often insufficient to obtain a reasonably
complete set of information (e.g. energy, type, direction) on the measured particles.
Therefore, the sophisticated combination of several different detectors to an instru-
ment is required, leading to different instrumental designs, dependent on the scientific
purpose of the instrument. In Section 5.2, the mode of operation of the Kiel Elec-
tron Telescope, the contribution of the University of Kiel to Ulysses, will briefly be
described since this work mainly makes use of the data obtained by this instrument
(in conjunction with other instruments).
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5.2 Ulysses
Mission Overview
Although the idea of exploring the heliosphere at high solar latitudes is as old as
the age of space exploration itself (Simpson et al., 1959), it was not before the mid-
seventies when work began on a mission to explore the solar poles. This mission
was initially designed as a twin spacecraft mission named ”International Solar Polar
Mission” (ISPM) and was re-named to Ulysses after several changes in the design of
the mission and the budget allowance and was finally launched as a single spacecraft
mission in October 1990. The primary aims of the mission were the following:
• The study of the three-dimensional properties of the interplanetary magnetic
field and the solar wind, including studies of the composition of the solar wind to
understand its origin at different latitudes and the investigation of waves, shocks,
discontinuities and the interaction of different solar wind streams.
• The investigation of galactic cosmic rays (including Jovian electrons), and solar
energetic particles.
• Improvement of the understanding of interplanetary dust in the solar system.
Trajectory
Ulysses was launched in October 1990 and followed an in-ecliptic path towards Jupiter
where the spacecraft was deflected by the gravitational field of the giant planet to
achieve its final orbit, a highly inclined (∼ 80◦) Keplerian orbit around the Sun. Fig. 5.1
shows the trajectory of Ulysses including the in-ecliptic trajectory segment up to the
year 2001. The aphelion distance was determined by the orbit of Jupiter, the perihelion
was chosen to be ∼ 1.3 AU for thermal reasons. The orbital period is ∼ 6.4 years, i.e.
roughly half a solar cycle. When the spacecraft’s instrumentation was finally switched-
off in mid 2009, it completed three full orbits including a second, more distant Jupiter
approach (> 0.8 AU) in 2003/04.
Instrumentation
To achieve the goals of the mission described above, Ulysses was equipped with 9
instruments. Those being relevant for this work are the following:
VHM/FMG The magnetometer aboard Ulysses, described in detail by Balogh et al.
(1992), consists of two separate instruments. The Vector Helium Instrument
(VHM) is based on the magnetometers already flown on the Pioneer 10/11 and
ISEE3 spacecraft and exploits the observation that the effectiveness of optical
pumping is affected by the presence of an ambient magnetic field. The Fluxgate
Magnetometer (FGM) consists of three single axis ring-core fluxgate sensors.
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Figure 5.1: The in-ecliptic trajectory and orbit of Ulysses around the Sun.
The Jupiter flyby occurred in Feb. 1992 and about 1.5 years later, in summer
1994, the spacecraft passed the Sun’s south pole and crossed the ecliptic plane
in March 1995. Roughly 12 years after the Jupiter flyby, the spacecraft came
again close to the planet in 2003/04. http://ulysses-ops.jpl.esa.int/ulysses.
The combination of these instruments allows measurements of the interplanetary
magnetic field and the magnetic field of Jupiter with high precision. For inter-
planetary spacecraft missions it is common to use the RTN-coordinate system1
for the representation of the magnetic field vector. The R component is along
the connection from the Sun to the spacecraft. The T component is the result
of the cross product of the solar rotation axis and R. The N component is the
cross product of R and T.
SWICS and SWOOPS The Solar Wind Ion Composition Spectrometer (SWICS)
was designed to measure the elemental and charge composition, the temperature
as well as the velocity of solar wind particles (Gloeckler et al., 1992) and consists
of three separate units. The measuring principle makes use of a combination
of electrostatic deflection, post-acceleration and time-of-flight and energy mea-
surements. The Solar Wind Observations Over the Poles of the Sun instrument
(Bame et al., 1992) was also designed to measure the solar wind properties in
the heliosphere, e.g. the solar wind velocity.
COSPIN The Cosmic Ray and Solar Particle Investigation (COSPIN) instrument
group consists of the Kiel Electron Telescope (KET), the High Energy Telescope
(HET), the High Flux Telescope (HFT), the Low Energy Telescope (LET) and
1Radial-Tangential-Normal.
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the Anisotropy Telescope (AT) as described by Simpson et al. (1992a). The
purpose of COSPIN is the measurement of high energetic particles in a wide range
of energy in the interplanetary medium. The KET and HET will be described
further in the following sections.
Figure 5.2: Sketch of the spacecraft Ulysses including the locations
of scientific payload. The dish antenna on top of the spacecraft’s body
provides up- and downlink communication between the ground control
and Ulysses. The power source, a RTG (radioisotrope thermalelectric
generator), is located on the right upper side locations of the sketch.
http://ccar.colorado.edu/asen5050/projects/projects 2001/aponte/Ulysses.htm.
The Kiel Electron Telescope (KET)
The KET consists of a combination of two semiconductor detectors D1 and D2, two
Cherenkov detectors C1 and C2 and three scintillator devices used as anticoincidences.
Fig. 5.3 shows a schematic illustration of the KET and the respective detectors. D1,
C1 and D2 form the entrance telescope to obtain information on the energy loss dE/dx
of the particles in the two semiconductor detectors in combination with C1 to separate
electrons from nucleons as described in Section 5.1. The D2 detector is followed by
the Cherenkov detector C2 used as a calorimeter to determine the energy of particles
stopping there. The Cherenkov detectors are attached to photomultipliers (PM) to
read out the Cherenkov light. The opening angle of the instrument’s aperture is
44.6◦ and is surrounded by the anticoincidence A to make sure that no particles are
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Figure 5.3: Sketch of the detector system of the Kiel Electron Telescope.
The opening angle of the entrance telescope is 44.6◦ and is made of two solid
state detectors D1 and D2 and the Cherenkov detector C1. D2 is followed by
the Cherenkov detector C2 used as a calorimeter. The KET is surrounded by
anticoindicence detectors to prevent particles from being registered that do not
enter the instrument through the aperture.
registered that do not enter the telescope through the aperture. The same is true for
the anticoincidences S1 and S2. S2 is also used to detect particles with energies high
enough to leave C2. The measuring principle will now be explained for some energy
channels described in Heber (1997): An electron that penetrates the instrument and
triggers D1, C1 and D2 but not C2, i.e. it either loses its energy in D2 or has not
enough energy to produce Cherenkov radiation is assigned to the E4 channel, counting
electrons in the energy range from 2.5-7 MeV. An electron with energy > 7 MeV
will also trigger the adjacent C2 detectors and will be assigned to the E12 channel,
counting electrons from 7− ∼ 500 MeV. If the energy of the particle is still high
enough to trigger the scintillator S2, it will be counting as a E300 electron with an
energy > 500 MeV. Because this particle also triggers S2 it is not possible to determine
whether the electrons entered the KET through the aperture cone or backwards because
of the finite processing time of the electronics. Considering protons, the Cherenkov
detectors are used to discriminate them from electrons as illustrated for the case of the
P32 proton channel counting electrons between 5.4 and 23.1 MeV. Protons of these
energies trigger D1 and D2 but not C1 or C2, because their energy is too small to
produce Cherenkov radiation and stop before they reach S2. To discriminate protons
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from α-particles or if the energy of electrons and protons is high enough to trigger D1,
C1, D2, C2 and S2, it is necessary to separate these particles by the introduction of
energy thresholds for the respective detectors and is described in great detail by Sierks
(1988). The energy channels of primary interest are the E4 and E12 electron channels,
counting particles in a range of energy from 2-7.5 and > 7.5 MeV. A complete table
of the KET’s energy channels may be found in Heber (1997).
An issue that needs some discussion is the response of the instrument with respect
to the incidence angle of the incoming particle, because of its importance for the
estimation of the pitch-angle coverage as discussed in section 5.5. The theoretical
foundations of the effectiveness of a detector system are discussed in Sullivan (1971)
and was compared with the calibration experiments by Sierks (1988). However, no
such measurements had been performed for the E4 channel that is of major interest
in the context of this work. However, we follow the arguments of Hatzky (1993) and
assume that the response of the E4 channel is comparable with the response of channel
E12, for which measurements are available. Fig. 5.4 shows the theoretical response
D2
A
Figure 5.4: Normalized theoretical response function (red curve) for the
E4/E12 channels derived from the formula given by Sullivan (1971). The re-
sponse stays fairly constant up to the angle θc and becomes zero at θm. The
green line (β ≈ 6.7◦) indicates the angle at which the integrals of the left and
right part of the response functions are equal. The inlet shows the dimensions
of the aperture and the D2 detector.
function of the E4/E12 channels according to the formula given by Sullivan (1971).
The response function is determined by the geometrical properties of the detector
elements defining the channel. In the case of the E4/E12 channels, the aperture cone
A (radius=17 mm) and the D2 detector (radius=13 mm) must be taken into account.
The distance between the elements is 66.2 mm. As can be seen, the response function
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stays fairly constant up the θc. up to this angle, D2 lies completely in the “shadow” of
the aperture cone. The response function then decreases as a function of the incidence
angle and becomes zero at θm. Beyond this incidence angle, a particle can not reach
D2. The green line at β ≈ 6.7◦ indicates the angle at which the integrals of the left and
right parts of the response function are equal. For the calculation of the pitch-angle
coverage (Section 5.5), an effective half-opening cone of 15◦ had been chosen. This
interval covers approx. 90% of the integral over the complete response function.
5.3 Pioneer 10/11
Mission Overview
The NASA missions Pioneer 10 and 11 were launched in March 1972 and April 1973,
respectively. Similar to Ulysses, these spacecraft were the first man-made objects to
proceed to regions in the heliosphere that had not been explored in situ before at this
time, i.e. the solar system beyond the orbit of Mars and the Asteroid Belt. The main
objectives of two twin spacecraft read as follows:
• In situ measurements of the interplanetary magnetic field, the solar wind and
galactic cosmic rays.
• Investigation of the asteroid belt located between Mars and Jupiter.
• Exploration of the magnetic field and particle population in the Jovian magne-
tosphere (Pioneer 10/11) and the magnetic field of Saturn (Pioneer 11 only).
• Investigation of the boundaries of the heliosphere.
Trajectory
The pre-Jupiter trajectory of the two Pioneer spacecraft was similar to Ulysses’ trajec-
tory and is shown in Fig. 5.6. After the Jupiter flyby, the spacecraft followed different
paths towards the outer heliosphere: While Pioneer 10 directly moved outwards, Pi-
oneer 11 was deflected back to the inner heliosphere in order to approach Saturn in
September 1979.
Instrumentation
Like Ulysses, the Pioneers were spacecraft with a broad set of scientific instruments to
allow fairly complete measurements of magnetic field, plasmas and energetic particles.
Of interest for this study are the following instrument groups.
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Figure 5.5: Sketch of the Pioneer 10/11 spacecraft and most
of the scientific instruments. Author’s work but adapted from
http://www.physics.uiowa.edu/newsletter/2003/pa03-alumni.html.
Magnetometer The magnetic field measurements aboard the Pioneer spacecraft were
performed by a Helium Vector Magnetometer, similar to the one used for the
Ulysses mission.
Plasma Analyzer The plasma analyzer was designed to measure solar wind proper-
ties in the heliosphere.
Energetic Particle Instruments The Pioneers carried a couple of instruments to
measure the properties of energetic particles in the interplanetary medium and
in the magnetospheres of Jupiter and Saturn. These instrument are the Charged
Particle Instrument (CPI), the Cosmic Ray Telescope (CRT), the Geiger Tube
Telescope (GTT), and the Trapped Radiation Detector (TRD). In this work, the
data obtained by the CPI (also called University of Chicago Instrument) is used.
The Chicago Instrument consists of four individual instruments, namely the Main
Telescope (CPI/MT), the Low Energy Telescope (CPI/LET), an Electron Current
Detector (CPI/ECD) and a fission cell. The instruments flown on Pioneer 10 and
11 were almost identical and are briefly described by Lentz et al. (1973), Chenette
et al. (1974) and McCarthy and Ogallagher (1975). In this work, the data obtained
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Figure 5.6: Trajectories of the Pioneer 10 and 11 spacecraft up to 1975 (P10)
and 1977 (P11) as seen from the North. The orbits of the Earth and Jupiter are
indicated as well as the dates of the launches and Jupiter encounters. While Pi-
oneer 10 directly left to the outer heliosphere after the flyby, Pioneer 11 returned
to the inner heliosphere in order to approach Saturn.
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Figure 5.7: Sketch of the CPI/MT. The single detectors are indicated by Dn,
where n is the number of the respective detector.
by the MT are used. A sketch of the instrument is shown in Fig. 5.7. The MT is a
multi-element telescope, utilizing solid state detectors, a CsI scintillator (D5) and a
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plastic scintillator used as an anticoincidence guard (D7). Particles of different species
and energies are discriminated by a combination of coincidence and anticoincidence
requirements and are assigned to so-called id’s, i.e. energy and species-dependent
channels. In the case of Jovian electrons, the id4 and id5 logics are of importance,
counting electrons with energies from 2-7 MeV and 6-28 MeV, respectively. For the
id4, the coincidence logic reads D1D2D4(D5 or D7) (abbreviated as D4N5). The id5
channel requires a particle to trigger the logic D1D2D4D5(D6 or D7) (i.e. D5N6),
i.e. electrons with energies high enough to trigger the CSI scintillator D5 are counted
as id5 electrons. However, the id4 and id5 channels are also sensitive to protons and
heavier ions with energies of several tens of MeV. In this work, two sets of CPI data are
used. The first data set contains omnidirectional counting rates of the CPI/MT at a
time resolution of 15 minutes obtained from NSSDC2. The second data set, containing
a subset of the CPI/MT data in a 30 minutes resolution, but with sectorized counting
rates for the id4 logic as it is the case for the E4 channel of the KET aboard Ulysses,
was provided by R. B. McKibben (University of New Hampshire, USA).
5.4 The Concept of Anisotropy
It is often not only desired to know how many particles were counted by an instrument
in a given time interval, but one also wants to know where the particles are coming
from. This information may be related to the viewing direction of the instrument
(directional anisotropy) or related to the magnetic field at the time of measurement,
providing information on the pitch-angle anisotropy.
To establish communication between the spacecraft and the ground control, it is
necessary that the antenna of the spacecraft is always pointing to Earth. If the space-
craft is spin stabilized (as it is the case for Ulysses and Pioneer 10/11), i.e. it rotates
perpendicular to the axis pointing to Earth (cf. Fig. 5.8), the rotation of the spacecraft
allows to scan the circle defined by this motion with a particle telescope. This means,
it is not only possible to attribute a measured particle with the time of measurement
but also with the viewing direction of the instrument at that given time.
The formal definition of anisotropy with respect to the magnetic field is given by
~A(~x,E, t) = 3 ·
∫ +1
−1 I(~x,E, t, µ)µdµ∫ +1
−1 I(~x,E, t, µ)dµ
· eˆB, (5.1)
where I is the intensity as a function of energy, µ is the pitch-angle cosine and eˆB is
the unit vector of the magnetic field passing through the spacecraft.
Flux-Reconstruction Using a Fourier Series
Several methods are in use to give a numerical expression for the anisotropy depending
on the purpose and the available data set. A method to determine the degree of the
2ftp://nssdcftp.gsfc.nasa.gov/spacecraft data/pioneer/
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Figure 5.8: Sketch of a spinning spacecraft. The antenna is always pointing
towards Earth while the spacecraft rotates around this axis. An instrument with
a viewing direction perpendicular to the spin axis scans a complete circle once
in a spacecraft’s revolution.
anisotropy frequently encountered is to fit a Fourier series to the data. The formal
definition of the Fourier series (Arfken, 1985) reads
f(x) =
a0
2
+
∞∑
n=1
an cosnx+
∞∑
n=1
bn sinnx, (5.2)
with the Fourier coefficients a0, an and bn. However, it is more practical to use either
sine or cosine and a finite set of terms (Hatzky, 1993). Therefore, after introducing a
necessary phase angle information, the cosine series may now be written as
j(φ) = A0(1 + A1 cos(φ− φ1) + A2 cos(2(φ− φ2)) + ...). (5.3)
Here, j(φ) is the flux at a phase angle φ and φn is the phase of the respective cosine
term. A useful restriction is to set n = 2, i.e. only the first and seconds harmonics
are considered. The Fourier series can now be fitted to a data set, where A0, A1, A2
and the corresponding phase angles φ1 and φ1 are free parameters. The parameters
A1, A2 are expressions for the degree of first and second order anisotropy, while A0
represents the offset, i.e. the isotropic part of the distribution. To understand the
physical meaning of the Fourier series and their coefficients in the context of a space
plasma, three examples of their application and given in Fig. 5.9. The first case, panel
a), shows a purely isotropic distribution, i.e. dj/dφ = 0. In this case, there is no net
streaming of particles from one preferred direction. The panel in the middle shows
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a first order anisotropy of particles, i.e. there is a net flux of particles coming from
the left in this case as it is the case for solar particle events or Jovian electron jets.
The angle φ1 indicates the phase angle of Eqn. (5.3), i.e. the axis of symmetry and is
identical to the magnetic field line. For comparison, a circle representing an isotropic
distribution is added. Panel c) shows the case of a second-order anisotropy. Here,
the particles come from two preferred directions. Again, φ2 indicates the offset of the
phase angle. The physical meaning of this distribution is that there is a bi-directional
streaming (dumbbell distribution) of particles as it is observed in magnetic clouds, a
subset of coronal mass ejection events. Particles ensembles trapped in the dipole field
of a planetary magnetosphere can also be described by a second-order anisotropy. In
this case, the two flux minima are the result of the lose cone of the magnetic bottle
configuration.
a) b) c)
Figure 5.9: Examples of three different sets of coefficients of the cosine series
as polar plots. Panels a) shows a purely isotropic distribution, a first-order
anisotropy is shown in a) and b) while c) shows a second order anisotropy.
Another, more straightforward method to estimate the degree of anisotropy is to
compare the fluxes of two hemisphere with the total flux, i.e.
A = 3
(
fµ>0 − fµ<0
fµ>0 + fµ<0
)
, (5.4)
what is a simplified version of Eqn. (5.1), when fµ<0 and fµ>0 denote the flux from the
hemisphere with positive or negative pitch angle, respectively.
Application to Spacecraft and the Projection of the Magnetic Field
To apply the concepts described in the previous section on the real-world situation of a
spinning spacecraft, knowledge of the position of the spacecraft with respect to Earth
and the Sun (or the ecliptic plane) is necessary to calculate the correct orientation
of the spin plane and the alignment of the spin sectors. In addition, in many cases
it is desired not only to have sectorized count rates, but additionally a projection of
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the magnetic field vector on the spin plane to compare the sector distributions of the
particle with the magnetic field directly.
For the case of Ulysses, the spin plane is defined as the plane orthogonal to the
direction vector of Earth and the spacecraft, where ~z is the normal vector pointing
to Earth and is given by ~z = ~re − ~rp, where ~re and ~rp are the positions of Earth
and the spacecraft. This vector ~z is one vector of a right-handed coordinate system
defining the orientation of the sector. The second vector, ~y, is found by ~y = ~re × ~rp,
i.e. ~y is perpendicular to the plane spanned by the Sun, the Earth and the spacecraft.
The third component, ~x, completes a right-handed system by ~x = ~y × ~z. This vector
is identical with the beginning of the first sector of the sector system, because once
per spacecraft revolution a “sun pulse” spinning with the spacecraft delivers the time
when the instrument detects the Sun, defining the beginning of the first sector. For
a spacecraft located in the ecliptic, the beginning of the first sector is parallel to the
ecliptic plane. At higher latitudes, however, this is not always true. That means,
the beginning of the first sector has to be determined by taking into account the
projection of the direction vector from the spacecraft to the Sun on the spin plane. As
a consequence of this definition of the sector orientation, it is important to consider
if the spacecraft is in a position West or East from the connection line Sun-Earth. If
the spacecraft is located in an eastern position with respect to the line connecting the
Sun and Earth, the vector ~y is pointing northwards and southwards in the case of a
western position due to the cross-product ~y = ~re × ~rp. Since the defined coordinate
system has to be right-handed, the orientation of ~x changes with ~y. Given this new
coordinate system defined by the vectors ~z, ~y, ~x, it is possible to calculate the projection
of the magnetic field vector onto the spin plane. For the Ulysses’ spacecraft, data of
the magnetic field projected on the spin plane is already available at the Ulysses Data
Center 3. Therefore it was only necessary to perform this transformation to the relative
position of Jupiter to relate the measured anisotropies with the magnetic field and the
position of the planet.
For the Pioneer 10/11 spacecraft, however, these data are not available. Therefore,
it was necessary to derive them from the given trajectory and magnetic field data. In
addition, the definition of the sector geometry is slightly different from Ulysses. The
sense of the spacecraft’s spin looking from Earth is counterclockwise, and the start of
the first sector is within a few degrees parallel to the ecliptic and the orientation of
the eight sector segments is fixed with respect to the sense of the orbital motion of the
planets. (R. B. McKibben, private communication).
3http://helio.esa.int/ulysses/
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5.5 Pitch-Angle Coverage of the KET Experiment
The binning of a spacecraft’s spin plane allows a principal investigations of anisotropies
if a particle telescope is mounted perpendicular4 to the spacecraft’s spin axis. While
a simple comparison of parallel and antiparallel particle fluxes with respect to an axis
of symmetry, e.g. the magnetic field, is often sufficient to derive an estimation of the
anisotropy, a more sophisticated analysis of the pitch-angle intervals being actually
covered by a sector bin is necessary.
In what follows, functional dependencies between the viewing direction of the KET
and the elevation of the magnetic field with respect to the spin plane will be derived in
an iterative way. Let us consider for the moment a hypothetical particle telescope with
an infinitely small view cone spinning around an axis. The inclination of the magnetic
field, η, lies within a range η ∈ [−90◦, 90◦], so that η = 0◦ means that the magnetic
field vector is orthogonal to the spin axis. In this case, the pitch angle cosine µ that
corresponds to the current viewing direction of the telescope is given by
µ = ~eI(α− α0) · ~eB(η), (5.5)
where ~eI is the unit vector of the telescope’s viewing direction and ~eB(η) the inclination
of the magnetic field vector with respect to the spin plane and α is the current rotational
angle of the telescope and α0 the azimuth angle of the magnetic field on the spin plane.
Clearly, this resembles the formal definition of the pitch-angle cosine if one carries out
the dot product:
µ = cos(α′) cos(η) α′ = α− α0 (5.6)
The pitch-angle cosine interval covered by such an instrument is shown in Fig. 5.10
for several elevation angles η of the magnetic field vector. As expected, a full pitch-
angle coverage is provided only if η = 0 and decreases as η increases. However, such
a telescope would not be very useful and the (effective) opening angle of a real world
instrument must be taken into account. The effective half width of the view cone of the
E4 channel is ∼ 20◦ (Sierks, 1988; Hatzky, 1993) and therefore the instrument detects
not only particles in an infinitely small pitch-angle interval but in a rather wide range.
Let the half opening angle of the instrument be defined by φ0, then all points within
the cone are defined by two angles φ (polar angle) and χ (azimuthal angle), where
φ ≤ φ0 and χ ∈ [0, 2pi]. The pitch angle covered by the set of variable η, α′, φ, χ is
given by (Hatzky, 1993)
µ = cos(η) cos(α′) cos(φ)− cos(η) sin(α′) cos(χ) sin(φ) + sin(η) sin(χ) sin(φ). (5.7)
As can be seen, this formula simplifies to Eqn. (5.6) if φ = 0. With this knowledge
and the information on the orientation of the mean magnetic field vector during the
4This requirement is fulfilled for the KET (R. Mu¨ller-Mellin, private communication). The CPIs
aboard the Pioneers, however, have an inclination < 90◦ with respect to the spin axis pointing to
Earth and require a slightly more complicated calculation.
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Figure 5.10: The pitch-angle cosine scanned by a particle telescope with an
infinitely small view cone as a function of the phase angle. Calculation for several
elevation angles of the magnetic field vector with respect to the spin plane are
shown. As can be seen, the pitch-angle interval covered by the instrument within
a full rotation is a function of the elevation angles in a way that large elevation
angle lead to bad pitch-angle coverages. The inlet in the upper right corner
illustrates the geometry. The spin plane is represented by the circle, the vector
of the instrument’s phase angle is parallel to the spin plane.
instrument’s integration time, it is possible to derive the pitch-angle coverage for any
position of the instrument. An important point already obvious from Eqn. (5.6) is the
fact that a full pitch-angle coverage is only given if η = 0◦. In the most disadvantageous
case η = ±90◦, the pitch-angle interval is limited to µ ≤ | sin(φ0)| for all values of α′.
The pitch-angle coverages for the eight segments of the KET (and HET) were computed
for the entire mission lifetime of Ulysses and submitted to the Ulysses data system.
5.6 The Lomb-Scargle Algorithm
The detection of periodic variations in data is a common task in all disciplines of
science. A well known method to analyze data with respect to periodicities is the
Fourier transform (FT). Basically, the FT is the transformation of a signal (the time
series) in the time domain, say f(t), to the frequency domain, f(ω). Based on the
representation of the time series in the frequency domain it is possible to determine
the periodicities present in the data. However, measured data are discrete values, i.e.
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they are not continuous but made of single data points separated by distinct time
steps ∆t and have a finite duration. This requires a modification of the FT called
the discrete Fourier transform (DFT). The most commonly used implementation of
the DFT is the Fast Fourier Transformation (FFT), providing an efficient algorithm
to compute the frequency domain of a time series (Press et al., 1992).
However, the DFT/FFT is only fully applicable to evenly spaced data sets. In
experimental physics, this is not always assured. The time series may be influenced
by instrumental blackouts or external reasons that corrupt an equally spaced time
series, e.g. the diurnal limitations of astronomical observations. An algorithm to
find periodicities in a set of unevenly sampled data was proposed by Lomb (1976)
and developed further by Scargle (1982). The spectral power P of the Lomb-Scargle
periodogram as a function of ω = 2pif is given by
P (ω) =
1
2σ2

(∑
j(hj − h¯) cos (ω(tj − τ))
)2∑
j cos
2 (ω(tj − τ)) +
(∑
j(hj − h¯) sin (ω(tj − τ))
)2
∑
j sin
2 (ω(tj − τ))
 ,
(5.8)
where h¯ and σ2 denote the mean and the variance of the measured data points hj and
tj is the time. The parameter τ is introduced to make sure that the spectral power is
independent of shifting along the time axis and is computed by
τ =
1
2ω
arctan
(∑
j sin (2ωtj)∑
j cos (2ωtj)
)
. (5.9)
The presence of noise beside the real periodicities in the data may introduce further
peaks in the periodogram. Based on statistical considerations it is possible (Press
et al., 1992) to derive levels of significance which are computed by
z = − ln
(
1− (1− FAP )1/N
)
, (5.10)
where FAP is the false-alarm probability, N is the number of independent frequencies
and z is the spectral power level that corresponds a given FAP . A FAP value of 0.01
means that the probability that a peak in the periodogram at z(FAP ) is real is 99%.
The number of independent frequencies N is typically taken to be N = n/2, where
n is the number of data points, given that the data are equally spaced. However,
it is important to note that Eqn. (5.10) is only valid for white noise superimposed
on the data (Press et al., 1992). It was pointed out by Paularena (1996) that this
assumptions leads to unrealistic false-alarm levels e.g. for the analysis of solar wind
data. This concern is comprehensible if one takes into account that the source of the
solar wind and the interplanetary magnetic field, i.e. the solar surface or the corona,
is a highly irregular and dynamical pattern of structures in a wide range of spatial and
temporal scales, where the assumption of totally uncorrelated noise is not necessarily
given. Since GCRs propagate in the interplanetary magnetic field, it is assumed that
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Figure 5.11: Result of the Lomb-Scargle analysis for a sinusoid. The upper left
panel shows a sine function with a data coverage of 30% (black dots). The result
of the Lomb-Scargle analysis is shown in the left bottom panel. The expected
period at P = 2pi can clearly be seen. The right panel shows the same as the
left panel but for additional white noise superimposed on the sinusoid. While
the time series shows no periodicity to the eye, the Lomb-Scargle analysis still
recovers the periodicity of the sinusoid.
Eqn. (5.10) should also be used with caution for these data. Another limitation of the
estimation of significance levels is the question of the actual number of independent
frequencies. As stated above, the N is determined by the number of data points for the
case of equally spacing. If the time series is irregular, there is no simple expressions for
N and Monte-Carlo techniques may be taken into account (Dilmaghani et al., 2007). In
addition, any preprocessing of data, e.g. smoothing affects the number of independent
frequencies and therefore reduces the reliability of Eqn. (5.10) (Hernandez, 1999). In
what follows, an example is given for a) a sinusoid with unevenly sampling and b) a
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sinusoid with unevenly sampling and noise. The left panels of Fig. 5.11 shows the time
series of a sine function with a data coverage of 30% (black dots) and the corresponding
sinusoid with no data gaps (red curve) and the resulting Lomb-Scargle periodogram.
As can be seen, a clear peak at P = 2pi can be identified, corresponding to the period
of the input function. Note that there a several smaller peaks that are caused by the
unevenly sampled data and by the effect of power leakage due to the finite sampling
interval. The right panels show the same information, but now white noise, i.e. noise
with a zero mean and a standard deviation of one is added to the signal with data
gaps in the form of sin(t) + 1.5 · noise. While a periodic variation of the time series
is barely visible to the eye, the Lomb-Scargle periodogram still recovers a clear peak
at the expected period. Note that the power level of the peak at P = 2pi decreased
significantly with respect to the peaks related to the random fluctuations and the
influences mentioned above.
Popular implementations of the Lomb-Scargle algorithm5 do not allow the user to
specify what frequencies will be evaluated. Instead of that, the array of evaluated
frequencies is defined by
fi = fi−1 + 1/(kos · (max(t)−min(t)), (5.11)
with
f0 = 1/(kos · (max(t)−min(t)), (5.12)
as the starting frequency. The constant kos is the so-called oversampling factor and t
is the time. That means that the set of frequencies depends on the length of the time
interval, i.e. slightly different time intervals do not share the same set of frequencies.
While this is barely an awkward limitation in most cases, in some situations it may be
desired to evaluate a user-defined array of frequencies. In the chapter on Jovian jets
in the interplanetary medium (chapter 8), a Lomb-Scargle based time-series analysis is
not only performed in the traditional way of plotting frequency vs. power for a defined
time interval, but also as a “sliding“ spectral analysis allowing a three dimensional
investigation of a time interval (A. Kopp, private communication). This resembles the
waterfall displays used in modern passive sonar stations (Friedman, 2006), although the
assignment of abscissa and ordinate are exchanged. This allows a convenient tracking
of the temporal evolution of the wave power contained in a fixed frequency interval.
For this purpose, a modified version of the Lomb-Scargle algorithm was developed,
allowing the user to specify a well defined set of frequencies. The principle of the
sliding Lomb-Scargle is visualized in Fig. 5.12. Given a time interval, a subinterval of
width appropriate for the frequencies of interest, is analyzed and the resulting power
spectrum is assigned to the center of the subinterval. The subinterval is then shifted
piecewise and the Lomb-Scargle analysis is repeated for these data. This algorithm
is reiterated until the end of the full time interval is reached. Finally, the resulting
matrix (time× period) is then displayed in a color-coded way.
5For example the lnp test() function of the IDL software package based on Press et al. (1992).
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Figure 5.12: This sketch illustrates the method of the sliding Lomb-Scargle
algorithm. For each subinterval, which centroids are separated by ∆t, of the
complete timeseries, the Lomb periodogram will be computed. The resultant
power of each periodogram is then plotted as a function of time and period: The
abscissa represents the time, the ordinate the period and the power is represented
in a color-coded way.
5.7 Correlations of Timeseries
The correlation analysis deals with the task of finding (recurrent) similarities of time-
series. The auto correlation of a timeseries X(t) is given by
rXX(t, t+ u) =
Cov(X(t), X(t+ u))√
Var[X(t)]Var[X(t+ u)]
, (5.13)
where Cov is the covariance and Var the variance of X as a function of t and t plus
a lag u. That means, a copy of the timeseries is shifted in time with respect to the
original timeseries and rXX ∈ [−1, 1] is a measure of the correlation between X(t) and
X(t+u). Complete correlation is given if rXX = 1, while rXX = −1 indicates complete
anticorrelation. A result of rXX = 0 states a complete uncorrelation. If u = 0, it is clear
that rXX is always equal to 1. While a white noise signal is uncorrelated for u 6= 0, a
timeseries showing a periodicity will show significant (anti) correlation depending on u.
A trigonometric function, e.g. cos(2pi
P
t), will show a complete correlation for u = n · P
with n ∈ N, because of the identity
cos
(
2pi
P
t
)
= cos
(
2pi
P
(t+ n · P )
)
. (5.14)
It is often not only desired to investigate a timeseries with respect to itself, but to
compute the cross correlation of two timeseries X1 and X2 at different lags. Analogous
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to the auto correlation function, the cross correlation is defined by
r12(t, t+ u) =
Cov(X1(t), X2(t+ u))√
Var[X1]Var[X2]
, (5.15)
where r12 ∈ [−1, 1] is a measure of the correlation of two timeseries as a function of
lag u.
Alternatively to the parametric correlation analysis (Pearson correlation analysis),
nonparametric correlation methods may be used (Sprent and Smeeton, 2007). One of
these methods is the so-called Spearman rank correlation, being identical to Pearson’s
correlation, except that the original data are replaced by their ranks (Press et al.,
1992, chapter 16.4). Ranked data have the advantage that their actual value is not of
importance, but their position within the ranking of the data, making nonparametric
analysis techniques generally more robust than their parametric counterparts. Even
more nonparametric is the correlation analysis elaborated by Kendall (see also Press
et al., 1992, chapter 16.4), because this method only takes into account the relative
ordering of ranks. In chapter 7, and implementation of the algorithm for the compu-
tation of Kendall’s correlation coefficient described by Bandt (2005) will be used to
study the energy spectra of MeV electrons in the Jovian magnetic field. The algorithm
consists of two steps: The first step is to calculate the so-called Order Structure Matrix
b, which is defined as the comparison of the data point X(s) with points X(t) with
1 ≤ s, t ≤ N , where N is the number of data points of the time series X, i.e.
bs,t =
{
1 if Xs ≥ Xt
0 if Xs < Xt
(5.16)
The second step is to calculate Kendall’s correlation coefficient
τ d(k) =
1
N
N−k−d∑
t=1
bt,t+d ∧ bt+k,t+k+d, (5.17)
where ∧ means logical equivalence (a ∧ b = 1 if a = b, otherwise zero) and k is the
shift with respect to the original time series. The parameter d related values of b
that are d steps apart. The auto and cross correlation function will be applied to the
investigation of the temporal evolution of particles in the Jovian magnetosphere and
in the IMF with respect to the 10 h periodicity.

Chapter 6
“Quiet-Time“ Jovian Electrons in
the Heliosphere
Wer je die flamme umschritt
Bleibe der flamme trabant!
Stefan George
This chapter is dedicated to a recapitulation of both observations and modeling
approaches to Jovian electrons, allowing a better understanding of the results of the
following chapters. Moreover, the effect of mirroring (i.e. defocusing) on charged par-
ticles travelling from the outer heliosphere towards the inner regions will be discussed.
6.1 The Pre-Ulysses Era
The Pioneer 10 and 11 spacecraft were the first man-made objects to explore the regions
beyond the Asteroid belt (see Fig. 5.6 for the trajectories). Launched in 1972 and
1973, respectively, the spacecraft made valuable scientific investigations for more than
20 years. One of the most important results for the field of heliospheric astroparticle
physics was the identification of the Jovian magnetosphere as a copious source of
energetic electrons. Starting with the pioneering work of Chenette et al. (1974), it
soon turned out that Jovian electrons can be observed almost everywhere in the inner
heliosphere. Fig. 6.1 shows a plot of the counting rates of electrons in the range from
3-6 MeV from early 1972 to mid 1976 observed by Pioneer 10. The symbols on top (N)
indicate the distance of Pioneer 10 from the Sun. As can clearly be seen, a flux increase
is observed as the spacecraft came closer to Jupiter with a maximum during the closest
approach. From this observation it was concluded that energetic electrons constantly
escape from the Jovian magnetosphere and propagate in the heliosphere. This finding
was confirmed by measurements of Pioneer 11 one year later and the two Voyager
spacecraft approaching Jupiter in 1979. Jovian electrons were also identified as the
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Figure 6.1: Counting rates of 3-6 MeV electrons measured by Pioneer 10 from
to 1972 to 1976. A clear increase of the electron flux is observed with a peak
at the closest approach to Jupiter in December 1973. As the spacecraft moved
away from the planet, the counting rates decreased. This is a clear indication
that the Jovian magnetosphere is a source of energetic electrons that can be
measured over wide distances in the heliosphere. The letters “SF” mark solar
flares, i.e. these electrons are of solar and not of Jovian origin. Taken from Pyle
and Simpson (1977).
source of so-called ”quiet-time“ electrons at Earth’s orbit as convincingly elaborated
by Teegarden et al. (1974), who showed that every ∼ 13 months a recurrent increase
of energetic particles at Earth’s orbit can be observed. This effect, now founded on an
observational basis of several decades (cf. Kanekal et al., 2003), can be made plausible
by keeping in mind that charged particle propagation is most effective parallel to the
magnetic field, i.e. parallel to the Parker spiral. Due to the siderial motion of the
Earth (T sid.Ê = 365.25 days) and Jupiter (T
sid.
Å = 4331.572 days) around the Sun the
synodic period of Jupiter (with respect to Earth) can easily obtained by substracting
the siderial angular speeds, i.e.
ωsyn.Å = ω
sid.
Ê − ωsid.Å ⇒ T syn.Å =
(
1
T sid.Ê
− 1
T sid.Å
)−1
≈ 399 d.
Consequently, Jupiter and Earth are located on the same Parker spiral every 399 d or
13 months, resulting in an enhanced electron flux at Earth. This is shown in Fig. 6.2
showing counting rates of MeV electrons measured by the IMP-8 satellite orbiting
the Earth. A recurrent variation of the electron flux is evident with a periodicity of
13 months. The inlet on the right gives a geometrical explanation of the observations.
Furthermore, the Jovian electron flux was found to be interrupted by the occurrence
of CIRs as discussed e.g. by Chenette (1980) who showed that the electron flux stays
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IMP-8 Electrons (2-12 MeV)
~13 months
1
2
Figure 6.2: This Figure illustrates the 13 months periodicity of Jovian electrons
observed at Earth’s orbit. If Earth and Jupiter are magnetically connected by the
same Parker field line (1), enhanced electrons fluxes are observed. The opposite
is observed during times when the magnetic connection is inappropriate (2) the
electron flux is at minimum. This ”Jovian season“ is clearly visible in the bottom
left Figure showing MeV electron measurements of the IMP-8 satellite orbiting
the Earth.
at the background value as long as Jupiter and the spacecraft are separated by the
structure. The reason for this is the reduced diffusion coefficient inside the CIR. In
particular the stream interface plays an important role as pointed out by Dunzlaff
(2007), who showed that the minimum of the electron flux is generally in coincidence
with the occurrence of the stream interface at the spacecraft, manifested by either a
gradual decrease of the flux right after the forward shock or a rapid disappearance of
the flux at the stream interface. An example is shown in Fig. 6.3. From top to bottom
this plot shows the solar wind speed, the magnetic field strength, the flux of protons
with energies of 0.9-1.2 MeV, counting rates of protons with energies of 2.7-5.4 MeV
as well as the counting rate of 2.5-7 MeV electrons. An abrupt decrease of the flux is
observed in coincidence with the arrival of the stream interface (SI), i.e. time intervals
(3) and (4) in the Figure. Therefore, an observer at Earth’s orbit sees a long-term
variation due to the orbital motion of the Earth and Jupiter as well as a short-term
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variation of ∼ 27 days due to the rotation of the Sun1. The Jovian electron source
LET Protons (0.9-1.2 MeV)
SWOOPS Solar Wind Speed
VHM Magnetic Field Magnitude
KET Protons (2.7-5.4 MeV)
KET Electrons (2.5-7 MeV)
FS SI RS
Ulysses not connected
to J upiter
(1) (2) (3) (4)
Ulysses CIR #8
Figure 6.3: An impressive example of the role of CIRs as diffusion barriers is
the CIR #8 observed by Ulysses during the last days of 1992 in a similar illustra-
tion as discussed by Dunzlaff (2007). A clear forward and reverse shock can be
identified by jumps in the solar wind speed and the magnetic field strength. The
peaks in the low energetic protons suggest shock acceleration. KET data show-
ing 2.5-7 MeV electrons are shown in the bottom panel. An abrupt decrease
of the flux is observed in coincidence with the arrival of the stream interface
(SI), indicating that Ulysses and Jupiter where more or less magnetically dis-
connected.
is not only the major contribution to the population of MeV electrons in the inner
heliosphere: As Pioneer 10 proceeded to the outer regions of the heliosphere it was
1A spacecraft like Ulysses or the Pioneers, traveling mainly radial with respect to the Sun, observes
a 26-day periodicity, i.e. the siderial periodicity of the Sun.
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shown (Lopate, 1991) that Jovian electrons can still be identified up to distances from
the Sun of ∼ 25 AU.
Based on the observational data, propagation models for Jovian electrons were
derived from the general Fokker-Planck equation (Conlon, 1978). For the sake of
finding an analytical solution, the model neglected effects like adiabatic energy losses
and drifts but included spatial diffusion and convection and reads
∂f
∂t
=
∂
∂xi
(
κi,j
∂f
∂xj
− uif
)
, (6.1)
where xi and xj with i, j = [1, 2, 3] are the spatial coordinates and κi,j the correspond-
ing diffusion coefficients, while ui is the solar wind speed. Nevertheless, the model,
describing particle diffusion in a moving medium, was applied with great success to
the measurements and realistic diffusion coefficients were derived from fitting long-
term particle fluxes as well as short-term modulation related to CIRs. Typical values
found for κ|| and κ⊥ are 5 · 1022 cm2/s and 5 · 1020 cm2/s, respectively. Here, κ⊥ pri-
marily refers to the perpendicular diffusion in the ecliptic plane since the Pioneers did
not enter higher latitudes; the task of finding the value for κ⊥ out of the ecliptic was
handed over to Ulysses2.
6.2 Ulysses – Conquering the Third Dimension
The highly inclined orbit of Ulysses offered the unique opportunity to study the he-
liospheric environment, including Jovian electrons, at high latitudes. These measure-
ments allowed important insights in the three-dimensional structure of the IMF and
propagation of energetic particles. At the same time, numerical solutions of Parker’s
transport equation became available due to increased computer power, enhancing the
understanding of particle propagation in the heliosphere.
The comparison of observational data (cf. Heber et al., 2007) with numerical results
was performed e.g. by Ferreira (2005) and Zhang et al. (2007), covering a time interval
of observations of about 7 years. Average diffusion coefficients derived from Ulysses
measurement are in good agreement with previous results, e.g. the parallel diffusion
coefficient κ|| was found to be 1 · 1023 cm2/s, while κ⊥,r = κ⊥,θ = 5 · 1020 cm2/s near
the ecliptic. However, it was shown that κ⊥,r and κ⊥,θ are fairly different from each
other at higher latitudes, i.e. κ⊥,θ was found to exceed the value of κ⊥,r by a factor
of 13, i.e. a significant increase towards the poles is required to fit the observations.
Further studies concerning the spatial and temporal dependence of the heliospheric
diffusion tensor were put forward, e.g., by Sternal et al. (2011), Strauss et al. (2011),
and Strauss et al. (2012).
2It is common two split the perpendicular diffusion term in two terms: One for the radial perpen-
dicular diffusion κ⊥,r and one for the latitudinal diffusion coefficient κ⊥,θ.
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6.3 On the Focusing of Jovian Electrons
This works mainly deals with the pitch-angle dependent transport of Jovian electrons.
While for solar energetic particles the effect of focusing was found to be of importance,
the reverse effect, i.e. the mirroring of particle coming from the outer regions of the
heliosphere is barely discussed in the literature. The Parker transport model, in par-
ticular, used as a standard equation for the modeling of charged particle transport
does not take into account these effects. Therefore, the influence of the nominal inter-
planetary magnetic field on systematic changes of the pitch angle of Jovian electrons
will be discussed. The magnitude of the magnetic field strength as a function of radial
distance r is given by
B = B0
r20
r2
√
1 + (βr)2, (6.2)
where β = −Ωs/usw. Here, Ωs is the angular speed of the Sun and usw is the solar
wind speed. The length of the Parker spiral, i.e. an Archimedian spiral, s, is given by
(Bronstein et al., 2001)
s(ϕ) =
a
2
(
ϕ
√
ϕ2 + 1 + sinh−1 ϕ
)
, (6.3)
where ϕ is the azimuth angle and a = v/ΩS, i.e. the ratio of speed of a particle moving
away from the source radially and the angular speed of the source, i.e the Sun. With
r = usw
ΩS
ϕ (cf. Eqn 2.2), the latter equation can be expressed as a function of radial
distance and reads
s(r) =
1
2β
(
βr
√
1 + (βr)2 + sinh−1(βr)
)
. (6.4)
The length of the spiral between two points r1 and r2 follows readily:
sˆ = s(r2)− s(r1). (6.5)
The time a particle needs to propagate from r1 to r2 is given by t = sˆ/v||, where v|| is the
velocity component parallel to the magnetic field line under the assumption that the
particle does not change its initial pitch angle during the propagation (cf. Fig. 6.4).
This is, however, oversimplified since particles are generally affected by focusing or
defocusing as well as pitch-angle diffusion. Therefore, a next step will include the
effect of defocusing a particle experiences when it travels from the outer heliosphere
towards the inner heliosphere.
Assuming a nominal Parker field, the equation
µ(r) =
√
1− (1− µ20)
(
r20
r2
) √
1 + β2r2√
1 + β2r20
, (6.6)
can be derived as an expression for the pitch-angle cosine at r, when the particle had
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Figure 6.4: The length of the Parker spiral from r1 = 1 AU to r2 = 5.2 AU as
a function of solar wind speed (bottom) and the corresponding travel time of a
highly relativistic particle (top panel) for the case that µ = 1, i.e. (v|| ≈ c) (blue
curve) and for µ = 0.5, i.e. (v|| ≈ 0.5c).
an initial pitch-angle cosine µ0 at distance r0. This equation is independent of the
actual magnetic field strength, because only the gradient of the magnetic field along
r determines the focusing/defocusing. The solar wind speed, however, still enters the
equation via the parameter β = ΩS/vsw. Fig. 6.5 shows the evolution of the pitch-angle
cosine as a function of radial distance from the Sun for the case of several different
initial pitch angle cosines for a solar wind speed vsw = 400 km/s. The mirror point,
i.e. the distance where the motion of the particle changes its direction are the points
where µ = 0. From this plot is becomes evident that only a relatively small fraction
of Jovian electrons are able to reach the orbit of the Earth, if no diffusion occurs. As
can be seen, only particles with initial pitch-angle cosine greater than ≥ 0.9 are not
mirrored back before they arrive at regions close to Earth’s orbit.
Charged particles, however, underlie scattering in the interplanetary magnetic field,
thus masking the effect of defocusing to some extent. Earl (1974) mathematically
described the counter play of focusing and diffusion and found the modified diffusion
equation
∂f
∂t
+
κ||
L
∂f
∂z
= κ||
∂2f
∂z2
. (6.7)
Here,
κ||
L
has the meaning of a convection term resulting in a net shift of the particle
ensemble. The magnitude of this convection term determines the influence of focusing
on the particles. Assuming a parallel diffusion coefficient κ|| = 1022 cm2/s at 5 AU
(i.e. L ≈ 30 AU according to Fig. 4.3) one obtains a κ||/L ratio of ≈ 1.5 · 10−5 AU/s.
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Figure 6.5: The pitch-angle cosines as a function of radial distance from the
Sun for several initial pitch angle cosines µ0. The numbers at the black curves
correspond to the initial pitch angle cosine at Jupiter. If the propagation of
Jovian electrons along the interplanetary magnetic field is only determined by
focusing/defocusing, only particles with initial pitch-angle cosines well above 0.9
make it to the orbit of the Earth before they are mirrored back. The solar wind
speed has been set to vsw = 400 km/s.
Keeping the diffusion coefficient but now taking a focusing length of L = 0.25 AU
(corresponding to a distance from Sun of 0.5 AU) the ratio is ≈ 1.8 · 10−3 AU/s, i.e.
considerably larger.
It follows immediately that the
κ||
L
ratio is not only a function of distance from the
Sun but also of the solar cycle since the parallel diffusion coefficient is found to be
related to the solar cycle (e.g. Potgieter, 2008). During solar minimum conditions, the
mean free paths of energetic particles are generally larger than during solar maximum
and scale with the inverse of the magnetic field strength. The focusing length, however,
does not depend on the magnetic field strength but only on its gradient and can
therefore be assumed to be constant throughout the solar cycle (neglecting variable
solar wind speeds). Consequently, the diffusion/focusing ratio depends on the solar
cycle. While diffusion is manifested as a random walk of particles, focusing only acts in
one direction. According to Fig.6.5, focusing makes it more difficult for particles coming
from the outer heliosphere to be transported to regions close to the Sun. Diffusion of
the particles, however, allows a fraction of the particles to be pitch-angle scattered to
values of µ that allow a propagation towards the inner heliosphere that would not be
possible without scattering. Assuming a constant shape of the focusing length as a
function of the distance from the Sun but a solar-cycle dependent mean free path it
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can thus be argued that during solar minimum a smaller fraction of Jovian electrons
may reach region close to the Sun than during solar maximum conditions.
It is interesting to note that Eraker and Simpson (1979) already suggested that
mirroring (i.e. defocusing) may play a role in the modulation of Jovian electrons close
to the Sun (≤ 0.5 AU) to account for the somewhat surprising observations of negative
electron flux gradients between the orbit of Mercury and the Earth.
Somewhat more recently, the influence of diverging or converging magnetic field
was discussed by Schlickeiser and Shalchi (2008) for weak adiabatic focusing (i.e. the
focusing length L is considerably longer than the mean free path of the particles) and
introduced a modified version of the diffusion-convection equation taking into account
focusing.

Chapter 7
How is the Jovian Clock Ticking?
Time is what prevents
everything from happening at
once.
John A. Wheeler
In chapter 3, the basic characteristics of the Jovian magnetosphere are described.
In this chapter, a special feature will be discussed, namely the periodic spectral modu-
lation of Jovian electrons in the planet’s magnetosphere related to the ∼10 h rotation
period. A reinvestigation of Ulysses’ KET/HET data will be presented in order to
describe a possible mechanism for the generation of the spectral modulation of Jovian
electrons inside the Jovian magnetosphere. Besides the enormous size of the magneto-
sphere, the observations of the spacecraft that visited Jupiter also revealed the presence
of a complex plasma environment on almost all energy scales and periodicities from sec-
onds up to the rotational period of the planet and beyond. Probably the most famous
periodicity to be found in the energetic particle populations is that related to the spin
period of the planet (∼ 10 h), first discovered by Chenette et al. (1974). These work-
ers, investigating MeV-electron fluxes measured by Pioneer 10 during the spacecraft’s
approach towards the planet, pointed out that the Jovian magnetosphere is a strong
source of MeV electrons. While this was already a surprising finding, they also found
that these so-called Jovian electrons temporarily show a period spectral modulation in
the interplanetary medium with the rotation period of the planet. When Pioneer 10
entered the Jovian magnetosphere, the 10 h modulation was present most of the time
during the inbound and outbound trajectory of the spacecraft. Based on this finding,
three models were derived in order to explain the observations and are described in
what follows (cf. Schardt and Goertz, 1983).
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7.1 The Clock Model
Based on measurements of 6-30 MeV electrons obtained by the University of Chicago
Instrument aboard Pioneer 10, McKibben and Simpson (1974) investigated the tem-
poral variations of the counting rates. They concluded that the observed variations
are caused by a global modulation of the magnetosphere with the (synodic) period of
the planet being only a function of time, but not of position. This finding was also
supported by Voyager 1 & 2 observations (Schardt et al., 1981) of relativistic electrons
in and near the Jovian magnetosphere. In 1992, Simpson et al. (1992b) confirmed
the previous findings by the interpretation of data obtained by the HET and KET
instruments aboard Ulysses during the spacecraft’s flyby maneuver at Jupiter, where
no significant phase shift of the spectral modulation expected from the spacecraft’s
trajectory was observed when the spacecraft passed from the Sunward hemisphere to
the dusk side, being interpreted as an indication for a “clock”-like behavior of MeV
electrons in the magnetosphere. Expressing the charged particle flux measured by a
stationary1 spacecraft as function of longitude λ, magnetic latitude ϕm, and time t,
the total derivative reads
df(λ, ϕm, t)
dt
=
∂f
∂t
+ λ˙
∂f
∂λ
+ λ˙
∂f
∂ϕm
∂ϕm
∂λ
, (7.1)
where λ˙ = Ω is the angular speed of the planet. For the clock model, all terms but the
first disappear, i.e.
df(λ, ϕm, t)
dt
=
∂f
∂t
, (7.2)
as a result of independence of position.
7.2 The Disc Model
According to the anomaly model, the disc model, proposed by van Allen et al. (1974)
and Northrop et al. (1974), the observed modulation is related to the actual position
of the spacecraft with respect to the magnetic latitude. This model is based on the
tilt of the magnetic dipole with respect to the planet’s rotational axis leading to a
rotational modulation of the electron flux with the distance to the magnetosphere’s
current sheet (see bottom panel of Fig. 7.1). In contrast to the clock model, the disc
model predicts that the temporal variation of the MeV electron flux depends on the
relative position of the spacecraft with respect to the current sheet. Therefore, the
flux variation predicted by the disc model can be written as
df(λ, ϕm, t)
dt
= λ˙
∂f
∂ϕm
∂ϕm
∂λ
. (7.3)
1In a sense that the motion of the spacecraft is small compared to the rotation of the planet.
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However, the disc model came into trouble when Pioneer 11 explored relatively high
magnetic latitudes during outbound and found the MeV-electron flux to be not much
lower than in equatorial regions.
7.3 The Anomaly Model
Using Pioneer 10 and 11 magnetic field data, Dessler and Hill (1975) argued that
a longitudinal asymmetry of the magnetic field strength near the surface of Jupiter
extends along the footpoint connection of the ionosphere with the magnetosphere,
and results in the 10 h periodicity of energetic particles due to the indirect influence
of higher order magnetic multipoles (Grodent et al., 2008, and references therein)
being present in the inner magnetosphere. This so-called magnetic anomaly (or active
sector) causes an azimuthal asymmetry of the high energetic particle population in the
outer regions of the magnetosphere corotating with the planet (see also Vasyliunas and
Dessler, 1981) as sketched in the top panel of Fig. 7.1. Using Eqn. (7.1), the flux is
only a function of longitude:
df(λ, ϕm, t)
dt
= λ˙
∂f
∂λ
. (7.4)
The Anomaly Model
"Active Region"
S/C
The Disc Model Current Sheet
Figure 7.1: Graphical illustration of the anomaly (top) and the disc model
(bottom). The spacecraft is indicated by the blue dot. As can be seen, the
anomaly model can explain a 10 h periodicity while the disc model predicts a
5 h periodicity.
It was noted (Vasyliunas, 1975; Schardt et al., 1981) that the spectral index of
energetic electrons is maximal when the system III (1965) longitude range λIII = 240
◦−
74 Chapter 7. How is the Jovian Clock Ticking?
310◦ faces the subsolar point. For an explanation of the system III (1965) coordinate
system, the reader is referred to Appendix B in Dessler (1983) or Appendix A of this
work. Somewhat recently, the asymmetry model has taken into account by Carbary
et al. (2007) in order to describe observed spin-period effects of charged particles in
the Kronian magnetosphere.
7.4 Re-Analysis of Ulysses Data
Fig. 7.2 shows the trajectory of Ulysses and Pioneer 10/11 for the time of their Jupiter
flybys in a coordinate system in which the x-axis is the Sun-Jupiter line points away
from the Sun, the z-axis is directed northwards, perpendicular to the orbital plane
of the planet, and the y-axis completes a right-handed system. As can be seen, all
three spacecraft entered the magnetosphere in the post-dawn sector at low latitudes.
Their outbound trajectories, however, were quite different from each other. While
Pioneer 10 was deflected towards the dawn side of the planet at moderate latitudes, the
trajectory of Pioneer 11 after the closest approach is characterized by a high-latitude
path towards the post-dawn sector towards the inner solar system. Ulysses entered the
magnetosphere in the northern hemisphere and left the magnetosphere in the southern
dusk-side hemisphere at very high latitudes as can be seen in Fig. 7.2. In what follows,
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Figure 7.2: Trajectories of Pioneer 10/11 and Ulysses during their Jupiter
encounters. For illustration, the Jovian magnetosheath/bowshock (green line)
as well as the magnetopause (red line) is shown for the first or last encounter
with the boundary during inbound or outbound path of Ulysses, respectively.
The shapes of the bowshock and magnetopause are derived from the equations
given by Joy et al. (2002).
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the Ulysses and the Pioneer data will be discussed for the time intervals of the inbound
and outbound paths starting with a presentation of the respective timeseries.
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Figure 7.3: Ulysses measurements taken in the outer magnetosphere during
the inbound pass. The top panels shows the nominal distance from the Jovian
current sheet (black) and the distance from the planet (grey) in units of Jovian
radii, followed by the magnetic field’s magnitude and radial component. The
two bottom panels display counting rates of HET’s H3 and H5 channel, as well
as the H3/H5 and E4/E12 ratios. For the sake of clarity, KET counting rates
are not shown here, as they resemble the HET data in a good manner. The 10 h
periodicity is indicated by the dashed solid lines, the minor peaks by the black
arrows. The dotted lines refer to the local minima in the counting rates and are
related to the minor peaks in the ratios. See text for further explanations.
Fig. 7.3 shows an overview of magnetic field and KET/HET data measured by
Ulysses between day 34 and 36.5, i.e. just after the transition of the spacecraft from
the interplanetary medium into the magnetosphere until the temporary switch-off of the
KET, being in coincidence with the region generally called the outer magnetosphere.
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Figure 7.4: Same as the previous Figure, but for the time interval from day 36.0
to 38.5. The black dashed lines indicate the major peaks and the black arrows the
minors being in phase with Fig. 7.3. As the spacecraft approaches the planet, the
magnet field becomes more and more structured (> day 36.5) and four current
sheet traversal can be identified (Krupp et al., 1993). These transitions are
indicated by the red solid bars and are characterized by a drop in the magnetic
field strength |B| and an inversion of the direction of the radial component Br.
Note that the minor peaks are in good correlation with the spacecraft’s traversal
across the current sheet from South to North. Pay attention to the scale change
in |B| at day 37.5.
According to Simpson et al. (1992b) the H3 and H5 channels of the HET were used.
These channels, primarily intended for counting protons in a range of energy from 24-
31 and 68-92 MeV, are also sensitive to electrons from 3-5 and 10-16 MeV, respectively.
The benefit of using these channels instead of dedicated electron channels is a better
prevention of instrumental overflow. During the spacecraft traversal through Jupiter’s
magnetosphere, H3 and H5 predominantly counted electrons.
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Considering the magnetic field data, no clear structure is evident, indicating a
highly disturbed orientation of the field in the outer magnetosphere. An investigation
of the E4/E12 and H3/H5 ratios, however, reveals a consistent pattern of recurrent
variations of the energy spectrum with a periodicity of 10 h as indicated by the dashed
solid lines being aligned with the maxima of the ratio. The markers are 9h55min apart
from each other. Comparing the temporal evolution of the ratios with the correspond-
ing counting rates of the HET instrument, it becomes evident that both quantities are
anti-correlated, i.e. the counting rates tend to increase when the ratio decrease and
vice versa. This finding had already been discussed in previous publications, e.g. by
Simpson et al. (1992b). However, besides the large peaks, denoted as “major peaks”
in the following, peaks of much smaller amplitudes can be identified in the timeseries
and are indicated by the black arrows in the bottom panels. An interesting feature of
these “minor” peaks is the fact that they occur when the flux level is generally high,
but during local minima, i.e. during short-term decreases of the electron counts. This
behavior strongly resembles the major peaks. The dotted lines in the panel showing
the HET counting rates are positively shifted by 3.25 h with respect to the dashed lines
and indicate the local counting rate minima. This shift will be further quantified in
the following section when the data will be further discussed with respect to timeseries
analysis methods. Nevertheless, it can be noted that the phase difference between the
major and minor peaks is not a symmetric behavior since this would imply a phase
shift of ∼ 5 h. Comparing the occurrence of the minor peaks with the distance from
the nominal current sheet2, one observes that they generally occur when the spacecraft
is located close to the current sheet, i.e. not at high magnetospheric latitudes.
The subsequent Fig. 7.4 covers the time interval from day 36-38.5. During this time,
the spacecraft was mainly located in the middle magnetosphere and the presence of the
Jovian current sheet can clearly be seen by the four current sheet crossings indicated
by the red solid lines (dates taken from Krupp et al. (1993)). These two pairs of
crossings from the Northern hemisphere to the South and back are roughly 10 h apart.
While these events indicate full current sheet crossings as can be seen by the inversions
of the direction of the radial component Br, at least three current sheet approaches
can be observed as the spacecraft approaches the planet, e.g around day 37.5. These
events are characterized by sudden increases in the magnetic field magnitude and radial
component, although the polarity does not change. The charged particle data plotted
in this Figure are again the counting rates of the HET H3 and H5 channels as well as
their ratio and the ratio of the KET E4 and E12 channels. Due to the prevention of
possible damages, the photomultiplier of the KET were switched off on day 36.5, i.e.
the instrument was not in full operational mode. The dashed solid lines and the arrows
indicating the major and minor peaks respectively, are in phase with the markings of
Fig. 7.3. Comparing the minor peaks and the magnetic field data during the two pairs
of current sheet crossings, an interesting observation is the fact that the peaks are
2As will be discussed later, the nominal and the actual location of the Jovian current sheet may
differ significantly.
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in very good coincidence with the spacecrafts crossing from the Southern magnetic
hemisphere towards the Northern hemisphere. This suggests that the minor peaks are
a spatial effect in more ways than one. On the one hand, the correlation with the
current sheet implies that these events are confined to the magnetic equator. On the
other hand, an intrinsic longitudinal asymmetry of the electron distribution must be
present, since it is unreasonable to assume that the spacecraft should measure different
charged particle properties depending on the sense of motion across the current sheet,
given that the particles are almost equally distributed around the sheet. These “minor
peaks” in the MeV-electron spectrum were previously only mentioned as a side note in
Anagnostopoulos et al. (1998) when investigating the temporal behavior of ions close
to Jupiter without taking into account magnetic field measurements. The next section
will elaborate the findings presented here in more detail, before the Pioneer 10/11 data
will be analyzed with respect to the insights drawn from the Ulysses measurements.
Time Series Analysis of Ulysses Inbound Data > 60 RJ
The first analysis technique applied to the HET/KET data during the spacecraft’s
inbound passage will be the Lomb-Scargle periodogram that has been described in
chapter 5. Fig. 7.5 shows the result of the Lomb analysis of the E4/E12 (left) and
H3/H5 (right) ratios during the time interval from day 34 to 36.5. The abscissa repre-
sents the period, i.e the reciprocal of the frequency, and the ordinate the corresponding
wave power. Clear peaks at 5 and 10 h can be identified in the periodograms. While
the prominent 10 h peak doubtlessly refers to the “clock” mechanism, there is reason
to assume that the second peaks is related to the minor peaks. As can be seen in the
plots showing the time series of the KET and HET data, the difference between the
major peaks is ∼ 10 h. The same is true for the minor peaks, while the gap between
the majors and minors is about 3.25 h. That means, two independent 10 h periodicities
are observed. However, the sum of two sines of equal frequency but different phase
results in a single sine function of the same frequency, because
sin(α + ϕ0) + sin(α + ϕ1) = 2 sin
(
α +
ϕ0 + ϕ1
2
)
cos
(
ϕ0 − ϕ1
2
)
︸ ︷︷ ︸
constant
. (7.5)
On the other hand, the observed temporal behavior can be described by
sin(2pifx) + sin2(2pif(x− ϕ)) = sin(2pifx) + 1
2
(1− cos(2(2pif(x− ϕ)))) , (7.6)
leading to the superposition of a sine with frequency f and a cosine with frequency 2f .
Depending on the phase difference ϕ and amplitude, the resulting curve shows major
peaks with shifted minor peaks. Based on this result, the 5 h peak in the spectrogram
can be explained in this terms.
Some more attention is required in interpreting the results of the inbound Lomb-
Scargle analysis. The additional frequency found in the spectrum beside the expected
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Figure 7.5: Lomb-Scargle analysis of the E4/E12 (left) and the H3/H5 ration
(right), during the time period when Ulysses was located in the outer magne-
tosphere during the spacecraft’s inbound pass. As can be seen, the spectral
analysis reveals the existence of a 10 h periodicity, as well as a prominent peak
at 5 h for both instruments.
10 h periodicity occurs at 5 h, i.e. two times the principal frequency. While the
spectral analysis of a pure sine function leads to a single frequency, the analysis of a
non-sinusoidal function leads to a set of additional frequencies besides the fundamental
one. The sawtooth function, for instance, is represented by the Fourier series
y(x) =
2
pi
∞∑
n=1
(−1)n+1 sin(2pinfx)
n
. (7.7)
As can be seen, beside the fundamental frequency f , odd and even harmonics n ·f with
amplitudes An ∝ 1/n are present and necessary for the construction of the function.
To investigate the question how much wavepower is due to the presence of the minor
peaks, two tests were applied.
(i) In a first step, the time intervals including the minor peaks were defined and the
corresponding data removed from the time series. If Tc denotes the full time interval,
Tg contains those subintervals, i.e. Tg ⊂ Tc. The next step consists of a reconstruction
of these artificial data gaps using splines (Press et al., 1992) and adding white noise.
(ii) Instead of filling the data gaps by using splines, all elements of Tg were set to
a constant value, i.e. t = 1 for all t ∈ Tg.
The corresponding time series and the results of the Lomb-Scargle analysis is shown
in Fig. 7.6. As can be seen, for both methods to eliminate the minor peaks, the
wavepower at ∼ 5 h is reduced. However, the signal does not fully disappear. This
is an expected result, because the curve resulted from method (i) is still no pure sine
and for method (ii) similar arguments as for the sawtooth function apply. The Fourier
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series of the function
y(x) =
{
sin(x) if sin(x) > 0
0 if sin(x) ≤ 0 (7.8)
reads
y(x) =
1
pi
+
1
2
sin(x)− 2
pi
∞∑
n=1
1
4n2 − 1 cos(2nx), (7.9)
i.e. additional frequencies at 2 · n with amplitudes An ∝ 1/(4n2 − 1) occur. The
Original Data
Removed Minor Peaks (Splines)
Removed Minor Peaks (Constant Value)
Original Data
Removed Minor Peaks (Splines)
Removed Minor Peaks (Constant Value)
Figure 7.6: Left: The original time series of the E4/E12 ratio is shown by the
blue curve. For the other curves, the minor peaks where removed and substituted
by a spline fit + noise (black) and a constant value (red). Right: The result of
the Lomb-Scargle analysis applied to the three data sets. The wavepower at 5 h
decreased for the two modified data sets.
lack of a well pronounced 5 h periodicity or a significantly decreased amplitude, re-
spectively, support the conclusion that the additional peak in the periodogram of the
original data is mainly due to the presence of the minor peaks. To verify this result,
a correlation analysis was applied to the data sets. Fig. 7.7 shows the result of an
auto correlation analysis of H5 and H3 data measured between day 34 and 36, i.e.
during the spacecraft’s path through the outer magnetosphere. The abscissa shows
the time lag3 in hours and the ordinate the corresponding r-value. It can be seen that
the 10 h variation of the counting rates can be recovered in this analysis of H5, as
indicated by the recurrent peaks of positive or negative correlation coefficients every
10 h, marked by the solid and dashed vertical lines. However, further peaks can be
observed between those related to the prominent 10 h variation, tagged by the dotted
vertical lines. These peaks occur ∼ 3.25 h before and after the larger 10 h peaks.
This time difference corresponds to the time interval between the double peaks of the
principal flux enhancements, giving further evidence that this is a systematic effect.
The analysis of H3, however, shows no clear modulation like H5. This suggest, that
3Although the nominal time resolution of the data is 10 mins, the actual length of the sampling
intervals may vary. To take this into account, the mean accumulation time was used to calculate the
lag sequence.
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Figure 7.7: Left: The autocorrelation of H5 indicates the ∼ 10 h periodicity
(solid vertical lines), but also a second temporal variation as shown by the dotted
vertical lines. These peaks are shifted by ±3.25 h with respect to the major 10 h
peaks. Here, a confidence level of 50% is shown (dashed horizontal lines). Right:
Same analysis, but for H3. No clear modulation is present, suggesting that the
spectral rocking is mainly due to the higher energy channel.
the spectral rocking is mainly related to periodic variations of H5, i.e. the channel
of higher energies, as well as a larger stationarity of the H5 channel. Indeed, visually
investigating the H3 and H5 counts in Figs. 7.3 and 7.4, the H5 channel tends to be
better pronounced with respect to the amplitude of its temporal variations.
Considering the electron spectral index, the H3/H5 and E4/E12 ratio were analyzed
using the ordinal correlation method discussed in chapter 5. As can be seen in Fig. 7.8,
the HET and KET data from day 34-36.5 not only show the presence of the primal
10 h periodicity, but also a periodic pattern of secondary peaks. The peaks are phase
shifted by ±3.25 h with respect to the 10 h peaks.
As noted before, the major peaks in the spectral index of the electrons is expected
when λIII = 240− 310◦ faces the subsolar point. Since at least in the outer magneto-
sphere, the minor peaks trail the major peaks by 3.25 h, this directly suggest that the
minor peaks are also confined to a defined longitudinal range.
7.5 Ulysses Outbound Observations
Since the Pioneer 11 mission, it is known that the 10 h spectral rocking (the major
peaks) can also be observed at high magnetic latitudes. This finding has impressively
be confirmed by Ulysses during its unique trajectory at very high magnetospheric
latitudes after the closest approach (Simpson et al., 1993). The minor peaks, however,
attributed to the current sheet as shown above, are expected to be absent during
Ulysses departure far from the planet. An overview of the outbound passage from day
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Figure 7.8: Kendall’s correlation function with delay d = 5 for the H3/H5
(red) and E4/E12 (blue) ratios. Both curves indicate the 10 h periodicity as
well as side peaks shifted 3.25 h or 10-3.25 h with respected to the 10 h peaks
(gray dotted lines). This finding is in good agreement with the result of the
analysis of the H5 counting rates.
40 to 45 is shown in Fig. 7.9 in the same format as the previous Figures.
Comparing the counting rates of H3 and H5 from day 40 to approx. 42 with the
distance from the magnetic equator z[RJ ], it becomes evident that the electron flux is
controlled by the proximity to the current sheet, as it has also been reported from low
energy particle observations (Lanzerotti et al., 1993), although no actual crossings of
the sheet are observed. For days 40-42, a clear identification of periodic patterns in
the H3/H5 ratio is hard, however, the large peak at day 40.3 is in phase with the 10 h
ticks of the inbound time interval.
From day 42 to mid-43 Ulysses visited a region identified as a high latitude bound-
ary layer (HLBL) of energetic particles at high latitudes by Krupp et al. (1999) and
further elaborated by Anagnostopoulos et al. (2001) and Marhavilas et al. (2004) (The
existence of such a layer was already speculated by Fillius et al. (1975)4 ). The inves-
tigation of the HET counting rates in this time period reveals that the general flux
level in this layer is higher than the flux minima from day 40 to ∼ 42, i.e. the green
area in Fig. 7.9. As can been seen, the minimum electron flux (related to the maximal
distance to the magnetic equator) before day 42 is significantly lower than the flux
after day 42. Assuming that the current sheet is the only reservoir of particles in the
magnetosphere, one would expect that the general flux level, especially the minima
4 “... the Pioneer 11 data imply a latitude profile that initially decreases from a maximum at the
equator, goes through a minimum, and then increases to a greater maximum at higher latitudes before
dropping off again.”
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Figure 7.9: After the closest approach, Ulysses rapidly descended to Southern
latitudes. Three regions can be distinguished during this time period: The first
region from day 40-42 is characterized by a 10 h pattern in the counting rates,
but an unstructured behavior of the energy spectra. The time profile of the
counting rates is related to the proximity to the current sheet. The second
time period was identified as the so-called High Latitude Boundary Layer (green
shaded area), a region of enhanced particle density. Right after the passage of
this layer, the 10 h rocking of the energy spectrum reappears in conjunction
with an anticorrelation variation of the counting rates. Note that during this
time, the 10 h ticks of the inbound still match the peaks during the outbound
passage.
decrease with increasing distance from the planet. However, the opposite is observed.
This is an important finding because it confirms that the HLBL is also populated by
relativistic electrons of several MeV. With the spacecraft’s entrance into the magne-
tosheath around day 44, the counting rates decrease with increasing distance from the
planet. Simultaneously, the counting rates as well as the H3/H5 and E4/E12 ratio
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show a well pronounced 10 h periodicity. By comparing the dashed vertical lines with
the time profiles of the counting rates before and after the high latitude boundary
layer, we find a phase shift of ∼ 5 h in the data: The current sheet associated flux
increases are correlated with a) the distance to the current sheet and b) the phase
of the 10 h periodicity indicated by the arrows. After day 44, however, the arrows
are in phase with the counting rate minima. The flux ratio, on the other hand, is
anticorrelated with the counting rate maxima. This modulation is not a direct effect
of the proximity to the current sheet, because Ulysses was already located in the mag-
netosheath at a distance < 40RJ from the magnetic equator and a radial distance of
> 60RJ . Comparing the nominal distance from the magnetic equator with the count-
ing rates or the spectral index, it is hard to judge by eye whether these quantities
are positively or negatively correlated (or uncorrelated) as can be seen in Fig. 7.10,
showing from top to bottom the distance from the magnetic equator in Jovian radii,
the H6/H7 ratio and the H7 counting rates. This Figure covers the time interval from
day 43.9 to 44.7. While the counting rates and the spectral index are reasonably an-
ticorrelated (the linear correlation coefficient is r(lgH7, lg(H6/H7) = −0.742), there
is no reasonable correlation between the distance from the nominal magnetic equator
and the counting rates and the spectral index. The calculated correlation coefficients
are r(lgH6/H7, Zdpl) = 0.3129 and r(lgH7, Zdpl) = −0.039, respectively. However, it
may be argued that the counting rate maxima are related to the closest approach to
the HLBL, because an enhanced particle flux was found there, what would require a
significant phase shift between the motion of the nominal magnetic equator and the
periodic up and down motion of the high latitude boundary layer. The energy spec-
trum is found to be hardest when the flux is minimal during this time period, being
in principal agreement with the spectral index in the HLBL. In particular the E4/E12
ratio in Fig. 7.9 indicates a smaller spectral index inside the HLBL than outside. This
interpretation is closely related to the suggestions of Marhavilas et al. (2004), even if
there is no indication for such a modulation in the respective time interval in the HI-
SCALE ion data. On the other hand, the major peaks during inbound are associated
with the excursions of the spacecraft to higher magnetic latitudes (Anagnostopoulos
et al., 1998), i.e. a softening of the spectrum is observed when Ulysses approaches the
HLBL. This is a critical point, because Simpson et al. (1992b) found the rocking of
the spectrum to be in phase during inbound and outbound, while the response of the
spectral index to the approach to the HLBL is opposite. Assuming that the up and
down motion of the HLBL is coupled with the up and down motion of the magnetic
equator, i.e. the modulation of the spectral index observed by spacecraft is spatial, it is
not directly clear how this explains that the spectral variation of Jovian electrons does
not depend on the hemisphere or local time inside or outside the magnetosphere. We
tentatively suggest a HLBL which motion is not directly related to the cyclic up and
down motion of the magnetic equator, but responds somewhat globally to the rotation
of the “active” region of Vasyliunas and Dessler (1981).
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Figure 7.10: From top to bottom: the distance from the magnetic equator in
Jovian radii, the H6/H7 ratio and the H7 counting rates. While the counting
rates and the spectral index are anticorrelated, there is a phase shift between
the nominal distance from the magnetic equator (Zdpl) and the counting rates
and the spectral index.
7.6 Results from the Pioneer spacecraft
After having shown that a second periodic modulation in the spectral index (and
counting rates) beside the famous “clock” phenomenon can be identified in the Ulysses
data, suggesting a connection to the current sheet, the question is if the Pioneer 10/11
data show the same kind of modulation. For the analysis we make use of the id4
(2-7 MeV) & id5 (6-28 MeV) electron channels introduced in chapter 5.
Fig. 7.11 shows Pioneer 10 measurements in the same format as the previously
shown Ulysses data. The shown time interval spans from day 331.5 to 336 in 1973,
i.e. from the entry into the magnetosphere up to a distance from the planet of about
40 Jovian radii. At a first glance, the periodic rocking of the spectral index (i.e. the
id4/id5 ratio) is clearly visible being anti-correlated with the counting rates. The
dashed vertical lines are 9h55m apart and indicate the 10 h variation. While this is
well known, local minima in the counting rates of channel id5 can also be identified
on top of the global maxima. These minima are indicated by dotted lines. These
markers are also 9h55m apart, but phase shifted by 3.25 h with respect to the dashed
lines. Note, however, that these “valleys” are somewhat weaker pronounced than the
ones observed by Ulysses. Comparing the counting rates with the associated spectral
index, consistent evidence for minor peaks is barely visible over the full time interval.
However, at least a couple of enhancements of the id4/id5 ratio that can be treated
as minor peaks are visible. The first one occurs around day 333.4, followed by a well
pronounced peak 10 h later on day 333.8. Two more minor peaks may be identified at
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day 334.04 and 334.45.
To further analyze the data, the following Fig. 7.12 shows the results of correlation
analysis of the Pioneer 10 electron data. Here, the time period under investigation
had been splitted into two sub intervals. The first one spans the interval from day 332
to 333.5, the second one from day 333.5 to 336. The panels on top refer to the first
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Figure 7.11: Measurements of Pioneer 10 in the same format as the Ulysses
plots. The shown time interval spans from day 331.5 to 336 in 1973, i.e. from
the entry into the magnetosphere up to a distance from the planet of about 40
Jovian radii. The large peaks in the spectral index are indicated by the dashed
lines which are 9h55m apart. The dotted lines trail the dashed ones by 3.25 h.
The green and yellow boxes on the bottom indicate the time intervals used for
the correlation analysis. The solid circles mark local minima in the flux and
minor peaks in the spectral index. The dashed circles denote the questionable
events.
time interval, the bottom panels to the second. While the 10 h periodicity can be well
identified in the id5 and id4/id5 data for both time intervals, there is evidence for the
presence of minor peaks during the first time interval.
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Figure 7.12: Kendall’s correlation analysis for the Pioneer 10 id4/id5 ratio
(left) and the id5 channel (right) for the two time intervals (top and bottom)
defined in the previous Figure. The major 10 h peaks can well be identified.
However, there is also some evidence for the existence of minor peaks shifted
3.25 h with respect to the majors in the first time interval. These peaks are
much less pronounced than those found in the Ulysses data, reflecting the visual
impression of Fig. 7.11. During the time interval from day 333.5 to 336, there is
no satisfying evidence for minor peaks.
The same methods applied to the Ulysses and Pioneer 10 data were also used for
an investigation of the Pioneer 11 data during the spacecraft’s Jupiter flyby. Fig. 7.13
shows the same quantities as the corresponding Pioneer 10 data, i.e. the magnitude
and BR component of the magnetic field, the id4 and id5 counting rates as well as their
ratio as a proxy to the spectral index. The magnetic field shows periodic approaches to
the Jovian current sheet in good correlation with the nominal distance of the spacecraft
to the magnetic equator (black curve in the top panel). While there is evidence for
the presence of the well known 10 h modulation in the counting rates as well as in
the spectral index (indicated by the dashed vertical lines), there is no indication for
minor peaks. The dotted lines in the Figure denote the points in time where the minor
peaks are expected according to the Ulysses and Pioneer 10 data. In agreement with
this visual impression, the corresponding correlation analysis of the id4 counting rate
shown in Fig. 7.14 reveals no evidence for the existence of minor peaks in the data.
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Figure 7.13: Same as Fig. 7.11 but for inbound trajectory of Pioneer 11 from
day 333.5 to 336.5 in 1974. While there is evidence for the major 10 h periodicity,
no evidence for minor peaks can be found in the data. Note, however, the
counting rate depression just on day 335.5 marked by the dashed circle. This
local minima occurs at the predicted time and resembles Ulysses and Pioneer 10
observation but is not accompanied by a local maxima of the id4/id5 ratio.
7.7 Interpretation and Consequences
The purpose of this chapter was twofold: The KET/HET data had been reanalyzed
with respect to previous results from the HI-SCALE instrument (Marhavilas et al.,
2004) aboard Ulysses with respect to the “clock” phenomenon of MeV electrons in
the Jovian magnetosphere. On the other hand, the finding of a second, less well pro-
nounced periodic modulation was discussed. The analysis of the Ulysses data strongly
suggests a connection to the magnetospheric current sheet, i.e. particles located at low
magnetic latitudes. Furthermore, a comparison with the spacecraft’s transition across
the current sheet revealed the existence of a longitudinal asymmetry with a maximum
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Figure 7.14: Kendall’s correlation analysis for the id5 energy channel of Pioneer
11. Apparently, no evidence for minor peaks is present in the data.
of the spectral index between λIII = 40 − 80◦. An re-investigation of the Pioneer 10
and 11 data with respect to this finding showed that there is evidence for this kind
of modulation in the Pioneer 10 data, albeit not as well pronounced as in the case
of Ulysses and not for the entire inbound trajectory. For the case of Pioneer 11, no
indications for minor peaks could be found in the data. Why is this the case? To elab-
orate this question, the trajectories of the three spacecraft as a function of System III
longitude and distance from the magnetic current sheet will be investigated. Fig. 7.15
System III (1965) Longitude [deg]
z [
Rj]
Ulysses
Pioneer 10
Pioneer 11
Figure 7.15: This Figure shows the distance from the Jovian current sheet
(in Jovian radii RJ) as a function of System III (1965) longitude for Ulysses,
Pioneer 10 and 11. As can be seen, Ulysses was much closer located to the
magnetic equator when the minor peaks in the spectral index are expected than
the Pioneers. The yellow area indicates the approximate interval during which
the minor peaks occur including their rise and decay.
shows the distance from the magnetospheric current sheet (in Jovian radii) of Ulysses
and the two Pioneers as a function of the System III (1965) longitude for the inbound
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trajectories. The distance from the sheet was computed by z = r sin(θ), where r is
the distance from the planet and θ the spacecraft’s latitude, i.e. z is the distance nor-
mal to the current sheet. The yellow area indicates the approximate interval during
which the minor peaks occur including their rise and decay. Comparing the traces of
the three spacecraft it becomes evident, that Ulysses stayed close to the current sheet
during times, the longitudinal region in which the minor peaks of the spectral index
are expected. The Pioneers, on the other hand, were relatively far away from the sheet
during the same interval of longitudes. This observation offers an explanation for the
difference in the three data sets. The Pioneers probably were to far away from the
(nominal) current sheet to see a clear presence of the minor peaks that are a feature
of low magnetic latitudes.
Chapter 8
Analysis of Jovian Jets
To be absolutely certain about
something, one must know
everything or nothing about it.
Henry A. Kissinger
The observation of planetary particle events started in the mid-1960s with the find-
ing of keV electrons accelerated at the terrestrial bow shock traveling upstream with
respect to the solar wind flow direction. Since then, upstream events of positively
charged particles and/or electrons are a well-known feature of the interaction between
the terrestrial magnetosphere and the interplanetary magnetic field (e.g. Klassen et al.,
2008, 2009). These events are generally characterized by rapid increases and decreases
of flux as well as streaming directions that frequently deviate from the magnetic field
orientation predicted by the Parker model of the IMF. During the approach of space-
craft towards the planet Jupiter, ion events strongly resembling those observed at Earth
were observed (e.g. Krimigis, 1992; Haggerty and Armstrong, 1999). “Jovian jets”, as
they will be discussed in the following, are a subset of what may be called planetary
particles sources. These events are generally of much higher energies (MeV) than the
typical energies of upstream electron events, but share similar properties.
8.1 Jovian Jets Observed by Ulysses
In contrast to the finding of a mostly isotropic Jovian electron population in inter-
planetary space, Ferrando et al. (1993) reported the observation of 35 so-called Jovian
electron jets1 (in the following abbreviated as “Jovian jets” or simply “jets“). While
the isotropic part of the Jovian electron population may have already left the mag-
netosphere without a significant pitch angle anisotropy, these Jovian electron jets are
1Note that the term “Jovian jet“ is also used by planetologist to characterize features of Jupiter’s
atmosphere (see e.g. Sa´nchez-Lavega et al., 2008).
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events of short duration (from some minutes up to several hours) and generally show
strong particle anisotropies along the magnetic field. An analysis of the Jovian electron
flux performed by McKibben et al. (2007) during the second, more distant Jupiter en-
counter in 2003-2004 revealed a total number of 15 events. The main features of Jovian
jets discussed in the cited studies can be summarized as follows:
• The magnetic field observed during Jovian jets is aligned with the viewing direc-
tion from the spacecraft to Jupiter.
• Compared to the background Jovian electron flux, the time profiles of Jovian jets
are characterized by relatively sharp increases and decreases in flux.
• A significant anisotropy of the particles with respect to the magnetic field is
observed during jet events.
• Most jets require a strong deviation from the nominal Parker line of the inter-
planetary magnetic field, i.e., a temporary deviation from the expected magnetic
field is observed in order to magnetically connect the Jovian magnetosphere and
the observer.
• Ferrando et al. (1993) noted that the 10 h periodicity of Jupiter’s rotation can be
recovered during the jet events up to distances of 0.5 AU from the planet. Beside
the fact that the local magnetic field vector points to Jupiter, this is another
striking evidence that the observed electrons are of Jovian origin.
• McKibben et al. (2007) noted the absence of protons of several MeV during the
Jovian jets beside two events.
• There is no clear correlation between flux intensity or anisotropy with respect to
distance from the source.
• As it was pointed out by Ferrando et al. (1993) and McKibben et al. (2007), one
of the main problems in understanding Jovian electron jets is the deviation from
the nominal Parker spiral, especially perpendicular to the ecliptic plane, and the
usually sharp time profiles of the events.
Fig 8.1 shows the trajectory of Ulysses (blue curve) during the first and second Jupiter
approach, respectively. The coordinate system is a jovicentric one and is defined in a
way that the negative x-axis connects the Sun and Jupiter. The axis unit is Jovian
radii (1 RJ ≈ 71492 km).
In total, 36 jets were observed before and after the flyby of the Ulysses spacecraft
in February 1992. Five jets were observed before the flyby and 31 events after the
spacecraft had already left the ecliptic plane on its way to the solar South pole. The
most distant jet was observed 0.8 AU away from the planet. Note that distance refers
to the straight line distance between the spacecraft and Jupiter and is therefore not
necessarily the distance along the magnetic field lines.
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Figure 8.1: Trajectory of Ulysses during the first Jupiter flyby in 1991/92
(green curve) and during the second flyby 2003/04 (blue curve) in a Jovicentric
coordinate system. The Jovian magnetosphere is indicated assuming a Sunward
expansion of 100 Rj . The open circles correspond to the observations of Jovian
jets, the orange diamonds to Jovian upstream events (Haggerty and Armstrong,
1999). The dashed red lines in the equatorial view indicate nominal Parker
spirals for different solar wind speeds approximated by straight lines.
8.2 Investigation of Anisotropies
From the observation of solar events it is well known that particles injected at the Sun
may be backscattered as they propagate towards the outer heliosphere as a results of
diffusion. However, almost scatter-free propagation of particles is also known, i.e. their
motion along the magnetic field line is essentially ballistic. A similar analysis for Jovian
jet events has not yet been performed. This question, however, if Jovian jet electrons
are affected by pitch-angle diffusion in a way that they may be scattered across µ = 0 is
an important one: how do Jovian jets link to the isotropic Jovian electron population?
If Jovian jets show evidence for a significant backscattering, i.e. isotropization and
consequently the transition from pitch-angle scattering to full spatial diffusion, this
can be seen as a hint that jets contribute to the ”quiet time” electron flux observed by
spacecraft.
In the following, Jovian jets are analyzed with respect to the temporal evolution
of the fraction of particles observed in the pitch-angle half-space pointing to Jupiter
and those detected in sectors covering the opposite pitch-angle half-sphere. In order to
do so, the techniques described in section 5.5 were applied to the magnetic field data
and compared with the counting rates of the eight sector bins of the KET instrument.
To obtain a maximum of information, pitch-angle coverages of the specific sectors and
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their counting rates as a function of time are plotted. To search for systematic increases
or decreases in a sector’s counting rates, the temporal evolution of the counting rates
during the jet are compared with a baseline derived from the mean value of the counting
rates before or after the event. In the following, some examples of events that show
considerable, weak or even no evidence for backscattered particles. Fig. 8.2 shows
the eight sector counting rates (blue curves) for day 350/2003. The sudden increase
of counting rates in sectors 1,2, and 3 starting at 350.7 indicates the occurrence of a
Jovian jet. Here, the counting rates are normalized to the respective individual sector.
The dark grey shades that belong to each sector represent the pitch-angle interval
covered by a sector at a given point in time. The light gray shades additionally take
into account the influence of a finite opening angle of the particle telescope. The left
ordinates of the panels labeled “PAC“ (pitch-angle coverage) indicate the pitch-angle
cosine. Comparing the pitch-angle coverage with the corresponding electrons counts,
it becomes evident that the electrons come from the positive pitch-angle hemisphere.
Investigating the sectors covering the negative (i.e. opposite) pitch-angle domain, there
is no evidence for an increase of electrons. To guide the eye, for a time interval before
and after the jet, the mean values of the counting rates (black line) and the 2σ levels
(i.e. two times the standard deviation, plotted in red) were added to the plot. The lack
of an electron enhancement in this pitch-angle hemisphere suggests that no particle
where scattered across µ = 0.
Fig. 8.3 shows the opposite case. Around day 62.5/1992, significant electron in-
creases are evident. However, in this case all sectors simultaneously show an enhanced
particle flux. While the majority of particles is observed in sector 7, covering the neg-
ative pitch-angle domain close to µ = 1, the sectors scanning the positive pitch-angle
hemisphere, e.g. sector 3 shows an increase well above the 2σ level. This suggests
a scattering of electrons coming from Jupiter across µ = 0, i.e. they propagate back
to Jupiter. This is an important observation, because it shows that the Jovian jet
electrons underlay pitch-angle scattering, i.e. they change their initial pitch angle so
that the electron ensemble tends to an isotropic state. It is an interesting observation
that all flux profiles in Fig. 8.3 are closely correlated. An increase in the flux coming
from Jupiter is accompanied by an increase in the backscattering electron population.
This observation can be interpreted by assuming that the amount of backscattered
particles is proportional to the amount of particles injected into a bundle of magnetic
field lines at Jupiter2. On the other hand, this observation does not directly suggest
a major influence of time on the degree of backscattered particles. In a simple model,
the ratio of particles flux j propagating parallel and anti parallel,
r =
jp − ja
jp + ja
, (8.1)
should tend to zero with time if no further injection of particles takes place. On the
other hand, a near steady-state condition would result in a constant value of r in
Eqn. (8.1).
2This implicitly states that the scattering coefficient is not a function of the absolute flux level.
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Figure 8.2: This example shows an event where no evidence for backscattered
electrons can be found. The eight sectors of the KET belong to distinct panels.
The gray shaded areas span the pitch-angle space covered by each sector and
correspond to the left ordinate (PAC). The black lines indicate the respective
mean values of the counting rates, the red one the 2σ level. The counting rates in
this plot are normalized separately to the maximal counting rate in each sector.
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Figure 8.3: Similar to Fig. 8.2, this plot shows the pitch-angle coverage and the
corresponding normalized sector counts. All sectors show an increase of electron
flux. Consequently, the parallel and anti-parallel magnetic field direction is
populated by particles, suggesting a backscattering of electrons.
The visual presentation of the pitch-angle coverage of the eight sectors illustrates
the fact that the pitch angle space sampled by a specific sector may strongly vary with
time. This can be seen in Fig. 8.2. While sector 3 mainly samples the negative pitch-
angle hemisphere at the beginning of day 350, around the time of the observation of
the jet, the magnetic field has turned in a way that the pitch-angle space scanned by
sector 3 is predominantly positive. An investigation of the directional anisotropies, i.e.
the counting rates of the sectors without taking into account the magnetic field vector
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with respect to the spacecraft’s spin plane, is not fully sufficient for this analysis. The
reason is that a sector may sample the positive as well as the negative pitch-angle
hemisphere, in the most unfortunate case, all sectors cover both hemispheres. Due to
this ambiguity, the direction of an incoming particle can not be determined. Therefore,
it is of importance to gain knowledge on the actual pitch-angle coverage of the particle
telescope. In general, the directional anisotropy is a lower limit for the pitch-angle
anisotropy, i.e. the latter one is expected to show a higher value.
Another examples to be discussed illustrates the ambiguity related to the determi-
nation of pitch angles. Fig. 8.4 shows the pitch-angle coverage and the corresponding
normalized counting rates in the same manner as the previous Figures but for the two
jets # Ea and Eb on day 101/2004. Both jets can be identified by an increase in flux.
The center of anisotropy is sector 4, i.e. it is located in the positive pitch-angle hemi-
sphere. For the opposite direction, sector 0, no flux enhancement is apparent. Focusing
on sectors 2 and 7, also mainly covering the negative pitch-angle hemisphere, a small
increase related to the Jovian jets is apparent. However, as can be seen by the pitch-
angle coverage of this sectors, they also sample to some degree the positive pitch-angle
hemisphere. In particular, this is the case if one considers the finite opening angle of
the KET. As discussed before, it is not possible to judge if the electrons counting by
these sectors come from the positive or negative hemisphere. Taking into account the
vast increase of flux in sectors 3, 4, and 5, especially during the first event, it is most
probable that the particles counted by sectors 3 and 7 are predominantly coming from
the positive pitch-angle hemisphere. The degree of backscattered electrons is small or
even absent. This situation is further emphasized in Fig. 8.5. Here, the normalized
sum of a combination of several sectors was computed by
j(t)rel =
∑
i s(t)i∑
i s
0
i
, (8.2)
where j(t)rel is the sum of a subset of sector counts s(t)i with i ∈ [0, . . . , 7] normalized
by a baseline given by sector counts s0i . The bottom panel of the Figure shows the
normalized sum of sectors 3, 4, and 5. The two Jovian jets can clearly be identified.
The top panel, on the other hand, shows the sum of sectors 0 and 1. During the first
jet, the flux level does not exceed the 2σ level and shows to significant variation with
time. During the second event, between day 101.65 and 101.85, a small variation is
evident to the eye resembling the flux profile of the positive pitch-angle hemisphere.
Comparing the pitch-angle coverage, it becomes evident that the two sectors do not
sample the positive pitch-angle hemisphere, i.e. the variation can be attributed to
backscattered particles. However, the amplitude of this variation is very weak and in
general does not exceed 2σ. Finally, the middle panel contains the temporal evolution
of the sum of sectors 2 and 7. As already discussed above, these sectors clearly show
an increase in flux during the two Jovian jets with counting rates well above 2σ. Both
sectors, however, are expected to sample also the positive hemisphere to some degree
(Fig. 8.4). This observations lead to the assumption that only a small fraction of
electrons – if any – where backscattered during these events by pitch-angle diffusion
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Figure 8.4: Like Fig. 8.2 and 8.3, this plot shows the pitch-angle coverage and
the corresponding normalized sector counts. While there are clear flux increases
in the positive pitch-angle hemisphere, indicating the jets #Ea and Eb, the
negative hemisphere barely shows evidence for enhanced electron fluxes.
across µ = 0. Consequently, the mean free path of the electrons is expected to be longer
than the distance between Jupiter and the spacecraft during the time of measurement
of 0.97 AU.
8.3 Jovian Jets And ICMEs
The observation of Jovian jets and their interpretation raises immediately the ques-
tion what causes the significant deviations from the nominal Parker field required to
establish a magnetic connection between the Jovian magnetosphere and the distant
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Figure 8.5: To illustrate the temporal behavior of several E4 sectors, this plot
shows the evolution of the normalized sum of sectors 3, 4, and 5 (bottom), 2 and
3 (middle) and 0 and 1 (top). The orange lines denote the mean value of the
flux taken between the two orange bullets, the blue line is the corresponding 2σ
level. While the top panel barely shows an flux increase related to the Jovian
jets, sector 2 and 7 show a temporal evolution related to sectors 3, 4, and 5. See
text for further discussion.
observer. It was already noted by McKibben et al. (2007) that the random walk of
magnetic field lines on the solar surface (Jokipii and Parker, 1968) is not sufficient
enough to explain the observed deviations. Furthermore, during the first Jovian flyby
all 35 jets were observed up to a radial distance from Jupiter of 0.8 AU, while during
the second flyby 15 events occurred within a range of 0.8 to 2.2 AU. Even though the
trajectory of the spacecraft was not identical with respect to Jupiter during both time
intervals, it may be suggested that their was a larger global rate of occurrence of Jovian
jets out of the ecliptic during the latter time period. This conclusion can be drawn
from the simple assumption that the probability of the detection of a jet decreases
with the square of the radial distance from the source, i.e. the Jovian magnetosphere.
In the following, a connection between the observation of Jovian jets at high lati-
tudes and the occurrence of ICMEs will be proposed to account for the magnetic field
excursions beyond the limits of the normal field-line random walk. The main argument
for a temporal correlation between Jovian jets and ICMEs is the fact that ICMEs are
known to cause large-scale disturbances in the IMF because of their topology (Forsyth
et al., 2006). In particular, multi-spacecraft observations of ICMEs (eg. Falkenberg
et al. (2011) and Kilpua et al. (2011)) enhanced the understanding of global ICME
topologies and their influence on the IMF.
Fig. 8.6 shows a sketch of the possible shape of an ICME approaching towards 1 AU
and the surrounding IMF. Since the magnetic fields cannot intersect, the surrounding
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Figure 8.6: Hypothetical topology of an ICME. Because of the size of the
ICME and the presence of a region magnetically disconnected from the Sun,
large deviation from the nominal Parker field may be the results of a propagating
ICME. Figure taken from McComas et al. (1998).
IMF is bend away by the propagating ICME. If the propagation speed of ICME is fast
enough compared to the surrounding solar wind plasma, it may drive a shock wave as
illustrated in the Figure. The development of a magnetic bottle configuration can be
deduced from the observation of suprathermal, i.e. in a range of a few eV, electrons
with bidirectional pitch-angle distributions.
To search for correlations between ICMEs and jet events along Ulysses’ trajectory,
the occurrence of both was plotted as a function of time in Figs. 8.7 and 8.8. For the
creation of the Figures, the Ulysses ICME table of Du et al. (2010) (yellow bars) and the
SWOOPS ICME table3 (light blue) had been used in combination with the occurrences
of Jovian jets indicated by red dots and the counting rates of ∼ 2.5− 7 MeV electrons
of the KET instrument. Note that the SWOOPS table starts after the Jupiter flyby,
while the pre-flyby interval is included in the work of Du et al. (2010). It is obvious,
however, that there are considerable differences between the number of observed ICMEs
and their specific on- and offset times. The reasons for this are manifold and not at least
it depends on the criteria used for the identification and interpretation of ICMEs. Du
et al. (2010) e.g. focused mainly on the presence of abnormally low proton temperatures
as a criteria, while the SWOOPS data are mainly based on the presence of bidirectional
suprathermal electrons. However, since there is no unique parameter giving striking
3This table can be found at http://swoops.lanl.gov/cme list.html.
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Figure 8.7: Distribution of ICMEs observed by Ulysses in the context of the
occurrence of Jovian jets (red dots) and E4 counting rates (blue curve) for 1992.
The shaded intervals correspond to ICMEs listed in the work of Du et al. (2010)
and in the SWOOPS ICME table according to the legend.
evidence for the detection of an ICME, events list are somewhat different from each
other. In particular beyond the orbit of the Earth, ICME signatures are often biased by
the interaction with the ambient solar wind regime and the typical plasma properties
do not necessarily occur simultaneous.
During the 1992 time interval, Jovian jets were generally observed during general
enhancements of the E4 counting rate, in particular during the day 60-80 time period,
where most of the jets of the first flyby were observed and the general counting rates
were considerable higher than just before and after the Jupiter flyby, and between the
days 135-145, where again a clumping of Jovian jets can be seen. Comparing these
events with the occurrences of ICMEs, there is no immediate correlation between these
two kinds of events. However, during the second half of the electron enhancement from
day 60 to 80, there are several ICMEs listed in the SWOOPS table. An ICME is also
reported by the authors of the table a few days before the jets on day 110 and 111
and before the onset of the series of jets after day 135. The event list compiled by Du
et al. (2010), however, shows much fewer events observed at different time intervals.
The first event observed by Du et al. (2010) in 1992 occurs just before the jet event
observed on day 15, while the last ICME is somewhat correlated with the ICME of the
SWOOPS list preceding the series of jets after day 135.
The second, more distant flyby of Ulysses is shown in Fig. 8.8, covering the last 90
days of 2003 (top) and day 1 to 325 of 2004. Comparing these time intervals with the
1992 data, the most eye-catching difference is that the number of ICMEs reported by
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Figure 8.8: Same as Fig. 8.7 but for the last 90 days of 2003 (top) and year
2004 (bottom).
Du et al. (2010) is significantly increased compared to the number of events listed in
the SWOOPS table. In 1992 the opposite was the case. However, the SWOOPS events
are generally in good coincidence with the corresponding events of Du et al. (2010).
Note that in mid-2004, Ulysses was located relatively close to the ecliptic (cf. Fig. 8.1),
i.e. the perpendicular excursions of the magnetic field needed to establish magnetic
connections to Jupiter are smaller than during the 2003 and late-2004 period. The
very last Jovian electron jet seen by Ulysses, event ’L’ of McKibben et al. (2007), was
observed at a very large distance from Jupiter of 2.21 AU. The perpendicular distance
between Jupiter and the spacecraft was about 0.6 AU and the event was a relatively
long lasting one of ∼ 7 hours. Just before the onset of this event (day 299.2), Du
et al. (2010) reported the occurrence of a magnetic cloud starting at day 293.88 and
lasting for 4.375 days, i.e. Ulysses left this event at day 298.255 or one day before
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the Jovian jet was observed. The ICME, showing the signature of a magnetic cloud
(MC), traveled with a mean speed of v¯ = 372 km/s and had an estimated width of
0.94 AU. Assuming a radial distance between Ulysses and Jupiter of 0.18 AU, a rough
computation (∆r/v¯) results in 0.84 days for the travel time of the ICME’s trailing
edge from Ulysses to Jupiter. Interestingly, the estimated time when the ICME has
passed Jupiter (day 299.1) is in some coincidence with the onset time of the Jovian
jet at Ulysses (day 299.08). We interpret this as the result of a temporal disturbance
of the interplanetary magnetic field caused by the ICME, resulting in a magnetic field
condition that allows a straight propagation of Jovian electrons perpendicular to the
mean magnetic field.
Together with parameters like the tilt angle of the heliospheric current sheet (HCS)
and the number of sunspots, the rate of occurrence of CMEs and their interplanetary
counterparts is used as a general indicator of solar activity (Webb and Howard, 1994),
i.e. the CME occurrence rate is positively correlated with the sunspot number. While
the sunspot number was almost equal in the 1992 and 2003/04 period, the ICME
occurrence rates and the tilt angle of the HCS tend towards higher levels in 2003/04,
giving rise to the assumption that the Sun was in a state of higher solar activity during
this time. Following the argument that an enhanced rate of occurrence of ICMEs leads
to an enhanced distortion of the nominal Parker field in the vicinity of the ICMEs,
this further leads to the assumption that the observed Jovian jets at large jovicentric
distances during the second flyby may be at least partially caused by this effect.
However, this does not rule out the influence of other major effects that may play
a role. In addition, the possibility of an increased intrinsically injection of Jovian
electrons into the IMF may taken into account. Beside what was discussed up to now,
there are a couple of Jovian jets being observed not only in the vicinity of ICME but
inside these structures. For example, the jet on day 320 in 2003 (see also McKibben
et al. (2005)) occurred during the ICME discussed by de Koning et al. (2005). At
this time, Ulysses was located at a radial distance of 1.03 AU from Jupiter, what was
almost equal to the perpendicular distance to the ecliptic plane. The onset of the ICME
was detected on day 319.854 by the observation of bidirectional suprathermal electrons
and a smooth rotation of the magnetic field vector. The spacecraft left this structure
about 5 days later on day 324.16. This ICME, classified as a magnetic cloud by the
authors, was an unusual event because of the propagation speed exceeding 990 km/s
and its comparatively large size. The radial width was determined to 2.0 − 2.5 AU.
Fig. 8.9 shows Ulysses measurements covering the time interval from day 317 to 324 in
2003. The onset of the ICME/MC is indicated by the dot and the label ”MC onset” in
the upper panel. The three magnetic field components (red) show the typical smooth
evolution. The MC is preceded by several shocks, two of which are indicated by the
dash-dotted lines and are characterized by jumps in the solar wind speed (green) and
4In contrast to de Koning et al. (2005), Du et al. (2010) determined the onset of the ICME at day
319.16, while the SWOOPS list states 320.42 as the beginning of the event. Obviously, this difference
is related to the used criteria to identify ICMEs.
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Figure 8.9: The Jovian event of day 320/2003 occurred inside an ICME.
A sharp increase in the E4 counting rates is visible on day 320 (Event ”B”).
The sector diagram on the right shows of the accumulated E4 counts from day
320.238-320.271. The orange arrow indicates the direction to Jupiter, the red
arrow indicates the mean magnetic field vector and the blue one the fitted axis
of symmetry. The blue curve in the sector diagram is the fitted Fourier series.
in the magnetic field strength. The E4 counting rates decreases constantly until day
320. Around day 320.1, a substantial reincrease of electrons is observed culminating
in the occurrence of a Jovian jet between day 320.2 and 320.3. The Figure’s inlet
shows a sector diagram of the E4 counting rates averaged from day 320.215 to 320.28.
The orange arrow indicated the direction to Jupiter, the black arrow the magnetic
field. As can clearly be seen there is a proper field-aligned anisotropy of particles
coming from Jupiter’s direction. The observation of a jet inside an ICME strongly
suggest that source and observer were both located inside the ICME, what may also
be supported by the general reincrease of electrons. This event emphasized the fact that
an ICME shows a magnetic field structure quite different from the undisturbed Parker
field. In particular the magnetic-cloud structure of this event requires a magnetic
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Figure 8.10: Ulysses measurements from day 347-355 in 2003. The magnetic
field and solar wind data show the presence of a CIR starting with a fast forward
shock (FFS) on day 347.708 and a second one on day 348.18. Ulysses crossed
the heliospheric current sheet (HCS) on day 349.416. The corotating rarefaction
region (CRR) trailing the CIR was detected from day 352.625-358.45. The
Jovian jet can clearly be identified around day 350.75 by the increase of E4
counting rates by more than an order magnitude. Depending on the references,
the jet occurred inside or a few hours before an ICME.
connection perpendicular to the ecliptic plane over a relatively large distance of 1 AU.
Understanding the possibility to observe particles from a remote but well-known source
as some kind of two-point measurement, the out-of-ecliptic extension if the ICME may
be estimated. In the work of de Koning et al. (2005) it is argued that the ICME can
be associated with the active region AR 0486 on the solar surface. This active region
was located at −17◦ with respect to the solar equator. During this time, Ulysses was
located in the northern hemisphere. A lower limit of the extension of the ICME can be
directly derived from the fact that Jupiter was also located inside the event, i.e. the
width of the structure must be at least 1.03 AU. Assuming a mainly radial propagation
of the ICME, its center is expected to cross the orbit of Jupiter in the southern ecliptic
hemisphere. As stated before, the active region was at a solar latitude of −17◦, while
Ulysses was located at a heliolatitude of 5◦ (corresponding to a Jupiter-Ulysses angle of
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∼ 11◦. Assuming a radial distance from the Sun of 5 AU and a latitudinal separation
of the ICME’s center and Ulysses of 22◦, the perpendicular distance can be estimated
to ∼ 2 AU, i.e. the minimal full-width of the ICME is about 4 AU.
This estimation, in combination with the radial width of 2.0− 2.5 AU (de Koning
et al., 2005), this emphasizes the large expansion of ICMEs in the heliosphere. Since
shocks are driven by the ICME, the structure is faster than the surrounding medium,
i.e. it acts as an obstacle for the ICME as it propagates away from the Sun, leading
to a significant bending of the Parker field in the vicinity of the ICME and therefore
allowing energetic particles to perform parallel propagation along highly non-Parkerian
field lines.
Beside the jet on day 320/2003, there are some more jet events that might have
occurred during ICMEs. According to the SWOOPS ICME table, an ICME convected
past Ulysses from day 75.16 to 77.79 in 1992. During this time, four jets were found
by Ferrando et al. (1993) when the spacecraft was still located relatively close to the
planet (∼ 0.3 AU). Du et al. (2010), however, found no evidence for the presence of
an ICME during this time interval. On the other hand, Du et al. (2010) identified a
non-MC event starting at day 37.88/2004, lasting for 168 hours. A few hours after the
onset of the probable ICME, a Jovian jet was detected by the KET/HET instruments
on day 38.15. In this case, no evidence for an ICME was found by SWOOPS.
A Jovian jet with remarkable features was detected on day 350.75/2003, i.e. 30 days
after the event extensively discussed before. Fig. 8.10 covers the time interval from day
347 to 355 in 2003. The Jovian jet can clearly be identified by the sudden increase of
the E4 counting rates by more than an order of magnitude. Roughly 2.5 days before the
event, Ulysses encountered a CIR5 by the detection of two fast forward shocks (FFS)
at day 347.708 and 348.18, respectively. The heliospheric current sheet (HCS) was
encountered by the spacecraft at day 349.416. The end of the CIR is hard to identify
since there is no unambiguous reverse shock. Therefore, the time interval covered by
the CIR is represented by the faded down bar on top of the Figure. As expected,
the electron flux decreases after the occurrence of the first shock. The corotating
rarefaction region (CRR) accompanying the CIR was detected from day 352.625-358.45.
Promptly after the CIR, the table’s composer suspect an ICME covering the time
interval bounded by the horizontal orange bar (day 350.958-353.625). The previously
used SWOOPS ICME table and the work of Du et al. (2010) also suggest the occurrence
of an ICME during this time. However, both authors defined different on- and offset
times. The green horizontal bar refers to the SWOOPS table, the blue one to Du
et al. (2010). Consequently, the jet occurred just after the passage of a CIR and
inside or shortly before an ICME. Note that a constant increase of MeV electrons is
observed starting at day ∼ 350.25 up ∼ 352.5 resembling to some extend the profile
of the counting rates during the day 320/2003 event. The shape of the magnetic
5The following dates had been taken from a table available at the JPL website
http://ulysses.jpl.nasa.gov/science/observed data.html. The CIR was named CIR x 1 by the compiler
of the table, and refers to the first occurrence of CIR x.
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field components, however, suggest that the onset time of the JPL table is in good
agreement with the beginning of a smooth rotation of the magnetic field, identifying
the ICME as a MC (see also Du et al., 2010). On the other hand, the E4 counting
rates increase in a smooth manner, indicating that Ulysses and Jupiter were located
in the same magnetic regime. This suggest that they are not separated by the CIR
(cf. Conlon, 1978) or by the ICME structure. During this time interval, the radial
distance between Jupiter and Ulysses was 0.9 AU, and the spacecraft was still located
almost perpendicular to the planet (with respect to the ecliptic) with a perpendicular
distance of 0.88 AU. The longitudinal separation between both objects was −1.7◦, i.e.
it is expected that Ulysses sees the CIR a few hours before Jupiter.
The most prominent feature of this Jovian jet is its exceptional high degree of
anisotropy.
8.4 Detection of the 10 h Periodicity
A challenging feature of the Jovian electron source is the observation that the mod-
ulation of the energy spectrum of Jovian electrons can occasionally be discovered in
the interplanetary medium not too far away from Jupiter. What “far” means in this
context will be discussed in the following.
While the method of building a phase histogram had been used by several authors
to search for the 10 h periodicity (Schardt and Goertz, 1983; Ferrando et al., 1993),
a different approach will be pursued here using the Lomb-Scargle algorithm as it has
already been done for the analysis of Ulysses data inside the Jovian magnetosphere.
The advantage of this kind of spectral analysis is that a wide range of periods can be
investigated at a glance, allowing to search for possible frequency drifts in the data or
a comparison of the main peak and the background frequencies. On the other hand,
the Lomb-Scargle periodogram requires a time series that covers a time period at least
equal to the periodicity under investigation. Thus, in practice the analyzed time series
should cover a time interval > 2 days. Consequently, the analysis stretches out over
the time interval around the jets. This allows an investigation of the question if the
10 h periodicity can not only be recovered in jets but also during time periods where no
extraordinary anisotropies are observed. The Lomb-Scargle algorithm is used in two
different approaches. (i) The traditional frequency vs. power plot in combination with
plots of the corresponding time series of the analyzed quantities and (ii) a sliding Lomb
analysis allowing an investigation of the temporal evolution of the power spectrum as
explained in section 5.6.
Not to solely rely on the results of the Lomb-Scargle algorithm, the time series
of the spectral index is investigated visually by comparing it with a sine of a 10 h
periodicity imposed on the data and ticks referring to a reference phase. In order
to investigate the phase of the rocking modulation of the energy spectrum in the
heliosphere, a point in time was chosen inside the Jovian magnetosphere used as a
reference to track the 10 h periodicity. A useful reference system in this context is the
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spacecraft’s internal clock (SCET, spacecraft event time), counting the seconds since
01.01.1950. For the synodic rotation period of Jupiter we use 9h55m33.12s what refers
to 35733.12 seconds. It is clear that it is hard to define the “optimal” point of reference.
As it is discussed in section 7, the peaks in the energy spectrum often show a rather
broad maximum with some variation in time with respect to the expected maximum.
However, in the following we use the third peak observed by Ulysses during the inbound
trajectory and define day 34.86820/1992 as the point of reference, equivalent to a
SCET of 1328302208 s (cf. Fig. 8.11). As will be shown, differences between the
spectral modulation in the heliosphere and the phase angle expected from the “clock”
modulation are present in the data. During the 1992 time period, the continuation
of the synodic periodicity of Jupiter stated above is precise enough, because of the
relatively short time interval of∼ 110 days between the direct flyby and the observation
of the last jet. A systematic phase shift in the data is expected due to the uncertainties
in the estimation of the sidereal periodicity of the planet and of its orbital period around
the Sun is expected when extrapolating from the 1992 time period to 2003/2004.
Allowing an uncertainty of the periodicity of ±1 s, the deviation is about ±3 h at the
end of 2004. However, typical uncertainties in the sidereal period are < 10−2 s (cf. Yu
and Russell, 2009), leading to phase differences of a few minutes. Simpson et al. (1975)
could show that the spectral variation observed by Pioneer 11 was in good agreement
with the prediction derived from Pioneer 10 measurements carried out one year earlier.
This finding was verified by Voyager 1 (Schardt et al., 1981), showing a spectral index
modulation in phase with Pioneer 10 results. Moreover, Rastoin (1995) claimed that
the Ulysses observations are still in agreement with the Pioneer 10 predictions based
on the synodic periodicity6.
We will start the investigation with the first Jupiter flyby of Ulysses. Ferrando
et al. (1993) showed in their analysis that the 10 h periodicity of the energy spectra
can be recovered at least up to 0.5 AU from the planet in 1992, analogous observations
were reported by Simpson et al. (1993). An application of the analysis techniques used
in this work to the first flyby allows a validation of the methods. In particular, this also
allows a comparison of the KET and HET instrument with respect to their response
to enhanced Jovian influence added to the background flux.
8.5 Reinvestigation of the 1992 Time Period
Fig. 8.12 shows the result of a sliding Lomb-Scargle analysis of KET & HET data
(detrended E4/E12 and H6/H7 ratio) covering the time interval from days 55 to 115 in
1992 and a radial distance from Jupiter of ∼ 0.1 to ∼ 0.6 AU. Inside this range, 22 of
the 35 observed Jovian jets are located. Four clusters of enhanced wave power at ∼ 10 h
6“Les Voyager arrivent, eux, quelques 5 ans apre`s les Pioneer: la petite diffe´rence entre pe´riode
de rotation et pe´riode side´rale induit alors une opposition de phase dans la modulation (≈ 5 h). On
peut donc choisir entre les deux pe´riodes d’apre´s les observation: la modulation montre la pe´riodicite´
synodice. Ulysse confirme ce re´sultat.” (Rastoin, 1995, p. 79)
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Figure 8.11: The E4/E12 ratio as a function of the relative SCET. For the
definition of t0, the third major peak of the E4/E12 ration had been used as
a point of reference (t = 0). The corresponding SCET is t0 = 1328302208 s.
As can be seen, the single maxima do not exactly match the 10 h periodicity.
Therefore, it is necessary to take into account an uncertainty of about ±30 min.
This uncertainty is of course related to the rather broad “active region“.
are clearly visible in the KET data in the first half of the plot, indicating a Jovian
influenced spectral modulation of the electrons during these intervals. Comparing
these intervals with the occurrences of Jovian jets reveals an unequivocal correlation
as indicated by the intervals tagged with “JJs” and the respective index (consecutively
numbered according to the table of Ferrando et al. (1993)) of the jets found in this
time intervals.
The five white dots, on the other hand, represent jets that are not associated with
a significant 10 h signal in the data. Note that the two jets that occurred on day 70 are
of very short duration (15 and 26 minutes). The HET data, on the other hand, show a
slightly different picture. While the 10 h periodicity is matched somewhat reasonably
during the first series of jets (JJs #6-14), the following time intervals show the presence
of enhanced wave power at expected dates, however with significant deviations from
the expected periodicity (JJs #17-24). On the other hand, the HET (Fig. 8.13) shows
the presence of a strong ∼ 10 h periodicity during days 110 and 111, while for the
KET data any evidence for a periodic modulation is absent. Why is this the case?
To address this question, it is important to recall that the HET has a much larger
opening angle compared to the KET. Consequently, the HET counts much more par-
ticles per time unit than the KET, expected to result in a different signal/noise ratio
and response to background particles. To illustrate the difference between times of
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Figure 8.12: An overview of the periodicities present in the KET data during
the post-flyby phase in 1992. The Jovian influence can be found in the data
indicated by wave-power enhancements close to a periodicity of 10 h. A clear
correlation between jet and the 10 h modulation is visible as indicated by the
assignments of jets (JJs) according to a consecutive numbering of the events
in Ferrando et al. (1993). Single dots indicate jets not associated with a 10 h
periodicity.
low counts mainly due to ambient particles and times of significant influence of Jo-
vian electrons, Figs 8.14, 8.15 and 8.16 display data of KET’s E4 and E12 channel as
well as sets of HET’s H6/H7 and H8/H7 data. The top bottom always displays the
channel of lower energy, subjacent the channel of higher energies is shown. The two
bottom panels shows the detrended (green) as well as the undetrended (red) ratio of
the two energy channels. On the right, the result of a Lomb-Scargle spectral analysis
of the ratios measured during this time interval is displayed. During this specific time
interval, covering days 62-65.5/1992, four Jovian jets occurred, all of which can clearly
be identified in the time profiles of the counting rates and are numbered according
to their occurrence in Ferrando et al. (1993). Looking at the detrended ratio of the
E4 and E12 channels reveals a 10 h periodicity apparently visible to the eye during
most of the time interval. This impression is further supported by the sine function
of a periodicity equal to the Jovian periodicity (thick green curve) imposed on the
data and by the result of the Lomb-Scargle analysis. Here, a clear peak at ∼ 10 h
is present in the detrended as well as in the undetrended data. The deviation of the
recovered periodicity from the expected one can be explained by the fact that phase of
the data starts to drift off, beginning around day 64.5. Comparing the occurrence of
the recurrent maxima in the E4/E12 channel with the predicted maxima based on the
point of reference defined earlier, a systematic discrepancy is evident: the measured
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Figure 8.13: The same time interval as in Fig. 8.12 but for the H6/H7 (top)
and H8/H7 (bottom) ratio.
maxima occur ∼ 2 h later than the expected maxima as indicated by the label. Given
two charged particle instruments sensitive to similar energy ranges, it is expected to
obtain comparable results. Fig. 8.15, however, showing HET’s H6 and H7 data in the
same format and for the same time interval as for the KET data, reveals a somewhat
different result. A phase shift of ∼ 4 h is apparent in the H6/H7 ratio as already
determined by Simpson et al. (1993) and used as an input parameter of an isotropic
propagation model in order to estimate the diffusion coefficients of the electrons. For
further investigations of this finding, the same analysis was performed on the H8/H7
ratio, i.e. a smaller energy interval. The result is displayed in Fig. 8.16. Compared
to the H6/H8 ratio, the ratio shows a smoother temporal evolution and a somewhat
“unsteady” behavior of the phase than the E4/E12 ratio. However, comparing H8/H7
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Figure 8.14: The E4 & E12 counting rates of the KET as well as the detrended
and undetrended E4/E12 ratios is displayed for the time interval day 62-65.5 in
1992. Four Jovian jets are indicated by their order of occurrence in Ferrando
et al. (1993). A 10 h periodicity is visible in the detrended and undetrended
E4/E12 ratio, however, the detrended ratio is found to be better pronounced.
The green, thick curve is a sinusoid put on top of the data for visual guidance.
The solid lines in the same panel indicates the expected maximum according to
the extrapolation described earlier. The gray shaded area indicates the interval
9.91± 1 h.
and E4/E12, one finds a good agreement of the phase shifts, i.e. the H8/H7 data also
reveal a shift of 2 h.
To understand the different behavior of H6/H7, one might note that the detrended
as well as the undetrended ratio show significant drops when the counting rates increase
because of the observation of Jovian jets. The notable depression of the H6/H7 ratio
can be related to the background of the H6 channel: during quiet times, the fraction
of background particles in the H6 channel is sufficiently higher than during Jovian jet
events. The left panel of Fig. 8.17 shows a three dimensional scatterplot of log(H6)
and log(H7) versus H6/H7 for the jet event #9 (indicated by brown dots) and the
circumjacent time interval (light blue dots). To guide the eye, the three dimensional
distribution is projected on the three planes spanned by the coordinate system. A clear
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Figure 8.15: The same time interval as in Fig. 8.14 but for the HET in-
struments. While the counting rates of the the KET and HET show a similar
behavior, the H6/H7 ratio is somewhat different compared to the E4/E12 ratio.
An additional phase difference of 2 h is visible (red curve), leading to a total
phase shift of 4 h with respect to the prediction.
difference in the distribution of the jet-related events and the ambient events. While
the response of H6/H7 is relatively moderate for high values of log(H6) and log(H7),
H6/H7 is highly sensitive to variations of log(H6) and log(H7) at low counting rate
levels, i.e. during time where ambient background flux dominates. From this it can
be deduced that during quiet times, the relative value of background particles is high,
but decreases rapidly during the occurrence of Jovian jets. This transition leads to the
unsteady profile of the time series. The right panel of the Figure shows two dimensional
scatter plots of log(H6) vs. log(H7) (top) and log(H8) vs. log(H7) (bottom) for the
same time period. Both subsets of the electrons counts (jets, non-jets) were fitted
independently using a linear regression model. While the two slopes of the linear
models (indicate by “m“) in the bottom panel are almost the same, indicating a similar
response of the detector over a wide range of energies, they differ in the case of H6/H7.
Here, a kink in the distribution is visible around log(H6) = 3.5, suggesting a different
behavior of the instrument beyond this point. The most important result from this is
the observation that m = ∆ log(H7)/∆ log(H6) is larger for low counting rates. That
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Figure 8.16: The same time interval as in Fig. 8.14 and 8.15 but for the
HET’s H8 and H7 channel. This ratio shows a smoother behavior than the
corresponding H6/H7 and is in good agreement with the KET data.
means, the H6 channel stays at a higher level when H7 decreases. This results in the
high H6/H7 ratio displayed in the three dimensional scatter plot. During the transition
from ambient fluxes to a Jovian jet event, the variation of the channel ratio due to the
10 h periodicity may be imposed by the instrumental effect. Depending on the time of
the jet’s occurrence, both effects may annihilate to some extent, leading to distorted
temporal evolution of the variations.
To come back to the events observed further away from the planet around days
110/112 in 1992, a pronounced signal near Jupiter’s rotation period is visible in the
H6/H7 and H8/H7 ratios, although somewhat shifted with respect to the exact 10 h
periodicity as shown in Fig. 8.13. A comparison with the corresponding KET analysis
(Fig. 8.12) shows that no evidence for a ∼ 10 h periodicity can be found in the KET
data in this overview plot. The time series shown in the left panel in Fig. 8.18 shows
HET data, the right one KET data for this time interval. While the three Jovian
jets are visible in the counting rates, a visual inspection of the E4/E12 ratio gives no
evidence for the presence of the 10 h modulation. In H6/H7 ratio, however, a periodic
variation is visible, in particular in the detrended ratio from day 110.5 to ∼ 111.3. The
related Lomb-Scargle periodograms reveals a suprisingly strong signal at P = 11 h, i.e.
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Figure 8.17: Left: the H6/H7 (γ) ratio as a function of the logarithms of the
H6 and H7 counting rates. The brown dots indicate measurements during the
occurrence of jet #9 of Ferrando et al. (1993), the cyan colored dots denote
measurements of the ambient flux. As can be seen, the two samples show a
different behavior in a way that the slope of γ(H6,H7) is much larger for the
ambient flux than for the jet event. Right: scatter plots of log(H6) vs. log(H7)
and log(H8) vs. log(H7). While the slope of the distribution of ambient events
is steeper than their jet-related counterparts for H6 and H7, the slopes for the
H8 and H7 distributions are more similar.
near Jupiter’s periodicity. Interestingly, the finding of a periodicity of 11 h is confirmed
by the periodogram of the KET data, albeit the signal strength is very weak compared
to the HET data and the other events e.g. shown in Fig. 8.12. Indeed, superimposing
a sine with a periodicity of 11 h on the data (thick red curve), shows a better fit to
the HET data than assuming 10 h (thick green curve). A possible explanation for this
observation are the rather low counting rates and the related noise level and the influ-
ence of background particles. In particular, a non-stationary background is expected
disturbs the signal of interest. Furthermore, the electron enhancements around day
110.8 and 111.8 are rather broad and a clear assignment of random fluctuations and
the 10 h spectral modulation is hard.
While the Lomb-Spectral analysis was found to be very helpful in detecting periodic
patterns over a relatively long time interval, the results are of course not satisfying if
the duration of the signal is too short to cover a full 10 h periodicity. Nevertheless,
it is possible to find evidence for the presence of a Jupiter related periodicity in the
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Figure 8.18: HET (left) and (KET) measurements covering day 110.5-112. A
periodicity of 11 h is found in the HET as well as the KET data.
measurements by analyzing the time series with respect to typical features of the Jovian
electron spectrum. In particular, the temporal evolution of spectral index is compared
with a sine with periodicity of 10 h. Furthermore, an anticorrelation between counting
rates and spectral index indicates the presence of an electron population carrying the
spectral signature of the electrons in the Jovian magnetosphere. An example showing
HET data of this is presented in the left panel of Fig. 8.19. The beginning of the Jovian
jet (# 28, distance to Jupiter of 0.68 AU) is correlated with a jump in the magnetic
field direction (red dashed line) and ends 80 mins later according to Ferrando et al.
(1993) as indicated by the green solid line. However, it can be seen that the counting
rates stay at a level significantly higher than the background up to day 123.8 with
a local maxima at day 123.6, when a second jump in the IMF direction is observed.
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Figure 8.19: At almost 0.7 AU from Jupiter, Jovian jet # 28 shows evidence
for a Jupiter-related spectral modulation, as illustrated by the HET data on
the left side of the Figure. For about 12 h, an enhanced electron flux is visible,
although only the first 80 mins (bounded by the left red and green vertical lines)
had been classified as a Jovian jet by Ferrando et al. (1993). The H6/H7 ratio
implies a spectral modulation with a periodicity of ∼ 10 h. The right panels
show correlation plots of log(H7) vs. H6/H7 (top) and log(E12) vs. E4/E12. A
significant anticorrelation is visible in both measurements. The r value is the
correlation coefficient, p-value the corresponding confidence interval.
Looking at the H6/H7 ratio, an almost flat curve is visible until the onset of the jet,
when a sudden drop in H6/H7 is visible, followed by periodic variation of about 10 h.
This impression is supported by the green curve, showing a sine of that periodicity.
This periodicity can be traced up to the end of day 123 and vanishes as the counting
rates decrease. In addition, the undetrended H6/H7 ratio shows a gradual increase
with time, indicating an increasing influence of background particles. The expected
maxima of the spectral index (light blue lines) is in good agreement with the actually
measured maxima, who lags by 1-1.5 h. The right top panel of the Figure shows a
Pearson-correlation analysis of the logarithmic counting rates of the H7 energy channel
and the H6/H7 ratio for the time period day 123.25-123.6. As can be seen, there’s an
unambiguous anticorrelation between both quantities (r = −0.91). A similar result
is found in the KET data. Here, the correlation coefficient is r = −0.65, resembling
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the temporal evolution of MeV electrons in the Jovian magnetosphere. Based on this
analysis, there is strong evidence that this Jovian electron jet (or burst, considering
the extended event) still carries – previously not reported – the 10 h periodicity.
8.6 Ulysses’ Second Flyby
Overview of Spectral Modulation
The previous section showed that the previously reported occurrence of Jupiter’s 10 h
periodicity in space can effectively be recovered and extended using the Lomb-Scargle
algorithm. This technique is now applied to the time period covering the second, more
distant Jupiter flyby of Ulysses in 2003/04. Based on the findings from the 1992 time
period, the presence of a 10 h modulation of the electrons’s spectral index is expected
during times of enhanced anisotropies, in particular during times classified as Jovian
jets.
The 2004 time period from day 5 to 305 is shown in Figs. 8.20, 8.21 and 8.22,
splitted into three subintervals of 100 days each. In the middle panel, day 105 to
205, two time periods of enhanced wavepower at ∼ 10 h can be identified. These
time intervals are in coincidence with the occurrence of Jovian jets which are labeled
according to the table in McKibben et al. (2007). Comparing the indications for
Figure 8.20: The ”sliding” Lomb analysis for the detrended H6/H7 ratio from
day 5 to 105 in 2004. During this time interval, no clear evidence for the 10 h
periodicity related to Jovian jets (dots) exists.
the presence of a Jovian influence in the spectrogram for the first and second flyby, a
general higher activity is evident for the first flyby. The most obvious interpretation is
the fact that Ulysses was much further away from Jupiter during the second approach.
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Figure 8.21: The ”sliding” Lomb analysis for the detrended H6/H7 ratio from
day 105 to 205 in 2004. Two time periods (around day 115 and 145) show a close
correlation between the occurrence of Jovian jets (JJs) and enhanced wavepower
at 10 h.
Indeed, while Ulysses did not come closer to the planet than 0.8 AU in 2003/04, all
Jovian jets observed during the first flyby occurred within 0.8 AU.
Spectral Variations of 10 h at ∼1.2 AU From the Planet
The most striking evidence of a 10 h periodicity during the second flyby is observed
between day 141 and 147 in 2004 when Ulysses was about 1.2 AU away from the planet.
This time period is characterized by a general reincrease of Jovian electrons starting
at day 140 after an interaction region has passed Ulysses as well as Jupiter and shows
the presence of a continuous directional particle anisotropy of varying degree. During
this time interval the Jovian periodicity can not only be recovered in the spectrum,
but also in the counting rates themselves. This finding is in agreement with previous
observations of Simpson et al. (1993), who found causal quasi-periodic peaks in the
MeV-electron counting rates during the first Jupiter flyby but much closer to the planet
(≤ 0.5 AU). Fig. 8.23 gives an overview of the HET data collected during day 143.5
to 147. As in the previous Figures, the counting rates of two adjacent energy channels
are plotted in the two top panels while their detrended and undetrended ratios are
displayed in the bottom panels. The right panel displays the result of the Lomb-
Scargle analysis for the respective time period. The result of this analysis, i.e. a clear
10 h signal in both the detrendend and undetrended ratios, can unambiguously be
recovered visually in the respective time series. Note that the periodic behavior is best
pronounced when the counting rates are high, e.g. during the Jovian jet event labeled
”I“ because of the enhanced signal/noise ratio, in particular in the undetrended data.
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Figure 8.22: Wavepower versus time and period for days 205-305. During
this time, only one Jovian jets was identified (day 299). An enhancement in
wavepower is observed at ∼8 h, i.e. significantly shifted with respect to 10 h.
Note that between day 240 and 250 considerable data gaps occurred, leading to
a corrupted shape of the wavepower.
The sliding Lomb-Scargle representation of a time interval a little bit broader than
in the previous Figure is shown in Fig. 8.24. Three Jovian jets are indicated by the
labels #H, #I, and #J. Interestingly, an increase in wavepower at ∼ 10 h is evident
during the first event, followed by a gap showing a decreasing wavepower at the Jovian
periodicity. Around the beginning of day 144, however, the Jovian influence on the
spectrum reincrease with a maximum during the occurrence of event #I and can be
traced up to day 148, i.e. just after the occurrence of event #J. This example also
shows that the Jovian rotation period can be recovered in the electron flux even during
times where no flux enhancements qualifying as Jovian jets are detected. However, a
further investigation reveals the existence of a persistent net flux of electrons coming
from Jupiter, supporting the idea of a connection between particle anisotropy and
the presence of the 10 h periodicity. To investigate the occurrence of long-lasting
anisotropies, the sector plots alone are not sufficient, because they only contain the
anisotropy information for a single time interval. A more appropriate way, however,
is to plot the fitted anisotropy of first order as a function of time. For this task, a
proper accumulation interval must be chosen, balancing the desire for enough counts
to keep the error bars small and a resolution high enough that the anisotropy will not
be smeared out. For Fig. 8.25, an accumulation time of 240 min had been chosen. The
sectorized H7 data used for this analysis were fitted by a Fourier-series and the resulting
first-order anisotropy coefficient A1 was then plotted as a function of time (gray solid
line) including the uncertainty estimated by the fitting procedure (light gray region).
Comparing this Figure with the corresponding sliding Lomb analysis, a correlation
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Figure 8.23: HET data covering day 143.5 to 147 in 2004 including event ”I”
of McKibben et al. (2007). A clear 10 h periodicity is visible throughout the
plotted time interval being best pronounced in the detrended H6/H7 ratio. The
result of the Lomb-Scargle analysis (left figure) verifies this observation: The
Jovian periodicity is matched almost exactly.
between the presence of the 10 h and anisotropy is directly visible. The interval of
enhanced anisotropy in Fig. 8.25 bounded by the dashed lines is congruent with the
time interval where the 10 h periodicity is present. The relatively well pronounced
events #I and #J can be identified by the peaks in the anisotropy while the weaker
event #H does show an anisotropy above the enhanced level of anisotropy that is
present for the ∼ 6 days bounded by the dashed lines. Note that the gap in the 10 h
periodicity on day 142 is in coincidence with a significant decrease of the anisotropy,
emphasizing the relation between both observable parameters.
The related sector plots are shown in Fig. 8.26 displaying on the sector distribution
of the E4 channel for three time intervals. The middle panel shows the same sector
distribution for the jet #I. The orange arrow points to Jupiter, the red one represents
the mean magnetic field, while the blue arrow is the fitted axis of anisotropy of first
order φ1. The individual magnetic field measurements (1 min averages) are represented
by black stripes. Since the radius of the segments is proportional to the counting
rates, the figure illustrates that the particles are streaming away from Jupiter during
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Figure 8.24: This plots shows the result of the sliding Lomb analysis applied
to the detrended H6/H7 ratio covering the time interval from day 140 to 150 in
2004. A clear ∼ 10 h periodicity is visible in the appointed time interval. The
three Jovian jets found in this time interval are bounded by dotted vertical lines
and labeled according to table 1 in McKibben et al. (2007).
all times. The calculated anisotropies of the three time periods are A1 = 14.6± 2.8%
and 34.2± 5.7% and 20.3± 1.0%, respectively.
Another interesting fact that can be well observed during this time interval is the
anticorrelation between H6/H7 and the counting rates, i.e. the spectral index decreases
if the counting rates increase, according to the variation of the electrons trapped in
the Jovian magnetic field. Consequently, the counting rates and the H6/H7 ratio are
expected to be anticorrelated while the autocorrelation of the counting rates implies
a periodic pattern. Both is true, at least for H7, as can be seen in the two panels of
Fig. 8.27. The H7 channel shows a recurrent autocorrelation for multiples of a lag of
10 h, implying a increase and decrease of particle flux every 10 h. No such modulation,
however, is evident for H6, except for an anticorrelation for a lag of ∼ 5 h. This
may be related to the presence of background particles, resulting in a non-stationary
distribution and a generally high level of fluctuations. Considering the cross correlation
of H7 and H6/H7, a definite anticorrelation every n · 10 h with n ∈ N is visible as well
as a correlation every (n + 1
2
) · 10 h, i.e. the spectral index increases when the fluxes
decrease and vice versa. During this time interval, the modulation seems to be mainly
related to variations of the H7 energy channel.
In the Jovian magnetosphere, all energy channels show a significant temporal vari-
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Figure 8.25: The A1 coefficient of the sectorized H7 data as a function of
time for the time interval day 135-155/2004. During the interval bounded by
the dashed lines, a persistent anisotropy well above the background is visible,
suggesting a net flux of Jovian electrons from Jupiter for about 6 days.
ation. However, it can be shown (cf. chapter 7) that the strongest modulation is
related to higher energies. In principal, a temporal variation would also be visible if
only one of the two energy channels taken into account to calculate the spectral index
shows a periodicity. The temporal variation of the higher energy channels with ∼ 10 h
can convincingly be recovered in the respective timeseries as shown in Fig. 8.28. Here,
the detrended H7 data are shown in gray, the green curve represent the smoothed de-
trended H7 data. The dashed vertical lines indicate the 10 h cycle. As can be seen, a
periodic behaviour of the counting rates close to 10 h is evident, suggesting a periodic
injection of Jovian electrons into the heliosphere.
The time interval from day 143 to 147 is the most distant one (1.2 AU) where the
10 h periodicity can be observed. Comparable results were reported by e.g. Chenette
et al. (1974), Ferrando et al. (1993) and Simpson et al. (1993) who found the 10 h
periodicity up to ∼ 0.8 AU in the data of the Pioneer and Ulysses Jupiter flyby, i.e.
the observations shown here extend the limit of determination of the 10 h periodicity
by a factor of ∼ 1.5. However, in the chapter 8.6 after the next we discuss the presence
of this periodicity even at 2.2 AU, even though not over a time interval of several days.
A Weak Modulation at 1 AU From Jupiter
Another example to be discussed is the time period between days 115 and 118 in 2004.
The result of the sliding spectral analysis reveals a prominent increase in wavepower
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Figure 8.26: Three sector distributions of the E4 channel from day 141.97 to
142.96 (left), from day 144.95 to 145.16 during the jet #I (middle panel) and
from day 145.41 to 146.8. See text for details.
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Figure 8.27: The left panel shows the autocorrelation of the H6 (blue) and H7
(red) channels, respectively. The right panel shows the crosscorrelation of H7
and H6/H7. The dashed horizontal lines indicate the 95% confidence level.
close to 10 h during this interval. Similar to the data analyzed before, there is no
evidence for a 10 h periodicity before and after day 115-118. Note that the periodicity
of maximal wave power does not exactly match the 10 h but is slightly below (∼ 9.5 h)
or above (∼ 10.8 h). A possible explanation of this finding may be the fact that there
is a discontinuity in the phase of the 10 h modulation as can be seen in Fig. 8.30.
Here, the detrended H6/H7 ratio reveals the presence of the 10 h periodicity, however,
the two sine functions added to the plot illustrate the discrepancy in phase of about
2 h. Similar phase shifts were also observed by Simpson et al. (1993) in 1992. Under
the assumption of the “clock” hypotheses of the spectral modulation of electrons in
the Jovian magnetosphere, stating that the spectral modulation is predominantly a
function of time and not of position, the observed phase shift can be interpreted as a
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Figure 8.28: Detrended H7 counting rates and a smoothed version of the data.
The dashed vertical lines are 10 h apart from each other. As can be seen, the
counting rates show a 10 h periodicity.
propagation effect. The phase shift would then depend on the distance between the
source and the observer as well as the mean parallel speed of the particles with respect
to the magnetic field. The particles’ mean parallel speed does not only depend on the
inital pitch angle but also on the degree of scattering of the particles. Furthermore, the
phase shift may be related to instrumental effects. This mainly addresses the influence
of the γ-ray background to the HET and KET instruments in combination with a non
stationarity of the background electron flux.
The calculated anisotropies derived from KET E4 are shown in the bottom panel of
Fig. 8.29. The general degree of anisotropy within the time interval where the 10 h can
be detected barely exceeds the background level, expect for jet # G, that can clearly
be identified by an increase in anisotropy. Concerning the KET data during this time
interval, no evidence for a 10 h variation of the E4/E12 ratio could be found. This can
be explained by the low counting rates of the KET during this time, and thus a lower
statistics. During the time period day 143-147/2004, the background flux was twice
the flux observed during this time period. The HET, however, benefits from its larger
opening angle and and higher counting rates. Sector plots for this time interval are
shown in Fig. 8.31. During the two jets (inlet A and D), clear anisotropies are visible
in the KET data. The time interval B shows no evidence for a net flux of particles, and
the fitted axis of anisotropy is disaligned with respect to the magnetic field. During
time interval C the axis of anisotropy matches the magnetic field line very well. The
anisotropy, however, is weak (≈ 10 %) A cross correlation analysis of the data between
days 115 to 117/2004 (Fig. 8.32) also shows the presence of a periodic modulation
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Figure 8.29: Top: “Sliding” spectral analysis from day 110 to 125 in 2004.
Enhanced wavepower close to 10 h can be observed between days 115 and 118.
The bottom panel shows the directional anisotropy. Note that the anisotropy is
fairly weak.
of the detrended H7 counting rates and the spectral index according to the results
discussed in the previous section.
Evidence for the 10 h Periodicity at 2.21 AU?
The most distant Jovian jet observed so far occurred on day 299 in 2004. At this time,
Ulysses was already 2.21 AU away from Jupiter on its way to the third solar polar
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Figure 8.30: HET data for days 115.5-117.5/2004, including the jets # F & H
(red shapes). The letters and the corresponding red or green shades refer to the
sector diagrams in Fig. 8.31.
pass. In the last section the presence of the 10 h periodicity at distances of at least
1.2 AU away from Jupiter was discussed. In the following we will pursue the question
if the Jupiter’s periodicity is retained in the energy spectrum of jet electrons as far
away as 2.2 AU.
Fig. 8.33 shows KET data of the mentioned Jovian jet. The inner dashed vertical
lines indicate the on- and offset of the event. The blue lines in the panels showing the
detrended E4/E12 ratio indicates the predicted times of maxima based on the “clock”
hypothesis.
A visual inspection of the KET data show that the detrended as well as the unde-
trended E4/E12 ratio obtain a suspicious temporal evolution from day 299.1 to 299.5.
This impression is fortified by the fact that the curve is in excellent agreements with
the predicted maximum of the spectral index and the sine function plotted on top of
the data.
To confirm or reject the visual impression using a more objective method, the data
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Figure 8.31: Sector diagram for the time interval marked in Fig. 8.30 in the
same format as for Fig. 8.26. See text for discussion.
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Figure 8.32: Cross correlation of H7 and H6/H7 as for days 143.5-147/2004.
Albeit less pronounced, an anti correlation with a periodicity of ∼ 10 h is present.
will be fitted and tested against the hypothesis that they can be described by a 10 h
periodicity. In particular, this technique is helpful if one investigates a time period
that is too short to be analyzed with the Lomb-Scargle algorithm or the phase shift of
8.6. ULYSSES’ SECOND FLYBY 129
the periodic variation is different from a point of reference of a phase histogram. For
the fitting procedure we used a cosine of the form
gfit = a · cos
(
2pi
P
(t− t0)
)
+ c, (8.3)
where a is the amplitude, P = 35733.12 s is the periodicity, t is the time and t0
the phase while c represents the offset, i.e. we have three constraints and therefore
d = n − 3, where d is the degree of freedom and n the number of bins used for the
computation. Based on the χ˜2 derived from the fitting procedure, the data set is tested
against the hypothesis that it can indeed be described by a cosine, i.e. if it shows a
periodic variation. However, it should be kept in mind that the reliability of a fit
depends on the number of data points and, given a periodic function, the number of
cycles covered by the data set. In order to find reasonable values for the weighting
that enters the fitting procedure and affects the χ˜2 test, it is necessary to derive the
error of gdata that depends of the counting rates of two channels that are both affected
by uncertainties. To determine this error, it is assumed that the counts accumulated
by channel during an integration time underlies Poisson statistics, hence
counts = counts±√counts, (8.4)
where counts denotes the mean counts, i.e. the actually measured counts. In Poisson
statistics,
√
counts equals the standard deviation. The propagation of the uncertainty
by computing the ratio of two channels can be calculated by (cf. Taylor, 1997, p. 52)
gdata =
counts1
counts2
1± (√counts1counts1 +
√
counts2
counts2
)
︸ ︷︷ ︸
fractional error
 . (8.5)
The data were fitted using a nonlinear least-square method (Gauß-Newton algo-
rithm) as well as a linear least-square method7. Both algorithms resulted in the same
set of fitted parameters. Fig. 8.33 shows the results of the fit procedure. The bot-
tom panel shows the counts of the KET’s E4 and E12 channels for an accumulation
interval of 600 s. The third panel shows the E4/E12 ratio while the panel on top dis-
plays the standard derivation as given by Eqn. (8.5). According to the previous plots,
the dashed lines and the corresponding orange sinusoid in the middle panel show the
times of maxima of the E4/E12 ratio derived from the ”clock“. The red curve segment
bounded by the two dashed vertical bars is the result of the fit. As can be seen, the
fit is in good agreement with the predicted temporal evolution of E4/E12. The fitted
curve trails the model by about 30 min in phase. The value of χ˜2 is 0.83. This is a
7A function of the form y(x) = a · cos(x+ b) can be linearized by using the angle addition formula
cos(x±b) = cosx cos b+sinx sin b and by the substitutions x¯ = cosx, x˜ = sinx and b¯ = cos b, b˜ = sin b.
The new function then reads y(x¯, x˜) = b¯x¯+ b˜x˜.
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Figure 8.33: The left panel shows counting rates of KET’s E4 and E12 channel
as well as their detrendend and undetrended ratio. The interval bounded by the
dashed lines gives the impression of a sine-like variation confirmed by a visual fit
of a sine function with a period equal to the Jovian rotation period. The right
panel shows the undetrended E4/E12 ratio in the time interval of interest.
surprisingly good result but has a sobering explanation: The standard deviation of the
E4/E12 ratio that enters the computation of χ˜2 is relatively high and of the order of
∼ 0.5, reducing the reliability of the result8. It is also clear that it would make no
sense to fit the temporal evolution of E4/E12 before and after the jet event because
of the very high noise level. Nevertheless, the result of fitting the data emphasizes the
visual expression of a spectral modulation of the Jovian electrons during this jet event
2.21 AU away from Jupiter. The fact that the phase shift between the ”clock“ model
and the fitted data is very small indicated that the propagation of the electrons during
this event was almost scatter free, i.e. the mean free path of the particles must be
equal or larger than the distance between Jupiter and the observer. It is not surprising
that the best pronounced periodic variation of the spectral index is observed when
the counting rates are highest, since high counting rates refer to good statistics and
therefore a good signal/noise ratio.
8This is a dilemma of the space-borne observation of high energetic particles: rather low counting
rates and the generally unreproducible nature of measurements.
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Figure 8.34: The red curve shows the location of the viewing direction from
the spacecraft to Jupiter projected on the spin plane for the case of Pioneer
10 starting at 1973.0. The right ordinate indicates the location of the Pioneer
10/11-Jupiter connection with respect to the eight segments, the left ordinate
the corresponding angle.
8.7 Jovian Jets Observed by Pioneer 10
Encouraged by the observations made by Ulysses, a reinvestigation of the Pioneer 10
data with respect to Jovian electron jets was performed and the results will be discussed
in the following. In fact, it turned out that there are events in the Pioneer 10 data quiet
similar to what was reported by Ferrando et al. (1993) and McKibben et al. (2007).
Indeed, time intervals of enhanced transient Jovian electron fluxes with or without
the presence of a 10 h rocking of the energy spectrum had already been copiously
elaborated by Chenette et al. (1974). However, the authors generally computed the
anisotropies of the measured electrons on rather long time intervals. As will be shown
in the following almost all events that may be classified as “Jovian jet” are subsets
of time intervals already noted by Chenette et al. (1974) to be of enhanced Jovian
influence.
For the further analysis we made use of MeV-electron data obtained from measure-
ments of the University of Chicago instruments (CPI) aboard the Pioneer 10 and 11
spacecraft (cf. chapter 5). In this work the sectorized counting rates of the D5N6 chan-
nels measuring electrons from 6-30 MeV (but also protons of energies from 29-67 MeV)
and the ID4 and ID5 channels counting electrons in a range of energy from 2-7 and
6-30 MeV, respectively were used. The time resolution of the sectorized electron data
is 30 minutes, that of the omnidirectional ID4 and ID5 counting rates is 15 minutes.
Figs. 8.34 and 8.35 show information on the orientation of the particle instrument
close the Jupiter flyby. The red curves in the left and right panel in Fig. 8.34 show
the projection of the direction to Jupiter on the spin plane for Pioneer 10 and 11,
respectively (Pioneer 11 is shown for comparison). For the case of Pioneer 10, the
direction to Jupiter is located in sectors 0 or 7, i.e. it is expected to find the axis of
symmetry of electron anisotropies in this sectors. Fig. 8.35 shows a sketch of the view
cone of the instrument (as seen from top) with respect to the spin axis of the spacecraft
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Figure 8.35: The orientation of the CPI aboard Pioneer 10 about 90 days
before the Jupiter encounter adapted from Chenette et al. (1974). The half
width of the instrument aperture cone for particles that triggers the D5N6 logic
is ∼ 23◦ (McKibben, private communication; see also Hamilton (1977) for a
sketch of the detector system).
pointing to Earth as well as the approximated direction to Jupiter.
Magnetic field data were obtained by the Vector Helium Magnetometer (VHM)
described by Smith et al. (1975) and the solar wind data by the Plasma Analyser
Instrument (Wolfe et al., 1974). The data we used in this work were provided by the
National Space Science Data Center9.
We investigated the time period the first occurrence of quite time electrons (day
∼ 100 in 1973) to the end of 1974 for Pioneer 10. Jovian jets are identified by a
significant increase in flux, an alignment between the magnetic field vector and Jupiter
as projected on the spin plane as well as an notable increase in anisotropy. Because
the time resolution of the available electron data is limited to 30 minutes, this leads
to restrictions in the identification of jet events. The mean duration of the events
reported by Ferrando et al. (1993) is about 30 minutes. This makes clear, that jets
of a comparable duration are barely detectable because the time profile as well as the
anisotropy is smeared out. Additionally, it is questionable whether or not a jump in
flux and anisotropy in a single time bin can unambiguously be attributed to a jet event.
Two neighboring jets separated by a gap close to the time resolution of the data may
also lead to the fact, that some independent events are interpreted as a single event.
Therefore, it is not surprising that the events presented here are of longer duration that
the ones of Ferrando et al. (1993). Indeed, several events resemble long lasting jets
seen by Ulysses, like the events on day 15 or 141/142 in 1992 with durations of 317 and
590 minutes, respectively. Furthermore, a low time resolution leads to generally flatter
and less spiky jet structures. Some electron increases that can not unambiguously
defined to be Jovian jets (e.g because of insufficient anisotropies or a misalignment of
the magnetic field with respect to the detected anisotropies) were detected but not
included in Tab. 8.1.
9ftp://nssdcftp.gsfc.nasa.gov/spacecraft data/pioneer/
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Pioneer 11 data were also investigated. Beside several typical Jovian jet events,
the data show the existence of two MeV electrons bursts of the duration of >2 days
(Conlon, 1978). These burst show a quasi-periodic time profile of 10 h in the counting
rates as well as temporarily anisotropies. In addition, these bursts are accompanied
by the presence of strong MHD waves (Smith et al., 1976). These events are not part
of the present work.
When analyzing experimental data one is sometimes confrontated with some am-
bigousity concerning the classification of events. As noted by Haggerty and Armstrong
(1999) or McKibben et al. (2007), according to the worker’s criteria, some events may
not be counted as upstream events or Jovian jets, even if they strongly resemble those
type of events. This may be also the case for the Pioneer data presented in this sec-
tion. Therefore, Tab. 8.1 may either not be exhaustive or maybe contain events that
other researchers with different criteria would have been dropped from their list. In
the following the discussion is restricted to Pioneer 10 events as the Pioneer 11 data
contain no fundamental new insights despite the presence of strong MHD waves during
some events mentioned above. These events are beyond the scope of this work.
8.8 Overview of the Pioneer Events & the 10 h
Modulation
Analogous to Fig 8.1, Fig. 8.36 shows the trajectory of Pioneer 10 close to Jupiter
(pink curve) in combination with the occurrence of Jovian jets and the time intervals
described by Chenette et al. (1974). The sense of the spacecraft’s motion is indicated
by the small arrows near the trajectory. The occurrences of Jovian jet events are
labeled by the green circles. The Jovian magnetosphere is represented by the yellow
shape assuming a sunward extension of 100 RJ . The red curves indicate nominal
Parker spirals for different typical solar wind speeds.
Similiar to the Ulysses observations, the Pioneer events are not uniformly dis-
tributed along the trajectory but show some clustering. Indeed, as will be shown in
the following, several events occur within a narrow time window. In total, 16 events
entered Tab. 8.1 providing an overview of the detected Jovian jets. This table contains
the consecutive number of the events, their starting time and duration as well as the
degree of anisotropy and the distance from Jupiter. Compared to previous work (Dun-
zlaff et al., 2009), two events were added, two previously distinct events were merged
and two were dropped from the compilation because of new insights gained from the
analysis of the magnetic field not taken into account in the mentioned conference con-
tribution. The anisotropies were derived in the same way as for the Ulysses data and
are calculated for the entire duration of an event.
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Figure 8.36: Trajectory of Pioneer 10 around the Jupiter flyby in a coordinate
system in which the planet and the Sun are fixed. The green circles indicate
Jovian jets. The red lines denote Parker spirals for typical solar wind speeds.
8.9 Short Lived Events in the Pioneer Data
The first event to be discussed in this section is a jet observed by Pioneer 10 that
occurred on day 317 in 1973, i.e. 13 days before the contact with the Jovian magneto-
sphere. At this time, the spacecraft was already located relatively close to the planet
with a distance of about 268 RJ , i.e. ∼ 160 RJ upstream from the bowshock.
Fig. 8.39 shows a time interval covering day 315 to 320 in a format according to
the Ulysses plots. The three panels in the top show the magnetic field and the solar
wind speed, the color-coded panel the sector distribution of the D5N6 (cf. section 5.3)
coincidence as well as the projection of the magnetic field vector on the spin plane and
the direction to Jupiter. The bottom panels displays the counting rates of the ID4 and
ID5 channels. As can be seen, at day 317.1, a sudden increase of the electron flux is
detected lasting for about one hour. This event is embedded in a smooth increase of
electrons starting at day ∼ 317.6. A good alignment of the direction of the magnetic
field and center of the anisotropy is visible as well as a good correlation with the
line-of-sight connection to Jupiter.
The corresponding sequence of sector plots is shown in Fig. 8.40. The sector plot
showing the data integrated over the two time bins affected by the jet (a) reveals
a strong first order anisotropy of ∼ 72 ± 9% and a clear correlation between the
fitted axis of symmetry of the distribution (blue arrow) and magnetic field vector (red
arrow). Separate plots of the time bins, however, reveal a somewhat unexpected shape
of the directional anisotropy: Sector 0, where the maximum of counts is expected
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x
JJ # 5
x
JJ # 6
x o
JJs # 7,8
Figure 8.37: Sliding Lomb analysis of the time period from day 230-270 in
1973 (P10). The presence of the 10 h modulation is apparent and related to the
occurrence of Jovian jets. The events are labeled by JJ # followed by the jet’s
id according to Tab. 8.1.
shows a lower counter reading than the adjacent sector 1 and 7. At least two possible
explanation for this observations exist. On the one hand the counting rate of D5N6
does not exceed 0.1 counts/s per sector during the event, resulting in a bad statistics
reflected by the rather broad error bars of the sector plot. On the other hand, the
observations has a more physical explanation if one takes into account the possibility
of velocity dispersion of the particles according to their net speed µ · c. A general
treatment of this effect will be part of the chapter on the numerical simulation of
anisotropic Jovian electrons.
8.10 A Series of Events Seen by Pioneer 10
A quiet interesting time interval that deserves to be mentioned occurred between days
280 and 281 in 1973. During this time, four electron enhancements were detected by
Pioneer 10 while at a distance of approx. 0.31 AU. This series of events is displayed
in Fig. 8.41. The bottom panel shows the ID4 and ID5 electrons counts while the
middle panels contains the sector counts of the D5N6 channel in the familiar way.
Looking at events #6 and #7, a gap of ∼10 h between the counting rate maxima
is visible. The corresponding sector plots, derived from exemplary subsets of the
complete events, shows a moderate anisotropy for event #6, most likely related to the
very large variance of the magnetic field vector during this time in a sense that it is
unjustifiable to speak of a mean magnetic field direction. During the successive event
#7, the magnetic field is much smoother and the anisotropy is better pronounced and
the fitted axis of symmetry of the A1 coefficient and the mean magnetic field direction
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o
JJs # 9-12
o
JJs # 15,16
x
JJs # 12,14
Days of 1973 (Pioneer 10/CPI)
Figure 8.38: Same as Fig. 8.37 but for the time interval day 260-330 in 1973.
Again, the occurrence of Jovian jets is related to the presence of the 10 h peri-
odicity. Just before the end of the plotted interval, the 10 h modulation at the
outer boundary of the magnetosphere is visible.
are in good agreement. Some 30 h, i.e. 3 Jovian rotations, before the occurrence of
event #6, a minor electron event marked by the asterisk (*) is visible. This event,
not counted as a Jovian jet, also shows a clear correlation between the direction to
Jupiter and the fitted and measured axis of symmetry, i.e. the magnetic field direction.
Because of the low counting rates, the error bars are relatively high, but the fitting
procedure reveals a significant first-order anisotropy of 16±1%. The most anisotropic
events of this series are the two jets observed around day 281.5. These jets, events
# 8 and #9, are separated by a gap of ∼ 1 h, where the counting rates fall down to
the background level. Event #8, showing a prominent rise and decrease of particles,
reveals a first-order anisotropy of 74.7 ± 4.3% and a variation of the magnetic field
vector comparable to event #7. Consequently, the magnetic field direction and the
fitted axis of symmetry differ only by a few degrees. As can be seen in the Figure,
#7 occurs about 3.5 h too “early“ relative to the phase predicted by the two previous
events. This sequence of events is an example of a quasi-continuous emission of particles
with considerable directional anisotropies, similar to the Ulysses observations discussed
in Section 8.6. Therefore, the presence of the 10 h spectral modulation is expected
in the data. Indeed, the Lomb-Scargle analysis of this time intervals supported the
visual impression of a 10 h periodicity as shown in Fig. 8.38. Another noteworthy
time interval revealing similarities to the series of events observed by Ulysses discussed
in Section 8.6 was observed by Pioneer 10 between days 252 and 262 in 1973. This
time interval is shown in Fig. 8.42. The bottom panels contains the counting rates
of the ID4 and ID5 channels, the middle panel the color coded sector counts and
the top panel the smoothed (37 h window) and detrended id4/id5 ratio (red curve)
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# Year frac. Day ∆t A1[%] d [AU]
1 1973 190.90 2.5 18.4± 0.9 0.79
2 ” 191.00 2.0 24.9± 1.0 0.79
3 ” 191.55 4.5 36.2± 1.8 0.79
4 ” 233.95 0.5 12.6± 1.6 0.58
5 ” 236.80 3.0 20.1± 0.47 0.55
6 ” 245.14 3.5 58.1± 3.7 0.51
7 ” 255.10 1.5 13.1± 4.7 0.51
8 ” 257.20 4.0 17.8± 1.2 0.46
9 ” 280.30 3.5 13.6± 6.8 0.33
10 ” 280.70 2.5 14.9± 0.4 0.33
11 ” 281.40 2.0 74.7± 4.3 0.33
12 ” 281.50 2.5 44.4± 5.2 0.33
13 ” 309.80 2.5 11.8± 2.8 0.18
14 ” 310.00 2.5 10.3± 1.8 0.18
15 ” 323.65 5.5 24.8± 2.3 0.09
16 ” 324.12 4.0 14.3± 2.5 0.09
Table 8.1: Listing of the Jovian jet events found in the Pioneer 10 data. The
events are numbered consecutively. The fractional day of occurrence and the
duration underlie an uncertainty of ∼ 30 min because of the resolution of the
data. The first order anisotropy A1 was calculated from the entire event. The
distance from Jupiter d is given in AU.
imposed with a sine function with a periodicity of 10 h (blue). The two Jovian jets
observed during this interval (# 8 & 9) are indicated by the vertical bars. Comparing
the omnidirectional counting rates and the sector counts, the electron flux appears to
the highly variable in anisotropy and flux level. The spectral index, i.e. the ratio of
id4 and id5, shows the presence of a 10 h modulation starting around the beginning
of day 252 in coincidence with the increase of the electron flux level. From day 252
to the beginning of day 260, the magnetic field direction (yellow and white dots in
the middle panel) is well aligned with the direction to Jupiter. Consequently, the
net flux of particles is predominantly coming from sectors 0 and 7. This can be seen
by investigating the sector plots for several subintervals of Fig. 8.42 shown in the first
three plots of Fig. 8.43. The single sector plots are numbered according to the sampled
intervals (horizontal bars) of Fig. 8.42. Weak or moderate anisotropies were found
with the axis of symmetry being in good agreement with the magnetic field direction
and the position of Jupiter. Note that the anisotropy is most pronounced during the
time period (2) including the Jovian jet # 9. This observation confirms the Ulysses
observations that the presence of Jupiter’s 10 h periodicity in the energy spectrum of
Jovian electrons is related to the presence of a net flux of particles. At the beginning of
day 262 a sudden change in the orientation of the magnetic field occurs as can be seen
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Figure 8.39: A Jovian jet observed by Pioneer 10 on day 317/1973. A sudden
increase of electron flux as well as anisotropy is visible in the counting rates
of the ID4 & ID5 channels and in the D5N6 sector counts. During the event,
the direction to Jupiter (orange arrow) is well aligned with the magnetic field
represented by the dots yellow and white dots (i.e. parallel and antiparallel
magnetic field direction).
in the middle panel of Fig. 8.42. As mentioned before, the projection of the magnetic
field vector on the spacecraft’s spin plane is indicate by the yellow (parallel direction)
and white dots (anti-parallel direction). Interestingly, the projection of the magnetic
field flips by about 180◦. The 10 h modulation is still present as well as an anisotropy.
This anisotropy, however, indicates a net flux of particles from sectors 3 and 4 as can
be seen in the fourth sector plot of Fig. 8.43. The degree of anisotropy of first order
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a) b) c)
Figure 8.40: Sector plots of the Pioneer 10 event occurring on day 317/1973.
Panel a) shows the accumulated counts over the complete event while b) and c)
cover the first and second half of the event, respectively. The orange arrow is
the direction to Jupiter, the red arrow the mean magnetic field and the blue one
the fitted axis of anisotropy. The blue curve is the result of fitting the electron
data using a Fourier series.
is very weak (A1 = 3.7 ± 0.6%) but visible to the eye. Relative to the anisotropy
of first order, there is also a notable anisotropy of second order (A2 = 3.2 ± 0.6%),
indicating a dumbbell distribution of particles. Indeed, a closer investigation of the
sector plot reveals that the counting rates of sectors 0 and 7 slightly exeed that of
sectors 1 and 6. To allow a closer look at the magnetic field topology, Fig. 8.44 shows
from top to bottom the magnetic field magnitude and the R, T and N components of
the magnetic field vector as well as the sector counts in the bottom panel for days 258
to 267 in 1973. The shaded area indicates the time interval bounded by jumps in the
magnetic field vector (projected on the spacecraft’s spin plane). During this interval,
the magnetic field is considerably smoother than before and after. The N component
of the magnetic field vector moves from positive values at the beginning of day 260 to
negative values at day ∼ 265.5 and back to positive value on day 262. Furthermore,
the R component is positive or close to zero while the T component also points in the
positive direction. In combination, the magnetic field vector is expected to be found
in quadrant II in Fig. 8.46. As will be discussed in more deep in the following section,
this magnetic field configuration strongly deviates from the nominal Parker-field. The
overall configuration of the magnetic field suggest a CME-like (magnetic bottle) shape
of the magnetic field during this time giving an explanation for the observed Jovian
electron anisotropies of first and second order. This finding leads to observations made
directly before Pioneer 10 entered the Jovian magnetosphere.
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Figure 8.41: The time series of MeV electrons counts from day 279 to 281 show
the presence of quasi-periodic events accompanied by particle anisotropies. The
sector plots on top refer to time intervals indicated by the asterisk (*) or jet
number in the bottom panel.
8.11 Observation of “Reverse” Jovian Bursts?
An interesting finding is the occurrence of electron events that seem to propagate
perpendicular to the nominal field or towards Jupiter instead of away from it. An
example of this behavior as shown in Fig. 8.45 when Pioneer 10 was located very close
to the planet (∼0.08 AU).
This Figure shows the time period from day 322 and 326 in 1973. During this
time, the spacecraft was about 80 RJ away from the bow shock, assuming a bow shock
radius of 100 RJ . It was shown before that this time interval is strongly affected by
the presence of the 10 h periodicity. This is a clear evidence that the electrons are
indeed of Jovian origin.
The Jovian electron enhancement is somewhat different from the time profile e.g.
shown in Fig. 8.41, because the flux increase is primarily gradual and lacks clear
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Figure 8.42: Time series of MeV-electron data from day 252 to 262 in 1973
(bottom) and the corresponding sector data including the magnetic field (middle
panel). The top panel shows the detrended id4/id5 ratio (red curve) imposed
by a sine function with a period of 10 h. Most of the time, a periodic variation
in the spectral index is apparent. Two jets that occur during this time are
indicated by the green bars. The blue horizontal bars indicate the sub intervals
from which the sector plots in Fig. 8.43 were derived.
intermittencies in the electron counting rates and anisotropies. In this respect, the
shown electron enhancement is similar to the Ulysses multiple jet events found at day
15/1992 and 141/1992. Although the Ulysses events are of shorter duration (∼ 5
and ∼ 10h, respectively), they are also characterized by a smooth increase of the
electron counting rates and Jovian jet being located inside a general Jovian electron
enhancement.
In order to interpret the observed flux direction, it is necessary to investigate the
magnetic field structure related to the flux increases. During the first event (day
323.65 to 323.91), the T-component of the magnetic field vector has a negative or
more or less vanishing value during the first and second event, respectively, indicated in
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Figure 8.43: Sector plots of the time intervals indicated by the blue horizontal
bars in Fig. 8.42. Albeit not overwhelming, anisotropies are present in the time
intervals 1 to 3.
Fig. 8.45. The R-component also shows a negative value. Since a nominal Parker spiral
is only given if the T-component (R-component) is positive and the R-component (T-
component) negative, this indicates a temporarly disturbed magnetic field structure.
Fig. 8.46 schematically shows the principally direction of the magnetic field vector. The
close distance to the Jovian magnetosphere and the fact that the Jovian magnetosphere
is a substantial barrier for the solar wind and the accompanying magnetic field may lead
to an disturbance of the IMF close to the planet resulting in the observations shown
in Fig.8.45. During the following events (starting around day 325.0), the magnetic
field is in agreement with a Parker-field geometry. Because of a N-component of the
magnetic field of a similar magnitude compared to the R- and T-component, the center
of the anisotropy is located in sector 2, i.e. the streaming of the electrons has a strong
component perpendicular to the ecliptic plane. This resembles the strong deviations
from the nominal Parker-field geometry required to establish a magnetic connection
between Jupiter and Ulysses during the spacecraft’s observation of jets.
This conclusion is in agreement with observations of several upstream events seen
at Earth’s orbit were a strong twisting or looping of magnetic field lines may be taken
into account into explain the streaming direction of the particles (cf. Stansberry et al.,
1988; Haggerty et al., 2000; Klassen et al., 2009).
While the event discussed in this section was observed close to the Jovian mag-
netosphere and shows a long lasting increase in flux as well as in anisotropies, this
event may be seen as a major release of electrons previously trapped in the Jovian
magnetosphere. In combination with the observation of a non-uniform magnetic field
structure, a rapid spread of electrons in the IMF resulting in a cascading of the long
lasting events into Jovian jet events of short durations may be expected.
The reanalysis of the Pioneer data showed that in the light of the Ulysses results
presented by Ferrando et al. (1993), Simpson et al. (1993) and in this work, a clear
agreement of the properties of the Jovian “bursts” discussed by Chenette et al. (1974)
and “jets” is evident. Indeed, it could be shown in the previous section that several Jo-
vian “bursts” can be identified as Jovian “jets” following the nomenclature of Ferrando
et al. (1993) and McKibben et al. (2007).
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Figure 8.44: The magnitude and the three components of the magnetic field
in the RTN coordinate system and the sectorized counting rates. The shaded
area indicates the time interval bounded by ∼ 180◦ jumps of the magnetic field.
During this time, a weak anisotropy of electrons coming from sectors 3 and 4 is
observed in combination with some evidence for particles coming from sectors
0 and 7. The temporal evolution of the magnetic field suggest a CME-like
geometry of the magnetic field.
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Figure 8.45: From day 322 and 326 in 1973, Pioneer 10 detected several MeV-
electron flux and anisotropy increases as shown in the plot. Somewhat puzzling,
however, is the finding that the electrons of the two first increases seem to stream
towards the planet instead of away from it. The analysis of the magnetic field
during this events, however, reveals strong deviations from a nominal Parker-like
magnetic field line.
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Figure 8.46: A nominal Parker-spiral is expected to be located in quadrant I or
III, depending on the polarity of the magnetic field. During the “reverse” events,
however, the magnetic field vector is temporarily located in quadrant II or IV
indicating a deviation from the expected IMF direction. This configuration can
explain the observed flow of anisotropy.

Chapter 9
A FPE Based Jovian Electron
Burst Transport Model
We balance probabilities and
choose the most likely. It is the
scientific use of the imagination.
Arthur Conan Doyle -
The Hound of the Baskervilles
The previous chapter illustrated that Jovian electrons jets are bursts of Jovian
electrons emerging from the Jovian magnetosphere that propagate in the interplane-
tary medium parallel to the local magnetic field. This propagation was found to be
dependent on the pitch angle of the particles, i.e. the assumption of an isotropic pitch
angle distribution is not valid. Consequently, for this type of events, a treatment in
terms of Parker’s transport equation is not justified. This is also the case for solar flare
particles observed at Earth, making it necessary to use a pitch-angle dependent form of
the transport equation. This so-called focused-transport equation has been introduced
in section 4.4. The transport of relativistic or nearly relativistic electrons during solar
flare events had been successfully modeled by Kallenrode (1993) (Helios observations
of ∼ 1 MeV electrons) and Agueda (2008) (ACE observation of ≤ 312 keV electrons)
using the focused transport equation. It must be noted that the following sections are
not exhausting but are reduced to the basic properties of the numerical description of
the pitch-angle dependent transport of Jovian electrons. A more detailed discussion
will be the subject of further studies.
9.1 Setup of the Simulation
The purpose of this chapter is the investigation of pitch-angle dependent Jovian elec-
tron fluxes along magnetic flux tubes. The requirements for the transport equation
read as follows:
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• The mean interplanetary magnetic field has the shape of an Archimedean spi-
ral, i.e. charged particles coming from the outer heliosphere do not travel along
straight lines towards the Sun but along this spiral. Therefore, the spatial di-
mension in the simulation belongs to the arclength z of the Parker spiral. A
special case, however, is the assumption of an unbended magnetic flux tube. In
this case, the arclength between the source and the observer is identical to the
radial distance. This study is restricted to the case of a straight, homogenous
flux tube.
• Perpendicular diffusion is neglected in the model, i.e. z is the only spatial di-
mension.
• The process of focusing or defocusing is implemented in the model to take into
account the systematic chance in pitch angle due to the diverging heliospheric
magnetic field. However, focusing may also be switched off to simulate particle
transport along a flux tube with a constant diameter, i.e. a constant magnetic
field strength. Indeed, this work only discusses the propagation of particles in a
homogeneous flux tube.
• Energy changes are not included in the code, i.e. it is assumed that particle do
not lose or gain energy by systematic effect nor by momentum diffusion related
to random electric fields. A discussion of pitch-angle dependent adiabatic energy
losses of solar cosmic rays can be found in Ruffolo (1995).
• The spectral index in the diffusion coefficient was set to the q = 5/3 for the
simulation runs, i.e the value for Kolmogorov’s turbulence, in good agreement
with observations in the inner heliosphere by Hedgecock (1975). It is clear,
however, that there exists some variation in the value of q in the range from
∼ 1.3− 1.9 (see references in Schwenn and Marsch, 1991). However, as pointed
out by Goldstein (2001), the mean value of q stays fairly constant up to several
AU, i.e. it may be justified to choose the cited value of q for the interplanetary
medium at Jupiter. However, it is of course of interest to study the diffusion of
particles as a function of q.
• The particle source, i.e. the Jovian magnetosphere is a rather limited region.
Therefore, the injection region on the numerical grid should be reasonable small.
In numerical calculations, spatial quantities like the length of a bundle of mag-
netic field lines are finite. The boundary condition for the z dimension has been
chosen that particles reaching the boundary (either zmin or zmax) are lost, i.e.
they will not come back.
• Convection of the particles by the solar wind is neglected. This restriction is
founded on the fact that the speed of relativistic electrons (v ≈ c) is much larger
than the solar wind speed (usw ≈ 400 . . . 800 km/s) and the assumption that
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the time scale under investigation are too small to make solar wind convection
important.
• Finally, the particles are considered as “test particles” in a given magnetic field
configuration. Consequently, wave-particle interactions are fairly beyond the
scope of the model. Furthermore, we neglect systematic or random changes in
the momentum/energy of the particles.
The points noted above lead to a principal model as it is illustrated in Fig. 9.1. The
two dimensional domain [−1, 1]× [zmin, zmax] defined by the pitch-angle space and the
length of the field line z is given by the gray box. The abscissa is z and the ordinate
corresponds to the pitch-angle space µ. The dashed line indicates the location where
µ = 0. Three influences act on the particles. The convection is related to the motion
of the particles due to the component of their velocity parallel to the magnetic field,
the sense of motion therefore depends on the actual sign of µ. Pitch-angle diffusion
acts only in the pitch-angle domain and principally leads to a spreading of particles
in this domain. The effect of focusing also acts in the pitch-angle domain. However,
focusing only acts in one direction defined by the direction of the diverging magnetic
field. In this Figure, the cross section of a flux tube increases with increasing distance
z.
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Figure 9.1: To illustrate the different influences acting on the particles and
their directions, this figure shows the two dimensional space defined by the
distance along the magnetic field line z, with z ∈ [zmin, zmax] and the pitch-
angle domain µ, with µ ∈ [−1, 1]. While the advection leads to a displacement
of the particle in z according to the actual sign of µ, pitch-angle scattering is a
typical diffusion process. The focusing term acts only in one direction.
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9.2 Propagation in a Homogeneous Fluxtube
The simplest case for pitch-angle dependent transport is the propagation of particles
along a flux tube of constant cross section. According to Maxwell’s laws, the magnetic
field strength is constant along the flux tube and no focusing has to be taken into
account. For Jovian jets and the often strong deviations from the mean magnetic
field, it is not possible to deduce the exact shape of the magnetic flux tube between
the source and the observer. Therefore, the degree of focusing/defocusing can not be
determined. For this reason, the shapes of Jovian jet flux tubes will be assumed as
of constant cross section. Furthermore, the effect of focusing is not very weak with
respect to the distances from the source at which Jovian electrons were detected. Since
the numerical model is capable of taking into account the effect of focusing, this is a
further task to be discussed in the future. The idea behind the effect of focusing on
Jovian electrons was described in chapter 6.
Basic Properties
In what follows, the temporal evolutions of particle injections with a fixed mean free
path of λ = 1.0 AU (that enters the diffusion coefficient) but different injection profiles
in the pitch-angle domain will be investigated.
The center of the injection is located at z = 5 AU. The numerical boundaries are
at 1 and 9 AU. The spectral index was set to q = 5/3 while the isotropic scattering
parameter h was set to zero. The first case to be studied is that of an isotropic pitch-
angle distribution, i.e. ∂f(µ, z, t = 0)/∂µ = 0.
Fig. 9.2 shows the initial flux distributions for three different cases in the pitch-
angle and spatial domain. The red curve in the top panel represents an isotropic
distribution, the green and the blue one that of different degrees of anisotropy realized
by a polynomial of third degree between µ = −1 and µ = +0.4 and -0.4, respectively.
The temporal evolution of the isotropic initial distribution (Fig. 9.3) is characterized
by two maxima moving away from the place of injection in both directions. As time
proceeds, the amplitudes of these maxima decrease and finally disappear. After the
disappearance of these maxima, the maximum of the distribution is located at the
place of the original particle injection.
The symmetry of the temporal evolution follows directly from the isotropic injection
and the non-directional dependence of the transport, i.e. the absence of focusing and a
spatially homogenous diffusion coefficient. The particles with a pitch-angle cosine close
to ±1 experience the largest net displacement along the magnetic field line because of
the term µv and the small influence of diffusion because of the special shape of the
diffusion coefficient for values of q > 1 (cf. Fig. 4.2). On the other hand, particles
located around µ = 0.5 experience a high degree of scattering, while for µ = 0 this
influence is small in combination with a rather small displacement along the field line.
The time profile of the isotropic initial pitch-angle distribution for later times can be
understood by comparing the result with pure spatial diffusion. Since the particles are
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Figure 9.2: Top: Three different initial pitch-angle distributions. The red curve
represents a fully isotropic distribution, the other ones smooth polynomials from
µ = −1 to µ = +0.4 (a) and µ = −0.4 (b), respectively. (Bottom): The spatial
profile of the injection function shown here for the isotropic case. For all three
injections, the spatial profile was realized by a Gaussian one. Note that the
shown curve represents the flux integrated over the pitch-angle domain.
distributed homogeneously in the pitch-angle domain, their propagation in the parallel
and anti parallel pitch-angle hemispheres is symmetric and differs only in the sign of
the propagation term µv. Consequently, the net shift of particles in the parallel and
anti parallel pitch-angle hemisphere balance each other: The center of the particle
distribution is located at the place of injection. This is similar to the behavior of the
above-mentioned spatial diffusion (for a δ-injection in time and space)
f(z0, z, t) =
1√
4piDt
e−(z−z0)
2/4Dt, (9.1)
where t is the time, D the spatial diffusion coefficient and z0 the place of injection.
The maximum of the flux stays at z0 as time proceeds and no net motion of the
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Figure 9.3: Profile of a particle injection at z=5 AU with an isotropic initial
pitch-angle distribution and λ = 1.0 AU for different times. Because of the
isotropic injection the behavior is symmetric with respect to the place of injec-
tion. As time increases, the distribution approaches a Gaussian-like shape with
the maximum of flux at the place of injection.
ensemble occurs. As already mentioned, the two “humps” that can be observed are
the result of the form of the pitch-angle diffusion coefficient in combination with the
velocity dispersion (µv) of the particles. These humps decay as time proceeds and the
ensemble converges to isotropy1.
Given the case of a non-isotropic initial pitch-angle distribution (Fig. 9.4), the
symmetry is broken, i.e. one pitch-angle hemisphere is populated with more particles
than the opposite hemisphere. In this case, the center of the particle ensemble is shifted
along the magnetic field line because of the global net flux of particles. The degree of
the displacement depends on the degree of initial anisotropy. The displacement is zero
for the already discussed isotropic initial distribution and approached the mean free
path λ that indirectly enters the computation in the form of the scattering frequency ν0
(cf. Eqn. 4.27). This behavior can be understood by keeping in mind that the meaning
of the mean free path is that this is the typical length a particle propagates until is
scattered by 90◦ from its initial position. For a particle injection with a narrow pitch-
angle distribution close to µ = 1 it follows that at a distance from the source close to the
mean free path, just half of the particles were scattered across µ = 0. In this moment
the net shift of the ensemble reached its final point. Fig. 9.5 shows the spatial profile
for the initial pitch-angle distribution (b) in Fig. 9.2. Again, the flux F (z) is plotted
for several times with an isotropic background flux added to the data. Compared to
Fig. 9.4, the differences are barely visible, i.e. the influence of the different injection
1It is important to note in this context that isotropy indicates the state of no global net flux. For a
given point in space, there is always at least some small portion of local anisotropy in the pitch-angle
domain in a numerical setup that allows the particle to escape.
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functions is small. In Fig. 9.6 the temporal evolutions of the positions of the maxima
of the two anisotropic distributions are compared. Here, the location of the maximum
is defined by the largest value of the pitch-angle integrated flux F . It can be seen that
the motion of the anisotropic peak is almost identical for both distribution. At about
t = 40 mins, however, the “isotropic” part of the distributions, i.e. the maximum of
the distribution if its approaches a symmetric profile, dominates. The locations of the
isotropic maxima differ: for the more anisotropic injection function (i.e. case (b)), the
location of the “isotropic” maximum is further away from the source than is is the case
for the other injection.
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Figure 9.4: Profile of a particle injection at z=5 AU with the initial pitch-angle
distribution (a) in Fig. 9.2 for several times, i.e. the initial distribution extends
from µ = −1 to µ = +0.4. Due to the anisotropic injection, the center of mass
of the distribution moves to the left because of the contribution of the term
µv. In addition, the initial distribution becomes blurred because of pitch-angle
scattering. Note that the maxima of distribution decreases while approaching a
symmetric shape indicating a global state of isotropy.
Fig. 9.7 shows for a longer time interval (tmax = 140 min) the location of the global
maximum as a function of time for the injection function (a). The mean free path
is set to λ = 1.0 AU. For late times (t > 100 min) the location of the maximum
moves back towards the center of the computational domain. This can be explained
by considering that the distribution f has a steeper gradient at the left side of the
spatial domain with respect to the right side resulting in an enhanced diffusion current
across the numerical boundary on the left side, i.e. the distribution tends towards an
equilibrium. This behavior is therefore caused by the boundary condition.
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Figure 9.5: Same as Fig. 9.3 and Fig 9.4 but for the injection function (b)
in Fig. 9.2, i.e. the initial distribution extends from µ = −1 to µ = −0.4.
The difference in the profile compared to the case where the initial pitch-angle
distribution extends from µ = −1 to µ = +0.4 is barely visible.
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Figure 9.6: Location of the global maxima of the initial pitch-angle distribution
(a) (red curve) and (b) (blue curve) for a mean free path of λ = 1.0 AU. The
discontinuity just after t = 40 min is caused by the fact that the isotropic part
of the distribution becomes larger than the anisotropic one. As can be seen, the
motion of the anisotropic peak is almost identical for both distributions. The
locations of the isotropic maxima, however, differs.
Investigations of Anisotropies
Beside a plain background flux, the results of the numerical model can be superimposed
by a certain level of noise to mimic the uncertainty nature of the process of measuring
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Figure 9.7: Location of the global maximum of the particle distribution as
a function of time for a mean free path of λ = 1.0 AU. At t ≈ 40 min the
maximum of the anisotropic part becomes smaller than that of the isotropic
part. The red curve is an extrapolation of the trace of the anisotropic maximum.
At t ≈ 100 min, the maximum moves back towards the source. An explanation
is the steeper gradient of f at the left side of the spatial domain with respect
to the right side resulting in an enhanced diffusion current across the numerical
boundary on the left side, i.e. the distribution tends towards an equilibrium
with a maximum at the center of the spatial computational domain for t→∞.
and that of the particle ensemble itself. This is realized by computing random numbers
following a Poisson distribution Pois(Λ) according to the value of the background
flux, where Λ is the level of the background flux (see e.g. Press et al., 1992)2. A
Poisson-like noise distribution was chosen because of the fairly low level of counts per
accumulation interval of the KET/HET, say < 100 events in 10 minutes. For very
high counter readings, i.e. large values of Λ, the Poisson distribution approaches the
Gaussian (normal) distribution. It is clear that the level of background flux and the
attendant noise has implications on the traceability of the signal (i.e. the injected
particle distribution): if the background is high, the traces of the signal will get lost
in the noise much faster than for a rather low level of background flux.
To make the numerical results comparable with observations, the data where pro-
cessed in order to derive sector plots as they had been discussed in the previous chapter.
The original model data were binned to eight sectors and accumulated. Furthermore,
we will assume a “perfect” detector, i.e. instrumental effects leading to a bias of the flux
according to the angle of incidence will be neglected. In addition, the magnetic field
line taken to be identical with the border of sectors 0 and 7. Another issue to consider
is the conceptual difference of the sector plots and the numerical model. The latter
2Instead of the common practice of writing λ for the expectation value, we will use Λ since the
mean free path is already denoted λ.
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one takes the flux or counting rates as a function of the pitch-angle cosine (µ = cosϕ)
using an equidistant grid. An instrument like the KET, however, scans the spin plane
of the spacecraft at a constant rate ∆α/∆t, where α is the phase angle as introduced
in section 5.5 and under the mentioned setup equals ϕ. Due to the non-equidistant
relation between µ and ϕ, the accumulated numerical data were normalized by taking
into account the actual density of data points in the interval.
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Figure 9.8: Time profiles of a particle injection observed at several distances
∆z from the source. Again, the mean free path is 1.0 AU, the center of the
injection is z = 5 AU. The bottom panels show the flux imposed by Poisson
noise background with an expectation value of 5 counts/sector, i.e. a total
background of 40 counts. The dashed red curve shows the original flux. The top
panels show the associated degree of anisotropy A1.
Fig. 9.8 shows the typical temporal evolution of an anisotropic δ-injection in time
at several distances from the source. Here, the percentage of the noise level is 5% with
respect to the highest sector counting rate at the time of injection. According to the
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finite propagation time of the particle, the maximum of the distribution arrive at the
remote location with a time lag. Simultaneously, the amplitude of the distribution
decreases in response to diffusion and is barely visible at a distance from the source of
2 AU (bottom right panel). The same is true for the anisotropy. For close distances
(∆z = 0.5 AU or ∆z = 1 AU), a prominent peak in the anisotropy is evident in
correlation with the maximum of the counting rates. While still evident at 1.5 AU, the
anisotropy does not exceed the background level at 2 AU. This means, the anisotropy
vanishes at about the same distance, a clear maximum in the counting rates can be
identified. This is in good agreement with the observations.
In real observations shown in the previous parts of this work the background
anisotropies are generally lower. The reason for that is that the sector data of the parti-
cle instrument were accumulated over a relatively large time interval, e.g. 2 h, in order
to enhance the statistics. Consequently, the measurements are accumulated over a wide
range of different magnetic field vectors leading to a blurring of the anisotropy. On the
one hand, this is generally leads to an underestimation of the real anisotropy. On the
other hand, however, this helps to cancel out the undesired influence of anisotropies of
the background flux.
Fig. 9.9 shows the time profiles of a particle injection observed at a distance of
∆z = 1.5 AU from the source but with different degrees of noise added to the data.
From top to bottom a noise level of 10, 15 and 20% was used. As expected, the
traceability of the particle burst decreases with an increase of the noise level.
Based on the results discussed so far the question for the implication of a pitch-angle
dependent treatment of the Jovian electron source with respect to Parker’s transport
model arises. One of the main differences between both approaches is the location of
the center of the distribution. As shown, the net displacement of the center of the
injected particles depends on the degree of initial anisotropy and is zero for the case
of isotropic injection. Depending on the degree of initial anisotropy, the displacement
of the distribution maximum ∆zmax for late times is ≤ λ. If ∆zmax is reached, the
particles can be described by Parker’s transport equation. While the displacement of
the distribution’s center and the time needed is of importance for the propagation of
Jovian electrons on small spatial and temporal scales, it is not of major importance
on heliospheric scales. The propagation of Jovian electrons from Jupiter to the orbit
of the Earth, for example, incorporates spatial scales of ∼ 15 AU (i.e. the length of
the Parker spiral) and times of several days depending on the mean free path of the
particles.
The 10 h Periodicity in the Heliosphere
An interesting topic concerning the propagation of Jovian electrons is the question, if
a simple pitch-angle dependent propagation model is able to explain the occasionally
observation of the 10 h periodicity of the energy spectra (or counting rates) of the
particles. This question – and its answer – may allow important insights into the
transport of Jovian electrons not directly accessible by models considering only the
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Figure 9.9: Time profiles of a particle injection observed at a distance of
∆z = 1.5 AU from the source but with different degrees of noise added to the
data. From top to bottom a noise level of 10, 15 and 20% was used. The
signature of the particle injection decreases with increasing noise level.
spatial diffusion and systematic energy changes over large scale like Parker’s model. If
the 10 h periodicity can not be explained properly by an energy-independent model
with pure pitch-angle scattering and advection, other effects like momentum diffusion
or significant wave-particle interactions that change the particle’s energy must be taken
into account in the existing models. In principal, the following processes may account
for the vanishing of the 10 h periodicity:
• The 10 h variation is present in the energy spectrum (approximated by the ratio
of two adjacent energy channels). This means that at least one of the channels
must show a periodic variation in its counting rates what can be seen for example
in Fig. 8.28. This periodic variation is expected to vanish if scattering is strong
enough to blur it.
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• The ratio of the signal and the background & noise becomes to small.
• Given the case that pitch-angle scattering is absent (or very weak), the particles
experience velocity dispersion because of the µ-dependent parallel velocity. This
effect, however, should not play a significant role in the propagation of relativistic
electrons.
The contributions of different phases of the periodicity (or the injection of particles
at different times) can be investigated by using the principle of superposition of the
solution of a (partial) differential equation, i.e. the total phase space density F (z, µ, t)
at time t is given by
F (z, µ, t) =
∫ t
0
f(τ |z, µ, t)dτ, (9.2)
where f(τ |z, µ, t) accounts for particles injected at time τ and are observed at the
remote distance z at time t. Thus, a continuous injection in time can be realized by a
series of δ-injections. This method was also applied by Tsuchiya et al. (1999) for the
investigation of the modulation of Jovian electrons at CIRs using the diffusion equation
found by Conlon (1978). The physical interpretation of the latter equation is that the
observed particle flux at a given distance and time is the sum of all particles that had
been injected in the past and reach the observer. Note that this is only applicable for
linear problems. If the strength of the diffusion would depend on the magnitude of the
particle flux, this assumption is not valid.
The requirement for observing a periodicity in a quantity is f(t) = f(t+P ), where
P is the periodicity. That means that a recurrent variation must be identifiable. For
the Jovian electron bursts this means that the particles injected at a given time , i.e.
a given phase, must show a corresponding feature in the measured time series of an
observer at a remote location. This is the case if the signal of the injected particles can
be distinguished from the ambient background flux. As shown in the previous section
this depends on the distance from the source and in particular from the noise level. It
can be concluded that the 10 h periodicity can be detected at a remote location as long
as each single signature of the injections can be identified. Of importance, however, is
the particle’s mean free path and the signal to noise/background ratio. For the case of
a mean free path of λ = 1 AU and a noise level of 5% (Fig. 9.8), the 10 h periodicity
would be observed up to about 1.5 AU.
In addition, the results of the numerical model are in agreement with the observa-
tions that the presence of the 10 h periodicity is related to the presence of a measurable
anisotropy.
Fig. 9.10 shows the result of applying Eqn.(9.2) for the example of a particle injec-
tion every 30 mins at the source. Here, the observer is 1 AU away from the source and
the mean free path was set to 1 AU and a noise level of 5% was used. A periodicity of
30 mins can be identified. Note the general increase of the total flux level with time.
One observation the model can not directly explain with the transport parameter
used above are the shifts in the phase between the 10 h periodicity observed in situ
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Figure 9.10: Result of applying Eqn. (9.2) for the case of a particle injection
every 30 mins observed at a distance of 1 AU. Again, the mean free path is
λ = 1 AU and a noise level of 5% was used. Under these conditions, the periodic
variation of the source can be observed at this remote location.
and the predictions of the “Jovian clock”. As shown in the chapter on observations
of Jovian jets, phase shifts of up to 4 h were frequently observed. The time shifts
estimated from the numerical model are smaller (cf. Fig. 9.8). Assuming a distance
between the source and the observer of 1.2 AU as in the case of the observations around
day 145 in 2004, the mean pitch-angle cosine of the particles can be calculated as
〈µ〉 = s
v0∆t
, (9.3)
where s = 1.2 AU is the distance, v0 ≈ c the speed of the particles and ∆t = 4 h is
the phase shift. Using this values one obtains 〈µ〉 ≈ 0.0416, i.e. a mean pitch angle of
≈ 87.6◦. This contradicts the observations of the large anisotropies during Jovian jet
events.
What are possible reasons for this discrepancy? Instrumental effect were shown to
play a role as discussed in chapter 8. The influence of background fluxes in combination
with the sudden increase of flux during jet events affects the detectability of the 10 h
periodicity. The assumption of a straight magnetic connection between the source
and the observer may not always be valid. A longer distance than the line-of-sight
connection leads to a longer travel time of the electrons. Local focusing or defocusing
effects must also be taken into account. Not at least there may be effects not taken
into account yet, e.g. the wave-particle interactions.
Chapter 10
Summary & Outlook
And now for something
completely different.
Monty Python’s Flying Circus
Re´sume´
In the early 1970’s, the Jovian magnetosphere was identified as a considerable source of
MeV electrons in the heliosphere by the Pioneer 10 and 11 spacecraft. Since then, these
so-called Jovian electrons were under investigation by experimental and theoretical
means. The propagation of Jovian electrons was successfully described by Parker’s
transport model, a diffusion-convection equation including adiabatic energy changes.
This model, however, does not take into account the pitch-angle of the electrons, hence
it only describes the spatial diffusion of particles. While this assumptions is justified
for the description of the global propagation of Jovian electrons, there is a class of
Jovian electron events called Jovian Bursts or Jovian jets, where Parker’s model is
not applicable. These events are characterized by sudden increases and decreases with
respect to the ambient electron flux, a notable anisotropy of the particles with respect
to the local magnetic field and frequently show a period modulation of the electron’s
spectral index related to Jupiter’s diurnal rotation period of approx. 10 h, similar to
the electrons observed inside the Jovian magnetosphere.
The main results of this work can be summarized as follows:
• A reinvestigation of the Ulysses and Pioneer 10/11 data in the Jovian magneto-
sphere revealed the existence of a second recurrent variation in the energy spec-
trum of MeV electron can be identified beside the well-known “clock” modulation
during Ulysses’ inbound trajectory. While this observations lacks a coherent dis-
cussion in the literature, a comprehensive analysis of these variation was part of
this work. Based on Ulysses observations this second modulation is manifested
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by small maxima (coined “minor peaks“) in the particle spectral index trailing
the larger “clock“ peaks by about 3.25 h. These minor peaks in the spectral index
are accompanied by local minima in the electron counting rates. These peaks
were found to occur at subsolar longitudes of λIII = 45 − 100◦. A comparison
with Pioneer 10 data showed that these minor peaks were also present and show
similiar properties as the Ulysses events, e.g. the correlation with counting rates
and the temporal distance to the major peaks, albeit the minor peaks were not
present throughout the entire inbound trajectory. The Pioneer 11 data, how-
ever, show no evidence for this additional modulation. An investigation of the
spacecraft’s distance from the magnetospheric current sheet as a function of the
subsolar longitude lead to the suggestion that the minor peaks are a feature of
low magnetic latitudes. The fact that Ulysses was located close to the magnetic
equator when the longitudes λIII = 45−100◦ were facing the subsolar point while
Pioneer 10 and 11 were much further away is interpreted as the explanation for
the good observability of the minor peaks by Ulysses. Furthermore, previous
results of the HI-SCALE instrument aboard Ulysses concerning the existence of
a so-called high-latitude boundary layer, i.e. a reservoir of energetic particles at
high magnetic latitudes linked to the ”clock“ modulation could be verified by
means of an analysis of KET data for MeV electron data.
• For the first time the pitch-angle distributions of jets were analyzed in order
to answer the question if Jovian jets show evidence for scattering across µ =
0. Several examples were discussed showing that strong backscattering can be
observed as well as a complete absence of scattering across µ = 0. This finding has
important impact on the understanding of the connection between the isotropic
Jovian electron flux and anisotropic jets event. The presence of jets showing
significant backscattering as well as (almost) scatterfree events illustrates the
highly variable transport conditions in the interplanetary magnetic field at the
orbit of Jupiter. Scattering across µ = 0 leads to an isotropization of the particle
distribution, thus Jovian electron jets are assumed to contribute to the global
Jovian electron flux in the heliosphere.
• A connection between the occurrence of Jovian jets and interplanetary coronal
mass ejections (ICMEs) was discussed. While the overall picture shows no con-
vincing correlation between both kinds of events, several events were discussed
where Jovian jets can be related to the occurrence of ICMEs.
• Based on a three-dimensional (time, periodicity, power) spectral analysis of the
ratio of two adjacent energy channels of the electron counting rates of the HET
and KET instruments as well as a comparison of these data with the expected
temporal evolution, it was possible to find clear evidence that the Jovian 10 h
periodicity can be recovered up to distance of ∼ 1.2 AU from the planet during
Jovian bursts or jets. During this times, persistent anisotropies of MeV electrons
are observed, indicating effective transport of these particles parallel to the local
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magnetic field. While the observation of the 10 h periodicity at 1.2 AU from
the planet is the most distant and convincing observation of this feature so far,
there is even evidence that the last Jovian jet observed by Ulysses in 2004 about
∼ 2.2 AU away from Jupiter still features the periodic variation of the energy
spectrum. Another important finding is the connection between the observation
of the 10 h periodicity and the detection of particle anisotropies. The presence
of the 10 h periodicity is always accompanied by anisotropies in the electron
flux. From this it can be concluded that the 10 h periodicity vanishes when the
anisotropy of an injected electron ensemble vanishes.
• A careful reinvestigation of the Pioneer 10 MeV-electron data with respect to
the magnetic field direction and particle anisotropies showed that many events
already discussed by Chenette et al. (1974) can be subdivided to Jovian jet events
according to the Ulysses observations of Ferrando et al. (1993) and McKibben
et al. (2007). In agreement with the Ulysses findings presented in this work, a
close correlation between the occurrence of anisotropies and the observation of
the 10 h periodicity could be found. This emphasizes the fact that short-lived
and anisotropic electron events are a common feature of the Jovian electron
source and must be taken into account for a comprehensive description of Jovian
electrons.
• As discussed in the latter point, the pitch-angle dependent transport of Jovian
electrons is of importance for the understanding of their propagation. Based
on the focused-transport model (also known as Roelof’s equation), a numerical
model was developed to describe the pitch-angle dependent propagation of Jovian
electrons. This model contains pitch-angle diffusion as well as systematic changes
of the pitch angle. For an assumed mean free path of the particles of λ = 1 AU
it was shown that the model is able to describe the basic properties of Jovian
jets. Albeit more work is required, one question may be answered: What is
a Jovian jet? Based on the observations and numerical computation presented
in this work, a Jovian jet event can be interpreted as Jovian electrons injected
into interplanetary space and observed at times before the mean free path of the
particles allowed a cumulative scattering strong enough to let their anisotropy
vanish.
Outlook
Of course, the present work raised further questions1 that could not yet be answered
and motivate for the further application of novel techniques in the data analysis and
numerical modeling. Furthermore, some work that had been done but did not enter
the thesis needs to be mentioned. Some of these ideas are outlined in the following.
1The purpose of science is to find answers to questions raised by science.
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As it was shown, the HET instrument, in particular the H6 channel, is affected by
background radiation. A subtraction of this background would provide an enhance-
ment of the signature of Jovian electrons detected by the instrument and a better
comparability with the KET instrument.
Based on the calculation of the pitch-angle coverage of the KET and HET instru-
ments it becomes possible to investigate the question if a persistent net flux of elec-
trons away from Jupiter can be observed even during times where no jet-like events are
present. This would involve a sophisticated treatment of the highly variable magnetic
field direction with respect to the viewing direction of the particle instrument by means
of statistical methods.
Beside the MeV-electron data measured by the KET/HET, the Jovian influence
on the particle population in the vicinity of the planet can also be found in the low
energetic electron and ion data of HI-SCALE and EPAC. A comprehensive compari-
son of these data might enhance the knowledge of the interplay of the interplanetary
magnetic field and particles from some keV up to some MeV.
While the presented model for the Jovian jets turned out to be able to principally
describe the observed data, more detailed insights could be derived by using stochastic
differential equations (SDEs). This method allows the calculation of single particle
trajectories, while ”traditional” models compute the probability density function. The
study of single particle trajectories is of highest interest for the study of the 10 h
periodicity since every particle can be assigned to its phase within the 10 h cycle
during the time of injection.
Appendix A
The System III (1965) Coordinate
System
The definition of a coordinate system to identify points on a planetary surface, for
example, requires the definition of a point of reference. For the Earth, the longitude is
defined via the zero meridian (zero longitude), crossing the observatory in Greenwich,
UK. The latitude is defined by the equator and the poles of the Earth. This definition
is relatively easy, because it is assumed that the point of reference stays constant
over time. For Jupiter, however, the definition of a point of reference is much more
complicated because there is no solid surface visible to the observer due to the non-
uniform motion of Jupiter’s cloud layers. Over time, three different reference systems
have been developed. The first and second ones, System I & II, were defined by the
rotation rate of cloud features at different latitudes. When Jupiter was identified
as a radio source in the late 1950’s, however, it became convenient and necessary
to establish a third coordinate system, called System III (1957), based on the radio
emission of Jupiter. The coordinate system that is commonly used today is called
System III (1965) is a more precise version of System III (1957)1. The convention of
the System III (1965) coordinates can be seen in Fig. A.1. The center of the coordinate
system is the location of Jupiter, and ΩJ is the angular speed. If observed from the
North pole, the planet rotates counter clockwise, so does the prime meridian (i.e.
λIII = 0
◦). As a consequence, for a spacecraft (s/c) located at a fixed position with
respect to the subsolar point, the System III (1965) longitude increase with time, i.e.
the coordinate system is left-handed. Once the System III (1965) longitude λIII of
a spacecraft at a given time is known, one is often also interested in the latitude of
the spacecraft with respect to magnetic equator. To solve this question, one needs
to know how Jupiter’s magnetic dipole is tilted with respect to the System III (1965)
convention. It was estimated that the northern end of the dipole is tilted about 9.6◦
towards λIII = 20± 3◦. Therefore, the magnetic and jovigraphic equators intersect at
1Indeed, the only difference between System I, II and III is the value of Jupiter’s angular speed,
ΩJ , being used.
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s/c
subsolar point
Figure A.1: Definition of the λIII coordinate system as seen from above the
north pole. While the planet rotates counter clockwise, the λIII longitude of a
spacecraft increases with time.
λIII = 110
◦ and λIII = 290◦, respectively. The latitudinal distance from the magnetic
equator can therefore be calculated by
ϑm = 9.6
◦ sin(λIII − 110◦) + ϑ. (A.1)
Here, ϑm is the latitude of the spacecraft with respect to the magnetic equator, θ is the
jovigraphic latitude and λIII indicates the respective longitude in System III (1965).
Eqn. A.1 has been used in this study to calculate the magnetic latitude of Pioneer 10
and 11.
Appendix B
Numerical Solution of the
Transport Model
In this work, the so-called Roelof equation for charged particles in a magnetic field
including systematic and stochastic changes in the pitch angle was used to study the
pitch-angle depended propagation of Jovian electrons along the interplanetary mag-
netic field. The equation reads
∂f
∂t
+ µv
∂f
∂z
+
v(1− µ2)
2L
∂f
∂µ
=
∂
∂µ
(
Dµµ
∂f
∂µ
)
+Q(z, µ, t), (B.1)
as described in Section 4.4. This equation, however, is not flux conserving if the
diameter of the flux tube under investigation is not constant. This is the case if the
magnetic field changes with distance because of the conservation of the magnetic flux∫
~B · d ~A = const. (B.2)
This can be expressed as
B0A0 = B(z)A(z), (B.3)
where B0 and A0 is the magnetic field strength and the flux tube diameter at z0. To
make sure that the phase space density in Eqn. (B.1) is conserved, it must be multiplied
with the flux tube’s diameter (Ng and Wong, 1979), i.e.
F (z, µ, t) = A(z)f(z, µ, t). (B.4)
The conservative form of the transport equation can now be written as
∂F
∂t
+
∂ (µvF )
∂z
+
∂
∂µ
(
v(1− µ2)
2L
F
)
=
∂
∂µ
(
Dµµ
∂F
∂µ
)
+ Q˜(z, µ, t), (B.5)
with Q˜(z, µ, t) = A(z)Q(z, µ, t). Eqn. (B.5) is the equation being actually solved.
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B.1 Numerical Setup
Most physical problems are expressed as ordinary (ODEs) or partial differential equa-
tion (PDEs), e.g. Newton’s law of motion or the diffusion equation. Unfortunately, for
many problems, general solutions of the corresponding equations are not known, e.g.
for Parker’s transport equation or Roelof’s equation described in chapter 4.4. In this
case, it is necessary to approach the exact solution by means of numerical calculations.
In order to do so, the PDE has to be transformed to a finite differences equation (FDE)
to achieve an algebraic expression that can be solved by a computing machine (e.g.
Anderson et al., 1997; Fletcher, 2000).
This transformation is, of course, related to the mathematical definition of the
derivative of a function f(x), e.g.
∂f(x)
∂x
= lim
∆x→0
f(x0 + ∆x, y0)− f(x0, y0)
∆x
. (B.6)
Using a computer to calculate the derivative, ∆x can not be infinitely small, what
unavoidably leads to truncation errors. A Taylor-series expansion of f(x) at (x0, y0)
leads to
f(x0 + ∆x) = f(x0) +
∂f
∂x
∣∣∣∣
0
∆x+
∂2f
∂x2
∣∣∣∣
0
(∆x)2
2!
+ . . .︸ ︷︷ ︸
Truncation Error O(∆x)
, (B.7)
where the terms indicated by O(∆x) refers to the truncations error that occurs if the
calculation stops after the second term on the right side. In terms of Eqn. (B.6), the
first derivative can be written as
∂f
∂x
∣∣∣∣
x0
=
f(x0 + ∆x)− f(x0)
∆x
+O(∆x), (B.8)
where O(∆x) denotes the truncation error of first order as indicated in Eqn. (B.7).
Defining a one-dimensional equidistant grid with nodes i ∈ N0 so that ∆x = xj+1−xj =
const. (see Fig. B.1), the latter equation can be rewritten as
∂f
∂x
∣∣∣∣
xj
=
fj+1 − fj
∆x
+O(∆x). (B.9)
This is a so-called forward difference scheme. The corresponding backward difference
scheme reads
∂f
∂x
∣∣∣∣
xj
=
fj − fj−1
∆x
+O(∆x). (B.10)
A central-difference scheme can be obtained by taking the average of the forward and
backward schemes so that
∂f
∂x
∣∣∣∣
xj
=
fj+1 − fj−1
2∆x
+O(∆x2). (B.11)
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Figure B.1: A simple one-dimensional equally spaced numerical grid. The
distance between two nodes is defined as ∆x. The discrete values of the phase
space density fj belonging to the nodes j are the numerical representation of
the continuous quantity.
The fact that this scheme is of second-order accuracy can be shown by subtracting the
Taylor series expansion of the forward difference from that of the backward one. Over
the last decades a variety of methods to discretize and solve PDEs were developed
that differ in the number of grid points being involved, numerical stability and the
truncation error.
The DuFort-Frankel & Leapfrog Schemes
Consider the one-dimensional diffusion equation with an constant convection term v
∂f
∂t
+ v
∂f
∂x
=
∂
∂x
(
D
∂f
∂x
)
. (B.12)
There are several ways to give an algebraic expression for the first and second order
derivatives in Eqn. (B.12) extensively discussed in text books (e.g. Anderson et al.,
1997; Fletcher, 2000). Assuming constant diffusion and convection coefficients, the
discretization of this equation using the leapfrog method reads
fn+1j − fn−1j
2∆t
+ v
fnj+1 − fnj−1
2∆x
−Df
n
j−1 − 2fnj + fnj+1
∆x2
= 0, (B.13)
where j and n are nodes in the spatial and time domains, respectively, and can be
resolved to give an explicit algebraic expression for fn+1j . DuFort and Frankel (1953),
however, noted that because of the shape of the second derivative (known as Richard-
son’s method, Richardson (1910)) this expression is unconditionally unstable (see also
Fletcher, 2000; Chung, 2002). However, substituting fnj by (f
n+1
j + f
n−1
j )/2 results
1 in
the DuFort-Frankel scheme2
fn+1j − fn−1j
2∆t
+ v
fnj+1 − fnj−1
2∆x
−Df
n
j−1 −
(
fn−1j + f
n+1
j
)
+ fnj+1
∆x2
= 0, (B.14)
1This is simply the temporal interpolation of fnj by using the two neighboring nodes in the time
domain.
2In the original work the convection term was not taken into account, i.e. v = 0.
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that is found to be unconditionally stable. Again, this algebraic equation can explicitly
be rearranged to derive an expression
fn+1j =
(
(1− β) fn−1j − α
(
fnj+1 − fnj−1
)
+ β
(
fnj+1 + f
n
j−1
))
/ (1 + β) , (B.15)
with α = v∆t/∆x and β = 2D∆t/∆x2. It should be noted, however, that in the
Taylor expansion of the DuFort-Frankel scheme the term
−D∂
2f
∂t2
∣∣∣∣
n,j
(
∆t
∆x
)2
(B.16)
appears. Given the case that ∆t is not sufficiently smaller than ∆x, i.e.
lim
∆t,∆x→0
(
∆t
∆x
)2
6= 0, (B.17)
the DuFort-Frankel scheme actually solves the partial differential equation
∂f
∂t
+ α2D
∂2f
∂t2
= D
∂2f
∂x2
, (B.18)
with α = ∆t/∆x. While the DuFort-Frankel scheme is still stable, it is not consistent
with the original diffusion equation (cf. Anderson et al., 1997).
Since the DuFort-Frankel method only affects the second derivative, Eqn. (B.14)
may be seen as a combination of the DuFort-Frankel and leapfrog methods. Fig. B.2
shows a comparison of the DuFort-Frankel and leapfrog schemes for the second deriva-
tive. The nodes in the spatial domain (horizontal direction) are indicated by j’s, the
time domain (vertical direction) by the n’s. The filled red dots represent nodes be-
ing used for the computation of fn+1j , represented by the filled blue dots. For the
DuFort-Frankel method the node fn+1j also appears in the second spatial derivative.
However, being a second-order scheme, the DuFort-Frankel/leapfrog algorithm re-
quires two time steps to calculate the next one, namely the nodes n and n−1. For the
very first time step, the f at the node n−1 is not defined. To circumvent this problem,
another algorithm may be used for the first step of integration while for all other time
steps, the DuFort-Frankel/leapfrog method is used. A possible first time step can be
realized by implementing the FTCS (full-time central-space) algorithm (Roache, 1972;
Strikwerda, 2004)
fn+1j − fnj
∆t
+ v
fnj+1 − fnj−1
2∆x
−Df
n
j−1 − 2fnj + fnj+1
∆x2
= 0. (B.19)
Note that the temporal derivative incorporates two nodes, i.e. n and n + 1, i.e.
Eqn. (B.19) is a one-step scheme what makes it usable for the first time step.
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DuFort-Frankel Leapfrog
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Figure B.2: Comparison of the stencils of the DuFort-Frankel and leapfrog
discretization schemes for the second derivative assuming a constant diffusion
coefficient. The filled red dots indicate the grid points used to calculate the grid
point fn+1j , indicated by the blue dots.
Modified Schemes for Focusing & Diffusion
In the case of our transport equation, the diffusion coefficient is not a constant, but
depends on µ. The same applies to the focusing term being a function of µ as well.
Starting with the focusing term and keeping in mind that the leapfrog scheme is a
central difference scheme we may write
∂
∂µ
(
v(1− µ2)
2L
f
)∣∣∣∣
µ=µj
≈ L
∗
j+1/2
(fnj+1+fnj )
2
− L∗j−1/2 (
fnj +f
n
j−1)
2
∆µ
. (B.20)
Here, L∗j±1/2 represents the complete focusing term v(1 − µ2j±1/2)/(2L). Note that
the grid points j ± 1/2 are located half-way between the grid points j ± 1 and the
corresponding values of L∗ control the flux across the boundary of the two adjacent
grid points. This type of discretization has already been used by Ng and Wong (1979).
It is clear that we obtain the above form of the leapfrog scheme if L∗j+1/2 = L
∗
j−1/2 for
all j. The ≈ appears because of the truncation error of the finite difference scheme.
The discretization of the diffusion term with variable diffusion coefficient using the
DuFort-Frankel scheme can be obtained in a similar way and reads (see also chapter
6 of Randall (2009) for the DuFort-Frankel scheme or chapter 6 of Strikwerda (2004)
for an application of the FTCS scheme to this problem)
∂
∂µ
(
Dµµ
∂f
∂µ
)∣∣∣∣
µ=µj
≈ 1
(∆µ)2
[
Dj+1/2
(
fnj+1 − fn+1j
)−Dj−1/2 (fn−1j − fnj−1)] , (B.21)
where the values of the diffusion coefficient are defined in the same way as in the case
of the convection term. However, concerning the assignment of the diffusion coeffi-
cients Dj±1/2 and the phase space densities fn±1j , this stencil is found to be somewhat
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arbitrarily. Alternatively, one may also write
∂
∂µ
(
Dµµ
∂f
∂µ
)∣∣∣∣
µ=µj
≈ 1
(∆µ)2
[
Dj+1/2
(
fnj+1 − fn−1j
)−Dj−1/2 (fn+1j − fnj−1)] . (B.22)
Numerical tests showed that an algorithm that uses one of the two possible forms
fails to conserve the phase space density over time as an algorithm does that makes
use of both algorithm in an alternating way (e.g. Eqn. (B.21) for even time steps,
Eqn (B.22) for uneven time-steps). Another alternative, however, is to combine the
stencils of the two schemes. This can be achieved by substituting fn±1i by the average
(fn+1i + f
n−1
i )/2. Consequently, we write
∂
∂µ
(
Dµµ
∂f
∂µ
)∣∣∣∣
µ=µj
≈ 1
(∆µ)2
Dj+1/2
(
fnj+1 −
fn+1j + f
n−1
j
2
)
− 1
(∆µ)2
Dj−1/2
(
fn+1j + f
n−1
j
2
− fnj−1
)
.
(B.23)
This is the finite difference scheme for the pitch-angle diffusion term actually being
used in this work, because it was found that this scheme shows a much better perfor-
mance and stability as well as a much better conservation of the phase space density
(conservation of mass).
The use of two staggered grids also has a reasonable physical interpretation: con-
sider two basins each filled with a solution of different concentrations separated by a
membrane. The diffusion current across the membrane is determined by its perme-
ability and the concentration of the solutions in the two basins.
A Convection Scheme of Fourth Order Accuracy
The general leapfrog scheme is of second order accuracy. The fourth-order difference
scheme for the first derivative reads
∂f
∂z
∣∣∣∣
z=zi
=
−fni+2 + 8fni+1 − 8fni−1 + fni−2
12∆z
+O(∆z4), (B.24)
and can be derived by analyzing the Taylor series of the function as shown e.g. by
Strikwerda (2004, p. 80). This scheme was used in this work to discretize the convection
of particles along the magnetic field line because of the higher accuracy of the scheme
compared to the basic leapfrog scheme. The drawback of this scheme, however, is the
lowered level of numerical stability.
Grid Generation & Boundary Conditions
An important subject in the solution of PDEs is the formulation of a so-called well-
posed problem. As discussed by Fletcher (2000) and Mattheij et al. (2005), a problem
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is well posed if a unique (computational) solution exists and the solution depends con-
tinuously on the initial problem and the boundary conditions. In particular, the latter
point is of importance for numerical calculations because it emphasizes the importance
of stability (see also Salsa, 2008). Therefore, well-posed problems strongly depend on
the correct formulation of initial and boundary conditions. There are basically three
types of boundary conditions as briefly discussed in the following.
Dirichlet Conditions
The Dirichlet boundary condition is the most straight-forward way to implement
boundary conditions. Dirichlet conditions have the form
f = u on ∂R u ∈ R, (B.25)
where u may either be a constant or a function of time and ∂R denotes the boundary
of the grid. A typical application of Dirichlet conditions may be heat transfer along a
rod, which ends are held at constant temperatures.
Neumann Conditions
In contrast to Dirichlet conditions, Neumann conditions do not determine the value of
f at the boundary but its derivative, i.e.
∂f/∂n = u on ∂R u ∈ R. (B.26)
Again, u may be constant or variable in time, and ∂/∂n is the normal derivative.
Periodic Conditions
Periodic boundary conditions may apply if the numerical boundaries actually represent
the same physical location. An example of such a system may be the heat transport in
a closed iron ring with a given initial heat distribution. In addition, periodic boundary
conditions are also useful for test purposes. For a quantity f(x, t) on the interval
x ∈ [a, b], periodic boundary conditions read
f(a, t) = f(b, t). (B.27)
That means that what “leaves” the domain at one side, “comes in” at the opposite
side.
In addition, a fourth type of boundary condition may be constructed by a com-
bination of Dirichlet and Neumann conditions, called Robin condition (e.g. Fletcher,
2000). In this case, the boundary is defined by the sum of a Dirichlet and a Neumann
term, i.e. ∂f
∂n
+ bf = u, where b and u may be functions of time.
The boundary conditions of the transport equation depend on the physical meaning
of the boundaries and practical considerations. For the two physical domains, the
following boundary conditions must be considered.
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Figure B.3: A two dimensional numerical grid representing a spatial domain
(abscissa) and the pitch-angle domain (ordinate). The red dots represent the
nodes in the interior of the computational domain, the light shaded dots are
boundary points. With respect to the physical conditions, the boundary con-
ditions that apply in the spatial domain are numerical, while the boundary
condition in pitch-angle space must fulfill a well defined physical meaning.
Boundary Conditions for the Spatial Domain
In the numerical model it is necessary to consider a finite interval of a magnetic field
line. There are several ways to implement boundary conditions for the spatial domain.
Hatzky (1996) applied reflecting conditions to the inner boundary (i.e. near the solar
surface) and open boundary conditions at the outer boundary. Owens and Gombosi
(1981) and Ko´ta et al. (1982) used absorbing (Dirichlet) conditions by setting the flux
to zero at the inner and outer spatial boundary. The model presented in this work
incorporates von Neumann boundary conditions that allow the particles to leave the
boundaries of the computational domain with a minimum of disturbances generated
at the boundary and the interior in order to minimize the influence of the numerical
boundary on the physical processes in the domain.
Strikwerda (2004, chapter 11) discusses several possible boundary conditions for
numerical representation of hyperbolic partial differential equation of the form
∂f
∂t
+ a
∂f
∂x
= 0
using the leapfrog scheme with respect to their stability. The author shows that a
suitable boundary condition for this scheme is
fn+10 = f
n
0 + α (f
n
1 − fn0 ) , (B.28)
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where α = a∆t/∆x with a > 0. The index 0 refers to the boundary point on the
“left”. In the model used in this study, however, a central difference scheme of fourth-
order accuracy (leapfrog of fourth order) is used for the convection of particles along
the magnetic field line. That means there are two numerical boundary points at each
side of the spatial domain (f0, f1 and fimax , fimax−1). During the development of the
transport model, it was found that the boundary condition Eqn. (B.28) can directly be
used to the fourth-order difference scheme if the condition is applied to each boundary
point separately, i.e.
fn+11 = f
n
1 + α (f
n
2 − fn1 ) ,
and
fn+10 = f
n
0 + α (f
n
1 − fn0 ) .
The boundary condition for the “right” side of the computational domain follows ac-
cordingly.
Boundary Conditions for the Pitch-Angle Domain
Since particles are not allowed to be scattered or convected across µ = ±1, the flux Sµ
in the pitch angle domain must vanish at the boundaries (e.g. Earl et al., 1995; Hatzky,
1996). Therefore, the phase space density is not defined beyond this boundaries. To
illustrate this, consider again the one-dimensional diffusion or heat transport equation
with variable diffusion coefficient
∂f
∂t
=
∂
∂x
(
D(x)
∂f
∂x︸ ︷︷ ︸
Sx
)
, (B.29)
where Sx denotes the diffusion or heat flux, respectively. Depending on the boundary
conditions, two principal physical situations may be constructed. In the first case, we
apply the diffusion equation to an iron rod which two ends are held at fixed tempera-
tures T1 and T2 as it is shown on the left side of Fig. B.4. Independent of the initial
solution (dashed curve), the temperature distribution will approach the steady state
solution (solid line) as time proceeds. Apparently, the boundary conditions are Dirich-
let conditions. If T0 6= T1, the diffusion current along the rod is non-zero, i.e. heat is
transported from one end to the other. As can be seen, however, the derivative of the
diffusion flux vanishes as does the time derivative. In the second case, illustrated by
the sketch on the right side of Fig. B.4, the ends of the rod are isolated, i.e. no heat
(i.e. energy) is allowed to leave or enter the volume. Therefore, Neumann conditions
apply since there is no flux across the boundary, i.e. ∂f/∂x = 0 on ∂R. In this case,
the steady state solution is given by the solid line, i.e. the steady state condition is an
isothermal distribution along the iron rod and the diffusion current is zero, i.e. there
is no net transport of heat along the rod.
Concerning the transport of particles in the pitch-angle domain, we are facing a
similar boundary condition as for the case of the isolated rod: Particles are not allowed
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to be scattered or convected across µ = ±1. Interestingly, these (Neumann) boundary
condition is met automatically because of the term (1− µ2) in both the focusing and
diffusion coefficient. Therefore, it is convenient to define the grid so that the grid points
Tem
pe
rat
ure
Length
Tem
pe
rat
ure
Length
a) b)
Figure B.4: Two typical examples of diffusion or heat transport are shown.
Panel a) may represent an iron rod with an initial spatial temperature distribu-
tion T (x, 0) (dashed line), which two ends are hold at fixed temperatures T1 and
T2. The steady state solution is given by the solid line. Panel b) accounts the
case of a fully isolated rod, i.e. the energy of the system is conserved. Again, the
dashed line represents the initial distribution and the solid line the steady state
solution. In both cases, the derivative of the diffusion current vanishes when the
steady state configuration is reached.
µ−1/2 and µjmax+1/2 represent µ = ±1. Consequently, the diffusion and focusing fluxes
become exactly zero at these grid points because of the factor (1 − µ2). Therefore,
using Eqn. (B.21) the derivative of the diffusion term at the first and last grid point,
respectively, read
∂
∂µ
(
Dµµ
∂f
∂µ
)∣∣∣∣
µ=µ0
≈ D1/2
(∆µ)2
(
fn1 − fn+10
)
if j = 0, (B.30)
and
∂
∂µ
(
Dµµ
∂f
∂µ
)∣∣∣∣
µ=µjmax
≈ −Djmax−1/2
(∆µ)2
(
fn−1j − fnjmax−1
)
if j = jmax. (B.31)
The derivation of the boundary values for the scheme given in Eqn. (B.22) follows
accordingly. The boundary values for the time-averaged scheme (Eqn. (B.23)) are
given by
∂
∂µ
(
Dµµ
∂f
∂µ
)∣∣∣∣
µ=µ0
≈ D1/2
(∆µ)2
(
fn1 −
fn+10 + f
n−1
0
2
)
(B.32)
and
∂
∂µ
(
Dµµ
∂f
∂µ
)∣∣∣∣
µ=µjmax
≈ −Djmax−1/2
(∆µ)2
(
fn+1jmax + f
n−1
jmax
2
− fnjmax−1
)
(B.33)
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The expressions for the focusing term at the boundary are derived in a similar way
and read
∂f
∂µ
∣∣∣∣
µ=µ0
≈ L∗1/2
(fn1 − fn0 )
2∆µ
at j = 0, (B.34)
and
∂f
∂µ
∣∣∣∣
µ=µ0
≈ −L∗jmax−1/2
(
fnjmax − fnjmax−1
)
2∆µ
at j = jmax. (B.35)
As the result of this conditions, the transport parameter for the pitch-angle domain
o
Figure B.5: An extension of the grid shown in Fig. B.1 to take into account µ-
dependent coefficients, e.g. the pitch-angle scattering coefficient Dµµ. Because
the grid has been defined in a way that D−1/2 = Dµµ(µ = −1) and D21/2 =
Dµµ(µ = 1) become zero, the nodes f−1 and f3 never appear in the algorithm.
This leads to closed boundary conditions with no flux across the µ±1 boundary.
are defined so that
Dµµ, v(1− µ2)/(2L) ∈ [−1, 1],
For the phase-space density, in contrast, we write
f(z, µ, t) ∈ (−1, 1).
That means, the value of the phase-space density at µ = ±1 can not be calculated.
This is a well known (Earl et al., 1995), but not all to awkward limitation of numerical
schemes since with a reasonable fine grid (say > 51 nodes), the first and the last grid
point are very close to |µ| = 1.
B.2 The Discretization of the Transport Equation
After having discussed the basics of the discretization scheme, we are now in the
position to derive a discretized version of the full transport equation. Applying the
DuFort-Frankel/leapfrog scheme for the µ-transport and the fourth-order scheme for
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the convection along the field line to the full Eqn. (B.5) leads to
fn+1i,j − fn−1i,j
2∆t
= − vµj
12∆z
[−fni+2,j + 8fni+1,j − 8fni−1,j + fni−2,j]
− 1
2∆µ
[
L∗i,j+1/2
(
fni,j+1 + f
n
i,j
)
+ L∗i,j−1/2
(
fni,j + f
n
i,j−1
)]
+
1
(∆µ)2
[
Di,j+1/2
(
fni,j+1 −
fn+1i,j + f
n−1
i,j
2
)
−Di,j−1/2
(
fn−1i,j + f
n+1
i,j
2
− fni,j−1
)]
+Qni,j,
where i and j represent the nodes in z and µ, respectively. Di,j±1/2 is the pitch-angle
diffusion coefficient and corresponds to the value of Dµµ between the nodes j and j±1,
respectively (cf. Fig. B.5). The same applies to L∗i,j±1/2. By rearranging the third term
(the diffusion term) it can be substituted by
1
(∆µ)2
(
Di,j+1/2f
n
i,j+1 +Di,j−1/2f
n
i,j−1 − Dˆi,j
(
fn+1i,j + f
n−1
j
))
,
with
Dˆi,j =
Di,j+1/2 +Di,j−1/2
2
(B.36)
We define the following coefficients
ζj =
vµj∆t
6∆z
α+i,j+1/2 =
∆tL∗i,j+1/2
∆µ
α−i,j−1/2 =
∆tL∗i,j−1/2
∆µ
β+i,j+1/2 =
2∆tDi,j+1/2
(∆µ)2
β−i,j−1/2 =
2∆tDi,j−1/2
(∆µ)2
βˆi,j =
2∆tDˆi,j
(∆µ)2
γ+i,j = 1 + βˆi,j
γ−i,j = 1− βˆi,j
σni,j = 2∆tQ
n
i,j
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and find the scheme
fn+1i,j =
(
γ−i,jf
n−1
i
− ζj
[−fni+2,j + 8fni+1,j − 8fni−1,j + fni−2,j]
− α+i,j+1/2
(
fni,j+1 + f
n
i,j
)− α−i,j−1/2 (fni,j + fni,j−1)
+ β+i,j+1/2f
n
i,j+1 + β
−
i,j−1/2f
n
i,j−1
+σni,j
)
/γ+i,j.
(B.37)
Eqn. (B.37) is an expression that allows a calculation of the values fn+1i,j from the two
preceding time-steps n− and n. In combination with the scheme for the first time-step
and the numerical realization of the boundary conditions, this expression is the core
of the simulation.
Treatment of Flux Streaming Across µ = 0
The Fokker-Planck coefficient for pitch-angle scattering used in this work becomes zero
at µ = 0 for q < 2 if h = 0. The integral
κzz =
v2
4
∫ +1
−1
dµ
1− µ2
ν0|µ|q−1 , (B.38)
however, results in a finite spatial diffusion coefficient and therefore in a finite mean
free path. That means, particles are able to scatter across µ = 0. If q ≥ 2, the gap at
µ = 0 becomes too large and the mean free path is infinite, i.e. particles can not leave
their initial hemisphere in the pitch-angle domain3. In the numerical implementation,
however, the flux across µ = 0 vanishes as already noted by Ng and Wong (1979) and
further elaborated e.g. by Hatzky (1996). Therefore, it is necessary to find a finite
value for Dµµ(0) to allow the particles to scatter across the two hemispheres. In this
work, we follow the solution of Hatzky (1996, Eqn 3.72) and assume
Dµµ(0) ≈ ν0
2
(2− q)
(
∆µ
2
)q−1
(B.39)
to obtain a finite value at µ = 0 for q < 2. Note that for the case of isotropic scattering,
i.e. q = 1, this expression is identical to the result of Eqn. (4.22) at µ = 0 if h = 0.
B.3 Convergence & Stability Considerations
A crucial issue of the application of numerical schemes to solve PDEs is the stability
of the scheme. Basically speaking, the ratio of the time step ∆t and the step in the
3This behavior can easily be studied by evaluating the integral in Eqn. (B.38) as a function of q
with computational software programs like Mathematica or Maple.
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spatial domains may not be chosen arbitrarily but must fulfill requirements that can be
derived from a so-called stability analysis. According to Potter (1973), “a numerical
method is stable if a small error at any stage produces a smaller cumulative error”.
Therefore, after a discussion of the so-called CFL condition, a von Neumann analysis
will be applied to the numerical scheme to figure out the conditions for numerical
stability.
The CFL Condition
The analysis of the numerical solutions of the one-dimensional hyperbolic PDE
∂f
∂t
+ a
∂f
∂x
= 0, (B.40)
which describes the physical process of convection, reveals that
|aλ| ≤ 1, (B.41)
with λ = ∆t/∆x is a necessary condition for stability, given the (constant) coefficient
a. This condition is in compliance with the Courant-Friedrichs-Lewy (CFL) condition.
The CFL condition can be interpreted in a way that the speed of propagation of the
numerical scheme must be greater or at least equal to the speed of propagation given by
the physical problem. Given the case that a numerical scheme does not propagate the
solution faster than the analytical solution of the differential equation, the numerical
scheme does not solve the differential equation. Note, however, that the CFL condition
not automatically implies numerical stability.
Von Neumann Analysis
A general approach to the investigation of the stability of numerical schemes is the von
Neumann stability analysis founded on Fourier analysis (e.g. Strikwerda, 2004). The
ansatz is the Fourier inversion formula for fnj that reads
fnj =
∑
ϕk (gk)
n eikxj . (B.42)
Here, ϕk is the Fourier coefficient belonging to the wavenumber k and (gk)
n is the
amplification factor. Note that the superscript of g is a power, not an index. The
factor g corresponds to the magnitude of amplification (or decay) of each frequency.
For amplification factors |g| = √gg∗ > 1, the algorithm is unstable. On the other
hand, |g| ≤ 1 implies a stable algorithm. Focusing on a single wavenumber k (due
to the linearity of the problem, all wavenumbers can be expressed in terms of linear
combinations), we obtain
fnj = fˆ g
neikxj , (B.43)
and in particular
fn+1j = fˆ g
n+1eikxj . (B.44)
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and consequently
g =
fn+1j
fnj
. (B.45)
This expression is derived by keeping in mind that gn+1 = gng and inserting Eqn. (B.43)
into Eqn. (B.44). After having found the expression for amplification from n to n+ 1,
i.e. in the time domain, a similar expression can be derived for the spatial domain.
Since xj±1 = xj ±∆x, we find
fnj±1 = fˆ g
neikxj±∆x (B.46)
and
fnj±2 = fˆ g
neikxj±2∆x. (B.47)
Leapfrog of 4th Order
In the next step, we will apply the von Neumann analysis to the convection scheme of
fourth order (see section B.1). Inserting the Fourier representations into Eqn. (B.24)
leads to
g2 = 1− gα
6
(−e2ik∆x + 8eik∆x − 8e−ik∆x + e−2ik∆x) , (B.48)
where α = v∆t/∆x. Using the identities
sinϕ =
eiϕ − e−iϕ
2i
(B.49)
and
2i sinϕ cosϕ =
e2iϕ − e−2iϕ
2
, (B.50)
with ϕ = k∆x, one finds
g2 +
2
3
igα sin(ϕ) (4− cos(ϕ))− 1 = 0. (B.51)
The solutions read
g± = −1
6
i
(
8α sin(ϕ)− 2α sin(ϕ) cos(ϕ)±
2
√
16α2 sin(ϕ)2 − 8α2 sin(ϕ)2 cos(ϕ) + α2ϕ sin(ϕ)2 cos(ϕ)2 − 9
)
.
Numerical evaluation of the absolute value
√
gg∗ for a set of possible values for ϕ and
α finally leads to a stability of the scheme if α ≤ 0.72. The graph of the amplification
factor is shown in Fig. B.6 for the case of φ = pi/2.
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Figure B.6: The amplification factor g (black curve) as a function of α for
φ = pi/2. For this case, up to values for α of 0.75, g equals unity. Above
α = 0.75, g splits into two branches, one being always above g = 1. The
minimal value of g as a function is α and φ is ∼ 0.72.
The Diffusion Term
Similar to the convection term, the diffusion term Eqn. (B.23) including the time
dependent term
(
fn+1j − fn−1j
)
/2∆t on the left hand side will be evaluated in what
follows. We define α1 = Di,j+1/2∆t/∆µ
2 and α2 = Di,j−1/2∆t/∆µ2 and obtain
fn+1j = f
n−1
j + 2α1f
n
j+1 − α1fn+1j − α1fn−1j
−α2fn−1j − α2fn+1j + 2α2fnj−1.
Rearranging this expression leads to
fn+1j (1 + α1 + α2) = f
n−1
j + 2α1f
n
j+1 + 2α2f
n
j−1 − α1fn−1j − α2fn−1j . (B.52)
If we assume a constant diffusion coefficient, i.e. α1 = α2 = α, this equation simplifies
to the well-known DuFort-Frankel scheme
fn+1j (1 + 2α) = f
n−1
j + 2α
(
fnj+1 + f
n
j−1 − fn−1j
)
. (B.53)
Applying the ansatz of Eqn. (B.42), we get for the amplification factor
(1 + 2α)g2 − 4gα(cos(ϕ)) + 2α− 1 = 0, (B.54)
i.e.
g =
2α cosϕ±
√
1− 4α2 sin2 ϕ
1 + 2α
. (B.55)
An investigation of this equation shows that g ≤ 1 for α > 0. Therefore, this scheme is
unconditionally stable. The case of a non-constant diffusion coefficientDj±1/2, however,
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is more complex. A possibility to study the stability of this scheme is to introduce
(A. Kopp, private communication)
Dj±1/2 = D0e±ik
∆x
2 . (B.56)
Here, ∆x/2 is used because the grid for the diffusion coefficient is shifted by a half
grid step with respect to the grid for fnj . In combination with the previously used
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Figure B.7: The amplification factor g (black and red curve) as a function of
φ = pi/2, while α = 0.8. For φ > pi/2, the schemes is unstable independent of
α, but stable in the region marked by the asterisk in the left bottom corner.
Interpreting this finding in terms of the wave vector, the condition k ≤ pi/(2∆x)
must be fulfilled.
expressions, Eqn. (B.23) leads to an amplification factor g of
g± =
(
αe2ik∆x + αe−ik∆x±
e−ik∆x
√
α2e6ik∆x + α2 − α2e4ik∆x + 4e3ik∆x − α2e2ik∆x
)
/(
αeik∆x + eeik∆x/2 + α
)
.
The magnitude of g is plotted as a function of ϕ = k∆x in Fig.B.7 for α = 0.8. Stability
is governed for ϕ ≤ pi/2. Since ϕ = k∆x and k = 2pi/λ, the wavelengths of distortions
may not exceed 4∆x. The value of φ = pi/2 was found to be independent on the value
of α. While testing the algorithm, it turned out that the restriction mentioned above
does not lead to an unstable runtime behavior of the code for typical setups of the
diffusion coefficient as well as diffusion coefficients showing a very high variability with
wavelength close to the ∆x.
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B.4 Testing the Code
As already mentioned, general analytical solutions of the transport equation are not
known. It is, however, possible to find analytical solutions for some special cases of the
transport equation. These solutions can be compared with numerical results obtained
by the realization of the algorithm (called JJTM for Jovian Jet Transport Model) in
order to verify the correctness of the numerical calculations.
The Convection Term
The first special case to study neglects the focusing as well as the diffusion term and
assumes that there are no sources. The transport equation therefore simply describes
the shifting of an initial function along the z-axis and reads
∂F
∂t
+
∂(µvF )
∂z
= 0 withF (z, 0) = F0(z). (B.57)
This is a first-order partial differential equation describing the convection of a profile
along z with speed µv. The solution of this equation is
F (t, z) = F0(z − µvt), (B.58)
where F0 is an arbitrary function representing the starting solution. The physical
meaning of the solution of this transport equation is the simple streaming of particles
along z with a velocity v(µ) = µv. For the validation of the code, an initial function
of the form exp (−(|z − z0|/zd)2) had been chosen, where z0 and zd are constants. The
result is shown in Fig. B.8 for several time. The open red circles correspond to the
numerical solution, while the blue solid line is the analytical solution. Here, µ was set
to 1. As expected, the profile given by F0 propagates corresponding to the factor µv.
The Focusing Term
The focusing term of the conservative transport equation can be tested by neglect-
ing diffusion as well as convection. Setting v/(2L) = 1, the resulting equation is a
hyperbolic partial differential equation with a variable coefficient and reads
∂F
∂t
+
∂(1− µ2)F
∂µ
= 0, (B.59)
with the solution given by Hatzky (1996)4
F (µ, t) = F0
(
t− 1
2
ln
(
1 + µ
1− µ
))
, (B.60)
4Note that the solution given by Hatzky (1996) is only valid for the non-conservative form of the
equation and has to be divided by (1− µ2) to obtain the solution of the conservative form.
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Numerical Solution
Analytical Solution
Sense of Motion
Figure B.8: Transport of particles injected with a Gaussian injection profile
and a propagation speed µv. The red dots correspond the numerical solution
of the corresponding partial differential equation, while the blue solid curve
shows the analytical solution of the problem. The bottom right Figure shows
a distortion moving in the opposite direction generated by the convection of
the initial function across the numerical boundary. Note that the scale of the
ordinate had been changed significantly.
where F0 is an arbitrary function. Here, F0 was set to
F (µ, t) = exp
(
−5.2
(
t− 1
2
ln
(
1 + µ
1− µ
)))
/
(
1− µ2) . (B.61)
The physical meaning of Eqn. (B.60) is the pitch-angle focusing of the particles, i.e. it
reflects the fact that the pitch angle cosine of a particle increases as it moves from a
regime of a high magnetic field strength to a regime of a low magnetic field strength
and vice versa. Considering Eqn. (4.7), a particle that has an initial pitch-angle cosine
of ±1 will never be shifted to other pitch-angle cosines. A particle with a pitch-angle
cosine µ 6= 1 will never be shifted to exactly µ = 1, but will approach this values as
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time proceeds, or to be more specific
lim
t→∞
f(µ, t) = δ(µ− 1),
i.e. the probability to find all particles concentrated at µ = 1 is exactly 1 (δ-function)
for f(µ, t0) ∈ (−1, 1]. It is clear that a numerical scheme can not totally account this
strict behavior, because of the representation of the pitch-angle domain as a discrete
grid and the fact that the points µ = ±1 are excluded form the calculation. Conse-
quently, the particles will accumulate at µ(jmax), i.e. at a value of µ close but not
equal to 1, depending on the resolution of the grid. For typical grids, however, the
deviation from the analytical solution is fairly small as can be seen in Fig. B.9. This
Figure shows a comparison of the analytical and numerical solutions for several time
steps. As can be seen, both solutions are in good agreement unless the numerical so-
lution becomes too steep, resulting in an oscillating behavior. This is a consequence of
the used numerical solution. However, given the purpose of the simulation, pencil-like
pitch-angle propagation are not expected.
The Diffusion Term
If convection and focusing is neglected by setting v = 0 and 1/(2L) = 0, the resulting
partial differential equation reads
∂F
∂t
=
∂
∂µ
(
Dµµ
∂F
∂µ
)
. (B.62)
Given that Dµµ is a constant, Eqn. (B.62) results in the well-known equation of heat
conduction. However, the pitch-angle diffusion coefficient used here is a function of µ.
Setting ν0 = 2, q = 1 and  = 0 in Eqn. (4.22), the transport equation simplifies to
∂F
∂t
=
∂
∂µ
(
(1− µ2)∂F
∂µ
)
. (B.63)
The exact solution of this equation was already given by Hatzky (1996), but without
a proper derivation. Therefore, in what follows, the derivation of the analytic solution
of Eqn. (B.63) will be given prior to the results of the comparison with the numerical
solution will be presented.
We start with the method of separation of variables, i.e. we assume
F (µ, t) = g(µ)h(t). (B.64)
Inserting in B.63 and dividing by g(µ)h(t) leads to
1
h
∂h
∂t
=
1
g
(
∂
∂µ
((
1− µ2) ∂g
∂µ
))
. (B.65)
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Oscillating
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Numerical Solution
Analytical Solution
Figure B.9: Numerical vs. analytic solution of the temporal evolution of
Eqn (B.59) with the initial condition given by Eqn. (B.61) for several times.
As can be seen, the numerical and the analytic solution are in good agreement
unless the slope of f becomes too steep.
Setting the left side of this equation to a constant α, we derive
1
h
∂h
∂t
= α, (B.66)
with the solution
h(t) = eαt. (B.67)
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Numerical Solution
Analytical Solution
Figure B.10: Numerical vs. analytic solution of the temporal evolution of the
initial solution given by Eqn. (B.72) for different times. The numerical and the
analytic solution are in good agreement and the phase space density f finally
reaches a steady state configuration.
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Accordingly,
α =
1
g
(
∂
∂µ
((
1− µ2) ∂g
∂µ
))
, (B.68)
what can be rewritten as
αg =
∂
∂µ
((
1− µ2) ∂g
∂µ
)
. (B.69)
The latter equation is identical to Legendre’s differential equation (Arfken, 1985) if
α = −n(n + 1), with n ∈ N0. The solutions of Legendre’s differential equation are
linear combinations of the Legendre polynomials Pn(µ). The full solution of F is
therefore
F (µ, t) =
∑
n
anPn(µ)e
−n(n+1)t, (B.70)
where an ∈ R is a scaling factor.
Now, the numerical solution of Eqn. (B.62) will be compared with the exact solution
given by Eqn. (B.70) for the initial solutions
F (µ, t0 = 0) = 1︸︷︷︸
P0
+
1
2
(3µ2 − 1)︸ ︷︷ ︸
P2
+
1
4
(5µ3 − 3µ)︸ ︷︷ ︸
1
2
P3
(B.71)
and
F (µ, t) = 1 +
1
2
(3µ2 − 1)e−6t + 1
4
(5µ3 − 3µ)e−12t (B.72)
for t > t0. Fig. B.10 shows the result of the numerical solution (open red circles) and
the analytic solution (blue solid curve) for several integration steps. Note that only
every fifth data point of the actual computed data points were used to create the plot.
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