A Unified Single-loop Alternating Gradient Projection Algorithm for
  Nonconvex-Concave and Convex-Nonconcave Minimax Problems by Xu, Zi et al.
ar
X
iv
:2
00
6.
02
03
2v
1 
 [m
ath
.O
C]
  3
 Ju
n 2
02
0
Noname manuscript No.
(will be inserted by the editor)
A Unified Single-loop Alternating Gradient
Projection Algorithm for Nonconvex-Concave and
Convex-Nonconcave Minimax Problems
Zi Xu · Huiling Zhang · Yang Xu ·
Guanghui Lan
Received: date / Accepted: date
Abstract Much recent research effort has been directed to the development of
efficient algorithms for solving minimax problems with theoretical convergence
guarantees due to the relevance of these problems to a few emergent applications.
In this paper, we propose a unified single-loop alternating gradient projection
(AGP) algorithm for solving nonconvex-(strongly) concave and (strongly) convex-
nonconcave minimax problems. AGP employs simple gradient projection steps for
updating the primal and dual variables alternatively at each iteration. We show
that it can find an ε-stationary point of the objective function in O (ε−2) (resp.
O (ε−4)) iterations under nonconvex-strongly concave (resp. nonconvex-concave)
setting. Moreover, its gradient complexity to obtain an ε-stationary point of the ob-
jective function is bounded by O (ε−2) (resp., O (ε−4)) under the strongly convex-
nonconcave (resp., convex-nonconcave) setting. To the best of our knowledge, this
is the first time that a simple and unified single-loop algorithm is developed for
solving both nonconvex-(strongly) concave and (strongly) convex-nonconcave min-
imax problems. Moreover, the complexity results for solving the latter (strongly)
Z. Xu was supported by National Natural Science Foundation of China under Grants 11571221
and 11771208.
Zi Xu
Department of Mathematics, College of Sciences, Shanghai University, Shanghai 200444,
P.R.China.
E-mail: xuzi@shu.edu.cn
Huiling Zhang
Department of Mathematics, College of Sciences, Shanghai University, Shanghai 200444,
P.R.China.
E-mail: zhl18720009@i.shu.edu.cn
Yang Xu
Department of Mathematics, College of Sciences, Shanghai University, Shanghai 200444,
P.R.China.
E-mail: fgjfhg3013@i.shu.edu.cn
Guanghui Lan
Industrial and Systems Engineering, Georgia Institute of Technology, Atlanta, GA, 30332,
USA.
Corresponding author. E-mail: george.lan@isye.gatech.edu
2 Zi Xu et al.
convex-nonconcave minimax problems have never been obtained before in the lit-
erature.
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1 Introduction
We consider the following minimax optimization problem:
min
x∈X
max
y∈Y
f(x, y), (1.1)
where X ⊆ Rn and Y ⊆ Rm are nonempty closed convex sets, and f : X × Y → R
is a smooth function. This problem has attracted more attention due to its wide
applications in machine learning, signal processing, and many other research fields
in recent years. Many practical problems can be formulated as in (1.1), such as the
power control and transceiver design problem in signal processing [29], distributed
nonconvex optimization [30,25,13], robust learning over multiple domains [41],
statistical learning [1,16] and many others.
Minimax optimization problems have been studied for many years, but most
previous works focused on convex-concave minimax problems, i.e., f(x, y) is con-
vex with respect to x and concave with respect to y [34,4,6]. Under this setting,
Nemirovski [35] proposed a mirror-prox algorithm which returns an ε-saddle point
within the complexity of O(1/ε) when X and Y are bounded sets. Nestrov [37] de-
veloped a dual extrapolation algorithm which owns the same complexity bound as
in [35]. Monteiro and Svaiter [32,33] extended the complexity result to unbounded
sets and composite objectives by using the hybrid proximal extragradient algo-
rithm with a different termination criterion. Tseng [45] proved the same result
using a refined convergence analysis. Abernethy et al. [2] presented a Hamiltonian
gradient descent algorithm with last-iterate convergence under a “sufficient bilin-
ear” condition. A few other papers have studied special cases in the convex-concave
setting, for more details, we refer to [6,7,10,17,23,28,39,40] and the references
therein.
However, recent applications of problem (1.1) in machine learning and signal
processing urge the necessity of moving beyond this classical setting. For example,
in a typical generative adversary network (GAN) problem formulation [43], the
objective function f(x, y) is nonconvex with respect to (w.r.t.) x and concave
w.r.t. y. As another example, in a robust support vector machine problem, we have
y ≡ (yu, yv) ∈ Rm ×R, x ≡ (xw, xb) ∈ Rm ×R and the objective function f(x, y) =
yv [〈xw, yu〉+ xb]. This problem is convex w.r.t. x, but not necessarily concave w.r.t.
y. Most of recent studies focus on nonconvex-(strongly)concaveminimax problems.
For nonconvex-strongly-concave minimax problem, several recent work [21,42,27,
29] have studied various algorithms, and all of them can achieve the gradient
complexity of O˜ (κ2yε−2) in terms of stationary point of Φ(·) = maxy∈Y f(·, y)
(when X = Rn), or staionarity of f , where κy is the condition number for f(x, ·).
Lin et al.[28] propose an accelerated algorithm which can improve the gradient
complexity bound to O˜ (√κyε−2).
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For general nonconvex-concave (but not strongly concave) minimax problem,
there are two types of algorithms, i.e., nested-loop algorithms and single-loop
algorithms. One intensively studied type is nested-loop algorithms. Rafique et
al. [42] proposed a proximally guided stochastic mirror descent method (PG-
SMD/PGSVRG), which updates x and y simultaneously, and provably converges
to an approximate stationary point of of Φ(·) = maxy∈Y f(·, y). However, only par-
tial convergence results were established for nonconvex-linear minimax problem.
Nouriehed et al. [38] propose an alternative multi-step framework that finds an
ε-first order Nash equilibrium of f with O˜ (ε−3.5) gradient evaluations. Very re-
cently, Thekumparampil et al. [44] proposed a proximal dual implicit accelerated
gradient algorithm and proved that the algorithm finds an approximate station-
ary point of Φ(·) = maxy∈Y f(·, y) with the rate of O˜
(
ε−3
)
. Under an equivalent
notion of stationarity, Kong and Monteiro [22] proposed an accelerated inexact
proximal point smoothing method to achieve the same rate, however, at each
outer iteration of their algorithm, a perturbed smooth approximation of the inner
maximization subproblem needs to be solved, and the complexity of solving the
inner problem has not been considered in [22]. Lin et al. [28] propose a class of
accelerated algorithms for smooth nonconvex-concave minimax problems, which
achieves a gradient complexity bound of O˜ (ε−2.5) in terms of stationarity of f .
All these nested-loop algorithms either employ multiple gradient ascent steps for
y’s update to solve the inner subproblem exactly or inexactly, or further do similar
acceleration for x’s update by adding regularization terms to the inner objective
function, and thus are relatively complicated to be implemented.
On the other hand, fewer studies have been directed to single-loop algorithms
for nonconvex-concave minimax problems, even though these methods are more
popular in practice due to their simplicity. One such method is the gradient
descent-ascent (GDA) method, which performs a gradient descent step on x and a
gradient ascent step on y simultaneously at each iteration. However, this algorithm
fails to converge even for simple bilinear zero-sum games [24]. Many improved
GDA algorithms have been proposed in [5,8,9,14,15,19]. However, the theoretical
understanding of GDA is fairly limited. Very recently, by setting the stepsize of
updating x in the order of ε4, Lin et al. [27] proved that the iteration complex-
ity of GDA to find an ε-stationary point of Φ(·) = maxy∈Y f(·, y) is bounded by
O˜(ε−6) for nonconvex-concave minimax problems when X = Rn and Y is a convex
compact set. If both x and y are constrained, the complexity of GDA still remains
unknown. Jin et al. [21] propose a GDmax algorithm with iteration complexity
O˜ (ε−6), which corresponds to the number of times the inner maximization prob-
lem is solved. Moreover, Lu et al. [29] proposed another single-loop algorithm for
nonconvex minimax problems, namely the Hybrid Block Successive Approximation
(HiBSA) algorithm, which can obtain an ε-stationary point of f(x, y) in O˜ (ε−4)
iterations when X and Y are convex compact sets. At each iteration, for updat-
ing x, one has to solve the subproblem of minimizing a strongly convex function
majorizing the original function f for a fixed y, while for updating y one has to
solve the subproblem of minimizing the original function f(x, y) plus some regular-
ization terms for a fixed x. Under the nonconvex-concave (not strongly concave)
setting, both complexity results in [29] and [21] count the number of times the
inner maximization problem is solved, without taking into account the complexity
of solving the inner maximization problem. Moreover, different stopping rules have
been adopted in these existing works, e.g., [28,29,38].
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As mentioned earlier, another interesting class of minimax problems is the
(strongly) convex-nonconcave setting of (1.1), i.e., f(x, y) is (strongly) convex
w.r.t. x and nonconcave w.r.t. y. However, for any given x, to solve the inner maxi-
mization subproblem, i.e., maxy∈Y f(x, y), is already NP-hard. Due to this reason,
almost all the existing nested-loop algorithms will loss their theoretic guarantees
since they need to solve the inner subproblem exactly, or approximately with an
error proportional to the accuracy ε. Most existing single-loop algorithms, e.g.,
HiBSA or GDmax, will also get stuck, since they require the solution of the inner
maximization problem.
In this paper, we propose a simple and unified single-loop Alternating Gradi-
ent Projection (AGP) algorithm for solving both nonconvex- (strongly) concave
setting and (strongly) convex-nonconcave minimax problems. At each iteration,
only simple gradient projection steps are employed for updating x and y alterna-
tively. We analyze the gradient complexity of the proposed unified AGP algorithm
under four different settings. Our main contribution are as follows. Firstly, for the
nonconvex-concave setting, we show that an ε-stationary point of f can be ob-
tained in O (ε−2) (resp. O (ε−4)) iterations for nonconvex-strongly concave (resp.
nonconvex concave) minimax problems. To the best of our knowledge, these repre-
sent the state-of-the-art single loop algorithms under nonconvex-concave setting.
Secondly, we show that the gradient complexity to obtain an ε-stationary point of
f is O (ε−2) (resp., O (ε−4)) under the strongly convex-nonconcave (resp., convex-
nonconcave ) setting. To the best of our knowledge, these are the first two theoret-
ically guaranteed convergence results reported in the literature under this setting.
Existing single-loop algorithms under both settings are summarized in Table 1.
Table 1 Single-loop Algorithms for solving (1.1) in nonconvex-concave and convex-
nonconcave settings
Algorithms
Nonconvex-concave setting Convex-Nonconcave setting
strongly concave general concave strongly convex general convex
GDA[27] O
(
ε−2
)
O˜
(
ε−6
)
1 Unknown Unknown
GDmax[21] O
(
ε−2
)
O˜
(
ε−6
)
1,3 Failed Failed
HiBSA[29] O
(
ε−2
)
O˜
(
ε−4
)
2,3 Failed Failed
AGP O
(
ε−2
)
O
(
ε−4
)
2 O
(
ε−2
)
O
(
ε−4
)
1 This complexity is to obtain an ε-stationary point of Φ(·) = maxy∈Y f(·, y), when
X = Rn and Y is a convex compact set.
2 This complexity is to obtain an ε-stationary point of f , when X and Y are both convex
compact sets.
3 This complexity corresponds to the number of times the inner maximization problem
is solved. Thus it does not consider the complexity of solving the inner problem.
It is worth mentioning the most general nonconvex-nonconcave minimax prob-
lems, i.e., f(x, y) is nonconvex w.r.t. x and nonconcave w.r.t y. It should be noted
that it is unclear whether a stationary point exists or not for solving these gen-
eral minimax problems. Most recent work aimed at defining a notion of goodness
or developing new practical algorithms for reducing oscillations and speeding up
the convergence of gradient dynamics [3,9,18,20,31]. The convergence results for
all these algorithms hold either in local region or asymptotically and hence can
not imply the global convergence rate. Recently, Flokas et al. [12] analyze the
GDA algorithm for nonconvex-nonconcave Zero-Sum Games, i.e., X = Rn and
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Y = Rm. Lin et al. [26] propose a proximal algorithm to solve a special case of
the nonconvex-nonconcave minimax problem, where the function f(x, y) satisfies a
generalized monotone variational inequality condition (see [11]), and show its con-
vergence to stationary points. [38] studies a special class of nonconvex-nonconcave
minimax problem, in which f(x, ·) satisfies the Polyak- Lojasiewic(PL) condition.
More recently, the work [46] studied the two sided PL minimax problems and
proposed a variance reduced strategy for solving them.
The rest of this paper is organized as follows. In Section 2, we propose a
unified alternating gradient projection (AGP) algorithm for nonconvex-(strongly)
concave and (strongly) convex-concave minimax problems. We then analyze the
corresponding gradient complexity for four different settings in Section 3 and Sec-
tion 4. Some conclusions and discussions are given in the last section.
Notation. For vectors, we use ‖ · ‖ to denote the l2-norm. For a function
f(x, y) : Rn × Rm → R, we use ∇xf(x, y) (or ∇yf(x, y)) to denote the partial
gradient of f with respect to the first variable (or the second variable) at point
(x, y). Let PX and PY denote projections onto the sets X and Y. Finally, we use
the notation O(·) to hide only absolute constants which do not depend on any
problem parameter, and O˜(·) notation to hide only absolute constants and log
factors.
2 An Alternating Gradient Projection Algorithm
In this section, we propose a unified alternating gradient projection (AGP) algo-
rithm that will be used later for solving a few different classes of minimax problems.
Each iteration of the proposed AGP algorithm consists of two gradient projection
steps for updating both x and y. Instead of the original function f(x, y), AGP uses
the gradient of a regularized version of the original function, i.e.,
f˜(x, y) = f(x, y) + bk2 ‖x‖2 − ck2 ‖y‖2, (2.1)
where bk ≥ 0 and ck ≥ 0 are two regularization parameters. More specifically, for a
given pair (xk, yk) ∈ X ×Y, AGP minimizes a linearized approximation of f˜(x, yk)
plus some regularized term to update xk as follows:
xk+1 = argminx∈X 〈∇xf˜ (xk, yk) , x− xk〉+ βk2 ‖x− xk‖2
= PX
(
xk − 1βk∇xf(xk, yk)−
1
βk
bkxk
)
, (2.2)
where PX is the projection operator onto X and βk > 0 denotes a stepsize pa-
rameter. Similarly, it updates yk by maximizing a linearized approximation of
f˜ (xk+1, y) minus some regularized term, i.e.,
yk+1 = argmaxy∈Y〈∇y f˜ (xk+1, yk) , y − yk〉 − γk2 ‖y − yk‖2
= PY
(
yk +
1
γk
∇yf(xk+1, yk)− 1γk ckyk
)
, (2.3)
where PY is the projection operator onto Y and γk > 0 is another stepsize param-
eter. The proposed AGP method is formally stated in Algorithm 2.1.
Algorithm 2.1 (An Alternating Gradient Projection (AGP) Algorithm)
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Step 1 Input x1, y1, β1, γ1, b1, c1; Set k = 1.
Step 2 Calculate βk and bk, and perform the following update for xk:
xk+1 = PX
(
xk − 1βk∇xf(xk, yk)−
1
βk
bkxk
)
.
Step 3 Calculate γk and ck, and perform the following update for yk:
yk+1 = PY
(
yk +
1
γk
∇yf(xk+1, yk)− 1γk ckyk
)
.
Step 4 If converges, stop; otherwise, set k = k + 1, go to Step 2.
Observe that AGP always uses the current primal variable xk+1 to update
the dual variable yk+1. This alternating approach is rather natural and has been
widely used by practitioners for solving minimax problems, e.g., in generative
adversarial networks. However, to the best of our knowledge, the convergence for
this type of method has never been established before in the literature. Our goal
is to investigate different conditions that can guarantee the convergence of this
relatively simple scheme, and establish their associated rates of convergence.
In order to analyze the convergence of AGP, we use the stationarity gap defined
below as the termination criterion for the AGP algorithm.
Definition 2.1 At each iteration of Algorithm 2.1, the stationarity gap for prob-
lem (1.1) is defined as:
∇G (xk, yk) :=

 βk
(
xk − PX
(
xk − 1βk∇xf (xk, yk)
))
γk
(
yk −PY
(
yk +
1
γk
∇yf (xk, yk)
))

 ,
where PX and PY are projection operators onto X and Y respectively. For sim-
plicity, we denote ∇Gk = ∇G(xk, yk) and
(∇Gk)x := βk
(
xk −PX
(
xk − 1βk∇xf (xk, yk)
))
,
(∇Gk)y := γk
(
yk − PY
(
yk +
1
γk
∇yf (xk, yk)
))
.
Definition 2.2 At each iteration of Algorithm 2.1, we also define the following
stationarity gap for problem (1.1) w.r.t. f˜(x, y):
∇G˜ (xk, yk) :=

 βk
(
xk − PX
(
xk − 1βk∇xf˜ (xk, yk)
))
γk
(
yk −PY
(
yk +
1
γk
∇y f˜ (xk, yk)
))

 ,
For simplicity, we denote ∇G˜k = ∇G˜(xk, yk) and
(∇G˜k)x := βk
(
xk −PX
(
xk − 1βk∇xf˜ (xk, yk)
))
,
(∇G˜k)y := γk
(
yk − PY
(
yk +
1
γk
∇y f˜ (xk, yk)
))
.
We need to make the following assumption about the smoothness of f to show
the convergence of AGP.
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Assumption 2.1 The function f(x, y) is continuously differentiable and there exist
constants Lx, L21, Ly and L12 such that for every x, x1, x2 ∈ X , and y, y1, y2 ∈ Y,
we have
‖∇xf (x1, y)−∇xf (x2, y) ‖ ≤ Lx‖x1 − x2‖,
‖∇xf (x, y1)−∇xf (x, y2) ‖ ≤ L21‖y1 − y2‖,
‖∇yf (x, y1)−∇yf (x, y2) ‖ ≤ Ly‖y1 − y2‖,
‖∇yf (x1, y)−∇yf (x2, y) ‖ ≤ L12‖x1 − x2‖.
3 Nonconvex-(Strongly) Concave Setting
In this section, we establish the convergence of AGP for the cases where f is
nonconvex w.r.t. x, but concave w.r.t. y.
3.1 Nonconvex-strongly concave setting
We first assume that f(x, y) is nonconvex w.r.t. x for any fixed y ∈ Y, and µ-
strongly concave function w.r.t. y for any given x ∈ X . We refer to this case as the
nonconvex-strongly concave setting. Under this setting, ∀k ≥ 1, we set
βk = η, γk =
1
ρ , and bk = ck = 0 (3.1)
in Algorithm 2.1, and simplify the update for xk and yk as follows:
xk+1 = PX
(
xk − 1η∇xf(xk, yk)
)
, (3.2)
yk+1 = PY (yk + ρ∇yf(xk+1, yk)) . (3.3)
Note that, after fixing βk and γk to be constant, the AGP algorithm is closely
related to the GDA algorithm [27]. The main difference exists in that GDA per-
forms simultaneously gradient descent on xk and gradient ascent on yk, both using
the older gradient ∇xf(xk, yk) and ∇yf(xk, yk), whereas AGP performs gradient
descent on xk first, and then performs gradient ascent on yk by using the newest
gradient ∇yf(xk+1, yk) instead of the older one given by ∇yf(xk, yk).
Our goal in the remaining part of this subsection is to establish the iteration
complexity of Algorithm 2.1 under the nonconvex-strongly concave setting.
Lemma 3.1 below shows a descent result for the xk update.
Lemma 3.1 Suppose that Assumption 2.1 holds. Let {(xk, yk)} be a sequence
generated by Algorithm 2.1 with parameter settings in (3.1). If η > Lx, then
∀k ≥ 1, we have
f (xk+1, yk)− f (xk, yk) ≤ − η2 ‖xk+1 − xk‖2. (3.4)
Proof Firstly, by the optimality condition for (3.2), we have
〈∇xf (xk, yk) + η (xk+1 − xk) , xk − xk+1〉 ≥ 0. (3.5)
By Assumption 2.1, the gradient of f is Lipschitz continuous, implying that
f (xk+1, yk)− f (xk, yk) ≤ 〈∇xf (xk, yk) , xk+1 − xk〉+ Lx2 ‖xk+1 − xk‖2. (3.6)
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Adding (3.5) and (3.6), and using the assumption that η > Lx, we can easily show
that
f (xk+1, yk)− f (xk, yk) ≤ −
(
η − Lx2
)
‖xk+1 − xk‖2 ≤ − η2 ‖xk+1 − xk‖2.
We now establish an important recursion for the AGP algorithm.
Lemma 3.2 Suppose that Assumption 2.1 holds. Let {(xk, yk)} be a sequence
generated by Algorithm 2.1 with parameter settings in (3.1). If η > Lx, then we
have
f (xk+1, yk+1)− f (xk, yk)
≤−
(
η
2 −
L212ρ
2
)
‖xk+1 − xk‖2 −
(
µ
2 − 1ρ
)
‖yk+1 − yk‖2
−
(
µ− 12ρ −
ρL2y
2
)
‖yk − yk−1‖2. (3.7)
Proof The optimality condition for yk’s update in (3.3) implies that ∀y ∈ Y and
∀k ≥ 1,
〈∇yf (xk+1, yk)− 1ρ (yk+1 − yk) , y − yk+1〉 ≤ 0. (3.8)
By choosing y = yk in (3.8), we have
〈∇yf (xk+1, yk)− 1ρ (yk+1 − yk) , yk − yk+1〉 ≤ 0. (3.9)
On the other hand, by replacing k with k − 1 and choosing y = yk+1 in (3.8), we
obtain
〈∇yf (xk, yk−1)− 1ρ (yk − yk−1) , yk+1 − yk〉 ≤ 0, (3.10)
which, in view of the fact that f (x, y) is µ-strongly concave with respect to y for
any given x ∈ X , then implies that
f (xk+1, yk+1)− f (xk+1, yk)
≤〈∇yf (xk+1, yk) , yk+1 − yk〉 − µ2 ‖yk+1 − yk‖2
≤〈∇yf (xk+1, yk)−∇yf (xk, yk−1) , yk+1 − yk〉
+ 1ρ 〈yk − yk−1, yk+1 − yk〉 − µ2 ‖yk+1 − yk‖2. (3.11)
Denoting vk+1 := (yk+1 − yk) − (yk − yk−1), we can write the first inner product
term in the r.h.s. of (3.11) as
〈∇yf (xk+1, yk)−∇yf (xk, yk−1) , yk+1 − yk〉
=〈∇yf (xk+1, yk)−∇yf (xk, yk) , yk+1 − yk〉
+ 〈∇yf (xk, yk)−∇yf (xk, yk−1) , vk+1〉
+ 〈∇yf (xk, yk)−∇yf (xk, yk−1) , yk − yk−1〉. (3.12)
Next, we estimate the three terms in the right hand side of (3.12) respectively. By
Assumption 2.1 and the Cauchy-Schwarz inequality, we can bound the first two
terms according to
〈∇yf (xk+1, yk)−∇yf (xk, yk) , yk+1 − yk〉
≤L
2
12ρ
2 ‖xk+1 − xk‖2 + 12ρ‖yk+1 − yk‖2, (3.13)
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and
〈∇yf (xk, yk)−∇yf (xk, yk−1) , vk+1〉 ≤ ρL
2
y
2 ‖yk − yk−1‖2 + 12ρ‖vk+1‖2. (3.14)
For the third term, by µ-strongly-concavity of f with respect to y,
〈∇yf (xk, yk)−∇yf (xk, yk−1) , yk − yk−1〉 ≤ −µ‖yk − yk−1‖2. (3.15)
Moreover, it can be easily checked that
1
ρ 〈yk − yk−1, yk+1 − yk〉 = 12ρ‖yk − yk−1‖2 + 12ρ‖yk+1 − yk‖2 − 12ρ‖vk+1‖2. (3.16)
Plugging (3.12)-(3.16) into (3.11) and rearranging the terms, we conclude that
f (xk+1, yk+1)− f (xk+1, yk)
≤L
2
12ρ
2 ‖xk+1 − xk‖2 −
(
µ
2 − 1ρ
)
‖yk+1 − yk‖2
−
(
µ− 12ρ −
ρL2y
2
)
‖yk − yk−1‖2. (3.17)
The proof is completed by combining (3.17) with (3.4) in Lemma 3.1.
One may want to take the telescoping sum of (3.7) in order to provide a bound
on
∑
k(‖xk+1 − xk‖2 + ‖yk+1 − yk‖2). However, since (1/ρ+ ρL2y)/2 ≥ Ly ≥ µ, the
coefficient of the third term in the r.h.s. of (3.7) is always positive. As a result, we
need to further refine this relation as shown below.
Lemma 3.3 Suppose that Assumption 2.1 holds. Let {(xk, yk)} be a sequence
generated by Algorithm 2.1 with parameter settings in (3.1). Also let us denote
fk+1 := f (xk+1, yk+1) , Sk+1 :=
2
ρ2µ‖yk+1 − yk‖
2,
Fk+1 := fk+1 + Sk+1 − (µ+ 72ρ −
ρL2y
2 −
2L2y
µ )‖yk+1 − yk‖2.
If
η > Ly, η > L
2
12ρ+
4L212
ρµ2 , and ρ ≤ µ4L2y , (3.18)
then
Fk+1 − Fk ≤−
(
η
2 −
ρL212
2 −
2L212
ρµ2
)
‖xk+1 − xk‖2
−
(
3µ−ρL2y
2 +
µ−4ρL2y
2ρµ
)
‖yk+1 − yk‖2. (3.19)
Proof First by (3.8) and (3.10), we have
1
ρ 〈vk+1, yk+1 − yk〉 ≤ 〈∇yf (xk+1, yk)−∇yf (xk, yk−1) , yk+1 − yk〉,
which together with (3.12) then imply that
1
ρ 〈vk+1, yk+1 − yk〉 ≤〈∇yf (xk+1, yk)−∇yf (xk, yk) , yk+1 − yk〉
+ 〈∇yf (xk, yk)−∇yf (xk, yk−1) , vk+1〉
+ 〈∇yf (xk, yk)−∇yf (xk, yk−1) , yk − yk−1〉. (3.20)
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Similar to (3.13), we can easily see that
〈∇yf (xk+1, yk)−∇yf (xk, yk) , yk+1 − yk〉
≤L
2
12
2µ ‖xk+1 − xk‖2 + µ2 ‖yk+1 − yk‖2. (3.21)
By plugging (3.14),(3.15),(3.21) into (3.20), and using the identity 1ρ 〈vk+1, yk+1−
yk〉 = 12ρ‖yk+1 − yk‖2 + 12ρ‖vk+1‖2 − 12ρ‖yk − yk−1‖2, we conclude that
1
2ρ‖yk+1 − yk‖2 + 12ρ‖vk+1‖2 − 12ρ‖yk − yk−1‖2
≤L
2
12
2µ ‖xk+1 − xk‖2 + µ2 ‖yk+1 − yk‖2 +
ρL2y
2 ‖yk − yk−1‖2
+ 12ρ‖vk+1‖2 − µ‖yk − yk−1‖2. (3.22)
Rearranging the terms of (3.22), we have
1
2ρ‖yk+1 − yk‖2 − 12ρ‖yk − yk−1‖2
≤L
2
12
2µ ‖xk+1 − xk‖2 + µ2 ‖yk+1 − yk‖2 −
(
µ− ρL
2
y
2
)
‖yk − yk−1‖2. (3.23)
Multiplying 4ρµ on both sides of (3.23) and using the definition of Sk+1, we obtain
Sk+1 − Sk ≤ 2L
2
12
µ2ρ ‖xk+1 − xk‖
2 + 2ρ‖yk+1 − yk‖2
−
(
4
ρ −
2L2y
µ
)
‖yk − yk−1‖2.
It then follows from (3.7) in Lemma 3.2 and the definition of Fk that
Fk+1 − Fk ≤−
(
η
2 −
ρL212
2 −
2L212
ρµ2
)
‖xk+1 − xk‖2
−
(
3µ−ρL2y
2 +
µ−4ρL2y
2ρµ
)
‖yk+1 − yk‖2.
We are now ready to establish the iteration complexity for the AGP algorithm
in the nonconvex-strongly concave setting. In particular, letting ∇G (xk, yk) be
defined as in Definition 2.1 and ε > 0 be a given target accuracy, we provide a
bound on T (ε), the first iteration index such that ‖∇G(xk, yk)‖ ≤ ε, i.e.,
T (ε) := min{k | ‖∇G(xk, yk)‖ ≤ ε}. (3.24)
Theorem 3.1 Suppose that Assumption 2.1 holds. Let {(xk, yk)} be a sequence
generated by Algorithm 2.1 with parameter settings in (3.1). If the relations in
(3.18) are satisfied, then it holds that
T (ε) ≤ F1−Fd1ε2 ,
where
d1 :=
min
{
η
2−
ρL212
2 −
2L212
ρµ2 ,
3µ−ρL2y
2 +
µ−4ρL2y
2ρµ
}
max
{
η2+2L212,
2
ρ2
} and F := f − (µ+ 72ρ − ρL
2
y
2 −
2L2y
µ )σ
2
y
with f := min(x,y)∈X×Y f(x, y) and σy := max{‖y1 − y2‖ | y1, y2 ∈ Y}.
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Proof It follows immediately from (3.1) and (3.2) that
‖(∇Gk)x‖ = η‖xk+1 − xk‖. (3.25)
On the other hand, by yk+1 = PY (yk + ρ∇yf (xk+1, yk)) in (3.3) and trigonometric
inequality, we obtain that
‖(∇Gk)y‖
≤ 1ρ‖PY (yk + ρ∇yf (xk+1, yk))− PY (yk + ρ∇yf (xk, yk))‖+ 1ρ‖yk+1 − yk‖
≤ 1ρ‖yk+1 − yk‖+ L12‖xk+1 − xk‖, (3.26)
where the last inequality is due to the nonexpansion of the projection operator and
Assumption 2.1. By combining(3.25)-(3.26), and using Cauchy-Schwarz inequality,
we obtain
‖∇Gk‖2 ≤
(
η2 + 2L212
)
‖xk+1 − xk‖2 + 2ρ2 ‖yk+1 − yk‖
2. (3.27)
Observing that by (3.18), d1 > 0. Multiplying both sides of (3.27) by d1, and using
(3.19) in Lemma 3.3, we have
d1‖∇Gk‖2 ≤ Fk − Fk+1. (3.28)
Summing up the above inequalities from k = 1 to k = T (ε), we obtain
∑T (ε)
k=1 d1‖∇Gk‖2 ≤ F1 − FT (ε)+1. (3.29)
Note that by the definition of Fk+1 in Lemma 3.3, we have
FT (ε)+1 = fT (ε)+1 + ST (ε)+1 − (µ+ 72ρ −
ρL2y
2 −
2L2y
µ )‖yT (ε)+1 − yT (ε)‖2
≥ f − (µ+ 72ρ −
ρL2y
2 −
2L2y
µ )σ
2
y = F ,
where the inequality follows from the definitions of f and σy, and the facts that
Sk ≥ 0 (∀k ≥ 1) and µ+ 72ρ −
ρL2y
2 −
2L2y
µ ≥ 0 due to the selection of ρ in (3.18). We
then conclude from (3.29) that
∑T (ε)
k=1 d1‖∇Gk‖2 ≤ F1 − FT (ε)+1 ≤ F1 − F ,
which, in view of the definition of T (ε), implies that ε2 ≤ (F1 − F )/(T (ε) · d1) or
equivalently, T (ε) ≤ (F1 − F )/(d1ε2).
Theorem 3.1 shows that the gradient complexity of Algorithm 2.1 to obtain
an ε-first order stationarity point of f is O(ε−2) under general nonconvex-strongly
concave setting. Under this setting, although many existing algorithms can achieve
this complexity bound, very few single-loop algorithms have been investigated. It
seems that even the complexity bound for the GDA algorithm remains unknown
under this setting when X and Y are both convex compact sets. As mentioned
earlier, with βk, γk, and bk = ck = 0 as in (3.1), Algorithm 2.1 is a single-loop
alternating gradient projection method with constant stepsizes, which is extremely
simple to implement in practice.
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3.2 Nonconvex-concave setting
In this subsection, we analyze the iteration complexity of Algorithm 2.1 for the
general nonconvex-concave setting, for which f(x, y) is nonconvex w.r.t. x for any
fixed y ∈ Y, and concave w.r.t. y for any given x ∈ X . Under this setting, ∀k ≥ 1,
we set
βk = η¯ + β¯k, γk =
1
ρ¯ , bk = 0, (3.30)
where η¯ > 0 and ρ¯ > 0 are two constants, and β¯k > 0 are stepsize parameters to be
defined later. We also make the following assumption about the parameters ck.
Assumption 3.1 {ck} is a nonnegative monotonically decreasing sequence.
Lemma 3.4 below slightly generalizes Lemma 3.1 to show the descent property
for the xk update.
Lemma 3.4 Suppose that Assumption 2.1 holds. Let {(xk, yk)} be a sequence
generated by Algorithm 2.1 with parameter settings in (3.30). If ∀k, β¯k > Lx, then
f (xk+1, yk)− f (xk, yk) ≤ −
(
η¯ + β¯k2
)
‖xk+1 − xk‖2. (3.31)
Proof Firstly, by the optimality condition for (2.2), we have
〈∇xf (xk, yk) +
(
η¯ + β¯k
)
(xk+1 − xk) , xk − xk+1〉 ≥ 0. (3.32)
By Assumption 2.1, the gradient of f is Lipschitz continuous, implying that
f (xk+1, yk)− f (xk, yk) ≤ 〈∇xf (xk, yk) , xk+1 − xk〉+ Lx2 ‖xk+1 − xk‖2. (3.33)
The result then follows by adding (3.32) and (3.33) and using the assumption that
β¯k > Lx.
By Assumption 2.1 and ∇y f˜ (xk+1, y) = ∇yf (xk+1, y)− cky, we have
‖∇y f˜ (xk, yk)−∇y f˜ (xk, yk−1)‖
=‖∇yf (xk, yk)−∇yf (xk, yk−1)− ck−1 (yk − yk−1)‖
≤ (Ly + ck−1) ‖yk − yk−1‖. (3.34)
Denoting L′y = Ly + c1, by Assumption 3.1 and (3.34), we have
‖∇y f˜ (xk, yk)−∇y f˜ (xk, yk−1)‖ ≤ L
′
y‖yk − yk−1‖.
It then follows from the above inequality and the strong concavity of f˜ (xk, yk)
w.r.t. y [36] that
〈∇yf˜ (xk, yk)−∇y f˜ (xk, yk−1) , yk − yk−1〉
≤ − 1L′y+ck−1 ‖∇y f˜ (xk, yk)−∇y f˜ (xk, yk−1)‖
2
− ck−1L
′
y
L′y+ck−1
‖yk − yk−1‖2. (3.35)
We will use the above inequality to establish some important recursions for the
AGP method under the nonconvex-concave setting in the following two results.
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Lemma 3.5 Suppose that Assumptions 2.1 and 3.1 hold for the nonconvex-concave
setting. Let{(xk, yk)} be a sequence generated by Algorithm 2.1 with parameter
settings in (3.30). If β¯k > Lx, ∀k ≥ 1 and ρ¯ ≤ 2L′y+c1 , then
f (xk+1, yk+1)− f (xk, yk)
≤−
(
η¯ + β¯k2 −
L212
2ak
)
‖xk+1 − xk‖2 + ( 12ρ¯ + ak2 −
ck−1−ck
2 )‖yk+1 − yk‖2
+ 12ρ¯‖yk − yk−1‖2 +
ck−1
2 (‖yk+1‖2 − ‖yk‖2), (3.36)
for any ak > 0.
Proof The optimality condition for yk’s update in (2.3) implies that, ∀y ∈ Y and
∀k ≥ 1,
〈∇yf (xk+1, yk)− 1ρ¯ (yk+1 − yk)− ckyk, y − yk+1〉 ≤ 0. (3.37)
By choosing y = yk in (3.37), we have
〈∇yf (xk+1, yk)− 1ρ¯ (yk+1 − yk)− ckyk, yk − yk+1〉 ≤ 0. (3.38)
On the other hand, by replacing k with k − 1 and choosing y = yk+1 in (3.37), we
obtain
〈∇yf (xk, yk−1)− 1ρ¯ (yk − yk−1)− ck−1yk−1, yk+1 − yk〉 ≤ 0. (3.39)
Since ∇y f˜ (xk+1, y) = ∇yf (xk+1, y)− cky, (3.38) and (3.39) can be rewritten as
〈∇yf˜ (xk+1, yk)− 1ρ¯ (yk+1 − yk) , yk − yk+1〉 ≤ 0, (3.40)
and
〈∇y f˜ (xk, yk−1)− 1ρ¯ (yk − yk−1) , yk+1 − yk〉 ≤ 0. (3.41)
The concavity of f˜ (xk, yk) w.r.t. y together with (3.41) then imply that
f˜ (xk+1, yk+1)− f˜ (xk+1, yk)
≤〈∇y f˜ (xk+1, yk) , yk+1 − yk〉
≤〈∇y f˜ (xk+1, yk)−∇y f˜ (xk, yk−1) , yk+1 − yk〉
+ 1ρ¯ 〈yk − yk−1, yk+1 − yk〉. (3.42)
Denoting vk+1 = (yk+1 − yk)− (yk − yk−1), we can see that the first inner product
term in the r.h.s. of the above inequality can be written as:
〈∇y f˜ (xk+1, yk)−∇y f˜ (xk, yk−1) , yk+1 − yk〉
=〈∇y f˜ (xk+1, yk)−∇y f˜ (xk, yk) , yk+1 − yk〉
+ 〈∇y f˜ (xk, yk)−∇y f˜ (xk, yk−1) , vk+1〉
+ 〈∇y f˜ (xk, yk)−∇y f˜ (xk, yk−1) , yk − yk−1〉. (3.43)
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By plugging (3.43) into (3.42), we obtain
f˜ (xk+1, yk+1)− f˜ (xk+1, yk)
≤〈∇y f˜ (xk+1, yk)−∇y f˜ (xk, yk) , yk+1 − yk〉
+ 〈∇y f˜ (xk, yk)−∇y f˜ (xk, yk−1) , vk+1〉
+ 〈∇y f˜ (xk, yk)−∇y f˜ (xk, yk−1) , yk − yk−1〉
+ 1ρ¯ 〈yk − yk−1, yk+1 − yk〉. (3.44)
We now provide bounds on the inner product terms of (3.44). Firstly, by the
definition of f˜ , Assumptions 2.1 and 3.1, and the Cauchy-Schwarz inequality, we
have
〈∇y f˜ (xk+1, yk)−∇y f˜ (xk, yk) , yk+1 − yk〉
=〈∇yf (xk+1, yk)−∇yf (xk, yk) , yk+1 − yk〉+ (ck−1 − ck) 〈yk, yk+1 − yk〉
≤L
2
12
2ak
‖xk+1 − xk‖2 + ak2 ‖yk+1 − yk‖2 +
ck−1−ck
2 (‖yk+1‖2 − ‖yk‖2)
− ck−1−ck2 ‖yk+1 − yk‖2. (3.45)
Secondly, by Cauchy-Schwarz inequality,
〈∇y f˜ (xk, yk)−∇y f˜ (xk, yk−1) , vk+1〉
≤ ρ¯2‖∇y f˜ (xk, yk)−∇y f˜ (xk, yk−1)‖2 + 12ρ¯‖vk+1‖2. (3.46)
Thirdly, it follows from (3.35) that
〈∇y f˜ (xk, yk)−∇y f˜ (xk, yk−1) , yk − yk−1〉
≤ − 1L′y+ck−1 ‖∇y f˜ (xk, yk)−∇y f˜ (xk, yk−1)‖
2. (3.47)
Using the previous three observations, the identity
1
ρ¯ 〈yk − yk−1, yk+1 − yk〉
= 12ρ¯‖yk+1 − yk‖2 − 12ρ¯‖vk+1‖2 + 12ρ¯‖yk − yk−1‖2, (3.48)
and the assumption ρ¯2 ≤ 1L′y+c1 in (3.44), we conclude
f (xk+1, yk+1)− f (xk+1, yk)
≤L
2
12
2ak
‖xk+1 − xk‖2 + ( 12ρ¯ −
ck−1−ck
2 +
ak
2 )‖yk+1 − yk‖2
+ 12ρ¯‖yk − yk−1‖2 +
ck−1
2 (‖yk+1‖2 − ‖yk‖2), (3.49)
for any ak > 0. The result then follows by combining (3.49) with (3.31).
It turns out that from Lemma 3.5 we can not obtain an upper bound on the
positively weighted sum of ‖xk+1 − xk‖2 and ‖yk+1 − yk‖2 to provide an upper
bound for ‖∇Gk‖. We need to further refine this result in (3.36) to overcome this
difficulty as shown in the following important result for Algorithm 2.1.
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Lemma 3.6 Suppose that Assumptions 2.1 and 3.1 hold. Let {(xk, yk)} be a se-
quence generated by Algorithm 2.1 with parameter settings in (3.30). Also let us
denote fk+1 := f (xk+1, yk+1),
S˜k+1 :=
4
ρ¯2ck+1
‖yk+1 − yk‖2 − 4ρ¯
(
ck−1
ck
− 1
)
‖yk+1‖2,
F˜k+1 := fk+1 + S˜k+1 − 72ρ¯‖yk+1 − yk‖2 − ck2 ‖yk+1‖2.
If
1
ck+1
− 1ck ≤
ρ¯
10 , ρ¯ ≤ 2L′y+c1 , c1 ≤ L
′
y, (3.50)
then ∀k ≥ 1,
F˜k+1 − F˜k ≤−
(
η¯ + β¯k2 −
ρ¯L212
2 −
8L212
ρ¯c2k
)
‖xk+1 − xk‖2 − 110ρ¯‖yk+1 − yk‖2
+ 4ρ¯
(
ck−2
ck−1
− ck−1ck
)
‖yk‖2 + ck−1−ck2 ‖yk+1‖2.
Proof By (3.37) and (3.38), we have
〈∇y f˜ (xk+1, yk)−∇y f˜ (xk, yk−1)− 1ρ¯vk+1, yk+1 − yk〉 ≥ 0, (3.51)
which, in view of (3.43), then implies that
1
ρ¯ 〈vk+1, yk+1 − yk〉 ≤〈∇y f˜ (xk+1, yk)−∇y f˜ (xk, yk) , yk+1 − yk〉
+ 〈∇yf˜ (xk, yk)−∇y f˜ (xk, yk−1) , vk+1〉
+ 〈∇yf˜ (xk, yk)−∇y f˜ (xk, yk−1) , yk − yk−1〉. (3.52)
Using an argument similar to the proof of (3.45)-(3.48), the relation in (3.35), and
the Cauchy-Schwarz inequality, we conclude from (3.52) that
1
2ρ¯‖yk+1 − yk‖2 + 12ρ¯‖vk+1‖2 − 12ρ¯‖yk − yk−1‖2
≤L
2
12
2bk
‖xk+1 − xk‖2 + bk2 ‖yk+1 − yk‖2 +
ck−1−ck
2 (‖yk+1‖2 − ‖yk‖2)
− ck−1−ck2 ‖yk+1 − yk‖2 + ρ¯2‖∇y f˜ (xk, yk)−∇y f˜ (xk, yk−1)‖2
+ 12ρ¯‖vk+1‖2 − 1L′y+ck−1 ‖∇y f˜ (xk, yk)−∇y f˜ (xk, yk−1)‖
2
− ck−1L
′
y
L′y+ck−1
‖yk − yk−1‖2 (3.53)
for any bk > 0. Noting ρ¯ <
2
L′y+c1
and Assumption 3.1, and rearranging the terms
in (3.53), we obtain
1
2ρ¯‖yk+1 − yk‖2 −
ck−1−ck
2 ‖yk+1‖2
≤ 12ρ¯‖yk − yk−1‖2 −
ck−1−ck
2 ‖yk‖2 +
L212
2bk
‖xk+1 − xk‖2 + bk2 ‖yk+1 − yk‖2
− ck−1L
′
y
L′y+ck−1
‖yk − yk−1‖2. (3.54)
Observing by c1 ≤ L
′
y and Assumption 3.1,
− ck−1L
′
y
ck−1+L′y
< − ck−1L
′
y
2L′y
= − ck−12 < − ck2 , (3.55)
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we conclude from (3.54) that
1
2ρ¯‖yk+1 − yk‖2 −
ck−1−ck
2 ‖yk+1‖2
≤ 12ρ¯‖yk − yk−1‖2 −
ck−1−ck
2 ‖yk‖2 +
L212
2bk
‖xk+1 − xk‖2 + bk2 ‖yk+1 − yk‖2
− ck2 ‖yk − yk−1‖2. (3.56)
By multiplying 8ρ¯ck on both sides of (3.56), we then obtain
4
ρ¯2ck
‖yk+1 − yk‖2 − 4ρ¯
(
ck−1
ck
− 1
)
‖yk+1‖2
≤ 4ρ¯2ck ‖yk − yk−1‖
2 − 4ρ¯ (
ck−1
ck
− 1)‖yk‖2 + 4L
2
12
ρ¯ckbk
‖yk+1 − yk‖2
+ 4bkρ¯ck ‖yk+1 − yk‖
2 − 4ρ¯‖yk − yk−1‖2. (3.57)
Setting bk =
ck
2 in the above inequality, and using the definition of S˜k+1, we have
S˜k+1 − S˜k ≤ 4ρ¯
(
ck−2
ck−1
− ck−1ck
)
‖yk‖2 + 8L
2
12
ρ¯c2k
‖xk+1 − xk‖2
+
(
2
ρ¯ +
4
ρ¯2
(
1
ck+1
− 1ck
))
‖yk+1 − yk‖2 − 4ρ¯‖yk − yk−1‖2. (3.58)
On the other hand, by setting ak =
1
ρ¯ in (3.36), we obtain
f (xk+1, yk+1)− f (xk, yk)
≤ −
(
η¯ + β¯k2 −
ρ¯L212
2
)
‖xk+1 − xk‖2 +
(
1
ρ¯ −
ck−1−ck
2
)
‖yk+1 − yk‖2
+ 12ρ¯‖yk − yk−1‖2 +
ck−1
2 (‖yk+1‖2 − ‖yk‖2). (3.59)
Combining (3.58) and (3.59), and using the definition of {F˜k}, we conclude
F˜k+1 − F˜k
≤−
(
η¯ + β¯k2 −
ρ¯L212
2 −
8L212
ρ¯c2k
)
‖xk+1 − xk‖2 + ck−1−ck2 ‖yk+1‖2
−
(
1
2ρ¯ − 4ρ¯2
(
1
ck+1
− 1ck
))
‖yk+1 − yk‖2 + 4ρ¯
(
ck−2
ck−1
− ck−1ck
)
‖yk‖2
≤−
(
η¯ + β¯k2 −
ρ¯L212
2 −
8L212
ρ¯c2k
)
‖xk+1 − xk‖2 − 110ρ¯‖yk+1 − yk‖2
+ 4ρ¯
(
ck−2
ck−1
− ck−1ck
)
‖yk‖2 + ck−1−ck2 ‖yk+1‖2,
where the second inequality holds due to the assumption 1ck+1 −
1
ck
≤ ρ¯10 .
We are now ready to establish the iteration complexity for the AGP algorithm
in the general nonconvex-concave setting. In particular, letting ∇G (xk, yk) be
defined as in Definition 2.1 and ε > 0 be a given target accuracy, we provide a
bound on T (ε) (c.f. (3.24)), i.e., the first iteration index such that ‖∇G(xk, yk)‖ ≤ ε.
Theorem 3.2 Suppose that Assumptions 2.1 and 3.1 hold. Let {(xk, yk)} be a
sequence generated by Algorithm 2.1 with the parameter settings in (3.30). If
ρ¯ ≤ 1Ly and ck =
1
2ρ¯k1/4
, k ≥ 1, then for any given ε > 0,
T (ε) ≤ max
((
64ρ¯(τ−2)L212d3d4
ε2 + 2
)2
,
σˆ4y
ρ¯4ε4 + 1
)
,
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where τ > 2 and σˆy := max{‖y‖ | y ∈ Y},
d3 := F˜3 − f + 7σ
2
y
2ρ¯ +
(
6 + 3
max{128(τ−2)ρ¯2L212d¯1,120
√
2}
) σˆ2y
ρ¯
with σy and f being defined in Theorem 3.1,
d¯1 :=
8τ2
(τ−2)2 +
2(ρ¯L212−η¯)2+3L212
162ρ¯2(τ−2)2L412 ,
and d4 := max
{
d¯1,
5
√
3
8(τ−2)ρ¯2L212
}
.
Proof By ρ¯ ≤ 1Ly and ck =
1
2ρ¯k1/4
, k ≥ 1, it can be easily checked that the relations
in (3.50) are satisfied. For any k ≥ 1, let us denote αk = (4τ−8)L
2
12
ρ¯c2k
with τ > 2, and
β¯k = ρ¯L
2
12 +
16L212
ρ¯c2k
+ 2αk − 2η¯. It following from the selection of αk and β¯k that
η¯ + β¯k2 −
ρ¯L212
2 −
8L212
ρ¯c2k
= αk.
This observation, in view of Lemma 3.6, then immediately implies that
αk‖xk+1 − xk‖2 + 110ρ¯‖yk+1 − yk‖2
≤F˜k − F˜k+1 + 4ρ¯
(
ck−2
ck−1
− ck−1ck
)
‖yk‖2 + ck−1−ck2 ‖yk+1‖2. (3.60)
We can easily check from the definition of f˜(x, y) that
‖∇G(xk, yk)‖ − ‖∇G˜k‖ ≤ ck−1‖yk‖,
where ∇G˜k is defined in Definition 2.2. Noting that (2.2) is equivalent to xk+1 =
PX
(
xk − 1(β¯k+η¯)∇xf˜ (xk, yk)
)
, we immediately obtain
‖(∇G˜k)x‖ =
(
η¯ + β¯k
) ‖xk+1 − xk‖. (3.61)
On the other hand, since (2.3) is equivalent to yk+1 = PY
(
yk + ρ¯∇y f˜ (xk+1, yk)
)
,
we conclude from the trigonometric inequality that
‖(∇G˜k)y‖
≤ 1ρ¯‖PY
(
yk + ρ¯∇y f˜ (xk+1, yk)
)− PY (yk + ρ¯∇y f˜ (xk, yk))‖+ 1ρ¯‖yk+1 − yk‖
≤ 1ρ¯‖yk+1 − yk‖+ L12‖xk+1 − xk‖+ (ck−1 − ck) ‖yk‖. (3.62)
Combining (3.61) and (3.62), and using the Cauchy-Schwarz inequality, we have
‖∇G˜k‖2
≤
[(
η¯ + β¯k
)2
+ 3L212
]
‖xk+1 − xk‖2 + 3ρ¯2 ‖yk+1 − yk‖
2 + 3 (ck−1 − ck)2 ‖yk‖2
≤
[(
η¯ + β¯k
)2
+ 3L212
]
‖xk+1 − xk‖2 + 3ρ¯2 ‖yk+1 − yk‖
2
+ 3
(
c2k−1 − c2k
)
‖yk‖2, (3.63)
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where the last inequality follows from the inequality
(ck−1 − ck)2 ≤ (ck−1 − ck) (ck−1 + ck) = c2k−1 − c2k.
Since both αk and β¯k are in the same order when r becomes large enough, it then
follows from the definition of d¯1 that ∀k ≥ 1,
(η¯+β¯k)
2
+3L212
α2k
=
(
ρ¯L212+
8τL212
ρ¯c2k
−η¯
)2
+3L212
α2k
≤ 2(32ρ¯τL
2
12
√
k)2+2(ρ¯L212−η¯)2+3L212
16ρ¯2(4τ−8)2L412k ≤ d¯1.
(3.64)
Combining the previous two inequalities in (3.63) and (3.64), we obtain
‖∇G˜k‖2 ≤d¯1 (αk)2 ‖xk+1 − xk‖2 + 3ρ¯2 ‖yk+1 − yk‖
2
+ 3
(
c2k−1 − c2k
)
‖yk‖2. (3.65)
Denote d
(2)
k =
1
max
{
d¯1αk,
30
ρ¯
} . By multiplying d(2)k on the both sides of (3.65) and
using (3.60), we get
d
(2)
k ‖∇G˜k‖2
≤F˜k − F˜k+1 + 4ρ¯
(
ck−2
ck−1
− ck−1ck
)
‖yk‖2 + ck−1−ck2 ‖yk+1‖2
+ d(2)k
(
3c2k−1 − 3c2k
)
‖yk‖2
≤F˜k − F˜k+1 + 4ρ¯
(
ck−2
ck−1
− ck−1ck
)
σˆ2y +
ck−1−ck
2 σˆ
2
y
+ 3
(
d
(2)
k−1c
2
k−1 − d(2)k c2k
)
σˆ2y , (3.66)
where the second inequality follows since d
(2)
k is a decreasing sequence. Denoting
T˜ (ε) = min{k | ‖∇G˜(xk, yk)‖ ≤ ε2 , k ≥ 3},
F˜ := mink≥3min(x,y)∈X×Y F˜k and summarizing both sides of (3.66) from k = 3
to k = T˜ (ε), we then obtain
∑T˜ (ε)
k=3 d
(2)
k ‖∇G˜k‖2
≤F˜3 − F˜ + 4ρ¯
(
c1
c2
− cT˜ (ε)−1cT˜ (ε)
)
σˆ2y +
c2−cT˜ (ε)
2 σˆ
2
y + 3
(
d
(2)
2 c
2
2 − d(2)T˜ (ε)c
2
T˜ (ε)
)
σˆ2y
≤F˜3 − F˜ + 4c1ρ¯c2 σˆ
2
y +
c2
2 σˆ
2
y + 3d
(2)
2 c
2
2σˆ
2
y
=F˜3 − F˜ +
(
2
9
4 + 2−
9
4 + 3
max{128(τ−2)ρ¯2L212d¯1,120
√
2}
)
σˆ2y
ρ¯
, (3.67)
where the last equality follows from the settings of c1, c2 and d
(2)
2 . By the fact that
F˜ ≥ f − 72ρ¯σ2y −
(
4(21/4−1)
ρ¯ +
1
4ρ¯
)
σˆ2y , and from the definition of d3, we conclude
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that
∑T˜ (ε)
k=3 d
(2)
k ‖∇G˜k‖2
≤F˜3 − f + 7σ
2
y
2ρ¯ +
(
4(2
1
4 − 1) + 14 + 2
9
4 + 2−
9
4 + 3
max{128(τ−2)ρ¯2L212d¯1,120
√
2}
)
σˆ2y
ρ¯
≤F˜3 − f + 7σ
2
y
2ρ¯ +
(
6 + 3
max{128(τ−2)ρ¯2L212d¯1,120
√
2}
) σˆ2y
ρ¯
= d3. (3.68)
By the setting of d4, we can see that d4 = max{d¯1, 30ρ¯α3 }. Observe that {αk} is an
increasing sequence, when k ≥ 3, we have that d4 ≥ max{d¯1, 30ρ¯αk } =
1
d
(2)
k αk
, which
implies that d
(2)
k ≥ 1d4αk . Using this relation in (3.68), we have
∑T˜ (ε)
k=3
1
αk
‖∇G˜k‖2 ≤ d3d4,
which, by the definition of T˜ (ε), implies that
ε2
4 ≤ d3d4∑T˜ (ε)
k=3
1
αk
. (3.69)
Note that when ck =
1
2ρ¯k1/4
, αk = 16ρ¯(τ − 2)L212
√
k. By using this identity, the
fact
∑T˜ (ε)
k=3 1/
√
k ≥
√
T˜ (ε) − 2 and (3.69), we conclude ε24 ≤
16d3d4ρ¯(τ−2)L212√
T˜ (ε)−2 or
equivalently,
T˜ (ε) ≤
(
64d3d4ρ¯(τ−2)L212
ε2 + 2
)2
.
On the other hand, if k >
σˆ4y
ρ¯4ε4 + 1, then ck−1 =
1
2ρ¯(k−1)1/4 ≤
ε
2σˆy
. This inequality
together with the definition of σˆy then imply that ck−1‖yk‖ ≤ ε2 . Therefore, there
exists a
T (ε) ≤ max(T˜ (ε), σˆ
4
y
ρ¯4ε4 + 1)
≤ max
((
64d3d4ρ¯(τ−2)L212
ε2 + 2
)2
,
σˆ4y
ρ¯4ε4 + 1
)
,
such that ‖∇Gk‖ ≤ ‖∇G˜k‖+ ck‖yk‖ ≤ ε2 + ε2 = ε. This completes the proof.
Theorem 3.2 shows that the gradient complexity of Algorithm 2.1 to obtain an
ε-stationarity point of f in the nonconvex-concave setting is bounded by O(ε−4),
by specifying β¯k and ck as in the order of k
1/2 and 1/k1/4 for each k. In this setting
the stepsize for updating xk is in the order of k
−1/2, while the one for updating
yk is a constant at iteration k.
It worth mentioning two closely related work to ours. One is the HiBSA algo-
rithm proposed by [29] for nonconvex-concave problems. It seems that our iteration
complexity is slightly better than that of the HiBSA algorithm by a logarithmic
factor. More importantly, the two subproblems for updating xk and yk in AGP
are much easier than those in the HiBSA algorithm, as the latter method needs to
solve maxy∈Y f(x, y) at each iteration to update yk under the general nonconvex-
concave (not necessarily strongly concave) setting. Another related method is the
GDA algorithm. By setting the step size to update xk in the order of ε
4, Lin et
al. [27] proved that the iteration complexity of GDA to return an ε-stationary
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point of Φ(·) = maxy∈Y f(·, y) is bounded by O˜(ε−6) for nonconvex-concave mini-
max problems when X = Rn and Y is a convex compact set. In this paper, both
X and Y are two convex compact sets, hence the outer problem is a constrained
minimization problem instead of an unconstrained one. Under this setting, the
stopping rule, i.e., ‖∇Φ(·)‖ ≤ ε, used in [27] for unconstrained minimization set-
ting needs to be reconsidered. Moreover, the step sizes to update xk in AGP is a
decreasing sequence in the order of k−1/2, which is significantly larger than O(ε4)
stepsize allowed in GDA, and thus may result in better practical performance.
4 (Strongly) Convex-Nonconcave Setting
In this section, we establish the convergence of AGP for the cases where f is convex
w.r.t. x, but possibly nonconcave w.r.t. y. These are important minimax problems
but the studies on their solution methods are still quite limited.
4.1 Strongly Convex-Nonconcave Setting
We first assume that f(x, y) is θ-strongly convex w.r.t. x for any fixed y ∈ Y, and
nonconcave w.r.t. y for any given x ∈ X . We refer to this case as the strongly
convex-nonconcave setting. Under this setting, ∀k ≥ 1, we set
βk =
1
ζ , γk = ν, bk = ck = 0, (4.1)
in Algorithm 2.1, and simplify the update for xk and yk as follows:
xk+1 = PX (xk − ζ∇xf(xk, yk)) , (4.2)
yk+1 = PY
(
yk +
1
ν∇yf(xk+1, yk)
)
. (4.3)
Our goal in the remaining part of this subsection is to establish the iteration com-
plexity of Algorithm 2.1 under the strongly convex-nonconcave setting. The con-
vergence analysis for this setting is different from that of the nonconvex-strongly
concave setting in Section 3. We first show in Lemma 4.1 below an ascent result
for the yk’s update, instead of xk’s update.
Lemma 4.1 Suppose that Assumption 2.1 holds. Let {(xk, yk)} be a sequence
generated by Algorithm 2.1 with the parameter settings in (4.1). If ν > Ly , then
∀k ≥ 1, we have
f (xk+1, yk+1)− f (xk+1, yk) ≥ ν2‖yk+1 − yk‖2. (4.4)
Proof Firstly, by the optimality condition for (4.3), we have
〈∇yf (xk+1, yk)− ν (yk+1 − yk) , yk − yk+1〉 ≤ 0. (4.5)
By Assumption 2.1, the gradient of f is Lipschitz continuous, implying that
f (xk+1, yk+1)−f (xk+1, yk) ≥ 〈∇yf (xk+1, yk) , yk+1−yk〉− Ly2 ‖yk+1−yk‖2. (4.6)
The result then follows by adding (4.5) and (4.6) and using the assumption that
ν > Ly.
We now establish another important recursion for the AGP algorithm, which
provides an estimate on the increase of the function values from f (xk+1, yk) to
f (xk+2, yk+1).
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Lemma 4.2 Suppose that Assumption 2.1 holds. Let {(xk, yk)} be a sequence
generated by Algorithm 2.1 with parameter settings in (4.1). If ν > Ly, we have
∀k ≥ 1,
f (xk+2, yk+1)− f (xk+1, yk)
≥
(
ν
2 −
L221ζ
2
)
‖yk+1 − yk‖2 +
(
θ
2 − 1ζ
)
‖xk+2 − xk+1‖2
+
(
θ − 12ζ −
ζL2x
2
)
‖xk+1 − xk‖2. (4.7)
Proof The optimality condition for xk’s update in (4.2) implies that ∀x ∈ X and
∀k ≥ 1,
〈∇xf (xk, yk) + 1ζ (xk+1 − xk) , x− xk+1〉 ≥ 0. (4.8)
By choosing x = xk+2 in (4.8), we have
〈∇xf (xk, yk) + 1ζ (xk+1 − xk) , xk+2 − xk+1〉 ≥ 0. (4.9)
On the other hand, by replacing k with k + 1 and choosing x = xk+1 in (4.8), we
obtain
〈∇xf (xk+1, yk+1) + 1ζ (xk+2 − xk+1) , xk+1 − xk+2〉 ≥ 0. (4.10)
The fact that f (x, y) is θ-strongly convex with respect to x for any given y ∈ Y
then implies that
f (xk+2, yk+1)− f (xk+1, yk+1)
≥〈∇xf (xk+1, yk+1) , xk+2 − xk+1〉+ θ2‖xk+2 − xk+1‖2
≥〈∇xf (xk+1, yk+1)−∇xf (xk, yk) , xk+2 − xk+1〉
− 1ζ 〈xk+1 − xk, xk+2 − xk+1〉+ θ2‖xk+2 − xk+1‖2, (4.11)
where the second inequality follows from (4.9). Denote mk+1 = (xk+2 − xk+1) −
(xk+1 − xk). Then, we can write the first inner product term in the right hand
side of (4.11) as
〈∇xf (xk+1, yk+1)−∇xf (xk, yk) , xk+2 − xk+1〉
=〈∇xf (xk+1, yk+1)−∇xf (xk+1, yk) , xk+2 − xk+1〉
+ 〈∇xf (xk+1, yk)−∇xf (xk, yk) ,mk+1〉
+ 〈∇xf (xk+1, yk)−∇xf (xk, yk) , xk+1 − xk〉. (4.12)
Next, we estimate the three terms in the right hand side of (4.12) respectively. By
Assumption 2.1 and the Cauchy-Schwarz inequality, we firstly give the estimate of
the first two terms as follows.
〈∇xf (xk+1, yk+1)−∇xf (xk+1, yk) , xk+2 − xk+1〉
≥ − L
2
21ζ
2 ‖yk+1 − yk‖2 − 12ζ ‖xk+2 − xk+1‖2, (4.13)
and
〈∇xf (xk+1, yk)−∇xf (xk, yk) ,mk+1〉
≥ − ζL
2
x
2 ‖xk+1 − xk‖2 − 12ζ ‖mk+1‖2. (4.14)
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For the third term, by the θ-strongly-convexity of f with respect to x, we have
〈∇xf (xk+1, yk)−∇xf (xk, yk) , xk+1 − xk〉 ≥ θ‖xk+1 − xk‖2. (4.15)
Moreover, it can be easily checked that
1
ζ 〈xk+1 − xk, xk+2 − xk+1〉
= 12ζ ‖xk+1 − xk‖2 + 12ζ ‖xk+2 − xk+1‖2 − 12ζ ‖mk+1‖2. (4.16)
Plugging (4.12)-(4.16) into (4.11) and rearranging the terms, we conclude that
f (xk+2, yk+1)− f (xk+1, yk+1)
≥− L
2
21ζ
2 ‖yk+1 − yk‖2 +
(
θ
2 − 1ζ
)
‖xk+2 − xk+1‖2
+
(
θ − 12ζ −
ζL2x
2
)
‖xk+1 − xk‖2. (4.17)
The proof is completed by combining (4.17) with (4.4) in Lemma 4.1.
Next, we further refine this relation in (4.7) as shown below.
Lemma 4.3 Suppose that Assumption 2.1 holds. Let {(xk, yk)} be a sequence
generated by Algorithm 2.1 with parameter settings in (4.1). Denote
fˆk+1 := f (xk+2, yk+1) , Sˆk+1 := − 2ζ2θ ‖xk+2 − xk+1‖
2,
Fˆk+1 := fˆk+1 + Sˆk+1 − ( θ2 − 3ζ )‖xk+2 − xk+1‖2.
If
ν > Ly, ν > L
2
21ζ +
4L221
ζθ2 , ζ ≤ θ4L2x , (4.18)
then ∀k ≥ 1,
Fˆk+1 − Fˆk ≥
(
ν
2 −
ζL221
2 −
2L221
ζθ2
)
‖yk+1 − yk‖2
+
(
3θ−ζL2x
2 +
θ−4ζL2x
2ζθ
)
‖xk+1 − xk‖2. (4.19)
Proof Firstly, by (4.9) and (4.10), we have
1
ζ 〈mk+1, xk+1 − xk+2〉 ≥ 〈∇xf (xk+1, yk+1)−∇xf (xk, yk) , xk+2 − xk+1〉,
which together with (4.12) then imply that
1
ζ 〈mk+1, xk+1 − xk+2〉 ≥〈∇xf (xk+1, yk+1)−∇xf (xk+1, yk) , xk+2 − xk+1〉
+ 〈∇xf (xk+1, yk)−∇xf (xk, yk) ,mk+1〉
+ 〈∇xf (xk+1, yk)−∇xf (xk, yk) , xk+1 − xk〉. (4.20)
Similar to (4.13), we can easily show that
〈∇xf (xk+1, yk+1)−∇xf (xk+1, yk) , xk+2 − xk+1〉
≥ − L
2
21
2θ ‖yk+1 − yk‖2 − θ2‖xk+2 − xk+1‖2. (4.21)
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By plugging (4.21), (4.14), (4.15) into (4.20), and using the identity 1ζ 〈mk+1, xk+1−
xk+2〉 = − 12ζ ‖xk+2 − xk+1‖2 − 12ζ ‖mk+1‖2 + 12ζ ‖xk+1 − xk‖2, we obtain
− 12ζ ‖xk+2 − xk+1‖2 − 12ζ ‖mk+1‖2 + 12ζ ‖xk+1 − xk‖2
≥− L
2
21
2θ ‖yk+1 − yk‖2 − θ2‖xk+2 − xk+1‖2 −
ζL2x
2 ‖xk+1 − xk‖2
− 12ζ ‖mk+1‖2 + θ‖xk+1 − xk‖2. (4.22)
Rearranging the terms of (4.22), we have
− 12ζ ‖xk+2 − xk+1‖2 + 12ζ ‖xk+1 − xk‖2
≥− L
2
21
2θ ‖yk+1 − yk‖2 − θ2‖xk+2 − xk+1‖2 +
(
θ − ζL
2
x
2
)
‖xk+1 − xk‖2. (4.23)
Multiplying 4ζθ on both sides of (4.23) and using the definition of Sˆk+1, we obtain
Sˆk+1 − Sˆk ≥− 2L
2
21
θ2ζ ‖yk+1 − yk‖
2 − 2ζ ‖xk+2 − xk+1‖2
+
(
4
ζ −
2L2x
θ
)
‖xk+1 − xk‖2.
It then follows from the above inequality, (4.7) in Lemma 4.2 and the definition
of Fˆk that
Fˆk+1 − Fˆk ≥
(
ν
2 −
ζL221
2 −
2L221
ζθ2
)
‖yk+1 − yk‖2
+
(
3θ−ζL2x
2 +
θ−4ζL2x
2ζθ
)
‖xk+1 − xk‖2.
We are now ready to establish the iteration complexity for the AGP algorithm
in the strongly convex-nonconcave setting. In particular, we provide a bound on
T (ε) defined as in (3.24), i.e., the first iteration index such that ‖∇G(xk, yk)‖ ≤ ε
for a given target accuracy ε > 0.
Theorem 4.1 Suppose that Assumption 2.1 holds. Let {(xk, yk)} be a sequence
generated by Algorithm 2.1 with parameters settings in (4.1). If the relations in
(4.18) are satisfied and ζ ≤ 6θ , then ∀ε > 0, it holds that
T (ε) ≤ f−(
θ
2−
3
ζ )σ
2
x−Fˆ1
dˆ1ε2
,
where f := max(x,y)∈X×Y f(x, y), σx = max{‖x1 − x2‖ | ∀x1, x2 ∈ X}, and
dˆ1 :=
min
{
ν
2−
ζL221
2 −
2L221
ζθ2 ,
3θ−ζL2x
2 +
θ−4ζL2x
2ζθ
}
max
{
1
ζ2 +2L
2
12,2ν
2
} .
Proof It follows immediately from (4.1) and (4.2) that
‖(∇Gk)x‖ = 1ζ ‖xk+1 − xk‖. (4.24)
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On the other hand, by (4.3) and the trigonometric inequality, we obtain
‖(∇Gk)y‖
≤ν‖PY
(
yk − 1ν∇yf (xk+1, yk)
)− PY (yk − 1ν∇yf (xk, yk))‖
+ ν‖yk+1 − yk‖
≤ν‖yk+1 − yk‖+ L12‖xk+1 − xk‖, (4.25)
where the last inequality is due to the nonexpansion of the projection operator and
Assumption 2.1. By combining(4.24) and (4.25), and using the Cauchy-Schwarz
inequality, we have
‖∇Gk‖2 ≤
(
1
ζ2 + 2L
2
12
)
‖xk+1 − xk‖2 + 2ν2‖yk+1 − yk‖2. (4.26)
Observing that by (4.18), dˆ1 > 0. Multiplying both sides of (4.26) by dˆ1, and using
(4.19) in Lemma 4.3, we have
dˆ1‖∇Gk‖2 ≤ Fˆk+1 − Fˆk. (4.27)
Summing up (4.27) from k = 1 to k = T (ε), we obtain
∑T (ε)
k=1 dˆ1‖∇Gk‖2 ≤ FˆT (ε)+1 − Fˆ1. (4.28)
Note that, by the definition of Fˆk+1 in Lemma 4.3, we have
FˆT (ε)+1 = fT (ε)+1 + SˆT (ε)+1 − ( θ2 − 3ζ )‖xT (ε)+2 − xT (ε)+1‖2
≤ f − ( θ2 − 3ζ )σ2x,
where the last inequality follows from the difinitions of f and σx, Sˆk ≤ 0 (∀k ≥ 1),
and θ2 − 3ζ ≤ 0 due to the selection of ζ ≤ 6θ . We then conclude from (4.28) and
the above inequality that
∑T (ε)
k=1 dˆ1‖∇Gk‖2 ≤ FˆT (ε)+1 − Fˆ1 ≤ f − ( θ2 − 3ζ )σ2x − Fˆ1,
which, in view of the definition of T (ε), implies ε2 ≤ (f−( θ2− 3ζ )σ2x−Fˆ1)/(T (ε) · dˆ1)
and hence the result.
Theorem 4.1 shows that the number of gradient evaluations performed by
Algorithm 2.1 to obtain an ε-first order stationary point of f is bounded by O (ε−2)
under the strongly convex-nonconcave setting. To the best of our knowledge, this
is the first theoretical guarantee that has been obtained in the literature for solving
this class of minimax problems.
4.2 General Convex-Nonconcave Setting
In this subsection, we analyze the iteration complexity of Algorithm 2.1 applied
to the general convex-nonconcave setting, for which f(x, y) is convex w.r.t. x for
any fixed y ∈ Y, and nonconcave w.r.t. y for any given x ∈ X . Under this setting,
∀k ≥ 1, we set
βk =
1
ζ¯
, γk = ν¯ + γ¯k, bk = qk, ck = 0, (4.29)
where ζ¯ > 0 and ν¯ > 0 are two constants, γ¯k and qk are stepsize parameters to be
defined later. We need to make the following assumption on the parameters qk.
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Assumption 4.1 {qk} is a nonnegative monotonically decreasing sequence.
Lemma 4.4 below slightly generalizes Lemma 4.1 to show the ascent property for
the yk update.
Lemma 4.4 Suppose that Assumption 2.1 holds. Let {(xk, yk)} be a sequence
generated by Algorithm 2.1 with parameter settings in (4.29). If ∀k ≥ 1, γ¯k > Ly,
then
f (xk+1, yk+1)− f (xk+1, yk) ≥
(
ν¯ + γ¯k2
) ‖yk+1 − yk‖2. (4.30)
Proof Firstly, by the optimality condition for (4.3), we have
〈∇yf (xk+1, yk)− (ν¯ + γ¯k) (yk+1 − yk) , yk − yk+1〉 ≤ 0. (4.31)
By Assumption 2.1, the gradient of f is Lipschitz continuous, implying that
f (xk+1, yk+1)−f (xk+1, yk) ≥ 〈∇yf (xk+1, yk) , yk+1−yk〉−Ly2 ‖yk+1−yk‖2. (4.32)
The result then follows by adding (4.31) and (4.32), and using the assumption
that γ¯k > Ly.
By Assumption 2.1 and ∇xf˜ (x, yk+1) = ∇xf (x, yk+1) + qkx, we have
‖∇xf˜ (xk+1, yk)−∇xf˜ (xk, yk)‖
=‖∇xf (xk+1, yk)−∇xf (xk, yk) + qk−1 (xk+1 − xk)‖
≤ (Lx + qk−1) ‖xk+1 − xk‖. (4.33)
Denoting L′x := Lx + q1, by Assumption 4.1 and (4.33), we have
‖∇xf˜ (xk+1, yk)−∇xf˜ (xk, yk)‖ ≤ L
′
x‖xk+1 − xk‖.
It then follows from the above inequality and the strong convexity of f˜ (xk, yk)
w.r.t. x, and Theorem 2.1.12 in [36] that
〈∇xf˜ (xk+1, yk)−∇xf˜ (xk, yk) , xk+1 − xk〉
≥ 1L′x+qk−1 ‖∇xf˜ (xk+1, yk)−∇xf˜ (xk, yk)‖
2
+
qk−1L
′
x
L′x+qk−1
‖xk+1 − xk‖2. (4.34)
Similar to Lemma 4.2, we first provide an estimate on the increase of the
function values from f (xk+1, yk) to f (xk+2, yk+1).
Lemma 4.5 Suppose that Assumptions 2.1 and 4.1 hold for the convex-nonconcave
setting. Let {(xk, yk)} be a sequence generated by Algorithm 2.1 with parameter
settings in (4.29). If γ¯k > Ly , ∀k ≥ 1 and ζ¯ ≤ 2L′x+q1 , then
f (xk+2, yk+1)− f (xk+1, yk)
≥
(
ν¯ + γ¯k2 −
L221ζ¯
2
)
‖yk+1 − yk‖2 +
(
qk−1−qk
2 − 1ζ¯
)
‖xk+2 − xk+1‖2
− 1
2ζ¯
‖xk+1 − xk‖2 − qk−12 (‖xk+2‖2 − ‖xk+1‖2). (4.35)
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Proof The optimality condition for xk’s update in (4.2) implies that ∀x ∈ X and
∀k ≥ 1,
〈∇xf (xk, yk) + 1ζ¯ (xk+1 − xk) + qkxk, x− xk+1〉 ≥ 0. (4.36)
By choosing x = xk+2 in (4.36), we have
〈∇xf (xk, yk) + 1ζ¯ (xk+1 − xk) + qkxk, xk+2 − xk+1〉 ≥ 0. (4.37)
On the other hand, by replacing k with k+1 and choosing x = xk+2 in (4.36), we
obtain
〈∇xf (xk+1, yk+1) + 1ζ¯ (xk+2 − xk+1) + qk+1xk+1, xk+1 − xk+2〉 ≥ 0. (4.38)
Since ∇xf˜ (x, yk+1) = ∇xf (x, yk+1) + qkx, (4.37) and (4.38) can be rewriten as
〈∇xf˜ (xk, yk) + 1ζ¯ (xk+1 − xk) , xk+2 − xk+1〉 ≥ 0, (4.39)
and
〈∇xf˜ (xk+1, yk+1) + 1ζ¯ (xk+2 − xk+1) , xk+1 − xk+2〉 ≥ 0. (4.40)
The convexity of f˜ (xk, yk) w.r.t. x together with (4.39) then imply that
f˜ (xk+2, yk+1)− f˜ (xk+1, yk+1)
≥〈∇xf˜ (xk+1, yk+1) , xk+2 − xk+1〉
≥〈∇xf˜ (xk+1, yk+1)−∇xf˜ (xk, yk) , xk+2 − xk+1〉
− 1
ζ¯
〈xk+1 − xk, xk+2 − xk+1〉. (4.41)
Denoting mk+1 := (xk+2 − xk+1) − (xk+1 − xk), we can see that the first inner
product term in right-hand side of the above inequality can be written as:
〈∇xf˜ (xk+1, yk+1)−∇xf˜ (xk, yk) , xk+2 − xk+1〉
=〈∇xf˜ (xk+1, yk+1)−∇xf˜ (xk+1, yk) , xk+2 − xk+1〉
+ 〈∇xf˜ (xk+1, yk)−∇xf˜ (xk, yk) ,mk+1〉
+ 〈∇xf˜ (xk+1, yk)−∇xf˜ (xk, yk) , xk+1 − xk〉. (4.42)
By plugging in (4.42) into (4.41), we obtain
f˜ (xk+2, yk+1)− f˜ (xk+1, yk+1)
≥〈∇xf˜ (xk+1, yk+1)−∇xf˜ (xk+1, yk) , xk+2 − xk+1〉
+ 〈∇xf˜ (xk+1, yk)−∇xf˜ (xk, yk) ,mk+1〉
+ 〈∇xf˜ (xk+1, yk)−∇xf˜ (xk, yk) , xk+1 − xk〉
− 1
ζ¯
〈xk+1 − xk, xk+2 − xk+1〉. (4.43)
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Next, we provide bounds on the inner product terms of (4.43). Firstly, by the
definition of f˜ , Assumption 2.1 and Assumption 4.1 and the Cauchy-Schwarz in-
equality, we have
〈∇xf˜ (xk+1, yk+1)−∇xf˜ (xk+1, yk) , xk+2 − xk+1〉
=〈∇xf (xk+1, yk+1)−∇xf (xk+1, yk) , xk+2 − xk+1〉
+ (qk − qk−1) 〈xk+1, xk+2 − xk+1〉
≥ − L
2
21ζ¯
2 ‖yk+1 − yk‖2 − 12ζ¯ ‖xk+2 − xk+1‖
2 +
qk−qk−1
2 (‖xk+2‖2 − ‖xk+1‖2)
− qk−qk−12 ‖xk+2 − xk+1‖2. (4.44)
Secondly, by Cauchy-Schwarz inequality,
〈∇xf˜ (xk+1, yk)−∇xf˜ (xk, yk) ,mk+1〉
≥ − ζ¯2‖∇xf˜ (xk+1, yk)−∇xf˜ (xk, yk)‖2 − 12ζ¯ ‖mk+1‖
2. (4.45)
Thirdly, it follows from (4.34) that
〈∇xf˜ (xk+1, yk)−∇xf˜ (xk, yk) , xk+1 − xk〉
≥ 1L′x+qk−1 ‖∇xf˜ (xk+1, yk)−∇xf˜ (xk, yk)‖
2
+
qk−1L
′
x
L′x+qk−1
‖xk+1 − xk‖2
≥ 1L′x+qk−1 ‖∇xf˜ (xk+1, yk)−∇xf˜ (xk, yk)‖
2. (4.46)
Using the previous three observations, the identity
1
ζ¯
〈xk+1 − xk, xk+2 − xk+1〉
= 1
2ζ¯
‖xk+1 − xk‖2 + 12ζ¯ ‖xk+2 − xk+1‖
2 − 1
2ζ¯
‖mk+1‖2, (4.47)
and the assumption ζ¯2 ≤ 1L′x+q1 in (4.43), we conclude
f (xk+2, yk+1)− f (xk+1, yk+1)
≥− L
2
21ζ¯
2 ‖yk+1 − yk‖2 +
(
qk−1−qk
2 − 1ζ¯
)
‖xk+2 − xk+1‖2
− 1
2ζ¯
‖xk+1 − xk‖2 − qk−12 (‖xk+2‖2 − ‖xk+1‖2). (4.48)
The result then follows by combining (4.48) with (4.30).
We need to further refine the relation in (4.35) in order to establish the con-
vergence of the AGP method as shown below.
Lemma 4.6 Suppose that Assumptions 2.1 and 4.1 hold. Let {(xk, yk)} be a se-
quence generated by Algorithm 2.1 with parameter settings in (4.29). Denote
fˆk+1 := f (xk+2, yk+1) and
Sˆk+1 := − 4ζ¯2qk+1 ‖xk+2 − xk+1‖
2 − 4
ζ¯
(
1− qkqk+1
)
‖xk+2‖2,
Fˆk+1 := fˆk+1 + Sˆk+1 + 175ζ¯ ‖xk+2 − xk+1‖
2 + qk2 ‖xk+2‖2.
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If
1
qk+1
− 1qk ≤
ζ¯
10 , ζ¯ ≤ 2L′x+q1 , and q1 ≤ L
′
x, (4.49)
then ∀k ≥ 1,
Fˆk+1 − Fˆk
≥
(
ν¯ + γ¯k2 −
ζ¯L221
2 −
8L221
ζ¯q2k
)
‖yk+1 − yk‖2 + qk−qk−12 ‖xk+2‖2
+ 1
10ζ¯
‖xk+1 − xk‖2 + 4ζ¯
(
qk
qk+1
− qk−1qk
)
‖xk+2‖2.
Proof By (4.39) and (4.40), we have
1
ζ¯
〈mk+1, xk+1 − xk+2〉 ≥ 〈∇xf˜ (xk+1, yk+1)−∇xf˜ (xk, yk) , xk+2 − xk+1〉,
which, in view of (4.42), then implies that
1
ζ¯
〈mk+1, xk+1 − xk+2〉 ≥〈∇xf˜ (xk+1, yk+1)−∇xf˜ (xk+1, yk) , xk+2 − xk+1〉
+〈∇xf˜ (xk+1, yk)−∇xf˜ (xk, yk) ,mk+1〉
+〈∇xf˜ (xk+1, yk)−∇xf˜ (xk, yk) , xk+1 − xk〉. (4.50)
Using an argument similar to the proof of (4.44)-(4.47), the relations (4.34), and
the Cauchy-Schwarz inequality, we conclude from (4.50) that
− 1
2ζ¯
‖xk+2 − xk+1‖2 − 12ζ¯ ‖mk+1‖
2 + 1
2ζ¯
‖xk+1 − xk‖2
≥− L
2
21
2hk
‖yk+1 − yk‖2 − hk2 ‖xk+1 − xk‖2 +
qk−qk−1
2 (‖xk+2‖2 − ‖xk+1‖2)
− qk−qk−12 ‖xk+2 − xk+1‖2 − ζ¯2‖∇xf˜ (xk+1, yk)−∇xf˜ (xk, yk)‖2
− 1
2ζ¯
‖mk+1‖2 + 1L′x+qk−1 ‖∇xf˜ (xk+1, yk)−∇xf˜ (xk, yk)‖
2
+
qk−1L
′
x
L′x+qk−1
‖xk+1 − xk‖2, (4.51)
for any hk > 0. Now observe by q1 ≤ L
′
x and Assumption 4.1,
qk−1L
′
x
qk−1+L′x
≥ qk−1L
′
x
2L′x
= qk−12 ≥ qk2 .
Using this observation and the assumption ζ¯ < 2
L′x+q1
, and rearranging the terms
in (4.51), we have
− 1
2ζ¯
‖xk+2 − xk+1‖2 − qk−qk−12 ‖xk+2‖2
≥− 1
2ζ¯
‖xk+1 − xk‖2 − qk−qk−12 ‖xk+1‖2 −
L221
2hk
‖yk+1 − yk‖2
− hk2 ‖xk+2 − xk+1‖2 + qk2 ‖xk+1 − xk‖2 +
qk−1−qk
2 ‖xk+2 − xk+1‖2
≥− 1
2ζ¯
‖xk+1 − xk‖2 − qk−qk−12 ‖xk+1‖2 −
L221
2hk
‖yk+1 − yk‖2
− hk2 ‖xk+2 − xk+1‖2 + qk2 ‖xk+1 − xk‖2. (4.52)
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By multiplying 8
ζ¯qk
on both sides of (4.52), we then obtain
− 4
ζ¯2qk
‖xk+2 − xk+1‖2 − 4ζ¯
(
1− qk−1qk
)
‖xk+2‖2
≥− 4
ζ¯2qk
‖xk+1 − xk‖2 − 4ζ¯ (1−
qk−1
qk
)‖xk+1‖2 − 4L
2
21
ζ¯qkhk
‖yk+1 − yk‖2
− 4hk
ζ¯qk
‖xk+2 − xk+1‖2 + 4ζ¯ ‖xk+1 − xk‖
2. (4.53)
Setting hk =
qk
2 in the above inequality, and using the definition of Sˆk+1 and
(4.49), we have
Sˆk+1 − Sˆk ≥ 4ζ¯
(
qk
qk+1
− qk−1qk
)
‖xk+2‖2 − 8L
2
21
ζ¯q2k
‖yk+1 − yk‖2
− 12
5ζ¯
‖xk+2 − xk+1‖2 + 4ζ¯ ‖xk+1 − xk‖
2. (4.54)
By combining (4.54) and (4.35) and using the definition of {Fˆk}, we conclude that
Fˆk+1 − Fˆk
≥
(
ν¯ + γ¯k2 −
ζ¯L221
2 −
8L221
ζ¯q2k
)
‖yk+1 − yk‖2 + qk−qk−12 ‖xk+2‖2
+ 1
10ζ¯
‖xk+1 − xk‖2 + 4ζ¯
(
qk
qk+1
− qk−1qk
)
‖xk+2‖2.
We are now ready to establish the iteration complexity for the AGP algorithm
applied to the general convex-nonconcave setting. In particular, letting ∇G (xk, yk)
be defined as in Definition 2.1 and ε > 0 be a given target accuracy, we provide a
bound on T (ε) = min{k | ‖∇G(xk, yk)‖ ≤ ε, k ≥ 2}.
Theorem 4.2 Suppose that Assumptions 2.1 and 4.1 hold. Let {(xk, yk)} be a
sequence generated by Algorithm 2.1 with parameter setting in (4.29).If ζ¯ ≤ 1Lx
and qk =
1
2ζ¯k1/4
, k ≥ 1, then for any given ε > 0,
T (ε) ≤ max
((
64ζ¯(τ−2)L221dˆ3dˆ4
ε2 + 1
)2
,
σˆ4x
ζ¯4ε4
+ 1
)
,
where τ > 2 and σˆx := max{‖x‖ | x ∈ X},
dˆ3 := f − Fˆ2 + 17
5ζ¯
σ2x +
31
5ζ¯
σˆ2x
with σx and f being defined in Theorem 4.1, and dˆ4 := max
{
Dˆ1, 5
√
2(1+2L212ζ¯
2)
16(τ−2)ζ¯2L221
}
with
Dˆ1 := 16τ
2
(τ−2)2 +
(ζ¯L221−ν¯)2
64(τ−2)2L421ζ¯2
.
Proof By ζ¯ ≤ 1Lx and qk =
1
2ζ¯k1/4
, k ≥ 1, it can be easily checked that the relations
in (4.49) are all satisfied. For any k ≥ 1, let us denote γ¯k = ζ¯L221+ 8τL
2
21
ζ¯q2k
− 2ν¯ with
τ > 2 and pk =
4(τ−2)L221
ζ¯q2k
. It follows from the selection of pk and γ¯k that
ν¯ + γ¯k2 −
ζ¯L221
2 −
8L221
ζ¯q2k
= pk.
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This observation, in view of Lemma 4.6, then immediately implies that
pk‖yk+1 − yk‖2 + 110ζ¯ ‖xk+1 − xk‖
2
≤Fˆk+1 − Fˆk + 4ζ¯
(
qk−1
qk
− qkqk+1
)
‖xk+2‖2 + qk−1−qk2 ‖xk+2‖2. (4.55)
We can easily see from the definition of f˜(x, y) that
‖∇G(xk, yk)‖ − ‖∇G˜k‖ ≤ qk−1‖xk‖,
where ∇G˜k is defined as in Definition 2.2. Note that (2.2) is equivalent to xk+1 =
PX
(
xk − ζ¯∇xf˜ (xk, yk)
)
, we immediately obtain
‖(∇G˜k)x‖ = 1ζ¯ ‖xk+1 − xk‖. (4.56)
On the other hand, since (2.3) is equivalent to yk+1 = PY
(
yk +
1
ν¯+γ¯k
∇y f˜ (xk+1, yk)
)
,
we conclude from the trigonometric inequality that
‖(∇G˜k)y‖
≤ (ν¯ + γ¯k) ‖PY
(
yk − 1ν¯+γ¯k∇y f˜ (xk+1, yk)
)
− PY
(
yk − 1ν¯+γ¯k∇y f˜ (xk, yk)
)
‖+ (ν¯ + γ¯k) ‖yk+1 − yk‖
≤ (ν¯ + γ¯k) ‖yk+1 − yk‖+ L12‖xk+1 − xk‖. (4.57)
By (4.56) and (4.57), and using Cauchy-Schwarz inequality, we have
‖∇G˜k‖2 ≤
(
1
ζ¯2
+ 2L212
)
‖xk+1 − xk‖2 + 2 (ν¯ + γ¯k)2 ‖yk+1 − yk‖2, (4.58)
Since pk and γ¯k are in the same order when k becomes large enough, it then follows
from the setting of Dˆ1 > 0 that ∀k ≥ 1,
Dˆ1 ≥ 2(ζ¯L
2
21+32τ ζ¯L
2
21
√
k−ν¯)2
162(τ−2)2L421ζ¯2k
= 2(ν¯+γ¯k)
2
p2k
. (4.59)
Then from (4.58) and (4.59), we obtain
‖∇G˜k‖2 ≤
(
1
ζ¯2
+ 2L212
)
‖xk+1 − xk‖2 + Dˆ1p2k‖yk+1 − yk‖2. (4.60)
Denote dˆ
(2)
k =
1
max
{
Dˆ1pk,10ζ¯ +20ζ¯L
2
12
} . By multiplying dˆ(2)k on the both sides of
(4.60) and using (4.55), we get
dˆ
(2)
k ‖∇G˜k‖
2 ≤Fˆk+1 − Fˆk + 4ζ¯
(
qk−1
qk
− qkqk+1
)
‖xk+2‖2 + qk−1−qk2 ‖xk+2‖2. (4.61)
Denoting
Tˆ (ε) = min{k | ‖∇G˜(xk, yk)‖ ≤ ε2 , k ≥ 2},
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Fˆ0 := max(x,y)∈X×Y Fˆk, and summarizing both sides of (4.61) from k = 2 to
k = Tˆ (ε), we then obtain
∑Tˆ (ε)
k=2 dˆ
(2)
k ‖∇G˜k‖2
≤Fˆ0 − Fˆ2 + 4ζ¯
(
q1
q2
− qTˆ (ε)qTˆ (ε)+1
)
σˆ2x +
q1−qTˆ (ε)
2 σˆ
2
x
≤Fˆ0 − Fˆ2 + 4q1ζ¯q2 σˆ
2
x +
q1
2 σˆ
2
x
=Fˆ0 − Fˆ2 + 4·2
1/4
ζ¯
σˆ2x +
1
4ζ¯
σˆ2x, (4.62)
where the last equality follows from the settings of q1 and q2. By the fact that
Fˆ0 ≤ f + 4
ζ¯
(21/4 − 1)σˆ2x + 175ζ¯σ
2
x +
1
4ζ¯
σˆ2x and from the definition of dˆ3, we conclude
that
∑Tˆ (ε)
k=2 dˆ
(2)
k ‖∇G˜k‖2
≤f − Fˆ2 + 4
ζ¯
(25/4 − 1)σˆ2x + 17
5ζ¯
σ2x +
1
2ζ¯
σˆ2x
≤f − Fˆ2 + 17
5ζ¯
σ2x +
31
5ζ¯
σˆ2x = dˆ3. (4.63)
where the last equality is by the fact that Fˆ0 ≤ f + 4
ζ¯
(21/4 − 1)σˆ2x + 175ζ¯σ
2
x +
1
4ζ¯
σˆ2x
and the definition of dˆ3. By the setting of dˆ4,we can see that dˆ4 = max{Dˆ1, 10ζ¯p2 +
20L212ζ¯
p2
}. Observe that {pk} is an increasing sequence by Assumption 4.1 and hence
dˆ4 ≥ max{Dˆ1, 10ζ¯pk +
20L212ζ¯
pk
} = 1
dˆ
(2)
k pk
, which implies that dˆ(2)k ≥ 1dˆ4pk . Using this
relation in (4.63), we have
∑Tˆ (ε)
k=2
1
pk
‖∇G˜k‖2 ≤ dˆ3dˆ4,
which, by the definition of Tˆ (ε), we have
ε2
4 ≤ dˆ3dˆ4∑Tˆ (ε)
k=2
1
pk
. (4.64)
Note that when qk =
1
2ζ¯k1/4
, pk = 16ζ¯(τ − 2)L221
√
k. By using this identity, the
fact
∑Tˆ (ε)
k=2 1/
√
k ≥
√
Tˆ (ε) − 1 and (4.64), we conclude ε24 ≤
16ζ¯(τ−2)L221dˆ3dˆ4√
Tˆ (ε)−1
, or
equivalently,
T˜ (ε) ≤
(
64ζ¯(τ−2)L221dˆ3dˆ4
ε2 + 1
)2
.
On the other hand, if k >
σˆ4x
ζ¯4ε4
+ 1, then qk−1 = 1
2ζ¯(k−1)
1
4
≤ ε2σˆx ,. This inequality
together with the definition of σˆx then imply that qk−1‖xk‖ ≤ ε2 . Therefore, there
exists a
T (ε) ≤ max(Tˆ (ε), σˆ
4
x
ζ¯4ε4
+ 1)
≤ max
((
64ζ¯(τ−2)L221dˆ3dˆ4
ε2 + 1
)2
,
σˆ4x
ζ¯4ε4
+ 1
)
,
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such that ‖∇Gk‖ ≤ ‖∇G˜k‖+ qk−1‖xk‖ ≤ ε2 + ε2 = ε. This completes the proof.
Theorem 4.2 shows that the number of gradient evaluations required by the
AGP Algorithm to obtain an ε-first order stationary point of f under the general
convex-nonconcave setting can be bounded by O (ε−4). To the best of our knowl-
edge, this is the first time that the convergence of AGP has been established for
solving this class of minimax problems, and the obtained complexity bound is also
new in the literature.
5 Conclusions
In this paper, we propose a unified single-loop algorithm for general nonconvex-
concave or convex-nonconcave minimax problems. At each iteration, only one gra-
dient projection step is employed for updating x and y respectively. We prove that
an ε-first order stationary point of f can be obtained in O (ε−4) (resp. O (ε−2))
iterations for nonconvex-concave (resp. nonconvex-strongly concave) setting. To
the best of our knowledge, they are the best complexity bounds among single-loop
algorithms in general nonconvex-(strongly) concave settings, and very simple to
be implemented.
Moreover, we consider the (strongly) convex-nonconcave setting of (1.1). Under
this setting, the whole problem is convex. However, for any given x, to solve the
inner max subproblem, i.e., maxy∈Y f(x, y), is already NP-hard. Due to this reason,
almost all the existing nested-loop algorithms will loss the theoretic guarantee
since they all need to solve the inner subproblem exactly, or inexactly but only an
error proportional to the accuracy ε is allowed. We show that the proposed unified
single-loop AGP algorithm can deal with general convex-nonconcave setting. More
specifically, the gradient complexity to obtain an ε-first order stationary point of f
is O (ε−2) (resp., O (ε−4)) under the strongly convex-nonconcave (resp., convex-
nonconcave ) setting. To the best of our knowledge, these theoretical performance
guarantees under this setting have not been obtained before in the literature.
As a final remark, we mention that the proposed algorithm can be extended to
solve nonsmooth composite objective function f(x, y) by using alternating proxi-
mal gradient steps instead of gradient projection steps. Similar complexity results
can be obtained.
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