An experimental comparison of velocities underneath focussed breaking
  waves by Alberello, Alberto et al.
An experimental comparison of velocities underneath
focussed breaking waves
Alberto Alberelloa,b,∗, Amin Chabchoubc, Jason P. Montyd, Filippo Nellia,
Jung Hoon Leeb, John Elsnabd, Alessandro Toffolib
aCentre for Ocean Engineering Science and Technology, Swinburne University of
Technology, Hawthorn, VIC 3122, Australia
bDepartment of Infrastructure Engineering, The University of Melbourne, Parkville, VIC
3010, Australia
cDepartment of Mechanical Engineering, Aalto University, FI-02150 Espoo, Finland
dDepartment of Mechanical Engineering, The University of Melbourne, Parkville, VIC
3010, Australia
Abstract
Nonlinear wave interactions affect the evolution of steep wave groups,
their breaking and the associated kinematic field. Laboratory experiments
are performed to investigate the effect of the underlying focussing mechanism
on the shape of the breaking wave and its velocity field. In this regard,
it is found that the shape of the wave spectrum plays a substantial role.
Broader underlying wave spectra leads to energetic plungers at a relatively
low amplitude. For narrower spectra waves break at a higher amplitudes but
with a less energetic spiller. Comparison with standard engineering methods
commonly used to predict the velocity underneath extreme waves shows that,
under certain conditions, the measured velocity profile strongly deviates from
engineering predictions.
Keywords: waves, wave focussing, wave velocities, breaking wave, rogue
∗Corresponding author
Email address: alberto.alberello@outlook.com (Alberto Alberello)
Preprint submitted to Ocean Engineering March 6, 2017
ar
X
iv
:1
70
3.
01
04
3v
1 
 [p
hy
sic
s.a
o-
ph
]  
3 M
ar 
20
17
waves
1. Introduction
Rogue waves threaten safety and survivability of marine structures. The
mechanisms leading to the formation of such extreme waves have been in-
vestigated and probabilistic descriptions derived to provide improved design
criteria (e.g. [1, 2, 3, 4]). Breaking of large waves is the most hazardous
condition in terms of wave forces on marine structures [5, 6, 7]. However,
it remains elusive how the mechanism leading the formation of rogue wave
affects the wave shape at the breaking and the associated kinematic field.
Measurements under deep water breaking waves have shown that wave
velocities, and associated forces, exceed those predicted by the potential flow
theory in the crest region. Using Laser Doppler Anemometry (lda) under
plungers, Easson & Greated [8] report velocities two times larger than those
predicted by linear theory and forces fives times larger than those of an
equivalent 5th order Stokes wave. Analogous results are reported in Kim
et al. [9] for a spillers in random sea. Measured particle velocities in the
crest region exceed those predicted using equivalent Stokes wave and linear
superposition of the spectral components. Kim et al. [9] argue that the
asymmetric shape (crest higher than the troughs with forward leaning wave
front) associated to large transient waves as a result of energy focussing might
affect the accuracy of the estimation of the velocity field.
Breaking waves have also been experimentally investigated by means of
Particle Image Velocimetry (piv), this technique, compared to lda, offers
the advantage of obtaining fluid velocities over a plane (unlike pointwise
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lda measurements). Under plungers, Skyner [10] recorded particle velocities
higher than the phase speed of the waves. Observations of velocities exceed-
ing the phase speed were also made by Perlin et al. [11], even though the
fluid flow presents a different topology compared to Skyner [10]. Difference
in the flow structure are most certainly related to a different underlying wave
spectrum. piv was systematically employed by Grue et al. [12, 13, 14] to
investigate breaking waves in deep water conditions. Monochromatic wave
trains, unidirectional focussed wave groups and unidirectional random seas
were all considered.
Grue et al. [12] observed that all velocity profiles could be described
by an universal profile if opportune dimensionless parameters were chosen.
The velocity profile beneath a wave can be approximated by a third order
monochromatic Stokes wave with the same period and amplitude using the
so-called Grue method [12]. The wavenumber k and the steepness  (product
of the wavenumber and the linear wave amplitude a) are obtained numerically
solving the system of equations:
ω2
gk
= 1 + 2
kηM = +
1
2
2 +
1
2
3
(1)
The radial frequency is computed linearly from the trough-to-trough wave
period (i.e. ω = 2pi/TTT being TTT the distance between the troughs around
the crest). Once the solution is obtained the velocity profile has the expo-
nential profile:
uG = 
√
g
k
exp (kη). (2)
The Grue velocity profile matches previous breaking measurements reported
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in e.g. [9, 10, 15]. Furthermore, the Grue method compares well with sec-
ond order potential flow predictions [16, 17]. The good performance of the
Grue method and its relative simplicity established it as one of the method
commonly accepted by industry standard to define the velocity profile under
large waves [16].
Another method to estimate the velocity profile underneath a random
wave field has been proposed by Donelan et al. [18]. The method is based on
a superposition of wave components. Unlike a traditional linear superposition
that has been found to overestimate crest velocities, in the Donelan method
spectral wave components (surface and velocity corrections) are iteratively
added to the perturbed solution. To compute the velocity profile the required
steps are as follows. First a Fourier Transform alghorith is used to compute
amplitudes, an, and phases, εn, of the surface elevation. A vertical grid
is defined, i.e. z. The successive velocity and amplitude increments are
computed iteratively as
δun = anωn cos(ωnt+ εn) · exp(kn(z − ηn−1)), (3)
un = un−1 + δun, (4)
δηn = an cos(ωn + εn), (5)
ηn = ηn−1 + δηn. (6)
Finally, the velocities for grid points outside the water domain have to be
set to zero. From the iterative procedure it can be deducted that for the
nth component the mean water level is the pre-existing wavy surface and the
velocities are computed over a varying z. The Donelan method has been
found to compare well with field data [18].
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In this paper the predictive performances of the Grue and Donelan meth-
ods are tested against laboratory measurements of the velocity profile un-
derneath breaking rogue waves. The formation of the breaking waves in
the wave flume is controlled by wave focussing techniques, e.g. [19, 20].
Two techniques commonly used in model tests are compared: the dispersive
focussing [19, 20], using different underlying JONSWAP spectra, and the
Nonliner Schro¨dinger equation (NLS) framework [21]. Whereas the velocity
field under breaking waves generated by dispersive focussing has been exam-
ined in the past, it is yet uncertain how it compares to the kinematic field
of breaking events generated using breathers solutions of the NLS that more
realistically replicate wave evolution at sea.
The paper is structured as follows. In the next Section we describe the
experimental set-up. The wave generation mechanisms are presented in Sec-
tion 3. The evolution in space of the wave group and its spectral properties
are shown in the following Section. Description of the wave shape, velocity
profiles and comparison with enginnering methods is discussed in Section 5.
Final remarks are reported in the Conclusions.
2. Experimental set-up
The purpose of the experiments is to monitor the spatial evolution of
a steep wave group and measure water particle velocity at breaking. Ex-
periments have been conducted in the Extreme Air-Sea Interaction facility
(EASI) in the Michell Hydrodynamics Laboratory at The University of Mel-
bourne (Australia). The wave flume is 60 × 2 m (length × width). The water
depth was imposed to be 0.9 m. At one end of the tank a computer-controlled
5
cylindrical wave-maker produces user-defined wave forms. At the opposite
end a sloping beach is installed to absorb the incoming wave energy. Optical
access, to perform piv measurements, is provided through a glass window on
the side of the flume, located 34 m from the wave-maker. A schematic of the
facility and the experimental set-up is shown in Fig. 1.
Figure 1: Sketch of the EASI facility (not to scale).
At the window, the shape of the breaking wave is recorded by a camera
and piv measurements can be undertaken. This technique has been used to
explore coastal and ocean processes at laboratory scale since the 90s, e.g.
[22, 23]. piv allows the calculation of the spatio-temporal properties of the
kinematic field by cross-correlating pairs of images of a properly seeded fluid.
The analysis of two images, taken at time ∆t apart, provides the displace-
ment of the particles and consequently their velocity [24]. Experiments are
performed with a two-dimensional piv set-up, i.e. only the planar velocities
components along the flow and in the vertical direction are extracted. The
set-up is sketched in Fig. 2.
The laser beam is generated by Photonics DM20-527 dual head Nd:YLF
laser that delivers 100 mJ/pulse at 15 Hz. The beam is converted in a light
sheet at the centre of the tank via a series of optics. Images are recorded by
Andor CMOS camera equipped with a Nikkor f/3.5 60 mm macro lens. The
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Figure 2: Sketch of the piv system (not to scale).
camera resolution is 2120 × 2560 pixel and the corresponding field of view
is approximately 170 × 200 mm (horizontal × vertical). Silver coated glass
spheres with mean particle diameter of 10 µm are used to seed the water. The
laser and the particles used in the experiments provide a better image quality
compared to a similar set-up used for preliminary tests [25]. The separation
time between images pairs is ∆ t = 2.5 ms. During the pre-processing step
water surface is manually detected to mask the air side to improve the quality
of the subsequent cross-correlation algorithm. The PIVlab tool for MATLAB
[26, 27] is applied to extract the velocity field in the horizontal and vertical
direction.
The surface elevation is recorded by resistive wave gauges at various posi-
tion along the tank. The probe positions, relative to the wave-maker, are x ∈
14.05, 25.15, 30.10, 32.60, 33.95, 34.90, 41.40, 45.15 m and the beach starts
at x = 51.40 m. The probes are not equispaced because their positioning
along the tank is constrained by accessibility reasons. The fifth probe, i.e.
x = 33.95 m, is located in the middle of the piv field of view to independently
monitor the surface elevation where the breaking occurs. Note that during
the piv recording the fifth probe has been removed from the camera field of
view to improve the image quality for the subsequent analysis. To obtain
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robust statistical results each test is repeated 20 times.
3. Wave generation
The location of the breaking event in the wave tank is controlled deter-
ministically by means of wave focussing techniques. In deep water conditions,
the dispersive focussing has been commonly used in the past. This method
relies on the differential celerity of wave components of the wave spectrum,
i.e. longer waves propagate faster than shorter waves. By defining an initial
phase shift at the wave-maker for each spectral component, it is possible to
synchronise wave components at a specific point in space and time to gen-
erate the extreme wave, e.g. [10, 11, 19]. New Wave Theory (NWT) [20],
popular among practitioners, relies on this technique. Dispersive focussing
explicitly exploits the linear properties of the waves. Corrections at higher
order exist to provide a more accurate prediction, waves are in fact fully
nonlinear.
Modulational instability is one of the main mechanisms leading to the
growth and, eventually, breaking of rogue waves [28]. This mechanism relies
on the nonlinear wave-wave interactions betweneen wave components that
can be accurately modelled in the framework of the Nonlinear Schro¨dinger
equation (NLS). Among the large class of breather solution of the NLS,
the Peregrine breather produces one rogue event starting from an almost
monochromatic wave train [25, 29, 30]. This mechanism has been recently
exploited to investigate ship response to extreme waves, e.g. [31, 32, 33].
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3.1. Dispersive focussing
According to the wave linear theory the surface elevation at any given
time and position is provided by:
η(x, t) =
N∑
j=1
aj cos(ωjt− kjx+ εj). (7)
In Eqn. (7), η(x, t) denotes the surface elevation at time t and position x,
ωj its wave frequency, kj the wave number, εj the phase and aj are the
amplitudes of the spectral wave components. Amplitudes can be extracted
from the input wave spectrum, e.g. JONSWAP. At the focussing all spectral
components are in phase, we can then write:
A =
N∑
j=1
aj. (8)
In our experiments amplitudes are extracted from an underlying JON-
SWAP spectrum. The peak wave period imposed at the wave-maker is
T0 = 0.8 s. For the water depth 0.9 m, this peak period guarantees deep
water conditions. The corresponding wavelength is 1 m and the associated
wavenumber k0 = 2pi. Different peak enhancement factor γ were analysed
during the experiments, i.e. γ = 1, 3, 6. The lower value corresponds to the
Pierson-Moskowitz spectrum, γ = 3 is close to the standard JONSWAP for-
mulation, while γ = 6 provides a narrower spectrum. Wave spectra are recon-
structed using 256 wave components in the frequency range 0.5 ≤ ω/ω0 ≤ 2.
The amplitude of each wave component is calculated as:
aj = A
S(ωj)∑N
j=1 S(ωj)
(9)
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where S(ω) is the input spectrum. The input signal at the wave-maker, i.e.
η(x = 0, t), is reconstructed using Eqn. (7).
The process of identifying the correct initial input surface elevation is
repeated iteratively to obtain a single breaking wave at the desired location
(i.e. in the camera field of view). The calibration of the breaking position
is challenging [34]. Particular attention has been devoted to avoid formation
of micro-breakers (or whitecapping) on the surface before the main breaking
event detected with the piv. Two main difficulties are encountered: waves
are fully nonlinear and the steepness at the breaking onset is unknown a-
priori. The degree of nonlinearity is related to the wave steepness which, for
the present experiments, is high. One of the main consequences is the shifting
of the focussing location compared to linear theory, e.g. [35]. Methods have
been proposed to adjust the phases [36, 37, 38]. However the wave shape at
the breaking onset remains uncertain [39] despite wave focussing experiments
have shown an inverse correlation between wave steepness at the breaking
onset and the spectral bandwith [1].
3.2. Nonlinear Schro¨dinger Equation (NLS)
Compared to linear potential flow theory, the NLS equation provides an
enhanced description of waves nonlinear evolution. This is a solution for
the slowly varying envelope and is derived from the Euler equations written
in Hamiltonian form. The equation for deep water waves, first derived by
Zakharov [21], reads:
i
(
∂ψ
∂t
+ cg
∂ψ
∂x
)
− ω0
8k20
∂2ψ
∂x2
− ω0k
2
0
2
|ψ|2ψ = 0 (10)
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where ψ is the envelope, cg = ω0/(2k0) the group velocity, ω0 and k0 de-
note the wave frequency and wave number of the carrier wave component as
imposed at the wave maker. In dimensionless form, Eqn. (10) becomes:
iqτ + qχχ + 2|q|2q = 0. (11)
The transformations τ = −ω0t/(8k20), χ = x− cgt and q =
√
2k20ψ are used.
One of the exact solutions of Eqn. (11) is the Peregrine breather [29]:
qP (χ, τ) =
(
1− 4(1 + 4iτ)
1 + 4χ2 + 16τ 2
)
e2iτ . (12)
The surface elevation corresponding to the Peregrine breather is:
ηP (x, t) = Re{ψP (x, t) exp [i (k0x− ω0t+ ε)]} (13)
where ψP denotes the solution qP after transformation to dimensional vari-
ables.
Away from the focussing the surface elevation correspond to a slightly per-
turbed monochromatic wave train (the Peregrine solution has infinite mod-
ulation period). At the focussing, the amplification factor of the extreme
wave is 3, i.e. the rogue wave is three times higher than the monochromatic
wave train from which it emerges. Analogously to the dispersive focussing,
the Peregrine breather leads to the formation of only one rogue event in the
wave tank, i.e. the solution is doubly localised in space and time.
In the experiments, the solution is computed for a carrier wave with period
T0 = 0.8 s. This corresponds to the peak period of the dispersive focussing
cases. Similarly to the dispersive focussing case, particular attention was
devoted in avoiding formations of micro-breakers before the camera field
of view. Experiments under analogous conditions reported by Shemer &
Liberzon [40] suggest that a spiller can be expected in this case.
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4. Wave evolution
4.1. Dispersive focussing
The time-series of the surface elevation are presented in Fig. 3. The
groups become more compact in time as they approach the breaking point
(probe 5). After the breaking, the wave groups broaden again, i.e. the
envelope is elongated.
Figure 3: Time series of the surface elevation at different distances (not equispaced) for
the various wave configurations, the envelope is shown in red. Propagation is from bottom
to top. The vertical shift is 0.1 m, an horizontal shift is applied to centre the wave-group
around t = 0 s. The breaking location is framed. Dispersive focussing are denoted DF,
Nonlinear focussing NL.
The dimensionless spectra corresponding to the various stage of evolution
are reported in Fig. 4. A spectral transformation is observed as the group
propagates along the tank. An energy downshift occurs during the wave
focussing (i.e. up to the breaking point). The spectral transformation is
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more evident for narrower spectra (γ = 3, 6). After the breaking energy is
injected at higher frequencies (1 < ω/ω0 < 1.5).
Figure 4: Normalised surface elevation spectra at different distances (not equispaced) for
the various wave configurations. Propagation is from bottom to top. The breaking location
is framed. Dispersive focussing are denoted DF, Nonlinear focussing NL.
Linear and secod order wave theory would not be able to predict any spec-
tral evolution. The large steepness of the wave group at the breaking results
in an high Benjamin-Feir Instability index (BFI) that underpins a strong
nonlinear wave evolution. The Benjamin-Feir Instability plays a substantial
role despite the fact that the dominant mechanism is dispersive focussing.
Results are consistent with predictions for fully nonlinear seas [41].
The highly nonlinear evolution observed in the experiments also explains
the difficulties encountered in calibrating the focussing location. During its
evolution the group naturally tends to a more stable configuration (i.e. lower
steepness) via a downshift of the energy and a consequent broadening of the
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spectrum itself. Due to constrains in the facility the first probe is already
at about 15 wavelength from the wave maker. At this distance nonlinear
evolution has already taken place. The double peaked spectral structure,
particularly marked for γ = 1, is consistent with fully nonlinear numerical
simulations and solution of the modified NLS reported in Adcock & Taylor
[42]. Note, however, that in Adcock & Taylor [42] breaking does not occur
due to the lower steepness considered in their simulations.
To assess the quality of the focussing at the breaking location, we use
a quality factor Q which is the ratio between the maximum measured wave
elevation and the maximum elevation of the design wave [43]. The quality
factor ranges in 0 < Q < 1 with Q = 1 corresponding to ideal focussing.
In the experiments, although dispersive focussing cases break at different
steepnesses, and consequently amplitudes, the input energy content at the
wave maker is the same. The quality Q is 0.49, 0.61 and 0.66 for γ 1,3 and 6
respectively. By narrowing the spectrum the quality increases, i.e. the wave
shape is closer to the designed one. Note that in the current experiments
steeper wave conditions that lead to breaking are investigated, higher quality
(Q = 0.95) have been reported for non breaking cases [43].
4.2. Nonlinear Schro¨dinger Equation (NLS)
The right panel in Fig. 3 shows the evolution for the Peregrine solution.
In this case the emergence and disappearance of the rogue wave event from
an otherwise monochromatic wave train can be seen.
The spectral evolution of the Peregrine solution contrasts with the one
observed for the wave groups dominated by dispersive focussing, see Fig. 4.
In this case there is no downshift of the energy. The wave nonlinear evolution
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is already accounted for in the equation, i.e. the NLS, but a slight broadening
can be seen at the base of the spectrum (this would be clearer in logarithmic
scale, cf. [25]). Wave breaking inhibits the time-reversal symmetry [44]
meaning that the focussing and defocussing process are asymmetric (this is
clearer in the time domain, see Fig. 3).
A quality factor can also be defined for the Peregrine solution as the ratio
between the measured amplification and the theoretical amplification, i.e. 3.
In this case the quality factor is 0.9, much higher than the one recorded for the
dispersive focussing cases. Using the NLS framework a wave breaking closer
to the designed shape can be obtained. We must note that the Peregrine
breather can be seen as a limiting case of dispersive focussing when the γ
parameter tends to infinity, i.e. extremely narrow spectrum.
5. Wave breaking
5.1. Dispersive focussing
Although the spectral evolution provides fundamental information about
the nonlinear wave interactions, wave breaking is a highly localised mecha-
nism that strongly relates to the time series rather than the spectral charac-
teristics, e.g. [45]. Fig. 5 provides the dimensionless time-series at the wave
breaking. Normalisation is done using the period and wavenumber imposed
at the wave maker (i.e. T0 and k0). The asymmetry parametres are also
reported and these can be used as a indication of proximity to breaking [45].
Sk denotes the vertical asymmetry, As the horizontal asymmetry [46]. The
former is a measure of how higher the crest is with respect to the trough,
while the latter indicates whether the wave is leaning forward (As < 0) or
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backwards (As > 0).
In all the cases the wave period of the extreme wave is shorter than
the input period, this despite the spectral downshift. Surface elevations are
strongly asymmetric around the horizontal axis (i.e. Sk), asymmetry is less
pronounced around the vertical axis (i.e. As). Most importantly, the analysis
of the timeseries shows that the breaking occurs at different steepnesses for
the different cases. This further corroborates the difficulties of identifying the
breaking onset a-priori; breaking most likely depends on the phase difference
between spectral components and, possibly, the overall energy redestribution
among wave components [47, 17]. Our observations confirm that the breaking
onset occurs at larger amplitudes for narrower spectra, cf. [1].
Camera images allow a detailed analysis of the shape and velocity of the
breaking wave in the space domain (Fig. 6). The smallest breaking wave, the
one recorded for dispersive focussing and γ = 1, results in a plunger, spiller-
like breaking waves are recorded for γ = 6. In deep water conditions spiller
and plunger are the only possible shapes of breaking waves, and the first
is more frequent in the ocean [48]. The velocity field corresponding to the
breaking wave images is shown in the right panel of Fig. 6. Larger velocities
are recorded for higher wave amplitudes.
The dimensionless horizontal velocity profile under the crest averaged
over 20 repetitions is shown in Fig. 7. The shaded area shows the confidence
interval (i.e. ± the standard deviation σ or 68% confidence interval). The
measured velocity is compared against the profile defined by methods com-
monly used in the engineering practice. The continuous line shows a reference
exponential velocity profile (denoted uL) of a monochromatic wave with am-
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Figure 5: Close-up of the surface elevation for the breaking wave for the various wave
configurations, from top to bottom: DF, γ = 1, DF, γ = 3, DF, γ = 6 and NLS. An
horizontal shift is applied to obtain the crest at t = 0 s. Values of asymmetry are reported
in the plots.
17
Figure 6: piv images of the breaking waves (left panels) and corresponding velocity field
(right panels) for the various wave configurations,from top to bottom: DF, γ = 1, DF, γ =
3, DF, γ = 6 and NLS.
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plitude ηM and period T0. The dashed line (uG) is the profile obtained by
applying the Grue method [12] which requires ηM and the measured trough-
to-trough period, i.e. TTT , as inputs. The dash-dotted line (uD) depicts the
profile obtained by using Donelan method [18].
A common feature of the piv experiments is the narrow confidence in-
terval at low z, however, error increases close to the crest of the wave. The
presence of bubbles and the highly reflective interface make the piv analysis
challenging. As a consequence, the uncertainty in the top part of the wave is
high. Measurements show that plungers are more energetic than spillers, i.e.
deviation from linear velocity profile is more accentuated for the dispersive
focussing with γ = 1, i.e. the dimensionless velocity u/uL,z=0 reaches 3 at
the crest (uL,z=0 is the velocity computed from linear wave theory at z = 0).
In the dispersive focussing cases, velocities at the crest are between 2 and
3 times higher than those predicted by the linear theory. In general, the
linear method leads to an overestimation of the velocity in the lower part of
the wave but notably underestimates the velocity at the crest. Grue method
provides a better fit but it suffers of the same drawbacks. Furthermore this
method is sensitive to the definition of the local trough-to-trough wave pe-
riod that might lead to underestimation of the velocities at any subsurface,
see for example γ = 3. Donelan method agrees better at any depth with the
measured velocity. The latter uses the entire time series and not only the
local properties of the breaking wave, i.e. period and amplitude. However,
also the Donelan method cannot reproduce the velocity at the tip of the
crest where the recorded velocities are about 25% higher than predictions,
see Fig. 8.
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Figure 7: Averaged horizontal velocity component for the various wave configurations,
from top to bottom: DF, γ = 1, DF, γ = 3, DF, γ = 6 and NLS. The confidence interval
±σ is shown as shaded area. The reference theoretical solutions are also shown: linear
(continuous), Grue (dashed) and Donelan (dash-dotted).
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Figure 8: Relative difference between piv measurements and Donelan prediction. The
NLS case is denoted as γ → ∞. Circles denote comparison of velocities extracted below
the crest at the mean water lavel, squares denote comparison at the crest.
5.2. Nonlinear Schro¨dinger Equation (NLS)
The solution generated using the Peregrine breather breaks at relatively
high steepness, see Fig. 5. Note that the underlying spectral shape is a
narrow spectrum (i.e. almost monochromatic). Narrow spectra, prone to
wave growth via nonlinear mechanisms, lead to breaking waves at steepnesses
closer to the Stokes limit [28]. The Peregrine breather, which is driven by
a nonlinear mechanism, requires an higher initial energy to evolve into a
breaking shape. Compared to the dispersive focussing cases, the wave energy
for the Peregrine breather is about 67% higher. The horizontal asymmetry is
rather low (i.e. a slight forward leaning is measured), the vertical asymmetry
indicates that the crest is twice the trough.
Camera images (Fig. 6) show that the Peregrine breather breaks as a
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spiller under our experimental conditions, cf. [40]. In the case of the Pere-
grine breather, velocities at the crest are underestimated by the Grue method,
whereas the Donelan method performs far better (Fig. 7). The presence of
the breaking leads to velocities 50% higher than those predicted by the linear
model and Grue at the crest. The Donelan method reproduces the measured
velocity profile at any depth. However, the Donelan method also predicts
velocities at the tip of the crest are 20% lower than those measured in the
experiments, see Fig. 8.
6. Conclusions
Two different focussing techniques, dispersive focussing and Nonlinear
Schro¨dinger framework, are used to generate a breaking rogue wave event in
a unidirectional wave flume and to compare the associated wave field. These
focussing techniques are the two main mechanisms leading to the wave growth
and, eventually, breaking in the ocean. The evolution has been recorded and
the associated velocity field measured at the breaking by means of optical
measurements, i.e. Particle Image Velocimetry (piv). From the experimental
observations it can be inferred that the dominant generation mechanism, and
hence the associated spectrum, strongly affects the wave dynamical evolution
along the tank, the steepness at the breaking and the shape of the breaking
wave itself. However, experiments confirm that the relation between spectral
properties and time history at the breaking, in particular the breaking onset,
is still elusive.
Starting from the same initial wave period, i.e. T0 = 0.8 s, dispersive
focussing cases undergo a significant spectral change. Nonlinear interactions
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take place even if the main focussing mechanism is linear. The dynamical
evolution is particularly evident in our experiments due to the high steepness
and the long propagation distance between generation and breaking (about
35 wavelengths). Breaking occurs at higher steepness for the narrower spec-
trum, i.e. γ = 6. However, the smaller wave is a more energetic plunger
whereas for increasing γ the breaking is gentler. Using the NLS framework
to generate a breaking wave allows to account for wave nonlinear evolution.
A better control on the focussing and the breaking can be achieved, i.e. the
quality Q is higher. In this case the steepness at the breaking is close to the
Stokes limit but despite the high steepness the breaking is a less energetic
spiller.
Wave velocities, measured with Particle Image Velocimetry, are compared
with standard engineering models, Grue and Donelan method, that use the
recorded surface elevation to derive the velocity profile. Grue method, which
takes in account the maximum elevation and the local zero crossing wave
period, overestimates velocities in the lower part of the wave but underesti-
mates the highest velocities at the crest. Furthermore, Grue method is highly
sensitive to the definition of the zero-crossing period; this is not straightfor-
ward in spectral conditions. Multiple wave components run over each other
making the shape of the breaking wave changes rapidly in space and time
domain. Donelan method, which takes in consideration the time series, pro-
vides a better fit at any elevation. However even if this more complex method
is adopted the velocities in the breaking region are severely underestimated
(Donelan provide velocities 20% lower than those measured).
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