This article studies the parameter estimation to the system response from the discrete measurement data. By constructing the dynamical rolling cost functions and using the nonlinear optimization, the gradient identification method is presented for estimating the parameters of the sine response signal with double frequency. In order to overcome the difficulty for determining the step size and deduce the influence of noises, the stochastic gradient identification method is derived to estimate the signal parameters. For the purpose of improving the accuracy, a multi-innovation stochastic gradient parameter estimation algorithm is presented using the moving window data. Finally, the simulation examples are provided to test the algorithm performance.
Introduction
System identification and parameter estimation have been used widely in process control, signal modeling, communication, and electronic technology. The objective of parameter estimation is to obtain the parameter estimates of system models or signal models. [1] [2] [3] In general, the parameter estimation algorithm can be derived by defining and minimizing a cost function based on the measurement data. [4] [5] [6] The optimization method is one of the critical factors for parameter estimation algorithm. Many optimization methods are used in system identification and parameter estimation. Li et al. 7 considered the parameter estimation algorithms for Hammerstein output error systems using LevenbergMarquardt optimization method. Xu et al. 8 presented a parameter estimation method based on the Newton optimization. Ding et al. 9 studied the least squares iterative identification algorithm for multivariate pseudo-linear autoregressive moving average (ARMA) systems. Wang and Xun 10 considered a recursive least squares identification for a class of nonlinear multipleinput single-output systems. Wang et al. 11 suggested a maximum likelihood estimation method for dual-rate Hammerstein systems. All in all, different identification methods can be derived by means of different optimization. For the linear problem, the least squares method is effective. However, for the nonlinear problem, we must use the nonlinear optimization. 12, 13 System identification is to obtain the system models. The system model is the basis of system control. [14] [15] [16] For a control system, the system responses contain the 1 abundant information of the system parameters. The system response at the discrete time can be collected by means of measurement instruments. In process control, the system response is obtained by applying some typical signals. In system identification, the impulse signal, the step signal, and the sine signal are used widely to generate the measurement data for estimating system parameters. Many identification methods have been presented based on the impulse response experiment, the step response experiment, and the frequency response experiment. Ahmed et al. 17 studied the identification method from step responses with transient initial conditions. Fedele 18 considered a method to estimate a first-order plus time-delay model from the step response. Xu and Ding 19 presented a damping iterative parameter identification method for dynamical systems based on the sine signal. Hidayat and Medvedev 20 studied the Laguerre domain identification of continuous linear time-delay systems from impulse response data. This article studies the parameter estimation based on the response signals.
The accuracy, the computation complexity, and the robustness [21] [22] [23] are main aspects of the identification algorithm performance. 24, 25 Many identification algorithms focus on enhancing the accuracy and robust and reducing the complexity. [26] [27] [28] Wang and Ding [29] [30] [31] considered the filtering algorithm to reduce the algorithm's complexity. Mao and Ding 32 used the filtering technique to the Hammerstein controlled autoregressive systems to reduce the complexity. Na et al. 33 studied the robust adaptive finite-time parameter estimation for robotic systems. Increasing the measurement data used in the estimation computation is an effective method. 34, 35 Moreover, some methods based on the model decomposition or the parameter decomposition can reduce the complexity. 36, 37 Wang and colleagues 38, 39 suggested the hierarchical estimation algorithms to reduce the complexity. Wang and colleagues 40, 41 considered a multi-innovation parameter estimation method for Hammerstein nonlinear system to enhance the accuracy. The objective of this article is to propose the identification algorithms to obtain high accuracy and low complexity. In system identification, the recursive computation and the iterative computation are used to obtain the parameter estimates. [42] [43] [44] [45] Wang and Ding 46,47 studied the recursive identification algorithm for nonlinear systems. Xu 48 proposed the iterative Newton method to estimate the system parameters from step response. Wang and Ding 49 studied a recursive parameter and state estimation algorithm for the input nonlinear state space system. In general, the recursive computation can use the online data; therefore, the recursive algorithm can be used in the online identification.
The rest of this article is organized as follows. Section ''Problem description'' describes the identification and estimation problem from the system response. Section ''The recursion gradient identification algorithm'' derives the gradient identification method. Section ''The SG identification method based on the dynamical data'' derives the stochastic gradient (SG) parameter estimation method. Section ''The multi-innovation stochastic gradient identification based on the moving window data'' derives the multi-innovation gradient parameter estimation method. Section ''Examples'' gives some examples to illustrate the performance of the proposed methods. Finally, section ''Conclusion'' gives some concluding remarks.
Problem description
In process control, the linear time-invariant system can be described by the transfer function G(s). The system modeling is to obtain the system parameters. This problem is called parameter estimation. In fact, it is difficult to achieve the system parameters directly. The system response is the system output by applying some excitation signals. The impulse signal, the step signal, and the sine signal are used widely as the excitation signals in the practical engineering. The excitation signals are the input signals. Once these signals are applied to the system to be modeled, the systems can generate the responses. Therefore, the system responses contain the system characteristic information. In order to obtain the system parameters, we can use the system response information to derive the parameter estimation algorithm. Then, the parameter estimates can be obtained using the parameter estimation algorithms. Let R(s) denote the Laplace transform of the input; let Y (s) denote the Laplace transform of the output; let y(t) denote the system response. According to the definition of the transfer function, we have Y (s) = G(s)R(s). The system response y(t) is the inverse Laplace transform, that is, y(t) = L À1 ½G(s)R(s). For a process control system, different input signals lead to different responses, such as the impulse response, the step response, and the frequency response. In general, for the transfer function G(s), the system response is a function containing exponential terms or sine terms. Therefore, the response y(t) = f (u, t) is a highly nonlinear function with respect to the system parameters u. This nonlinear form causes difficulties for estimating the system parameters based on the response measurement data. Moreover, the identification algorithm can be realized by means of constructing and minimizing the cost function about the system parameters. In order to obtain the system parameter estimates, the problem of minimizing the cost function is converted to the nonlinear optimization.
The measurement data contain the parameter information. The use of the measurement data is an important factor for identification method. Suppose that the sampling time is t k . As a result, the measurement data are represented as y(t 1 ), y(t 2 ), . . .. The values of the response function at the sampling time t k are f (u, t 1 ), f (u, t 2 ), . . .. Because the measurement data contain the measurement noise, the measurement output is not equal to the response model output. If the model output is very close to the measurement output, the model is effective for describing the system characteristic. The model structure and parameter are the components of the system model. After the model structure is determined, the model parameters are obtained by the parameter estimation method. According to the different measurement data which are used in the algorithm, we can construct different cost functions. For the single data y(t k ) at time t k , the cost function can be defined as
For a batch of measurement data y(t k ), y(t kÀ1 ), . . . , y(t kÀp + 1 ), where p is the data length of the batch data, define the cost function based on the batch data
From the cost functions, we can see that the cost functions are the rolling optimization function with the change of the sampling time. So the real-time measurement data can be used to estimate system parameters. The purpose of this article is to propose the parameter estimation based on the nonlinear dynamical rolling optimization and the discrete response measurement data.
The recursion gradient identification algorithm
Consider a response of a combinatorial sine signal
where a and d are the amplitude, v is the angular frequency, and n is a constant. Suppose that the observation time is t k , k = 1, 2, . . .. The measurement data at time t k are y(t k ). In practical, the measurement data y(t k ) at time t k contain the measured error. Therefore, the measurement data y(t k ) are not equal to the model outputŷ(t k ). Define the difference between the model output and the measurement output as
If the error is very small, it means that the signal model is satisfied. This problem can be converted into minimizing the gradient cost function. Define the parameter vector u :
Define the cost function
Because the measurement data y(t k ) vary with the sampling time t k , the observation data in the cost function J 1 (u) vary with the sampling time. Therefore, the dynamical measurement data are used in the cost function J 1 (u). The parameter estimatesû(t k ) at time t = t k can be obtained by minimizing J 1 (u).
Taking the first-order derivative of J 1 (u) with respect to u, we can obtain the gradient vector
T be the estimates of u at time t = t k , that is, the parameter estimates at the recursion k. According to the negative gradient search and minimizing the cost function J 1 (u), the gradient (also called the least mean square (LMS) algorithm) for estimating the sine signal with double frequency is given byû
The steps of computing the parameter estimatesû(t k ) using the recursion gradient (RG) identification algorithm (10)-(15) are as follows:
be an real vector; 2. Collect the measurement data y(t k ); 3. Compute the terms of the gradient using equations (12)- (14) ; form the gradient vector ½J 1 (û(t kÀ1 )) using equation (11); 4. Compute the step size m(t k ) using equation (15); 5. Compute the parameter estimatesû(t k ) using equation (12); 6. Increase k by 1 and go to Step (2). Remark 1. The step size m(t k ) at each recursion can be determined by the one-dimensional search. However, it is very difficult to obtain the step size by the direct equation solving. We can use the cut-and-try method to determine the step size or use the optimization method such as the Newton iterative method and the gradient method.
The SG identification method based on the dynamical data
The gradient parameter estimation algorithm needs to optimize the step size at each recursion k. For the sine response signal, it is complicated to obtain the step size using one-dimensional search. With the increasing of the recursion, the step size cannot trend to zero. Therefore, the algorithm is sensitive to the noise. In order to avoid sensitivity to the noise and in order to avoid the complicated computation to determine the step size, we present the SG algorithm parameter estimation method. This algorithm can determine the step size automatically at each recursion.
Define the cost function based on the dynamical data
Define the information vector
Then, the gradient of the cost function J 2 (u) can be represented as
In order to reduce the sensitivity to the noise, the step size m(t k ) is set to
Based on the negative gradient search and minimizing the cost function J 2 (u), we can obtain the SG algorithm for estimating the sine responsê
The steps of computing the parameter estimatesû(t k ) using the gradient identification algorithm (equations (21)- (24)) are as follows:
T 2 R 3 be an real vector; preset the recursive length L e ; 2. Collect the measurement data y(t k ); 3. Compute the informationû(t k ) using equation (23); 4. Compute r(t k ) using equation (22); 5. Compute the parameter estimatesû(t k ) using equation (21); 6. If k = L e , terminate the recursive process and obtain the characteristic parameters from equation (24); otherwise, increase k by 1 and go to
Step (2).
Remark 2. The method of determining the step size m(t k ) between the gradient method and the SG method is different. For the SG method, the step size m(t k ) is set using the information vector. It can update automatically with the increasing recursion k.
The multi-innovation stochastic gradient identification based on the moving window data
The gradient identification algorithm and the SG algorithm use the current data at the sampling time t k . Only one step data is used, and the accuracy is low. In order to enhance the estimation accuracy, we use the batch data in the latest time to construct the cost function. For system identification algorithm, the more the measurement data is used, the higher the estimation accuracy is. However, too many measurement data used in the algorithm can lead to the heavy computation complexity. Therefore, we propose to use the moving window measurement data to derive the parameter estimation algorithm. The moving window measurement data are a batch data, and they can update dynamically. The moving window data are represented as y(t k ), y(t kÀ1 ), . . . , y(t kÀp + 1 ), where p is the length of the moving window. Based on the moving window data and the multiinnovation theory, 50 we derive the parameter identification algorithm for the sine signal with double frequency.
Define the cost function J 3 (u) using the moving window data
Taking the first-order derivative of J 3 (u) with respect to u = ½a, d, v T , the gradient vector is given by
Define the information matrix based on the window data
be the estimate of the parameter vector u at time t = t k . Define the scalar innovation: e(û(t kÀ1 ),
Expanding the scalar innovation e(û(t kÀ1 ), t k ) 2 R into the innovation vector gives
. . .
Using the negative gradient search and minimizing the cost function J 3 (u), the multi-innovation stochastic gradient (MISG) algorithm is given bŷ
The steps of computing the parameter estimates using the MISG algorithm (equations (33)- (38)) are as follows:
1. To initiate: let k = 1; pre-set the innovation length p; letû(t 0 ) = ½â(t 0 ),d(t 0 ),v(t 0 ) be a real vector; let r(t 0 ) = 1. Pre-set the recursive length L e ; 2. Collect the measurement data y(t k ). Compute and construct the information vectorû(t kÀi ), i = 0, 1, . . . , p À 1 using equation (37) . Form the stack matrix (Fp, t k ) using equation (36); 3. Compute r(t k ) using equation (35) . Compute the innovation vector (p, t k ) using equation (34); 4. Update the parameter estimatesû(t k ) using equation (33) . Obtain the estimates of the characteristic parametersâ(t k ),d(t k ), andv(t k ) from u(t k ) using equation (38); 5. If k = L e , terminate the recursive process; otherwise, k :¼ k + 1 and go to Step (2).
Remark 3. The MISG method is derived on the basis of the SG method by expanding the scalar innovation into the innovation vector using the moving window measurement data. The moving window data update with the recursion k dynamically. The scheme of the moving window data make more data to participate in the recursive estimation computation. It can improve the estimation accuracy.
Examples
In this section, we provide some examples to show the performance of the proposed method. In the simulation, the white noise is applied to the response signal. The noise variance is s 2 = 0:10 2 , s 2 = 0:80 2 , and s 2 = 2:00 2 . Using the proposed RG method to estimate the response parameters, the parameter estimates and their estimation errors d :¼kû k À u k =u are shown in Table 1 . The estimation errors d versus k are shown in Figure 1 .
Example 2. Consider a power signal with double frequency
where the true values are a = 2, d = 3, and v = 5.
In the simulation, the white noise is applied to the response signal. In order to test the sensitivity to the noise, the noise variance is taken as s 2 = 0:50 2 and s 2 = 4:00 2 , respectively. The ratio of the variance is 8. Using the proposed SG method to estimate the parameters of the power signal in Example 2, the parameter estimates and their estimation errors d :¼kû k À u k =u are shown in Table 2 . The estimation errors d versus k are shown in Figure 2 . In the simulation, the dynamical data with different innovation lengths p = 1, p = 5 and p = 9 are used to estimate the response parameters. The recursion length is L e = 300. The variance of the white noise is s 2 = 4:00 2 . Using the proposed MISG method to estimate the signal parameters, the parameter estimates and their estimation errors d :¼kû k À u k =u for different p are shown in Table 3 . The estimation errors d versus k for different p are shown in Figure 3 .
From the simulation results, we can draw the following conclusive remarks:
The common feature of the proposed RG method, the SG method, and the MISG method is that the estimation errors reduce with the increasing of the recursion k. This implies that the proposed methods are effective for estimating the response parameters. The simulation results in Example 1 show that the RG method is sensitive to the noise. The variety curves of the parameter estimates shake seriously. The changing curves of the parameter estimates given by the SG method from Example 2 show that the variety of the estimation errors obtained by the SG method has no serious fluctuation when the noise variance is big. The estimation accuracy given by the MISG method changes with the increasing of the innovation length p (i.e. the moving window data length). The innovation length denotes the numbers of measurement data participated in the recursion computation. If the innovation length is big, the estimation accuracy is high. Compared the proposed three methods, the MISG method can obtain more satisfactory effectiveness than the RG method and the SG method. Even though the RG method and the SG method have low accuracy, their computation complexity is low.
Conclusion
This article considers the parameter estimation problem to the system response from the discrete measurement data. Using the dynamical measurement data and the moving window measurement data, the RG method, the SG method, and the MISG method are presented for estimating the response parameters. The simulation results show that the proposed algorithms are effective. The proposed methods can be expanded to parameter estimation of speech signal processing, 51, 52 the self-organizing map, 53 and applied to other fields.
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