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The degree constrained subgraph problem is to ﬁnd a subgraph
of a graph with degrees as close to a given collection of degree
prescriptions as possible. This problem is NP-complete in general,
but for the case when no prescription contains two consecutive
gaps, Lovász gave a structural description, and Cornuéjols gave
a polynomial algorithm. However, compact good characterizations
are known only in some special cases, such as parity intervals
or general antifactors. The main result of the present paper is
a simple good characterization for the special case when for every
prescription it holds that all gaps have the same parity. This
class contains most cases where compact good characterizations
were known. The technique we apply is replacing the vertices by
certain subgraphs, called gadgets—a method developed by Tutte
for showing how the simple b-matching problem can be reduced
to classical matchings. For this class, using a result of Pap, this
approach yields the polynomiality of the edge weighted degree
constrained subgraph problem.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
We denote by Z+ the set of non-negative integers. Let G be a simple, connected graph, and ∅ =
H(v) ⊆ Z+ a degree prescription for every v ∈ V (G). For a subgraph F of G deﬁne
δFH (v) = min
{∣∣degF (v) − i
∣∣: i ∈ H(v)}
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(we deﬁne degF (v) = 0 if v /∈ V (F )), and let δFH =
∑{δFH (v): v ∈ V (G)}. The minimum δFH among
the subgraphs F is denoted by δH (G). A subgraph F is called H-optimal if δFH = δH (G), and it is an
H-factor if δFH = 0, that is if degF (v) ∈ H(v) for all v ∈ V (G). An integer h is called a gap of H ⊆ Z+
if h /∈ H but H does contain an element smaller than h and an element greater than h. Given G and a
collection of prescriptions ∅ = H(v) ⊆ Z+ for all v ∈ V (G), the degree constrained subgraph problem is
to determine the value of δH (G).
Lovász [10] developed a structural description for the degree constrained subgraph problem for
the case when H(v) has no two consecutive gaps for all v ∈ V (G). He showed that the problem
is NP-complete without this restriction. Later, Cornuéjols [1] gave a polynomial Edmonds–Johnson
type alternating forest algorithm under this restriction. This algorithm implies a Gallai–Edmonds type
structure theorem which is very close to the structure theorem of Lovász. However, a straightforward
good characterization was missing from the theory. For matchings, by Tutte’s theorem, there is a ba-
sic certiﬁcate that a graph has no perfect matching: the number of odd size components of G − A
exceeds |A| for some vertex set A ⊆ V (G). The results of Lovász and Cornuéjols do not have this good
characterization form, as checking the non-feasibility of the degree constrained subgraph problem in
the “odd” (or “critical”) components is nearly as diﬃcult as the original problem. A good characteri-
zation was subsequently found by Sebo˝, using Lovász’ elementary transformation technique. In Sebo˝’s
result, the property of being critical can be checked by solving 2|V (G)| + 1 factor problems with par-
ity interval constraints, which in turn, can be reduced to matchings (this result of Sebo˝ is contained in
Cornuéjols’ paper [1]). Simpler and more direct good characterizations were known for parity intervals
(H(v) = {p, p + 2, . . . , p + 2r}), the antifactor problem of Lovász [11] (H(v) = [0,degG(v)] \ {g(v)}),
and the general antifactor problem of Sebo˝ [13,14] (min H(v) 1,max H(v) degG(v) − 1, and H(v)
has no two consecutive gaps).
In this paper we extend natural Tutte type good characterizations for a larger class of degree
constrained problems than those explored before. A classical approach, due to Tutte, for studying
generalized matching problems is to look for reductions to simpler matching problems. For example,
Tutte showed that the simple b-matching problem can be reduced to the classical matching problem
by an operation that involves subdividing edges, replacing original vertices with special subgraphs
(called gadgets, these are independent sets in this case), and adding some new edges, see Fig. 1.
Instead of matchings, we use a reduction to the local K2 and factor-critical subgraph packing problem
of Cornuéjols, Hartvigsen and Pulleyblank [3]. This problem consists of ﬁnding a subgraph in G of
maximum size, whose every component is either a K2 or belongs to some prescribed set of factor-
critical subgraphs. In Section 2 we characterize which degree prescriptions can be reduced to this
packing problem, and the answer is that those for which all gaps have the same parity. With this
approach, criticality in the degree constrained subgraph problem and in the local K2 and factor-critical
subgraph packing problem will correspond to each other. As criticality in the latter problem is easy
to determine, this provides a good characterization for the degree constrained subgraph problem—
under the restriction that for every prescription, all gaps have the same parity. Though this good
characterization is more compact than that of Sebo˝, the computational complexities of the two are
about the same.
The idea of reducing a degree prescription to more general problems than matchings has already
appeared in works of Cornuéjols [1] and Loebl [7], who considered reductions to the edge and triangle
packing problem.
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of Pap on optimizing over the polyhedron of certain restricted 2-matchings [12], and the technique of
using gadgets, we prove that the weighted problem is in fact polynomial time solvable, provided that
for each prescription, all gaps have the same parity. The details are contained in Section 4.
All graphs in the paper are simple and undirected. The size of a graph G is |V (G)|, and c(G)
denotes the number of connected components of G .
2. The representable prescriptions
From now on, let G be a graph and ∅ = H(v) ⊆ Z+ a prescription containing no two consecutive
gaps, for every v ∈ V (G). Before we replace the vertices by gadgets representing the degree prescrip-
tions, we subdivide the edges of the graph.
Deﬁnition 1. Let Gsub be the graph we get from G after subdividing each edge e = xy with two new
vertices xe and ye (resulting in three new edges xxe, xe ye and ye y). Extend the degree prescription
as H(xe) = H(ye) = {1} and let the set of these new vertices be V e(G).
The degree constrained subgraph problem in G and Gsub are equivalent. An important construction
here is the dissolution of a subgraph F of G into a subgraph F ∗ of Gsub. We start from the empty
graph F ∗ = (V (Gsub),∅) and for every edge e = xy ∈ E(F ) we add xxe, ye y to F ∗ , and for every
edge e = xy ∈ E(G) \ E(F ) we add xe ye into F ∗ . Clearly, degF ∗ (x) = degF (x) for all x ∈ V (G) and
degF ∗(x) = 1 for all x ∈ V e(G), so δF ∗H = δFH . The inverse construction is as follows. If F ∗ is a subgraph
of Gsub, then until there exists a vertex xe ∈ V e(G) for some e = xy ∈ E(G) with degF ∗(xe) ∈ {0,2} do
the following: if the degree is 0 then add xxe to F ∗ , while if it is 2 then delete xe ye from F ∗ . In this
way δF
∗
H does not increase, and in the end every vertex in V
e(G) has degree 1 in F ∗ . Thus there is a
subgraph F of G whose dissolution is the new F ∗ . We proved that:
Proposition 2. If F is a subgraph of G then Gsub has a subgraph F ∗ such that δF
∗
H = δFH . On the other hand, for
every subgraph F ∗ of Gsub , G has a subgraph F such that δFH  δF
∗
H . Hence δH (G) = δH (Gsub).
The problem to which we reduce the degree constrained subgraph problem is the local K2 and
factor-critical subgraph packing problem introduced by Cornuéjols, Hartvigsen and Pulleyblank [3].
Recall that a graph is factor-critical if the deletion of any vertex leaves a perfectly matchable graph.
Deﬁnition 3. (See Cornuéjols, Hartvigsen and Pulleyblank [3].) Let G be an undirected graph and F
a set of factor-critical subgraphs of G . A subgraph Q of G is called an F -packing if every connected
component of Q is either isomorphic to K2 or is contained in F . Q is maximum if it covers a max-
imum number of vertices, and Q is an F -factor if it covers all vertices of G . dF (G) denotes the
number of vertices of G missed by a maximum F -packing. The local K2 and factor-critical subgraph
packing problem is to ﬁnd a maximum F -packing, given a graph G and a list F of factor-critical
subgraphs of G .
Cornuéjols, Hartvigsen and Pulleyblank [3] showed that the local K2 and factor-critical subgraph
packing problem is polynomial time solvable. Note that if F = ∅ we get the classical matching prob-
lem.
Now we can deﬁne gadgets, and the auxiliary graph in which we use them.
Deﬁnition 4. (T ,U ,F) is said to be a gadget representing the degree prescription ∅ = H ⊆ Z+ if T is a
graph, U ⊆ V (T ) and F is a set of factor-critical subgraphs of T with the property that h ∈ H if and
only if there exists an h-element set U ′ ⊆ U such that T − U ′ has an F -factor.
Some gadgets are shown in Figs. 1–3. More general constructions than these will occur in the
proof of Theorem 6.
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Fig. 3. A gadget representing {0,1,3,4}. F = {the 5-circuit, the 9-circuit}, U = {y1, y2, y3, y4}.
Deﬁnition 5. (See Fig. 1.) Let G be a graph and ∅ = H(v) ⊆ Z+ a prescription for all v ∈ V (G). An
induced subgraph S of Gsub is called subdivided, and we deﬁne V v(S) = V (S) ∩ V (G) and V e(S) =
V (S) ∩ V e(G).
Suppose (Tv ,Uv ,Fv) represents H(v) for v ∈ V v(S). Let Saux be the graph with vertex set
V (Saux) = V e(S) ∪
⋃
v∈V v(S)
V (Tv ),
and edge set
E(Saux) =
{
xe ye: xe, ye ∈ V e(S), xe ye ∈ E(S)
}
∪ {xeu: xe ∈ V e(S), x ∈ V v(S), u ∈ Ux
}∪
⋃
v∈V v(S)
E(Tv ).
Moreover, let F =⋃v∈V v(S)Fv . (Gsub)aux is denoted simply by Gaux.
By the construction of dissolution, it is easy to see that G has an H-factor if and only if Gaux has
an F -factor. Furthermore, in Lemma 20 we prove that dF (Gaux) = δH (G).
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see Fig. 1. After Tutte’s construction, it became well known that a parity interval {p, p+2, . . . , p+2r}
can be represented by a gadget with F = ∅, see Fig. 2. In [1], Cornuéjols described some degree
prescriptions representable by a gadget with F containing only triangles. By answering a question
of Pulleyblank, Loebl [7] then exactly characterized which prescriptions can be represented if F may
contain only triangles. He proved that these prescriptions are the parity interval and the sets of the
form
I ∩ {p, p + 2, p + 3, . . . , p + 2r − 3, p + 2r − 2, p + 2r}, r  1,
for some interval I . Loebl and Poljak [9] mentioned that more representable prescriptions may ex-
ist using reductions to more general graph packing problems. As for the local K2 and factor-critical
subgraph packing problem, this is indeed true.
Theorem 6. ∅ = H ⊆ Z+ can be represented if and only if all its gaps have the same parity.
Note that Theorem 6 implies that a representable degree prescription has no two consecutive
gaps. Note also that parity intervals and the antifactor problem of Lovász [11] are covered by the
representable cases.
Proof. Necessity. Suppose ﬁrst that (T ,U ,F) represents H , and let us prove that all gaps of H have
the same parity. This is a consequence of the following claim:
Claim 7. If p,q ∈ H, p < q then either p + 1 ∈ H or q − 1 ∈ H or if neither of these holds then q − p = 2k for
some positive integer k, and p + 2, p + 4, . . . , p + 2k − 2 = q − 2 ∈ H.
Indeed, the necessity follows from the claim: if g < h were gaps (including the possibility that
these are consecutive numbers), then let p,q ∈ H , p < g < h < q be such that (p, g] ∩ H = ∅ =
[h,q) ∩ H . Then p + 1 /∈ H , q − 1 /∈ H , so g and h have the same parity by Claim 7.
In order to prove Claim 7, let Up , Uq ⊆ U , |Up | = p, |Uq| = q be such that T −Up and T −Uq have
F -factors P and Q respectively, and |E(P ) ∩ E(Q )| is maximum. Let Σ be the symmetric difference
of the K2-components of the two. Clearly, Σ is a vertex-disjoint union of circuits and paths (including
possibly paths consisting of one single edge or one single vertex), however, circuits or even paths in
Σ would contradict the maximum choice of |E(P ) ∩ E(Q )|.
Since p < q, Uq \ Up = ∅. For v ∈ Uq \ Up let Σv be the component of Σ containing v , and v ′ the
other endpoint of Σv . Since v /∈ Up , such a component exists. Possibly v = v ′—note that this happens
if and only if v is covered in P by a factor-critical component. In either of the following two cases we
can conclude:
(1) If v ′ is covered in P by some F ∈F . Then the last edge of Σv (incident to v ′) is not in P : deﬁne
P ′ by replacing in P the factor-critical graph F by a perfect matching of F − v ′ , and Σv ∩ P by
Σv \ P . Then the set of vertices that P ′ misses is Up ∪ {v}, so p + 1 ∈ H .
(2) If v ′ is covered in Q by some F ∈F . Then the last edge of Σv (incident to v ′) is not in Q , and
the ﬁrst edge (incident to v) is also not—since it is in P by assumption. Deﬁne Q ′ by replacing
in Q the factor-critical graph F by a perfect matching of F − v ′ , and Σv ∩ P by Σv \ P , to conclude
q − 1 ∈ H .
If for v ∈ Uq \ Up neither of these two cases hold, then v ′ is not covered by a factor-critical
component in neither Q nor P , that is, all the points of Σv are contained only in K2-components,
and the two endpoints only in one of P and Q . Since |Σv | is not an even path, both the ﬁrst and the
last edge of Σv are in P , thus v ′ ∈ Uq \ Up .
We got that either one of the two mentioned cases holds, or the paths Σv (v ∈ Uq \ Up) match
the vertices of Uq \ Up . Then |Uq \ Up | is even, and interchanging the edges in Q on each of these
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that is, q,q − 2, . . . , p ∈ H as claimed.
Deﬁnition 8. Let l = min H and u = max H . If all gaps of H have the same parity and H is not an
interval of length at least 2, then deﬁne H-parity to be 0 (resp. 1) if all even (resp. odd) integers
in [l,u] belong to H .
Suﬃciency. Let ∅ = H ⊆ Z+ not have gaps of different parity. First note that we can suppose l = 0.
Indeed, proving the statement for {h − l: h ∈ H} with the gadget (T ,U ,F) and then adding l isolated
vertices to T and to U shows that the statement is true for H .
Let now e0, . . . , eu be a circuit, and for every 1 i  u add a path of length 2 between the end-
points of ei with a middle vertex xi newly added to the graph; then add an edge xi yi where yi is
a new vertex of degree 1, for 1  i  u. See Fig. 3, for u = 4. If u has H-parity, contract e0 and de-
note the new vertex by x0. Denote the deﬁned graph by T , let X = {x1, . . . , xu},U = {y1, . . . , yu} and
denote the longest circuit of T (Hamiltonian circuit of T − U ) by C .
Short-cutting k ∈ Z+ vertices on C (by using ei instead of xi) we get circuits that leave k vertices
of X uncovered. Such a k-shortcut-circuit and the edges xi yi for the vertices xi that have been short-
cut, cover all vertices of V (T ) except for u − k of them. We got:
Claim 9. For all 0 k u, there exists Uk ⊆ U , |Uk| = u−k such that T −Uk can be covered by a k-shortcut-
circuit Ck and a matching which is vertex-disjoint from Ck.
Now if u has H-parity then C is an even circuit, and for all even k = 0,2, . . . , any k-shortcut-
circuit is also even, and has a perfect matching. Thus by Claim 9, deleting u − k vertices of U , where
0 k u is even, the remaining graph has a perfect matching. Similarly, if u does not have H-parity
then C is an odd circuit, a k-shortcut circuit is even if 0  k  u is odd, and deleting u − k vertices
of U from T the remaining graph has a perfect matching.
If u has H-parity and 0 k u is odd or u does not have H-parity and k is even then |V (T )|−k is
odd and there is no perfect matching after deleting k vertices. On the other hand, then any k-shortcut-
circuit is odd. Let F consist of one odd k-shortcut-circuit for each k with u − k ∈ H . According to
Claim 9, there exists an F -factor of T − Uk such that Uk ⊆ U and |Uk| = u − k for all u − k ∈ H .
Conversely, if there exists an F -factor of T − Uk such that Uk ⊆ U , |Uk| = u − k, then one of the odd
circuits of F has to be used, and since these circuits all contain e0 (or x0), only one element of F
can be used, and so u − k ∈ H , by the construction of F . 
Of course in some special cases one can give much simpler gadgets than the ones constructed,
like some in Fig. 2. We remark that the necessity part of the above proof can be directly applied
to propellers introduced by Loebl and Poljak [8]. Thus using the more general packing of a ‘closed
propeller family’ [8] does not yield more representable prescriptions.
3. A partial characterization of critical graphs
In this section we establish a close connection between critical graphs in the degree constrained
subgraph problem and in the local K2 and factor-critical subgraph packing problem.
By Proposition 2, the instances (G, H) and (Gsub, H) of the degree constrained subgraph problem
are equivalent. The algorithm of Cornuéjols [1] is an alternating forest algorithm with the impor-
tant idea that it works not on (G, H) (it is not clear how to do it in a compact way), but on the
pair (Gsub, H). This algorithm implies the Gallai–Edmonds type Theorem 12, which is mentioned in
Cornuéjols [1] but not stated explicitly.
Deﬁnition 10. For v ∈ V (G) let l(v) = min H(v), u(v) = max H(v) and H↓(v) = {0,1, . . . ,u(v)}.
Without any loss of generality we assume that u(v) degG(v) for all v ∈ V (G).
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H-factor but for all v ∈ V (G) there exists a subgraph F of G with the property that degF (v)+1 ∈ H(v)
and degF (w) ∈ H(w) for all vertices w = v . Call G non-trivial and deﬁne val(G) = 1. Moreover, G is
called H-critical if V (G) = {v} and l(v)  1. In this case G is said to be trivial and let val(G) = l(v).
val(G) is called the value of G .
Theorem 12. (See Cornuéjols [1].) Let S be a subdivided graph. Let D ⊆ V (S) consist of the vertices v with the
property that there exists an H-optimal subgraph F of S such that degF (v) ∈ H↓(v) \ H(v). Let A be the set
of neighbors of D in S and let C = V (S) − (D ∪ A). Let val(D) denote the sum of the values of the H-critical
components of S[D]. Then
(1) the components of S[D] are H-critical,
(2) δH (S) = val(D) − u(A),
(3)
∑{val(K ): K is a component of S[D] adjacent to A′} u(A′) + 1 for all ∅ = A′ ⊆ A,
(4) for all H-optimal subgraphs F of S there is no edge of F between A and C and F [C] is an H-factor of S[C].
Observe that the H-critical components in this theorem are subdivided even if S = Gsub, explaining
the need for the notion of a subdivided graph.
A similar Gallai–Edmonds type theorem for the F -packing problem was proved by Cornuéjols and
Hartvigsen [2]. We cite this result.
Deﬁnition 13. (See Cornuéjols, Hartvigsen, Pulleyblank [3].) G is F -critical if it has no F -factor, but
G − v has one for each v ∈ V (G).
Theorem 14. (See Cornuéjols, Hartvigsen [2].) Let G be a graph andF be a set of factor-critical subgraphs of G.
Let DF ⊆ V (G) consist of those vertices which are missed by some maximum F -packing of G. Let AF be the
set of neighbors of DF in G and let CF = V (G) − (DF ∪ AF ). Then
(1) the components of G[DF ] are F -critical,
(2) dF (G) = c(DF ) − |AF |,
(3) |{K : K is a component of G[DF ] adjacent to A′}| |A′| + 1 for all ∅ = A′ ⊆ AF ,
(4) for all maximumF -packings Q of G there is no edge of Q between AF and CF and Q [CF ] is anF -factor
of G[CF ].
We make use of the following characterization for F -critical graphs.
Lemma 15. (See Cornuéjols, Hartvigsen, Pulleyblank [3].) A graph G is F -critical if and only if it is factor-
critical and does not have a subgraph F ∈F such that G − F has a perfect matching.
The main result of this section is as follows. For the sake of a uniﬁed treatment, if S is a subdivided
graph, then for a vertex v ∈ V e(S) we deﬁne Tv to be the singleton {v}, and let Uv = {v},Fv = ∅ (this
is a gadget representing {1}).
Theorem 16. Let S be subdivided with |V (S)| 2. Assume that for every v ∈ V v(S) the gadget (Tv ,Uv ,Fv)
represents H(v) satisfying the following technical condition:
(∗) Uv = ∅ and for all vertex sets Y ⊆ V (Tv ) the number of those factor-critical components of T v − Y which
are disjoint from Uv is at most |Y | − 1.
Then S is H-critical if and only Saux is F -critical.
Theorem 16 gives rise to a good characterization in the case when the gaps have the same parity
for each prescription. Indeed, in order to give a certiﬁcate that δFH (G)  k, one ﬁrst have to con-
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components of Gsub − A is at least u(A) + k. Such an A truly exists by Theorem 12. As for the H-
criticality of a component K of Gsub − A, this is trivial to exhibit for a singleton component. For a
non-singleton K , ﬁrst observe that the gadgets constructed in the proof of Theorem 6 satisfy con-
dition (∗) in Theorem 16. Now take such a gadget for every prescription H(v), v ∈ V (K ), and then
show that Kaux is F -critical. By Lemma 15, this is tantamount to check whether there exists F ∈F for
which Kaux − F has a perfect matching. The complexity of this method is addressed after Theorem 21.
Proof of Theorem 16. We need a series of lemmas ﬁrst.
Lemma 17. Let Q be an F -packing of a gadget (T ,U ,F) representing ∅ = H ⊆ Z+ . If Q does not cover
V (T ) − U then there exist vertices x /∈ V (Q ) ∪ U and y such that either y /∈ V (Q ) (x = y is allowed) and
T [V (Q ) + x+ y] has an F -factor, or y ∈ U ∩ V (Q ) and T [V (Q ) + x− y] has an F -factor.
Proof. Add to F the vertices of U as singleton factor-critical subgraphs, resulting in F ′ . Add the
vertices of U − V (Q ) as such singletons to Q resulting in the F ′-packing Q ′ with V (Q ′) = V (Q )∪U .
An augmenting path is a path P starting at some vertex x /∈ V (Q ′) such that every second edge of P
is a K2 component of Q ′ . H = ∅ so T has an F ′-factor, and hence Q ′ is not a maximum F ′-packing.
Thus the augmenting path theorem of Cornuéjols and Hartvigsen [2] states that
(1) either there exists an alternating path ending at a vertex y /∈ V (Q ′), or
(2) there exists an alternating path ending at a factor-critical component K of Q ′ , or
(3) there exists an even length alternating path P ending at a vertex w ∈ W ⊆ V (T ) such that V (P )∩
W = {w}, T [W ] is factor-critical having an F ′-factor QW and the components of Q ′ contained
in W form a perfect matching of T [W − w].
In case (2) if K ∈ F then we can modify Q to an F -packing with vertex set V (Q ) + x, while if
K = {y} ∈ F ′ \F then we can modify Q to an F -packing with vertex set V (Q ) + x + y. This latter
modiﬁcation can be done in case (1) as well. In case (3) modify Q to an F ′-packing with vertex set
V (Q ) + x using the F ′-factor QW . If QW is an F -factor then we are done. Otherwise QW contains
a component {y} ∈ F ′ \F . Now y ∈ U ∩ V (Q ) so replacing QW by a perfect matching of T [W ] − y
gives an F -packing with vertex set V (Q ) + x− y. 
Lemma 18. If Q is a maximum F -packing of Saux then S has a subgraph F such that δFH = |V (Saux) −
V (Q )|. If w ∈ V (S) is a speciﬁed vertex such that Uw  V (Q ) then F can be chosen such that degF (w) ∈
H↓(w) \ H(w).
Proof. For every v ∈ V v(S) do the following. If Q does not cover V (Tv )−Uv then apply Lemma 17 to
(Tv ,Uv ,Fv) and to the Fv -packing Q v consisting of the components of Q contained fully in Tv . Q is
maximum so there exist vertices x /∈ V (Q v)∪ Uv and y ∈ Uv such that either y ∈ V (Q )− V (Q v) and
Tv [V (Q v)+ x+ y] has an Fv -factor Q ′ or y ∈ V (Q v) and Tv [V (Q v)+ x− y] has an Fv -factor Q ′ . In
the ﬁrst case delete from Q the K2-component of Q − V (Q v) with end vertex y, and in both cases
replace Q v by Q ′ in Q . Iterating this, we achieve that the maximum F -packing Q covers V (Tv )−Uv
for all v ∈ V v(S) keeping the property that Uw  V (Q ). Next contract for every v ∈ V v(S) the vertex
set V (Tv ) to vertex v . Then Q −⋃{V (Q v): v ∈ V v(S)}—which is a matching in Saux—gives rise to a
subgraph F of S . Observe that δFH (v)  |Uv − V (Q )| for all v ∈ V v(S). Here strict inequality cannot
occur since then Q would not be maximum. Thus δFH = |V (Saux) − V (Q )|. Finally, degF (w) ∈ H↓(w)
by Deﬁnition 4 of a gadget, thus Uw  V (Q ) implies that degF (w) ∈ H↓(w) \ H(w). 
Lemma 19. If F is an H-optimal subgraph of S then Saux has anF -packing Q such that |V (Saux)− V (Q )| =
δFH . If w ∈ V (S) is a speciﬁed vertex such that degF (w) ∈ H↓(w) \ H(w) then Q can be chosen such that
Uw  V (Q ).
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keeping the property that degF (w) /∈ H(w). Now F gives an F -packing Q of Saux missing δFH vertices
in a natural way. Moreover, Uw  V (Q ). 
The following lemma is immediate from Lemmas 18 and 19:
Lemma 20. If S is subdivided and (Tv ,Uv ,Fv) represents H(v) for all v ∈ V v(S) then dF (Saux) = δH (S).
Turning to the proof of Theorem 16, assume that S is H-critical. Consider the decomposition
V (Saux) = DF ∪˙ AF ∪˙ CF as in Theorem 14. By Lemmas 19 and 20, Uv ∩ DF = ∅ for every vertex
v ∈ V (S). If v ∈ V v(S) then the vertices in Uv ∩ DF and {ve ∈ V e(S)} belong to the same compo-
nent of Saux[DF ], because S is not a singleton. Thus V (Tv ) ∩ AF = ∅, as otherwise condition (∗)
would contradict Theorem 14(3). Hence V (Tv ) ⊆ DF and so DF = V (Saux). Saux is connected and
thus F -critical by Theorem 14(1).
On the other hand, if Saux is F -critical then S is H-critical by Lemmas 18 and 20. 
The construction in the proof of Lemma 18 yields that one can use the alternating forest maximum
F -packing algorithm of Cornuéjols, Hartvigsen and Pulleyblank [3] to ﬁnd an H-optimal subgraph
of G , if all prescriptions are representable (this algorithm can be used also to ﬁnd an augmenting
path, required by Lemma 17). We mention also that the canonical decomposition of Gaux described in
Theorem 14 corresponds to the canonical decomposition of Gsub in Theorem 12.
Next we give a characterization for H-critical graphs in terms of perfect matchings. We do this
by translating the deﬁnition of F -critical graphs into H-critical graphs. Call an interval {p, p + 1, . . . ,
p + r} ⊆ Z+ long if r  1.
Theorem 21. Let S be subdivided with |V (S)| 2. Assume that all gaps of H(v) have the same parity for all
v ∈ V v(S). Then S is H-critical if and only if
(1) H(v) is not a long interval for all v ∈ V (S),
(2) for every w ∈ V (S), S has a subgraph F such that degF (w) /∈ H(w) but degF (w) + 1 ∈ H(w) has
H(w)-parity and degF (v) ∈ H(v) has H(v)-parity for all v = w, and
(3) for every w ∈ V (S) and d ∈ H(w) with not H(w)-parity it holds that G has no H-factor F such that
degF (w) = d and degF (v) has H(v)-parity for all v = w.
Proof. Construct Saux using gadgets (Tv ,Uv ,Fv) with the following properties.
(1) If H(v) is a long interval then Fv contains a singleton.
(2) If H(v) is not a long interval then |V (Tv)| has H(v)-parity.
(3) If H(v) is not a long interval then every Fv -packing of Tv has at most 1 component from Fv .
(4) Condition (∗) of Theorem 16.
If H(v) is a long interval then choose the ﬁrst gadget in Fig. 2. Otherwise the gadgets in the proof
of Theorem 6 share properties (2)–(4). By property (4) and Theorem 16, S is H-critical if and only is
Saux is F -critical.
Assume ﬁrst that S is H-critical. Saux is factor-critical by Lemma 15, so Saux − z has a perfect
matching for every z ∈ V (Saux). If H(v) were a long interval for some v ∈ V (S) then choosing z to be
a singleton in Fv , ensured by property (1), would give an F -factor of Saux, which is impossible. This
proves (1). Now let w ∈ V (S) and Q a perfect matching of Saux − z for some z ∈ Uw . Observe that
property (2) implies that when contracting every Tv into v ∈ V (S), Q gives rise to a subgraph F of S
satisfying (2). Finally, S is H-critical so it cannot have an H-factor, as in (3).
On the other hand, assume S satisﬁes (1)–(3). We use the classical Gallai–Edmonds decomposition
theorem w.r.t. matchings [4–6], which is just Theorem 14 in the special case of F = ∅. Denote this
decomposition by V (Saux) = D ∪˙ A ∪˙ C . By condition (1), properties (2) and (3) apply. It is easy to
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perfect matching. This matching is necessarily a maximum matching of Saux, thus Uv ∩ D = ∅ for all
v ∈ V (S). If v ∈ V v(S) then Uv ∩ D belongs to the same component of Saux[D], as |V (S)| 2. Thus
V (Tv )∩ A = ∅, for otherwise property (4) would give a contradiction to Theorem 14(3) (in the special
case of F = ∅). Hence V (Saux) = D and so Saux is factor-critical by Theorem 14(1). If Saux had an
F -factor Q with exactly one factor-critical component, then by property (2), Q would give rise to
such an H-factor of S which violates condition (3). Thus Saux is F -critical by Lemma 15, and so S is
H-critical by Theorem 16. 
Recall that parity interval prescriptions can be reduced to the matching problem by a gadget of size
max H (see the second gadget in Fig. 2). Hence, by Theorem 21, if all prescriptions can be represented,
it is possible to check H-criticality for a subdivided graph S by solving O (n2) matching problems
on graphs of size O (n2), where n = |V (S)|. In Sebo˝’s good characterization, which appeared in [1],
the property of being H-critical can be checked by solving O (n) matching problems on graphs of
size O (n2), provided a subgraph F with δFH = 1 is given, and O (n2) matchings without that. However,
our approach works only if the gaps have the same parity for each prescription.
4. The weighted version
The edge weighted degree constrained subgraph problem is to ﬁnd an H-optimal subgraph of G of
minimum weight, given an undirected graph G , prescriptions ∅ = H(v) ⊆ Z+ without two consecutive
gaps, and a weight function w : E(G) → R. The complexity of this problem is open. Using a result
of Pap [12], in this section we prove that this problem is polynomial time solvable, under the parity
constraint put throughout. We conjecture that it is polynomial time solvable even if every prescription
is only restricted to have no two consecutive gaps.
Theorem 22. The edge weighted degree constrained subgraph problem is polynomial time solvable in the
special case when no prescription is allowed to have two gaps of different parity.
Proof. A 2-matching of a simple, undirected graph G is a vector m : E(G) → Z+ such that ∑{m(e): e
is incident to v}  2 for all v ∈ V (G). A 2-matching is perfect if equality holds here for all vertices.
Note that a perfect 2-matching consists of edge components of value 2, and circuits with value 1 on
the edges. The tool we use in the proof is the following result of Pap [12]. Let F be an arbitrary set of
odd circuit subgraphs of G , where a singleton vertex is regarded as a circuit of length 1. A 2-matching
containing circuits only from F is called an F -matching. Pap gave a polynomial algorithm which
minimizes a linear function over the convex hull of perfect F -matchings.
Let G be a graph, ∅ = H(v) ⊆ Z+ a prescription for every v ∈ V (G) without two gaps of different
parity, and w : E(G) → R a weight function. First we prove the theorem for graphs with δH (G) = 0.
Construct Gaux from G , in such a way that the gadget (Tv ,Uv ,Fv) representing H(v) has only odd
circuits in Fv and Tv has size O (|V (G)|). This is indeed possible, for if H(v) is an interval, then for
the ﬁrst gadget in Fig. 2, Fv contains only singletons. Similarly, if H(v) has a gap then the gadget
constructed in the proof of Theorem 6 has only odd circuits in Fv and Tv has size O (|V (G)|). Ob-
serve that there is a natural bijection between F -factors and perfect F -matchings of Gaux. We deﬁne
a weight function w ′ in E(Gaux): let it be 0 everywhere, except for the edges of the form vve , with
e ∈ E(G) an edge incident to v ∈ V (G), where w ′(vve) = w(e)/4. Using the construction of dissolu-
tion, it is easy to see that for every H-factor F of G we can construct a perfect F -matching m of Gaux
with w(E(F )) = w ′m, and vice versa. As Gaux and the collection F have size O (|V (G)|2), a perfect
F -matching of Gaux with minimum w ′-weight, and thus an H-factor of G with minimum w-weight
can be presented using the algorithm of Pap [12], in time polynomial in |V (G)|.
The general case is reduced to the case δH (G) = 0 with the following construction, see Fig. 4.
Take Gsub, add a new vertex z and connect it to all subdividing vertices in V e(G). Let H(z) = {δH (G)}
and redeﬁne the prescriptions of the subdividing vertices to {0,2}. Finally, let every edge weight be 0,
except for the edges of the form xe ye , with e = xy ∈ E(G), where it is w(e). This new instance of the
weighted degree constrained subgraph problem is denoted by (G ′, H ′,w ′).
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We describe how to construct an H ′-factor F ′ of G ′ from an H-optimal subgraph F of G of the
same weight, and vice versa. First, let F be an H-optimal subgraph of G . For every edge e = xy ∈ E(G),
add all three edges of {xxe, xe ye, ye y} to F ′ if e ∈ E(F ), and none of them otherwise. Moreover,
for each vertex v ∈ V (G) with δFH (v) > 0, do as follows. There exists a number k ∈ H(v) such that
k−degF (v) = ±δFH (v). In case of a +, add δFH (v) paths of the form vvez to F ′ , where e ∈ E(G) \ E(F ).
In case of a −, replace δFH (v) edges of the form vve by zve in F ′ , where e ∈ E(F ). Clearly, the weights
of F and F ′ are the same, and F ′ is an H ′-factor of G ′ .
On the other hand, if F ′ is an H ′-factor of G ′ , then ﬁrst delete z from G ′ . Now there exists δH (G)
subdividing vertices xe with degree 1 in F ′ , where e = xy ∈ E(G). For each such vertex xe do as
follows. Let v ∈ V (G ′) be the neighbor of xe in F ′ − z. If v = x ∈ V (G) then delete xex from F ′ , and if
v = ye then add xex to F ′ . Now for every triple {xxe, xe ye, ye y} either all or none of the edges belong
to F ′ . In the ﬁrst case add e to F , and in the second case not. The constructed subgraph F of G has
weight equal to the weight of F ′ , and it is clearly H-optimal, as δFH  degF ′(z) = δH (G). 
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