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„One point twenty-one giga-watts!“ 
Doc Brown in Back to the future 

Zusammenfassung 
Zusammenfassung 
Integrierte optoelektronische Anwendungen sind allgegenwärtig in moderner 
Technologie. Sie sind einerseits Schlüsselkomponenten in bekannten kommerziellen 
Produkten wie mobilen Geräten oder Flachbildschirmen, aber sie ermöglichen auch 
schnelle Netzwerke in Datenzentren. Um drängende Probleme im Zusammenhang mit 
dieser Technologie zu lösen, z.B. der hohe Energieverbrauch und die Verwendung und 
Rückgewinnung von seltenen Materialien, sucht die Forschung nach Alternativen. 
Insbesondere effiziente, nicht-lineare Prozesse werden benötigt, um Signale zu schalten. 
Einige vielversprechende Konzepte wurden in der Nanooptik vorgeschlagen. Diese 
basieren insbesondere auf plasmonischen Prozessen, die im Frequenzbereich von 
sichtbarem Licht stattfinden. Drei dieser Konzepte werden in dieser Arbeit diskutiert 
und untersucht. 
Teil 1 der Arbeit handelt von der konkreten Umsetzung eines Konzepts, das eine starke 
Interaktion zwischen einzelnen Quantenemittern und dem geführten Lichtfeld an 
metallischen Wellenleitern ausnutzt. Hierdurch können prinzipiell extrem schwache 
Lichtsignale zum Schalten verwendet werden. In Teil 2 wird die Miniaturisierung von 
Lasern untersucht. Kleine Lasersysteme finden schon heute Anwendungen in 
verschiedensten Bereichen der Optoelektronik. Diese Arbeit behandelt die 
kleinstmögliche Realisierung von Lasern, sogenannte Nanolaser, und untersucht deren 
Anwendbarkeit. Teil 3 widmet sich dem relativ neuen Materialsystem Graphen. In 
dieser Arbeit wird untersucht, in wie weit sich Graphen zur Manipulation von 
sichtbarem Licht verwenden lässt, beziehungsweise, in wie weit Graphen plasmonische 
Eigenschaften aufweist.  
Die Analyse der Konzepte liefert neue Erkenntnisse zu kontrovers diskutierten Themen 
bezüglich der Vorzüge und Nachteile der Miniaturisierung mit Hilfe der Plasmonik. Die 
Erkenntnisse geben des Weiteren klare Richtlinien zur Optimierung der Konzepte hin 
zu effizienteren und praktikableren Designs. 
Abstract 
Abstract 
Integrated optoelectronic applications are omnipresent in modern technology. They are 
key constituents of familiar commercial products such as mobile devices and flat 
screens but also enable fast networks in data centers. In order to solve pressing 
problems induced by the technology, such as high power consumption and the use and 
recycling of rare materials, research tries to explore alternatives. In particular, there is a 
need for efficient, non-linear processes that could be employed for switching of signals. 
Some promising concepts have been proposed using nanooptics, especially based on 
plasmonic processes that take place at frequencies of visible light. Three of these 
concepts are discussed and investigated in this work. 
Part 1 of this work is about a concrete realization of a concept which makes use of a 
strong interaction between individual quantum emitters and guided light-fields of 
metallic waveguides. With this approach, in principle extremely weak light-signals can 
be sufficient for switching. In part 2 the miniaturization of lasers is investigated. Small 
laser-systems are already used today for a broad range of applications in 
optoelectronics. This works examines the smallest possible realization of lasers, so-
called nanolasers, and investigates their applicability. Part 3 focuses on the relatively 
young material graphene. In this work it is investigated in which way graphene could be 
used for the manipulation of visible light, and accordingly, whether graphene features 
plasmonic properties.  
The analysis of these concepts provides new insights to controversial discussed topics 
with respect to the advantages and disadvantages of miniaturization with the help of 
plasmonics. Further, the findings give clear advice for the optimization of the concepts 
towards more efficient and practicable designs. 
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1 Introduction 
In 1989’s Hollywood movie “Back to the future, part 2” the protagonist “Marty McFly” 
travels through time to visit the future of the 21th of October in 2015 – our today’s 
present. Almost no futuristic invention shown in the movie (e.g., accurate weather 
forecast, nuclear fusion, self-drying clothes etc.) has made its way into real life. However, 
some inventions are nowadays present in everyone’s living room: flat and large video-
screens presenting interactive media contents and visual telephony. This technological 
achievement can be essentially ascribed to optoelectronics. 
Many more applications like that have become possible and accessible to the broad public 
during the last decades. This progress is driven by the acceleration and miniaturization of 
processors and interconnecting networks. This technology has a strong impact on out 
contemporary society – people speak about the “era of information”. At the same time 
this technology is polluting the natural environment significantly. The overall energy 
consumption of the internet, or more precisely of the “information-communications-
technologies” (ICT) ecosystem, is rising with a higher rate than men’s energy production 
and reached already 1,500 TWh per year (10 %) in 2013 [1]. Rare materials integrated in 
miniaturized electronic and optoelectronic devices are virtually impossible to recover. 
This is because efficient recycle procedures are either not known or too energy 
costly [2,3]. Furthermore, current chip-technologies (e.g., CMOS-technology) are 
struggling with fundamental physical limitations which hinder further improvements, that 
are based on higher integration density [4–6]. Thus, motivation for various scientific pro-
jects (beyond pure curiosity) is to find ways to provide energy efficient alternatives for 
current technologies. At the same time these alternatives should be based on recyclable 
materials and allow for improved performance – without losing its high degree of inte-
gration density. In this context the Olympic motto “citius, altius, fortius” (Latin for 
"faster, higher, stronger”) may be translated into “faster, smaller, cleaner, more efficient”. 
Promising attempts to tackle these issues have been proposed in nanooptics. 
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Nanooptics or nanophotonics is a branch in science and engineering that combines optics, 
nanotechnology and optoelectronics. It is formally distinguished from optics by a natural 
frontier, i.e., the diffraction limit. This limit basically states, that two small objects, ob-
served in an optical microscope, which are only separated by less than a half of a wave-
length of light, cannot be resolved as two but will appear as one. The underlying reason is 
related to inherent near-fields that exist around any object [7]: as the name suggest, these 
are fields that cannot leave the object by radiating to the far field. Thus, not the complete 
information stored in the light field can reach a potential observer.   
Nowadays, nanooptics deals with various disciplines that can be divided into  
• Analytic tools, e.g., near-field microscopy of sub-diffraction limited ob-
jects [8,9] and spectroscopy, e.g., surface enhanced Raman spectroscopy [10].
• Light harvesting, e.g., collecting and trapping of light in solar cells [11], but
also sub-diffraction lithography [12] or miniaturized photo detectors [13].
• Active or novel functionality, e.g., miniaturized lasers [14–17] or
metamaterials [18–20].
Some of the most impressive advancements in recent years have been accomplished in 
the field of microscopy, where nanooptics is now capable of investigating and controlling 
individual quantum systems [9,21]. Also, various achievements already made a successful 
transformation from basic research to applied technology.  
The term optoelectronics leads to the fact that various technical instruments use a 
combination of optics and electronics to provide specific functionality. For instance optics 
is frequently used for data transport but electronics for data processing. However a 
transformation from optical to electrical signals is accompanied by losses in efficiency 
and speed. An optically “active” process, i.e., a non-linear response of high speed and 
energy efficiency would render a further breakthrough in nanooptics, a transformation 
could become faster or even obsolete. Summarized, nanooptics scientists try to tackle two 
demands at the same time: increase of integration density and reduction of power con-
sumption.  
Nanooptics often utilizes surface plasmon polaritons – from now on mostly called “plas-
mons” - to confine optical energy to nanoscales: to so-called “hot-spots”. Thus, the term 
“plasmonics” [22] is sometimes almost synonymously used for nanooptics. Plasmons are 
described as being partly photon and electron-density oscillation (in a metal). Through 
this interaction of light fields with conduction band electrons in the metal, plasmons gain 
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momentum with respect to photons, resulting in shorter wavelength than photons of the 
same energy (which interact only with bound electrons in dielectrics). Furthermore, on 
interfaces of metals and dielectrics, plasmons feature an evanescently decaying intensity 
distribution into both media. These properties usually yield a higher confinement than the 
one found for photons. However, advantages in confinement have to be paid up by rela-
tively fast damping (due to Ohmic losses). Also quenching of fluorescence of near-by 
emitters can be a problem. This thesis shines light on various aspects of an often 
emerging discussion about pros and cons of plasmonics. 
This discussion is held in parallel with the reports on three attempts to produce non-linear 
responses for “active” plasmonics or nanooptics that have been considered and investi-
gated during this thesis: 
• Non-linearities that arise from the interaction of individual quantum systems
(emitters) with waveguide modes.
• Non-linearities that are associated with coherent amplification - switching
from non-lasing to lasing state in a nanolaser or spaser.
• New plasmonic materials (2D-materials like graphene) that feature on-the-fly
controllable optical properties by electrical tuning.
Figure 1 depicts a typical physical system discussed within the following chapters. 
Figure 1: Scheme of a typical physical systems discussed throughout this thesis. A 
nanostructure hosts specific modes (that might be prone to losses). Emitters located in the near-
field of these modes couple to these modes and other channels. The system may feature non-
linearities when the feedback is of comparable strength to all the other optical processes or if the 
properties of the mode-hosting nanostructure change. 
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Speaking of nanooptics implies that the frequencies of interest are mainly in the visible 
spectral range (VIS), maybe up to the near infrared (NIR). This is a spectral range of 
electromagnetic radiation, which is not only interesting because it is visible to the human 
eye, but also for other reason: Highly efficient detectors and optics are available for the 
VIS and also the best emitters with good quantum efficiency and stability. Additionally, 
the larger the wavelength, the harder it will be to accomplish a high degree of 
miniaturization down to the nanoscale. This thesis is thus not dealing with infrared (IR) or 
even terahertz physics.  
This thesis starts with a theory and experimental chapter (chapter 2 and 3) in which the 
underlying models are discussed and a short report on experimental tools and sample 
preparation is given. This is followed by chapters on the three aforementioned attempts to 
achieve a non-linear response in nanooptics.   
Chapter 4 deals with integrated on-chip nanooptics, by investigation and design of a 
platform utilizing waveguides and photon-to-plasmon couplers. The aim is here to 
provide an efficient chip design that enables the investigation of the interplay between 
individual quantum emitters with confined guided modes.  Finite element methods are 
used to design a highly efficient coupler (Figure 2) and a high coupling strength to close-
by emitters. On-chip structures fabricated by collaborators via e-beam lithography have 
been evaluated in experimental performance tests finding a good agreement with the 
predictions of the simulations. 
Figure 2: Scanning electron microscopy image, numeric simulation and experimental results for 
a photon-to-plasmon coupler. 
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Chapter 5 represents the main focus of this thesis. It reports on investigations of fully 
nanoscopic lasers, i.e., lasers with sub-diffraction limited dimensions in all spatial direc-
tions, both on theoretical and experimental grounds. Theoretical modeling was done using 
analytical methods based on Mie-theory. Experiments have been performed on chemi-
cally synthesized core-shell particles as well as on nanostructures combined with dye-
doped films (Figure 3).   
Chapter 6 presents the most fundamental research in this work. It reports on ways to 
investigate and understand the optical response of graphene. Especially potential routes to 
excite plasmons in graphene in the VIS are discussed, where graphene is widely 
considered to feature no plasmonic responses. In pulsed excitation experiments the broad 
photoluminescence of graphene and emerging potential second-harmonic generation 
(SHG) features are discussed (Figure 4).  
Figure 3: Scanning electron microscopy image, scheme of the analytic model and experimental 
results for plasmonic particles coated with dye-doped films. 
Figure 4: Optical microscopy image of multi- and monolayer graphene on mica, theoretical 
model for the broad photoluminescence and a corresponding spectrum with a potential SHG 
peak. 
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2 Theoretical Basis: 
Matter & Emitters, Modes and 
Methods for Modelling 
This chapter introduces important conceptions that build the basis for the following 
chapters, i.e., the qualitative picture of physical processes and tools to quantify light 
matter interaction. Conceptually this chapter is divided into the description of matter 
(2.2) that hosts modes, emitters (2.3) that may “excite” (populate) modes and modes 
themselves (2.4). Beyond pure description, controversial aspects concerning the 
derivation of the Purcell effect in nanooptics (2.5) and the distinction of photons and 
plasmons (2.4.1) are discussed. 
2.1 Basic Concept 
The variety of possible material systems, frequency ranges and field strength captured 
by the phrase “light-matter interaction” is huge. Interactions with materials like 
inorganic or organic solids, fluids, gases or even plasmas are investigated in optical 
sciences and energy and length scales may differ by orders of magnitude. Depending on 
the effects of interest, light is often regarded as a stream of photons (e.g., photoelectric 
effect) or as a classical electromagnetic wave (e.g., non-linear effects like second-
harmonic generation) with certain momentum and frequency.  
The work presented here roughly deals with light as the visible part of the 
electromagnetic spectrum, i.e., with photon energies in the range of approximately 1-
 3 eV. Mostly a useful picture of optical modes (or quasi-normal modes [23]) is used. 
These modes may be populated by optical quanta, i.e., photons or plasmons. Physical 
bodies that are considered here may be divided into two main classes: matter and 
emitters. The objects summarized with “matter” are mainly regarded as passive objects, 
just reacting on an optical stimulus or hosting modes. Basically those objects like 
dielectrics or metals can be sufficiently described by frequency-dependent complex 
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functions of their dielectric permittivity. Emitters are the fundamental constituents of 
active material. They are active in a sense, that they may store energy and release by 
luminescence (spontaneous or stimulated emission), e.g., organic emitters.  
However this distinction into passive and active is sometimes becoming blurry when for 
instance solids like gold or graphene are excited to emit photoluminescence (PL) due to 
intrinsic optical interband or intraband transitions of the material [24,25]: the PL-
producing  processes can be regarded as dipole emissions from within the matter. Thus, 
modes hosted by passive objects may be populated by their own luminescence.  
Further the assumption of passive matter objects may lose its validity when i) transient 
phenomena come into play or when ii) the absorption of the matter (and thus its 
dielectric permittivity) is changed via strong pumping. In these cases one faces a 
coupled system with non-linear feedback mechanisms. An example for i) could be a 
material that changes from dielectric to metallic electron distribution in a short time 
after an optical excitation. The matter is then able to host different modes than before or 
the quality factors of an excited cavity might be affected [26,27]. Laser-resonators that 
are made from the laser’s gain medium feature case ii): the quality factors and central 
frequencies of the laser’s eigenmodes might change during pumping and differ from 
that of the cold cavity (“frequency pulling”) [28].  
Consequently, the basis for a quantitative modelling of light matter interaction, will be 
the knowledge of band-structures, dielectric permittivities and energy levels. From its 
knowledge and the geometry of the problem optical modes can be computed that finally 
allow to describe the interaction with emitters, i.e., where the emitted power goes, how 
it is concentrated, how long it will be stored or how fast it might be damped. This 
model-construction is depicted in Figure 5.  
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Figure 5: Scheme of multiscale models to describe light-matter interaction. Knowledge about 
material properties like dielectric permittivities or energy levels and of the geometrical 
arrangements are used to calculate guided or cavity modes. This information is used to predict 
the performance of envisioned systems, i.e., light-matter interaction of individual emitters with 
specific modes (upper dashed box). This static system may be altered when a feedback to the 
material properties is present. 
2.2 Matter 
The response of solid state materials on optical excitations is for reasonable low powers 
described by a linear dielectric permittivity. This is the case for most of the studied ma-
terials in this thesis. This means that the electric displacement D is a linear function of 
the applied electric field E:   
0D E= εε (2.1) 
where the proportionality factor ε = ε’ + iε’’, the relative dielectric constant or permittiv-
ity, is a complex number that is usually a function of frequency (known as dispersion): 
ε = ε(ω); ε0 is the vacuum permittivity. ε’ is a measure of how polarization in a medium 
weakens the field inside the medium compared to the applied outer electric field. ε’’ ac-
counts for losses inside the material, i.e., processes that lead to dissipation of energy, 
which was initially stored in the electromagnetic field. ε’(ω) peaks when the frequency 
is scanned over a range that corresponds to the bandgap of a semiconducting material. 
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This is only one example, where a strong relationship between the bandstructure of a 
solid with its dielectric permittivity is obvious. Relatively simple models such as the 
Drude-model, which basically describes kinetic movements of charge carriers, can be 
used as the fundament for material models describing optical properties [29]. Such 
models that render the complex dielectric permittivity are not only of academic interest 
but are explicitly needed for numerical Maxwell-equation solvers (“time-domain” 
methods section 2.5) but also in the fundamental task of (analytically) searching for the 
eigenfrequency or an eigenmode of a cavity: The eigenfrequency depends on both the 
design (geometry and material) of the cavity but at the same time on the dispersion of 
used materials [30].   
The relevant materials studied in this thesis are gold (Au), silver (Ag), (crystalline) 
silicon (Si), gallium phosphide (GaP) and silicon nitride (SiN) as well as graphene. 
Therefore the dielectric permittivities and band structure diagrams will be depicted in 
the following. Subsequently some basic properties of graphene will be discussed briefly. 
Its quasi-two-dimensional character, being only 0.34 nm thick, introduces some 
problems to the description, as the use of a simple dielectric permittivity is in principle 
only well-defined for macroscopic objects. This is reflected by theoretical results which 
found a strong influence of the edges (armchair or zig-zag) of small graphene sheets on 
the hosted plasmonic modes [31,32].  
Materials can be described and compared by either looking at their dielectric permittivi-
ties ε or the refractive indices n n i= + κ  or sometimes even at their complex conductiv-
ities. These quantities are equivalent as they are connected via distinct relations. It is 
useful to compare the dielectric permittivities when it comes to considerations as in this 
thesis. Especially for the estimation of the losses due to quenching of emitters close to 
passive nanostructures, ε’’ is the most intuitive number. The imaginary part of the 
refractive index κ can be very small for some dielectrics and thus one might conclude 
that quenching effects are small, too. ε’’ however can be relatively high at the same 
time, especially for high index media. As ε’’ = 2nκ, it accounts for the way how light 
will penetrate the medium (~ n) and how it is absorbed (~ κ), finally leading to more 
losses. As a matter of fact κ can be very high for noble metals, but n is small – the free 
carriers shield the field and prevent it from entering the metal – so that the ε’’ of metals 
can also be relatively small. However, there will be no metal that is absolutely free of 
losses (ε’’ = 0), as there is no absorption-free metal (in the VIS) with κ = 0 in contrast to 
dielectrics that can be effectively free of absorption.  
2. Theoretical Basis
10 
Figure 6: Band-diagram and dielectric permittivity of silver. a) Dotted line indicates the Fermi- 
level. Optical transitions are marked by vertical arrows (3.6 eV), that have to connect two bands 
of the diagram. If the distance between bands is too wide, only transitions from or to the Fermi-
level can occur. The probability of possible transition rises with the density of  electronic states, 
which is high for extremal points in the band-diagram (Figure taken from [177]). b) Real and 
imaginary part of silver’s dielectric permittivity (upper and lower curve, respectively). The real 
part follows almost an ideal Drude-model, the imaginary part is small in the entire VIS and 
shows only weak features (data taken from [34]).  
2.2.1 Silver and Gold 
Silver is widely regarded to be the best plasmonic material, i.e., the metal with the 
highest conductivity at frequencies of visible light. Noteworthy is however, that silver 
oxidizes relatively fast at ambient conditions. The resulting silver-oxide layer has turned 
out to alter silver’s properties significantly [33]. This fact limits the application of silver 
even though it can be protected from oxidation with coatings. 
The band-diagram of silver (Figure 6) shows only few features in a wide energy range 
around the Fermi-level. Consequently optical transitions that correspond to vertical ar-
rows in such a band-diagram (due to the relative small momentum of photons) can 
occur only with low probability, i.e., silver is mainly free of absorption in the VIS. The 
same can be seen more directly from the dielectric permittivity for which a low 
imaginary part was found [34]. The permittivity of silver can be modeled with a simple 
Drude-model over a wide range.  
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Figure 7: Band-diagram and dielectric permittivity of gold. a) Dotted line indicates the Fermi- 
level. The vertical arrows correspond to the allowed transitions at 2.8 eV (Figure is taken 
from [177]). b) Real and imaginary part of gold’s dielectric permittivity (upper, lower curve, 
respectively). The real part follows almost an ideal Drude-model for wavelength beyond 
roughly 530 nm where significant intraband transitions set in that lead to absorption. 
Consequently an increase of the imaginary part is observed in that range. Permittivity data is 
taken from [34]. 
In contrast to silver the 5d-band of gold is close (~ 2 eV) to the 6sp-band (Figure 7). 
Optical transitions can thus lead to significant absorption - or in the time-reversed 
process - to luminescence. Interestingly this luminescence was found to be increased by 
orders of magnitude in gold nanoparticles (NPs), which is explained by the increased 
density of modes (originating from the plasmon resonance) at the particle [25]. This 
effect can be used to detect gold nanoparticles with a laser that excites the particle with 
photon energies above the transition. Further it is possible to probe the corresponding 
localized plasmon resonance as the spectral response of the luminescence follows the 
plasmon resonance [25,35,36].  
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2.2.2 Silicon, Gallium Phosphide and Silicon Nitride 
The banddiagram of silicon [37] exhibits a bandgap of 1.1eV, i.e., silicon is a 
semiconductor (Figure 8). Importantly this is an indirect bandgap. While a direct 
bandgap material usually shows strong absorption and luminescence silicon doesn’t. 
This is due to the momentum mismatch between photons and the corresponding indirect 
bandgap transition. 
The dielectric permittivity shows two noteworthy features. The real part is one of the 
highest known for materials in the VIS. The refractive index n = ε is high too, thus 
yielding a small wavelength of light in silicon. This fact allows for silicon nano-
structures like waveguides or resonators for optics that are dimensioned well below the 
corresponding photon wavelength in air, e.g., nano-antennas with diameters around 
100 - 200 nm [38]. Additionally the imaginary part is rather small for photon energies 
above the bandgap. Together with the high refractive index, silicon based 
nanostructures with relatively low losses or damping are possible.  
Figure 8: Band-diagram and dielectric permittivity of Si. a) The bandgap of Si is indirect, so 
that optical transition can only take place when additional momentum is provided, e.g., by 
phonons. b) Real and imaginary part of Si’s dielectric permittivity (upper, lower curve, 
respectively). The real part is the highest for dielectrics in the VIS. Beyond roughly 500 nm 
more and more direct transitions set in that lead to increased absorption (rise of Im(ε)). 
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Figure 9: Band-diagram and dielectric permittivity of GaP. a) Relevant transitions (with high 
probability / at extremal points of bands) and corresponding energy differences are marked by 
vertical arrows (figure taken from [178]). b) Real and imaginary part of GaP’s dielectric 
permittivity (upper, lower curve, respectively). The real part is relatively high for dielectrics in 
the VIS. Beyond roughly 550 nm transitions set in which lead to absorption (rise of Im(ε)), first 
only weak absorption is found due to an indirect band gap followed by a significant increase 
around 450 nm (2.78 eV). Permittivity data is taken from [179].  
Gallium phosphide is in many aspects comparable to silicon. It also exhibits an indirect 
bandgap and a high index of refraction in the VIS. Most valuable for nanooptics based 
on dielectrics is that the bandgap is relatively wide (at around 550 nm, 2.25 eV) and thus 
almost no losses are expected for longer wavelength. Figure 9 shows the banddiagram 
and dielectric permittivity of GaP.  
Silicon nitride exhibits a relatively flat dispersion in the VIS featuring a refractive index 
of 2 and no absorption. This is because of its wide bandgap of around 5 eV. This 
material is considered here for on-chip waveguides. As silicon exhibits losses in the 
VIS, SiN is often considered as an alternative. Thin films of the material can be grown 
with high quality on glass and thus it can be used as a basis for lithography [39]. 
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2.2.3 Graphene 
In contrast to the aforementioned bulk materials that are well understood, graphene 
represents a relatively “young” material. It is a quasi-2D material, a fact that introduces 
various challenges to theory and experiment. The band-diagram of graphene shows 
some features that give rise to extraordinary physical properties. It is a semi-metal in its 
undisturbed state, i.e., the Fermi-level lies on a single point in the band-diagram. This 
single point is where the so-called Dirac-cones touch – the Dirac-point [40]. The Dirac-
cones refer to regions around the Fermi-level where the band-diagram has a linear 
dispersion (Figure 10). A linear dispersion yields charge-carriers of zero effective mass 
m* as this is inversely proportional to the second derivative of the band dispersion E(k) 
with respect to momentum k. Thus charge-carriers in this region are said to behave 
photon-like – nevertheless they are still fermions. A direct consequence of the linear 
dispersion is an efficient carrier scattering, as energy and momentum conservation are 
fulfilled simultaneous in this situation [24,41]. 
An important feature of graphene is its electrostatic tunability: the chemical potential 
can be shifted away from its natural Fermi-level (Figure 11a) which acts like a doping 
with donors or acceptors (depending on the applied voltage) as in ordinary 
semiconductor science. Doping can be controlled in a relatively simple configuration 
(Figure 11c) that can be understood and quantitatively modeled via a simple capacitor 
model derived during this thesis. It yields a functional connection between applied 
voltage and doping (chemical potential µ). Here a doped silicon wafer and the graphene 
layer are the capacitor plates and a silicon dioxide layer acts as the dielectric. Well-
Figure 10: a) Honeycomb-like structure of graphene. b) Banddiagram of graphene with zoom-in 
to one of the Dirac-cones. Figures taken from [180]. 
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known relations describing the capacity C are C = Q/U and C = ε0 εr d/A. Combining 
these two yields the equation: 
0 r
dU Q
A
=
ε ε
(2.2) 
with the charge Q, the permittivity of the dielectric ε0εr, the distance between the plates 
d and the plates’ area A. The ratio Q/A can be interpreted as the charge per unit cell size 
(QEZ/AEZ). The charge per unit cell is connected with the density of states ρ(E) via 
µ
EZ 0
Q e (E)dE= ρ∫  , (2.3) 
i.e., an integration over the density of states yields a number of states or “charges” QEZ.
A complicated analytic form of graphene’s density of states (Figure 11b) is known, but
up to 1.5 eV a linear dispersion is a good approximation:
EZ
2 2
F
2A(E) E
v
ρ =
πZ
, (2.4) 
Where vF is the Fermi-velocity of the electrons in graphene. This finally yields 
2
2 2
0 r F
eU(d,µ) µ d
v
= ⋅ ⋅
ε ε πZ
, (2.5) 
which is plotted for three different d in Figure 11d. The chemical potential is thus 
inversely proportional to the thickness of the dielectric and proportional to the square 
root of the applied voltage. Reaching high dopings by this method is in practice 
restricted to about 1 eV: The combination of relatively high voltages and thin dielectric 
layer runs the risk of having a breakdown of the dielectric. 
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To describe graphene’s (electromagnetic) properties, mostly the band-diagram is 
reduced to the Dirac-cone region, as the mathematical description is significantly 
simplified by this approximation - an approximation that starts to lose its validity when 
the energy range of the VIS is entered. Optical properties of graphene are computed 
based on the random phase approximation (RPA) that is applied on the band-diagram 
derived by TBM. Mostly the conductivity σ(ω) is used, assuming no conductivity in 
out-of-plane direction. Thus, predicted optical properties are coupled to the method to 
derive the band-diagram as well as on the way to convert this into a conductivity. A 
direct measurement as it is done for ordinary bulky dielectrics or metals is more 
difficult. Finally the conductivity may then be transformed into a dielectric permittivity 
via 
0
( )( ) 1 i
d
σ ω
ε ω = −
ωε
 , (2.6) 
Figure 11: Electrostatic doping of graphene. a) Doping shifts the chemical potential µ (or Ef) 
away from the Dirac-point (figure taken from [160]). b) Density of states for graphene as 
calculated by tight binding modelling (TBM) with ε in units of t =2.7 eV (figure adapted 
from [181]). c) Capacitor-like configuration for electrostatic doping of graphene with graphene 
acting as one of the capacitor plates and a thin SiO2-layer as the dielectric. d) Chemical potential 
as a function of applied voltage for different thicknesses of the dielectric.  
2. Theoretical Basis
17 
where d is the thickness of graphene of around 3.4 Å [42,43]. Whether the use of a 
macroscopic permittivity is an accurate way to describe a material in this ultimate 
thickness-limit, being quasi 2D, is questionable on principle grounds. However, in 
pioneering work graphene was handled like this within numerical simulations yielding 
results that qualitatively matched to measured data [44]. Specifically an effective 
thickness 0.5 nm of graphene was assumed with an isotropic and homogeneous 
dielectric permittivity, even though ε(ω) is a function of the thickness and in- or out-off 
plane direction. Also the modelling of σ(ω) already comprises some parameters with 
uncertainties, that can effectively act as fitting parameters.  
Another open question is how to handle deviations from an idealized graphene sheet, 
e.g., finite graphene sheets. As soon as the infinite plane of the carbon lattice features an
edge many theoretical calculations are in principle not valid anymore. Simulations
including every single atom of small graphene islands found that the optical response
would be significantly altered in some cases depending on the edges being in arm-
chaired or zig-zag configuration [31,32]. Whether such effects even out on realistic
samples or not is still unclear, as well as the influence of roughness, substrates and
solvent-layers on top or between graphene and substrate. Thus, as both theory and
experiment are dealing with significant complications, graphene remains a very
challenging subject of research.
As graphene was found to be an extraordinary good direct current (DC) conductor, 
showing ballistic transport at room-temperature [45], it is straightforward to think about 
potential plasmonic properties based on high frequency-dependent conductivity. First 
simulations predicted that graphene would behave like a metallic sheet at frequencies of 
IR or THz photons with low damping. This allows for plasmons controllable by electro-
static doping [42,46–48]. With scattering near-field microscopy (SNOM) it was 
possible to excite and visualize such plasmons [44,49]. These plasmons had faster 
damping rates than expected from theory but were indeed showing extremely short 
wavelengths (high momenta) and thus a very high degree of confinement. Whether 
these plasmons exist only in the IR region or can be excited also in the VIS is the topic 
of various theoretical publications and has been a controversial discussion. In chapter 6 
experiments are presented that try to shine more light onto this topic. 
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2.3 Dipole Emitters 
2.3.1 Hertzian Dipole 
In classical electrodynamics a single fluorescent molecule can be described by an 
oscillating charge: a Hertzian dipole with a frequency-dependent polarizability. This 
dipole can absorb and emit electromagnetic energy continuously, basically acting as a 
resonator that stores energy for a time. Thus, such a structure is (in classical physics) 
fundamentally nothing else than the ultimate limit of a nanostructure hosting localized 
modes (2.4.3). Consequently a dipole has a far- and a near-field, as it represents a lossy 
(radiating) cavity (even though there is no inside for this cavity). That is exactly what is 
found, when the fields around a driven electric point-charge are analyzed as depicted in 
Figure 12 taken from Ref. [7].  
The electromagnetic field around an oscillating point-charge can be decomposed into a 
series of components that decay proportional to (kr) -1, (kr) -2 and (kr) -3 [7]. Here k is 
ω/c or 2π/λ and r is the distance from the charge. Thus, kr is a normalized distance, 
where kr < 1 is the near-field and kr > 1 the far-field; fields decaying with (kr) -2 are 
denoted as intermediate-fields. Some basic features of this analysis are: i) the near-field 
contains much higher field strengths than the far-field, ii) in the near-field regions of 
high energy density (hot-spots) are found in the direction of the oscillating charge, in 
contrast to the far-field where no power is emitted in this direction, iii) near-, 
intermediate- and far-field can be associated to the position of the charge, its speed and 
acceleration, respectively [7].  
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2.3.2 Near-fields 
As will be discussed later (2.4.1) the near-field must contain fields of higher momentum 
k|| than that of the far-field (with k = ω/c), to compensate for the evanescent nature 
(imaginary momentum k⊥) away from the center: 2 2k k k⊥= + . Following energy (ℏω) 
and momentum (ℏk||) conservation, access to the energy stored inside the near-field of 
an emitter is possible, when modes with near-fields of high-momentum are “offered” to 
the emitter to emit into. This means that the power emission-rate of emitters can be 
significantly altered when the emitter is coupled to photonic/plasmonic structures by 
spatially overlapping the near-fields of the emitter and the optical mode. 
2.3.3 LDOS 
The change of the emitted power of a dipole mentioned at the end of the last section is 
described quantitatively with the changes in the local density of states (LDOS) 
sometimes also called local density of modes in order to prevent confusion with the 
density of states for electrons. The LDOS ρ is defined as the number of modes per 
volume at a specific frequency and location ρ = ρ(r,ω). Furthermore, the LDOS 
Figure 12: Field amplitudes (transversal and longitudinal) as a function of distance (normalized 
by the vacuum wavelength) from the dipole emitter. Different regimes (near-field, intermediate 
field and far-field) can be identified. A comparison of the longitudinal and transverse fields 
shows, that the highest near-fields are found in direction of the oscillating charge (longitudinal 
field), where no far-fields are present. Figure taken from Ref. [7]. 
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associated to individual modes can differ according to their degree of confinement and 
quality factor of the mode. The LDOS can usually not be measured directly. However, 
as mentioned before, changes in the emission rate γ of an emitter (with dipole moment 
µ) can. According to Fermi’s Golden rule the quantities γ and ρ are related linearly 
via [7]: 
2
µ
0
2 µ (r, )
3
ω
γ = ρ ω
εZ
 . (2.7) 
ρµ is the partial LDOS: as a dipole emitter has a specific orientation it can only react on 
a part of the LDOS [7]. Further, various physical processes can lead to a modified 
emission-rate (or modified LDOS) like Förster resonant energy transfer (FRET), pure 
quenching by an absorber or a Purcell-effect induced by a high-Q cavity. All these 
effects have to be taken into account for a correct identification of the underlying 
reasons for an enhanced emission rate (see discussion of Purcell effect in 2.5.3).  
2.3.4 Quantum vs. Classical 
Emission and Absorption 
Without explicitly saying, the classical nature of energy dissipation (“emission rates”) 
and the quantum nature of spontaneous emission (“LDOS”) have been mixed in the last 
paragraph. That is only valid, as the equivalence of the classical and quantum picture 
have been mathematically demonstrated [7]. In classical physics the LDOS can be 
understood as the back-action to an emitter that stems from its own emission. The 
emission-rate (rate of energy dissipation) of a classical dipole is interpreted in quantum 
physics as a statistical probability of emitting a photon. The latter process happens 
randomly; photon-by-photon. When a pulsed excitation of a single photon emitter is 
performed, the arrival times of the emitted photons relative to the pump pulse can be 
recorded and fed into a histogram. An exponential decay is found (Figure 13). The time 
to decay to 1/e of the initial amplitude is called the lifetime of the excited state of the 
quantum emitter. The inverse lifetime gives the same emission rate that was discussed 
before for classical dipoles. The equivalence is very valuable, as it allows computing of 
this important quantum physical quantity by relatively simple classical electrodynamics, 
i.e., by solving the Maxwell equations. While spontaneous and stimulated emission is
quite clear to describe in classical electrodynamics by a damped or driven oscillator,
spontaneous decay in quantum optics is interpreted by the stimulated emission induced
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by a virtual photon. The chance to interact with a virtual photon/plasmon is proportional 
to the LDOS. 
However, there are more differences between a classical and a quantum emitter. As the 
latter has internal states with certain lifetimes it can be saturated. This means that the re-
emission of power during excitation cannot be increased further and further by 
increasing the excitation. Thus, a strategy to produce many single photons, is to reduce 
the lifetime of the excited state by coupling the emitter to photonic structures that alter 
the LDOS. This is closely connected to another quantum effect, the photo-effect: a 
classical dipole may absorb or emit light continuously. This yields an in- or decrease in 
its amplitude of oscillation, while a quantum emitter can only absorb or emit photons in 
energy-packages of ℏω. Additionally, allowed frequencies for excitation and emission 
are dictated by the energy levels of the internal quantum states and are not possible – no 
matter how strong the excitation power – when the photon energy is too low (except for 
non-linear interactions like two-photon absorption).  
Figure 13: Schematic of classical and a quantum decay. a) Amplitude of a classical oscillator 
that is damped. The oscillator loses its energy with a rate corresponding to the exponential 
envelope. The decay constant is related to the rate of power emission. b) Histogram (with 
exponential guide-for-the-eye) of randomized numbers as in a typical lifetime measurement. 
Photon arrival-times of a spontaneous emission process are random but following an 
exponential probability distribution. Its decay constant is the emitter’s lifetime (the inverse is 
the decay-rate).   
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Strong Coupling 
What was said before about the lifetime (or decay rates) is in principle only valid if the 
surrounding of the emitter does not give rise to a “strong” feedback. Such a surrounding 
with strong feedback is typically called a “cavity”. In case of a strong feedback the 
photon field and the emitter are said to become strongly coupled, creating a polariton. 
Thus, two regimes are distinguished: the weak coupling regime and the strong coupling 
regime. The strong coupling regime is entered when the decay rate into the cavity mode 
exceeds the loss rate of the cavity and the rate with which the emitter becomes 
decoherent. In optics this regime is typically described within a quantum mechanical 
description. However, it was pointed out by Novotny that various aspects of the strong 
coupling regime can be understood even within a classical toy-model of coupled 
oscillators [50] (see also section 2.5). In the typically applied quantum description, the 
decay rate of an emitter (at position r and frequency ω) into a specific mode is described 
as a product of the dipolar coupling constant g and the density of states of that mode: 
2(r, ) 2 g(r, ) D( )γ ω = π ω ω  . (2.8) 
In comparison to equation (2.7) here the density of states D is not local anymore but 
defined in a different way, depending only on the frequency. Consequently, it has to be 
expressed in different units which can lead to confusion. The spatial (local) character of 
the LDOS is here separated and included in g. However, the quantity of g cannot be 
measured directly and in some cases even not calculated. In principle it is only well 
defined for an emitter in a cavity. Nevertheless, g was also used to describe the 
interaction of emitters with guided photons or plasmons [51,52] (see chapter 4), which 
corresponds to an infinitely large cavity. The authors found a way to avoid the direct 
calculation of g but expressed their results with the help of decay rates (Purcell factor 
and total decay rate) following the usual definition of the local density of states of 
equation (2.7). 
Photon Statistics 
The intensity auto-correlation of the light emitted by a single photon emitter is a 
prominent example where a classical description fails and a quantum description is 
needed. This kind of auto-correlation is called a g(2)-function – a second order 
correlation. In this work it becomes important for the single photon transistor that is 
discussed in chapter 4.3.1. For this auto-correlation measurement the emitted photons 
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are guided to a detector that allows to record the arrival times of the photons. As only a 
single photon is emitted at a time the correlation of two distinct photons will differ 
depending on the time delay τ between two subsequent detections. The g(2)-function is a 
way to quantify this correlation. It is defined as 
(2)
2
I(t)I(t )
g ( )
I(t)
+ t
t =  , (2.9) 
where the <> brackets denote an ensemble average. When expressing the intensities I in 
terms of the second quantization with field operators one can derive a quantum 
mechanical version of the g(2)-function. This can be simplified for τ = 0 and photon 
states of defined photon number n to: 
(2)
2
n(n 1) 1g (0) 1
n n
−
= = −  . (2.10) 
This yields a value of zero in case of a single photon light source whereas for classical 
light sources no value below unity is allowed at τ = 0. Thus, measurements of second 
order correlations are used to identify non-classical light sources. 
2.3.5 Stokes Shift 
Apart from cryogenic temperatures, realistic emitters like fluorescent molecules show 
rather broad absorption and emission spectra. Absorption and emission spectra are 
separated from each other: this spectral feature and the separation is known as Stokes 
shift. This effect is due to a multitude of energy levels that result from a coupling of the 
electronic energy levels with vibrational modes of the molecule. Photon emission will 
happen at energies somewhere between the lowest unoccupied molecular orbital 
(LUMO) and the highest occupied molecular orbital (HOMO) depending on the 
probability for this transition to take place. This probability follows the (frequency-
dependent) LDOS but also the matrix element describing the electronic transition 
between two internal states of the molecule. The probability of the transitions and thus 
their intensities in spectroscopic investigations is described by the Franck-Condon 
principle. It basically states that a transition is the more likely to happen the larger the 
corresponding wave functions do overlap (Figure 14).  
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Further, the Stokes shift is important to consider, when organics are used as a gain 
medium in a laser. Despite the Stokes shift, absorption and emission overlap spectrally. 
The highest gain will be found where self-absorption is already very weak, i.e., at a 
frequency which is usually red shifted to the maximum of the emission spectrum. The 
effect is well-known from amplified spontaneous emission (ASE) [53,54]. 
Figure 14: Correspondence of internal states and spectral response of an organic chromophore. 
a) Absorption (green) and emission spectrum (red) showing various peaks that correspond to the 
main optical transistions. b) Multiple states exist in the ground and the upper potential (S0, S1) 
due to coupling to vibrational states (v = 1…4) of the molecule. An excitation (green arrow) and 
fluorescence (red arrow) process is accompanied by fast relaxation processes that include 
interaction with phonons. Figure taken from [182].
2. Theoretical Basis
25 
2.4 Modes 
2.4.1 Metals or Dielectrics Hosting Modes – on the Distinction 
between Photons and Plasmons 
As mentioned in the introduction the term “plasmon” is a short name for surface 
plasmon polariton or localized plasmon polarition. A polariton is a coupled excitation of 
light and a solid-state excitation. Figure 15 shows a dispersion diagram of an exciton-
polariton. In a quantum picture the polariton is a quasi-particle. It is said to become 
more and more “photon-like” the closer it is to the photon line on its dispersion. On the 
other hand, the classification of electromagnetic excitations into photons and plasmons 
seem to be somehow arbitrary since both are solutions of Maxwell’s equations. These 
solutions are called modes. Especially Mie-theory [55] describes modes hosted by 
spheres. These modes are sometimes called localized plasmons, sometimes whispering 
gallery modes, depending on the material and the size of the sphere – however Mie-
theory treats all these modes equally.  
Figure 15: Dispersion (energy vs. momentum) of photons, excitons and the corresponding 
exciton-polaritons. Figure adapted from [183]. 
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Another way to define a plasmon is by its localization on a metallic surface, or to be 
more precise on an interface where the sign of the real part of the dielectric permittivity 
does change. The distinction between metallic or dielectric materials is in a microscopic 
picture mainly a distinction between freely movable and bound electrons. In both cases 
deflection of the material’s electrons by an electromagnetic excitation is the underlying 
process of its response. A photon travelling through a dielectric could also be regarded 
as a polariton with bound electrons. Experiments have confirmed that important 
quantum properties of photons like coherence time, wave-particle dualism and 
indistinguishability do not change when they were transformed into plasmonic 
excitations and back again [56,57]. 
Khurgin and Sun comment on this in a paper related to nanolasers that are discussed in 
chapter 5 : “In the case of a solid-state laser, the electronic oscillations are those of 
bound electrons, while for a spaser [surface plasmon laser] they are the oscillations of 
free electrons in the metal. For a VCSEL [vertical cavity surface emitting laser] 
operating near the bandedge of a semiconductor, up to 60% of energy is contained in 
the oscillations of bound electrons. In a spaser, this value can be as high as 85%, which 
is a quantitative and not a fundamental difference.” [58]. 
In any case the conceptual discrimination into plasmon and photon causes many 
discussions considering the relatively vague physical difference. More relevant 
properties are the oscillator strength of the electrons (free or bound) together with the 
speed of energy dissipation (damping). The ultimate limit of this problem is a single 
oscillating charge bound to some potential– a Hertzian dipole – which exhibits an 
intense near-field, but a classification into being either metallic or dielectric is of little 
use. Another example for this is the discussion about nano-sized graphene islands and 
whether they feature plasmonic responses or not  (“molecular plasmons” [59]). 
However, it seems to be of higher importance to distinguish between near- and far-
fields as both do not differ in frequency but in momentum, which is essential in many 
cases. As a matter of fact, near fields appear at boundaries of metallic and dielectric 
nanostructures, intensity and damping rates will depend on the individual nanostructure 
and the exciting light source but qualitatively they behave the same.   
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2.4.2 Guided Modes 
The way to route optical energy or information carried by light beyond free-beams is to 
use waveguides. Optical waveguides can be formed by any material with higher 
refractive index than the surrounding or by metallic materials. The simplest waveguide 
is a “slab” or “film” waveguide formed by uniform media that are separated by clear 
edges in only one dimension. Light can be trapped inside these waveguides by total 
internal reflection. A set of specific guided modes can exist in a waveguide for a fixed 
frequency.  
Guided modes are computed assuming a transversal symmetry, meaning that a cross-
section is elongated to infinity. Although this approach turns out to be extremely useful 
and accurate, such a structure can of course never exist. Usually guided modes are 
distinguished from leaky modes that are damped during propagation by radiative 
losses [60,61]. However, only the mathematically idealized waveguide, e.g., free of 
bending, can be absolutely free of leakage. Moreover, guided modes can have 
propagation losses, i.e., when the waveguide material suffers from absorption (κ or 
ε’’ ≠ 0). The higher the order of the guided mode, the more field will evanescently leak 
out of the waveguide until a cut-off appears and no higher modes can be guided. 
Thinning down the waveguide reduces the number of possible modes. Only a single 
Figure 16: Five lowest order guided modes in a slab-waveguide consisting of an infinite film 
with a thickness of h = 400 nm and a refractive index of nf = 2 in vacuum (ns = 1) represented by 
dimensionless, normalized parameters B and V. B is the normalized propagation constant, V the 
normalized frequency.  
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fundamental mode will always “survive” irrespective of how thin the enclosed material 
is (as long as it can be described by a dielectric permittivity).  
Guided modes in simple slab geometries can be computed analytically (Figure 16) [62]. 
Even though their technological relevance might be limited as they only confine light in 
one dimension, they may appear in various configurations as an important side effect. 
For instance solar cells or (organic) light emitting diodes are often composed of numer-
ous layered films of different materials. Slab waveguides can thus either limit the 
performance (e.g., limited light out-coupling) or be used to improve it (e.g., by light-
trapping in solar cells).  
The most prominent waveguide is the optical fiber as it is one of the basic elements for 
today’s broadband communication. A fiber is basically a very long thin cylinder of a 
glassy material. Again, without a break of symmetry a fundamental mode will always 
exist independent of the cylinder diameter. Both in slab waveguides and in cylindrical 
fiber-like waveguides purely “TE” (transversal electric) or “TM” (transversal magnetic) 
modes can be identified. In such a guided mode the denoted field (electric or magnetic) 
is purely orthogonal (transversal) to the direction of propagation [60,62]. 
This purity is lost when the symmetry is broken and only so-called TEM modes are 
found, i.e., a mixture of pure TE and TM modes. Waveguides “on a chip” for integrated 
optical structures represent such waveguides. Due to chip fabrication processes they 
usually have a rectangular cross-section. Guided modes in such waveguides cannot be 
computed on analytical grounds anymore due to the discontinuities at edges and corners 
but can be analyzed with numerical Maxwell solvers [62,63] as it was done during this 
thesis (chapter 4.2.1).  
Beyond pure light guiding, distribution and connecting of optoelectronic elements, 
waveguides may be used to “focus” light. As mentioned above confining the light in a 
small waveguide leads to intense evanescent near-fields. For instance these near-fields 
can be used for trapping of atoms [64] or to enhance the interaction between near-by 
emitters and the photons/ plasmons that are passing by [65]. This strategy to enhance 
the light-matter interaction is explored in chapter 4. 
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2.4.3 Localized Modes 
In this section basic features of modes in nanoresonators are discussed. They are 
especially important for the theoretical model of nanolasers that is discussed in 
chapter 5.1. Localized modes can be envisioned when guided modes are forced to 
bounce back and forth in-between at least two steps in the dielectric permittivity profile 
(leading to reflection) or by bending the waveguide to a closed loop. In both cases - if 
sufficient coherence is present - interference will lead to resonance conditions. So, 
electromagnetic energy can be stored (or localized) by the structure. Corresponding 
frequencies and field distributions are called eigenfrequencies and eigenmodes (or 
eigensolutions), respectively. The quality factor Q is a measure for the damping of the 
energy that is stored in a resonator. It is defined by the complex eigenfrequency via 
Q = -Re(ω)/(2 Im(ω)). Similar to waveguides, two main loss channels of the bare optical 
resonator are thinkable: damping via absorption or by leaking radiation. Losses due to 
scattering at imperfections within the resonator material such as variations in the 
refractive index may also reduce the quality factor but are more relevant for high-Q 
cavities rather than for the low-Q particle-based cavities considered in this thesis. Every 
Figure 17: Electronic states vs. localized photonic modes. a) Scheme of an electronic 
wavefunction in a potential well and a photonic mode in a resonator. Both are often assumed to 
represent almost equivalent problems. b) Electric field intensity of a resonant quasi-normal 
Mie-mode (a plasmon) as a function of distance to the sphere’s center. The vertical line marks 
the radius (15 nm) of a spherical cavity (εAu) in air (εAir). Characteristic for a plasmon, the field 
intensity is peaking at the surface and decays exponentially away from the interface. However, 
as this Mie- mode radiates, the field intensity does not converge to zero but increases again and 
diverges for larger distances. 
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practical resonator, even those with no absorption, will suffer from losses by leakage, 
i.e., radiate to the far-field (Figure 17) [66]. Otherwise no optical interaction with the
outside would be possible. Due to the losses modes of a resonator are not power-
orthogonal (modes will exchange power). Consequently, any localized mode in optics
should be called “quasi-normal” mode [23,66] in order to distinguish them from ideal
orthogonal eigenmodes.
Photonic modes are often equalized with electronic states, e.g., an electron in a potential 
well (Figure 17a). The latter can be usually normalized as the probability to find the 
electron far away from the well tends to zero. As any optical cavity will radiate, a 
similar normalization does not work out for photonic modes, so that no normalization 
can be used that yields orthonormal modes. Consequently, Hermitian mathematics 
cannot be applied to photonic eigenmodes in principle. The lower the Q-factor the more 
any conclusion based on the orthonormal relations will be violated. Specifically the 
coupling of such eigenmodes to emitters, mostly described with the Purcell effect may 
be overestimated [23,66,67]. The violated power-orthogonality relation also has to be 
considered for waveguides, especially when absorption losses as in plasmonic 
waveguides are present.  
Apart from the well-known Fabry-Pérot resonator, basically set up by two parallel mir-
rors, spheres are very simple and well describable cavities for light. Gustav Mie used 
spherical harmonics to describe all possible electromagnetic modes in spherical objects. 
As mentioned earlier, various names are used for these modes, depending on the ratio of 
size to wavelength, the material or the physical community, such as “whispering gallery 
modes”, “particle plasmons” or simply “Mie-modes”. Due to the intrinsically high sym-
metry of these modes numerous physical problems can be tackled on analytic grounds 
giving fundamental insight into otherwise complex problems such as scattering and ab-
sorption of plane waves and modified dipole emission, or computation of 
eigenfrequencies and eigenmodes.  
Mie-Theory 
Gustav Mie derived solutions for the wave-equation in spherical coordinates yielding all 
possible eigenmodes of spherical objects [55]. Similar to the orbitals and corresponding 
quantum numbers of a hydrogen atom, these modes depend on integer numbers. Often 
the terms “order” n and “angular momentum” number m are used (with m ≤ n), which 
stem from associated Legendre polynomials and spherical Bessel functions that appear 
2. Theoretical Basis
31 
in the solution. Furthermore the solutions are distinguished by being either “even” or 
“odd”, so that in the relevant cases there are at least 2 n + 1 solutions for a fix n: n = 1 
corresponds to a dipolar eigenmode, n = 2 to a quadrupole and so forth. That is, a mode 
of order n is also 2 n + 1 - times energy-degenerated. Each mode is either a transversal 
magnetic (TM) or a transversal electric (TE) mode.  
Based on the eigensolutions Mie derived the so-called scattering coefficients an, bn, (for 
the outer field) as well as cn and dn (for fields inside the sphere), for an excitation via a 
plane wave. These coefficients are typically more useful than the general solution itself. 
They read: 
2
n n n n
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n n n n
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where potential magnetic permeabilities have been ignored for simplicity, N is the ratio 
of the inner to the outer refractive index, j and h are the Bessel or Hankel functions, re-
spectively and x is the “size parameter”, i.e., the ratio of the sphere’s radius R and the 
photon wavelength in the outer medium (x = 2πR/λ∙nout). As suggested by the name 
“scattering coefficients”, they can be used to derive absorption and scattering cross-
sections for a plane wave excitation of a sphere by summing up over a series of those 
coefficients [55].  
From the denominator of the scattering coefficients, characteristic equations for the 
(complex) eigenfrequencies can be derived, i.e., when the denominator becomes zero, 
the scattering coefficient will diverge. Putting this eigenfrequency into general solution 
yields the fields of a pure eigenmode.  
Actually, even more solutions can be found than the 2 n + 1: Due to the oscillatory 
behavior of the Bessel function there is a discrete set of roots. These roots are numbered 
and named radial mode number r as they have r field maxima in radial direction. These 
modes are often neglected (apart from the first root) as they are usually shifted towards 
higher photon energies. 
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Quasi Static Limit 
In the quasi static limit the description of small plasmonic particles of diameter d can be 
simplified significantly with respect to Mie-theory. This can be very helpful to estimate 
for instance the quality factors resonances in plasmonic particles or even for the needed 
gain-factors in nanolasers (see chapter 5.1.4). When d is much smaller than the 
wavelength of the light λ that interacts with the particle (d ≪ λ) the field amplitude does 
not change significantly over the sphere. Therefore a way to describe the response is, to 
assume a static potential that polarizes the sphere and adding a harmonic time 
dependence afterwards [29]. It can be shown, that the scattering of a plane wave by such 
a particle behaves like the emission of a dipole. Another way to get to this result is an 
expansion of the Bessel functions that appear in the scattering coefficients of Mie-
theory in a power series. For very small spheres the dipolar coefficient a1 dominates for 
the outer field. However, a similar simplification cannot be derived for the internal 
coefficients. 
This result seems to be a source of misinterpretation as was pointed out by Moroz [68] 
when it comes to the description of decay rates of emitters close to the sphere. The 
strength of light-matter interaction scales with d E⋅


 (dipole moment d and field strength 
E). However, when estimating the spontaneous decay rate of an emitter in the presence 
of a metallic particle it is generally not precise to take only the field of the dipole-like 
response of the particle into account. In contrast a dipole emitter is able to excite 
numerous higher-order modes in the sphere [68] when its near-field penetrates the 
sphere. There is in principle an infinite number of higher order modes that can be 
regarded as additional decay channels. Thus, the total decay rate can be substantially 
higher than the decay rate that is found when only assuming a dipole-dipole interaction. 
For the nanolaser model discussed in chapter 5.1 a rigorous approach is used, that is 
based directly on Mie-theory. 
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2.5 Methods to Quantify Light-Matter-
Interactions 
As mentioned earlier (2.3) a classical description, i.e., solving Maxwell’s equations, is 
sufficient to describe many effects in nanooptics. This allows to predict processes even 
though the quantum nature is expected to play a major role, e.g., decay rates of 
individual quantum emitters. At least classical calculations help to decide whether a 
more detailed description with quantum mechanics is necessary. Three classes of 
problems are most relevant to describe most of the problems: scattering and absorption 
of a specific light source by a structure, the eigenmodes (localized modes) of a cavity 
and propagating eigenmodes, i.e., guided modes.   
2.5.1 Analytic Approaches 
Analytic solutions are of high value, as they reveal the underlying physical principles. 
At the same time they allow separating various effects that would be intermixed in a 
numerical study or an experiment. However, only few problems of high symmetry have 
been solved analytically. As mentioned in section 2.3, the field around an oscillating 
point-charge was analytically solved, making it possible to separate contributions of the 
near- and far-field. Furthermore a way to decompose the dipolar field into plane waves 
was found [7], which makes it possible to use a dipole emitter as a source for other 
highly symmetric problems. Three of these symmetric problems are especially the one 
of two separated half spaces, Mie-scattering, as well as infinitely long cylinders.  
A possible route to analyze the light-matter interaction is to compute a set of supported 
localized or guided modes in a structure. In a second step possible sources may interact 
with these modes. Accordingly, Ruppin [69] used the expansion of a dipole into plane 
waves. This was then used to compute the scattering and absorption cross-sections of 
each plane wave with the spherical harmonics that describe the modes in spherical 
particles. Finally he was able to derive the modified decay rates of a dipole close to a 
sphere and separate contributions into radiated and absorbed power [69]. Ruppin’s 
description is the basis for the theoretical model of nanolasers described in chapter 5.1. 
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2.5.2 Numerical Simulations with Finite Element Methode 
Only a little number of mostly highly symmetric problems in optics can be treated 
analytically. Efficient numercial solvers are thus frequently used to study and design 
nanostructures. Especially in chapter 4 where on-chip structures are discussed, various 
numerical calculations are presented. Numerical solvers are basically divided into two 
classes, those working in the time-domain and those working in the frequency-domain. 
In this work the finite element method FEM (JCMwave) was used, in which solutions of 
the Maxwell’s equations are computed for a fixed frequency, thus FEM belongs to the 
frequency-domain solvers.  
Each FEM solver splits the computational domain, which represents a model of the 
physical system, into finite elements. These are predominantly triangles in two-
dimensional problems or tetrahedrons in three-dimensional problems. These elements 
can be of non-uniform size and shape, enabling a relatively smooth mesh with a small 
number of elements (Figure 18) of the considered physical system. Maxwell’s equations 
are reformulated and adapted for the specific solver and then solved on the whole 
computational domain. A solution consists of polynomials of variable degree existing 
on the elements. These polynomials line up to the overall solution [70].  
A major strength of FEM is the adaptivity (based on error-estimation) and the pos-
sibility to increase the degree of freedom, i.e., increasing the polynomial degree of the 
ansatz-functions on the individual elements or to increase the number of elements 
(refinement) [71]. With the use of adaptivity the accuracy of the solution can be 
increased where it is necessary, i.e., where the estimated error is high. Increasing the 
degrees of freedom allows for relatively fast convergence tests. Stepwise increasing 
these degrees should lead to new results with decreasing difference to the corresponding 
latest result and to decreasing estimated errors. In any case a numerical method should 
be tested whenever possible against an analytic solution.  
Just like described above (2.5), also JCMwave allows for the solution of three problem 
classes named self-explanatory (i) Scattering, (ii) Propagating-Mode and (iii) 
ResonanceMode. Depending on the applied boundary conditions one can search for 
different solutions.  
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For scattering problems mostly transparent or periodic boundaries are used. Transparent 
boundaries are represented by perfectly matched layers (PML) that act like an infinitely 
large computational domain, meaning that no light will be reflected at borders of the do-
main. To obtain such a behavior the PML act like a material with absorption, i.e., that 
damps the entire outgoing field very fast. Additionally it is designed in way, that its 
permittivity gives no rise to any reflection, i.e., it starts at the border to the 
computational domain with the same permittivity as inside and only gradually evolves 
towards a more and more absorptive medium [72–74]. Guided modes are calculated 
with boundaries, on which the field has to vanish, leaky modes are found when 
transparent boundaries are used, as these boundaries “allow” for solutions that radiate. 
As basically all resonators radiate some power to the far-field, transparent boundaries 
have to be applied when cavity-eigenmodes are computed. The light source for 
scattering problems may be constructed from plane waves, coming from the outer 
domain, or dipole emitters inside the computational domain. Also propagating modes 
that were computed before in one or two dimensional problems can be fed to two or 
three dimensional problems, respectively.  
Figure 18: Example of an adaptive two dimensional finite element grid. A straight waveguide 
passes a whispering gallery resonator (circle). Light may couple evanescently from the 
waveguide to the resonator. Especially due to smaller and thus denser triangles the round 
surface of the circle can be approximated relative good even though the triangles are 
constructed from straight lines. Small features like the gap between waveguide and circle where 
essential physical processes will take place, are resolved automatically more accurate than the 
rest of the computational domain.  
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2.5.3 Coupling of Emitters to Individual Modes 
This section describes ways to calculate the interaction of dipole emitters with optical 
modes. What is meant by this interaction is the Purcell effect. It is quantified by the 
Purcell factor Γ, that is a measure for the exchange of energy between emitters and 
nanostructures in terms of rates normalized to the decay rate in vacuum. Γ sorts out the 
interaction of individual modes with emitters from the total LDOS. Γ is an important 
number in physical systems that depend on a feedback mechanism. Especially Γ can 
play an important role for effects like lasing and strong coupling that may yield a non-
linear optical response.  
Strong coupling is usually discussed in a quantum mechanical framework while the 
Purcell-effect is mainly considered in the weak coupling regime. However, as discussed 
by various authors, many features of strong coupling can be accurately described within 
a classical description with the help of the Purcell-factor. Dowling even notes: “This 
present work proves, then, that the effect of spontaneous emission changes in cavities is 
about as classical as one can possibly get” [75]. Tanji-Suzuki et al. review this 
topic [76]. The authors present for instance a formula for the reflectance and 
transmittance (including Rabi splitting) through a cavity with a strongly coupled atom. 
The formula only depends on detuning from the transition frequency of the atom, the 
cavity losses and the Purcell factor. The Purcell factor coincides in their description 
with the cavity cooperativity. The classical description only loses its validity when 
saturation effects of the atom start to play a role. [76] 
In Purcell’s original work the altered emission rate γM (M stands for individual mode) 
normalized to the unaltered emission rate γ0 (in vacuum or air, Γ = γM/γ0) was defined 
for a dipole that oscillates resonantly to a cavity mode positioned at the maximum and 
oriented along the major polarization of the mode. As mentioned before, the Purcell 
effect is thus caused by a modified LDOS stemming from a single mode, so to say the 
mode-selective partial LDOS.  
However, results from Purcell’s original work are based on the assumption of 
orthogonal modes, which can be an approximation for high quality resonators at most 
(see 2.4.3). This is found to be basically always violated in plasmonics due to intrinsic 
material losses but also often when lossless dielectrics are used in 
nanooptics [23,66,67]. Thus, in these cases a careful theoretical analysis is necessary to 
avoid misinterpretation of experimental results and for accurate predictions that allow 
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for a successful design of experiments. In the following it is discussed how a 
computation of the Purcell-factor can be performed for guided and localized modes. 
Guided Modes 
When one strives for efficient coupling of an emitter to a guided mode again the term 
Purcell factor is used. However, as there is no resonance whatsoever in an infinitely 
long waveguide, in principle the term could be completely misleading. Nevertheless it is 
used, as again the mode-selective effect of the LDOS is meant.  
No analytic solution is known for this problem when waveguides with absorption losses 
are employed even for the highly symmetric problem of an infinitely long cylinder in a 
homogeneous surrounding. To derive quantitative estimates the quasi static limit of very 
thin waveguides has been used [65,77] or numerical simulations have been used. 
Several papers are published that come to fundamentally different results [78,79]. 
Basically, problems arise due to the absorption in the waveguide: The guided modes can 
no longer be expanded into a set of orthogonal modes which would allow for a rigorous 
decomposition of the decay processes. Close to a metallic nanowire an emitter may emit 
light to the far-field when decaying by direct emission of photons, or by excitation of 
leaky plasmons. Non-radiative decay channels stem partially also from leaky plasmons, 
but also from guided plasmons and localized plasmons (oscillation along the cross-
section of the waveguide). A decomposition of all these contributions is difficult. It was 
concluded [77] that the problem can be solved in the limit of very thin nanowires – in 
the quasi static limit – where the non-radiative channels would only stem from a single 
guided mode. This is however a misinterpretation of the meaning of quasi static, as 
various higher-order localized modes that can exist along the short-axis of the nanowire 
cannot be neglected (see discussion 2.4.3). However, a reasonable solution for the 
coupling to guided modes seems to be presented by Barthes et al. [79] for waveguides 
of arbitrary cross-sections. 
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As depicted in Figure 19 the density of states can be analyzed with respect to the 
momenta of the electromagnetic field. Processes with momenta up to that of a free 
space photon k0 belong to the radiative decay rate γrad, everything above that value is 
bound to the waveguide and yields nonradiative processes γnrad. The pole around the 
effective refractive index neff of the guided mode represents the density of states 
associated with the actual guided mode γM. It was found that the coupling to a lossy 
guided mode can be calculated just like in the lossless case even though mode 
orthogonality is no longer given. Barthes et al. state: “this simply reveals that the 
emitter couples to the guided mode, no matter whether the energy is dissipated by losses 
during propagation or propagates to infinity” [79]. In this thesis this method was 
compared to a more heuristic approach [52] and confirmend by fully three-dimension 
numeric simulations, resulting in good agreement. The method is especially important 
Figure 19: Density of states ρ of an infinitely long waveguide as a function of the associated 
momentum kz (normalized by k0). All processes up to a momentum of k0 belong to radiated 
photons – thus to the radiative decay rate γrad – everything else are consequently non-radiative 
processes (γnr). The pole around the guided mode’s momentum neff is the density of states 
associated with the actual guided mode. The rest belongs to unwanted quenching processes 
stemming from modes associated with the short axis of the waveguide. ρ is plotted for two 
distances (5 and 10 nm) to the wire’s surface (full and dashed line, respectively). Figure taken 
from [79]. 
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for the design of on-chip structures that are discussed in chapter 4.2.1. Thus, it will be 
described in more detail in the following. 
Two calculations have to be performed to derive the so-called β-factor, i.e., the ratio of 
plasmons emitted into the waveguide to the overall emission: 
0 0M M
tot 0 tot tot
γ γγ γ
β = = ⋅ = Γ
γ γ γ γ
 . (2.15) 
One calculation is to derive Γ, another has to be performed to derive the total decay rate 
γtot. Here, γ0 is the decay rate in vacuum/air. First the Purcell factor Γ is calculated using 
the result found in [79]: 
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where, zˆ  is the normalized vector pointing in the direction of propagation and standing 
orthogonal on A. k0 is the photon momentum in air. Eu denote the electric field 
components parallel to the direction of the emitter. The only input needed for this 
computation is the solution of the guided mode field pattern, which can be exported on 
a two dimensional Cartesian grid. The field is represented by three-dimensional 
complex field-vectors at each point. For each independent dipole orientation along u 
(e.g. x,y,z) the Purcell factor is now straightforwardly calculated by taking only the 
projections of the fields on the corresponding orientations ( uE E→

). The denominator 
represents a normalization by the flux along the waveguide direction zˆ . As all the β-
factors are computed just based on the guided mode solution which is a single FEM-
calculation (that can be reduced to a two-dimensional one), this evaluation is very fast. 
However, computation of the total decay rate is time-consuming as for each position 
and orientation of interest a full three-dimensional calculation has to be performed. 
Such calculations further need rather strong refinement especially close to corners of 
metals as high moments occur in the near field of a dipole. The total decay rate can only 
be computed, as the ratios of emitted power and decay rates are equal: 
tot tot
0 0
P
P
γ
=
γ
 , (2.17) 
where P0 is the power radiated by a dipole in vacuum and Ptot that close to the 
nanostructure [7]. A pragmatic way to tackle the problem of calculating Ptot for all 
interesting positions is to make use of the knowledge about strong quenching close to 
metals. In this case Ptot is a continuously increasing function when the distance to the 
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metal is reduced. Thus, for numeric simulations it is not necessary to check convergence 
for very small distances, but convergence is only needed up to distances where 
inacceptable strong quenching sets in anyway, i.e., as a rule of thumb below a distance 
of 5 nm in the VIS. 
Localized Modes 
Various publications report on experiments where high Purcell factors were found when 
emitters have been coupled to nanoscopic resonators. Experimentally this is then mostly 
supported by lifetime measurements and numerical simulations are performed to 
support the results. This was done even though a rigorous way to calculate the Purcell 
factor was only reported very recently in 2013 [23]. Further, lifetime measurements can 
only be used to probe changes in the total LDOS, i.e., various decay process sum up and 
not only the effect stemming from the resonator. Work in this field has to be treated 
with caution as it was demonstrated that the outcome of numerical calculations that 
were used to determine the Purcell factor can lead to overestimations: The result is a 
function of the used domain-size if not performed in the correct way. Thus, theory could 
(accidentally) yield results – especially overestimations - that fit to the observed lifetime 
reduction, when this was simply caused by ordinary quenching.  
A major problem of defining the Purcell factor for individual leaky cavity modes arises 
from the complex eigenfrequency ωres and accompanied normalization of the 
modevolume VM. The quality factor is defined by Q=-Re(ωres )/(2Im(ωres)), so that only 
for unphysical cavities with infinite Q there is no imaginary part of the eigenfrequency. 
This imaginary part however leads to an exponentially increasing field intensity of the 
leaking fields away from the cavity as shown in Figure 17 in section 2.4.3. An integral 
over the usual energy density that is needed for normalization will thus diverge. 
Furthermore, not all the modes in the cavity are orthogonal to each other. As mentioned 
earlier, for low Q cavities, especially in plasmonics this is problematic [67]. 
Sauvan et al. [23] present a solution for the normalization. They use a coordinate 
transform, that damps the leaking field very fast – this transformation is nothing else 
than a PML (0). A modified energy density (with respect to the original formalism by 
Purcell) can then be integrated inside the computational domain and inside the PML. 
The formalism is constructed such, that diverging parts of these integrals cancel out 
irrespectively of the size of the computational domain. They show that for a specific 
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choice of energy density the normalization can be computed, as it is an invariant of the 
coordinate transform.  
The derived modevolume VM is a complex quantity, but its imaginary part only comes 
into play, when the emitter is detuned from being perfectly resonant to the cavity’s 
eigenfreqency or when the effect of two or more cavity modes interfere. More 
importantly it is not a global number characterizing a cavity but it depends on the 
position and orientation of the emitter.  
An analytic counterpart of the numeric approach found by Sauvan et al. is the analytic 
solvable case of a spherical particle that was analyzed by Ruppin [69]. This formalism 
was used in this thesis to describe nanolasers and spasers (chapter 5.1).  
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3 Experimental Basis: 
Preparation and Investigation 
This chapter contains predominantly technical information about the samples and 
applied experimental methods that would possibly obscure a clear view on the relevant 
physical discussion in the main chapters 4 to 6. This chapter starts in 3.1 with 
description of the sample preparation and sample properties regarding the on-chip 
structures and the designated quantum emitters, the synthesis of the core-shell particles 
for spasing as well as some details on the exfoliation of graphene. This is followed in 
section 0 by a description of the main experimental tools and the setups in total.  
3.1 Sample Preparation: Matter & Emitters 
3.1.1 Chip Fabrication by Lithography 
The on-chip structures that have been designed and simulated during this thesis (chapter 
4.2) have been fabricated at the Helmholtz-Zentrum Berlin (HZB) by e-beam 
lithography performed by Max Schoengen and Jürgen Probst. The process includes 
several masking and etching steps and will be briefly and simplified described here. As 
mentioned earlier (2.2.2) silicon nitride is available with high quality (pure, crystalline, 
thin and flat) on chips. Thus, such chips have been the starting point for the processing. 
Figure 20 shows a sketch of important fabrication steps. The major difficulty comes 
from the usage of two different materials, i.e., Au and SiN for the waveguides, 
especially from the fine alignment of these structures to each other.  
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Often applied strategies in lithography are “subtractive” or “additive”, here both 
strategies have been combined.  A subtractive method has to be applied to the SiN, as 
most of this material has to be removed to leave thin stripes that act as waveguides. To 
this end a positive mask has to be used, i.e., a resist was used that remains after e-beam 
exposure and processing (Figure 20b). Only then etching will lead to waveguides. On 
the other hand, as no Au is on the chip in the beginning, it has to be deposited there. 
Therefore a negative mask has to be used, i.e., a mask with gaps and slots in which Au 
is deposited into. This task is solved by putting a second resist on top of the first 
positive mask. This resist is however washed away where it was exposed by e-beam 
(Figure 20c). Now Au is deposited (Figure 20d), before the second (negative) mask is 
removed (Figure 20e) and the SiN that is not protected by the first mask is etched away. 
After a final removal of the first mask the designated on-chip structure is accomplished 
(Figure 20f). 
Figure 20: Schematics of main fabrication steps of the on-chip structures with focus on the 
photon-to-plasmon coupler. b)-f) Cut along the waveguide axis as indicated in a) by the dashed 
line. b) SiN (blue) chip is decorated with a positive mask (grey) for the SiN waveguides, 
c) Negative mask (red) is deposited on top, d) Au is deposited, e) Negative mask is removed and 
f) residual SiN is etched away.
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This is the basic strategy to fabricate the on-chip structures. However many tests have to 
be performed until satisfying results are found. For instance etching never leads to 
perfectly straight side walls. Further, here an adhesion layer made from Cu had to be 
used to make the Au stick to the substrate and an additional Ni layer had to be used to 
protect the Au during the etching of the SiN. More details of the process can be found in 
Ref. [80]. 
3.1.2 DBT in Anthracene 
An essential constituent of the non-linear on-chip device as discussed here is a quantum 
system, i.e., a single photon emitter (chapter 4.1). The performance of the device 
sensitively depends on the quality of the emitter. Especially a high quantum yield and a 
narrow spectral width – at best Fourier limited emission – is preferred [51]. For 
practical reasons the emitter should be as stable as possible and emit significantly red 
shifted to the increasing absorption of gold around 530 nm to reduce plasmon damping 
but also accidental excitation of gold photoluminescence (that can be very broad) by 
laser light [25,35].  
Dibenzoterrylene (DBT) in anthracene (AC) host crystals is a promising candidate, as it 
fulfills the requirements in principle. The molecular structure is shown in Figure 21. 
Notable, when cooled to cryogenic temperatures, DBT exhibits a very narrow 
absorption and emission linewidth, so that individual emitters can be addressed even for 
high DBT concentrations by scanning the laser frequency. AC crystals can be grown out 
of a gas phase, i.e., AC crystals will form on cool surfaces like the chip with waveguide 
structures. Furthermore it can be spin-coated, which leads to relatively thin crystals of 
roughly 30 nm thickness [81]. A drawback appears for very thin AC crystals, where the 
line width was found to be broadened even when cooled down, presumably, as the 
surrounding AC host is not that pure as in thicker samples. 
Figure 21: Structure of a) DBT and b) anthracene. 
3. Experimental Basis
45 
Especially the narrow line width features potentially easy combination of waveguide 
structures with DBT-doped AC that is free of any alignment: An AC crystal could be 
grown directly on the chip resulting in crystals with various DBT emitters close to the 
designated nano-structures. By scanning the excitation laser those DBT molecules that 
are well positioned and oriented would show up as the brightest peaks, others that are 
badly positioned would be quenched or only weakly excited.  
3.1.3 Synthesis of Core-Shell nanoparticles 
Core-shell particles were fabricated by Andreas Ott at the HZB, by wet chemistry 
approaches. Some basic techniques and results are briefly described here for 
completeness. Core-particles are grown by standard approaches to get on purpose rod-
shaped or spherical particles. The particle shape can be controlled by add-on of specific 
molecules which feature sensitive adhesion properties. These depend on the crystalline 
facets of the gold particles, thereby inhibiting growth in certain crystallite directions. 
Such methods can be extended to synthesize micrometer-sized but nanometer- thin gold 
flakes [82]. All fabricated cores are synthesized from gold as it is free of oxidation and 
thus its conductivity is conserved.  
Subsequently, the gold cores are covered with a dye-hosting shell, which is either a 
silica-shell fabricated via Stöber method or a layer-by-layer polymer shell. Mostly 
organic laser-dyes like Rhodamin were used. Other gain-media like colloidal quantum 
dots would provide less gain-factor due to the limited achievable density caused by the 
relative large size of quantum dots compared to dyes [83].  
Core-shell particles have been pre-characterized during and after synthesis by UV-VIS 
and fluorescence spectroscopy, yielding fluorescence and extinction spectra like shown 
exemplarily in Figure 22.  
Using this technique, it was verified that the resonance of the metallic cavities was well-
aligned with respect to the dye’s emission band. Extinction measurements can also gain 
rough insight into the degree of dye-doping when the pure particle extinction is 
modified according to the absorption of the dye’s absorption band. Precise estimation of 
the dyes-concentration incorporated into the shell is in general difficult. At the 
beginning of the chemical synthesis a defined amount of dyes is fed to the synthesis 
solution. However, it is delicate to separate and thus to measure precisely what is left 
behind after the synthesis.  
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A common problem in particle synthesis is agglomeration. Signatures of this effect are 
fast accumulation at the bottom of the solvent cuvette. Furthermore, transmission 
electron microscopy (TEM) was used to check for such effects and for the quality of the 
particles in general.  
3.1.4 Graphene exfoliation on Mica 
The first successful graphene deposition was done via adhesive tape [45]. Graphene can 
however also be deposited just by gently pushing a piece of graphite to a substrate. 
Thereby unwanted molecules stemming from glue of the tape are avoided that might 
influence the properties of the graphene sheets. The chance to deposit large graphene 
sheets rises when highly oriented pyrolytic graphite (HOPG) is used. Also the use of 
ultra-flat and clean substrates is helpful as this yields a high van-der-Waals interaction 
between graphene and substrate. Samples investigated during this thesis have been 
exfoliated onto mica. Mica can be split into sub-crystals revealing fresh surfaces that are 
atomically smooth. Furthermore mica features a birefringence which allows for an 
optical detection of individual graphene layers with simple microscopic tools [84]. This 
exfoliation method leads to significantly cleaner and smoother graphene samples than 
the ones produced by chemical synthesis, however control over sample size and position 
accuracy is very low. 
Figure 22: Core-shell particles as synthesized by Andreas Ott. a) TEM image, b) UV-VIS and 
luminescence spectra showing that the fluorescence maximum of the organic emitters (OG 488, 
blue line) matches with the resonance of the particles (black and red line).  
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Figure 23 shows graphene and graphite deposited on mica by the aforementioned 
exfoliation technique. It was found that exfoliated graphene samples on mica exhibit 
mono-layers of water (or sub-mono-layers with lateral holes in the water film) when 
fabricated or stored under ambient conditions [85]. 
Figure 23: Exfoliation of graphene and graphite on mica. Thin layers (few to multi-layer 
graphene) appear darker than the mica substrate. Thick graphite pieces appear brighter. A 
relatively large single layer is marked with the black ellipse (long axis of ellipse ~ 50 µm). 
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3.2 Sample Investigation: Versatile Setup for 
Assembly and Analysis 
3.2.1 Setups 
During this thesis two setups (Figure 24 and Figure 25) for the investigation of 
nanooptical systems were established. Apart from a well-defined excitation of 
fluorescence or photoluminescence via lasers, the detection with low background is 
mandatory to collect data with good signal-to-noise ratios. This was the main reason to 
set up a confocal microscope composing the basis of the first setup. The microscope 
was subsequently combined with a bright white-light source to illuminate nanoparticles 
in a dark-field excitation scheme. Optical resonances supported by the nanostructures 
can be identified when the scattered light is spectrally analyzed. Furthermore the 
microscope was equipped with an atomic force microscope (AFM) to analyze the 
topography of the nanostructures or manipulate them.  
Figure 24: Setup I to assemble and analyze hybrid nanostructures. Basic ingredients are a 
confocal microscope and an AFM. Various light sources like cw- or pulsed lasers or white light 
sources are used to excite luminescence or to probe samples by light scattering. Detection of 
optical signals can be performed via camera (CCD), APDs – potentially in a Hanbury-Brown 
and Twiss configuration (HBT) - or spectrometer.  
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The experimental tools can be aligned with respect to each other so that luminescence, 
scattering spectra and topography information can be collected for individual particles. 
The second setup was established at the Max Born Institut (MBI) in cooperation with 
Dr. Ingo Will, where access to a Nd:YAG laser was given. This setup was basically 
used to pump nanostructures in order to excite lasing.  
3.2.2 Confocal Microscopy 
The confocal microscope consists of various beam paths for different lasers that are 
coupled via a beamsplitter or a dichroic mirror into an upwards (z-axis) mounted 
objective. The objective focuses the laser light onto a sample that can be mounted on a 
(x-y) piezo stage. Luminescence excited by the laser is collected through the same 
objective, passes a beamsplitter or a dichroic mirror and is guided through a spatial filter 
(two lenses and a pinhole) and filters to block the laser light until it is guided onto 
avalanche photo diodes (APDs), into a spectrograph or to a camera. The pinhole is 
Figure 25: Setup II predominantly to investigate nanolasers. Intense laser pulses (~ 25 ps) of low 
repetition rate (~ 10 Hz) are used to reach maximum inversion and to protect the gain medium 
from fast bleaching and trapping in dark intermediate states. This setup was established at the 
MBI in cooperation with Dr. Ingo Will.  
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attached to a foldaway mount so that a full camera picture can be seen, but also to detect 
more luminescence for instance stemming from fluids in cuvettes. 
When guided to the APDs a map of the sample’s luminescence can be recorded when 
the piezo stage is scanned in x-y and correlated with the signal of the APDs. APDs 
produce a short electric signal, a “click”, for each detected photon. Thus, binning the 
outgoing signals yields a voltage proportional to the detected intensity of the 
luminescence. In contrast to that, also single clicks can be recorded. When they are 
plotted in a histogram in reference to a trigger signal of a pulsed laser, i.e., in a start-
stop measurement, the characteristic exponential decay and thus the lifetime of the 
luminescence can be analyzed.  
The luminescence can also be auto-correlated (correlated to itself), when the light is 
split by an additional beamsplitter and detected by two APDs. This is done to measure 
the so-called g(2)-function (the second order auto-correlation), which yields the 
“intensity correlation” or “photon-statistics". This analysis allows to distinguish 
between classical, coherent and quantum light sources. The latter could be a single 
quantum emitter, e.g. a quantum dot (see chapter 2.3.4).  
3.2.3 Dark-field Microscopy 
Nanoobjects can be analyzed by their ability to scatter and absorb light, especially when 
specific resonances exist, that can be excited by light. In a dark-field microscope this 
effect is utilized, specifically the scattering of light. A sample is illuminated in general 
with a broad light source that covers the spectral range in which the resonances of the 
considered nanoobjects are expected. Illumination and detection are arranged such, that 
no light is detected whenever the sample is free of any scattering object other than the 
sample substrate, e.g., a flat glass substrate. This is to achieve a good signal-to-noise 
ratio, as the scattering signals might be of weak intensity.  
The dark field microscope set up during this thesis uses the already mentioned detection 
(objective, spatial filter with foldaway pinhole, APDs, spectrometer, camera) as used for 
the confocal microscope setup. The broad light source has been either a halogen or a 
Xenon-gas white light source. The light source was illuminating samples either under a 
flat-angle from the side or through a dark-field condenser to which the transparent 
sample substrate was attached with immersion oil.  
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3.2.4 Atomic Force Microscopy 
The confocal microscope was additionally equipped with an atomic force microscope 
(AFM). As the confocal setup uses an upwards standing objective, the AFM (NT-MDT) 
can be mounted on top of the sample and luminescence and topography can be recorded 
at the same time. As the AFM has its own x-y-piezo tube, sample and AFM can be 
moved independently. This allows alignment of the laser focus to the AFM tip, to take 
AFM scans of optically pre-characterized nanoobjects. The topography measurements 
are mostly taken when the AFM runs in a mode in which the tip is oscillating free of 
concrete contact to the sample. Nanoobjects can be manipulated (moved, picked-up and 
placed) when the AFM is switched to a contact mode, in which the tip is pushed to the 
sample until the cantilever reaches a certain value of bending. 
3.2.5 Pulsed Lasers 
Pulsed lasers have been a key element for experiments with nanolasers (chapter 5). First 
of all they allow for measuring of emitter lifetimes but more importantly, they are used 
to generate high intensities and consequently a strong pump of the nanolaser’s gain 
medium.  
Two different versions of Titan-Sapphire Lasers (Coherent) have been set up. The 
mirrors and other optical components inside the lasers differ, so that they generate 
different colors: the first one produces laser light of around 800 nm wavelength, the 
second of around 1000 nm. The Tsunamis can be run in both, continuous wave (cw) and 
pulsed mode. The pulsed mode can be optimized and checked when the laser light is 
focused inside a frequency doubling element, e.g., a barium borat (BBO) crystal: the 
brighter the emission of the frequency doubled light, the shorter, more intense and purer 
(less cw content) the pulsed mode is running. Puls-lengths produced by the Tsunami are 
in the range of 80 - 150 fs with a repetition rate of roughly 80 MHz and a mean output 
power of around 800 mW of direct emission and around 100 mW when frequency 
doubled. 
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To generate even higher pump rates of the nanolaser’s gain medium, a Neodyn YAG 
laser (in-house construction at MBI) was used. It generates 25 ps long pulses providing 
up to 1 mJ of power per pulse at 532 nm. The low repetition rate of 1 to 50 Hz promises 
a slow bleaching of the sample during experiments. Furthermore the gain medium will 
be fully relaxed and available for the lasing process, in contrast to pumping with high 
repetition, where the gain medium consisting of organic emitters could be trapped in a 
dark intermediate state.   
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4 An On-chip Platform for Active 
Nanooptics based on Single Emitters 
In this chapter optical on-chip structures are discussed. These nanostructures composed 
of dielectric and plasmonic waveguides and couplers are designed to perform 
investigations on the interaction of single emitters with single photons or plasmons. 
Here the design of the on-chip structures and performance tests of fabricated chips (4.2) 
are described together with room-temperature studies on individual emitters (4.3). The 
results presented here have been published partly in Ref. [86] and Ref. [80].  
4.1 Basic Concept 
A proposal from 2007 [51] discusses the possibility to build a single-photon transistor, 
i.e., a non-linear optical device that is able to switch weak optical signals (few to single
photons) with the help of a single emitter (see Figure 26). To this end, a quantum
emitter is coupled to a plasmonic waveguide, so that a passing plasmon will interact
with the emitter with very high chance (high β-factor see chapter 2.5.3). The plasmon
will be either absorbed, reflected or transmitted, sensitively depending on the internal
state of the quantum emitter. The proposal is based on estimations of the coupling
strength between emitter and guided mode combined with a quantum mechanical
description of the emitter. The proposal works without the need of a high-quality
cavities. Thus no spectral alignment of the emitter to the cavity has to be accomplished
as the working-principle is intrinsically very broadband.
As losses in the plasmon waveguide would heavily limit the throughput of this device, 
since only few plasmon quanta are guided, the design proposal suggests to use an 
almost lossless dielectric waveguide that couples to a short plasmon waveguide just for 
the interaction with the emitter and then back to a dielectric waveguide like depicted in 
Figure 26. 
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Section 4.2 will discuss design and performance studies of a possible realization of such 
a device that is integrated on a chip, section 4.3 presents studies on a potential emitter 
(quantum system) for which the on-chip structures are optimized and section 4.4 
discusses open tasks. 
4.2 The Chip 
The choice of materials for the chip and the on-chip nanostructures complies with the 
choice of quantum emitter, which is DBT in AC throughout this study (see sections 
3.1.2 and 4.3). Obviously the materials have to have as little intrinsic losses as possible 
at the emission frequency of the emitter (emission wavelength around 785 nm). 
Furthermore they should not introduce strong Raman scattering or photoluminescence 
signals when the emitter is excited with a laser. As mentioned in section 3.1 silicon-
nitride (SiN) on oxidized silicon wafers (silicon-dioxid (SiO2) on silicon (Si)) was 
chosen as a basis, since SiN on SiO2 comprises a natural waveguiding layer with almost 
no losses at 785 nm. The materials are also chosen for reasons of stability at ambient 
conditions, i.e., gold is preferred over silver for the plasmonic part of the structure, as it 
is more noble and does not oxidize.  
Figure 26: Scheme of the photon-to-plasmon coupler to minimize propagation losses for the 
single photon transistor (Figure adapted from [51]). 
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The basic chip concept comprises in- and out-coupling ports to feed optical signals from 
the far-field to dielectric waveguides on the chip and extract them from the chip. So far, 
grating couplers have been employed. Dielectric waveguides guide photons to the 
plasmonic waveguides, where a specifically designed coupler (4.2.1) provides an 
efficient photon-to-plasmon conversion. A short straight plasmon waveguide connects 
two of these couplers. The emitter is supposed to be coupled to this short plasmonic 
waveguide (Figure 27).  
Figure 27: Basic chip design with far-field grating couplers, low-loss dielectric waveguides, 
photon-to-plasmon couplers and emitters.  
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4.2.1 Design and Analysis with FEM 
Design Recipe 
The photon-to-plasmon coupler was designed, optimized and analyzed numerically 
using FEM (see chapter 0), based on a few basic design ideas. These ideas are 
summarized like this: (i) the dielectric waveguide is tapered at the end, which leads to 
an increasing evanescent field along the waveguide; (ii) two short metal stripes running 
parallel to the side-walls of the taper “catch” these fields, finally funneling the energy 
into a straight plasmon waveguide (Figure 28). These basic ideas for the design are 
especially compatible with restrictions placed by the fabrication, i.e., actual 
producibility (straight side walls etc.).  
The numerical studies start with the waveguides. In principle a single guided-mode 
operation is desired to avoid decay of the emitter into more channels than absolutely 
necessary, i.e., to achieve a high β-factor (2.5.3). This means that the cross-section of 
the waveguides are reduced so far, that the waveguide support only two modes which is 
usually the minimum number of guided modes in a waveguide with broken symmetry 
(deviation from cylindrical waveguide in homogeneous surrounding). Further, for the 
plasmon waveguides the cross-section has been chosen such, that the propagation loss is 
relatively weak, i.e., a not too small cross-section. 
Figure 28: Basic design principle of the photon-to-plasmon coupler with four free parameters 
that were modified to find the maximum coupling efficiency. 
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A further rough design guide for the coupler has been the principle of momentum 
conversation (ℏkph = ℏkpl). Concretely, the waveguides are matched to each other with 
respect to their effective refractive indices neff (kph = kpl = k0⋅neff), which is a number that 
is directly derived by FEM calculations. This is however no strong restriction, as the 
tapering and the coupling of evanescent fields to the plasmonic parts introduces light 
fields of various momenta. Beyond the basic properties of the guided modes, the actual 
field-plots of the guided modes, i.e., their polarization, is another “parameter”. This is 
probably the most important aspect of pre-adjustment of the waveguides: Coupling of 
modes in the dielectric and metallic waveguide will be more efficient if their 
polarizations fit to each other. Indeed, the study presented in Ref. [86] revealed, that 
only one mode of the dielectric waveguide can couple efficiently to the plasmon 
waveguide. Moreover, only one mode in the plasmon waveguide was predominantly 
excited (Figure 29).  
Based on this recipe an optimization procedure was performed to find parameters that 
maximize the coupling efficiency. To reduce the parameter-space and consequently the 
effort of the numerical calculations during the optimization, the waveguide cross-
sections were fixed. During the subsequent calculations four parameters were left free to 
change (Figure 28): the width of the arms darm, the taper length dtaper, the gap width dgap 
between arms and taper, as well as the arm length (which was indirectly controlled by 
the distance of the arms at their ends to the dielectric waveguide ddist).  
4. On-chip Nanooptics
58 
Still, with four free parameters, the possible parameter-space is relatively large. Thus, 
the so-called Taguchi method was chosen to find an optimum for the coupling 
efficiency [87]. This method works with specific predefined arrays that dictate which 
parameter configurations to use for a small set of (virtual) test-experiments. In order to 
optimize the coupler with this method, a quantifiable number is needed: here it is the 
coupling efficiency. Based on the results of the test-experiments a set of parameters that 
could lead to a maximum performance is predicted. A final experiment to prove this 
prediction completes the optimization run. The design recipe is summarized and 
sketched in Figure 30. 
Figure 29: Guided modes of the plasmonic waveguide. a), c) and e) Electric field strength of the 
vertical field component. b), d) and f) Corresponding field vectors, that reveal the polarization. 
a), b) Lowest order guided mode with the highest effective refractive index. c), d) Second mode 
of the plasmonic waveguide. Modes are calculated with the propagating mode solver. e), f) 
Guided field intensity after the coupler in a 3D calculation, demonstrating that predominantly 
the second guided mode is excited.  
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Numerical Evaluation of the Coupling Efficiency 
A reliable quantitative evaluation of the coupling efficiency is the key to a useful 
optimization. The guided modes in both the dielectric and the plasmonic waveguide 
were investigated with a guided mode solver together with full 3D scattering 
calculations in which one of the dielectric waveguide modes was used as a source. 
Based on the knowledge about the guided modes, a straightforward framework to study 
the coupling structures would be the coupled mode theory (CMT) [88]. As a matter of 
fact, this was also the first approach during this work. However, this approach turns out 
to be not accurate enough. The basic concept is, that the light field behind the coupler 
can be decomposed into three contributions: the two possible guided modes in the 
plasmon waveguide and residual stray fields. By computing a mode-overlap integral of 
the light field behind the coupler and the guided mode solutions one would then be able 
to derive the coupling efficiency to the two guided modes right away. However, very 
high coupling efficiencies were found using this approach. In some cases the sum of the 
power guided by the two modes was exceeding the inserted power. Obviously, CMT 
leads to an overestimation of the coupling efficiency.  
The origin of the overestimation is a prerequisite of the CMT, i.e., the modes have to 
fulfill a power-orthogonality relation which is not the case for a lossy 
waveguide [88,89]. In other words, this means that the overlap-integral of the two 
different guided plasmon modes amongst each other does not vanish.  
As a consequence, no CMT analysis but a self-derived method based on the 
characteristic damping of propagating modes was performed to evaluate the coupling 
efficiency [86]. 
Figure 30: Schematic design recipe for the on chip-structures and optimization. 
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Again the guided mode of the dielectric waveguide was used as a source field in a full 
3D calculation of the photon-to-plasmon coupler (Figure 31). The electromagnetic 
energy flux along the plasmon waveguide was extracted and recorded through various 
cuts (planes) perpendicular to the waveguide as a quantitative measure. Further the 
field-pattern and polarizations of the guided field in the plasmon waveguide was 
compared qualitatively to the ones calculated with the guided mode solver. Both, the 
quantitative and the qualitative results support the conclusion that the coupler leads only 
to the excitation of one of the two possible plasmon modes (Figure 29). This is further 
supported by the characteristic decay of the flux along the plasmon waveguide. This 
decay fits to the one predicted from the guided mode calculation. The guided mode 
solver yields a complex effective refractive index and thus a damping of the mode along 
the waveguide. To derive the coupling efficiency, the decaying flux along the 
waveguide is normalized to the input flux and fitted with an exponential decay. The 
amplitude of that fit at the position where the straight plasmon waveguide begins, yields 
the coupling efficiency. More flux, especially found directly after the coupler, can only 
stem from stray-fields.  
Figure 31: Guided modes (intensity) and 3D FEM calculation (electric field). a) Guided mode 
of the dielectric waveguide, that acts as a light source in the 3D numerical scattering 
experiment. b) Plasmonic mode, that is excited after the photon-to-plasmon coupler (Figure as 
also presented in [86]), c) Numerical simulation of the whole structure in 3D (top view showing 
the electric field strength) where the guided mode (a) is used as a source. 
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The fit to the decaying fluxes is not influenced by these stray-fields as the fit is only 
based on data points that are a few microns away from the coupling structure (Figure 
32). The only free parameter of the fit is its amplitude as the decay constant is taken 
from the propagating mode solver.  
Reaching High β-factors: Stripe and Slot Waveguides 
Chronologically, after the numerical optimization of the coupler, fabrication and 
experimental performance tests have been carried out. It was only in following studies 
when the actual coupling of emitters to the plasmonic waveguide got into the focus of 
interest.  
To achieve a high β-factor and Purcell-factor it is quite intuitive to taper the plasmon-
waveguide towards smaller cross-section as it was already proposed by Chang et 
al. [51] for cylindrical plasmon waveguides. As a metallic waveguide of smaller cross-
section also introduces higher propagation losses, a relatively wide waveguide was used 
Figure 32: Calculated flux Φ in waveguide direction through equidistant planes. Zero 
waveguide length corresponds to the onset of the straight plasmon waveguide. The series of 
fluxes follows an exponential damping with a decay constant as predicted by the propagating 
mode solver. A fit to this data (ignoring the first data points) using a normalization to the flux 
entering the computational domain Φ0 yields the coupling efficiency (amplitude at zero 
waveguide length).  
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for the optimization of the coupler to gain useful test on-chip structures with only 
moderate damping.  
The mode that was efficiently excited via the coupler finally turns out to experience a 
cut-off when reducing the waveguide width, while the second mode reveals to be 
evolving into what is the fundamental mode. This is in contrast to what is said in 
Ref. [90], where the first four modes are named fundamental modes. In any case, here 
we will refer to the fundamental mode as the one that does not suffer from a cut-off at 
all. Nevertheless, the effect that only a single mode “survives” the tapering is intuitively 
clear: Any mode without a cut-off, even that of an asymmetric waveguide like here, will 
gain more and more localization and momentum during the tapering. Thus, the overlap 
with the outer decreases. This mode will be less affected by spatial jumps in the outer 
media (sub- to superstrate) and the actual shape of the waveguide, finally yielding a 
mode that looks almost like that of a small cylinder in a homogeneous medium (Figure 
33, compare with Figure 29). In other words such a mode evolves towards a mode that 
can be described within the quasi static regime, well-known for its statements that are 
insensitivity to shape [65]. 
Figure 33: Guided modes of a cylindrical and a stripe waveguide. a), b) Effective refractive 
indexes (real parts). c), d) Intensity profiles and polarization. Numerical result are obtained for 
λ0 = 780 nm and gold in an n = 1.4 surrounding. The smaller the cross-section of plasmonic 
waveguides, the more the guided mode resembles the properties of the fundamental mode of a 
cylinder. 
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At first glance, this problem fundamentally questions the so-far developed method of 
coupling. A high β-factor of a simple stripe waveguide is not accessible with this 
photon-to-plasmon coupler. It even remains unclear how to excite the fundamental 
mode within a compact and simple coupler device and high efficiency at all: The 
fundamental mode happens to have an almost starlike or breathing-mode-like 
polarization as shown in Figure 29 and Figure 33 while a dielectric waveguide guides 
almost pure TM or TE modes.  
Nevertheless, there is a practical solution for this issue that works without changing 
much of the coupler design: utilization of a slot-stripe waveguide (Figure 34). 
Specifically the mode with the maximum intensity inside the slot shows a useful 
polarization symmetry similar to that of the formally used simple stripe waveguide.  
Apart from the option to use a stripe waveguide as before with a slot, also a simple slot 
in a full metal-film could be used. A full film would be simpler to fabricate as the metal 
arms would become dispensable. Theses arms have been basically used to excite modes 
with hotspots at the outer edges of the waveguide. Further, the minimal number of 
modes would be smaller compared to the number in a slot-stripe waveguide. However, 
it was found in this thesis that a multitude of lossy film-modes are excited in the taper-
region, an effect that significantly reduces the overall transmission through the coupler 
and plasmon waveguide. This is not the case for the slotted-stripe waveguide, where a 
high transmission and coupling efficiency is found, although a mode-beating effect 
Figure 34: Field intensity and polarization of a plasmonic slot-stripe waveguide mode with high 
energy density guided in the slot. The polarization’s symmetry fits in principle to the exciting 
mode in the dielectric waveguide. 
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appears (Figure 35). The mode-beating between the guided modes leads to an 
oscillation of high power-density from the outer waveguide edges to the slot and back 
during propagation. As a consequence, an emitter placed inside the gap that is supposed 
to be efficiently excited has to be placed at the right distance from the taper-tip. 
Now, that a mode with high field confinement and good coupling efficiency (> 50 %) to 
the dielectric waveguide is found, it is reasonable to compute the actual β-factors for 
this mode. First the Purcell factor Γ (Γ = γM/γ0) is computed (Figure 36) for all potential 
positions of a dipole around the waveguide and for each of the three linearly 
independent dipole orientations (here x,y and z). More important than Γ is however the 
β-factor, i.e., the ratio of power emitted into the guided mode to the total emission 
(chapter 2.5.3). To this end the normalized total decay rate has to be calculated 
(normalized to the decay in vacuum) which is possible when a dipolar point source is 
used within FEM. The total emitted power of the dipolar point source can be directly 
derived with a post-process, which basically sums up over the absorbed power in all 
absorbing media and the radiated power that leaves the computational domain. 
Relatively “expansive” full 3D calculations have to be performed in principle for each 
Figure 35: 3D meshs and corresponding numeric simulations (showing logarithm of electrical 
field intensity). a) Dielectric waveguide couples to a plasmonic slot waveguide in a gold film. 
b) Dielectric waveguide couples to a slot-stripe waveguide. A slot waveguide in a film might be 
easier to fabricate but plenty of unwanted modes exist in the gold film resulting in poor 
coupling efficiency to the designated slot mode.
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emitter position and orientation.  
Here however, obviously the best Purcell factor is expected for a dipole oriented along 
the x-axis (Figure 36) and positioned inside the slot. Additionally, the best β-factor will 
be found in the center of the slot, as any further approach towards the metal will lead to 
more quenching but only marginally improve the Purcell factor. Thus, the total decay is 
only calculated for a dipole oriented along x and for various steps along a line through 
the center of the slot. The result is shown in Figure 37 together with the corresponding 
β-factor (β = γ0∙Γ/γtot).  
Figure 36: Purcell factors Γ with respect to the guided slot waveguide with a cross section as 
shown in the upper panel. Γ is shown for three linearly independent dipole orientations 
(indicated by the white arrows). Γ was calculated according to Barthes et al. [79] (see chapter 
2.5.3). 
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For a convenient comparison with Chang et al. [51] also the “effective Purcell factor” 
Γeff is shown, which was defined by the authors as Γeff = γM/(γtot - γM) = β/(1 - β), a number 
that can diverge for high β-factors. The 3D structure chosen to compute the total decay 
has been a 10 µm long slot-stripe waveguide with the emitter in the center. This is a 
trade-off between accuracy and computational effort: a potential Fabry-Pérot cavity 
effect of the 10 µm long waveguide will only weakly influence the total decay. The 
decay constant (damping to 1/e) corresponds to a propagation length of the slot-plasmon 
Figure 37: Coupling of an ideal emitter to a slot-stripe waveguide mode. a) Purcell-factor 
Γ = γM/γ0 for an emitter oriented along the x-direction with line scans along the red dashed lines. 
b) Purcell-factor Γ (blue) and normalized total decay rate γtot/γ0 (green) scanned along the y-axis 
through the middle of the waveguide’s slot. c) Corresponding β-factor (blue) and effective 
Purcell-factor Γeff (green). d) Top- and side-view on the 3D configuration that was used for the 
computation of the total decay rate: a 10 µm long slot-stripe waveguide with a dipole emitter in 
the slot. The corresponding electric fields (top- and side-view; E-field component along dipole 
axis) show that most of the power is emitted into the guided mode.
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of L ~ 6.2 µm, so that a plasmon is mostly damped when it comes back to its origin. The 
actual waveguide structure with two couplers would have been even better for this 
computation, but again this would lead to more computational effort. It is more 
important to be able to check for convergence, thus a simplified structure as shown in 
Figure 37 was used.  
Nonlinear Response 
As mentioned in the theory chapter (section 2.3.4) the expected nonlinear response – 
also related to strong coupling - can be calculated directly from the Purcell-factor and 
the total decay rates. Especially, Chang et al. [51] calculated the reflection coefficient r 
(or the reflectance R = |r|2) caused by a single emitter (two level system) depending on 
the detuning δ between the incoming plasmons and the transition line of the emitter: 
eff M
1r( )
1 1 2i
δ = −
+ Γ − δ γ
 . (4.1) 
The transmission coefficient is then given by t(δ) = 1 + r(δ) and the transmittance by 
T = |t|2. Losses κ can be computed with κ = 1 - R - T. Figure 38 shows the reflectance, 
transmittance and losses as a function of detuning. The reflectance must not be 
calculated from the decay rates and Purcell-factors as shown in Figure 37. These 
correspond to the ideal situation of an emitter that emits all the power into its zero 
phonon line. For DBT in AC the branching ratio η of this emission to the phonon-
assisted emission will be around 0.5 according to Hwang and Hinds [52]. This reduces 
the decay rate into the guided mode by this factor (γM = η ∙ Γ ∙ γ0) but not the total decay 
rate. Consequently the β-factors are also reduced yielding an corrected effective Purcell-
factor of Γeff = ηβ/(1 - ηβ).  
The relevant parameters to compute the reflectance are β = 0.8 and Γ = 64 (found by the 
numerical simulations for the optimum position of the emitter), η = 0.5 and a vacuum 
decay rate of γ0 =1/(τ ∙ nAC) = 1.45∙108 s-1 [81] where τ is the lifetime of DBT molecules 
measured in AC with a refractive index of nAC = 1.434. Figure 38 shows the reflectance, 
transmittance and losses for these values.  
4. On-chip Nanooptics
68 
4.2.2 Performance Tests of Fabricated Structures 
Coupler structures have been fabricated according to the simulations shown in Figure 31 
(plasmonic stripe waveguide) at the Helmholtz Zentrum in Berlin Adlershof by Max 
Schoengen and Jürgen Probst. The alignment of metallic and dielectric components 
with respect to each other has been accomplished by a relatively complicated method, 
which is described in chapter 3.1 and in greater detail in Ref. [80]. The structures have 
been directly equipped with dielectric far-field grating-couplers. The couplers have been 
experimentally optimized by producing a chip with various grating coupler-pairs 
connected with a simple dielectric waveguide. Without quantification of the actual 
efficiency the best grating coupler was then used throughout subsequent chip-designs. 
The basic design has been taken from a PhD thesis [91]. It consists of two gratings in a 
funnel like design as shown in the scanning electron microscope (SEM) image in Figure 
39: the first grating is for the far-field coupling itself, while the second, finer grating is 
supposed to act as a Bragg-mirror to reflect light towards the waveguide and thereby 
enhance the overall coupling efficiency.  
Figure 38: Estimated reflectance R (solid red), transmittance T (solid black) and losses κ 
(dashed) of a single DBT molecule optimally positioned and oriented in the slot-stripe 
waveguide as a function of detuning between single guided plasmons and the transition 
frequency of the molecule. Two or more incident plasmons would saturate the emitter yielding a 
significantly enhanced transmission. 
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Recently also the in-house optimization of such couplers started, as it was found, that 
such couplers are very sensitive to the waveguide thickness and should thus not simply 
be adapted from sources that used a different waveguide thickness.  
Even though the photon-to-plasmon coupler was designed to obtain a scheme that 
would be much easier to fabricate than several others presented in literature [86], the 
yield of the first processing attempts had been low as still the fabrication process is 
relatively complicated. Thus, one of the best samples that was actually tested was an 
experimental design, which had not been simulated before: the metallic waveguide is 
lifted by a residual SiN base of the same shape as the plasmon waveguide to bring the 
plasmon waveguide vertically to the center of the higher dielectric waveguide. That is 
where the guided intensity is maximal. During the coupler-design, it was believed, that 
this degree of freedom would not be available during fabrication. Although this lifted 
plasmon-waveguide design seems to lead to an advanced coupling efficiency at first 
glancy, the opposite is actually correct, as was found in subsequent simulations 
including the changes. This is, because several physical processes are coupled and thus 
various aspects change at the same time when lifting the metallic waveguide. Most 
importantly the effective refractive index of the guided mode changes. Nevertheless, 
still the coupling efficiency was found to be reasonably good. So, this design was tested 
experimentally and compared to an adapted simulation. A very good agreement was 
found that allows for the conclusion, that the simulation technique is a reliable tool to 
quantitatively predict the actual performance of the chip. The measurement of the 
Figure 39: SEM image of the grating coupler with two different grating periodicities. The finer 
grating is supposed to act as a Bragg-mirror to reflect in-coupled photons into the direction of 
the attached dielectric waveguide.  
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coupling efficiencies, both for the photon-to-plasmon coupler as well as for the grating 
coupler will be described below.  
Photon-to-Plasmon Coupler 
In the following a combination of two grating couplers that are connected with a 
dielectric waveguide - potentially with a photon-to-plasmon coupler pair and a plasmon 
waveguide in the middle - is simply denoted as a “waveguide structure” (see Figure 40).  
Pairs of such waveguide structures were fabricated right next to each other: always one 
structure with and one without the plasmonic part. The second waveguide structure acts 
as a reference to check for quality-variations on the chip as well as to normalize the 
following efficiency measurements.  
The grating couplers were illuminated with a large laser-spot, to make sure, that 
variations in positioning of the laser spot from one waveguide structure to another only 
weakly influence the result of the measurement. Excitation on the first grating coupler 
and re-emission from the other was recorded with a CCD camera, i.e., a series of images 
was recorded.  
Figure 40: SEM images of a symmetric waveguide structure consisting of grating couplers, 
dielectric waveguides, photon-to-plasmon couplers and a plasmon waveguide in the center. 
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In a series of waveguide structures the length of the plasmonic waveguide was changed. 
Thereby, the intrinsic plasmon-damping is varied and recorded, which represents a 
measurement that is analogous to the numerical estimation of the coupling efficiency 
(section 4.2.1). As for the numerical simulations it is expected that stray light is present 
just after the coupler which may lead to an overestimated coupling efficiency for short 
plasmon waveguide length. Thus, a double exponential decay is fitted to the distance (or 
waveguide length) dependent damping (normalized by the transmission through the 
reference waveguide structures). The first decay with the higher damping constant 
corresponds to coupling via stray-light fields. The slower decay corresponds to the 
actual coupling to the plasmon waveguide. Again, the amplitude at the start of the 
plasmon waveguide gives the coupling efficiency. Note, that each waveguide structure 
is symmetrically constructed and thus the coupling efficiencies of two subsequent 
photon-to-plasmon couplers are effectively multiplied. To reveal the actual coupling 
efficiency of a single coupler, the root of the fit’s amplitude has to be taken (Figure 32 
section 4.2.1 and Figure 41). A coupling efficiency of 57 ± 21 % was found.   
Figure 41: Evaluation of the coupling efficiency of the photon-to-plasmon coupler. a) CCD 
image of a single test-measurement. A widened laser spot is used to illuminate one of the 
grating couplers (right bright spot). This is done to provide a comparable excitation of all 
grating couplers on the chip. The relative position of chip to laser is optimized for maximum 
out-coupling on the second grating coupler. Also weak scattering is observed from the photon-
to-plasmon coupler. b) Out-coupled intensities normalized by reference waveguide structures 
with exponential fits. Figures as presented in Ref. [80]. 
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Grating Coupler 
To measure the efficiency of the grating couplers, a largely widened spot for excitation 
like before cannot be used because this approach would contradict the experimental 
situation in the designated experiments. The experiments are planned to be done with 
only weak signals, potentially coming from another single photon source. A large laser 
spot would lead to significant signal loss. Thus, we use a focused laser spot coming 
from an objective with a numerical aperture (NA) of NA = 0.4, that illuminates less than 
the total grating coupler. A relatively small NA is a realistic value for the planned 
experiments with actual DBT molecules as emitters. This is because DBT will be 
cooled in a cryostat in which either a lens or fiber facets - both with relatively low NAs 
- will be used to couple light to the grating couplers.
For the measurement of the photon-to-plasmon coupler, reference waveguide structures 
were used to estimate the coupling efficiencies leading to a series of relative 
measurements. In contrast, for the grating couplers absolute values need to be known in 
principle. To this end, the reflection of the laser spot from a flat silver mirror (assumed 
to be almost 100 % reflective) was used to determine the absolute incoming power 
(measured in counts on a CCD camera). During the measurements on the chip, the 
reflection of the laser on a flat chip area was repeatedly performed to track the laser’s 
power stability. The actual in- and out-coupling to and from the waveguide structures 
Figure 42: Performance analysis of grating couplers. a) CCD image of a test measurement 
showing reflected laser at the first grating and out-coupled intensity from the second grating. 
b) Reflected and out-coupled intensities of nine test-measurements on different waveguide-
structures (without plasmonic elements) as well as overall-efficiencies η2 (mean of 
η2 = 12.4 ± 1.7 %) yielding η = 35.2 ± 2 % (efficiency of a single grating coupler η).
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was adjusted with micrometer screws and an x-y piezo stage until the out-coupling was 
optimized. Just as for the photon-to-plasmon coupler we have two subsequent grating 
couplers – their efficiencies multiply – so that the root of the result gives the coupling 
efficiency of a single grating coupler. The procedure was performed for a series of 
waveguide structures (Figure 42) and an efficiency of 35 ± 2 % was found. 
4.3 Nanomanipulation and Photoluminescence 
Studies on DBT 
4.3.1 Cutting and Nanomanipulation 
First experiments with AC crystals of low DBT concentration were performed at room-
temperature under the leading supervision of Dr. Rolf-Simon Schönfeld. It was found 
that even at room temperature many of DBT molecules are long-term stable. 
Furthermore it turns out that AC crystals are very soft crystals, so that they are suited 
for nanomanipulation attempts for the assembling of hybrid nanoarchitectures: AC 
crystals can be cut or carved with an AFM tip, when the AFM is used in contact mode. 
Thus, DBT molecules could potentially be pre-characterized optically and afterwards 
cut out and pushed to a designated nanostructure. Similar nanomanipulation procedures 
have been established in the research group for nanodiamonds hosting nitrogen-vacancy 
centers [80]. However, it was revealed that a successful pick-and-place procedure [92] 
with tiny AC crystals would have a very low yield, as the AC crystals are relatively 
adhesive and placing of picked-up crystals is very difficult. Nevertheless, the crystals 
can be moved on a flat surface in a controlled way. As an example, a fluorescing spot, 
that showed antibunching in an autocorrelation measurement (g(2)-function) with 
moderate dip depths (the deeper the dip, the lower the number of emitters), was cut into 
pieces via AFM resulting in two fluorescent spots, where one was identified to host 
presumably only a single emitter, as the normalized g(2)-function went below 0.5 as 
shown in Figure 43.  
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4.3.2 Coupling to the Chip 
The measurements mentioned in the previous section were performed with AC crystals 
on glass, where it is straightforward to perform AFM measurements and luminescence 
studies on one and the same AC crystal. That is different for AC crystals on the chip 
with the waveguide structures as it is opaque. This fact was mainly limiting the progress 
of the approach of nanomanipulation and nanopositioning of single DBT molecules to 
designated positions on the chip.  
Figure 43: Cutting of AC crystals with individual DBT molecules. a), b) Subsequent AFM-
scans of a typical AC crystal. In-between the scans a micron-sized crystal was cut into two 
pieces via AFM tip. c), e) Confocal images showing individual DBT molecules in AC. d), f) 
g(2)-functions corresponding to the encircled spots of DBT in AC crystals as in c), e). The 
crystal hosting the DBT molecules in c) was cut via AFM leading to two spots as shown in e). 
The corresponding g(2)-functions changed, indicating that the smaller crystal-parts host less 
emitters.  
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Several depositing techniques were tested. Figure 44 shows AC crystals on the 
waveguide structures fabricated by spin-coating. With this technique only a random and 
loosely controlled crystal positioning was achieved. Secondly the quality and the 
thickness of the crystals varied on the chip. Crystal growth out of a gas phase would 
lead to thicker crystals which is impractical when a low in-plane density of emitters is 
required. Thus, a pre-characterized and well-controlled flat AC crystal that was 
fabricated via spin-coating on glass has been transferred by contact-printing onto the 
chip. It was found that this technique works quite well in principle, although some of 
the waveguide structures were destroyed in the process. With AFM measurements and 
subsequent confocal scans (after flipping of the chip) it was revealed that some DBT 
hosting AC crystals very placed right next to the waveguides. However, in order to 
achieve an efficient coupling to the plasmonic structures a time-consuming iterative of 
chip-flipping with a sequence of AFM nanopositioning and confocal scanning would 
have been necessary in principle.  
Concerning nanomanipulation attempts of individual DBT molecules, a drawback of the 
current chip is its opaque substrate. However, when working within the cryostat and 
with high DBT concentrations any AFM manipulation would become obsolete. A much 
more severe principle limitation is the use of a simple stripe plasmon waveguide that 
does not allow for high β-factors. Switching from a stripe to a slot-stripe waveguide is 
however straightforward and as simulation and experiment were fitting very well to 
Figure 44: AC crystals on waveguide-structures fabricated by direct spincoating. Various crystal 
sizes and especially thicknesses are found.  
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each other, there is no reason to believe that an adapted chip-design would not perform 
as predicted by numerical simulations with FEM.  
A severe fundamental problem for the experiment could arise from another effect. Even 
though various groups are trying to observe a plasmonic enhancement of Fourier limited 
line width emitters since years, no such papers are in press. A potential reason could be, 
that whenever such cooled emitters come close to metallic surfaces (roughly into the 
5 nm halo, i.e., the very near-field), a broadening is induced due to i) a disturbance of 
the host crystal or ii) spectral diffusion induced by near-by moving charges and 
resulting Stark-shifts as known for other systems [93]. It is yet unclear, whether missing 
reports in press are indicating concrete experimental problems, unforeseen physical 
effects or just coincidence. In any case, it was decided to consider also alternative all-
dielectric structures for the next steps of the ongoing project, especially as they are 
simpler to fabricate.  
4.4 Conclusion and Outlook 
In this section an on-chip platform for active nanooptics was discussed. During this 
thesis various essential details of the concept have been analyzed and partly optimized, 
e.g., the photon-to-plasmon coupler. First milestones have been achieved, i.e., the
fabrication of a working on-chip structure as well as the quantitative agreement with
numerical simulations is a crucial step. The methods of evaluating the coupling
efficiency are essential to understand and predict the chip’s performance. Shortcomings
have been identified and are partly solved, e.g., the limitations concerning the Purcell-
factor of a simple (tapered) stripe waveguide was fixed by introducing a slotted stripe
waveguide to the coupler scheme. Fixing the limitations of the used grating-couplers is
subject of current numerical and experimental investigations.
Complementary, improvements on handling of the DBT-doped AC crystals and 
establishment of the analytic tools and setups combined with a cryostat is content of 
another PhD project currently in progress. 
Recently alternative designs were discussed and will be fabricated that are based on 
purely dielectric on-chip structures, namely SiN waveguides on glass. Even though such 
structures do not promise as high Purcell factors as plasmonic nanostructures they can 
still provide an efficient coupling of emitters to guided modes with a high β-factor. 
Most importantly they feature various pros: fabrication is simpler (the yield of samples 
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will be higher) as less steps are needed and the chips are more robust especially for 
cleaning purposes (e.g., gold structures are easily removed in ultra-sonic baths). 
Furthermore, almost no quenching is expected, which will simplify the interpretation of 
lifetime measurements and improve the yield of emitters that efficiently couple to the 
waveguides. Also, a purely dielectric system may not suffer from the potential issue of 
emitter linewidth broadening mentioned above. All-dielectric stripe-slot waveguides 
(that would also be used here to gain a high Purcell factor) could be fabricated with 
wider slots, thereby allowing for AC crystals of higher quality and DBT molecules 
further away from interfaces where potentially fluctuating trapped charges give rise to 
Stark shifting.  
All-dielectric waveguide structures would only consist of two grating coupler ports and 
a connecting waveguide. Two possible strategies to excite the mode in a slot-stripe 
waveguide are obvious: i) direct connection of the grating couplers to a slotted stripe 
waveguide. This would necessitate a complete time-consuming optimization of grating 
couplers (by numeric simulations in 3D) for such waveguides. ii) An ideally adiabatic 
transformation from a stripe to slot-stripe waveguide by cutting a fine slot into the stripe 
waveguide that widens during propagation. It is however unclear how to achieve this 
with current fabrication techniques, i.e., reflections will appear where the slot begins.  
However, this route is worth going, as – in contrast to plasmonics - dielectric waveguide 
structures also allow for easy-to-implement extensions like mirrors and cavities of high 
reflectivity or quality factors. To this end a simple structuring of the waveguide 
boundaries, will be sufficient. For instance, Kuramachi studied numerically the quality 
factors of simple bars that form a cavity [94]. Even more promising is the recent result 
from Yu et al., where a slotted ‘alligator’ cavity integrated in a waveguide made from 
SiN is demonstrated as shown in [95] (see Figure 45). 
Figure 45: SEM image of an ‘alligator’-cavity integrated into a slot-stripe waveguide. Left 
figure shows the almost adiabatic transition from the waveguide to the cavity. Right figure 
shows a zoom-in to the cavity’s center. The cavity is made from SiN. Figure adapted from [95]. 
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5 Nanoscopic Lasers & Spasers: 
Theory, Fabrication and Experiment 
This chapter deals with the main focus of this thesis, which is the ultimate limit of laser 
miniaturization, i.e., surface plasmons lasers (spasers) and nanolasers. Here mainly the 
highest degree of localization is considered, namely a size reduction to less than the 
wavelength of free space photons in all three spatial dimensions. This chapter is divided 
into theory (5.1 - 5.3), experiment (5.4) and studies on nanowire based designs (5.5). 
Results of the theoretical work have already been published in Ref. [96] and Ref. [97]. 
5.1 An Analytic Model for Spasers 
The proposal of the spaser is relatively young and experimental results are rare [98].  
With only a single experimental paper on spasing from core-shell spasers [99], this 
project was initiated within the DFG collaborative research center SFB 951. While it 
was planned to reproduce the experimental results from others and continue with 
optimization of spasers, it was realized, that it is already extremely difficult to 
synthesize spasers (see chapter 3.1.3) and to achieve spasing at all.  
Based on this experience the need for an own theory was deduced, as papers addressing 
this topic were complicated to use for concrete predictions on the system at hand. 
Furthermore, the origin of some parameters fed into the models have been unclear or the 
values were doubted to be realistic. So was the description of the coupling of emitters 
(building up the gain-medium) to the cavity mode as well as the quenching. These are 
parameters, which are known to behave most sensitively on slight position changes of 
emitters with respect to the cavity. Such effects have been roughly estimated and 
described by a simple number (rate). Also, potential problems arising from the violated 
orthogonality relations (see discussion in chapter 2.4.3) had been ignored to this point. 
Mostly the quasi static approximation was used as a starting-point of theoretical work, 
yielding a quantization condition that leads to orthonormal modes. This contradiction 
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was a further motivation to set up an own model. To summarize, a theoretical model 
was targeted that gives actual quantitative estimates for the experiments, e.g., on gain 
medium requirements, pump power, etc. in order to fix minimum requirements for the 
experiments. Further, the theory should be free of approximations that have been 
doubted. 
5.1.1 Mie-model: A Semi-Classical Laser Rate-Equation Model 
for Spherical Resonators 
Basic Ansatz 
It was pointed out by the inventors of the spaser that this concept represents a “quantum 
amplifier”, which leads the reader to the conclusion, that such a device has to be 
described within quantum theory [100,101]. However, no forceful reason was given that 
one cannot establish a spaser model of less complexity, especially as it is also a typical 
procedure in laser physics to use models of different complexity depending on the 
specific questions one strives to answer. A starting point in laser textbooks is often a 
rate-equation model. It successfully describes various features of a laser, especially 
those most relevant for the basic performance [102]. Most valuable, in the steady-state 
solution, the photon/plasmon number per excitation rate – from now on called “input-
output curve” – and the inversion per excitation rate can be plotted. While the steady-
state solution can be derived analytically (for single- and two-mode operational 
systems), multi-mode operation and time-dependent solutions can be calculated 
numerically.  
Thus, it was concluded to start with the relatively simple and consequently transparent 
rate equation model as it is capable to deliver the most relevant numbers for 
experimental purposes. The task of describing a spaser accurately now mainly becomes 
the task of determining rates that have to be fed to the rate-equation model. These rates 
basically describe how fast the gain medium is relaxing from the excited state to the 
ground state and how fast the cavity is losing energy. Excitation rates can be used as a 
control parameter and converted into actual pump powers for given gain media 
parameters and pump lasers.  
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It was realized, that all the necessary rates can be calculated analytically within a single 
theoretical framework, i.e., Mie-theory, which is basically applying Maxwell’s equation 
on spherical coordinates. Thus, the phrase “Mie-model” is used for the model presented 
here from now on. The pieces of theory used in the Mie-model are well established, 
partly known for a whole century, tested experimentally and basically free of 
approximations. A scheme of the model is shown in Figure 46. 
Approximations 
The model is however in the end not totally free of approximations. These come into 
play when the gain medium is constructed, which is consisting of an ensemble of dipole 
emitters. To keep the model analytically solvable it is restricted to a spherical 
symmetry. For the gain medium this means, that a homogeneous density of emitters is 
used, which is surrounding the spherical cavity in a spherical shell. Furthermore a 
random orientation of dipole-moments (of identical strength) is assumed. At this point 
this simple but experimentally realistic and relevant construction is free of additional 
approximations.  
However, yet not incorporated are direct (not mediated by the cavity) optical 
interactions of emitters with each other. Such interactions are however rarely done in 
Figure 46: Schematic of the Mie-model. a) Energy emitted by a dipole d can go to various 
channels: to the far-field, it can be quenched or populate the cavity (a specific mode in the 
spherical resonator) described via corresponding rates (γrad, γnrad, γM). The energy in the cavity 
can be damped or lead to a feedback to the emitter by stimulated emission. b) Geometry of the 
core-shell particle with a metallic particle as a core and an emitter-doped shell (dshell) around the 
core. The shell may be partly free of emitters (dfree).  
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laser physics. Effects like self-quenching of the emitters which limit gain-factors (or 
equivalently the effective inversion-density) have to be kept in mind and results of the 
model have to be examined critically with respect to realistic inversion densities. When 
doing so, there should be no severe problem emerging from this approximation.  
Further, the inversion density is approximated within a mean-field like approximation, 
i.e., assuming that the inversion density is constant inside the gain-medium hosting
volume (it does not depend on the spatial position). This approximation is in principle
not necessary, but is made to drastically simplify the system of equations. The
approximation has to be undone, if one is interested in mode-competition processes or
hole-burning. The next better approximation would be the use of a layered shell, like in
an onion. In this case each layer has a separate inversion. The results of this onion-like
gain-medium is examined in section (5.3.2)
Finally, we are doing any approximation that is inherent of rate-equation approaches. 
For instance we are considering the system to run at a single frequency: the emitters are 
perfectly in resonance with the cavity and the actual shape of the fluorescence spectrum 
or the cavity’s resonance are ignored.  
Please note, that the results are also heavily influenced by the used gain-medium level 
scheme. A two-level system is attractive due to its simplicity. However, it can 
intrinsically not be saturated, as the pump directly populates the upper level from which 
stimulated and spontaneous decay populate the cavity. In this level-scheme the 
stimulated emission due to the pump is ignored. Therefore, also results for a four-level 
system are discussed in section (5.3). However, many results use a simpler two-level 
model that is sufficient to gain basic insights.  
Effective Single-Mode Rate Equations 
Here, the averaging process over the gain-medium is described, which finally leads to 
an effective single-mode rate equation. The model-situation at hand is as follows: a 
spherical cavity interacts with N emitters that compose the gain medium. In general the 
interaction may differ for each emitter, or at least will for various sub-groups of them. 
Consequently, each of these sub-groups will experience different decay rates and 
different inversion. On top of that there are multiple energetically degenerated cavity 
modes, for the n-th order (first order: dipolar, second order: quadrupolar, etc.) there are 
X= 2n+1 modes, that compete for the gain medium. Thus, one can write down a rate-
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equation for each mode-population n with index λ (3 for a dipolar cavity mode), and µ 
(µ ≤ N) further equations for the different inversions D of the emitters: 
µ µ µ µ
µ µ
µ
µ pµ tµ µ pµ tµ µ
dn 1 1n D N n
dt 2 2 Q
dD
N ( ) D 2 n
dt
λ λ
λ λ λ λ
λ
λ λ
λ
ω = + γ + γ − 
 
 
= γ − γ − γ + γ + γ 
 
∑ ∑
∑
 . (5.1) 
Here, γt denote the total decay rate, γλ the decay rates into individual modes, γp the 
pump rate, ω and Q are the realpart of the cavity’s eigenfrequency and the quality-
factor, respectively. In principle, this system of equations can be solved right away. 
However, to gain more insight and simplicity it is useful to average this system. To do 
so, the actual emitter and inversion numbers are replaced by constant densities and 
integrated over the gain-medium hosting shell. Due to the assumption of a 
homogeneous emitter distribution this transfer is most accurate for the emitter number. 
However, as mentioned earlier, the assumption of a constant inversion density 
represents a mean-field like approximation. When a further average over the decay rates 
is performed and when a potential feedback of off-resonant modes is ignored one ends 
up with effective single-mode rate equations:  
( )
M M
p t p t M
dn 1 1n D N n
dt 2 2 Q
dD N( ) D 2X n
dt
ω = + γ + γ − 
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= γ − γ − γ + γ + γ
.  (5.2) 
Here, X modes will start lasing simultaneously. In a concrete realization, slight 
variations of the emitter distribution (or ultimately random quantum fluctuations) would 
result in a lasing that is dominated by population in a single mode. Thus setting X = 1 
features a rate-equation for a realistic situation above the laser threshold. However, the 
hole-burning associated with this symmetry break is not included in the mean-field 
approximation. 
Eigen-Frequencies and Quasi-Normal Modes of the Cavity 
The photon/plasmon number in the cavity is reduced according to the rate equation (5.2) 
by a loss-rate ω/2Q per plasmon in the cavity. It is intuitive, that this loss-rate is directly 
connected to the quality factor of the cavity. In experimental studies (but also in time-
domain simulations), a quality factor is often deduced by a frequency-dependent 
transmission or scattering measurement. A peak or dip in the spectral response is then 
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used to evaluate the quality factor by dividing the (energetic) position by the full-width 
at half maximum. This approach is problematic as extinction spectra do depend on the 
nature of the light source, i.e., its polarization and its momentum composition (e.g., 
angle of incidence). As an example, a metallic nanorod exhibits two resonances, one 
devoted to the longer axis and the other to the shorter axis and relatively blue-shifted. In 
an scattering experiment it might be possible to excite and detect selectively one of 
these resonances (and the corresponding modes) [35].  This excitation scheme is 
especially insensitive to dark modes – that is why such modes are called “dark”. In the 
case of spherical particles this would be similar.  
A more rigorous way is to calculate the complex eigenfrequency ω directly, rather than 
to compute scattering spectra. Than the quality factor can be deduced very easily by  
Re( )Q
2 Im( )
ω
=
ω
 . (5.3) 
The imaginary part of the eigenfrequency Im(ω) turns out to be the loss-rate that is 
needed in the rate-equations. In the concrete case here, one has to find the maxima for 
the individual Mie-scattering coefficients. A characteristic equation can be deduced 
which has to be solved for complex frequencies, i.e., the roots of the equation in the 
complex plane are searched – for each mode of order n separately [103]. These 
characteristic equations are the roots of the denominators of the scattering coefficients 
an and bn of the Mie-theory (equations (2.11) and (2.12), chapter 2.4.3). Figure 47 
shows the characteristic equation plotted in the complex plane.  
Figure 47: Eigenfrequency as root in the complex plane in a) a surface plot and b) a contour 
plot. These plots can be used to check the results from numeric root-finders/solvers that 
sometimes feature instabilities.  
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When a complex eigenfrequency is computed, it can be inserted into the solution for the 
electric and magnetic fields of a spherical particle. Only at these frequencies one deals 
with a pure (quasi-normal) eigenmode.  
Decay Rates inside the Gain Medium 
In his work from 1982, Ruppin investigated the emission of a dipole close to a 
sphere [69]. He found a complete, analytic solution when he combined the analytic 
solution known for a Hertzian dipole with Mie-theory. He then applied this to a specific 
case, in which a single radiating dipole is influencing its own emission through the 
mediation of the sphere. This very problem has been studied later also by many others 
based on Ruppin’s approach [68,104–108]. As the excitation-spectrum of any resonance 
behaves similar to a Lorentzian peak, i.e., broad and never reaching zero also far away 
from the maximum, in this specific case the dipole is interacting with a large number or 
continuum of modes. Ruppin’s computation thus results in the total decay rate that is 
needed in the rate-equations. Furthermore, it was shown that the decay rate is only a 
function of emitter-to-sphere distance (for a fixed sphere material and frequency) and 
the choice of two dipole-orientations, i.e., orthogonal or parallel to the sphere’s surface. 
The mean total decay of an emitter in the gain-medium is thus a weighted sum of these 
two decays: there are three linear independent orientations possible in space, two 
parallel and one orthogonal, yielding 
tot
n
1 2(r) (r) (r)
3 3⊥
γ = γ + γ∑

 . (5.4) 
This is the distance dependent decay rate which can be calculated for any order n 
independently. By summing up over a series of orders (until convergence appears) the 
total decay rate can be calculated (Figure 48).  
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The solution found by Ruppin is even more general. For the total decay, the emitter is 
polarizing the sphere along a certain direction aligned with the emitter-to-sphere axis. 
To calculate the coupling of an emitter to a specific mode – here the (lasing) cavity 
mode this would be inaccurate, as an emitter might be positioned right in the hotspot of 
the mode or somewhere, where almost no interaction is going to happen. Even though 
this seems to be much more difficult, this evaluation can be performed with Ruppin’s 
solution [69]. Although this situation seems to be very complicated, averaging over all 
possible positions and orientations leads to a very intuitive result, similar to the mean 
decay rate found before. Again the parallel decay and orthogonal decay’s are weighted 
as before, but this time the sum over all Mie-scattering coefficients only goes over an 
individual summand – that of the cavity mode – and the sum has to be divided by the 
degeneracy X of that very mode.  
M
1 1 2(r) (r) (r)
X 3 3⊥
 γ = γ + γ 
 

(5.5) 
The coupling to a single mode (normalized by γ0) is nothing else than the Purcell factor 
Γ (2.5.3).  To derive single rates (γM and γtot) from M (r)γ  and tot (r)γ  for the effective 
Figure 48: Orientation averaged, distance dependent decay rate of an emitter close to a spherical 
Au particle. The emitter is in resonance with the dipolar mode (n = 1). The rates are normalized 
to the vacuum decay rate γ0. The result depends on the number of contributing orders n that are 
summed up. In this example a convergence was found after n = 400. Even if a specific mode is 
in resonance, the corresponding contribution to the decay is not dominating for short distances 
but the total decay is orders of magnitude higher. This feature is an essential effect of the well-
known quenching.  
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single-mode rate equation, the distance dependent decay rates are averaged over the 
shell in a last step. With this, all rates are found, that are needed to solve the rate 
equations.  
5.1.2 Prime Example: The Core-Shell Spaser of Noginov et al. 
Now, that the model is composed, concrete calculations can be performed. It seems 
likely to compare the theory with an experiment that resembles conditions that can be 
met by the Mie-model. Namely, such an experiment was published in “Demonstration 
of spaser-based nanolaser” by Noginov et al., where a 14 nm diameter gold sphere was 
Figure 49: Normalized decay rates and β-factor of a dipolar emitter close to a gold sphere. 
a) Orientation averaged decay rates M 0/Γ = γ γ  (Purcell-factor, red dashed), tot 0/γ γ  (total 
decay, orange) as a function of distance for the configuration described by Noginov et al. [99]. 
Additionally the black dashed curve shows the contribution of non-radiative decay rate eh 0/γ γ . 
b) Corresponding β-factor ( M tot/β = γ γ  ) which shows that emitters in close proximity to the 
sphere can only provide a small fraction of their emitted power to the cavity mode. 
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coated with a silica shell of 15 nm thickness, doped with roughly 2700 OG-488 emitters, 
i.e., an organic gain medium [99]. These nanoparticles were diluted in an ethanol bath
in which they were pumped optically with 5 ns long laser pulses. From the fabrication
processes it can be concluded, that the emitters will be presumably oriented randomly
and homogeneously in the shell, just as in the theoretical model. Although layered
spheres can be handled within Mie-theory, it is a good approximation to ignore the
change in refractive index at the interface between silica shell and ethanol as both
refractive indexes are relatively close to each other. The decay rate of the pure emitters
in ethanol and their absorption cross-section is known, thus actual decay rates and pump
rates (related to the pump laser) can be calculated.
For this specific configuration we find the distance dependent decay rates as shown in 
Figure 49, yielding average decay rates in the shell of γM = 1.32∙1010 s-1 and 
γtot = 6.81∙1012 s-1. In this case the vacuum decay rate of ( ) 8 10 EtOH1 n 1.75 10 s−γ = t ⋅ = ⋅  is 
used, showing, that the plasmonic cavity indeed alters the decay rates significantly. The 
average β-factor is poor: β = 0.0019, i.e., two out of a thousand spontaneous emission 
processes populate the designated spaser cavity. The resonance of the cavity is centered 
at λres = 537.7 nm with a quality factor of Q = 9.29.   
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When these values are plugged into the rate-equation model the remarkable result is 
found, that a lasing behavior is not reached, no matter how hard the system is pumped. 
Obviously there is not enough gain-medium present. As the number of 2700 emitters is 
surely differing for different core-shell particles, we increase the number more and more 
until the input-output curve finally shows a typical laser curve with threshold. However, 
this is not until we reach a value of N = 3396 emitters (Figure 50).  
Figure 50: Input-output curve for various emitter densities and parameters as reported by 
Noginov et al. [99]. The absolute emitter numbers per spaser N, corresponding gain-factors and 
emitter-densities are tabulated.  
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Furthermore – and this is the key message here - when the inversion, that is reached 
during lasing is translated into a gain-factor, values are found that are definitely extreme 
for organic gain-media. The 2700 emitters reported by Noginov et al. in the volume of 
the shell yield already an inversion density ρ of ρ = 6.26x1019 cm-3 (if all emitters are 
excited). When this is multiplied with the absorption cross-section σabs of the emitters 
given by the authors, this yields a gain-factor g (g = σabs∙ρ) of almost 16,000 cm-1. 
Organic gain media, however, are known to be limited to values of less than 
100 cm-1 [109]; this limitation is actually a well-known effect attributed to self-
quenching [110]. This means that it is unrealistic to assume, that the emitters can 
contribute to the gain medium irrespectively of their density in the shell. Actually, it is 
already unrealistic to assume that for only 2700 emitters. This problem is discussed in 
more detail in section (5.1.4). Figure 51 shows the stationary solution for the inversion 
D and the corresponding gain-factor as a function of pump rate. A gain of 100 cm-1 
would be already reached for low pump-rates that correspond only to roughly a single 
plasmon in the resonator which can hardly be called spasing or lasing. 
Figure 51: Inversion and gain achieved during pumping for the three potentially spasing 
configuration as depicted in Figure 50 (same color-code). The vertical line corresponds to a 
gain-value of 100 cm-1. At the crossing of the curves with this gain-factor an excitation rate per 
emitter of around 9.1∙1012 is reached which corresponds to ~ 1 plasmon in the resonator. For 
spasing unphysically high gain-factors are needed.   
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Consequently, the Mie-model predicts that Noginov’s core-shell spaser is clearly 
incapable of spasing. In order to discuss this discrepancy of theory and experiment, the 
experimental findings are briefly repeated here. The actual data set shown in the paper 
consists of 5 spectra at different pump powers, which are basically flat apart from a 
peak that emerges from a noisy background floor. To evaluate this data, the authors plot 
the peak intensities as a function of pump power. A kink in the curve connecting the 
five points was interpreted as a lasing threshold. The data presented in the work by 
Noginov et al. [99] is shown in Figure 52.  
All the spectra were taken from an ensemble, however, to demonstrate that the observed 
effect is not a collective effect, but stemming from the individual core-shell particles, it 
was discussed that different concentrations of this solution with core-shell particles 
showed the same threshold curves. This data is not shown in the paper. One can 
conclude, that the best looking data was presented, i.e., the data of the higher 
concentrated samples, which was already of relatively poor signal-to-noise ratio. 
Therefore, the significance of this mentioned additional data has to be doubted. 
Secondly, lifetime measurement were presented (Figure 52b), that show a modified 
lifetime curve for high pump power, which does very much differ from ordinary ones: 
instead of a typical exponential decay the intensity rises shortly after the pulse before it 
decays. It is then argued, that this behavior is similar to random lasing, leading the 
authors to the conclusion that this is a signature of spasing. A more direct connection 
Figure 52: Measurements taken by Noginov et al. adapted from [99]. a) Five spectra of the core-
shell particles (ensembles in solution) excited with increasing pump-powers (5 ns laser pulses 
weakly focused into a cuvette). The inset shows the peak heights as a function of pump power. 
b) Lifetime measurements of the core-shell particles illuminated through an objective with 90 ps 
pulses for two different pump powers.
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could however lead to the conclusion that this typical random lasing signature actually 
belongs to random lasing rather than spasing.  
Beyond criticism on earlier experimental work, theoretical findings by others about the 
minimum gain requirements (based on the quasi static limit) will be discussed in section 
(5.1.4). These findings perfectly support the pessimistic predictions of the Mie-
model [100,111].  
5.1.3 Optimization Concepts for Spasers 
Although relative pessimistic results were found in the last section, general ways to 
optimize the system can be explored and analyzed. The performance of the core-shell 
spaser is mainly limited, as the relaxation of the gain-medium is very fast (high γtot), 
making it hard to reach inversion. Additionally only a small fraction of the power 
provided by the emitters in the gain medium is feeding the cavity but only heating the 
core (poor β-factor). The high Purcell factor is not helping here, as the total decay rate is 
dominating. As a matter of fact, the gain medium close to the core is involved into a 
process of efficient reabsorption of eventually excited plasmons, thereby prohibiting 
spasing. This interpretation holds true when a 4-level gain medium is considered 
(section 5.3.1) and especially when the Mie-model with a non-constant inversion is 
investigated (section 5.3.2). 
Thus, an emitter-free spacing layer between cavity and gain-medium is introduced (see 
Figure 46 section 5.1.1) to remove the emitters with the worst β-factors. This is possible 
within the model by simply adjusting the limits when computing the average decay 
rates. The effect is interesting to explore, since it shines light on a contradictory point: 
Stockman, who is one of the authors that proposed to build a spaser [98,100], argues 
that the strong Purcell effect experienced by emitters in the near-field of the plasmon 
resonator is the source of a very strong feedback between cavity and gain-medium, 
making the spaser a very efficient device [100]. On the other hand, very strong 
quenching is expected close to the cavity. The input-output curves for various 
configurations reveal that a 5 nm spacing layer leads to a significant reduction of the 
threshold pump-rate by roughly 3 orders of magnitude (Figure 53).  
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However, the minimum gain needed is rising when doing so (~ by a factor of 5). We 
can conclude from this, that a good ratio of cavity-to-gain coupling (γM) to the total 
decay rate (γtot) dominated by quenching, i.e., the β-factor, is an important number to 
optimize. This is a well-known fact form laser physics. A strategy to improve the 
β-factor is needed and a strategy to reduce the needed gain-factor. Both strategies have 
to work out at the same time. Obviously, using silver instead of gold leads to an 
improved β-factor and lower cavity losses (better Q-factors), however still the 
quenching is very strong and oxidation of silver is a practical issue as the conductivity 
can be severely reduced. For gold the high decay rates can be reduced, when the 
frequency is shifted to the red away from the interband transition around 520 nm (2.2.1). 
Shifting of the eigenfrequency of a sphere into the red is possible by increasing the 
radius, which leads to drastically reduced quality factors as radiative cavity-losses rise 
significantly. Another route is to increase the outer refractive index or to use modified 
shapes, e.g., rods [112]. With this tricks the quality factors a preserved and do even rise, 
since not only the quenching but also the quality factors are negatively affected by 
material losses. Figure 54 shows the quality-factors and eigenfrequencies of the dipolar 
mode of Au and Ag spheres with a radius of 5 nm when the outer refractive index is 
shifted from n = 1 to n = 4. The result is compared to predictions based on the quasi static 
approximation [111].  
Figure 53: Input-output curves for the design of Noginov et al. [99] with (dashed blue line) and 
without (red line) an emitter-free spacing layer of 5 nm. Calculations are done for an extremely 
high gain-factor.  
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Concluding, both factors, strong quenching and low quality factor are directly 
connected to the imaginary part of the cavity’s dielectric permittivity, i.e., the intrinsic 
material losses. Reducing losses even further might be possible with dielectric 
resonators. This option is discussed in section (5.2). Before that, a route to scan the 
performance of spasers over the entire VIS and beyond is discussed in the next section 
(5.1.4), in order to find optimum conditions for core-shell spasers.  
5.1.4 Minimum Gain and Heat Production in the VIS to NIR 
Range 
Results of Quasi Static Approximation 
Earlier work studied the optimum conditions for spasing on the basis of very general 
considerations using the quasi static approximation [111,113]. It was found in section 
(5.1.2) that results shown in published experiments [99,114,115] have most likely been 
misinterpreted for spasing, as the gain-factors of organic gain-media are too small. It is 
Figure 54: Resonances of small plasmonic spheres (R = 5 nm). a) Real part of the 
eigenfrequencies of Au (red) and Ag (orange) spheres as a function of outer refractive index. b) 
Corresponding Q-factors and c) Q-factors as a function of eigenfrequency. d) Q-factors as a 
function of photon energy (eigenfrequency) as predicted by the quasi-static approximation 
(adapted from [111]). 
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interesting to check the predictions for this system given by the quasi static 
approximation. Furthermore the model presented here should coincide with the quasi 
static case if we consider small spheres in the Mie-model. Such a test is especially 
interesting, as both models have rarely something in common with respect to their 
ansatz.  
The quasi static approximation yields a very simple connection between the quality 
factor of a small particle and the real and imaginary parts of the metal’s dielectric 
permittivity m ( )ε ω : 
'
md
d
''
m
Q( )
2
ε
ωωω =
ε
 , (5.6) 
the result is shown in Figure 54d [111]. For a negative imaginary part of the 
surrounding gain-medium ''gε , i.e., an amplifying medium, a simple equation is derived 
for the situation in which the quality factor diverges, which can be interpreted as the 
onset of spasing:  
'' ''
g m
' '
g m
ε ε
≥
ε ε
(5.7) 
The imaginary part of the dielectric permittivity can be connected to the gain-factor g, 
which is defined as the negative absorption 0g 2kα = − = κby the well-known relations 
between permittivity and refractive index ( n n i= + κ ) 
2 2' nε = − κ , and (5.8) 
'' 2nε = κ ,  (5.9) 
yielding 
0g 2k n(Q Q 1)= − − +  (5.10) 
with the “quality” of the metal ' ''m mQ = ε ε . Thus, minimum gain requirements can be 
plotted simply based on the permittivity data of the noble metals and the surrounding 
refractive index (Figure 55).  
It can be seen, that the required gain-factor rises very fast, when approaching the 
frequency of the interband transition in gold. The necessary gain-factor for a spaser 
working at a photon energy of 2.34 eV as presented by Noginov et al., which is small 
enough to be described in the quasi static limit, needs a gain-factor of 16,000 cm-1, 
which is way beyond anything known. So, the huge discrepancy between theory and 
experiment is also found here. 
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Quasi static approximation vs Mie-model 
The quasi static approximation and the Mie-model differ so much, that it is not a priori 
clear how to compare them. This is a short summary of what will follow in this section: 
In order to provide a fair comparison between the models, first a condition for the 
minimum gain has to be defined for the Mie-model. From this an analytic formula for 
the laser threshold and for the minimum inversion density is derived directly from the 
laser rate-equations. Then this formula will be fed by concrete rates. To this end a small 
sphere of 5 nm radius (which can be considered to fulfill the requirements of the quasi 
static limit) with a fixed shell-thickness of dshell = 15 nm is considered throughout this 
comparative study. The outer refractive index is swept from n = 1 to 4, which shifts the 
eigenfrequencies of the dipolar mode over the entire VIS up to the NIR. For the found 
frequencies the average decay rates (Γ-factors and β-factors shown in Figure 56) and the 
quality factors (Figure 54) are computed; the emission-frequency of the gain-medium is 
assumed to follow the eigenfrequency. Finally, the inversion density is converted into a 
gain-factor to compare with the quasi static approximation.  
Figure 55: Logartihmic plot of the minimum gain requirement for a spaser predicted by quasi 
static approximation as a function of photon energy for Au (red) and Ag (orange). The filled 
regions mark the gain-factor for outer refractive indexes ranging from n = 1 (filled circles) to 
n = 4 (hollow circles). 
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A condition for the minimum necessary gain for a laser with a two level-gain medium 
can be found when plotting a series of input-output curves for different numbers of 
emitters, e.g. as in Figure 53. Two different regimes become obvious: one where the 
photon/plasmon number in the cavity is never saturated, one regime where it saturates. 
In the lasing state this laser never saturates. Thus, by constructing a condition for 
saturation yields a condition for the minimum necessary number of emitters Nmin. This 
condition is simply, that the gradient of the input-output curve n(γp) is larger than zero 
for a pump-rate that tends to infinity:  
p
min
p M
dn 'lim 0 N
d Qγ →∞
ω
> ⇒ =
γ ⋅ γ
 , (5.11) 
with the complex eigenfrequency ω = ω’ + iω”.With this condition those input-output 
curves are extracted from the possible solutions that actually represent spasers (core-
shell particles with enough gain-medium), especially the spaser, that is the limiting case 
with the minimum gain-medium Nmin.  
However, in the following a slightly different condition is used that is more general and 
thus allows for a better comparison with the four-level model that will be discussed later 
(section 5.3.1). This condition is fulfilled when the losses of the cavity are compensated 
by stimulated emission processes of the gain-medium: 
( )2 1 M min
M
' 'n N N n D
Q Q
ω ω
= − ⋅ ⋅ γ ⇒ =
⋅ γ
 . (5.12)
This condition is only slightly harder to fulfill than the one in Equation (5.11). The same 
condition is found for the four-level gain medium rate-equations.  
Figure 56: Purcell- and β-factor of small metallic spheres in the VIS. a) Purcell-factor Γ as a 
function of wavelength associated with the dipolar mode of an R = 5 nm Au (red) and Ag 
(orange) spheres. Hollow circles show the result with a 5 nm emitter-free spacing layer, the full 
circles without. b) β-factor as in a) 
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Now, a laser-condition is formulated. It defines at which position (pump-rate γp) on an 
input-output curve actual lasing sets in. This point is reached when stimulated relaxation 
processes of the excited gain-medium equals the spontaneous processes. This if fulfilled 
when 
2 tot 2 M
1
N N n
n −
γ = γ
⇔ = β
 . (5.13) 
The same holds again for the four-level rate equations. To derive a more useful laser-
condition that relates the pump-rate γp with parameters that depend on the spaser design 
equation (5.12) is equalized with the inversion D that can be derived directly from the 
basic rate equations: 
!
min 2 1
p t
M p t t
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p t th
M
D N N
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Q 2 n
NQ 3 ' :
NQ '
= −
γ − γω
⇔ =
⋅ γ γ + γ + γ
+ ω γ
⇔ γ = γ = γ
−ω γ
 . (5.14) 
This pump-rate is the threshold-pump-rate γth. To connect the inversion density D/V (in 
units of cm-3) with the gain-factor (in cm-1) one simply has to multiply with the 
absorption cross-section (in cm-2) of the corresponding gain medium - or more precise – 
with the emission cross-section:  
0 emmin
em
shell shell M 0
D 'g
V QV
γ σω
= ⋅σ = ⋅
γ γ
 . (5.15) 
The minimum inversion Dmin is inversely proportional to γM (equation (5.12) ) and thus 
also to the specific lifetime τ = 1/γ0 of the used gain-medium. The cross-section is also a 
characteristic number of each gain-medium like the lifetime. It is thus convenient to 
separate parameters that can be calculated (β = γM/γ0) and parameters that are specific 
for the gain-medium (σem/γ0). 
The Strickler-Berg relation connects both parameters σem and γ0 [116,117]. According 
to this relation the radiative decay rate in vacuum is proportional to the emission cross-
section, folded with a frequency dependent expression that accounts for the change in 
the density of states in vacuum. Further an emitter-dependent characteristic spectral 
function f(λ) is needed to account for the specific spectral details that can differ 
significantly from emitter to emitter: 
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The left-hand side of this formula gives 1.45∙10-28 m2 for the values of OG488 which 
was used by Noginov et al. [99] and a similar result is found for Rhodamin 6G. The 
latter is a widely used laser dye with an almost unity quantum efficiency. Thus, these 
values can be regarded to represent an efficient gain-medium. For simplicity we use 
here σem/γ0 = 1.5∙10-28 m2 instead of the formula by Strickler and Berg for the gain-
medium. With this everything is given to compute the minimum gain-factors as a 
function of frequency with the Mie-model. The gain-factor is plotted together with the 
result of the quasi static approximation in Figure 57.  While both models yield similar 
trends, the Mie-model predicts smaller minimum gain-factors.   
Power Consumption and Core Temperature 
In this section the minimum power consumption and associated heat production is 
discussed for the small spaser discussed in the previous section. Both numbers are 
important when one wants to estimate the potential use of spasers in devices such as 
sensors or optical switches on a chip. Stockman predicted the spaser to be extremely 
efficient, consuming only a few quanta of energy [100,118]. However, as he used a 
model as described in the beginning of this chapter with various approximations, e.g. 
neglecting quenching, such an outstanding performance must be doubted. The analysis 
Figure 57: Comparison of minimum gain requirements found by the quasi static approximation 
and the Mie-model. a) Gain requirements for Au. Circles show results for a core-shell system 
with a 5 nm emitter-free spacing layer, full disks for the system without spacing layer. b) Results 
for Ag. Some of the differences between Mie-model and quasi static approximation stem from 
the Drude-Lorentz-Model used for the Mie-model while for the quasi static approximation the 
experimental data of the refractive indices [184] was used directly.  
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that follows goes beyond the possibilities of the simple description via the quasi static 
approximation and features an advantage of the Mie-model.  
The power consumption in the stationary case can be formulated with a threshold-
pump-rate and the corresponding inversion, using 1 thP N= ω⋅ ⋅ γZ , where P is the power 
that excites the N1 emitters in the ground state with the threshold pump-rate γth. No 
concrete excitation technique is examined, but the fundamental limit is of interest, i.e., a 
perfect efficiency for the excitation is assumed. 
No general analytic minimum for P was found yet during this study, i.e., only trivial 
solutions were found for dP/dγp = 0. Presumably this is due to the fact that the minimum 
threshold-pump-rate per emitter is decreasing while the number of emitters in the gain 
medium is rising. However, so far it was found by numerical tests, that there is no 
smaller power consumption than for the case of the minimum inversion Dmin and the 
corresponding threshold-pump-rate γth. Until no better analytic proof is found this is 
used as an estimate. The minimum power consumption finally reads 
min
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which is shown in Figure 58 as a function of frequency and lies in the range of micro- to 
milli-watts per spaser. These are very high values when compared to former 
predictions [100]. Especially, this is a significantly higher power consumption than that 
of state-of-the-art transistors in computer chips, thus the spaser cannot replace the 
transistor as a switch. A typical chip with three billion transistors exploiting spasers 
with gold-cores operating at 2 eV would consume about three MW of power.   
Note, the concrete power consumption can be much larger when typical optical 
excitation schemes are used that will hardly reach 100 % efficiency. This finding is in 
aggrement with a recent paper by Khurgin and Sun [58,119]. They discuss, that 
pumping of the spaser via electrical injection in a diode-like configuration with a gold 
particle core would hardly be possible. They argue that fast recombination processes 
stemming from the altered local density of states in close proximity to the metal core 
(fast decay rates) would necessitate unrealistically high injection currents. They found 
this result even though they did ignore any quenching processes. 
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With the results for the minimum power consumption it is possible to estimate the heat 
production and the temperature of the metallic core. With Ruppin’s framework [69] at 
hand it is straightforward to separate how much power is radiated by the gain medium 
from what is finally absorbed in the core. However, a good approximation is already, 
that the power is almost exclusively non-radiatively funneled into the core for the small 
spaser, that is considered here, as can be seen from Figure 49a (section 5.1.2). Thus, the 
power consumption can directly identified with a heating power. To model the core 
temperature, differential thermal diffusion equations are used as introduced by 
others [35,120]. These equations take into account the specific heat capacities, the 
densities and the thermal conductivities. In the stationary case the solution is 
independent of the heat capacities and densities and reads: 
2 2
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with the core-radius R, the Temperature of the surrounding T0, the heat conductivities 
inside the core κp and outside κf, the radial position r and the heating power P(ω) as 
computed before (Figure 58). Finally, a radial temperature profile can be plotted, 
Figure 58: Power consumption of a single small core-shell spasers with an Au-core (red) or Ag-
core (orange). Spasers with a 5 nm thick emitter-free spacing layer are plotted with empty 
circles. Even though spasers with a spacing layer need significantly higher gain-values (see 
Figure 57) they would consume less energy.  
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 which heavily depends on the specific heat conductivity of the surrounding. The 
maximum Temperature, which is found in the center of the core, is plotted in Figure 59 
for different outer materials. The fact, that each material would have a fix outer 
refractive index and thus determine the eigenfrequency etc. is ignored here to produce 
frequency dependent graphs. A horizontal line marks the melting temperature of the 
core which is actually reached for some of the host media, like ethanol or glass. 
Interestingly this is another severe limitation for the prime example of Noginov’s 
spaser: in case of sufficient gain-medium, the spaser would have been melted.  
To summarize this section, minimal conditions have been derived for the threshold 
pump rate and the power consumption. This was applied to small particle spasers 
(R = 5 nm core). High power consumption was found ranging from milliwatts to tenth of 
Figure 59: Temperature of spaser cores. a) Au cores in host media like listed in the legend. 
b) Results for Ag cores. Based on a thermal diffusion model the radial temperature profile can 
be computed. The maxima (at r = 0 nm) are the temperatures that are plotted in a) and b). The 
heating powers are the minimum powers required for spasing as plotted in Figure 58. The 
vertical lines in a) and b) mark the melting temperature of Au and Ag, respectively.
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watts for single spasers which is significantly more than predicted so far (just a few 
quanta) [118]. Consequently, also the heat production in the core was analyzed with a 
thermal diffusion model. For some experimentally relevant host media with low heat 
conductivities like usual liquids (water, ethanol) or glassy materials, the core would 
melt.  
It has to be noted again, that the estimations consider best-case scenarios: The spasers 
are running at low plasmon population numbers (just at the threshold) and a perfectly 
efficient excitation of the gain-medium. In a realistic experimental situation in which an 
optical excitation is used to pump the spasers the heating power would be significantly 
higher as the cores are efficient absorbers. Furthermore, high photon flux rates 
associated with high pump rates could reduce the quality factors of the metallic 
cavities [26]. This happens when the metal enters a kind of a transient regime, in which 
the electronic Fermi-distribution is significantly altered leading to losses by enhanced 
electron-electron scattering.  
5.2 All-dielectric Nanocavities for Nanolasers 
In the last section various results led to the conclusion that a particle-based spaser is of 
almost no practical use, as it is hard to provide the necessary gain and the power 
consumption is very high. The high loss rate of the cavity (poor Q-factor) and strong 
quenching are the main reasons. However, the Mie-model that was initially employed to 
handle spasers is actually capable of handling any core-material that can be described 
with a bulk dielectric permittivity. In Mie-theory no distinction between plasmons and 
other modes is made. From this it can be concluded, that there is no fundamental 
difference between a spaser and a nanolaser. Consequently, the core material can be 
replaced by any dielectric in the Mie-model.  
Recent work discusses the use of silicon nanoparticles or nanostructures to enhance the 
coupling of light into solar cells [121] or for nanoantenna purposes in general [38]. 
Experimental results show, that particles as small as 100 nm up to 200 nm in diameter 
exhibit resonances all over the VIS with quality factors similar to plasmonic 
nanoparticles or higher. Therefore, such a small silicon nanoparticle can act as a 
nanoresonator for a nanolaser as well. The higher the refractive index of a dielectric 
resonator the smaller the resonator can be. Silicon benefits not only from its high 
refractive index but also from its low losses in the VIS, which stem from the indirect 
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bandgap (2.2.2). Another promising cavity material is gallium phosphide which also 
features a high refractive index but almost no losses beyond a wavelength of roughly 
550 nm.  
The eigenfrequencies and quality factors of Si and GaP nanospheres are studied in 
Figure 60 as a function of radius in comparison to gold and silver cavities. An obvious 
advantage is that high quality factors are preserved all over the VIS for the different 
modes, whereas the high-Q modes of the metallic counterparts condensate around a fix 
frequency. As discussed before, this weakness of spherical metallic cavities can be 
lifted when the outer refractive index is tuned.  
Doing the same for dielectric cavities unmasks their weakness, i.e., the quality factors 
are strongly reduced when the refractive of the outside increases. However, a realistic 
design of a dielectric nanolaser could be composed of a cylinder on a substrate with a 
thin gain-medium-capping surrounding the cavity. The main mode would only be 
slightly affected by the substrate and the thin gain-layer. Thus it is not artificial to study 
the input-output characteristic of spherical gain-coated GaP and Si cavities in 
vacuum/air.  
Figure 60: Quality factors of high index dielectric spheres (blue Si, green GaP) in comparision 
to plasmonic nanospheres (red Au, orange Ag). For Au and Ag the Q-factors for the dipolar 
(TM1) and quadrupolar (TM2) mode are shown, for the dielectrics, where also “magnetic” 
modes can exist, also TE1 and TE2 are plotted. The range of the curves in this plot are mainly 
limited by the region of trust for the analytic fits of the permittivities.  
5. Nanolasers & Spasers
104 
The results for the decay rates resonant to quadrupolar modes at 2 eV are shown in 
Figure 61 where indeed GaP exhibits a significantly improved β-factor compared to the 
other core materials. Consequently a GaP nanocavity based nanolaser could outperform 
the others with respect to the threshold. Also shown in Figure 61 are be Purcell-factors 
Γ which are much smaller for the dielectric spheres as the field is mainly localized 
inside the high index spheres. However, the effect on the laser performance might be 
counterbalanced by the higher Q-factors. The Purcell-factors for silver and gold are 
poor at 2 eV in air, as only poor Q-factor resonances are found at that frequency. 
Figure 61: Comparison of the coupling of emitters to dielectric and metallic spheres, 
respectively. a) Purcell-factors Γ of quadrupolar TE modes in nanospheres of GaP (green), Si 
(blue), and quadrupolar TM modes in Au (red) and Ag (orange) with corresponding radii of 
RGap = 127 nm, RSi = 110 nm, RAu = 177 nm and RAg = 176 nm. b) Corresponding β-factors. All 
sphere sizes have been tuned to an eigenfrequency of 2 eV. As GaP exhibits almost no losses at 
this frequency, the β-factor is at its maximum (βmax = 1/X = 1/5) almost over the entire shell.  
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When plotting the corresponding input-output curves indeed the threshold of the GaP-
based nanolaser is significantly reduced with respect to the other nanolasers (Figure 62).  
Here it is worth to look at the time-dependent response as this has been a major selling 
point for spasers. As a matter of fact, the dielectric counterparts do represent the slightly 
quicker “switches”. Conclusively, dielectric nanocavities represent an alternative to 
spasers. They promise better performance at only slightly increased size, especially 
when considering the necessary gain-shell that would effectively double the size of the 
spaser (as in the example presented by Noginov et al.). The main problem of dielectric 
nanolasers is however the same as for spasers, the needed gain-factors are hard to reach. 
On the other hand there has to be a transition to a working laser when increasing the 
sphere’s size as lasing from dye-doped polystyrene or coated SiO2 micro-spheres has 
already been reported frequently [122–124]. Indeed, when going to higher order modes 
in GaP significantly higher Q-factors are found. For an R = 180 nm sphere a Q-factor of 
1116 is found for the TE4 mode at λres = 565 nm. When coated with a 7 nm shell doped 
with 1000 emitters, which corresponds to a gain-factor of 86 cm-1, lasing is found 
(Figure 63).  As this design is just on the edge of what is possible predicted by the 
idealizing conditions within the theory, presumably slightly larger spheres will actual be 
able to support lasing based on organic gain-media. Those lasers should then be rather 
called “sub-micron lasers” than nanolasers, as they are not smaller than the 
corresponding diffraction-limit in diameter. 
Figure 62: Input-output curves for nanolasers and spasers working at the quadrupolar resonance 
at 2 eV. Color code GaP (green), Si (blue), Au (red) and Ag (orange). As for the spaser (Figure 
50), also here unrealistic high gain-factors are assumed.  
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To achieve smaller lasers, thus better gain-media are necessary which are typically 
found in direct band-gap semiconductors that usually exhibit high refractive indexes 
themselves. This insight leads directly to the idea to use high gain-factor media like 
GaAs directly as nanoresonators – just like it has actually already been demonstrated for 
nanowires made of such materials [14–16] and recently also with very good 
performance from perovskite-based nanowires [125,126]. However, the description 
within the present model would be hardly of use, as the cavity material itself is 
changing both its real and imaginary part of the dielectric permittivity while the pump-
rate is changed. Consequently the eigenfrequencies and recombination rates of electron 
hole-pairs would change at every pump-rate. Presumably the core would have to be 
described like a transient metal if the pump-wavelength would be far from the band-
edge, leading to a broad electron distribution in the conduction band [27]. The Mie-
model can only be used in its current state as long as it is a good approximation to 
assume that the cavity is not affected by the pump. In any case, from a principle point of 
view, it might be more interesting to keep cavity and gain-medium decoupled (to use a 
passive cavity), as the nanolaser could potentially be optimized towards low energy 
consumption, whereas a nanocavity with intrinsic gain has to be pumped at least so 
hard, that inversion is reached. A practicable design could consist of two thin (~50 nm), 
superimposable GaP disks on a chip of roughly 250 nm diameter, that sandwiches a thin 
semiconductor gain-film, potentially as thin as a quantum well.  
Figure 63: Input-output curve for an R = 180 nm GaP nanosphere coated with a 7 nm coating of 
1000 emitters.   
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5.3 Refined Gain-Medium Description 
5.3.1 Four-level Gain Medium 
Usually a laser gain-medium is excited to energetic levels from where the charge 
carriers relax fast in a band or a multitude of closely lying energy levels (“intraband”) 
until they arrive at a certain level. From here the optical transition takes place that 
produces a further photon or plasmon. This underlying physical process is modeled 
quite accurately as long as the intraband relaxation (again modeled by rates) is much 
faster than the rate of the cavity related optical transition. This however is especially 
questioned for spasers, as the local density of states is huge in close proximity of the 
cavity, i.e., where the gain medium is located. Furthermore, the so-far applied 2-level 
gain-medium description is not accurate enough to foresee all important aspects of a 
nanolaser’s performance. Its main disadvantage is, i) that it can never saturate and ii) 
that it will always act as an absorber as depopulation from the ground state of the 2-
level system is ignored.  
Thus, here we examine the impact of a 4-level gain medium. As a consequence, a new 
set of rate-equations has to be solved, leading to modified equations for inversion and 
photon/plasmon number. An excitation rate that depopulates the ground state, pumps 
charge carriers to the uppermost level. However, now this excitation rate gives also rise 
to stimulated decay. Additionally decay of excited charge carriers via intraband 
transitions populates the cavity-associated upper level for lasing. After the optical 
transition another intraband relaxation brings the carriers back to the lowest level from 
where they might be re-excited. Relatively slow intraband transitions can lead to 
saturation or prevent lasing at all, if a hard pump is needed to keep pace with fast 
optical transitions. The underlying rate equations of the 4-level system are 
schematically depicted in Figure 64.  
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Input-output curves are shown in Figure 65 for the prime example of Noginov et al. [99] 
for some typical intraband relaxation rates of γ32 = γ10 = 1011 s-1 (1013 s-1) and, as before, 
an unrealistically high gain factor. The result is disenchanting, as even for this 
unrealistic gain-medium conditions the output (plasmon population number) saturates at 
a very low level of only 1 - 200 plasmons. For the spaser without emitter-free spacing 
layer no threshold occurs at all. This is due to the fast quenching processes and the poor 
cavity Q-factor: these loss channels inhibit an inversion of the gain-medium.  
The two-level system was predicting a severe effect of the fast quenching of emitters 
close to the core due to reabsorption of plasmon (and subsequent quenching). As the 
carriers in this model would stay in the ground state until they eventually reabsorb a 
plasmon, the effect of quenching might be overestimated in this model. However, the 
four-level system shows only weak changes on the threshold behavior, in contrast, the 
spaser with emitter-free spacing layer is still performing better with respect to this point. 
Figure 64: Scheme of the 4-level gain medium description. In contrast to a 2-level system the 
pump-rate γp can also lead to stimulated relaxation between the outer levels (lowest and the 
upmost level). The actual interaction with the cavity light-field takes place at the levels with the 
occupation numbers N1 and N2. These levels are connected via intraband relaxation processes 
with the outer levels. 
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5.3.2 Non-constant Inversion 
Two-level system 
So far a constant inversion inside the gain medium was considered to simplify the rate-
equations. Obviously the inversion will depend on the actual position with respect to the 
sphere, especially as there is a strong distance-dependent quenching. Thus, here the next 
more accurate gain-medium description is introduced in which the gain-hosting shell is 
subdivided into onion-like shells. In each sub-layer of the shell the inversion is assumed 
to be constant. The number of these shells can be adjusted at will without introducing 
long computation times. Each layer has an individual number of emitters Ni, a different 
γM and γt. In the stationary case one can write down an adjusted rate equation that can 
be solved numerically: 
p i,t i 1
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In the case of non-constant inversion the threshold condition now reads slightly more 
complicated (compare to equation (5.12)): 
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γ =∑  . (5.20) 
Figure 65: 4-level gain model applied on the configuration presented by Noginov et al. [99]. 
Red solid line marks the spaser without emitter-free spacing layer, the dashed blue curve shows 
the design with a spacing layer. a) Results for inter-band transition rates of γ32 = γ10 = 1 ps-1 and 
27,000 emitters (gain-factor ~ 160,000 cm-1), b) Results for γ32 = γ10 = 1013 s-1 and 2,700 emitters 
(gain-factor ~ 16,000 cm-1). Even at this unrealistic high gain-factors almost no plasmons 
populate the cavity. Q-factor and quenching processes are so fast, that it is not possible to reach 
inversion for the spaser without spacing layer.  
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The left hand side can be understood as the sum of inversions of each layer that are 
weighted with the individual coupling rates. This sum will be denoted from here on as 
effective inversion Deff. When dividing both sides by the averaged coupling rate of the 
whole shell γM, the result can be rewritten using equation (5.12): 
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Figure 66a shows the difference between the ordinary 2-level gain-medium with a 
constant inversion and the onion-like refinement in an input-output curve. The 
threshold-region in which the transition between non-spasing and spasing occurs 
becomes broader. This can be understood when investigating the inversion along the 
sub-shells as depicted in Figure 66b. Inversion is reached for outer regions of the gain-
hosting shell for much smaller pump-rates as for the layers close to the cavity. 
Figure 66: Comparison of a two-level rate-equation model with constant inversion to non-
constant inversion (gain-shell subdivided into 100 layers) exemplarily shown for the design 
presented by Noginov et al. [99] but with 40,500 emitters (gain-factor of 240,000 cm-1). a) 
Input-output curves (blue: constant inversion, green: non-constant inversion). b) Inversion for 5 
different pump-rates as a function of onion-layer. For pump-rates below threshold no inversion 
is established for regions close to the core: strong reabsorption prohibits the onset of spasing 
which leads to a high threshold. 
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Four-level system 
Similar rate equations as for the two-level system with non-constant inversion can be 
also derived for a four level system. This represents the most accurate level of 
description for spherical nanolasers and spasers that has been derived during this thesis. 
As for the four-level system with constant inversion the results are again strongly 
influenced by the intraband relaxation times. Now it is more complicated to identify 
actual lasing systems. First, in contrast to the two level system saturation is found for 
both lasing and non-lasing systems. Secondly, the simple condition for the minimum 
inversion as for the model with constant inversion is lost. Thus, the ratio of Deff/Dmin 
(equation (5.21)) is used to identify lasing systems and plotted in Figure 67 and Figure 
68 together with input-output curves and the relative inversion per layer in the shell. 
The latter reveals an interesting feature. Even though inversion is established already for 
lowest pump-rates in a four-level gain medium the minimum inversion to achieve lasing 
cannot be reached in many cases. For high pump rates the inversion is lost in gain-
hosting layers close to the cavity. The relaxation due to optical transitions is faster than 
the intraband relaxation. For gain-layers close to the cavity this behavior is similar to a 
basin with a blocked drain where more water is entering than leaving.  
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Figure 67: Spaser performance (Noginov design) within a 4-level model with non-constant 
inversion and intraband relaxation rates of 1 ps-1. a) Input-output curves for various emitter 
numbers in the gain-hosting shell. Only few plasmons populate the cavity mode and a slight 
reduction with increasing pump power is found. b) Relative inversion as a function of gain-
hosting layer for four different pump powers. Beyond a certain pump-power the inversion is lost 
for layers close to the cavity. c) Effective inversion normalized by the minimum inversion vs. 
pump power shows that lasing is never achieved.  
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Figure 68: Spaser performance (Noginov design) within a 4-level model with non-constant 
inversion and intraband relaxation rates of 1013 s-1. a) Input-output curves for various emitter 
numbers in the gain-hosting shell. For high gain-factors (many emitters) a few hundred 
plasmons populate the cavity mode when the population saturates. b) Relative inversion as a 
function of gain-hosting layer for four different pump powers. Beyond a certain pump-power 
the inversion is lost for layers close to the cavity. Compared to the case of slower intraband 
relaxation (Figure 67) the effect is less pronounced. c) Effective inversion normalized by the 
minimum inversion vs. pump power shows that lasing is achieved, i.e., the effective inversion 
converges to the minimum inversion. 
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5.4 Experiments on Nanoparticle based 
Resonators 
In this section experiments on potential nanoparticle-based spasers are described that 
have been performed during this thesis. No laser-like signatures have been found for 
any sample type, when Ti:Sa lasers where used for pumping. Only towards the end of 
the thesis, when a Nd:Yag Laser system was employed, several samples, especially 
those featuring dye-doped films, produced signatures of lasing. It will be discussed why 
those signatures cannot be attributed to spasing.  
5.4.1 Core-shell Particles 
Most of the experiments on spasers during this thesis have been performed with 
chemically synthesized core-shell particles (see section 3.1.3), either suspended in 
ethanol or spincoated onto glass substrates. A setup like depicted in Figure 24 (section 
3.2.1) was used utilizing a femtosecond pulse laser to pump the gain-medium. Besides 
samples that have been synthesized closely following the guide given in the paper by 
Noginov et al. [99], i.e., using OG488 as gain-medium, also samples with emitters 
further in the red have been investigated. Thus, two Ti-Sa Lasers with different 
emission ranges have been used in the experiments to be able to pump various emitters 
with high efficiency.  
Figure 69: Laser (green) and fluorescence (blue) intensity. While the laser is increased in steps 
(controlled with a filter-wheel) the fluorescence follows this increase, however superimposed by 
a fast bleaching. Here core-shell particles suspended in solution in a cuvette are excited. 
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In these experiments it was searched for signatures of lasing: peaks emerging from the 
ordinary luminescence spectra, modified lifetime responses or non-linear increase of 
luminescence intensity with increasing pump power. To this end a photodiode 
illuminated with a part of the laser light that has passed through the beamsplitting optics 
right before the objective. The detected signal on the photodiode was thus always 
proportional to the actual pump-power at the sample. With this on-the-fly measurement 
of input and output power a high resolution for input-output curves is possible in 
contrast to what was shown elsewhere [99,115]. However, no data indicating a non-
linear or lasing behavior was found, no matter whether the cores have been rods or 
spheres, no matter which laser dye has been used. Figure 69 shows luminescence 
intensity recorded in parallel with the pump laser intensity: The pump can be 
continuously increased with a filter-wheel, but was here for demonstrational reasons 
moved in steps. Thus, the pump intensity reaches steps and the luminescence follows 
this intensity, together with an exponential decrease due to bleaching of the organic gain 
medium. This fast bleaching was mainly observed for spincoated samples but also in 
weaker form for particles suspended in ethanol where a steady exchange of particles in 
the laser focus is expected. The fast bleaching is obviously induced by the intensive 
pump pulses of high repetition rate of around 80 MHz of the Ti:Sa laser which makes it 
difficult to study these systems, especially on a single particle level.  
Experiments on individual particles have been performed next to ensemble 
measurements even though they are more complicated. The luminescence spectra in 
suspension could be in principle dominated by residual individual organic emitters in 
solution that were not removed after synthesis. This background could potentially 
obscure spasing signatures.  
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Figure 70 shows a series of lifetime measurements on an individual particle addressed 
by confocal microscopy. Each measurement corresponds to a different degree of 
bleaching and shows, that the lifetime is reduced during this process. One may conclude 
from this data that long living emitters are those with shorter luminescence lifetimes 
(faster decay rates). Thus this result could be regarded as a proof for an actual coupling 
between the emitters in the shell and the core. However, it cannot be excluded that a 
significant amount of luminescence stems from gold photoluminescence which is 
known to exhibit an extremely fast decay rate. In any case, various clearer studies on 
photo-physics of organic emitters in combination with plasmonics can already be found 
in literature [127].  
As a potential problem of the setup used here (Figure 24, section 3.2.1), the high 
repetition rate of the Ti:Sa lasers was identified. As this excitation lead to fast 
bleaching, which could in principle destroy a potentially working spaser it was 
considered to switch to a pump laser with significantly reduced repetition rate. Further, 
it was suspected, that the gain-medium could be trapped inside an intermediate dark 
state when the next pump pulse arrives.  
Thus, within a different setup a Nd:Yag laser with only 10 Hz was used in the setup 
(shown in Figure 25, section 3.2.1). For detection only a spectrograph was available at 
that time. To increase the signal-to-noise ratio the spectrograph was triggered by the 
Figure 70: A series of lifetime measurements on a single core-shell particle. Reduction upon 
bleaching (indicated by the arrow) is observed. Core-shell particles are spincoated on a glass 
coverslide.  
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laser. Measured spectra from dispersed particles in ethanol revealed only ordinary 
luminescence. Spincoated particles showed only a very weak luminescence becoming 
apparent on the background. However, when the pump power was increased, a sharp 
peak appeared slightly red shifted to the luminescence spectrum (Figure 71).  
This behavior is similar to what was reported in earlier work [99] (see also Figure 52 in 
section 5.1.2) and as it is expected for a gain-medium in which absorption- and 
emission band overlap and thus the maximum of maximum net gain is red shifted to the 
peak of the emission band. In order to improve the detection efficiency the air objective 
was replaced by an oil immersion objective. The sharp peak was found to be 
significantly increased afterwards. However, in a reference measurement with a fresh 
and clean glass substrate the same peak appeared although no core-shell particles were 
present.  
This finding lead to the conclusion, that the pump intensity reached values where 
ionization of the SiO2 substrate takes place, leaving a plasma of silicon and oxygen 
ions. During recombination of electrons with such ions a characteristic luminescence is 
produced with peaks that correspond to the elements found in the ionized material. 
Figure 71: PL spectrum from spincoated core-shell particles on glass excited through a high NA 
objective. A laser-like peak emerged from a poor signal-to-noise signal (background) very 
similar to what has been presented by Noginov et al. [99] (compare with Figure 52 section 
5.1.2). Reference samples free of core-shell particles showed the same signals. It can be 
concluded, that the peak is no signature of spasing but presumably from ablation of the glass 
substrate.   
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Concluding, this experiment was not detecting signatures of spasing but mimicking a 
technique called laser-induced breakdown spectroscopy (LIBS) [128]. 
5.4.2 Dye-film Coated Nanoparticles 
During the project a paper about nanoparticle based spasing was published by Meng et 
al. [115] using a drastically simplified fabrication. Here the plasmonic cavities simply 
were spincoated onto a glass substrate and then coated with a PVA-film doped with 
different laser dyes of various concentration. Modifications from the usual spectra - 
basically broad peaks of various heights - were found and attributed to amplified 
spontaneous emission (ASE) for bare films and to spasing when plasmonic particles 
were embedded. For an easier comparison with the results observed here, measurements 
taken by Meng et al. [115] are shown in Figure 72. 
Similar samples were fabricated during this thesis following the paper by Meng et 
al. [115] and similar results have been found, however the conclusion is different.  
Fabrication of the samples was performed in-line with Ref. [115]. It was found, that the 
spectra depend sensitively on the position on the sample and also on the PVA-film 
thickness. This effect has been at least as strong as any effect due to the incorporation of 
metal particles. The samples with strong spatial-depended features were found to be 
contaminated with what looks like small crystals or inclusions (Figure 73).  
Figure 72: Measurements taken by Meng et al., figure adapted from [115]. a) Spectra of samples 
with and without particles. b) Peak heights of the spectra as a function of pump power. The 
peaks stemming from samples with particles are interpreted as signatures of spasing while peaks 
from samples without particles are interpreted as ASE features.  
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Some of these samples showed clear features of random-lasing, i.e., various sharp 
peaks, which varied in time or which were extremely sensitive on the position of the 
pumping laser spot. It must be concluded, that the inclusion acted as small (several 
micrometer sized) resonators. The number of inclusions could be reduced up to 
Figure 73: Random lasing in dye-doped PVA films. a) Microscope image of a dye-doped PVA-
film. Inclusions are very likely to appear at high dye concentrations. b) Typical random lasing 
signatures are observed when structures with inclusions are pumped optically. Blue line shows 
ordinary PL from the dyes, the green line shows sharp spectral features. 
Figure 74: Plasmonic particles spin-coated onto glass and coated with a dye-doped PVA film. 
For high pump powers ASE-effects (green line) appear. The blue line shows ordinary PL for 
comparison. The peak position depends sensitively on film-thickness, state of bleaching, and 
inclusions. 
5. Nanolasers & Spasers
120 
complete avoidance by either reducing the amount of laser dyes in the PVA host or by 
slightly increasing the PVA temperature for some minutes before spin-coating.  
The now inclusion-free samples showed ASE peaks similar to those found in Ref. [115] 
that were sensitive to the film thickness (Figure 74). Especially the ASE peaks 
disappeared for relatively thin films. Not only the appearance but also the peak position 
acted sensitive on the film thickness no matter whether particles have been embedded or 
not.  
Meng et al. used gold nanorods with a short axis of around 20 nm and a porous silica 
shell of roughly 10 nm, thus the flatly lying rods have a height of 40 nm [115]. The dye-
doped PVA films had a thickness of 200 nm according to the paper. Therefore, it is 
likely that the PVA film was way thicker than the particles height, even though it was 
not described how this thickness was determined. Especially, almost all dyes in the 
PVA film were out of reach of the rods near-field. In principle this is not desired, as 
those emitters will lead to a strong background of ordinary luminescence which 
overlaps and masks potentially interesting spectral effects.  
Figure 75: Cut-off for guided modes in slab-waveguides (films). When the film thickness is 
reduced the cut-off is found for shorter wavelength. Meng et al. [115] reported about Rhodamin-
doped films of 200 nm thickness. The emission band of Rhodamin, is indicated by the two 
vertical lines. Even above cut-off for purely guided modes, leaky modes can lead to ASE 
features.   
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These considerations and the experimental findings in this thesis, lead to the conclusion, 
that none of the observed broad peaks can be “unambiguously attributed” with spasing, 
in contrast all of them represent ordinary ASE peaks. The excitation of ASE effects in 
dye-doped films is a common way to study organic gain media, basically to study their 
gain-factor and other details [53]. The method explicitly exploits the effect of 
waveguiding in a dye-doped film. Just like in ASE experiments Meng et al. pumped a 
relatively large area (spot of 1.6 mm diameter). In Figure 75 the cut-off free-space-
wavelength for the first two purely guided modes in an asymmetric slab-waveguide are 
plotted, like in the work by Meng et al. with nAir= 1, nPVA = 1.52 and nSiO2 = 1.46 for a 
series of waveguide thicknesses. A film thickness of 200 nm is too thin to guide the 
emission of the used dyes. However, also leaky modes can travel along the film and 
lead to ASE effects – obviously they do, as they have been observed by the authors 
from the top side even without embedded particles [115]. However, when particles are 
embedded in the film, they will surely affect the guiding properties of the leaky modes, 
e.g., the waveguide may appear effectively thinner. Whatever, the ASE peak position
can be explained by simple modification of the guiding properties. To put it clearly, it is
much more likely to be a waveguiding effect than a signature of spasing because the
same effects were found during this thesis at samples without particles when the film
thickness was modified.
5.5 Studies on Waveguide-like Resonators 
The spasers discussed so far in this thesis have been solely utilizing organic gain media 
and have been based on fully nanoscopic particle cavities, i.e., in these spasers one tries 
to populate a localized plasmon mode. Another approach, which has been much more 
successful (at least in terms of number of publications in press) is to exploit a Fabry-
Pérot-like resonator that uses propagating plasmons that are confined in a small 
structure by total-internal reflection [129–134]. The simplest version of such a spaser is 
a (luminescent) semiconductor nanowire on a metallic film, separated by a small gap. 
The nanowire is not only defining the waveguide-like mode but is also the gain-
medium.  
This approach has some advantages over the fully nanoscopic version, foremost more 
gain-medium can be incorporated due to the softened degree of localization. This 
relaxes the high requirements on the gain-factor (or inversion density). The design of 
the cavity requires a thin (low index) dielectric film to separate wire and metallic film. 
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Note, that this separating layer was initially introduced to improve the propagating 
properties of the waveguide [135]. It “accidentally” also acts as a natural emitter-free 
spacing layer, that limits associated quenching and unwanted threshold boosting effects. 
The gain-factors of semiconductors are usually significantly higher than that of organic 
media and they do not bleach. However, the utilization of organic gain-media would 
represent a significant progress, as this would expand the flexibility of lasers, especially 
on their wavelength tunability.  
In principle the fabrication of a spaser based on a passive waveguide (without intrinsic 
gain) should be easy, as the waveguide supports a huge bandwidth of propagating 
modes. Thus, no complicated alignment is needed to make the resonances overlap with 
the emission spectrum of the gain. Lastly, nanowire cavities will allow easier 
interpretation of experimental results, as they can be identified by bare eye with a usual 
light microscope. Especially it can be decided whether the surrounding area features 
additional particles or agglomerates that might give rise to spectral features that could 
interfere with the desired examination. 
Thus, a nanowire cavity design was targeted that allows the use of organic gain-
medium. Literature already provides studies on attractive cavity designs, where the 
gain-medium was sandwiched in-between a silver film and a silver nanowire or a silver 
film and a ZnO nanowire [136,137]. Both studies did not observe lasing, potentially 
because the separating layer was doped with emitters, i.e., no emitter-free spacing layer 
was apparent between silver and the gain-medium. However, a very interesting feature 
was reported in one of the studies, which is a Fabry-Pérot-like modulation of the 
fluorescence. In contrast to core-shell particles, where there are no unambiguous 
signatures known that may act as a quality criteria for well-synthezised core-shell 
particle – either it is lasing or not -  nanowire-based spasers could be checked and 
optimized by detection and further strengthening of Fabry-Pérot-like modulations of the 
luminescence. 
5. Nanolasers & Spasers
123 
As mentioned the cavity design in Ref. [137] has been adapted. The cavity is based on a 
gap mode between metal film and a finite metal nanowire where the end facets act as 
mirrors. Just like for the core-shell spasers, emitter-free spacing layers are needed to re-
duce the threshold. Thus, a cross-section of the cavity looks like depicted in Figure 76: a 
metallic film is capped with three thin layers and finally with the nanowire. The inner of 
the three layers is doped with emitters, the outer ones are emitter-free. The metal of 
choice is gold as it does not suffer from oxidation.  
Numerical Optimization via FEM 
The cavity design is a trade-off between desired effects and unwanted side-effects. A 
high field confinement in the gain-hosting gap is preferred to achieve a good coupling 
of the cavity mode with the gain-medium. This confinement increases with reduction of 
gap width. However, at the same time the mean propagation length of the guided 
plasmon is reduced. Also, increased confinement reduces the volume of the gap with 
gain-medium, thereby boosting the gain-factor requirements.  
Figure 76: Spaser design based on a nanowire-film waveguide. a) Scheme of the cross section: 
three layers separate an Au film and nanowire. The central layer hosts the gain medium. b) 
Intensity of the guided mode. Diameter and gap thickness have to be designed such, that a 
significant amount of flux is guided inside of the gap and that propagation losses are small. 
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Most of the cavity design can be done with relatively simple and especially fast propa-
gating mode simulations. Thereby the plasmon damping can be calculated and the 
actual field distributions can be analyzed with respect to their overlap with the gain 
medium. As described earlier the emitter-to-waveguide coupling can be estimated just 
like in chapter 4.2.1. In fact on top of this the cavity related Purcell effect of suppressed 
and increased decay rate (following the standing wave pattern in the Fabry-Pérot cavity) 
will add up. However, the propagating mode solution will yield results that are close to 
the average of decay rates. Also most easily, different working frequencies and different 
nanowire diameters can be tested. A full description of the actual Purcell effect could be 
performed by implementation of the method reported by Sauvan et al. [23]. Figure 77 
shows the real part of the effective refractive index neff (proportional to the plasmon 
momentum) and the decay length L to 1/e of the initial power ( effL 4 Im(n )= λ π ) as a 
function of gap thickness for different frequencies (or vacuum wavelength λ0). Again, a 
negative effect of gold’s intraband transition around 530 nm can be seen, here on the 
decay-length. Figure 78 shows the Purcell-factor of the waveguide mode as a function 
of emitter position in the x-y-plane.  
Figure 77: Effective refractive index neff and corresponding decay length of guided modes as a 
function of gap width in a nanowire-gap-film configuration as shown in Figure 76. 
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Based on these simulations and on results from spin-coating (see next section), it was 
decided to start the work on this spaser concept with a 40 nm wide gap consisting of a 
30  nm Rhodamin-doped gain medium and two 5 nm emitter-free spacing layers.   
Sample Fabrication and Experimental Results 
A simple production procedure was established to produce the waveguide-based spaser 
geometry that basically comes down to spin-coating and a few simple quality check 
measurements. The starting point is an ultra-flat gold film that is a commercial product 
(Figure 79). The gold film is deposited on a silicon wafer. Square inch glass slides a 
glued to the back-side of the gold film. Stripping of these glass slides leaves the thin 
gold film on the glass slide and the silicon wafer with a squared hole in the gold film. 
The now exposed gold film that was so far attached to the waver is ultra-flat and 
pristine: clean just like a freshly cleaved crystal. Now PMMA, PVA doped with organic 
laser dyes and PMMA again is spin-coated onto the gold. In between the spin-coating 
steps the sample quality can be checked with an optical microscope and the thickness 
via ellipsometry. To this end the identical spin-coating is performed on small silicon 
wafer pieces and then measured via ellipsometry. The main reason to do this with a 
Figure 78: Purcell-effect Γ for the waveguide mode shown in Figure 76 as a function of emitter 
position in the x-y-plane for dipole emitters oriented along the y-axis at a vacuum-wavelength 
of 560 nm. Coupling to other dipole-orientations is significantly weaker. 
5. Nanolasers & Spasers
126 
reference sample, is the stability of the fitting routine used by ellipsometry, which was 
found to be more instable for the gold films as they are very thin (~100 nm) and light is 
partly transmitted and reflected by the sample’s backside in contrast to the ordinary 
wafer substrates. This line of action is based on the assumption that only small 
differences in film thickness may originate from the differing substrates but are mainly 
dominated by rotation speed and viscosity of the spincoated polymer [138]. Further, it 
allows optimization of spincoating and solvent preparation solely with cheap silicon 
wafer samples.  
The spincoating of different polymers (PMMA, PVA and PMMA again) was found to 
work out well in contrast to other combinations, where the first or second film was 
resolved (which is easy to detect in a microscope due to the coloring by laser dyes). 
This is attributed to the different solvents, which are ethanol in the case of PMMA and 
water in the case of PVA. Nevertheless, it cannot be excluded, that a slight mixing of 
the polymers takes place at the interfaces. Thus, some of the emitters might penetrate 
the spacing layers. The first attempt to construct the nanowire-based samples was to 
produce the gap via layer-by-layer deposition which should be very accurate in 
principle [139]. For some unknown reason the results were not satisfying as presumably 
already the first layer did not attach to the gold.  
Figure 79: Sample preparation of nanowire-film cavities. Commercial Au films and Au 
nanowires are used. a) Silicon wafer chip coated with an Au film, glass slides are glued to the 
back-side of the Au-film. After stripping off the glass-slides a pristine, and atomically flat Au-
surface is available. b) Contact-printing of spin-coated nanowires on glass onto a polymer 
coated Au-film with a tweezer. c) Microscope image of the final sample. Individual nanowires 
and potential contaminations can be easily identified.  
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In a last step the nanowires are deposited onto the layered films. Spincoating lead to a 
dissolving of the layers due to the specific solvent that are stabilizing the nanowires and 
keeping them from agglomerating. Thus the nanowires were spincoated onto an 
ordinary glass sample and then deposited onto the layers via contact printing as shown 
in Figure 79.  
Only few experimental results have been acquired during the time of writing this thesis 
on this concept. It was found that the nanowires can be visualized by indirect 
illumination (dark field microscopy) very well. Thus, nanowires free of neighboring 
contaminations can be preselected and addressed with the pump beam quite 
conveniently. To pump the complete, several microns long nanowire-cavity, a 
collimated or weakly focused laser beam was guided to the sample from the side and the 
objective of the microscope object was solely used to collect luminescence. This way of 
excitation was also chosen, to gain a good signal to noise ratio by guiding the light 
directly into a spectrometer to avoid any losses by avoidable elements like 
beamsplitters. Essentially, this is necessary as a low repetition rate is used to avoid fast 
bleaching just as for the experiments on particle based lasing. In the first samples, the 
amount of gain medium has been too low. No signature of lasing was found but the 
sample was burned and a hole was left in the gold film.  
Conclusively higher emitter concentrations must be used. Also emitters that emit as far 
as possible in the red are preferred. Probably the 532 nm laser could also pump gain 
media far in the red as it has been reported quite recently in random lasing experi-
ments [140]. An even simpler sample could solve some of the difficulties that have al-
ready emerged regarding the gold nanowire cavities, i.e., the use of purely dielectric 
constituents. Just as for the all-dielectric nanolasers discussed earlier, these samples 
would not need an emitter-free spacing layer, thus allowing for more gain-medium in 
the gap. Further, they would not suffer so much from heating like gold, due to 
suppressed absorption. A corresponding cavity would consist of a high index nanowire 
on a low index gap and a high(er) index substrate, e.g., a silicon nanowire on ZnO with 
a thin PVA gap, similar to what has been reported recently [141]. 
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5.6 Conclusion and Outlook 
Fully Nanoscopic Lasers 
In this chapter a theoretical model for particle-based spasers and dielectric nanolasers 
has been discussed as well as experiments on core-shell particles. Both theory and 
experiment heavily support the following conclusions on fully-nanoscopic spasers: 
• They are extremely hard to realize due to their extreme gain-media
requirements,
• they have yet not been demonstrated, i.e., publications in press have
misinterpreted experimental findings for spasing, and
• they would feature a very high energy consumption and heat production, if
ever realized.
A main feature of the theoretical model presented in this chapter, which is completely 
based on Mie-theory and thus analytic, is the direct derivation of decay rates of the 
gain-medium without the need of dubious approximations. Specifically, the decay can 
be decomposed into all the channels into which the energy emitted by the gain-medium 
is flowing. Thereby it is revealed, that the β-factor of the gain-medium would be 
extremely poor due to quenching and consequently the laser threshold would be very 
large. Also it was shown here, that the energy consumption is very high for such a small 
laser and consequently the heat production is significant which can even lead to melting 
of the system in some cases. Even though this conclusion could be obvious, as strong 
quenching is a well-known effect in plasmonics, it seems like that this hits the heart of a 
wide spread misunderstanding and might be the underlying source for the differences to 
former spaser models. This is, that the quenching is mainly or solely attributed to 
coupling to the resonant cavity mode, especially for small particles that are well-suited 
to be described within the quasi static approximation. As it was discussed in this thesis 
and shown by several others before [68], this is not the case: higher order modes are 
contributing much stronger to the total decay rate (or quenching). This 
misunderstanding may stem from a main result from the quasi-static approximation, i.e., 
that the field outside of small metal particles is to a very good approximation dipole-
like. Mathematically this means that all the scattering coefficients tend to zero and only 
the one coefficient for the dipolar mode survives. However, to conclude from this, that 
only the dipolar mode matters for the coupling to near-by emitters is not correct. In 
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contrast, the inner Mie coefficients (which are essential for the non-radiative decay of 
close-by emitters) do not show a convergence to zero. Consequently, the higher order 
modes dominate and the quenching is high and thus the β-factor is poor: a plasmonic 
particle does not resemble a single-mode cavity. A further fundamental issue was 
unraveled: as the decay rates of the gain medium speed up significantly close to metallic 
structures and due to the poor Q-factors, an inversion of the gain-medium might be 
impossible in many cases, as optical transitions compete with intraband relaxation rates 
that might be not affected by the plasmonic structures. Actually, it is not clear whether 
these rates also speed-up in the presence of a metallic structure. 
Explicitly it was found that the well-known prime example of a spaser, i.e., the core-
shell particle based spaser presented by Noginov et al., is not capable of spasing, as the 
used gain-factor is orders of magnitude too low. However, also ways to improve 
systems like this, have been explored here. The use of high index and low loss 
dielectrics and/or lower working frequencies in the NIR could potentially allow the 
realization of a nanolaser/ spaser that is fully nanoscopic in all three dimensions as 
those strategies would improve the quality factors as well as the β-factors. 
In the experimental section it was unraveled that multiple laser-like or laser signatures 
can be generated by hard pumping. All of these effects could be associated to other 
sources than spasing. Together with the theoretical predictions it must be concluded that 
spasing in particle-based spasers never has been observed but that results have been 
misinterpreted.  
Towards Practical Lasers 
As a consequence of these insights, new designs, that are at least larger than “nano” in 
one dimension have been started to be explored, namely a nanowire-based Fabry-Pérot-
like cavity. Such cavities share some problems with that of particle-based cavities but 
they are easy to fabricate and can most importantly host more gain medium, thereby re-
laxing the high gain-factor requirements. These cavities potentially allow for more con-
clusive interpretation of experimental data, especially potentially occurring laser signa-
tures and may enable the experimentalist to optimize the structure on basis of modified 
luminescence spectra (which is not known how to do for particle-based spasers). 
Future approaches should focus on fully-dielectric nanowires cavities based on 
absolutely loss-free materials of high index to avoid any quenching, e.g. GaP. These 
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lasers would be most easy to fabricate consisting of a substrate of moderate refractive 
index, e.g., ZnO, a thin dye-doped film made from PMMA or PVA, which is spin-
coated on top and finally a high index nanowire. This approach could be improved 
when flakes, e.g., of hexagon shape would be used instead of nanowires. Such 
structures could provide better quality factors as it was demonstrated for spasers [130]. 
On top of that, the use of materials that have basically no absorption losses allows the 
use of very thin gaps without increasing propagation losses. Therefore high Purcell-
factors and β-factors can be achieved that are comparable to plasmonic systems without 
the need to take care about strong quenching. Figure 80 show an analysis of such 
waveguides from Kolchin et al. [141] (compare with Figure 78).  
Moreover, nanowire based cavities could be easily combined with a promising gain-
medium, i.e., recently explored graphene-like 2D crystals. [142,143] MoSe2 for instance 
shows relatively narrow exciton and trion PL around 760 nm [144]. It might provide as 
high gain-factors as other semiconductors like GaAs. Preparation of samples would be 
relatively easy, as such MoSe2 flakes can be exfoliated onto flat substrates and observed 
in microscopes. This would yield well defined nanostructures. 
Figure 80: Guided mode properties of an all-dielectric nanowire-film waveguide. a) Absolute 
value and polarization of the electric field of the fundamental mode. b) Purcell-factor and β-
factor as a function of nanowire diameter for the two lowest order modes. 
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Conclusions Made by Others 
Having that said, a strong claim was made, that fully nanoscopic laser systems – if ever 
realized - are basically of no use due to their poor performance characteristics. In order 
to improve the performance one has to give up some restrictions and to move towards 
ordinary laser physics, i.e., larger cavities, cavities made from low loss dielectrics and 
designs providing high β-factors. 
This conclusion is clearly in contrast to what has been said by the Stockman and 
Bergman, who proposed the spaser [98,100,118]. This discrepancy arises for two 
reasons: firstly in the theoretical description of spasers quenching effects have been 
neglected so far, secondly achievable gain-factors of organics have been overestimated. 
Negligence of quenching is presumably explainable with a mix-up of the quasi static 
approximation with a dipolar approximation. For this reason the effect of higher order 
modes has been ignored. The overestimation of accessible gain-factors comes from a 
linear extrapolation of single emitter properties towards densely packed emitter 
ensembles. A linear extrapolation fails as effects like self-quenching set in.  
Studies of Sun and Khurgin on the other hand support the findings of this thesis [58]. 
Their work focusses on electrical pumping of particle based spasers. A major result is, 
that the current-density needed to provide enough gain for the spaser is far beyond what 
materials can sustain. They comment on the attempts to build nanolasers: “The 
threshold current of the laser decreases with the increase in β, that is, with the 
reduction in the number of modes coupled with the gain … This is the main rationale 
for reducing the volume of the cavity, and ultralow thresholds as low as 4 mA (ref. 25) 
have been obtained for small photonic-crystal lasers. However, once the volume is 
reduced beyond (λ/2n)3, the number of modes remains the same—at one— no matter 
how small the cavity, and the threshold current does not change while the threshold 
current density continues to increase.” This conclusions matches the finding that larger 
cavities will yield relaxed gain-requirements.  
Oulton, one of the authors of the first semiconductor based spasers utilizing propagating 
plasmonic modes [129,130], comments on quenching effects in his review on 
spasers [145] – a comment not given in the original spaser reports: “Metal 
nanostructures introduce a further complication: emission near a metal surface 
strongly couples to lossy surface waves (LSWs) (ref.60,86,87). Rather than being 
discrete guided modes, LSWs form a continuum that rapidly dissipates energy into the 
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metal, essentially quenching useful emission. This drastically reduces β and inhibits 
plasmonic lasers from operating. Fig. 6 shows the Purcell effect for plasmonic 
nanowire lasers (ref.24) as a function of both nanowire diameter, d and insulator gap 
width, h. Although nanowires in contact with the metal show much larger Purcell 
enhancements, none of these nanowires achieved laser action. Only nanowires with an 
insulating gap achieved laser action, even if this gap was only 5 nm thick.” This 
statement is in perfect agreement with our findings: what is called “LSWs” by Oulton is 
equivalent to “higher order modes” in the case of a particle based spaser.  
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6 Strategies to Probe Plasmons in 
Graphene and Graphene-like 
Materials 
Chapter 6 considers graphene, as a material for plasmonics in the VIS. The current 
debate on graphene plasmons is picked up by discussing experimental findings and 
theoretical proposals to extend graphene’s plasmonic response to the VIS (6.1). 
Furthermore photoluminescence studies using short pulse excitation are presented to 
excite transient phenomena that reveal signatures of second-harmonic generation from 
graphene (6.2). Some of the results discussed here are already published in Ref. [146]. 
6.1 Indications for Graphene Plasmons in the 
VIS 
6.1.1 Motivation 
One of the most interesting properties of graphene with respect to nanooptics would be 
a plasmonic response in the VIS with low losses similar to the IR and THz region. Espe-
cially as single photon emitters of high stability and quantum efficiency are available in 
the VIS one could strive for hybrid quantum systems enabling interesting new physics 
that could yet not be established due to a missing low-loss metal better than gold and 
silver, e.g., strong coupling of a single emitter to a plasmonic cavity [147]. On top of 
that, a 2D material like graphene acting as a high quality metal-sheet, could be tuned 
electrostatically. Besides graphene there is a zoo of potential alternative 2D materials 
that scientist only just begun to explore [142,143]. It is likely that one of these materials 
is intrinsically metallic in the VIS already without strong doping, heating or 
nanostructuring [148]. Interestingly, in one of the newer, recently found 2D materials, 
i.e., in tungsten di-selenide (WSe2), optically active defects where found, that behave
just like quantum dots and consequently act as single photon emitters [149–153].
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Attempts to study plasmonic responses of such materials in the VIS are experimentally 
very demanding as the localization of such plasmons will be extreme, i.e., the near-
fields will be presumably located to less than 10 nm. The plasmon wavelength will be of 
a similar length making it almost impossible to resolve plasmonic field patterns with 
current technology, e.g., with SNOMs as the resolution is limited by the tip size [154].  
Alternative routes to excite and to probe those extremely localized plasmons have been 
investigated during this thesis on graphene samples. Even though no unambiguous 
proof for graphene plasmons in the VIS has been reported yet, this was motivated by 
recent findings in the group of Prof. Rabe (with significant contributions during this 
thesis [146]). In this study organic chromophores (Rhodamin 6G) were brought in direct 
vicinity to graphene and a very strong deviation from the expected quenching was 
found. Quenching is expected to rise with a 1/z4 distance dependence when approaching 
graphene (or any flat quenching surface), accordingly the chromophores should have 
been totally dark (well below the noise of the detection). In contrast to that, they could 
be easily detected and only a quenching by a factor of roughly ten was found with 
respect to chromophores without graphene. As studies by others confirmed the 1/z4 
distance dependence for larger distances (z > 5 nm), it was concluded, that the 
mechanism behind the seemingly low quenching could be a combination of an ordinary 
quenching plus a re-excitation, potentially provided by plasmons. It was found, that the 
topic is highly controversial. Thus, a goal of this part of the thesis was to search for 
clearer plasmonic signatures than the simple quenching and/or to enhance the plasmonic 
“quality” of graphene. 
6.1.2 Graphene Plasmons in the VIS: Current Status in Literature 
The current tenor in the nanooptics sub-community investigating graphene plasmons is 
quite clear: no or only strongly damped plasmons (overdamped oscillator) can exist in 
the VIS without applying “tricks”. However, direct hints for graphene plasmons up to 
the VIS have been provided by EELS measurements in various groups. In these 
experiments not only the energy loss can be recorded but also the incidence angle can 
be controlled and the scattering angle can be analyzed. The energy loss spectra in 
correspondence to the scattering angles (which relate to momentum transfer) allows to 
plot dispersion curves of quasi-particles in an energy vs. momentum graph [155,156]. A 
dispersion was found that looks similar to ordinary plasmon dispersions for small 
momenta (square root trend) followed by an almost linear dispersion. The change of this 
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dispersion is even recorded for different dopings: especially higher dopings lead to a 
significant shift of the onset of Landau damping where plasmons are predicted to decay 
very fast into electron-hole pairs. Liu et al. [157] were able to trace the plasmon 
dispersion up to 2 eV. 
These findings contradict predictions by recent theory publications that are most 
popular in the graphene nanooptics community. The theoretical frameworks used has 
been the random phase approximation (RPA) to model collective electron interactions 
applied on a tight binding model (TBM) description of graphene’s band 
structure [46,47]. In this framework even loss channels like coupling to optical phonons 
can be studied. However, papers made use of the Dirac-cone approximation, i.e., the 
region where graphene’s banddiagram is simply a linear function of the electron 
momentum. As can be seen from the banddiagram (Figure 10, chapter 2.2.3) this 
approximation starts to lose its validity in the near infrared (NIR).  
The prediction of having no plasmons in the VIS is based on the finding that graphene 
does not exhibit any imaginary conductance in the VIS in that case. Frequency-resolved 
ellipsometry data from single graphene sheets however clearly revealed that this is not 
the case in the VIS where real and imaginary part are of comparable magnitude. On the 
other hand the ellipsometry results show that graphene behaves like an ordinary die-
lectric (real(ε) > 0 or imag(σ) > 0, respectively) and not metallic [43,158,159]. Especially 
Ref. [43] shows how the conductivity of CVD graphene is affected by doping up to 
0.54 eV which shifts the metallic region almost up to telecom wavelength (Figure 81).  
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In contrast, theoretical simulations using density functional theory (DFT), mostly used 
in the EELS community, do support the plasmonic effects found by EELS 
measurements. To conclude, the current picture is unclear.  
Figure 81: Conductivity (normalized to σ0, the universal conductivity) of a single CVD grown 
graphene sheet as a function of wavelength measured by ellipsometry. Real and imaginary part 
of the conductivity with and without doping are shown, respectively. Plasmons can exist for an 
imaginary part greater than zero (Im(σ) > 0). Figure taken from [43]. 
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Potential reasons for the unclear situation 
One may speculate, that results depend strongly on the actual sample quality, the history 
of the sample preparation and the method of probing. It is very likely that CVD grown 
graphene contains many more defects and unwanted chemicals attached to the sample 
as various production steps are usually used. EELS measurements could potentially be 
influenced by charging of the samples, such that the signal is influenced by charge-
puddles on the sample surface, effectively yielding – or just mimicking - a strong 
doping. Also the quenching experiments with Rhodamin feature unique sample 
conditions. The exfoliation of graphene onto a freshly cleaved mica substrate on which 
a thin Rhodamin solution was spincoated, yields together with water molecules a rather 
complicated structure between mica and graphene. Figure 82 shows an AFM scan of the 
sample used for the quenching study. Small R6G islands in a monolayer water “sea” 
have been found [146]. As adjacent molecules are known to provide a chemical doping 
to graphene [160], this configuration presumably yields a complicated fluctuating map 
of doping. It is however yet unclear how precisely these dopings behave and whether 
they can explain the weak quenching.  
Figure 82: AFM measurement of the sample in the quenching measurement. Water stemming 
from ambient atmospheric humidity finds its way between graphene and mica where it forms a 
(sub-)monolayer [85], that is where also the R6G molecules have been deposited. Little R6G 
island form in the water “sea” as shown in the inset and confirmed by AFM scans at different 
humidities (degrees of de-wetting). Figure adapted from [146]. 
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In summary, a potential graphene plasmon of relatively poor quality might explain the 
unexpected quenching results and should be considered for many experiments in which 
the immediate surrounding of graphene is essential, but it is not the high quality metal 
one strives for having interesting plasmonic applications in mind.  
6.2 Short-pulse Excitation of Graphene 
Motivation 
As discussed earlier it would be very attractive to extend the plasmonic activity of gra-
phene to the VIS. Several proposals have been made on how to achieve this. They are 
based on either reaching a very high doping beyond what was achieved so far, or by size 
reduction which would yield localized plasmonic resonances [31,59]. As mentioned 
before (chapter 2.2.3) electrostatic doping is limited to about 1 eV. Apart from a static 
doping also any finite temperature of the electron-gas in graphene will result in a non-
zero electron-density in the otherwise empty upper Dirac-cone, i.e., by changing the 
Fermi-distribution. In other words, a hot electron-gas can be regarded as being partly 
equivalent to a strong doping. It is thus proposed to use a strong short laser pulse to 
excite the electrons in graphene, [148] thereby producing an electron-gas of several 
thousand degrees with a correlation between doping and temperature µ(T) according to  
0 0 B 0 Bµ(µ ,T) µ 2k T log(1 exp( µ k T))= + ⋅ + −  . (6.1) 
µ is the chemical potential or doping level with respect to pristine graphene where 
µ = 0 eV. µ is plotted as a function of T and a possible bias electrostatic dopings µ0 in 
Figure 83. In a picosecond time-window before the electrons have cooled down, the 
condition for a so-called “transient” plasmon would be fulfilled [148]. This section 
reports on the attempts to explore this proposal.  
The attempt is intermixed with the possibility to probe plasmons on-the-fly, similar to a 
probing method for plasmons in gold nanostructures where intrinsic gold photolumines-
cence (PL) is employed [25,35,36]. The intrinsic PL of gold was found to be enhanced 
by orders of magnitude when excited in nanoparticles (compared to films). This effect 
was attributed to the enhanced LDOS around and inside the particles at the frequency of 
localized plasmon resonances. The PL was indeed found to follow spectrally and 
spatially the localized modes [36].  
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Experimental Results 
The experiment was thus using a relative simple setup to excite the transient doping and 
to probe the plamsons. As depicted in Figure 24 (section 3.2.1) the excitation was done 
via an Ti:Sa laser emitting at around 1 µm with roughly 150 fs pulses and 80 MHz 
repetition rate. The laser was blocked with a short-pass filter and blue-shifted PL was 
detected. The detection was done via APD and scanning of the sample or analyzed in a 
spectrograph. Indeed a significant amount of PL can be excited, which obviously 
originates from the graphene as no PL comes from the graphene-free substrate areas. 
With this approach, graphene can be imaged with a good signal-to-noise ratio (Figure 
84).  
Figure 83: Chemical potential µ (by transient doping) as a function of electron gas temperature 
according to Ref. [148] for three different bias electrostatic dopings of 0 eV, 0.5 eV and 1 eV 
(blue, green, red). 
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Similar results were found by others [24]. No spatial modulation of the signal was 
detected not even at edges or tips where a modified LDOS would be expected. 
Furthermore, spectra have been taken that show emission like it is expected for a black-
body radiator [24,161]. Spectra measured during this thesis (shown in Figure 85) also 
follow this distribution and similar electron-gas temperatures were found. However, 
associated temperatures were limited to roughly the melting temperature of graphene, 
i.e., roughly 4000 K. Higher fluxes that have been applied to graphene in order to
produce more signal lead to destruction of graphene.
This stability issue was not mentioned by others that performed similar experiments, 
however they also did not show spectra corresponding to hotter black-body 
radiators [24,161]. In fact the spectra measured in this thesis are recorded during con-
tinuously moving the sample back-and-forth to prevent destruction. This hints to a com-
bination of fast and slow heating processes. The slow processes could be linked to 
chemical processes induced by hot-electrons in graphene [162–164]. Nevertheless, no 
spectra significantly hotter than 3000 K are found and thus no high doping which would 
allow for plasmons in the VIS. Abajo predicts, that a temperature of 10,000 K 
(20,000 K) would yield an effective doping of 1.2 eV (2.4 eV) [148]. This temperature of 
the electron-gas, he further concludes, would only result in a moderate temperature in-
crease of about 60 K in the lattice of graphene. These predictions seem to be somewhat 
unrealistic as no higher temperatures have been reported yet. Actually 3000 K 
correspond only to a very weak doping of maximal 0.4 eV as can be seen from Figure 
Figure 84: Graphene and graphit structures exfoliated on mica. a) Microscopy image of 
graphene with crossed polarizers and detected by CCD in false colors (ellipse marks a single-
layer graphene region) b) Blue-shifted PL excited by short pulses of a Ti:Sa laser, detected with 
APD and imaged through scanning of the sample. The encircled region shows a single graphene 
layer that has been destroyed by the short laser pulses during repeatedly scanning this area. 
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83. This level of doping might be interesting for applications of graphene plasmon in
the THz region. Lui et al. discuss, that  presumably strongly coupled optical phonons
cool down the hot electron-gas in the first 50 fs [161]. If so, the potential transient
doping would exist much shorter than it was hoped for and thus hard to utilize for any
application.
Apart from the broad PL spectrum, an interesting peak at twice the excitation frequency 
was detected during this thesis that could stem from second harmonic generation (SHG) 
like shown in Figure 86. This peak was not observed in Ref. [24,161]. The observation 
of this peak was found to react sensitively on the actual sample, i.e., the peak was not 
always reproducible. As a matter of fact in the last years several publications have 
reported on SHG from graphene [165,166], on other 2D-materials [167], and some 
found enhanced SHG signals in current-carrying graphene [168]. Interestingly, in this 
work excitation schemes have been used that were very similar to that used during this 
thesis and to those used in Ref. [24,161], i.e., excitation with a Ti:Sa laser with similar 
parameters. In none of the works an actual spectrum was shown, but photomultipliers 
were detecting the intensity at the frequency of the pretended SHG signal which was 
filtered by a bandpass filter. Referring to the findings during this thesis and to 
Ref. [24,161], this means that the SHG signals discussed in literature might either 
exclusively stem from the broad well-known PL or at least the SHG signal will only be 
a part of the detected signal besides the PL.  
Figure 85: Broad photoluminescence spectrum of graphene after short-pulse excitation and fit 
with Planck’s law. PL has been excited with pulses from a Ti:Sa laser at 965 nm (1.285 eV). 
Spectra have been corrected for the substrate and the system response of the setup. a) PL of 
graphene excited with 18.6 mW. The fit yields a temperature of T = 2967 ±8 K. b) PL spectrum 
when excited with 5.6 mW, yielding a temperature of T = 2210 ±9 K.  
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SHG originates in a classical description from oscillating charges that feel perturbations 
from a harmonic potential, i.e., the susceptibility features a non-vanishing χ(2) value. 
Graphene is said to be a centro-symmetrical crystal which would in principle forbid 
SHG effects, however theory described SHG from graphene by taking into account a 
static doping and the symmetry break that is said to be induced for example by the sub-
strate [169,170].  
The findings during this thesis however also indicate alternative explanations for the 
SHG signal. First of all it was reported that the substrate mica can act as a nonlinear 
material for SHG production itself [171]. The authors found that the signal strength 
depends sensitively on the thickness of the substrate. Different samples used in this 
thesis were fabricated on freshly cleaved mica substrates, thus all substrates differed in 
thickness which could explain the observed changes in signal strength. Additionally, the 
mica samples are clean and flat on micrometer-scales but not co-planar over the whole 
sample. Thus, reference spectra on pure mica next to the graphene regions could 
potentially have been produced in mica of a different thickness, even though this seems 
Figure 86: Broad graphene PL with a SHG-like peak at twice the excitation energy (around 
490 nm). a) Raw data, b) signal of bare mica without graphene, c) background corrected signal. 
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to be unlikely. SHG reports in literature [165,166,168] were using Si substrates with a 
capping SiO2-layer. Both materials do usually not show any SHG, however, it was 
recently reported that stressed Si produced detectable SHG signals [172]. 
Secondly, the SHG-like peak could stem from a stimulated emission process including 
two pump photons, i.e., graphene acts as a gain medium [173]. In this thesis a weak 
SHG peak was detected when excitation and detection was done from below as depicted 
in Figure 24 (section 3.2.1). To enhance the detectable signal, a mirror was placed on 
top of the sample, as ordinary SHG signals, e.g., from BBO crystals follow the direction 
of the pump beam. Indeed more signal was detected. However, the same effect can be 
explained when one visualizes, that the transmitted part of the excitation pulse is 
reflected by the mirror and hits the excited graphene sample. In this case an emission 
could be stimulated by two photons of the laser. The travelling distance for the laser 
pulse has been in this case in the range of a millimeter which roughly corresponds to a 
picosecond, i.e., 6 times the pulse length. This effect can also appear without a mirror, 
as some reflection will appear in any sample at interfaces (steps in the refractive index), 
e.g., at mica-air or Si-SiO2 interfaces. More experiments have to be performed to
unravel the true underlying process, especially as this non-linear process in graphene is
already envisioned to support non-linear functionality in silicon-based chip
technology [174].
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6.3 Conclusion and Outlook 
Presumably transient graphene plasmons in the VIS – if they exist - are not practicable 
for several reasons. It is very likely that graphene will be destroyed before the high elec-
tron-gas temperatures are reached. Further, the lifetime of the transient regime is ex-
tremely short which will make it hard to investigate. On the other hand this feature 
could be an advantage as it may introduce intrinsically fast non-linearities. Finally, the 
efficiency to produce the transient doping is obviously very low. Even if no optical 
excitation via laser (in which only a poor ratio is actually absorbed, roughly 2 %) would 
be used, but an efficient way, a big ratio of the power will be channeled into phonons, 
finally just heating the sample [161]. A similar reasoning applies to attempts that want 
to utilize second harmonic generation as a source of non-linearity: Only a fraction of 
power will be transformed in a SHG or SHG-like signal while also broad PL will be 
excited. χ(3)-effects that naturally fit to the symmetry of graphene (even in a pristine 
form) have been observed with low background, e.g., four-wave mixing was 
demonstrated [175]. This non-linearity could potentially feature a higher efficiency and 
greater flexibility.  
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7 Conclusion and Outlook 
7.1 Conclusion 
During this thesis three different nanooptical systems have been studied: on-chip 
nanostructures, nanolasers and graphene. These systems have been suspected to feature 
non-linear responses which are attractive to develop all-optical switches with small 
spatial footprint and high energy efficiency. Investigations on these systems have been 
motivated by theoretical proposals (on-chip nanostructures: Chang et al. [51] and 
spasers: Stockman and Bergman [98,100]) as well as by recent findings at the Humboldt 
university (graphene: Lange et al. [146]). 
Main Achievements 
Detailed discussions of the findings can be found in the “Conclusion and Outlook” 
sections of the corresponding chapters 4 to 6. Here only short versions of the main 
findings are highlighted.  
• On-chip nanooptics:
Major steps towards a practical realization of Chang’s proposal [51] have
been accomplished. A photon-to-plasmon coupler was designed by
numerical simulations that meets the performance of subsequently fabricated
on-chip structures. This underlines the quality of the numerical methods as
well as the actual producibility of the on-chip structures. Further numerical
studies predict that the considered organic emitters can yield the required
non-linear performance when coupled to the on-chip structures.
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• Spasers and nanolasers:
A novel theoretical model has been established that includes quenching
effects which turn out to be extremely important. Theoretical predictions on
the spaser performance are accompanied by experimental results. Both,
theory and experiment state: particle-based spasers are hardly possible to
fabricate and almost useless for applications due to their poor performance.
Beyond pessimistic statements, clear guidelines for more efficient and easy-
to-fabricate lasers with small-footprint are identified.
• Graphene:
Complementary follow-up experiments (to those performed by Lange [146])
to probe plasmons in the VIS by pulsed excitation of graphene have been
performed. These studies feature rich physical phenomena like broad PL and
SHG effects. Though no fully conclusive explanations have been found for
all observations, these results indicate that graphene does not feature
pronounced plasmonic effects in the VIS even with additional optical
pumping. The potential plasmonic effects observed by Lange thus might
stem from nanolocalized doping of graphene by Rhodamine islands.
7.2 Outlook 
Small, fast, efficient and practicable? 
In 2014 German data centers consumed roughly 10 TWh of energy according to the 
Borderstep Institute, 50 % of the energy is used for cooling purposes. A more efficient 
technology could reduce the overall power consumption and accompanied greenhouse 
gas production (even though achievements in speed and efficiency are often eaten up by 
rebound effects).  
Whether new findings in research ever make their way into technology also depends on 
the cost, a reliable fabrication process and stability. A reliable outlook that contains all 
these considerations is not possible. However, some basic predictions can be made. 
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On-chip Nanooptics  
In principle hundreds of on-chip structures consisting of far-field couplers, photon-to-
plasmon couplers and strongly coupled emitters can be integrated on a single inch-sized 
chip. Also, the non-linear behavior of the device is designated to switch extremely weak 
optical signals, i.e. single photons. However, various difficult tasks come into play if 
one strives for the interconnection of individual structures. A main difficulty will be the 
alignment in frequency. For a single device a laser can be easily tuned to hit the sharp 
resonance of the coupled emitter. To align many systems, static electrical fields could 
be used to induce a stark shift in the emitter. This could significantly complicate the 
chip design. To exploit the full potential discussed in the single-photon-transistor 
proposal by Chang et al. so-called λ-systems have to be employed [51]. λ-systems are 
three-level emitters with additional internal states that can be manipulated typically via 
external GHz signals. Addressing individual on-chip structures with high spatial 
resolution, i.e., without influencing neighboring structures will be hard to realize 
sustaining a small overall footprint at the same time. Thus, a λ-system that can be fully 
controlled by optical means is needed. The recently found silicon vacancy center in 
diamond is a promising candidate [176]. Finally, emitters have to be cooled down to 
temperatures down to or even below 4 K to show Fourier limited emission. From these 
considerations one can conclude that this technology will never replace current 
technology but can represent at most a complementary technology which might finally 
enable quantum computing. 
Nanolaser 
Guidelines to improve the laser performance have been discussed earlier in this thesis. 
The next step would be to check whether these guidelines turn out to be correct and to 
observe lasing from an individual device. Based on these prototypes and on a 
refinement of the theoretical framework (towards arbitrary shaped resonators - possible 
with the recently published work on a generalized Purcell factor [23]) further design 
optimization can be performed. A major step towards an actual application would be 
electrical pumping of the gain medium. This is presumably relatively easy to 
accomplish with the aforementioned graphene-like 2D materials as MoSe2 which 
renders a direct bandgap material, which is very interesting to employ as a gain-
medium. 
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Graphene 
The literature on graphene is hard to overlook. With respect to nanooptics the major 
hope has been so far to make use of its plasmonic features in the THz or infrared 
frequency range. A major problem with this is however, that basically no efficient 
emitters are known for this region and that propagating graphene plasmons were found 
to be faster damped than expected.  
The prospect of localized graphene plasmons in the VIS by a static nanolocalized 
doping is therefore very attractive. Such plasmons could be controlled via electrostatic 
doping that would reduce or enhance the relative doping of the nanolocalized doping 
islands. Next steps to gain more insight into this would therefore be a scanning probe 
approach (SNOM) that can resolve the sub-nanometer islands due to molecular clusters 
between substrate and graphene as shown in Figure 82 (chapter 6.1) and at the same 
time probe intensity fluctuations of the optical nearfield signals. If such localized 
graphene plasmons exist further control could then potentially be gained by self-
assembled molecular structures.  
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