In this note we prove a relation between the Riemann Zeta function, ζ and the ξ function (Krein spectral shift) associated with the Harmonic Oscillator in one dimension. This gives a new integral representation of the zeta function and also a reformulation of the Riemann hypothesis as a question in L 1 (R).
Introduction 2 ξ function of the Harmonic oscillator
In this section we recall the ξ function of the Harmonic oscillator (from Gesztesy-Simon [5] ).
We consider the Harmonic oscillator, H =
, acting on L 2 (R) with the set C ∞ 0 (R) its domain of essential self-adjointness and normalized so that its spectrum is the positive integers Z + . We consider the operator H ∞,x defined on L 2 ((−∞, x)) + L 2 ((x, ∞)) as H together with the Dirichlet condition f (x) = 0 at x, using the notation of [5, 6, 13] . We denote by H ∞ the operator H ∞,0 in the following. Then the spectrum of H ∞ is even integers 2Z + , with uniform multiplicity 2. The Krein spectral shift function ξ(λ) for the pair of operators (H, H ∞ ) is given by
where χ X denotes the indicator function of X. In terms of the ξ function, Gesztesy-Simon [5] , Simon [13] theorem I.10 (case α = ∞), and MohapatraSinha theorem 4.2 , proved the trace formula,
with different smoothness and decay conditions on f. Fix s = σ + it and consider the smooth function f (λ) = λ −s , on [1,∞), and zero in (−∞, 0), then by functional calculus, it follows that,
are both trace class for σ > 2, since
Here is the primary relation between the ξ and ζ functions.
Theorem 2.1. Let ξ(λ) denote the Krein spectral shift function for the pair of operators (H, H ∞ ), defined above. Then the Riemann zeta function ζ(s) is related to ξ through the relation,
valid for any s = σ + it, with σ > 0.
Proof: . We consider s = σ + it with σ > 2, then we take f(x) = x (−s) . Then by definition ζ(s) = T race(f (H)). Now we rewrite this as,
by the linearity of the trace. Now we notice that since the spectral multiplicity of H ∞ is 2 and the spectrum is the even integers we have,
Using the above relations, and the trace formula in terms of the Krein spectral shift, we immediately see that for σ > 2, the theorem is valid, since then the function f(λ) = λ −s is C 2 and satisfies
, while its extension to σ > 0 follows from the analyticity of the left and right hand sides of equation 2.
A simple change of variables ln λ = x in the expression for ζ given in the above theorem gives the following corollary. In the following we take,
Corollary 2.2. The zeta function is given, in the region σ > 0, s = σ + it, by,
Remark: 1. Once the above relation is written down it is trivial to prove directly from the definition of the ζ function, using integration by parts, but the connection with the spectral problem is essential for the next part of the remark. 2. We could have considered the Dirichlet operator associated with any point x ∈ R, in which case we can define a new family of functions ζ(x, s), given by
where ξ(λ, x) = ∞ n=1 χ [n,µn(x)) (λ) is the ξ function associated with the pair H, H ∞,x and as before we first define the sum on the right hand side via the integrals for σ > 2 and then extend them to σ > 0. The expression for the right hand side agrees with the sum Then the non-constant points of discontinuity of ζ(x, s) satisfy a differential equation in x, called the Dubrovin equation (familiar in inverse spectral theory, see [1] , [5] , [9] , [14] ),
where g λ (x, x) = lim →0 G(λ + i , x, x), G being the Green function associated with H. This differential equation gives a curve in the space of analytic functions on C with the zeta function (times the factor (1 − 2 1−s )/s) as the initial value. An explicit analysis of the equation should provide a new tool to study the zeta function.
Once we have the above expression for ζ, we can use the Wiener's L
1
Tauberian theorem (see Wiener [16] , Section 14, Theorem 9) to obtain the following reformulation of the the Riemann hypothesis.
Proposition 2.3. Consider the function f σ (λ) = e −σλ φ(λ). Fix, 1 > σ > 1/2. Let X fσ denote the subspace generated by finite linear combinations of the translates of f σ . Then, f σ is zero free if and only if X fσ = L 1 (R).
Proof:
The expression for ζ is given by the above corollary as
Since 1/2 < σ < 1, it is clear by inspection that the right hand side integral vanishes for any t if and only if σ + it is a zero of the function ζ. On the other hand for a fixed σ, the right hand side of the above equation is just f σ (t). Wiener's theorem give a precise condition for the Fourier transform of a function to be zero free, which when applied yields the result.
Theorem 2.4. Let f σ and X fσ be as in the above Proposition. Then the Riemann hypothesis is valid if and only if for each σ ∈ (1/2, 1), there is a function g σ with zero free Fourier transform such that g σ ∈ X fσ .
Proof: Suppose σ is such that f σ (t 0 ) = 0, but there is a g σ ∈ L 1 (R) such that g σ (t) = 0 for any t ∈ R but g σ ∈ X fσ . Then since g σ ∈ X σ , we can find for any > 0, complex numbers c 1 , · · · , c n( ) and real numbers
The epsilon being arbitrary, it follows that g σ (t 0 ) = 0, giving a contradiction. Therefore f σ is zero free under the assumption of the theorem. Now the equivalence follows from Wiener's Tauberian theorem.
Since the Fourier transform of the convolution of two L 1 functions is the product of their Fourier transforms it is obvious that in the above theorem we could replace f σ by its convolution with any integrable function of zero free Fourier transform. This we state as a corollary.
Corollary 2.5. Let f σ and X fσ be defined as in the above theorem. Then the Riemann hypothesis is valid if and only if for each σ ∈ (1/2, 1), there is a pair of functions h σ , g σ (not necessarily distinct), with zero free Fourier transforms such that g σ ∈ X fσ * hσ .
