Abstract-This paper analyzes the significant low performance of Backpressure routing protocols when combined with TCPbased flows. The issue is due to a mismatch between i) the congestion control mechanism of TCP and ii) the multi-path nature based on queue backlogs differentiation of the Backpressure algorithms. We aim to address this issue by introducing and evaluating two novel schemes within the Lyapunov drift-pluspenalty framework, namely V-based differentiation and Queuingbased differentiation Backpressure. The proposed schemes allows maximizing link capacity utilization for each node by enhancing interaction between TCP congestion control and Backpressure. Ns-3 simulation experiments confirm the throughput efficiency of our proposed schemes.
I. INTRODUCTION
Wireless Mesh Networks (WMN) have been used recently in a wide range of applications, including Broadband Wireless Access form large multi-story building to even whole cities, building automation in industrial applications, health-care, transportation systems or even in mission critical scenarios such as Emergency Response and Military applications [4] . These solutions enable a cost-effective and rapid deployment of wireless connectivity by allowing a simplified decentralized networking in which each network user is also a provider, forwarding data to the next node. The process is simplified since each node need only transmit as far as the next node. However, achieving full capacity performance of these networks requires a strong resource management framework starting with an effective routing protocol.
In recent years, Backpressure routing algorithms received much attention from the research community. With its mathematical properties, these protocols are proven to be theoretically throughput optimal. These protocols offer as well, a very satisfactory level in terms of stability, scalability and selfadaptability capabilities. However a set of limitations are still present; the poor performance in terms of delay remains a very important open issue. This makes the Backpressure scheme less attractive in applications such as emergency response where each urgent messages should be delivered as immediate as possible.
A number of contributions in the literature tried to remedy this problem by introducing the Lyapunov drift-plus-penalty optimization technique [18] , [5] . This technique has been used for stabilizing queuing networks while minimizing time average of a network penalty function. It is a powerful tool for optimizing performance objectives such as time average, power, or throughput utility [17] . Combining such a strategy with Backpressure algorithms, at the routing level, provided improved results in terms of end-to-end delay. However, without an effective interaction with adjacent layers, the solution remains unable to manage the QoS (Quality of Service) aspects in a satisfactory manner.
Among deployed protocols at the adjacent layers, we are interested in this paper by the Transmission Control Protocol (TCP). TCP is the protocol upon which depend the major Internet applications such as the World Wide Web, email, remote administration and file transfer. The inability to combine the Backpressure solutions with such TCP-based applications remains an open issue, particularly in the context of real-word implementation. This incompatibility is partially due to the mismatch between the congestion control mechanism of TCP and the multi-path nature of the queue-size based Backpressure routing framework [24] .
In this paper, we aim to address this issue by introducing two light-weight variants of Backpressure-based routing protocols. For better portability, our proposal involves no change to the TCP protocol itself, instead, we design a reliable routing schemes that support TCP, with much better performance while achieving low delay and high throughput performance [8] . The main contributions of this work are:
• Based on a set of simulations, we confirm that the classical version of Backpressure and the enhanced versions based on Lyapunov drift-plus-penalty, are unable to perform well with TCP congestion control mechanism.
In such a scenario, the system is incapable of taking the advantages of the throughput-optimal properties of the Backpressure protocols.
• We introduce two dynamic per-packet Backpressurebased routing flavors based on the analysis of the subtle cause behind the TCP-Backpressure mismatch.
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• We evaluate the proposed schemes in a WMN, using ns-3 [1] and we confirm its superiority in term of throughput efficiency. The remainder of the paper is organized as follows; before presenting our contribution in details, Section II provides a brief introduction to the basic concepts behind the classical Backpressure routing and their limitations. Section III is devoted to illustrate the mismatch between TCP and Backpressure and to provide a brief overview of the related work dealing with this problem. The proposed protocols, specially designed to overcome this impasse, are described and evaluated in section IV. Finally, Section V concludes this paper.
II. BACKGROUND
The precise mathematical development of this technique is provided in [5] . In this section, we first describe the basic algorithm and how the routing decisions are taken. While many variations of this basic algorithm have been studied, they primarily focus on maximizing throughput and do not consider QoS performance. In next subsections we investigate this drawback and some related mathematically based solutions.
A. Backpressure algorithm
The origin of the Backpressure concept is the seminal work of Tassiulas et al. [26] . They considered a multi-hop packet radio network with random packet arrivals and a fixed set of link selection options. They showed that a centralized queueper-destination control policy based on the max-weight algorithm (that we henceforth refer to as Backpressure algorithm) allows serving any traffic within the stability region of the network with throughput optimality [12] . The stability region Γ (or network capacity region) is the closure of the set of all input rate matrices able to be stably supported by the network, where the input rate matrix describes the sources, destinations, and input rates of the flows traversing the network [12] .
Unlike traditional routing mechanisms, Backpressure routing does not perform any explicit path computation from source to destination. Instead, the routing decisions are made independently for each packet by computing for each outgoing link a weight that is a function of a localized queue and link state information [14] . Namely, for each link (i, j) L (L being the set of wireless links) a weight D
, also referred to as Backpressure value, is calculated for each flow f c (f c being the flow destined to a station c) as follow:
The system, then, selects from the set of all flows F (i,j) traversing the link (i, j), the flow that maximizes the local queue differential, i.e, the flow having the maximum link weight W (i,j) where:
We call this process "flow scheduling". The "link scheduling" is the second stage of the classical Backpressure algorithms. It consists of determining the link activation sequence among multiple links composing the network [31] . Let consider the following first:
1) The capacity µ (i,j) (t), is the amount of data that can be transferred in each link (i, j) at the current slot time. This value needs to be calculated firstly by a central controller.
2) The set of these link capacities defines a network capacity vector c = (µ l L (t)) 3) and the collection of these vectors defines the network capacity region Γ.
Scheduling the links to transmit concurrently, is therefore a matter of selecting the link capacity vector c * that satisfies (3) [7] :
As a final step, and for each link 
Improving Backpressure policies
The routing and scheduling algorithm above has been proven to be throughput optimal [5] [26] [27] ; namely Backpressure stabilizes all queues in the network if possible to do so under any algorithm. However, it is important to note that the Backpressure algorithm does not use any pre-specified paths. Paths are learned dynamically, and may be different for different packets [29] . The algorithm in fact explores and exploits all feasible paths between each source and destination. While this extensive exploration is essential in order to maintain stability when the network is heavily loaded (load balancing over the network), under light or moderate loads, packets may be sent over unnecessarily long routes, that may eventually contain loops, which leads to poor QoS performance especially in terms of end-to-end delay [10] .
Such drawbacks have motivated a number of contributions in the literature to extend the previous mathematical framework. Neely, Modiano, and Rohrs introduced a solution based mathematically on the theory of Lyapunov drift (also referred to as drift-plus-penalty technique) [18] . The technique and its theoretical framework, was proven to ensure the throughput utility within O(1/V ) of optimality, while the average delay is O(V ) [29] .
In [5] , Neely et al. propose a strategy consisting of formulating the routing problem as a stochastic network optimization problem resolved at each slot time. The strategy involves taking routing actions to minimize a cost function that measures the total amount of resources used by all flows in the network [2] . Such long-term time average network objective function, referred to as the Penalty function, is subject to maintaining the stability of queues in the network [12] . In the new proposed strategy and unlike in equation (1), the process of measuring link-weight includes an additional term which is the penalty function P [29] .
In equation (4), Neely et. al added also a control parameter V to weight the penalty function. Such a parameter determines a performance trade-off between stabilizing the queuing network ( Q fc ) and minimizing the time average of the network penalty function P (t) [29] . Hence, in the special case when there is no penalty to be minimized, the method is reduced to the classical Backpressure routing [26] , [9] .
Drift-plus-penalty mathematical framework is the base for a wide range of later proposed contributions. Minimum energy problems with delay deadlines are considered for multi-queue wireless systems in [25] . A mixed Lyapunov optimization and dynamic programming approach is given in [16] for networks with a small number of delay-constrained queues and an arbitrarily large number of other queues that only require stability [15] . An enhanced strategy called the "Enhanced Dynamic Routing and Power Control (EDRPC)" is developed in [13] , [18] . It achieves a low delay while still ensuring stability through the entire stability region. This is done by introducing a shortest path bias into the weights calculation of the Backpressure algorithm. The shortest path bias is proportional to the distance (or number of hops) between current nodes and the destination node along the shortest path through the network. With these values, packets are inclined to move in the direction of their destination with a shortest path, providing therefore a low delay in lightly loaded conditions while still ensuring stability [9] .
Although the queue stability of the previous approaches is proved in theory, the detailed queue stability analysis in practical implementations is still required. This is principally due to the differences between the Backpressure in theory and in practice [31] . This issue is the subject of our next section.
III. RELATED WORK
Most of the previous proposed Backpressure-based policies rely on standard mathematical techniques in optimization and control systems and are difficult to apply directly to practical systems. For instance, in terms of decentralization and complexity, and due to the interference coupled stress, the maximization problem (called Max Weight) in equation (3) is NP-hard problem that should be resolved centrally. In our case, this is impractical since the decentralization is an important requirement. Previous techniques require, as well, to maintain queues for each potential destination at each node. This requirement could be a prohibitive overhead for a large network [2] . We refer to [31] for an in-depth review of the subtle gap between Backpressure assumptions and the practical reality.
More recently, an effort has been done to encompass such practical challenges. A number of contributions tried to implements the Backpressure-based routing protocol in real testbeds. The Backpressure Collection Protocol (BCP) [14] , proposed by Moeller et al. was among the first ones. It used Neely's Lyapunov drift-plus-penalty theoretical framework to implement the algorithm for Wireless Sensor Networks (WSN). A new approach combining traffic-splitting and shortest-path is defined in [10] . The shortest path concept, is incorporated in the algorithm using the hop-queue length difference in the Backpressure term [3] . This requires to maintain a data queue at every node for each destination in the network. This is, as discussed previously, a limitation in a scalability standpoint. An scalable solution for WMN is proposed in [12] . Unlike previous theoretical centralized algorithms, it is a distributed implementation with low queue complexity (i.e., one finite data queue at each node).
Previous attempt to implement the Backpressure protocols at routing layer are providing a better improvement in terms of end-to-end delay. However, a large amount of these experiments are based upon simplified scenarios. The same propositions are unable to perform in a satisfactory manner when combined with a number of protocols that operate at adjacent layers [31] . TCP at transport layer, and Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) at Data Link Layer, are examples of such widely deployed complex mechanism with which the Backpressure-based routing protocols are incapable to interact in an effective way [24] [28] [22] . The first example is the principal focus of this paper. Next, we provide further details about such misbehavior with an overview of the related literature.
Backpressure and TCP
Transmission Control Protocol (TCP) is the best-known transport protocol of the TCP/IP suite. This protocol is utilized extensively by many popular applications on the Internet, including the World Wide Web (WWW), e-mail, File Transfer Protocol, Secure Shell, Peer-to-Peer file sharing, and many streaming media applications. The inability to combine the Backpressure solutions with such TCP-based applications remains an issue of crucial importance when dealing with practical implementations.
Traditionally, one among the fundamental goals of transport protocols, such as TCP, is to provide as much bandwidth as possible while ensuring some level of long-term rate fairness across competing flows [23] . TCP achieves both goals by reacting to packet losses. Each packet loss is treated as a congestion loss, and the sliding window is demoted [22] . The situation is more complex in case of multi-path routing such as Backpressure, especially with the intrinsically unstable nature of the wireless medium. In fact, TCP is designed in a way to expect receiving ordered packets within some time-frame, to avoid timeouts. It is widely known that this assumption is violated with multi-path routing, since each path may incur arbitrary delays [22] and so leading to triple multiple ACKs, potentially keeping TCP window small, and degrading as consequence the total performance of the system [22] . TCP flows, are therefore, incapable to take advantage of load balancing options and throughput optimal proprieties of Backpressure, without collapsing its sliding window.
IV. OUR PROPOSITIONS
Before an in depth overview of our proposition, let us discuss, more in detail some basic TCP subroutines.
To control the amount of data transmitted by the sender, TCP implements a flow control algorithm called "Sliding window mechanism". The algorithm aims to keep the channel full of data without falling in the congestion state. This is done by returning a "window" with every acknowledgment (ACK). The size of this window indicates the allowed number of octets the sender can transmit before receiving further permission. To improve medium utilization, the window is incremented exponentially as long as the ACK is received within a calculated duration named RTO (retransmission timeout) [20] . At some point, the capacity of the network is reached, which means that the sender's window has gotten too large and the receiver has to send back a smaller window size [21] .
In case of the Backpressure routing, the previous mechanism may actually degrade TCP performance. In fact, contrary to the expectation that the use of multiple paths simultaneously would ensure an improvement in terms of achieved throughput, it actually induces frequent out-of-order packet delivery via different paths (which is the case for others multi-path protocols [30] ). This situation leads to high fluctuation in delay and very poor efficiency, since the sliding window is reduced frequently and the TCP RTO becomes progressively larger [11] .
The intuition behind our contribution is based on the following simple idea: what if we limit the set of paths pursued by the signalization packets of TCP, and maintain the several paths for data packets. Suppose we only keep the shortest paths when forwarding ACK, two important advantages could be the results: firstly, the probability that an ACK is delivered in out-of-order is reduced; secondly and more importantly, the RTO duration is reduced too since the average round trip time (RTT), which is included in RTO calculation [6] , is getting smaller. Both advantages in addition to maintaining multi-path for data packet, lead, as we confirm latter, to the increasing of the sliding window (higher throughput in input).
In the next subsections we propose two flavors of our algorithms. The first, named V-based strategy, deals with the objective of increasing the sliding window by reducing RTT, whereas the second, labeled Queue-differentiation-based strategy, aims to improve the first proposition by changing the queuing politics of the queued packet. So far, to the best of our knowledge, no detailed solution focusing on how to route TCP signalization packets, over Backpressure routing protocols, has been reported in the literature.
Operation
The framework upon which this paper is based, is that of [19] . The authors in [19] , used the Backpressure with penalty optimization routing technique where each route is measured by the calculation of a weight:
Where Q ij is the differential in queue backlog between nodes i and j. The penalty function P (i, j, d) is used to distinguish neighbors closer to destination d then those farther. The penalty function is weighted by a scalar V ≥ 0. V is used to allow a trade off between minimizing the queue backlogs component (thus allowing more load balancing), and minimizing the distance towards the destination d (penalty function component).
A. V-based strategy
The first variant of our algorithm focuses on the value attributed to V . In order to improve the forwarding process of TCP signalization packets, our algorithm steers these packets toward destination more directly, instead of allowing a large multiple paths. This is done by giving more attention, when calculating routes weight in equation (5) , to the component relative to distance toward destination i.e. P (i, j, d) and less attention to the component related to backlog differentiation ( Qij) . Since the latter one never exceeds Q max (i.e. ∀i,j Qij ≤ Qmax), by using a value for V greater or equal to Q max , we ensure a routing based only on the distance factor. To evaluate the performance of the discussed prioritizing strategy, a set of simulations has been conducted. Following the topology shown in Figure 1 , we send a TCP flow from the node 14 to the node 10. As discussed earlier, a high value of V (v = 500 > Qmax, where Qmax = 400), is used when routing TCP signalization packets, whereas as in [19] , a variable value is used when calculating V for data packets. Figure 2 illustrates the variation of the throughput as a function of incremental input rate (up to 10 Mbps). TCP congestion control mechanism is not able to hold a rate more then 2 Mbps. This is the case since a low value of V gives equal chance for a packet to be forwarded directly towards a short path or to be forwarded via a longer one (load balancing), even ending up in random walk over the WiFi multihop network. In a highly loaded scenario, the Backpressure performs a load balancing oriented forwarding to insure the stability of the queues, more routes are used consequently which is as stated above, the cause of the low performance capacity observed in Figure 2 .
Naturally, using a large V leads to the contrary since the signalization packets are received in order and delivered in shorter delay. This affects the frequency of the sliding window resetting as illustrated in the Figure 3 . Using V > Q max and with an input rate of 10 Mbps, the sliding window is incremented gradually after finishing a starting transient period of oscillations due to adaptation of data traffic to each of the available paths. The gradual increase of the sliding window allows incrementing the rate until reaching the top at 4 Mbps. However, in the case of using V=1, the sliding window is frequently oscillating during the whole experiment leading to limited rate of 2 Mbps. 
B. Queuing differentiation strategy
In the next, we explore the impact of an additional technique based on differentiating the way packets are queued depending of its nature (see Figure 4) . The signalization packets are prioritized over the data packets. They are enqueued on the front instead of beeing enqueued on the back (figure 4). Consequently, once the MAC layer gets the possibility for transmission, such packets will be the first to be transmitted.
Using the same topology as in the previous, we conduct a set of simulations to evaluate the performance of combining both two strategies: Queuing differentiation based one, and the Vbased one. A congested scenario is used by sending in addition to the TCP flow in Figure 1 , four UDP flows as depicted in figure 5 (a rate of 3 Mbps is used for each individual flow). The simulation is repeated each time using a an input up to 2 Mbps with an increment of 100 kbps. Figure 6 depicts the results in terms of throughput. Interestingly, adding the queuing differentiating strategy offers a significant improvement. The result is explained by the introduced dynamic configuration of queuing policy. Once the four UDP flows of 3 Mbps are injected, more packets are queued at the intermediate nodes. This increments the delay spent by the signalization packets waiting at the intermediate queues and as a results increments the related average round trip time (RTT). The queuing differentiation strategy outcomes this limitation by prioritizing these packets using the policy illustrated in Figure 4 . Less time is spent at the queues and by consequence less outdated ACKs are received. This is what leads, as we expected early, to the increment of the sliding window and finally to a higher throughput. 
V. CONCLUSIONS
In this paper, we proposed two light-weight flavors of perpacket Backpressure routing based on practical drift-pluspenalty functions. One variant is based on adjusting the V based on whether the routed packet is control or data. The second variant dynamically configures the policy used to queue packets selecting FIFO or LIFO based on whether the packet is a control packet or a data packet. Interestingly, both schemes operate without modifying the TCP stack. We conducted a set of experiments using ns-3 simulator, and demonstrate the high impact of the introduced ideas in term of throughput. 
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