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ABSTRACT 
 
When analysts use the single equation linear regression model to fit data, seldom do they look 
upon the situation as solving an optimization problem.   Often least squares is the criterion of fit 
and post-fitting investigation is directed to inference and examination of the extent to which the 
underlying assumptions of the least squares principle are satisfied.   When the consequence of 
nonzero error of fit is related to sign and absolute magnitude, a breadth of alternative models 
becomes available with regression quantiles.  Regression quantiles are to multivariate data 
analysis what percentiles are to univariate data.  In this paper, we utilize a linear parametric 
programming formulation to illustrate regression quantiles for the single equation linear 
regression model.  We demonstrate with real data and a meaningful modeling situation how the 
approach provides attractive alternative models for the analyst’s investigation.  Further we show 
how consideration of loss due to nonzero error of fit can be incorporated in the analysis.  We 
make use of dominance in model selection and provide useful displays that assist the analyst and 
the decision maker in finalizing model selection.  The approach is a good example of the 
interface between statistics, optimization methods, and decision sciences. 
 
 
 
REGRESSION QUANTILES AND DATA ANALYSIS 
 
 
INTRODUCTION 
 
Let y  denote an  vector of observations on a response variable corresponding to 1×n X , an 
 matrix of the values of  regressor (or predictor) variables that may include a column of 
ones to represent an intercept term.  Then 
kn× k
 
     εβ += Xy ,                        (1) 
 
is the multiple linear regression model, where β  is a 1×k  vector of the unknown parameters 
and ε  is an  vector of unobservable disturbances in .  If the 1×n y ε ’s are uncorrelated random 
disturbances with expected value zero and (perhaps unknown) common variance , then the 
least squares estimator of 
2σ
β  is the best linear unbiased estimator and is optimal (Hocking [6]).  
Furthermore, when ε ’s follow the normal distribution, the least squares estimator of β  is the 
maximum likelihood estimator.  However, if ε ’s follow the Laplace distribution then the 
minimum sum of absolute errors, MSAE, estimator of β is the maximum likelihood estimator. 
 
In many practical problems, the nature of the disturbance distribution is rarely, if ever, known 
completely; the disturbances may not arise from a single distribution; outliers occur but may be 
difficult to detect; and the choice of a loss function may not be clear from statistical, practical or 
other considerations.  For example, consider the problem of assessing the value of a residential 
property.  Clearly, it is a function of the physical characteristics of the property and its grounds.  
Because properties differ in their physical characteristics and the housing market has wide 
variability in prices, the disturbances in y (market value of residential property) may not be 
generated from a single disturbance distribution (ε ).  Furthermore, the loss function may not be 
proportional to the squared error of prediction implicit with least squares.  In fact, when 
assessing property taxes, it is clear that the gain or loss of tax revenues, because of over- and 
under-assessment of the property values, is directly proportional to sign and magnitude of the 
error of prediction.  When the property is over-assessed, the owner may file a complaint.  
However, property owner may be reluctant to complain if the evaluation is less than a certain 
percent above the perceived market value.  Clearly, this is directly proportional to the relative 
error rather than the square of the error.   
 
Least squares regression analysis is often used to assess the market value of unsold residential 
properties (Ihlanfeldt and Martinez-Vazquez [8]).  Narula and Wellington [12] proposed the use 
of the MSAE regression model as an alternative to the least squares model as it is more resistant 
to outliers than the least squares regression.  More recently, alternatives to least squares have 
been proposed for this situation (Coleman and Larsen [5], Caples, Hanna, and Premeaux [4]).  
Isakson [9] discusses the pitfalls of using multiple linear regression analysis in real estate 
appraisal.   
 
 
Consider the real estate data (available from the authors) that consists of 54 observations on y , 
the sale price of the property, and twelve predictor variables  that represent taxes, 
number of baths, frontage (feet), lot size (square feet), living space (square feet), number of 
garages, number of rooms, number of bedrooms, age of home (years), construction type, style, 
and number of fireplaces, respectively.  Because the sale price of a property is zero when the 
values of all other variables are zero, we used the model in (1) without the intercept term.  For 
the fitted least squares regression model, the over-assessments minus the under-assessments 
equal $2,449, i.e., if the model were used to assess property values for the purpose of taxation, 
the tax authority would receive excess tax revenue proportional to $2,449.  For the fitted MSAE 
model, the excess is proportional to $166,360.  For both models, the maximum over-assessment 
is over 50%.   
121,..., xx
 
Table 1: The relative over-assessments and over- assessments minus under-assessments. 
 
 
 
Model  
 
Maximum 
Over- 
assessment 
Over-assessments 
minus under-
assessments 
Over-
assessments 
above 10% 
Over-
assessments 
above 20% 
MSSE 50.51%       $2 449 13 8 
MSAE 56.25%   $166 360 16 8 
1 37% $1 035 680 30 20 
2 35%  $ 890 430 27 19 
3 32%   $672 570 26 19 
4 30%   $527 330 25 18 
5 27%   $309 470 21 16 
6 25%   $164 230 19 15 
 
Recently, Narula and Wellington [15] proposed multiple criteria linear regression analysis. The 
application of their analysis to this data produced six models, labeled 1 through 6, in Table 1.  
For models 1 – 6, the maximum over-assessment is less than 37% and except for model 6 the 
magnitudes of over-assessment minus under-assessment exceed the values for the MSSE and 
MSAE models.  However, the number of over-assessments above 10% and 20% for models 1 - 6 
are higher than the counts for the MSSE or the MSAE models.  The analysis provides choices 
that allow the decision maker to strike a balance between the loss or gain in tax revenues and 
possible property owner complaints. 
 
In some ways, gains due to over-assessment compensate for the loss in revenue due to under-
assessment.  The property owners who have been over-assessed may complain whereas the 
others may not.  Therefore, it is desirable to find a fitted model that is fair to both the taxing 
authority and the tax payers.  That is, the taxing authority should not lose tax revenues and the 
 
tax payers should not be unduly over-assessed.   The problem can be formulated and solved as a 
linear parametric programming problem.  
 
When the evaluation of residential property values using linear regression analysis is looked 
upon as an optimization problem for obtaining regression quantiles, we show how concepts and 
practices of decision sciences help in final model selection.  They include accommodation of the 
loss functions associated with property evaluation, multiple objectives, dominant solutions, and 
graphical aids that facilitate decision maker/analyst interactions.  Although they are well known 
in decision sciences, they are not in data analysis and statistics. 
 
The rest of the paper is organized as follows.  In the next section, we describe regression 
quantiles and in the following section illustrate its use with an example.  We conclude the paper 
with a discussion.  
 
 
REGRESSION QUANTILES 
 
Problem Formulation 
The regression quantiles problem may be defined as follows.  Let  denote the βˆ θ th regression 
quantile estimator of β  and let yye ˆ−=  denote the 1×n vector of residuals, where .  
Consider the check function 
βˆˆ Xy =
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for ]1 ,0[∈θ .  For a given value of θ , the θ th regression quantile is the solution of 
 
    Minimize ∑ =ni ie1 )(θρ .                       (2) 
 
When 0=θ , all the residuals will be positive because positive errors have zero weight.  On the 
other hand, when 1=θ , all residuals will be negative. 
 
The θ th regression quantile estimate  of βˆ β  can be obtained by solving (2) iteratively.  
However, Koenker and Bassett [10] have shown that  can be computed more efficiently as the 
solution of the following equivalent (primal) linear parametric programming problem: 
βˆ
 
Minimize                        (3) −+ ′−+′ ee 1)1(1 θθ
   Subject to ˆ   ,
,
yeeX =−+ −+β
       0, ≥−+ ee
       unrestricted in sign, βˆ
 
 
where .  Note that the nonzero elements of e+ are the errors of underprediction 
(positive residuals, ei > 0) and those of e- are the errors of overprediction (negative residuals, ei < 
0)   The dual linear programming problem for the preceding formulation may be written as: 
−+ −= eee
 
   Maximize 1)1( yfy ′−+′ θ                                   (4) 
   Subject to 1)1( XfX ′−=′ θ  
1≤≤ f .       0
 
Note that for 2/1=θ , the preceding formulations result in the MSAE regression problem.  
Furthermore, for a given value of θ , regression quantiles retain the essential features of the 
MSAE regression problem (Narula and Wellington [13]).   
 
Each fitted regression quantile model passes through at least as many data points as the number 
of unknown parameters in the model, i.e., the number of observations with zero residual equals 
at least the number of parameters in the model. Because the regression quantiles are determined 
by all observations but computed by a subset of them, they are more resistant to outliers than the 
least squares regression. 
 
For a specified value of θ , the primal linear programming problem formulation can be solved 
efficiently using a slightly modified version of the algorithm by Barrodale and Roberts [1] for 
the MSAE regression problem.  To determine an empirical quantile function, we need to find all 
the regression quantiles associated with a data set (Bassett and Koenker [3]); and may start with 
0=θ  where all residuals are positive. As we increase the value of θ  toward one, the number of 
positive residuals decreases and  the number of negative residuals increases until we reach 1=θ , 
when all the residuals are negative.  Computer programs given in Wellington and Narula [19] 
and Koenker and D'Orey [11] may be used to compute all regression quantiles associated with a 
data set.   
 
The computation of the regression quantiles may also be formulated as bicriteria or multiple 
criteria optimization problems (Narula and Wellington [14]) and Narula and Wellington [15] 
respectively). 
 
Properties 
Regression quantiles provide a good starting solution for certain robust regression procedures.  It 
is possible that the performance of some iterative robust regression procedures can be improved 
or their computational effort reduced or both by using the MSAE estimator instead of the least 
squares estimator as the starting solution.   In developing the trimmed least squares procedures, 
Ruppert and Carroll [18] found that an average of the θ th and the )1( θ− th regression quantile 
estimators’ provided the best estimator for their trimmed least squares procedure.  Another 
trimmed least squares procedure based on regression quantiles is discussed by Koenker and 
Bassett [2] and Ruppert and Carroll [18]. 
 
 
Other properties of regression quantiles are: 
• Unlike a unique fit provided by the least squares or the MSAE regression, the 
regression hyperplanes corresponding to different values of θ  serve very well as 
good descriptive statistics for the data (Hogg [7] and Bassett and Koenker [3]). 
• They may be used to detect heterogeneity of the error variance (Bassett and Koenker 
[3] and Narula and Wellington [14]). 
• They may provide a useful way to detect outliers in a data set (Portnoy [16] and 
Narula and Wellington [14]). 
• They allow assignment of different weights to the positive and negative errors, which 
is desirable if the loss associated with over- and under-prediction are different 
(Reeves and Lawrence [17]). 
• With regression quantile estimators, we may mimic any L-estimator of the location 
such as median, Gastwirth’s estimator or Tukey’s trimean estimator. 
• Regression quantile estimators have comparable efficiency to the least squares 
estimators for Gaussian models while substantially outperforming the least squares 
estimators over a wide class of non-Gaussian error distributions.  In particular, the 
MSAE estimators have a strictly smaller confidence ellipsoid than the least squares 
estimators for any error distribution for which the sample median is a more efficient 
estimator of location than the sample mean (Koenker and Bassett [2]). 
• The implicit loss function of regression quantiles is proportional to the absolute value 
of the error rather than the square of the error. 
• For a given data set, there are a finite number of regression quantile models. 
• The value of θ may be understood to be the fraction of the observations on or above 
the associated regression quantile plane. 
 
 
EXAMPLE 
 
Tax authorities assume that if the assessed value of a property (and hence the property tax) is not 
in excess of the market value by certain percentage, there may be no complaints.  However, if the 
assessed value is low, there is definitely a loss of revenue proportional to the amount of under-
assessment.  Clearly, the objective of the taxing authorities is to assess the property values so that 
the total tax revenues are maximized while the number of complaints from the homeowners is 
minimized.   
 
We fitted the empirical quantile function to the real estate data (available from the authors). We 
present the results in Table A.1 in the Appendix. When the value of θ  equals zero, all the 
residuals have positive values, that is, all the properties are under-assessed.  On the other hand, 
when the value of θ  equals one, all the residuals have negative values, i.e., all the properties are 
over-assessed.   Clearly, the values of θ  near zero are not desirable because the tax authority 
loses revenues and the values of θ  near one are equally undesirable as they will result in many 
complaints and poor public relations.  For the data, a graph of the number of positive and 
negative residuals for the empirical regression quantiles are shown in Figure 1.   
 
 
         Figure 1: Graph of the number of positive and negative residuals for all values of θ . 
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In Figure 1 we show how the number of positive residuals decreases and the number of negative 
residuals increases as we move from low values of θ (near zero) to large values of θ (near one).  
This is evident from Figure 2 where we display the residuals from a few selected values of θ .  
 
Figure 2: Residuals for a few selected regression quantiles. 
-200 -150 -100 -50 0 50 100 150 200
0.9022
0.7447
0.5965
0.4985
0.3499
0.2473
0.1167
 
 
The preferred θ th regression quantile model will not result in excessive under- and over-
assessments of the properties and, hopefully, will offer some gain in tax-revenues and few 
potential complaints.  Therefore, it may be reasonable to select that value of θ  that will 
maximize the  (possible gain in tax-revenues) with few number of potential 
complaints.  That is, we need to find the 
+− ′− ee 1′1
θ th regression quantile that represents a good balance 
between the two competing objectives.  Figure 3 presents the graph of possible net gain in tax 
revenues plotted against all values of θ  in the empirical regression quantile function. 
 
        Figure 3: Over-assessment minus under-assessments versus θ . 
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In Table A.1 (Appendix), we give the values of the maximum percentage of over-assessment, the 
sum of over-assessments minus the sum of under-assessments, and the number of over-
assessments above ten and twenty percent.   However, from Table A.1, we observe that for some 
regression quantiles either the extra tax-revenues are lower or the number of over-assessments of 
ten or twenty percent are higher, i.e., some of the regression quantiles are dominated.  The non-
dominated regression quantiles are listed in Table 2.       
 
 
 
Table 2: The regression quantiles with the difference between the sum of over- and under-
assessments, and the number of over-assessments above 10% and 20%. 
 
 
 
θ  
 
Maximum 
% over- 
assessment 
 
Difference between 
over- and under-
assessment ($) 
 
Over-
assessments 
above 10% 
 
Over-
assessments 
above 20% 
.9022 102.70 1 560 756 34 24 
.8869 87.86 1 275 056 33 21 
.8852 79.40 1 125 006 28 20 
.8838 76.83 1 080 750 26 16 
.8681 72.34 1 000 296 24 17 
     
.8546 72.09   994 245 23 17 
.8528 70.74   971 678 22 17 
.8444 70.40   956 631 22 16 
.8383 69.42   941 161 21 16 
.7632 56.48   720 566 21 14 
     
.7580 60.84   687 612 20 14 
.7447 66.36   659 082 18 15 
.6665 66.60 598 435 17 11 
.6616 63.52   537 630 16 11 
.6407 62.61 519 519 16 10 
     
.6373 60.60   502 611 16 9 
.5723 61.56   424 708 14 8 
.5598 60.55   401 853 14 7 
.4742 58.48     11 253 12 5 
.4727 56.98   -34 062 11 5 
 
 
 
From Table 2, the decision maker may choose a model that is satisfactory in terms of net dollar 
value of over-assessments minus under-assessments and the number of potential complaints over 
ten and twenty percent.  One possible regression quantile model corresponds to 6407.0=θ  for 
which the net over-assessment minus under-assessments amounts to $519,519 and number of 
potential complaints over ten and twenty percent are 16 and 10, respectively.  The fitted 
regression quantile model is  
 
121110987
654321
33.729.163.023.089.604.5      
47.543.2184.214.081.874.58ˆ
xxxxxx
xxxxxxy
++++−+
−−+−+=
 
 
For this model, sixty-four percent of the observations lie on or below the fitted quantile plane.  
For the analyst and the decision maker, that means no more than that fraction of the residential 
properties assessed with the model are over-valued.  Further, the consequences of more (or 
fewer) over-valued properties in terms of the dollar value of over-assessments minus under-
assessments and the fraction greater than a desired threshold such as ten or twenty percent are 
readily available from the models for adjacent thetas.  For the nearby regression quantile model 
with 6665.0=θ , the over-assessments minus under-assessments is $598,435 and number of 
potential complaints over ten and twenty percent are 17 and 11, respectively, i.e., for an 
additional possible complaint the possible gain in tax revenues is proportional to $78,916.  For 
6665.0=θ , the fitted regression quantile model is 
 
121110987
654321
73.642.169.020.031.861.5      
13.465.1874.217.034.1006.57ˆ
xxxxxx
xxxxxxy
++++−+
−−+−+=
 
 
DISCUSSION 
 
When loss due to nonzero error of prediction is related to sign and magnitude, the methodology 
of regression quantiles provides the analyst and the decision maker with meaningful alternate 
models for consideration.  It adds useful descriptive features to the final prediction model, 
namely, the fraction of the observations on/above the fitted regression plane and the magnitude 
of errors of under-prediction and over-prediction.  In situation such as the real estate scenario 
illustrated here, the measures are meaningful in selecting the final model.  They related to an 
important concern of the taxing authority - possible number of complaints arising from 
residential property reassessment and gain/loss in tax revenues.  In robot selection, the measures 
may suggest over-priced robot technologies (products) in the marketplace. In predicting the 
annual employee dollar claims for reimbursements for health care covered by employer 
sponsored plans, the measures may indicate the number of employees who over-utilize benefits 
perhaps due to poor life style choices (diet, weight control, exercise, smoking, absence of drug 
therapies).   
 
The computation of all regression quantiles associated with a data set is sufficiently developed 
and available that analysts could routinely investigate their appeal in comparison to least squares 
and other predictors. 
  
 
The methodology draws the analyst to viewing the estimation of the single equation linear 
regression model as an optimization problem that accommodates loss due to absolute or relative 
errors of over- or under-prediction.  The formulation of Koenker and Basset [10] given in (3) can 
be generalized to  
Minimize                        (5) −+ −+ ewew '' )1( θθ
   Subject to ˆ  ,
,
yeeX =−+ −+β
       0, ≥−+ ee
       unrestricted in sign, βˆ
 
where  and  are as defined in (2) and w is the n x1 vector of non-negative weights wi ,  
i=1,…,n .  When wi = 1 / |yi| , yi ≠ 0,  i=1,…,n,  (5) is the parametric formulation for regression 
quantiles under relative error.   When θ  = ½,  (5) represents the minimization of the sum of 
absolute relative errors (MSRE).  In this case, the analyst obtains the model with the smallest 
average relative error of prediction.  In general, under (5), θ indicates the fraction of the 
observations that lie on or above the associated relative regression quantile model.    
+e −e
 
In short, when prediction is the analyst’s purpose in modeling data, regression quantiles add to 
good practice by providing meaningful alternate models that allow examination of tradeoffs 
among the number of over- and under-predictions, magnitude of errors of over- and under-
prediction, and the consequent losses that concern the decision maker.  Regression quantiles cost 
little computationally to produce. 
 
 
 
 
APPENDIX:  RESULTS FOR THE EXAMPLE 
 
Table A.1: The regression quantiles and corresponding values of the maximum percentage 
over-assessment, difference between over- and under-assessments, and the number of over-
assessments above 10% and 20%. 
 
 
θ  
 
Maximum 
over- assessment 
(Percent) 
 
Difference between over- 
and under-assessment  
($1000) 
 
Over-
assessments 
above 10%
 
Over-
assessments 
above 20% 
.9022 102.70 1560.756 34 24 
.8869 87.86 1275.056 33 21 
.8852 79.40 1125.006 28 20 
.8838 76.83 1080.750 26 16 
.8742 76.03 1065.572 26 16 
     
.8681 72.34 1000.296 24 17 
.8563 72.27 999.529 24 17 
.8546 72.09 994.245 23 17 
.8540 71.74 989.643 23 17 
.8528 70.74 971.678 22 17 
     
.8444 70.40 956.631 22 16 
.8383 69.42 941.161 21 16 
.8225 68.17 927.489 22 17 
.8136 68.28 926.957 21 16 
.8131 67.97 923.912 21 17 
     
.7915 66.76 913.936 21 17 
.7871 65.83 901.617 22 17 
.7844 65.68 898.933 22 16 
.7838 61.04 809.380 21 17 
 
Table A.1 (continued): The regression quantiles and corresponding values of the maximum 
percentage over-assessment, difference between over- and under-assessments, and the 
number of over-assessments above 10% and 20%. 
 
 
θ  
 
Maximum 
over- assessment 
(Percent) 
 
Difference between over- 
and under-assessment  
($1000) 
 
Over-
assessments 
above 10% 
 
Over-
assessments 
above 20% 
.7755 57.89 761.043 22 17 
.7746 58.27 754.515 21 17 
.7675 58.03 750.735 21 17 
.7644 57.61 741.957 21 16 
.7632 56.48 720.566 21 14 
     
.7580 60.84 687.612 20 14 
.7514 63.41 672.023 20 15 
.7447 66.36 659.082 18 15 
.7197 67.69 644.408 18 15 
.7121 67.69 644.169 18 15 
     
.6976 67.77 644.258 18 15 
.6923 67.74 644.008 18 15 
.6737 67.73 643.644 18 15 
.6720 67.68 641.323 18 15 
.6665 66.60 598.435 17 11 
     
.6616 63.52 537.630 16 11 
.6407 62.61 519.519 16 10 
.6373 60.06 502.611 16 9 
.6310 59.80 500.011 16 9 
.6157 59.68 478.171 16 9 
 
Table A.1 (continued): The regression quantiles and corresponding values of the maximum 
percentage over-assessment, difference between over- and under-assessments, and the 
number of over-assessments above 10% and 20%. 
 
 
θ  
 
Maximum 
over- assessment 
(Percent) 
 
Difference between over- 
and under-assessment  
($1000) 
 
Over-
assessments 
above 10% 
 
Over-
assessments 
above 20% 
.5965 62.00 452.924 16 9 
.5937 62.00 451.893 16 9 
.5751 60.95 445.488 17 9 
.5723 61.56 424.708 14 8 
.5706 61.26 413.332 14 8 
     
.5598 60.55 401.853 14 7 
.5569 58.19 363.180 14 7 
.5408 58.94 354.283 15 7 
.5211 61.92 307.610 18 7 
.5144 61.72 304.077 18 7 
     
.5075 56.12 240.700 16 8 
.5023 56.22 219.612 17 8 
.4985 56.25 166.360 16 8 
.4958 56.97 148.391 14 8 
.4860 56.83 123.748 14 8 
     
.4827 56.76 123.249 14 8 
.4772 56.62 118.721 14 8 
.4742 58.48 11.253 12 5 
.4727 56.98 -34.062 11 5 
.4572 55.98 -57.930 11 5 
.4465 52.63 -111.161 9 4 
 
Table A.1 (continued): The regression quantiles and corresponding values of the maximum 
percentage over-assessment, difference between over- and under-assessments, and the 
number of over-assessments above 10% and 20%. 
 
 
θ  
 
Maximum 
over- assessment 
(Percent) 
 
Difference between over- and 
under-assessment  
($1000) 
 
Over-
assessments 
above 10% 
 
Over-
assessments 
above 20% 
.4172 51.17 -127.063 8 4 
.4125 52.00 -137.746 8 4 
.4092 52.09 -142.364 9 4 
.4064 56.51 -205.256 10 4 
.3979 54.80 -239.410 8 4 
     
.3979 56.54 -261.581 9 4 
.3519 59.55 -308.401 9 4 
.3499 61.76 -311.656 8 4 
.3485 60.38 -336.592 9 4 
.3465 59.53 -358.282 7 4 
     
.3454 51.26 -364.455 6 4 
.3389 48.50 -410.822 7 4 
.3367 48.95 -452.486 6 4 
.3346 51.25 -478.752 6 4 
.3342 49.91 -541.278 5 3 
     
.3281 48.91 -580.541 6 3 
.3278 47.94 -583.779 6 3 
.2894 46.13 -590.591 6 2 
.2782 46.01 -595.398 6 2 
.2707 46.02 -597.984 5 2 
.2584 46.65 -609.414 5 2 
 
Table A.1 (continued): The regression quantiles and corresponding values of 
the maximum percentage over-assessment, difference between over- and under-
assessments, and the number of over-assessments above 10% and 20%. 
 
 
θ  
 
Maximum 
over- assessment 
(Percent) 
 
Difference between over- 
and under-assessment  
($1000) 
 
Over-
assessments 
above 10% 
 
Over-
assessments 
above 20% 
.2563 46.70 -695.562 5 2 
.2547 46.33 -734.304 5 2 
.2505 45.76 -801.604 3 1 
.2473 45.89 -807.106 3 1 
.2403 45.69 -813.208 3 1 
     
.2374 45.73 -829.187 3 1 
.2349 45.56 -836.796 3 1 
.2295 44.37 -870.392 3 1 
.2286 44.10 -873.948 3 1 
.2129 42.71 -889.723 3 1 
     
.1972 37.59 -967.996 2 1 
.1917 36.58 -991.117 2 1 
.1804 29.97 1110.184 2 1 
.1775 19.87 -1293.723 1 0 
.1587 18.54 -1331.109 1 0 
     
.1480 18.48 -1336.823 1 0 
.1434 18.62 -1346.812 1 0 
.1388 12.90 -1434.188 1 0 
.1274 13.99 -1462.027 1 0 
.1167 14.28 -1465.324 1 0 
.1116 12.58 -1478.145 1 0 
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