Abstract. It is proved in this paper that continuum set of L 2 -orthogonal systems generated by the Riemann zeta-function on the critical line corresponds to every fixed L 2 -orthogonal system on a fixed segment. This theorem serves as a resource for new set of integrals not accessible by the current methods in the theory of the Riemann zeta-function. + it has an infinite set of zeros, [1] .
which is generated by the Riemann zeta-function. In connection with (1.1) we have introduced (see [5] , (9.1), (9.2)) the formula (1.2)Z 2 (t) = dϕ 1 (t) dt ,
( 1.3)
The function ϕ 1 (t) that we call Jacob's ladder (see our paper [2] ) according to the Jacob's dream in Chumash, Bereishis, 28:12, has the following properties: (a) ϕ 1 (t) = 1 2 ϕ(t), (b) function ϕ(t) is solution of the non-linear integral equation (see [2] , [5] ) Remark 1. The main reason to introduce Jacob's ladders in [2] lies in the following: the Hardy-Littlewood integral (1918) for all
Next, in the paper [4] we have constructed corresponding continuum set of orthogonal systems generated by Jacobi's polynomials.
In this paper we give essential generalization of above mentioned. Namely, to every fixed L 2 -orthogonal system
we assign continuum set of L 2 -orthogonal systems
where k 0 ∈ N is an arbitrary fixed number.
2. Result 2.1. Let us remind that (see [6] )
The following Theorem holds true.
Theorem. For every fixed L 2 -orthogonal system
there is continuum set of L 2 -orthogonal systems
where
and k 0 ∈ N is arbitrary number, i. e. the following formula is valid
Next, we have the following properties
where π(T ) stands for the prime-counting function.
2.2.
Remark 4. We obtain from (2.2) by (1.3) that
i. e. our formula (2.8) shows direct connection between the Riemann function
and an arbitrary L 2 -orthogonal system
Remark 5. Asymptotic behavior of the disconnected set (see (2.6), (2.7))
holds true for the arguments of the functions (see (2.2), (2.8))
Examples

For the classical Fourier orthogonal system
we have as corresponding (see (2.2), (2.8)) continuous set of orthogonal systems the following
, . . . ,
and, for example,
where S is the Skeewes constant.
3.2. For the system of Jacobi's functions
generated by the Jacobi's polynomials P (α,β) n we have that
Next, the substition x = t − T − 1 Page 5 of 14 in (3.3) yields (see (3.4) ) the formulae
Consequently, the following continuum set (for each fixed pair α, β > −1) of orthogonal systems
corresponds to the Jacobi's orthogonal system (3.3) (see (2.2), (2.8)).
3.3. For the system of Bessel's functions
generated by Bessel's function J n (t) we have that
where {µ
is the sequence of the roots of equation
Consequently, the following continuum set (for each fixed n) of orthogonal systems
corresponds to the Bessel orthogonal system (3.5) (see (2.2), (2.8)).
Formula (2.4) as a resource of new integrals containing multiples of |ζ| 2
We consider the formula (see (2.4), (2.8)) 
Of course
and (see (2.5) -(2.7))
Thus, we have the following: if
then (see (4.2)) ln t = ln(t − T + T ) = ln T + ln
4.2.
It is sufficient to use, for example, the formula (4.1) in the case (see (3.1))
Next, we obtain from (4.4) (see (1.3), (4.3)) by the mean-value theorem that
Consequently, we obtain from (4.5) in the case
the following Page 7 of 14
Corollary.
Remark 6. Let us notice explicitly that nor the first two formulae (see (4.6), k = 1, 2; Ω = 1)
are not accessible by the current methods in the theory of the Riemann zetafunction.
Remark 7. The first formula in (4.7) gives us the answer to the question about a form of segments for which the following
holds true. Namely, corresponding segments are as follows
5. First lemmas 5.1. The sequence
is defined by the formula (comp. (2.3))
, where k 0 ∈ N is an arbitrary fixed number. Since the function
and, consequently,
(see (5.5)) then we have (see 5.4)) for the sequence (5.1) that
Consequently, we have
and, of course, (see (2.1))
The following lemma holds true.
Lemma 1.
i. e. (2.5) holds true.
Proof. First of all, it follows from (5.6) that
i. e.
(5.10)
and, simultaneously (see (5.8))
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Then we have (see (5.9) -(5.11)) that
Next, the following lemma holds true
Lemma 2. 
Remark 8. We have (see (5.12)) that
to generate reverse iterations. We have (see (6. 2)) that
Of course, we have (see (6.1), (6.3)) that
6.2. Next, the following holds true. 
