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Resumen
NVIDIA abrio´ la arquitectura de
los procesadores gra´ficos de sus pla-
cas de video (GPUs) para ser utiliza-
dos en aplicaciones de propo´sito ge-
neral y desarrollo´ el lenguaje de pro-
gramacio´n CUDA permitiendo a los
programadores crear funciones con ex-
plı´cito paralelismo de datos, brindan-
do una plataforma de co´mputo de al-
to rendimiento y paralelismo a gran es-
cala.
Este trabajo forma parte del proyec-
to ”Me´todos nume´ricos para ecua-
ciones diferenciales y aplicaciones”
que reu´ne investigadores de la Univer-
sidad de Buenos Aires y de la Universi-
dad Nacional de General Sarmiento, y
tiene como objetivo utilizar dicha ar-
quitectura de co´mputo paralelo para
acelerar el tiempo de ejecucio´n de un
me´todo de mallado de elementos fini-
tos creado por P. Persson y G. Strang
para MATLAB.
Dado que los GPUs poseen decenas de
unidades de procesamiento, son ade-
cuadas para el procesamiento de datos
en paralelo. Esto es una ventaja para el
algoritmo seleccionado, el cual presen-
ta un evidente paralelismo de datos.
Palabras claves Algoritmos Paralelos,
Procesadores Gra´ficos, GPU, Co´mputo de
Alto Rendimiento, Paralelismo de datos.
Contexto de la Investigacio´n
Este trabajo es parte del proyecto
PICT2007-910, ”Me´todos nume´ricos
para ecuaciones diferenciales y apli-
caciones”que reu´ne investigadores de
la Facultad de Ciencias Exactas y Natu-
rales de la Universidad de Buenos Aires
y del Instituto de Ciencias de la Univer-
sidad Nacional de General Sarmiento.
La generacio´n de mallas es un insumo
indispensable en la implementacio´n del
me´todo de elementos finitos. En par-
ticular, para mallas en 3D, el costo
computacional es muy elevado. Serı´a
de enorme utilidad acelerar el tiem-
po de ejecucio´n de estos me´todos
aprovechando el poder de co´mputo que
ofrecen actualmente los procesadores
gra´ficos (GPUs) presentes en las tarje-
tas gra´ficas. [2] [7]
- Las causas de esta eleccio´n
La eleccio´n de esta tecnologı´a de
co´mputo paralelo se debio´ a diversos
factores. Ellos son:
La facilidad de acceso a los
GPUs como los que se en-
cuentran en las tarjetas gra´ficas
NVIDIA, algunas de bajo costo.
El modelo de programacion de
CUDA permite programar apli-
caciones de propo´sito general,
fa´cilmente escalables a GPUs
con ma´s cantidad de cores. Es-
ta arquitectura se comporta co-
mo un co-procesador paralelo
de la CPU ofreciendo un gran
rendimiento a aplicaciones que
puedan correr sobre una gran
cantidad de hilos de ejecucio´n
independientes.[6] [3]
El paralelismo de datos es una
caracterı´stica propia del algorit-
mo de mallado. Esta propiedad
permite realizar muchas opera-
ciones a-ritme´ticas sobre las es-
tructuras de datos y de manera si-
multa´nea. Esta es una situacio´n
ideal para el modelo de progra-
macio´n de CUDA, obteniendo el
ma´ximo provecho de la arqui-
tectura SIMT-Single Instruction-
Multiple Thread que la caracteri-
za. [1] [5]
- El problema de Aplicacio´n
Per-Olof Persson y Gilbert Strang,
desarrollaron un co´digo generador
de mallas para MATLAB, llamado
DistMesh, el cual esta´ a disposicio´n del
pu´blico1. Este co´digo fue escrito con el
objetivo de brindar un me´todo simple y
de muchas menos lı´neas que otras te´cni-
cas de mallado. Persson-Strang toman
el mallado que provee el algoritmo de
Delaunay[12],[11] y, segu´n se explica a
continuacio´n, utilizan una te´cnica que
le permite mejorarlo y obtener un ma-
llado de ma´s calidad.[8]
La idea de este algoritmo es uti-
lizar una simple analogı´a meca´nica en-
tre una malla de tria´ngulos o tetraedros,
y una estructura de resortes. Cualquier
conjunto de puntos en el plano puede
ser triangulado por el algoritmo de
Delaunay.[10] Los puntos de la malla-
son nodos de una estructura armada con
“barras” o “resortes” que se encuen-
tran comprimidos dentro del dominio.
Se trata de dejar evolucionar el sistema
mediante un proceso iterativo hasta lle-
gar algu´n equilibrio establecido para el
me´todo, por ejemplo cuando la suma-
toria de fuerzas en cada nodo sea cero,
a menos de una tolerancia. Si en ca-
da iteracio´n algu´n nodo es reubicado
fuera del dominio, entonces debe ser re-
proyectado hacia la superficie. En el ca-
so que los puntos se separen en ma´s de
alguna tolerancia preestablecida para el
me´todo se vuelve a utilizar Delaunay
para generar un nuevo mallado, y se
1http://persson.berkeley.edu/distmesh/
sigue adelante con el me´todo general.
El co´digo MATLAB de DistMesh
fue vectorizado para evitar los ciclos-
for y lograr mayor eficiencia aunque
aun podrı´a ser mejorado segu´n explican
los autores en [9].
Para este trabajo hemos selecciona-
do, como herramienta para el desarro-
llo, una implementacio´n del algoritmo
de Delaunay, del tipo Divide y Vencera´s
escrito por Geo Leach en lenguaje C2.
Este algoritmo es de complejidad O(n
logn), la mejor complejidad lograda,
siendo n la cantidad de puntos del do-
minio. El mismo fue optimizado como
explica su autor en [4].
Objetivos teo´ricos y experi-
mentales
Se propone disminuir el tiempo de
ejecucio´n del me´todo propuesto por
Per-Olof Persson y Gilbert Strang, para
generar un mallado de elementos fini-
tos en 2D y 3D, migrando a una ar-
quitectura de co´mputo paralelo de al-
to rendimiento como la ofrecida por los
procesadores gra´ficos GPUs.
En una primera etapa se implemen-
ta la versio´n paralela y 2D de DistMesh
usando CUDA. En esta etapa es de
suma importancia enfocar los esfuerzos
en maximizar el paralelismo de datos
del algoritmo. Una manera de lograrlo
sera´ concentra´ndose en la naturaleza de
los datos y en su organizacio´n durante
el co´mputo.
Este desarrollo en 2D contiene los
ingredientes conceptuales necesarios
para permitir la extensio´n al caso 3D.
En esta segunda etapa del trabajo se im-
plementara´ el caso 3D del me´todo, re-
sultando en consecuencia un incremen-
to de la necesidad de memoria. Esto re-
quiere mejorar aun ma´s el acceso a los
diferentes niveles de memoria presentes
en la arquitectura de los GPUs mediante
el uso del modelo de programacio´n
CUDA.
En una etapa final se escribira´ la
nueva funcio´n de mallado para Matlab
optimizada, o sea, se elaborara´ una nue-
va funcio´n DistMesh modificada para
que ejecute haciendo uso de los GPUs.
Esto implica la escritura de una funcio´n
de tipo MEX para ser incluida dentro de
las funciones de Matlab.
Formacio´n de recursos Hu-
manos
Este segmento del proyecto pre-
tende fortalecer el a´rea de matema´tica
aplicada de la UNGS promoviendo el
contacto con investigadores del depar-
tamento de matema´tica de la Facultad
de Ciencias Exactas y Naturales de la
UBA. Adema´s, uno de los coautores del
trabajo esta´ ingresando al Doctorado
en Ciencia y Tecnologı´a de la UNGS,
sirviendo los temas desarrollados en
este trabajo de guı´a para su insercio´n en
los to´picos que abordara´ en su tesis.
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