Multi-dimensional (MD) mapping offers more flexibility in mapping design for bit-interleaved coded modulation with iterative decoding (BICM-ID) and potentially improves the bandwidth efficiency. However, for higher order signal constellations, finding suitable MD mappings is a very complicated task due to the large number of possible mappings. In this paper, a novel mapping method is introduced to construct efficient MD mappings to improve the error performance of BICM-ID over Rayleigh fading channels. We propose to break the MD mapping design problem into four distinct 2-D mapping functions. The 2-D mappings are designed such that the resulting MD mapping improves the BICM-ID error performance at low signal-to-noise ratios (SNRs). We also develop cost functions that can be optimized to improve the error performance at high SNRs. The proposed mapping method is very simple compared to well-known mapping methods, and it can achieve suitable MD mappings for different modulations including higher order modulations for BICM-ID. The simulation results show that our mappings significantly outperform the previously known mappings at a target bit error rate (BER) of 10 −6 . Our mappings also offer a lower error-floor compared to their well-known counterparts.
I. INTRODUCTION
T RELLIS coded modulation (TCM) [1] improved the bit error rate (BER) performance of coded modulation by maximizing the Euclidean distance among the coded signal sequences. To improve the BER of TCM over Rayleigh fading channels, bit interleaved coded modulation (BICM) was introduced by Zehavi [2] . BICM offers good performance over Rayleigh fading channels. However, the random modulation caused by the interleaver degrades the BICM performance over additive white Gaussian noise (AWGN) channels. To address this problem, iterative decoding was used at the receiver. The resulting system is referred to as BICM with iterative decoding The authors are with the School of Engineering, The University of British Columbia, Okanagan Campus, Kelowna, BC V1V 1V7, Canada (e-mail: hnavazi@alumni.ubc.ca; jahangir.hossain@ubc.ca).
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Digital Object Identifier 10.1109/TWC. 2018.2890061 (BICM-ID) and is investigated in [3] - [5] . BICM-ID offers better performance over AWGN and Rayleigh fading channels. Throughout this paper, BICM-ID refers to the BICM-ID systems that use a convolutional code. BICM can also use other iterative decoding schemes such as a low density parity check (LDPC) code. In [6] , an LDPC-BICM is proposed for different digital video broadcasting (DVB) standards, such as DVB-T2, DVB-C2, and DVB-NGH. It is demonstrated in [7] that BICM-ID with signal space diversity (BICM-ID-SSD) outperforms LDPC-BICM over fading channels. BICM-ID without SSD can also outperform LDPC-BICM when the number of iterations at the decoder is smaller than a certain number, which makes the decoder simpler. Moreover, compared to LDPC-BICM, BICM-ID uses a simple convolutional code instead of a complex LDPC code. As such, BICM-ID offers a lower system complexity. Consequently, BICM-ID is a viable solution as a coded modulation especially when the system complexity becomes a more important concern. It is widely known that the signal labeling map (mapping) plays a crucial role in BICM-ID performance [8] . Signal labeling is defined as the assignment of a binary sequence to a single symbol from a signal constellation. It is also referred to as multi-dimensional (MD) mapping when a sequence of binary bits is mapped to a vector of symbols instead of a single symbol. MD mapping is more flexible to design and also offers better bandwidth efficiency [9] . The MD labeling process is more adaptable to different design guidelines because MD space provides more diverse Euclidean distances among symbols. In [10] , MD labeling was used for TCM and made the system's BER better through using the available bandwidth more efficiently. This development motivated researchers to use the MD labeling technique and its efficient use of bandwidth to further improve the BER of BICM-ID [9] , [11] - [14] . The MD labeling technique can also be applied to higher order modulation to increase the data rate of BICM-ID because using a larger constellation makes it possible to send more bits in the same signaling rate. However, providing a suitable MD labeling of a large constellation for BICM-ID is very challenging because of the large number of possible mappings. In general, for a 2N -D 2 m -ary modulation, there are 2 mN ! possible mappings, where ! denotes the factorial operation. For example, the number of possible 4-D mappings for a 256-ary quadrature amplitude modulation (256-QAM) is 5.16 × 10 287193 , which is an astronomical figure. It should be noted that MD mapping improves the performance 1536-1276 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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of BICM-ID at the cost of increasing the decoder's complexity [13] , [14] . However, designing a simpler decoder and studying its complexity is beyond the scope of this paper. Different labeling approaches for BICM-ID such as the genetic algorithm (GA), reactive tabu search (RTS) algorithm, extrinsic information transfer (EXIT)-based search algorithm, binary switching algorithm (BSA), and random labeling technique have been extensively investigated [8] - [23] . Indeed, high computational complexity is the main pitfall of all the proposed computer search based methods in the literature when looking for a good mapping of a large constellation.
The GA and RTS algorithms have been used in [16] and [17] , respectively, to find the optimum mappings for BICM-ID. In these studies, however, the authors have not reported results for constellations larger than 64-QAM due to a very high computational complexity. In [18] and [19] , an EXIT-based method is proposed to find suitable mappings that improve the iterative decoding systems BER at any signal to noise ratio (SNR) with an arbitrary number of iterations. In [7] , the authors have designed an EXIT-chart aided search method to develop capacity approaching coded modulations. In particular, they have proposed a BICM-ID system with SSD that approaches the channel capacity in both the fading and non-fading channels. However, the EXIT-based search considers both the modulator and encoder in detail and also the iterations between the decoder and demodulator. This makes the process complicated for finding a good mapping of a large MD constellation among a large number of possible labelings. The binary switching algorithm (BSA) [20] , which is the best known mapping search method for BICM-ID, becomes intractable when searching for a good mapping of an MD constellation due to the huge search complexity [12] , [14] . Although it is demonstrated in [12] and [15] that the random labeling technique results in suitable mappings for BICM-ID, it is still computationally complex to look for a good mapping of a large constellation. This is because the random labeling method searches for a good mapping among a large set of randomly generated mappings. In addition to these computer search based methods, a heuristic method has also been explored in [11] to construct MD labeling for BICM-ID. But, this method is limited to 16-and 64-QAM. Moreover, this method is not designed for Rayleigh fading channels.
In this paper, we propose a novel method to develop suitable MD mappings to improve the BER performance of BICM-ID over Rayleigh fading channels in both the low and high SNR regions. To improve the BER performance of the system, we increase the harmonic mean of the minimum squared Euclidean distance (MSED) [8] , [21] offered by the mapping.
The reported analytical and numerical results confirm the efficiency of the achieved mappings. The novelty and contributions of our work are as follows. (i) We break the MD labeling problem into four distinct 2-D mappings, which makes it easier to optimize the MD labeling. (ii) We design the four 2-D mappings such that the resulting MD mapping improves the BER of BICM-ID at low SNRs. (iii) We develop cost functions that can be optimized over the 2-D mappings to improve the performance of the resulting MD mapping's at high SNRs. (iv) We develop efficient MD mappings of higher order modulations including 2 m -ary (m = 4, 5, . . . , 10) modulations. Finally, (v) we propose efficient MD mappings of different modulation types including QAM, phase shift keying (PSK), and irregular modulations. Compared to the labeling method in [11] , the proposed method in this paper has the following major contributions. (i) The method in [11] focuses on specific QAM constellations, i.e., square QAM constellations. However, the present study proposes a more general method that can be applied for not only square QAMs, but also non-square QAMs, PSK and irregular constellations.
(ii) The study in [11] addresses the MD mapping problem for two sizes, i.e., 16-and 64-QAMs, only. However, the present study addresses the mapping problem for higher order modulations such as 256-and 1024-QAM. (iii) Finally, the proposed method in this paper is designed specifically for Rayleigh fading channels, while the method in [11] compromises between fading and non-fading channels. As a result, over fading channels, the resulting mappings in this paper outperform the mappings in [11] .
The rest of this paper is organized as follows. The BICM-ID system model is described in Section II. The proposed MD labeling method is introduced in Section III. In Section IV, cost functions are developed and optimized to obtain good MD mappings. Numerical results and discussions are presented in Section V. Finally, Section VI summarizes the conclusions.
II. SYSTEM MODEL
The block diagram of a conventional BICM-ID system is shown in Fig. 1 . The transmitter is constructed from serial concatenation of a convolutional encoder, a bit interleaver and a modulator. In the system considered in this paper, the modulator maps a sequence of mN bits to a vector of N consecutive 2 m -ary signal points, using a MD mapping function μ :
where x i ∈ χ. x is labeled by an mN -bit binary sequence v as
The average energy per signal-vector is assumed to be 1, i.e., E x = 1. It is assumed that the channel state information is known at the receiver. The received signal-vector corresponding to the transmitted signal-vector x is given by
where h is the Rayleigh fading coefficient corresponding to x, and n is a vector of N additive complex white Gaussian noise samples with zero-mean and variance N 0 . We assume that the fading coefficient for all signals in a signal-vector remains the same. Clearly, for the AWGN channels h = 1.
At the receiver, from the received signal y t and the a priori log-likelihood ratio (LLR) of the coded bits, the demapper computes the extrinsic LLR for each of the bits in the received symbol as described in [4] . Then, the extrinsic LLRs are permuted by the random deinterleaver and used by the channel decoder. The decoder then calculates the extrinsic LLR on the coded bits using the BCJR algorithm. These LLRs are interleaved and then fed back to the demapper to be used as the a priori LLRs in the next iteration.
III. PROPOSED MAPPING METHOD
As mentioned earlier, for a 2N -D 2 m -ary modulation there are 2 mN ! possible mappings. In fact, a comprehensive computer search to find good mappings becomes intractable quickly as the modulation order increases. Even the wellknown BSA mapping search method cannot be used directly to obtain good MD mappings of higher order modulations. Therefore, we propose an efficient technique to find good MD mappings for BICM-ID systems over Rayleigh fading channels.
A. Mapping Design Guideline
The performance of BICM-ID over Rayleigh fading channels is influenced by the harmonic mean of the MSED, which is calculated for a given mapping function, μ, applied to signal set χ. For a 2N -D mapping of a 2 m -ary constellation, the harmonic mean of the MSED is given by [13] and [21] 
where x = (x 1 , x 2 , · · · , x N ) is a 2N -D signal point and χ i b is the subset of signal points in χ whose labels take value b at the i th bit position. For the performance in the low SNR region,x = (x 1 ,x 2 , · · · ,x N ) refers to the nearest neighbor 1 of x in χ ī b , and (4) is referred to as the harmonic mean of the MSED before feedback. For the asymptotic performance (performance in the high SNR region), χ ī b involves only one symbol-vectorx, which is different from x only in the i th bit position [21] . In this case, (4) is referred to as the harmonic mean of the MSED after feedback, which is denoted byΦ(μ, χ). To achieve good performance in the low and high SNR regions, a large value of Φ(μ, χ) andΦ(μ, χ) is required, respectively. However, maximizing (4) is a very complex problem even for a modulation such as 64-QAM [17] . We propose an innovative approach to generate MD mappings using 2-D mappings such that the resulting MD mapping has a greater value of Φ(μ, χ). Later, we develop cost functions that are optimized over the employed 2-D mappings to achieve a high value ofΦ(μ, χ) for the MD mapping. Our cost functions are very simple and give excellent results, even for higher order constellations such as MD 1024-QAM.
B. MD Mapping Using 2-D Mappings
Let l = (l 1 , l 2 , · · · , l mN ) be an mN -bit binary label. We can write l = (l 1 , l 2 , · · · , l N ), where l i is a m-bit binary label and is given by
Suppose that L denotes the set of all mN -bit binary labels and L e and L o represent the subset of all l ∈ L with even and odd Hamming weights, respectively. The MD mapping problem can be broken into four mappings in 2-D signal space as described below. According to the proposed MD mapping function, i.e., μ, label l is mapped to the 2N -D signal point x = (x 1 , · · · , x N ) as follows.
where λ el , λ ol , λ er , and λ or are 2-D mapping functions, which will be discussed later in this section. In the applied mapping, let χ e and χ o represent the subset of signal points in χ whose labels belong to L e and L o , respectively. Without loss of generality, assume that x ∈ χ e andx ∈ χ o wherê x = (x 1 ,x 2 , · · · ,x N ) is a signal point whose label is different from that of x only in one bit position. We partition the 2-D signal constellation χ into two separate subsets with equal cardinalities and denote them as χ el and χ ol . Then, we limit the first element in x andx, i.e., x 1 andx 1 , to belong to χ el and χ ol , respectively. In (6), λ el (.) and λ ol (.) each map an m-bit label to a 2-D signal point chosen from χ el and χ ol , respectively. However, χ el and χ ol involve only 2 m−1 signal points while there are 2 m distinct m-bit labels. As a consequence, each signal point in χ el and χ ol should be mapped by two m-bit labels simultaneously. In order to obtain a one-to-one MD mapping function, we restrict the two labels that are mapped to a particular signal point in either χ el or χ ol to be different in an odd number of bits. Specifically, we assume they are different only in the first bit position. This prohibits the labels with a Hamming distance larger than (m + 1) bits to be mapped to the nearest neighbours in either of χ e or χ o . As a result, the value of Φ(μ, χ) increases. On the other hand, there is no constraint on λ er (.) and λ or (.) except they need to be bijective. Proposition 1: Let us assume that l 1 = (l 1 1 , l 2 1 , · · · , l n 1 ) and l 2 = (l 1 2 , l 2 2 , · · · , l n 2 ) are two n-bit labels, D = d H (l 1 , l 2 ) is the Hamming distance between l 1 and l 2 , and W = w 1 + w 2 , where w j is the Hamming weight of l j (j = 1, 2).
Proposition 2: In the proposed MD mapping function, μ, there is a one-to-one correspondence between MD signal points and binary labels.
Proof: See Appendix B. Proposition 3: In the proposed MD mapping function, the Hamming distance between the nearest neighbours in either of χ e or χ o cannot be larger than (m + 1) bits.
Proof: See Appendix C.
IV. DEVELOPMENT AND OPTIMIZATION OF COST FUNCTIONS TO IMPROVEΦ
As mentioned in Section III-A, maximizing the harmonic mean is a very complicated task. In this section, we use the 2-D mappings in (6), i.e., λ el , λ ol , λ er , λ or , to develop two cost functions and to derive a lower bound forΦ(μ, χ), i.e., Δ. Then, we propose an algorithm to maximize Δ by optimizing the cost functions over the 2-D mappings. As such, the achieved 2-D mappings construct a MD mapping that provides a larger value of Δ, which results in a larger value ofΦ(μ, χ).
A. Development of Cost Functions
In order to achieve a lower bound forΦ(μ, χ), Δ, we develop an upper bound forΦ(μ, χ) −1 . In particular, we first decomposeΦ −1 into two equal parts, i.e., Ω e (μ, χ) and Ω o (μ, χ), where in Ω e , x ∈ χ e andx ∈ χ o . Next, we derive an upper bound for Ω e (μ, χ), i.e., Ψ(μ, χ), and then, we decompose Ψ into Ψ l (μ, χ) and Ψ r (μ, χ), where Ψ l uses only the first symbol in x andx, i.e., x 1 andx 1 , and Ψ l uses the remaining symbols in x andx. As x ∈ χ e andx ∈ χ o , x 1 andx 1 in Ψ l are obtained using the mapping functions λ el and λ ol , respectively, while x i andx i (2 i N ) in Ψ r are obtained using λ er and λ or , respectively. Thus, we develop two cost functions ψ l and ψ r , where ψ l generates the same values as Ψ l by considering all the cases of using λ el and λ ol in Ψ l , and ψ r generates the same values as Ψ r by considering all the cases of using λ er and λ or in Ψ r . Finally, we use ψ l and ψ r to develop Δ. In what follows, we discuss these steps in detail.
We use (4) to writê
where
and
The sets χ e and χ o have the same cardinality. Moreover, when a given x is in χ e then the correspondingx belongs to χ o and vice versa. Therefore, (8) and (9) use the same set of Euclidean distances, which results in Ω e (μ, χ) = Ω o (μ, χ). As a result, without loss of generality, in the rest of this section we will use/compute only Ω e (μ, χ). Using (7) we havê
Since (8) can be rewritten as
Proposition 4: Let y = (y 1 , y 2 , · · · , y N ) be a vector of positive real numbers. Then, we have
Proof: See Appendix D. Applying (12) in (11), we can write
We can decompose Ψ(μ, χ) as
where Ψ l (μ, χ) and Ψ r (μ, χ) are given by
Let l = (l 1 , l 2 , · · · , l mN ) andl = (l 1 ,l 2 , · · · ,l mN ) are two mN -bit labels, which are different only in the i th bit position, and are mapped to x = (x 1 , · · · , x N ) andx = (x 1 , · · · ,x N ), respectively. We define l i andl i respectively as the i th mtuple bits of l andl, and rewrite l = (l 1 , l 2 , · · · , l mN ) and l = (l 1 ,l 2 , · · · ,l mN ). Then, Ψ l in (15) is equal to Ψ l , which is given by
where L i b ∈ L is the subset of labels with value b in their i th bit position. For a given m-bit sequence l i ,l i can take (m+1) distinct m-bit sequences, where each one is the same as l i or different from l i only in one bit position. For example, if m = 4 and l i = (0, 0, 0, 0),l can take either of the 5 labels in {(0, 0, 0, 0), (0, 0, 0, 1), (0, 0, 1, 0), (0, 1, 0, 0), (1, 0, 0, 0)}. Let α = (α 1 , · · · , α m ) and β = (β 1 , · · · , β m ) be two binary sequences, where β has the Hamming distance of either zero or one bit from α. The set of (m + 1) possibilities for β is denoted by B. Assume that for a given i, l i = α and l i = β. Then, Ψ l in (17) is equal to ψ l , which is defined as
where 1(x) is an indicator function that takes value 1 if x is true, otherwise it takes value 0. Similarly, Ψ r in (16) is equal to Ψ r , which is given by
The m-bit elements l i in l = (l 1 , l 2 , · · · , l N ) are independent from one another for all values of i. Then, Ψ r in (20) is equal to ψ r , which is defined as
and can be rewritten as
where a (r) α,β is computed as
Using (10), (13) , and (14), a lower bound ofΦ(μ, χ) can be derived as followŝ
where Δ is given by
.
Because Ψ l (μ, χ) = ψ l (λ el , λ ol , χ el , χ) and Ψ r (μ, χ) = ψ r (λ er , λ or , χ), we rewrite Δ as
. (26) Note that (26) operates in 2-D signal space rather than MD signal space, and as a result, optimization is much simpler. Our objective is to maximize Δ and then to calculate the correspondingΦ(μ, χ). Since ψ l (λ el , λ ol , χ el , χ) and ψ r (λ er , λ or , χ) are independent from each other, then the maximum value of Δ, Δ max , is given by
B. Minimization of Cost Functions
The minimization of the cost functions ψ l and ψ r in (27) can be done using the BSA [20] . Note that the minimization of ψ r is simpler than that of ψ l because ψ r deals with fewer effective arguments. Thus, we first optimize ψ r , and then, use the obtained results to simplify the minimization of ψ l .
1) Minimization of ψ r : To minimize ψ r , two random mappings are initially considered as λ er and λ or . Then, the BSA is used to minimize ψ r by modifying λ er and λ or . In fact in ψ r , the cost value for a given symbol in λ er is computed by using (m + 1) corresponding symbols from λ or . As a result, simultaneously modifying λ er and λ or can make the optimization complex. Therefore, our approach is to minimize ψ r by alternatingly modifying each of λ er and λ or . In other words, we use the BSA to decrease ψ r by modify λ er . After a given number of iterations, λ er and λ or are exchanged. Again, the BSA is used to decrease ψ r by modifying the new λ er . This procedure is repeated up to a given number of iterations.
2) Minimization of ψ l : In addition to λ el and λ ol , χ el is another effective argument in computing ψ l . As there is no constraint on χ el , it is a complex process to minimize ψ l . To simplify the optimization process, χ el is constrained to involve only the symbols whose labels in the obtained λ er take binary value b in a given bit position. In this paper, we assume that χ el involves the symbols whose labels in λ er take the value zero in the first bit-position. The functions ψ l and ψ r are computed by considering the similar Euclidean distances between two-dimensional symbols. As a result, there is a potential advantage in applying the above mentioned constraint on χ el because it will be easier to find a suitable λ el corresponding to a given λ ol . After determining χ el and χ ol , two random mappings are generated as λ el and λ ol . Again the BSA is applied to minimize ψ l by modifying λ el . Then, λ el is exchanged by λ ol and the BSA minimizes ψ l by modifying the new λ el . This procedure is repeated up to a given number of iterations.
By executing the proposed algorithm for a certain number of iterations, a local maximum value is calculated using (27) . The search algorithm is executed several times and each time the corresponding value forΦ(μ, χ) is calculated. Finally, the modulations corresponding to the maximum obtained Φ(μ, χ) are chosen. Fig. 2 illustrates the flowchart of the proposed algorithm. Numerical results confirm that the proposed algorithm generates mappings with significantly large values ofΦ(μ, χ). As a result, the obtained mappings would also improve the error performance of BICM-ID systems in the high SNR region over Rayleigh fading channels. 
C. Simplified BSA
We use the simplified BSA in our algorithm to reduce the search complexity. The BSA calculates a cost function for each symbol in an initial random mapping, and then, lists the symbols in descending order in terms of cost value. Next, the label of the symbol with the highest cost value is switched with the label of another symbol such that the total cost is reduced as much as possible. After each switch, the BSA again lists the symbols in descending cost value and repeats the switching process. It is important to note that each switch in the subsequent rounds of the BSA affects the cost value of only a limited number of symbols in the mapping. In particular, in maximizingΦ(μ, χ) for a given modulation using the BSA, when the label of symbol s i , i.e., l i , is switched by label of symbol s j , i.e., l j , the cost value changes only for s i and s j and for the symbols whose labels are different from l i or l j only in one bit position. For example, for a 2 m -ary modulation, the number of affected symbols in each switch in a subsequent round is at most (m + 2). Therefore, in the subsequent rounds of the simplified BSA, we calculate the cost function only for the symbols that are affected by the most recent switch. This modification makes the BSA much simpler while resulting in the exactly same results.
V. NUMERICAL RESULTS AND DISCUSSION
This section provides resulting mappings and selected numerical results to illustrate the performance and advantage of our proposed MD mappings for BICM-ID.
A. Resulting MD Mappings
Our proposed algorithm is used to obtain MD mappings of different modulations such as 8-PSK, the optimum 8-QAM [24] , and 2 m -QAM for m = 4, 5, · · · , 10. Tables I-II show the resulting 2-D mappings, i.e., λ er , λ or , λ el , and λ ol , in decimal format for 8-ary modulations and 16-QAM. The results for larger modulations are reported in Appendix E (due to the space limitation, the results for 256-, 512-, and 1024-QAM are reported in [25] ). In these tables, the decimal labels are ordered according to the symbol order in the corresponding constellations. For 8-PSK and the optimum 8-QAM, the considered symbol order is shown in Fig. 3 . For square QAMs, it is assumed that the symbol order starts from the top left corner in the constellation and increases from top to bottom and from left to right (see Fig. 4.(a) as an example for 16-QAM). For cross QAM constellations, such as 32-QAM, we consider the symbol order used in [26] . In these tables, the resulting 2-D mappings for higher order modulations are indicated in multiple rows. For example in Table VII , λ er for 64-QAM is indicated in two rows, where the first element in the second row is the label of the 33 rd symbol in the 64-QAM constellation. In addition, two labels in the i th parentheses in λ el and λ ol in each table belong to the i th symbol in χ el and χ ol , respectively. For example, Fig. 4.(b) , (c), and (d) illustrate the 16-QAM mappings reported in Table II . As mentioned in Section IV-B, χ el involves the symbols whose binary labels in λ er take the value zero at the first bit position. In other words, χ el is constructed by the symbols whose decimal label in λ er is smaller than M 2 . As a result, for 16-QAM, χ el = {S 1 , S 2 , S 5 , S 6 , S 9 , S 10 , S 13 , S 14 }, where χ el is indicated by unshaded symbols in Fig. 4.(d) . The remaining 16-QAM symbols belong to χ ol , which are shaded in Fig. 4.(d) . Example 1 clarifies how to use λ el , λ ol , λ er , and λ or to construct the proposed MD mapping of 16-QAM.
Example 1: In the proposed MD mapping method, let us set m = 4 (16-QAM), N = 3 and l = (0, 1, 1, 0,  1, 1, 1, 1, 0, 1, 1, 1) . The label l is considered as a sequence of three 4-bit labels, i.e., l = (l 1 , l 2 , l 3 ), where l 1 = (0, 1, 1, 0), l 2 = (1, 1, 1, 1) , and l 3 = (0, 1, 1, 1). The mapping rule in (6) is used to map l = (l 1 , l 2 , l 3 ) to signal point x = (x 1 , x 2 , x 3 ), as follows. The Hamming weight of l is odd, i.e., l ∈ L o , thus x 1 = λ ol (l 1 ), x 2 = λ or (l 2 ), and x 3 = λ or (l 3 ). The decimal format of l 1 , l 2 , and l 3 are 6, 15, and 7, respectively. In Fig. 4(d) , it can be observed that among the shaded symbols that λ ol operates on, symbol S 16 is mapped by decimal label 6. As a result, x 1 = S 16 . Considering the mapping function λ or indicated in Fig. 4(c) we also have x 2 = λ or (15) = S 14 and x 3 = λ or (7) = S 12 . Consequently, l is mapped to x = (S 16 , S 14 , S 12 ).
B. Performance Comparison
The proposed mappings are compared to the MD mappings obtained using the state of the art methods in the literature such as the optimum mapping method in [14] , the BSA, random mapping, and the MD mapping method in [11] . To assess different mappings, we first compare the value of Φ(μ, χ) andΦ(μ, χ) offered by the mappings. Then, we use the BER curve to compare the BICM-ID error performance in the low SNR region when using different mappings. Finally, we use an analytical bound on the error-floor to evaluate the system's error performance in the high SNR region. In our simulations, we consider a rate-1/2 convolutional code with the generator polynomial of (13, 15) 8 . An interleaver length of about 10000 bits is used. All BER curves are presented with seven iterations and all gains reported in this section are measured at a BER of 10 −6 . Also, the coded modulation (CM) capacity is calculated using the defintion in [27] and the error-floor bounds have been plotted using the Gauss-Chebyshev method in [21] . It should be noted that achieving these error-floor bounds can be challenging because they happen at a very small value of BER. Moreover, the framework/example that we use in this section to compare the results of our proposed method with those of the best known methods is a conventional BICM-ID, which does not use SSD. As this system is not capacity approaching, the resulting BER curves do not approach the channel capacity bounds. However, the proposed method can be used to find suitable mappings for a capacity approaching BICM-ID-SSD, as well. According to the modulation order, we discuss our results for three classes of modulations: low, medium, and high order modulations. In particular, we discuss 8-ary modulations (for the low order), 16-and 32-QAM (for the medium order), and M-QAM (M = 64, 128, 256, and 1024) for the higher order modulations. Table III compares the values of the harmonic mean before and after feedback, i.e., Φ(μ, χ) andΦ(μ, χ), for different 2N -D (N = 2, 3) mappings of 8-ary modulations. As this table shows, for 8-PSK, our proposed MD mapping provides the same values as those of the optimum MD mapping proposed in [14] . This clearly shows our proposed algorithm's efficiency. We have also used our algorithm to obtain MD mappings of the optimum 8-QAM constellation introduced in [24] . As shown in Table III , for the optimum 8-QAM, our resulting mappings improve the values of Φ(μ, χ) and Φ(μ, χ) in comparison with the mappings obtained using the state of the art BSA. Therefore, it is expected that for the optimum 8-QAM, the proposed mappings outperform the BSA mappings in both the low and high SNR regions. This is confirmed by the plotted simulation results for the BER and error-floor bounds of BICM-ID in Fig. 5 and Fig. 6 , respectively. As shown in Fig. 5 , for the 4-D and 6-D optimum 8-QAM, our proposed mappings outperform their BSA counterparts by 1 and 0.85 dB, respectively. The gain over the optimum 4-D and 6-D mapping of 8-PSK is 0.7 and 0.65, respectively. This is because in addition to a large value ofΦ(μ, χ), the proposed MD mapping of the optimum 8-QAM significantly improves the value of Φ(μ, χ) compared to that of the optimum MD 8-PSK. Note that for the case of MD 8-PSK, our resulting mapping is the same as the optimum mapping in [14] . Thus, only the optimum mapping is used for comparison in BER and error-floor plots. As shown in Fig. 6 , the proposed 4-D and 6-D mappings of the optimum 8-QAM outperform the corresponding BSA mappings by 0.3 and 0.45 dB, respectively. Moreover in this figure, the optimum MD mapping of 8-PSK offers a lower error-floor due to the nature of the 8-PSK constellation, which can offer higher values ofΦ(μ, χ).
1) MD Mapping of Low Order Modulations:
2) MD Mapping of Medium Order Modulations: Table IV lists the values of Φ(μ, χ) andΦ(μ, χ) for different 4-D mappings of 16-and 32-QAM. It can be seen from this table that, except for the value of Φ(μ, χ) for the 4-D 16-QAM where the proposed mapping offers the same value as that of the mapping in [11] , our proposed mappings significantly improve the values of Φ(μ, χ) andΦ(μ, χ), compared to their well-known counterparts. Therefore, it is expected that the proposed mappings improve the error rate performance compared to the previously known mappings in both the low and high SNR regions. This is confirmed by the simulation results for the BER performance of BICM-ID shown in Fig. 7 and by the error-floor bounds plotted in Fig. 8 . In the case of 4-D 16-QAM, as illustrated in Fig. 7 , in the low SNR region, the proposed mapping achieves a gain of 1 and 1.55 dB over the BSA and random mappings, respectively. Although as shown in Fig. 7 the BER performance of the proposed 4-D 16-QAM is similar to that of the mapping in [11] , our mapping outperforms the mapping in [11] in the high SNR region by about 0.5 dB, as shown in Fig. 8 . This figure also shows that the proposed mapping improves the error-floor by 0.9 and 3.4 dB compared to the BSA and random mappings, respectively. In the case of 4-D 32-QAM, our proposed mapping outperforms the best previously known mappings, i.e., the BSA and random mappings, by 1.4 and 1.9 dB, respectively, which is illustrated in Fig. 7. Fig. 8 shows that the corresponding gain in the high SNR region is 0.5 and 4 dB, respectively.
3) MD Mapping of Higher Order Modulations: Table V reports the values of Φ(μ, χ) andΦ(μ, χ) for MD mappings of different higher order modulations. It can be observed from this table that our proposed mappings improve these values compared to the previously known mappings, except for the case of the MD 64-QAM in [11] , where our mapping offers a similar value of Φ(μ, χ). Therefore, it is expected that the proposed mappings offer improved error performance in both the low and high SNR regions. This is confirmed by the simulation results for the BER and by the analytical error bounds in Figs. 9-12. In the case of 4-D 64-QAM, our proposed mapping outperforms the BSA and random mappings in the low SNR region by 2.9 and 3.1 dB, respectively, as shown in Fig. 9 . Although in Fig. 9 our proposed mapping offers similar performance to that of the mapping in [11] , the proposed mapping outperforms the mapping in [11] by over 0.5 dB in the high SNR region, as shown in Fig. 10 . In this figure, the achieved gain over the BSA and random mappings is 0.75 and 4.3 dB, respectively. Fig. 9 also shows that for 4-D 128-QAM in the low SNR region, the proposed mapping achieves the gain of 3.1 and 3 dB over the BSA and random mappings, respectively. In the high SNR region for 4-D 128-QAM, our proposed mapping improves the errorfloor by 2 and 4.5 dB compared to the BSA and random mappings, respectively, as illustrated in Fig. 10 . Fig. 11 shows that for 4-D 256-QAM in the low SNR region, the proposed mapping achieves the gain of 3.5 and 3.2 dB over the BSA and random mappings, respectively. The corresponding gain for the case of 4-D 1024-QAM is 3.9 and 3 dB, respectively. For the case of 4-D 256-QAM in the high SNR region, our proposed mapping improves the error-floor by 4.5 and 4.6 dB compared to the BSA and random mappings, respectively, as shown in Fig. 12 . The corresponding gain for the case of 4-D 1024-QAM is 4.8 and 4.9 dB, respectively.
It can be observed from Fig. 5-12 that the BSA results become less efficient as the modulation order increases. As such, random mapping performs better than the BSA mapping for 4-D 256-and 1024-QAM, as shown in Fig. 11 . 
C. Analysis of Convergence Behaviour
The extrinsic information transfer chart (EXIT chart) is a commonly used metric to assess the convergence behavior of BICM-ID. In an EXIT chart, the area between the decoder curve and the demapper curve is called EXIT tunnel [18] . BICM-ID can achieve a coding gain through the iterative decoding process only when it provides an open EXIT tunnel. Fig. 13 shows the EXIT charts for BICM-ID when using different 4-D mappings of 128-QAM in the Rayleigh fading channel. For brevity in this section, we investigate the EXIT chart only for 4-D 128-QAM. The results are similar for other considered modulations. From Fig. 13 , it can be seen that BICM-ID with the proposed mapping exhibits an open EXIT tunnel when E b N0 = 6 dB. This implies that when using the proposed mapping, the iterative decoding process starts to improve the performance of BICM-ID at E b N0 = 6. This is in accordance with the BER curve of the proposed mapping in Fig. 9 , where the BER curve falls gradually after E b N0 = 6. Fig. 13 also shows that the open EXIT tunnels for both the BSA and random mappings appear at E b N0 = 11. As a result, when using the BSA and random mappings, the system BER will not improve unless after E b N0 = 11, which is confirmed by the corresponding BER curves in Fig. 9 . Consequently, the BER performance with our proposed mapping improves through the iterative decoding 5 dB earlier than those of the BSA and Random mappings. This results in an earlier turbo cliff for the BER curve with our proposed mapping in Fig. 9 .
D. Complexity Comparison for LDPC-BICM and BICM-ID
As mentioned in Section I, BICM-ID uses a convolutional code, which makes its decoder simpler than that of LDPC-BICM. For example, let us consider that LDPC-BICM uses an irregular LDPC code with the paritycheck matrix (32400-by-64800) corresponding to DVB-S.2 standard with 17 iterations. Also, let us consider that BICM-ID uses a (15, 17) 8 convolutional code with a Log-BCJR decoding with 7 iterations. A 16-ary modulation is used in both systems. Note that the performance of the defined LDPC-BICM and BICM-ID are similar. The set of decoder-demodulator of LDPC-BICM uses an average number of 1732 multiplications, 183 additions, 833 tanh functions, 833 atanh functions, and 32 exponential functions per information bit. On the other hand, for each information bit, the set of decoder-demodulator of BICM-ID uses an average number of 1008 multiplications, 588 additions, 448 compare-and-select operations, and 224 exponential functions. It should be noted that by increasing the size of modulation, the complexity of BICM-ID increases faster than that of LDPC-BICM. This is because BICM-ID uses an optimal maximum a posteriori detector at the demodulator. A sub-optimal detector can simplify the demodulation of BICM-ID at the expense of certain error rate performance. Designing a sub-optimal demodulator for BICM-ID is indeed an interesting topic to purse in the future.
VI. CONCLUSION
A novel MD mapping method is proposed to improve the error performance of the BICM-ID system in both the low and high SNR regions over Rayleigh fading channels. The method uses four 2-D mappings to construct an MD mapping that improves the error performance in the low SNR region. Furthermore, cost functions are developed and optimized over the 2-D mappings to achieve an MD mapping that improves the error performance in the high SNR region. Due to the lower complexity of the 2-D space, the optimization approach is very simple and results in excellent MD mappings for different modulations, including higher order modulations such as 2 m -QAM (m = 4, .., 10). Extensive numerical results, including analytical and simulation results, show that the obtained mappings significantly outperform the previously known state of the art mappings in both the low and high SNR regions.
APPENDIX A PROOF OF PROPOSITION 1
Let i = (i 1 , i 2 , · · · , i D ) be the set of bit positions in which l 1 
APPENDIX B PROOF OF PROPOSITION 2
Let l andl be two mN -bit labels. If l,l ∈ L e or l, l ∈ L o , the corresponding value for W in Proposition 1 is an even number. As a result, l andl have an even Hamming distance from each other. Similarly, two labels one from L e and the other from L o have an odd Hamming distance from each other. Since there is no common 2-D signal point between χ el and χ ol , there is no common 2N -D signal point between χ e and χ o . As a result, none of the 2N -D signal points will be mapped simultaneously by a label from L e and a label from L o . Therefore, it is sufficient to prove that there is a one-to-one correspondence between labels from L e and signal points from χ e and similarly between labels in L o and signal points in χ o . In what follows, we prove this for the even subsets, i.e., for labels in L e and signal points in χ e .
Assume that l = (l 1 , l 2 , · · · , l mN ) andl = (l 1 ,l 2 , · · · , l mN ) are two labels in L e and are mapped to x = (x 1 , · · · , x N ) andx = (x 1 , · · · ,x N ), respectively, where both x andx are in χ e . Let us define l i andl i as the i th m-tuple bits of l andl, respectively. Then l = (l 1 , l 2 , · · · , l N ) and l = (l 1 ,l 2 , · · · ,l N ). Based on the relation between l i and l i for different values of i, there are two possible cases as follows:
Case 1: There exists a value of i (i 2) such that l i =l i . Let j 2, then according to (6) , the same one-to-one mapping function, i.e., λ er (.), is used to map l j to x j andl j tox j . Therefore, because l j =l j , we have
Case 2: l i =l i for all i 2. In this case, l i =l i only when i = 1, and as a result, d H (l,l) = d H (l 1 ,l 1 ). Since l andl belong to L e , they have an even Hamming distance from each other. Consequently, the Hamming distance between l 1 andl 1 is even as well. However, according to the proposed mapping method, the two labels that are mapped to each symbol in χ el have an odd Hamming distance from each other. Therefore, because λ el (l 1 ) = λ el (l 1 ), we have
From (29) and (30), it is concluded that in the proposed mapping function, different labels from L e are mapped to different signal points in χ e . In a similar way, it can be proven that the different labels from L o are mapped to the different signal points in χ o . As a result, the proposed MD mapping function is bijective.
APPENDIX C PROOF OF PROPOSITION 3
Similar to Proposition 1, assume that l = (l 1 , l 2 , · · · , l N ) and l = (l 1 , l 2 , · · · , l N ) are two labels in L e and are mapped to x = (x 1 , · · · , x N ) and x = (x 1 , · · · , x N ), respectively, where both x and x are in χ e , and l i and l i are the i th m-tuple bits of l and l , respectively. Let us assume that d H (l, l ) ≥ m + 2 and j is the number of values for i such that l i = l i . Note that d H (l, l ) > m, thus j > 1. Based on the value of j, there are two possible cases as follows.
Case 1 (When j = 2): Assume that l i = l i for i = p, q, where q > p 1. We have d H (l, l ) = d H (l p , l p ) + d H (l q , l q ).
(31)
Let p = 1. Because l q and l q are m-tuple vectors, d H (l q , l q ) ≤ m. Moreover, d H (l, l ) ≥ m + 2. Thus, using (31) we have d H (l p , l p ) ≥ 2. Since p = 1 and l, l ∈ L e , the mapping function λ el in (6) is used to map l p and l p to x p and x p , respectively. Note that in λ el , two m-tuple labels with a Hamming distance more than one bit cannot be mapped to the same 2-D symbol. As a result, we have λ el (l p ) = λ el (l p ), and therefore, x p = x p . Similarly, since q > 1, the mapping function λ er in (6) is used to map l q and l q . Moreover, λ er in (6) maps different m-tuple labels to different 2-D symbols. Therefore, as l q = l q , λ er (l q ) = λ er (l q ), and as a result, x q = x q . Let p > 1. In this case, λ er is used to map l p , l p , l q , and l q . As l p = l p and l q = l q , λ er (l p ) = λ er (l p ) and λ er (l q ) = λ er (l q ). As a result, x p = x p and x q = x q . Therefore, for all values of p and q, x and x are different in more than one symbol. Case 2 (When j 3): There are at least two values, p and q, such that p > q > 1 and l i = l i when i = p, q. In this case, λ er is used to map l p , l p , l q , and l q . As l p = l p and l q = l q , λ er (l p ) = λ er (l p ) and λ er (l q ) = λ er (l q ). As a result, x i = x i when i = p, q. Therefore, x and x are different in more than one symbol.
Consequently, in the proposed MD mapping function, when the Hamming distance between two labels in L e is larger than (m + 1) bits, the corresponding symbol-vectors in χ e are different in more than one symbol, and therefore, cannot be the nearest neighbours. The same characteristic can be proven for the labels in L o and the corresponding symbol-vectors in χ o .
APPENDIX D PROOF OF PROPOSITION 4
Since y i > 0 for all i, then 1 N i=1 y i 1 y j , j = 1, 2, · · · , N.
By taking the summation over all values of j from both sides of (32), one can write Tables VI-VIII. 
