Global Well-Posedness of Classical Solutions to the Cauchy problem of
  Two-Dimensional Baratropic Compressible Navier-Stokes System with Vacuum and
  Large Initial Data by Huang, Xiangdi & Li, Jing
ar
X
iv
:1
20
7.
37
46
v3
  [
ma
th.
AP
]  
20
 Ju
n 2
01
3
Global Classical Solution to the Cauchy Problem of 2D
Baratropic Compressible Navier-Stokes System with
Vacuum and Large Initial Data ∗
Xiangdi HUANGa, Jing LIb
a Academy of Mathematics and System Sciences,
Chinese Academy of Sciences, Beijing 100190, P. R. China
b Institute of Applied Mathematics, AMSS,
& Hua Loo-Keng Key Laboratory of Mathematics,
Chinese Academy of Sciences, Beijing 100190, P. R. China
Abstract
The authors establish the global existence and uniqueness of strong and classical
solutions to the Cauchy problem for the barotropic compressible Navier-Stokes
equations on the whole two-dimensional space with vacuum as far field density
and with no restrictions on the size of initial data provided the shear viscosity is a
positive constant and the bulk one is λ = ρβ with β > 4/3.
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1 Introduction and main results
We are concerned with the two-dimensional barotropic compressible Navier-Stokes
equations which read as follows:{
ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u) +∇P = µ△u+∇((µ + λ)divu),
(1.1)
where t ≥ 0, x = (x1, x2) ∈ Ω ⊂ R2, ρ = ρ(x, t) and u = (u1(x, t), u2(x, t)) represent,
respectively, the density and velocity, and the pressure P is given by
P (ρ) = Rργ , γ > 1. (1.2)
The shear viscosity µ and the bulk one λ satisfy the following hypothesis:
0 < µ = const, λ(ρ) = bρβ, b > 0, β > 0. (1.3)
∗The research of X. Huang was partially supported by NNSFC 11101392. Email: xd-
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In the sequel, we set R = b = 1 without loss of any generality. Let Ω = R2 and we
consider the Cauchy problem with (ρ, u) vanishing at infinity (in some weak sense).
For given initial data ρ0 and u0, we require that
ρ(x, 0) = ρ0(x), ρu(x, 0) = ρ0u0(x), x ∈ Ω = R2. (1.4)
When both the shear and bulk viscosities are positive constants, there is a huge
literature on the global existence and large-time behavior of solutions to (1.1). The one-
dimensional problem has been studied extensively by many people, see [14, 21, 30, 31]
and the references therein. For the multi-dimensional case, when the initial data ρ0,m0
are sufficiently regular and the initial density ρ0 has a positive lower bound, the local
existence and uniqueness of classical solutions are known in [26, 32]. Recently, for
the case that the initial density need not be positive and may vanish in open sets,
the existence and uniqueness of local strong and classical solutions were obtained by
[3, 4, 29]. More recently, for two-dimensional case and Ω = R2, Li-Liang [22] obtained
the existence and uniqueness of the local strong and classical solutions to (1.1)-(1.4)
with vacuum as far field density. The global classical solutions were first obtained by
Matsumura-Nishida [25] for initial data close to a non-vacuum equilibrium in some
Sobolev space Hs. Such theory was later generalized to weak solutions by Hoff [15]
and solutions in Besov spaces by Danchin [7]. For the existence of solutions for large
data, the major breakthrough is due to Lions [24] (see also Feireisl [12, 13]), where
he obtained global existence of weak solutions when the exponent γ is suitably large.
The main restriction on initial data is that the initial energy is finite, so that the
density is allowed to vanish initially. Recently, Huang-Li-Xin [18] established the global
existence and uniqueness of classical solutions to the Cauchy problem for the isentropic
compressible Navier-Stokes equations in three-dimensional space with smooth initial
data which are of small energy but possibly large oscillations; in particular, the initial
density is allowed to vanish, even has compact support.
However, there are few results regarding global strong solvability for equations of
multi-dimensional motions of viscous gas with no restrictions on the size of initial data.
One of the first ever ones is due to Vaigant-Kazhikhov [34] who obtained that the two-
dimensional system (1.1)-(1.4) admits a unique global strong solution for large initial
data away from vacuum provided β > 3 and the domain Ω is bounded. Recently,
under some additional compatibility conditions on the periodic initial data, Jiu-Wang-
Xin [19] considered periodic classical solutions and removed the condition that the
initial density should be away from vacuum in Vaigant-Kazhikhov [34] but still under
the same condition β > 3 as that in [34]. More recently, for periodic initial data with
initial density allowed to vanish, we [16] not only relax the crucial condition β > 3 of [34]
to the one that β > 4/3, but also obtain both the time-independent upper bound of the
density and the large-time behavior of the strong and weak solutions. It should be noted
that [16,19,34] only consider the periodic case or the case of bounded domains and the
global existence of strong and classical solutions to the Cauchy problem (1.1)-(1.4) in
the whole space R2 remains open. In fact, this is the aim of this paper.
Before stating the main results, we explain the notations and conventions used
throughout this paper. We denote∫
fdx =
∫
R2
fdx.
For 1 ≤ r ≤ ∞, we also denote the standard Lebesgue and Sobolev spaces as follows:
Lr = Lr(R2), W s,r =W s,r(R2), Hs =W s,2.
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Then, we give the definition of strong solutions to (1.1):
Definition 1.1 If all derivatives involved in (1.1) for (ρ, u) are regular distributions,
and equations (1.1) hold almost everywhere in R2× (0, T ), then (ρ, u) is called a strong
solution to (1.1).
Thus, the first main result concerning the global existence of strong solutions can be
stated as follows:
Theorem 1.1 Assume that
β > 4/3, γ > 1, (1.5)
and that the initial data (0 ≤ ρ0, u0) satisfy that for some q > 2 and a ∈ (1, 2)
x¯aρ0 ∈ L1 ∩H1 ∩W 1,q, ∇u0 ∈ L2, ρ1/20 u0 ∈ L2, (1.6)
with
x¯ , (e+ |x|2)1/2 log1+η0(e+ |x|2), η0 = 3
8
− 1
2β
> 0. (1.7)
Then the problem (1.1)-(1.4) has a unique global strong solution (ρ, u) satisfying that
for any 0 < T <∞,

ρ ∈ C([0, T ];L1 ∩H1 ∩W 1,q),
x¯aρ ∈ L∞(0, T ;L1 ∩H1 ∩W 1,q),
√
ρu, ∇u, x¯−1u, √t√ρut ∈ L∞(0, T ;L2),
∇u ∈ L2(0, T ;H1) ∩ L(q+1)/q(0, T ;W 1,q),√
t∇u ∈ L2(0, T ;W 1,q),
√
ρut,
√
t∇ut,
√
tx¯−1ut ∈ L2(R2 × (0, T )),
(1.8)
and that
inf
0≤t≤T
∫
BN
ρ(x, t)dx ≥ 1
4
∫
R2
ρ0(x)dx, (1.9)
for some constant N > 0 and BN ,
{
x ∈ R2∣∣ |x| < N} .
If the initial data (ρ0,m0) satisfy some additional regularity and compatibility con-
ditions, the global strong solutions become classical ones, that is,
Theorem 1.2 Suppose that (1.5) holds. In addition to (1.6), assume that (ρ0, u0)
satisfies {
∇2ρ0, ∇2λ(ρ0), ∇2P (ρ0) ∈ L2 ∩ Lq,
x¯δ0∇2ρ0, x¯δ0∇2λ(ρ0), x¯δ0∇2P (ρ0) ∈ L2, ∇2u0 ∈ L2,
(1.10)
for some constant δ0 ∈ (0, 1), and the following compatibility condition:
− µ△u0 −∇((µ+ λ(ρ0))divu0) +∇P (ρ0) = ρ1/20 g, (1.11)
with some g ∈ L2. Then, in addition to (1.8) and (1.9), the strong solution (ρ, u)
obtained by Theorem 1.2 satisfies for any 0 < T <∞,

∇2ρ, ∇2λ(ρ), ∇2P (ρ) ∈ C([0, T ];L2 ∩ Lq),
x¯δ0∇2ρ, x¯δ0∇2λ(ρ), x¯δ0∇2P (ρ) ∈ L∞(0, T ;L2),
∇2u, √ρut,
√
t∇ut,
√
tx¯−1ut, t
√
ρutt, t∇2ut ∈ L∞(0, T ;L2),
t∇3u ∈ L∞(0, T ;L2 ∩ Lq),
∇ut, x¯−1ut, t∇utt, tx¯−1utt ∈ L2(0, T ;L2),
t∇2(ρu) ∈ L∞(0, T ;L(q+2)/2).
(1.12)
3
A few remarks are in order:
Remark 1.1 As shown by [22, Remark 1.1], the solution (ρ, u) obtained in Theorem
1.2 is in fact a classical one to the Cauchy problem (1.1)-(1.4) in R2 × (0,∞).
Remark 1.2 Theorems 1.1 and 1.2 generalize and improve the earlier results due to
Vaigant-Kazhikhov [34] where they required that β > 3 and that the domain is bounded.
Moreover, Theorems 1.1 and 1.2 also extend our previous result [16] where we consider
the periodic case to the Cauchy problem in the whole space R2.
Remark 1.3 It is worth noting here that Zhang-Fang [35, Theorem 1.8] showed that if
(ρ, u) ∈ C1([0, T ];Hk), k > 3 is a spherically symmetric solution to the Cauchy problem
(1.1)-(1.4) with the compact supported initial density ρ0 6≡ 0, T must be finite provided
1 < β ≤ γ. However, in our Theorem 1.2, for ρ, we have ρ ∈ C([0, T ];H2), but for u,
only ∇u ∈ Hk. Note that the function u ∈ {∇u ∈ Hk} decays much slower for large
values of the spatial variable x than the one u ∈ Hk+1. Therefore, it seems that it is
the slow decay of the velocity field for large values of the spatial variable x that leads to
the global existence of smooth solutions.
Remark 1.4 It should be mentioned here that it seems that β > 1 is the extremal case
for the system (1.1)-(1.3) (see [34]). Therefore, it would be interesting to study the
problem (1.1)-(1.4) when 1 < β ≤ 4/3. This is left for the future.
We now comment on the analysis of this paper. Note that for initial data satisfying
the conditions of Theorems 1.1 and 1.2, the local existence and uniqueness of strong
and classical solutions to the Cauchy problem (1.1)-(1.4) have been established in [22].
Thus, to extend the strong and classical solutions globally in time, one needs global
a priori estimates on smooth solutions to (1.1)-(1.4) in suitable higher norms. To do
so, motivated by [16, 17], it turns out that the key issue in this paper is to derive the
upper bound for the density. We then try to modify the analysis in [16,34]. However,
the methods in [16, 34] can not be applied directly to our case since their arguments
rely heavily on the fact that the domain is bounded. The key steps of this paper
are as follows: We first obtain the spatial weighted mean estimate of the density(see
(3.6)). Then, rewriting (1.1)2 as (3.13) in terms of a sum of commutators of Riesz
transforms and the operators of multiplication by ui (see (3.12)) as in [16, 23, 28], we
succeed in deriving the estimate of L∞(0, T ;Lp)-norm of the density (see (3.9)) after
using the spatial weighted mean estimate of the density we have just derived, the Hardy
type inequality (see (2.3)), and the Lp-estimate of the commutators due to Coifman-
Rochberg-Weiss [5](see (2.8)). Next, by energy type estimates and the compensated
compactness analysis [8, Theorem II.1], we show that log(1+ ‖∇u‖L2) does not exceed
‖ρ‖4/3L∞ (see (3.24)). Then, after we establish a key estimate of ‖ρu‖Lr in terms of
‖ρ‖L∞ , ‖ρ1/2u‖L2 , and ‖∇u‖L2 with the explicit expression of r (see (2.6) for details),
we can use the W 1,p-estimate of the commutator due to Coifman-Meyer [6] (see (2.9))
to obtain an estimate on the L1(0, T ;L∞)-norm of the commutators in terms of ‖ρ‖L∞
(see (3.40)), which together with the Brezis-Wainger inequality (see (2.10)) leads to the
key a priori estimate on ‖ρ‖L∞ provided β > 4/3. See Proposition 3.1 and its proof.
The next main step is to bound the gradients of the density. We first obtain the
temporal weighted mean estimates on the material derivatives of the velocity by mod-
ifying the basic estimates on the material derivatives of the velocity due to Hoff [15].
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Then, following [17], the Lp-bound of the gradient of the density can be obtained by
solving a logarithm Gronwall inequality based on a Beale-Kato-Majda type inequality
(see Lemma 2.7), the a priori estimates we have just derived and some careful initial
layer analysis; and moreover, such a derivation yields simultaneously also the bound
for L1(0, T ;L∞(R2))-norm of the gradient of the velocity; see Lemma 4.2 and its proof.
The rest of the paper is organized as follows: In Section 2, we collect some elementary
facts and inequalities which will be needed in later analysis. Section 3 is devoted to the
derivation of upper bound on the density which is the key to extend the local solution to
all time. Based on the previous estimates, higher-order ones are established in Sections
4 and 5. Then finally, the main results, Theorems 1.1 and 1.2, are proved in Section 6.
2 Preliminaries
The following local existence of strong and classical solutions can be found in [22].
Lemma 2.1 Let β ≥ 1 and γ > 1. Assume that (ρ0, u0) satisfies (1.6). Then there
exist a small time T > 0 and a unique strong solution (ρ, u) to the problem (1.1)-(1.4)
in R2×(0, T ) satisfying (1.8) and (1.9). Moreover, if (ρ0, u0) satisfies (1.10) and (1.11)
besides (1.6), (ρ, u) satisfies (1.12) also.
The following Sobolev inequality will be used frequently.
Lemma 2.2 ( [27, 33]) There exists a universal positive constant C such that the fol-
lowing estimates hold for any p ∈ (2,∞),
‖u‖Lp ≤ Cp1/2‖∇u‖L2p/(p+2) , ‖v‖Lp ≤ Cp1/2‖v‖2/pL2 ‖∇v‖
1−2/p
L2
, (2.1)
for any function u ∈ {u ∈ Lp ∣∣∇u ∈ L2p/(p+2)} and v ∈ H1.
The following weighted Lp bounds for elements of the Hilbert space D˜1,2(R2) , {u ∈
H1loc(R
2)|∇u ∈ L2(R2)} can be found in [23, Theorem B.1].
Lemma 2.3 For m ∈ [2,∞) and θ ∈ (1 +m/2,∞), there exists a positive constant C
such that we have for all v ∈ D˜1,2(R2),
(∫ |v|m
e+ |x|2 (log(e+ |x|
2))−θdx
)1/m
≤ C‖v‖L2(B1) + C‖∇v‖L2 , (2.2)
where we denote BN , {x ∈ R2| |x| < N} for N > 0.
The combination of Lemma 2.2 with Lemma 2.3 yields
Lemma 2.4 For x¯ and η0 as in (1.7), there exists a positive constant C depending
only on η0 such that every function v ∈ D˜1,2(R2) satisfies for all δ ∈ (0, 2)
‖vx¯−δ‖L4/δ ≤ Cδ−η0−1/2
(‖v‖L2(B1) + ‖∇v‖L2) . (2.3)
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Proof. Noticing that
|∂ix¯| ≤ 6 log1+η0(e+ |x|2), i = 1, 2,
we obtain by direct calculations
‖∇(vx¯−δ)‖L4/(2+δ)
= ‖x¯−δ∇v − δvx¯−δ−1∇x¯‖L4/(2+δ)
≤ ‖∇v‖L2‖x¯−δ‖L4/δ + 6δ‖vx¯−1‖L2‖x¯−δ log1+η0(e+ |x|2)‖L4/δ
≤ C (‖∇v‖L2 + δ−η0‖vx¯−1‖L2) ,
(2.4)
where in the last inequality we have used the following simple fact that
‖x¯−δ log1+η0(e+ |x|2)‖L4/δ
≤ ‖x¯−δ/2‖L4/δ‖(e + |x|2)−δ/(4(1+η0)) log(e+ |x|2)‖1+η0L∞
≤ Cδ−1−η0 ,
due to (e+ y)−α log(e+ y) ≤ α−1 for α > 0 and any y ≥ 0. The desired estimate (2.3)
thus directly follows from (2.1), (2.4), and (2.2). The proof of Lemma 2.4 is completed.
A useful consequence of Lemma 2.4 is the following weighted bounds for elements of
D˜1,2(R2) which is important for our analysis.
Lemma 2.5 Let x¯ and η0 be as in (1.7). For γ > 1, assume that ρ ∈ L1(R2)∩L∞(R2)
is a non-negative function such that∫
BN1
ρdx ≥M1,
∫
ργdx ≤M2,
∫
ρx¯αdx ≤M3, (2.5)
for positive constants Mi(i = 1, · · · , 3), α, and N1 ≥ 1. Then there is a positive constant
C depending only on Mi(i = 1, · · · , 3), N1, α, γ, and η0 such that every v ∈ D˜1,2(R2)
satisfies
‖ρv‖Lr ≤ Crη0+1/2(1 + ‖ρ‖L∞)
(
‖ρ1/2v‖L2(BN1 ) + ‖∇v‖L2
)
, (2.6)
for any r ∈ (1,∞).
Proof. It follows from (2.5) and the Poincare´ type inequality [12, Lemma 3.2] that
there exists a positive constant C depending only on M1,M2, N1, and γ, such that
‖v‖2H1(BN1 ) ≤ C
∫
BN1
ρv2dx+ C‖∇v‖2L2(BN1 ). (2.7)
This combined with Holder’s inequality, (2.3), and (2.5) yields that for r ∈ (1,∞) and
σ = 4/(r(4 + α)),
‖ρv‖Lr ≤ ‖(ρx¯α)σ‖L1/σ‖vx¯−ασ‖L4/(ασ)‖ρ‖1−σL∞
≤ Crη0+1/2
(
‖ρ1/2v‖L2(BN1 ) + ‖∇v‖L2
)
(1 + ‖ρ‖L∞),
which shows (2.6) and finishes the proof of Lemma 2.5.
Next, let H1(R2) and BMO(R2) stand for the usual Hardy and BMO space. Given
a function b, define the linear operator
[b,RiRj ](f) , bRi ◦Rj(f)−Ri ◦Rj(bf), i, j = 1, 2,
where Ri is the usual Riesz transform on R
2 : Ri = (−△)−1/2∂i. The following
properties of the commutator [b,RiRj ](f) will be useful for our analysis.
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Lemma 2.6 Let b, f ∈ C∞0 (R2). Then for p ∈ (1,∞), there is C(p) such that
‖[b,RiRj ](f)‖Lp ≤ C(p)‖b‖BMO‖f‖Lp . (2.8)
Moreover, for qi ∈ (1,∞)(i = 1, 2, 3) with q−11 = q−12 + q−13 , there is x C depending only
on qi(i = 1, 2, 3) such that
‖∇[b,RiRj ](f)‖Lq1 ≤ C‖∇b‖Lq2‖f‖Lq3 . (2.9)
Remark 2.1 Properties (2.8) and (2.9) are due to Coifman-Rochberg-Weiss [5] and
Coifman-Meyer [6] respectively.
Next, we state the following Beale-Kato-Majda-type inequality which was proved
in [1, 20] when divu ≡ 0 and will be used later to estimate ‖∇u‖L∞ and ‖∇ρ‖Lp .
Lemma 2.7 ( [1, 20]) For 2 < q <∞, there is a constant C(q) such that the following
estimate holds for all ∇u ∈ L2(R2) ∩W 1,q(R2),
‖∇u‖L∞ ≤ C (‖divu‖L∞ + ‖rotu‖L∞) log(e+ ‖∇2u‖Lq ) +C‖∇u‖L2 + C.
Finally, the following Brezis-Wainger inequality will also be used.
Lemma 2.8 ( [2, 10]) For q > 2, there exists some positive constant C depending only
on q such that every function v ∈ {v ∈W 1,q∣∣∇v ∈ L2} satisfies
‖v‖L∞ ≤ C(‖v‖Lq + ‖∇v‖L2) ln1/2(e+ ‖v‖W 1,q ) + C. (2.10)
3 A priori estimates (I): upper bound of the density
In this section and the next, in addition to the conditions of Theorem 1.1, we will
always assume that smooth (ρ0, u0) satisfies
ρ0(x) > 0,
1
2
≤
∫
BN0
ρ0(x)dx ≤
∫
R2
ρ0(x)dx ≤ 2, (3.1)
for some a positive constant N0. Moreover, suppose that (ρ, u) is the strong solution to
(1.1)-(1.4) on R2 × (0, T ] obtained by Lemma 2.1.
The following Proposition 3.1 will give an upper bound of the density which is the
key to obtain higher order estimates.
Proposition 3.1 Under the conditions of Theorem 1.1, for
E0 , ‖ρ0x¯a‖L1 + ‖ρ0‖L∞ + ‖ρ1/20 u0‖L2 + ‖∇u0‖L2 ,
there is a positive constant C depending only on µ, β, γ, T,N0, a, and E0 such that
sup
0≤t≤T
(‖ρ‖L∞ + ‖∇u‖L2) +
∫ T
0
∫
ρ|ut + u · ∇u|2dxdt ≤ C. (3.2)
Before proving Proposition 3.1, we establish some a priori estimates, Lemmas 3.2–3.6.
First, we have the following lemma.
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Lemma 3.2 There exist positive constants C and N1 both depending only on a, γ, T,N0,
‖ρ0x¯a‖L1 , ‖ρ0‖Lγ , and ‖ρ1/20 u0‖L2 such that
sup
0≤t≤T
∫ (
ρ|u|2 + ργ + ρx¯a) dx+ ∫ T
0
∫ (
µ|∇u|2 + λ(ρ)(divu)2) dxdt ≤ C, (3.3)
and
inf
0≤t≤T
∫
BN1
ρdx ≥ 1/4. (3.4)
Proof. First, the standard energy inequality reads:
sup
0≤t≤T
∫ (
ρ|u|2 + ργ) dx+ ∫ T
0
∫ (
µ|∇u|2 + (µ+ λ(ρ))(divu)2) dxdt ≤ C˜. (3.5)
Next, multiplying (1.1)1 by x¯
a and integrating the resulting equality over R2, we
obtain after integration by parts and using (3.5) that
d
dt
∫
ρx¯adx ≤ C
∫
ρ|u|x¯a−1 log1+η0(e+ |x|2)dx
≤ C
(∫
ρx¯2a−2 log2(1+η0)(e+ |x|2)dx
)1/2(∫
ρu2dx
)1/2
≤ C
(∫
ρx¯adx
)1/2
,
which together with Gronwall’s inequality gives
sup
0≤t≤T
∫
ρx¯adx ≤ C. (3.6)
This, along with (3.5), gives (3.3).
Finally, the mass conservation equation (1.1)1 yields∫
ρdx =
∫
ρ0dx. (3.7)
For N > 1, let ϕN be a smooth function such that
0 ≤ ϕN (x) ≤ 1, ϕN =
{
1 if |x| ≤ N,
0 if |x| ≥ 2N, |∇ϕN | ≤ 2N
−1. (3.8)
It follows from (1.1)1, (3.7), and (3.5) that
d
dt
∫
ρϕNdx =
∫
ρu · ∇ϕNdx
≥ −2N−1
(∫
ρdx
)1/2(∫
ρ|u|2dx
)1/2
≥ −2C˜1/2N−1,
which gives
inf
0≤t≤T
∫
ρϕNdx ≥
∫
ρ0ϕNdx− 2C˜1/2N−1T.
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This combined with (3.1) yields that for N1 , 2(2 +N0 + 8C˜
1/2T ),
inf
0≤t≤T
∫
BN1
ρdx ≥
∫
ρϕN1/2dx ≥ 1/4,
which shows (3.4). The proof of Lemma 3.2 is completed.
Lemma 3.3 Assume that (1.5) holds. Then there is a positive constant C depending
only on µ, β, γ, T,N0, a, and E0 such that
sup
0≤t≤T
∫ (
ρ+ ρ2βγ+1
)
dx ≤ C. (3.9)
Proof. First, we denote
∇⊥ , (∂2,−∂1), D
Dt
f , f˙ , ft + u · ∇f,
where f˙ is the material derivative of f. Let G and ω denote the effective viscous flux
and the vorticity respectively as follows:
G , (2µ + λ(ρ))divu− P, ω , ∇⊥ · u = ∂2u1 − ∂1u2.
We thus rewrite the momentum equations (1.1)2 as
ρu˙ = ∇G+ µ∇⊥ω, (3.10)
which shows that G solves
△G = div(ρu˙) = ∂t(div(ρu)) + divdiv(ρu⊗ u).
This implies
G+
D
Dt
(
(−△)−1div(ρu)) = F, (3.11)
with the commutator F defined by
F ,
2∑
i,j=1
[ui, RiRj ](ρuj) =
2∑
i,j=1
(uiRi ◦Rj(ρuj)−Ri ◦Rj(ρuiuj)) . (3.12)
Then, since ρ > 0 due to (3.1), the mass equation (1.1)1 leads to
−divu = 1
ρ
Dtρ,
which combined with (3.11) gives that
D
Dt
θ(ρ) + P =
D
Dt
ψ − F, (3.13)
with
θ(ρ) , 2µ log ρ+ β−1ρβ, ψ , (−△)−1div(ρu). (3.14)
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Next, denoting f , max{θ(ρ)−ψ, 0}, multiplying (3.13) by ρf2γ−1, and integrating
the resulting equality over R2 lead to
d
dt
∫
ρf2γdx ≤ C
∫
ρf2γ−1|F |dx
≤ C‖ρ1/(2γ)f‖2γ−1
L2γ
‖ρ‖1/(2γ)
L2βγ+1
‖F‖L(2βγ+1)/β
≤ C‖ρ1/(2γ)f‖2γ−1
L2γ
‖ρ‖1/(2γ)
L2βγ+1
‖∇u‖L2‖ρu‖L(2βγ+1)/β ,
(3.15)
where in the last inequality we have used the following simple fact that for any p ∈
(1,∞),
‖F‖Lp ≤ C(p)‖u‖BMO‖ρu‖Lp ≤ C(p)‖∇u‖L2‖ρu‖Lp , (3.16)
due to (2.8). It follows from the Holder inequality, (3.3), (2.3), (3.4), and (2.7) that
‖ρu‖L(2βγ+1)/β ≤ ‖(ρx¯a)σ‖L1/σ‖ux¯−aσ‖L4/(aσ)‖ρ1−σ‖L(2βγ+1)/(1−σ)
≤ C(1 + ‖∇u‖L2) (1 + ‖ρ‖L2βγ+1) ,
(3.17)
where σ = 4(β − 1)/((4 + a)(2βγ + 1)− 4). Substituting (3.17) into (3.15) gives
d
dt
∫
ρf2γdx ≤ C
(
1 +
∫
ρf2γdx+
∫
ρ2βγ+1dx
)
(1 + ‖∇u‖2L2), (3.18)
due to β > 1.
Next, we claim ∫
ρ2γβ+1dx ≤ C +C
∫
ρf2γdx, (3.19)
which together with (3.18), (3.3), and Gronwall’s inequality yields
sup
0≤t≤T
∫
ρf2γdx ≤ C.
This combined with (3.19) and (3.7) directly gives (3.9).
Finally, it only remains to prove (3.19). In fact, for any p ∈ (1,∞), we have
‖∇ψ‖Lp ≤ C(p)‖ρu‖Lp , (3.20)
which, along with (2.1) and (3.3), gives that for any r ∈ (2,∞),
‖ψ‖Lr ≤ C(r)‖∇ψ‖L2r/(r+2)
≤ C(r)‖ρ1/2‖Lr‖ρ1/2u‖L2 ≤ C(r)‖ρ‖1/2Lr/2 .
(3.21)
It thus follows from (3.21), (3.7), and the fact that β > 1 that∫
ρ2γβ+1dx =
∫
(ρ≤2)
ρ2γβ+1dx+
∫
(ρ>2)
ρ2γβ+1dx
≤ C
∫
(ρ≤2)
ρdx+ C
∫
(ρ>2)
ρf2γdx+ C
∫
ρ|ψ|2γdx
≤ C + C
∫
ρf2γdx+ C‖ρ‖L(2βγ+1)/(2βγ+1−γ)‖ψ‖2γL2(2βγ+1)
≤ C + C
∫
ρf2γdx+ C(1 + ‖ρ‖L2βγ+1)‖ρ‖γL2βγ+1
≤ C(ε) + C
∫
ρf2γdx+ ε
∫
ρ2γβ+1dx.
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The proof of Lemma 3.3 is finished.
The following Lp-estimate of the momentum will play an important role in the esti-
mate of the upper bound of the density.
Lemma 3.4 Assume that (1.5) holds. Then, for any p > 4, there is a positive constant
C(p) depending only on p, µ, β, γ, T,N0, a, and E0 such that
‖ρu‖Lp ≤ C(p)R1+β/4+(βη0)/2T (1 + ‖∇u‖L2)1−2/p, (3.22)
with η0 as in (1.7) and
RT , 1 + sup
0≤t≤T
‖ρ‖L∞ .
Proof. First, for
ν ,
µ1/2
2(µ + 1)
R
−β/2
T ∈ (0, 1/4],
multiplying (1.1)2 by (2 + ν)|u|νu and integrating the resulting equation over R2 lead
to
d
dt
∫
ρ|u|2+νdx+ (2 + ν)
∫
|u|ν
(
µ|∇u|2 + (µ+ ρβ)(divu)2
)
dx
≤ (2 + ν)ν
∫
(µ + ρβ)|divu||u|ν |∇u|dx+ C
∫
ργ |u|ν |∇u|dx
≤ 2 + ν
2
∫
(µ+ ρβ)(divu)2|u|νdx+ (2 + ν)µ
8(µ+ 1)
∫
|u|ν |∇u|2dx
+ µ
∫
|u|ν |∇u|2dx+ C
∫
ρ|u|2+νdx+ C
∫
ρ(2+ν)γ−ν/2dx,
which together with Gronwall’s inequality and (3.9) thus gives
sup
0≤t≤T
∫
ρ|u|2+νdx ≤ C. (3.23)
Then, it follows from Holder’s inequality, (3.23), (3.3), (3.4), and (2.6) that for
r = (p− 2)(2 + ν)/ν,
‖ρu‖Lp ≤ ‖ρu‖2/pL2+ν‖ρu‖
1−2/p
Lr
≤ CR(1+ν)/pT ‖ρ1/(2+ν)u‖2/pL2+ν
(
rη0+1/2RT (1 + ‖∇u‖L2)
)1−2/p
≤ C(p)R(1+ν)/pT
(
R
1+β/4+(βη0)/2
T (1 + ‖∇u‖L2)
)1−2/p
≤ C(p)R1+β/4+(βη0)/2T (1 + ‖∇u‖L2)1−2/p,
which shows (3.22) and finishes the proof of Lemma 3.4.
Lemma 3.5 Assume that (1.5) holds. Then there is a constant C depending only on
µ, β, γ, T,N0, a, and E0 such that
sup
0≤t≤T
log(e+A2(t)) +
∫ T
0
B2(t)
e+A2(t)
dt ≤ CR4/3T , (3.24)
where
A2(t) ,
∫ (
ω2(t) +
G2(t)
2µ+ λ(ρ(t))
)
dx, B2(t) ,
∫
ρ(t)|u˙(t)|2dx. (3.25)
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Proof. First, direct calculations show that
∇⊥ · u˙ = D
Dt
ω − (∂1u · ∇)u2 + (∂2u · ∇)u1 = D
Dt
ω + ωdivu, (3.26)
and that
divu˙ =
D
Dt
divu+ (∂1u · ∇)u1 + (∂2u · ∇)u2
=
D
Dt
G
2µ+ λ
+
D
Dt
P
2µ+ λ
− 2∇u1 · ∇⊥u2 + (divu)2.
(3.27)
Then, multiplying (3.10) by 2u˙ and integrating the resulting equality over R2, we
obtain after using (3.26) and (3.27) that
d
dt
A2 + 2B2 = −
∫
ω2divudx+ 4
∫
G∇u1 · ∇⊥u2dx− 2
∫
G(divu)2dx
−
∫
(β − 1)λ− 2µ
(2µ + λ)2
G2divudx+ 2β
∫
λ(ρ)P
(2µ + λ)2
Gdivudx
− 2γ
∫
P
2µ + λ
Gdivudx ,
6∑
i=1
Ii.
(3.28)
Each Ii can be estimated as follows:
First, it follows from (3.10) that
△G = div(ρu˙), µ△ω = ∇⊥ · (ρu˙),
which together with the standard Lp-estimate of elliptic equations yields that for p ∈
(1,∞),
‖∇G‖Lp + ‖∇ω‖Lp ≤ C(p, µ)‖ρu˙‖Lp . (3.29)
In particular, we have
‖∇G‖L2 + ‖∇ω‖L2 ≤ C(µ)R1/2T B. (3.30)
This combined with (2.1) gives
‖ω‖L4 ≤ C‖ω‖1/2L2 ‖∇ω‖
1/2
L2
≤ CR1/4T A1/2B1/2,
(3.31)
which leads to
|I1| ≤ C‖ω‖2L4‖divu‖L2 ≤ εB2 + C(ε)RT ‖∇u‖2L2A2. (3.32)
Next, we will use an idea due to [9, 28] to estimate I2. Noticing that
rot∇u1 = 0, div∇⊥u2 = 0,
one derives from [8, Theorem II.1] that
‖∇u1 · ∇⊥u2‖H1 ≤ C‖∇u‖2L2 .
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This combined with the fact that BMO is the dual space of H1 (see [11]) gives
|I2| ≤ C‖G‖BMO‖∇u1 · ∇⊥u2‖H1
≤ C‖∇G‖L2‖∇u‖2L2
≤ CR1/2T B‖∇u‖L2(1 +A)
≤ εB2 + C(ε)RT ‖∇u‖2L2(1 +A2),
(3.33)
where in the third inequality we have used (3.30) and the following simple fact that for
t ∈ [0, T ],
C−1‖∇u(·, t)‖2L2 − C ≤ A2(t) ≤ CRβT ‖∇u(·, t)‖2L2 + C, (3.34)
due to (3.9).
Next, Holder’s inequality yields that for δ ∈ (0, 2(β − 1)),
6∑
i=3
|Ii| ≤ C
∫
|divu|
(
|G| |G| + P
2µ + λ
+
G2
2µ + λ
+
P |G|
2µ+ λ
)
dx
≤ C
∫
G2|divu|
2µ+ λ
dx+ C
∫
P |G|
2µ + λ
|divu|dx
≤ C‖∇u‖L2
∥∥∥∥ G22µ+ λ
∥∥∥∥
L2
+ C‖∇u‖L2‖G‖L2(2+δ)/δ‖P‖L2+δ
≤ C‖∇u‖L2
∥∥∥∥ G22µ+ λ
∥∥∥∥
L2
+ C(δ)‖∇u‖L2‖G‖δ/(2+δ)L2 ‖∇G‖
2/(2+δ)
L2
,
(3.35)
where in the last inequality we have used (3.9) and (2.1).
Then, noticing that (3.25) gives
‖G‖L2 ≤ CRβ/2T A, (3.36)
one deduces from the Holder inequality and (2.1) that for 0 < δ < 1,∥∥∥∥ G2√2µ + λ
∥∥∥∥
L2
≤ C
∥∥∥∥ G√2µ+ λ
∥∥∥∥
1−δ
L2
‖G‖1+δ
L2(1+δ)/δ
≤ C(δ)A1−δ‖G‖δL2‖∇G‖L2
≤ C(δ)R(1+δβ)/2T AB,
(3.37)
where in the last inequality we have used (3.30). Putting (3.37), (3.36), and (3.30) into
(3.35) yields
6∑
i=3
|Ii| ≤ C(δ)R(1+δβ)/2T ‖∇u‖L2
(
AB +Aδ/(2+δ)B2/(2+δ)
)
≤ C(δ)R(1+δβ)/2T ‖∇u‖L2(AB +B +A)
≤ εB2 + C(ε, δ)R1+δβT (1 + ‖∇u‖2L2)(1 +A2).
(3.38)
Finally, substituting (3.32), (3.33), and (3.38) into (3.28), we obtain after choosing
ε suitably small that for δ ∈ (0,min{1, 2(β − 1)})
d
dt
A2 +B2 ≤ C(δ)R1+δβT (1 + ‖∇u‖2L2)(1 +A2). (3.39)
13
Dividing (3.39) by e+A2, choosing δ = 1/(3β), and using (3.3), we obtain (3.24) and
finish the proof of Lemma 3.5.
Next, the following lemma gives an estimate of the L1(0, T ;L∞)-norm of the com-
mutator F defined by (3.12).
Lemma 3.6 Assume that (1.5) holds. Then there is a positive constant C depending
only on µ, β, γ, T,N0, a, and E0 such that∫ T
0
‖F‖L∞dt ≤ CR1+β/4+βη0T . (3.40)
Proof. First, it follows from the Gagliardo-Nirenberg inequality, (3.16), and (2.9)
that for p ∈ (8,∞),
‖F‖L∞ ≤ C(p)‖F‖(p−4)/pLp ‖∇F‖4/pL4p/(p+4)
≤ C(p) (‖∇u‖L2‖ρu‖Lp)(p−4)/p (‖∇u‖L4‖ρu‖Lp)4/p
≤ C(p)‖∇u‖(p−4)/p
L2
‖∇u‖4/p
L4
‖ρu‖Lp
≤ C(p)R1+β/4+(βη0)/2T (1 + ‖∇u‖L2)2−6/p ‖∇u‖4/pL4 ,
(3.41)
where in the last inequality we have used (3.22).
Next, we obtain from (3.31), (3.37), (3.34), and (3.3) that
‖∇u‖L4 ≤ C(‖divu‖4 + ‖ω‖4)
≤ C
∥∥∥∥G+ P2µ+ λ
∥∥∥∥
L4
+ CR
1/4
T A
1/2B1/2
≤ C
∥∥∥∥ G2√2µ + λ
∥∥∥∥
1/2
L2
+C
∥∥∥∥ P2µ+ λ
∥∥∥∥
L4
+ CR
1/4
T A
1/2B1/2
≤ CRTA1/2B1/2 + CRγT
≤ CR2βγT (e+ ‖∇u‖L2)
(
1 +
B2
e+A2
)1/4
.
(3.42)
Substituting (3.42) into (3.41) yields that for p > 8,
‖F‖L∞ ≤ C(p)R1+β/4+(βη0)/2+8βγ/pT (e+ ‖∇u‖L2)2−2/p
(
1 +
B2
e+A2
)1/p
≤ C(p)R1+(β/4+(βη0)/2)p/(p−1)+9βγ/(p−1)T
(
e+ ‖∇u‖2L2
)
+
B2
e+A2
,
which together with (3.24) and (3.3) directly gives (3.40) after choosing p suitably large
since 1 + β/4 > 4/3 due to β > 4/3. The proof of Lemma 3.6 is completed.
Now we are in a position to prove Proposition 3.1.
Proof of Proposition 3.1. For ψ as in (3.14), it follows from (3.21) and (3.3) that
‖ψ‖L2γ ≤ C,
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which together with (2.10), (3.22), and (3.20) leads to
‖ψ‖L∞ ≤ C (‖ψ‖L2γ + ‖∇ψ‖L2) log1/2(e+ ‖ψ‖W 1,2γ ) + C
≤ C (1 + ‖ρu‖L2) log1/2(e+ ‖ρu‖L2γ ) + C
≤ CR1/2T log1/2
(
R
1+β/4+(βη0)/2
T (e+ ‖∇u‖L2)
)
+ C
≤ CR1/2T log1/2(e+A2) + CRT
≤ CR4/3T ,
(3.43)
where in the last inequality we have used (3.24). One thus derives from (3.13), (3.43)
and (3.40) that
RβT ≤ CR1+β/4+βη0T .
Because of (1.5) and (1.7), this directly gives
sup
0≤t≤T
‖ρ‖L∞ ≤ C,
which together with (3.39), (3.34), (3.3), and Gronwall’s inequality yields (3.2). We
complete the proof of Proposition 3.1.
4 A priori estimates (II): higher order estimates (I)
Lemma 4.1 Assume that (1.5) holds. Then there is a positive constant C depending
only on µ, β, γ, T,N0, a, and E0 such that
sup
0≤t≤T
t
∫
ρ|u˙|2dx+
∫ T
0
t‖∇u˙‖2L2dt ≤ C. (4.1)
Proof. We will adapt an idea due to [15] to prove (4.1). In fact, operating ∂/∂t +
div(u·) to (1.1)j2 yields that
(ρu˙j)t + div(ρuu˙j)− µ△u˙j − ∂j((µ+ λ)divu˙)
= µ∂i(−∂iu · ∇uj + divu∂iuj)− µdiv(∂iu∂iuj)
− ∂j
[
(µ+ λ)∂iu · ∇ui − (µ+ (1− β)ρβ)(divu)2
]
− div(∂ju(µ + λ)divu) + (γ − 1)∂j(Pdivu) + div(P∂ju).
(4.2)
Then, multiplying (4.2) by u˙, we obtain after integration by parts that
1
2
d
dt
∫
ρ|u˙|2dx+ µ
∫
|∇u˙|2dx+
∫
(µ+ λ)(divu˙)2dx
≤ µ
8
∫
|∇u˙|2dx+ C‖∇u‖4L4 + C‖∇u‖2L2
≤ µ
8
∫
|∇u˙|2dx+ C‖ρ1/2u˙‖2L2 + C,
(4.3)
where in the second inequality we have used (3.42) and (3.2). Multiplying (4.3) by t
and integrating the resulting inequality over (0, T ), we obtain (4.1) after using (3.2).
We thus finish the proof of Lemma 4.1.
15
Lemma 4.2 Assume that (1.5) holds and let q > 2 be as in Theorem 1.1. Then there
is a constant C depending only on µ, β, γ, T,N0, a, E0, q, and ‖ρ0‖H1∩W 1,q such that
sup
0≤t≤T
(‖ρ‖H1∩W 1,q + ‖∇u‖L2 + t‖∇2u‖2L2)
+
∫ T
0
(
‖∇2u‖2L2 + ‖∇2u‖(q+1)/qLq + t‖∇2u‖2Lq
)
dt ≤ C.
(4.4)
Proof. Following [17], we will prove (4.4). First, denoting Φ , (2µ + λ(ρ))∇ρ, one
deduces from (1.1)1 that Φ satisfies
Φt + (u · ∇)Φ + (2µ + λ(ρ))∇u · ∇ρ+ ρ∇G+ ρ∇P +Φdivu = 0. (4.5)
Multiplying (4.5) by |Φ|q−2Φ and integrating the resulting equation over R2, we obtain
after integration by parts that
d
dt
‖Φ‖Lq ≤ C(1 + ‖∇u‖L∞)‖∇ρ‖Lq + C‖∇G‖Lq
≤ C(1 + ‖∇u‖L∞)‖∇ρ‖Lq + C‖ρu˙‖Lq ,
(4.6)
where in the second inequality we have used (3.29).
Next, noticing that the Gargliardo-Nirenberg inequality, (3.2), and (3.29) yield that
‖divu‖L∞ + ‖ω‖L∞ ≤ C‖G‖L∞ + C‖P‖L∞ + C‖ω‖L∞
≤ C(q) +C(q)‖∇G‖q/(2(q−1))Lq + C(q)‖∇ω‖q/(2(q−1))Lq
≤ C(q) +C(q)‖ρu˙‖q/(2(q−1))Lq ,
(4.7)
we deduce from standard Lp-estimate for elliptic system that
‖∇2u‖Lq ≤ C‖∇divu‖Lq + C‖∇ω‖Lq
≤ C‖∇((2µ + λ)divu)‖Lq + C‖divu‖L∞‖∇ρ‖Lq + C‖∇ω‖Lq
≤ C(‖divu‖L∞ + 1)‖∇ρ‖Lq + C‖∇G‖Lq +C‖∇ω‖Lq
≤ C(‖ρu˙‖q/(2(q−1))Lq + 1)‖∇ρ‖Lq +C‖ρu˙‖Lq
≤ C‖∇ρ‖(2q−2)/(q−2)Lq + C‖ρu˙‖Lq + C,
(4.8)
where in the fourth inequality we have used (3.29). This together with Lemma 2.7 and
(4.7) yields that
‖∇u‖L∞ ≤ C (‖divu‖L∞ + ‖ω‖L∞) log(e+ ‖∇2u‖Lq ) + C‖∇u‖L2 +C
≤ C
(
1 + ‖ρu˙‖q/(2(q−1))Lq
)
log(e+ ‖ρu˙‖Lq + ‖∇ρ‖Lq ) + C
≤ C (1 + ‖ρu˙‖Lq ) log(e+ ‖∇ρ‖Lq ).
(4.9)
Next, it follows from Holder inequality, (3.3), (3.4), (2.6), and (3.2) that
‖ρu˙‖Lq ≤ ‖ρu˙‖2(q−1)/(q
2−2)
L2
‖ρu˙‖q(q−2)/(q2−2)
Lq2
≤ C‖ρu˙‖2(q−1)/(q2−2)
L2
(
‖ρ1/2u˙‖L2 + ‖∇u˙‖L2
)q(q−2)/(q2−2)
≤ C‖ρ1/2u˙‖L2 + C‖ρ1/2u˙‖2(q−1)/(q
2−2)
L2
‖∇u˙‖q(q−2)/(q2−2)
L2
,
(4.10)
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which together with (3.2) and (4.1) implies that∫ T
0
(
‖ρu˙‖1+1/qLq + t‖ρu˙‖2Lq
)
dt
≤ C
∫ T
0
(
‖ρ1/2u˙‖2L2 + t‖∇u˙‖2L2 + t−(q
3−q2−2q−1)/(q3−q2−2q)
)
dt
≤ C.
(4.11)
Then, substituting (4.9) into (4.6), we deduce from Gronwall’s inequality and (4.11)
that
sup
0≤t≤T
‖∇ρ‖Lq ≤ C, (4.12)
which, along with (4.8) and (4.11), shows∫ T
0
(
‖∇2u‖(q+1)/qLq + t‖∇2u‖2Lq
)
dt ≤ C. (4.13)
Finally, it follows from (1.1)1 that ∇ρ satisfies
(‖∇ρ‖L2)′ ≤ C(1 + ‖∇u‖L∞)‖∇ρ‖L2 + C‖∇2u‖L2
≤ C(1 + ‖∇2u‖Lq )‖∇ρ‖L2 +C‖∇2u‖L2 .
(4.14)
We obtain from (3.2), (3.29), and (4.12) that
‖∇2u‖L2 ≤ C‖∇ω‖L2 + C‖∇divu‖L2
≤ C‖∇ω‖L2 + C‖∇((2µ + λ)divu)‖L2 + C‖divu‖L2q/(q−2)‖∇ρ‖Lq
≤ C‖∇ω‖L2 + C‖∇G‖L2 + C‖∇P‖L2 + C‖∇u‖(q−2)/qL2 ‖∇2u‖
2/q
L2
≤ C‖ρu˙‖L2 + C‖∇ρ‖L2 +
1
2
‖∇2u‖L2 + C,
(4.15)
which together with (4.14), (3.2), (4.13), and (4.1) gives
sup
0≤t≤T
(‖∇ρ‖L2 + t‖∇2u‖2L2)+
∫ T
0
‖∇2u‖2L2dt ≤ C. (4.16)
The combination of (4.12), (4.13), and (4.16) thus directly gives (4.4). We thus finish
the proof of Lemma 4.2.
Lemma 4.3 Under the conditions of Theorem 1.1, there is a constant C depending
only on µ, β, γ, T,N0, a, E0, q, and ‖∇(x¯aρ0)‖L2∩Lq such that
sup
0≤t≤T
‖x¯aρ‖L1∩H1∩W 1,q ≤ C. (4.17)
Proof. First, it follows from (2.2), (3.2)-(3.4), and (2.7) that for any ε ∈ (0, 1) and
any s > 2,
‖ux¯−ε‖Ls/ε ≤ C(ε, s). (4.18)
Direct calculations shows
‖∇(ux¯−ε)‖Lq ≤ C‖∇u‖Lq + C(ε)‖ux¯−ε‖L∞‖(e+ |x|2)−1/2‖Lq
≤ C(ε)‖∇u‖Lq + 1
2
‖∇(ux¯−ε)‖Lq + C(ε)‖ux¯−ε‖L4/ε ,
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which combined with (4.18) implies
‖ux¯−ε‖L∞ ≤ C(ε) + C(ε)‖∇u‖Lq . (4.19)
Then, one derives from (1.1)1 that v , ρx¯
a satisfies
vt + u · ∇v − avu · ∇ log x¯+ vdivu = 0,
which together with simple calculations gives that for any p ∈ [2, q]
(‖∇v‖Lp)t ≤ C(1 + ‖∇u‖L∞ + ‖u · ∇ log x¯‖L∞)‖∇v‖Lp
+ C‖v‖L∞
(‖|∇u||∇ log x¯|‖Lp + ‖|u||∇2 log x¯|‖Lp + ‖∇2u‖Lp)
≤ C(1 + ‖∇u‖W 1,q )‖∇v‖Lp
+ C‖v‖L∞
(
‖∇u‖Lp + ‖ux¯−1/4‖L∞‖x¯−3/2‖Lp + ‖∇2u‖Lp
)
≤ C(1 + ‖∇2u‖Lp + ‖∇u‖W 1,q )(1 + ‖∇v‖Lp + ‖∇v‖Lq ),
(4.20)
where in the second and the last inequalities, we have used (4.19) and (3.3). Choosing
p = q in (4.20) together with (4.4) thus shows
sup
0≤t≤T
‖∇(ρx¯a)‖Lq ≤ C. (4.21)
Finally, setting p = 2 in (4.20), we deduce from (4.4) and (4.21) that
sup
0≤t≤T
‖∇(ρx¯a)‖L2 ≤ C,
which combined with (3.3) and (4.21) thus gives (4.17) and finishes the proof of Lemma
4.3.
5 A priori estimates (III): higher order estimates (II)
In this section, in addition to the conditions of Theorem 1.2, we will always assume
that (3.1) holds and that (ρ, u) is the classical solution to (1.1)-(1.4) on R2 × (0, T ]
obtained by Lemma 2.1.
From now on, in addition to µ, β, γ, T,N0, a, E0, q, and ‖∇(x¯aρ0)‖L2∩Lq , the positive
constant C may depend on ‖∇2u0‖L2 , ‖x¯δ0∇2ρ0‖L2 , ‖x¯δ0∇2λ(ρ0)‖L2 , ‖x¯δ0∇2P (ρ0)‖L2 ,
and ‖g‖L2 , with g as in (1.11).
Lemma 5.1 It holds that
sup
0≤t≤T
(
‖ρ1/2ut‖L2 + ‖∇u‖H1
)
+
∫ T
0
‖∇ut‖2L2dt ≤ C. (5.1)
Proof. First, taking into account on the compatibility condition (1.11), we define
√
ρu˙(x, t = 0) = g.
Then we deduce from (4.3) and Gronwall’s inequality that
sup
0≤t≤T
‖ρ1/2u˙‖L2 +
∫ T
0
‖∇u˙‖2L2dt ≤ C,
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which together with (4.15), (4.4), (3.2), (4.8), and (4.10) gives
sup
0≤t≤T
(
‖∇u‖H1 + ‖ρ1/2u˙‖L2
)
+
∫ T
0
(‖∇u˙‖2L2 + ‖∇2u‖2Lq) dt ≤ C. (5.2)
Then, it follows from (2.2), (2.7), (3.4), and (4.17) that for ε > 0 and η > 0, every
v ∈ D˜1,2(R2) satisfies
‖ρηv‖L(2+ε)/η˜ + ‖vx¯−η‖L(2+ε)/η˜ ≤ C(ε, η)‖ρ1/2v‖L2 +C(ε, η)‖∇v‖L2 , (5.3)
with η˜ = min{1, η}. This combined with (4.19) and (5.2) yields that
‖ρηu‖L(2+ε)/η˜∩L∞ + ‖ux¯−η‖L(2+ε)/η˜∩L∞ ≤ C(ε, η), (5.4)
and that
‖ρ1/2ut‖L2 ≤ C‖ρ1/2u˙‖L2 + C‖ρ1/2u · ∇u‖L2
≤ C + C‖ρ1/2u‖L∞‖∇u‖L2 ≤ C.
(5.5)
Next, Differentiating (1.1)2 with respect to t gives
ρutt + ρu · ∇ut −∇((2µ + λ)divut)− µ∇⊥ωt
= −ρt(ut + u · ∇u)− ρut · ∇u+∇(λtdivu)−∇Pt.
(5.6)
Multiplying (5.6) by ut and integrating the resulting equation over R
2, we obtain after
using (1.1)1 that
1
2
d
dt
∫
ρ|ut|2dx+
∫ (
(2µ + λ)(divut)
2 + µω2t
)
dx
= −2
∫
ρu · ∇ut · utdx−
∫
ρu · ∇(u · ∇u · ut)dx
−
∫
ρut · ∇u · utdx−
∫
λtdivudivutdx+
∫
Ptdivutdx
≤ C
∫
ρ|u||ut|
(|∇ut|+ |∇u|2 + |u||∇2u|) dx+ C
∫
ρ|u|2|∇u||∇ut|dx
+ C
∫
ρ|ut|2|∇u|dx+ C
∫
|λt||divu||divut|dx+ C
∫
|Pt||divut|dx.
(5.7)
We estimate each term on the right-hand side of (5.7) as follows:
First, the Holder inequality gives∫
ρ|u||ut|
(|∇ut|+ |∇u|2 + |u||∇2u|) dx+
∫
ρ|u|2|∇u||∇ut|dx
≤ C‖ρ1/2u‖L∞‖ρ1/2ut‖L2
(‖∇ut‖L2 + ‖∇u‖2L4)
+ C‖ρ1/4u‖2L∞‖ρ1/2ut‖L2‖∇2u‖L2 + C‖ρ1/2u‖2L∞‖∇u‖L2‖∇ut‖L2
≤ ε‖∇ut‖2L2 + C(ε),
(5.8)
where in the second inequality we have used (5.4) and (5.5).
Then, the Holder inequality, (5.3), and (5.2) lead to∫
ρ|ut|2|∇u|dx ≤ ‖∇u‖L2‖ρ1/2ut‖3/2L6 ‖ρ1/2ut‖
1/2
L2
≤ ε‖∇ut‖2L2 + C(ε).
(5.9)
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Next, for p ≥ 1, (1.1)1 yields that ρp satisfies
(ρp)t + u · ∇ρp + pρpdivu = 0,
which together with (5.4) and (4.17) shows
‖λt‖L2∩Lq ≤ C‖x¯−au‖L∞‖ρ‖β−1L∞ ‖x¯a∇ρ‖L2∩Lq + C‖∇u‖L2∩Lq ≤ C. (5.10)
Similarly, we have
‖Pt‖L2∩Lq ≤ C,
which combined with (5.2) and (5.10) yields∫
|λt||divu||divut|dx+
∫
|Pt||divut|dx
≤ C‖λt‖Lq‖∇u‖L2q/(q−2)‖∇ut‖L2 +C‖Pt‖L2‖∇ut‖L2
≤ ε‖∇ut‖2L2 + C(ε).
(5.11)
Finally, putting (5.8), (5.9), and (5.11) into (5.7) and choosing ε suitably small give
d
dt
∫
ρ|ut|2dx+
∫ (
(2µ + λ)(divut)
2 + µω2t
)
dx ≤ C,
which together with (5.5) and (5.2) gives (5.1) and finishes the proof of Lemma 5.1.
The following higher order estimates of the solutions which are needed to guarantee
the extension of local classical solution to be a global one are similar to those in [22],
so we omit their proofs here.
Lemma 5.2 The following estimates hold:
sup
0≤t≤T
(
‖x¯δ0∇2ρ‖L2 + ‖x¯δ0∇2λ‖L2 + ‖x¯δ0∇2P‖L2
)
≤ C, (5.12)
sup
0≤t≤T
t‖∇ut‖2L2 +
∫ T
0
t
(
‖ρ1/2utt‖2L2 + ‖∇2ut‖2L2
)
dt ≤ C, (5.13)
sup
0≤t≤T
(‖∇2ρ‖Lq + ‖∇2λ‖Lq + ‖∇2P‖Lq) ≤ C, (5.14)
sup
0≤t≤T
t
(‖∇3u‖L2∩Lq + ‖∇ut‖H1 + ‖∇2(ρu)‖L(q+2)/2)
+
∫ T
0
t2
(‖∇utt‖2L2 + ‖uttx¯−1‖2L2) dt ≤ C.
(5.15)
6 Proofs of Theorems 1.1 and 1.2
Proof of Theorem 1.1. Without loss of generality, assume that∫
R2
ρ0dx = 1, (6.1)
which implies that there exists a positive constant N0 such that∫
BN0
ρ0dx ≥ 3
4
∫
R2
ρ0dx =
3
4
. (6.2)
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For δ > 0, we construct ρδ0 = ρˆ
δ
0 + δe
−|x|2 where 0 ≤ ρˆδ0 ∈ C∞0 (R2) satisfies that
1
2
≤
∫
BN0
ρˆR0 dx ≤
∫
R2
ρˆR0 dx ≤
3
2
, (6.3)
and that
x¯aρˆδ0 → x¯aρ0 in L1(R2) ∩H1(R2) ∩W 1,q(R2), as δ → 0. (6.4)
Then, we consider the unique smooth solution uδ0 of the following elliptic problem:{
−△uδ0 + ρδ0uδ0 =
√
ρδ0((
√
ρ0u0) ∗ jδ)−△(u0 ∗ jδ),
uδ0 → 0, as |x| → ∞,
where jδ is the standard mollifying kernel of width δ. Standard arguments yield that
lim
δ→0
(
‖∇(uδ0 − u0)‖L2(R2) + ‖
√
ρδ0u
δ
0 −
√
ρ0u0‖L2(R2)
)
= 0,
and that (ρδ0, ρ
δ
0u
δ
0) satisfy (1.6) and (3.1).
The local existence result, Lemma 2.1, applies to show that the problem (1.1)-(1.4)
with initial data (ρδ0, ρ
δ
0u
δ
0) has a unique local strong solution (ρ
δ, uδ) defined up to a
positive time T0. Lemmas 4.2 and 4.3 together with Lemma 2.1 thus yield that (ρ
δ, uδ)
exists on R2× (0, T ] for any T > 0 and satisfies all those estimates listed in Lemmas 4.2
and 4.3 with C independent of δ. Then letting δ → 0, standard arguments (see [3,28,34])
thus show that the problem (1.1)-(1.4) has a global strong solution (ρ, u) satisfying the
properties listed in Theorem 1.1. Since the proof of the uniqueness of (ρ, u) satisfying
(1.8) and (1.9) is similar to that of [22], we finish the proof of Theorem 1.1.
Proof of Theorem 1.2. Without loss of generality, assume that ρ0 satisfies (6.1) and
(6.2). We choose 0 ≤ ρˆδ0 ∈ C∞0 (R2) satisfying (6.3), (6.4), and{(∇2ρˆδ0, ∇2λ(ρˆδ0), ∇2P (ρˆδ0))→ (∇2ρ0, ∇2λ(ρ0), ∇2P (ρ0)) inLq(R2),
x¯δ0
(∇2ρˆδ0,∇2λ(ρˆδ0),∇2P (ρˆδ0))→ x¯δ0 (∇2ρ0,∇2λ(ρ0),∇2P (ρ0)) inL2(R2),
as δ → 0. Setting ρδ0 = ρ0 ∗ jδ + δe−|x|
2
, we consider the unique smooth solution uδ0 of
the following elliptic problem:{
−µ△uδ0 −∇
(
(µ + λ(ρδ0))divu
δ
0
)
+∇P (ρδ0) = −ρδ0uδ0 +
√
ρδ0h
δ,
uδ0 → 0, as |x| → ∞,
where hδ = (
√
ρ0u0 + g) ∗ jδ with jδ being the standard mollifying kernel of width δ. It
is easy to check that
lim
δ→0
(
‖∇(uδ0 − u0)‖H1(R2) + ‖
√
ρδ0u
δ
0 −
√
ρ0u0‖L2(R2)
)
= 0,
and that (ρδ0, ρ
δ
0u
δ
0) satisfy (1.6), (1.10), (1.11), and (3.1).
Lemmas 2.1, 4.2, 4.3, 5.1, and 5.2 thus yield that the problem (1.1)-(1.4) with initial
data (ρδ0, ρ
δ
0u
δ
0) has a unique strong solution (ρ
δ, uδ) on R2× (0, T ] for any T > 0 satis-
fying all those estimates presented in Lemmas 4.2, 4.3, 5.1, and 5.2 with C independent
of δ. Then letting δ → 0, standard arguments thus show that the limit function (ρ, u) is
the unique strong solution to the problem (1.1)-(1.4) satisfying (1.8), (1.9), and (1.12).
We finish the proof of Theorem 1.2.
21
References
[1] Beale, J. T.; Kato, T.; Majda. A. Remarks on the breakdown of smooth solutions
for the 3-D Euler equations. Commun. Math. Phys. 94 (1984), 61-66.
[2] Bre´zis, H.; Wainger, S. A note on limiting cases of Sobolev embeddings and con-
volution inequalities. Commun. Partial Differential Equations, 5 (1980), no. 7,
773-789.
[3] Cho, Y.; Choe, H. J.; Kim, H. Unique solvability of the initial boundary value
problems for compressible viscous fluids. J. Math. Pures Appl. (9) 83 (2004), 243-
275.
[4] Choe, H. J.; Kim, H. Strong solutions of the Navier-Stokes equations for isentropic
compressible fluids. J. Differ. Eqs. 190 (2003), 504-523.
[5] Coifman, R.; Rochberg, R.; Weiss, G. Factorization theorems for Hardy spaces in
several variables, Ann. of Math. 103 (1976), 611-635.
[6] Coifman, R. R.; Meyer, Y. On commutators of singular integrals and bilinear
singular integrals. Trans. Amer. Math. Soc. 212 (1975), 315-331.
[7] Danchin, R. Global existence in critical spaces for compressible Navier-Stokes equa-
tions. Invent. Math. 141 (2000), 579–614.
[8] Coifman, R.; Lions, P. L.; Meyer, Y.; Semmes, S. Compensated compactness and
Hardy spaces. J. Math. Pures Appl. (9) 72 (1993), no. 3, 247-286.
[9] Desjardins, B. Regularity results for two-dimensional flows of multiphase viscous
fluids. Arch. Rational Mech. Anal. 137 (1997), no. 2, 135-158.
[10] Engler, H. An alternative proof of the Brezis-Wainger inequality. Commun. Partial
Differential Equations, 14 (1989), 541–544.
[11] Fefferman, C. Characterizations of bounded mean oscillation. Bull. Amer. Math.
Soc., 77 (1971), 587-588.
[12] Feireisl, E. Dynamics of viscous compressible fluids. Oxford University Press, 2004.
[13] Feireisl, E.; Novotny, A.; Petzeltova´, H. On the existence of globally defined weak
solutions to the Navier-Stokes equations. J. Math. Fluid Mech. 3 (2001), no. 4,
358-392.
[14] Hoff, D. Global existence for 1D, compressible, isentropic Navier-Stokes equations
with large initial data. Trans. Amer. Math. Soc. 303 (1987), no. 1, 169-181.
[15] Hoff, D. Global existence of the Navier-Stokes equations for multidimensional com-
pressible flow with discontinuous initial data. J. Diff. Eqs., 120 (1995), 215–254.
[16] Huang, X.; Li, J. Existence and blowup behavior of global strong solutions to the
two-dimensional baratropic compressible Navier-Stokes system with vacuum and
large initial data. http://arxiv.org/abs/1205.5342
[17] Huang, X.; Li, J.; Xin, Z. P. Serrin Type Criterion for the Three-Dimensional
Viscous Compressible Flows. SIAM J. Math. Anal. 43 (2011), no. 4, 1872-1886.
22
[18] Huang, X.; Li, J.; Xin, Z. P. Global well-posedness of classical solutions with large
oscillations and vacuum to the three-dimensional isentropic compressible Navier-
Stokes equations. Comm. Pure Appl. Math. 65 (2012), 549-585.
[19] Jiu, Q.; Wang, Y.; Xin, Z. P. Global well-posedness of 2D compressible Navier-
Stokes equations with large data and vacuum. http://arxiv.org/abs/1202.1382
[20] Kato, T. Remarks on the Euler and Navier-Stokes equations in R2. Proc. Symp.
Pure Math. Vol. 45, Amer. Math. Soc., Providence, 1986, 1-7.
[21] Kazhikhov, A. V.; Shelukhin, V. V. Unique global solution with respect to time
of initial-boundary value problems for one-dimensional equations of a viscous gas.
Prikl. Mat. Meh. 41 (1977), 282-291.
[22] Li, J.; Liang Z. On Classical Solutions to the Cauchy Problem of the Two-
Dimensional Barotropic Compressible Navier-Stokes Equations with Vacuum.
Preprint.
[23] Lions, P. L. Mathematical topics in fluid mechanics. Vol. 1. Incompressible models.
Oxford University Press, New York, 1996.
[24] Lions, P. L. Mathematical topics in fluid mechanics. Vol. 2. Compressible models.
Oxford University Press, New York, 1998.
[25] Matsumura, A.; Nishida, T. The initial value problem for the equations of motion
of viscous and heat-conductive gases. J. Math. Kyoto Univ. 20(1980), no. 1, 67-
104.
[26] Nash, J. Le proble`me de Cauchy pour les e´quations diffe´rentielles d’un fluide
ge´ne´ral. Bull. Soc. Math. France. 90 (1962), 487-497.
[27] Nirenberg, L.: On elliptic partial differential equations. Ann. Scuola Norm. Sup.
Pisa (3), 13, 115–162 (1959)
[28] Perepelitsa, M. On the global existence of weak solutions for the Navier-Stokes
equations of compressible fluid flows. SIAM. J. Math. Anal. 38(2006), no. 1, 1126-
1153.
[29] Salvi, R.; Strasˇkraba, I. Global existence for viscous compressible fluids and their
behavior as t → ∞. J. Fac. Sci. Univ. Tokyo Sect. IA Math. 40 (1993), no. 1,
17-51.
[30] Serre, D. Solutions faibles globales des e´quations de Navier-Stokes pour un fluide
compressible. C. R. Acad. Sci. Paris Se´r. I Math. 303 (1986), 639-642.
[31] Serre, D. Sur l’e´quation monodimensionnelle d’un fluide visqueux, compressible et
conducteur de chaleur. C. R. Acad. Sci. Paris Se´r. I Math. 303 (1986), 703-706.
[32] Serrin, J. On the uniqueness of compressible fluid motion. xArch. Rational. Mech.
Anal. 3 (1959), 271-288.
[33] Talenti, G. Best constant in Sobolev inequality. Ann. Mat. Pura Appl. (4) 110
(1976), 353-372.
23
[34] Vaigant, V. A.; Kazhikhov. A. V. On existence of global solutions to the two-
dimensional Navier-Stokes equations for a compressible viscous fluid. Sib. Math.
J. 36 (1995), no.6, 1283-1316.
[35] Zhang, T; Fang D. Compressible flows with a density-dependent viscosity coeffi-
cient. SIAM J. Math. Analysis, 41 (2009), no.6, 2453-2488.
24
