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In many communication systems, variable-redundancy coding 
schemes are highly desirable ither due to the fact that messages of
various degrees of importance are present, or due to some change in 
the real communication channel. A class of "cyclic product codes" 
presented inthis paper is capable of operating in variable redundancy 
modes. In the simplest case, the generator polynomial in the high 
redundancy mode is g(x) = gl(x)g:(x), while the generator poly- 
nomial in the low redundancy mode is only gl(x). It is shown that 
efficient product codes can be constructed offering different degrees 
of protection against independent errors, burst errors, and multiple 
burst errors. It is also shown that particularly simple implementation 
for cyclic product codes is possible. In fact, the complexity of the 
entire decoder can be made roughly the same as that of the decoder 
for the high redundancy code alone. Hence, the implementation f 
low-redundancy odes is accomplished with little extra cost. 
I. INTRODUCTION 
Practical situations in military and commercial  communicat ions  sys- 
tems call for the transmission of messages with various degrees of 
urgency and reliability requirements. To  meet  such needs with economy 
and efficiency, one turns to coding techniques wh ich  employ  a variable 
amount  of redundancy  that is adjusted to suit the situation at hand. Two 
outstanding problems that demand solutions in this area are (1) the 
selection of suitable codes with variable redundancy  and (2) the de- 
termination of efficient methods  of informing the receiver of a mode 
change. 
The  paper is concerned with the first problem, that of selecting 
efficient, variable redundancy, and easily implementable codes. In 
particular, a class of codes, called the cyclic product codes, are inves- 
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t Presently at the University of Illinois on temporary leave from IBM. 
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tigated in detail. A simplest cyclic product code is a cyclic code pair that 
operates in a variable redundancy mode. The high redundancy code is 
generated with the generator polynomial g(x) = gl(x)g2(x). The low 
redundancy code is generated with the polynomial g (x) only. We shall 
assume that the period of g,(x)g2(x) is the same as that of g~(x). Several 
classes of cyclic product codes are constructed for the correction of 
independent errors, burst errors, and multiple bursts. They are all 
implementable with relatively simple hardware. 
All discussions in the paper concern binary codes, the extension to 
nonbinary cases is of a straightforward nature in most cases. The gener- 
alization of a cyclic product code pair to a product code with three or 
more modes of operation is also immediate. 
II. CYCLIC PRODUCT CODES 
Let g1(x) be the generator polynomial of a cyclic code and n be the 
period of gl(x), then gl(X) divides x ~ ~- 1. Furthermore, if gl(x) divides 
x k ~ 1, k is a multiple of n. For most cases of i,lterest n is odd, and there- 
fore, x ~ ~ 1 does not contain any repeated factors. As g~(x)g2(x) has the 
same period n, one may conclude that g2(x) divides x ~ ~ i and g~(x) 
is relatively prime to g2(x). 
A. OPT IMUM CYCL IC  I~RODUCT CODE FOR CORRECTION OF  BURST ERRORS 
Suppose g(x) is a generator polynomial of a b-burst correcting code 
of length n, the period of g(x), then for any two error patterns el(x) 
and e2(x) that are correctible, 
i e~(x) + x e2(x) ==- 0 
implies 
where 
(g(x)) (1) 
i el(x) + x e2(x) =-- 0 (x ~ + 1), 
deg (e~) < b - 1, deg @2) =< b -- 1. 
(2) 
The following theorem establishes a class of cyclic product codes for 
burst errors. 
THEOREM 1. Let g(x) = g~(x)g2(x) be the generator polynomial of a 
b-burst correcting code of length n, the period of g(x). Let the degree, r2, 
of g2( x ) be less than b. Then, gl( x ) is the generator polynomial of a hi-burst 
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correcting code of length nl ,  the period of g~(x), where bl >= b - r2 and 
nl divides n. 
Proof: g~(x) generates a code of length n~. Suppose this code does not 
have the ability to correct all b~-burst errors, then there exists two error 
patterns e~(x) and e2(x), such that 
and 
e~(x) + x%(x) ~ 0 (g~(~)) (3) 
i el(x) + x e~(x) ~ 0 (x ~' + 1) (4) 
where n~ divides n, deg (e~) < bl, and deg (e2) < b~. If we multiply 
both sides of (3) by g2(x), 
g2(x)[el(x) + xle2(x)] -- 0 (g(x) ). (5) 
As deg (g2.e~) < bl + r2 = b, anddeg (g~.e2) < b~-~r2= b, bythe  
error correcting properties of g(x), (5) implies 
g2(x)[el(x) + xie2(x)] ~- 0 (x ~ + 1). (6) 
As both g2.e~ and g2"e2 are bursts of maximum length b and 2b < n, it 
can easily be shown that (6) implies 
g2"el = g2"e2 (7) 
and that n divides i. Hence, el = e2 and nl divides i. This is a contradic- 
tion to the assumption of the existence of e~ and e2 that satisfy both 
(3) and (4). The theorem therefore follows. 
With the use of Theorem 1, one may take a b-burst correcting code 
and obtain from it a b~-burst correcting code by dropping a factor in the 
generator polynomial. The result is a pair of cyclic product codes that 
are suitable for variable redundancy applications. 
Elspas and Short (1962) have studied the construction of bm'st-error 
codes with minimum redundancy. For burst length b and r check bits, 
their codes have a length of n = 2 r-b+1 - 1. Tables of 1~5nimum re- 
dundancy codes have been presented for n up to 4095 and b up to four. 
These codes are optimum when used as cyclic product codes. 
Example: The code generated by 
g4(x) = (1 + x)(1 + x + x2)(1 + x 2 + x 3 + x 4 + x 8+ lO + X12) 
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corrects all bursts of four bits or less with n --- 4095. By dropping some 
factors we may obtain a burst-3 correcting code with 
g3(x) = (1 q- x -b x~)(1 q- x ~ -+- x 3 S- x 4 q- 9:6 q- 910 q_ 101~) 
or a burst-2 correcting code with 
g2(x) = (1 q- x)(1 q- 92 q_ x ~ q_ x , q_ x ~ -b 9~0 q_ x12) 
or a burst-1 correcting code with 
gl(x) = ( l+x  ~+x ~+x 4+96+91°+x1~). 
The fact that these codes are all optimum as claimed follows directly 
from Theorem 1. We list in Table I a number of codes selected from 
Elspas and Short (1962), which are stfitable for cyclic product codes. It 
should be noted that Theorem 1 could also be used to limit the amount 
of labor required in searching for minimum redundancy codes in general. 
B. OTHER CYCLIC PRODUCT CODES FOR BURsT-ERRoR CORRECTION 
The Fire codes (1959) are defined by the generator polynomial 
g(x) = (x c q- 1)p(x) (8) 
where p(x)  is a polynomial of degree ~b and period e, and c => 2b - 1. 
This code is capable of correcting a single burst of maximum length b 
with a block length n which is L.C.M. (c, e). For most cases in practice, 
c is taken to be 2b - 1 and p(x)  chosen to be a primitive irreducible 
polynomial of degree b, hence the block length is c(2 b -- 1) if 2b - 1 
and 2 b - 1 are relatively prime. 
It is now easy to see that the class of cyclic product codes may be 
constructed by taking the pair 
gl(x)g2(x) = (x ~ q- 1)p(x) (9) 
gl(x) = (x ~1 + 1)p(x) (lO) 
where Cl divides c. The code generated with g~(x) alone will correct a 
shorter burst, b~ = (c~ q- 1 )/2. However, as this code is longer than the 
normal length of a Fire code for bursts of len~h b~, it is closer to op- 
timality in redundancy. 
Another class of cyclic product codes can be obtained by applying 
Theorem I to Fire codes in a more general manner. This will be illustrated 
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by the following generator polynomials 
g j ( x ) = ( x 7 + x 6 ~- x 4 + x 3 -~ z + 1) (x  ~ ~- x 2 + 1)  
gl(x)g2(x) = (x 9 -~ 1)(x 5 + x 2 + 1). 
Thus, g~(x) generates a code for bursts-3 correction which has a length of 
9 X 31 = 279. g~(x)g2(x) generates a burst-5 Fire code of length 279. It 
should be noted that (x 7 + 1)(x 5 + x 2 + 1) generates a burst-4 Fire 
code of length 217. Comparing with the results obtained by applying 
Theorem 1 to codes of Table I, it is clear that the most advantageous 
situation of applying Theorem 1 is when the higher redundancy code 
of the pair is close to optimum. 
C. PRODUCT CODES FOR INDEPENDENT-ERROR AND ~/[ULTIPLE-BuRsT 
CORRECTION 
The BCH (Bose-Chaudhuri-Hocquenghem) codes are most con- 
veniently described in terms of the finite field GF(2m). (See (Bose and 
Chaudhuri, 1960) and (Hocquenghem, 1959).) A t-error correcting BCH 
code is generated by the polynomial g(x) such that 
g(a  ~) = 0 i = 1, 2, . . -  , 2t  (11)  
where a is an element of GF(2 ~) and the length of the codes is the order 
of a. When a is a primitive lement, he code length is 2 ~ - 1. 
Let M~(x) be the minimal polynomial of a ~, then the generator of a 
t-error correcting BCH code can be written as 
g(x) = LCM (Ml(x), . . . ,  M2t(x)). (12) 
The generator of a t~-error correcting BCH code (where tl < t) can be 
written as  
g~(x) -- LCM (M~(x), M2(x), . . . ,  M2tl(x)). (13) 
It follows that g~(x) [ g(x), and BCH codes can be immediately written 
in the form of product codes if variable redundancy is required. 
The Reed-Solomon codes can be used for multiple-burst correction. 
Being a special type of BCI-I codes, they can be also immediately written 
in the form of product codes. 
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IMPLEMENTATION OF CYCLIC PRODUCT CODES 
A. GENERAL CONSIDERATIONS 
Let gl(x) be the generator polynomial of a (n, kl) code C1 and let 
g(x) --- gl(x)g2(x) be the generator polynomial of a (n, k) code C where 
the degree of g1(x) is rl = n - kl, and the degree of g(x) is r = n -- k. 
To illustrate the implementation f the product codes, a specific example 
will be used throughout this paper for encoding and burst-error correc- 
tion. The cyclic product code pair operate in the following two modes: 
1. Mode 1:C1 is a (15, 11) code generated by 
gl(x) = x ~ + x q- 1. 
This code corrects ingle errors. 
2. Mode 2:C2 is a (15, 9) code generated by 
g(x) = gl(x)g2(x) 
= (x ~+x+l ) (z  ~+x+l ) .  
This code corrects burst errors up to length = 3. 
The above product code pair has the property that both C~ and C are 
optimum codes. Other product codes with the same optimality property 
c~n be obtained from Table I. 
TABLE I 
CYcLic PRODUCT CODES fOR BURST ERRORS 
n r g(x)(Listing Powers with Units CoefficientforEach Factor) 
1023 13 (01) (012) (0235, 10) 
(01) (012) (012467, 10) 
(01) (012) (023458, 10) 
(01) (012) (012369, 10) 
(01) (012) (013469, 10) 
4995 15 (01) (012) (0347, 12) 
(01) (012) (012459, 12) 
(01) (012) (0345s9, 12) 
(01) (012) (01234589, 12) 
(01) (012) (02346, 10, 12) 
(01) (012) (02348, 10, 12) 
(01) (012) (01478, 1o, 12) 
(Ol) (o12) (0234678, lO, 12) 
(ol) (o12) (01269, lO, 12) 
(Ol) (o12) (01246, 11, 12) 
(Ol) (o12) (0125789, 11, 12) 
(Ol) (o12) (o124, lO, 11, 12) 
(Ol) (o12) (012347, lO, 11, 12) 
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FIG. 1. Two division 
multimode operations. 
circuits each with separate f edback connections for 
To implement a cyclic product code capable of operating in two or 
more modes, we should take advantage of the properties of the product 
code so that some shm'ing of the circuitry when operated in different 
modes is possible. An immediate approach is to share the shift-registers 
in different modes and switch the interconnection from one configuration 
to another to obtain a change in its function required by the different 
modes of operation. 
Figure 1 shows two division circuits designed according to the above 
philosophy. Switch M is at position "1" for Mode 1 and at position "2" 
for Mode 2. Such division circuits can be parts of the encoding or decod- 
ing circuitry. 
It ean be seen from the circuits of Fig. 1 that, because of an extra 
mode of operation, some new mod-2 adders must be installed, and some 
mod-2 adders originally with two inputs now become adders with three 
inputs. Generally speaking, the complication thus introduced is roughly 
proportional to the degree of gl(x) or g(x). 
B. BASIC REGISTER BLOCKS 
A different approach which is both practically more appealing and 
theoretically more interesting is to combine the basic register blocks 
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corresponding to gl(x) and g2(x) in obtaining the basic block correspond- 
ing to g(x) = gl(z)g~(x). The complication introduced due to multiple 
modes of operation can be kept at its minimum and is independent of 
the sizes of gl(x) and g2(x). 
A basic block corresponding to g(x) here refers to a shift-register 
circuit whose input and output sequence is related by the transfer func- 
tion 
t _ g(x) -I- 1 = g*(D) + 1, 
8 X r 
where x -1 = D is considered as a delay operator and g*(D) is the re- 
ciprocal polynomial of g(D). Such a register block can be connected 
either as a multiplication circuit or a division circuit. 
Figure 2 shows a multiplication circuit where 
input = s, 
output = input + t 
= input (1 q- g*(D) -F 1) (14) 
= input.g*(D).  
Figure 3 shows a division circuit where 
input = s -t- t = s.g*(D) 
output = s = input/g*(D). (15) 
I t  is interesting to see how such basic blocks with h/s1 * = gl (D)  + 1 
and t2/ s2 = * g2 (D) -}- 1 can be connected to form a new block with 
.[ ~_ OUTPUT 
f • .~ = g'X-(D) + I 
rs --ZNP6~ 
Fro. 2. A basic register block connected as a multiplication circuit 
~ ,  INPUT 
y = g*(D)+l 
Us " OUTPU'~ 
FIG. 3. A basic register block connected as a division circuit 
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" *  r = gl (D) + I 
t2 
=02 (O)+l 
t I 
Sl 
, t2 ~[ _t 
r s2 s l  
FIG. 4. Combination of two basic blocks into one where the defining poly- 
nomiMs multiply. 
t /s  g* (D)  + 1 where g*(D)  * * = = gl (D)g2 (D) .  This is shown in 
Figure 4 where we have 
t = t~ + t2 = s l (g l* (D)  + 1) + s2(g~ (D)  + 1) 
= s(g2*(D) + 1) + s.g2 (D) (g l  (D)  + 1) (16) 
= s(g~ (D)g2 (D)  + 1). 
I t  will be clear in the next section that such a circuit is very useful 
in the implementation of a product code. 
C. ENCODING CIRCUITS 
Figure 5 shows a general encoding circuit for any cyclic product code- 
pair. The switches are controlled according to the following: 
Mode 1: Generator polynomiM = gl(x)  
M = 1 for all n bits 
K = 0 for the first kl bits 
1 for the remaining rl bits~ 
Mode 3: Generator polynomial = g( x ) = gl ( x )g2( x ) 
M = 2 for all n bits 
K = 0 for the first k bits 
1 for the remaining r bits. 
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The code vectors obtained from this encoder are separable. That is, 
a/c-bit message M(x)  is coded as 
C(x)  = xrM(x)  + r (x )  
where 
r (x)  ~ xrM(x)  (g(x) )  
has degree no more than r - 1. 
The basic block is connected as a division circuit when the k bits of 
xrM(x)  enter the circuit. The r-bit residue r (x )  is obtained at the 
output by switching K to the "1" position. 
Figure 6 shows two possible encoding circuits for the specific cyclic 
product code pair described em'lier. 
gl(D)+l 
l o;,D,+, 
I tl 
L- 
J- Sl 
2-  o l  
s 2 M s 
INPUT 
/ J  
~- K 0 
OUTPUT 
t i I l J ' - - -  
"01 / 
t 
I NPUT 
~ Ko 
OUTPUT 
(B) 
FIG. 6. Two encoders for the product code pair with generators gl(x) = x ~ + 
x + 1 and g(x) = (x 2 + x + 1).gl(x). 
FIG. 5. A general product code encoder 
! 
1 ' 
i ~ ,NPUT 
, :  
~- K O 
OUTPUT 
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D. DECODING CIRCUITS FOR BURST-ERRoR-CoRRECTING 
An ordinary decoding circuit contains an n-stage buffer storage at~d a 
division circuit corresponding to g(x) .  The vector with shift-register 
contents as components forms an error syndrome, which does not 
necessarily correspond to the residue of the error polynomial modul o
INPUT(:; ~-~ '" D 
• "l 15- STAGE BUFFER STORAGE I--~ OUTPUT 
1 
15-STAGE BUFFER STORAGE ~'~-~.oOUTPUT 
FIo. 7. Two decoders for the product code pair with generators gl(x)  = x 4 
x ~- 1 and g(x) = (x 2 ~- x ~ 1)-gi(x). Switch N = 0 for the first n bits and N = 1 
for the next n bits. 
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g(x) .  This basic approach is the same in that of Peterson (1961) and 
Meggitt (1961). 
In order for the circuit to be capable of correcting burst errors in 
different modes, the division circuit must contain individual basie blocks 
corresponding to gl(x) and g2(x) so that one of them can be disconnected 
in the low redundancy mode. The syndromes should go through an error 
cycle and should be recognized when the first bit of a correctible burst 
error is ready to leave the n-stage buffer storage. 
Figure 7 shows two decoding circuits for the product code with 
g(x) = (x 4 q- x q- 1) @2 q_ x q- 1). Note that since the difference in the 
maximum correetible burst lengths is the same as the difference in the 
degrees of generator polynomials in two modes, the same zero-detecting 
circuit can be used in both modes. This applies to all burst-error correet- 
ing product codes which are obtained by the use of Theorem 1, such as 
those shown in Table I. In general, the zero-detecting circuit may require 
a different set of input connections in different modes. 
In terms of matrix notations, the shift-register contents form a syn- 
drome in the form of the row vector determined by multiplying the 
received vector (a code vector C plus an error veetor E) and the trans- 
posed parity-cheek matrix. That is, 
S = (C -t- E )H  r = EH r. (17) 
The parity-check matrix corresponding to the decoding circuit of 
Fig. 7(a) is 
1 0 1 1 0 1 1 0 1 1 0 1 1 0 1 
0 1 1 0 1 1 0 1 1 0 1 1 0 1 1 
H~ = l0  0 1 1 0 1 0 0 1 0 1 0 1 0 0 , (18) 
0 0 0 1 1 0 1 0 0 1 0 1 0 1 0 
0 0 0 0 1 1 0 1 0 0 1 0 1 0 1 
0 0 0 0 0 1 0 0 1 1 1 0 0 1 1 
and the parity-cheek matrix eorresponding to the decoding circuit of 
Fig. 7(b) is 
1 
0 
Hb= 0 
0 
0 
0 
1 0 1 1 0 1 1 0 1 1 0 
1 1 0 1 1 0 1 1 0 1 1 
0 1 0 0 1 1 1 0 0 1 1 
0 0 1 0 0 1 1 1 0 0 1 
0 0 0 1 0 0 1 1 1 0 0 
0 0 0 0 1 0 0 1 1 1 0 
1 1 0 
0 1 1 
0 0 0 (19) 
1 0 0 
1 1 0 
0 1 1 
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E.  DECODING CIRUCITS FOR INDEPENDENT-ERROR CORRECTION 
The decoding circuits described previously can be used for inde- 
pendent-error correction if a combinational circuit is used as syndrome 
recognizer. However ,  this may be limited to cases where the min imum 
distance of the code is relatively small. For codes with larger distance 
the size of the combinational syndrome recognizer may become pro- 
hibitively large. 
For Bose-Chaudhur i -Hocquenghem codes, a cyclic decoder can be 
used. This improved decoding procedure takes advantage of the cyclic 
property of the code, and the errors are corrected sequentially at the 
-j 
output. 
Upon receiving a polynomial  r (x ) ,  syndromes  $I = r(a), $3 = r(a3), 
• " , S~t - i  = r (a  ~t-1)  are first used to obtain the elementary symmetr ic  
functions ¢i, ~2, • • • , ~t • The  nonzero roots of the polynomial  
Z(x)  = x t --~ z ix  '-1 A- " '" -4- o-t-ix -4- zt  (20) 
represent the errors. 
Instead of the usual exhaustive approach in finding the roots, the 
following procedure is carried out: The polynomial is sequentially trans~ 
formed such that at the ith step, we  have 
• ~t-1)~ t~ (21)  ~c~)(x) = x' + ~la~x '-I + . . .  + a~-l~ x + ~,a .  
Therefore, if ~ is a root of ~ (x), a~ is a root of %(~) (x). Consider an error 
at the j th  position, thus fl = a ~-1. After i = n - j -4- 1 transformations, 
i+ j~ l  n a = a = 1 becomes a root of ~-J+l(x). By checking whether 
"1"  is a root of X(~)(x) at each step, the bit in error can be corrected 
sequentially at the output. 
It is clear that if the decoder is designed for the code with generator 
polynomial g(x)  = g~(x)g2(x) ,  the low redundancy mode of operation 
with generator polynomial gl(x) requires essentially no change of the 
circuit. For if g~(z) generates a t~-error correcting code, z~ = 0 for 
i>  ti. 
For detailed discussions of this cyclic decoding approach, see Chien 
(1964). 
CONCLUSION 
This paper presents original results on the theory and implementat ion 
of cyclic product codes. Various classes of codes are shown to exist for 
the correction of burst errors, independent errors, and  multiple bursts. 
Simple decoding circuits with little extra hardware  for mode changes 
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are obtained and shown to be very suitable for burst-error correction. 
An algebraic-cyclic procedure is suggested for correction of independent 
errors and multiple bursts. 
The concept of basic blocks can be used in more general cases where 
algebraic operations are required with respect o a set of polynomials 
over a finite f ieldand their products. Using this approach in the ira- 
plementation of cyclic codes, it becomes evident hat Peterson's decoder 
(1961) and Meggitt's decoder (1961) are equivalent. 
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