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Abstrat
We introdue the boundary onditions orresponding to the imaginary-
time (Matsubara) formalism for the nite-temperature partition fun-
tion in d + 1 dimensions as onstraints in the path integral for the
vauum amplitude (the zero-temperature partition funtion). We im-
plement those onstraints by using Lagrange multipliers, whih are
stati elds, two of them assoiated to eah physial degree of free-
dom. After integrating out the original, physial elds, we obtain an
eetive representation for the partition funtion, depending only on
the Lagrange multipliers. The resulting funtional integral has the
appealing property of involving only d-dimensional, time independent
elds, looking like a non loal version of the lassial partition fun-
tion. We analyze the main properties of this novel representation for
the partition funtion, developing the formalism within the ontext of
two onrete examples: the real salar and Dira elds.
1 Introdution
About fty years ago, in a pioneering work [1℄, the theoretial foundations
for a systemati treatment of Quantum Field Theory (QFT) at nite tem-
perature (T > 0), were laid down. That approah, the now alled Matsubara
1
(or imaginary time) formalism has been very suessful indeed in allowing
for the evaluation of thermal eets in QFT, both in the High Energy
1
and
Condensed Matter Physis realms.
Another landmark in the subsequent development of that formalism was
introdued in [4℄, where Matsubara's work was extended to relativisti QFT.
The ruial disovery of the time-periodiity (antiperiodiity) onditions for
the bosoni (fermioni) Greens's funtions opened the door to a quite natural
(and fruitful) extension of many onepts and ideas originally introdued at
T = 0, to the nite temperature ontext. To name just a few examples: the
thermal Ward-Takahashi relations, Goldstone's theorem, the Kubo-Martin-
Shwinger (KMS) relations and the renormalization group at T > 0. Besides,
the notion of Abelian and non Abelian gauge elds, with all its onsequenes
for partile physis [2, 3, 5℄ ould also be set up in the nite temperature
ontext in a quite natural way.
In the path-integral framework for the imaginary time formalism, ther-
mal eets depend strongly on the fat that the imaginary-time oordinate
is ompatied. That is, elds orresponding to a d+ 1-dimensional theory,
must be dened on S1 × Rd, where the radius of S1 is proportional to the
inverse temperature. This fat has, of ourse, many important onsequenes
for the onstrution of topologially non-trivial solutions [6℄ sine they nat-
urally depend upon the global properties of the spaetime manifold (unlike,
for example, the UV struture of the theory). On the other hand, the topo-
logially trivial setor is also aeted by the fat that the frequenies beome
disrete variables (the Matsubara frequenies).
A feature of the Matsubara formalism (shared by the real-time formula-
tion) is that a time dependene for the elds is unavoidable, even when one
limits oneself to the alulation of stati thermal properties. With the aim
of onstruting a new representation where only stati elds are involved, in
this paper, we introdue an alternative way of dealing with nite-temperature
QFT. It is inspired by a reent paper in whih a onstrained funtional in-
tegral approah is used to implement the eet of utuating boundaries
in the Casimir eet [7℄. In the present ontext, this allows one to intro-
due the periodiity onditions by means of Lagrange multipliers (whih are
d-dimensional when the eld lives in d + 1 dimensions). Then the origi-
nal elds an be integrated, what leaves a funtional depending only on the
d-dimensional Lagrange multipliers. Besides the eonomy due to the `dimen-
sional redution', there are also some new interesting properties, as we shall
show in the dierent setions of this artile.
The struture of this paper is as follows: in setion 2, we introdue the
1
See, for example [2, 3℄.
2
onstraint formalism to deal with T > 0, for the simplest possible example,
i.e., the harmoni osillator. Equipped with these results, the ase of the
real salar eld is dealt with in setion 3, both for the free and the self-
interating ases. In setion 4 we onsider the Dira eld, and in 5, we
present our onlusions.
2 Harmoni osillator
We shall introdue the method by onsidering the simplest (yet non triv-
ial) example, the harmoni osillator. In the subsequent setions, the same
approah shall be extended, in a quite natural way, to interating QFT's.
Let us begin by writing the phase-spae path integral [8℄ for Z0, the
vauum funtional for the harmoni osillator:
Z0 =
∫
DpDq exp{− S0[q(τ), p(τ)]} , (1)
where S0 is the imaginary time rst-order ation:
S0[q(τ), p(τ)] =
∫ +∞
−∞
dτ
[− ip(τ)q˙(τ) +H0(p(τ), q(τ))]} (2)
with H0 denoting the lassial Hamiltonian,
H0(p, q) = 1
2
(
p2 + ω2q2
)
(3)
(for simpliity, we have assumed that the osillator has unit mass). We have
introdued in (1) the formal expression for the phase-spae path integral
integration measure:
DpDq ≡
∏
−∞<τ<∞
dp(τ)dq(τ)
2pi
, (4)
whose preise denition may, of ourse, be given in terms of a disrete ap-
proximation to the path integral
2
.
On the other hand, in the Matsubara formalism, Z0(β), the thermal par-
tition funtion (for the same system) an be written as:
Z0(β) =
∫
periodic
DpDq e
∫ β
0
dτ
[
ipq˙− 1
2
(p2+ω2q2)
]
, (5)
2
The reason why the phase spae path integral (rather than the more usual ongura-
tion spae one) is used, will beome lear at the end of this setion.
3
where the integration is taken over periodi paths q(β) = q(0), p(β) = p(0) 3
and we have used units suh that β = 1
T
, i.e., kB ≡ 1.
To simplify matters, we shall measure the energies with respet to the va-
uum (zero energy). For the partition funtion, this means that Z0(∞) ≡ 1;
hene, we shall absorb temperature-independent fators by introduing a
suitably hosen normalization onstant in Z0(β).
To reprodue Z0(β), we shall follow a quite straightforward proedure:
we will impose the periodiity onditions for the phase spae variables as
onstraints for the integration variables in Z0. To that end, we write:
Z0(β) = N
∫
DpDq δ(q(β)− q(0)) δ(p(β)− p(0)) e−S0[q(τ),p(τ)] , (6)
where N is a onstant, introdued to enfore the ondition Z0(∞) ≡ 1, and
S0 is the ation dened in (2).
The imaginary-time τ runs from −∞ to +∞, while the onstraints iden-
tify just the elds at 0 and β. Thus one should expet the emergene of
a Z0(∞) fator in (6), due to the integration of elds outside of the inter-
val [0, β]. That fator is, however, β-independent, and shall therefore be
absorbed by N .
To proeed, we exponentiate the two δ-funtions, by means of (two) La-
grange multipliers ξ1 and ξ2 (they are just real variables in this ase); we are
thus lead to a new expression for Z0(β), whih may be written as follows:
Z0(β) = N
∫
DpDq
∫ ∞
−∞
dξ1
2pi
∫ ∞
−∞
dξ2
2pi
× ei
∫ +∞
∞
dτ
[
q(τ) ξ1
(
δ(τ−β)−δ(τ)
)
+ p(τ) ξ2
(
δ(τ−β)−δ(τ)
)]
× e
∫
∞
−∞
dτ
[
ipq˙− 1
2
(p2+ω2q2)
]
. (7)
The integral over p and q (whih we shall perform rst) is obviously Gaus-
sian. Indeed, interhanging the order of integration, we see that (7) may be
rewritten as follows:
Z0(β) = N
∫ ∞
−∞
dξ1
2pi
∫ ∞
−∞
dξ2
2pi
∫
DQ
× e− 12
∫ +∞
∞
dτ Qa(τ)K̂abQa(τ)+ i
∫
∞
−∞
dτja(τ)Qa(τ) , (8)
where we have introdued Q = (Qa) (a = 1, 2) for the anonial oordinates,
suh that Q1 ≡ q and Q2 ≡ p. Also, ja(τ) ≡ ξa (δ(τ − β)− δ(τ)), and K̂ab
3
This symmetri form of the boundary onditions in the path integral for Z0(β) is
explained in [9℄.
4
are the elements of the 2× 2 operator matrix K̂, given by:
K̂ =
(
ω2 i d
dτ
−i d
dτ
1
)
. (9)
The result of integrating out Qa, may be written as follows:
Z0(β) = N 2pi
(
det K̂)− 12 ∫ d2ξ
(2pi)2
e−
1
2
ξaMabξb , (10)
with
M ≡ 2Ω(0) − Ω(β) − Ω(−β) , (11)
where Ω(τ) denotes the inverse of the operator K of (9); its expliit form
may be easily found to be:
Ω(τ) ≡
(
1
2ω
i
2
sgn(τ)
− i
2
sgn(τ) ω
2
)
e−ω|τ | (12)
(sgn ≡ sign funtion). Equation (12) an be used in (11), to write:
M =
(
ω−1 0
0 ω
)
(nB(ω) + 1)
−1 , (13)
where
nB(ω) ≡ (eβω − 1)−1 (14)
is the Bose-Einstein distribution funtion.
The resulting integral over the ξa variables beomes:
ZB =
∫
d2ξ
2pi
e
−
ω−1 ξ21 + ω ξ
2
2
2[nB(ω)+1] , (15)
where we have set:
N ≡ ( det K̂) 12 , (16)
by the normalization onvention. The resulting integral is over the two (real)
variables ξa, whih are 0-dimensional elds, one dimension less than the 0+1
dimensional original theory.
It is interesting to see how this integral may be ompared with the one
orresponding to lassial statistial mehanis. To that end, we evaluate the
partition funtion in the lassial (high-temperature) limit. In that limit we
approximate the integrand and Z0(β) beomes:
Z0(β) ≃
∫
d2ξ
2pi
e−βH(ξ1,ξ2) (β << 1) , (17)
5
where:
H(ξ1, ξ2) ≡ 1
2
(
ξ21 + ω
2ξ22
)
. (18)
We see that (17) orresponds exatly to the lassial partition funtion for a
harmoni osillator, when the identiations: ξ1 = p (lassial momentum),
and ξ2 = q (lassial oordinate) are made
Z0(β) ≃
∫
dpdq
2pi
e−β
1
2
(
p2 +ω2q2
)
(β << 1) . (19)
On the other hand, had the exat form of the integral been kept (no ap-
proximation), we ould still have written an expression similar to the lassial
partition funtion, albeit with an `eetive Hamiltonian' Heff(ξ1, ξ2):
Z0(β) =
∫
d2ξ
2pi
e−βHeff (ξ1,ξ2) , (20)
where:
Heff (ξ1, ξ2) ≡ 1
2β
(
nB(ω) + 1
)−1 (
ω−1 ξ21 + ω ξ
2
2
)
. (21)
This shows that the quantum partition funtion may also be written as a
lassial one, by using a β-dependent Hamiltonian, whih of ourse tends to
its lassial ounterpart in the high-temperature limit. This representation
is also valid for interating theories, as shown in 3.2.
By integrating out the Lagrange multipliers in the (exat) expression for
the partition funtion (15), we obtain:
Z0(β) = nB(ω) + 1 = 1
1 − e−βω . (22)
whih is the orret result.
We emphasize an important fat that has emerged from an analysis of the
lassial (high-temperature) limit in this ase, namely, the Lagrange multi-
pliers have a physial interpretation in the lassial limit: the one assoiated
to the periodiity ondition for q plays the role of the lassial momentum,
while the one orresponding to the periodiity for the momentum beomes
a generalization of the lassial oordinate. The same interpretation might
also be retained far from the lassial limit, but then the Hamiltonian departs
from the lassial one, reeiving quantum orretions.
To onlude this setion, we mention the fat that the (apparently) sim-
pler proedure of working in terms of the onguration spae path-integral
yields an inorret answer. Indeed, had one used that formulation, one should
have needed to impose the periodiity onstraint just for q(τ):
Z0(β) = N
∫
Dq δ(q(β)− q(0)) × e− 12 ∫ +∞−∞ dτ(q˙2+ω2q2) . (23)
6
The δ-funtion ould then have been easily exponentiated by using just one
Lagrange multiplier, χ:
Z0(β) = N
∫
Dq
∫ +∞
−∞
dχ
2pi
eiχ
(
q(β)−q(0)
)
e−
1
2
∫ +∞
−∞
dτ
(
q˙2+ω2q2
)
. (24)
Performing the Gaussian integral over q(τ) would have lead to:
Z0(β) = N Z0(∞)
∫ +∞
−∞
dχ e−Q(χ) , (25)
where:
Q(χ) ≡ ω−1[nB(ω) + 1]−1χ2 . (26)
Choosing N−1 ≡ Z0(∞), and integrating out χ, we would have seen that
Z0(β) = 1√
1− e−βω (wrong) (27)
whih is of ourse inorret , due to the power 1/2 (we have negleted β-
independent fators). The reason why this formulation yields an inorret
answer may be traed bak to the fat that it orresponds to a dierent on-
straint. Indeed, the previous, phase spae treatment, amounts to enforing
periodiity for the oordinates and their momenta (essentially, their time
derivatives). Thus, it orresponds to requiring the periodiity for q(τ), and
also the time independene of that onstraint.
3 Real salar eld
3.1 Free partition funtion
In what is perhaps the most straightforward extension to QFT of the previous
setion's results, we shall onsider here a real salar eld ϕ in d+1 (Eulidean)
dimensions: ϕ(x) = ϕ(τ,x) where x = (τ,x) ∈ R(d+1), τ ∈ R and x ∈ R(d).
The free Eulidean ation, S0, dened in terms of the phase-spae vari-
ables is
S0 =
∫
dd+1x
[
− ipi∂τϕ+H0(pi, ϕ)
]
, (28)
with
H0(pi, ϕ) ≡ 1
2
[
pi2 + |∇ϕ|2 +m2ϕ2
]
. (29)
7
We then have to implement the periodi boundary onditions both for
ϕ(τ,x) and its anonial momentum pi(τ,x)
ϕ (β,x) = ϕ (0,x) , ∀x ∈ R(d)
pi (β,x) = pi (0,x) , ∀x ∈ R(d) , (30)
whih requires the introdution of two Lagrange multiplier elds, as in the
previous setion about the harmoni osillator. We denote them by ξa(x),
a = 1, 2 (they are τ -independent).
To simplify matters, we now dene a two-omponent eld Φ = (Φa),
a = 1, 2, suh that Φ1 = ϕ and Φ2 = pi. Then, an entirely analogous proe-
dure to the one introdued for the harmoni osillator yields:
Z0(β) = N
∫
Dξ
∫
DΦ e− 12
∫
dd+1xΦaKˆabΦb+ i
∫
dd+1xjaΦa , (31)
where:
ja(x) ≡ ξa(x)
(
δ(τ − β)− δ(τ)) . (32)
Note that the measure for ξ is formally given by:
Dξ ≡
∏
x
dξ1(x)dξ2(x)
(2pi)2
, (33)
while:
DΦ ≡
∏
τ,x
dϕ(τ,x)dpi(τ,x)
2pi
, (34)
and the operator matrix K̂ is:
K̂ =
(
hˆ2 i ∂
∂τ
−i ∂
∂τ
1
)
, (35)
where we have introdued hˆ ≡ √−∇2 +m2, the rst-quantized energy oper-
ator for massive salar partiles.
Performing the integral over Φ, and xing N to verify the normalization
ondition, yields the partition funtion in terms of the Lagrange multipliers:
Z0(β) =
∫
Dξ e− 12
∫
ddx
∫
ddy ξa(x) 〈x|Mˆab|y〉 ξb(y) , (36)
with:
Mˆ ≡ 2 Ωˆ(0) − Ωˆ(β) − Ωˆ(−β) , (37)
8
and
Ωˆ(τ) ≡
(
1
2
hˆ−1 i
2
sgn(τ)
− i
2
sgn(τ) 1
2
hˆ
)
e−hˆ|τ | . (38)
Then,
Mˆ ≡
(
hˆ−1 0
0 hˆ
)
(nˆB + 1)
−1 , (39)
where
nˆB ≡ 1
eβhˆ − 1 . (40)
Coming bak to the expression for Z0(β), we see that:
Z0(β) =
∫
Dξ exp
{
− 1
2
∫
ddx
∫
ddy
[
ξ1(x) 〈x|hˆ−1 (nˆB + 1)−1|y〉 ξ1(y)
+ ξ2(x) 〈x|hˆ (nˆB + 1)−1|y〉 ξ2(y)
]}
. (41)
By a simple eld redenition, we see that:
Z0(β) = det
(
nˆB + 1
)
(42)
whih an be evaluated in the basis of eigenstates of momentum to yield:
Z0(β) =
∏
k
[
nB(Ek) + 1
]
(43)
where Ek ≡
√
k2 +m2. The free-energy density, F0(β), is of ourse:
F0(β) =
1
β
∫
ddk
(2pi)d
ln
(
1 − e−βEk) . (44)
For the sake of ompleteness, we derive here the expliit form of the path
integral for the lassial, high-temperature limit. When β ∼ 0, the integral
for the partition funtion beomes:
Z0(β) ≃
∫
Dξ e−β H(ξ) , (45)
where:
H(ξ) =
1
2
∫
ddx
[
ξ21(x) + |∇ξ2(x)|2 + m2 ξ22(x)
]
. (46)
This is, again, the usual lassial expression for the partition funtion, with
the Lagrange multipliers playing the role of phase spae variables, and the in-
tegration measure being the orresponding Liouville measure. Besides, there
9
is another fat that beomes here more transparent than in the harmoni
osillator ase, and we would like to point out. It is that the representation
(41) always involves stati elds, unlike in the Matsubara formalism. The
prie to pay for this `dimensional redution' is that the resulting `ation' (the
exponent of the funtional to be integrated) is spatially non loal. It beomes
loal only in the high-temperature limit.
3.2 Self-interating real salar eld
When eld self-interations are inluded, instead of the free ation S0, we
must onsider instead
S = S0 + SI , (47)
where the free ation S0, has already been dened in (28), while SI is a
self-interation term. We shall assume it to be of the type:
SI =
∫
dd+1xV (ϕ) , (48)
V (ϕ) being an even polynomial in ϕ, with only one (trivial) minimum. Pro-
eeding along similar lines to the ones followed for the free eld ase in the
preeding setion, the partition funtion for the interating system an be
written in the form:
Z(β) = N
∫
Dξ
∫
DΦ e−S(Φ)+ i
∫
dd+1xjaΦa , (49)
where Φ, as well as the `urrent' ja have already been dened for the free
ase, in the previous subsetion. The onstant N is again introdued to
satisfy Z(∞) = 1. On the other hand, sine the elds are assumed to tend
to zero at innity, β →∞ implies that the term involving j vanishes in this
limit. This means that
N−1 =
∫
Dξ
∫
DΦ e−S(Φ) . (50)
There are many dierent paths one ould follow from now on in order to
evaluate the partition funtion. We hoose to adopt a proedure that makes
ontat with quantities dened for QFT at T = 0, in suh a way that the
T 6= 0 theory is built `on top of it'.
Indeed, realling the denition of the generating funtional for onneted
orrelation funtions, W, we may write:
N
∫
DΦ exp
[
−S(Φ) + i
∫
dd+1xjaΦa
]
≡ e−W(j) , (51)
10
so that the partition funtion Z(β) beomes:
Z(β) =
∫
Dξ e−W(j) . (52)
We use the small j to denote the 2-omponent urrent whih is a funtion of
the Lagrange multipliers, as dened in (32). A apital J shall be reserved to
denote a ompletely arbitrary 2-omponent soure, so that:
N
∫
DΦ exp
[
−S(Φ) + i
∫
dd+1xJaΦa
]
≡ e−W(J) . (53)
Note that this generating funtional yields orrelation funtions inlud-
ing ϕ or pi legs, so it would seem to ontain muh more information than
the standard one. That is not so, however, sine W(J1, J2) is related to
W(J1) ≡ W(J1, 0), the standard generating funtional of T = 0 ϕ-eld or-
relation funtions:
W(J1) ≡ − ln
{∫
D ϕ e−
∫
dd+1x
[
1
2
(∂ϕ)2+ 1
2
m2ϕ2+V (ϕ)−iJ1ϕ
]}
. (54)
That relation that may be obtained, for example, by integrating out the
anonial momentum eld pi (a Gaussian integral):
W(J1, J2) = W(J1 − i∂τJ2) + 1
2
∫
dd+1x J22 (x) . (55)
The outome of the previous relation is that orrelation funtions inluding
pi legs may be obtained by ombining orrelation funtions where all the
anonial momenta have been replaed by salar elds (at the same spaetime
points), and derivatives of them.
Besides, taking into aount the fat that our normalization for Z(β)
implies that W(0, 0) = 0, we are ready to write a formula for the path-
integral representation we were looking for. Indeed, dening Heff(ξ), the
`eetive Hamiltonian' for ξ, by means of the expression:
Heff(ξ) =
1
β
W(j) , (56)
we see that the partition funtion is given by:
Z(β) =
∫
Dξ exp [−βHeff(ξ)] . (57)
This is one of the most important results in this artile, sine it yields the path
integral for the quantum partition funtion as a lassial-looking funtional
11
integral, involving an eetive Hamiltonian whih takes into aount all the
T = 0 quantum eets. Indeed, the usual funtional expansion for W(J) is:
W(J) =
∞∑
n=2
1
n!
∫
dd+1x1 · · · dd+1xn
× W(n)a1...an(x1, . . . , xn) Ja1(x1) · · ·Jan(xn), (58)
where W(n) is in times the n-point onneted orrelation funtion for the
eld Φ. Thus, knowing those orrelation funtions, at a given order in a loop
expansion, one may obtain an analogous funtional expansion for the eetive
Hamiltonian. Indeed, to do that, one should perform the integrations over
the imaginary-time variables (taking advantage of the δ-funtions):
Heff(ξ) =
∞∑
n=2
1
n!
∫
ddx1 · · · ddxnH(n)a1...an(x1, . . . , xn)
× ξa1(x1) · · · ξan(xn) , (59)
where
H(n)a1...an(x1, . . . , xn) ≡
1
β
∫
dτ1 . . . dτn W(n)a1...an(x1, . . . , xn)
× (δ(τ1 − β)− δ(τ1)) . . . (δ(τn − β)− δ(τn)) .
Of ourse, one will usually evaluate just a few of the terms in the ex-
pansion for W, and as a onsequene will obtain an approximation to the
eetive Hamiltonian. As an exerise, we evaluate the partition funtion that
results from the rst non-trivial approximation, namely, to keep only the rst
term, the 2-point orrelation funtion 4:
Heff (ξ) ∼ H(2)eff(ξ) (60)
where
H
(2)
eff (ξ) ≡
1
2
∫
dx1dx2ξa(x1)H
(2)
ab (x1, x2) ξb(x2) (61)
and
H
(2)
ab (x1, x2) =
1
β
[
W(2)ab (0,x1 ; 0,x2) +W(2)ab (β,x1 ; β,x2)
−W(2)ab (β,x1 ; 0,x2)−W(2)ab (0,x1 ; β,x2)
]
. (62)
4
The meaning of this approximation shall be disussed at the end of this alulation.
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Introduing Fourier transforms for the orrelation funtions W˜ab and the
kernel, H˜
(2)
ab , we see that (62) implies:
H˜
(2)
ab (ω,k) =
2
β
∫ +∞
−∞
dω
2pi
[
1 − cos(βω)]W˜(2)ab (ω,k) . (63)
On the other hand, the kernels W(2)ab an be obtained from the T = 0
orrelation funtion W(2)11 whih is, essentially, the full quantum propagator
for the ϕ-eld:
W(2)11 (x1, x2) = −〈ϕ(x1)ϕ(x2)〉 . (64)
Indeed, the expliit relations between the orrelation funtions W(2)ab with
a 6= 1 or b 6= 1 and W(2)11 , in momentum spae, are:
W˜(2)22 (ω,k) = 1 − ω2W˜(2)11 (ω,k)
W˜(2)12 (ω,k) = −ω W˜(2)11 (ω,k)
W˜(2)21 (ω,k) = ωW˜(2)11 (ω,k)) . (65)
At this point, in order to evaluate the frequeny integrals, we need of ourse
to make some assumptions about the struture of W˜(2)11 . We shall assume
that there is only one stable partile, and that the renormalization ondi-
tions orresponding to the physial mass and wavefuntion renormalization
have been imposed. Then W˜(2)11 has only two single poles, at the points
± i Eren(k), where Eren(k) is the dispersion relation, with a renormalized
mass, and inluding all the quantum orretions.
Considering eah omponent of equation (63) for spei values for a and
b, we see that their respetive ω integrals are easily evaluated under the
previous assumptions. The results are:
H˜
(2)
11 (k) = E
−1
ren(k)
[
nB
(
Eren(k)
)
+ 1
]−1
, (66)
H˜
(2)
22 (k) = Eren(k)
[
nB
(
Eren(k)
)
+ 1
]−1
, (67)
while H˜
(2)
12 = H˜
(2)
21 = 0.
Sine the funtional integral has the same struture as the one for the
free ase, to evaluate Z(β) in this approximation we just need to modify the
expression for the energy in the free eld result:
Z(β) ∼ Z(2)(β) (68)
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where
Z(2)(β) =
∏
k
[
nB(Eren(k)) + 1
]
(69)
whih yields the free energy
F (2)(β) =
1
β
∫
ddk
(2pi)d
ln
(
1 − e−βEren(k)) . (70)
Of ourse, this expression looks like a the free energy for a free eld, but
with the renormalized energies instead of the free ones. This approximation
amounts, of ourse, to onsidering the partile states as non interating, after
the self-energy orretions have been taken into aount (in the 2-point, T =
0 orrelation funtion). A possible way to understand this approximation is
by the large-N limit, whereby the orrelation funtions involving more than
2 points are suppressed, and the approximation used here beomes exat.
An interesting approximation sheme, related to the funtional expansion,
is given by the High-Temperature expansion. In terms of Heff , we see that
the only plae where β appears is in the soure j. Performing an expansion
of j in powers of β:
ja(x) = ξa(x)
∞∑
n=0
(−1)n β
n
n!
δ(n)(τ) , (71)
and inserting this expansion into the expression for Heff , we see that the
kernels orresponding to its funtional expansion beome:
H(m)a1···am(x1, · · · ,xm) =
∞∑
n1=1,··· ,nm
βn1+···+nm−1
n1! · · ·nm!
× [∂τ1 · · ·∂τmW(m)a1···am(x1, · · · , xm)]τi→0 . (72)
We see from this expression that, when β → 0, the leading term is linear
in β and only H(2) survives:
H(2)a1a2(x1,x2) ≃ β2
[
∂τ1∂τ2W(2)a1a2(x1, x2)
]
τ1,τ2→0
. (73)
We onlude this setion mentioning the use of higher order approxima-
tions to the eetive Hamiltonian, say, by keeping N terms in the expansion:
H
(N)
eff (ξ) =
N∑
n=2
1
n!
∫
ddx1 · · · ddxnH(n)a1...an(x1, . . . , xn)
× ξa1(x1) · · · ξan(xn) , (74)
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(where only even values on n are non-vanishing in the sum). The result-
ing partition funtion naturally admits a perturbative expansion, with the
quadrati kernelH
(2)
ab determining the propagator, and the higher order terms
dening nonloal verties.
4 Dira eld
We shall derive here the eetive Hamiltonian for the partition funtion or-
responding to a massive Dira eld in d + 1 spaetime dimensions. The
proedure will be essentially the same as for the real salar eld, one the
relevant kinematial dierenes are taken into aount.
As in the previous setion, we shall rst deal with the free eld ase.
4.1 Free Theory
The ation Sf0 for a free Dira eld ψ in d+ 1 Eulidean dimensions is:
Sf0 =
∫
dd+1x ψ¯(x)( 6∂ +m)ψ(x) , (75)
where 6∂ = γµ∂µ, γ†µ = γµ and {γµ, γν} = 2δµν .
The orresponding T = 0 partition funtion, Zf0 (β)|β→∞, is then given
by:
Zf0 (∞) =
∫
DψDψ¯ e−Sf0 (ψ¯,ψ), (76)
where ψ,ψ¯ are Grassmann-valued spinorial elds.
To derive the thermal partition funtion, Zf0 (β), we must impose antiperi-
odiity onditions for both elds:
ψ (β,x) = −ψ (0,x)
ψ¯ (β,x) = −ψ¯ (0,x) (77)
as onstraints on the Grassmann elds in the path integral (76). Those
onditions lead to the introdution of the two δ−funtions:
Zf0 (β) =
∫
DψDψ¯ δ(ψ(β,x) + ψ(0,x)) δ(ψ¯(β,x) + ψ¯(0,x))
× exp
[
− Sf0 (ψ¯, ψ)
]
. (78)
Note that, sine the Dira ation is of the rst-order, the introdution of two
onstraints, and two Lagrange multipliers, appears in an even more natural
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way than for the previous ase. Those auxiliary elds, denoted by χ(x) and
χ¯(x) must be Grassmann spinors depending on the spatial oordinates only.
The resulting expression for Zf0 (β) an then be written as follows:
Zf0 (β) = N
∫
DχDχ¯DψDψ¯ e−Sf0 (ψ¯,ψ)+i
∫
dd+1x (η¯ψ+ψ¯η), (79)
where η and η¯ are (Grassmann) soures depending on χ and χ¯ through the
relations:
η(x) = χ(x)
[
δ(τ − β) + δ(τ)]
η¯(x) = χ¯(x)
[
δ(τ − β) + δ(τ)] , (80)
and the onstant N is determined by imposing the usual normalization on-
dition: Zf0 (∞) ≡ 1.
Integrating out ψ, ψ¯:
Zf0 (β) =
∫
DχDχ¯ exp
[
−
∫
dd+1x
∫
dd+1y η¯(x)〈x|( 6∂ +m)−1|y〉η(y)
]
=
∫
DχDχ¯ exp
[
− βHeff
(
χ¯, χ
)]
(81)
where we have set N−1 ≡ Zf0 (∞) and
Heff
(
χ¯, χ
)
=
∫
ddx
∫
ddy χ¯(x)H(2)
(
x,y
)
χ(y) (82)
with:
H(2)
(
x,y
)
= 〈x, 0|( 6∂ +m)−1|y, 0〉+ 〈x, β|( 6∂ +m)−1|y, β〉
+ 〈x, 0|( 6∂ +m)−1|y, β〉+ 〈x, β|( 6∂ +m)−1|y, 0〉
=
1
β
[
2Sf
(
0,x− y)+ Sf(β,x− y)+ Sf(− β,x− y)].(83)
In the last line, Sf , denotes the Dira propagator. Then a quite straightfor-
ward alulation shows that
H
(
x,y
)
=
1
β
〈x|uˆ(1− nˆF )−1|y > (84)
where
nˆF ≡
(
1 + eβnˆ
)−1
(85)
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is the Fermi-Dira distribution funtion, written in terms of hˆ, the energy
operator (dened identially to its real salar eld ounterpart). uˆ is a unitary
operator, dened as
uˆ ≡ hˆD
hˆ
, hˆD ≡ γ · ∇ +m . (86)
Then we easily verify that:
Zf0 (β) = det uˆ det−1
[
(1− nˆF ) I
]
, (87)
(I ≡ identity matrix in the representation of Dira's algebra)
Zf0 (β) =
∏
~p
[
1 + e−βE(~p)
]
rd
(88)
with E(p) =
√
p2 +m2 and rd ≡ dimension of the representation.
We have used the fat that the determinant of uˆ equals unity:
det uˆ =
∏
p
det
[ iγ · p+m√
p2 +m2
]
= 1 . (89)
Again, the proedure has produed the right result for the partition fun-
tion.
4.2 Dira eld in a stati external bakground
We begin by highlighting the main dierenes whih appear when an external,
stati (we deal with equilibrium thermal QFT), Abelian gauge eld is oupled
to the Dira eld. The rst is that the ation beomes:
Sf(ψ¯, ψ, A) =
∫
dd+1x
[
ψ¯(x)
( 6∂ + i e γ ·A(x) +m)ψ(x)] , (90)
where we have used the A0 = 0 gauge. The assumed τ− independene of A,
together with our gauge hoie, allows us to arry on the derivation desribed
for the free ase, with minor hanges, arriving to the expression:
Zf (β) = det uˆ(A) det−1(nˆF (A) I)
= eiK(A) det
[(
1 + e−βhˆ(A)
)
I
]
(91)
where
hˆ(A) ≡
√
−D2 +m2 , D ≡ ∇− ieA , (92)
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and:
eiK(A) =
det
(
γ ·D+m)
det
√−D2 +m2 . (93)
Notie that the fator det
[(
1 + e−βnˆ(A)
)
I
]
an be formally diagonalized in
terms of the energies Eλ(A) in the presene of the external eld. Thus we
arrive to the expression:
Zf (β) = eiK(A) ×
{∏
λ
[
1 + e−βEλ(A)
]}rd
. (94)
The fator eiK(A), on the other hand, is topologial in origin, as it depends
on the phase, K(A), of the determinant of hˆD, an operator that may be
regarded as a Dira operator in one fewer dimension. For Dira fermions,
we know that the phase of det hˆD an be non-trivial only when d is odd,
i.e., when d + 1 is even. However, the γ-matries appearing in det hˆD form
a reduible representation of the Dira algebra in d dimensions, with the
matrix γτ relating every eigenvalue to its omplex onjugate. Thus, as a
result, the phase K(A) vanishes. Of ourse, a non-vanishing result may be
obtained for other fermioni systems, like Weyl fermions for d+ 1 = even.
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5 Conlusions
We have shown that, by introduing the `thermal' boundary onditions as
onstraints in the Eulidean path integral for the vauum funtional, we may
obtain a novel representation for the partition funtion. This representation
may be thought of as an integral over the phase spae variables, weighted by a
Boltzmann fator orresponding to an eetive quantum Hamiltonian, Heff ,
whih redues to the lassial one in the orresponding (high-temperature)
limit.
We analyzed the main properties of this representation for the ases of
the real salar and Dira elds, two typial examples that have been hosen
for the sake of simpliity. It is not diult to generalize the representation
to the ase of systems ontaining fermions interating with bosons. For
example, assuming that S(ψ¯, ψ,Φ) is the rst order ation orresponding to
a real salar interating with a Dira eld, we dene the T = 0 generating
funtional W(ζ¯ , ζ, J) by:
W(ζ¯ , ζ, J) = N
∫
DΦDψDψ¯ e−S(ψ¯,ψ,Φ)+i
∫
dd+1x
(
ζ¯ψ+ψ¯ζ+JaΦa
)
, (95)
where the soures are arbitrary. Then, Heff an be obtained from the ex-
pression:
Heff (χ¯, χ, ξ) =
1
β
W(η¯, η, j) , (96)
where η, η¯ and J are (the already dened) funtions of the Lagrange multi-
plier elds χ¯, χ and ξ.
We onlude by mentioning that τ -dependent orrelation funtions an
also be alulated, with minor hanges in the formalism. Indeed, they may
be obtained by adding an arbitrary time-dependent soure to the urrent
that depends on the onstraints [10℄.
Aknowledgments
C.D.F. thanks CONICET (PIP5531) and CAPES/SPU for nanial support,
and aknowledges the warm hospitality of the CBPF, where part of this
work was done. A.P.C.M. and I.R. thank CAPES/SPU, CNPq/MCT and
Pronex/FAPERJ for partial nanial support and Instituto Balseiro - CAB,
where part of this work has been done, for kind hospitality.
19
Referenes
[1℄ T. Matsubara, Prog. Theor. Phys. 14, 351 (1955).
[2℄ J. I. Kapusta, Finite-Temperature Field Theory, Cambridge University
Press, Cambridge (1989).
[3℄ M. Le Bella, Thermal Field Theory, Cambridge University Press, Cam-
bridge (1996).
[4℄ H. Ezawa, Y. Tomonaga and H. Umezawa, N. Cimento Ser. X, 5, 810
(1957).
[5℄ A. L. Fetter and J. D. Waleka, Quantum Theory of Many-Partiles
Systems, MGraw-Hill, New York (1971).
[6℄ D. J. Gross, R. D. Pisarski and L. G. Yae, Rev. Mod. Phys. 53, 43
(1981).
[7℄ R. Golestanian and M. Kardar, Phys. Rev. A 58, 1713 (1998).
[8℄ Our path integral onventions are borrowed from:
J. Zinn-Justin, Quantum eld theory and ritial phenomena, Int. Ser.
Monogr. Phys. 113 (2002) 1.
[9℄ See, for example, equation (15.10), page 337 of M. Henneaux and C.
Teitelboim,Quantization of Gauge Systems, Prineton University Press
(1994).
[10℄ C. D. Foso, A. P. C. Malbouisson and I. Roditi, work in progress.
20
