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We investigate the valley depolarization due to the electron-hole exchange interaction in monolayer
MoS2. Both the long- and short-range parts of the intra- and inter-valley electron-hole exchange
interactions are calculated. We find that both the long- and short-range exchange interactions can
cause the inter- and intra-valley bright exciton transitions. With the intra-valley bright exciton
transition channel nearly forbidden due to the large splitting of the valence bands, the inter-valley
channel due to the exchange interaction can cause the valley depolarization efficiently by the Maialle-
Silva-Sham mechanism [Phys. Rev. B 47, 15776 (1993)]. With only the long-range exchange
interaction, the calculations show good agreement with the recent valley polarization experiments,
including the time-resolved valley polarization measurement, the pump-probe experiment and the
steady-state PL polarization measurement. We further show that for the A-exciton with large
(small) center-of-mass momentum, the long-range exchange interaction can cause the fast (slow)
inter-valley exciton transition.
PACS numbers: 71.70.Gm, 71.35.-y, 78.67.-n
I. INTRODUCTION
Monolayer MoS2 has attracted intense interest due to
its remarkable electrical and optical properties from its
unique energy band structure (shown in Fig. 1) very
recently.1–17 Unlike its bulk form, monolayer MoS2 has
direct gaps at the inequivalent K and K′ points of the
hexagonal Brillouin Zone,8–13 which have been confirmed
in the photoluminescence (PL) experiments.4–7 In ad-
dition, due to the space inversion asymmetry and the
strong spin-orbit coupling originated from the d-orbitals
of the heavy metal atoms, the valence bands are split-
ted by about 160 meV.6,9,11,14–17 Therefore, it shows two
excitonic transitions A (≈ 1.9 eV) and B (≈ 2.1 eV)
from the K or K′ point in the light absorption.5,7,18–21
Moreover, the chiral optical valley selection rule in this
system leads to the selective excitation of carriers in only
one of these valleys depending on the helicity of circularly
polarized light, with σ+ or σ− light being directly asso-
ciated with the K or K′ valley.4–6 Accordingly, the spin
polarization can be realized due to the splitting of the va-
lence bands.4–7 Therefore, monolayer MoS2 provides an
ideal platform to study the semiconductor valley physics
(valleytronics).
It has been theoretically predicted that high val-
ley polarization up to 100% can be realized in mono-
layer MoS2.
5–8,18–21 However, recent valley polariza-
tion experiments in monolayer MoS2 with A-exciton
pumped, including the time-resolved valley polarization
measurement,21 the pump-probe experiment22,23 and the
steady-state PL polarization measurement,5–8,18–20 sug-
gest that there exists fast valley depolarization. For the
time-resolved valley polarization measurement, the ob-
servation of the excitonic signal in the K′ valley is imme-
diate after the A-exciton pumped in the K valley and a
finite valley polarization (about 50% at 4 K) is measured
during the A-exciton lifetime.21 For the pump-probe ex-
periment, it shows that there also exists fast inter-valley
exciton transition and finite residue valley polarization
which lasts for tens of picoseconds.22,23 In the steady-
state measurements of the PL polarization, a wide range
of valley polarizations from 30% to 100% are reported
with the resonantly pumping energy E ≈ 1.96 eV for
the A exciton at low temperature.5,7,18–21 It was claimed
that the valley depolarization originates from the elec-
tron/hole spin relaxation due to the D’yakonov-Perel’
(DP)24 and Elliott-Yafet (EY)25,26 mechanisms.5,7,18–21
Therefore, after the inter-valley scattering including
the electron-phonon5,18,19,21 and/or short-range impurity
scatterings, the spin relaxation of the electron and hole
can cause the bright exciton transition between the K and
K′ valleys and hence the PL depolarization. However, for
the DP mechanism, in the intrinsic situation, it cannot
cause any spin relaxation because the out-of-plane com-
ponent of the electron or hole spin is conserved;6,27–29
in the extrinsic situation, the flexural deformations can
cause the spin relaxation of carriers but the spin relax-
ation time is in the order of nanoseconds.30,31 For the
EY mechanism, the out-of-plane components of the elec-
tron or hole spin are conserved in the intrinsic situa-
tion and only the extrinsic influences can cause the spin
relaxation.6,27–30 It is calculated that the spin relaxation
time of the out-of-plane component is also in the order
of nanoseconds at low temperature with low impurity
density.32 Accordingly, the exciton transition time due
to the DP and EY mechanisms is much longer than its
lifetime, which is in the order of picoseconds,21,33 and
hence the DP and EY mechanisms cannot cause the PL
depolarization effectively.
In this paper, we show that the electron-hole (e-h)
2exchange interaction can cause the valley depolariza-
tion efficiently due to the Maialle-Silva-Sham (MSS)
mechanism34,35 based on the kinetic spin Bloch equa-
tions (KSBEs).36,37 We show that both the long-range
(L-R) and short-rang (S-R) parts of the exchange inter-
actions can cause the inter- and intra-valley bright exci-
ton transitions. However, the intra-valley bright exciton
transition channel is nearly forbidden due to the large
splitting of the valence bands and only the inter-valley
exchange interaction can cause the valley depolarization
efficiently. This inter-valley bright exciton transition pro-
cess is schematically shown in Fig. 1, in which electrons
in the conduction band of the K valley and valence band
in the K′ valley are scattered to the valence band in the
K valley and conduction band in the K′ valley, respec-
tively. This process can also be treated as the result of
virtual recombination of a bright exciton in the K val-
ley and generation in the K′ valley, or vice versa. We
further show that for the A-exciton with large center-
of-mass momentum, the L-R exchange interaction can
cause the fast inter-valley exciton transition. This ex-
plains the fast emergence of the excitonic signal in the
K′ valley with the A-exciton pumped in K valley in the
experiments.21–23 However, for the A-exciton with small
center-of-mass momentum, the inter-valley exciton tran-
sition is relatively slow, which leads to the existence of
the residue valley polarization which lasting for tens of
picoseconds in the experiments.22,23
FIG. 1: (Color online) Schematic diagram of the bright ex-
citon transition channel between the K and K′ valleys. The
Feynman diagram shows that due to the short-range exchange
interaction, the electrons in the states |k1, ↑c,K〉 and |k2, ↓v
,K′〉 are scattered to the states |k′2, ↑v,K〉 and |k
′
1, ↓c,K
′〉, re-
spectively. Consequently, the inter-valley bright exciton tran-
sition is realized by the virtual recombination of a bright ex-
citon in the K valley and then generation in the K′ valley or
vice versa.
This paper is organized as follows. In Sec. II, we set up
the model and lay out the formalism. In Sec. II A, we de-
rive the L-R and S-R parts of the exciton exchange inter-
action Hamiltonian and show that both the L-R and S-R
exchange interactions can cause the inter-valley exciton
transition. In Sec. II B, we present the KSBEs and com-
pare the theoretical results with the experimental ones.
We conclude and discuss in Sec. III.
II. MODEL AND FORMALISM
A. E-h exchange interaction
In this work, we study the e-h exchange interaction for
the direct excitons in monolayer MoS2 based on the low-
est four band k·p Hamiltonian for the K (K′) valley:6,28,29
Hˆ = at(τkxσˆx + kyσˆy) + ∆σˆz/2− λτ(σˆz − 1)sˆz/2. (1)
Here, a is the lattice constant, t represents the effective
hopping integral; τ is the valley index for K (τ = 1) and
K′ (τ = −1) valleys; σˆ stand for the Pauli matrices for the
two basis functions [c (v) indicates conduction (valence)
band]
|φc〉 = |dz2〉, |φτv〉 =
1√
2
(|dx2−y2〉+ iτ |dxy〉); (2)
∆ is the energy gap; 2λ denotes the spin splitting of
the valence bands and sˆz is the Pauli matrix for spin.
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Using above Hamiltonian Eq. (1), the effective Hamil-
tonian for the exciton envelop function in the coordinate
space are derived following the previous works within the
framework of the effective-mass approximation [refer to
Eq. (A4)],34,38,39 shown in Appendix A. Based on this ef-
fective Hamiltonian Eq. (A2), by treating MoS2 as ideal
two-dimensional (2D) material,40 the basis functions for
the direct excitons can be expressed in terms of the ex-
citon ground state
|µe, νh,P,K〉 = ΨµeK (re)Ψ˜νhK (rh)φ2D1s (ρ)eiP·R/
√
S (3)
for the K valley and
|µ′e, ν′h,P′,K′〉 = Ψµ
′
e
K′(re)Ψ˜
ν′
h
K′(rh)φ
2D
1s (ρ)e
iP′·R/
√
S (4)
for the K′ valley. In Eqs. (3) and (4), Ψ
µe(µ
′
e
)
K(K′) (re)
and Ψ˜
νh(ν
′
h
)
K(K′)(rh) are the electron and hole Bloch wave
functions with µe (µ
′
e) and νh (ν
′
h) denoting the elec-
tron spin in the conduction bands and hole spin in
the valence bands (note νh = −νe with νe being
the electron spin in the valence bands), respectively;
φ2D1s (ρ) =
√
8/pia2B exp(−2ρ/aB) is the 2D hydrogenic
exciton ground-state wave function with ρ = re − rh
standing for the relative coordinate of the electron and
hole, and aB is the exciton radius; the last factor rep-
resents the center-of-mass motion of the exciton with S,
P (P′) and R representing the area of the 2D plane of
MoS2, the center-of-mass wavevector of the electron-hole
pair and its center-of-mass position, respectively.
The exchange interaction is divided into the L-R and
S-R parts. Their matrix elements between two exciton
ground states are further derived based on the exciton
Hamiltonian in Appendix A by expanding the exciton
envelop function using the exciton ground states,34,38,39
which are shown as follows.
31. L-R part
For the L-R part of the exchange interaction, there
exist matrix elements for the excitons in a single val-
ley or between K and K′ valleys.34,38 The matrix ele-
ments between two exciton ground states |m,n,P,k0〉
and |m′, n′,P′,k′0〉 are expressed as
BL-Rk0-k′0 =
e2
2κε0|P|δP,P
′ |φ2D1s (0)|2Qk0-k
′
0
m′Θn
Θn′m
(P), (5)
with ε0 and κ standing for the vacuum permittivity and
relative dielectric constant, respectively; k0(k
′
0) repre-
senting K or K′;
Q
k0-k′0
m′Θn
Θn′m
(P) =
~
2
m20
[
P · pim′Θn′(k0)
][
P′ · piΘnm(k′0)
]
× 1[
Em(k0)− En(k0)
][
Em′(k′0)− En′(k′0)
] . (6)
Here, m0 is the free electron mass; pim′Θn′(k0) and
piΘnm(k
′
0) come from the k · p matrix elements in the
Hamiltonian [Eq. (1)] with Θ being the time reversal op-
erator (refer to Appendix A); Eµ(k) and Eν(k
′) are the
edge energies of the conduction band with electron spin
µ and valence band with hole spin ν.
For the intra-valley exciton exchange interaction, ac-
cording to Eq. (5), with the spin bases (µe, νh) in the
order (↑e, ↓h), (↓e, ↓h), (↑e, ↑h), (↓e, ↑h), the L-R part of
the exchange interaction between two exciton states
|m,n,P,k0〉 and |m′, n′,P′,k0〉 is written as
HL-Rk0-k0 = CδP,P′ |P|


α(τ) 0 0 β
0 0 0 0
0 0 0 0
β 0 0 α(−τ)

 . (7)
Here, C = e2/(2κε0)|φ2D1s (0)|2 and τ = 1(−1) for k0 =
K(K′). The parameters α(τ) = a2t2/(∆− τλ)2 and β =
a2t2/(∆2 − λ2) for MoS2, WS2, MoSe2 and WSe2 are
shown in Table I calculated with the material parameters
taken from Ref. 6.
TABLE I: Material parameters α(τ ) and β for MoS2, WS2,
MoSe2 and WSe2 with the unit being A˚
2
.
α(1) α(−1) β
MoS2 4.91 4.10 4.49
WS2 7.73 4.77 6.07
MoSe2 5.09 3.99 4.51
WSe2 8.27 4.63 6.19
For the inter-valley exciton exchange interaction, the
L-R part of the exchange interaction between the
initial exciton state |m,n,P,K〉 and the final one
|m′, n′,P′,K′〉 is written as
HL-RK-K′ = −CδP,P′
P 2+
|P|


β 0 0 α(1)
0 0 0 0
0 0 0 0
α(−1) 0 0 β

 (8)
with P± = Px ± iPy.
From Eqs. (7) and (8), both the intra- and inter-
valley L-R exchange interactions can cause the val-
ley depolarization by the MSS mechanism.34,35 In the
MSS mechanism, similar to the DP mechanism,24 the
L-R exchange interaction provides a P-dependent ef-
fective magnetic field Ω(P), around which the “spins”
of the exciton with different center-of-mass momentums
process with different frequencies, i.e., the inhomoge-
neous broadening.36,37 This inhomogeneous broadening
can cause a free-induction-decay due to the destructive
interference without the exciton scattering. When there
exists exciton scattering with the momentum relaxation
time denoted by τ∗P , the system can be divided into
the weak and strong scattering regimes: in the weak
scattering regime with 〈|Ω(P)|〉τ∗P & 1, the momen-
tum scattering opens a spin relaxation channel and the
exciton “spin” relaxation time τs ∝ τ∗P ; in the strong
scattering regime with 〈|Ω(P)|〉τ∗P ≪ 1, the momentum
scattering suppresses the inhomogeneous broadening and
τ−1s = 〈Ω2(P)〉τ∗P . Here, 〈...〉 denotes the ensemble aver-
age.
For the intra-valley exchange interaction, from Eq. (7),
when there exists a large splitting of the valence bands
the intra-valley depolarization channel by the MSS mech-
anism is nearly forbidden due to the detuning effect.41
For the inter-valley exciton exchange interaction, from
Eq. (8), there exist only matrix elements between the
bright exciton states. Accordingly, it can cause the val-
ley depolarization due to the MSS mechanism. Specifi-
cally, this inter-valley depolarization channel can be effi-
cient between two energy-degenerate exciton states when
|P| 6= 0.
2. S-R part
We then express the S-R part of the exchange inter-
action, which can exist not only in a single valley, but
also between two different valleys. Their matrix ele-
ments between the two exciton states |m,n,P,k0〉 and
|m′, n′,P′,k′0〉 are expressed as
BS-Rk0-k′0 =
1
S
δP,P′ |φ2D1s (0)|2
∫ [
Ψm
′
k′
0
(r1)
]∗[
ΘΨ˜nk0(r2)
]∗
× U(r1 − r2)
[
ΘΨ˜n
′
k′
0
(r1)
]
Ψmk0(r2)dr1dr2. (9)
Here, U(r1 − r2) = e2/
(
4piκε0|r1 − r2|
)
is the Coulomb
potential; k0(k
′
0) represents the K or K
′.
Accordingly, by using the conduction band and valence
band wave functions Eq. (2), the S-R part of the exchange
4interaction between the initial exciton state |m,n,P,k0〉
and the final one |m′, n′,P′,k′0〉 is written as
HS-Rk0-k′0 = ΞδP,P
′


1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1

 . (10)
Here,
Ξ =
1
S
|φ2D1s (0)|2
e2
4piκε0
1
2pi
∫ {
|A(q)|2 + |B(q)|2
+ i
[
A∗(q)B(q) −A(q)B∗(q)]}dq
2q
, (11)
in which
A(q) = 〈dz2 |eiq·r|dx2−y2〉, B(q) = 〈dz2 |eiq·r|dxy〉. (12)
From Eq. (10), for both the intra- and inter-valley ex-
change interactions, there exist only matrix elements be-
tween the bright exciton states, and hence both the intra-
and inter-valley S-R exchange interactions can only cause
the bright exciton transition. By considering the large
splitting of the valence bands, the intra-valley depolariza-
tion channel due to the intra-valley S-R exchange inter-
action is nearly forbidden, and hence only the inter-valley
S-R exchange interaction can contribute to the valley de-
polarization.
B. Valley depolarization due to the inter-valley e-h
exchange interaction
1. Model and KSBEs
From Sec. II A, we conclude that only the inter-valley
e-h exchange interaction can cause the valley depolar-
ization efficiently. For the A-exciton pumped, the ex-
change interaction includes the L-R and S-R parts for the
two energy-degenerate bright exciton states |↑e, ↓h,P,K〉
and |↓e, ↑h,P′,K′〉. By referring to |↑e, ↓h,P,K〉 and |↓e
, ↑h,P′,K′〉 as “spin”-up |⇑〉 and “spin”-down |⇓〉 states,
their matrix elements are denoted by HAK-K′ = Ω(P) · s
in the exciton “spin” space, with the effective magnetic
field reading
Ω(P) =
(− Cα(1)P 2x − P 2y|P| + Ξ, 2Cα(1)
PxPy
|P| , 0
)
. (13)
Obviously, the L-R (S-R) part of the exchange interaction
acts as an in-plane P-dependent (static) magnetic field.
With the effective magnetic field, the inter-valley A-
exciton dynamics can be described by the KSBEs:34–37
∂tρ(P, t) = ∂tρ(P, t)|coh + ∂tρ(P, t)|scat. (14)
In these equations, ρ(P, t) represent the 2×2 density ma-
trices of A-exciton with center-of-mass momentum P at
time t, in which the diagonal elements ρs,s(P, t) describe
the A-exciton distribution functions and the off-diagonal
elements ρs,−s(P, t) represent the “spin” coherence. In
the collinear space, the coherent term is given by
∂tρ(P, t)|coh = − i
~
[
Ω(P) · s, ρ(P, t)], (15)
where [ , ] denotes the commutator. The scattering
terms ∂tρ(P, t)|scat include the inter-exciton scattering,
exciton-phonon scattering and exciton-impurity scatter-
ing. Here, for simplicity, we only include the exciton-
impurity scattering,34 which is written as
∂tρ(P, t)|scat =
∑
P′
WPP′
[
ρ(P′, t)− ρ(P, t)]. (16)
Here, WPP′ represents the momentum scattering rate.
By solving the KSBEs, one obtains the evolution of
the valley polarization P (t) =
∑
PTr[ρ(P, t)sz ]/nex with
nex=
∑
PTr[ρ(P, t)] being the density of the A-exciton.
According to the pump-probe experiment,22,23 the initial
condition is set to be
ρs,s(P, 0) = αs exp
{
− [ε(P)− εpump]2/(2δ2ε)
}
(17)
and ρs,−s(P, 0) = 0. Here, ε(P) = ~
2P2/(2m∗) is the
exciton kinetic energy withm∗ being the exciton effective
mass; εpump is the energy of pulse center in reference to
the band minimum and δε = ~/δτ with δτ denoting the
pulse width;
αs =
npump,s∑
P exp
{
− [ε(P)− εpump]2/(2δ2ε)
} , (18)
with npump,s being the density of A-exciton with “spin”
s after excitation. In the PL experiment or the pump-
probe experiment, according to the chiral optical valley
selection rule, we set npump,⇑ = nex and npump,⇓ = 0.
2. Results
In this part, we look into the current valley polarization
experiments in monolayer MoS2 with A-exciton pumped:
the time-resolved valley polarization measurement,21 the
pump-probe experiment22,23 and the steady-state PL
polarization measurement.5–8,18–20 Their theoretical ex-
planations are summarized below based on the KSBEs
[Eq. (14)]. The material parameters in our computation
are listed in Table II.
TABLE II: Material parameters used in the computation.
κ 3.43a aB(nm) 2.0
c
m∗/m0 0.28
b τ∗P (fs) 6.0
nex (cm
−2) 1010 α(1) (A˚
2
) 4.91
a Ref. 11. b Refs. 28,42. c Refs. 40,43–45.
5We first study the initial evolution of the valley polar-
ization in the time-resolved polarization measurement in
monolayer MoS2 carried out by Lagarde et al.,
21 in which
the emergence of the A-exciton in the K′ valley is almost
immediate with the A-exciton pumped in the K valley.
In the experiment, the pulse-center energy is away from
the A-exciton resonance energy by εpump ≈ 100 meV and
the laser pulse width δt ≈ 1.6 ps.21 With this pulse, the
center-of-mass momentum |P| = √2m∗εpump/~ of the
A-exciton is large. From Eq. (13), the precession fre-
quency due to the L-R exchange interaction between the
two exciton “spin” states is estimated to be
ω(P) ≈
√
5Cα(1)|P|/~, (19)
which is proportional to |P|. Obviously, when |P| is large
(small), the precession frequency between the two exci-
ton “spin” states is large (small) and the L-R exchange
interaction causes fast (slow) inter-valley exciton preces-
sion. Specifically, when |P| = 0, the inter-exciton pre-
cession due to the L-R exchange interaction is forbidden
and the inter-valley exciton precession time is expected to
be very long. Accordingly, in the experiment of Lagarde
et al.,21 due to the large initial A-exciton center-of-mass
momentum, the inter-valley exciton precession time is es-
timated to be T = pi/ω(P) = 13 fs, which is much shorter
than the uncertainty of time origin, i.e., 700 fs in the
experiment.21 Therefore, the observation of the excitonic
signal in the K′ valley is immediate after the A-exciton
pumped in K valley in the experiment.21 Here, the S-R
exchange interaction is not considered. Only the L-R ex-
change interaction can well explain the experiment.21 For
the S-R exchange interaction, unlike the L-R component,
so far there lacks the material parameter Ξ [Eq. (11)].
Furthermore, according to the experience in semiconduc-
tors, the S-R exchange interaction is much smaller than
the L-R one.37,39,46 Therefore, the S-R exchange interac-
tion is speculated to be negligible here.
We then investigate the dynamics of the valley po-
larization in the pump-probe experiments for monolayer
MoS2 based on the KSBEs with the A-exciton resonantly
pumped in the K valley.22,23 In our calculation, the mo-
mentum relaxation time τ∗P in Table II is obtained based
on the elastic scattering approximation as a first step in
the investigation,34 which can be varied by tuning WPP′
[Eq. (16)] in the calculation. Its value is estimated to
be 6 fs by considering the measured broadening of the A
exciton energy Γ ≈ 110 meV at 4 K with τ∗P ≈ ~/Γ.21,48
By setting εpump = 0 eV and δt = 60 fs according to Mai
et al,22 with the material parameters in Table II, the evo-
lution of the valley polarization with different scattering
strengths can be obtained by numerically solving the KS-
BEs, shown in Fig. 2.
From Fig. 2, several features of the dynamics of the val-
ley polarization can be obtained, which are in good agree-
ment with the experimental observations in the pump-
probe set-up.22,23 It is observed that when the A-exciton
is resonantly pumped in the K valley, even at the time
overlap of the pump and probe pulses, there are exci-
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FIG. 2: (Color online) Evolution of the valley polarization
when A-exciton is resonantly pumped in the K valley with
different momentum relaxation times τ∗P /9, τ
∗
P and 3τ
∗
P , re-
spectively. The pulse width is chosen to be δt = 60 fs accord-
ing to Ref. 22.
tonic signals of the A-exciton in the K′ valley. Here, in
our computation, it is shown that with the A-exciton
resonantly pumped in the K valley, when the momen-
tum scattering is relatively weak (the green dashed curve
with momentum relaxation time 3τ∗P ), it takes only sev-
eral femtoseconds for the transition of the A-exciton from
the K valley to the K′ valley; even the momentum scat-
tering is relatively strong, this inter-valley transition time
for the A-exciton is still in the order of tens of femtosec-
onds. This is also due to the large center-of-mass mo-
mentum of the exciton, the effective magnetic field due to
the L-R exchange interaction can cause fast inter-exciton
“spin” precession. Furthermore, it is also reported in
the experiment22 that the polarization anisotropy in the
A transition is completely lost in about 400 fs, which
indicates the valley depolarization time is hundreds of
femtoseconds. Our calculation also shows that no mat-
ter the momentum scattering is relative weak (the green
dashed curve with momentum relaxation time 3τ∗P ) or
strong (the red chain curve with momentum relaxation
time τ∗P /9), the valley depolarization times are in the
order of hundreds of femtoseconds. Moreover, in the
experiment,22 it shows that the total valley polarization
does not completely relax for about 10 ps, which hints
the existence of the residue valley polarization which lasts
for a very long time. In our computation, it is also ob-
served that there are residue valley polarizations (about
10%) lasting for several picoseconds. This residue valley
polarization originates from the small effective magnetic
field due to the L-R exchange interaction with small |P|
and hence long valley depolarization time, in contrast to
the fast inter-exciton precession with large |P|. Further-
more, due to the energy relaxation of the excitons, with
the increase of the ratio of the excitons with small |P|,
6the residue valley polarization increases.
Finally, we address the series of steady-state measure-
ments of the PL polarization.5,7,18–20 In these experi-
ments, a wide range of residue valley polarizations from
30% to 100% are reported with the A-exciton resonantly
pumped at low temperature.5,7,18–20 These steady-state
residue PL polarizations can be estimated by the rate
equations,5,18,19,21,47 a simplified KSBEs, with the val-
ley depolarization time and exciton lifetime known. We
point out that it has been addressed by us with the S-R
exchange interaction only47 and by Glazov et al. very
recently with the L-R exchange interaction.48 However,
based on the above understanding, we conclude that the
L-R exchange interaction should be more important than
the S-R one in the valley depolarization.
III. CONCLUSION AND DISCUSSION
In conclusion, we have investigated the valley depolar-
ization due to the e-h exchange interaction in monolayer
MoS2. Both the L-R and S-R parts of the exchange inter-
actions for the inter- and intra-valley e-h interactions are
calculated. We find that both the L-R and S-R exchange
interactions can cause the inter- and intra-valley bright
exciton transitions. However, the intra-valley bright exci-
ton transition channel is nearly forbidden due to the large
splitting of the valence bands. For the inter-valley bright
exciton transition, we show that for the A-exciton with
large center-of-mass momentum, the L-R exchange inter-
action can cause the fast inter-valley exciton transition.
This explains the fast emergence of the excitonic signal
in the K′ valley with the A-exciton pumped in K valley
in the experiments.21–23 However, for the A-exciton with
small center-of-mass momentum, the inter-valley exciton
transition is relatively slow and this leads to the exis-
tence of the residue valley polarization which lasts for
tens of picoseconds in the experiments.22,23 As for the
S-R exchange interaction, whose strength is unavailable
due to lack of the material parameter in the literature,
it is speculated to be negligible. More investigations are
needed to further clarify this problem.
Finally, we address other possible valley depolarization
mechanisms in the literature. For the DP and EY mech-
anisms, only the extrinsic influences can cause the relax-
ation of the out-of-plane component of the electron/hole
spin but with low efficiency, which cannot cause the inter-
valley exciton transition effectively. Apart from the inter-
valley exciton transition, there also exist other arguments
for the possible cause of the valley depolarizations in the
experiments. It was argued that the out-of-plane com-
ponent of the hole spin can relax after scattering to the
Γ valley through the DP or EY mechanisms.22 However,
this is impossible as sˆz is also a good quantum number for
the Γ valley, apart from the fact that there is no effective
relaxation channel for the electron spin.28,29 In addition,
tight-binding simulations show that the disordered de-
fects can weaken the chiral optical valley selection rule
when the excitation is away from the vicinity of the high
symmetry K(K′) point.23 However, only very strong dis-
order can significantly decrease the valley polarization,23
which is unlikely in the clean samples.
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Appendix A: Exciton Hamiltonian
In this appendix, based on the lowest four band k · p
Hamiltonian [Eq. (1)], we give the explicit form of the
exciton Hamiltonian Heh
m′n′
mn
(
r′
1
r′
2
r1 r2
)
for the direct exciton
envelop function Fmn(r1, r2) in the coordinate space,
where m(m′) and n(n′) represent the band indexes in
the K or K′ valley labeled by the electron spin for the
conduction band and hole spin for the valence band,
respectively.34,38,39 The eigenequation expressed by the
exciton Hamiltonian for the exciton envelop function sat-
isfies
∑
mn
∫
dr1dr2H
eh
m′n′
mn
(
r′1 r
′
2
r1 r2
)
Fmn(r1, r2) = EFm′n′(r
′
1, r
′
2),
(A1)
where
Hehm′n′
mn
(
r′1 r
′
2
r1 r2
)
=
[
Hem′m(k1)δn′n +H
h
n′n(k2)δm′m
+ U eh(r1 − r2)δm′mδn′n
]
δ(r1 − r′1)δ(r2 − r′2)
+Hex
m′n′
mn
(
r′1 r
′
2
r1 r2
)
. (A2)
Here, k = −i∇,
U eh(r1 − r2) = − e
2
4piε0κ|r1 − r2| , (A3)
Hem′m(k1)
= Em(k0) +
~
2
2m20
∑
m′′
[
k1 · pim′m′′(k0)
][
k1 · pim′′m(k0)
]
× [ 1
Em(k0)− Em′′ (k0) +
1
Em′(k0)− Em′′(k0)
]
, (A4)
and
Hhn′n(k2) = −HeΘnΘn′(−k2), (A5)
7We have pi = p + ~
4m2
0
c2
[σ × (∇V0)] with V0 denoting
the lattice potential. piss′(k0) stands for the matrix el-
ements of pi between two Bloch wavefunctions in the s
and s′ bands (s and s′ are electron spins). The nonzero
expressions of piss′(k0) in the K or K
′ valley can be ob-
tained from the Hamiltonian Eq. (1). For the K (τ = 1)
or K′ (τ = −1) valley,
〈↑c |pix| ↓h〉 = 〈↓c |pix| ↑h〉 = τm0at/~ (A6)
and
〈↑c |piy| ↓h〉 = 〈↓c |piy | ↑h〉 = −im0at/~. (A7)
The electron-hole exchange interaction Hamiltonian is
divided into L-R and S-R parts:
Hex
m′n′
mn
(
r′1 r
′
2
r1 r2
)
= HLR
m′n′
mn
(
r′1 r
′
2
r1 r2
)
+HSR
m′n′
mn
(
r′1 r
′
2
r1 r2
)
. (A8)
For the L-R exchange interaction,
HLRm′n′
mn
(
r′1 r
′
2
r1 r2
)
= −
∑
αβ
Q
k0-k′0
m′Θn
Θn′m
∣∣∣
αβ
∂2
∂rα1 ∂r
β
1
U(r1 − r′2)δ(r1 − r2)δ(r′1 − r′2),
(A9)
with
Q
k0-k′0
m′Θn
Θn′m
∣∣∣
αβ
=
~
2
m20
piαm′Θn′(k0)pi
β
Θnm(k
′
0) (A10)
× 1[
Em(k0)− En(k0)
][
Em′(k′0)− En′(k′0)
]
and α (β) denoting x or y. For the S-R exchange inter-
action,
HSR
m′n′
mn
(
r′1 r
′
2
r1 r2
)
= SUm′Θn
Θn′m
δ(r1 − r2)δ(r1 − r′1)δ(r2 − r′2),
(A11)
with
Um′Θn
Θn′m
=
1
S2
∫
dr1dr2
[
Ψm
′
k′
0
(r1)
]∗[
ΘΨ˜nk0(r2)
]∗
× U(r1 − r2)
[
ΘΨ˜n
′
k′
0
(r1)
]
Ψmk0(r2). (A12)
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