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Abstract
We make use of a family of primitive securities, in the spirit of Arrow-Debreu, to
price and hedge in a model-free way path-dependent exotic derivatives in discrete
time. These primitive securities are called signature payoffs. First, we show that
cash flows of exotic derivatives in discrete time can be approximated arbitrarily
well by these primitive securities, and we then conclude that signature payoffs can
be used to price path-dependent exotic derivatives. Second, signature payoffs are
used to derive a numerically feasible methodology to dynamically hedging exotic
derivatives. It turns out that the only information one needs about the market to
dynamically hedge exotic derivatives is the prices of these signature payoffs. These
two aspects lead to a model-free approach to numerically price and hedge exotic
derivatives from market data – more specifically, from market prices of other exotic
derivatives. We demonstrate the feasibility of our approach in several numerical
experiments.
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1 Introduction
In this paper, we make use of certain primitive securities called signature payoffs to
price and hedge, in a model-free way, path-dependent exotic derivatives. These signature
payoffs are primitive in the sense that general exotic derivatives can be approximated
to arbitrary accuracy by them. This is done in the spirit of Arrow-Debreu ([3, 12]),
where other fictitious, primitive securities were introduced. This paper will make use
of these signature payoffs, which are defined in terms of certain iterated integrals, to
numerically estimate in a model-free way prices and optimal dynamic hedging strategies
of (potentially illiquid) path-dependent exotic derivatives in the scenario where prices of
other exotic derivatives are known.
A framework that has often been considered in model-free finance (see [1, 8, 6, 18]) is
that where the market contains a family of financial derivatives written on a risky asset,
which can be statically traded. Under certain no-arbitrage assumptions which forbid
making profit without taking any risk, one may be interested in studying whether it is
possible to derive a unique price for other financial derivatives. Moreover, in a model-free
framework no probability measure is imposed on the market dynamics – the objective is
to obtain prices of potentially illiquid contracts, without assuming any particular model
for the dynamics of the risky asset.
It is well-known ([7]) that if prices of all call and put options of a fixed maturity
are known, one can derive the price of any European contingent claim by writing such
contracts as linear combinations of call and put options. Our objective will be to extend
this idea of approximating complex contracts in terms of simpler, basic contracts to the
setting of exotic path-dependent payoffs.
Our approach will be the following: first, we replicate certain exotic derivatives using
a family of primitive securities – signature payoffs. Then, assuming we have access to
market prices of a rich enough family of exotic derivatives, we infer the implied expected
signature – an unobservable quantity that, as we will see, in a sense characterises the
entire market dynamics. Finally, we use the inferred implied expected signature to price
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other exotic payoffs.
Exotic derivatives are typically illiquid and we cannot in general observe the market
price of a path-dependent exotic derivative. However, there are multiple data providers
that offer consensus market prices of a range of OTC (Over-The-Counter) exotic deriva-
tives – examples include DeriveXperts Mercure1 and Totem Markit2. These prices reflect
the consensus prices from market participants, and they can be seen as market prices for
these exotic derivatives. Moreover, certain FX exotic options such as double no-touch
options are liquid and we can observe their market prices. Therefore, exploring the extent
to which the market prices of these exotic options contain enough information to price
other exotic options is a natural question to ask, and this is precisely the question we will
address.
This paper will assume a discrete-time market, where the investor is only allowed
to trade at discrete trading times T := {ti}ni=0 ⊂ [0, 1]. Under certain assumptions on
the financial market, such markets will have at least a risk-neutral measure or equivalent
martingale measure: a probability measure under which the risky asset is a martingale.
However, except in very restrictive settings such risk-neutral measures will not be unique:
there will in general exist a family of risk-neutral measures M. Feasible prices for a
financial derivative will be given by expectations of the payoff of the contract under
risk-neutral measures. Under no-arbitrage assumptions, bounds on feasible prices are
also given by the so-called super-hedging prices ([1, Theorem 1.4]). It turns out that
under certain assumptions on the market, both pricing approaches coincide – i.e. the
supremum of the expected payoff under risk-neutral measures coincides with the infimum
super-hedging price ([1, 8, 6]). This is called the pricing-hedging duality.
As we will see in Section 4.1, knowledge of the implied expected signature – defined as
the expected signature that matches the market prices of all observable financial deriva-
tives – will be sufficient to price and hedge financial contracts. The expected signature of
a stochastic process ([9, 22, 10, 23]) is an object that plays a similar role to the moments
1http://www.derivexperts.com/services/mercure
2https://ihsmarkit.com/products/totem.html
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of an Rd-valued random variable. Under certain assumptions, the expected signature will
determine the law of the stochastic process ([10, 9]), just like under some assumptions
the moments of the Rd-valued random variable will determine the law of the random
variable. Moreover, knowing the implied expected signature will, in a way, be equivalent
to knowing the prices of all signature payoffs. Therefore, the fact that the expected signa-
ture determines the law of the market dynamics suggests that the prices of all signature
payoffs determine the market dynamics.
The paper is structured as follows. In Section 2 we introduce the notion of the
signature of a path. Then, in Section 3, we introduce the framework the paper will be
based on, and we state the assumptions we will impose on the market. In Section 4 we
introduce signature payoffs, which are then used to price other exotic derivatives. In
Section 4.1 we explain how these results can be used in practice when one has access to
market prices of exotic payoffs. In Section 5 we address the problem of hedging exotic
derivatives in discrete time, where we use a certain property of signatures (namely, the
shuffle product property) to transform a mean-variance optimal hedging problem into
a numerically feasible optimisation problem. Finally, in Section 6 we demonstrate the
feasibility of our methodology in a numerical experiment where we price and hedge exotic
derivatives from exogenously given prices of other exotic options.
2 Signature of a path
Consider the d-dimensional Euclidean space Rd. Denote by (Rd)⊗n := Rd ⊗ . . .⊗ Rd︸ ︷︷ ︸
n
,
where ⊗ is the tensor product. We define the extended tensor algebra over Rd as
T ((Rd)) := {(a0, a1, . . . , an, . . .) : an ∈ (Rd)⊗n for all n ≥ 0}.
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Similarly, we denote
T (Rd) := {(a0, a1, . . . , an, . . .) ∈ T ((Rd)) : ∃N ∈ N s.t. an = 0 for all n ≥ N},
TN(Rd) := {(a0, a1, . . . , an, . . .) ∈ T ((Rd)) : an = 0 for all n ≥ N}
which we call the tensor algebra and truncated tensor algebra at N ∈ N, respectively. All
three are algebras with the product ⊗ and sum +.
Denote by (Rd)∗ the dual space of Rd. Define the projection 1∗ ∈ T ((Rd)∗) by
〈1∗, a〉 := a0 for all a = (a0, a1, . . .) ∈ T ((Rd)). Let {e1, . . . , ed} be a basis for V ,
and {e∗1, . . . , e∗d} the corresponding dual basis for (Rd)∗. Then,
{e∗I := e∗i1 ⊗ . . .⊗ e∗in | I = (i1, . . . , in) ∈ {1, . . . , d}n, n ∈ N} ∪ {1∗}
is a basis for T ((Rd))∗ ∼= T ((Rd)∗). There is a certain product that can be defined on
T ((Rd)∗), called the shuffle product :
Definition 2.1. Let I = (i1, . . . , in) ∈ {1, . . . , d}n, J = (j1, . . . , jm) ∈ {1, . . . , d}m. The
shuffle product of e∗I and e
∗
J , denoted by unionsqunionsq, is defined inductively by:
e∗I unionsqunionsq e∗J := (e∗(i1,...,in−1) unionsqunionsq e∗J)⊗ e∗in + (e∗I unionsqunionsq e∗(j1,...,jm−1))⊗ e∗jm ,
and e∗I unionsqunionsq 1∗ = 1∗ unionsqunionsq e∗I = e∗I . The operation is extended by bilinearity to T ((Rd)∗).
The signature of a path with bounded variation is a T ((V ))-valued object, defined as
follows:
Definition 2.2 (Signature of a path). Given a path Z ∈ C([0, T ];Rd) with bounded
variation, we denote its signature on [s, t] ⊂ [0, T ] by
S(Z)s,t := (1, Z
1
s,t, Z
2
s,t, . . . , Z
n
s,t, . . .) ∈ T ((Rd))
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where
Zns,t :=
∫
s<u1<...<un<t
dZu1 ⊗ . . .⊗ dZun ∈ (Rd)⊗n.
Similarly, the truncated signature of order N ∈ N is denoted by
SN(Z)s,t := (1, Z
1
s,t, . . . , Z
N
s,t) ∈ TN(V ).
When we refer to the signature of Z without specifying the interval [s, t], we will implicitly
refer to the signature on [0, T ], i.e. S(Z)0,T .
A thorough study of the signature of a path is beyond the scope of this paper – we
refer to [20] for a more detailed view of signatures and rough paths. We will only state
the following result, which will be key in this paper. Essentially, it guarantees that linear
functions on the signature form an algebra.
Proposition 2.3. [[20, Theorem 2.15]] Let Z : [0, T ] → Rd be a continuous path with
bounded variation. Let `1, `2 ∈ T ((Rd)∗) be two linear functionals. Then,
〈`1, S(Z)s,t〉〈`2, S(Z)s,t〉 = 〈`1 unionsqunionsq `2, S(Z)s,t〉 ∀ 0 ≤ s < t ≤ T.
3 Framework
3.1 The market
Let T > 0. Let T = {ti}ni=0 ⊂ [0, 1] with 0 = t0 < . . . < tn = 1 be the trading times. We
will assume that the market consists of a single risky asset, although all results readily
generalise to the multi-asset case. The space of (discounted) price paths is defined as
Ω := {X : T → R+ : X0 = 1}. Therefore, we will assume that the initial price is
normalised to 1.
In finance, at any given time there are two pieces of information that are relevant for
trading – the past and the future. The trader makes decisions based on the past, and she
will then be tested against the future. Thus, we will transform price paths to incorporate
6
Figure 1: Lead-lag transformation of a price path. The figure on the left shows the lead
and lag components of the path, and the figure on the right shows the lag component
plotted against the lead component.
precisely this information. The transformation, known as the lead-lag transformation of
a path, was studied in [16] and is defined below.
Definition 3.1 (Lead-lag transformation). Given a price path X ∈ Ω, define its lead-lag
transformation X̂ : [0, 1]→ R2 ⊕ R by the continuous path X̂t = (Xbt , Xft ), where
X̂2k/2n :=
(
(tk, Xtk), Xtk
) ∈ R2 ⊕ R,
X̂(2k+1)/2n :=
(
(tk, Xtk), Xtk+1
) ∈ R2 ⊕ R
and linear interpolation in between. We define the space of lead-lag price paths Ω̂ := {X̂ :
X ∈ Ω}. Paths in Ω̂ are continuous and have bounded variation, and hence we see Ω̂ as
a subspace of BV ([0, 1];R2 ⊕ R), so that Ω̂ is equipped with the norm ‖·‖BV . Similarly,
for t ∈ [0, 1] we define Ω̂t := {X̂|[0,t] : X̂ ∈ Ω̂}. We denote by pib and pif the projections
pib : R2 ⊕ R→ R2 and pif : R2 ⊕ R→ R onto the lag and lead components, respectively.
Figure 1 shows the lead-lag transformation of a certain price path. As the name
suggests, the lead component (the future) is leading the lag component (the past).
Notice that because all paths in Ω̂ are piecewise linear, (Ω̂, ‖·‖BV ) is separable. We
will consider the measure space (Ω̂,B(Ω̂)).
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It turns out that the signature of lead-lag transformed paths uniquely determines the
path:
Lemma 3.2 (Uniqueness of signature, [17]). The signature map S : Ω̂→ T ((R2⊕R)) is
injective.
3.2 Payoffs and no-arbitrage assumptions
In this paper we will consider exotic, path-dependent payoffs. More specifically, we define
payoffs as follows:
Definition 3.3 (Payoff). A payoff is a Borel-measurable function G : Ω̂→ R.
The following are the assumptions we will impose on the market throughout this
paper.
Assumption 3.4. We will assume that the market satisfies the following assumptions:
1. There is a finite family of payoffs that can be bought at t = 0, F = {Fi}i.
2. The market satisfies enough no-arbitrage assumptions to exist at least a risk-neutral
measure. M will denote the set of all risk-neutral measures.
3. M is tight.
4. EQ[S≤N(X̂)] is well-defined for all Q ∈M and N ∈ N.
The assumption that EQ[S≤N(X̂)] is well-defined for all Q ∈M and N ∈ N is a mild,
nonrestrictive assumption that is considered for technical reasons. It is a path-space
analogous of the “moments of all order exist” assumption for finite dimensional random
variables.
Definition 3.5. We denote by P the pricing map, given by P(G) := supQ∈M EQ[G(X̂)]
for each payoff G.
Let F ∈ F . Notice that the mapping M→ R given by Q 7→ EQ[F (X̂)] is constant,
so that P(F ) = EQ[F (X̂)] for any fixed Q ∈M.
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3.3 Trading strategies
Trading strategies are investment policies that determine how much of the asset should
be held at each time. Moreover, the decision has to be made based on the information
about the past only. In our framework, this means that a trading strategy is a real-
valued function acting on the lag component of the lead-lag transformation. We make
this more precise by introducing the space Λ – see below. A similar space was discussed
in [11, 2, 19, 4] and in [15, 5, 25] in the context of finance.
Definition 3.6 (Trading strategies). We denote Λ :=
⋃
t∈[0,1] pi
b(Ω̂t), where pi
b is the
projection onto the lag component defined in Definition 3.1. This is a metric space with
a certain metric. The space of trading strategies is defined as T := C(Λ;R).
Intuitively, the space T essentially consists of all non-anticipative processes. This
captures the idea that trading should only be done with information about the past, and
no information about the future can be used.
Remark 3.7. It turns out Λ is a Polish space (see [19]).
If a trader follows a trading strategy θ ∈ T , she will either make money or lose money
depending on the trajectory of the price path X̂ ∈ Ω̂. The gains of the trading strategy
θ is defined below.
Definition 3.8. For θ ∈ T and X ∈ Ω̂, define the gains of the trading strategy θ by
(θ • X̂)T :=
∑
k
θ(Xb|[0,tk])(Xtk+1 −Xtk).
In this paper we will allow semi-static hedging. In other words, the trader is allowed
to buy or sell the contracts in F , which can only be bought or sold at t = 0, as well
as to dynamically trade the underlying asset. The performance of the hedging strategy
will then be determined by three factors: the price that is paid for each of the payoffs in
F , the gains or losses that come from holding the payoffs in F and the gains that come
from dynamically trading the underlying asset with a trading strategy.
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Definition 3.9. A hedging strategy is a pair h = ((aF )F∈F , θ), where aF ∈ R for all
F ∈ F and θ ∈ T . The Profit and Losses (P& L) of h is defined by
Vh : Ω̂→ R
X̂ 7→
∑
F∈F
aF (F (X̂)− P(F )) + (θ •X)T.
We denote by H the space of hedging strategies. A payoff G : Ω̂ → R is said to be
attainable if there exists a hedging strategy h ∈ H such that G ≡ Vh on Ω̂. We denote
the space of all attainable payoffs by A. Similarly, we define, for ε > 0, Aε := {G : Ω̂→
R payoff | ∃H ∈ A such that ‖G−H‖L∞(Ω̂) < ε} the space of almost attainable payoffs.
It turns out that the gains of a trading strategy θ ∈ T , which is defined by a discrete
integral, can be written exactly as an integral against the lead component. This was
observed in [16].
Lemma 3.10. Let θ ∈ T . Then, (θ • X̂)T =
∫ 1
0
θ(Xb|[0,t])dXft for all X̂ ∈ Ω̂.
4 Pricing
We will now define a special class of continuous payoffs – the family of signature pay-
offs. These were first introduced in [24, 21], and similarly to Arrow-Debreu securities
they are primitive securities in the sense that path-dependent exotic derivatives can be
approximated by these signature payoffs.
Definition 4.1 (Signature payoff). Let ` ∈ T ((R2 ⊕ R)∗). The signature payoff S` is
defined by
S` : Ω̂→ R
X̂ 7→ 〈`, S(X̂)0,1〉.
In other words, a signature payoff is financial derivative whose payoff is given as a
linear combination of certain iterated integrals. Because we are using iterated integrals
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against the price path, the family of all signature payoffs effectively contains all possible
dynamic hedging strategies. Therefore, it is not surprising that the space of signature
payoffs is big, as a subspace of all payoffs.
The following Proposition ([24]) make precise the statement that signature payoffs
are primitive securities. Indeed, the proposition establishes that continuous payoffs can
be locally approximated by signature payoffs:
Proposition 4.2. Let G : Ω̂ → R be a continuous payoff, and let K ⊂ Ω̂ be compact.
Given any ε > 0, there exists a signature payoff S` with ` ∈ T ((R2 ⊕ R)∗) such that
|G(X̂)− S`(X̂)| < ε ∀ X̂ ∈ K.
We have the following immediate corollary as a consequence.
Corollary 4.3. Let G : Ω̂ → R be a continuous payoff. Let ε > 0. Then, there exists a
compact Kε ⊂ Ω̂ and a signature payoff S` with ` ∈ T ((R2 ⊕ R)∗) such that
1. Q(X̂ ∈ Kε) > 1− ε for all risk-neutral measures Q ∈M,
2. |G(X̂)− S`(X̂)| < ε for all X̂ ∈ Kε.
The previous corollary states that there exists a large compact set – large in the sense
that with very high probability, the price path will belong to the compact – such that on
the compact set the exotic derivative is very close to a signature payoff.
Moreover, prices of payoffs can be well-approximated using signature payoffs:
Proposition 4.4. Set ε > 0. Let G : Ω̂ → R be a Q-integrable payoff for all Q ∈ M.
Assume G is either in Aε/4 (i.e. almost attainable) or bounded. Then, there exists a
compact Kε ⊂ Ω̂ and a signature payoff S` such that, for L := 1KεS` : Ω̂→ R,
1. Q(X̂ ∈ Kε) > 1− ε for all Q ∈M.
2. P(|G− L|) = supQ∈M EQ[|G(X̂)− L(X̂)|] < ε,
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4.1 The implied expected signature
Let ε > 0. By Proposition 4.4, we may pick a compact set Kε ⊂ Ω̂ and a family of
signature payoffs L = {S`F }F∈F with `F ∈ T ((R2 ⊕ R)∗), such that:
1. Q(X̂ ∈ Kε) > 1− ε for all Q ∈M,
2. P(|F − 1KεS`F |) < ε for all F ∈ F .
Fix a risk-neutral measure Q ∈M now. We then have:
〈`F ,EQ[S(X̂) ; Kε]〉 ≈ P(F ) ∀F ∈ F . (1)
Choose N ∈ N sufficiently large so that `F ∈ TN(R2 ⊕ R) for all F ∈ F . Then, (1)
becomes:
〈`F ,EQ[SN(X̂) ; Kε]〉 ≈ P(F ) ∀F ∈ F . (2)
If the risk-neutral measures are unknown and we can only observe market prices for the
exotic payoffs F , we may look for the expected signature that best matches the observed
prices – i.e. the best expected signature fit for the approximation (2).
To what extend this can be achieved will depend on the invertibility of the map
TN(R2 ⊕ R)→ R|F |
a 7→ (〈`F , a〉)F∈F .
If the family of exotic payoffs F is rich enough we may be able to estimate the expected
signature that best matches the observed prices for such exotic payoffs. We call this
expected signature the implied expected signature, in analogy with the implied volatility.
If we are then given a (potentially illiquid) payoff G : Ω̂→ R that is close to the space
of attainable payoffs A (Definition 3.9) and satisfies the assumptions of Proposition 4.4,
we may estimate its price by P(G) ≈ 〈`G,E〉 where `G is given by Proposition 4.4 and E
is the implied expected signature that was estimated from market data.
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This approach provides a method to estimate prices of certain exotic payoffs from
observed prices of other exotics in a model-free manner. The effectiveness and accuracy
of the method will depend on the richness of the payoffs F with observable prices.
In Section 6.1 we carry out an experiment where we show how this methodology can
be used in practice to price exotic derivatives from market prices.
5 Hedging
When one buys or sells a financial derivative one is immediately exposed to an uncertain
future cash flow. Sometimes this exposure is desired, such as when the intention is to
speculate on the underlying asset. However, sometimes this exposure is undesired and
the trader would like to hedge that risk away.
If the market is complete, it is possible to exactly hedge the derivative by trading
on the underlying. However, completeness is a strong assumption and markets are not,
in general, complete. In this case, the trader may try to find a hedging strategy that is
optimal in the sense that it minimises a certain cost function. This cost function would
be chosen by the trader, depending on her risk preferences.
Let F ∈ F , and fix Q ∈ M. Assume that F ∈ L2(Q). In this section, we will study
the following optimal hedging problem, known as the mean-variance problem:
inf
θ∈T
EQ
[(
F (X̂)− p0 − (θ • X̂)T
)2]
. (3)
where p0 ∈ R is the initial cash, typically the price of F . We will do so by extending the
ideas presented in [21] to the discrete time setting.
Notice that, by Lemma 3.10, (3) can be rewritten as:
inf
θ∈T
EQ
[(
F (X̂)− p0 −
∫ 1
0
θ(Xb|[0,t])dXft
)2]
. (3’)
The objective will be to solve (3’) using signature payoffs and the implied expected
signature.
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5.1 A signature version of the optimal hedging problem
In this section, we will reduce the original problem (3’) to a signature version of the
problem which will turn out to be numerically easier to solve. Following the idea of
approximating functions on paths by linear functions on the signature that was used in
Section 4, we will, for any given ε > 0:
1. Pick a compact set Kε such that Q(X̂ ∈ Kε) > 1− ε and EQ[|F (X̂)|2 ; Kcε] < ε.
2. Replace the payoff F with a signature payoff S`F that approximates F on Kε.
3. Replace the trading strategy θ ∈ T with a signature trading strategy given by
Xb|[0,t] 7→ 〈`, S(Xb)0,t〉, where ` ∈ T ((R2)∗), that approximates θ on Kε.
Step 2 is justified by Proposition 4.4. Similarly, Step 3 is justified by the following
proposition:
Proposition 5.1. Let ε > 0, and let θ ∈ T be a trading strategy. Then, there exists a
compact set Kε ⊂ Ω̂, independent of θ, and a signature trading strategy given by Xb|[0,t] 7→
〈`, S(Xb)0,t〉 with ` ∈ T ((R2)∗), such that:
1. Q(X̂ ∈ Kε) > 1− ε for all Q ∈M,
2. |θ(Xb|[0,t])− 〈`, S(Xb)0,t〉| < ε for all X̂ ∈ Kε and t ∈ [0, 1].
Then, we may estimate the solution of the optimal hedging problem (3’) by the
following optimal signature hedging problem:
inf
`∈T ((R2)∗)
EQ
[(
〈`F , S(X̂)〉 − p0 −
∫ 1
0
〈`, S(Xb|[0,t])〉dXft
)2
; Kε
]
. (4)
5.2 Solving the optimal signature hedging problem
Let Π : T ((R2 ⊕ R)∗)→ T ((R2)∗) be the projection given by
Π(e∗i1 ⊗ . . .⊗ e∗in) =
e
∗
i1
⊗ . . .⊗ e∗in−1 if i1, . . . , in−1 ∈ {1, 2} and in = 3,
0 otherwise.
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In other words, Π kills all words whose first n− 1 letters do not act on the lag, or whose
last letter does not act on the lead.
The optimisation problem (4) can then be rewritten as:
inf
`∈T ((R2)∗)
EQ
[(
〈`F , S(X̂)〉 − p0 −
∫ 1
0
〈`, S(Xb)0,t〉dXft
)2
; Kε
]
= inf
`∈T ((R2)∗)
EQ
[(
〈`F , S(X̂)0,1〉 − p0 − 〈` ◦ Π, S(X̂)0,1〉
)2
; Kε
]
= inf
`∈T ((R2)∗)
EQ
[
〈(`F − p01∗ − ` ◦ Π)unionsqunionsq2, S(X̂)0,1〉 ; Kε
]
= inf
`∈T ((R2)∗)
〈
(`F − p01∗ − ` ◦ Π)unionsqunionsq2,EQ
[
S(X̂)0,1 ; Kε
]〉
where unionsqunionsq denotes the shuffle product introduced in Definition 2.1 and 1∗ was defined in
Section 2. Therefore, we have proved the following:
Proposition 5.2. Let `F ∈ T ((R2⊕R)∗) and consider the corresponding signature payoff
S`F . Fix Q ∈ M, K ⊂ Ω̂ compact and let p0 ∈ R be the initial cash. Then, the solution
of the mean-variance problem (4) is given by the solution of the following optimisation
problem:
inf
`∈T ((R2)∗)
〈
(`F − p01∗ − ` ◦ Π)unionsqunionsq2,EQ
[
S(X̂)0,1 ; K
]〉
. (5)
The original problem (4) nonlinearly involves the control, `, and the stochastic com-
ponent, Xt. Proposition 5.2 separates this nonlinear dependency by rewriting the original
optimisation problem as a deterministic linear functional, that depends on the control
but not on the stochastic component of the problem, applied to the expected signature
of the price path, that depends on the stochastic component and not on the control.
In practice, for obvious computational reasons, one would consider the truncated
version of the optimisation problem:
inf
`∈T bN/2c((R2)∗)
〈
(`F − p01∗ − ` ◦ Π)unionsqunionsq2,EQ
[
SN(X̂)0,1
]〉
, for N ∈ N. (6)
The optimisation problem (6) is a finite-dimensional optimisation problem. In fact,
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Figure 2: Predicted market prices using the implied expected signature, and the real
market prices. The predictions are quite accurate, with an R2 of 0.9999856.
it consists of finding the global minimum of a quadratic polynomial, a task that is fast
to solve computationally. Therefore, the original hard-to-solve optimal hedging problem
(3) has been reduced to a more tractable, computationally feasible optimisation problem
(6). Moreover, we can use the the implied expected signature that was introduced in
Section 4.1 as an estimate of EQ
[
SN(X̂)0,1
]
. This allows us to solve the optimal hedging
problem in a model-free way, from market data.
Remark 5.3. This approach generalises for almost attainble payoffs G ∈ Aε.
6 Numerical experiment
6.1 Pricing from market data
In this section we implement the proposed approach to estimate the implied expected sig-
nature and price exotic options that was described in Section 4.1. The familyF that was
considered consists of 60 exotic and vanilla payoffs with maturity 1 year. More specif-
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Figure 3: On the left, R2 of the predicted market prices of the exotic functions, as a
function of the size of available market prices |F |. On the right, the predicted market
prices of exotic options whenF is only formed by vanilla options – the R2 is considerably
worse when only vanilla options are used.
ically, we considered European options, barrier options, variance options and variance
swaps (15 payoffs of each type were considered). The size of the dataset, as well as the
payoff types, were selected to make the dataset similar to the one offered by consensus
market price providers. The discrete timeline T we considered was a timeline consisting
of all trading days in that year.
The prices of F were synthetically generated from a mixture model of Heston, SABR
and Black–Scholes models. However, the market dynamics are unknown to the trader,
in the sense that although the trader has access to the prices of exotics in F , she has no
knowledge about the market dynamics that generated those prices. Therefore, the only
information the trader may use is the market prices of F she can observe. This setting
follows the real-life situation where an investor can have access to market prices of certain
financial contracts, but she does not know what the market dynamics are.
We used the procedure described in Section 4.1 with the signature order N = 6 to
estimate the implied expected signature.
Then, we generated prices of 60 new exotic derivatives (different from those in F )
using the same mixture model. We used the implied expected signature to predict the
prices of these 60 new exotic payoffs, obtaining accurate results – see Figure 2. The R2
of the predictions is 0.9999352.
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The effectiveness of the methodology will depend on how rich the class of exotic
payoffs F is. For instance, the larger the family of exotics F is, the more accurate
will the estimation of the implied expected signature be, which leads to more accurate
market price predictions. This is shown on the first figure of Figure 3, where the R2 of
the predicted market prices of exotic payoffs is shown as a function of the size of the
available exotic payoffs F . As we see, the performance is not very good when the size
of F is small, but it rapidly improves when the size of F is increased. On the other
hand, the types of exotic payoffs that are considered also matters. For instance, if one
only includes vanilla options in F , these options will only provide information about the
marginal distribution of the price path and it will not, in general, give information about
the transition probabilities. Therefore, vanilla options will not be sufficient in general
to price other exotic options. This is illustrated on the second figure of Figure 3, where
the R2 of predicted market prices of exotic payoffs is shown in the case where F only
contains vanilla options.
6.2 Hedging from market data
In Section 6.1, we estimated the implied expected signature of a market whose (unknown
for the trader) market dynamics are driven by a mixture model of Heston, SABR and
Black–Scholes models. Then, we used the implied expected signature to price other
potentially illiquid exotic derivatives. In this section, we will use the implied expected
signature to dynamically hedge exotic derivatives, as described in Section 5.
We considered four different exotic path-dependent derivatives: a lookback option,
a cliquet option, an Asian option and a variance option. For each of these payoffs,
we solved the finite-dimensional optimisation problem (6) for N = 6 and the implied
expected signature inferred from market data in Section 6.1.
Figure 4 shows the P&L distribution of the hedged portfolio
G(X̂)− p0 − (θ • X̂)T,
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(a) Lookback option with fair value 0.172004. (b) Cliquet option with fair value 0.251336.
(c) Asian option with fair value 0.111281. (d) Variance option with fair value 0.028970.
Figure 4: Histogram of the P&L distribution of the hedged portfolio G(X̂)−p0−(θ•X̂)T,
where θ is the signature trading strategy that solves the optimisation problem (6) and
p0 ∈ R is the fair value of the exotic derivative. The horizontal axis shows the P&L and
the vertical axis shows the frequency.
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where G is each of the exotic derivatives we considered, θ is the signature trading strategy
obtained by solving (6) and p0 ∈ R is the fair value of the exotic payoff. The P&L
distribution was obtained by computing the cash flow of the hedged portfolio on 1,000
realisations of the market price. On a complete market and with an optimal hedging
strategy, these cash flows would be identically zero. Because we are not considering a
complete market, this is not possible in general. Nevertheless, the signature hedging
strategy seems to perform well.
7 Conclusion
In this paper we introduce a family of primitive financial derivatives that offer a com-
putationally feasible way to price path-dependent exotic payoffs in a model-free manner.
This was empirically demonstrated in Section 6.1, where we show that we can learn the
implied expected signature from market prices – without knowing the market dynamics.
The implied expected signature can then be used to quite accurately price other exotic
derivatives.
Moreover, the implied expected signature can also be used to solve a certain optimal
hedging problem – again, in a computationally feasible way – path-dependent payoffs.
This is done by reducing the original infinite-dimensional optimal hedging problem into a
more manageable, finite-dimensional quadratic programming problem. The methodology
was tested empirically in Section 6.2, where we hedge various exotic payoffs relying only
on market data of other exotic derivatives.
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Appendix A Proofs
Proof of Lemma 3.10. We have
∑
tk
θ(Xb|[0,t])(Xtk+1 −Xtk) =
∑
k
∫ 2k+1
2n
2k
2n
θ(Xb|[0,t])dXft =
∑
k
∫ 2k+2
2n
2k
2n
θ(Xb|[0,t])dXft
=
∫ 1
0
θ(Xb|[0,t])dXft .
Proof of Proposition 4.2. First, we show that signature payoff from an algebra. Let
`1, `2 ∈ T ((R2⊕R)∗), and consider the corresponding signature payoffs S`1 ,S`2 : Ω̂→ R.
It is clear that S`1 + S`2 = S`1+`2 – in other words, the sum of two signature payoffs is
a signature payoff. Moreover, by the shuffle product property (see Proposition 2.3), we
have:
S`1 · S`2 = S`1unionsqunionsq`2 .
That is, the product of two signature payoffs is another signature payoff, and the linear
functional is given by the shuffle product of the linear functionals of the original signature
payoffs. Therefore, the space of signature payoffs forms an algebra.
Moreover, by Lemma 3.2, the signature map Ω̂→ T ((R2⊕R)) is injective. Therefore,
given X̂1, X̂2 ∈ Ω̂ distinct, we have S(X̂1) 6= S(X̂2). It follows immediately that there
exists a signature payoff S`, with ` ∈ T ((R2⊕R)∗), such that S`(X̂1) 6= S`(X̂2). Therefore,
signature payoffs separate points.
Given that the space of signature payoffs trivially contain constants, we conclude by
Stone–Weierstrass theorem that given any continuous payoff G : Ω̂ → R and a compact
set K ⊂ Ω̂, there exists a signature payoff S` with ` ∈ T ((R2 ⊕ R)∗) such that |G(X̂) −
S`(X̂)| < ε for all X̂ ∈ K.
Proof of Corollary 4.3. By tightness, we can pick a compact set Kε ⊂ Ω̂ such that
Q(X̂ ∈ Kε) > 1− ε for all risk-neutral measures Q ∈M. Applying Proposition 4.2 with
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the payoff G and compact Kε, we conclude that ‖G− S`‖L∞(Kε) < ε.
Proof of Proposition 4.4. By substituting G with a continuous payoff that is close to G
in L1 if necessary, we will assume, without loss of generality, that G is continuous.
By Corollary 4.3, we can choose a compact set K1 ⊂ Ω̂ such that Q(X̂ ∈ K1) > 1− ε
for all Q ∈M and ‖G− S`‖L∞(K1) < ε/2.
Moreover, we can pick K2 ⊂ Ω̂ compact such that EQ[|G(X̂)| ; Kc2|] < ε/2. Indeed:
1. If G is bounded, then by tightness of M we may pick a compact set K2 ⊂ Ω̂ such
that EQ[|G(X̂)| ; Kc2|] < ε/2 for all Q ∈M.
2. If G ∈ Aε/4 instead, by definition there exists an attainable payoff H ∈ A such that
‖H −G‖L∞(Ω̂) < ε/4. Let K2 ⊂ Ω̂ be a compact set such that EQ[|H(X̂)| ; Kc2|] <
ε/4 for all Q ∈M. Then, EQ[|G(X̂)| ; Kc2|] < ε/2 for all Q ∈M.
Set Kε := Kε. Then, Q(X̂ ∈ Kε) > 1− ε and
P(|G− L|) = sup
Q∈M
EQ[|G(X̂)− L(X̂)] = sup
Q∈M
(EQ[|G(X̂)| ; Kcε] + EQ[|G(X̂)− S`(X̂)| ; Kε])
< ε.
Proof of 5.1. We will show that the space of signature trading strategies is a subalgebra
of the space of trading strategies T . Let `1, `2 ∈ T ((R2)∗). Then, by the shuffle product
property from Proposition 2.3, we have:
〈`1, S(Xb)0,t〉〈`1, S(Xb)0,t〉 = 〈`1 unionsqunionsq`2, S(Xb)0,t〉 ∀ X̂|[0,t] ∈ Λ.
In other words, the product of two signature trading strategies is another signature strat-
egy. On the other hand, it is trivial that the sum of two signature trading strategies is
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also a signature trading strategy. Therefore, the space of signature trading strategies is
a subalgebra of T .
Moreover, given X̂1|[0,t], X̂2|[0,s] ∈ Λ with X̂1|[0,t] 6= X̂2|[0,s], we claim there exists a
linear functional ` ∈ T ((R2)∗) such that `S(X̂1)0,t〉 6= 〈`, S(X̂1)0,t〉 – in other words,
we claim that the space of signature trading strategies separates points. If t 6= s, set
` := e∗1 ∈ T ((R2)∗). Then,
〈`, S(X̂1)0,t〉〉 = t 6= s = 〈`, S(X̂1)0,t〉.
Assume, on the other hand, that t = s. By Lemma 3.2, we have S(X̂1)0,t 6= S(X̂2)0,s.
Therefore, there exists ` ∈ T ((R2)∗) such that
〈`, S(X̂1)0,t〉 6= 〈`, S(X̂2)0,s〉,
thus proving our claim.
Let ε > 0. Pick Kε ⊂ Ω̂ such that Q(X̂ ∈ Kε) > 1 − ε for all Q ∈ M. As the
space of signature trading strategies forms an algebra, separates points and it trivially
contains constants, we conclude by Stone–Weierstrass theorem that given θ ∈ T , there
exists ` ∈ T ((R2)∗) such that
|θ(Xb|[0,t])− 〈`, S(Xb)0,t〉| < ε ∀ X̂ ∈ Kε, t ∈ [0, 1].
Disclosure statement
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