Data mining helps in doing automated extraction and generating predictive information from large amount of data. The association rule mining is one of the important area of research in Data mining. The Association rule mining identifies the useful associations or relationship among big set of data items. In this paper, we provide the important concepts of Association rule mining and existing algorithms and their effectiveness and drawbacks. The references provided in this paper covered the main theoretical issues and guiding the researcher in an interesting research directions that have yet to be discovered.
INTRODUCTION
Nowadays there has been an exponential growth in the generation and manipulation of electronic information as more and more operations are computerized. Any organization or enterprise have started to realize that the information accumulated over years is an important strategic asset and they also realize that there is potential business intelligence hidden in the large amount of data. For that, what these enterprises want is a technique that permits them to extract the most valuable information from accumulated data. The field of data mining offers such techniques which evaluating the current data and inferring hidden information that would be useful in future prediction, pattern recognition and decision making [1] .
Data mining is a collection of techniques for effective automated discovery of formerly unknown, valid, novel, useful and understandable pattern in large databases [1] . The pattern must be usable so that they can be used in the enterprise's decision making process. Data mining is also seen as an important step in the overall process of knowledge discovery which composed of various segments. Data Cleaning frees noise and other inconsistent data which are present in the input database. Since the input data base could be composed of data from multiple sources, Data Integration is employed to merge data from different sources. This is otherwise called Data Warehouse. Data Selection phase finds the specific data mining task relevant data in the input data base. Data Transformation phase which transfer the input data into format suitable for data mining. The specific data mining task that employs clever methods or algorithm for mining is carried out. Next, the interesting pattern will be selected from set of pattern mined from previous step. The last step of KDD (Knowledge Discovery In Data Base) process is the Presentation of the Discovered Knowledge in the user friendly format [2] .
The Data Mining techniques or tasks can be generally classified as descriptive or predictive. Descriptive mining refers to the method in which the essential characteristics or general properties of the data in the data base are depicted. The descriptive techniques involve task like Clustering, Association and Sequential Mining [3] . Predictive data mining tasks are those that perform inference on input data to arrive at hidden knowledge and make interesting and useful prediction [2] . The predictive mining techniques involve tasks like Classification, Regression and Deviation [3] .
Data Mining is motivated by decision support problems faced by most business organizations and is described as essential area of research [4] . Key research issues or challenges in Data Mining are performance, mining methodology, user interaction and data diversity . So the data mining algorithm and methodologies must be competent and scalable well to the size of data base and their execution times [2] .
One of the most popular descriptive Data Mining techniques is association rule mining [3] . Since its introduction [5] , Association Rule Mining has become one of the core Data Mining tasks and has attracted tremendous interest among Data Mining researches and practitioners [6] .
Association Rule Mining could be decomposed into two sub problems, mining large item set (i.e. frequent item sets) and the generation of association rules [2] . Two statistical measures that control the process of association rule mining are support and confidence. For an association rule XY and number of transactions is denoted as N, the support and confidence can be mathematically represented as follows Support(XY)=∑(XUY)/N and Confidence(XY)=∑(XUY)/ ∑X.
The entire process of association and pattern mining is controlled by user specific parameter, namely minimum support and confidence [2] . The Association Rule Mining(ARM) task was first presented by Agrawal et al. [5] to discover interesting relationships among items in market basket transactions. Since its inception, extensive studies have been being conducted to address various conceptual, implementation and application issues pertaining to the association analysis task.
Research in conceptual issues in Association Rule Mining is focused primarily on developing a framework to define the theoretical underpinnings of association analysis and extending the formulation to handle new type pattern. Research in implementing issues in ARM involve mixing the mining capability into existing data base technology, developing competent and scalable mining algorithm, handling user specified or domain specific constraints and post processing the extracted pattern. Research in application issues in Association Rule Mining includes marketing, medicine, electronic commerce, classification, clustering, web mining, bio informatics, finance, student database and many more[1].
It is clear that ARM is an interesting problem with numerous applications and it is undirected or unsupervised data mining over variable length data and it produce clean and understandable results.The research in association rule mining algorithm can be made effective than Apriori algorithm. The effectiveness of association mining rule in pattern discovery can be derived based on computational model and algorithm used. The computation model can be serial or parallel and online or batch. This research mostly focuses on implementing issues of association rule mining algorithms. Existing algorithms are reviewed and challenges pertaining to this domain will be raised. This paper is organized as follows: Section 2 presents the background and related work of association rule mining, Section 3 compares and discusses the various existing association rule mining algorithms according to its effectiveness and improvements, Section 4 explains the challenging problems in association rule mining and proposed method and section 5 describes the conclusion.
MILESTONES OF ASSOCIATION RULE MINING ALGORITHMS
In this section , the association rule mining problem is presented in detail. Several issues in association rule mining have been elaborated together with classic algorithms. ARM aims to extract interesting correlations, frequent patterns, associations or casual structures among sets of items in the transaction databases or other data sources.
The research activities in this area revolve around incorporating the mining capability into existing database technology, Developing competent and scalable algorithms, handling user specific or domain specific constrains and Post processing of extracted patterns.
AIS Algorithm
The AIS (Agrawal, Imielinski and Swami) algorithm was the first algorithm proposed to generate association rule by Agrawal et al. in 1993 [5] . It focus on improving the quality of databases together with necessary functionality to process decision support queries.
The main disadvantage of the AIS algorithm is too many candidate itemsets that finally turned out to be small are generated, which needs more space and times. At the same time, this algorithm requires too many scans over the whole database to generate large itemsets [7] .
Apriori Algorithm
The exploitation of monotonic property of the support of itemsets and confidence of association rules had been created a situation to enhance AIS algorithm and it was renamed as Apriori [8] . Apriori is a best improvement in the history of association rule mining. Apriori algorithm was first proposed by Agrawal and Srikant [9] . The AIS is just a straightforward method that requires many passes over the database and generating many candidate itemsets and storing counters of each candidate while most of them turn out to be not frequent. Apriori works efficiently during the candidate generation process for two reasons, Apriori employs a different candidates generation method and a new pruning technique.
In the process of finding frequent itemsets, Apriori avoids the effort of wastage of counting the candidate itemsets that are known to be infrequent. The candidates are produced by joining among the frequent itemsets level-wisely and are filtered according the Apriori property. As a result, the number of remaining candidate itemsets ready for further support checking becomes much smaller, which enormously reduces the computation, I/O cost and memory requirement. Detail of the Apriori-gen and GenerateRules functions were expanded by Agrawal and Srikant in 1994 [8] . Apriori algorithm still inherits the disadvantage of scanning the whole data bases many number of times. Based on Apriori algorithm, many new algorithms were designed with some alterations or improvements. Generally there were two methods: one is to reduce the number of passes over the whole database or replacing the whole database with only part of it based on the current frequent itemsets and another approach is to explore different kinds of filtering techniques to make the number of candidate itemsets much smaller.
AprioriTid and Apriori Hybrid
Apriori suffers from limitations of vast number of repeated input scans. Since it is level wise algorithm, it needs separate scans of the input database and over the entire frequent itemset mining process, this become tedious and is severe limitation.
One of variations is algorithm AprioriTid (transaction id), emphasizing the fact that transctions in the database are replaced by candidate itemsets that occur in that transaction. This variation of Apriori performs well at higher level where as the conventional Apriori performs better at lower levels [2] .
To avoid the disadvantages of AprioriTid algorithm, the concept of Apriori-hybrid which combined the advantageous features of Apriori and AprioriTid was proposed by Agrawal and Srikant in 1994 [9] . SETM (SET-oriented Mining of association rules) [10] was constantly outperformed by AIS. AprioriTid performed equivalently well as Apriori for lesser problem sizes. However, performance reduced twice slow when applied to big problems.
Hash Based Itemset Counting
The DHP(Direct Hashing and Pruning) algorithm is an effective hash-based algorithm for the candidate set generation and it was suggested by park et al. in 1995 [11] . Note that the DHP algorithm has two major features: One is its efficiency in generation of large itemset and other is effectiveness in lessening on transaction data base size. Hence, A hash technique is very efficient in generating the candidate itemsets, in particular for the large two itemsets, thus really improving the performance bottleneck of the entire process.
An effective Direct Hashing and Pruning [DHP] algorithm was proposed by Soo et al. in 1997[12] for mining the association rules. This algorithm employs effective pruning techniques to progressively reduce the transaction database size. DHP uses a hashing technique to screen the ineffective candidate frequent 2 itemsets. DHP also avoids database scans in some passes as to reduce the disk I/O cost involved.
En et al. [13] introduced another novel hash-based approach for mining frequent itemsets over data streams. The algorithm compresses the information of all itemsets into a structure with a stable hash-based technique. This approach expertly summarizes the information of the whole data stream by using a hash table to estimate the support counts of the non-frequent itemsets and keeps only the frequent itemsets for speeding up the mining process. Another algorithm Inverted Hashing and Pruning (IHP) proposed by John et al. in 2000 [14] . It was developed for mining association rules between words in text databases. It has been demonstrated that the IHP algorithm has better performance for large text databases.
Dynamic ItemSet Counting Algorithm
This algorithm suggested by Brin et al. in 1997 [15] aimed at reducing the number of database scan by dividing the database into intervals of specific sizes. In effect, the algorithm reduces the number of database scans to 1.5 as contrasting to 3 scans required by level-wise Apriori approach. The algorithm is based on the overall principle of counting for itemsets when ever it is optimal rather than having to wait for completion of the previous pass.
CARMA Algorithm
The performance of the DIC algorithm is deeply dependent on the real delivery of data in the database. The CARMA(Continuous Association Rule Mining Algorithm) proposed by Hidber et al. in 1999 [16] . CARMA results in more candidate sets compared to Apriori and DIC despite offering the flexibility of allowing the user to alter minimum support threshold values during the algorithm's execution.
Sampling Approach
Sampling is a dominant data reduction technique that has been applied to a variety of data mining algorithms for reducing computational overhead. In the context of association rules, sampling can be used to collect quick preliminary rules. This may help the user to direct the data mining process by purifying the criterion for interesting rules. Sampling can speed up the mining process by more than an order of magnitude by reducing I/O costs and hugely shrinking the number of transaction to be considered. The validity of the sample is determined by two characteristics the size of the sample and the quality of the sample. The quality, in the context of statistical sampling techniques, refers to whether the sample captures the characteristics of the database [17] .
Toivonen [18] proposed an association rule mining algorithm using sampling in 1995. This approach uses two passes. During pass1 a sample of the database is obtained and all associations in the sample are found. These results are then validated against the entire database. To maximize the effectiveness of the whole approach, the author makes use of lowered minimum support on the sample. Since the method is probabilistic (i.e. dependent on the sample containing all the relevant associations) not all the rules may be identified in this first pass. Those associations that were deemed not frequent in the sample but were actually frequent in the entire dataset are used to construct the complete set of associations in pass2.
Parthasarathy proposed an efficient method to progressively sample for association Rules [19] in 2002. His method relies on a novel measure of model accuracy (self similarity of associations across progressive samples), the identification of a representative class of frequent itemsets that mimic (extremely accurately) the self similarity values across the whole set of associations and an efficient sampling methodology that hides the overhead of attaining progressive samples by overlapping it with valuable computation.
Chuang et al. [20] presented another progressive sampling algorithm, called Sampling Error Estimation (SEE), which aims to identify the suitable sample size for mining association rules. SEE has two benefits. First, SEE is highly efficient because an appropriate sample size can be determined without the need of executing association rules. Second, the identified sample size of SEE is very accurate, meaning that association rules can be highly efficiently executed on a sample of this size to attain a sufficiently accurate result. Especially, if data comes as a stream flowing at a faster rate than can be processed, sampling appears to be the only choice. How to sample the data and how big the sample size should be for a given error bound and confidence level are key issues for specific data mining tasks. Li and Gopalan [21] derive the sufficient sample size based on central limit theorem for sampling large datasets with replacement in 2004. A number of studies were conducted to propose effective methods for mining association rules by reducing either the CPU computation time or the disk access overhead. Some studies considered the usage of sampling methods for reducing the processing overhead [22, 23] .
Partitioning Approach
The partitioning algorithm proposed by savasere et al. [24] in 1995 adopts a divide and conquer method to process of frequent itemset mining. The input database is separated in to several disjoined parts (partitions) and frequent items with in the partitions are generated. Later, the frequent itemsets obtained from various partitions are combined and resulting in a superset of all frequent itemset in the complete database. Actual counts of the frequent itemset are calculated during a second scan of the database. So the partitioning may increase the performance of finding large itemsets in numerous ways. By using partitioning, parallel and/or distributed algorithms can be easily created where each partition could be handled by a separate machine.
Parallel Association Rule Mining
Cheung et al. [25] proposed an algorithm called FDM in 1996. FDM is a parallelization of Apriori to shared machines, each with its own partition of the database. At each level and on each machine, the database scan is accomplished independently on the local partition. Distributed Pruning is then done.FPM (Fast Parallel Mining) for Association rule mining has been proposed [26] in 1998. It adopts Count Distribution method and has incorporated two powerful candidate trimming techniques. It has a simple communication scheme which performs only one round of message exchange in each iteration.
Parthasarathy et al. [27] have presented an excellent survey on parallel association rule mining with shared memory architecture covering various challenges and approaches adopted for parallel data mining in 2001.Tang and Turkia [28] suggested a parallelization scheme which can be used to parallelize the effective and fast frequent itemset mining algorithms based on FP-trees.
FP Growth Approach
The previously debated methods have primarily adopted a breadth first strategy towards the issue of frequent itemset mining. The size of the candidate itemsets can be reduced by adopting a depth first logic as done by FP growth algorithm [2] . In several cases, the Apriori algorithm significantly lessens the size of candidate sets using the Apriori property. However, it has the following weaknesses: generating a big number of candidate sets, repeatedly scanning the data base and checking the candidates by pattern matching.
Han et al. [29] developed an FP growth algorithm that mines the full set of frequent itemsets without candidate generation.
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Association Rule Discovery With Constrains
Several data mining methods consist in discovering patterns frequently occurring in the source dataset. Typically, the aim is to discover all the patterns whose frequency in the dataset exceeds a user-specified threshold. However, very often users want to limit the set of patterns to be discovered by adding extra restrictions on the structure of patterns. Data mining systems should be able to exploit such restrictions to speedup the mining process. Techniques applicable to constraintdriven pattern discovery can be classified into the following groups: post-processing (filtering out patterns that do not fulfill user-specified pattern constraints after the actual discovery process), pattern filtering (integration of pattern constraints into the actual mining process in order to produce only patterns satisfying the constraints) and dataset filtering (restricting the source dataset to objects that can possibly have patterns that satisfy pattern constraints).
Srikant et al. in 1997 and Ng et al. in 1998 suggested some algorithms with faster association rule mining by incorporating item constraints on the process of generating frequent itemsets [34] .
Wojciechowski and Zakrzewicz [35] focus on improving the effectiveness of constraint-based frequent pattern mining by using dataset filtering techniques. Dataset filtering conceptually transforms a given data mining task into an equivalent one operating on a lesser dataset. Tien Dung Do et al. [36] proposed a specific type of constraints called category-based as well as the associated algorithm for constrained rule mining based on Apriori. This method reduces computational complexity of mining process by passing most of the subsets of final itemsets.
Multi Level Association Mining
In actual life, for various applications, it is tough to find strong association rules between data items at low or primitive level of abstraction in multidimensional space [37] . While strong association rules produced at a higher concept level may be common sense to some users but it also can be novel to other users. Multiple level association rule mining is trying to mine strong association rules among intra and inter different levels of abstraction. Researches have been done in mining association rule at multiple concept levels [38, 39, 40] .
Mining association rules at basic level, in many cases, loose detailed information. Further it can show only general rules without ability of getting inside the rule. Data mining should also be available for mining association rules at the multiple levels of abstraction. In association rules each transaction can be encoded based on dimension and levels.
In multiple level association rule mining, the items in an itemset are characterized by using a concept hierarchy. Mining happens at multiple levels in the hierarchy. At lowest levels, it might be that no rules may match the constraints. At highest levels, rules can be extremely general. Generally, a top-down method is used where the support threshold may be same or varies from level to level (support is reduced going from higher to lower levels) [41] .
Negative Association Rule Mining
Typical association rules consider only items enumerated in transactions. Such rules are denoted to as positive association rules. Negative association rules also consider the same items, but in addition consider negated items (i.e. absent from transactions).
Negative association rules are valuable in market-basket analysis to identify products that conflict with each other or products that complement each other. Mining negative association rules is a hard task due to the fact that there are essential variances between positive and negative association rule mining. The researchers attack two key difficulties in negative association rule mining: (i) how to effectively search for exciting itemsets and (ii) how to efficiently identify negative association rules of interest. Brin et al. [42] stated for the first time in the literature the notion of negative relationships. Their model is chi-square based. They use the statistical test to confirm the independence between two variables. To determine the nature (positive or negative) of the relationship, a correlation metric was used.
In [43] the authors presened a new notion to mine strong negative rules. They combine positive frequent itemsets with domain knowledge in the form of taxonomy to mine negative associations. However, their algorithm is tough to generalize since it is domain dependant and needs a predefined taxonomy. A similar approach is defined in [44] .
Wu et al. [45] derived a new algorithm for generating both positive and negative association rules. They add on top of the support-confidence framework another measure called mininterest for a better filtering of the frequent itemsets generated in 2002.
A innovative method has proposed [46] in 2004. In this, mining both positive and negative association rules of interest was decomposed into the following two sub problems, viz., (1) generate the set of frequent itemsets of interest (PL) and the set of infrequent itemsets of interest (NL) (2) Extract positive rules in PL and negative rules in NL. To generate PL and NL, they developed three functions namely, fipi(), iipis() and CPIR().
In [47] authors considered another frame-work called correlation analysis that adds to the support-confidence. In [47] , they joined the two phases (mining frequent itemsets and generating strong association rules) and generated the significant rules while analyzing the correlations within each candidate itemset. This avoids evaluating item combinations redundantly. Indeed, for each generated candidate itemset, they computed all possible combinations of items to analyze their correlations. At the end, they retain only those rules generated from item combinations with strong correlation. If the correlation is positive, positive rules is discovered. If the correlation is negative, negative rules are discovered.
An innovative approach was proposed [48] 
Other Important Association Rule Mining Algorithms
Rapid association rule mining [50] ,Generalized association rule mining [51, 52, 53] ,Fuzzy association rule mining [54] Mining, Distributed association rule mining [55] , Association rule mining using multi criteria decision methods (Global profit weight method) [56] , Frequent item sets using vertical layout [57] , Maximal and closed frequent pattern mining algorithms [57] , Multi dimensional and Quantitative association rule mining algorithms [57] , Sequential association rule mining algorithms [57] , Incremental association rule mining algorithms [57] , Image association rule mining [3] and Association rule mining for clustering [58, 59, 60] are seen in the literature. The comparison scheme provides a frame work which clearly shows the search type, number of scans required(k-represent number of items) and data structure of the various association rule mining algorithms. The above mentioned algorithms also compare using various metrics such as space and time needed to execute the algorithms. The performance of any algorithm evaluated by calculating time needed to execute the algorithm. The time requirements is estimated by counting the maximum number of scans required and maximum number of comparison operations. The above table clearly says that the Dynamic FP-Tree outperforms than remaining algorithms because it needs only one scan.
COMPARATIVE ANALYSIS

CHALLENGING ISSUES AND PROPOSED METHOD
Algorithms are available for retaining the association rules due to addition or deletion of transactions in the data base. Efficient algorithms are not available for mining incremental rules due to adding of more items.
There is a requirement for the improvement of effective distributed algorithms in order to speed up the computation activity and improve the overall performance.
Most of the algorithms available in the literature for mining frequent itemsets do not offer flexibility for reusing the computation during mining process. It still needs research to shrink the size of derived pattern and enrich the quality of retained patterns.
Proposed Method
The Common limitation of existing association rule mining algorithm is that all algorithms generate lot of rules for future predictions. Some of them are not actionable. Those rules should be filtered to get meaningful rules that are immediately actionable. In our proposed algorithm, we are trying to integrate user domain expert knowledge , ontology concept [62] and related interesting measures in the post processing step effectively than existing method in order to reduce the number of rules. So the found rules will be applied as easily as possible to improve any business.
CONCLUSION
It is concluded that association rule mining is an interesting pattern mining problem. The algorithms used are conceptually clear and resulting rules are pure and understandable. A decade from the important work of Agrawal et al. [5] , association mining has become a field of research with different branches of specialization. The fundamentals of association mining are now well established with some exemptions. It highlights the fundamental principles within itemset identification and rule generation.
Association rule mining is being used as an significant tool for knowledge discovery and its applicability in other data mining tasks such as clustering and classification. This survey has delivered an organization of the significant fundamental contributions made within association mining research over this time and identify some gap available in the current knowledge for future research in this region.
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