Our article is concerned with adaptive sampling schemes for Bayesian inference that update the proposal densities using previous iterates. We introduce a copula based proposal density which is made more efficient by combining it with antithetic variable sampling. We compare the copula based proposal to an adaptive proposal density based on a multivariate mixture of normals and an adaptive random walk Metropolis proposal. We also introduce a refinement of the random walk proposal which performs better for multimodal target distributions. We compare the sampling schemes using challenging but realistic models and priors applied to real data examples. The results show that for the examples studied, the adaptive independent Metropolis-Hastings proposals are much more efficient than the adaptive random walk proposals and that in general the copula based proposal has the best acceptance rates and lowest inefficiencies.
Introduction
Bayesian inference using Markov chain Monte Carlo simulation methods is used extensively in statistical applications. In this approach, the parameters are generated from a proposal distribution, or several such proposal distributions, with the generated proposals accepted or rejected using the Metropolis-Hastings method; see for example Tierney (1994) .
In adaptive sampling the parameters of the proposal distribution are tuned by using previous draws. Our article deals with diminishing adaptation schemes, which means that the difference between successive proposals converges to zero. In practice, this usually means that the proposals themselves eventually do not change. Important theoretical and practical contributions to diminishing adaptation sampling were made by Holden (1998) , Haario et al. (2001) , Gåsemyr (2003) , Andrieu and Robert (2001) , Andrieu, Moulines, and Doucet (2005) , , Roberts and Rosenthal (2007) and Roberts and Rosenthal (2006) . The adaptive random walk Metropolis method was proposed by Haario et al. (2001) with further contributions by Atchadé and Rosenthal (2005) , Andrieu, Moulines, and Doucet (2005) and Roberts and Rosenthal (2006) . propose an adaptive independent Metropolis-Hastings method with a mixture of normals proposal which is estimated using a clustering algorithm.
Although there is now a body of theory justifying the use of adaptive sampling, the construction of interesting adaptive samplers and their empirical performance on real examples has received less attention. Our article aims to fill this gap by introducing a t-copula based proposal density. An antithetic version of this proposal is also studied and is shown to increase efficiency when the acceptance rate is above 70%. We also refine the adaptive Metropolis-Hastings proposal in Roberts and Rosenthal (2006) by adding a heavy tailed component to allow the sampling scheme to traverse multiple modes more easily. As well as being of interest in its own right, in some of the examples we have also used this refined sampler to initialize the adaptive independent Metropolis-Hastings schemes. We study the performance of the above adaptive proposals, as well as the adaptive mixture of normals proposal of , for a number of models and priors using real data.
The models and priors produce challenging but realistic posterior target distributions. Silva et al. (2008) is a longer version of our article that considers some alternative versions of our algorithms and includes more details and examples.
Adaptive sampling algorithms
Suppose that π(x) is the target density from which we wish to generate a sample of observations, but that it is computationally difficult to do so directly. One way of generating the sample is to use the Metropolis-Hastings method, which is now described. Suppose that given some initial x 0 we have generated the j − 1 iterates x 1 , . . . , x j−1 . We generate x j from the proposal density q j (x; z) which may also depend on some other value of x which we call z. Let x p j be the proposed value of x j generated from q j (x j−1 ; x). Then we take x j = x p j with probability α(x j−1 ; x p j ) = min 1,
and take x j = x j−1 otherwise. If q j (z; x) does not depend on j, then under appropriate regularity conditions we can show that the sequence of iterates x j converges to draws from the target density π(x). See Tierney (1994) for details.
In adaptive sampling the parameters of q j (z; x) are estimated from the iterates x 1 , . . . , x j−2 .
Under appropriate regularity conditions the sequence of iterates x j , j ≥ 1, converges to draws from the target distribution π(x). See Roberts and Rosenthal (2007) , Roberts and Rosenthal (2006) and .
We now describe the adaptive sampling schemes studied in the paper.
Adaptive random walk Metropolis
The adaptive random walk Metropolis proposal of Roberts and Rosenthal (2006) is
where d is the dimension of x and φ d (x; z, Σ) is a multivariate d dimensional normal density in x with mean z and covariance matrix Σ. In (2), ω 1n = 1 for n ≤ n 0 , with n 0 representing the initial iterations, ω 1n = 0.05 for n > n 0 with ω 2n = 1 − ω 1n ; κ 1 = 0.1 2 /d, κ 2 = 2.38 2 /d, Σ 1 is a constant covariance matrix, which is taken as the identity matrix by Roberts and Rosenthal (2006) but can be based on the Laplace approximation or some other estimate. The matrix Σ 2n is the sample covariance matrix of the first n − 1
iterates. The scalar κ 1 is meant to achieve a high acceptance rate by moving the sampler locally, while the scalar κ 2 is considered to be optimal (Roberts et al. 1997 ) for a random walk proposal when the target is multivariate normal. We note that the acceptance probability
(1) for the adaptive random walk Metropolis simplifies to
We refine the two component random walk Metropolis proposal in (2) by adding a third component with Σ 3n = Σ 2n and with κ 3 = 25 ≫ κ 1 , κ 2 . We take ω 3n = 0 if n ≤ n 0 , ω 3n = 0.05 for n > n 0 and ω 2n = 1 − ω 1n − ω 3n . Alternatively, the third component can be a multivariate t distribution with small degrees of freedom. We refer to this proposal as the three component adaptive random walk. The purpose of the heavier tailed third component is to allow the sampler to explore the state space more effectively by making it easier to leave local modes.
To illustrate this issue we consider the performance of the two and three component adaptive random walk samplers when the target distribution is a two component and five dimensional multivariate mixture of normals. Each component in the target has equal probability, the first component has mean vector µ 1 = (−3, . . . , −3) T and the second component has mean vector µ 2 = (3, . . . , 3) T . Both components have identity covariance matrices.
For the three component adaptive random walk we choose κ 3 = 4 2 . The starting value is x 0 = µ 1 for both adaptive random walk samplers. Figure 1 compares the results and shows that the two component adaptive random walk fails to explore the posterior distribution even after 500, 000 iterations, whereas the three component adaptive random walk can get out of the local modes.
A mixture of normals based proposal density
The proposal density of the adaptive independent Metropolis-Hastings approach of is a mixture with four terms of the form
ω jn g j (x|λ jn ) , ω jn ≥ 0, for j = 1, . . . , 4 and with λ jn the parameter vector for the density g jn (x; λ jn ). The sampling scheme is run in two stages, which are described below. Throughout each stage, the parameters in the first two terms are kept fixed. The first term g 1 (x|λ 1n ) is an estimate of the target density and the second term g 2 (x|λ 2n ) is a heavy tailed version of g 1 (x|λ 1n ). The third term g 3 (x|λ 3n )
is an estimate of the target that is updated or adapted as the simulation progresses and the fourth term g 4 (x|λ 4n ) is a heavy tailed version of the third term. In the first stage g 1n (x; λ 1n ) is a Laplace approximation to the posterior if it is readily available and works well; otherwise, g 1n (x; λ 1n ) is a Gaussian density constructed from a preliminary run of 1000 iterates or more of the three component adaptive random walk. Throughout, g 2 (x|λ 2n ) has the same component means and probabilities as g 1 (x|λ 1n ), but its component covariance matrices are ten times those of g 1 (x|λ 1n ). The term g 3 (x|λ 3n ) is a mixture of normals and g 4 (x|λ 4n ) is also a mixture of normals obtained by taking its component probabilities and means equal to those of g 3 (x|λ 3n ), and its component covariance matrices equal to 20 times those of g 3 (x|λ 3n ). The first stage begins by using g 1 (x|λ 1n ) and g 2 (x|λ 2n ) only with, for example, ω 1n = 0.8 and ω 2n = 0.2, until there is a sufficiently large number of iterates to form g 3 (x|λ 3n ). After that we set ω 1n = 0.15, ω 2n = 0.05, ω 3n = 0.7 and ω 4n = 0.1. We begin with a single normal density for g 3 (x|λ 3n ) and as the simulation progresses we add more components up to a maximum of four according to a schedule that depends on the ratio of the number of accepted draws to the dimension of x. See Appendix A.
In the second stage, g 1 (x|λ 1n ) is set to the value of g 3 (x|λ 3n ) at the end of the first stage and g 2 (x|λ 2n ) and g 4 (x|λ 4n ) are constructed as described above. The heavy-tailed densities g 2 (x|λ 2n ) and g 4 (x|λ 4n ) are included as a defensive strategy, as suggested by Hesterberg (1995) , to get out of local modes and to explore the sample space of the target distribution more effectively.
It is too computationally expensive to update g 3 (x|λ 3n ) (and hence g 4 (x|λ 4n )) at every iteration so we update them according to a schedule that depends on the problem and the size of the parameter vector. See Appendix A.
Our article estimates the multivariate mixture of normals density for the third component using the method of who identify the marginals that are not symmetric and estimate their joint density by a mixture of normals using k-harmonic means clustering. We also estimated the third component using stochastic approximation but without first identifying the marginals that are not symmetric. We studied the performance of both approaches to fitting a mixture of normals and found that the clustering based approach was more robust in the sense that it does not require tuning for particular data sets to perform well, whereas for the more challenging target distributions it was necessary to tune the parameters of the stochastic approximation to obtain optimal results.
The results for the stochastic approximation approach are reported in Silva et al. (2008) .
We note that estimating a mixture of normals using the EM algorithm also does not require tuning; see McLachlan and Peel (2000) , as well as Titterington (1984) for the online EM. However, the EM algorithm is more sensitive to starting values and is more prone to converge to degenerate solutions, particularly in an MCMC context where small clusters of identical observations arise naturally; see for a discussion.
A mixture of a t copula and a multivariate t proposal distribution
The third proposal distribution is a mixture of a t copula and a multivariate t distribution.
We use the t copula as the major component of the mixture because it provides a flexible and fast method for estimating a multivariate density. In our applications this means that we assume that after appropriately transforming each of the parameters, the joint posterior density is multivariate t. Or more accurately, such a proposal density provides a more accurate estimate of the posterior density than using a multivariate normal or multivariate t proposal. The second component in the mixture is a multivariate t distribution with low degrees of freedom whose purpose is to help the sampler move out of local modes and explore the parameter space more effectively. Joe (1997) and Nelsen (2006) provide an introduction to copulas, with details of the t copula given in Demarta and McNeil (2005) .
Let t d,ν (z | µ, Σ) be a d-dimensional t density with location µ, scale matrix Σ and degrees of freedom ν and let T d,ν (z|µ, Σ) be the corresponding cumulative distribution function. Let f j (x j |θ j ) and F j (x j |θ j ) be the probability density function and the cumulative distribution function of the jth marginal, with θ j its parameter vector. Then the density of the t copula based distribution for x is
where z j is determined by
. For a given sample of observations, or in our case a sequence of draws, we fit the copula by first estimating each of the marginals as a mixture of normals. For the current degrees of freedom, ν c , of the t copula, we now transform each observation x = (x 1 , . . . , x d ) to z = (z 1 , . . . , z d ) using
This produces a sample of d dimensional observations z which we use to estimate the scale matrix Σ z as the sample correlation matrix of the z's. Given the estimates of the marginal distributions and the scale matrix Σ z , we estimate the degrees of freedom ν by maximizing the profile likelihood function given by (5) over a grid of values ν = {3, 5, 10, 1000}, with ν = 1000 representing the Gaussian copula. We could use instead the grid of ν values in (6), but this is more expensive computationally and we have found our current procedure works well in practice.
The second component of the mixture is a multivariate t distribution with its degrees of freedom ν f = 5 fixed and small, and with its location and scale parameters estimated from the x iterates using the first and second sample moments. The t copula component of the mixture has a weight of 0.7 and the multivariate t component a weight of 0.3.
To draw an observation from the t copula, we first draw z from the multivariate t distribution with location 0 and scale matrix Σ z and degrees of freedom ν. We then use a Newton-Raphson root finding routine to obtain x j for a given z j from (6) for j = 1, . . . , d.
The details of the computation for the t copula and the schedule for updating the proposals is given in Appendix A.
Using antithetic variables in simulations often increases sampling efficiency; e.g. Rubinstein (1981) . Tierney (1994) proposes using antithetic variables in Markov chain Monte Carlo simulation when the target is symmetric. We apply antithetic variables to the copula based approach which generalizes Tierney's suggestion by allowing for nonsymmetric marginals.
To the best of our knowledge, this has not been done before. The antithetic approach is implemented as follows. As above, we determine probabilistically whether to sample from the copula component or the multivariate t component. If the copula component is chosen, then x is generated as above andx = −x is also computed. The values x andx are then transformed to z andz respectively and are accepted or rejected one at a time using the Metropolis-Hastings method. If we decide to sample from the multivariate t component to obtain z, we also computez = 2µ − z, where µ is the mean of the multivariate t, and accept or reject each of these values one at a time using the Metropolis-Hastings method.
We note that to satisfy the conditions for convergence in Giordani and Kohn (2008) 
Algorithm comparison
This section studies the five algorithms discussed in Section 2. The two component adaptive random walk metropolis (RWM) and the three component adaptive random walk Metropolis (RWM3C) are described in Section 2.1. The adaptive independent Metropolis-Hastings with a mixture of normals proposal distribution fitted by clustering (IMH-MN-CL) described in Section 2.2. The adaptive independent Metropolis-Hastings which is a mixture of a t copula and a multivariate t proposal, with the marginal distributions of the copula estimated by mixtures of normals that are fitted by clustering (IMH-TCT-CL). The fifth sampler is the antithetic variable version of IMH-TCT-CL, which we call IMH-TCT-CL-A. These proposals are described in Section 2.3.
Our study compares the performance of the algorithms in terms of the acceptance rate of the Metropolis-Hastings method, the inefficiency factors (IF) of the parameters, and an overall measure of effectiveness which compares the times taken by all samplers to obtain the same level of accuracy. We define the acceptance rate as the percentage of accepted values of each of the Metropolis-Hastings proposals. We define the inefficiency of the sampling scheme for a given parameter as the variance of the parameter estimate divided by its variance when the sampling scheme generates independent iterates. We estimate the inefficiency factor as
whereρ j is the estimated autocorrelation at lag j and the truncated kernel function K T R (x) = 1 if |x| 1 and 0 otherwise (Andrews 1991) . As a rule of thumb, the maximum number of lags T is given by the lowest index j such that |ρ j | < 2/ √ M with M being the sample size use to computeρ j . We define the equivalent sample size as ESS = N/IF , where N = 10000, which can be interpreted as N iterates of the dependent sampling scheme are equivalent to ESS independent iterates. The acceptance rate and the inefficiency factor do not take into account the time taken by a sampler. To obtain an overall measure of the effectiveness of a sampler, we define its equivalent computing time
where T is the time per iteration of the sampler and N = 100000. We interpret ECT as the time taken by the sampler to attain the same accuracy as that attained by N independent draws of the same sampler. For two samplers a and b, ECT a /ECT b is the ratio of times taken by them to achieve the same accuracy.
We note that the time per iteration for a given sampling algorithm depends to an important extent on how the algorithm is implemented, e.g. language used, whether operations are vectorized, which affects ECT but not the acceptance rates nor the inefficiencies.
Logistic Regression
This section applies the adaptive sampling schemes to the binary logistic regression model
using three different priors for the vector of coefficients β. The first is a non-informative multivariate normal prior,
The second is a normal prior for the intercept β 0 ∼ N (0, 10 6 ), and a double exponential, or
Laplace prior, for all the other coefficients,
The regression coefficients are assumed to be independent a priori. We note that this is the prior implicit in the lasso (Tibshirani 1996) . The prior for τ is IG(0.01, 0.01), where IG(a, b)
means an inverse gamma density with shape a and scale b. The double exponential prior has a spike at zero and heavier tails than the normal prior. Compared to their posterior distributions under a diffuse normal prior, this prior shrinks the posterior distribution of the coefficients close to zero to values even closer to zero, while the coefficients far from zero are almost unmodified. In the adaptive sampling schemes we work with log(τ ) rather than τ as it is unconstrained.
The third prior distribution takes the prior for the intercept as β 0 ∼ N (0, 10 6 ) and the prior for the coefficients β j , j ≥ 1, as the two component mixture of normals,
with the regression coefficients assumed a priori independent. George and McCulloch (1993) suggest using this prior for Bayesian variable selection, with τ 2 S and τ 2 L small and large variances that are chosen by the user. In our article their values are given for each of the examples below. The prior for ω is uniform. In the adaptive sampling we work with the logit of ω because it is unconstrained.
Labor force participation by women
This section models the probability of labor force participation by women, inlf , in 1975 as a function of the covariates listed in Table 1 . This data set is discussed by Wooldridge (2004), p. 537 and has a sample size of 753. Actual labor market experience; and nwif einc : family income (f aminc) in 1975 minus wage times hour divided by 1000 ((f aminc − wage × hours)/1000).
We ran all the adaptive sampling schemes presented in Section 2 for all three prior distributions. Our targets are 12 dimensional (normal diffuse prior) and 13 dimensional (double exponential prior and mixture of normals prior) posterior distributions. Our starting values and initial proposal distributions for all the adaptive algorithms were obtained by fitting a generalized linear model using the function glmfit in MATLAB. We used τ 2 S = 0.01 and τ 2 L = 10000 for the mixture of normals prior. Table 2 summarizes the posterior distributions for the three priors. Table 3 shows the acceptance rates, inefficiencies, the equivalent sample sizes and the equivalent computing times of the adaptive sampling schemes for the three prior distributions.
Although the acceptance rates for the three component adaptive random walk are higher than for the two component adaptive random walk, the results are more ambiguous when comparing their inefficiencies. The inefficiencies for all the adaptive independent MetropolisHastings schemes are much lower than the two adaptive random walk Metropolis schemes.
The copula based proposal distribution performed the best in terms of the acceptance rates and the inefficiency factors, and its antithetic version performed even better.
Home mortgage disclosure act
The home mortgage disclosure act (HMDA) data set relates to mortgage applications in Boston in 1990. It is discussed in Section 11.4 of Stock and Watson (2007) and has been analyzed by many authors, e.g. Megbolugbe and Carr (1993) . The dependent variable is deny, which is 1 if a mortgage application is denied and 0 otherwise. The sample size is 2380 with the covariates listed in Table 4 .
Our starting values and initial proposal distributions for all the adaptive algorithms were obtained by fitting a generalized linear model using the function glmfit in MATLAB.
We used τ 2 S = 0.01 and τ 2 L = 10000 for the mixture of normals prior. Table 5 summarizes the estimation results and Figure 2 shows the two marginals that are bimodal under the (loan-to-value 80%) × (loan-to-value 95%); ltvhigh :
loan-to-value > 95%; ccred3 :
1 if credit history of consumer payments is equal to 3 and 0 otherwise; ccred4 :
1 if credit history of consumer payments is equal to 4 and 0 otherwise; ccred5 :
1 if credit history of consumer payments is equal to 5 and 0 otherwise; and ccred6 :
1 if credit history of consumer payments is equal to 6 and 0 otherwise. mixture of normals prior. Table 6 shows the acceptance rates, inefficiencies, the equivalent sample sizes and the equivalent computing time of the adaptive sampling schemes for the three prior distributions. Both adaptive random walk Metropolis algorithms have much higher inefficiencies than the adaptive independent Metropolis-Hastings algorithms, especially under the mixture of normals prior distribution. The copula based proposal has the highest acceptance rates and lowest inefficiencies, especially for the mixture of normals prior. The reason for this may be that this prior produces a multimodal posterior distribution.
We remark that we monitored the updates of the proposal distributions through all iterates of all algorithms using the t copula based sampler and noted that most of the time the degrees of freedom was generated as 1 000, effectively giving a Gaussian copula.
Bayesian Quantile Regression
In classical quantile regression the vector of β coefficients is estimated by minimizing the function
for β for a given 0 < δ < 1, where ρ δ (u) = (|u| + (2δ − 1)u)/2. We can turn this into a likelihood function based on the asymmetric Laplace distribution, i.e.
See for example Yu and Moyeed (2001) and references therein for a discussion of Bayesian quantile regression. In the example below, we use the same three priors for the regression parameters as in Section 3.1, an IG(0.01, 0.01) prior for σ and take τ 2 S = 0.0001 and τ 2 L = 1 for the mixture of normals prior distribution.
Current population survey
We consider a data set of full-time male workers given by the U.S. current population survey of March 2000. The dependent variable is the logarithm of wage and salary income and the covariates are listed in Table 7 . The sample size is 5149 observations. Similar data are analyzed by Donald, Green and Paarsch (2000) . We carry out Bayesian quantile regression for this data set for δ = 0.1. Similar analyses for δ = 0.5 and δ = 0.9 are reported in Silva et al. (2008) . The target distributions in this example are 24 and 25 dimensional.
Our initial proposal distributions for the adaptive independent samplers were obtained by first running the 3 component adaptive random walk for 20 000 iterations for the normal and double exponential priors and 100 000 iterations for the mixture of normals prior. In all cases we initialized the random walks using linear regression estimates. Table 8 summarizes the marginal posterior distributions of the parameter estimates. Table 9 shows the acceptance rates, inefficiencies, the equivalent sample sizes and the 
Binary random effects model
This section considers adaptive sampling in a binary random effects model where the random effects are integrated out using importance sampling. However, the same ideas can be applied to other random effects models.
Suppose there are N groups with J i observations in the ith group, such that the probability of the ijth binary response is given by the probit model,
and Φ(·) is the standard normal cumulative distribution function. Let θ = (β, σ 2 µ ) be the parameter vector, y i = (y i1 , . . . , y iJ i ), x i = (x i1 , . . . , x iJ i ) are the vectors of observations on the ith group, y is the vector of all the observations and x is the vector of all the covariates.
We form proposals for the posterior p(θ | y, x) with the random effects integrated out because in many applications there are too many random effects to include in the adaptation.
We use importance sampling to integrate out the random effects with the importance density based on previous iterates. Let E(µ i | y) and var(µ i | y) be estimates of the posterior mean and variance of µ i . We use the importance density h(
efficiently integrate out µ i in (14), with κ = 4, using
where the µ [j] i are generated from h(µ i ). We obtain E(µ i | y) by first writing E(
where the θ [l] are iterates from the adaptive sampling and p(y i | θ [l] , x i ) is constructed by the right side of (15). The estimate E(µ 2 i | y) is obtained similarly and var(µ i | y) is then
We update the importance density after every L accepted values of the adaptive sampling scheme, with L given in appendix A
Pap smear data
We applied the probit random effects model (13) to data collected in a discrete choice experiment designed to study factors that may determine whether a woman chooses to have a Pap smear test to detect cervical cancer. The study is described by Fiebig and Hall (2005) and is based on N = 79 Australian women, where each woman was presented with J i = 32 different scenarios and for each scenario asked whether she would choose to have a Pap smear test. Thus, there are 32 repeated binary observations for each woman. Table 10 lists the covariates in the study. We fitted the binary random effects model with 7 parameters and 79 random effects to the data with an IG(0.01, 0.01) prior for σ 2 µ . For the double exponential prior for β, the prior for τ is IG(0.01, 0.01). For the mixture of normals prior, we set τ 2 S = 0.0001 and τ 2 L = 10000. and the prior for ω is uniform on (0,1). In the adaptive sampling scheme we generated log σ 2 µ because it was unconstrained. The initial values and proposal distributions for the adaptive independent Metropolis-Hastings algorithms were obtained by running the 3 component adaptive random walk for 2 000 iterations. To initialize all the adaptive random walk algorithms we first used the MATLAB function glmfit to estimate the regression coefficients and their standard errors with the random effects set identically to zero. To integrate out the random effects in the adaptive random walk proposals we began with the proposal importance density h(µ i ) ∼ N (0, 1.5σ 2 ), with σ 2 = 1 initially. Table 11 summarizes the posterior distributions of the parameters. Table 12 shows the acceptance rates, inefficiencies, equivalent sample sizes, and equivalent computing times for each algorithm. The copula based sampling schemes have the highest acceptance rates and the smallest inefficiency factors, with the antithetic proposal being the best for the normal and double exponential priors, where the acceptance rates are at least 70%.
Summary
Our article proposes a new copula based adaptive sampling scheme and a generalization of the two component adaptive random walk designed to explore the target space more effi- 700, 1000, 2000, 3000, 5000, 7500, 10000, 15000, 20000, 30000, 50000, 75000, 100000, 125000, 150000, 175000, 200000, 225000, 250000, 275000, 300000, 325000, 350000, 375000, 400000] .
Probit random effects model, Pap smear data. For all three priors, end of first stage = 5 000;
burn-in = 10 000; number of iterations: 20 000; updates = [20, 50, 100, 150, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 1100, 1200, 1300, 1400, 1500, 2000, 2500, 3000, 3500, 4000, 4500, 5000, 6000, 7000, 8000, 9000, 10000, 12000, 15000] .
In this example the importance sampling density is updated every L = 100 iterations.
We now give the details of the sampling for both adaptive random walk Metropolis algorithms. For the HMDA data the number of burn-in iterations was 300 000 and the total number of iterations was 500 000 for all three priors. The corresponding numbers for the CPS data with normal and double exponential priors are 500 000 and 1000 000, and for the mixture of normals prior 1000 000 and 1500 000. The corresponding numbers for the Pap smear data are 30 000 and 50 000.
