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Introduction 3
Estimation non-line´aire
Le filtrage non-line´aire permet d’estimer l’e´tat d’un syste`me a` partir d’informations a priori
sur son e´volution (mode`le d’e´tat) et de mesures re´elles pollue´es par du bruit d’observation. Ses
applications sont nombreuses :
– Trajectographie,
– Localisation (Radar, GPS),
– Communications nume´riques,
– Robotique,
– Conduites optimales.
Ainsi, le proble`me de filtrage est souvent au centre de proce´dures de controˆle et d’automatisation
d’activite´s humaines, industrielles et strate´giques.
Solutions Exactes
Dans le cas particulier de syste`mes line´aires-gaussiens, le filtre duˆ a` Kalman, Bucy et Stra-
tonovitch [Kalman 60, Stratonovitch 60a, Stratonovitch 60b, Kalman 61]1 permet une re´solution
optimale en dimension finie du proble`me d’estimation.
Une telle solution n’existe pas dans le cas ge´ne´ral de syste`mes non-line´aires qui constituent un
sujet de recherche privile´gie´ en automatique et traitement de signal. Diffe´rentes solutions approche´es
ont e´te´ propose´es dans leur litte´rature respectives.
Solutions approche´es
Base´ sur une line´arisation du mode`le d’e´tat au voisinage de l’estime´, le filtre de Kalman e´tendu
(FKE) constitue la solution approche´e la plus utilise´e par les inge´nieurs. Cependant, ses capacite´s,
uniquement locales, ne permettent pas une re´solution efficace en pre´sence de fortes non-line´arite´s
et peuvent conduire a` des instabilite´s.
Des techniques, plus ge´ne´rales, base´es sur un maillage de l’espace d’e´tat et/ou de l’espace de
probabilite´ ont e´te´ de´veloppe´es tre`s toˆt, notamment en poursuite de phase [Bucy 71, Bucy 73]. Elles
permettent d’atteindre des performances d’autant meilleures que les ressources de calcul mises en
œuvre sont importantes. Toutefois, en pratique, pour la plupart de telles techniques, la complexite´
algorithmique ne´cessaire est irre´aliste, notamment dans les conditions les plus critiques2, limitant
ainsi leurs champs d’application.
Pour des syste`mes stables de faibles dimensions, les maillages de´terministes permettent d’acce´der
a` des hautes performances a` de faibles couˆts algorithmiques, graˆce a` leurs proprie´te´s de convergence
en 1
N . Cependant, en l’absence de techniques efficaces de maillages de´terministes adapte´s, l’explosion
combinatoire de la complexite´ avec la dimension les rendent impraticables dans le cas de syste`mes
de dimension importante et de processus instables.
1[Kalman 60] concerne le cas de syste`mes sans bruit dynamique, ce qui e´quivaut aux “moindres carre´s re´cursifs”
de´ja` connu des staticiens. Stratonovitch donna la meˆme anne´e la solution ge´ne´rale avec bruit dynamique tant dans le
cas line´aire [Stratonovitch 60a] que non line´aire [Stratonovitch 60b]. Le cas line´aire fut retrouve´ et plus amplement
de´veloppe´ dans [Kalman 61]
2forte non-line´arite´, faible Rapport signal/bruit, dynamique importante, multidimension
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D’autres approches, comme le filtre particulaire, base´es sur le maillage ale´atoire de l’espace
d’e´tat, abusivement rassemble´es sous l’appellation me´thodes de Monte-Carlo3, s’ave`rent plus con-
formes en loi que les maillages de´terministes “na¨ıfs”. En effet, de telles techniques permettent de
concentrer l’essentiel des ressources de calcul disponibles dans les re´gions les plus pertinentes de
l’espace d’e´tat. Cependant, cette qualite´ n’est pas due a` une caracte´ristique intrinse`que du tirage
ale´atoire, mais a` l’adaptation du maillage aux densite´s de probabilite´s concerne´es par l’approxima-
tion. Notons, par ailleurs, que cette e´conomie ne permet qu’une limitation de l’explosion combi-
natoire de la complexite´ avec la dimension d’e´tat. En effet, meˆme pour le proble`me d’inte´gration
multivariable4, les techniques de Monte Carlo originelles ne permettent pas d’e´viter la “course a` la
dimensionnalite´” [Daum 03].
Solutions particulaires
On retrouve de`s 1969/70 dans [Handschin 69, Handschin 70] les premie`res ide´es de technique
particulaire a` la Monte Carlo, mais divergentes en temps infini, de part l’absence de redistribution.
La technique particulaire a` redistribution ale´atoire fut base´e originellement sur l’interpre´tation
des e´quations de filtrage non-line´aire [Salut 89] par un processus de branchement a` naissance et
mort dans une population de particules analogue a` celui de la se´lection naturelle. A nombre de
particules constant, elle engendre un maillage e´volutif interde´pendant de l’espace d’e´tat permettant
une approximation parame´trique finie de la densite´ de probabilite´ conditionnelle. Elle fut brevete´e
dans [Salut 94] apre`s plusieurs applications probantes entre 1991 et 1993. D’autres chercheurs ont
de´veloppe´ des ide´es similaires [Gordon 93, Kitagawa 93].
Ce maillage particulaire est construit re´cursivement par simulation ale´atoire des flots dynamiques
du syste`me et ponde´ration du maillage induit selon l’observation. La redistribution re´gulie`re des
particules sur leur support permet de les concentrer sur les re´gions les plus pertinentes de l’espace
d’e´tat, e´vitant ainsi le proble`me de de´ge´ne´rescence des techniques de Monte Carlo e´voque´es plus
haut.
Deux ame´liorations substantielles ont pu eˆtre apporte´es a` la me´thode particulaire, utilisant
originellement des particules entie`rement ale´atoire de Dirac :
– L’utilisation des particules gaussiennes, d’abord sous forme de filtres de Kalman condition-
nellement exacts [Rigal 93] quand le mode`le d’e´tat le permet, puis sous forme de particules
gaussiennes e´tendues par approximation locale du mode`le d’e´tat dans l’espace tangent. L’in-
troduction des densite´s gaussiennes a permis d’allier les performances locales du filtre de Kal-
man e´tendu et celles globales qu’offre la technique particulaire, offrant ainsi des ame´liorations
conside´rables des performances, notamment en terme de complexite´ algorithmique et de temps
de convergence.
– Le de´veloppement de proce´dures de´terministes de redistribution [Monin 95, Rigal 95, Gall 00]
permet d’e´viter l’ale´a externe inutilement introduit par la re´partition ale´atoire des particules
sur leur support. Mais ces proce´dures, non conformes en loi, s’ave`rent non justife´es pour le
filtrage a` minimum de variance.
Bien qu’elle permette une re´solution conforme du proble`me de filtrage non-line´aire sans restriction
particulie`re sur la nature des e´quations d’e´tat et/ou des distributions des bruits, la me´thode a`
3qui supposent l’inde´pendance des tirages ale´atoires
4proble`me plus facile que le filtrage en raison de la connaissance exacte de l’inte´grande (densite´ de probabilite´)
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particules ale´atoires souffre d’une complexite´ algorithmique fortement croissante avec les conditions
de dynamique et d’observation, d’une part, et la dimension d’e´tat, d’autre part. En effet, l’effort5
ne´cessaire a` la repre´sentation des flots du syste`me par tirages ale´atoires partage avec les me´thodes
de Monte Carlo l’inconve´nient des proprie`te´s de convergence, au moins se´quentiellement, en 1√
N
.
Applications Radar et GPS
Les deux proble`mes de localisation concerne´s par cette e´tude pre´sentent un grand nombre de
similitudes. En effet, tous deux consistent a` extraire la position relative entre un re´cepteur et
un e´metteur6 d’ondes e´lectromagne´tiques. Ils sont de´crits par des mode`les d’e´tat tre`s similaires
concentrant un grand nombre des difficulte´s rencontre´es en traitement du signal non-line´aire :
– Fortes non-line´arite´s,
– Bruits non-gaussiens,
– Faibles rapports Signal/Bruit,
– Vecteur d’e´tat multidimensionnel7.
Le proble`me GPS se distingue par son caracte`re hybride duˆ a` la pre´sence d’un message binaire
de navigation.
Le proble`me Radar, quant a` lui, est soumis a` :
– des plus faibles rapports Signal/Bruit a` cause de l’atte´nuation plus forte de l’onde pendant le
trajet aller-retour,
– ainsi qu’a` des fluctuations8 impre´visibles des amplitudes et phases du signal lors de sa re´flexion
sur la cible.
Les difficulte´s, reconnues en traitement de signal, de ces deux proble`mes de localisation, dues
aux contraintes de dynamique et d’observation impose´es par leurs mode`les, en font des cas pra-
tiques d’e´valuation de choix pour les nouvelles techniques de re´solutions du proble`me de filtrage
non-line´aire. Ainsi, c’est tout naturellement qu’elles ont figure´es parmi les premie`res applications
[Rigal 92b, Noyer 92, Carvalho 95, Chamon 96] des filtres particulaires.
D’une part, dans le cas radar, [Noyer 96] est l’e´tude la plus comple`te9 des performances du
filtre particulaire pour la de´tection/poursuite de cibles non-coope´ratives fortement manœuvrantes.
Cependant, cette e´tude ne concernait que les filtres de Kalman-conditionnels avec redistribution
ale´atoire des particules, d’ou` un couˆt de calcul tre`s e´leve´.
D’autre part, l’application GPS [Carvalho 95] s’inte´ressait au proble`me du traitement conjoint
des informations issues d’une centrale inertielle et des mesures de pseudo-distances satellite-re´cepteur
du GPS, et ne concernait, donc, pas le traitement amont du signal GPS brut.
5Essentiellement du au gaspillage des ressources
6re´flecteur dans le cas radar
7jusqu’a` 11 composantes d’e´tat pour le traitement tridimensionnel du signal Radar
8fonctions de la fre´quence d’e´mission et des angles de pre´sentation de la cible
9Allant jusqu’a` l’e´valuation sur donne´es re´elles [Noyer 00]
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Objectifs et contributions
Les objectifs originels de la pre´sente the`se e´taient, donc :
– D’une part, d’appliquer le traitement particulaire, dans ses versions les plus re´centes, aux
signaux bruts GPS pour e´valuer les gains en performances dans l’estimation de la pseudo-
distance et la re´ception des messages de navigation.
– D’autre part, de comple´ter l’e´tude dans le cas radar, en inte´grant les dernie`res ame´liorations
de la technique particulaire, a` savoir l’utilisation de particules gaussiennes ge´ne´ralise´es et la
redistribution de´terministe, et d’estimer la re´duction de la complexite´ algorithmique qu’elles
apportent.
Les premiers re´sultats obtenus, dans ce sens, sont brie`vement reporte´s dans [Ziadi 01], ou` il est
question de traitement a` particules ale´atoires de Gauss du signal GPS a` la sortie du filtre adapte´.
L’inte´reˆt suscite´ par la technique entie`rement de´terministe, de´veloppe´ originellement dans le cas
de variables d’e´tat discre`tes [Bensalem 02], a motive´ l’enrichissement des objectifs, initialement pra-
tiques, de nos travaux par la ge´ne´ralisation de cette approche au cas de variables d’e´tat continues
multidimensionnelles10.
Les contributions principales de nos travaux se situent :
– D’abord, sur le plan me´thodologique, par le de´veloppement du filtre a` particules de´termi-
nistes de Gauss dans le cas ge´ne´ral de variables d’e´tat continues [Salut 04, Ziadi 05]. Cette
me´thode est pre´sente´e dans le chapitre 2 de la partie I du pre´sent rapport. Elle y est pre´ce´de´e
par un rappel des principes et solutions du filtrage non-line´aire (Chapitre 1) et succe´de´e par
un premier exemple applicatif (Chapitre 3) qui en illustre les performances.
– Ensuite, sur le plan pratique, a` travers deux applications de grand inte´reˆt :
Traitement des signaux Radar (Partie II) ou` l’on de´veloppe le re´cepteur a` particules
de´terministes de Gauss :
Pour le radar de poursuite (Chapitre 3), dont les performances sont illustre´es,
outre en simulation, par le traitement de donne´es re´elles (Chapitre 4).
Pour le radar de veille (Chapitre 5).
Traitement des signaux GPS (Partie III) : Un re´cepteur particulaire de´terministe
du signal GPS y est propose´ :
Dans le cas de poursuite (Chapitre 3), sous condition d’information initiale suffi-
sante, pour le traitement du signal a` la sortie du filtre adapte´.
Dans le cas d’acquisition (chapitre 4), ou` les incertitudes initiales notamment sur
la vitesse11 sont importantes et mettent en e´chec le filtre adapte´. Le traitement se
fait, alors, sur le signal a` spectre e´tale´12 par le code satellite.
10Dans [Bensalem 02], le maillage particulaire de´terministe ne concerne que le message discret. Les autres compo-
santes du vecteur d’e´tat (parame`tres du canal de transmission) sont estime´es, graˆce a` leur faible dynamique, par des
filtres de Kalman e´tendus conditionnels.
11fre´quence Doppler
12sans filtre adapte´
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9La Contribution centrale des travaux de recherche pre´sente´s dans ce rapport est le de´veloppement
d’une technique particulaire entie`rement de´terministe pour la re´solution du probe`me de filtrage non-
line´aire.
La me´thode particulaire dont il est question ici (cf chapitre 2) reprend l’ide´e de l’exploration des
trajectoires d’e´tat par Branchement/Se´lection de´terministe introduite dans [Salut 01, Bensalem 02]
pour le cas de variables d’e´tat discre`tes, dont elle e´tend l’application au cas continu. L’algorithme
est comple´te´ par des proce´dures (exclusion mutuelle, de´composition des particules) permettant de
garantir une exploitation efficace des ressources de calcul pour atteindre des hautes performances
(tenue d’accrochage, pre´cision, robustesse) avec un couˆt algorithmique minimal. Une premie`re illus-
tration de ces performances est reporte´e au chapitre 3 a` travers l’application du filtre particulaire
a` la poursuite de phase.
Aussi, pour mieux situer le filtre propose´ par rapport a` d’autres me´thodes de filtrage non-line´aire,
le chapitre 1 rappelle le principe de l’estimation non-line´aire et e´nume`re les principales techniques
de filtrage existantes. Ces techniques sont pre´sente´es non pas sous l’angle algorithmique comme de
coutume, mais sous celui des approximations sous-jacentes et des proce´dures d’optimisation de cal-
cul employe´es, permettant d’e´valuer leurs performances et l’e´tendu de leurs domaines d’application.
Par ailleurs, de par ses origines, les performances du filtre particulaire continuent d’eˆtre at-
tribue´es a` tort a` son aspect ale´atoire. La pre´sentation du filtre particulaire comme une technique de
re´solution nume´rique des e´quations de filtrage (propagation approche´e des densite´s de probabilite´
sous contrainte de ressources de calcul) [cf section 9 du chapitre 1], permet, d’une part de montrer
le roˆle secondaire, parfois ne´faste, du tirage ale´atoire, et d’autre part de re´aliser une synthe`se des
principales variantes de la me´thode a` particules ale´atoires.
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Chapitre 1
Estimation non-line´aire des
processus markoviens
(Rappels)
1 Introduction
Ce chapitre pre´sente un e´tat de l’art non-exhaustif des me´thodes d’estimation non-line´aires. Un
soin particulier a e´te´ apporte´ a` la pre´sentation et classification des techniques d’approximation qui
y sont pre´sente´es, afin de faciliter leur comparaison.
En effet, a` de´faut de solution exacte pour le cas ge´ne´ral du proble`me d’estimation non-line´aire,
diffe´rentes me´thodes approche´es ont e´te´ propose´es dans la litte´rature. La technique particulaire
de´veloppe´e au cours de cette the`se en fait partie, elle appartient a` la famille des techniques base´es
sur une re´solution nume´rique des e´quations de filtrage par discre´tisation des espaces d’e´tat et/ou
de probabilite´.
Nous nous sommes restreints dans ce qui suit aux techniques les plus utilise´es de cette famille,
en de´veloppant pour chacune d’entre-elles les e´quations approche´es de filtrage non-line´aire induites
par la discre´tisation mise en œuvre.
Le filtre a` particules de´terministes, comme son pre´de´cesseur “ale´atoire”, vient comple´ter les
techniques d’approximation de´terministes, en apportant une solution adapte´e au proble`me d’explo-
sion combinatoire de la complexite´ algorithmique sans restriction du domaine d’applicabilite´ de la
me´thode. D’ou` la classification De´terministe/Ale´atoire des me´thodes cite´es et l’ordre, de la plus
intuitive a` la plus comple`te au sein de chaque cate´gorie, adopte´s pour leur pre´sentation.
2 Position du proble`me
D’une manie`re ge´ne´rale, le proble`me d’estimation dynamique consiste a` reconstruire un proces-
sus stochastique xτ a` partir de son observation bruite´e yt. Le filtrage concerne l’estimation de la
valeur courante xt (τ = t). La pre´diction et le lissage concernent, respectivement, celles des valeurs
poste´rieures (τ > t) et ante´rieures (τ < t).
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Soit xk un processus stochastique a` re´alisation markovienne dont la dynamique est re´gie par
l’e´quation re´currente suivante :
xk+1 = fk(xk, wk) (1.1)
ou` xk repre´sente l’e´tat du syste`me, fk : R
n ×Rm → Rn est la fonction de transition mesurable et
ou` wk ∈ Rm est le bruit source inde´pendant de densite´ de probabilite´ a priori pwk (·) connue.
Le processus xk est observe´ a` travers un processus bruite´ yk ∈ Rp lie´ au vecteur d’e´tat par
l’e´quation d’observation :
yk = hk(xk, vk) (1.2)
ou` hk : R
n ×Rp → Rp est la fonction de mesure et vk ∈ Rp est le bruit de mesure inde´pendant de
densite´ de probabilite´ a priori pvk(·) connue.
Le filtrage consiste a` de´terminer, a` partir des mesures disponibles, le meilleur estimateur x̂k de
l’e´tat xk optimisant un crite`re de performance donne´ J(x̂k) ; on parle alors d’estimateur de l’e´tat
xk selon le crite`re J(x̂k).
3 Estimateur a` maximum de vraisemblance trajectorielle
L’estimateur a` maximum de vraisemblance trajectorielle cherche a` de´terminer la trajectoire
Xk = {xτ , τ = 0, · · · , k} la plus vraisemblable au vue des observations Yk = {yτ , τ = 0, · · · , k}. Il
est de´fini par :
X̂k = argmax
Xk
V (Xk|Yk) = argmax
Xk
log(p(Xk|Yk)) (1.3)
ou` V (Xk|Yk) est la vraisemblance conditionnelle de la trajectoire Xk sachant les observations Yk.
4 Estimateur a` maximum de vraisemblance marginale
Cet estimateur x¯k maximise la vraisemblance marginale de l’e´tat xk donne´e par :
x¯k = argmax
xk
V (xk|Yk) = argmax
xk
log(p(xk|Yk)) (1.4)
ou`,
p(xk|Yk) =
∫∫
p(Xk|Yk)dXk−1
Remarque 4.1
Contrairement au cas line´aire-gaussien, dans le cas ge´ne´ral, le maximum de vraisemblance mar-
ginale x¯k ne co¨ıncide ge´ne´ralement pas avec le point terminal de la trajectoire a` maximum de
vraisemblance X̂k
5 Estimateur a` minimum de variance
Cet estimateur minimise la variance de l’erreur de filtrage donne´e par :
E[‖xk − x̂k‖2] (1.5)
ou` x̂k de´signe l’estimateur a` minimum de variance de l’e´tat xk. L’estimateur x̂k est construit a`
partir de l’ensemble des observations disponibles Yk = {yτ , τ = 0, ·, k}, il co¨ıncide avec l’espe´rance
conditionnelle :
x̂k = E[xk|Yk] =
∫
xkp(xk|Yk)dxk (1.6)
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L’estimateur a` minimum de variance ne´cessite donc, comme dans le cas pre´ce´dent, la connaissance
de la densite´ probabilite´ conditionnelle marginale p(xk|Yk).
Remarque 5.1
La densite´ de probabilite´ marginale p(xk|Yk) est l’inte´grale de p(Xk|Yk) le long de la trajectoire
d’e´tat {xτ , τ = 0, · · · , k − 1}
P (xk|Yk) =
∫∫
Xk−1
p(Xk|Yk)dXk−1
L’ope´ration de filtrage pour les trois crite`res cite´s, est donc base´e sur la reconstruction de la densite´
de probabilite´ trajectorielle P (Xk|Yk).
6 E´quations ge´ne´rales du filtrage
L’objet du filtrage est donc de reconstruire la densite´ de propabilite´ conditionnelle trajectorielle
p(Xk|Yk). Cette densite´ peut eˆtre calcule´e re´cursivement en deux e´tapes :
6-1 Pre´diction markovienne
Il s’agit de calculer, a` l’instant k, la densite´ de probabilite´ p(Xk|Yk−1), conditionnelle aux k− 1
dernie`res observations Yk−1, a` partir de la connaissance de la densite´ de probabilite´ conditionnelle
p(Xk−1|Yk−1) a` l’instant pre´cedent, et en se basant sur le caracte`re markovien du syste`me.
Equation re´cursive de Markov :
p(Xk|Yk−1) = p(xk|xk−1)p(Xk−1|Yk−1) (1.7)
Cette e´quation traduit la pre´diction a` un pas des densite´s des probabilite´s conditionnelles. Elle
s’obtient a` partir de l’e´quation d’e´volution dynamique (1.1) et de la densite´ de probabilite´ du bruit
de dynamique wk.
Remarque 6.1
– Par inte´gration de l’e´quation 1.7 selon Xk−1, on retrouve l’e´quation de Chapman-Kolmogrov
de pre´diction de la densite´ de probabilite´ conditionnelle de l’e´tat :
p(xk|Yk−1) =
∫
p(xk|xk−1)p(xk−1|Yk−1)dxk−1 (1.8)
– Par passage au logarithme, l’e´quation 1.7 devient :
V (Xk|Yk−1) = V (xk|xk−1) + V (Xk−1|Yk−1) (1.9)
ou` V (xk|xk−1) correspond a` la vraisemblance de transition de l’e´quation de Bellman dans le
sens direct :
V (Xk) = V (uk−1) + V (yk|xk) + V (Xk−1)
sous la contrainte dynamique,
xk = f(xk−1, uk−1)
avec,
– V (uk−1) vraisemblance de la commande uk−1,
– V (yk|xk) vraisemblance d’observation, ou` yk joue le roˆle d’une consigne a` suivre.
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6-2 Correction bayesienne
Cette e´tape se base sur la re`gle de Bayes, et consiste en la correction de la densite´ de probabilite´
conditionnelle au vue de la nouvelle observation yk.
p(Xk|Yk) = p(yk|xk)p(Xk|Yk−1)
p(yk|Yk−1) (1.10)
le terme de normalistation p(yk|Yk−1) se re´e´crit en se basant sur le caracte`re markovien :
p(yk|Yk−1) =
∫∫
Xk
p(yk|xk)p(Xk|Yk−1)dXk (1.11)
D’autre part, la densite´ de probabilite´ p(yk|xk) est de´termine´e a` partir de l’e´quation d’observation
(1.2) et de la densite´ de probabilite´ du bruit de mesure vk.
Remarque 6.2
– On retrouve l’e´quation de correction de Bayes en filtrage a` minimum de variance en inte´grant
l’e´quation 1.10 selon Xk−1 :
p(xk|Yk) = p(yk|xk)p(xk|Yk−1)
p(yk|Yk−1) (1.12)
– Par passage au logarithme, l’e´quation 1.10 devient :
V (Xk|Yk) = V (yk|xk) + V (Xk|Yk−1) + cte (1.13)
ou` V (yk|xk) correspond a` la vraisemblance d’observation dans l’e´quation de Bellman dans le
sens direct.
Il apparaˆıt clairement des e´quations de filtrage (1.7) et (1.10) que la re´solution du proble`me de
filtrage de processus markovien a` temps discret repose sur la connaissance des densite´s de probabilite´
de transition p(xk|xk−1) et d’observation p(yk|xk).
7 Solutions optimales
7-1 Cas de variables d’e´tat a` valeurs discre`tes dans un alphabet fini
Soit xk une variable d’e´tat a` valeurs discre`tes dans un alphabet fini B = {ai, i ∈ {1, · · · , Q}}
dont la dynamique est de´crite par un automate a` e´tat fini avec pij = p(ai|aj) probabilite´ de
transition de l’e´tat j a` l’e´tat i.
A chaque instant k, la probabilite´ conditionnelle de l’e´tat p(xk|Yk) est donne´e par une somme
ponde´re´e de mesures de Dirac :
p(xk|Yk) =
Q∑
i=1
αiδ(xk − ai) (1.14)
ou` αi repre´sente la probabilite´ a posteriori de l’e´tat i, et δ() mesure de Dirac.
p(xk|Yk) est entie`rement de´crite par les poids αi. Les e´quations de filtrage (1.8,1.12) pour le mi-
nimum de variance et le maximum de vraisemblance marginal reviennent a` la mise a` jour re´cursive
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des coefficients αi et peuvent eˆtre re´solues en dimension finie.
Equations de filtrage
Pre´diction
α
k|k−1
i =
Q∑
j=1
pijα
k−1|k−1
j (1.15)
Correction
α
k|k
i =
α
k|k−1
i p(yk|ai)∑Q
i=1 α
k|k−1
i p(yk|ai)
(1.16)
Rappelons que, si h et h−1 sont continuˆment de´rivables [Jazwinski 70] :
p(yk|ai) = pv(h−1(yk, ai))‖∂h
−1
∂yk
‖ (1.17)
et l’e´quation de correction 1.16 devient,
α
k|k
i =
α
k|k−1
i pv(h
−1(yk, ai))‖∂h−1∂yk ‖∑Q
i=1 α
k|k−1
i pv(h
−1(yk, ai))‖∂h−1∂yk ‖
(1.18)
Remarque 7.1
– L’estime´e a` minimum de variance est alors donne´e par,
x̂k|k =
Q∑
i=1
α
k|k
i ai (1.19)
– L’estime´e a` maximum de vraisemblance marginale est donne´e par,
x¯k|k = aargmaxi(αk|ki )
(1.20)
– Le calcul re´cursif de la probabilite´ conditionnelle trajectorielle p(Xk|Yk), pour l’estimation
a` maximum de vraisemblance trajectorielle, ne´cessite le calcul d’un nombre croissant de pa-
rame`tres
(
Qk+1
)
.
L’algorithme de Viterbi [Fourney 73] permet la re´solution du proble`me d’estimation trajec-
torielle avec un couˆt limite´. Il consiste en une mise en œuvre du principe d’optimalite´ de
Bellman en ne conservant qu’une unique trajectoire incidente par valeur d’e´tat discre`te. La
complexite´ algorithmique est alors limite´e a` Q2.
7-2 Cas line´aire-gaussien
Soit le syste`me line´aire-gaussien de´crit par,
xk+1 = Fkxk +Gkwk
yk+1 = Hk+1xk+1 + vk+1 (1.21)
ou`
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– wk et vk+1 deux bruits blancs gaussiens inde´pendants de moyennes nulles et de covariances
respectives Qk ∈ Rm ×Rm et Rk ∈ Rp ×Rp,
– L’e´tat initial x0 est distribue´ selon la densite´ de probabilite´ gaussienne N (x̂0, P0),
– Fk ∈ Rn ×Rn, Gk ∈ Rn ×Rm, et Hk+1 ∈ Rp ×Rn
La solution du proble`me de filtrage line´aire-gaussien, pour le minimum de variance est donne´e
par les e´quations bien connues traduisant l’e´volution des moyenne et variance conditionnelles de
l’e´tat x̂k|k et Pk|k :
Pre´diction
x̂k+1|k = Fkx̂k|k
Pk+1|k = FkPk|kF
T
k +GkQkG
T
k (1.22)
Correction
x̂k+1|k+1 = x̂k+1|k +Kk(yk+1 −Hk+1x̂k+1|k)
Pk+1|k+1 = Pk+1|k −KkHk+1Pk+1|k
Kk = Pk+1|kHTk+1(Hk+1Pk+1|kH
T
k+1 +Rk+1)
−1 (1.23)
Kk ∈ Rn ×Rp e´tant la matrice de gain de Kalman.
Remarque 7.2
Pour une densite´ gaussienne, moyenne et maximum de probabilite´ e´tant e´gaux, l’estime´e a` maximum
de vraisemblance marginale co¨ıncide avec celle a` minimum de variance,
E[xk|Yk] = argmax
Xk
log(p(xk|Yk))
Maximum de vraisemblance trajectorielle
L’estimation a` maximum de vraisemblance trajectorielle peut eˆtre obtenue en conside´rant le
syste`me line´aire-gaussien a` e´tat augmentant [Anderson 79] :
Xk+1 =
[
Fk 0
0 I
]
Xk +
[
Gk
0
]
wk
yk+1 =
[
Hk+1 0
]
Xk+1 + vk+1 (1.24)
Les e´quations du filtre de Kalman a` maximum de vraisemblance trajectorielle sont alors donne´es
par :
Pre´diction
X̂k+1|k =
[
Fk 0
0 I
]
X̂k|k
Pk+1|k =
[
Fk 0
0 I
]
Pk|k
[
Fk 0
0 I
]T
+
[
Gk
0
]
Qk
[
Gk
0
]T
(1.25)
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Correction
X̂k+1|k+1 = X̂k+1|k +Kk(yk+1 −
[
Hk+1 0
]
X̂k+1|k)
Pk+1|k+1 = Pk+1|k −Kk
[
Hk+1 0
]
Pk+1|k (1.26)
Kk = Pk+1|k
[
Hk+1 0
]T
(
[
Hk+1 0
]
Pk+1|k
[
Hk+1 0
]T
+ Rk+1)
−1
Remarque 7.3
Le de´veloppement des e´quations du filtre de kalman a` maximum de vraisemblance trajetorielle per-
met de ve´rifier, aise´ment, que, pour le cas line´aire-gaussien, le point terminal de la trajectoire a`
maximum de vraisemblance co¨ıncide avec les estime´es marginales (minimum de variance et maxi-
mum de vraisemblance marginale).
La solution ci-dessus du maximum de vraisemblance trajectorielle met en œuvre un calcul ma-
triciel avec des dimensions croissantes Pk|k ∈ Rnk × Rnk . Ce proble`me peut eˆtre contourne´ en
de´composant le filtrage a` maximum de vraisemblance trajectorielle en deux e´tapes :
– Un filtre avant a` maximum de vraisemblance marginale(≡ minimum de variance).
– Un lissage (filtre arrie`re) line´aire-gaussien des estime´es du filtre avant x̂τ |τ pour τ ∈ {0, · · · , k}
pour obtenir les composantes x̂τ |k de l’estime´e a` maximum de vraisemblance trajectorielle
X̂k|k.
Lisseur line´aire-gaussien de Kalman
Sτ = Pτ |τFτ
[
FτPτ |τFTτ +GτQτG
T
τ
]−1
x̂τ |k = x̂τ |τ + Sτ
(
x̂τ+1|k − Fτ x̂τ |τ
)
Pτ |k = Pτ |τ − Sτ
(
Pτ+1|k −
[
FτPτ |τFTτ +GτQτG
T
τ
])
STτ (1.27)
pour τ allant de k a` 0, avec x̂τ |τ et Pτ |τ solutions des e´quations du filtre avant de Kalman a` minimum
de variance.
7-3 Cas ge´ne´ral
Dans le cas ge´ne´ral, la the´orie non-line´aire ne permet pas une re´solution du proble`me de filtrage
en dimension finie. De nombreuses solutions approche´es ont e´te´ propose´es, dans la litte´rature, pour
re´soudre ce proble`me.
Les solutions les plus imme´diates, mais dont l’application reste limite´e aux situations les plus
“re´gulie`res”, sont celles qui rame`nent le proble`me de filtrage non-line´aire a` l’un des proble`mes de
filtrage qui admettent des solutions finies, soit par l’approximation line´aire-gaussienne du syste`me
d’e´tat, soit par la discre´tisation a priori de l’espace d’e´tat. Plus ge´ne´ralement, de nombreuses solu-
tions approche´es du proble`me de filtrage non-line´aire sont base´es sur l’approximation des e´quations
d’e´tat et/ou des densite´s de probabilite´ permettant une parame´trisation finie de la densite´ de pro-
babilite´ conditionnelle, et ainsi une re´solution en dimension finie du proble`me de filtrage.
Un autre type d’approche sous-optimale consiste a` chercher les estime´es optimales dans des classes
restreintes d’estimateurs (fonctionnelles polynomiales se´parables a` degre´ fixe´ [Salut 81, Monin 93]).
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8 Solutions approche´es
D’apre`s la section 7, seuls les proble`mes a` variables d’e´tat discre`tes dans un alphabet fini ou
line´aire-gaussiennes admettent une solution optimale en dimension finie. Nombreuses techniques de
re´solutions approximatives sont, de ce fait, base´es sur des discre´tisations du proble`me de filtrage
non-line´aire par des proble`mes localement ponctuels et/ou line´aire-gaussiens. Dans ce qui suit,
nous pre´sentons quelques unes de ces solutions approche´es classe´es selon la technique de choix des
parame`tres de discre´tisation : de´terministe/ale´atoire.
8-1 Approches de´terministes
Dans ce paragraphe, nous pre´sentons des solutions approche´es base´es sur des discre´tisations
de´terministes du proble`me de filtrage non-line´aire. Selon la technique utilise´e, cette discre´tisation
peut eˆtre fixe ou e´volutive.
8-1-1 Filtre a` grille “fixe”
Connu aussi sous le nom de “Point Mass Filter (PMF)”, la technique de filtrage a` grille fixe est
base´e sur l’approximation nume´rique des inte´grales sur Rn :∫∫
Rn
f(x)dx 
N∑
i=1
f(xi) (1.28)
ou` {xi, i = 1, · · · , N} forme une grille fixe re´gulie`rment re´partie sur un sous-ensemble borne´ C de
Rn.
La densite´ de probabilite´ conditionnelle de l’e´tat est alors approche´e par une somme ponde´re´e de
mesures de Dirac :
p(xk|Yk) 
N∑
i=1
p(xi|Yk)δxi(xk) (1.29)
et les e´quations de filtrage non-line´aires relatives a` p(xk|Yk), par les e´quations 1.15 et 1.18 pour les
syste`mes a` variable d’e´tat discre`te dans un alphabet fini, ou` les densite´s de probabilite´ de transition
pij sont obtenues en appliquant a` nouveau l’e´quation 1.17 :
pij = p(x
i|xj) = pw(f−1(xi, xj))‖ ∂f
−1
∂xk+1
‖
Le caracte`re non-e´volutif de la grille utilise´e par cette approximation restreint son application au
cas des proble`mes “stationnaires”, ou` le support de la densite´ de probabilite´ p(xk|Yk) ne varie pas
ou peu dans le temps.
Pour l’estimation trajectorielle dans le cas d’une variable d’e´tat continue, [Larson 66] ont de´veloppe´
un algorithme similaire a` l’algorithme de Viterbi. [Morell 91] propose une technique similaire avec
line´arisations locales du calcul des vraisemblances trajectorielles.
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8-1-2 Filtre de Kalman e´tendu (EKF)
Ce filtre n’a qu’un caracte`re local. Il est base´ sur l’approximation line´aire-gaussienne du syste`me
d’e´tat. En effet, les fonctions de transition et de mesure continuˆment de´rivables peuvent eˆtre ap-
proche´es, au voisinage imme´diat de l’estime´e courante x̂k et des moyennes (nulles) des bruits de
dynamique et de mesure, par un de´veloppement limite´ en se´rie de Taylor de premier ordre :
f(xk, wk)  f(x̂k, 0) + Fxk(x̂k, 0)(xk − x̂k) + Fwk(x̂k, 0)wk
h(xk, vk)  h(x̂k, 0) +Hxk(x̂k, 0)(xk − x̂k) +Hvk(x̂k, 0)vk
ou` Fxk =
∂f
∂xk
, Fwk =
∂f
∂wk
, Hxk =
∂h
∂xk
et Hvk =
∂h
∂vk
Jacobien respectifs de f et h selon x, w et v.
L’approximation par mesures gaussiennes de la densite´ de probabilite´ initiale p(x0), conjointement
a` celle des bruits de dynamique et de mesure p(wk) et p(vk) permet l’application d’un filtre de
Kalman au syste`me d’e´tat, ainsi line´arise´.
Equation du EKF a` minimum de variance
Pre´diction
x̂k+1|k = f(x̂k|k, 0)
Pk+1|k = Fxk(x̂k|k, 0)Pk|kFxk(x̂k|k, 0)
T + Fwk(x̂k|k, 0)QkFwk(x̂k|k, 0)
T (1.30)
Correction
x̂k+1|k+1 = x̂k+1|k +Kk(yk+1 − h(x̂k+1|k, 0))
Pk+1|k+1 = Pk+1|k −KkHxk+1(x̂k+1|k, 0)Pk+1|k
Kk = Pk+1|kHxk+1
(
x̂k+1|k, 0)T (Hxk+1(x̂k+1|k, 0)Pk+1|kHxk+1(x̂k+1|k, 0)
T
+Hvk+1(x̂k+1|k, 0)Rk+1Hvk+1(x̂k+1|k, 0)
T
)−1
(1.31)
Remarque 8.1
– L’estime´e approche´e a` maximum de vraisemblance marginale co¨ıncide avec celle a` minimum
de variance.
– L’estime´e approche´e a` maximum de vraisemblance trajectorielle est obtenue par filtrage (avant)
approche´ a` maximum de vraisemblance marginale, et lissage de Kalman e´tendu, base´ sur la
meˆme approximation line´aire-gaussienne du proble`me.
Lisseur de Kalman e´tendu
Sτ = Pτ |τFxk(x̂τ |τ , 0)
[
Fxk(x̂τ |τ , 0)Pτ |τFxk(x̂τ |τ , 0)
T
+Fwk(x̂τ |τ , 0)QτFwk(x̂τ |τ , 0)
T
]−1
x̂τ |k = x̂τ |τ + Sτ
(
x̂τ+1|k − f(x̂τ |τ , 0)
)
Pτ |k = Pτ |τ − Sτ
(
Pτ+1|k −
[
Fxk(x̂τ |τ , 0)Pτ |τFxk(x̂τ |τ , 0)
T
+Fwk(x̂τ |τ , 0)QτFwk(x̂τ |τ , 0)
T
])
STτ (1.32)
pour τ allant de k a` 0, avec x̂τ |τ et Pτ |τ solutions des e´quations du filtre avant de Kalman
e´tendu.
La validite´ locale de l’approximation line´aire-gaussienne et son caracte`re mono-modale limitent son
champ d’application a` de faibles non-line´arite´s et a` des conditions favorables de dynamique et de
mesure (faible bruit de dynamique et rapport signal sur bruit eleve´).
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8-1-3 Unscented Kalman Filter (UKF)
Le filtre “Unscented Kalman” [Julier 81] permet de relaxer la contrainte de line´arisation locale du
Filtre de Kalman Etendu tout en gardant l’approximation gaussienne des densite´s de probabilite´. En
effet, base´e sur la repre´sentation des densite´s gaussiennes par un ensemble de points de discre´tisation
“soigneusement” choisis, l’UKF permet de propager la moyenne et la covariance conditionnelles a
posteriori avec la pre´cision du de´veloppement limite´ en se´rie de Taylor du 3e`me ordre.
L’UKF utilise une me´thode approche´e de calcul des statistiques d’une transformation non-line´aire
d’une variable ale´atoire : la transformation Unscented (Unscented Transformation UT).
De´finition 8.1 Unscented Transformation (UT)
soit x ∈ Rn une variable ale´atoire vectorielle de dimension L, de moyenne x̂ et de covariance Px
et y = g(x), g transformation non-line´aire de Rn dans Rp.
Soit χ = [χ]2ni=0 la sigma-matrice forme´e par les sigma-vecteurs χi de poids ρi, avec :
χ0 = x̂
χi = x̂+
(√
(n + λ)Px
)
i
i = 1, · · · , n
χi = x̂−
(√
(n + λ)Px
)
i
i = n+ 1, · · · , 2n
ρm0 =
λ
n + λ
ρc0 =
λ
n + λ
+ (1 − α2 + β)
ρmi = ρ
c
i =
1
2(n+ λ)
i = 1, · · · , 2n
avec, λ = α2(n+κ)−n un parame`tre de calibrage de l’approximation. α repre´sente la re´partition des
sigma-vecteurs autour de la moyenne x̂. κ un deuxie`me parame`tre de calibrage ( = 0 en ge´ne´ral),
et β un parame`tre repre´sentant l’information a priori sur x (β = 2, pour une variable gaussienne).(√
(n+ λ)Px
)
i
la ie`me ligne de la matrice racine carre´e.
Soit :
Yi = g(χi) i = 0, · · · , 2n
La propagation des sigma-vecteurs χi a` travers g.
Une approximation de la moyenne ŷ et de la covariance Py de la v.a. y est alors donne´e par :
ŷ 
2n∑
i=0
ρmi Yi
Py 
2n∑
i=0
ρci(Yi − ŷ)(Yi − ŷ)T
L’UKF est une extension directe de l’UT pour l’estimation non-line´aire a` minimum de variance,
ou` la variable d’e´tat est e´tendue par concate´nation du vecteur d’e´tat original et des bruits de
dynamique et de mesure xek = [x
T
k w
T
k v
T
k ]
T de moyenne x̂ek = [x̂
T
k 0 0]
T et de variance :
P ek =
⎡⎣ Pk 0 00 Q 0
0 0 R
⎤⎦
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Equations du UKF a` minimum de variance
Discre´tisation par sigma-vecteurs
χek−1|k−1 =
[
[(χxi,k−1|k−1)
T (χwi,k−1|k−1)
T (χvi,k−1|k−1)
T ]T
]
i
=
[
x̂ek−1|k−1 x̂
e
k−1|k−1 ±
√
(L+ λ)P ek−1|k−1
]
avec L = n+m+ p dimension du vecteur d’e´tat augmente´ xek.
Pre´diction
χxi,k|k−1 = f(χ
x
i,k−1|k−1, χ
w
i,k−1|k−1)
x̂k|k−1 =
2L∑
i=0
ρmi χ
x
i,k|k−1
Pk|k−1 =
2L∑
i=0
ρci(χ
x
i,k|k−1 − x̂k|k−1)(χxi,k|k−1 − x̂k|k−1)T
Yi,k|k−1 = h(χxi,k|k−1, χ
v
i,k−1|k−1)
ŷk|k−1 =
2L∑
i=0
ρmi Yi,k|k−1
Correction
Peykeyk =
2L∑
i=0
ρci (Yi,k|k−1 − ŷk|k−1)(Yi,k|k−1 − ŷk|k−1)T
Pxkyk =
2L∑
i=0
ρci (χ
x
i,k|k−1 − x̂k|k−1)(Yi,k|k−1 − ŷk|k−1)T
Kk = PxkykP
−1eykeyk
x̂k|k = x̂k|k−1 +Kk(yk − ŷk|k−1)
Pk|k = Pk|k−1 −KkPeykeykK Tk
La me´thode UKF permet d’allier l’approximation gaussienne au degre´ de liberte´ supe´rieur des
sommes ponde´re´es de mesures de Dirac dans la pre´diction des parties non-line´ares. Elle n’en reste
pas moins une me´thode locale dont l’application est contrainte a` des conditions analogues de dyna-
mique et de mesure.
Par ailleurs, l’utilisation d’un ensemble minimal de points de discre´tisation adapte´ aux den-
site´s gaussiennes, ne permet ni d’adapter l’algorithme aux fortes non-line´arite´s ou aux densite´s
multimodales, ni d’espe´rer des re´sultats de convergence de cette technique.
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8-1-4 Interactive multiple model (IMM)
Pour des situations plus critiques de dynamiques et de mesures ou` plusieurs modes de fonction-
nement “line´arisables” peuvent eˆtre de´finis pour de´crire le syste`me non-line´aire, les fonctions de
transition et de mesure peuvent eˆtre approche´es par plusieurs mode`les line´arise´s conditionnels aux
modes de fonctionnement. Les techniques a` mode`les multiples utilisent conjointement les approxi-
mations par line´arisations conditionnelles du syste`me d’e´tat et des discre´tisations par des gaus-
siennes ponde´re´es des densite´s de probabilite´ pour la re´solution approche´e du proble`me de filtrage
non-line´aire. L’explosion combinatoire des hypothe`ses sur le mode de fonctionnement ne´cessite le re-
cours a` des techniques de reduction de leur nombre. Pour ce faire, les me´thodes a` mode`les multiples
interactifs (Interactive Multiple Models (IMM)) proce`dent par fusion des gaussiennes condition-
nelles au meˆme mode courant de fonctionnement.
Soit
{
m
i
k
}
i∈{1,··· ,N} N mode`les line´arise´s de probabilite´ conditionnelle p(m
i
k|Yk). La probabilite´
conditionnelle du mode de fonctionnement mk est alors donne´e par :
p(mk|Yk) =
N−1∑
i=0
p(mik|Yk)δmik(mk)
et :
p(xk|Yk) =
∫
p(xk|mk, Yk)dp(mk|Yk)
=
N−1∑
i=0
p(xk|mik, Yk)p(mik|Yk)
avec l’hypothe`se gaussienne des densite´s p(xk|mik, Yk) :
p(xk|Yk) =
N−1∑
i=0
N(bxi
k|k
,P i
k|k
)(xk|mik, Yk)p(mik|Yk)
ou` N(bxi
k|k
,P i
k|k
)(.) est la densite´ gaussienne de moyenne x̂
i
k|k et de covariance P
i
k|k.
Equations du IMM a` minimum de variance
Pre´diction
p(xk|Yk−1) =
∫
p(xk|xk−1)p(xk−1|Yk−1)dxk−1
=
∫
p(xk|xk−1)
(
N−1∑
i=0
p(xk−1|mik−1, Yk−1)p(mik−1|Yk−1)
)
dxk−1
=
∫
p(xk|xk−1)
⎛⎝N−1∑
j=0
p(mjk|Yk−1)
(
N−1∑
i=0
p(xk−1|mik−1, Yk−1)
p(mik−1|mjk, Yk−1)
))
dxk−1
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=
∫
p(xk|xk−1)
N−1∑
j=0
p(mjk|Yk−1)
N−1∑
i=0
N
(bxi
k−1|k−1
,P i
k−1|k−1
)
(xk−1|mik−1, Yk−1)
p(mik−1|mjk, Yk−1)dxk−1

N−1∑
j=0
p(mjk|Yk−1)
∫
p(xk|xk−1)N
(bxj
k−1|k−1
,P
j
k−1|k−1
)
(xk−1|mjk, Yk−1)dxk−1

N−1∑
j=0
p(mjk|Yk−1)N(bxj
k|k−1
,P
j
k|k−1
)
(xk|mjk, Yk−1)
avec,
– N(bxj
k−1|k−1
,P j
k−1|k−1
)(xk−1|mik−1, Yk−1) approximation gaussienne de∑N−1
i=0 N(bxik−1|k−1,P ik−1|k−1)(xk−1|mik−1, Yk−1)p(mik−1|mjk, Yk−1)
de moyenne x̂jk−1|k−1 =
∑N−1
i=0 p(m
i
k−1|mjk, Yk−1)x̂ik−1|k−1
et de covariance
P jk−1|k−1 =
N−1∑
i=0
p(mik−1|mjk, Yk−1)
(
P ik−1|k−1
+ (x̂ik−1|k−1 − x̂jk−1|k−1)(x̂ik−1|k−1 − x̂jk−1|k−1)T
)
– p(mik−1|mjk, Yk−1) probabilite´ de fusion donne´e par
p(mjk|mik−1,Yk−1)p(mik−1|Yk−1)
p(mjk|Yk−1)
,
p(mjk|mik−1, Yk−1) probabilite´ de transition entre les modes de fonctionnement i et j.
– p(mjk|Yk−1) =
∑N−1
i=0 p(m
j
k|mik−1, Yk−1)p(mik−1|Yk−1).
– N(bxj
k|k−1
,P j
k|k−1
)(xk|mjk, Yk−1) pre´diction locale selon le mode`le mjk, peut eˆtre obtenue par EKF,
avec une approximation line´aire-gaussienne, ou par UKF avec une approximation du 3e`me
ordre de la fonction de transition.
Correction
p(xk|Yk) = p(yk|xk)p(xk|Yk−1)
p(yk|Yk−1)
=
p(yk|xk)
∑N−1
j=0 p(m
j
k|Y k − 1)N(bxj
k|k−1
,P j
k|k−1
)(xk|mjk, Yk−1)
p(yk|Yk−1)
=
N−1∑
j=0
(
p(mjk|Y k − 1)p(yk|mjk, Yk−1)
p(yk|Yk−1)
)⎛⎝p(yk|xk)N(bxjk|k−1,P jk|k−1)(xk|mjk, Yk−1)
p(yk|mjk, Yk−1)
⎞⎠
=
N−1∑
j=0
p(mjk|Y k)N(bxj
k|k
,P j
k|k
)(xk|mjk, Yk)
avec,
– p(yk|Yk−1) =
∑N−1
j=0 p(m
j
k|Y k − 1)p(yk|mjk, Yk−1),
– p(yk|mjk, Yk−1) = pv(h−1j (yk, xk))‖∂h
−1
∂yk
‖, hj(xk, vk) fonction de mesure du mode`le mjk.
Soit, sous l’hypothe`se de bruit de mesure additive gaussien :
p(yk|mjk, Yk−1) = N(0,Rj,k)(yk − hj(x̂jk|k−1))
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– N(bxj
k|k
,P j
k|k
)(xk|mjk, Yk) solution approche´e locale du proble`me de correction selon le mode`le
m
j
k obtenue par EKF ou UKF.
La mode´lisation approximative a` travers plusieurs modes de fonctionnement locaux offre une
possibilite´ de repre´sentation globale. De plus, la discre´tisation e´volutive par densite´s gaussiennes
permet une approximation plus fiable des densite´s de probabilite´ multimodales, et une adaptation
des points de discre´tisation a` l’e´volution du support de la densite´ de probabilite´ a posteriori.
Cependant, la fusion d’une somme ponde´re´e de gaussiennes en une seule introduit une erreur
d’approximation proportionnelle a` leur dispersion dans l’espace d’e´tat et limite, donc, les perfor-
mances du filtre pour des conditions critiques de dynamique et de mesure. Par ailleurs, cette fusion
ne conserve que les moyenne et variance de la densite´ originelle. Elle n’est donc pas adapte´e aux
proble`mes d’estimation a` maximum de vraisemblance marginale/trajectorielle.
8-1-5 Somme de gaussiennes
Les gaussiennes forment une base possible de l’espace des mesures, lorsque leur nombre tend
vers l’infini. Toute densite´ de probabilite´ p(x) peut, donc, eˆtre approche´e a` la pre´cision de´sire´e, dans
l’espace L1(R
n), par une somme finie ponde´re´e de N densite´s gaussiennes e´le´mentaires de moyenne
x̂i, de covariance P i et de poids respectifs ρi tels que
∑N−1
i=0 ρ
i = 1. [Anderson 79]
p(x)  p
N
(x) =
N−1∑
i=0
ρiN(bxi,P i)(x)
L’approximation par sommes ponde´re´es de gaussiennes, ainsi de´finie, a e´te´, d’abord, brie`vement
propose´e en filtrage non-line´aire dans [Aoki 65], puis, utilise´e en filtrage line´aire a` bruit additif
gaussien et a` densite´ de probabilite´ a priori p(x0) non-gaussienne, se´pare´ment dans [Cameron 68]
et [Lo 69]. Le filtre consistait, alors, en un banc de filtres de Kalman paralle`les et inde´pendants.
L’extension the´orique au cas plus ge´ne´ral de filtrage non-line´aire sans condition particulie`re
sur les densite´s de probabilite´ des bruits a e´te´ propose´e dans [Sorenson 71], [Alspach 70]. Elle re-
court a` des approximations conjointes de la densite´ de probabilite´ initiale p(x0) et des densite´s
de probabilite´ du bruit de dynamique p(wk) et du bruit de mesure p(vk) par sommes ponde´re´es
de gaussiennes. Le choix arbitrairement faible des variances des densite´s gaussiennes e´le´mentaires
assure a` la fois la convergence des approximations locales du syste`me d’e´tat, quand les variances
e´le´mentaires tendent vers ze´ro [Anderson 79] et celle du filtre global, quand le nombre de densite´s
gaussiennes e´le´mentaires tend vers l’infini.
Equations du filtre a` somme ponde´re´e de gaussiennes
pour la densite´ de probabilite´ conditionnelle marginale
Discre´tisation initiale
p(x0)  pN0 (x0) =
N0−1∑
i=0
ρi0N(bxi0,P i0)(x0)
p(wk)  pM (wk) =
M−1∑
j=0
ρjkN( bwjk,qjk)(wk)
p(vk)  pL(vk) =
L−1∑
l=0
ρlkN(bvlk,rik)(vk)
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Pre´diction
Si,
p(xk−1|Yk−1)  pNk−1 (xk−1|Yk−1) =
N
k−1
−1∑
i=0
ρik−1|k−1N(bxik−1|k−1,P ik−1|k−1)(xk−1|Yk−1)
alors,
p(xk|Yk−1) 
N
k−1
−1∑
i=0
M−1∑
j=0
ρjkρ
i
k−1|k−1N(bxi,j
k|k−1
,P i,j
k|k−1
)(xk|Yk−1)

N
k−1
M−1∑
i′=0
ρi
′
k|k−1N(bxi′
k|k−1
,P i
′
k|k−1
)(xk|Yk−1)
ou`, N(bxi,j
k|k−1
,P i,j
k|k−1
)(xk|Yk−1) est obtenue par pre´diction approche´e locale (EKF ou UKF) condition-
nelle aux densite´s i et j.
Correction
et,
p(xk|Yk) 
N
k−1
M−1∑
i′=0
L−1∑
l=0
ρlkρ
i′
k|k−1pi′,l(yk|Yk−1)∑
ρlkρ
i′
k|k−1pi′,l(yk|Yk−1)
N
(bxi′,l
k|k
,P i
′,l
k|k
)
(xk|Yk)

N
k−1
ML−1∑
i′′=0
ρi
′′
k|kN(bxi′′
k|k
,P i
′′
k|k
)(xk|Yk)
ou` :
– N
(bxi′,l
k|k
,P i
′,l
k|k
)
(xk|Yk) est obtenue par correction approche´e locale (EKF ou UKF) conditionnelle
aux densite´s i′ et l.
– pi′,l(yk|Yk−1) terme de normalisation dans la correction approche´e locale (i′, l).
Le nombre total de gaussiennes e´le´mentaires explose avec le temps,
N
k
= N
k−1
ML = N
0
(ML)k
Dans [Sorenson 71], deux techniques de re´duction de ce nombre ont e´te´ propose´es pour amoindrir
l’explosion combinatoire : l’e´limination des densite´s e´le´mentaires a` tre`s faible poids et la fusion en
une seule des gaussiennes a` tre`s fort recouvrement. Mais, l’absence d’une re`gle conforme en loi pour
la survie des trajectoires gaussiennes candidates (confusion entre maximum de vraisemblance et
minimum de variance) ont restreint l’application de ce filtre (souvent imple´mente´ sous forme d’un
banc de filtres de Kalman paralle`les e´tendus e.g. dans [Fuxjaeger 91]). Nous montrons dans le corps
du me´moire en quoi le filtrage a` maximum de vraisemblance trajectoriel redonne un sens a` ce type
de technique.
Remarque 8.2
La proprie´te´ de lissage (cf section 7-2) des trajectoires line´aire-gaussiennes permet d’e´tendre le
meˆme principe de filtrage par somme ponde´re´e de gaussiennes au maximum de vraisemblance tra-
jectorielle par lissage line´aire-gaussien e´tendu le long de chaque trajectoire e´le´mentaire.
8-1-6 Filtre a` particules de´terministes (cf chapitre 2)
Le filtre a` particules de´terministes est une technique de re´solution nume´rique du proble`me d’es-
timation base´e sur l’interpre´tation du ge´ne´rateur des e´quations de filtrage non-line´aire comme celui
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d’un processus de naissance et de mort dans un population de mesures e´le´mentaires (particules de
Dirac, de Gauss, etc.) ponde´re´es par les observations.
Il proce`de par discre´tisation de l’espace d’e´tat selon un maillage e´volutif interconnecte´. Il est
assimilable a` un processus de se´lection naturelle dans une population a` ressources (capacite´ calcu-
latoire) limite´es ne permettant la survie que d’un nombre constant d’individus.
L’e´volution, entie`rement de´terministe, du maillage particulaire est obtenue en deux e´tapes.
D’abord, une exploration ”exhaustive” selon un maillage pre´de´fini de l’espace du bruit de dy-
namique par branchement a` partir des particules existantes. Ensuite, une se´lection, dans la limite
des capacite´s de calcul autorise´es, des plus pertinentes parmi les branches ainsi cre´e´es ponde´re´es
par les observations.
Cette technique particulaire allie la richesse de l’approximation par somme ponde´re´e de mesures
e´le´mentaires avec exploration ”exhaustive” des possibilite´s d’e´volution du syste`me d’e´tat, a` la fai-
sabilite´ pratique en inte´grant au proble`me d’optimisation une contrainte de constance du nombre
de densite´s e´le´mentaires utilise´es et en fixant des re`gles de survie conformes au crite`re d’estimation
conside´re´. Elle comple`te, en ce sens, les techniques de´terministes pre´sente´es ci-dessus, comme le
fut la technique particulaire ale´atoire pour les me´thodes de Monte-Carlo. En effet, ces techniques
de´terministes peuvent eˆtre vues comme des cas de´ge´ne´re´s de filtre a` particules de´terministes, soit
par relaxation de contraintes, soit par limitation du nombre des particules et/ou des naissances.
8-2 Approches ale´atoires
Les solutions approche´es pre´sente´es ici reposent sur des interpre´tations statiques ou dynamiques
de la loi des grands nombres.
Theore`me 8.1 Loi des grands nombres
Soit xek une variable ale´atoire a` valeurs dans R
n distribue´e selon P et (xe,ik )0≤i≤N−1 N variables
ale´atoires inde´pendantes, de meˆme loi que x.
on a alors :
1
N
N−1∑
i=0
f(xe,ik )
ps−−−−−→
N→+∞
E(f(xk))
et,
1
N
N−1∑
i=0
f(xe,ik )
L2P−−−−−→
N→+∞
E(f(xk))
Les approches ale´atoires proce`dent par discre´tisation de l’espace d’e´tat par des re´alisations ale´atoires
inde´pendantes a priori. Elles construisent ainsi une approximation parame´trique de dimension finie
de la densite´ de propabilite´ conditionnelle et permettent, donc, une re´solution calculable du proble`me
de filtrage non-line´aire.
8-2-1 Approximation par somme stochastique de Riemann
L’inte´grale
I (x) =
∫
f(x)p(x)dx
peut eˆtre approche´e par la moyenne nume´rique,
IN (x) =
1
N
N−1∑
i=0
f(xi)
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avec xi N e´chantillons de x selon p(x).
Dans le cas scalaire, l’inte´gration nume´rique peut eˆtre obtenue par tirage ale´atoire des e´chantillons
xi,
IN (x) =
N−2∑
i=0
f(xi)p(xi)(xi+1 − xi)
avec, xi N re´alisations ale´atoires identiquement distribue´es inde´pendantes et ordonne´es.
L’inte´grale stochastique de Riemann IN (x) ainsi de´finie converge e´galement vers I (x) quand N
tend vers l’infini. Cette me´thode n’a pas e´te´ e´tendue au cas, plus pertinent en filtrage non-line´aire,
de variables d’e´tat vectorielles.
8-2-2 Me´thodes purement Monte-Carlo
Les me´thodes purement Monte Carlo permettent de construire un maillage stochastique par des
densite´s ponctuelles de l’espace d’e´tat. Elles repre´sentent des techniques de ge´ne´ration d’e´chantillons
ale´atoires a` partir de densite´s de probabilite´ non-standards et souvent multi-variables connues a` un
terme de normalisation pre`s.
En effet, la moyenne d’une fonction quelconque f(x), s’e´crit,
E(f(x)) =
∫
f(x)p(x)dx =
∫
f(x)
p(x)
q(x)
q(x)dx = E(f(x)
p(x)
q(x)
)
pour une densite´ de probabilite´ q(x) donne´e.
Si q(x) permet aise´ment de re´aliser des tirages ale´atoires, alors la moyenne E(f(x)) peut eˆtre
approche´e par,
E(f(x))  1
N
N−1∑
i=0
p(xi)
q(xi)
f(xi) =
N−1∑
i=0
ρif(xi)
avec xi e´chantillons ale´atoires selon q(x) et ρi = p(x
i)
Nq(xi) leurs poids respectifs.
Les me´thodes se´quentielles de Monte Carlo, dont les premie`res ide´es furent pre´sente´es dans
[Handschin 69, Handschin 70], puis dans [Zaritskii 75], permettent d’obtenir re´cursivement une ap-
proximation ale´atoire de la densite´ de probabilite´ conditionnelle.
En effet, base´es sur une adaptation dynamique de la loi des grands nombres, ces techniques
proce`dent par :
– mise-a`-jour re´cursive du maillage ponctuel de l’espace d’e´tat selon les flots de dynamique du
syste`me,
– et calcul des nouveaux poids au vue de l’observation courante.
Equations du filtre a` la Monte-Carlo
Soit :
pN (Xk−1|Yk−1) =
N−1∑
i=0
ρik−1|k−1δ(Xk−1 − X̂ ik−1|k−1)  p(Xk−1|Yk−1)
approximation ale´atoire de p(Xk−1|Yk−1) par somme ponde´re´e de densite´s ponctuelles. La position
X̂ ik−1|k−1 et le poids normalise´ ρ
i
k−1|k−1 de chaque e´chantillon repre´sentent la valeur de la densite´
de probabilite´ conditionnelle trajectorielle dans la re´gion correspondante de l’espace des trajectoires
d’e´tat.
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Pre´diction
Une approximation de p(Xk|Yk−1) est alors donne´e par,
pN(Xk|Yk−1) =
N−1∑
i=0
ρik|k−1δ(Xk − X̂ ik|k−1)
ou` :
– ρik|k−1 = ρ
i
k−1|k−1
– X̂ ik|k−1 =
[
x̂ik|k−1
[
X̂ ik−1|k−1
]T ]T
nouvelle trajectoire d’e´tat, ou` x̂ik|k−1 = f(x̂
i
k−1|k−1, w
i
k−1)
simulation de la dynamique du syte`me par tirage ale´atoire de wik−1 selon p(wk−1).
Correction
De meˆme, une approximation de p(Xk|Yk) est donne´e par,
pN (Xk|Yk) =
N−1∑
i=0
ρik|kδ(Xk − X̂ ik|k)
ou` :
– ρik|k =
ρik|k−1p(yk|xik|k−1)P
i ρ
i
k|k−1
p(yk|xik|k−1)
mise a` jour des poids1 au vue de la nouvelle observation yk,
– X̂ ik|k = X̂
i
k|k−1.
Malgre´ la recursivite´ des ponde´rations, l’approximation de Monte-Carlo pure et simple s’ave`re non-
convergente2. Ceci se traduit par la concentration du poids sur un nombre de plus en plus petit de
points de discre´tisation au fil du temps et conduit a` l’extinction des capacite´s d’exploration du filtre
et sa divergence. Ce proble`me connu sous l’appellation de de´ge´nerescence du support particulaire
laissa la me´thode incomple`te et impraticable jusqu’a` la proposition des techniques particulaires avec
naissance et mort de particules improprement appele´es “Sequential Monte-Carlo” dans la litte´rature
anglo-saxonne.
8-2-3 Filtre a` particules ale´atoires (cf section 9)
L’interpre´tation des poids particulaires comme un taux de naissance et de mort et l’instauration
d’un e´change (redistribution) des particules entre les re´gions d’e´tat au profit des plus pertinentes
permettent d’ame´liorer l’exploration de ces dernie`res et garantissent une gestion mieux approprie´es
des ressources.
L’algorithme particulaire fut, d’abord, entie`rement ale´atoire :
– pour la simulation des flots dynamiques du syste`me ; par tirage d’une re´alisation du bruit de
dynamique,
– pour la redistribution des particules sur leur support selon la loi multinomiale induite par les
poids.
Mais tre`s rapidement, des techniques de redistribution de´terministes furent introduites permet-
tant d’ame´liorer la me´thode.
La supre´matie de ces techniques de redistribution a motive´ la revisite du principe particu-
laire sous un angle entie`rement de´terministe. Ce qui a permis de de´velopper le filtre a` particules
de´terministes dans le cas de variables d’e´tat discre`tes [Bensalem 02], ge´ne´ralise´ dans les pre´sents
travaux au cas continu.
1p(yk|x
i
k|k−1) obtenue en appliquant l’e´quation (1.17). p(yk|x
i
k|k−1) = pv(yk−h(x
i
k|k−1)) pour un bruit de mesure
additif.
2au sens de la convergence uniforme dans le temps.
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9 Filtre a` particules ale´atoires interactives
9-1 Introduction
Cette technique, ou` les particules subissent naissances et morts suivant un processus bran-
chu, fut introduite de`s 1989 [Salut 89]. Elle a fait l’objet d’une se´rie d’expose´s au sein du GdR
“Automatique” de 1989 [Huillet 89] a` 1991 [Moral 91], ainsi que de plusieurs rapports de contrat
DGA [Salut 92, Rigal 92a]. D’autres chercheurs ont de´veloppe´ inde´pendamment des ide´es similaires,
sous d’autres appellations telles que le ”bootstrap filter” de [Gordon 93], le ”Monte Carlo filter”
[Kitagawa 93], [Kitagawa 96] (voir [Arulampalam 02] pour cet e´tat des choses).
Concernant les de´veloppements et applications au sein du LAAS-CNRS, on peut citer plusieurs
me´moires et rapports :
– Re´solution particulaire en RADAR [Noyer 92],
– Traitement particulaire des signaux RADAR, SONAR et GPS [Rigal 93],
– Traitement particulaire du signal LORAN [Monin 95],
– Poursuite RADAR de cibles fortement manœuvrantes [Rigal 95, Noyer 96],
– Optimisation de missions de Lutte sous-marine [Lamole 97, Lamole 00],
– Trajectographie passive SONAR [Teulie`re 99, Teuliere 00],
– Evaluation expe´rimentale de la poursuite RADAR sur donne´es re´elles [Noyer 00],
– Re´ception a` maximum de vraisemblance en COMMUNICATIONS RADIOMOBILES
[Bensalem 00],
– Re´cepteur GPS sous fortes contraintes dynamiques [Ziadi 01].
D’autres e´quipes de recherche ont propose´ des de´veloppements me´thodologiques et applicatives
de la techniques particulaires. Citons a` titre d’exemples : [Musso 98], [Oudjane 99], [Oudjane 00],
[Azimi-Sadjadi 00], [Boers 01], [Hue 02], [Gustafsson 02] et [Boucher 04].
Quant a` la convergence du filtre, elle a e´te´ e´tudie´e de`s [Moral 94c, Moral 94d, Moral 94e].
Seules des de´monstrations de la convergence en temps fini ont e´te´ apporte´es [Crisan 02, Moral 99].
La convergence uniforme dans le temps n’a pu eˆtre e´tablie que sous des conditions restrictives
[Moral 94a, Oudjane 00].
L’ide´e centrale du filtre a` particules ale´atoires fut d’interpre´ter le ge´ne´rateur des e´quations du
filtrage non-line´aire comme celui d’un processus de branchement d’une population de particules
de´pendant des observations. Ce processus, proce´dant par naissance et mort de particules selon leurs
poids, se concentre a posteriori sur les re´gions les plus pertinentes de l’espace d’e´tat. La structure la
plus utile, a` nombre stable de particules ponde´re´es interactives, fait du proce´de´ un re´seau fini couple´.
9-2 Principes du Filtre particulaire ale´atoire
Les techniques particulaires utilisent un maillage e´volutif interde´pendant de l’espace d’e´tat pour
l’approximation finie de la densite´ de probabilite´ conditionnelle.
A chaque ite´ration, le maillage particulaire e´volue par simulation ale´atoire des flots du syste`me
et propagation des densite´s e´le´mentaires, soumises a` des re´alisations ale´atoires des bruits de dyna-
mique w, a` travers l’e´quation de transition et a` leurs ponde´rations au vu des nouvelles observations.
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Re´gulie`rement, les particules sont redistribue´es sur leurs supports branchus. Le principe de base
est d’e´liminer les trajectoires de´favorablement ponde´re´es au profit des plus repre´sentatives, favori-
sant ainsi les re´gions d’e´tat les plus pertinentes. Cette proce´dure assure une approximation d’autant
meilleure que N (le nombre de particules) augmente. Notons qu’un tel proce´de´ rend les particules
de´pendantes au cours du temps, contrairement a` l’appellation abusive “Monte-Carlo” qui de´signe
par principe des re´alisations inde´pendantes. Plusieurs techniques de redistribution ont e´te´ envi-
sage´es dans la litte´rature particulaire.
De´veloppe´s autour de l’interpre´tation dynamique de la loi des grands nombres, les premiers
algorithmes particulaires utilisaient exclusivement les mesures ponctuelles de Dirac pour appro-
cher la densite´ de probabilite´ conditionnelle de l’e´tat. L’extension denomme´e Kalman Condition-
nel [Rigal 93, Noyer 96], ou filtre a` particules de Dirac-Gauss [Bensalem 02], a e´te´ developpe´e pour
les proble`mes conditionnellement line´aires-Gaussiens. Elle fut connue et expose´e de`s 1991, dans le
cadre du Groupe Stochastique du GdR “Automatique”. Cette technique met en œuvre une approxi-
mation par somme de mesures de Dirac-Gauss. D’autres algorithmes similaires ont e´te´ propose´s sous
d’autres appellations : Roa-Blackwellised/marginalized particle filter [Casella 96] et mixture Kal-
man filter [Chen 00].
L’ame´lioration des performances et la re´duction du couˆt algorithmique apporte´es par l’alliance
de l’interpre´tation particulaire des e´quations de filtrage non-line´aire et des performances locales
des filtres de Kalman ont motive´ l’extension du principe des filtres de Kalman conditionnels aux
syste`mes conditionnellement line´arisables [Ziadi 01], puis aux syste`mes non-line´aires dans le cas
ge´ne´ral. Il s’agit du filtre a` particules de Gauss e´tendues [Teuliere 00] [Bensalem 02], ou` chaque
particule gaussienne, de´crite par ses deux premiers moments, est porteuse d’un filtre line´aire-
gaussien e´tendu local conditionnel a` sa position dans l’espace d’e´tat. D’autres techniques base´es
sur le meˆme principe de maillage gaussien de l’espace d’e´tat ont e´te´ propose´es dans [Kotecha 03]
et [van der Merwe 00]. Ce dernier utilise des UKF (unscented Kalman filter) conditionnels pour
l’e´volution locale des particules gaussiennes.
9-3 E´quations du filtre particulaire ale´atoire
Soit :
pN (Xk−1|Yk−1) =
N∑
i=1
ρik−1|k−1pi(Xk−1|Yk−1)
approximation ale´atoire de p(Xk−1|Yk−1) par une somme ponde´re´e de densite´s e´le´mentaires
pi(Xk−1|Yk−1), de poids normalise´ ρik−1|k−1, et localise´e dans l’espace d’e´tat par sa moyenne
X̂ ik−1|k−1.
Pre´diction
Une approximation de p(Xk|Yk−1) est alors donne´e par,
pN (Xk|Yk−1) = p(xk|xk−1)pN (Xk−1|Yk−1)
=
N∑
i=1
ρik−1|k−1p(xk|xk−1)pi(Xk−1|Yk−1)
=
N∑
i=1
ρik|k−1pi(Xk|Yk−1)
ou`,
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– ρik|k−1 = ρ
i
k−1|k−1
– pi(Xk|Yk−1)  p(xk|xk−1)pi(Xk−1|Yk−1), localise´ dans l’espace d’e´tat par sa moyenne X̂ ik|k−1,
pre´diction locale de pi(Xk−1|Yk−1) simule´e par l’affectation d’une re´alisation ale´atoire de wik−1
selon p(wk−1).
Correction
De meˆme, une approximation de p(Xk|Yk) est donne´e par,
pN (Xk|Yk) = p(yk|xk)pN (Xk|Yk−1)∫
p(yk|xk)pN (Xk|Yk−1)dXk
=
N∑
i=1
ρik|k−1
∫
p(yk|xk)pi(Xk|Yk−1)dXk∑N
i=1 ρ
i
k|k−1
∫
p(yk|xk)pi(Xk|Yk−1)dXk
p(yk|xk)pi(Xk|Yk−1)∫
p(yk|xk)pi(Xk|Yk−1)dXk
=
N∑
i=1
ρik|kpi(Xk|Yk)
ou`,
– ρik|k =
ρik|k−1pi(yk|Yk−1)P
i ρ
i
k|k−1
pi(yk|Yk−1)
3 mise a` jour des poids au vue de la nouvelle observation yk,
– pi(Xk|Yk) = p(yk|xk)pi(Xk|Yk−1)pi(yk|Yk−1) correction locale conditionnelle a` la particule i.
Remarque 9.1
Les e´quations du filtre particulaire peuvent eˆtre re´e´crites pour les densite´s de probabilite´s margi-
nales p(xk|Yk). Elles correspondent, dans ce cas, a` celle de l’e´volution des probabilite´s marginales
pi(xk|Yk) =
∫
pi(Xk|Yk)dXk−1.
9-4 Algorithme du Filtre Particulaire ale´atoire
1. Initialisation : Tirage du support particulaire selon la loi a priori px0
i = 1, . . . , N
{
x̂i0 = E[pi(x0)] ∼ px0
ρi0 =
1
N
2. Evolution : Exploration a priori par tirage ale´atoire du bruit de
dynamique selon p(wk) :
i = 1, . . . , N ŵik = E[pi(wk)] ∼ p(wk)
– Pre´diction locale selon la trajectoire nominale d’e´tat (X̂ ik−1|k−1, ŵ
i
k) :
pi(Xk|Yk−1)  pi(xk|xk−1)pi(Xk−1|Yk−1)
X̂ ik|k−1 = E[pi(Xk|Yk−1)]
– Correction locale selon la trajectoire nominale d’e´tat (X̂ ik|k−1) :
pi(yk|Yk−1) =
∫
p(yk|xk)pi(Xk|Yk−1)dXk
pi(Xk|Yk) = p(yk|xk)pi(Xk|Yk−1)pi(yk|Yk−1)
X̂ ik|k = E[pi(Xk|Yk)]
3pi(yk |Yk−1) =
R
p(yk|xk)pi(Xk |Yk−1)dXk terme de normalisation dans la correction locale conditionnelle a` la
particule i.
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3. Ponde´ration : Affectation des nouveaux poids normalise´s aux particules :
i = 1, . . . , N ρik =
ρik−1|k−1pi(yk|Yk−1)∑
i ρ
i
k|k−1pi(yk|Yk−1)
4. Estimation : Les premiers travaux en filtrage particulaire ale´atoire furent motive´s par l’es-
timation a` minimum de variance. L’estime´e, dans ce cas, est donne´e par :
x̂k|k =
∫
xkp(xk|Yk)dxk

∫
xk
(∫ N∑
i=1
ρik|kpi(Xk|Yk)dXk−1
)
dxk

N∑
i=1
ρik|k
(∫
xkpi(xk|Yk)dxk
)

N∑
i=1
ρik|kx̂
i
k|k
Somme ponde´re´e des moyennes locales conditionnelles aux particules.
5. Redistribution : Elle est re´alise´e selon une des proce´dures expose´es en section 9-6. Le
de´clenchement de manie`re adaptative de la redistribution, par un test de de´ge´ne´rescence du
support particulaire, permet de pallier l’insuffisance de la re´partition particulaire.
9-5 Densite´s e´le´mentaires en filtrage particulaire
9-5-1 Particules de Dirac
Dans le cas des mesures de Dirac, une particule i a` l’instant k est entie`rement de´finie par sa
moyenne X̂ ik|k.
pi(Xk|Yk) = δ(Xk − X̂ ik|k)
avec δ(.) mesure de Dirac de´finie par :
δ(x) =
{
1 si x = 0
0 sinon
A chaque particule, est associe´ son poids (probabilite´) ρik|k.
Les e´quations du filtrage local conditionnel a` la particule i sont alors celles relatives a` l’e´volution
de la moyenne X̂ ik|k et du poids ρ
i
k|k de chaque particule i, e´tant donne´e la re´alisation ale´atoire du
bruit de dynamique correspondant ŵik et la nouvelle observation yk :
– Pre´diction
X̂ ik|k−1 =
[
x̂ik|k−1
X̂ ik−1|k−1
]
=
[
f(x̂ik−1|k−1, ŵ
i
k)
X̂ ik−1|k−1
]
– Correction
pi(yk|Yk−1) =
∫
p(yk|xk)pi(Xk|Yk−1)dXk = p(yk|x̂ik|k−1)
X̂ ik|k = X̂
i
k|k−1
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– Ponde´ration
ρik|k =
ρik−1|k−1p(yk|x̂ik|k−1)∑
i ρ
i
k|k−1p(yk|x̂ik|k−1)
Remarque 9.2
– Les mesures ponctuelles de Dirac permettent un calcul simplifie´ des e´quations de filtrage.
Cette simplicite´ des e´quations est pe´nalise´e par l’absence de correction locale conditionnelle
aux observations, d’ou` le besoin d’un nombre e´leve´ de particules pour un filtrage “optimal”,
motivation originelle de l’utilisation de particules diffuses (de Dirac-Gauss ou de Gauss).
– p(yk|x̂ik|k−1) est e´value´ a` partir de la connaissance de la densite´ de probabilite´ du bruit p(vk)
et de l’e´quation d’observation h(xk, vk). Pour un bruit de mesure additif gaussien :
p(yk|x̂ik|k−1) = NRk(yk − h(x̂ik|k−1))
=
1
(2π)
p/2√|Rk| e− 12 (yk−h(bxik|k−1))
T
R−1k (yk−h(bxik|k−1))
ou` NRk(.) densite´ gaussienne de moyenne nulle et de covariance Rk.
9-5-2 Particules de Dirac-Gauss
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Fig. I.1.1 – Exemple de particules de Dirac-Gauss
Soit xk une variable d’e´tat vectorielle s’e´crivant sous la forme,
xk =
(
uk
σk
)
avec σ composante d’e´tat continue et u composante continue/discre`te4.
4Les notations qui suivent, repre´sentent le cas ou` u est un parame`tre continu. Elles peuvent eˆtre adapte´es, au cas
discret, en remplac¸ant l’e´quation de dynamique par la machine a` e´tat de´crivant l’e´volution de u et les positions des
particules selon cet axe par la valeur que prend u dans l’alphabet correspondant.
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On appelle mesure de Dirac-Gauss la densite´ de probabilite´ de´finie par :
p(xk) = p
(
uk
σk
)
= δ(uk − ûk)NPσk (σk − σ̂k) (1.33)
ou` δ(.) est une mesure de Dirac et NPσk (.) est une mesure de Gauss de moyenne nulle et de variance
Pσk .
Les densite´s de Dirac-Gauss ont e´te´ introduites en filtrage particulaire pour les syste`mes condi-
tionnellement line´aires, ou` certaines des variables d’e´tat σk sont de´crites conditionnellement aux
autres (uk) par un mode`le line´aire-gaussien. En effet, dans ce cas, les variables σk sont gaussiennes
conditionnellement aux variables uk. Il est alors possible d’utiliser une combinaison de re´solution
particulaire et de filtrage de Kalman. Cette technique permet de re´duire significativement le couˆt
algorithmique de la technique particulaire [Karlsson 04]. Les syste`mes re´pondant a` ces spe´cifications
sont du type : ⎧⎨⎩ uk+1 = fk(uk, ωk)σk+1 = gk(uk)σk + πk
yk = hk(uk)σk + vk
(1.34)
ou` πk et vk sont des bruits blancs gaussiens de variances respectives Qk et Rk, et ωk un bruit de
densite´ de probabilite´ connue inde´pendant des deux autres.
La dynamique et l’observation des composantes (σ, π) de l’e´tat e´tant line´aire conditionnellement
aux autres composantes, le filtre de Kalman conditionnel est optimal dans ce cas la` (au sens du
maximum de vraisemblance aussi bien qu’en variance minimum). Il suffit donc d’adjoindre a` chacune
des particules, un filtre de Kalman conditionne´ par le reste de l’e´tat de la particule pour re´soudre
ce type de proble`me. Une particule se scinde donc en deux :
– Une mesure ponctuelle de type Dirac, dont le support suit une trajectoire (ui0,Ω
i
k), Ω
i
k =
{ωi0, · · · , ωik}.
– Une mesure e´tendue de type Gauss, conditionnelle a` i. Sa moyenne et sa variance suivent les
trajectoires de´crites par un filtre de Kalman.
L’e´volution de la partie ponctuelle uik se base toujours sur le tirage ale´atoire du bruit de dynamique
ωk. L’e´volution du Kalman conditionnel est quasi-identique aux e´quations classiques, conditionnel-
lement a` i :
– Pre´diction :
– Partie ponctuelle
ûik|k−1 = fk(û
i
k−1|k−1, ω̂
i
k)
avec,
ω̂ik = re´sultat du tirage ale´atoire de ωk selon p(ω)
– Partie diffuse : Similaire aux e´quations du filtre de Kalman [Kalman 60]{
σ̂ik|k−1 = gk(û
i
k|k−1)σ̂
i
k−1|k−1
P ik|k−1 = gk(û
i
k|k−1)P
i
k−1|k−1gk(û
i
k|k−1)
T +Qk
– correction
– Terme de normalisation local
pi(yk|Yk−1) =
∫ ∫
p(yk|uk, σk)δ(uk − ûik|k−1)NPk|k−1(σk − σ̂ik|k−1)dukdσk
=
∫
p(yk|ûik|k−1, σk)NPk|k−1(σk − σ̂ik|k−1)dσk
= N
h(bui
k|k−1
)Pk|k−1h(buik|k−1)T +Rk (yk − h(û
i
k|k−1)σ̂
i
k|k−1)
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– Partie ponctuelle
ûik|k = û
i
k|k−1
– Partie diffuse : Similaire aux e´quations du filtre de Kalman [Kalman 60]⎧⎪⎨⎪⎩
Kik = P
i
k|k−1hk(û
i
k|k)(hk(û
i
k|k)P
i
k|k−1hk(û
i
k|k)
T +Rk)
−1
σ̂ik|k = σ̂
i
k|k−1 +K
i
k(yk − h(ûik|k)σ̂ik|k−1)
P ik|k = P
i
k|k−1 −Kikh(ûik|k)P ik|k−1
– Ponde´ration
ρik|k =
ρik−1|k−1Nh(bui
k|k−1
)Pk|k−1h(buik|k−1)T +Rk (yk − h(û
i
k|k−1)σ̂
i
k|k−1)∑
i ρ
i
k|k−1Nh(bui
k|k−1
)Pk|k−1h(buik|k−1)T +Rk (yk − h(û
i
k|k−1)σ̂
i
k|k−1)
Les e´quations donne´es ici de´crivent l’e´volution du point terminal de la trajectoire particulaire
de Dirac-Gauss. La trajectoire entie`re s’obtient par lissage de Kalman conditionnel a` partir des
moments marginaux
(
ûiτ |τ , (σ̂
i
τ |τ , P
i
τ |τ)
)k
τ=0
.
Le filtre a` particule de Dirac-Gauss a e´te´ e´tendu au cas des syste`mes conditionnellement line´a-
risables ou` les e´quations d’e´tat peuvent eˆtre de´crites finement par des approximations line´aires-
gaussiennes conditionnelles [Ziadi 01].
9-5-3 Particules de Gauss
La discre´tisation d’une densite´ de probabilite´ par des mesures de Dirac (approximation ca-
nonique), a` une pre´cision donne´e, peut ne´cessiter un nombre irre´aliste de particules. Le meilleur
exemple est le cas line´aire-gaussien, globalement re´soluble par deux parame`tres plus e´conomiques.
C’est pour pallier cette difficulte´ qu’a e´te´ de´veloppe´ le ”Filtrage a` particules gaussiennes”. La proba-
bilite´ n’est plus de´compose´e en particules ponctuelles comme mesures de Dirac δ(Xk − X̂ ik|k), mais
en particules e´tendues comme mesures gaussiennes non norme´es, chacune de poids ρik|k. Chaque
gaussienne trajectorielle peut eˆtre obtenue, comme dans le cas line´aire 7-2, par lissage de toutes les
gaussiennes marginales le long de la trajectoire concerne´e5 :
N
Pi
k|k
(Xk − X̂ ik|k) = LLE ({NPi
τ|τ
(xτ − x̂iτ |τ )}kτ=0)
La re´partition initiale en particules est ainsi plus proche d’un ”pavage” que d’un e´chantillonnage
point par point.
Les e´quations de dynamique et d’observation des syste`mes a` temps discret auxquels cette tech-
nique est applicable s’e´crivent sous forme ge´ne´rique :{
xk+1 = fk(xk, wk)
yk = hk(xk) + vk
(1.35)
ou` vk est un bruit gaussien de moyenne nulle et de variance Rk et wk est un bruit de densite´
quelconque. Il est ne´cessaire que les fonctions fk et hk de dynamique et d’observation soient
diffe´rentiables (afin que la line´arisation locale autour de la particule soit valide).
5LLE : Lissage Line´aire-gaussien Etendu.
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La structure de l’algorithme reste identique au cas ponctuel. Toutefois, ici une trajectoire corres-
pond a` celle d’un filtre de Kalman e´tendu calcule´e autour de la trajectoire nominale
(
x̂i0, (ŵ
i
k)
k
τ=0
)
obtenue par tirage ale´atoire des bruits de dynamique wτ . Le principal avantage re´side dans les
performances connues des filtres de Kalman e´tendus locaux.
Les e´quations du filtrage local conditionnel a` la particule i sont quasi-identiques aux e´quations
classiques d’e´volution du Kalman e´tendu :
– Pre´diction : {
x̂ik|k−1 = fk(x̂
i
k−1|k−1, ŵ
i
k)
P ik|k−1 = Fx
i
kP
i
k−1|k−1Fx
i
k
T
+ Fw
i
kq
i
kFw
i
k
T
avec :
ω̂ik = E[pi(ωk)] ∼ p(ωk)
Fx
i
k =
∂f
∂x
(x̂ik−1|k−1, ŵ
i
k) jacobien de f par rapport a` x
Fw
i
k =
∂f
∂w
(x̂ik−1|k−1, ŵ
i
k) jacobien de f par rapport a` w
et qik variance e´le´mentaire de la densite´ gaussienne autour de ŵ
i
k dans la discre´tisation de wk.
– Correction
– Terme de normalisation local
pi(yk|Yk−1) = N
Hx
i
k
Pk|k−1Hx
i
k
T
+Rk
(yk − h(x̂ik|k−1))
– Moment de la gausienne⎧⎪⎨⎪⎩
Kik = P
i
k|k−1Hx
i
k(Hx
i
kP
i
k|k−1Hx
i
k
T
+Rk)
−1
x̂ik|k = x̂
i
k|k−1 +K
i
k(yk − h(x̂ik|k−1))
P ik|k = P
i
k|k−1 −KikHxikP ik|k−1
avec :
Hx
i
k =
∂h
∂x
(x̂ik|k−1) jacobien de h par rapport a` x
– Ponde´ration
ρik|k =
ρik−1|k−1NHxikPk|k−1HxikT +Rk
(yk − h(x̂ik|k−1)∑
j ρ
j
k|k−1N
Hx
j
k
Pk|k−1Hx
j
k
T
+Rk
(yk − h(x̂jk|k−1))
Cette approche assure une meilleure couverture de l’espace d’e´tat en comparaison avec la
repre´sentation ponctuelle. En pratique, cela permet une estimation de pre´cision e´quivalente pour
un nombre de particules plus re´duit et, dans la phase transitoire, une convergence plus rapide de
l’estimateur due a` la mobilite´ propre de chacune des particules.
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9-6 Redistribution de particules
9-6-1 De´ge´nerescence du support particulaire
En l’absence de redistribution et sous l’effet dispersif des tirages ale´atoires du bruit de dyna-
mique, la capacite´ d’exploration de l’espace des trajectoires du filtre ( concentration des particules
dans les diffe´rents re´gions d’e´tat) diminue jusqu’a` l’extinction. Ce fuˆt le cas pour les techniques
se´quentielles de Monte Carlo [Handschin 70] [Zaritskii 75].
Cette de´ge´ne´rescence du support se traduit par l’appauvrissement en particules des re´gions per-
tinentes de l’espace d’e´tat et donc par la convergence de tous les poids particulaires vers ze´ro, a`
l’exception d’un seul qui recueille la masse totale.
L’interpre´tation des poids particulaires ρi comme la probabilite´ d’exploration de sa position x̂i dans
l’espace d’e´tat a conduit naturellement au processus de redistribution (naissance et mort des parti-
cules a` N constant). Ce proce´de´ consiste a` faire naˆıtre des particules dans les positions particulaires
massives (de poids e´leve´s) au de´triment des plus faibles. Il optimise ainsi les capacite´s d’exploration
des re´gions les plus vraisemblables.
9-6-2 Redistribution en loi par tirage ale´atoire
Le support particulaire apre`s redistribution est obtenu par affectation ale´atoire des N particules
aux N trajectoires (xi0,W
i
k) ponde´re´es conforme´ment aux probabilite´s respectives, c’est a` dire selon
la loi multinomiale. On rappelle que cela s’obtient par tirage ale´atoire d’une variable μ uniforme
sur [0, 1], la particule j se´lectionne´e e´tant celle telle que :
Zj−1 ≤ μ ≤ Zj ou` Zj =
j∑
i=1
ρik (1.36)
Cette proce´dure revient a` inverser la fonction de re´partition et a` effectuer les tirages uniformes
correspondants. Apre`s redistribution, tous les poids sont re´initialise´s a` 1N .
Signalons qu’il existe des me´thodes de ge´ne´ration de variables uniformes ordonne´es [Devroye 86]
permettant de re´duire le couˆt algorithmique de cette redistribution.
9-6-3 Redistribution de´terministe a` maximum de vraisemblance
Les (ni)
N
i=1 sont distribue´s selon la loi multinomiale a` nombres e´gaux de tirages et de valeurs
possibles :
p(n1, n2, . . . , nN ) = N !
N∏
i=1
(ρik)
ni
ni!
(1.37)
avec :
N∑
i=1
ni = N et
N∑
i=1
ρik = 1 (1.38)
Le proble`me de redistribution peut eˆtre optimise´ de fac¸on de´terministe a` maximum de vraisem-
blance, soit :
max
(ni)Ni=1
p(n1, n2, . . . , nN ) = max
(ni)Ni=1
N !
N∏
i=1
(ρik)
ni
ni!
(1.39)
avec les meˆmes contraintes. Il est aise´ de ve´rifier que la redistribution a` maximum de vraisemblance
conserve l’ordre des vraisemblances des i, c’est a` dire :
∀i, j, ρik ≤ ρjk =⇒ ni ≤ nj
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et donc, celui de la pertinence des re´gions d’e´tat correspondantes.
On notera que les modes de loi multinomiale ne sont pas d’expression simple. Des solutions algo-
rithmiques exactes [Gall 00] ou approche´es [Finucan 64] permettent de re´soudre ce proble`me.
9-6-4 Redistribution de´terministe a` minimum de variance
(n¯i)
N
i=1 = min
(fni)Ni=1∈NNPN
i=1 fni=N
Ep((ni)Ni=1)[
(
(ni)
N
i=1 − (n˜i)Ni=1
) (
(ni)
N
i=1 − (n˜i)Ni=1
)T
]
La variance d’une solution (n˜i)
N
i=1 est proportionnelle a` sa de´viation par rapport a` la moyenne
(n̂i)
N
i=1 donne´e par :
d((n˜i)
N
i=1, (n̂i)
N
i=1) =
N∑
i=1
(n˜i − n̂i)2
L’estime´e (n¯i)
N
i=1 est donc celle qui minimise d((n¯i)
N
i=1, (n̂i)
N
i=1). Elle appartient au voisinage im-
me´diat de (n̂i)
N
i=1 dans l’ensemble {(ni)Ni=1 ∈ NN ,
∑N
i=1 ni = N}
Rappelons que les moyennes de la distribution multinomiale sont donne´es par
n̂i = Nρ
i
k
Le crite`re d’optimisation est alors donne´e par :
min
(ni)Ni=1
N∑
i=1
(
ni −Nρik
)2
Soit :
Nρik = ei + fi
ou` ei est la partie entie`re de Nρ
i
k et fi est la partie fractionnaire ou re´sidu,
et
δi = ni − ei
Le crite`re d’optimisation se re´-e´crit,
min
(ni)Ni=1
N∑
i=1
(fi − δi)2
Par de simples calculs, il est aise´ de montrer que l’optimum ve´rifie⎧⎨⎩
0 ≤ δi ≤ 1
fi ≤ fj =⇒ δi ≤ δj
ρik ≤ ρjk =⇒ ni ≤ nj
Il est possible de travailler sur la distribution des re´sidus fi. Apre`s affectation des parties entie`res
ei, le nombre de particules restant est distribue´ par re´sidus de´croissants.
Cette proce´dure a e´te´ utilise´e dans [Rigal 95] et [Monin 95] (une version modife´e), elle y est
pre´sente´e comme une approximation de la redistribution de´terministe a` maximum de vraisemblance.
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Notons, par ailleurs, que la redistribution de´terministe en parties entie`res par re´sidus de´croissants
correspond, dans le cas de support particulaire initial disjointif, a` la solution minimisant la norme
d’erreur de probabilite´ :
min
(ni)Ni=1
‖p(xk|(ni), Yk)− p(xk|(ρi), Yk)‖2 = min
(ni)Ni=1
N∑
i=1
(
ρik −
ni
N
)2
= min
(ni)Ni=1
N∑
i=1
(
Nρik − ni
)2
9-6-5 Intermittence des redistributions
Les techniques de redistributions de´terministes cite´es ci-haut permettent d’adapter le maillage
particulaire aux informations a posteriori sur l’e´tat du syste`me. Elles ne de´clenchent d’e´change de
particules entre les diffe´rents points de discre´tisation de l’espace d’e´tat que si la re´partition des
poids sur le support particulaire le justifie. Ce n’est pas le cas de la redistribution ale´atoire.
Pour N fini, une redistribution ale´atoire syste´matique a` chaque ite´ration est ne´faste a` cause de
l’introduction, par les ale´as du tirage, de bruit externe dans la repre´sentation particulaire. En
pratique, la redistribution est de´clenche´e de manie`re adaptative par un test de de´ge´ne´rescence de
la repre´sentation. Deux indicateurs heuristiques sont utilisables :
– Seuil sur les poids : il suffit d’examiner le nombre de particules de poids infe´rieur a` un certain
seuil. Cet indicateur ne´cessite de fixer deux seuils (le nombre de particules et le poids).
– Nombre de particules efficaces [Liu 95] : la de´ge´ne´rescence de la repre´sentation augmente avec
la variance des poids. Dans le cas ide´al, tous les poids sont e´gaux a` 1
N et la variance est nulle.
Soit le coefficient de variation des poids de´fini par :
C2ρ =
1
N
N∑
i=1
(Nρik − 1)2 (1.40)
Quand N est grand, C2ρ est une bonne approximation de la variance des poids. Un indica-
teur heuristique de la de´ge´ne´rescence du support est alors de´fini par le nombre de particules
efficace :
Neff =
N
1 + C2ρ
≈ 1
N∑
i=1
(ρik)
2
(1.41)
Notons, enfin, que ces tests heureustiques de de´ge´ne´rescence peuvent, aussi, eˆtre adopte´s avec les
redistributions de´terministes dans un but d’e´conomie du couˆt algorithmique de ces proce´de´s tant
que la de´ge´ne´rescence n’est pas prononce´e.
9-7 Extension a` l’estimation a` maximum de vraisemblance
9-7-1 Introduction :
La premie`re application du filtrage particulaire a` l’estimation a` maximum de vraisemblance a
e´te´ propose´e dans [Moral 94b]. Elle est base´e sur l’algorithme particulaire avec re´gularisation des
poids. L’extension au maximum de vraisemblance des me´thodes particulaires ale´atoires avec redis-
tribution des particules a e´te´ e´tudie´e dans [Bensalem 99], [Bensalem 00], [Teuliere 00] ainsi que dans
[Punskaya 01]. D’autres auteurs ont propose´ des techniques similaires. Une synthe`se d’une partie
de ces techniques est resume´e dans [Briers 04].
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Dans ce qui suit, nous de´crivons le filtre particulaire ale´atoire a` maximum de vraisemblance trajec-
torielle tel qu’il a e´te´ synthe´tise´ dans [Bensalem 02].
Notons que la technique particulaire de´crite jusque la` suffit pour de´terminer une approxima-
tion particulaire de l’estime´e a` maximum de vraisemblance trajectorielle/marginale. En effet, cette
technique permet de construire une approximation discre`te de la probabilite´ conditionnelle. Or, par
de´finition,
argmax
Xk
V (Xk|Yk) = argmax
Xk
log(P (Xk|Yk))
qui n’est autre que argmaxXk P (Xk|Yk).
Une approximation de l’estime´e a` maximum de vraisemblance trajectorielle6 est donne´e par,
argmax
Xik
VN (X
i
k|Yk) = argmax
Xik
P
N
(X ik|Yk)
Notons, cependant, qu’en raison de la redondance du support particulaire, notamment a` l’issue
des redistributions, la probabilite´ conditionnelle de la particule i n’est pas entie`rement donne´e par
son poids :
P
N
(X ik|Yk) =
N∑
j=1
ρjδ(X ik −Xjk)
= ρi
mais par la somme des poids de toutes les particules partageant sa position dans l’espace d’e´tat :
P
N
(X ik|Yk) =
N∑
j=1
Xj
k
=Xik
ρj
L’application directe de la technique ale´atoire au maximum de vraisemblance reviendrait, donc,
a` calculer l’approximation de la vraisemblance trajectorielle/marginale de chaque position particu-
laire, a` partir de la distribution des poids, et de retourner la plus vraisemblable.
Dans le cas du maximum de vraisemblance trajectorielle, la vraisemblance, a` un instant k donne´,
d’une particule i de´finie par la trajectoire (xi0,W
i
k = {ŵiτ , τ = 0, · · · , k}) est :
V ik = log(p(x
i
0)) +
k∑
τ=0
[
log(p(ŵiτ )) + log(P (yτ |x̂iτ ))
]
Elle peut eˆtre calcule´e re´cursivement par :
V ik = V
i
k−1 + log(p(ŵ
i
k)) + log(p(yk|x̂ik))
en marge de l’algorithme particulaire.
De plus, les meˆmes techniques de redistribution envisage´es dans le contexte a` minimum de va-
riance restent valables pour le maximum de vraisemblance.
L’algorithme particulaire a` maximum de vraisemblance trajectorielle est, alors, quasi-identique
a` celui a` minimum de variance.
6Le maximum de vraisemblance marginale s’obtient par une formule similaire utilisant l’approximation de la
probabilite´ conditionnelle PN (xk|Yk).
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9-7-2 Algorithme particulaire ale´atoire a` maximum de vraisemblance trajectorielle
1. Initialisation : Tirage du support particulaire selon la loi a priori p(x0)
i = 1, . . . , N
⎧⎨⎩ x̂
i
0 = E[pi(x0)] ∼ p(x0)
ρi0 =
1
N
V i0 = log(p(x
i
0))
2. Evolution : Identique a` l’algorithme en minimum de variance.
Exploration a priori par tirage ale´atoire du bruit de dynamique selon p(wk).
– Pre´diction locale selon la trajectoire nominale d’e´tat (X̂ ik−1|k−1, ŵ
i
k) :
– Correction locale selon la trajectoire nominale d’e´tat (X̂ ik|k−1).
3. Ponde´ration : Affectation des nouveaux poids normalise´s et des nouvelles vraisemblances
aux particules :
i = 1, . . . , N
{
ρik =
ρik−1|k−1pi(yk|Yk−1)P
i ρ
i
k|k−1
pi(yk|Yk−1)
V ik = V
i
k−1 + log(ŵ
i
k) + log(pi(yk|Yk−1)
4. Estimation : L’estimation a` maximum de vraisemblance est approche´e par la particule ayant
accumule´ la vraisemblance maximale, soit7 :
X̂k|k  LLE (X̂ imaxk|k ) ou` imax = argmaxi V
i
k
avec, LLE Lissage locale “e´tendu” :
– Identite´ LLE (X̂ imaxk|k ) = X̂
imax
k|k pour les particules de Dirac.
– Lisseur de Kalman e´tendu pour les particules gaussiennes.
– Pour les particules de Dirac-Gauss le lissage local e´tendu est obtenu par un Lisseur de
Kalman e´tendu, des composantes gaussiennes de la variable d’e´tat, conditionnel aux com-
posantes ponctuelles de Dirac.
5. Redistribution : Le maximum de vraisemblance trajectorielle est a` me´moire croissante car
il est ne´cessaire de me´moriser toutes les trajectoires afin de de´livrer a posteriori la plus vrai-
semblable. Lors de la proce´dure de redistribution, les particules he´ritent de l’ensemble de la
trajectoire (xi0,W
i
k) ainsi que de la vraisemblance associe´e.
On notera qu’au cours des redistributions successives, le passe´ trajectoriel lointain finit par
devenir unique8 et commun a` l’ensemble des trajectoires. Ceci limite conside´rablement la
me´moire totale utilise´e par le filtre particulaire a` maximum de vraisemblance trajectorielle
pour une mise en œuvre avec allocation dynamique de me´moire (listes chaine´es).
7Ce re´sultat est valable pour le cas de particules ponctuelles ou de particules diffuses a` faible recouvrement. Pour
ces dernie`res, leur “optimalite´” asymptotique locale permet de l’e´tendre au cas ge´ne´ral.
8Ceci se traduit par une pauvre diversite´ du passe´ trajectoriel lointain pouvant aboutir a` un e´chec du lissage (cf
[Briers 04] pour les de´tails et solutions propose´es)
42 Estimation non-line´aire des processus markoviens
10 Conclusion
Les techniques particulaires, tant ale´atoires que de´terministes, posse`dent deux caracte´ristiques :
D’une part, les discre´tisations qu’elles mettent en œuvre (sommes ponde´re´es de particules dif-
fuses/ponctuelles) permettent une reconstruction re´cursive fide`le de la densite´ de probabilite´ condi-
tionnelle.
D’autre part, la discrimination en faveur des re´gions les plus pertinentes de l’espace d’e´tat ga-
rantit une exploitation optimale des ressources disponibles pour la strate´gie d’exploration adopte´e
(ale´atoire/de´terministe).
Cependant, malgre´ de nombreuses e´tudes acade´miques consacre´es a` son ame´lioration et son
application dans diverses domaines (Te´le´communication, Te´le´de´tection, Robotique, De´tection de
pannes, etc.), tre`s peu de re´alisations non-acade´miques ont pu eˆtre de´veloppe´es a` partir du filtre
a` particules ale´atoires. En effet, le grand nombre de particules ne´cessaire pour obtenir de substan-
tielles ame´liorations de performances limite conside´rablement son inte´reˆt pratique.
Ce grand besoin de capacite´ de calcul est essentiellement duˆ a` la strate´gie d’exploration ale´atoire
pour obtenir la conformite´ en loi. Une telle exploration ne re´pond a` aucun crite`re d’optimalite´. Et
c’est au prix d’un grand nombre de tirage et d’une redondance couˆteuse (mais indispensable a` sa
mise en œuvre) que les flots dynamiques du syste`me peuvent eˆtre simule´s avec une pre´cision suffi-
sante. Le caracte`re sous-optimale de l’e´chantillonnage ale´atoire se manifeste notamment dans le cas
de faible bruit de dynamique, ou` en l’absence d’une optimisation locale par particules gaussiennes
[Teuliere 00, Bensalem 02], d’une re´gularisation par noyaux [Oudjane 00] ou d’une redistribution
diffuse par taˆche [Noyer 96], la pre´cision du maillage particulaire est entie`rement de´finie par le tirage
initial, et conduit pour un faible nombre de particule et un forte “observabilite´” a` de me´diocres
performances d’estimation.
Une ame´lioration importante des performances passe, donc, par l’optimisation de l’exploration a
priori des e´volutions du syste`me d’e´tat en e´vitant les redondances des trajectoires particulaires. Ce
fut le cas avec la technique particulaire de´terministe a` mots discrets [Bensalem 02]. Elle est e´tendue
au cas continu par les travaux pre´sente´s dans ce rapport.
Chapitre 2
Particules de´terministes en filtrage
non-line´aire
a` maximum de vraisemblance
1 Introduction
Le point cle´ de l’approche particulaire consiste dans la repre´sentation de l’espace d’e´tat par un
maillage e´volutif inter-de´pendant de dimension constante conditionne´ par les observations. Un tel
maillage vise a` concentrer les ressources calculatoires sur les re´gions les plus pertinentes a poste-
riori de l’espace d’e´tat, et permettre une repre´sentation minimaliste de la densite´ de probabilite´
conditionnelle a posteriori. Le maillage particulaire peut se concevoir recursivement par morts des
particules de faibles vraisemblances, et naissances de nouvelles branches, selon les flots de dyna-
mique. A nombre de particules constant, les nombres de naissances et de morts doivent eˆtre e´gaux.
C’est ce a` quoi conduisent les techniques particulaires ale´atoires, a` travers l’e´change de particules
entre les diffe´rentes positions particulaires, de´nomme´ redistribution.
L’interpre´tation particulaire des e´quations de filtrage non-line´aire comme un processus de bran-
chement a` naissances et morts peut eˆtre aussi mise en œuvre par un processus de´terministe : explora-
tion “exhaustive” (naissances) d’un grand nombre de nouvelles trajectoires d’e´tat a` partir de chaque
point du maillage particulaire, et se´lection de´terministe (mort) garantissant la constance du nombre
total de particules survivantes. Le choix ale´atoire des branches explore´es devient alors sans objet. Il
peut eˆtre optimise´ de fac¸on de´terministe. Ceci conduit naturellement a` une proce´dure entie`rement
de´terministe de Branchement/Selection du support particulaire, mieux adapte´e au proble`me de
filtrage notamment pour l’estimation a` maximum de vraisemblance. Un tel algorithme a d’abord
e´te´ de´veloppe´, pour les syte`mes d’e´tat hybrides dans [Salut 01, Bensalem 02], avec bruit-sources a`
valeurs discre`tes dans un alphabet fini. Pour de tels syste`mes, l’exploration ale´atoire de l’espace de
se´quence du bruit-source est e´videment sous-optimale par rapport a` l’exploration discre`te exhaus-
tive. La proce´dure de Branchement/Selection entie`rement de´terministe n’a pas cet inconve´nient et
maximise la capacite´ d’exploration de l’espace des trajectoires d’e´tat pour un nombre donne´ de
particules.
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2 Principes du Filtre particulaire de´terministe
L’algorithme particulaire de´terministe concerne tous les proble`mes repre´sentables par un syste`me
ge´ne´ral de la forme (1.1), (1.2) : {
xk+1 = fk(xk, wk)
yk+1 = hk+1(xk+1, vk+1)
Il est base´ sur la discre´tisation de l’espace des trajectoires d’e´tat par un nombre fini de particules.
Le maillage particulaire s’obtient, re´cursivement, par une proce´dure de Branchement/Selection
de´terministe. Le branchement consiste en l’exploration syste´matique, a` partir de chaque particule,
de l’arborescence engendre´e par la dynamique du syste`me pour une discre´tisation de´terministe “mi-
nimale” du bruit de dynamique. Les trajectoires particulaires, ainsi explore´es, cumulent des poids
proportionnels a` leurs pertinences pour la repre´sentation de la densite´ de probabilite´ a posteriori.
La cardinalite´ du maillage particulaire est maintenue constante par la se´lection de´terministe de N
particules parmi les trajectoires candidates.
Fig. I.2.1 – Etape du filtre particulaire de´teministe (Cas de particules de Dirac)
Concre`tement, le support de la fonction de re´partition Fw(·) du bruit de dynamique w ∈ Rm est
de´compose´ en un maillage1 de´terministe ⊗mj=1Wj . De meˆme, le support de la fonction de re´partition
F x0(·) de l’e´tat initial x0 ∈ Rn est de´compose´ en un maillage de´terministe de coordonne´es ⊗ni=1X0i .
1Comme pre´cise´ plus loin, ce maillage peut eˆtre fait selon les axes d’e´tat (maillage e´quidistant) ou l’axe de
probabilite´ (maillage e´quiprobable). Dans le second cas, une nouvelle technique d’e´chantillonnage faisant l’objet
d’une the`se en cours, permet de surmonter la contrainte d’inde´pendance.
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Le flot du syste`me augmente ainsi le maillage (arborescent) particulaire (mobile) :
Ek = (⊗ni=1X0i )⊗ (⊗mj=1Wj)k (2.1)
Les maillages (X0i )
n
i=1 et (Wj)
m
j=1 sont choisis de telle manie`re que les fonctions de re´partition
correspondantes F x0 et Fw, soient repre´sente´es a` la pre´cision de´sire´e par les sommes respectives
des (Πni=1ni) et (Π
m
j=1mj) mesures e´le´mentaires : Dirac, Gauss ou Dirac-Gauss. On notera que cela
est toujours possible, ces mesures e´tant une des bases possibles pour l’espace des mesures, lorsque
leur nombre total tend vers l’infini. L’arborescence des se´quences (⊗mj=1Wj)k e´tant exponentielle,
l’algorithme consiste a` mettre en œuvre une se´lection des se´quences correspondantes. On retient
se´quentiellement, a` chaque nouvelle mesure, un nombre fixe N de particules en choisissant les plus
pertinentes.
La proce´dure de´terministe repose donc sur la repre´sentation de la pertinence d’une re´gion d’e´tat
par le poids de la particule e´le´mentaire qui l’occupe. La redondance de particules est non seulement
inutile, mais aussi ne´faste pour les capacite´s exploratrices du filtre particulaire. L’absence de cette
redondance dans les discre´tisations a priori de l’e´tat initial et du bruit de dynamique ne suffit pas
pour l’e´conomie au long terme des particules e´le´mentaires, notamment lorsqu’elles sont gaussiennes.
En effet, la mobilite´ des particules par l’exploration globale (branchement) et locale (filtre optimal
local) peut amener diffe´rentes particules dans un meˆme voisinage de l’espace d’e´tat. Ce phe´nome`ne
ne pouvant eˆtre e´vite´ a priori, il est ne´cessaire d’e´liminer re´gulie`rement cette interpe´ne´tration des
particules, afin de conserver, tout au long du traitement, des capacite´s exploratrices “optimales”.
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Soient :
PN (Xk|Yk) =
N∑
n=1
ρnpn(Xk|Yk) (2.2)
et
PM (wk) =
M∑
m=1
αmpm(wk) (2.3)
les approximations respectives de p(Xk|Yk), p(wk) par sommes ponde´re´es de mesures e´le´mentaires.
avec :
– pn densite´s e´le´mentaires de moyenne X̂
n
k|k, et ρn leurs poids respectifs
2.
– pm densite´s e´le´mentaires de moyenne ŵ
m
k , et αm leurs poids respectifs
3.
Le maillage particulaire de l’espace d’e´tat de Xk par les N densite´s e´le´mentaires pn(Xk|Yk), revient
a` e´crire la v.a. Xk(ω) sous la forme :
Xk(ω) = k(ω)X
n
k (ωX) (2.4)
ou`, k(ω) mesure ale´atoire n-aire (de se´lection du mode`le local
4) distribue´e selon les ρn (p(
n) = ρn),
et Xnk (ωX) v.a. telle que p(Xk|Yk, n) = pn(Xk|Yk).
2calcule´s re´cursivement, selon les e´quations de´veloppe´es ci-dessous et de´taille´es plus loin selon les densite´s
e´le´mentaires utilise´es (Dirac, Gauss, Dirac-Gauss) et la nature du bruit de mesure, a` partir des poids initiaux dans
le maillage particulaire de´terministe de x0.
3fixe´s lors du choix du maillage de´terministe de wk.
4Il s’agit de la se´lection de la re´gion d’appartenance de l’e´tat Xn permettant l’approximation du mode`le d’e´tat
par le mode`le local n.
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L’e´tape de pre´diction s’e´crit :
p
N
(Xk+1|Yk) =
∫
p(k)p(Xk+1|Yk, k)dk
=
∫
p(k)p(xk+1|xk, k)p(Xk|Yk, k)dk
=
N∑
n=1
p(n)p(xk+1|xk, n)p(Xk|Yk, n) (2.5)
Elle est simplifie´e sous la notation :
p
N
(Xk+1|Yk) =
N∑
n=1
ρnp(xk+1|xk, n)pn(Xk|Yk) (2.6)
De meˆme, la discre´tisation du bruit de dynamique se traduit par :
wk(ω) = ηk(ωη)w
m
k (ωw) (2.7)
avec :
– ηk(ωη) mesure ale´atoire binaire (de se´lection du niveau discre´tise´ du bruit) distribue´e selon
les αm.
– wmk (ωw) v.a. telle que p(wk|ηm) = pm(wk).
La densite´ de transition p(xk+1|xk, n) s’e´crit alors :
p(xk+1|xk, n) =
∫
p(ηk)p(xk+1|xk, n, ηk)dηk
=
M∑
m=1
αmp(xk+1|xk, n,m) (2.8)
En re´utilisant les meˆmes convention de notation simplifie´e que plus haut.
La densite´ p(xk+1|xk, n,m) repre´sente la probabilite´ de transition conditionnelle a` la branche
(n,m).
La pre´diction particulaire devient alors :
p
NM
(Xk+1|Yk) =
N∑
n=1
M∑
m=1
ρnαmp(xk+1|xk, n,m)pn(Xk|Yk)
=
N∑
n=1
M∑
m=1
ρn,mpn,m(Xk+1|Yk) (2.9)
avec, pn,m(Xk+1|Yk) pre´diction locale selon l’e´quation de dynamique approche´e conditionnelle a` la
branche (n,m).
Les extensions des densite´s e´le´mentaires pn,m peuvant eˆtre rendues arbitrairement faibles par le
choix des densite´s pn et pm, les meˆmes calculs peuvent eˆtre utilise´es pour l’e´tape de correction.
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En effet, une approximation de p(Xk+1|Yk+1) est donne´e par (avec les meˆmes notations) :
p
NM
(Xk+1|Yk+1) = p(yk+1|xk+1)pNM (Xk+1|Yk)
p
NM
(yk+1|Yk)
=
N∑
n=1
M∑
m=1
ρn,m
p(yk+1|xk+1)pn,m(Xk+1|Yk)
p
NM
(yk+1|Yk)
=
N∑
n=1
M∑
m=1
ρn,mp(yk+1|Yk, n,m)
p
NM
(yk+1|Yk)
p(yk+1|xk+1)pn,m(Xk+1|Yk)
p(yk+1|Yk, n,m)
=
N∑
n=1
M∑
m=1
ρ˜n,mpn,m(Xk+1|Yk+1) (2.10)
avec :
– p(yk+1|Yk, n,m) =
∫
p(yk+1|xk+1)pn,m(Xk+1|Yk)dXk+1 terme de normalisation de la correc-
tion locale conditionnelle a` (n,m),
– pNM (yk+1|Yk) =
∑
n
∑
m p(yk+1|Yk, n,m) approximation par le maillage particulaire du terme
de normalisation p(yk+1|Yk),
– pn,m(Xk+1|Yk+1) correction locale selon l’e´quation d’observation approche´e conditionnelle a`
la branche (n,m).
Remarque 3.1
– La densite´ pn(Xk|Yk) est obtenue par lissage local conditionnel a` la trajectoire n de la collection
des densite´s marginales (pn(xτ |Yτ ))kτ=0.
– Les vraisemblances particulaires e´tant invariables par le lissage, cette e´tape peut eˆtre re´alise´e
uniquement pour la particule a` maximum de vraisemblance.
– Notons que ce lissage n’est pas re´alise´ lorsqu’on ne s’inte´resse qu’au point terminal de la
trajectoire a` maximum de vraisemblance5 :
X̂k(k) avec, X̂k = argmax
Xk
(V (Xk|Yk))
invariable par le lissage, ce qui sera le cas dans les applications temps re´el traite´es ci-apre`s.
Algorithme du filtre a` particules de´terministes
Les e´quations du filtrage particulaire de´teministe de´veloppe´es ci-dessus et la contrainte de
constance du nombre total de particules aboutissent a` un premier algorithme de filtre de´terministe.
Il sera de´taille´, plus loin, selon les spe´cificite´s des diffe´rentes variantes (Gauss, Dirac-Gauss, Dirac,
etc.) et comple´te´ par les proce´dures ade´quates garantissant une exploitation optimale des ressources
de calcul mises en œuvre.
5diffe´rent du maximum de vraisemblance marginale bxk = argmaxxk (V (xk|Yk)).
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1. Initialisation du support particulaire :
De´finition de
pN (X0|Y0) =
N∑
n=1
ρnpn(X0|Y0)
approximation de la probabilite´ conditionnelle a priori.
2. Branchement de´terministe :
Enume´ration exhaustive des branches particulaires engendre´es par la discre´tisation de l’es-
pace du bruit de dynamique :
pM (wk) =
M∑
m=1
αmpm(wk)
et calcul de leurs poids a priori :
pNM (Xk+1|Yk) =
N∑
n=1
M∑
m=1
ρn,mpn(Xk|Yk)p(xk+1|xk, n,m)
3. Pre´dictions locales :
Calcul des densite´s de probabilite´ e´le´mentaires :
pn,m(Xk+1|Yk) = pn(Xk|Yk)p(xk+1|xk, n,m)
4. Corrections Locales :
Calcul des densite´s de probabilite´ e´le´mentaires :
pn,m(Xk+1|Yk+1) = p(yk+1|xk+1)pn,m(Xk+1|Yk)
p(yk+1|Yk, n,m)
5. Ponde´rations :
Calcul des poids des branches particulaires dans l’approximation :
pNM (Xk+1|Yk+1) =
N∑
n=1
M∑
m=1
ρ˜n,mpn,m(Xk+1|Yk+1)
donne´s par :
ρ˜n,m =
ρn,mp(yk+1|Yk, n,m)
pNM (yk+1|Yk)
E´quation ge´ne´rale de´taille´e dans le paragraphe suivant selon la nature des particules (Dirac,
Dirac-Gauss, Gauss).
6. Se´lection de´terministe :
Se´lection des N particules les plus pertinentes pour maintenir un nombre total constant.
7. Estimation :
De´livrance de la se´quence particulaire a` maximum de vraisemblance :
argmax
n′
(ρ˜n′)
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On constate ci-dessus que le filtre particulaire s’inspire du sche´ma markovien alors que le particulaire
ale´atoire s’inspire du sche´ma Monte Carlo.
4 Particules de´terministes e´le´mentaires
Les applications du filtre particulaire de´terministe, re´alise´es jusqu’a` pre´sent ne concernent que
deux types de particules e´le´mentaires :
– Particules de Gauss utilise´es dans le cas de variables d’e´tat continues (application Radar
[Partie II]).
– Particules de Dirac-Gauss utilise´es dans le cas de variables d’e´tat hybride : discret-continu
(application GPS [Partie III], et communications radiomobiles [Bensalem 02] [Lehmann 04]).
4-1 Particules de Gauss
L’algorithme de´terministe a` particules de Gauss ainsi ge´ne´ralise´es concerne tous les proble`mes
repre´sentables par un syste`me d’e´tat de la forme :{
xk = f(xk−1, wk)
yk = h(xk) + vk
(2.11)
ou` l’e´tat x ∈ Rn est gouverne´ par la se´quence d’un bruit de dynamique continu w ∈ Rm, et f et h
sont continuement diffe´rentiables en leurs arguments x et w.
Comme dans le cas ale´atoire, le filtre a` particules de´terministes de Gauss consiste a` mettre en
œuvre des filtres line´aires e´tendus locaux le long de trajectoires particulaires nominales i de´finies par
un e´tat initial (x̂i0, P
i
0) et une se´quence de bruit de dynamique {ŵiτ , qiτ}kτ=1. La principale diffe´rence
re´side dans la de´finition des trajectoires particulaires : les explorations a priori de l’e´tat initial x0 et
de l’espace des se´quences de bruit de dynamique W ik, ne sont plus effectue´es par tirages ale´atoires
sur les espaces images [0, 1]n et ⊗kτ=1[0, 1]m mais par des discre´tisations “fixes” de ces espaces.
Les maillages de l’espace d’e´tat initial et de l’espace de bruit de dynamique sont choisis de telle
manie`re que les densite´s de probabilite´ correspondantes soient repre´sente´es a` la pre´cision de´sire´e par
les sommes respectives de mesures gaussiennes e´le´mentaires. De plus, les variances particulaires P i0
et qiτ doivent eˆtre suffisament faibles pour garantir la validite´ des approximations line´aires locales
le long des trajectoires particulaires.
1. Initialisation du support particulaire.
2. Branchement de´terministe.
3. Pre´dictions locales :
Pour chaque couple (i, j) ∈ {1, · · · , N} × {1, · · · ,M} la densite´ e´le´mentaire pi,j(xk|Yk) est
une gaussienne de´finie par :⎧⎨⎩ x̂
i,j
k|k−1 = fk(x̂
i
k−1|k−1, ŵj)
P i,jk|k−1 = Fx
i,j
k P
i
k−1|k−1
(
Fx
i,j
k
)T
+ Fw
i,j
k q
i
k
(
Fw
i,j
k
)T
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avec :
Fx
i,j
k =
∂f
∂x
(x̂ik−1|k−1, ŵj) jacobien de f par rapport a` x
Fw
i,j
k =
∂f
∂w
(x̂ik−1|k−1, ŵj) jacobien de f par rapport a` w
4. Corrections locales :
Correction locale de la branche (i, j) :
– Terme de normalisation local
pi,j(yk|Yk−1) = N
Hx
i,j
k
P
i,j
k|k−1(Hx
i,j
k )
T
+Rk
(yk − h(x̂i,jk|k−1))
avec : Hx
i,j
k =
∂h
∂x (x̂
i,j
k|k−1) jacobien de h par rapport a` x
– Moments de la gaussienne{
x̂i,jk|k = x̂
i,j
k|k−1 +K
i,j
k (yk − h(x̂i,jk|k−1))
P i,jk|k = P
i,j
k|k−1 −Ki,jk Hxi,jk P i,jk|k−1
avec : Ki,jk = P
i,j
k|k−1Hx
i,j
k (Hx
i,j
k P
i,j
k|k−1
(
Hx
i,j
k
)T
+Rk)
−1 gain de Kalman.
5. Ponde´rations :
Le poids de la branche (i, j) est donne´ par :
ρi,jk|k =
ρik−1|k−1α
jN
Hx
i,j
k
P
i,j
k|k−1(Hx
i,j
k )
T
+Rk
(yk − h(x̂i,jk|k−1))∑
l,m ρ
l
k−1|k−1α
mN
Hx
l,m
k
P
l,m
k|k−1(Hx
l,m
k )
T
+Rk
(yk − h(x̂l,mk|k−1))
6. Se´lection de´terministe.
7. Estimation.
4-2 Particule de Dirac-Gauss
L’algorithme a` particules de´terministes de Dirac-Gauss est particulie`rement utile dans le cas de
variables d’e´tat hybrides. Il a trouve´ ses premie`res applications en te´le´communication [Bensalem 02],
ou` les variables continues sont line´aires conditionnellement aux variables discre`tes.
Il est ici e´tendu au cas, plus ge´ne´ral, ou` une approximation par line´arisations locales conditonnelles
aux positions des composantes continues et discre`tes de la variable d’e´tat est possible (cf partie III),
c’est a` dire les syste`mes de´crits par :⎧⎨⎩ ξk = g(ξk−1, uk)σk = f(σk−1, ξk, ωk)
yk = h(σk, ξk) + vk
ou` l’e´tat σ ∈ Rn est un e´tat continu gouverne´ par la se´quence d’un bruit de dynamique continue
ω ∈ Rm et par la variable discre`te ξ, la variable discre`te ξ est gouverne´e par un bruit-source u
discret a` valeur dans un alphabet fini, et f et h sont continuˆment diffe´rentiables conditionnellement
a` ξ en leurs arguments σ et ω.
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Conditionnellement aux trajectoires particulaires (ξi0, U
i
k), les densite´s de probabilite´ condi-
tionnelles p(σk|Yk, (ξi0, U ik)) peuvent eˆtre approche´es par des sommes ponde´re´es de gaussiennes :∑
ρjNP (σk − σ̂jk|k).
L’algorithme particulaire consiste a` mettre en œuvre des filtres line´aires e´tendus conditionnels le
long des trajectoires particulaires nominales obtenues par l’exploration de se´quences arborescentes
donne´es par les discre´tisations conjointes de l’espace du bruit-source discret uk selon des mesures
de Dirac et de celui du bruit continu ωk selon des mesures gaussiennes.
A chaque instant, l’arborescence particulaire exhaustive est donne´e par :
Ek = Ξ0 ⊗ Σ0 ⊗Bk ⊗ (Ω)k
ou` Ξ0 est le maillage ponctuel initial de l’e´tat ξ0, Σ0 le maillage gaussien initial de l’e´tat σ0, B
l’alphabet fini du bruit-source discret u, et Ω le maillage gaussien du bruit de dynamique continu
ω.
La mise en œuvre a` nombre de particules constant est obtenue par se´lection de´terministe a` maxi-
mum de vraisemblance de N particules.
1. Initialisation du support particulaire.
2. Branchement de´terministe.
3. Pre´dictions locales :
Pour chaque triplet (i, j, l) ∈ {1, · · · , N}×{1, · · · , Card(Ω)}×{1, · · · , Card(B)}, ou` i den-
site´ gaussienne du maillage particulaire courant, j point de discre´tisation du bruit continu
et l valeur dans l’alphabet finie du bruit-source discret, la densite´ e´le´mentaire pi,j,l(xk|Yk)
est une densite´ de Dirac-Gauss de´finie par :
– Partie ponctuelle
ξ̂i,j,lk|k−1 = fk(ξ̂
i
k−1|k−1, û
l
k)
avec :
ûlk ∈ B
– Partie diffuse ⎧⎨⎩ σ̂
i,j,l
k|k−1 = fk(σ̂
i
k−1|k−1, ξ̂
i,j,l
k|k−1, ω̂
l
k)
P i,j,lk|k−1 = F
i,j,l
k P
i
k−1|k−1
(
F i,j,lk
)T
+ Fw
i,j,l
k q
l
k
(
Fw
i,j,l
k
)T
avec :
F i,j,lk =
∂f
∂σ
(σ̂ik−1|k−1, ξ̂
i,j,l
k|k−1, ω̂
l
k) jacobien de f par rapport a` σ
Fw
i,j,l
k =
∂f
∂w
(σ̂ik−1|k−1, ξ̂
i,j,l
k|k−1, ω̂
l
k) jacobien de f par rapport a` w
4. Corrections locales :
Correction locale de la branche (i, j, l) :
– Terme de normalisation local
pi,j,l(yk|Yk−1) = N
H
i,j,l
k
P
i,j,l
k|k−1(H
i,j,l
k )
T
+Rk
(yk − h(σ̂i,j,lk|k−1, ξ̂i,j,lk|k−1))
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avec :
Hi,j,lk =
∂h
∂σ
(σ̂i,j,lk|k−1, ξ̂
i,j,l
k|k−1) jacobien de h par rapport a` σ
– Partie ponctuelle
ξ̂i,j,lk|k = ξ̂
i,j,l
k|k−1
– Partie diffuse {
σ̂i,j,lk|k = σ̂
i,j,l
k|k−1 +K
i,j,l
k (yk − h(σ̂i,j,lk|k−1, ξ̂i,j,lk|k−1))
P i,j,lk|k = P
i,j,l
k|k−1 −Ki,j,lk Hi,j,lk P i,j,lk|k−1
ou` le gain de Kalman Ki,j,lk est donne´ par :
Ki,j,lk = P
i,j,l
k|k−1H
i,j,l
k (H
i,j,l
k P
i,j,l
k|k−1
(
Hi,j,lk
)T
+Rk)
−1
5. Ponde´rations :
Le poids de la branche (i, j, l) est donne´ par :
ρi,j,lk|k =
ρik−1|k−1α
jβlN
H
i,j,l
k
P
i,j,l
k|k−1(H
i,j,l
k )
T
+Rk
(yk − h(σ̂i,j,lk|k−1, ξ̂i,j,lk|k−1))∑
ρi
′
k−1|k−1α
j′βl′N
H
i′,j′,l′
k
P
i′,j′,l′
k|k−1
„
H
i′,j′,l′
k
«T
+Rk
(yk − h(σ̂i′,j′,l′k|k−1 , ξ̂i
′,j′,l′
k|k−1 ))
6. Se´lection de´terministe.
7. Estimation.
4-3 Particule de Dirac
Les particules de Dirac sont peu utilise´es en filtrage particulaire de´terministe. En effet, l’ap-
proximation par des mesures ponctuelles de la densite´ de probabilite´ conditionnelle dans le cas
de variables d’e´tat continues, pour une pre´cision donne´e, ne´cessite souvent un nombre tre`s impor-
tant de particules. Le “pavage” par particules gaussiennes localement “optimales” lui a e´te´ souvent
pre´fe´re´.
Cependant, pour le cas de variables d’e´tat a` valeurs discre`tes gouverne´es par le syste`me :
{
xk = f(xk−1, uk)
yk = h(xk) + vk
ou` u est un bruit-source a` valeurs discre`tes dans un alphabet fini B, l’utilisation de particules
ponctuelles de Dirac prend tout son sens.
Le sche´ma de l’algorithme a` particules de´terministes de Dirac est similaire a` celui a` particules
gaussiennes. La principale diffe´rence re´side dans les e´quations locales de pre´diction/correction et
dans la mise a` jour des vraisemblances.
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1. Initialisation du support particulaire.
2. Branchement de´terministe.
3. Pre´dictions locales :
Pour chaque couple (i, j) ∈ {1, · · · , N}× {1, · · · , Card(B)}, repre´sentant une branche par-
ticulaire, la densite´ e´le´mantaire pi,j(xk|Yk) est une densite´ de Dirac de´finie par :
x̂i,j,lk|k−1 = fk(x̂
i
k−1|k−1, û
l
k)
avec :
ûlk ∈ B
4. Corrections locales :
Les supports ponctuels de Dirac sont invariants par correction locale. Seuls les poids sont
corrige´s par la nouvelle observation yk.
Ainsi, pour la branche (i, j) :
x̂i,jk|k = x̂
i,j
k|k−1
5. Ponde´rations :
Le poids de la branche (i, j) est donne´ par :
ρi,jk|k =
ρik−1|k−1α
jN
Rk
(yk − h(x̂i,jk|k−1))∑
ρi
′
k−1|k−1α
j′N
Rk
(yk − h(x̂i′,j′k|k−1))
6. Se´lection de´terministe.
7. Estimation.
Notons que, l’algorithme a` particules de´terministes de Dirac peut eˆtre aise´ment e´tendu au cas
de variable d’e´tat continue avec bruit de dynamique continu ou discret.
Remarque 4.1
L’algorithme a` particules de´terministes de Dirac, dans le cas de variables d’e´tat a` valeurs discre`tes
dans un alphabet fini correspond au “M algorithm” [Anderson 84] utilise´ en te´le´communication.
5 Branchement/Se´lection de´terministe
5-1 Branchement de´terministe
Le branchement de´terministe, ou exploration de´terministe, a e´te´ introduit, par Ben Salem et
Salut [Bensalem 01], en filtrage particulaire a` maximum de vraisemblance pour le cas d’un bruit
source a` valeurs discre`tes dans un alphabet fini.
En effet, dans ce cas de figure, la redondance du tirage ale´atoire a` la “Monte Carlo” est, non
seulement inutile, mais repre´sente aussi un gaspillage de la capacite´ calculatoire. Une exploration
“exhaustive” est donc plus approprie´e. L’extension au cas continu est imme´diate.
Le branchement de´terministe repose sur l’utilisation de maillages de´terministes des espaces des
bruits ⊗mj=1Wj et ⊗pl=1Vl.
Les maillages Wj , Vl peuvent eˆtre obtenus par re´partition uniforme des densite´s e´le´mentaires sur
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un borne´ de l’espace d’incertitude,
Wj = {w1j , w2j , . . . , wMjj }
Vl = {v1l , v2l , . . . , vPll }
avec (wsj ) (respct. (v
s
l )) une suite de points uniforme´ment re´partis sur un sous-ensemble du domaine
d’incertitude du bruit Uwj =
⋃
α I
α
wj ⊂ R (respect. Uvl =
⋃
α I
α
vl ⊂ R) tel que Iαwj (respect. Iαvl)
sont des intervalles borne´s de R et les queues de distribution de wj (respect. vl) en dehors de Uwj
(respect. Uvl) sont ne´gligeables.
Ils peuvent, aussi, tel que propose´ par Ben Salem [Bensalem 02], eˆtre re´alise´s par re´partition
e´quiprobable6 des densite´s e´le´mentaires sur les espaces images [0, 1]m, [0, 1]p des fonctions de
re´partition des bruits. Dans ce cas, les positions des densite´s e´le´mentaires sur l’espace du bruit
sont obtenues par inversion de la fonction de re´partition7.
Wj = F
wk−1
({
1
Mj
,
2
Mj
, . . . , 1− 1
Mj
})
Vl = F
vk−1
({
1
Pl
,
2
Pl
, . . . , 1− 1
Pl
})
Le maillage particulaire est, alors, donne´ re´cursivement par
Ek = Ek−1 ⊗
(⊗mj=1Wj)⊗ (⊗pl=1Vl)
Soit,
E0 = ⊗ni=1X0i
maillage du domaine d’incertitude de l’e´tat initial x0. A` l’instant k le maillage particulaire e´volutif
s’e´crit,
Ek =
(⊗ni=1X0i )⊗ (⊗mj=1Wj)k ⊗ (⊗pl=1Vl)k
Cette arborescence particulaire e´tant exponentielle, a` chaque nouvelle observation, seules N
particules, parmi les NMP (M =
∏m
j=1 Mj , P =
∏p
l=1 Pl) cre´e´es par le branchement, doivent eˆtre
retenues pour une mise en œuvre a` nombre de constant de particules de l’algorithme.
5-2 Se´lection de´terministe a` maximum de vraisemblance
L’e´tape de se´lection consiste a` choisir la plus pertinente parmi les CNNMP approximations a` N
particules possibles. Elle peut eˆtre optimise´e au sens du maximum de vraisemblance,
max
{ni}
[p({ni})] = max{ni}
[
N !
NMP−1∏
i=0
(ρi)
ni
ni!
]
avec : { ∑NMP−1
i=0 ni = N
∀i, 0 ≤ ni ≤ 1
6La discre´tisation uniforme de l’espace de probabilite´, optimale pour l’estimation a` minimum de variance, ne
conserve pas sa supre´matie en maximum de vraisemblance. En effet, a` de´faut d’exhaustivite´, la recherche du maximum
exige une discre´tisation minimaliste avec une forte couverture de l’espace d’incertitude. Dans le cas de bruit source
borne´, un tel compromis conduit a` un sche´ma de discre´tisation a priori par re´partition e´quidistante des densite´s
e´le´mentaires de propobabilite´.
7Dans le cas de composantes de bruit non-inde´pendantes, une technique de discre´tisation de l’espace de probabilite´
est propose´e dans [Kazem re]
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Ceci se re´ecrit, sous la seconde contrainte :
p({ni}) ∝
NMP−1∏
i=0
ni =0
(ρi)
avec les meˆmes contraintes additives que ci-dessus. Ce crite`re conduit a` une re`gle simple de se´lection
de N particules par ordre de´croissant des vraisemblances.
Cet algorithme de se´lection est parfaitement adapte´ au crite`re d’estimation a` maximum de vrai-
semblance. En effet, il permet de conserver l’ordre de vraisemblance des particules, apre`s se´lection
(conservation du maximum de vraisemblance).
Notons, par ailleurs, que le crite`re de se´lection a` minimum de variance :
min
(n¯i)∈{0,1}NMPP
n¯i=N
E[((ni)− (n¯i))T ((ni)− (n¯i))]
co¨ıncide dans ce cas avec celui a` maximum de vraisemblance. Il aboutit a` la meˆme re`gle de se´lection.
L’e´limination de particules dans l’approximation des densite´s de probabilite´ conditionnelles in-
troduit une erreur d’approximation proportionnelle a` la somme des poids des particules e´limine´es.
Pour un nombre de particules N suffisant, la se´lection revient a` n’e´liminer que des particules de
faibles pertinence, dont la contribution a` la reconstruction de la densite´ de probabilite´ globale est
ne´gligeable.
5-3 Intermittence des Branchement/Se´lection de´terministes
Sous faible “observabilite´”, la discrimination8 des hypothe`ses particulaires ne´cessite une inte´gration
cohe´rente sur une longue pe´riode. Le cardinal important de l’arborescence particulaire engendre´e
par branchement syste´matique, ainsi que la forte redondance9 des hypothe`ses particulaires en son
sein, ne´cessitent l’adaptation de la technique particulaire pour assurer l’exploitation optimale des
capacite´s de calcul.
Notons, comme pour la redistribution des particules ale´atoires, que la mise en œuvre intermittente
de l’e´tape de Branchement/Se´lection permet de “pallier” les faibles observabilite´s. Ceci revient a`
maintenir stationnaire10 le maillage particulaire pendant une dure´e donne´e pour une meilleur dis-
crimination des hypothe`ses particulaires.
Cette dure´e s’obtient par une e´tude11 a priori du syste`me dynamique afin de de´finir la dure´e
maximale de stationnarite´ compatible avec la pre´cision d’estimation de´sire´e.
L’exclusion mutuelle des particules de´terministes (cf section suivante) permet une re´duction si-
gnificative du nombre de trajectoires particulaires indiscernables. Elle permet, donc, de ne garder
parmi les branches de l’arboresence particulaire que celles dont les e´tats courants sont suffisam-
ment diffe´rents pour une discrimination efficace. Ceci donne naturellement lieu a` une intermittence
adaptate´e a` la dynamique et a` l’observabilite´ du syste`me d’e´tat.
8Se´lection par les poids.
9redondance due au croisement de trajectoires particulaires dont la discrimination, base´e sur un nombre limite´
d’observation, est peu efficace.
10une unique branche par hypothe`se particulaire minimisant l’erreur quadratique moyenne de pre´diction : hypothe`se
de bruits de moyennes nulles
11simulation hors-ligne le long de trajectoires de re´fe´rence.
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Fig. I.2.2 – Redondance des branchements successifs sous faible observabilite´
Remarque 5.1
Les conside´rations ci-dessus sont sans objets, dans le cas de bruit-sources a` valeurs discre`tes.
Fig. I.2.3 – Intermittence des Branchement/Se´lection.
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5-4 Algorithme de Branchement/Se´lection de´terministe
1. Initialisation du support particulaire.
2. Branchement de´terministe :
- Si k = nTBS
- Pour chaque particule i ∈ {1, · · · , N}
- Cre´ation de M branches (i, j) telles que
- Pour j ∈ {1, · · · ,M}
- (i, j) = la branche particulaire issue de Xi est perturbe´e par ωj
- Sinon
- Cre´ation d’une unique branche i donne´e par (Xi, ωi = 0)
avec TBS pe´riodicite´ des Branchement/Se´lection.
3. Pre´dictions locale.
4. Corrections locales.
5. Ponde´rations
6. Se´lection de´terministe :
- Si k = nTBS
- Se´lection des N particules les plus massives parmi les MN possibles.
- Sinon
- Conservation de la totalite´ (N particules) du support particulaire.
7. Estimation.
6 Interpe´ne´tration des particules et exclusions mutuelles
La saturation du support particulaire est le dual de la de´ge´ne´rescence dans le cas d’une e´volution
ale´atoire. Elle se manifeste par la concentration de plusieurs particules dans des re´gions d’e´tat de
faibles e´tendues.
La saturation du support concerne autant les algorithmes de´terministes a` particules de Dirac
que ceux a` particules de Gauss. Elle est due a` la rencontre de plusieurs trajectoires autour du
meˆme point terminal x̂k. Ce phe´nome`ne est accentue´ dans le cas des particules gaussiennes par la
convergence asymptotique des particules voisines vers un meˆme optimum local.
Soumises approximativement au meˆme mode`le local et corrige´es par les meˆmes observations,
de telles trajectoires e´volueraient de concert tant en mobilite´ locale qu’en exploration globale des
bruits (naissance des branches particulaires). Elles occupent donc inutilement une partie du support
particulaire, et limitent ainsi les capacite´s exploratoires.
Les vraisemblances des trajectoires se recoupant autour d’un meˆme point terminal x̂k ne diffe`rent
que par leurs passe´s respectifs, leur futur e´tant ne´cessairement commun.
Afin d’optimiser l’utilisation des ressources calculatoires mises en œuvre, il est donc utile de ne
garder que celle de poids maximum.
Notons, contrairement au cas marginal, que les vraisemblances trajectorielles ne sauraient s’addi-
tionner.
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Fig. I.2.4 – E´volution de particules interpe´ne´trantes
6-1 Cas de particules diffuses
Pour des particules diffuses de Gauss, l’exclusion mutuelle est obtenue en conside´rant un noyau
solide de chaque particule gaussienne interdisant toute inter-pe´ne´tration. Un tel noyau est donne´
par la surface ellipso¨ıdale e´quiprobable de probabilite´ seuil donne´e α.
Un test d’intersection des surfaces des noyaux particulaires solides permet de de´tecter les particules
redondantes, afin de n’en garder que la plus massive.
Fig. I.2.5 – De´tection des particules interpe´ne´trantes
dans le cas de particules gaussiennes
Cette proce´dure permet de re´duire la “redondance” des particules au minimum naturel inhe´rent
a` l’instant courant.
La de´tection de l’intersection des surfaces ellipso¨ıdales n’a pas de mise en œuvre algorithmique
de couˆt raisonnable, dans le cas ge´ne´ral. Une technique, apparente´e a` la me´thode de “lancer de
6 Interpe´ne´tration des particules et exclusions mutuelles 59
rayons” utilise´e en synthe`se d’image, permet une de´tection approche´e de la collision des surfaces
ellipso¨ıdales. Cette technique consiste en un test de visibilite´ de l’ellipso¨ıde cible pour des rayons
lumineux issus du centre de l’ellipso¨ıde source. La collision est detecte´e de`s qu’un test de visibilite´
est re´ussi. L’orientation quasi-identique des gaussiennes appartenant a` une meˆme re´gion de l’espace
d’e´tat, permet une implimentation moins couˆteuse de cet algorithme. En effet, il suffit, dans ce cas,
de re´aliser le test de visibilite´ le long du rayon joignant les centres des ellipso¨ıdes.
6-2 Cas de particules ponctuelles
Les particules de Dirac e´tant de support ponctuel, la redondance stricte se traduit par l’e´galite´
de leurs moyennes respectives. Une re´gion d’e´tat de tre`s faible e´tendue, peut donc, the´oriquement,
eˆtre repre´sente´e par une infinite´ de particules.Il s’agit d’un grand nombre, en pratique qui varie
selon le rapport entre cette e´tendue et la pre´cision nume´rique de la repre´sentation des nombres
re´els. Or, cette pre´cision nume´rique est largement supe´rieure aux pre´cisions the´oriques atteignables
pour un proble`me de filtrage. Pour des raisons d’e´conomie de particules et pour une pre´cision de´sire´e
donne´e, une e´tendue minimale autour de chaque particule peut eˆtre de´finie comme son domaine de
non-interpe´ne´tration.
Fig. I.2.6 – De´tection des particules interpe´ne´trantes
dans le cas de particules de Dirac
6-3 Reconstruction de la densite´ de probabilite´ trajectorielle
La contribution des trajectoires particulaires e´limine´es par l’exclusion mutuelle a` la recons-
truction de la densite´ de probabilite´ trajectorielle conditionnelle n’est pas ne´gligeable. Le maillage
particulaire a` l’issue de cette e´tape ne correspond donc pas a` une approximation de cette densite´
de probabilite´ conditionnelle, mais a` celle de son maximum.
L’exclusion mutuelle peut de ce fait eˆtre conside´re´e comme une partie de l’e´tape d’estimation ou`
des de´cisions ”fermes” peuvent d’ores et de´ja` eˆtre prises concernant l’ordre des vraisemblances
(de´finitif) de certaines trajectoires (trajectoires interpe´ne´trantes).
Notons que l’algorithme avec exclusion mutuelle correspond a` la mise en œuvre particulaire du
principe d’optimalite´ de Bellman dans le sens direct.
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6-4 Algorithme d’e´limination de l’interpe´ne´tration
1. Initialisation du support particulaire.
2. Branchement de´terministe
3. Pre´dictions locales.
4. Corrections locales.
5. Ponde´rations.
6. Se´lections :
6.a- Se´lection locale (Exclusions mutuelles) :
- Tri des particules par ordre de´croissant des vraisemblances,
- Pour chaque particule i ∈ {1, · · · , NM − 1}
- Pour chaque particule j ∈ {i+ 1, · · · , NM}
- Si εi∩εj = ∅ (intersection des domaines de non-interpe´ne´tration des particules
i et j.)
- e´limination de la particule j (la moins massive).
- Renormalisation des poids.
6.b- Se´lection de´terministe.
7. Estimation.
Remarque 6.1
– La conservation de la particule la plus vraisemblable parmi les particules inter-pe´ne´trantes
garantie la non extinction du support. Le cas limite e´tant la survie d’une unique particule,
il exprime la suffisance d’un unique Filtre de Kalman Etendu pour l’approximation du filtre
optimal.
– Le seuil de de´tection d’interpe´ne´tration joue un roˆle important dans l’optimisation des pre´cisions
et des capacite´s de tenue en accrochage. Ainsi, un seuil tre`s e´leve´ se traduit par une pauvre
approximation autour des maxima locaux. Par contre un seuil tre`s faible conduit a` un fort
recouvrement autour des maximas les plus e´leve´s au de´triment des plus faibles.
– L’e´limination de l’interpe´ne´tration dans le support particulaire repose sur le principe d’op-
timalite´ de Bellman. Elle permet d’interpre´ter le filtre particulaire comme adaptation au
cas continu ”non-stationnaire“ de l’algorithme de Viterbi [Fourney 73], au meˆme titre que
[Larson 66, Morell 91]. Notons cependant que, contrairement a` ces derniers, l’algorithme par-
ticulaire utilise une grille e´volutive associe´e a` une approximation par Kalman e´tendu locaux
des calculs de vraisemblances trajectorielles.
7 Mise en œuvre du filtre de´terministe a` particules gaus-
siennes
Contrairement au filtre particulaire ale´atoire, ou` seuls le nombre total de particules et la redistri-
bution conditionnent le bon fonctionnement du filtre, le filtre de´terministe requiert un parame´trage
plus important, essentiel pour atteindre le couˆt algorithmique restreint que permet le nombre re´duit
de particules.
7 Mise en œuvre du filtre de´terministe a` particules gaussiennes 61
7-1 Cas des particules de Gauss
Nous pre´sentons, ici, le parame´trage du filtre a` particules de´terministes de Gauss base´e essentiel-
lement sur la garantie de la validite´ des approximations locales conditionnelles du syste`me d’e´tat
par plages de fonctionnement donne´es (dynamique et rapport Signal/Bruit), point cle´ pour une
mise en œuvre efficace et une meilleure approximation de l’estime´e.
Le filtre a` particules de´terministes de Gauss est base´ sur une approximation “segmentaire” par
line´arisation locale des e´quations de dynamique et d’observation :
f(x,w) 
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
a0x+ b0w + c0 si (x,w) ∈ I0 × J0
a1x+ b1w + c1 si (x,w) ∈ I1 × J1
...
...
aix+ biw + ci si (x,w) ∈ Ii × Ji
...
...
asx+ bsw + cs si (x,w) ∈ Is × Js
avec :
– ai, bi et ci matrices de dimensions respectifs nxn, nxm et nx1 (n dimension du vecteur d’e´tat
et m celle du vecteur de bruit de dynamique),
– Ii compacts de R
n tels que
⋃s
i=0 Ii couvre l’essentiel du domaine d’incertitude de x,
– Ji compacts de R
m tels que
⋃s
i=0 Ji couvre l’essentiel du domaine de de´finition de w.
h(x) 
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
α0x+ β0 si x ∈ K0
α1x+ β1 si x ∈ K1
...
...
αix+ βi si x ∈ Ki
...
...
αqx+ βq si x ∈ Kq
avec :
– αi, βi matrices de dimensions respectifs pxn et px1 (n dimension du vecteur d’e´tat et p celle
du vecteur de mesure),
– Ki compacts de R
n tels que
⋃q
i=0 Ki couvre l’essentiel du domaine d’incertitude de x.
Une telle approximation “segmentaire” impose des contraintes sur les domaines d’incertitude,
et donc sur les variances12, de certaines composantes de la variable d’e´tat.
Ceci revient a` garantir que les variances des composantes d’e´tat critiques pour la line´arisation
locale restent infe´rieures aux seuils de´finis par l’approximation “segmentaire” tout au long du trai-
tement :
∀k, P iαα ≤ Sα
ou` α de´signe une composante scalaire du vecteur d’e´tat x sujette a` une contrainte de line´arisation,
et Sα le seuil correspondant.
Or, l’e´volution de ces variances est donne´e par l’e´quation de Riccati des line´arisations correspon-
dantes. La simulation hors-ligne de l’e´quation locale de Riccati permet donc de fixer les variances
12le domaine de confiance d’une gaussienne e´tant empiriquement fixe´ a` deux fois son e´cart-type
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e´le´mentaires de l’e´tat initial et des diffe´rentes composantes du bruit de dynamique, pour une va-
riance d’e´tat impose´e par la line´arisation segmentaire. En pratique cette simulation hors-ligne est
re´alise´e le long de trajectoires de re´fe´rence se´lectionne´es en fonction des objectifs pratiques.
Les variances e´le´mentaires ainsi de´finies permettent, pour un domaine d’incertitude donne´ de
de´terminer les discre´tisations N0 et M ne´cessaires aux line´arisations segmentaire de x0 et w.
Par ailleurs, la simulation de l’e´quation de Riccati permet de pre´ciser les variances e´le´mentaires
des particules gaussiennes en re´gime permanent. La periodicite´ “maximale” TB/S des Branche-
ment/Se´lection permettant d’e´viter la divergence du filtre s’obtient, donc, a` partir du temps mini-
mal pour atteindre une erreur e´gale a` l’e´cart-type13 du re´gime permanent selon l’une au moins des
composantes d’e´tat.
La taille de l’arborescence particulaire exhaustive est alors donne´e par :
Nk = N0(M)
	 kTB/S 

ou`  kTB/S  de´signe la partie entie`re de
k
TB/S
: nombre de Branchement/Se´lection re´alise´ a` l’instant
k.
Pour un nombre de particule N , la dure´e moyenne d’inte´gration cohe´rente permise est donc donne´e
par la formule :
N  N0(M)	
τ
TB/S


Enfin, le seuil α du domaine de non-interpe´ne´tration des gaussiennes e´le´mentaires peut eˆtre
empiriquement fixe´ au tiers de son e´cart-type.
7-2 Cas des particules de Dirac
Bien qu’il ne concerne pas les applications aborde´es dans ce me´moire, pour le cas de particules
de Dirac (ou celui des composantes ponctuelles des particules de Dirac-Gauss) pour des variables
d’e´tat continues s’inspire de la proce´dure expose´e ci-dessus pour sa parame´trisation. Il suffit d’ap-
pliquer l’approximation “minimale” d’une mesure gaussienne par 2n +1 mesures de Dirac telle que
celle adopte´e par la “unscented Transformation” (cf section 8-1-3 du chapitre 1).
De meˆme que dans le cas de particules gaussiennes, le nombre total de particules est fixe´ par
le temps d’inte´gration cohe´rente suffisant a` la se´lection de´terministe. Par ailleurs, l’e´tendue du
domaine de non-interpe´ne´tration des particules ponctuelles, ainsi que l’intermittence des Branche-
ment/Se´lection, peuvent eˆtre obtenues de manie`re similaire en remplac¸ant les variances des parti-
cules gaussiennes par leurs e´quivalent “unscented”.
Sachant que le parame´trage gaussien est toujours infe´rieur ou e´gal au parame´trage “unscented”,
cela souligne qu’aucun surcroˆıt de performance ne saurait eˆtre espe´re´ par des particules de Dirac
et qu’elles doivent satisfaire aux meˆmes pre´cautions que les particules de Gauss traite´es dans ce
me´moire.
Notons, enfin, que, dans le cas de bruit-source a` valeur discre`te dans un alphabet fini, le nombre
de points de discre´tisation et leurs positions dans l’espace du bruit sont optimalement donne´s par
le cardinal et les valeurs de l’alphabet fini B.
13choix expire´mental garantissant un bon compromis entre vitesse de convergence et charge de calcul
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7-3 De´composition des particules gaussiennes mal conditionne´es
Le calibrage du filtre particulaire de´crit ci-dessus permet de garantir son bon fonctionnement
pour une plage donne´e. Dans une application re´elle, des baisses significatives temporaires et impre´-
vues de l’observabilite´ peuvent conduire a` la divergence du filtre. En effet, malgre´ un nombre de
particules suffisant pour ces faibles observabilite´s, l’augmentation des variances des particules gaus-
siennes engendre un mauvais conditionnement a` la marge pre´vue de line´arisation. Cela se traduit
par la distabilisation des filtres locaux et donc la divergence du filtre particulaire.
L’exigence de robustesse doit e´viter un tel comportement de tout ou rien : passage abrupt d’un
fonctionnement optimal avec fortes pre´cisions a` une divergence irre´versible du filtre. Pour cela, on
introduit dans l’algorithme particulaire une proce´dure de de´composition des gaussiennes mal condi-
tionne´es14. Cette proce´dure correspond a` l’ajout d’une contrainte sur les variances particulaires des
composantes critiques.
Soit xk =
[
αk
θk
]
vecteur d’e´tat ou` αk est une composante scalaire critique pour la line´arisation
et θk le vecteur contenant les autres composantes.
La particules gaussiennes :
pi(xk|Yk) = N
(
xk − x̂i, P i
)
avec x̂i =
[
α̂i
θ̂i
]
, P i =
(
P iαα P
i
αθ(
P iαθ
)T
P iθθ
)
et P iαα > Sα Seuil de line´arisation,
s’e´crivent en fonction de la densite´ conditionnelle marginale de αk :
pi(xk|Yk) = pi(αk|Yk)pi(θk|αk, Yk)
= N (αk − α̂i, P iαα) N (θk − Ei(θk|αk, Yk), P iθ|α)
avec :
Ei(θk|αk, Yk) = θ̂i +
(
P iαθ
)T (
P iαα
)−1 (
αk − α̂i
)
P iθ|α = P
i
θθ −
(
P iαθ
)T (
P iαα
)−1
P iαθ
La densite´ gaussienne pi(αk|Yk) de la variable scalaire αk peut eˆtre approche´e par une somme finie
de Li gaussiennes ponde´re´es de variance Sα :
N
(
αk − α̂i, P iαα
)  Li∑
l=1
ρi,lN
(
αk − α̂i,l, Sα
)
avec :
– αi,l nouvelles positions particulaires espace´es de 2
√
Sα et re´parties sur l’intervalle
15[
α̂i − 2√P iαα, α̂i + 2√P iαα] de largeur 4√P iαα, d’ou` Li = 2√P iααSα .
– ρi,l poids normalise´ de la position particulaire αi,l proportionnel a` sa probabilite´ N (α̂i,l −
α̂i, P iαα).
14i.e. de fortes variances selon les axes d’e´tat critiques pour la line´arisation.
15Domaine de confiance retenue pour la densite´ gaussienne.
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D’ou` la discre´tisation fine de la particule (densite´ de variable vectorielle) i :
pi(xk|Yk) 
(
Li∑
l=0
ρi,lN
(
αk − α̂i,l, Sα
))
pi(θk|αk, Yk)

Li∑
l=0
ρi,lN
(
xk − x̂i,l, P i,l
)
avec,
x̂i,l =
[
α̂i,l
θ̂i,l
]
=
[
α̂i,l
θ̂i +
(
P iαθ
)T (
P iαα
)−1 (
α̂i,l − α̂i)
]
et,
P i,l =
⎛⎝ Sα P i,lαθ(
P i,lαθ
)T
P i,lθθ
⎞⎠
ou` :
P i,lαθ = Sα
(
P iαα
)−1
P iαθ
P i,lθθ = P
i
θθ −
(
P iαθ
)T (
P iαα
)−1 (
P iαθ − Sα
(
P iαα
)−1
P iαθ
)
Fig. I.2.7 – De´composition d’une particule gaussienne
La de´composition des gaussiennes de fortes variances, re´alise´e axe par axe selon chaque compo-
sante critique pour la line´arisation, augmente la cardinalite´ du support particulaire. Une se´lection
au sens du maximum de vraisemblance telle que celle re´alise´e apre`s l’e´tape de branchement est
ne´cessaire pour maintenir constant le nombre total de particules utilise´es. En effet, cette e´tape est
e´quivalente a` un branchement implicite adapte´16 aux particules mal conditionne´es.
16Pour des conside´rations de couˆt algorithmique, un branchement explicite pre´de´fini (pour une plage de fonction-
nement donne´e) doit eˆtre maintenu. En effet, un tel branchement permet de rejeter une partie de la complexite´
algorithmique lie´e a` la de´composition a` la phase hors-ligne de calibrage du filtre.
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7-4 Algorithme de de´composition des particules
1. Initialisation du support particulaire.
2. Branchement de´terministe
3. Pre´dictions locales.
3.a- Satisfaction des contraintes de line´arisation de f(x,w) :
- N˜ = NM .
- Pour toute composante α critique pour la line´arisation
- Pour chaque particule i ∈ {1, · · · , N˜}
- Si P iαα > Sα (De´passement de Sα seuil de line´arisation selon α.)
- De´composition de la particule i en Li = 2
√
P iαα
Sα
nouvelles :
pi(xk|Yk) = pi(αk|Y )pi(θk|αk, Y )

⎛⎝ Li∑
j=1
ρi,jp
i,j(αk|Yk)
⎞⎠ pi(θk|αk, Y )

Li∑
j=1
ρi,jp
i,j(xk|Yk)
- Mise a` jour du nombre total de particules :
N˜ =
eN∑
i=1
Li
- Se´lection des NM particules les plus massives parmi les N˜ existantes.
3.b- Pre´dictions locales par Kalman-e´tendus
4. Corrections locales.
4.a- Satisfaction des contraintes de line´arisation de h(x) :
- N˜ = NM .
- Pour toute composante α critique pour la line´arisation
- Pour chaque particule i ∈ {1, · · · , N˜}
- Si P iαα > S
′
α (De´passement de S
′
α seuil de line´arisation selon α.)
- De´composition de la particule i en Li = 2
√
P iαα
S′α
nouvelles.
- Mise a` jour du nombre total de particule N˜ =
∑ eN
i=1 Li.
- Se´lection des NM particules les plus massives parmi les N˜ existantes.
4.b- Corrections locales par Kalman-e´tendus
5. Ponde´rations
6. Se´lections :
6.a- Se´lection locale (Exclusions mutuelles).
6.b- Se´lection de´terministe.
7. Estimation.
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8 Algorithme du Filtre a` particules de´terministes de Gauss
1. Initialisation :
Le support initial, caracte´rise´ par l’ensemble des moyennes et covariances
{xi0, P i0}Ni=1, doit ve´rifier trois points :
– Assurer la validite´ locale de la line´arisation. Chacune des particules doit eˆtre affecte´e d’une
covariance adapte´e aux limites de line´arisation.
– Garantir la couverture de l’espace d’incertitude initial avec un support particulaire ”jointif”
dans les re´gions les plus pertinentes (distance inter-particules) afin de couvrir tout l’espace
d’e´tat utile.
– Approcher au mieux la densite´ de probabilite´ initiale de l’e´tat et notamment l’ordre des
vraisemblances dans l’affectation de poids aux probabilite´s des positions occupe´es par les
particules.
2. Exploration :
A l’instant k − 1, on dispose pour chaque particule i dans {1, . . . , N}, de la se´quence W ik−1
de vraisemblance V ik−1. Toutes les M hypothe`ses w
i
k = wj correspondant a` la discre´tisation
du bruit de dynamique sont explore´es.
3. Pre´dictions locales :
3-a. De´composition des particules :
– Pour toute composante α critique pour la line´arisation :
– De´composition des particules gaussiennes violant la contrainte de line´arisation de
f(x,w) selon l’axe α.
– Mise a` jour du nombre total de particules.
– Se´lection des NM particules les plus massives.
3-b. Calcul des densite´s e´le´mentaires pi(xk|Yk−1) :
La pre´diction de l’e´tat particulaire xik|k−1 s’effectue par :
xik|k−1 = fk−1(x
i
k−1|k−1, w
i
k) (2.12)
La covariance de l’erreur de pre´diction P ik|k−1 s’obtient apre`s line´arisation de l’e´quation
de dynamique :
xk = x
i
k|k−1 + F
x,i
k−1(xk−1 − xik−1|k−1) + Fw,ik−1(wk − wik) (2.13)
ou` F x,ik−1 (respect. F
w,i
k−1) de´signe le jacobien de f par rapport a` l’e´tat x (respect. le bruit
w) calcule´ au point (xik−1|k−1, w
i
k) (le long de la trajectoire particulaire), on obtient
alors :
P ik|k−1 = F
x,i
k−1P
i
k−1F
x,i
k−1
T
+ Fw,ik−1qiF
w,i
k−1
T
(2.14)
4. Corrections locales :
4-a. De´composition des particules :
– Pour toute composante α critique pour la line´arisation :
– De´composition des particules gaussiennes violant la contrainte de line´arisation de
h(x) selon l’axe α.
– Mise a` jour du nombre total de particule.
– Se´lection des NM particules les plus massives.
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4-b. Calcul des densite´s e´le´mentaires pi(xk|Yk) :
xik|k et P
i
k sont obtenus comme dans l’e´tape de correction de filtrage de Kalman e´tendu :⎧⎪⎨⎪⎩
xik|k = x
i
k|k−1 +K
i
k(yk − hk(xik|k−1))
Kik = P
i
k|k−1H
i
k
T
(HikP
i
k|k−1H
i
k
T
+Rk)
−1
P ik = P
i
k|k−1 −KikHikP ik|k−1
(2.15)
ou` Hik de´signe le Jacobien de h par rapport a` l’e´tat x calcule´ en x
i
k|k−1.
5. Calcul des vraisemblances :
On calcule les MN vraisemblances des se´quences {{W ik−1, wik = wj}Mj=1}Ni=1 par l’e´quation
re´cursive :
V i,jk = V
i
k−1 + V (yk|xik−1, wik = wj) + V (wik = wj) (2.16)
6. Se´lections :
6-a. locale : E´limination des particules chevauchant des particules plus massives.
6-b. globale : Parmi les possibilite´s explore´es restantes, les N trajectoires particulaires
posse´dant les vraisemblances les plus e´leve´es sont se´lectionne´es.
7. Estimation :
L’estimateur a` maximum de vraisemblance coincide avec la se´quence particulaire
(x̂0, Ŵk)  (ximax0 ,W imaxk ) ou` imax = arg maxi=1,...,N V
i
k (2.17)
Plus le nombre de particules est e´leve´, mieux on approche l’optimum the´orique (inaccessible
de manie`re re´alisable).
Remarque 8.1
Les algorithmes a` particules de Dirac ou a` particules de Dirac-Gauss sont obtenus en remplac¸ant les
pre´dictions et corrections locales, la mise a` jour des vraisemblance et la se´lection locale (exclusion
mutuelle) par celles correspondantes pour les particules utilise´es. Ce qui revient, tout simplement,
a` annuler les variances des composantes ponctuelles de chaque particule.
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Fig. I.2.8 – Organigramme du filtre particulaire
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9 Convergences du Filtre Particulaire de´terministe
Le de´faut d’inde´pendance des filtres particulaires ale´atoires se retrouve ici dans le de´faut d’ex-
haustivite´ de la se´lection.
Toutefois, la concentration a posteriori des particules dans les re´gions les plus pertinentes de
l’espace d’e´tat, la redondance minimale entre particules et la finitude de la variance conditionnelle
du processus estime´ permettent d’arguer sur la vraisemblance de la convergnce uniforme dans le
temps, sans pour autant en apporter une preuve rigoureuse.
La convergence pour un instant k donne´ s’obtient simplement par la convergence du filtre “ex-
haustif” a` N0M
k particules. Ce qui, a` horizon temporel illimite´, correspond a` une mise en œuvre
a` nombre de particules variables de l’algorithme de´terministe. Notons que, dans le cas de parti-
cules gaussiennes, un tel algorithme est e´quivalent au filtre a` sommes augmentantes de gaussiennes
[Sorenson 71].
10 Extension a` l’estimation a` minimum de variance
L’estime´e a` minimum de variance e´tant donne´e par :
x̂k|k =
∫
xp(xk|Yk)dx
=
∫
x
(∫
p(Xk|Yk)dXk−1
)
dx
Elle peut eˆtre approche´e par
x̂k|k 
N∑
i=1
ρix̂
i
k|k (2.18)
avec :
– pN (Xk|Yk) =
∑N
i=1 ρipi(Xk|Yk) approximation particulaire de la densite´ de probabilite´ condi-
tionnelle trajectorielle.
– pi(xk|Yk) =
∫
pi(Xk|Yk)dXk−1 marginale de la densite´ de probabilite´ e´le´mentaire condition-
nelle a` la particule i.
– x̂ik|k moyenne de pi(xk|Yk) et point terminal de la trajectoire particulaire X̂ ik|k.
La probabilite´ marginale (e´tat courant) e´tant fonction de la probabilite´ trajectorielle, on peut
aise´ment adapter les re´sultats pre´ce´dents a` l’estimation a` minimum de variance, en changeant de
crite`re de se´lection.
En effet, les redistributions a` maximum de vraisemblance sont inadapte´es a` la de´termination de
la moyenne, car non conforme en loi comme le montre la figure I.2.9. La meˆme remarque s’applique
a` toute autre se´lection non-conforme en loi (seuils, etc.), telle que sugge´re´e dans [Sorenson 71].
Se´lection a` minimum de variance
Un crite`re de se´lection adapte´ au minimum de variance doit eˆtre conforme a` la variance globale du
support particulaire. En effet, la variance minimise´e par le crite`re d’estimation, pour la probabilite´
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conditionnelle approche´e PNM (xk|Yk), s’e´crit :
VNM (x¯k) = EPNM
(
(xk − x¯k)(xk − x¯k)T
)
=
NM∑
i=1
ρi
(
(x¯k − x̂ik)(x¯k − x̂ik)T + P ik|k
)
(2.19)
avec P ik|k variance de la particule i (nulle pour des particules de Dirac).
Or, apre`s e´limination de la particule j, l’approximation de la densite´ de probabilite´ conditionnelle
est donne´e par :
P jNM−1(xk|Yk) =
NM∑
i=1
i=j
ρi
1− ρj pi(xk|Yk)
et la variance, autour de x¯k, s’e´crit :
V
j
NM−1(x¯k) = EPNM−1
(
(xk − x¯k)(xk − x¯k)T
)
=
NM∑
i=1
i=j
ρi
1− ρj
(
(x¯k − x̂ik)(x¯k − x̂ik)T + P ik|k
)
(2.20)
Le crite`re propose´ ici consiste a` minimiser la distance
∥∥∥VNM − V jNM−1∥∥∥
pNM
:
min
j
‖ΔVj‖2 = min
j
(∥∥∥VNM (x̂)− Vj(X̂)∥∥∥2 + 2 ∥∥xj − x̂∥∥2 ‖VNM (x̂)‖)
La proce´dure de se´lection consiste alors a` e´liminer re´cursivement NM−N particules du support
particulaire initial pour n’en garder que les N meilleures en ce sens.
Se´lection des particules :
- Pour l ∈ {1, · · · , NM −N}
- Calcul du crite`re de se´lection ‖ΔVi‖2 pour toutes les particules candidates.
- Elimination de la particule j = argmini ‖ΔVi‖2.
- Renormalisation des poids ρi des particules survivantes.
Remarque 10.1
Sortant du cadre de ce me´moire sur le maximum de vraisemblance trajectoriel, l’algorithme de
se´lection de´crit ci-dessus n’est qu’une e´bauche. Une e´tude approfondie de sa mise en œuvre, son
couˆt et ses performances est ne´cessaire pour le valider.
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Fig. I.2.9 – Comparaison des crite`res de se´lection dans un cas scalaire bimodal
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11 Conclusion
Le filtre a` particule de´terministe de Gauss permet d’apporter une solution nume´rique au proble`me
d’estimation a` maximum de vraisemblance trajectorielle dans le cas ge´ne´ral de variable d’e´tat conti-
nue. Dote´ de proce´dures (exclusion mutuelle, de´composition de gaussiennes) e´vitant la dissipation
des ressources dans des redondances inutiles et renforc¸ant la robustesse, il optimise l’utilisation des
ressources de calcul disponibles pour l’approximation de l’estime´e. C’est graˆce au de´veloppement
paralle`le de cette technique et de deux de ses applications (Radar et GPS) concentrant un grand
nombre des difficulte´s rencontre´es en traitement de signal non-line´aire (fortes dynamiques, faible
observabilite´, incohe´rence, variables hybrides) que la me´thode a pu eˆtre comple´te´e, notamment par :
– l’identification des proble`mes lie´s a` la limitation du nombre de particules ( la convergence a`
l’infinie ne garantissant pas l’optimalite´ de l’exploitation des ressources),
– l’introduction de proce´dures cohe´rentes avec l’interpre´tation particulaire et l’objectif du fil-
trage, permettant de pallier au mieux le manque inhe´rent d’exhaustivite´.
L’extension aux crite`res marginaux (minimum de variance, maximum de vraisemblance margi-
nale), aborde´e a` la fin de ce chapitre, est purement illustrative. Plus ge´ne´ralement, une nouvelle
technique de redistribution de´terministe conforme en loi est envisageable.
Chapitre 3
Application a` la boucle de
verrouillage de phase
1 Introduction
La poursuite de phase est un proble`me critique pour un grand nombre d’application du trai-
tement de signal. En effet, les techniques, base´es sur Emission/Re´ception de signal pour e´change
ou collecte d’information (Telecommunication, Radar, GPS, Sonar...), utilise la modulation d’une
porteuse sinuso¨ıdale pour la transmission efficace du signal a` travers le canal de transmission. Ce
canal de transmission de´forme le signal e´mis par atte´nuation d’amplitude, de´calage de fre´quence
et de´phasage. Apre`s de´modulation, l’information utile comprend la part sinuso¨ıdale re´sultant de
ces perturbations. La re´ception optimale ne´cessite, donc, outre l’acquisition et la poursuite des
parame`tres du signal utile, celles des parame`tres sinuso¨ıdaux restants apre`s l’effet du canal de
transmission. Ce dernier proble`me correspond a` la poursuite d’une sinuso¨ıde complexe bruite´e de
fre´quence, d’amplitude et de phase perturbe´es par des bruits de dynamique.
La poursuite de phase correspond au proble`me d’estimation du signal Doppler de forte dyna-
mique dans les proble`mes de localisation et de positionnement par Emission/Re´ception de signal
e´le´ctromagne´tique aborde´s dans ce me´moire. Le Doppler est d’importance capitale pour la re´ception
optimale des signaux Radar/GPS, car son estimation conjointement aux autres parame`tres du
proble`me garantit l’optimalite´ des performances du filtrage. D’autre part, fonction de la vitesse
relative Emeteur/Re´cepteur, sa poursuite permet d’ame´liorer la pre´cision de la pre´diction inhe´rente
a` l’estimation optimale.
L’estimation de la phase Doppler pre´sente de fortes non-line´arite´s. Elle ne peut eˆtre traite´e
optimalement, de fac¸on globale, par les techniques classiques, notamment dans le cas de forte dy-
namique et de faible observabilite´.
Une solution a` particules de´terministes de Gauss pour le proble`me de verrouillage de phase
sous forte dynamique et faible observabilite´ est pre´sente´e dans ce chapitre. Ses performances y sont
compare´es a` celles obtenues par un banc de filtres de Kalman e´tendus, technique optimale pour de
faible bruit de dynamique, afin de montrer l’apport de la discre´tisation de l’espace des bruits. De
plus, outre les performances en filtrage, les re´sultats nume´riques du lisseur particulaire de´terministe
sont reporte´s. Enfin, pour une meilleur illustration de l’intereˆt de l’e´tape d’exclusion mutuelle des
particules gaussiennes, les performances avec et sans cette e´tape sont compare´es pour un proble`me de
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poursuite de phase cohe´rente par intervalle. En effet, ce proble`me, d’un re´el intereˆt dans la poursuite
de cible scintillante pour le proble`me radar, favorise le recouvrement entre particules. Il montre
bien, d’une part, la re´duction de la complexite´ algorithmique apporte´e par la non-interpe´ne´tration,
et d’autre part, la garantie de la stabilite´ du filtre pour des traitements de longues dure´es qu’elle
permet.
2 Mode´lisation du proble`me
Dans un proble`me de poursuite de phase, le signal rec¸u est donne´e par l’e´quation d’observation :
yk = Ak exp
−jφk +vk
avec, Ak Amplitude du signal, φk sa phase et vk un bruit blanc gaussien complexe de variance R.
Dans le cas de forte dynamique, la variation de la phase peut eˆtre de´crite par ses deux premie`res
de´rive´es :
– fk sa fre´quence,
– Δfk taux de variation de la fre´quence (≡ acce´le´ration en cine´matique)
La variables d’e´tat est, alors, un vecteur de R4 donne´ par :
xk =
⎛⎜⎜⎝
Ak
φk
fk
Δfk
⎞⎟⎟⎠
et dont la dynamique est gouverne´e par l’e´quation d’e´tat :⎧⎪⎨⎪⎪⎩
Ak = Ak−1 + ρk
φk = φk−1 + 2πfk−1T + kθk
fk = fk−1 +Δfk−1T
Δfk = Δfk−1 +Πkwk
avec :
– k un bruit Poissonien inde´pendant de fre´quence λ mode´lisant l’occurence d’un saut in-
cohe´rent sur la phase ( λ = 0 pour une phase cohe´rente),
– θk la valeur du saut de phase inde´pendant uniforme´ment distribue´ sur [−π, π],
– ρk un bruit blanc gaussien de variance σρ qui repre´sente la de´rive de l’amplitude du signal,
– Πk un bruit Poissonien inde´pendant de fre´quence λΠ repre´sentant l’occurence d’un change-
ment de dynamique de la fre´quence (≡ commande de pilotage pour un avion),
– wk un bruit blanc gaussien de variance σw (≡ consigne d’acce´le´ration en cine´matique),
– et T pe´riode d’e´chantillonnage.
3 Solution a` particules de´terministes de Gauss
3-1 Phase cohe´rente
Dans un premier temps, nous nous inte´ressons au proble`me de poursuite de phase cohe´rente (ie
λ = 0).
L’application de la technique a` particules de´terministes de Gauss ne´cessite la garantie de validite´ des
line´arisations locales du mode`le durant tout le traitement, tant en re´gime transitoire qu’en re´gime
permanent. Ceci impose par une discre´tisation suffisamment fine par des particules gaussiennes de
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l’espace d’incertitude initiale (re´gime transitoire), ainsi que des domaines des bruits de dynamique
( re´gime permanent).
Les parame`tres de ces discre´tisations sont obtenues par une e´tude fine a priori de la dynamique du
syste`me et de la sensibilite´ de l’observation, que nous de´crivons ci-apre`s.
3-1-1 Line´arisation du mode`le d’e´tat
Comme il est bien connu, le cercle trigonome´trique de l’exponnentielle complexe peut eˆtre
line´arise´ de fac¸on “minimaliste” par quatre segments de droite des intervalles de largeur π
2 . L’incerti-
tude initiale sur la phase peut, donc, eˆtre discre´tise´e par des particules gaussiennes dont l’e´cart-type
n’exce`de pas π4 .
La garantie de la validite´ de la line´arisation en re´gime transitoire ne´cessite aussi la discre´tisation
des fre´quences et de leurs taux de variation. Leurs pas de discre´tisation sont dicte´s par le respect
des contraintes de line´arisation sur la phase. L’e´volution des incertitudes des particules gaussiennes
e´tant donne´e par l’e´quation de Riccati, sa simulation ( a` de´faut de re´solution analytique) permet
de fixer les pas de discre´tisation de toutes les variables d’e´tat, ainsi que le nombre de particule N0
ne´cessaire pour l’approximation de la densite´ de probabilite´ initiale p(x0).
De meˆme, les pas de discre´tisation des bruits de dynamique, et donc le nombreM de discre´tisation
du bruit de dynamique, doivent garantir la validite´ de la line´arisation en re´gime permanent. Ils
peuvent, aussi, eˆtre obtenus par simulation de l’e´quation de Riccati pour les conditions extreˆmes
d’accrochage du filtre souhaite´es. Notons que pour le cas d’application conside´re´, seul le bruit dy-
namique a` occurence poissonnienne Πkwk requiert une discre´tisation fine.
3-1-2 Algorithme de Poursuite de phase cohe´rente avec des particules de´terministes
de Gauss
– Initialisation :
Re´partition e´quidistante des particules gaussiennes {xi0}Ni=1 sur l’espace d’incertitude initiale.
Attribution d’une meˆme variance a priori aux particules e´le´mentaires,
Re´partition des poids de particules selon la densite´ de probabilite´ apriori de l’e´tat,
ρi =
p0(x
i
0)∑
l p0(x
l
0)
(3.1)
– Elimination d’Interpe´ne´tration(Se´lection locale) :
- Pour chaque paire de particules (i, l),
- Si intersection de leurs noyaux solides i.e. Ei ∩ El = ∅
- e´limination de la particule de plus faible poids min(ρi, ρl).
– Exploration/Se´lection globale :
- Pour chaque particules i,
- Pour chaque hypothe`se wk+1 = wj de la discre´tisation du bruit Πkwk
- Calcul du poids a priori de la trajectoire (i, j) :
ρi,j = ρiρ
w
j (3.2)
- Se´lection des N trajectoires particulaires les plus massives.
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– Etape de pre´diction :
La pre´diction de l’e´tat particulaire xik|k−1 s’effectue par :
xik|k−1 = fk−1(x
i
k−1|k−1, w
i
k) (3.3)
La covariance de l’erreur de pre´diction P ik|k−1 s’obtient apre`s line´arisation de l’e´quation de
dynamique :
xk = x
i
k|k−1 + F
x,i
k−1(xk−1 − xik−1|k−1) + Fw,ik−1(wk − wik) (3.4)
ou` F x,ik−1 (respect. F
w,i
k−1) de´signe le jacobien de f par rapport a` l’e´tat x (respect. le bruit w)
calcule´ au point (xik−1|k−1, w
i
k) (le long de la trajectoire particulaire), d’ou` :
P ik|k−1 = F
x,i
k−1P
i
k−1F
x,i
k−1
T
+ Fw,ik−1σiF
w,i
k−1
T
(3.5)
– Etape de correction :
xik|k et P
i
k sont obtenus comme dans l’e´tape de correction de filtrage de Kalman e´tendu :⎧⎪⎨⎪⎩
xik|k = x
i
k|k−1 +K
i
k(yk − hk(xik|k−1))
Kik = P
i
k|k−1H
i
k
T
(HikP
i
k|k−1H
i
k
T
+Rk)
−1
P ik = P
i
k|k−1 −KikHikP ik|k−1
(3.6)
ou` Hik de´signe le Jacobien de h par rapport a` l’e´tat x calcule´ en x
i
k|k−1.
– Calcul des vraisemblances et mise a` jour des poids :
On calcule les N vraisemblances des se´quences {(X ik, wik+1 = wj)Ni=1 par l’e´quation re´cursive :
V ik+1 = V
i
k + V (yk+1|xik, wik+1 = wj) + V (wik+1 = wj) (3.7)
Calcul des nouveaux poids normalise´s,
ρik+1 =
exp(V ik+1)∑
ι exp(V
ι
k+1)
(3.8)
– Estimation :
L’estimateur a` maximum de vraisemblance co¨ıncide avec la se´quence particulaire
(x̂0, Ŵk)  (ximax0 ,W imaxk ) ou` imax = arg maxi=1,...,N V
i
k (3.9)
Remarque 3.1 :
– La se´lection globale a priori permet la mise en œuvre de N Filtres de Kalman e´tendus et donc
une meilleur appre´ciation de la complexite´ algorithmique a` travers le nombre de particules.
– La se´lection locale est remplace´e par une e´limination d’interpe´ne´tration ante´rieure au bran-
chement. Ceci permet de re´duire le nombre de tests d’interpe´ne´tration (mis en œuvre sur un
support de N particules plutoˆt que NM) au prix d’un taux de recouvrement inhe´rent a` une
unique e´tape de branchement.
– Les e´tapes d’exploration/se´lection globale et d’e´limination d’interpe´ne´tration sont mises en
œuvre de fac¸on intermittente pour une re´duction de la complexite´ algorithmique. Leur in-
termittence est de´duite du temps de re´ponse du syste`me dynamique aux sauts de commande
d’acce´le´ration.
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3-2 En pre´sence d’incohe´rence de phase
En pre´sence d’incohe´rence de phase a` occurence poissonienne, le filtre particulaire doit eˆtre
capable de de´tecter l’occurence d’une incohe´rence et d’acque´rir sa valeur.
L’occurence poissonienne des fluctuations, et les contraintes de line´arisation sur la phase ne´cessitent
la discre´tisation de la densite´ de probabilite´ du bruit kθk, et donc une e´tape supple´mentaire de
Branchement/Se´lection de ce bruit de phase au meˆme titre que le bruit des taux de variation de
fre´quence Πkwk.
4 Re´sultats nume´riques
4-1 Performances en filtrage et Lissage des particules de´terministes de
Gauss
4-1-1 Parame`tres d’e´tat
– Rapport S/B : −10 dB,
– T : 1ms,
– Amplitude : ∼ 1
– Incertitude intiale de frequence : [0, 1000] Hz,
– Incertitude intiale de la phase : [−π, π],
– Plage des commandes sur le taux de variation de fre´quence : [−500, 500] Hz/s,
– λΠ = 1Hz,
– σw = 25.10
4,
– σrho = 10
−6.
4-1-2 Parame`tres du filtre
– Nombre total de particules N = 1000,
– Nombre de points de discre´tisation du bruit de dynamique M = 10,
Remarque 4.1
Les re´sultats nume´riques pre´sente´s ici ont e´te´ re´alise´s pour l’algorithme particulaire sans exclusion
mutuelle. Les performances obtenues restent toutefois tre`s illustratives, bien que “sous-optimales”
en terme de re´duction du nombre de particules utilise´es. En effet, le bruit Πkwk est dispersif
1. Par
un choix “judicieux” de l’intermittence de Branchement/Se´lection, le recouvrement est re´duit a` celui
inhe´rent a` la mobilite´ locale par FKE conditionnel des particules gaussiennes. Ceci explique le gain
conside´rable en complexite´ algorithmique dans l’exemple pre´sente´ a` la section 4-3.
4-1-3 Re´sultats nume´riques
La figure I.3.1 pre´sente les performances du filtre particulaire pour les trois e´tapes de l’estimation
a` maximum de vraisemblance :
– ope´ration de filtrage (avant) : a` chaque instant k, le filtre de´livre le point terminal de la
trajectoire a` maximum de vraisemblance x̂imaxk|k avec imax = argmaxi(ρ
i
k|k).
– trajectoire a` maximum de vraisemblance avant lissage : de´livre´e a` la fin du traitement (x̂imaxk|k )
Tf
k=0
avec imax = argmaxi(ρ
i
Tf |Tf ).
1dfk = (dΔf0)kT et dφk = (dΔf0)
(k+1)
2
kT 2, avec : (dΔf0) erreur initiale sur la commande, dfk et dφk erreurs
induites sur la fre´quence et la phase a` l’instant k. Une intermittence de kBS ite´rations se traduit par une erreur de
phase croissante donne´e par : dφk = (dΔf)kBS(
(kBS+1)
2
+ k − kBS)T
2 pour k > kBS
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– estime´e a` maximum de vraisemblance trajectorielle : (x̂imaxk|Tf )
Tf
k=0 avec imax = argmaxi(ρ
i
Tf |Tf ).
Estimation de l’amplitude Erreur d’estimation de la phase
Erreur d’estimation de la frequence Estimation du taux de
variation de la fre´quence
Fig. I.3.1 – Performances des particules de´terministes gaussiennes pour le filtrage et le lissage en
verouillage de phase sous −10 dB
4-2 Comparaison a` un banc de filtre de Kalman e´tendu
Les performances de l’estimation temps-re´el (filtre avant) et trajectorielle des particules de´termi-
nistes de Gauss sont compare´es a` ceux d’un banc de 200 FKE2 paralle`les. La limitation du nombre
des FKE a e´te´ impose´e par les limitations des capacite´s me´moires de la machine utilise´e pour les
expe´riences. En effet, l’absence de passe´ trajectoriel lontain commun de ces filtres n’autorise pas
le recours a` des mise en œuvre par allocution dynamique de la me´moire. Malgre´ le nombre e´leve´
de particules 1000, la taille me´moire utilise´e par le filtre particulaire est stable assez rapidement.
En effet, la capacite´ de me´moire ne´cessaire a` la cre´ation de nouvelles branches particulaires est de
taille sensiblement e´gale a` celle libe´re´e par les trajectoires e´limine´es apre`s une longue inte´gration
2pour lesquels, le bruit gaussien a` occurence poisonienne Πkwk est approche´, comme d’usage, par un bruit blanc
gaussien de variance λΠσw.
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cohe´rente.
On note bien, d’apre`s les premie`res secondes de traitement (∼ 5s figure I.3.2) que la divergence
du FKE paralle`le n’est pas due a` un de´faut de finesse de l’initialisation (nombre de filtre utilise´),
mais a` un proble`me, plus fondamental, lie´ a` l’approximation line´aire globale (i.e. non segmentaire)
inhr´ente au FKE.
Des tests re´alise´s avec un nombre plus e´leve´ de FKE (jusqu’a` 1000) sans me´moire trajectorielle,
pre´sentent un comportement sensiblement identique a` celui pre´sente´ ici.
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Fig. I.3.2 – Comparaisons des performances temps-re´el et trajectorielles des particules de´terministes
de Gauss a` celles d’un banc de FKE paralle`les sous −10 dB
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4-3 Ame´lioration des performances par l’exclusion mutuelle des parti-
cules
Pour mieux illustrer l’ame´lioration de performances par l’exclusion mutuelle, nous pre´sentons,
ici, une application des particules de´terministes de Gauss avec et sans cette e´tape pour le proble`me
de verrouillage de phase avec incohe´rence a` occurence poissonienne. En effet, la phase n’est pas un
parame`tre de commande pour les autres composantes de vecteur d’e´tat. Donc, l’erreur introduite
par saut de phase entre deux hypothe`ses particulaires est stationnaire. Elle s’estompe asympto-
tiquement par l’estimation locale re´alise´e par les particules de Gauss. Le recouvrement est alors
accentue´, et la saturation du support particulaire est plus perceptible.
L’expe´rience est mene´e pour des parame`tres d’e´tat similaires aux cas pre´ce´dents, avec λ=0.5Hz.
Parame`tres du filtre a` particules de´terministes de Gauss (Overlapping DGP) :
– N = 4000,
– MΠw = 10,
– Mθ = 8.
Parame`tres du filtre a` particules de´terministes de Gauss non-interpe´ne´trantes (Non-Overlapping
DGP) :
– N = 400,
– MΠw = 10,
– Mθ = 8,
– Seuil de recouvrement : α = 1/3
Malgre´ le nombre de particules restreint(1/10), le filtre avec recouvrement minimal est plus stable
graˆce a` un meilleur remplissage de l’espace d’e´tat conforme au crite`re d’estimation et a` l’in-
terpre´tation de´terministe du maillage particulaire.
La figure I.3.3 (d) montre la concentration des particules autour de la plus massive. Pour l’al-
gorithme sans restriction de l’interpe´ne´tration (courbe en vert fig. I.3.3 (d)), la concentration par-
ticulaire croit tre`s rapidement pendant les re´gimes “stationnaires” (Π = 0 et  = 0). Ceci montre
que, contrairement aux attentes, la pertinence d’une fine re´gion D de l’espace d’e´tat s’exprime a`
travers les poids et la concentration des particules qui l’occupent
∑ bXi∈D ρi. De plus, cette concen-
tration importante empeˆche l’exploration des trajectoires d’e´tat les moins vraisemblables a priori.
Ceci conduit au de´crochage du filtre, lors de l’ave`nement des e´ve`nements correspondants.
La faible concentration des particules dans les diffe´rentes re´gions d’e´tat e´le´mentaires (courbe en
rouge fig. I.3.3 (d)), pratiquement constante tout au long du traitement, te´moigne d’un meilleur
remplissage de l’espace d’incertitude a posteriori. Ceci optimise l’approximation de la densite´ de
probabilite´ conditionnelle, notamment pour les queues de distribution, permettant aux filtres une
inte´gration cohe´rente plus longue d’e´ve`nements a priori peu vraisemblable.
Notons, enfin, que les pics, observe´s dans l’estimation des parame`tres d’e´tat (figures I.3.3 (a),
(b) et (c)) , sont duˆs aux de´lais naturels d’acquisition des valeurs des sauts, notamment sous faible
rapport Signal/Bruit.
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Fig. I.3.3 – Ame´lioration de la stabilite´ du filtre particulaire et re´duction du nombre de particules
par l’exclusion mutuelle (RSB = −10 dB).
5 Poursuite conjointe de la phase et de la distance en trai-
tement radiale du signal radar
L’exemple de verrouillage de phase, illustre´ ci-dessus, correspond a` la poursuite de phase Dop-
pler dans les proble`mes de re´ception des signaux pour des radars de poursuite, et autres proble`mes
ge´ne´riques comme le GPS, les Te´le´communications.
Pour illsutrer les performances de diffe´rentes versions du filtre a` particules de´terministes de
Gauss, cette section pre´sente les performances du filtre pour les trois crite`res d’estimation :
– Maximum de vraisemblance trajectorielle,
– Maximum de vraisemblance marginale,
– Minimum de variance.
pour le proble`me de re´ception de mesures radiales en radar de poursuite.
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Pour le cas d’une cible radiale3, le mode`le d’e´tat est donne´ par4 :⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ρk+1 = ρk + δρk
γk+1 = γk +Πkδγk
vk+1 = (1− αT )vk + γkT
φk+1 = φk +
4π
λn
vkT + δφk
Dk+1 = Dk + vkT
yni = ρkexp(jφk)
K
R2k
h(iTc − 2Rkc ) + νi
ou` :
– ρ et φ de´signent respectivement l’amplitude et la phase du signal rec¸u,
– D Distance radar-cible,
– v = dD
dt vitesse radiale de la cible,
– γ ∼ d2Ddt2 consigne d’acce´le´ration radiale de la cible,
– α cœfficient de viscosite´,
– Πkδγk saut poissonien a` valeur gaussienne tronque´e de la consigne d’acce´le´ration,
– δφk et δρk bruits blancs gaussiens, respectifs de phase et d’amplitude,
– (yni ) vecteur de mesure a` la reccurence n, l’indice i de´signe le nume´ro de l’e´chantillon de
mesure conside´re´,
– Tc la dure´e de l’impulsion (e´gale a` la pe´riode d’e´chantillonnage des mesures),
– λn longueur d’onde de la porteuse,
– h(.) fonction d’autocorre´lation normalise´e de l’impulsion rectangulaire donne´e par :
h(μ) =
{
1− |μ|Tc si −Tc ≤ μ ≤ Δ
0 sinon.
Les filtres particulaires de´terministes ont e´te´ applique´s, pour les valeurs expe´rimentales sui-
vantes :
– Rapport S/B : [0, 5] dB,
– T : 1ms,
– Tc : 1μs,
– Incertitude intiale de distance : 150m,
– Incertitude intiale de vitesse : ∼ 8m/s,
– Plage des commandes d’acce´le´ration : [−100, 100] m/s2,
– Vitesse de la cible : [−1000, 1000] m/s, (cœfficient de viscosite´ : α = 0.1)
– λΠ = 1Hz,
– σδγ = 10
4,
Parame`tres des filtres a` particules Gaussiennes :
– N = 32,
– MΠδγ = 9,
– Intermittence des Branchement/Se´lection : TBS = 4 ite´rations,
– Seuil de recouvrement : 1/3.
3Mouvement rectiligne selon l’axe de vise´e du Radar
4cf Partie II pour une e´tude de´taille´e de l’application radar
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Fig. I.3.4 – Performances de diffe´rentes versions du filtre particulaire de´terministes dans le traite-
ment des mesures radiales d’un radar de poursuite (RSB ∈ [0, 5 dB]).
6 Conclusion
La technique particulaire illustre´e a` travers les applications cite´es ci-dessus permet d’apporter
une solution ”optimale” au proble`me de filtrage non-line´aire avec un nombre relativement re´duit de
particules : quelques centaines/dizaines en fonction du RSB.
Une telle re´duction de la complexite´ est inatteignable par les techniques particulaires ale´atoires.
En effet, une repre´sentation efficace des flots dynamiques du syste`me (Saut poissonnien de fre´quence
1/1000) susceptible de permettre la poursuite des variations des parame`tres d’e´tat ne´cessiterait
quelques milliers de particules5. Cette e´conomie cruciale pour les applications temps-re´el, objet
d’e´tudes contractuelles, est illustre´e plus loin a` travers l’application Radar sur donne´es re´elles com-
pare´e a` la campagne ale´atoire [Noyer 96]. Elle est due a` l’optimisation des discre´tisations du bruit
de dynamique offerte par l’exploration de´terministe.
5Contrairement a` l’intuition, le couˆt du tirage ale´atoire meˆme pour des particules de Dirac n’est pas ne´gligeable.
Ainsi, malgre´ le couˆt des inversions matricielles dans les FKE locaux et l’exclusion mutuelle, le gain en temps de calcul
apporte´ par la re´duction du nombre de particule reste conse´quent. Observe´ a` travers la comparaison a` performances
quasi-e´gales des temps d’exe´cution du filtre a` particules ale´atoires et celui a` particules de´terministes, ce gain en
temps de calcul e´tend par l’expe´rience les re´sultats developpe´es dans [Karlsson 04] concernant la comparison de la
complexite´ algorithmique entre les particules gaussiennes et les particules de Dirac dans le cas ale´atoire.
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Chapitre 4
Conclusion de la
premie`re partie
La pre´sentation cohe´rente des principales techniques de re´solution nume´rique du proble`me de
filtrage non-line´aire a permis de dresser un e´tat de l’art comparatif de ces me´thodes et de montrer,
d’une part, l’innovation apporte´e par le filtre a` particules de´terministes propose´, notamment par
rapport a` son pre´de´cesseur ale´atoire, et d’autre part, les gains de performances que laissent escomp-
ter ses spe´cificite´s.
En effet, base´ sur une re´-interpre´tation de´terministe du principe particulaire et dote´ d’instru-
ments d’optimisation du maillage de l’espace d’e´tat adapte´s a` l’objectif de l’estimation (crite`re), le
filtre a` particule de´terministe garantit une gestion efficace des ressources de calcul disponibles. Les
gains de performances, d’ores et de´ja` illustre´s dans ce qui pre´ce`de, seront plus amplement inves-
tigue´s dans la suite a` travers deux applications d’inte´reˆt majeur : Traitement des signaux Radar et
GPS.
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86 Conclusion
Deuxie`me partie
Re´cepteur particulaire pour radar
de veille/poursuite
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Chapitre 1
Introduction
Le traitement optimal des signaux radar, notamment en pre´sence de :
– cible fortement manœuvrante,
– faible rapport signal/bruit,
ne´cessite une approche globale du proble`me non-line´aire que pose l’extraction de l’information.
Or, habituellement, ce proble`me est re´solu par un de´coupage arbitraire des parties de´tections et
poursuites :
– La cible est d’abord de´tecte´e par inte´gration d’un certain nombre de recurrences, lorsque le
signal cumule´ de´passe un certain seuil.
– Ensuite, la cible e´tant de´tecte´e, les informations de´livre´es par l’extracteur servent a` initialiser
un filtre local prenant en compte la dynamique de la cible permettant d’estimer sa trajectoire.
Peu de me´thodes se sont inte´resse´es au proble´me de de´tection/pousuite dans son ensemble.
Souvent, les ame´liorations propose´es pour le traitement des informations radar ne concerne
que le pistage de cible a` partir des donne´es pre´traite´es. Il est clair que de tels proce´de´s sont
loins d’eˆtre optimaux, et que l’ame´lioration significative des performances des syste`mes radar
ne´cessite le de´veloppement de re´cepteurs non-line´aires optimaux capable de prendre en compte
une mode´lisation comple`te du proble`me (Chapitre 2).
La technique particulaire a` branchement ale´atoire, propose´e de`s 1989, a permis de mettre en
e´vidence les be´ne´fices de la re´solution optimale du proble`me de re´ception des signaux radar de`s 1996.
Les re´sultats pre´sente´s dans [Noyer 96] montrent l’important gain de performance que permet cette
approche, mais au prix d’un couˆt calculatoire peu accessible en temps re´el.
Les re´centes ame´liorations de l’algorithme particulaire :
– utilisation des particules ale´atoires gaussiennes [Teuliere 00],
– introduction de l’exploration de´terministe pour les variables d’e´tat discre`tes [Bensalem 02],
ont permis a` performances e´gales une grande e´conomie de calcul par rapport aux versions pre´ce´den-
tes. Cette e´conomie est d’autant plus cruciale pour l’application radar que les exigences temps-re´el
y sont une ne´cessite´.
Il s’agit dans cette partie de montrer l’efficacite´ du filtre a` particules de´terministes de
Gauss, adapte´ au cas de variables d’e´tat continues,
– tant au niveau des gains de performances par rapport aux techniques classiques,
– qu’en terme d’e´conomie de calcul par rapport a` la version ale´atoire,
pour deux types de missions radar : la veille (Chapitre 5) et la poursuite (Chapitres 3 et 4).
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Chapitre 2
Proble´matique radar :
Introduction et mode´lisation
1 Introduction
Le R.A.D.A.R. (Radio Detection And Ranging) est un moyen de de´tection de cible et d’es-
timation de leurs positions base´ sur l’e´mission/re´ception d’ondes e´lectromagne´tiques. Pendant sa
propagation et sa re´flexion le signal radar subit des transformations de´pendant des caracte´ristiques
e´lectromagne´tiques et cine´matiques de la cible. La re´ception du signal ainsi transforme´ permet de
reconstruire ces caracte´ristiques.
Le traitement optimal du signal Radar ne´cessite la mode´lisation pre´cise du signal rec¸u et de la dy-
namique re´gissant l’e´volution de ses parame`tres. Ceci suppose une prise en compte rigoureuse des
e´le´ments constitutifs des chaˆınes d’e´mission et d’acquisition du Radar et des e´quations de mesure
qui en de´coulent. Aussi, le suivi des e´volutions des caracte´ristiques des cibles de´tecte´es, notamment
pour les radars de poursuite, ne´cessite une mode´lisation aussi fide`le que possible de la dynamique
de ces caracte´ristiques et de leurs ale´as, dont la finesse conditionne la pre´cision de l’estimation.
Ce chapitre retrace l’e´volution du signal depuis son e´mission jusqu’a` l’entre´e de l’estimateur de ses
parame`tres d’e´tat. Il pre´sente ensuite le mode`le d’e´tat retenu pour la pre´sente e´tude. Il rappelle,
enfin, les principes des techniques classiques de re´ception du signal Radar, ainsi que les principales
solutions particulaires de´ja` propose´es.
2 Principes des syste`mes radar
Le radar est un ensemble comportant un e´metteur, une antenne, un re´cepteur et un syste`me
d’exploitation.
Le signal e´mis est une suite d’impulsions e´lectromagne´tiques, chaque impulsion se propageant dans
l’atmosphe`re a` la vitesse de la lumie`re. Une partie de ce signal est re´fle´chie par la cible sous forme
d’une onde de faible amplitude et de de nature similaire a` celle du signal e´mis. La mesure de la
distance s’effectue par l’interme´diaire de celle du temps de trajet aller-retour de l’onde entre le
radar et la cible. En pre´sence d’une cible a` la distance D, le radar rec¸oit une onde re´flichie avec un
retard :
T =
2D
c
ou` c de´signe la vitesse de propagation de l’onde e´lectromagne´tique.
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La mesure de la distance e´tant insuffisante pour une localisation tri-dimensionnelle de la cible,
elle est combine´e avec une mesure angulaire utilisant la directivite´ des antennes concentre´e dans un
angle limite´ θ, appele´ ouverture du diagramme d’antenne.
Les radars se diffe´rencient entre eux par leurs missions dont de´pend leur manie`re d’explorer l’espace
a` l’aide de leur antenne.
2-1 Radar de Veille
Leur roˆle principal est de de´tecter la pre´sence de cible dans un large domaine de l’espace.
Ils assurent une exploration totale de l’espace par un de´placement re´gulier de leurs faisceaux. Ce
de´placement peut eˆtre re´alise´, par rotation de l’antenne radar, par balayage e´lectronique du faisceau,
ou par une combinaison de ces deux proce´de´s.
2-2 Radar de Poursuite
Un radar de poursuite permet de mesurer de fac¸on suffisamment re´gulie`re les coordonne´es d’une
cible pour de´terminer sa trajectoire et au besoin pre´dire sa position future. Tous les syste`mes radars
peuvent eˆtre conside´re´s comme des radars de poursuite s’ils sont dote´s d’un post-traitement des
informations de´livre´es permettant d’e´tablir des pistes des cibles de´tecte´es. Cependant, le noms de
radars de poursuite de´signe, ge´ne´ralement, les radars qui peuvent effectuer cette ope´ration de pistage
en temps-re´el avec une periodicite´ et une pre´cision suffisantes. Les radars de poursuite utilisent des
proce´de´s de mesure particuliers, tant pour la mesure de la distance que pour les mesures angulaires,
permettant d’affiner la pre´cision de localisation.
On distingue deux cate´gories de radars de poursuite :
– Les radars de poursuite continue, mesurant sans interruption les coordonne´es d’une cible, par
verouillage asservi du faisceau d’antenne sur sa position angulaire.
– Les radars de poursuite discontinue (Track-while-Scan) dont les proprie´te´s permettent de pour-
suivre simultane´ment plusieurs cibles situe´es dans diverses secteurs angulaires. Les diffe´rentes
pistes sont obtenues se´quentiellement sous forme de suites discontinues de fractions de trajec-
toires.
3 Signal Radar
3-1 Signal Radar a` l’e´mission
Le signal e´mis par le radar est dans notre cas a` faible largeur de bande, et s’e´crit sous la forme :
s(t) = u(t)exp(jω0t)
ou`
u(t) est l’enveloppe complexe du signal e´mis de dure´e Ti,
et ω0 = 2πf0 est la pulsation de la porteuse.
3-1-1 Impulsion rectangulaire
L’enveloppe la plus simple utilise´e en radar est l’impulsion rectangulaire de dure´e Ti, donne´e
par :
u(t) =
{
A si 0 ≤ t ≤ Ti
0 ailleurs
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Fig. II.2.1 – Impulsion rectangulaire
La re´solution en distance : distance minimale entre deux objets pour garantir leur distinction a` la
re´ception, pour une telle impulsion est donne´e par :
ΔR =
c
2B
ou` B est la bande du signal inversement proportionnelle a` sa dure´e Ti.
L’utilisation d’impulsions tre`s bre`ves pour affiner la re´solution en distance se heurte a` diverses
limitations technologiques relatives a` l’e´mission de puissances e´leve´es.
3-1-2 Compression d’impulsion
La compression d’impulsion englobe l’ensemble des techniques qui utilisent la modulation en
phase ou en fre´quence de la porteuse pour augmenter la bande du signal sans pe´naliser sa dure´e.
La fonction d’autocorre´lation du signal e´mis est de largeur inversement proportionnelle a` la bande
de ce signal. La pre´cision sur la distance augmente donc avec la bande du signal. Elle est e´quivalente
a` celle d’une impulsion plus e´troite sans modulation.
Modulation de fre´quence line´aire
La modulation “chirp” consiste a` moduler l’impulsion avec une fre´quence qui varie line´airement
pendant sa dure´e Ti :
u(t) = Aexp(jπβt2) si −Ti/2 ≤ t ≤ Ti/2
ou` β repre´sente le rapport entre la largeur de bande Δf du signal et sa dure´e Ti a` l’e´mission. Le
signal radar s’e´crit, dans ce cas :
s(t) = Aexp(j(2πf0t+ πβt
2)) si −Ti/2 ≤ t ≤ Ti/2
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Fig. II.2.2 – Compression d’impulsion par modulation en fre´quence
3-1-3 Train d’impulsions
En pratique, les radars e´mettent des impulsions re´pe´titives a` une certaine fre´quence de re´pe´tition
Fr. Le traitement conjoint de plusieurs impulsions permet d’ame´liorer l’estimation de l’effet Doppler,
et donc de la vitesse radiale de la cible [Chevalier 89]. Il ne´cessite, cependant, une mode´lisation
fine des variations de vitesse le long de l’inte´gration cohe´rente des impulsions successives, pour en
compenser l’effet sur le signal rec¸u.
Par ailleurs, pour des vitesses radiales e´leve´es (plusieurs tours de phase Doppler pendant Tr = 1/Fr),
le sous-e´chantillonnage de l’enveloppe Doppler a` la fre´quence Fr conduit a` des vitesses ambigu¨es
distantes de cFr
2f0
. A court terme, cette ambigu¨ıte´ fonction de la fre´quence porteuse f0 et de la
fre´quence de re´pe´tition Fr peut eˆtre leve´e par changement de l’une ou l’autre de ces fre´quences. A
plus long terme, elle est leve´e par le lien entre le de´placement de l’enveloppe et la vitesse Doppler.
Notons, enfin, que la pe´riode Tr d’une re´currence radar constitue une faible dure´e, elle mode´lise les
variations rapides. Des parame`tres a` dynamique lente peuvent eˆtre suppose´s invariables pendant
plusieurs re´currences.
3-1-4 Agilite´ de fre´quence
L’agilite´ de fre´quence [Chevalier 89] consiste en un codage a` valeurs discre`tes des fre´quences qui
modulent plusieurs impulsions. Une suite de re´currences successives module´es par la meˆme porteuse
est appele´e rafale, elle pre´sente une mesure plus longue du temps que la re´currence e´le´mentaire.
Une rafale correspond, donc, a` des variations plus lentes des parame`tres du signal radar.
Ce codage peut eˆtre accompagne´ par une modification de la fre´quence de re´pe´tition Fr des im-
pulsions e´le´mentaires. Il permet, par les changements de l’une ou l’autre des fre´quences, la leve´e
des ambigu¨ıte´s vitesses. D’autre part, il est, aussi, utilise´ en imagerie radar pour effectuer un
e´chantillonnage en fre´quence de la re´trodiffusion de la cible illumine´e [Chamon 96].
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3-2 Signal rec¸u a` l’entre´e de l’antenne
Durant sa transmission, le signal radar subit une atte´nuation d’espace libre et un retard duˆs au
trajet aller-retour de l’onde e´lectromagne´tique entre le radar et la cible.
De plus, la re´trodiffusion du signal sur la cible affecte les parame`tres du signal radar. Chaque point
de la cible renvoie un signal qui peut eˆtre mode´lise´ a` l’entre´e de l’antenne par :
y(t) =
K0
R2τ/2
D(θτ/2 − θRadar)σs(t− τ) + bt (2.1)
ou` Rτ/2 est la distance radiale du point conside´re´ de la cible lors de la re´flexion et θτ/2 sa position
angulaire. τ est le temps du trajet aller-retour de l’onde, t l’instant de sa re´ception et θRadar l’axe
de vise´e de l’antenne Radar.
Le signal global rec¸u a` l’entre´e de l’antenne radar :
y(t) =
∫
S
K0
R2τs/2
D(θτs/2 − θRadar)σss(t− τs)ds + bt (2.2)
est une somme des contributions des points de la surface S de la cible, visible par le radar.
Diagramme d’antenne
D(Δθ) est le diagramme d’antenne permettant le positionnement angulaire de la cible. Selon le
mode d’extraction de l’information angulaire, on distingue :
– antenne classique :
L’e´quation de mesure 2.2 repre´sente le signal d’antenne. Pour une antenne parabolique d’ou-
verture D, recevant une onde plane de longueur d’onde λ provenant d’un e´metteur de site θ
et de gisement ψ, le gain maximal en puissance est donne´ par [Darricau 93] :
G0 =
(
πD
λ
)2
et le diagramme en amplitude d’antenne pour une illumination uniforme est [Darricau 93] :
D(θ, ψ) =
J1(u)
u
J1(v)
v
avec, u = πDλ sin(θ), v =
πD
λ sin(ψ) et J1 la fonction de Bessel d’ordre 1.
Notons qu’une approximation simplificatrice de ce diagramme peut eˆtre obtenue sous l’hy-
pothe`se de lobe gaussien [Darricau 93],
D(θ, ψ) = exp(−q1θ)exp(−q2ψ)
– technique monopulse : (cf section 7)
L’e´quation de mesure 2.2 est vectorielle. D(Δθ) est le vecteur de  4 des diagrammes Di de
chaque cornet re´cepteur.
– antenne re´seau :
Le vecteur de mesure et le diagramme d’antenne sont de dimension plus importante. Il y a
autant de diagrammes e´le´mentaires que d’e´le´ments re´cepteurs sur l’antenne.
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4 Chaˆıne d’acquisition
La figure 4 montre le sche´ma bloc d’un radar moderne [Chamon 96]. Ce sche´ma repre´sente les
chaˆınes d’e´mission et d’acquisition du radar.
Fig. II.2.3 – Sche´ma bloc du radar
La chaˆıne d’acquisition comporte :
– un me´langeur qui effectue un de´calage vers une fre´quence interme´diaire du signal rec¸u,
– un amplificateur hyperfre´quence, de bruit aussi faible que possible,
– un filtre adapte´ qui effectue la corre´lation du signal rec¸u a` une re´plique du signal utile : c’est
le traitement optimal du signal dans le bruit, pour une impulsion radar, c’est a` dire a` tre`s
court terme (∼ μs),
– un de´modulateur ope´rant le de´calage vers ze´ro de la fre´quence interme´diaire, et de´livrant les
deux composantes en quadrature du signal,
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– un e´chantillonneur nume´rique de pe´riode d’e´chantillonnage e´gale a` la dure´e d’une impulsion
radar : garantie de la blancheur du bruit de mesure apre`s e´chantillonnage.
Nous nous inte´ressons dans ce me´moire a` l’analyse nume´rique du signal radar e´chantillonne´ a` la
sortie du filtre adapte´.
5 Mesures e´chantillonne´es a` la re´ception
Pour des vitesses de cibles usuelles, on a τ =
2Rτ/2
c , avec Rτ/2 la distance de la cible au radar
a` l’instant de re´flexion du signal sur la cible, et c la vitesse de la lumie`re. Le signal radar rec¸u par
l’antenne s’e´crit donc [Chamon 96] :
y(t) =
K0
R2τ/2
D(Δθ)σu(t− 2Rτ/2
c
)exp(jω0(t−
2Rτ/2
c
)) + bt
Soit, apre`s de´modulation :
y(t) =
K0
R2τ/2
D(Δθ)σu(t − 2Rτ/2
c
)exp(j2π
2Rτ/2
λ
) + bt
avec λ = c/f0 longueur d’onde du signal. Le signal a` la sortie du filtre adapte´ correspond a` la
corre´lation du signal de´module´ par une re´plique du signal u(t) envoye´, et s’e´crit :
y(μ) =
∫
y(t)u∗(μ− t)dt
=
K0
R2τ/2
D(Δθ)σh(μ − 2Rτ/2
c
)exp(j2π
2Rτ/2
λ
) + νμ (2.3)
ou` h(μ − 2Rτ/2c ) =
∫
u(t − 2Rτ/2c )u∗(μ − t)dt est la corre´lation de l’enveloppe complexe du signal
rec¸u par la re´plique de l’enveloppe e´mise. L’e´quation 2.3 est obtenue sous l’hypothe`se de variations
ne´gligeables de l’atte´nuation 1/R2τ/2 et de la phase Doppler 2π
2Rτ/2
λ pendant la dure´e Ti de l’enve-
loppe.
Le signal radar est, ensuite, e´chantillonne´ a` une fre´quence 1/Ti qui assure la blancheur du bruit de
mesure :
yk =
K0
R2n
D(Δθ)σh(kTi − 2Rn
c
)exp(j2π
2Rn
λ
) + νk (2.4)
ou` Rn est la position radiale de la cible au moment de la re´flexion lors de la n
ie`me re´currence radar.
Les deux voies a` la sortie du de´modulateur : I et Q, voies en phase et celle en quadrature, cor-
respondent respectivement a` la partie re´elle et imaginaire du signal complexe de´crit par l’e´quation
2.4.
Remarque 5.1
Le retard τ est fonction du temps. Sous l’hypothe`se de mouvement rectiligne uniforme pendant le
trajet de l’onde, le retard s’e´crit :
τ(t) = τ(0) +
2v
c
t
ou` τ(0) est le retard correspondant a` la distance radiale cible-radar R(0) a` l’e´mission et v vitesse
radiale de la cible.
L’e´quation 2.4 s’e´crit alors sous la forme
yk =
K0
R20
D(Δθ)σh(kTi − 2R0
c
)exp(j2πfDtk) + νk
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faisant apparaˆıtre la fre´quence Doppler fD =
2v
λ .
6 Autocorre´lation de l’enveloppe du signal
Les sorties du filtre adapte´ selon l’impulsion radar utilise´e sont donne´es par :
6-1 Impulsion rectangulaire
La fonction d’autocorre´raltion d’une telle impulsion est (Figure II.2.1) :
h(μ) = ATi(1− |μ|
Ti
) si −Ti ≤ μ ≤ Ti
6-2 Impulsion chirp
Dans le cas d’une impulsion comprime´e par modulation line´aire de fre´quence, la fonction d’au-
tocorre´lation s’e´crit [Cook 93] (Figure II.2.2) :
h(μ) = GCI
sin(πβμ(Ti − |μ|))
βμ
si −Ti ≤ μ ≤ Ti
ou` GCI est le gain de compression.
7 Mesures angulaires pour les radars de poursuite
La localisation angulaire donne´e par la simple directivite´ du faisceau de l’antenne qui illumine
la cible est grossie`re. On utilise des techniques plus sophistique´es dites e´cartome´triques pour affiner
l’estimation angulaire, a` l’inte´rieur du diagramme d’antenne.
La “monopulse” (de phase ou d’amplitude), qui doit son nom a` sa validite´ sur une seule impulsion
radar, est celle adopte´e dans tous les radars modernes. Elle est base´e sur la comparaison des signaux
de´livre´s par deux re´cepteurs e´le´mentaires. Leurs diffe´rences servent a` l’estimation angulaire.
7-1 Monopulse de phase
Cette technique consiste a` disposer deux antennes identiques, pointe´es dans la meˆme direction
mais de´cale´es sur l’axe Ox de d (figure II.2.4), [Chevalier 89].
Sous l’hypothe`se de cible suffisamment e´loigne´e du radar, telle que l’on puisse conside´rer plane
l’onde rec¸ue par les deux antennes (condition de Fraunhofer : d2/(λRn)  1), et si D(Δθ) est le
diagramme des deux antennes, les signaux rec¸us sont identiques, a` un de´phasage pre`s :
ΔΦ = 2π
d
λ
sin(Δθn)
et les signaux e´chantillonne´s a` la sortie du filtre adapte´ sont donne´s par [Chamon 96] :
s0k =
K0
R2n
D(Δθn)exp(jπ
d
λ
sin(Δθn))σh(kTi − 2Rn
c
)exp(j2π
2Rn
λ
) + ν0k
s1k =
K0
R2n
D(Δθn)exp(−jπ d
λ
sin(Δθn))σh(kTi − 2Rn
c
)exp(j2π
2Rn
λ
) + ν1k
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Fig. II.2.4 – Monopulse de phase simplifie´
le vecteur D(Δθn)
(
exp(jπ dλsin(Δθn))
exp(−jπ dλsin(Δθn))
)
correspond au digramme global de l’antenne mono-
pulse.
Il est possible de synthe´tiser les voies sommes et diffe´rences, utilise´es en e´cartome´trie radar pour la
poursuite de la mesure angulaire, a` partir des voies s0, s1 en posant [Chevalier 89] :
Σk =
1
2
(s0k + s1k)
Δk =
1
2
j(s0k − s1k)
L’extension au cas de poursuite site-gisement en trois dimension est obtenue par une antenne
re´seau a` quatre re´cepteurs, et la formation d’une voie somme et de deux voies diffe´rence : diffe´rence
en site et diffe´rence en gisement.
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7-2 Monopulse d’amplitude
Cette technique consiste a` utiliser deux antennes identiques, de diagramme D(Δθ) oriente´es
dans deux directions voisines diffe´rant d’un angle θa [Chevalier 89]. L’information angulaire est
cette fois-ci extraite de la diffe´rence d’amplitude des signaux des deux antennes e´le´mentaires. En
effet,
s1k =
K0
R2n
D1(Δθn)σh(kTi − 2Rn
c
)exp(j2π
2Rn
λ
) + ν1k
s2k =
K0
R2n
D2(Δθn)σh(kTi − 2Rn
c
)exp(j2π
2Rn
λ
) + ν2k
ou` D1(Δθn) et D2(Δθn) sont les diagrammes des deux antennes e´le´mentaires donne´es respective-
ment par D(Δθn − θa/2) et D(Δθn + θa/2) [Darricau 93].
Les voies sommes et diffe´rences sont obtenues a` partir des signaux s1 et s2 par :
Σk = s1k + s2k
Δk = s1k − s2k
De meˆme, la poursuite site-gisement est obtenue par quatre cornets re´cepteurs oriente´s selon des
directions voisines en site et en gisement. Les signaux rec¸us sur chacun de ces cornets permettent
la formation des voies somme, diffe´rence site et diffe´rence gisement.
Remarque 7.1
Les deux types de monopulse sont e´quivalents par l’interme´diaire des relations reliant les signaux
rec¸us sur les antennes e´le´mentaires, aux voies somme et diffe´rence [Chevalier 89].
8 Bilan de puissance
Le bilan de puissance, sur un trajet e´metteur-cible-re´cepteur, est obtenu en e´levant au carre´ la
norme du signal radar :
S/B =
PeGeGrGCI ||σ||2
R4B
ou` :
– Pe, Ge, Gr et GCI sont respectivement la puissance e´mise, le gain a` l’e´mission, le gain a` la
re´ception et le gain de compression d’impulsion : caracte´ristiques du radar,
– R et ||σ||2 distance et SER de la cible,
– B puissance du bruit de mesure.
Il peut eˆtre re´e´crit, sous la forme :
S/B =
PG
B
||σ||2
R4
Pour la simulation des mesures radar, les caracte´ristiques du radar PG dans le bilan de puissance
et la puissance B du bruit de mesures sont choisies pour obtenir les rapports S/B souhaite´s par
impulsion pour les plages de distances et de SER vise´es par la simulation.
Il convient ici de souligner que le rapport e´le´mentaire S/B par impulsion, peut eˆtre conside´-
rablement releve´ en inte´grant de manie`re cohe´rente les nombreuses re´currences radar. En pre´sence
d’une cible mobile et ale´atoire, c’est tout l’objet du filtrage non-line´aire, notamment dans ce
me´moire, que d’atteindre les limites intrinse`ques permises par les e´quations optimales malgre´ les
ale´as du processus cible. C’est pourquoi la mode´lisation a priori de ces ale´as possibles (cine´matiques,
e´lectromagne´tiques) est essentielle pour la classe d’applications conside´re´e.
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9 Mode´lisation du proble`me
9-1 Mode`le e´lectromagne´tique de la cible
Dans ce mode`le, la re´ponse de la cible au signal envoye´ par le radar est re´duite a` son effet
moyen sur l’impulsion radar. Cet effet est repre´sente´ par le coefficient de re´trodiffusion complexe
σ de´crivant les changements d’amplitude et de phase du signal e´mis. La valeur ||σ||2 est appele´
Surface Equivalente Radar (SER) de la cible, elle repre´sente une mesure de la puissance re´fle´chie
dans une direction donne´e par la cible illumine´e par une onde plane incidente suivant une direction
donne´e, et est de´finie par [Chevalier 89] :
SER = lim
r→+∞
4πr2
|Eref |2
|Einc|2
La SER varie selon l’angle de pre´sentation radar/cible et la fre´quence porteuse de l’onde radar. Ses
fluctuations sont mode´lise´es diffe´remment selon les hypothe`ses faites sur le mode radar.
Les mode`les a` un point brillant dominant sont valables pour des cibles de faibles dimensions par
rapport a` la longueur d’onde du signal radar.
9-1-1 Mode`les de Swerling
Les mode`les propose´s par Swerling [Hardange 95] sont souvent employe´s, ils sont base´s sur la
repre´sentation de la SER par un processus ale´atoire de dynamique nulle, lente ou rapide selon la
fluctuation de la SER, et de variables inde´pendantes de meˆme densite´ de probabilite´ :
Swerling 0 C’est le cas d’une cible non-fluctuante. La SER est alors constante, et mode´lise´e comme
un parame`tre ale´atoire dont le radar ne voit qu’une seule re´alisation.
Swerling 1 Les e´chos rec¸us par le radar sont conside´re´s d’amplitudes constantes pendant le temps
d’illumination de la cible mais inde´pendantes d’un tour d’antenne a` l’autre (fluctuation lente).
La densite´ de probabilite´ marginale est exponentielle :
p(||σ||2) = 1||σ||2 exp(−
||σ||2
||σ||2 )
ou` ||σ||2 est la SER moyenne de la cible.
Swerling 2 La SER varie selon la meˆme densite´ de probabilite´ que le Swerling 1 mais les fluctua-
tions sont plus rapides. les e´chos de deux rafales successives sont inde´pendants.
Swerling 3 Les fluctuations de la SER sont lentes, avec une loi de probabilite´ Rayleigh,
p(||σ||2) = 4||σ||
2
||σ||22
exp(−2||σ||
2
||σ||2 )
Swerling 4 Il s’agit d’une cible a` fluctuation rapide avec une densite´ de probabilite´ de Rayleigh.
Dans tous les cas cite´s ci-dessus, la phase du coefficient de re´trodiffusion de la cible peut eˆtre
mode´lise´e par un processus ale´atoire uniforme´ment distribue´ sur [0, 2π], a` re´alisations inde´pendantes
de rafale a` rafale.
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9-1-2 Mode`le a` processus gaussien
Un autre mode`le ale´atoire fre´quemment adopte´ consiste a` supposer que le coefficient de re´trodif-
fusion est, en fonction de l’angle d’observation, un processus ale´atoire gaussien complexe, localement
stationnaire, a` moyenne nulle [Chevalier 89]. Le caracte`re gaussien est justifie´ par le the´ore`me de
central-limite. Un tel processus est caracte´rise´ par son spectre de puissance pour un petit secteur
angulaire d’observation.
L’e´quation de mesure du radar e´tant conditionnellement line´aire en σ, coefficient de re´trodiffusion, le
mode`le ale´atoire gaussien permet l’estimation de ce parame`tre par un filtre de Kalman conditionnel
aux autres parame`tres [Noyer 96].
9-2 Mode`le dynamique de la cible
Le de´placement de la cible peut eˆtre assimile´ au mouvement de son centre de gravite´. Le mode`le
ge´ne´ral de me´canique de vol utilise un syste`me non-line´aire a` neuf ou a` douze e´quations pour de´crire
le mouvement a` trois dimensions de la cible [Bennis 86]. Plusieurs approximations, notamment
line´aires ont e´te´ propose´es dans la litte´rature. Nous pre´sentons, ici, une variante du mode`le de
Singer [Noyer 96] qui suffira dans cette e´tude.
Mode`le a` processus poissonnien
La mode´lisation adopte´e garde la simplicite´ du mode`le line´aire de´couple´ de Singer mais intro-
duit, outre une non-line´arite´ sous forme de saturation sur la pousse´e, une non-gaussiennete´ sous
forme d’un ale´a de pilotage ponctuel poissonien.
Dans ce mode`le, les mouvements selon chaque axe sont inde´pendants, comme dans le mode`le de
Singer, et peuvent eˆtre repre´sente´s par le sche´ma de la figure II.2.5.
Fig. II.2.5 – Mode`le de Singer modifie´
Ce mode`le introduit aussi une viscosite´ sur la vitesse permettant de rendre compte des limites
de vitesse dans l’air. Les commandes de pilotage sont suppose´es inde´pendantes, et sont repre´sente´es
par un processus poissonien d’amplitude gaussienne εkwk ou`, εk est la mesure binaire poissonienne
mode´lisant l’occurence des changements des commandes d’acce´le´ration avec E(εk) = νk, et wk est
un bruit borne´ de moyenne nulle et de variance σ repre´sentant l’amplitude de ces sauts.
Ce mode`le est plus re´aliste que celui de Singer, dans la mesure ou` une cible re´elle ne change pas
constamment de consigne mais a` des instants discrets impre´visibles. Le temps moyen de manœuvre
est le taux moyen des sauts poissoniens. L’amplitude des consignes est ale´atoire et borne´e.
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La repre´sentation d’e´tat pour ce mode`le est donne´e par :
xk+1 = Φ(k + 1|k)xk +
⎡⎣ 00
1
⎤⎦ εkwk
ou` la matrice de transition Φ est donne´e par :
Φ(k + 1|k) =
⎡⎣ 1 1−e−αTα e−αT−1+αTα20 e−αT 1−e−αTα
0 0 1
⎤⎦
Elle peut eˆtre approche´e par :
Φ(k + 1|k) =
⎡⎣ 1 T 00 1− αT T
0 0 1
⎤⎦
pour un intervalle de discre´tisation T petit. α, coefficient de viscosite´ donne´ par α = γmaxVmax , condi-
tionne la vitesse maximale de la cible selon un axe donne´ pour une acce´le´ration maximale donne´e.
Le radar de´livre des observations en mesures polaires. Ces mesures polaires pour un syste`me dy-
namique carte´sien sont une source supple´mentaire de non-line´arite´s. Pour des cibles e´loigne´es, le
mouvement peut eˆtre de´compose´ en un mouvement radial selon la direction de vise´e radar-cible
et une faible rotation. Une telle conside´ration permettrait de s’affranchir en filtrage du mode`le
carte´sien, en faveur d’un mode`le simplifie´ ou` les mesures radiales sont repre´sente´es par un mode`le
de Singer modifie´ unidimensionnelle, avec une mode´lisation simplifie´e (processus ale´atoire gaussien)
des mesures angulaires.
9-3 Mode`le d’observation
Pour chaque re´currence radar,
sm,k =
K
R2τ/2
Dm(Δθτ/2,Δψτ/2)exp(j2π
2Rτ/2
λn
)
h(kΔ− 2Rτ/2
c
) + νm,k
ou` :
– Rτ/2 distance radar-cible,
– Δθτ/2 = θτ/2 − θRadar et Δψτ/2 = ψτ/2 − ψRadar, avec θRadar et ψRadar repre´sentent l’orien-
tation angulaire de l’antenne radar,
– Dm(.) diagramme normalise´ de l’antenne m selon la technique de localisation angulaire (mo-
nopulse de phase ou d’amplitude),
– h(.) autocorre´lation normalise´e de l’impulsion radar (impulsion rectangulaire ou chirp),
– λn longueur d’onde de la porteuse a` la re´currence n (constante en l’absence d’agilite´ de
fre´quence),
– K terme d’amplitude.
10 Traitement du signal
10-1 Traitement classique
Le traitement classique du signal radar se compose de deux proce´de´s : la de´tection de la
pre´sence d’une cible dans un volume e´le´mentaire de l’espace, et l’estimation de la position de
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la cible. En re´alite´, ces deux proble`mes n’en forment qu’un seul. En effet, la de´tection s’effectue
par de´termination de la vraisemblance maximale de la position de la cible, elle meˆme fournie par
l’estimation optimale de cette position.
10-1-1 De´tection/Estimation
La de´tection/estimation consiste a` calculer la vraisemblance de la pre´sence d’une cible dans
diffe´rents points d’une grille de discre´tisation, en distance, fre´quence Doppler et position angulaire.
La finesse de la grille conditionne la qualite´ de l’estimation mais aussi la complexite´ algorithmique.
Les vraisemblances ainsi obtenues sont compare´es a` un seuil de de´tection. Chaque point de la grille
de vraisemblance supe´rieure au seuil de de´tection repre´sente une cible potentielle a` la position
correspondante.
Pour les radars de veille, la finesse de la grille utilise´e correspond aux pouvoirs de discrimination
du radar fonction de la largeur d’impulsion, de la pe´riode de re´pe´tition et des ouvertures en site
et gisement du lobe de l’antenne radar. Cette grille est affine´e en phase de poursuite pour une
estimation plus pre´cise des parame`tres de la cible.
La vraisemblance de la pre´sence d’une cible dans une position donne´e θ est obtenue par le de´tecteur
quadratique normalise´ [Chevalier 89], associe´ au filtre adapte´ par impulsion signale´ pre´ce´dement.∣∣∫ s(t)u(t, θ)dt∣∣2∫ |u(t, θ)|2dt
au moyen de la corre´lation du signal rec¸u s(t) par la re´plique u(t, θ).
L’inte´gration de la vraisemblance de la cible sur plusieurs re´currences permet de re´hausser le rapport
Signal/Bruit, et d’ame´liorer ainsi les performances de la de´tection quadratique tant que le parame`tre
conside´re´ θ reste constant. Cependant, l’hypothe`se de stationnarite´ de la cible ne´cessaire a` une
telle inte´gration limite conside´rablement les performances notamment pour des cibles fortement
manœuvrantes.
10-1-2 Post-traitement des mesures radar
Les mesures radar obtenues en phase de de´tection/estimation sont en ge´ne´ral de faibles pre´cisions
a` cause de l’insuffisante finesse de la grille utilise´e et de la faible dure´e d’inte´gration temporelle.
Dans les radars de poursuite ont s’est longtemps attache´ a` restituer l’e´tat re´el de la cible avec plus
de pre´cisions, en retraitant ces re´sultats bruite´s.
Ce post-traitement des mesures consiste presque toujours en une optimisation locale par filtre de
Kalman e´tendu dont les performances restent limite´es au cas de faibles non-line´arite´s et de densite´s
de probabilite´ proches de la loi normale.
10-1-3 Poursuite d’une cible
10-1-3.1 Poursuite en distance
L’asservissement de la distance est base´ sur la comparaison des puissances rec¸ues sur des largeurs
d’une demi case-distance de part et d’autre de la position pre´sume´e. Le signal rec¸u est, d’abord,
de´coupe´ par une porte de se´lection de dure´e approximativement e´gale a` celle du signal utile T . Ceci
permet de ne garder que les e´chos relatifs a` la cible poursuivie. Deux voies sont, ensuite, forme´es par
des portes de se´lection d’une demi-dure´e du signal utile de part et d’autre de la position pre´sume´e.
La comparaison des puissances rec¸ues sur chacune de ces voies permet de calculer un signal d’erreur
 proportionnel au de´calage δD = 12 c δt de la position de la cible :
 ∝ δt
T
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Le calcul de moyenne du signal de commande  sur n re´currences permet de re´duire l’e´cart-type de
l’erreur sur la mesure de la distance d’un rapport
√
n.
Des boucles de poursuite comportant des fonctions comple´mentaires d’anticipation permettent de
continuer une poursuite extrapole´e de la cible, en cas de perte momentanne´e du signal utile.
10-1-3.2 Poursuite angulaire par monopulse
Pour les deux techniques monopulse cite´es, le de´pointage angulaire θ d’une cible par rapport a`
l’axe de l’antenne est proportionnel au rapport entre les voies diffe´rence et somme,
k
θ
θ0

∣∣∣∣ΔΣ
∣∣∣∣
Si Δ  Σ, ce rapport peut eˆtre calcule´ par :
Calcul direct Il consiste a` obtenir directement le quotient |Δ/Σ| a` partir du produit scalaire des
voies somme et diffe´rence norme´es : ∣∣∣∣ΔΣ
∣∣∣∣ = Δ · Σ|Σ|2
Traitement des amplitudes par amplificateur logarithmique Utilise´ en monopulse d’ampli-
tude, il consiste a` calculer l’e´cart a` partir des voies s1 et s2 :∣∣∣∣ΔΣ
∣∣∣∣  12 ln
(
s1
s2
)
Traitement en phase Utilise´ en monopulse de phase, il consiste a` de´terminer le de´phasage entre
les deux voies, soit par une mesure directe, soit par produit scalaire :∣∣∣∣ΔΣ
∣∣∣∣ = 12 s1|s1| · js2|s2|
10-2 Traitement par particules ale´atoires
La re´solution particulaire fit l’objet de re´sultats applicatifs en de´fense durant 1991 et de rap-
ports a` la DGA de`s janvier 1992 [Salut 92, Rigal 92a]. L’application Radar en post-traitement fut
approfondie durant 1992 [Noyer 92] et prolonge´e en 1993 [Rigal 93]. Le proce´de´ ale´atoire fut brevete´
de`s 1994 [Salut 94], en france et a` l’e´tranger (Europe, U.S.A.).
A partir de 1993, divers auteurs publie`rent inde´pendamment des ide´es voisines, [Gordon 93],
[Kitagawa 93, Kitagawa 96].
La premie`re application Radar comple`te (Doppler) sur donne´es brutes fut, a` notre connaissance,
celle de [Noyer 96] qui s’e´tala de 1994 a` 1996.
Le proce´de´ ale´atoire est encore utilise´ :
– pour le post-traitement des donne´es pre´traite´es [Gustafsson 02]
– pour le proble`me de de´tection [Boers 01], [Neyme 04]
Toutes ces solutions sont base´es sur la techniques a` particules ale´atoires de Dirac, a` l’exception
de [Noyer 96] ou` la poursuite en donne´es brutes est re´alise´e par des particules ale´atoires de Dirac-
Gauss.
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11 Pre´cision optimale des mesures radar
Les techniques classiques ne permettent pas la de´tection et la poursuite de cibles dans les cas
extreˆmes d’observabilite´ et de dynamique vise´es par les applications e´tudie´es. Les performances de
la technique particulaire propose´e ici ne peuvent, donc, pas eˆtre directement compare´es aux leurs car
il n’existe aucune re´fe´rence applicative a` de tels fonctions de charge et rapports S/B. Pour appre´cier
l’efficacite´ de la solution particulaire, nous calculerons l’inte´gration cohe´rente longue ne´cessaire a`
une estimation locale ide´ale sous hypothe`se de stationnarite´ pour obtenir les meˆmes performances,
hypothe`se e´videmment irre´aliste sous forte dynamique.
Nous rappellons ci-dessous les e´cart-types d’erreur optimaux pour les mesures radiales. Ces
performances optimales repre´sentent les bornes de Cramer-Rao pour une estimation locale par
moindre carre´ (cf [Noyer 96] pour de´tails et re´fe´rences).
11-1 Mesure de la distance
L’e´cart-type de l’erreur d’estimation du retard (temps aller-retour) dans le cas discret est donne´
par :
στ =
Ti
2
√
RSB
Soit un e´cart-type d’erreur de distance de :
σR =
c Ti
4
√
RSB
11-2 Mesure de la vitesse radiale
L’estimation de la vitesse radiale est obtenue a` partir de celle de la fe´quence Doppler dont
l’e´cart-type de l’erreur est donne´ par :
σfD =
1
T
√
2 RSB
ou` T = n Tr est la dure´e d’inte´gration cohe´rente.
Soit un e´cart-type d’erreur de vitesse de :
σv =
λ
2T
√
2 RSB
ou` λ de´signe la longueur d’onde du signal radar e´mis.
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12 Conclusion
La mode´lisation fine du proble`me radar expose´e ci-dessus re´ve`le des fortes non-line´arite´s excluant
sa re´solution efficace par des me´thodes classiques de filtrage. Si le traitement classique du signal
radar proce`de a` une discre´tisation de l’espace d’e´tat permettant des approximations locales, son effi-
cacite´ reste limite´e aux cas favorables d’observabilite´ (∼ +10dB) et de dynamique (cibles faiblement
manœuvrantes). D’une part, le caracte`re non-adaptatif des grilles utilise´es restreint ses capacite´s
d’inte´gration cohe´rente et de prise en compte de fortes manœuvres. D’autre part, la se´paration
de l’estimation des variables d’e´tat (mesures non-conjointes de distance, de phase et d’angle) ainsi
que le recours a` des estimateurs locaux sous-optimaux (asservissement non-stochastique par signal
d’erreur) restent limite´s au cas favorable de fort rapport signal/bruit.
Les solutions particulaires de´ja` propose´es [Noyer 96], base´es sur une exploration ale´atoire de
l’espace d’e´tat, ont permis une re´solution adaptative efficace (tenue d’accrochage et pre´cisions) du
proble`me dans les conditions critiques. Cependant ces me´thodes restent inapplicables en pratique
en raison du couˆt algorithmique (∼ 100000 particules), duˆ a` la lente convergence en 1√
N
inhe´rente
a` l’ale´atoire.
Ces exigences d’optimalite´ et de re´alisabilite´ du proble`me radar ont motive´ le de´veloppement
d’une solution a` particules de´terministes optimisant le compromis entre la complexite´ algorithmique
et l’efficacite´ de l’estimation. Les gains de performace apporte´s par cette me´thodes sont illustre´s a`
travers les re´sultats obtenus en simulation et sur donne´es re´elles, et compare´s a` ceux obtenus par
la campagne ale´atoire.
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Chapitre 3
Re´cepteur particulaire pour radar
de poursuite - Re´sultats en
simulation
1 Introduction
Ce chapitre pre´sente la solution a` particules de´terministes de Gauss pour le probe`me de poursuite
Radar sur donne´es brutes. L’efficacite´ de la me´thode particulaire et les gains de perfomances qu’elle
apporte sont illustre´s a` travers des simulations nume´riques a` forte dynamique et faible rapport
signal/bruit. Les difficulte´s du proble`me radar sont aborde´es dans l’ordre croissant :
– Traitement radial des mesures radar pour une cible fortement manœuvrante en l’absence de
fluctuations de phase/amplitude.
– Extension au cas de cibles scintillantes.
– Traitement tri-dimensionnel des mesures radar.
Les techniques classiques e´tant inope´rantes sous les conditions critiques des expe´riences pre´sente´es,
leur comparaison avec la technique particulaire se fait a` travers le temps d’inte´gration cohe´rente
ne´cessaire dans le cas ide´al pour atteindre des performances comparables.
Fig. II.3.1 – Chaine de traitement des donne´es brutes a` la sortie du filtre adapte´
2 Traitement radiale de cible non-fluctuante
Nous conside´rons dans un premier temps la re´ception de mesures radar pour une trajectoire
radiale d’une cible non-fluctuante ou a` SER de fluctuations lentes(faibles de´rives de l’amplitude et
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de la phase du cœfficient de re´trodiffusion).
2-1 Mode`le d’e´tat
Le mode`le d’e´tat du proble`me se re´ecrit sous la forme :
2-1-1 E´quations de dynamique
⎧⎨⎩ γrk+1 = γrk + εrkgrkvrk+1 = (1 − αΔ)vrk + γrkΔ
Rk+1 = Rk + vrkΔ{
ρk+1 = ρk + δρk
φk+1 = φk + δφk
ou` l’indice r de´signe l’axe Radar-Cible, et ρ et φ de´signent respectivement l’amplitude et la phase
du coefficient de re´trodiffusion de la cible.
Remarque 2.1
L’e´quation d’e´volution des parame`tres cine´matiques de la cible ci-haut est une approximation pour
Δ faible. La forme ge´ne´rale est donne´e par :⎧⎨⎩
γrk+1 = γrk + εrkgrk
vrk+1 = e
−αΔvrk + 1−e
−αΔ
α γrk
Rk+1 = Rk +
1−e−αΔ
α vrk +
e−αΔ−1+αΔ
α2 γrk
qui s’e´crit pour α = 0 sous la forme plus classique :⎧⎨⎩ γrk+1 = γrk + εrkgrkvrk+1 = vrk + γrkΔ
Rk+1 = Rk + vrkΔ+
1
2γrkΔ
2
2-1-2 E´quation de mesure
Pour chaque re´currence radar n,
sni = ρkexp(jφk)
K
R2k
exp(j2π
2Rk
λn
)h(iTc − 2Rk
c
) + νi
ou`
– l’indice i de´signe le nume´ro de l’e´chantillon de mesure conside´re´ de la re´currence n,
– Tc la dure´e de l’impulsion comprime´e (e´gale a` la pe´riode d’e´chantillonnage)
– et λn longueur d’onde de la porteuse.
2-2 Line´arisation du mode`le d’e´tat
L’application de la technique a` particules de´terministes de Gauss ne´cessite la garantie de la
validite´ des line´arisations locales du mode`le durant tout le traitement, tant en re´gime transitoire
qu’en re´gime permanent. Ceci est obtenu par une discre´tisation suffisament fine a` particules gaus-
siennes de l’espace d’incertitude initiale (re´gime transitoire), ainsi que des domaines des bruits de
dynamique (re´gime permanent).
Notons que :
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– A` l’inte´rieur d’une case distance, la corre´lation de l’impulsion h(.) peut eˆtre approche´e li-
ne´airement en la distance R.
– Pour les distances (> 10km) conside´re´es, le terme d’atte´nuation 1R2 varie peu sur une case
distance.
– Les exponentielles complexes sont approche´es par segmentation line´aire sur des intervalles de
largeur π2 .
En ne´gligeant les termes d’incertitude croise´s (second ordre) l’e´quation d’observation peut eˆtre
approche´e par des e´quations line´aires pour des incertitudes infe´rieures a` une case distance en dis-
tance et a` π4 en phase de re´trodiffusion et Doppler.
Notons e´galement que la contrainte de line´arisation sur la phase absolue pour les fre´quences de
porteuse utilise´es dans les applications Radar ne´cessiterait une tre`s fine discre´tisation de la distance
compromettant, a` l’e´vidence, une application re´aliste de la technique particulaire propose´e.
Pour relaxer cette condition inutilement contraigante, nous conside´rons la phase en termes re-
latifs Φ = φ+ 2π 2R
λ , obtenue par le changement de variable d’e´tat :
X ′ =
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 2π 2
λ 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
⎤⎥⎥⎥⎥⎦X
La pe´riodicite´ des exponentielles complexes, permet alors une discre´tisation de la phase globale
sur l’intervalle [0, 2π], limitant ainsi le nombre de particules mises en œuvre.
La validite´ des line´arisations en re´gime transitoire ne´cessite aussi la discre´tisation des vitesse
et acce´le´ration radiales qui ne sont pas directement observables dans l’e´quation de mesure mais
qui sont corre´le´es a` la distance et a` la phase globale. Leurs pas de discre´tisation sont dicte´s par le
respect des contraintes de line´arisation en phase et distance. L’e´volution des particules gaussiennes
e´tant donne´e par l’e´quation de Riccati, sa simulation a priori pour le re´gime de fonctionnement
souhaite´ permet de fixer les pas de discre´tisation de toutes les variables d’e´tat, ainsi que le nombre
de particules N0 ne´cessaire.
De meˆme, les pas de discre´tisation des bruits de dynamique, et donc le nombreM de discre´tisation
du bruit de dynamique, doivent garantir la validite´ de la line´arisation en re´gime permanent. Ils
peuvent, aussi, eˆtre obtenus par simulation de l’e´quation de Riccati pour les conditions extreˆmes
d’accrochage du filtre souhaite´es. Notons que pour le cas d’application conside´re´, le bruit dynamique
des commandes d’acce´le´ration requiert une discre´tisation fine.
2-3 Algorithme de filtrage
– Initialisation :
Re´partition e´quidistante des particules gaussiennes {xi0}Ni=1 sur l’espace d’incertitude initiale.
Attribution d’une meˆme variance a priori aux particules e´le´mentaires,
P i0 =
⎡⎢⎢⎢⎢⎢⎣
σ1 0 · · · 0 · · · 0
0 σ2 · · · 0 · · · 0
...
...
...
...
...
...
0 0 · · · σl · · · 0
0 0 · · · 0 · · · σn
⎤⎥⎥⎥⎥⎥⎦ (3.1)
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Re´partition des poids de particules selon la densite´ de probabilite´ a priori de l’e´tat,
ρi =
p0(x
i
0)∑
j p0(x
j
0)
(3.2)
– Elimination d’Interpe´ne´tration(Se´lection locale) :
Pour chaque paire de particules (i, j), s’il y a intersection de noyaux solides :
Ei ∩ Ej = ∅ (3.3)
alors il faut e´liminer la particule de plus faible poids min(ρi, ρj).
– Exploration/Se´lection globale :
Pour chaque particule i, et chaque hypothe`se wk+1 = wj de la discre´tisation du bruit de
commande d’acce´le´ration :
Calcul du poids a priori de la trajectoire (i, j) :
ρi,j = ρiρ
w
j (3.4)
Se´lection des N trajectoires particulaires les plus massives.
– Etape de pre´diction :
La pre´diction de l’e´tat particulaire xik|k−1 s’effectue par :
xik|k−1 = fk−1(x
i
k−1|k−1, w
i
k) (3.5)
La covariance de l’erreur de pre´diction P ik|k−1 s’obtient apre`s line´arisation de l’e´quation de
dynamique :
xk = x
i
k|k−1 + F
x,i
k−1(xk−1 − xik−1|k−1) + Fw,ik−1(wk − wik) (3.6)
ou` F x,ik−1 (respect. F
w,i
k−1) de´signe le jacobien de f par rapport a` l’e´tat x (respect. le bruit w)
calcule´ au point (xik−1|k−1, w
i
k) (le long de la trajectoire particulaire), on obtient alors :
P ik|k−1 = F
x,i
k−1P
i
k−1F
x,i
k−1
T
+ Fw,ik−1σiF
w,i
k−1
T
(3.7)
– Etape de correction :
xik|k et P
i
k sont obtenus comme dans l’e´tape de correction de filtrage de Kalman e´tendu :⎧⎪⎨⎪⎩
xik|k = x
i
k|k−1 +K
i
k(yk − hk(xik|k−1))
Kik = P
i
k|k−1H
i
k
T
(HikP
i
k|k−1H
i
k
T
+Rk)
−1
P ik = P
i
k|k−1 −KikHikP ik|k−1
(3.8)
ou` Hik de´signe le Jacobien de h par rapport a` l’e´tat x calcule´ en x
i
k|k−1.
– Calcul des vraisemblances et mise a` jour des poids :
On calcule les N vraisemblances des se´quences {(X ik, wik+1 = wj)Ni=1} par l’e´quation re´cursive :
V ik+1 = V
i
k + V (yk+1|xik, wik+1 = wj) + V (wik+1 = wj) (3.9)
Calcul des nouveaux poids normalise´s,
ρik+1 =
exp(V ik+1)∑
ι exp(V
ι
k+1)
(3.10)
– Estimation :
L’estimateur a` maximum de vraisemblance co¨ıncide avec la se´quence particulaire
(x̂0, Ŵk) = (x
imax
0 ,W
imax
k ) ou` imax = arg maxi=1,...,N
V ik (3.11)
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2-4 Re´sultats nume´riques en simulation
2-4-1 Caracte´ristiques du Radar
– Fre´quence d’e´mission : 500 MHz,
– Pe´riode de re´currence : 1000 Hz,
– Impulsion rectangulaire,
– Dure´e d’impulsion : 1 μs.
2-4-2 Caracte´ristiques de la cible
– vitesse max : 1 km/s ≡ fre´quence Doppler de 3 KHz,
– acceleration max : 0.1 km/s2 (∼ 10 g),
– fre´quence moyenne de manœuvre (occurences poissoniennes) : 1 Hz.
2-4-3 Sce´nario Simule´
Les figures (II.3.2, II.3.3) pre´sentent les trajectoires d’e´tat simule´es des parame`tres de la cible.
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Fig. II.3.2 – Simulation des parame`tres e´le´ctromagne´tiques et cine´matiques de la cible (cas radial
sans fluctuation)
114 Re´cepteur particulaire pour radar de poursuite
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
x 10
4
16.5
17
17.5
18
18.5
19
19.5
20
20.5
21
21.5
Distance radiale de la cible
Recurrence Radar
D
is
ta
n
ce
 r
a
d
ia
le
 e
n
 k
m
distance en km
(e) Distance Radar-Cible
Fig. II.3.3 – Simulation des parame`tres e´le´ctromagne´tiques et cine´matiques de la cible (cas radial
sans fluctuation)
2-4-4 Performances du Filtre
– RSB : −5dB/− 10dB,
– Nombre de particules : 2000,
– Nombre de points de discre´tisation des commandes : 100,
– Seuil de de´tection d’interpe´ne´tration : 1/3,
– Intermittence des branchement/Se´lection : 10.
– Incertitude intiale de distance : 150m,
– Incertitude intiale de vitesse : ∼ 8m/s.
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Fig. II.3.4 – Performances du filtre particulaire : Estimation des parame`tres d’e´tat d’une cible
radiale non-fluctuante
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Fig. II.3.5 – Performances du filtre particulaire : Estimation des parame`tres d’e´tat d’une cible
radiale non-fluctuante
Les figures (II.3.4, II.3.5) pre´sentent les performances du filtre particulaire pour le traitement
radial d’une cible non-fluctuante. Malgre´ le faible rapport signal/bruit (jusqu’a` −10 dB), le filtre
permet la de´tection des sauts d’acce´le´ration et l’estimation efficace de leurs valeurs. De plus, il exhibe
des fortes pre´cisions aux re´gimes permanents (en dehors des phases d’acque´sition des sauts) :
– pre´cisions en distance : ∼ 3 m.
– pre´cisions en vitesse radiale : ∼ 0.1 m/s.
Pre´cisions inatteignables par les techniques classiques meˆme sous hypothe`se de stationnarite´ (pen-
dant une dure´e raisonnable : 100 re´currences).
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En effet, pour une inte´gration cohe´rente de 100 re´currences1, les pre´cisions optimales sous le
RSB moyen de −8 dB sont :
– 19 m pour la distance,
– et 5 m/s pour la vitesse,
Elles sont largement infe´rieures a` celles obtenues par la technique particulaire.
L’inte´gration cohe´rente longue re´alise´e par le filtre particulaire est ici de l’ordre de 4000 re´currences,
malgre´ la forte dynamique.
3 Traitement du scintillement de la cible
La fluctuation e´lectromagne´tique de la cible se traduit par une incohe´rence de phase et/ou
d’amplitude. Le filtre particulaire doit, donc, de´tecter l’occurence d’une fluctuation et re´acque´rir
les parame`tres de re´trodiffusion de la cible.
Le mode`le e´lectromagne´tique d’une cible fluctuante est donne´ par :{
ρk+1 = (1 − βk)ρk + δρk + βkk
φk+1 = (1− k)φk + δφk + kθk
avec :
– k un bruit poissonien binaire (0, 1) inde´pendant de fre´quence λ,
– θk un bruit de phase inde´pendant uniforme´ment distribue´ sur [−π, π],
– β un parame`tre de´terministe prenant la valeur 1 pour une incohe´rence d’amplitude et 0 sinon,
– k un bruit d’amplitude inde´pendant distribue´ selon une loi de Rayleigh.
La distribution uniforme de θk et la congruence modulo 2π de l’espace des phases permettent
de re´ecrire l’e´quation de dynamique de la phase de re´trodiffusion, sous la forme :
φk+1 = φk + δφk + kθk
ou`, θk repre´sente ici un saut de phase inde´pendant uniforme´ment distribue´ sur [−π, π].
Soit l’e´quation d’e´volution de la phase globale :
Φk+1 = Φk +
4π
λ
vrkΔ+ δφk + kθk
L’occurence poissonienne des fluctuations, et les impe´ratifs de line´arisation de la phase glo-
bale ne´cessitent la discre´tisation de la densite´ de probabilite´ du bruit kθk, et donc une e´tape
supple´mentaire de Branchement/Se´lection de ce bruit de phase au meˆme titre que le bruit de com-
mande d’acce´le´ration.
L’incohe´rence d’amplitude de re´trodiffusion se traduit par une simple re´initialisation de l’amplitude
pour les hypothe`ses particulaires telles que k = 1 (occurence d’une fluctuation).
Pour les meˆmes caracte´ristiques de radar du paragraphe 2-4-1, nous pre´sentons ci-dessous, les
performances obtenues dans le cas de cible fluctuante en phase et en phase/amplitude pour un
meˆme sce´nario cine´matique.
1Pour la vitesse moyenne de 300 m/s, la distance parcourue pendant cette pe´riode est de 30 m. De meˆme, la
variation de vitesse pour un changement d’acce´le´ration moyen de 50 m/s2 est de 5m/s, soit un de´phasage de 5π
3
.
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3-1 Caracte´ristiques de la cible
– vitesse max : 1 km/s
– acceleration max : 0.1 km/s2 (∼ 10 g)
– changements de commande de pilotage :
– initialement : commande d’acce´le´ration nulle (de´ce´le´ration libre)
– a` 3.33s : 40m/s2 ( mouvement uniforme),
– a` 6.66s : −98m/s2(de´ce´le´ration),
– a` 9.99s : 70m/s2 ( mouvement uniforme),
– a` 13.32s : 72m/s2 (acce´le´ration),
– a` 16.65s : −52m/s2 ( mouvement uniforme),
3-2 Parame`tres cine´matiques simule´s
La figure (II.3.6) pre´sente le sce´nario cine´matique utilise´ pour une cible avec fluctuation de phase
seule et fluctuation de phase et d’amplitude.
(a) Commandes d’acce´le´ration radiale (b) Vitesse radiale
(c) Distance Radar-Cible
Fig. II.3.6 – Simulation des parame`tres cine´matiques de la cible (cas radial avec fluctuation de
phase et fluctuation de phase/amplitude)
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3-3 Fluctuation de la phase seule
3-3-1 Parame`tres e´lectromagne´tiques simule´s
– fre´quence de fluctuation de la cible : 10Hz (simule´ par fluctuation syste´matique [cas extreˆme]
de la phase au bout de 100ms),
– β = 0.
La figure (II.3.7) de´crit l’e´volution de ces parame`tres (phase et amplitude de re´trodiffusion).
Amplitude de re´trodiffusion Phase de re´trodiffusion
Fig. II.3.7 – Simulation des parame`tres e´lectromagne´tiques de la cible
Fig. II.3.8 – Rapport Signal/Bruit
La figure (II.3.8) pre´sente l’e´volution du rapport signal/bruit :
– Le RSB moyen initial (en bleu) correspond au rapport signal/bruit a` la distance initiale de la
cible pour la moyenne de la SER attendue.
– Le RSB moyen (en rouge) correspond au rapport signal/bruit pour la distance instantanne´e
de la cible et la SER re´elle (hypothe`se de synchronisation de l’e´chantillonnage).
– Le RSB instantanne´ (en vert) correspond au rapport signal/bruit re´el calcule´ a` partir des
mesures. Il tient compte de la distance instantanne´e de la cible, la SER re´elle et la de´-
synchronisation de l’e´chantillonnage, d’ou` une perte maximale de 3 dB (e´chantillons a` la
mi-hauteur du signal).
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3-3-2 Performances du re´cepteur particulaire
– RSB : −5dB/5dB,
– Nombre de particules : 768,
– Nombre de points de discre´tisation des commandes : 4,
– Seuil de de´tection d’interpe´ne´tration(cf section I.2.6) : 1/3,
– Intermittence des branchement/Se´lection : 1,
– Incertitude intiale de distance : 150m,
– Incertitude intiale de vitesse : ∼ 8m/s.
Le filtre particulaire permet (cf figures (II.3.9, II.3.10)) la poursuite des sauts de phase et d’acce´le´-
ration avec des fortes pre´cisions :
– pre´cision de distance ∼ 1 m ≡ inte´gration cohe´rente longue de 5000 re´currences,
– pre´cision de vitesse ∼ 0.05 m/s ≡ inte´gration cohe´rente longue de 5000 re´currences,
pour un RSB moyen de 0 dB avec un faible nombre de particules (N < 1000).
(a) Probabilite´ de de´tection (b) Erreur d’estimation : Amplitude de la SER
(c) Erreur d’estimation : Phase globale (d) Estimation : Commandes
d’acce´le´ration radiale
Fig. II.3.9 – Performances du filtre particulaire : Cible radiale avec fluctuation de la phase
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(e) Erreur d’estimation :
Vitesse radiale
(f) Erreur d’estimation :
Distance Radar-Cible
Fig. II.3.10 – Performances du filtre particulaire : Cible radiale avec fluctuation de la phase
3-4 Fluctuations de phase et d’amplitude
3-4-1 Parame`tres e´lectromagne´tiques simule´s
– fre´quence de fluctuation de la cible : 10Hz (simule´ par fluctuation syste´matique de la phase
au bout de 100ms),
– β = 1.
La figure (II.3.11) pre´sente l’e´volution des parame`tres e´lectromagne´tiques de la cible.
(a) Amplitude de re´trodiffusion (b) Phase de re´trodiffusion
Fig. II.3.11 – Simulation des parame`tres e´lectomagne´tiques de la cible (avec fluctuations de phase
et d’amplitude)
Le rapport signal/bruit de´pend de la SER de la cible. Son e´volution (Figure (II.3.12)) pre´sente
des fortes variations dans le cas de cible scintillante.
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Fig. II.3.12 – Rapport Signal/Bruit
3-4-2 Performances du re´cepeur particulaire
– RSB : −10dB/10dB,
– Nombre de particules : 2800,
– Nombre de points de discre´tisation des commandes : 100,
– Seuil de de´tection d’interpe´ne´tration : 1/3,
– Intermittence des Branchement/Se´lection : 10,
– Incertitude intiale de distance : 150m,
– Incertitude intiale de vitesse : ∼ 8m/s.
La figure (II.3.13) pre´sente :
– la probabilite´ de de´tection de la cible (bleu) : indicateur d’accrochage,
– le poids de la particule la plus massive (rouge) : indicateur de discrimination des positions
particulaires.
Fig. II.3.13 – Performances du filtre particulaire : Probabilite´ de de´tection de la cible (radiale avec
fluctuations de phase et d’amplitude)
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Les pre´cisions du filtre a` particules de´terministes de Gauss (figures (II.3.14, II.3.15)) sont
e´quivalentes a` celles obtenues dans les cas pre´ce´dents :
– de l’ordre de 1 m pour la distance,
– et de 0.05 m/s pour la vitesse radiale,
avec une poursuite fide`le des sauts d’amplitude.
(a) Erreur d’estimation :
Amplitude de la SER
(b) Estimation :Amplitude de la SER
(c) Erreur d’estimation :
Phase globale
(d) Estimation : Phase globale
Fig. II.3.14 – Performances du filtre particulaire : Estimation des parame`tres d’e´tat d’une cible
fluctuante en phase et amplitude
L’augmentation du nombre de particules est ne´cessaire pour supporter les chutes importantes du
rapport signal/bruit, jusqu’a` −25 dB, sans de´crochage.
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(e) Estimation : Commandes
d’acce´le´ration radiale
(f) Erreur d’estimation :
vitesse radiale
(g) Erreur d’estimation :
Distance Radar-Cible
Fig. II.3.15 – Performances du filtre particulaire : Estimation des parame`tres d’e´tat d’une cible
fluctuante en phase et amplitude
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4 Traitement en 3D des mesures Radar
L’extension a` la localisation tri-dimensionnelle de cible ne ne´cessite pas d’adaptation parti-
culie`re de l’algorithme particulaire. De´veloppe´ pour le cas ge´ne´ral de l’estimation non-line´aire de
variables d’e´tat continues, son application au traitement des informations radiales et angulaires ne
requiert que la de´finition du mode`le d’e´tat correspondant et le calibrage des parame`tres du filtre
(discre´tisations a priori, nombre de particules, · · · ).
L’application nume´rique pre´sente´e ici correspond a` une simulation pour un radar de type ARMOR
retenu pour l’e´valuation contractuelle en cours des performances particulaires sur donne´es re´elles.
4-1 Mode`le d’e´tat
4-1-1 E´quation de mesures
L’Armor posse`de une antenne parabolique avec formation des voies sommes et diffe´rences dont
le diagramme vectoriel peut eˆtre approche´2 par :
D(θ − θ0, ψ − ψ0) =
⎛⎝ ΣΔs
Δg
⎞⎠ =
⎛⎜⎜⎝
√
G exp
(
−2 ln (2)
[(
u
u3
)2
+
(
v
v3
)2])
KsΣv
KgΣu
⎞⎟⎟⎠ (3.12)
ou` :
– (θ0, ψ0) direction de pointage de l’antenne,
– Σ, Δs et Δg de´signent respectivement les diagrammes somme, diffe´rence site et diffe´rence
gisement de l’antenne,
– G gain en puissance de l’antenne,
– Ks et Kg pentes d’e´cartome´trie respectives en site et en gisement,
– u3 = 2 sin
(
ψ3
2
)
, v3 = 2 sin
(
θ3
2
)
avec θ3, ψ3 ouvertures respectives a` mi-puissance des dia-
grammes en site et en gisement,
– u = − cos (θ) sin (ψ − ψ0) et v = sin (θ) cos (θ0)− cos (θ) sin (θ0) cos (ψ − ψ0).
L’impulsion e´mise est une impulsion avec modulation line´aire de fre´quence, dont la fonction d’auto-
corre´lation3 (sortie du filtre adapte´) est donne´e par :
h(τ) =
sin (πβτ(Ti − |τ |))
βτ
si |τ | < Ti (3.13)
avec :
– β coefficient de compression,
– Ti dure´e de l’impulsion longue.
Pour chaque e´chantillon k de la re´currence n, le vecteur d’observation de  4 s’e´crit :
yk = Kρn exp (jΦn)D(θn − θ0n, ψn − ψ0n)h(kTIC −
2Rn
c
) + vk (3.14)
avec,
– K constante d’amplitude,
– Φn = φn + 4π
Rn
λn
phase globale du signal, λn longueur d’onde de la porteuse,
– Rn distance radar-cible,
– TIC =
Ti
β dure´e de l’impulsion comprime´e,
– vk bruit blanc gaussien dans  
4.
2Sous l’hypothe`se de line´arite´ et de se´parabilite´ de l’e´cartome´trie (traitement classique), ve´rifie´e pour de faibles
de´pointages d’antenne. Notons toutefois que le diagramme d’antenne qui en de´coule est non-line´aire.
3normalise´e par le gain de compression.
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4-1-2 E´quation de dynamique
4-1-2.1 Mode`le cine´matique
On conside`re le cas d’une cible fortement manœuvrante e´voluant selon une trajectoire tri-
dimensionelle. Sa trajectoire peut eˆtre de´crite, en coordonne´es carte´siennes, par trois mode`les de
Singer modifie´s (pre´sente´ dans le chapitre 2) inde´pendants. Cette mode´lisation est retenue pour la
simulation de la trajectoire de la cible.
Le faible de´filement angulaire des cibles pour les distances conside´re´es permet de recourir a` une sim-
plification conside´rable du mode`le cine´matique. En effet, l’expression en coordonne´es polaires de la
position de la cible conduit a` un unique mode`le de Singer modifie´ selon l’axe radial, le mouvement
angulaire e´tant de´crit par une variable vectorielle line´aire-gaussienne de faible de´rive :
– mode`le radial : ⎛⎝ Rn+1V Rn+1
γRn+1
⎞⎠ =
⎛⎝ Rn + TrV Rn(1− αTr)V Rn + TrγRn
γRn
⎞⎠+
⎛⎝ δRnδV Rn
nω
R
n
⎞⎠ (3.15)
ou` :
– V Rn et γ
R
n de´signent respectivement la vitesse et la commande d’acce´le´ration radiales a` la
recurrence n,
– Tr pe´riode de recurrence radar,
– δRn et δV
R
n de´rives gaussiennes (faibles),
– nω
R
n saut de commandes d’acce´le´ration d’occurence poissonnienne et d’amplitude gaus-
sienne tronque´e.
– mode`les angulaires : ⎛⎝ An+1V An+1
γAn+1
⎞⎠ =
⎛⎝ An + TrV AnV An + TrγAn
γAn
⎞⎠+
⎛⎝ δAnδV An
δγAn
⎞⎠ (3.16)
avec :
– An, V
A
n et γ
A
n respectivement position, vitesse et acceleration angulaire (site/gisement),
– δAn, δV
A
n et δγ
A
n de´rives gaussiennes (faibles).
4-1-2.2 Mode`le e´le´ctromagne´tique
La fluctuation de la cible, due essentiellement a` la pre´cession apparente de la cible, est mode´lise´e
par un processus gaussien de faible de´rive :(
ρn+1
φn+1
)
=
(
ρn
φn
)
+
(
δρn
δφn
)
(3.17)
avec :
– ρn et φn de´signent respectivement l’amplitude et la phase de re´trodiffusion,
– δρn et δφn bruits blancs gaussiens.
4-2 Solution particulaire
Le traitement des mesures radar est effectue´ par un filtre a` particule de´terministe de Gauss,
dont l’algorithme est identique a` celui de´crit dans le cas radial (cf paragraphe 2-3). Seul l’ale´a de
l’acce´le´ration radiale ne´cessite une discre´tisation fine, il repre´sente l’unique composante du bruit de
dynamique donnant lieu a` un branchement/se´lection a` maximum de vraisemblance.
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4-3 Re´sultats nume´riques
4-3-1 Caracte´ristiques du Radar
– Fre´quence porteuse : Fp = 3 GHz
– Forme d’impulsion : impulsion chirp
– Largeur d’impulsion : Ti = 2 μs
– Rapport de compression : TiTCI = 100
– Pe´riode de recurrence : Tr = 3.333 ms
– Fre´quence d’e´chantillonnage : Fs = 5 MHz
– Ouverture du diagramme d’antenne en site : θ3 = 0.57
◦
– Ouverture du diagramme d’antenne en gisement : ψ3 = 0.57
◦
La figure (II.3.16) pre´sente le diagramme d’antenne de l’ARMOR.
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Fig. II.3.16 – Diagrammes d’antenne
4-3-2 Caracte´ristiques de la cible
On conside`re une cible fortement manœuvrante e´voluant selon une trajectoire 3D. Pour chaque
axe :
– Vitesse maximale : Vmax = 1 km/s,
– Acce´le´ration maximale : γmax = 0.1 km/s
2 ≡ 10 g,
– Fre´quence de manœuvre : μ = 1 Hz
L’inde´pendance des sauts des commandes d’accele´ration axiale se traduit par une manœuvrabilite´
plus fre´quente sur l’axe radial d’amplitude plus e´leve´e.
La figure (II.3.17) pre´sente l’e´volution des acce´le´rations et des vitesses axiales, ainsi que la tra-
jectoire 3D de la cible.
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Fig. II.3.17 – Evolution carte´sienne de la cible
Leurs transformations en coordonne´es polaires sont donne´es par les figures (II.3.18, II.3.19).
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Fig. II.3.18 – Evolution polaire de la cible
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Fig. II.3.19 – Evolution polaire de la cible
La figure (II.3.20) pre´sente l’e´volution des parame`tres e´lectromagne´tiques de la cible.
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Fig. II.3.20 – Evolution de la re´trodiffusion de la cible
Le rapport signal/bruit conside´re´ dans le traitement angulaire classique est celui de la voie
somme. La figure (II.3.21) pre´sente :
– un RSB the´orique ide´al (rouge) calcule´ pour un pointage ide´al de la cible (e´cart angulaire
nul),
– un RSB effectif (vert) prenant en compte l’e´cart angulaire et le diagramme d’antenne.
La diffe´rence allant jusqu’a` −11dB est due au choix de l’asservissement de la position angulaire
de l’antenne lors de la simulation des mesures. L’objectif e´tait de permettre des e´carts angulaires
importants, donc des baisses conside´rables de l’observabilite´, pour tester la robustesse du re´cepteur.
4-3-3 Performances du re´cepteur particulaire
– RSB : −8dB/0dB,
– Nombre de particules : N = 2000,
– Nombre de point de discre´tisation des commandes : M = 40,
– Intermittence des branchement/se´lection : TBS = 5 recurrences,
– Seuil de de´tection d’interpe´ne´tration : 1/3,
– Incertitude intiale de distance : 300m,
– Incertitude intiale de vitesse : 30m/s,
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Fig. II.3.21 – Rapport Signal/Bruit
– Incertitude intiale angulaire : 0.57o.
Les Figures (II.3.23, II.3.24) pre´sentent les performances du filtre a` particules de´terministes de
Gauss pour le traitement tri-dimensionnelle des mesures radar.
Malgre´ l’ajout de nouvelles sources de non-line´arite´ (diagramme d’antenne) et l’augmentation de
la fre´quence et de l’amplitude des manœuvres, le filtre particulaire montre une grande capacite´ de
tenue en accrochage pour des RSB ne´gatives (pointes < −10dB), confirmant ainsi les gains de
20 dB par rapport aux techniques classiques mis en e´vidence dans le cas radial.
La domination des pe´riodes d’acquisition des sauts d’acce´le´ration affecte la pre´cision de l’esti-
mation :
– ∼ 2.5 m en distance,
– ∼ 0.5 m/s en vitesse,
– ∼ 5 mrd en angle.
pendant les brefs re´gimes permanents.
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Fig. II.3.22 – Performances du filtre particulaire : Traitement 3D des mesures
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(c) Estimation de la vitesse radiale.
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(f) Estimation de la distance.
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Fig. II.3.23 – Performances du filtre particulaire : Traitement 3D des mesures
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Fig. II.3.24 – Performances du filtre particulaire : Traitement 3D des mesures
Les performances du traitement particulaire des informations radiales et angulaires du filtre
particulaire de´terministe font actuellement l’objet d’e´tude contractuelle sur donne´es re´elles.
5 Conclusion
Les re´sultats des simulations pre´sente´es dans ce chapitre montrent les hautes performances
de la technique particulaire de´terministe pour des facteurs de charge de ±10 g par seconde en
moyenne. Cette technique permet une tenue d’accrochage pour des rapports signal/bruit allant
jusqu’a` −20 dB, avec des pre´cisions de l’ordre du me`tre pour la distance et d’une dizaine de cen-
time`tres par seconde pour la vitesse radiale.
On retrouve le gain de 20 dB en moyenne apporte´ par le filtre particulaire ale´atoire [Noyer 96]
mais avec un nombre de particule avoisinant le millier, au lieu de la centaine de milliers. En ef-
fet, l’inte´gration cohe´rente longue de la dynamique permise par le maillage particulaire permet de
re´hausser conside´rablement le rapport signal/bruit. Il en re´sulte une ame´lioration conse´quente des
seuils de de´tection et des capacite´s de poursuite.
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L’exploration de´terministe optimise´e se traduit par une re´duction conside´rable du nombre de
particules ne´cessaire. Cette e´conomie, cruciale pour une application re´aliste, a motive´ la reprise des
e´tudes sur donne´es re´elles des performances des re´cepteurs particulaires des signaux Radar.
Chapitre 4
Traitement de donne´es re´elles
1 Introduction
Les re´sultats pre´sente´s pre´ce´demment montrent le gain de performances et l’e´conomie de calcul
que permet le re´cepteur a` particules de´terministes de Gauss sur signaux radar. L’ensemble de ces
re´sultats a e´te´ obtenu sur donne´es simule´es aussi re´alistes que possible. Toutefois la validation de
cette technique se devait d’eˆtre comple´te´e par des donne´es re´elles. Ce fut l’objet de l’e´tude contrac-
tuelle concernant le retraitement par la technique particulaire de´terministe des enregistrements du
radar J11B, utilise´ lors de la pre´ce´dente campagne particulaire ale´atoire [Noyer 00]. L’objectif de
cette e´tude e´tait :
– d’une part, de confirmer les gains de performances, par rapport aux techniques classiques,
obtenus en simulation,
– et d’autre part, d’e´valuer pour de meˆmes conditions ope´ratoires l’e´conomie de calcul par
rapport a` la me´thode particulaire ale´atoire.
Ce chapitre pre´sente une synthe`se des re´sultats obtenus lors de cette e´tude.
2 Caracte´ristiques du Radar J11B
Le J11B est un radar de veille/poursuite, a` antenne re´seau. La formation, en hyperfre´quence,
des voies somme et diffe´rence rend son comportement e´quivalent a` celui d’une antenne monopulse
avec deux re´cepteurs e´quivalents. Le comportement angulaire du radar ne concerne pas les sce´narios
pseudo-radials vise´s par la pre´sente e´tude. Le gain d’antenne est donc implicitement inte´gre´ dans le
terme d’amplitude K0 du signal radar. Les variations d’amplitude et de la phase de la voie somme
sont ici assimile´es a` des de´rives de la phase et de l’amplitude du signal rec¸u.
Caracte´ristiques du J11B [Noyer 00] :
– Fre´quence d’e´mission : 3GHz,
– Pe´riode de re´currence : 600Hz,
– Facteur de compression : 100,
– Dure´e de l’impulsion comprime´e : 0.2μs,
– Fre´quence d’e´chantillonnage : 5MHz,
– Largeur de la case distance : 30m.
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3 Caracte´ristiques de la cible
Les enregistrements ont e´te´ effectue´s sur un ae´ronef de type Falcon 20 de vitesse min/max
de 85/220 m/s e´voluant a` altitude quasi-constante et a` azimut stable selon des trajectoires de
ralliement [Noyer 00] avec acce´le´ration/de´ce´le´ration.
4 Remarques sur les enregistrements et adaptation du Filtre
particulaire
4-1 Validite´ des re´currences
[Noyer 00] remarque, lors de la premie`re campagne de traitement particulaire du J11B par
la technique ale´atoire, la pre´sence de re´currences invalides (cf figure II.4.1 page 134), avec une
alternance paire/impaire de ces re´currences et une pe´riodicite´ de commutation e´gale a` 4 secondes :
pe´riodicite´ du calibrage du radar J11B.
Nous adoptons ici les meˆmes conditions que la pre´ce´dente e´tude, soit :
– rejet des re´currences invalides (une sur deux) : ceci revient a` conside´rer une fre´quence de
re´pe´tition des impulsions de 300 Hz.
– pre´diction pure pendant la phase de calibrage du radar : 200 re´currences sont rejete´es pendant
cette phase (soit 100 avec la fre´quence de re´pe´tition de 300 Hz).
Fig. II.4.1 – Re´currence valide et invalide du J11 signal enregistre´
4-2 Forme de l’impulsion radar
En plus de l’atte´nuation des lobes secondaires sur le signal mesure´, releve´e lors de la premie`re
campagne d’exploitation des donne´es J11B, nous avons remarque´ un e´largissement du lobe princi-
pal : trois points d’e´chantillonnage sur ce lobe au lieu de deux (cf figure (II.4.1)).
A de´faut d’informations supple´mentaires, la prise en compte de 4 points sur l’impulsion permet
de re´duire l’effet de l’atte´nuation des lobes secondaires sur l’estimation [Noyer 00]. Par ailleurs,
l’e´largissement du lobe principal a e´te´ repre´sente´, dans le traitement particulaire, par un coefficient
inconnu de sous-compression de l’impulsion. Ce coefficient s’ajoute aux parame`tres estime´s par les
FKE e´le´mentaires.
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4-3 Saut de distance
Le traitement par la technique a` particules de´terministes de Gauss des donne´es J11B a re´ve´le´
la pre´sence de sauts de distance de l’ordre d’une case distance sur des dure´es trop bre`ves pour eˆtre
imputables a` un comportement cine´matique de cible. Il s’agit vraisemblablement d’anomalies dues
a` la chaˆıne d’acquisition et d’enregistrement du signal.
La pre´sence de ces sauts de distance a e´te´ confirme´e par l’identification (simplifie´e) de la case
distance ou` se trouve la cible (cf figure (II.4.2)) ainsi que l’observation du signal a` fort rapport
Signal/Bruit des re´currences correspondant a` l’occurence de tels sauts (cf figure (II.4.3)).
Fig. II.4.2 – Saut de distance observe´ par le filtrage particulaire et l’e´volution de la case distance
de la cible
Un bruit a` occurence poissonienne et a` valeur uniforme´ment re´partie sur l’intervalle [−2 ∗
case distance,+2 ∗ case distance] a e´te´ ajoute´ au mode`le dynamique d’e´volution de la distance
radar/cible pour mode´liser ces sauts :
Rk+1 = Rk + vrkΔ+ εkrk
Les besoins de line´arisation imposent une discre´tisation de la densite´ de probabilite´ de εkrk, et
donc une e´tape supple´mentaire de Branchement/Se´lection des sauts de distance au meˆme titre que
les sauts de phase et de commande d’acce´le´ration.
Fig. II.4.3 – Impulsions rec¸ues au voisinage d’un saut de distance
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5 Pre´traitement et bruitage nume´rique des donne´es
Les donne´es J11B pre´sentent un rapport signal/bruit e´leve´ (20 a` 30dB), ainsi qu’un le´ger
de´centrage de la moyenne des bruits [Noyer 00].
Nous reprenons, donc, le meˆme pre´traitement : recentrage et normalisation du signal rec¸u et bruitage
nume´rique pour obtenir les RSB souhaite´s :{
Y I = (ΣI −mI)/100 +N (0, σ)
Y Q = (ΣQ −mQ)/100 +N (0, σ)
6 Re´sultats nume´riques
6-1 Traitement de la passe 1
6-1-1 Description de la passe
Cette passe concerne une cible de vitesse quasi-constante d’environ 90 m/s, en mouvement quasi-
rectiligne selon l’axe radar-cible.
De´centrage de la moyenne des bruits[Noyer 00] :
– mI = 1.5,
– mQ = 1.5.
6-1-2 Performances du re´cepteur particulaire
Parame`tre du Filtre
– Rapport signal/bruit : −15dB/2dB,
– Nombre de particules : 2000,
– Nombre de points de discre´tisation des commandes : 10,
– Seuil de de´tection d’interpe´ne´tration : 1/3,
– Intermittence des Branchement/Se´lection : 10,
– Incertitude initiale de distance : 750m,
– Incertitude initiale de vitesse : 15m/s.
Re´sultats obtenus
Les figures (II.4.4, II.4.5) pre´sentent une comparaison des performances obtenues par les verions
de´terministe et ale´atoire du filtre particulaire. Il y apparait clairement que la technique de´terministe
a` particules gaussiennes permet :
– de meilleures pre´cisions de l’estimation des parame`tres cine´matiques de la cible,
– une poursuite plus fide`le des fluctuations de la SER (cf. courbes du Rapport S/B figure II.4.4),
– 2000 particules au lieu de 100000.
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(a) Probabilite´ de de´tection
(b) Rapport S/B
(c) Estimation de l’amplitude de re´trodiffusion
Fig. II.4.4 – Performances particulaires : Passe 1
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(d) Estimation des commandes d’acce´le´ration
(e) Estimation de la vitesse radiale
(f) Estimation de la distance radar-cible
Fig. II.4.5 – Performances particulaires : Passe 1 (Suite)
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6-2 Traitement de la passe 5
6-2-1 Description de la passe
Cette passe concerne une cible uniforme´ment de´ce´le´re´e, en mouvement quasi-rectiligne selon
l’axe radar-cible.
De´centrage de la moyenne des bruits[Noyer 00] :
– mI = 1.8,
– mQ = 1.0.
6-2-2 Performances du re´cepteur particulaire
Parame`tres du Filtre
– Rapport signal/bruit : −14dB/3dB,
– Nombre de particules : 2000,
– Nombre de points de discre´tisation des commandes : 10,
– Seuil de de´tection d’interpe´ne´tration : 1/3,
– Intermittence des Branchement/Se´lection : 10,
– Incertitude initiale de distance : 750m,
– Incertitude initiale de vitesse : 15m/s.
Re´sultats obtenus
Les performances obtenues sur cette passe (cf figures (II.4.6 a` II.4.8)) confirment ceux de la passe
pre´ce´dente. On y retrouve l’ame´lioration des pre´cisions d’estimation et de poursuite des fluctuations,
ainsi que l’e´conomie de particules.
(a) Probabilite´ de de´tection
Fig. II.4.6 – Performances particulaires : Passe 5
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(b) Rapport S/B
(c) Estimation de l’amplitude de re´trodiffusion
(d) Estimation des commandes d’acceleration
Fig. II.4.7 – Performances particulaires : Passe 5 (Suite)
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(e) Estimation de la vitesse radiale
(f) Estimation de la distance radar-cible
Fig. II.4.8 – Performances particulaires : Passe 5 (Suite)
7 Commentaires des performances obtenues, comparaison
aux re´sultats de la campagne ale´atoire
Il apparaˆıt clairement des re´sultats pre´sente´s ci-dessus que la technique de´terministe a` particules
de Gauss supplante celle a` particules ale´atoires de Dirac :
– Meilleure pre´cision pour l’estimation des parame`tres cine´matiques de la cible. En effet, les
variances d’erreur d’estimation des vitesse et commande d’acce´leration radiales sont plus
faibles.
– Poursuite plus fide`le des fluctuations de la SER de la cible (courbes RSB II.4.4 et II.4.7).
– Nombre de particules re´duit : 2000 pour la technique de´terministe contre 100000 pour la
technique ale´atoire.
L’estimation de la commande d’acce´le´ration radiale, tant par la technique ale´atoire que de´terministe,
pour la passe 5 re´ve`le, contrairement aux conditions usuelles de pilotage, une lente variation continue
de ce parame`tre. Le filtre particulaire approche cette pente quasi-constante par une trajectoire en
escalier avec des sauts de commandes d’acce´le´ration relativement rapproche´es (de l’ordre de 0.1s).
Graˆce a` la superiorite´ de sa pre´cision, l’algorithme a` particules de´terministes rend ce phe´nome`ne
plus visible ( cf figure II.4.7).
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Cette approximation par escalier est re´alise´e au couˆt de re´gimes transitoires plus fre´quents. Ceci
limite la convergence asymptotique des estime´es par l’injection re´gulie`re d’une incertitude sur la
commande d’acce´le´ration. De plus, la re´duction des capacite´s d’exploration du filtre, inversement
proportionnelle au rapport entre la fre´quence the´orique des sauts et celle re´elle de changement de
palier (escalier), affecte la stabilite´ du filtre, ce qui se traduit par les pics observe´s sur les trace´s des
vitesses et commandes d’acce´le´ration estime´es lorsque les conditions d’observabilite´ sont infe´rieures
(S/B avoisinant les −20dB) a` celles adopte´es pour la calibration du filtre particulaire.
Si la modification de certains parame`tres du mode`le cine´matique de la cible (fre´quence des sauts
et de´rives de la commande d’acce´le´ration) suffit a` ame´liorer les performances et la stabilite´ du filtre
(paragraphe suivant), une telle solution ne peut eˆtre pre´conise´e dans le cas de forte pente de la
commande d’acce´le´ration (de l’ordre du pas e´le´mentaire de discre´tisation des sauts des commandes)
en raison de l’incertitude supple´mentaire qu’elle introduit.
Re-traitement de la passe 5
– Fre´quence des sauts des commandes d’acce´le´ration : 10−4 (vs 10−3 pour les expe´riences
pre´ce´dentes),
– variances de la de´rive de la commande d’acce´le´ration : 10−10 (vs 10−12 pour les expe´riences
pre´ce´dentes).
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Fig. II.4.9 – Performances particulaires : Passe 5 (modification des parame`tres du mode`le)
L’augmentation de la de´rive d’acce´le´ration, conjointement a` la baisse de la fre´quence des sauts,
favorise la poursuite de la variation line´aire d’acce´le´ration par les filtres FKE locaux (cf figure
(II.4.9, II.4.10)). Il est e´vident qu’une telle solution n’est valable que pour de faibles pentes. Pour
des variations plus importantes, il est ne´cessaire de comple´ter le mode`le de dynamique pour une prise
en compte optimale de ce phe´nome`ne. La qualite´ des enregistrements disponibles et l’absence de
donne´es de re´fe´rence pre´cises n’ont pas encourage´ ce comple´ment d’e´tude. Une nouvelle campagne,
en cours, de traitement des donne´es re´elles issues d’un radar ARMOR permettra e´ventuellement de
confirmer un tel comportement de cible, d’en mesurer l’ampleur et d’adapter le mode`le d’e´tat en
conse´quence.
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Fig. II.4.10 – Performances particulaires : Passe 5 (modification des parame`tres du mode`le) (Suite)
8 Conclusion
Malgre´ les de´fauts constate´s sur les enregistrements J11 exploite´s par la pre´sente e´tude :
– re´currences invalides,
– manque d’information sur les conditions ope´ratoires ( caracte´ristiques de l’impulsion),
– pre´sence de sauts de distance incompatibles avec une e´volution re´aliste de la cible,
le filtre a` particules de´terministes de Gauss a permis de retrouver et d’ame´liorer les performances
obtenues lors de la premie`re campagne par le filtrage particulaire “classique” [Noyer 00] pour un
nombre de particules 50 fois plus faible.
Le gain en terme de S/B par rapport aux techniques classiques est comparable a` celui de [Noyer 00],
soit de l’ordre de 20dB. Ceci correspond a` la de´tection de cibles 100 fois plus furtives en puissance
ou 3.3 fois plus e´loigne´es en distance. Une appre´ciation plus pre´cise de ce gain ne´cessite une confron-
tation des diffe´rentes techniques sur des donne´es plus soigneusement releve´es et mieux documente´es.
Cette confrontation fait actuellement l’objet d’une collaboration contractuelle en cours.
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Chapitre 5
Re´cepteur particulaire pour radar
de veille-poursuite
1 Introduction
L’activite´ radar de veille a e´te´ initie´e suite a` une demande d’expertise informelle de la part de
la DGA. Les spe´cificite´s de la veille sont moins a` meˆme de montrer tout les be´ne´fices qu’apporte le
traitement optimal par la technique particulaire a` maximum de vraisemblance. En effet, l’intermit-
tence des mesures radars ne permet pas l’inte´gration cohe´rente longue (en dimension raisonnable)
de la dynamique qu’autorise le filtre particulaire. Elle limite, ainsi, les gains de pre´cision accessibles.
Toutefois, les performances en terme d’aptitude de de´tection de cible, cruciales pour cette ap-
plication, se voient conside´rablement re´hausse´es par la me´thode particulaire. En effet, sa capacite´ a`
traiter des densite´s a` travers le syste`me non-line´aire d’e´tat lui permet d’inte´grer les mesures issues
de plusieurs tours d’antenne la` ou` les techniques classiques de de´tection se limitent a` un seul.
2 Proble´matique des Radars de veille
2-1 Fonctionnement des Radars de veille
Les radars de veille, dont le roˆle principal est la de´tection de cibles, assurent une surveillance
continue de l’espace, par exploration sectorielle et re´gulie`re.
L’exploration sectorielle est assure´e par un balayage periodique de diffe´rentes positions angu-
laires e´le´mentaires par le faisceau radar. Elle se traduit par une forte intermittence des mesures
issues de chacun des secteurs.
Diffe´rents proce´de´s sont utilise´s pour le balayage des secteurs angulaires. Nous n’en citons, ici,
que deux parmi les principaux proce´de´s utilise´s :
Radar panoramique
L’exploration de l’espace est assure´e par une rotation continue de l’antenne autour d’un axe
vertical. Ce qui correspond a` un de´coupage du plan de gisement en secteurs e´le´mentaires.
Les radars panoramiques utilisent des faisceaux e´troits en gisement pour un meilleur pou-
voir se´parateur angulaire. Leurs diagramme en site est module´ afin d’assurer une surveillance
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maximale de l’espace.
Les vitesses de rotation de l’antenne, pour ce type de radar, varient, selon la porte´e du radar,
de 6 tour/mn pour les porte´es les plus grandes a` 60 tour/mn pour les plus faibles.
Radar volume´trique
Le faible pouvoir se´parateur en site des radars panoramiques ne permet pas de de´livrer la
position de la cible en trois dimensions ( distance, site et gisement), dont la connaissance
est critique pour certaines applications. Les radars volume´triques permettent de pallier cet
handicap. En effet, ces radars proce`dent par un de´coupage sectoriel du plan de site, au meˆme
titre que celui de gisement. L’adaptation du faisceau en site a` ce de´coupage permet une bien
meilleure estimation de ce parame`tre.
Deux proce´de´s principaux sont utilise´s pour l’exploration en site :
Radars a` faisceaux e´tage´s Le faisceau radar est de´coupe´ en site en un certain nombre de
faisceaux e´le´mentaires, qui rec¸oivent chacun une partie de l’e´nergie. A chaque lobe ainsi
forme´ est associe´ un re´cepteur particulier, la comparaison des signaux issus de chaque
re´cepteur permet alors de mesurer le site de la cible.
Radars a` double balayage de l’espace Le faisceau directif et e´troit en site et en gisement
est anime´ d’un balayage sectoriel. Les diverses tranches de l’espace sont ainsi explore´es
successivement. Dans les radars modernes, le de´placement du faisceau en site est assure´
par un balayage e´lectronique qui permet plus de souplesse dans l’exploitation.
2-2 Re´ception des mesures
La forte intermittence des signaux issus des diffe´rents secteurs angulaires limite les possibilite´s
d’inte´gration longue de plusieurs re´currences, meˆme sous hypothe`se de cible non-manœuvrante. Elle
restreint, donc, les performances en de´tection aux valeurs favorables de rapport Signal/Bruit.
De´tection quadratique
Le traitement classique des signaux pour les radars de veille, est similaire a` celui utilise´ en
poursuite. Il est essentiellement base´ sur le de´tection quadratique d’un signal “stable” dans un
bruit. Il consiste a` calculer le carre´ du module du signal rec¸u, pour chaque re´currence radar.
La de´tection est obtenue lors d’une comparaison favorable du signal, ainsi forme´, a` un seuil.
Le regroupement de plusieurs signaux issus de re´currences diffe´rentes permet d’ame´liorer les
performances en de´tection.
Contrairement au cas de radar de poursuite, l’absence d’affinage particulier du proce´de´ de
mesure limite la pre´cision sur la position polaire de la cible aux capacite´s de discrimination
de cibles du syste`me radar lorsqu’elles sont accessibles.
Post-inte´gration de re´currences
La post-inte´gration consiste a` calculer la moyenne sur n re´currences successives des signaux
rec¸us apre`s de´tection quadratique et avant pre´sentation au seuil. Elle permet, ainsi, de re´hausser
d’un rapport
√
n le rapport signal/bruit, et de repousser du meˆme rapport les limites de
de´tection.
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Toutefois, base´e sur l’hypothe`se de stationnarite´ de la cible, la post-inte´gration, pour des
radars de veille, est restreinte aux nombres de re´currence correspondant a` la dure´e d’illumi-
nation : temps de passage du faisceau dans un secteur angulaire e´le´mentaire. Pour les radars
panoramiques, ce temps est donne´ par :
τ =
θ0
Ω
ou`, θ0 est l’ouverture a` 3 dB en gisement de l’antenne et Ω vitesse de rotation de l’antenne.
Le nombre de re´currences utiles en post-inte´gration est alors donne´ par :
n = τ fr
ou` fr de´signe la fre´quence de re´pe´tition du radar.
Pour les valeurs nume´riques usuelles, la limite de de´tection en rapport Signal/Bruit est de
l’ordre de quelques dB positifs (∼ 10 dB).
Pistage
Les e´chos observe´s, a` chaque tour d’antenne, peuvent correspondre a` des fausses alertes. Ils
sont, dans ce cas, fonctions des conditions exte´rieures et variables d’un tour a` l’autre.
Le pistage a pour but d’associer entre eux les e´chos issus d’une meˆme cible pour diffe´rents
tours d’antennes. Il permet, d’une part, de confirmer ou d’infirmer les e´chos, et d’autre part,
de former des trajectoires des cibles de´tecte´es (positions, vitesses et directions). Ce proce´de´
correspond a` une poursuite de cible en post-traitement, dont les performances sont limite´es,
comme on l’a vu pre´ce´demment, par le de´coupage artificiel du proble`me.
3 Mode´lisation du proble`me
Le mode`le d’e´tat, pour un radar de veille est similaire a` celui utilise´ en poursuite. Les seules
diffe´rences concernent la disponibilite´ des mesures : Seules n0 observations sont disponibles par
tours d’antenne, et la mesure angulaire se re´duit au diagramme d’antenne classique.
Pendant une illumination, le signal rec¸u a` l’entre´e de l’antenne est donne´ par :
y(t) =
K0
R2τ/2
D(θτ/2 − θRadar)σs(t− τ) + bt
ou` Rτ/2 est la distance radiale de la cible lors de la re´flexion et θτ/2 sa position angulaire. τ est le
temps du trajet aller-retour de l’onde et t l’instant de sa re´ception.
Pour des mesures radiales, la mesure angulaire D(θτ/2 − θRadar) est suppose´e eˆtre peu variable
dans le temps, notamment pendant une illumination. Le signal e´chantillonne´ a` la sortie du filtre
adapte´, dans ce cas, s’e´crit,
y(k) =
K0
R2τ/2
σh(kTs −
2Rτ/2
c
)exp(j2π
2Rτ/2
λ
) + νk
ou` h(.) de´signe la fonction d’autocorre´lation de l’impulsion radar et Ts la pe´riode d’e´chantillonnage
(e´gale a` la dure´e d’impulsion, pour des raisons de blancheur du bruit de mesure e´chantillonne´ νk).
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De meˆme, le comportement cine´matique de la cible peut eˆtre de´crit par le meˆme mode`le de
Singer modifie´ utilise´ en poursuite. Bien qu’il soit assez pre´cis pour de´crire le comportement de la
cible, ce mode`le s’encombre de parame`tres (acce´le´ration) inobservables a` travers des observations
intermittentes. Seul le comportement moyen des parame`tres cine´matiques de la cible peut eˆtre
observe´ pendant les pe´riodes aveugles. Le mode`le cine´matique doit donc eˆtre modifie´ en conse´quence.
Ceci est obtenu en approchant le mouvement de la cible par un mouvement rectiligne uniforme
durant l’illumination (de faible dure´e ∼ 9 ms pour les valeurs nume´riques conside´re´es), et en
repe´sentant les sauts des commandes d’acce´le´ration par leur effet moyen : un bruit de de´rive gaussien
de variance convenable.
4 Solution particulaire
Le caracte`re global et adaptatif de la solution particulaire la pre´dispose a` re´pondre aux deux
exigences du proble`me de veille : de´tection de cibles sous faible Rapport Signal/Bruit et pistage
des cibles de´tecte´es. Deux illuminations successives sont raccorde´es par la pre´diction du mode`le et
l’acce´le´ration moyenne du tour d’antenne correspondant se trouve corrige´e par l’illumination sui-
vante.
En pre´sence d’agilite´ de fre´quence par rafale, une phase de Branchement/Se´lection de´terministe
au de´but de chaque rafale permet de re´-acque´rir la phase du signal.
Cette technique permet la corre´lation syste´matique de plusieurs tours d’antenne (en fonction du
nombre de particules), avant de´tection, la` ou` les techniques classiques se basent sur les de´tections
relatives a` des tours d’antenne isole´s pour le pistage. Elle repousse donc les limites de de´tection
d’un rapport e´gal au nombre de tours pouvant eˆtre inte´gre´s par la capacite´ de calcul mise en œuvre.
4-1 Pre´diction pure a` nombre de particules constant
La line´arite´ de l’e´quation de dynamique relative a` la cine´matique de la cible et l’approximation
des bruits a` occurence poissonienne par un bruit gaussien de variance λQ (λ fre´quence du poissonien
et Q variance de la variables gaussienne du saut) permettent un pre´diction pure a` nombre constant
de particules gaussiennes. Chacune des gaussiennes e´voluent selon la partie pre´dictive d’un filtre
de Kalman classique. Ceci permet d’approcher la densite´ de probabilite´ conditionnelle au de´but de
l’illumination suivante.
4-2 Redistribution de´terministe
A partir de la densite´ de probabilite´, et en se basant sur les intervalles de confiance des gaus-
siennes e´le´mentaires, une grille de discre´tisation est construite a` la finesse requise par la renormalisa-
tion des variances sur leur plage de line´arisation. On obtient ainsi un domaine d’incertitude continu,
dont le nombre de points de discre´tisation ne´cessaire peut eˆtre supe´rieur aux nombres de particules
disponibles. Conforme´ment au maximum de vraisemblance, seuls les N points de discre´tisation les
plus massifs sont retenus. Ceci permet une discre´tisation e´parse de l’espace d’incertitude selon la
vraisemblance des re´gions d’e´tat e´le´mentaires.
4-3 Traitement de l’incohe´rence de phase
Pendant la phase d’illumination, l’incohe´rence de phase est traite´e par un Branchement/Se´lection
de´terministe, a` travers une discre´tisation e´quiprobable selon l’axe de la phase.
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Chaque particule se voit ainsi attribuer M descendants permettant une exploration “exhaustive”
de la phase de re´trodiffusion. Ce branchement est suivi d’une e´tape de se´lection a` maximum de
vraisemblance pour garantir la constance du nombre total de particules.
4-4 Probabilite´ de de´tection
La probabilite´ de de´tection normalise´e, a` l’instant k, est donne´e par le rapport :
Pd =
p(Yk|H1)
p(Yk|H1) + p(Yk|H0)
ou`, l’hypothe`se H1 correspond a` la pre´sence d’une cible, donc, du signal dans les mesures Yk :
yk = sk + vk
et, H0 absence de signal :
yk = vk
Or, d’une part,
p(Yk|H0) = p(Yk = Vk) = pv(yk)p(Yk−1|H0)
elle peut, donc, eˆtre calcule´e recursivement en marge du filtrage.
D’autre part,
p(Yk|H1) = p(yk|Yk−1,H1)p(Yk−1|H1)
= p(Yk−1|H1)
∫
Xk
p(yk|xk,H1)p(Xk|Yk−1,H1)dXk−1
Or, d’apre`s la discre´tisation particulaire de l’espace d’e´tat1
p(Xk|Yk−1,H1) 
N−1∑
i=0
ρipi(Xk|Yk−1,H1)
D’ou` l’approximation,
p(Yk|H1)  p(Yk−1|H1)
N−1∑
i=0
ρi
∫
Xk
p(yk|xk,H1)pi(Xk|Yk−1,H1)
 p(Yk−1|H1)
N−1∑
i=0
ρipi(yk|Yk−1,H1)
 p(Yk−1|H1)
N−1∑
i=0
ρ˜i
Ici, pi(yk|Yk−1,H1) et ρ˜i correspondent, respectivement, au terme de normalisation locale et au
poids non-normalise´ de la particule i.
1En toute rigueur,p(Xk|Yk−1,H1) = 1c p(H1|Xk, Yk−1)p(Xk |Yk−1). Ceci, peut eˆtre approche´ en pratique en
e´liminant la contribution des hypothe`ses particulaires a` tre`s faibles amplitudes (≡ absence de signal).
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Une approximation de la probabilite´ de de´tection normalise´e est alors donne´e par :
P kd 
p(Yk−1|H1)
∑N−1
i=0 ρ˜i
p(Yk−1|H1)
∑N−1
i=0 ρ˜i + pv(yk)p(Yk−1|H0)

∑N−1
i=0 ρ˜i∑N−1
i=0 ρ˜i + pv(yk)
p(Yk−1|H0)
p(Yk−1|H1)

∑N−1
i=0 ρ˜i∑N−1
i=0 ρ˜i + pv(yk)
1−Pk−1d
Pk−1d
et peut eˆtre calcule´e recursivement par le filtre particulaire.
La de´cision de de´tection est prononce´e quand cette probabilite´ de´passe un seuil donne´. Pour de
faibles rapports S/B, une inte´gration cohe´rente sur plusieurs tours d’antenne est ne´cessaire pour
une de´tection “optimale”.
4-5 Algorithme
1. Initialisation a priori du support selon l’inceritude initiale : secteur d’espace surveille´.
2. Pendant la phase d’illumination du secteur :
– Au de´but d’une rafale, Branchement/Selection selon la discre´tisation du domaine d’incer-
titude en phase de re´trodiffusion.
– Explorations locales des voisinages des particules gaussiennes par les filtres locaux (FKE)
conditionnels a` leurs positions respectives et selon le mode`le pre´dictif.
– Mise a` jour des vraisemblances particulaires.
– Estimation a` maximum de vraisemblance.
x̂k  ximaxk ou` imax = arg maxi=1,...,N L
i
k
– La probabilite´ de de´tection, constante en l’absence de nouvelles observations, est mise a`
jour a` chaque re´currence de la phase d’illumination.
3. Pre´diction pure selon le mode`le d’une cible manœuvrante, en dehors de la phase d’illumination.
Notons que, durant cette phase, l’estime´e a` maximum de vraisemblance ne peut eˆtre obtenue
directement par la particule la plus massive a` cause du fort recouvrement entre les gaussiennes
e´le´mentaires. Seules les moyenne et variance globales du support particulaire sont porteuses
d’informations. Elles de´crivent l’e´volution du domaine d’incertitude.
4. Redistribution des particules sur le nouveau domaine d’incertitude selon la densite´ de proba-
bilite´ obtenue a` la fin de la pre´diction pure et donne´e par la somme ponde´re´e des gaussiennes
e´le´mentaires.
5 Application au traitement radial
L’algorithme a e´te´ teste´, dans des conditions se´ve`res de rapport signal/bruit, du meˆme ordre
qu’en poursuite, pour les parame`tres suivants du radar :
– porteuse nominale : 5 GHz,
– vitesse de rotation du Radar : 0.33 tour/seconde,
– re´currence radar : 0.33 ms,
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– re´solution distance : 30 m (impulsion e´le´mentaire de largeur 0.2μs),
– dure´e totale d’illumination de la cible par tour d’antenne : 9 ms.
Dans le cas pre´sente´ ici, l’illumination (temps de passage du faisceau sur la cible) est compose´e
de trois rafales de 9 impulsions chacune. Chaque rafale dure 3 ms. Les rafales sont incohe´rentes
entre elles, avec diversite´ de fre´quence, ne´cessitant une re´-acquisition de la phase.
Les exemples pre´sente´s ont e´te´ re´alise´s pour des rapports S/B de -7 dB et -3 dB, avec des ale´as
d’acce´lerations de ± 4 g par seconde en moyenne, une incertitude initiale de 1500m sur la distance
et de 300m/s sur la vitesse.
(a) Distance radar/cible (b) Vitesse radiale
Fig. II.5.1 – Trajectoire re´elle de la cible (|δ γ| ≤ 4 g, par seconde)
Malgre´ une forte dynamique de la cible (figure II.5.1), le re´cepteur particulaire garantit la tenue
en accrochage jusqu’a` −7 dB de S/B. Notons par ailleurs, les bonnes performances en terme de
probabilite´s de de´tection et de fausse alarme ( de`s la 4eme illumination sous -7 dB). Ces deux
parame`tres, plus significatifs que la pre´cision pour le radar de veille (dont l’objectif principal est la
de´tection), te´moignent des be´ne´fices de l’optimalite´ globale du re´cepteur, et non plus pour chaque
illumination isole´ment.
5-1 Performances sous −7 dB
La figure (II.5.2) pre´sentet les performances du filtre particulaire sous −7 dB. L’inte´gration
cohe´rente sur 4 tours d’antenne successifs permet au filtre de re´hausser le rapport S/B, permettant
ainsi la de´tection de la cible la` ou` les techniques classiques (inte´grant sur un unique tour d’antenne
dans les cas les plus favorables) auraient e´choue´es.
Les performances de l’estimation de la distance et de la vitesse radiale (figure (II.5.2) : (a) et (b))
sont repre´sente´es par l’erreur d’estimation re´elle (bleu) et les entonnoires de confiance a` 2 e´carts-
types autour des estime´es (rouge). L’entonnoire de confiance traduit les capacite´s en pre´diction
jusqu’a` 3 s du filtre particulaire, entre deux illuminations successives.
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(a) Erreur d’estimation de la distance (b) Erreur d’estimation de la vitesse
(c) Probabilite´ de de´tection (d)Probabilite´ de fausse alarme
(e) Re´partition des particules
apre`s la premie`re illumination
(f) Re´partition des particules
apre`s la dernie`re illumination
Fig. II.5.2 – Performances du re´cepteur particulaire de veille-poursuite sous S/B de -7 dB
L’e´valuation du comportement des fausses alarmes du re´cepteur est simule´ ici par le traitement
d’un signal ne contenant que du bruit de mesure. La probabilite´ de fausse alarme est ne´gligeable
apre`s l’inte´gration des 4 tours.
5 Application au traitement radial 153
5-2 Performances sous −3 dB
Les figures (II.5.3, II.5.4) pre´sentent les performances du filtre particulaire sous −3 dB. L’aug-
mentation de l’observabilite´ (+4 dB) par rapport au cas pre´ce´dent se traduit par une de´tection
plus rapide (2 tours d’antenne) et une de´gradation moindre des pre´cisions entre 25 et 30 s. Les
performances en pre´diction sont pratiquement e´quivalentes, l’e´largissement du domaine d’incerti-
tude pre´dictif de la dynamique e´tant insensible a` la variation du RSB. L’optimalite´ du filtre permet
d’utiliser cette incertitude re´duite avant l’illumination de la cible, au lieu de la re´-initialisation
(classiquement) sur tout le domaine.
(a) Erreur d’estimation de la distance (b) Erreur d’estimation de la vitesse
(c) Probabilite´ de de´tection (d)Probabilite´ de fausse alarme
Fig. II.5.3 – Performances du re´cepteur particulaire sous S/B de -3 dB
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(e) Re´partition des particules
apre`s la premie`re illumination
(f) Re´partition des particules
apre`s la dernie`re illumination
Fig. II.5.4 – Performances du re´cepteur particulaire sous S/B de -3 dB
6 Conclusion
Les performances nume´riques en simulation pre´sente´es ici ont permis de mesurer les capacite´s
d’ame´lioration de la veille-poursuite radar qu’offre la technique particulaire. Ces re´sultats appellent
a` comple´ter cette e´tude, notamment par :
– la prise en compte optimale de la mesure angulaire : appartenance a` un secteur angulaire et
e´change de probabilite´ entre secteurs voisins,
– l’utilisation de crite`res de se´lection marginaux, mieux approprie´s pour la veille,
– la validation des performances sur donne´es re´elles.
Une collaboration avec Thale`s Air De´fense, en marge de l’e´tude pour les radars de poursuite et
concernant ces diffe´rents points, vient d’eˆtre contracte´e. Les conclusions de cette e´tude sont pre´vues
pour l’anne´e en cours.
Chapitre 6
Conclusion de la
deuxie`me partie
L’aptitude de la me´thode particulaire a` traiter des proble`mes non-line´aires non-gaussiens a
permis une prise en compte efficace des conditions critiques de dynamiques et d’observations dans
le traitement optimal des informations radar. Ceci s’est traduit par des ame´liorations conside´rables
des performances :
– Un seuil de de´tection pouvant eˆtre de 20 dB infe´rieur a` celui des techniques classiques.
– Une probabilite´ de fausse alarme plus faible.
– Des meilleures pre´cisions des parame`tres estime´s sous forte dynamique et faible rapport si-
gnal/bruit.
– Une leve´e automatique de l’ambigu¨ıte´ de vitesse graˆce a` l’estimation conjointe de l’effet Dop-
pler et du de´filement de l’enveloppe.
Ces gains de performances ont pu eˆtre montre´s a` travers :
– les re´sultats obtenus par des simulations re´alistes en veille et en poursuite radar,
– le retraitement des enregistrements de donne´es re´elles issus de la campagne ale´atoire [Noyer 00],
et la comparaison ale´atoire/de´terministe.
La baisse significative du nombre total de particules permise par l’exploration de´terministe, mise
en e´vidence par la comparaisons sur les donne´es J11B des deux me´thodes, permet d’envisager une
application plausible des techniques particulaires a` l’e´chelle industrielle.
Les excellents re´sultats obtenus par les e´valuations re´alistes et re´elles de la me´thode propose´e
ont donne´ lieu a` de nouvelles e´tudes contractuelles. Ces e´tudes, dont l’objectif final d’aboutir a` une
re´alisation effective ne cesse d’approcher, concernent :
– l’e´valuation des performances du re´cepteur particulaire de poursuite sur des mesures re´elles
du radar ARMOR,
– l’e´tude et l’e´valuation sur donne´es re´elles de la veille-poursuite radar a` particules de´terministes
de Gauss.
155
156 Conclusion
Troisie`me partie
Re´ception particulaire du signal
GPS
157

Chapitre 1
Introduction
Le syste`me GPS(Global Positionning System) est un syste`me de positionnement par satellite.
Sa disponibilite´ spatiale et temporelle ont en fait le syste`me de positionnement par excellence. En
effet, initialement conc¸u pour des applications militaires, ce syste`me a tre`s vite e´te´ adopte´ dans
d’autres domaines comme l’ae´ronautique et l’espace civils, la topographie ou la me´te´orologie.
Sous des conditions favorables de dynamique et d’observation, le traitement classique du signal
GPS permet d’atteindre des hautes pre´cisions de positionnement : de l’ordre de 5 m. Cependant,
ses performances sont tre`s vite de´grade´es notamment en pre´sence de fortes perturbations dyna-
miques. Habituellement, les solutions propose´es pour traiter ce proble`me se basent sur l’inte´gration
des mesures GPS avec d’autres sources de mesures (centrale inertielle,...). Si de telles inte´grations
permettent de nettes ame´liorations des performances globales, elles sont, en revanche, pre´judiciables
a` l’autonomie du syste`me GPS, qui fuˆt, pourtant, l’une de ses premie`res motivations.
La re´ception optimale autonome du signal GPS en pre´sence de fortes dynamiques,
ne´cessite une estimation non-line´aire conjointe des mesures utiles et des sources de perturbations
qui les affectent. Une telle estimation est possible par les techniques particulaires, dont l’application
ne souffre d’aucune restriction particulie`re.
L’e´tude du proble`me GPS (chapitre 2) met en e´vidence deux modes de fonctionnement possibles
selon les informations disponibles a priori et les chaˆınes de pre´traitement utilise´es. Elle permet de
proposer une mode´lisation comple`te pour chaque mode, ainsi que les solutions particulaires
adapte´es.
Les re´cepteurs particulaires de´terministes propose´s sont ici e´value´s sur des donne´es obte-
nues par des simulations re´alistes. Leurs performances sont illustre´es aux chapitres 3 et 4.
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Chapitre 2
Proble´matique GPS : Introduction
et mode´lisation
1 Introduction
Base´ sur la re´ception des signaux e´mis par une constellation de satellite, le positionnement GPS
est obtenu par triangulation a` partir des mesures des distances relatives entre le re´cepteur et les
satellites visibles. Les performances atteignables de´pendent de la ge´ome´trie de l’observation des
satellites et de la pre´cision des mesures de distance.
A faible RSB, l’extraction efficace de l’information distance ne´cessite une re´ception optimale du
signal GPS prenant en compte une mode´lisation fine du syste`me d’e´tat associe´.
2 Description du syste`me GPS
Le syste`me GPS (segment spatial) comporte 24 satellites actifs en orbite autour de la terre. Il
permet la de´termination de la position en trois dimensions ainsi que la correction de l’horloge du
re´cepteur. Plusieurs syste`mes de nume´rotation permettent d’identifier les satellites. Le nume´ro PRN
(pseudo Random Noise) est le plus couramment utilise´. Contenu dans le message de navigation, ce
nume´ro repre´sente le code pseudo-ale´atoire e´mis par le satellite.
Les satellites sont re´partis sur six orbites de fac¸on a` ce qu’a` n’importe quelle heure un mi-
nimum de cinq satellites soit visible de tout endroit sur terre. Chacun de ces satellites trans-
met un signal contenant la position et le temps du satellite ne´cessaire pour le positionnement du
re´cepteur [Johansson 98]. La de´termination de la position et la correction de l’horloge se font a` par-
tir des pseudo-distances se´parant le re´cepteur GPS et quatre satellites visibles. La pseudo-distance
entre un re´cepteur et un satellite est obtenue a` partir du de´lai de transmission du signal entre les
deux. Le pre´fixe pseudo est duˆ au caracte`re temporel ainsi qu’au biais induit par l’erreur de l’horloge
du re´cepteur.
Selon la pre´cision accessible on distingue deux types de services fournis par le syste`mes GPS :
– le SPS ( Standard Positionning Service) disponible a` tout les utilisateurs,
– le PPS (Precision Posionning Service) re´serve´ au gouvernement ame´ricain et aux utilisateurs
militaires.
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3 Signal GPS
3-1 Signal e´mis
Les satellites GPS e´mettent deux porteuses dans la bande L :
– L1 a` 1575.42MHz,
– L2 a` 1227.60MHz,
Ces porteuses sont module´es en phase par :
– Un message de navigation, qui comporte un ensemble d’informations ne´cessaires au po-
sitionnement tels que : les e´phe´me´rides du satellite, les cœfficients du mode`le ionosphe´rique,
l’e´tat du satellite et les parame`tres d’horloge.
– les codes pseudo-ale´atoires :
– Le codes C/A (Coarse Acquisition Code) sur L1. Accessibles a` tout les utilisateurs, ce code
de´finit le service SPS.
– Le code P (Precision Code) sur L1 et L2. Reserve´ a` l’arme´e ame´ricaine et certains utilisa-
teurs autorise´s, l’acce`s a` ce code est prote´ge´ par des cle´s de protection AS (Anti-Spoofing).
Il de´finit le service PPS.
La transmission utilise´e dans le GPS est une transmission a` spectre e´tale´ (SS : Spread Spectrum)
du type BPSK DSSS (Binary Phase Keying Shift Direct Sequence Spread Spectrum). Cela signifie
que la se´lection s’effectue par corre´lation d’une se´quence pseudo-ale´atoire qui module la porteuse en
superposition a` la modulation utile par le message de navigation. En BPSK, la phase de la porteuse
tourne de 180◦ a` chaque transition du signal modulant. Le terme DS (Direct Sequence) signifie que
l’e´talement du spectre est re´alise´ par une modulation de phase de la porteuse.
La modulation par le code est beaucoup plus rapide que la modulation des donne´es. Le rapport
de modulation a pour effet d’e´largir le spectre de l’e´mission et de re´duire la densite´ de puissance
e´mise dans la meˆme proportion. Pour le code C/A, le rapport d’e´talement de spectre est donne´
par :
B
b
=
1.023 106
50
= 2 · 104
avec, B fre´quence de modulation du code C/A et b celle des donne´es.
La porteuse ainsi e´tale´e par la modulation du code pseudo-ale´atoire pre´sente toutes les caracte´ristiques
d’un bruit. Le de´se´talement par le code du signal rec¸u permet :
– de restituer le signal utile dans sa bande e´troite b,
– d’e´taler les signaux parasites, en rejetant la majeur partie de leur e´nergie en dehors de la
bande utile.
La re´jection du bruit est du meˆme ordre de grandeur que le rapport d’e´talement du spectre. Elle
est d’autant plus efficace que la se´quence du code pseudo ale´atoire est longue.
L’e´talement du spectre permet a` plusieurs e´missions de codes pseudo-ale´atoires diffe´rents de co-
habiter sur la meˆme fre´quence sans interfe´rence entre les signaux. Chaque e´mission conside`re toutes
les autres comme des bruits qu’elle rejette dans le rapport B/b.
Tous les signaux GPS transmis sont cohe´rents. Cela signifie que les transitions du message de
navigation correspondent aux e´ventuelles transitions des codes P et C/A.
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Fig. III.2.1 – Signal GPS
3-1-1 Codes pseudo-ale´atoires
Les se´quences pseudo-ale´atoires, souvent utilise´es dans les syste`mes de te´le´communications a`
spectre e´tale´, sont ge´ne´re´es par des registres a` de´calage reboucle´s sur eux-meˆmes. Le syte`me GPS
utilise les codes de GOLD de longueurs maximales.
Il repre´sente une bonne approximation d’une se´quence ale´atoire, dont la fonction d’autocorre´lation
est donne´e par :
R(τ) = lim
T←∞
1
2T
∫ T
−T
c(t)c(t − τ)dt
=
{
1− |τ |Tc si |τ | ≤ Tc
0 sinon
avec τ valeur du retard et Tc dure´e du chip (bit du code) e´le´mentaire.
Un registre de n e´le´ments permet de ge´ne´rer une se´quence pseudo ale´atoire de longueur N =
2n − 1, dont la fonction d’autocorre´lation est donne´e par :
R(τ) =
{
1− |τ |Tc
(
1
N + 1
)
si |τ | ≤ Tc
− 1N si Tc ≤ |τ | ≤ (N − 1)Tc
3-1-2 Message de navigation
Le message de navigation est une suite de donne´es binaires transmises en mode se´rie a` 50 bits/s
sur les deux porteuses.
La structure du message est en trames de 1500 bits compose´es de cinq sous-trames contenant
chacune 300 bits. Chaque sous-trame contient 10 mots de 30 bits. L’e´mission comple`te d’un message
de donne´es ne´cessite l’e´mission de vingt-cinq trames et dure 12.5 minutes.
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3-1-3 Composantes du signal e´mis
Toutes les composantes du signal GPS sont cohe´rentes et ge´ne´re´es a` partir de la meˆme fre´quence
fondamentale F = 10.23MHz issue d’un oscillateur pilote a` tre`s haute stabilite´.
Le signal complet e´mis par l’antenne du satellite est donne´ par :
s(t) = AcC(t)D(t) sin(2πf1t+ φc) +ApP (t)D(t) cos(2πf1t+ φp) +ApP (t)D(t) sin(2πf2t + φp)
ou` C(t), P (t) et D(t) repre´sentent respectivement les se´quences du code C/A, du code P et du
message de navigation. f1 et f2 sont les fre´quences respectives des porteuses L1 et L2.
Les combinaisons des codes pseudo-ale´atoires et des donne´es sont des additions modulo 2 telles
que :
C(t)D(t) = 1 si C(t) = D(t)
C(t)D(t) = −1 si C(t) = D(t)
3-2 Signal rec¸u sur l’antenne du re´cepteur
Le signal GPS subit, pendant sa transmission, une atte´nuation d’espace libre et un retard pro-
portionnel a` la distance Rt se´parant le re´cepteur du satellite.
Le signal a` l’entre´e de l’antenne du re´cpeteur est alors donne´ par :
y(t) =
1
Rt
s(t− τ) + bt
avec τ = Rt/c retard de transmission de l’onde e´lectromagne´tique et bt bruit de mesure blanc gaus-
sien.
Pour la re´ception SPS du signal GPS L1, monosatellite, monotrajet, le signal utile s’e´crit :
y(t) =
At
Rt
C(t−Rt/c)D(t−Rt/c) sin(2πf1(t−Rt/c) + φt) + bt
Le de´phasage Δφt = 2πf1Rt/c de la porteuse est fonction du temps. Lorsque la vitesse relative
du re´cepteur/satellite v est constante, ce terme se re´e´crit, sous forme d’une fre´quence Doppler
fD = f1v/c,
Δφt = 2πfDt
D’autres effets duˆs :
– au milieu traverse´ (erreurs ionosphe´riques et troposphe´riques),
– a` l’environnement du re´cepteur (Multi-trajet),
– a` la dynamique des satellites (erreurs relativistes d’horloge).
viennent s’ajouter aux effets pris en compte par l’e´quation de mesure ci-dessus. Ces effets, a` l’ex-
ception des multitrajets, sont re´ductibles par corrections a` partir des donne´es transmises par les
satellites. Concernant les multitrajets, leur influence est souvent diminue´e par le choix d’antennes
de diagrammes convenables. Tous ces effets ne seront pas pris en compte dans le cadre de la pre´sente
e´tude qui ne concerne que l’estimation des parame`tres du signal mono-fre´quence, mono-trajet, mo-
nosatellite.
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3-3 Pre´-traitement analogique du signal GPS
Le signal GPS rec¸u est d’abord pre´-amplifie´ puis de´module´. La de´modulation est souvent re´alise´e
en plusieurs e´tapes. D’abord, le signal est tranforme´ dans une fre´quence intermide´aire (IF) (de´pend
du re´cepteur e.g. 4MHz) :
y(t) =
At
Rt
C(t−Rt/c)D(t−Rt/c) sin(2πfIF t− 2πf1Rt/c+ φt) + βt
Le signal IF est ensuite de´module´ dans la bande de base (B) en deux composantes en I et Q
(I : composante en phase, Q : composante en quadrature de phase). Le signal GPS a` la sortie du
de´modulateur s’e´crit sous la forme complexe :
y(t) =
At
Rt
C(t−Rt/c)D(t−Rt/c)e−2πf1Rt/c+φt + βt
La bande du signal ainsi de´module´ correspond a` la bande de base du code PRN augmente´e du
Doppler re´siduel fD(t).
La de´modulation en bande de base peut eˆtre re´alise´e avant ou apre`s l’e´chantillonnage du signal.
3-4 Bilan de puissance
Le rapport signal/bruit nominal a` la sortie du de´modulateur est donne´ par :
S/N = PS − PB = −22.1 dB
avec
– PS = −162 dBW puissance minimale du signal rec¸u apre`s atte´nuation d’espace libre et atte-
nuation atmosphe´rique.
– PB = −139.9 dBW
Soit, apre`s de´se´talement du spectre, c’est a` dire filtrage adapte´ au code :
S/N = 21 dB
Il s’agit d’un rapport signal/bruit nominal qui peut varier de ±10 dB selon l’e´le´vation du satellite,
son e´tat et le gain d’antenne du re´cepteur.
4 Mesures GPS
La position du re´cepteur est de´duite, par triangulation, des distances se´parant son antenne des
satellites observe´s. Ces distances sont proportionnelles aux temps de propagation τ du signal, qui
se traduisent dans le signal rec¸u par :
– Un de´calage du code PRN C(t− τ),
– Un de´phasage de la porteuse e−2πf1τ
donnant lieu aux deux mesures possibles en GPS :
– la mesure de la pseudo-distance,
– la mesure de phase
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4-1 Mesure de pseudo-distance
Cette mesure se fait a` l’aide du code pseudo-ale´atoire e´mis par le satellite. La corre´lation entre
le signal rec¸u et une re´plique localement ge´ne´re´e du code C/A permet de mesurer le de´calage τ
entre les instants d’e´mission et de re´ception du signal.
Elle contient un terme inconnu duˆ au de´calage entre les horloges du satellite et du re´cepteur :
ρ = R + cΔt
avec, ρ pseudo-distance satellite-re´cepteur, R distance re´elle et Δt de´calage d’horloge commun a`
tous les satellites observe´s par le re´cepteur.
La mesure de pseudo-distance est relativement peu pre´cise (plusieurs me`tres). Cependant, elle
ne souffre pas d’ambigu¨ıte´ a` l’interieur d’une se´quence de code C/A ( a` 300 km pre`s).
4-2 Mesure de phase
La mesure de phase se fait sur les porteuses L1 et L2, de longueurs d’onde respectives de 19 et
24.4 cm. C’est une mesure de temps plus pre´cise que la pseudo-distance (quelques millime`tres). Son
inconve´nient est son ambigu¨ıte´ e´gale a` la longueur d’onde. Elle ne permet donc qu’une mesure de la
variation de la distance satellite-re´cepteur entre deux instants de mesure, en l’absence d’interuption
du signal.
La mesure de phase est base´e sur la comparaison de la phase du signal rec¸u par le re´cepteur
et celle d’une re´plique localement ge´ne´re´e. Le re´cepteur mesure le de´phasage Δφ entre les deux
signaux et entretient a` l’aide d’un compteur le nombre n de cycles rec¸us depuis la premie`re mesure
a` l’instant t0, tant que la re´ception n’est pas interrompue.
Comme pour le cas de la pseudo-distance, le de´calage entre l’horloge du satellite et celle du
re´cepteur se traduit par un terme inconnu commun a` toutes les mesures faites sur les diffe´rents
satellites observe´s.
La mesure de phase est donne´e par :
Δφ+ n = fΔt +
f
c
R−Nt0
avec f fre´quence de la porteuse, n nombre entier de cycles compte´ depuis t0, R distance satellite-
re´cpeteur et Nt0 nombre entier inconnu de cycles a` la premie`re mesure.
4-3 Combinaison des Mesures
La combinaison des mesures GPS permet de s’affranchir partiellement des inconve´nients de
chacune d’elles.
4-3-1 Combinaison des phases
Il s’agit d’une combinaison line´aire des phases des deux porteuses L1 et L2 :
Φ = m1φ1 +m2φ2
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avec m1 = 1 et m2 = −1.
Ceci permet de cre´er une longueur d’onde e´quivalente :
λ = 82.2 cm
et d’agrandir le domaine d’ambiguite´ de phase, facilitant ainsi l’estimation des ambigu¨ıte´s entie`res.
4-3-2 Combinaison de pseudo-distance et de phase
Les mesures de code et de phase subissent le meˆme effet Doppler aux e´carts ionosphe´riques et
troposphe´riques pre`s. Il est donc possible de filtrer les e´carts code/phase et de restituer ainsi une
pseudo-distance non-ambigue lisse´e par la phase, donc, de meilleures pre´cisions.
5 Traitement nume´rique classique du signal GPS
Apre`s de´modulation, le traitement du signal GPS peut eˆtre divise´ en trois e´tapes :
– aquisition du signal,
– poursuite et affinage des mesures,
– lecture et synchronisation du message de navigation.
5-1 Acquistion du signal
L’aquisition du signal GPS est une recherche tridimensionnelle dans le temps (retard), la fre´quence
et le code d’acce`s du satellite.
5-1-1 Recherche line´aire
Il s’agit d’une recherche exhaustive des domaines temporel et fre´quentiel discre´tise´s avec des
pas respectifs de 0.5 pe´riode d’un chip et de 500 Hz. Pour chaque hypothe`se, le re´cepteur calcule la
moyenne de K e´chantillons de la corre´lation du signal rec¸u et d’une re´plique retarde´e et module´e
du code C/A. La recherche s’arreˆte lorsque cette moyenne de´passe un seuil donne´.
5-1-2 Recherche par TFR
Cette me´thode est base´e sur le meˆme principe que la recherche line´aire. Le code C/A subit
cette fois un de´calage circulaire, ce qui rame`ne la corre´lation a` une convolution circulaire pouvant
eˆtre calcule´e sous forme d’un simple produit dans le domaine fre´quentiel. Bien que nettement plus
rapide que la premie`re, elle est moins utilise´e a` cause de sa mise en œuvre plus complique´e.
5-2 Poursuite du signal
La poursuite permet d’e´viter la perte du signal (apre`s acquisition) pouvant eˆtre cause´e par les
variations dans le temps de ses parame`tres. La poursuite du retard est re´alise´e par une boucle
de verrouillage de code (DLL : Delayed Lock Loop) et celle de la fre´quence par une boucle de
verrouillage de la porteuse (PLL : Phase Lock Loop ou FLL : Frequency Lock Loop). Des versions
de ces boucles de verrouillage utilisant des filtres de Kalman ont e´te´ propose´es dans la litte´rature
[Psiaki 01].
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5-2-1 Boucle de verrouillage de code (DLL)
La poursuite du code PRN est re´alise´e par une une boucle d’asservissement, ou` l’erreur de syn-
chronisation, entre le code C/A rec¸u et sa re´plique ge´ne´re´e par le re´cepteur, est calcule´e par la
diffe´rence entre les re´sultats de corre´lation pour diffe´rentes valeurs du retard au voisinage de son
estimation courante.
La boucle de verrouillage de code utilise ge´ne´ralement trois corre´lateurs distincts, alimente´s par
le signal rec¸u :
– Early : Avance´ par rapport au retards pre´sume´ d’une fraction de chip. Il fournit les deux
composantes en phase et en quadrature de phase : IE et QE ,
– Prompt : correspond au retard pre´sume´. Il fournit les deux composantes IP et QP ,
– Late : retarde´ par rapport au retards pre´sume´ d’une fraction de chip. Il fournit les deux
composantes IL et QL.
Le signal d’erreur est donne´ par la diffe´rence entre les corre´lations Early et Late. Filtre´, il sert de
commande au ge´ne´rateur de code pour corriger l’erreur de synchronisation du code. Trois signaux
d’erreurs sont couramment utilise´s par les re´cepteurs GPS [Braasch 99] :
– Cohe´rent :
 = (IE − IL)sign(IP )
ou` sign(IP ) repre´sente le signe de IP , il correspond a` celui du bit de donne´es du message de
navigation.
– Diffe´rence des puissances des signaux Early et Late :
 = (I2E +Q
2
E)− (I2L +Q2L)
– Produit scalaire :
 = (IE − IL)IP + (QE −QL)QP
L’inte´gration du signal d’erreur sur une pe´riode suffisamment longue du temps permet d’e´viter les
fausses corrections dues au bruit de mesure.
5-2-2 Boucles de verrouillage de la porteuse (PLL/FLL)
Apre`s l’acquisition, la fre´quence est obtenue avec une pre´cision de ±500 Hz. Les boucles de
verrouillage de la porteuse permettent d’ame´liorer cette pre´cision et de corriger la fre´quence en
cas de variation. Elles sont base´es sur le traitement des composantes IP et QP du corre´lateur
synchronise´ sur le code PRN et de´livrent un signal de commande de l’oscillateur local (NCO :
Numerically Controlled Oscillator), ainsi que le bit courant du message de navigation.
5-2-2.1 Boucle de verrouillage de phase
La PLL cherche a` maximiser la composante en phase du signal rec¸u apre`s de´modulation et
de´se´talement par le code d’acce`s. Les signaux d’erreur les plus commune´ment utilise´s sont [Kaplan 96] :
–  = sign(IP )QP = sin(Δφ),
–  = IPQP = sin(2Δφ),
–  = QP /IP = tan(Δφ).
Les bits du message de navigation modulant la porteuse ont pour effet d’inverser regulie`rement
le signe du signal. La boucle de verrouillage de phase utilise´e en GPS est une boucle de Costas.
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Insensible a` un de´phasage de ±π, elle permet de recupe´rer les bits de donne´es a` un signe pre`s
conjointement a` la correction de la phase. En l’absence de de´crochage de phase, l’inversion de
signe est commune a` tous les bits de donne´es recupe´re´s et peut eˆtre corrige´e, par comparaison au
pre´ambule contenu dans le message de navigation, pendant la phase de synchronisation des trames.
La boucle de Costas utilise une inte´gration des signaux IP et QP pour re´hausser le rapport
signal/bruit. La longueur de cette inte´gration doit eˆtre infe´rieure a` la dure´e des bits de donne´es
(20ms). De plus, la synchronisation de cette inte´gration avec les instants de transition des donne´es
de navigation est ne´cessaire pour e´viter d’inte´grer des signaux rec¸us avec deux bits de donne´es
diffe´rents.
5-2-2.2 Boucle de verrouillage de fre´quence
La boucle de verrouillage de phase permet une poursuite pre´cise de la fre´quence du signal rec¸u.
Cependant, contrainte par la synchronisation parfaite des bits de donne´es, elle ne peut eˆtre utilise´e
efficacement de`s les premie`res ite´rations, lorsque les instants de transitions des bits sont encore in-
connus. Durant cette pe´riode, les re´cepteurs GPS utilisent des boucles de verrouillages de fre´quence,
moins sensibles a` la synchronisation des bits du message de navigation. La boucle de verrouillage
de fre´quence utilise la diffe´rence des signaux IP et QP pour deux periodes d’inte´gration successives
de´butant aux instants t1 et t2 (avec t2− t1 dure´e d’inte´gration des signaux rec¸us) : IP1 , QP1 et IP2 ,
QP2 , pour former un signal d’erreur permettant une fois filtre´ de corriger la fre´quence de l’oscillateur
local.
Les signaux d’erreurs les plus commune´ment utilise´s sont base´s sur le calcul des quantite´s sui-
vantes :
– Produit scalaire : α = IP1IP2 +QP1QP2 ,
– De´terminant de la matrice
[
IP1 IP2
QP1 QP2
]
: β = IP1QP2 − IP2QP1 ,
Ils sont donne´s par [Kaplan 96] :
–  = sign(α)βt2−t1 =
sin(2Δφ)
t2−t1 ,
–  = βt2−t1 =
sin(Δφ)
t2−t1 ,
–  = atan2(α,β)2π(t2−t1) =
Δφ
2π(t2−t1) .
La boucle FLL permet aussi de de´tecter les bits du message de navigation e´mis par le satellite.
La probabilite´ d’erreur par bits de donne´es est plus importante que dans une boucle de Costas.
5-3 Synchronisation des bits de donne´es
Chaque bit de donne´e transmis dans le signal GPS est repe´te´ 20 fois. La de´termination des
instants de changement de bit permet, d’une part, de lire le message satellite ne´cessaire au posi-
tionnement du re´cepteur, et d’autre part, de profiter amplement de la dure´e d’inte´gration de 20ms
que permet cette re´pe´tition pour ame´liorer les performances des boucles de poursuite du signal.
Les e´phe´me´rides des satellites observe´s et les informations a priori sur la position du re´cepteur
et sur le de´calage de son horloge permettent une synchronisation “grossie`re”1 des bits de donne´es.
1fonction des incertitudes a priori sur les informations ne´cessaires au calcul
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Dans le cas de fortes incertitudes, les re´cepteurs GPS utilisent des proce´dures statistiques de
synchronisation pour la de´tection des instants de transition a` partir du signal rec¸u. L’approche la
plus utilise´e, histogram approach [Parkinson 96], est base´e sur le comptage du nombre de chan-
gement de signe a` la sortie du corre´lateur prompt (IP ) pour chacune des positions candidates
(ttransition ∈ {0, · · · , 19}). L’estime´e de l’instant de transition est donne´e par la position ayant le plus
grand nombre de changements de signe. La qualite´ de l’estimation de´pend du temps d’inte´gration,
elle se traduit par une grande diffe´rence entre le nombre de changements de signe de la position la
plus massive et ceux des autres positions candidates.
[Kokkonen 02] propose une approche a` maximum de vraisemblance pour la synchronisation des
bits de donne´es. Pour chaque position candidate ttransition, l’algorithme de synchronisation propose´
calcule la vraisemblance conditionnelle aux observations correspondantes. L’estime´e a` maximum
de vraisemblance t̂transition est donne´e par la position la plus massive, et la qualite´ de l’estime´e,
fonction de l’horizon temporel, par la clarte´ du pic de vraisemblance.
6 Solutions particulaires
Les performances du traitement classique du signal GPS sont restreintes aux cas les plus re´guliers
de dynamique et d’observabilite´. En effet, le traitement optimal du signal GPS, notamment sous des
conditions critiques, ne´cessite une estimation conjointe des parame`tres continus et discrets du signal
avec une inte´gration cohe´rente suffisamment longue pour un re´haussement maximal de l’observa-
bilite´. Un tel traitement n’est pas re´alisable par les techniques classiques base´es sur la se´parabilite´
de l’estimation des diffe´rents parame`tres et une hypothe`se de stationnarite´ de l’e´tat pendant les
pe´riodes d’inte´gration.
Le caracte`re global du filtrage particulaire, ainsi que sa capacite´ d’inte´gration longue d’hy-
pothe`ses multiples, en font une solution optimale pour la re´ception des signaux GPS sous fortes
dynamiques. Son application ne´cessite une mode´lisation fine du syte`me d’e´tat, tant pour l’observa-
tion que pour la dynamique.
Les re´cepteurs particulaires, propose´s ici, concernent le traitement du signal GPS e´chantillonne´
apre`s de´modulation de la porteuse :
– La premie`re solution (Chapitre 3) reprend une architecture classique de pre´-traitement du
signal. Le signal a` l’entre´e du filtre particulaire est compose´ de la sortie du corre´lateur par le
code C/A du signal GPS de´module´. Cette solution concerne un sce´nario de poursuite, avec,
notamment, une fre´quence re´siduelle du signal de´module´ suffisamment faible pour garantir la
conservation des proprie´te´s de la corre´lation par le code.
– La seconde solution (Chapitre 4) s’affranchit de la contrainte de pre´-de´modulation suffisam-
ment fine de la fre´quence Doppler. En effet, l’entre´e du filtre est alimente´e par la sortie d’un
corre´lateur par le chip e´le´mentaire de dure´e Tc. Le de´se´talement du spectre est implicitement
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re´alise´ par le calcul des vraisemblances particulaires sur une periode du code C/A2 :
Li =
1022∑
k=0
(yk − yik)TR−1v (yk − yik) + c
=
1022∑
k=0
1
σ2v
(
yTk yk + y
i
k
T
yik − 2 yTk yik
)
+ cc
=
1
σ2v
(
1022∑
k=0
yTk yk +
1022∑
k=0
yik
T
yik − 2
1022∑
k=0
yTk y
i
k
)
+ c (2.1)
avec c un terme de normalisation, Rv = σ
2
v I matrice de covariance du bruit de mesure blanc
gaussien, yk signal rec¸u a` la sortie du corre´lateur par le chip, et y
i
k sa re´plique selon l’hypothe`se
particulaire i.
Sous l’hypothe`se d’invariance de la phase Doppler durant la dure´e d’un chip e´le´mentaire
Tc = 9.77 · 10−7 s ( fD  1MHz), et de l’amplitude (atte´nuation 1R du signal comprise)
durant la pe´riode du code, le calcul du dernier terme de la vraisemblance revient, apre`s un
long calcul tenant compte des instants de transitions des bits du code C/A et des bits de
donne´es,
– a` la de´modulation vers la fre´quence re´siduelle f1(V
R
k − V Rk
i
)/c, avec V Rk vitesse radiale
re´elle et V Rk
i
celle de l’hypothe`se particulaire i,
– au calcul de l’auto-corre´lation du signal ainsi de´module´ par le code C/A pour le retard
τ − τ i = Rc − R
i
c ,
de valeur maximale pour l’hypothe`se particulaire qui co¨ıncide avec les parame`tres re´els du
signal rec¸u.
Cette solution est adapte´e au cas d’Acquisition/Poursuite du signal GPS, sous forte dynamique
et faible observabilite´.
7 Mode´lisation du proble`me GPS
7-1 Mode`le d’observation
7-1-1 Corre´lation par le code C/A
A` la sortie du corre´lateur le signal s’e´crit :
s(t) =
At
Rt
h(t−Rt/c)D(t−Rt/c)e−2πf1Rt/c+φt + νt
ou` h(t) est la fonction d’auto-corre´lation du code C/A donne´e par :
h(t) 
{
1− |t|Tc si |t| ≤ Tc
0 sinon
et νt un bruit blanc gaussien de puissance infe´rieur a` celle de βt.
E´chantillonne´, le signal s’e´crit :
sk =
Ak
Rk
h(k · T −Rk/c)Dke−2πf1Rk/c+φk + νk
2Cette expression est valable pour des particules ponctuelles de Dirac. Pour les particules diffuses de Dirac-Gauss,
il s’y ajoute un terme fonction de l’e´tendue (variance) autour des composantes gaussiennes.
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ou` T est la pe´riode d’e´chantillonnage e´gale a` la dure´e du chip Tc = 9.77 · 10−7 s.
a` chaque re´currence K du code C/A, le signal rec¸u s’e´crit sous forme vectorielle :
YK =
⎧⎪⎩ Re(sK T+k)
Im(s
K T+k
)
⎫⎪⎭1022
k=0
+ VK =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0
...
0
Re(s
KT+κ
)
Im(sK T+κ)
Re(s
K T+κ+1
)
Im(s
K T+κ+1
)
0
...
0
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
+ VK
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0
...
0
AK cos(−2πf1RK/c+ φK) · (1 − RK/c−κTcTc ) ·DK
AK sin(−2πf1RK/c+ φK) · (1− RK/c−κTcTc ) ·DK
AK cos(−2πf1RK/c+ φK)RK/c−κTcTc ·DK
AK sin(−2πf1RK/c+ φK)RK/c−κTcTc ·DK
0
...
0
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
+ VK
ou` VK est un vecteur de bruits blancs gaussiens inde´pendants, κ =  RcTc  case distance ou` se trouve
le re´cepteur a` la recurrence K.
Le signal utile est contenu dans les e´chantillons d’indice κ et κ+ 1. La re´ception nume´rique du
signal GPS se fait, donc, a` partir des sorties d’un nombre limite´ de corre´lateurs distincts espace´s
d’une pe´riode du chip et couvrant l’espace d’incertitude sur la distance re´cepteur-satellite. De plus, la
qualite´ de la corre´lation par le code PRN (cf figure III.2.2) de´pend de la fre´quence re´siduelle (vitesse
de rotation de la phase du signal de´module´ −2πf1RK/c + φK). Dans le cas de fortes incertitudes
sur la fre´quence Doppler, la re´ception optimale du signal GPS ne´cessite autant de re´cepteurs que
de secteurs fre´quentiels e´le´mentaires.
7-1-2 Corre´lation par le chip
La figure III.2.2 pre´sente l’e´volution de la fonction de corre´lation par le code C/A du signal rec¸u
en fonction de la fre´quence re´siduelle.
Pendant la phase d’acquisition de la fre´quence Doppler, le traitement optimal du signal ne´cessite
autant de de´modulateurs que de secteurs fre´quentiels e´le´mentaires (∼ ±250Hz). Pour les vi-
tesses radiales vise´es par cette e´tude (∼ 1 km/s), la fre´quence Doppler peut atteindre les valeurs
extreˆmes de ±5 kHz, soit une dizaine de secteurs fre´quentiels e´le´mentaires. D’une part, une ac-
quisition se´quentielle de la fre´quence Doppler (par exploration se´quentielle des diffe´rents secteurs
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Fig. III.2.2 – Fonction de corre´lation en fonction de la fre´quence re´siduelle.
angulaires) est sous-optimale dans le cas de fortes dynamiques (fortes variations de l’acce´le´ration
relative re´cepteur-Satellite), et d’autre part, une exploration simultane´e de toutes les hypothe`ses
Doppler ne´cessite un nombre tre`s important de corre´lateurs distincts (∼ 10 fois plus de corre´lateurs).
La corre´lation par la fonction de forme du chip e´le´mentaire de´finie par :
u(t) =
{
1 si 0 ≤ t < Tc
0 sinon
permet de reporter la de´modulation fine du Doppler et le de´se´talement du spectre au traitement
nume´rique du signal a` partir de la sortie d’une unique branche de´modulateur/corre´lateur. Le signal
a` l’entre´e du filtre nume´rique est donne´ par :
yk =
∫ (k+1)Tc
kTc
s(t)dt
=
∫ (k+1)Tc
kTc
At
Rt
C(t−Rt/c)D(t−Rt/c)e−2πf1Rt/c+φtdt
Sous l’hypothe`se le´gitime de stationnarite´ des parame`tres pendant la dure´e du chip, l’instant de
transition du bits du code C/A dans l’intervalle [kTc , (k +1)Tc] est donne´e par t
tr
k = k Tc + (
Rk
cTc
−
 RkcTc )Tc. La sortie du corre´lateur par le chip e´le´mentaire s’e´crit alors :
yk =
∫ ttrk
kTc
Ak
Rk
C
k−
Rk
cTc

D
k−
Rk
cTc

e−2πf1Rk/c+φkdt
+
∫ (k+1)Tc
ttrk
Ak
Rk
C
k+1−
Rk
cTc

D
k+1−
Rk
cTc

e−2πf1Rk/c+φkdt
=
Ak
Rk
C
k−
Rk
cTc

D
k−
Rk
cTc

e−2πf1Rk/c+φk
(
Rk
c
− Rk
cTc
Tc
)
+
Ak
Rk
C
k+1−
Rk
cTc

D
k+1−
Rk
cTc

e−2πf1Rk/c+φk
(
(Rk
cTc
+ 1)Tc − Rk
c
)
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7-2 Mode`le de dynamique
7-2-1 Parame`tres continus
En l’absence de multi-trajets, les parame`tres continus du signal rec¸u sont :
– L’amplitude du signal Ak : pratiquement constante, elle est perturbe´e par une de´rive qui peut
eˆtre mode´lise´e par un bruit blanc gaussien additif δAk. Son e´quation d’e´volution est donne´e
par :
Ak+1 = Ak + δAk
– Idem, la phase initiale du signal φk est perturbe´e par une faible de´rive mode´lise´e par un bruit
blanc gaussien additif δφk :
φk+1 = φk + δAk
– La pseudo-distance Rk re´cepteur-satellite dont la dynamique peut eˆtre repre´sente´e, dans le
cas de fortes variations, par un mode`le de Singer modifie´ :⎧⎨⎩ Rk+1 = Rk + vkTvk+1 = vk(1− αT ) + γkT
γk+1 = γk + πkwk
ou`, vk et γk repre´sentent respectivement la vitesse et la consigne d’acce´le´ration radiales re-
latives du re´cepteur par rapport au satellite, α cœfficient de viscosite´, et πkwk bruit blanc
inde´pendant a` valeur gaussienne et occurence poissonienne repre´sentant les e´volutions de l’ac-
ce´le´ration radiale qui peuvent eˆtre duˆs autant au pilotage du re´cepteur qu’aux incertitudes
satellitaires en phase transitoire sans lecture.
7-2-2 Parame`tres discrets
7-2-2.1 Code PRN
Dans le cas d’une corre´lation par le code C/A, la connaissance de ce code n’est ne´cessaire qu’au
niveau des corre´lateurs. Le filtre nume´rique a, toutefois, besoin de de´terminer les e´chantillons de
mesures contenant le signal utile, et donc la case distance donne´e par κ =  RcTc . Conditionnelle-
ment a` la distance R, la case distance κ est une variable de´terministe : p(κ|R) = δ(κ−  RcTc )
La re´ception multi-satellite ne´cessite e´videmment plusieurs voies de re´ception permettant une
recherche exhaustive des codes PRN de tous les satellites potentiellement visibles.
Dans le cas d’une corre´lation par le chip e´le´mentaire, cette recheche peut eˆtre re´alise´e par des
filtres nume´riques paralle`les conditionnels aux nume´ros PRN des satellites visibles et ponde´re´es par
les diffe´rentes probabilite´s de de´tection du signal relatifs aux hypothe`ses PRN.
Les parame`tres du code PRN sont, dans ce cas,
– Le nume´ro PRN du satellite correspondant, donne´e du proble`me de filtrage pour la re´ception
mono-satellite concerne´e,
– Le de´calage entier du code PRN  R
cTc
, suppose´ constant pour une ite´ration e´le´mentaire de
filtrage, il est directement calcule´ a` partir de la pseudo-distance.
7-2-2.2 Message de navigation
Le message de navigation est constitue´ d’une se´quence de bits de dure´e 20ms chacun. La
mode´lisation la plus ge´ne´rale consiste, donc, a` conside´rer ces bits inde´pendants et leurs valeurs
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±1 e´quiprobables a priori.
Les instants de transition de bits de donne´e sont espace´s de 20ms avec pour origine la fraction
restante du bit initiale rec¸u au de´but du traitement t0transition ∈ {0, · · · , 19}.
DK+1 =
{
uK si K = t
0
transition modulo 20
DK sinon
(2.2)
ou` uK est un bruit inde´pendant uniforme a` valeurs dans {−1, 1}, pour K ite´rations en cours en
pe´riode de code C/A, et t0transition premier instant de transition du premier bit rec¸u.
Dans le cas d’une corre´lation par le chip e´le´mentaire, la transition du bit de donne´e a lieu aux
instants tels que k = (t0transition 1023 +  RcTc ) modulo 20460, en vertu de la synchronisation entre
le code PRN et les bits de donne´e a` l’e´mission. Ceci permet une synchronisation plus fine, de l’ordre
de 1μs, du message de navigation.
8 Conclusion
Ce chapitre a permis de pre´senter une description de´taille´e du proble`me GPS conside´re´, pour
deux modes de fonctionnement possibles : Poursuite et Acquisition/Poursuite, ainsi que les mode`les
d’e´tat correspondant.
La distinction entre ces deux modes est due aux hypothe`ses d’incertitude initiale :
– Plus e´conome en calcul, le mode poursuite ne peut eˆtre conside´re´ que si les informations a
priori sur la vitesse radiale sont suffisamment pre´cises.
– Le mode acquisition/poursuite est moins restrictif, il est utile pour l’accrochage initial et les
reprises apre`s perte du signal.
D’ou` l’inte´reˆt de conserver cette distinction et de pre´voir les conditions de commutation ade´quates3
entre ces modes de fonctionnement.
Les mode`les associe´s a` chacun des modes de fonctionnement pre´sentent des fortes non-line´arite´s
et des ale´as non-gaussiens justifiant le recours a` la solution particulaire. Les deux strate´gies d’ex-
ploration particulaire : ale´atoire et de´terministe, sont e´value´es dans ce qui suit sous les meˆmes
conditions ope´ratoires. Ceci permet une comparaison e´quitable et une appre´ciation plus pre´cise de
l’e´conomie de calcul offerte par les particules de´terministes.
3variance de l’erreur d’estimation de la vitesse radiale.
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Chapitre 3
Re´cepteur particulaire en
poursuite GPS
1 Introduction
Ce chapitre pre´sente les re´cepteurs particulaires du signal GPS propose´s en mode poursuite :
– Re´cepteur a` particules ale´atoires de Dirac-Gauss.
– Re´cepteur a` particules de´terministes de Dirac-Gauss.
L’objectif est, ici,
– d’une part, de montrer les performances atteignables par les me´thodes particulaires,
– d’autre part, d’e´valuer, a` performances e´gales, l’e´conomie de calcul de la strate´gie de´terministe
d’exploration propose´e dans ces travaux.
Les re´sultats nume´riques pre´sente´s ont e´te´ obtenus en simulation dans des conditions aussi re´alistes
que possibles.
2 Mode`le d’e´tat
En configuration de poursuite, le signal GPS a` la sortie du de´modulateur est de faible fre´quence
re´siduelle (∼ 100Hz). Apre`s corre´lation par le code C/A, le signal e´chantillonne´, a` la pe´riode du
chip, s’e´crit :
sk =
Ak
Rk
h(k · T −Rk/c)Dke−2πf1Rk/c+φk + νk
ou` h(·) fonction d’autocorre´lation du code C/A donne´e par,
h(τ) =
{
1− |τ |Tc
(
1
N + 1
)
− 1N

{
1− |τ |Tc si |τ | ≤ Tc
0 sinon
νk un bruit blanc gaussien inde´pendant des parame`tres du signal.
Les variables d’e´tat du proble`me de re´ception du signal GPS sont :
– Ak et φk amplitude et phase respectives du signal rec¸u, de faibles de´rives gaussiennes.{
Ak+1 = Ak + δAk
φk+1 = φk + δφk
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– Rk, vk et γk parame`tres cine´matiques relatifs du re´cepteur/satellite dont l’e´quation dynamique
est donne´e par le mode`le de singer modifie´ :⎧⎨⎩
Rk+1 = Rk + vkT
vk+1 = vk(1− αT ) + γkT
γk+1 = γk + πkwk
– Dk, ttransition parame`tres discrets du messages de navigation :
– ttransition instants de synchronisation des bits de donne´es, invariables durant toute la
re´ception.
– Dk bit de donne´es, de dure´e 20ms, de densite´ de probabilite´ a priori e´quiprobable : p(1) =
p(−1) = 1/2.
3 Solutions Particulaires
La re´ception optimale du signal GPS, en phase de poursuite, au sens du maximum de vraisem-
blance trajectorielle ne´cessite l’estimation conjointe des parame`tres continus et discrets de l’e´tat.
La solution optimale e´tant irre´alisable en dimension finie, toute solution de complexite´ borne´e est
ne´cessairement sous-optimale.
Cependant, pour une capacite´ de calcul donne´e, les techniques particulaires, permettent, par
leur maillage adaptatif, une approximation fiable de l’optimum, avec une pre´cision adapte´e aux res-
sources calculatoires et aux informations sur l’e´tat acquises par l’inte´gration cohe´rente de multiples
hypothe`ses e´le´mentaires concurrentes.
3-1 Discre´tisation particulaire de l’espace d’e´tat
Conditionnellement au message de navigation, le mode`le d’e´tat des parame`tres continus du
proble`me GPS s’e´crit : ⎧⎪⎪⎪⎨⎪⎪⎪⎩
Ak+1 = Ak + δAk
φk+1 = φk + δφk
Rk+1 = Rk + vkT
vk+1 = vk(1− αT ) + γkT
γk+1 = γk + πkwk
(3.1)
sk =
Ak
Rk
h(k · T −Rk/c)Dke−2πf1Rk/c+φk + νk (3.2)
Les fonctions de dynamique et de mesure e´tant presque partout continuˆment de´rivables, ce mode`le
peut eˆtre line´arise´ localement dans des re´gions d’e´tat de faibles e´tendues.
L’espace d’e´tat des parame`tres continus peut donc eˆtre discre´tise´ par des gaussiennes e´le´mentaires
a` la finesse requise :
p(θ|Bj , Y ) =
∑
i
ρjiNσji
(θ − θ̂ji )
avec θ = [AφRv γ]T parame`tres d’e´tat continus et Bj = [ttransition D]
T parame`tres discrets du
message de navigation.
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L’approximation de la densite´ de probabilite´ conjointe des parame`tres d’e´tat discrets et continus
est alors donne´e par :
p(θ,B|Y ) =
∑
j
ρjδBj (B)p(θ|Bj , Y ) =
∑
n
ρnNσn(θ − θ̂n)δBn(B)
Elle correspond a` la discre´tisation par des particules de Dirac-Gauss de l’espace d’e´tat conjoint,
soit un maillage ponctuel de l’espace selon les parame`tres B du message de navigation et diffus
selon les parame`tres e´lectromagne´tiques et cine´matiques.
3-2 Re´cepteur a` particules ale´atoires de Dirac-Gauss
L’e´volution du maillage particulaire de Dirac-Gauss peut eˆtre assure´e par une exploration
ale´atoire de l’espace d’e´tat.
L’algorithme de la solution a` particules ale´atoires de Dirac-Gauss est alors donne´ par :
1. Initialisation :
Chacune des mesures de Dirac-Gauss est affecte´e d’une variance garantissant la validite´ de la
line´arisation locale du syste`me d’e´tat. Le support initial, caracte´rise´ par l’ensemble des po-
sitions et covariances des particules e´le´mentaire (Bi0, θ
i
0, P
i
0), est distribue´ selon les connais-
sances a priori de l’e´tat. Il doit ve´rifier trois points :
– garantir le validite´ de la line´arisation locale,
– approcher au mieux la densite´ de probabilite´ a priori,
– assurer une bonne couverture du domaine d’incertitude initial.
Elle est re´alise´e par un tirage des positions particulaires.
En pratique, toutes les particules sont affecte´es de la meˆme covariance initiale.
2. Exploration ale´atoire :
Comme dans le cas du filtre de Kalman conditionnel, l’exploration de certaines composantes
du bruit de dynamique, notamment les faibles de´rives, peut eˆtre entie`rement assure´e par l’op-
timisation locale. L’exploration globale des autres composantes est assure´e par des tirages
ale´atoires inde´pendants.
Pour le proble`me de poursuite GPS, seuls les bruits πkwk (changement de commande d’acce´le´ration)
et uK (changement de signe du bit de donne´es) sont concerne´s par le tirage ale´atoire.
D’apre`s la dynamique des bits de donne´e, pour chaque particule i, le tirage ale´atoire e´quiprobable
sur {−1, 1} de uK est conditionnel a` son instant de transition titransition.
3. Optimisation locale :
Pour chacune des particules, l’optimisation locale est assure´e par un filtre de Kalman e´tendu
conditionnel a` sa trajectoire nominale, obtenue apre`s l’exploration globale ale´atoire.
Les composantes continues du bruit de dynamique sujettes aux tirages ale´atoires sont affecte´es
d’une (faible) variance. Ceci revient a` la discre´tisation gaussiennes de l’espace du bruit de
dynamique selon ses composantes.
4. Ponde´ration :
Mise a` jour, des vraisemblances et poids des particules de Dirac-Gauss au vu de la nouvelle
observation yk.
5. Redistribution de´terministe :
Les particules sont redistribue´es au sens du maximum de vraisemblance conforme´ment a` leurs
poids respectifs. L’algorithme utilise´ est celui de la redistribution de´terministe a` maximum de
vraisemblance avec affectation de poids ρi
ni
aux particules redistribue´es sur la position i. Cette
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technique e´vite la fixation arbitraire de seuil de redistribution et garantit une redistribution
adaptative selon la connaissance acquise sur l’e´tat.
Lors de la redistribution les particules naissantes he´ritent de tout le passe´e trajectoriel de
leurs me`re, tant pour les positions que pour les covariances.
6. Estimation au sens du maximum de vraisemblance :
L’estime´e particulaire a` maximum de vraisemblance est donne´e par la particule la plus massive
(ayant accumule´e la vraisemblance maximale). La trajectoire a` maximum de vraisemblance
est donne´e par les positions particulaires pour les composantes discre`tes d’e´tat. Pour les
composantes continues, elle s’obtient par lissage local conditionnel le long de la trajectoire
gaussienne de la particule a` maximum de vraisemblance.
La solution pre´sente´e, ici, est une version ame´liore´e de celle de´crite dans [Ziadi 01]. Elle pre´sente
l’inconve´nient de ne´cessiter un nombre de particules e´leve´ a` cause de la redondance du tirage
ale´atoire. De plus, l’introduction artificielle de cet ale´a, peu adapte´ a` une formulation a` maximum de
vraisemblance, ne garantit la stabilite´ des performances qu’en moyenne. Ceci se traduit par une plus
faible pre´cision1 notamment pendant les re´gimes transitoires ( acquisition des sauts d’acce´le´ration
et/ou de bit de donne´es).
3-3 Re´cepteur a` particules De´terministes de Dirac-Gauss
La solution de´crite ici est base´e sur l’exploration de´terministe de l’espace des commandes (conti-
nues et discre`tes) selon un maillage convenable pre´de´fini. Elle permet d’atteindre un meilleur com-
promis entre performance et complexite´.
Le maillage particulaire e´volue par branchement exhaustif selon les points de discre´tisation des
commandes et se´lection de´terministe des hypothe`ses les plus pertinentes.
L’algorithme du re´cepteur a` particules de´terministes de Dirac-Gauss du signal GPS en phase de
poursuite est donne´ par :
1. Initialisation :
– Re´partition e´quidistante des particules gaussiennes {xi0}Ni=1 sur l’espace d’incertitude ini-
tiale,
– Attribution d’une meˆme variance a priori aux particules e´le´mentaires,
– Re´partition des poids de particules selon la densite´ de probabilite´ a priori de l’e´tat.
2. Elimination d’Interpe´ne´tration :
Elimination des particules redondantes de plus faibles poids. Cette e´tape est re´alise´e de fac¸on
intermittente, a` la meˆme pe´riodicite´ que l’e´tape de Branchement/Se´lection.
3. Branchement/Se´lection de´terministe :
– Pour chaque particule i, et chaque hypothe`se wk+1 = wj de la discre´tisation du bruit de
commande d’acce´le´ration, Calcul du poids a priori de la trajectoire (i, j).
– Se´lection des N trajectoires particulaires les plus massives.
4. Optimisation locale :
Optimisation locale par un filtre de Kalman e´tendu conditionnel a` chacune des trajectoires
particulaires nominales retenues lors de la se´lection.
5. Ponde´ration :
Mise a` jour, des vraisemblances et poids des particules de Dirac-Gauss au vu de la nouvelle
observation yk.
1par rapport a` la technique de´terministe
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6. Estimation au sens du maximum de vraisemblance :
Comme pour le filtre ale´atoire, l’estime´e particulaire a` maximum de vraisemblance est donne´e
par la particule la plus massive (ayant accumule´ la vraisemblance maximale).
3-3-1 De´codage du message de navigation
Comme pour le traitement classique (verrouillage de phase avec une boucle de Costas), les
deux filtres particulaires ale´atoire/de´terministe de´livrent le message de navigation a` un signe pre`s.
La leve´e de cette ambiguite´ se fait lors de la synchronisation des sous-trames par comparaison
aux pre´ambules pre´sents au de´but de chacune d’elles. Dans le cas d’un fonctionnement optimal,
l’inversion de signe est la meˆme pendant toute la re´ception du signal. En effet, en l’absence de per-
turbations extreˆmes : longue pe´riode de trop faible observabilite´ et/ou fortes variations fre´quentes
de la dynamique de l’e´tat, par rapport aux sce´narios envisage´s lors de la calibrations du filtre parti-
culaire, la phase estime´e du signal demeure cohe´rente et ne donne pas lieu a` une inversion parasite
du signe du bit de donne´e.
La de´tection et synchronisation des premie`res trames permet d’ame´liorer les performances du
re´cepteur. En effet, a` l’image des se´quences d’apprentissage utilise´es en te´le´communication, l’utilisa-
tion des connaissances a priori sur les pre´ambules et la re´pe´titivite´ de certaines parties du message
de navigation permet de re´duire l’espace de recherche des bits de donne´es et d’apporter plus de
robustesse a` la de´tection du message de navigation, notamment, en cas de faible observabilite´.
Notons, par ailleurs, que la synchronisation (recherche des instants de transitions) des bits
de donne´e, par les re´cepteurs particulaires, est re´alise´e conjointement a` l’estimation des autres
parame`tres d’e´tat et ne ne´cessite plus un post-traitement particulier.
4 Re´sultats nume´riques
4-1 Conditions ope´ratoires
Les deux algorithmes particulaires ont e´te´ teste´s pour une configuration de poursuite mono-code,
mono-trajet et mono-satellite :
Poursuite : Le signal a` l’entre´e du filtre est de faible fre´quence re´siduelle. Il correspond a` la
sortie e´chantillonne´e du corre´lateur par le code Gold. Les commandes de l’oscillateur local
du re´cepteur et des diffe´rentes branches de corre´lation, re´alise´es par retour d’e´tat dans une
application re´elle, sont ici simule´es de fac¸on inde´pendante, l’objectif e´tant d’e´tudier les per-
formances en estimation des techniques particulaires :
– Pour garantir une fre´quence re´siduelle faible malgre´ la forte dynamique, la fre´quence de
commande est obtenue ici par la fre´quence Doppler moyenne sur un ensemble de pe´riode du
code. Ceci se traduit par une fre´quence re´siduelle variable au cours du temps. La moyenne
des fre´quences Doppler couvre une dure´e choisie pour garantir un bon compromis entre la
variation de la fre´quence re´siduelle et sa faible valeur (∼ 100Hz).
– Le signal utile re´cupe´re´ a` la sortie du corre´lateur est un signal triangulaire de largeur 2Tc :
deux fois la dure´e du chip e´le´mentaire. Apre`s e´chantillonnage optimal (de pe´riodicite´ e´gale
a` celle du chip), seules deux mesures contiennent le signal utile. Pour assurer la pre´sence
de ces mesures utiles parmi celles pre´sentes a` l’entre´e des filtres particulaires, le signal GPS
a e´te´ simule´ pour tout les e´chantillons de corre´lation correspondant au domaine de dis-
tance ou` e´volue le porteur durant la simulation. Cette contrainte a e´te´ intentionnellement
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non-respecte´e en fin de traitement, pour simuler une disparition du signal GPS apre`s ac-
crochage et montrer la pertinence de la probabilite´ de de´tection de´livre´e par les re´cepteurs
particulaires.
mono-code : L’e´tude concerne la re´ception du signal GPS du service PPS, correspondant a` la
modulation par le code C/A de la porteuse L1 (de fre´quence 1575.42Hz). L’extension au
code P de la technique est imme´diate. Il ne s’agit, en fait, que d’une diffe´rence de parame`tres
nume´riques (longueur du code, longueur d’onde etc.) et non de principe.
Les caracte´ristiques de de´modulation et de de´se´talement permettent de ne´gliger les interfe´ren-
ces entre le signal concerne´ par l’e´tude et ceux transmis simultane´ment par le meˆme satellite.
En effet, ces derniers pre´sentent toutes les caracte´ristiques d’un bruit inde´pendant. Ils peuvent
eˆtre immerge´s dans le bruit blanc gaussien de mesure.
mono-trajet : Bien que, les multi-trajets pre´sentent une source d’erreur importante pour les ap-
plications GPS, notamment a` l’interieur des agglome´rations, ce proble`me n’est pas aborde´
ici. Nous nous inte´ressons, en effet, dans un premier temps aux applications militaires ae´ro-
nautiques du GPS, ou` le de´fi re´side dans la tenue d’accrochage en pre´sence de forte variation
dynamique du syste`me.
mono-satellite : Les signaux GPS en provenance des diffe´rents satellites visibles n’interfe`rent pas
entre eux en vertu des proprie´te´s des codes utilise´s. Le traitement du signal se fait donc sur des
voies diffe´rentes, chacune d’entre elles e´tant affecte´e a` un satellite donne´. Les performances
du re´cepteur sont inde´pendantes du code concre`tement utilise´, qui n’intervient qu’au niveau
du corre´lateur, pour produire le signal triangulaire.
Notons cependant que, d’une part, la triangulation a` partir des pseudo-distances estime´es
de plusieurs satellites est une optimisation non-line´aire qu’il convient de traiter avec des
algorithmes ade´quats pour en ame´liorer les performances, et que d’autre part, les bruits de
mesure des diffe´rentes voies d’acquisition du signal sont corre´le´s (pre´sence des contributions
des autres satellites). Ceci montre que l’obtention des performances ultimes du positionnement
ne´cessite un traitement conjoint des signaux de tous les satellites visibles, avec estimation de
la matrice de corre´lation du bruit de mesure. Ce traitement est accessible par l’extension
Gauss-Wishart de la technique particulaire, applique´e dans [Bensalem 02] au proble`me de
re´ception pour voie montante en communications radiomobiles ou` la diversite´ des utilisateurs
communicants rappelle celles des satellites visibles dans le proble`me GPS.
4-2 Simulations des mesures
Les parame`tres discrets et continus du proble`me GPS ont e´te´ simule´s ale´atoirement selon les
e´quations de dynamique de´crites dans la section 2, avec notamment les valeurs nume´riques suivantes
pour l’e´volution cine´matique relative du porteur :
– Acce´le´ration maximale : 10 g (100m/s2),
– Vitesse maximale : 1000m/s,
– Fre´quence des sauts d’acce´le´ration : 1Hz,
– Amplitude des sauts d’acce´le´ration : ±100m/s2.
La figure III.3.1 pre´sente l’e´volution, pendant la dure´e de l’expe´rience, des diffe´rents parame`tres
d’e´tat du syste`me.
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Fig. III.3.1 – Simulation des parame`tres d’e´tat du proble`me GPS
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La figure III.3.2 pre´sente la fre´quence re´siduelle du signal GPS apre`s de´modulation par la
moyenne des fre´quences Doppler sur une pe´riode de 150ms (150 pe´riode du code C/A).
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Fig. III.3.2 – Fre´quence re´siduelle du signal de´module´
Le signal GPS e´chantillonne´ a` la sortie du corre´lateur par le code C/A, fonction des parame`tres
simule´s de l’e´tat, est donne´ par l’e´quation de mesure (section 2). Il est ici calcule´ pour les e´chantillons
de 400 a` 600, couvrant la plage de distance 117.3− 176 km, ou` e´volue le re´cepteur pendant les 50
premie`res secondes du traitement.
4-3 Performances du filtre particulaire de Dirac-Gauss
Les re´cepteurs particulaires ont e´te´ teste´s pour le meˆme sce´nario dynamique (figure III.3.1) et
les meˆmes incertitudes initiales (450m pour la distance et 30m/s pour la vitesse) pour diffe´rentes
valeurs de rapport Signal/Bruit. Les versions ale´atoires et de´terministes sont compare´es a` perfor-
mances locales e´gales (meˆme variances e´le´mentaires pour la de´composition initiale de l’espace d’e´tat,
et pour les hypothe`ses avec saut du bruit de dynamique).
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La figure III.3.3 pre´sente un exemple d’e´volution du rapport Signal/Bruit a` la sortie du cor-
re´lateur pour les expe´riences conside´re´es. La courbe rouge repre´sente le rapport nominal, classi-
quement conside´re´ dans les applications GPS. Ce rapport suppose une synchronisation active des
instants d’e´chantillonnage. L’absence de cette synchronisation, tel qu’il est le cas dans les expe´riences
pre´sente´es ici, se traduit par une perte de rapport S/B (courbe verte), pouvant atteindre 3dB, fonc-
tion des positions des e´chantillons utiles sur le signal triangulaire de corre´lation.
Les performances des re´cepteurs particulaires ne justifient pas le recours a` la synchronisation
active. Notons, toutefois, qu’il est aise´ de la re´aliser par un retour d’e´tat asservie aux positions
particulaires ponde´re´s (moyenne ponde´re´e par les poids des retards fractionnaires particulaires).
4-3-1 Rapport S/B de 7 a` 10 dB
Le Rapport S/B est repre´sente´ sur la figure III.3.3 du paragraphe pre´ce´dent.
Les figures suivantes pre´sentent les performances atteintes par le re´cepteur a` particules de´terministes
de Dirac-Gauss2 :
– Figure III.3.4 : Probabilite´ de de´tection (normalise´e) :
Elle est donne´e par le rapport entre la vraisemblance de l’hypothe`se de pre´sence du signal
(somme des poids non-ponde´re´s des particules) et celle de pre´sence du bruit seul dans les
mesures GPS. La probabilite´ de de´tection converge rapidement vers 1 (∼ 3ms). Apre`s perte
du signal GPS (re´cepteur en dehors de la feˆnetre d’observation ∼ 117.3−176 km), la probabi-
lite´ de de´tection de´croit jusqu’a` l’extinction. Ceci te´moigne de la pertinence de cet indicateur
d’accrochage.
La figure III.3.4 pre´sente aussi (courbe rouge) le rapport de pertinence de la particule la plus
massive, donne´ par le rapport entre sa vraisemblance non-normalise´e et celle du bruit seul.
Cette valeur traduit la confiance en l’estime´e particulaire. En cas de de´tection du signal avec
une forte incertitude sur ses parame`tres, l’e´cart entre ces deux probabilite´s de de´tection aug-
mente.
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2Pour des raisons d’encombrement, celles obtenues par la technique ale´atoire ne sont pas reporte´es ici. En effet,
les deux me´thodes sont compare´es a` performances e´gales aussi hautes que possibles.
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– Figure III.3.5 : Estimation de l’amplitude du signal rec¸u :
Conjointement a` l’estimation de la distance re´cepteur/satellite, l’amplitude permet d’estimer
le niveau du rapport Signal/Bruit et, donc, d’adapter le parame´trage du filtre particulaire
(nombre de particules, nombre de points de discre´tisation des bruit de dynamique, etc.) pour
une application temps-re´el.
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Fig. III.3.5 – Estimation de l’amplitude du signal
– Figure III.3.6 : Estimation de la pseudo-distance :
Objectif principal de la re´ception du signal GPS, l’estime´e de la pseudo-distance permet,
par triangularisation a` partir de plusieurs satellites, la localisation du re´cepteur. La pre´cision
du positionnement de´pend fortement de celle de l’estimation de la pseudo-distance. Malgre´
la forte dynamique impre´visible du re´cepteur, le filtre particulaire permet d’atteindre des
pre´cisions infe´rieures au me`tre.
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Fig. III.3.6 – Estimation de la pseudo-distance
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– Figure III.3.7 : Estimation de la vitesse radiale relative du re´cepteur/satellite :
Le be´ne´fice de l’estimation conjointe pseudo-distance/phase et de l’inte´gration cohe´rente
longue permise par la technique particulaire permet d’atteindre des pre´cisions de l’ordre de
5 cm/s, malgre´ les fortes contraintes dynamiques conside´re´es.
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Fig. III.3.7 – Estimation de la vitesse radiale
La fre´quence Doppler e´tant proportionnelle a` la vitesse radiale : fD =
v
C f1 (avec fD fre´quence
Doppler, v vitesse radiale, C vitesse de la lumie`re, et f1 fre´quence porteuse du signal GPS),
ses statistiques sont, directement, obtenues par transformation line´aire de celles de la vitesse.
La technique particulaire permet d’atteindre des pre´cisions (Figure III.3.8) :
– infe´rieures a` 0.25Hz, en re´gime “stationnaire” (sans saut d’acce´le´ration),
– infe´rieures a` 15Hz en re´gime transitoire (acquisition d’un saut d’acce´le´ration).
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Fig. III.3.8 – Estimation de la fre´quence Doppler
– Figure III.3.9 : Poursuite des commandes d’acce´le´ration radiale :
La technique particulaire permet de de´tecter l’occurence des sauts d’acce´le´ration fre´quents de
fortes amplitudes (jusqu’a` 10 g) et d’en estimer les valeurs, avec une pre´cision de quelques mil-
lisecondes (de l’ordre de la pre´riodicite´ de Branchement/Se´lection) sur l’instant d’occurence,
et de quelques dizaines de cm/s2 pour l’amplitude.
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Fig. III.3.9 – Poursuite des commandes d’acce´le´ration
– Figure III.3.10 : De´tection du message binaire de navigation.
Pour les rapports Signal/Bruit conside´re´s (7 − 10 dB), le re´cepteur particulaire affiche des
performances optimales pour la de´tection et la synchronisation. En effet, outre l’exactitude
de l’instant de transition des bits, la se´quence a` maximum de vraisemblance (courbe verte)
ne souffre d’aucune erreur de de´tection pendant l’accrochage (∼ 50 premie`res secondes, soit
plus de 2500 bits de donne´es).
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La figure III.3.10 pre´sente aussi (courbe rouge) la se´quence obtenue par la collection des bits de
donne´es a` maximum de vraisemblance “marginale “ (max(V (Dk|Yk) pour k ∈ {0, · · · , T})).
Cette estime´e dans le sens direct pre´sente un taux d’erreur plus e´leve´ inhe´rent a` l’incertitude
initiale aux instants de transition. Sous forte observabilite´, l’incertitude est rapidement leve´e
par les mesures suivantes ( < 2ms.).
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Fig. III.3.10 – De´tection des bits du message de navigation
L’application re´aliste de la technique particulaire requiert un asservissement par retour d’e´tat
de la fre´quence de de´modulation pour garantir une faible fre´quence re´siduelle. La fre´quence de com-
mande est, dans ce cas, donne´e, par la moyenne ponde´re´e des fre´quences particulaires (minimum
de variance de la fre´quence re´siduelle).
La Figure III.3.11 pre´sente la fre´quence re´siduelle obtenue pour un tel asservissement. Cette
fre´quence n’exce`de pas 20Hz, pour les rapports Signal/Bruit conside´re´s. Elle ve´rifie pleinement la
condition de de´modulation ne´cessaire (∼ 100Hz) pour garantir la fiabilite´ de la corre´lation par le
code.
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Fig. III.3.11 – Fre´quence re´siduelle
A ce niveau favorable de rapport Signal/Bruit, le filtre particulaire ale´atoire permet d’atteindre
les meˆmes performances que le de´terministe, avec un nombre de particules plus important en phase
de poursuite3(240 pour la version ale´atoire contre 24 pour la version de´terministe). En effet, la
diffe´rence entre les deux filtres re´side dans la politique d’exploration de l’espace du bruit de dy-
namique (tirage ale´atoire/discre´tisation fixe optimise´e) qui se manifeste, notamment, lors de la
poursuite des sauts d’acce´le´rations.
4-3-2 Rapport S/B de −3 a` 0 dB
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Fig. III.3.12 – Rapport S/B
3Apre`s synchronisation parfaite des bits de donne´es : de´tection “certaine” de l’instant de transition, optimisation
parame´trique dont les performances de´pendent de la fide´lite´ de l’approximation initiale de la densite´ de probabilite´
a priori et non des capacite´s exploratrices de la technique de filtrage utilise´e.
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Les filtres particulaires ont e´te´ teste´s pour des rapports S/B ne´gatifs. Les performances du filtre
a` particules de´terministes de Dirac-Gauss sont reporte´es sur les figures III.3.13 a` III.3.19.
Le filtre de´terministe permet d’atteindre une pre´cision de
– quelques me`tres (< 3m) sur la pseudo-distance,
– < 10 cm/s sur la vitesse radiale pendant les re´gimes permanents (apre`s acquisition d’un saut
d’acce´le´ration). Soit, 0.5Hz sur la fre´quence Doppler,
avec une poursuite fiable des sauts d’acce´le´ration radiale et une de´tection quasi-parfaite des bits de
donne´e (1 seul bit errone´ sur environ 2500.).
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Fig. III.3.15 – Poursuite de la pseudo-distance
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Fig. III.3.16 – Poursuite de la vitesse radiale
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Fig. III.3.18 – Poursuite de la fre´quence Doppler
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Fig. III.3.19 – De´tection des bits du message de navigation
La figure III.3.19 pre´sente :
– la se´quence estime´e : collections des estime´es des bits de donne´es du filtre avant,
– la se´quence lisse´e : obtenue le long de la trajectoire a` maximum de vraisemblance a` la fin du
traitement,
– la se´quence “post-traite´e” : elle correspond a` la dernie`re valeur de bit estime´e par le filtre-avant
toutes les 20 ms, en tenant compte de l’instant de transition (∝ un lissage glissant avec une
pe´riodicite´ de 20 ms). Cette estime´e4 pre´sente un taux d’erreur le´ge`rement plus important
pendant la phase d’accrochage.
4garantie de la possibilite´ d’un traitement temps-re´el
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La figure III.3.20 pre´sente l’e´volution de l’e´cart entre la fre´quence Doppler particulaire moyenne
et celle simule´e. Cet e´cart (< 30Hz) respecte la contrainte sur la fre´quence re´siduelle.
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Fig. III.3.20 – Fre´quence re´siduelle
L’application de la technique particulaire ale´atoire a` ce niveau de rapport S/B ne permet un ac-
crochage continu qu’a` partir de 10000 particules (contre 144 pour la technique de´terministe). L’allo-
cation d’un nombre ale´atoire moindre (4000 particules) se traduit par des de´crochages/re´accrochages
assez fre´quents qui entrainent des inversions parasites du signe des bits de donne´e.
4-3-3 Rapports S/B plus faibles
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Fig. III.3.21 – Rapport S/B
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La technique de´terministe permet d’atteindre les performances ultimes permises par la re´pe´titivite´
des bits de donne´es : ∼ −7 dB. Au dela`, la de´tection de ces bits est incertaine a` cause de leur
faible observabilite´ en de´pit de l’inte´gration cohe´rente sur toute la dure´e (20ms). Cependant, les
expe´riences mene´es a` des rapports S/B compris entre −10 et −7 dB, montrent une bonne estimation
des parame`tres continus du proble`me (de l’ordre d’une dizaine de me`tres sur la pseudo-distance),
malgre´ l’incertitude des bits.
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Fig. III.3.22 – Poursuite des commandes d’acce´le´ration
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Fig. III.3.23 – Poursuite de la vitesse radiale
5 Conclusion 197
155
160
165
170
175
180
 p
s
e
u
d
o
−
d
is
ta
n
c
e
 e
n
 k
m
Estimation de la pseudo−distance
0 10 20 30 40 50 60
−30
−20
−10
0
10
20
30
temps en s.
E
rr
e
u
r 
d
e
 p
s
e
u
d
o
−
d
is
ta
n
c
e
 e
n
 m
trajectoire reelle
estimee particulaire
correlateur max.
Fig. III.3.24 – Poursuite de la pseudo-distance
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Fig. III.3.25 – Poursuite de la fre´quence Doppler
5 Conclusion
Les re´cepteurs particulaires ont permis la poursuite efficace du signal GPS dans des condi-
tions extreˆmes de dynamique et d’observabilite´. Le faible nombre de particules ne´cessaires pour la
strate´gie de´terministe (une centaine jusqu’a` −3 dB) permet d’envisager une mise en œuvre temps-
re´el de cette technique. Une e´valuation sur donne´es re´elles reste, ne´anmoins, ne´cessaire pour finaliser
la validation de cette me´thode.
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Chapitre 4
Re´ception particulaire en
acquisition/poursuite
du signal GPS : Architecture Chip
a` Chip
1 Introduction
Le re´cepteur pre´sente´ dans le chapitre pre´ce´dent suppose les conditions classiques de compen-
sation du Doppler au niveau du filtre d’entre´e. Or, les techniques d’acquisition classiques ne s’ap-
pliquent plus sous les contraintes de dynamiques et d’observations conside´re´es par la pre´sente e´tude.
Nous de´veloppons, ici, une solution particulaire base´e sur une modification de la chaˆıne de
pre´-traitement du signal rec¸u, permettant de s’affranchir de cette limitation. Par cette solution, la
de´modulation du Doppler, ainsi que le de´se´talement du spectre du signal rec¸u sont conjointement
re´alise´s dans le calcul re´cursif de chaque vraisemblance particulaire.
2 Filtre adapte´ au chip e´le´mentaire
Pour une forme d’onde rectangulaire du chip e´le´mentaire du code C/A :
u(t) =
{
1 si 0 ≤ t ≤ Tc
0 ailleurs
Le filtre adapte´ au signal rec¸u s(t), maximisant le rapport Signal/Bruit, est donne´e par l’inte´gration
du signal rec¸u sur la pe´riode Tc du chip :
CTc(0) =
∫ Tc
0
s(t)dt
Les principales ope´rations re´alise´es par le pre´-traitement modifie´ propose´ sont, alors :
– de´modulation de la porteuse,
– filtrage adapte´ au chip e´le´mentaire du signal de´module´ pour chaque intervalle de re´ception
[(k − 1)Tc, kTc].
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La de´modulation re´manante due au Doppler est a` la charge du filtre particulaire, de sorte que
l’inde´pendance du pre´-traitement soit bien pre´serve´e.
3 Mode`le d’e´tat
3-1 Mode`le d’observation
Le signal GPS rec¸u a` l’entre´e de l’antenne est donne´ par,
y(t) =
At
Rt
C(t−Rt/c)D(t−Rt/c)sin(2πf1(t−Rt/c) + φt) + βt
De´module´ dans la bande de base (B) en deux composantes I et Q, le signal a` la sortie du de´modulateur
s’e´crit sous la forme complexe :
y(t) =
At
Rt
C(t−Rt/c)D(t−Rt/c)e−2πf1Rt/c+φt + βt
Pour chaque pe´riode de re´ception [(k − 1)Tc, kTc], le signal discret a` la sortie du corre´lateur par le
chip e´le´mentaire est donne´ par,
yk =
∫ kTc
(k−1)Tc
y(t)dt
=
∫ kTc
(k−1)Tc
At
Rt
C(t−Rt/c)D(t−Rt/c)e−2πf1Rt/c+φtdt
=
∫ ttrk
(k−1)Tc
Ak
Rk
C
k−1− RkcTc 
D
k−1− RkcTc 
e−2πf1Rk/c+φkdt
+
∫ kTc
ttrk
Ak
Rk
C
k− RkcTc 
D
k− RkcTc 
e−2πf1Rk/c+φkdt
=
Ak
Rk
C
k−1− RkcTc 
D
k−1− RkcTc 
e−2πf1Rk/c+φk
(
Rk
c
−
⌊
Rk
cTc
⌋
Tc
)
+
Ak
Rk
C
k− RkcTc 
D
k− RkcTc 
e−2πf1Rk/c+φk
(
(
⌊
Rk
cTc
⌋
+ 1)Tc − Rk
c
)
(4.1)
ou` ttrk l’instant de transition du bit du code C/A dans l’intervalle [(k − 1)Tc , kTc] est donne´e par
ttrk = (k − 1)Tc + ( RkcTc −
⌊
Rk
cTc
⌋
)Tc.
3-2 Mode`le dynamique
La dynamique des parame`tres d’e´tat du syste`me suit le meˆme mode`le que celui utilise´ pour le
proble`me de poursuite (Chapitre 3). La nouvelle architecture de re´ception affecte uniquement le
mode`le d’observation. Notons, cependant, que le pas d’e´chantillonnage de cette dynamique (natu-
rellement continue pour les variables cine´matiques) est plus faible. Il correspond a` la dure´e d’un
chip unitaire du code C/A et non a` la dure´e totale de ce code (1023 fois plus importante). Ceci
permet une description plus fine de l’e´tat et une prise en compte meilleure des variations rapides
(telle que la rotation de la phase Doppler).
Ainsi, le mouvement relatif du re´cepteur par rapport au satellite est de´crit par un mode`le de Singer
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modifie´ : ⎧⎨⎩ Rk+1 = Rk + vkTcvk+1 = vk(1− αTc) + γkTc
γk+1 = γk + πkwk
avec Rk, vk et γk repre´sentent respectivement la pseudo-distance, les vitesse et acce´le´ration radiales
du re´cepteur, πkwk bruit blanc d’amplitude gaussienne et d’occurence poissonienne repre´sentant les
sauts de commande d’acce´le´ration, α cœfficient de viscosite´ et Tc dure´e du chip e´le´mentaire (∼ 1μs).
Ak et φk, amplitude et phase respectives du signal rec¸u, sont mode´lise´es par des processus
stochastiques de faible de´rive gaussienne :{
Ak+1 = Ak + δAk
φk+1 = φk + δφk
4 Solution Particulaire
4-1 Discre´tisation particulaire de l’espace d’e´tat
Les non-line´arite´s dominantes dans l’e´quation d’observation 4.1 sont les meˆmes que pour le cas
poursuite (chapitre 3). Il en de´coule les meˆmes conditions concernant la discre´tisation des espaces
d’e´tat initial et de bruit de dynamique : discre´tisation par des mesures ponde´re´es de Dirac-Gauss.
4-2 Algorithme de filtrage
De meˆme, l’algorithme de filtrage reste inchange´ (chapitre 3). En effet, les spe´cificite´s du mode
acquisition/poursuite ne concerne que les e´quations de mesures et la fre´quence de re´ception des ob-
servations. Ces caracte`res n’affectent que le calcul de la fonction de mesure h(·) et de ses jacobiens
H(·) utilise´s pour les e´tapes d’optimisation locale et de ponde´ration.
La pe´riodicite´ des branchement/se´lection reste la meˆme.
La cohe´rence du signal GPS permet de synchroniser les instants de transition des bits de donne´es
au chip pre`s pour chaque hypothe`se particulaire.
5 Re´sultats nume´riques
5-1 Simulations des mesures
Le re´cepteur particulaire de´terministe a e´te´ teste´ pour un meˆme sce´nario dynamique (figure
III.4.1) pour diffe´rentes valeurs de rapport Signal/Bruit.
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Fig. III.4.1 – Simulation des parame`tres d’e´tat du proble`me GPS
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5-2 Performances du filtre particulaire
5-2-1 Rapport S/B de −30 dB
Ce niveau de rapport signal/bruit est e´quivalent a` 0 dB a` la sortie du corre´lateur par le code.
Pour 288 particules, on retrouve des performances e´quivalentes au cas de poursuite malgre´ une
incertitude initiale plus importante (900m pour la distance, 300m/s pour le vitesse).
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Fig. III.4.3 – Estimation de l’amplitude du signal
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Fig. III.4.4 – Poursuite de la pseudo-distance
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Fig. III.4.5 – Poursuite de la vitesse radiale
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Fig. III.4.6 – Poursuite des commandes d’acce´le´ration
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Fig. III.4.7 – Poursuite de la fre´quence Doppler
L’erreur d’estimation de la fre´quence Doppler de´croit rapidement ( 1 s, cf figure III.4.7). Ceci
permet une initialisation ade´quate du mode poursuite.
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Fig. III.4.8 – De´tection des bits du message de navigation
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La de´tection a` maximum de vraisemblance de la se´quence des bits du message de naviga-
tion (se´quence lisse´e) ne souffre a` ce rapport signal/bruit d’aucune erreur sur toute la dure´e de
l’expe´rience (500 bits de 20ms chacun). Naturellement, un taux d’erreur plus e´leve´ est observe´ sur
la se´quence estime´e (filtre avant). Cette erreur est due a` l’incertitude initiale sur le bit de donne´e.
Elle est leve´e par l’inte´gration cohe´rente sur la dure´e de 20ms comme le montre l’absence d’erreur
de de´tection pour la se´quence “post-traite´e” (lisse´e sur 20ms uniquement).
5-2-2 Rapport S/B de −36.5 dB
Ce niveau de rapport signal/bruit (≡ −6.5 dB apre`s de´se´talement par le code) est la limite
des performances ultimes en de´tection des bits de donne´es. Malgre´ ces conditions extreˆmes, le filtre
affiche une bonne capacite´ de de´tection et de tenue en accrochage du signal.
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Fig. III.4.9 – Probabilite´ de de´tection
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Fig. III.4.10 – Estimation de l’amplitude du signal
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Fig. III.4.11 – Poursuite de la pseudo-distance
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Fig. III.4.12 – Poursuite de la vitesse radiale
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Fig. III.4.13 – Poursuite des commandes d’acce´le´ration
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Fig. III.4.14 – Poursuite de la fre´quence Doppler
La convergence rapide du filtre, notamment en fre´quence Doppler, permet d’initialiser la de´modulation
en amont de cette fre´quence avec une pre´cision infe´rieure a` 100 Hz et de commuter en mode pour-
suite, plus e´conome en calcul.
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A ce niveau limite de rapport signal/bruit, le taux d’erreur de bit observe´ est de l’ordre de 6 0/
00
.
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Malgre´ une forte dynamique associe´e aux incertitudes initiales de vitesse et aux ale´as d’acce´le´ration,
le re´cepteur a` particules de´terministes de Gauss permet d’atteindre les performances ultimes :
– de´tection des e´tats discrets (bits de donne´es, ...),
– estimation et poursuite des e´tats continus (pseudo-distance, fre´quence Doppler, ...),
du signal GPS.
Ces performances, illustre´es par des simulations re´alistes, offrent une plus grande autonomie a`
la localisation par satellites, notamment pour des applications critiques (ae´ronautiques, militaires,
...). Elles ne´cessitent, toutefois :
– d’une part, la validation sur donne´es re´elles : e´tape ultime pour l’e´valuation du re´cepteur,
– et d’autre part, une e´tude de faisabilite´ du cas multi-satellites, notamment pour le partage
des ressources de calcul entre les diffe´rentes voies (satellites) et la gestion de la commutation
entre les deux modes de fonctionnement (acquisition/poursuite, pousuite).
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Chapitre 5
Conclusion de la
troisie`me partie
Les re´cepteurs GPS modernes permettent d’acce´der a` des performances convenables de posi-
tionnement. Cependant, ces performances sont conside´rablement de´grade´es en pre´sence de fortes
dynamiques. C’est notamment le cas pour les application ae´ronautiques/militaires. Des solutions
base´es sur l’inte´gration des mesures GPS avec d’autres sources d’informations (centrale inertielle,
etc.) permettent d’ame´liorer ces performances. Cependant, de telles solutions sont pre´judiciables a`
l’autonomie du positionnement, qui figure parmi les premie`res motivations du syste`me GPS.
Les re´cepteurs particulaires propose´s ici permettent, d’une part, de pre´server de hautes perfor-
mances sur l’estimation de la pseudo-distance, point cle´ du positionnement par satellite, et d’autre
part, de garantir l’autonomie du re´cepteur GPS, sous fortes dynamiques et faibles observabilite´s.
Ils repre´sentent, de ce fait, une solution prometteuse pour les applications les plus exigentes.
Pour des rapports Signal/Bruit nominaux, de 0 a` 10 dB a` la sortie du filtre adapte´, le re´cepteur
particulaire de´terministe ne requiert que tre`s peu (quelques dizaines) de particules pour assurer
la tenue en accrochage sous forte dynamique avec l’estimation pre´cise des parame`tre d’e´tat. Cette
e´conomie de capacite´ calculatoire, essentiellement due a` la strate´gie de´terministe d’exploration
de l’espace d’e´tat, garantit la faisabilite´ d’une application non seulement efficace mais aussi peu
couˆteuse.
Par ailleurs, la comparaison a` performances quasi-e´gales de la technique particulaire de´terministe
a` celle, plus classique, base´e sur une exploration par tirage ale´atoire, confirme la re´duction drastique
de la complexite´ algorithmique que permettent les particules de´terministes. En effet, le nombre de
particules N ′ ne´cessaire pour la technique ale´atoire est proportionnel au carre´ de celui de la tech-
nique de´terministe N (N ′ ∝ N2). Cet ordre de grandeur obtenu par expe´rimentation est conforme
a` l’e´conomie attendue, donne´e par les proprie´te´s de convergence1 des deux approximations.
1en 1
N
pour le cas de´terministe contre 1√
N
pour le cas ale´atoire
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Les recherches mene´es dans nos travaux concernent la re´solution du proble`me de filtrage non-
line´aire par les techniques particulaires. La solution propose´e y est e´tudie´e tant sur le plan the´orique
que sur le plan pratique. La validation pratique de la technique est obtenue a` travers deux proble`mes
de localisation sous conditions critiques : Radar et GPS.
Parmi les diffe´rentes techniques de filtrage existantes, le filtre propose´ se classe dans la famille
des filtres particulaires non ale´atoires. Il est important de rappeller, a` cet effet, que, d’une part
l’ope´ration de filtrage optimal2 est entie`rement de´terministe, les ale´as ne portant que sur le proces-
sus estime´ et non sur son estimation, et que, d’autre part, l’essentiel de l’approche particulaire re´side
dans l’interpre´tation des poids comme des probabilite´s de survie des particules qu’ils repre´sentent
et non dans l’aspect ale´atoire de la simulation des flots dynamiques du syste`me.
Le filtre particulaire dont il est question dans le pre´sent me´moire est donc entie`rement de´ter-
ministe. Il est base´ sur l’interpre´tation particulaire directe du ge´ne´rateur des e´quations de filtrage
non-line´aire allie´e aux proprie´te´s de convergence en 1
N des approximations de´terministes, au lieu de
1√
N
par tirages ale´atoires.
Contrairement aux maillages de´terministes “na¨ıfs” rejete´s par le passe´ a` cause de la “course a`
la dimension”, le maillage construit par la technique particulaire de´terministe s’adapte a` la densite´
de probabilite´ conditionnelle, en concentrant les ressources disponibles dans les re´gions les plus
pertinentes de l’espace d’e´tat. Il permet, ainsi, une re´solution plus e´conome que celle apporte´e par
les filtres particulaires ale´atoires, du proble`me de filtrage non line´aire sans restriction particulie`re
sur la nature des e´quations d’e´tat et/ou des distributions des bruits.
Les performances de la technique particulaire de´terministe sont illustre´es a` travers deux appli-
cations essentielles.
La premie`re concerne le traitement des signaux Radar pour des cibles fortement manœuvrantes
tant pour les missions de veille que pour les missions de poursuite. La validation sur donne´es re´elles,
pour le cas de poursuite, a permis de confirmer les gains en performance de l’ordre de −20 dB qu’ap-
portait de´ja` la technique ale´atoire, avec une e´conomie de calcul conside´rable par rapport a` cette
dernie`re.
La seconde application s’inte´resse a` la re´ception des signaux bruts GPS. On y traite, d’abord,
la poursuite du signal sous forte contrainte dynamique3. Le re´cepteur particulaire propose´ permet
d’atteindre les performances ultimes, en terme de rele`vement4 du rapport S/B, qu’offre la re´pe´tition
des bits du message de navigation pour leurs de´tections. Au dela`, les re´sultats n’ont qu’une porte´e
acade´mique. On peut encore poursuivre les pseudo-distances, mais le de´faut de lecture du message
de navigation ne permet pas le recalage du re´cepteur.
Ensuite, par soucis d’exhaustivite´, le proble`me d’acquisition est aborde´ sous les meˆmes contrain-
tes5 de dynamique et d’observation. La modification de la chaˆıne d’acquisition du signal permet une
application efficace du re´cepteur particulaire de´terministe sans contrainte d’informations initiales
suffisantes telles que celles admises par la poursuite du signal.
2inaccessible en dimension finie
3Fortes acce´le´rations impre´visibles
4RSB  −7 dB releve´ a` ∼ 0dB par la re´pe´tition 20 fois de chaque bit du message de navigation.
5inaccessibles aux techniques classiques
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Citons, enfin, sans pre´tention d’exhaustivite´ quelques perspectives de travail qui permettent de
comple´ter nos contributions actuelles :
– D’abord, pour l’application Radar, il s’agit de continuer la campagne d’e´valuation sur donne´es
re´elles des performances du filtre a` particules de´terministes de Gauss, de´ja` initie´e en partena-
riat avec Thale`s Air De´fence, sous la tutelle de la DGA, et dont une partie des re´sultats obtenus
est reporte´e dans ce me´moire. En effet, outre la campagne J11 cite´e dans ce rapport, une cam-
pagne ARMOR a commence´ de`s 2005. Ses premiers re´sultats montrent, encore une fois, les
gains en performance apporte´s par la technique particulaire de´terministe dans l’application
Radar, et ne laissent aucun doute sur l’inte´reˆt de la poursuite de cet effort d’investigation.
– Ensuite, pour l’application GPS, et dans l’attente d’une motivation industrielle et/ou mi-
litaire pour entamer des campagnes de validation sur donne´es re´elles, il s’agirait d’inte´grer
le proble`me des multi-trajets. Notons qu’a` ce sujet, la recherche6 re´alise´e au sein de l’Insti-
tut National des Te´le´communications par F. Lehmann aboutit a` des re´sultats inte´ressants7,
dont l’inte´gration au re´cepteur particulaire propose´ ici permettrait d’aborder conjointement
la pre´sence de multi-trajets et de fortes dynamiques.
– Enfin, l’extension a` l’estimation a` minimum de variance brie`vement aborde´e dans le pre´sent
me´moire sera plus amplement investie. En effet, une tehnique prometteuse de redistribustion
de´terministe en loi est en cours d’e´tude. Elle permettrait d’e´tendre au cas multi-variables les
performances, bien connues dans le cas scalaire, de la discre´tisation de l’espace des probabi-
lite´s8 pour l’estimation a` minimum de variance.
6non publie´e encore
7Il s’agit d’une mode´lisation “minimale” des multi-trajets permettant, a` moindre effort, d’e´viter l’introduc-
tion de biais sur l’estimation du trajet direct. Mode´lisation proche de celle propose´e dans [Bensalem 02] en
te´le´communications radio-mobiles.
8Par opposition au maillage de l’espace d’e´tat conside´re´ ici. Par ailleurs, suffisant dans le cas trajectoriel.
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Particules Gaussiennes De´terministes en Maximum de
Vraisemblance Non-Line´aire
Application au Filtrage Optimal des Signaux Radar et GPS
Re´sume´
Le filtre particulaire “ale´atoire”, bien connu aujourd’hui, est base´ sur
une interpre´tation par processus de branchement du ge´ne´rateur de filtrage
non-line´aire. Sa ge´ne´ralite´ permet d’aborder tout proble`me d’estimation
dynamique sans restriction concernant la nature des e´quations d’e´tat ou
des densite´s de probabilite´.
Cette technique proce`de par simulation nume´rique ale´atoire des flots du
syste`me dynamique au moyen de particules de Dirac, corrige´es par les
observations et adapte´es a` l’e´volution des connaissances a posteriori de
l’e´tat.
Des e´volutions successives de ce proce´de´ ont montre´ l’intereˆt des parti-
cules gaussiennes e´tendues pour la re´duction du couˆt algorithmique et
l’ame´lioration des performances du filtre. D’autre part, la superiorite´ du
branchement/se´lection de´terministe s’est manifeste´e dans le cas de bruit
source a` valeurs discre`tes, notamment pour l’estimation au sens du maxi-
mum de vraisemblance.
Ce me´moire e´tend l’utilisation des particules de´terministes de Gauss, prin-
cipalement pour le maximum de vraisemblance, au cas ge´ne´ral comprenant
les bruits de dynamique continus.
Il dote la technique particulaire “de´terministe” d’une proce´dure opti-
misant le maillage particulaire de l’espace des bruits, ainsi que d’une
contrainte de “non-recouvrement” des particules e´tendues assurant l’e´co-
nomie maximale.
Une synthe`se des principales variantes du filtrage particulaire, permettant
d’e´tablir un e´tat des lieux de ces techniques, de leurs diffe´rences et points
communs, y est propose´e sans pre´tention d’exhaustivite´.
Concernant l’efficacite´ applicative, un re´cepteur particulaire “de´termi-
niste” des signaux radar, est propose´ pour la de´tection/poursuite de cibles
fortement manœuvrantes sous faible observation. Les performances de ce
re´cepteur sont, d’abord illustre´es par des simulations re´alistes, puis com-
pare´es, sur donne´es re´elles issues d’expe´rimentations militaires, a` celles du
filtre a` particule ale´atoires de Dirac.
La seconde application concerne le positionnement GPS de re´cepteur
a` forte dynamique. Elle aborde l’estimation optimale conjointe des pa-
rame`tres cine´matiques relatifs du re´cepteur et la de´tection du message
binaire transmis par un satellite. En sus des architectures classiques de
la chaˆıne d’acquisition du signal, on y met en e´vidence une architecture
d’acquisition conjointe Doppler-de´codage dans le cas de forte dynamique
et de rapport signal/bruit faible.
Deterministic Gaussian Particles in Non-Linear Maximum
Likelihood Estimation
Application to optimal Filtering of Radar and GPS Signals
Abstract
Particle filter is now a well-knwon numeric solution for the non-linear
estimation problem. Based on a reinterpretation of Stratonovich non-
linear filtering equation as the generator of branching process, it provides
a general finite-dimensionnal solution to the non-linear filtering problem.
Previous improvement of the method point out, in one hand, the ben-
efit of gaussian particles for the state space dynamic representation, and
in the other one, the economy of the deterministic sampling, specially in
the maximum likelihood case.
We therefore present here a maximum likelihood deterministic particle
filter generalized to the continous state space case, using extended Gauss
particles. This particle filter was completed with optimization steps, such
as non-overlapping selection to guarantee optimal use of computational
resources.
Besides deterministic particle filter description first part of this report
present a “non-exhaustive” survey of non-linear filtering methods and par-
ticulary “Random” particles ones.
High performances of the proposed filtering method is illustrated through
two applications of interest:
• Radar detection and tracking of manoeuvring target: where perfor-
mances are studied, untill real data provided by military experimen-
tations, and compared to “random” particles ones.
• GPS receiver: where tracking problem is firstly adressed under high
dynamic noises. Then acquisition one is solved with similar dynam-
ics constraints by a modified signal processing structure.
