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Abstract
Let (W,H,μ) be an abstract Wiener space. It is well known that a continuously increasing sequence of
projections on H enables to define the notion of adapted shift. Under the assumption that such a sequence
exists, we study the invertibility of adapted shifts on abstract Wiener space. In particular we extend a recent
result of Üstünel which relates the invertibility of an adapted perturbation of the identity on the classical
Wiener space, to the equality between the energy of the signal and the relative entropy of the measure it
induces. We also extend this result to a probability absolutely continuous but not necessarily equivalent to
the Wiener measure, with finite entropy. Finally, we relate this theorem both to the Monge problem, and to
the innovation conjecture.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
Recently (see [15,16,18,21]) the invertibility of adapted perturbations of the identity (also
called API in [18]) has been investigated on the classical Wiener space (Wc,F , (Ft )t∈[0,1],μ)
where Wc = C0([0,1],Rn) and F (resp. (Ft )t∈[0,1]) is the Borelian sigma field of C0([0,1],Rn)
(resp. the filtration generated by the coordinate process), and where μ denotes the classical
Wiener measure. In particular a nice result of [15] (and also of [16] and [18]) relates the in-
vertibility of adapted perturbations of the identity to an equality between the relative entropy and
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respect to μ is defined by
H(ν | μ) = Eμ
[
dν
dμ
ln
dν
dμ
]
if ν  μ (i.e. absolutely continuous), and H(ν | μ) = ∞ otherwise. Consider now a probability
ν equivalent to μ and let
U(t,ω) = Wt(ω)+
t∫
0
u˙s(ω)ds
where for every s ∈ [0,1], u˙s(ω) is Fs measurable, and where (t,ω) → Wt(ω) = ω(t) is the
coordinate process which is a Brownian on (W,F.,μ). Further, assume that Uμ = ν (Uμ de-
notes the image measure of μ by U ). On the other hand it is well known [8,7,20] that there is an
adapted process
V (t,ω) = Wt(ω)+
t∫
0
v˙s(ω)ds
such that
dν
dμ
= exp
(
−
1∫
0
v˙s dWs − 12
1∫
0
|v˙s |2Rn ds
)
μ-a.s. It was then shown for the first time in [16] that, under some suitable conditions, the map-
ping U is μ-a.s. invertible with inverse V (i.e. μ-a.s. V ◦ U = IW and U ◦ V = IW ) if and only
if
H(ν | μ) = Eμ
[ 1∫
0
|u˙s |2Rn
2
ds
]
We recall that even in the classical case, where the notion of invertibility is equivalent to the
existence of a strong solution of SDE (see [16]), it is well known that U may be not invertible
(see [16,15,13,9]). The aim of this paper is to generalize the most important results of [15,16,
18] in the context of any abstract Wiener space (W,H,μ) which satisfies the assumption that
there is a continuous and increasing resolution of the identity on H . On an abstract Wiener space
which is not of the form C0([0,1], S), where S is an abstract Wiener space, the notion of time
and a fortiori of adapted process is no more obvious. However, Zakai and Üstünel have provided
a natural way to introduce the arrow of time by means of a continuous and increasing sequence
of projections on H . Although this notion is itself quite abstract, it has already been showed
to be useful, even in very practical cases (see [11] and [24]). Moreover this framework, which
generalizes the Wiener spaces of the form C0([0,1], S), yields results which can be applied to
various abstract Wiener spaces, for instance to the Gaussian free field.
2736 R. Lassalle / Journal of Functional Analysis 262 (2012) 2734–2776The structure of the present paper is the following. In Section 2 we recall some notions of
Malliavin calculus and of abstract stochastic calculus which are presented with much details
in [20], and we also add some easy but useful results. We also recall a result of optimal transport
on Wiener space which will be used in the sequel. In Section 3 we give a sharp version of the
Girsanov theorem on the abstract Wiener space. Although this theorem is probably well known,
the proof seems to be new (see Proposition 2.6.1 of [20]) in the general case of a measure abso-
lutely continuous with respect to the Wiener measure. Let ν be a probability which is absolutely
continuous with respect to the Wiener measure. This theorem shows the existence of an abstract
Wiener process of the form V = IW + v with respect to the canonical filtration on (W,ν), with
the same properties as in the classical case. Moreover we extend to abstract Wiener spaces some
useful results of [7] and [8] which link the finiteness of the relative entropy with a “finite ener-
gy” condition. In Section 4 we define the notion of representation of a probability by a random
mapping which generalizes the notion of [16], and we recall a characterization of it. Then, in
Section 5, given a probability ν absolutely continuous with respect to the Wiener measure and
under some suitable conditions, we apply this results to the study of measurable mappings such
that Uμ = ν. We show that any such U can be decomposed in the sum of an abstract Wiener pro-
cess (with respect to the augmented filtration FU. associated with U ) and a H -valued mapping
(which is adapted to FU. ). This result has to be compared with the Proposition 2.5.1 of [20] in
the classical case: we give much more information on the Brownian. Furthermore, we give both
a criterion for the innovation process of an adapted perturbation of the identity to be an abstract
Wiener process, and also a sufficient condition for it by means of Malliavin calculus. Then, most
of the results of [15] and [16] related to the representation are generalized: both to the context
of abstract Wiener space with a time structure and to probabilities absolutely continuous but not
necessarily equivalent to the Wiener measure. We investigate the link between energy, entropy,
and mean square error in Section 6. In Section 7 we connect this problem with the invertibility
of API in the abstract framework, and we state a generalization of the result of [16] presented
above. As a matter of fact, even in the classical case, our results are slightly more generals than
the known versions. Then we generalize the corollaries which are in [18]. In Section 8 we relate
the invertibility of API to the Monge problem. The link we show between the Monge problem
and the invertibility of API is completely different from the approach of [16]. On the other hand
in Section 9, we also study the link between the invertibility of an API and the innovation con-
jecture, so that we get a result which generalizes the approach of [16]. One of the main goals of
this paper is to stress the importance of the invertibility of the Girsanov shift V associated with
a probability ν  μ and to investigate its consequences.
2. Preliminaries and notation
2.1. Abstract Wiener space
Let H be a separable Hilbert space and let W be the completion of H with respect to a mea-
surable semi norm (see [10]). Then W is a separable Banach space and the injection i H ↪→ W
is dense and continuous. By identifying H with its dual thanks to the Riesz representation, we
note i the injection W ↪→ H , which is also dense and continuous.
W ↪→i∗ H ↪→i W
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the notation |l|H will always mean |i(l)|H . Moreover 〈.,.〉W,W will denote the duality bracket
between W and W. The triplet (W,H, i) is an abstract Wiener space and H is the associated
Cameron–Martin space. Let B(W) be the Borelian sigma field on W . It is well know that there
is a unique Borelian probability μ on (W,B(W)) such that for each l ∈ W∫
μ(dw) exp
(
i〈l,w〉W,W
)= exp−|l|2H
2
This probability is called the Wiener measure. In particular, this means that every l ∈ W is in
every Lp(μ), p  1. By noting Lp(μ) the equivalence classes which identify the elements of
Lp(μ) which are equal μ-a.s., we can define δ : W ⊂ H → Lp(μ). By construction the Wiener
measure is characterized by the fact that δl is a Gaussian centered normal with a variance |l|2H ,
and the covariance between δl and δj is 〈l, j 〉H . In other words δ : W ⊂ H → Lp(μ) is an
isometry. Now, recall that W may be viewed as a dense subspace of H . Hence δ extends as
an isometry to an isometry on every Lp(μ), p  1, which we also note δ : H → Lp(μ). More
explicitly for each h ∈ H there is a sequence (ln)n∈N ⊂ W converging strongly to h in H .
Therefore (〈ln,ω〉W,W )n∈N ⊂ Lp(μ) is Cauchy in the complete space Lp(μ) for every p > 1,
and hence converges in Lp(μ) to a random variable δh = limn→∞〈ln,ω〉W,W where the limit is
in Lp(μ). In particular δh(ω + k) = δh+ 〈h, k〉H for every k,h ∈ H . The set {δh, h ∈ H } is an
isonormal Gaussian field.
2.2. Malliavin calculus
We are going to define the Malliavin derivative, a more complete exposition of which can
be found for instance in [14] or [17]. Let (ki)i∈N ⊂ H be an orthonormal basis of H , let E
be a separable Hilbert space, and let (ei)i∈N ⊂ E be an orthonormal basis of E. For ev-
ery F ∈ ⋂p>1 Lp(μ,E), we say that F is a cylindrical function and we note F ∈ Sμ(E) ⊂⋂
p>1 L
p(μ,E), if there exist a n ∈ N, (l1, . . . , ln) ∈ (N∗)n, (kl1, . . . , kln) ⊂ (ki)i∈N, and an f in
the Schwartz space of the smooth rapidly decreasing functions S(Rn) such that μ-a.s.
F =
m∑
i=1
f i(δkl1 , . . . , δkln)ei
Hence if we set
∇hF = d
dλ
F ◦ τλh|λ=0
where for any (h,λ) ∈ H ×Rτλh : ω ∈ W → τλh(ω) := ω + λh we have
∇hF =
m∑
i=1
n∑
j=1
∂jf
i(δkl1 , . . . , δkln)〈h, klj 〉Hei
By construction up to a μ negligible set, for every ω ∈ W , the mapping defined by (∇F)(ω):
h ∈ H → (∇hF )(ω) ∈ E is linear and continuous and even Hilbert–Schmidt, with the property
2738 R. Lassalle / Journal of Functional Analysis 262 (2012) 2734–2776that ∇hF (ω) = (∇F)(ω)(h). Therefore, by using tensorial Hilbert Schmidt product, we have the
explicit formula :
∇F =
m∑
i=1
n∑
j=1
∂jf
i(δkl1 , . . . , δkln)klj ⊗ ei
and we have defined a linear operator ∇ : Sμ(E) ⊂ Lp(μ,E) → Lp(μ,H ⊗E) such that μ-a.s.
dF(ω + λh)
dλ
∣∣∣∣
λ=0
= ∇hF
Thanks to the Cameron–Martin theorem, it is easy to see that although ∇ is not a closed operator,
it is however closable. We still denote by ∇ : Domp(∇,E) ⊂ Lp(μ,E) → Lp(μ,H ⊗ E) the
closure of ∇ : Sμ(E) ⊂ Lp(μ,E) → Lp(μ,H ⊗ E), which can be built explicitly in the fol-
lowing way. Let Domp(∇,E) be the set of the F ∈ Lp(μ,E) such that there exists a sequence
of cylindrical random variables (Fn)n∈N ⊂ Sμ(E), with the property that limn→∞ Fn = F in
Lp(μ,E) and ∇Fn is Cauchy in Lp(μ,H ⊗ E). Then for each F ∈ Domp(∇,E), we can de-
fine ∇F = limn→∞ ∇Fn which is unique since ∇ is closable. By construction Domp(∇,E) is the
completion of Sμ(E) with respect to the norm of the graph associated with ∇ which is defined by
‖F‖p,1;E = ‖F‖Lp(μ,E) + ‖∇F‖Lp(μ,H⊗E). We note Dp,1(E) the Banach space Domp(∇,E)
with the norm ‖F‖p,1;E . As a matter of fact Dp,1(E) is the Sobolev space associated with the
weak Gross–Sobolev derivative ∇ , and of course, ∇ is nothing but the infinite dimensional ver-
sion of the Sobolev derivative with respect to the Gaussian measure. We define the higher order
derivative and the associated Sobolev spaces by iterating the same procedure. Thus, if ∇k−1F ∈
Dp,1(E⊗H⊗(k−1)) we can define ∇kF = ∇(∇k−1F), and the associated Sobolev space Dp,k(E)
as the set of such F equipped with the norm ‖F‖p,k;E =∑ki=0 ‖∇ iF‖Lp(μ,E⊗H⊗i ). In the se-
quel we will often deal with the case where E = R. Note that in that case, because of the
Riesz representation, H ⊗ R  H so that we can identify (with fixed ω) ∇F(w) with a vec-
tor of H and we will write ∇hF = 〈h,∇F 〉H . Moreover we note Dp,1 instead of Dp,1(R).
We now define the so-called divergence operator. From the monotone class theorem, and from
the martingale convergence theorem, it is easy to see that Sμ(E) is dense in every Lp(μ,E),
p  1. Since Sμ(E) ⊂ Dp,1(E) the operator ∇ : Domp(∇,E) ⊂ Lp(μ,E) → Lp(μ,H ⊗ E)
has a dense support. Hence there is an operator δ which is the adjoint of ∇ . The domain
Domp(δ,E) is defined classically as being the set of the random variables ξ ∈ Lp(μ,H ⊗ E)
such that for any φ ∈ Dq,1(E) (where 1p + 1q = 1) Eμ[〈∇φ, ξ 〉H⊗E] cp,q(|φ|Lq(μ,E)). For any
ξ ∈ Domp(δ,E), δξ is characterized by the relation Eμ[〈φ, δξ 〉E] = Eμ[〈∇φ, ξ 〉H⊗E] which
holds for any φ ∈ Domp(∇,E). Of course, this relationship is the infinite dimensional version
of the integration by part with respect to the Gaussian measure. Note that the set of the con-
stant H -valued random variable on Lp(μ,H) is in Domp(δ) := Domp(δ,R), and that because
of the Cameron–Martin theorem we have Eμ[φδh] = E[〈∇φ,h〉H ]. Hence it is clear that one
may think to this operator as an extension of the operator δ : H → Lp(μ,H), which justifies the
notations.
2.3. Stochastic calculus in abstract Wiener space
In this section we recall the construction of a stochastic calculus on the abstract Wiener space
by means of a sequence of continuous increasing projections which represents the arrow of
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thogonal projections on H such that π0 = 0H , π1 = IH and for any t ∈ [0,1] πt (W) ⊂ W.
In this paper we only consider Wiener spaces on which such sequences exist. An example
of such spaces is provided by the classical Wiener space C([0,1],R) with the family πt de-
fined by πth :=
∫ .∧t
0 h˙s ds for any h ∈ H . We can also note that such structures also apply
to the Gaussian Free Field which may be seen as an abstract Wiener space. In that case the
sequence (πt ) may be given by any resolution of the identity π : B([0,1]) → L(H) (L(H)
denotes the set of the linear operators on H ) by taking πt := π([0, t]) for any t ∈ [0,1], when-
ever (π([0, t]))t∈[0,1] satisfies the above properties. For further interesting examples we refer
to [19]. We further note B(W) be the Borelian σ -field on W . Since we shall deal with a no-
tion of “adapted” process, we will also have to consider Fμ which is the completion of B(W)
with respect to the Wiener measure μ. In order to handle Fμ, we note Θμ the μ-negligible
sets of B(W). We will also consider the measure μ which is the extension of μ on Fμ. Let
ν be another probability on (W,B(W)) such that ν  μ (i.e. absolutely continuous) we recall
that ν has a unique extension ν on Fμ such that ν  μ. Moreover, ν has also an extension ν˜
on the completion Fν of B(W) with respect to ν. Furthermore Θν will denote the ν-negligible
sets of B(W), and we have Θμ ⊂ Θν so that Fμ ⊂ Fν . In the sequel μ will be also noted μ,
and will be called the Wiener measure: then it is defined on (W,Fμ). When we shall intro-
duce a measure ν such that ν  μ, ν will denote ν i.e. it is defined on (W,Fμ). Moreover
we will also sometimes consider ν as a measure on (W,Fν), and in that case the letter ν will
also represent what should be noted ν˜. If ν and νˆ are two probabilities which are absolutely
with respect to the Wiener measure μ we note M((W,F νˆ ), (W,Fν)) the set of the measur-
able maps from (W,F νˆ ) into (W,Fν), and Mνˆ((W,F νˆ ), (W,Fν)) the equivalence classes of
elements of M((W,F νˆ ), (W,Fν)) which is constructed by identifying the elements which are
equals νˆ-almost surely. In particular we note L0(μ,W) = M((W,Fμ), (W,Fμ)) (resp. for a
ν  μ we note L0(ν,W) = M((W,Fν), (W,Fμ))) and L0(μ,W) = Mμ((W,Fμ), (W,Fμ))
(resp. L0(ν,W) = Mν((W,Fν), (W,Fμ))). We also note L0(μ,H) = {u ∈ L0(μ,W): |u|H <
∞ μ-a.s.} (resp. L0(ν,H) = {u ∈ L0(ν,W): |u|H < ∞ ν-a.s.}) and L0(μ,H) = {u ∈
L0(μ,W): |u|H < ∞ μ-a.s.} (resp. L0(ν,H) = {u ∈ L0(ν,W): |u|H < ∞ ν-a.s.}). Lp(ν,H)
denote the subset of the u ∈ L0(ν,H) such that Eν[|u|pH ] < ∞. More generally we will often
deal with some filtered probability space of the form (W,F , (Gt )t∈[0,1], ν) where F is a sigma
field, (Gt )t∈[0,1] a filtration on it, and ν is a probability on (W,F). Whenever G1 = F , we will
note (W, (Gt )t∈[0,1], ν) or (W,G., ν) instead of (W,F , (Gt )t∈[0,1], ν), and more generally G. will
denote the filtration (Gt )t∈[0,1]. Moreover, for any t ∈ [0,1], L2(Gt , ν) will denote the equiva-
lence classes of the set L2(Gt , ν) of the Gt measurable functions which are square integrable
with respect to ν, which we get by identifying the elements of L2(Gt , ν) which are equal ν-a.s.
Similarly we will deal, for a given t ∈ [0,1], with the spaces L0(Gt , ν,H) (L2(Gt , ν,H)) which
are the equivalence class with respect to ν of the Gt measurable functions u such that ν-a.s.
u ∈ H (resp. such that Eν[|u|2H ] < ∞). We denote by IW the identity map
IW : W → W
ω → ω
Obviously IW ∈ L0(μ,W) and for every probability ν such that ν  μ we also have IW ∈
L0(ν,W). Since W is separable, it is well known that its Borelian sigma field is also the sigma
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elements of W. Hence, we can use IW to build a canonical filtration.
Definition 1. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure (possibly ν = μ) and X ∈ L0(ν,W). The natural filtration generated by X with respect
to the time sequence π., denoted by FX,0. is defined by
FX,0t = σ
(〈πt l,X〉, l ∈ W)
for every t ∈ [0,1]. The associated augmented filtration FX. is defined by
FXt = σ
(FX,0t ∪Θν)
for every t ∈ [0,1]. Since we will often deal with it, we adopt a special notation for F IW. (resp.
F IW ,0. ) and we note it Fν. (resp. FW,0. ). Note that Fν1 = Fν . Conversely, a random mapping
X ∈ L0(ν,W) will be said adapted to a filtration G. if for every t ∈ [0,1] FXt ⊂ Gt . If X is
adapted to the particular filtration Fν. , it will be said to be ν-adapted.
Note that contrary to the natural filtration, the augmented filtration only depends on the equiv-
alence class of X ∈ L0(ν,W) so that it is meaningfull to speak of the augmented filtration of
any X ∈ L0(ν,W). Furthermore, when G. is a filtration on Fν where ν is a probability such
that ν  μ, we note L0a(G., ν,H) (resp. L2a(G., ν,H)) the subset of the u in L0(ν,H) (resp.
L2(ν,H)) such that u is adapted to (Gt )t∈[0,1]. Since we will often deal with it, we adopt a spe-
cial notation for L0a(Fν. , ν,H) (resp. L2a(Fν. , ν,H)) and we note it L0a(ν,H) (resp. L2a(ν,H)).
Definition 2. Let ν  μ be a probability which is absolutely continuous with respect to the
Wiener measure, G. be a filtration on (W,Fν), and M ∈ L0(ν,W). Then the triple (M,H,π.) is
called an abstract martingale on (W,G., ν) if for every l in W the process
(t,ω) → δM(πt l)(ω) :=
〈
πt l,M(ω)
〉
W,W
is a martingale on (W,G., ν).
The next definition of an abstract Wiener process is based on the idea of [11]. As a matter of
fact, it uses the Levy criterion to generalize the notion of Brownian motion:
Definition 3. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ, and X ∈ L0(ν,W), and G. be a filtration on (W,Fν). Then the triple (X,H,π.) is
called an abstract Wiener process on (W,G., ν) if the two following conditions hold:
(1) (X,H,π.) is an abstract martingale on (W,G., ν),
(2) 〈δMπ.l〉t = |πt l|2H .
Remark 1. Let M be as in the last definition, then we also have Mν = μ. Indeed, assume that
for every l ∈ W, we have 〈δMπ.l〉t = |πt l|2H . Then we also have:
Eν
[
exp
( 〈δMπ.l〉1)]= exp( |l|2H )< ∞
2 2
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2
H
2 ) is a martingale on (W,G., ν). In
particular for every 0 s < t  1 we have
Eν
[
exp
(
iδMπt l − |iπt l|
2
H
2
) ∣∣∣∣ Gs]= exp(iδMπsl − |iπsl|2H2
)
Since π0 = 0 and π1 = IH , the last equation with s = 0 and t = 1 gives:
Eν
[
exp
(
i〈l,M〉W,W
)]= exp(−|l|2H
2
)
which implies Mν = μ. Conversely, any abstract martingale M ∈ L0(ν,W) on (W,G., ν) which
is such that Mν = μ is an abstract Wiener process with respect to its own filtration FM. . Indeed
we have for every 0 s  t  1
Eν
[(
δMπt l
)2 ∣∣FMs ]= Eν[(δM((πt − πs)l))2 ∣∣FMs ]
+ (δMπsl)2 + 2δMπslEν[δM((πt − πs)l) ∣∣FMs ]
= Eν
[(
δM
(
(πt − πs)l
))2 ∣∣FMs ]+ (δMπsl)2
+ 2δMπslEν
[
Eν
[
δM
(
(πt − πs)l
) ∣∣ Gs] ∣∣ |FMs ]
= Eν
[(
δM
(
(πt − πs)l
))2 ∣∣FMs ]+ (δMπsl)2
On the other hand, for every l, l˜ ∈ W and s < t ,
Eν
[
δM
(
(πt − πs)l
)
δM(πs l˜)
]= EMν[δW ((πt − πs)l)δW (πs l˜)]
= Eμ
[
δW
(
(πt − πs)l
)
δW (πs l˜)
]
= 〈(πt − πs)l,πs l˜ 〉H
= 0
Since for every l ∈ W the law of δMl on (W,Fν, ν) is N (0, |l|2H ), this implies that
δM((πt − πs)l) is independent of FMs with law N (0, |(πt − πs)l|2H ). Finally we have:
Eν
[(
δMπt l
)2 − |πt l|2H ∣∣FMs ]= ∣∣(πt − πs)l∣∣2H + (δMπsl)2 − |πt l|2H
= (δMπsl)2 − |πsl|2H
Where the last equation comes from the equality 〈πsl,πt l〉H = |πsl|2H , which holds for any
0 s  t  1.
We recall the construction of the abstract stochastic integral over an abstract Wiener process.
Since most of the time we will deal with it, and to avoid to heavy notations, we build the stochas-
tic integral with respect to the canonical filtration. However it is obvious that, as in the classical
case, this construction and all the results we present here, can be directly transposed mutatis
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which satisfies the usual conditions.
Definition 4. Let ν be a probability such that ν  μ. We note by E(π.,Fν. , ν,H), the set of the
simple process which is defined as the set of the u ∈ L0(ν,H), which are of the form
u(ω) =
n−1∑
i=1
αi(ω)(πti+1 − πti )hi
with αi ∈ L2(Fνti , ν), hi ∈ H and 0 = t1 < · · · < tn = 1.
We will sometimes use the notation πi;i+1 = πti+1 − πti .
Proposition 1. With the notations of Definition 4 we have that E(π.,Fν. , ν,H) is dense in
L2a(ν,H).
Proof. Suppose that v ∈ L2a(ν,H) is orthogonal to E(π.,Fν. , ν,H). Then for every 0 s < t  1
and as ∈ L2a(Fνs , ν) and l ∈ W we have Eν[〈as(πt −πs)l, v〉H ] = 0. This means that 〈π.l, v〉H is
a martingale on (W,Fν. , ν). On the other hand it is straightforward that 〈π.l, v〉H can be written
as the difference between two increasing process, so that it vanishes as a martingale with finite
variation. Hence 〈l, v〉H = 〈π1l, v〉H = 〈π0l, v〉H = 0 and v = 0. 
Let ν be a probability which is absolutely continuous with respect to μ. Further, assume that
there is a V ∈ L0(ν,W) such that (V ,H,π.) is an abstract Wiener process on (W,Fν. , ν). For
u ∈ E(π.,Fν. , ν,H) the abstract stochastic integral of u with respect to V is defined by:
δV u =
n−1∑
i=1
αiδ
V (πi;i+1hi)
Obviously, the mapping δV : E(π.,Fν. , ν,H) ⊂ L2a(ν,H) → L2(ν) is an isometry. Since his
domain is dense in L2a(ν,H), it extends as a uniformly continuous map, and this map is also an
isometry L2a(ν,H) → L2(ν) which we also note δV . For every u ∈ L2a(ν,H) δV u is called the
abstract stochastic integral of u with respect to (V ,H,π.). As in the classical case, this stochastic
integral can be extended to a larger class, namely L2loc(ν,H).
Definition 5. Let ν be a probability which is absolutely continuous with respect to μ. We define
the set L2loc(ν,H) as the set of the adapted H -valued random variables u for which there exists
an increasing sequence of Fν. stopping times (τn)n∈N, such that
ν
(
lim
n→∞ τn = 1
)
= 1
and for every n ∈ N
πτnu ∈ L2a(ν,H)
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to see that limn→∞ δV (πτnu) exists independently of the stopping time sequence we choose.
Then one define univocally δV u = limn→∞ δV (πτnu) for all such u. Moreover when ν = μ and
V = IW we will note δWu instead of δIW u for u ∈ L2loc(μ,H).
Proposition 2. Let ν be a probability which is absolutely continuous with respect to μ and
let u ∈ L2loc(μ,H). Further, assume that there is a V ∈ L0a(ν,W) of the form V = IW + v,
v ∈ L0a(ν,H) such that (V ,H,π.) is an abstract Wiener process on (V ,Fν. , ν). Then we have
δV u = δWu+ 〈v,u〉H
ν-a.s.
Proof. The claim is obvious when u is a step process since ν  μ and a fortiori Fμ ⊂ Fν . The
generalization is straightforward. 
Suppose now that for a v, b ∈ L0a(ν,H), (V = IW + v,H,π.) and (B = IW + b,H,π.) are
two abstract Wiener process on (W,Fν. , ν). Then, it is easy to see that for any simple process
u ∈ E(π.,Fν. , ν,H) we have ν-a.s., δV u − 〈v,u〉H = δBu − 〈b,u〉H and to extend this prop-
erty to L0a(ν,H). Hence the following definition, which is suggested by the last proposition, is
unequivocal.
Definition 6. Let ν be a probability which is absolutely continuous with respect to μ and let u ∈
L0a(ν,H). Further, assume that there is a V ∈ L0a(ν,W) of the form V = IW + v, v ∈ L0a(ν,H)
such that (V ,H,π.) is an abstract Wiener process on (W,Fν. , ν). Then we note δWu the element
of L0(ν) defined by the relation
δWu = δV u− 〈v,u〉H
ν-a.s.
The following property is the key of almost all our further calculations.
Proposition 3. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ, and let u ∈ L2loc(ν,H). Further, assume that there is a V ∈ L0(ν,W) such that
(V ,H,π.) is an abstract Wiener process on (W,Fν. , ν). Then the process (t,w) → δV (πtu) =
mt(w) is a continuous local martingale on (W,Fν. , ν). Moreover, the associated increasing pro-
cess is such that for every t ∈ [0,1] 〈
δV (π.u)
〉
t
= |πtu|2H
In particular, when u is in L2a(μ,H), δW (π.u) is a martingale.
Proof. The result is straightforward in the case where u is a simple process. By a standard
limiting procedure, the results holds for u in L2a(ν,H), and by usual stopping techniques it also
holds when for any u ∈ L2loc(ν,H). When u is in L2a(ν,H), since for every t ∈ [0,1]
Eν
[〈
δV (π.u)
〉
t
]= Eν[|πtu|2H ]Eν[|u|2H ]
we get by a classical result of stochastic calculus that δV (π.u) is a martingale. 
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won’t use this notion in the sequel, we won’t neither define it here and refer to [20, pp. 42–44].
For much details about the notations we are using in the next proof.
Proposition 4. Let ν be a probability which is absolutely continuous with respect to μ. Moreover,
assume that (V ,H,π.) is an abstract Wiener process on (W,Fν. , ν). Let u ∈ L2loc(ν,H) and
(Hs, s ∈ [0,1]) be a real-valued measurable Fν. adapted random function such that
1∫
0
Hs d〈πsu,u〉H < ∞
ν-a.s. Then there is a η ∈ L2loc(ν,H) such that
.∫
0
Hs dδ
V πsu = δV (π.η)
in particular, for all α ∈ L2loc(ν,H), 〈δV π.α, δV π.η〉t =
∫ t
0 Hs d〈α,πsu〉H .
Proof. The first point can be obtained by approximating H with simple adapted functions, for
which the result is obvious, and then extended to L2a(ν,H) and then to L2loc(ν,H). We recall that
if M and N are two local martingale and H is integrable with respect to M , by a characteristic
property of the stochastic integral we have 〈∫ .0 Hs dMs,N.〉t = ∫ t0 Hs d〈M,N〉t . Hence by taking
M. = δV π.u and N. = δV π.α:
〈
δV π.η, δ
V π.α
〉
t
=
〈 .∫
0
Hs dδ
V πsu, δ
V π.α
〉
t
=
t∫
0
Hs d
〈
δV π.u, δ
V π.α
〉
s
=
t∫
0
Hs d〈πsu,α〉H 
With this proposition in hand, the proof of the following theorem is almost the same as in the
classical case (see [20] for a detailed proof ).
Theorem 1. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ and (V ,π.,H) be an abstract Wiener process on (W,ν) with respect to its own
filtration FV. . Moreover, assume that M is a continuous abstract local martingale on (W,FV. , ν)
and M0 = 0. Then there is a α ∈ L2loc(ν,H) such that
M. = −δV π.α
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The Monge and Monge–Kantorovich problems on abstract Wiener space have been treated
for instance in [6] or [5]. Some of these results are summed up and used to get results in the
classical Wiener space in [16]. In order to get the proof of the results we present here and a more
complete overview on this topic, we refer to these three articles and to the references therein,
in particular to [22]. In this section we only recall the main results that we will use in further
sections.
Definition 7. Let ρ and ν be two probabilities on (W,B(W)) and Σ(ρ, ν) be the set of the
measures on (W ×W,B(W ×W)) whose first (resp. second) marginal is ρ (resp. ν). A measure
γ ∈ Σ(ρ, ν) is said to be the solution of the Monge–Kantorovich problem if
J (γ ) =
∫
W×W
|x − y|2H dγ (x, y) = inf
{ ∫
W×W
|x − y|2H dβ(x, y): β ∈ Σ(ρ, ν)
}
The Wasserstein distance d(ρ, ν) between ρ and ν is defined by d(ρ, ν) = J (γ ).
In the sequel we shall relate the invertibility of adapted perturbations of the identity to the
existence of some variational formulations of the Monge–Kantorovich problem in the Gaussian
case. We recall the following result which is a particular case of Theorem 3.2 of [5].
Theorem 2. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ. Assume that d(ν,μ) < ∞, then there is a measurable mapping T : W → W which is
solution to the original Monge problem. Moreover its graph supports the unique solution of the
Monge–Kantorovich problem γ i.e.
(IW × T )μ = γ
in particular T μ = ν, T − IW ∈ L2(μ,H), and there is a mapping T −1 such that
μ
({
ω
∣∣ T −1 ◦ T = IW })= ν({ω ∣∣ T ◦ T −1 = IW })= 1
3. A sharp Girsanov theorem on abstract Wiener space
In this section we provide a sharp version of the Girsanov theorem on abstract Wiener space
and we extend some results of [7] and [8] to our framework. Lemma 1 will be used to prove
Theorem 3. This latter theorem is very useful and we shall apply it implicitly whenever we will
meet a probability ν which is absolutely continuous with respect to the Wiener measure μ. Part
of this result already appears in [20, Proposition 2.5.1] but with a wrong proof. As in [20] the
main idea of the proof of Theorem 3 is still to apply the theorem of representation. Here we
correct the proof and avoid a vicious circle, by first showing the existence of an abstract Wiener
process on (W,Fν. , ν) thanks to Lemma 1
Lemma 1. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ and let N be a semimartingale on (W,Fν, (Fνt )t∈[0,1], ν). Then there is a v ∈
Mν((W,Fν), (W,B(W))) such that
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• v ∈ L0a(ν,H) i.e. v is adapted to the ν-augmented canonical filtration Fν. = σ(FW,0. ∪Θν)
and ν-a.s. v ∈ H .
Proof. By the classical Girsanov theorem we know that for any h ∈ H , the μ-martingale
(i.e. martingale on (W,Fμ. ,μ)) δWπ.h is also a ν-semimartingale (i.e. a semimartingale on
(W,Fν. , ν)), so that the process (t,ω) → 〈δWπ.h,N〉t (ω) is well defined. We set
u : H → L0(ν)
h → 〈δWπ.h,N 〉1
Let (hi)i∈N be an orthonormal basis of H , we note πn the projection on the vector space spanned
by (h1, . . . , hn), and Hn = πn(H). We note jn the canonical bijection such that jn(Rn) = Hn,
and we note in the inverse of jn. We define
uˆn : Rn → L0(ν)
x → 〈δWπ.jn(x),N 〉1
so that we have ∣∣uˆn(x)− uˆn(y)∣∣√〈N,N〉1|x − y|Rn
ν-a.s. where 〈N,N〉1 is finite ν-a.s., and where the set on which the last inequality fails may
depend on x and y. Hence for every γ > 0, there is a probability νγ equivalent to ν such that
Eνγ
[∣∣uˆn(x)− uˆn(y)∣∣γ ] Cγ |x − y|γRn
where Cγ only depends on N and γ . Thus we can apply the Kolmogorov lemma to get a modifi-
cation un of uˆn with the property that ν-a.s., the map x → un(ω,x) is continuous. We set un = un
on the set where x → un(ω,x) is continuous, and un = 0 otherwise. Therefore x → un(ω,x) is
continuous for every ω ∈ W , and un(x) = 〈δWπ.jn(x),N〉1 ν-a.s. where the set on which the
equality fails may depend on x ∈ Rn. As a matter of fact, the continuity will enable us to choose
a linear modification of un. For every n-uplet of rationals (λ1, . . . , λn) ∈ Qn, let
Ωλ1,...,λn =
{
ω
∣∣∣ un( n∑
i=1
λiei
)
=
n∑
i=1
λiun(ei)
}
where (e1, . . . , en) is an orthonormal basis of Rn. By continuity of un,
⋂
λ1∈Q,...,λn∈QΩλ1,...,λn =
Ωl , where
Ωl =
{
ω: ∀x ∈ Rn un(x) =
n∑
i=1
〈x, ei〉Rnei
}
Moreover by definition of 〈.,.〉1, ν(Ωλ1,...,λn) = 1 so that ν(Ωl) = 1. We also set Ωf ={ω: un(ei) < ∞ ∀i ∈ [1 . . . n]}. By construction of 〈.,.〉1, we still have ν(Ωf ) = 1. We set for
every h ∈ H and every ω ∈ W
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{
un(ω, in ◦ πnh) if ω ∈ Ωl ∩Ωf ,
0 otherwise
By the continuity and the linearity of in and πn, h ∈ H → fn(ω,h) ∈ R inherit both the linearity
and the continuity of un on every ω ∈ Ωl ∩ Ωf , so that it is both linear and continuous on the
whole space W . Hence we can define fˆn : ω ∈ W → H where fˆn(ω) : h ∈ H → fn(ω,h).
However we can’t be sure to have |fˆn|H √〈N,N〉1 ν-a.s., and we will have to modify it. For
that reason, let (ki)i∈N be a dense subset of H . For every ki , we set: Ω˜ki = {ω: |fn(ω, ki)| √〈N,N〉1(ω)|ki |H } By definition of fn, ν(Ω˜ki ) = 1. Moreover, by the continuity of h ∈ H →
fn(ω,h) ∈ R, we also have ⋂
i∈N
Ω˜ki = Ωm
where Ωm := {ω: |fn(ω,h)| 〈N,N〉1(ω)|h|H , ∀h ∈ H }. Thus ν(Ωm) = 1. We can now define
a modification f˜n of fn by:
f˜n(ω,h) =
{
fn(ω,h) if ω ∈ Ωm,
0 otherwise
By construction, for every ω ∈ W , h → f˜n(ω,h) is in H with a norm in H which is less
than
√〈N,N〉(ω). Finally for every ω ∈ W , we note vn(ω) the element of H which is asso-
ciated, through the Riesz representation theorem, with the element of H, h → f˜n(ω,h). Still
by construction, we have for every ω ∈ W for every h ∈ H 〈h,vn(ω)〉H = un(ω, in ◦ πnh), if
ω ∈ Ωl ∩ Ωf ∩ Ωm, and 〈h,vn〉H = 0 otherwise. Hence we have πmvn = vm for every m  n.
Together with the fact that |vn|H √〈N,N〉1, and since there is a K > 0 such that |.|W K|.|H ,
we have
ν
(|vn − vm|W > c)  ν(K|vn − vm|H > c)
= ν(K∣∣(πn − πm)vn∣∣H > c)
 ν
(
K
√〈N,N〉1|πn − πm|op > c)
→ 0, n,m → ∞
We note v ∈ Mν((W,Fν), (W,B(W)) the limit in probability of (vn)n∈N. By construction we
have |v|H √〈N,N〉1, so that ν-a.s. v ∈ H . On the other hand, still by construction, it is easy to
see that un(ω, in ◦πn) converges to u under the probability ν. Therefore ν − a.s for every h ∈ H
〈v,h〉H = u(h) = 〈δWh,N〉1. Furthermore, we remark that, 〈N,δWπ.h〉t = 〈N,δWπ.∧t h〉1 =
〈N,δWπ.πth〉1 ν − a.s., so that for every t ∈ [0,1], ν almost surely we have 〈N,δWπ.h〉t =
〈πth, v〉H . in particular, let, l ∈ W, B ∈ B(R), and Ω = {ω: 〈πt l, v〉H = 〈N,δWπ.l〉t }, then(〈πt l, v〉H )−1(B) = (Ω ∩ [(〈πt l, v〉H )−1(B)])∪ (Ωc ∩ [(〈πt l, v〉H )−1(B)])
On the one hand, (〈πt l, v〉H )−1(B) ∩ Ωc ⊂ Ωc ∈ Θν . On the other hand (〈πt l, v〉H )−1(B) ∩
Ω ⊂ (〈N,δWπ.l〉t )−1(B) ⊂ Fνt . Hence (〈πt l, v〉H )−1(B) ⊂ Fνt . This shows that 〈πt l, v〉H is Fνt
measurable for every t . Note that the fact that v is adapted doesn’t depend on the modification
we choose, since Fνt is complete with respect to ν. 
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measure μ (ν  μ). Then there is a unique v ∈ L0a(ν,H) such that (V = IW + v,H,π.) is an
abstract Wiener process on (W,Fν, (Fνt )t∈[0,1], ν) with the property that ν-a.s.
Eμ
[
dν
dμ
∣∣∣Fμt ]= exp(−δWπtv − |πtv|2H2
)
for every t ∈ [0,1], where the notation δWv is defined in Definition 6. We call V = IW + v
(resp. v) the Girsanov shift (resp. drift) associated with ν.
Proof. In this proof we note L = dν
dμ
the associated Radon–Nykodym density and Lt =
Eμ[L | Fμt ] =
dν|Fμt
dμ|Fμt
. Since ν is a probability measure we have L0 = 1, and L. = Eμ[L | Fμ. ] is
a martingale on (W,Fμ. ,μ). Let τ0 = inf {t : Lt = 0} if {t : Lt = 0} = ∅, and τ0 = ∞ otherwise.
By applying Doob’s optional stopping theorem we have:
ν
({ω | τ0 < ∞})= Eμ[L11τ0∈[0,1]]
= Eμ[Lτ0 1τ0∈[0,1]]
= 0
Hence, the random process (ω, t) → lnLt(ω) is well defined with values in R ν-a.s. From the
classical Girsanov theorem we know that to every local martingale M on (W,Fμ. ,μ) we can
associate a Girsanov transform M˜ defined by M˜ = M + L−1. .〈L.,M〉 (see for instance [3]),
which is such that M˜. is a local martingale on (W,Fν. , ν). In particular every semimartingales
on (W,Fμ. ,μ), is also semimartingales on (W,Fν. , ν). Therefore the Ito formula applied to
(t,ω) → ln(Lt )(t,ω) on (W,Fν. , ν) yields
d ln(Lt ) = dLt
Lt
− d〈L.,L.〉t
2L2t
Thus, if we set N. = −
∫ .
0
dLt
Lt
, N. is a semimartingale on (W,Fν. , ν) such that ν-a.s. for every
t ∈ [0,1]
Lt = exp
(
−Nt − 12 〈N,N〉t
)
Let l ∈ W, since δWπ.l is a local martingale on (W,Fμ. ,μ), we know that its Girsanov transform
δ˜π.l. = δWπ.l +
〈
N,δWπ.l
〉
.
is a (W,Fν. , ν) local martingale. Hence, if we note v ∈ L0a(ν,H) the H -valued and adapted
random variable associated with N. in Lemma 1, and V = IW + v, we have for every t ∈ [0,1]
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〈
N,δWπ.l
〉
t
= δWπt l + 〈πt l, v〉W,W
= 〈πt l,V 〉W,W
which shows that V is an abstract martingale on (W,Fν. , ν). Moreover, 〈δ˜π.l〉t = 〈δWπ.l〉t =
|πt l|2H so that (V ,H,π.) is an abstract Wiener process on (W,Fν. , ν). The existence of this
Wiener process will enable us to use the result of the previous section. Since Lt is a martingale
on (W,Fμ. ,μ), by Theorem 1 there is a α ∈ L2loc(μ,H) such that L. = −δWπ.α, and thus Nt =∫ t
O
dδWπ.α
Lt
. By using Proposition 2, it implies that
Nt =
t∫
0
dδV πsα
Ls
−
t∫
0
d〈v,πsα〉H
Ls
On the other hand, Proposition 4 (with Hs = 1Ls ) shows the existence of an η ∈ L2loc(ν,H) such
that Nt = δV πtη − 〈δV π.η, δV π.v〉t = δV πtη − 〈πtη, v〉H ν-a.s. Hence for l ∈ W, we have
ν-a.s.
〈πtv, l〉H =
〈
N., δ
Wπ.l
〉
t
= 〈δV π.η, δV π.l〉t = 〈πtη, l〉H
where the set on which the identity fails may depend on l. Let (li)i∈N be a dense subset of W.
For every li , we set: Ω˜li = {ω: 〈η, li〉H = 〈v, li〉H } so that ν(Ω˜li ) = 1. By the continuity of the
scalar product we also have ⋂
i∈N
Ω˜li = Ωe
where
Ωe :=
{
ω:
∣∣ 〈η, l〉H = 〈v, l〉H , ∀l ∈ W}
Hence ν(Ωe) = 1 which means that v = η ν-a.s. so that
Nt = δV πtv − 〈πtv, v〉 = δWπtv
ν-a.s. Thus, ν-a.s. for every t ∈ [0,1]
Lt = exp
(
−δWπtv − |πtv|
2
H
2
)
and by taking t = 1 we get the result (the proof of the uniqueness can be achieved the same way).
Finally, we prove the measurability:
2750 R. Lassalle / Journal of Functional Analysis 262 (2012) 2734–2776V −1
(Fμ)= V −1(σ (FW,0 ∪Θμ))
= σ (V −1(FW,0 ∪Θμ))
= σ (V −1(FW,0)∪ V −1(Θμ))
⊂ σ (Fν ∪ V −1(Θμ))
Where the last line comes from the fact that v ∈ M((W,Fν), (W,B(W)) and B(W) = FW,0. On
the other hand let N ∈ Θμ, then there exists a A ∈ B(W) such that N ⊂ A and μ(A) = 0. We have
0 = μ(A) = V ν(A) = ν(V −1(A)). Hence V −1(N) which is contained in the ν-null set V −1(A),
is in Θν so that V −1(Θμ) ⊂ Θν . Finally V −1(Fμ) ⊂ Fν . This prove that V ∈ M(Fν,Fμ). 
Henceforth for any probability ν which is absolutely continuous with respect to μ and for any
v ∈ L0a(ν,H) we set the following notation which will be used throughout the paper:
ρ
(−δWv) := exp(−δWv − |v|2H
2
)
Corollary 1. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ. Then we have
μ ∼ ν
if and only if there is a v ∈ L0a(μ,H) such that
dν
dμ
= ρ(−δWv)
μ-a.s. and in that case V = IW + v is the Girsanov shift associated with ν.
Proof. Since μ ∼ ν if and only if dν
dμ
> 0 μ-a.s., this is a straightforward consequence of Theo-
rem 3. 
The following propositions (5 and 6) are well known in the classical case (see Lemma 2.6 of
[8] and Proposition 2.11 of [7]). They show that the integrability of the Girsanov shift is related
to the relative entropy.
Proposition 5. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ. Let V = IW + v denote the Girsanov shift of ν. Then
Eν
[ |v|2H
2
]
H(ν | μ)
Proof. Let (τn)n∈N be a sequence of stopping time defined by
τn = inf
({
t :
|πtv|2H > n
})
∧ 12
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(Fμt ) is right continuous, it is well known (see for instance Theorem 59 of [2]) that there is
a sequence (σn) of (Fμt ) stopping times such that for every n ∈ N ν-a.s. τn = σn. We also set
Lt = Eμ[ dνdμ | Fμt ]. From the definitions of τn, (τn) is an increasing sequence which converges
ν-a.s. to 1. We then set vn := πτnv (so that |vn|2H  2n). From Doob’s stopping theorem and
from Theorem 3 we have ν-a.s.
Eμ
[
dν
dμ
∣∣∣Fσn]= Lσn = Lτn = ρ(−δWvn)
Where the first equality also holds μ-a.s. (and in particular ν-a.s.). From Jensen’s inequality we
have
H(ν | μ) = Eμ
[
dν
dμ
ln
dν
dμ
]
= Eμ
[
Eμ
[
dν
dμ
ln
dν
dμ
∣∣∣Fσn]]
Eμ
[
Eμ
[
dν
dμ
∣∣∣Fσn] lnEμ[ dνdμ ∣∣∣Fσn
]]
= Eν
[
lnEμ
[
dν
dμ
∣∣∣Fσn]]
= Eν
[
lnρ
(−δWvn)]
= Eν
[
−δWvn − |v
n|2H
2
]
= Eν
[
−δV vn − |v
n|2H
2
+ 〈vn, v〉
H
]
= Eν
[
−δV vn + |v
n|2H
2
]
= Eν
[ |vn|2H
2
]
Since τn → 1 ν-a.s., passing to the limit through the Beppo–Levi theorem, we get the result. 
Proposition 6. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ, and let V = IW + v denote the Girsanov shift of ν. Then we have
H(ν | μ) = Eν[|v|
2
H ]
2
In particular
v ∈ L2(ν,H)
if and only if
H(ν | μ) < ∞
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assume that v ∈ L2(ν,H). Then, from the Theorem 3 we know that δV π.v is a martingale on
(W,Fν. , ν) so that Eν[δV v] = 0. Thus
H(ν | μ) = Eμ
[
δV v + |v|
2
H
2
]
= Eν
[ |v|2H
2
]
and in particular the entropy is finite. As a matter of fact we showed that the entropy is finite if and
only if v ∈ L2(ν,H), and that in that case we also have H(ν | μ) = Eν [|v|2H ]2 . By contraposition,
if the entropy is infinite v is not in L2(ν,H) so that H(ν | μ) = Eν [|v|2H ]2 = ∞. 
As a first consequence we get the following Talagrand inequality (see [12] and [17]).
Proposition 7. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ. Then
d(ν,μ) 2H(ν | μ)
Proof. Because of Proposition 6, the Girsanov shift V associated with ν is such that
2H(ν | μ) = Eν
[|V − IW |2H ]
On the other hand by Theorem 3 we have (V × IW )ν ∈ Σ(μ,ν). Therefore d(ν,μ) 
Eν[|V − IW |2H ] and we get the result. 
4. Criterion of representability
We recall here that throughout this paper, for any probability ν which is absolutely continuous
with respect to the Wiener measure and for any u ∈ L0(ν,H) we set
ρ
(−δWu) := exp(−δWu− |u|2H
2
)
Definition 8. Let ν  μ be a probability which is absolutely continuous with respect to μ and
u ∈ L0(ν,H), and U = IW +u. Then we will say that U is a perturbation of the identity (ν−PI ).
If u is in L0a(ν,H), we shall say that U = IW + u is an adapted perturbation of the identity
(ν − API ). If u is in L2a(ν,H) and Eμ[ρ(−δWu)] = 1, we will say that U = IW + u is a nice
adapted perturbation of the identity (ν-NAPI). When ν = μ we will say API (resp. PI resp. NAPI)
instead of μ-API (resp. μ-PI, μ-NAPI).
Definition 9. Let P and Q be two probabilities on (W,B(W)) which are absolutely continuous
with respect to the Wiener measure. Denote by FP (resp. by FQ) the completed sigma field of
B(W) with respect to P (resp. Q), and still note by P (resp. Q) the unique extension of P on
FP (resp. of Q on FQ). Then we note R(P,Q) the set of the morphisms of probability spaces
between (W,FP ,P ) and (W,FQ,Q) which is defined by:
R(P,Q) = {U ∈ MP ((W,FP ), (W,FQ)): UP = Q}
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• R(P,P ) is called the set of the P -rotations.
• When U ∈ R(μ, ν) where μ is the Wiener measure and ν  μ, we will say that U repre-
sents ν. Moreover we will note Ra(μ, ν) the subset of the U ∈ R(μ, ν) such that U is an
API, i.e. of the form U = IW + u with u ∈ L0a(μ,H).
• Similarly we note Ra(ν,μ) the subset of the V ∈ R(ν,μ) such that V is an ν-API, i.e. of
the form V = IW + v with v ∈ L0a(ν,H).
It is routine to check the following facts. Let ν be a probability which is absolutely con-
tinuous with respect to the Wiener measure μ, U ∈ L0(μ,W) and V ∈ L0(ν,W). We further
assume that Uμ  ν (resp. V ν  μ). Then V ◦ U ∈ L0(μ,W) (resp. U ◦ V ∈ L0(ν,W)) and
the equivalence class of V ◦ U in L0(μ,W) (resp. of U ◦ V in L0(ν,W)) only depends (in
both cases) on the equivalence class of U in L0(μ,W) and of V in L0(ν,W). As a conse-
quence, if U ∈ L0(μ,W) and V ∈ L0(ν,W) are such that Uμ  ν and V ν  μ, then V ◦ U
and U ◦ V are well defined as above and we have V ◦ Uμ  μ and U ◦ V ν  ν (in particu-
lar this implies that U ◦ V ∈ Mν((W,Fν), (W,Fν))). Similarly when v = V − IW ∈ L0(ν,H)
(resp. v = V − IW ∈ L0a(ν,H)), and U ∈ L0(μ,W) such that Uμ  ν it is easy to see that
v ◦ U ∈ L0(μ,H) (resp. that v ◦ U ∈ L0(μ,H) is adapted with respect to the augmented filtra-
tion generated by U ). The next proposition is trivial:
Proposition 8. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure. Then
R(μ, ν) = {U ∈ L0(μ,W): Uμ = ν}
Moreover for every (U,V ) ∈ R(μ, ν)×R(ν,μ), we have V ◦U ∈ R(μ,μ) and U ◦V ∈ R(ν, ν).
Proposition 9. Let ν be a probability which is absolutely continuous with respect to μ and
V = IW + v ∈ Ra(ν,μ) be the associated Girsanov shift. Moreover, assume that there is a U =
IW + u ∈ Ra(μ, ν) with u ∈ L2loc(μ,H) Then we have μ-a.s.(
δWv
) ◦U = δW (v ◦U)+ 〈v ◦U,u〉H
Proof. Suppose first that v is of the form v =∑i (πti+1 −πti )hiai where (hn)n∈N is an orthonor-
mal basis of H , and ai ∈ L2(ν,Fνti ). As a matter of fact, since W is dense in H we can even
restrict ourself to v of the form v =∑ni=1(πti+1 − πti )liai where for every i li ∈ W, and where
the (li) are orthogonal in H , and ai as above. Then we have:(
δWv
) ◦U = (δV v − |v|2H ) ◦U
=
n∑
i=1
(
ai ◦U
〈
(πti+1 − πti )li , V ◦U
〉
W,W
)− |v ◦U |2H
=
n∑(
ai ◦U
〈
(πti+1 − πti )li , IW + u+ v ◦U
〉
W,W
)− |v ◦U |2H
i=1
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n∑
i=1
ai ◦U
(
δWπti+1 li − δWπti li
)
+
〈
n∑
i=1
(πti+1 − πti )liai ◦U,u+ v ◦U
〉
W,W
− |v ◦U |2H
= δW (v ◦U)+ 〈v ◦U,u+ v ◦U 〉W,W − |v ◦U |2H
= δW (v ◦U)+ 〈v ◦U,u〉H
Let (vn)n∈N ⊂ L2a(ν,H) be a sequence which converges strongly in L2(ν,H) to v ∈
L2(ν,H). Since Uμ = ν we also have that the sequence (vn ◦ U)n∈N ⊂ L2a(μ,H) converges
strongly in L2(μ,H) to v ◦U ∈ L2(μ,H). Thus δW (vn ◦U) → δW (v ◦U) in L2(μ). Moreover,
since Uμ = ν, the convergence of δWvn to δWv in L2(ν) implies the convergence of (δWvn) ◦U
to (δWv) ◦ U in L2(μ). Hence, the results hold again for v ∈ L2(ν,H) by density. Finally, if
v ∈ L2loc(ν,H), let τn a sequence which reduces v, we then have for every n ∈ N(
δWπτnv
) ◦U = δW (πτnv ◦U)+ 〈(πτnv) ◦U,u〉H
Since Uμ = ν, (τn ◦U)n∈N also reduces v ◦U on (W,Fμ. ,μ) and we can take the limit. 
As a first consequence we get a well-known theorem (see [20, Section 2]) with a slight im-
provement (the martingale condition):
Theorem 4. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ, and let V = IW + v ∈ Ra(ν,μ) be the Girsanov shift associated with ν. For every
PI X = IW + x ∈ L0(μ,W), we define SX ∈ L0(ν,W) by SX = X ◦V . Then X represents ν (i.e.
Xμ = ν) if and only if SX ∈ R(ν, ν). Moreover in that case (SX,H,π.) is an abstract Wiener
process on (W,FSX. , ν) if and only if (X,H,π.) is an abstract martingale on (W,FX. ,μ).
Proof. Theorem 3 implies in particular that V ν = μ so that we also have SXν = Xμ. Therefore
SXν = ν if and only if Xμ = ν. We focus on the second part of the proof which shows under
which condition the triplet (SX,H,π.) is an abstract Wiener process on (W,FSX. , ν). Let l be
in W. Then for all s < t and for all θ which is Fνs measurable. Then Theorem 3 yields
Eν
[〈
(πt − πs)l, SX
〉
θ ◦ SX]= Eμ[〈(πt − πs)l,X〉 θ ◦X]
From which the result follows directly. 
Under a condition on SX , we will see that the representation of ν by X happens if and only
if SX satisfies a Monge–Ampère equation. In fact it extends the Proposition 6 of [16] to abstract
Wiener spaces. The proof is the same as the classical one, and we reproduce it here only for the
sake of completeness.
Corollary 2. Let ν be a probability which is equivalent to the Wiener measure μ (i.e. equivalent)
and V = IW +v (where v ∈ L0a(ν,H)) be the Girsanov shift associated with ν. Let U = IW +u ∈
L0(μ,W) be an API (i.e. u ∈ L0(μ,H)), and define SU as in Theorem 4 by SU = U ◦ V =a
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Eμ[ρ(−δsU )] = 1. Then U represents ν if and only if SU is solution of the following Monge–
Ampére equation:
dν
dμ
◦ SUEμ
[
ρ
(−δsU ) ∣∣FSU ]= Eμ[ dν
dμ
∣∣∣FSU ] (4.1)
where FSU. is the augmented filtration associated with SU .
Proof. By applying Theorem 3 for every f in Cb(W), we have
Eμ
[
f ◦ SU dν
dμ
◦ SUρ(−δW sU )]= Eμ[ dν
dμ
f
]
= Eν[f ]
If U ∈ R(μ, ν) then by Theorem 4 we know that SUν = ν so that
Eμ
[
f ◦ SU dν
dμ
◦ SUρ(−δW sU )]= Eν[f ◦ SU ]= Eμ[f ◦ SU dν
dμ
]
Hence SU is solution of (4.1). Conversely if SU is solution of (4.1), by Theorem 3 for every
f ∈ Cb(W) we have
ESUν[f ] = Eν
[
f ◦ SU ]
= Eμ
[
f ◦ SU dν
dμ
]
= Eμ
[
f ◦ SU dν
dμ
◦ SUρ(−δsU )]
= Eμ
[
f
dν
dμ
]
= Eν[f ]
Therefore SU ∈ R(ν, ν) and by the Theorem 4 we know that U ∈ R(μ, ν). 
Corollary 3. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ and such that d(μ, ν) < ∞. We further note V = IW + v ∈ L0a(ν,W) the Girsanov
shift associated with ν. Then
d(μ, ν) = min(Eν[|S − V |2H ]: S ∈ R(ν, ν)) (4.2)
Moreover the optimal rotation ST is such that ST = T ◦ V where T is the solution of the Monge
problem (see Theorem 2).
Proof. By Theorem 3 we have V ν = μ. On the other hand for any S ∈ R(ν, ν) by definition
Sν = ν. Hence (V × S)∗ν ∈ Σ(μ,ν) so that d(μ, ν) Eν[|S − V |2H ]. To see that the optimum
is attained, let T be the solution of the Monge problem. Since T ∈ R(μ, ν) we get
2756 R. Lassalle / Journal of Functional Analysis 262 (2012) 2734–2776d(μ, ν) = Eμ
[|T − IW |2H ]
= EVν
[|T − IW |2H ]
= Eν
[|T ◦ V − V |2H ]
Together with the fact that V ∈ R(ν,μ), from the Proposition 8 we know that ST = T ◦ V ∈
R(ν, ν). Thus the infimum of (4.2) is attained by ST . 
Note that this corollary can be formulated as the research of an optimal element of Ra(ν,μ):
Corollary 4. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ such that d(ν,μ) < ∞. Then there is a rotation S ∈ R(ν, ν) such that
d(μ, ν) = minEν
[|S −A|2H : A ∈ Ra(ν,μ)] (4.3)
Moreover the infimum is attained by a V ∈ Ra(ν,μ) such that S = T ◦ V .
Proof. It is the same principle as in the proof of Corollary 3. 
5. Representability and the innovation process
Definition 10. Let U = IW +u ∈ L0(μ,W) where u ∈ L2(μ,H). The dual predicable projection
uˆ of u with respect to the augmented filtration FU. generated by U , is defined as the projection of
u on the closed subspace of the elements of L2(μ,H) which are adapted to FU. . Moreover, the
abstract innovation of U = IW + u, u ∈ L2(μ,H), is defined by ZU = U − uˆ and the innovation
process of U is defined by the triplet (ZU ,H,π.).
The dual predicable projection uˆ of an adapted u is sometimes called its causal estimate.
Proposition 10. Let U = IW +u be in L2a(μ,W), with u ∈ L2a(μ,H), and FU. be the augmented
filtration generated by U . Then (ZU ,H,π.) is an abstract Wiener process on (W,FU. ,μ) where
ZU is the innovation of U .
Proof. For every l ∈ W, for every 0 s < t  1 and for every bounded function θ on W which
is Fμs measurable, we have:
Eμ
[〈
(πt − πs)l,ZU
〉
W,W
θ ◦U]= A+B
where
A := Eμ
[〈
(πt − πs)l, IW
〉
W,W
θ ◦U]
and
B := Eμ
[〈
(πt − πs)l, u− uˆ
〉
 θ ◦U
]
W ,W
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be written:
Eμ
[〈
θ ◦U(πt − πs)l, u− uˆ
〉
W,W
]
Since θ ◦U(πt∨s −πs)l is clearly adapted to FU. , by definition of the dual predicable projection
Eμ[〈θ ◦ U(πt − πs)l, u − uˆ〉W,W ] = O for every s < t . This shows that ZU is an abstract
martingale. Moreover, since t → 〈u − uˆ, πt l〉H is of finite variation, 〈δZU π.l〉t = 〈δWπ.l〉t =
|πt l|2H . Thus the proof is achieved. 
Conversely, it is legitimate to ask under which condition the innovation process of a general
perturbation U = IW + u of the identity is a (W,FU. ,μ) Wiener process. A complete answer
to this question will be given in Corollary 6 and Proposition 12. We already know that when
(U,V ) ∈ R(μ, ν) × R(ν,μ), V ◦ U ∈ R(μ,μ). The next theorem shows that when V is the
Girsanov shift associated with ν, V ◦U is also an abstract Wiener process.
Theorem 5. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ. Let V = IW + v ∈ Ra(ν,μ) denote the Girsanov shift associated with ν and let
X ∈ R(μ, ν) (i.e. X represents ν). If we note RX = V ◦ X, then (RX,H,π.) is a (W,FX. ,μ)
abstract Wiener process, where FX. = σ(FX,0 ∪Θμ) is the augmented filtration of X.
Proof. Let RX = V ◦ X which is a rotation by Theorem 3 (RXμ = V ◦ Xμ = V ν = ν), and
let l be in W. Since V is adapted to Fν. , δR
X
π.l = 〈π.l,RX〉W,W is adapted to the augmented
filtration associated with X, FX. = σ(FX,0. ∪ Θμ). Indeed for every l ∈ W and B ∈ B(R) and
t ∈ [0,1], we have (〈
πt l,R
X
〉)−1
(B) = (〈πt l,V ◦X〉)−1(B)
= X−1(〈πt l,V 〉)−1(B))
⊂ X−1(Fνt )
= X−1(σ (FW,0t ∪Θν))
= σ (X−1(FW,0t )∪X−1(Θν))
= σ (FX,0t ∪X−1(Θν))
Let N ∈ Θν , then there is a A ∈ B(W) such that ν(A) = 0 and N ⊂ A. Since Xμ = ν we have
μ(X−1(A)) = ν(A) = 0. Hence X−1(N) ⊂ X−1(A) is in Θμ, so that X−1(Θν) ⊂ Θμ Thus
FRX. ⊂ FX. = σ(FX,0. ∪ Θμ) i.e. RX is adapted to the augmented filtration generated by X.
Moreover, let s and t be such that s < t , and let θ be a bounded and Fνs measurable mapping, we
have
Eμ
[(
δR
X
πt l − δRXπsl
)
θ ◦X]= Eμ[〈πt l − πsl,RX〉θ ◦X]
= Eμ
[〈πt l − πsl,V ◦X〉θ ◦X]
= Eν
[(
δV πt l − δV πsl
)
θ
]
= 0
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(V ,H,π.) is an abstract Wiener process on (W,Fν. , ν). Thus δRπ.l is a (X,FX. ,μ) martingale.
Moreover, with the same notations we have:
Eμ
[((
δR
X
πt l
)2 − |πt l|2H )θ ◦X]= Eμ[((〈πt l,RX〉W,W )2 − |πt l|2H )θ ◦X]
= Eμ
[((〈πt l,V ◦X〉W,W )2 − |πt l|2H )θ ◦X]
= EXμ
[((〈πt l,V 〉W,W )2 − |πt l|2H )θ]
= Eν
[((〈πt l,V 〉W,W )2 − |πt l|2H )θ]
= Eν
[((〈πsl,V 〉W,W )2 − |πsl|2H )θ]
= Eμ
[((〈πsl,V ◦X〉W,W )2 − |πsl|2H )θ ◦X]
= Eμ
[((〈
πsl,R
X
〉
W,W
)2 − |πsl|2H )θ ◦X]
= Eμ
[((
δR
X
πsl
)2 − |πsl|2H )θ ◦X]
Where we also used that (V ,H,π.) is an abstract Wiener process on (W,Fν. , ν). 
Remark 2. When (W,H,μ) is the classical Wiener space and π. the sequence defined by
(πth). =
∫ .∧t
0 h˙s ds. Let U = IW + u be a PI which represents ν, and RU = V ◦ U , where
V = IW + v is the Girsanov shift associated with Uμ. Then (U,RU) is the weak solution of
the stochastic differential equation
dUt = dRUt − v˙t ◦U dt, U0 = 0
on the space (W,FU. ,μ). In particular it holds when U is the solution to the Monge problem.
Hence the Theorem 11 of [16] appears as a straightforward application of this theorem.
Before we give a sequence of corollaries of this theorem, it is worth to ask whether X repre-
sents ν with a Girsanov shift V whenever V ◦ X is a rotation. As a matter of fact, this converse
result is not true in general.
Proposition 11. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ. Let V = IW + v ∈ Ra(ν,μ) denote the Girsanov shift associated with ν, and let
X be such that Xμ  ν. We note RX = V ◦ X and SX = X ◦ V . Then R ∈ R(μ,μ) implies
SX(Xμ) = Xμ.
Proof. Suppose that RXμ = μ, then by definition SX(Xμ) = (X ◦ V ) ◦Xμ = X ◦ (V ◦X)μ =
X ◦RXμ = Xμ. 
Unfortunately we cannot deduce that Xμ = ν in general. As a straightforward consequence
of Theorem 5, we get the following decomposition of R(μ, ν). The next corollary has to be
compared with Theorem 1 of [4].
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measure μ and V = IW + v ∈ Ra(ν,μ) be the Girsanov shift associated with ν. Then for every
X ∈ R(μ, ν) there is a unique x˜ ∈ L0(μ,H) which is adapted to the augmented filtration FX.
generated by X, and a unique R ∈ R(μ,μ) with the property that (R,H,π.) is an abstract
Wiener process on (W,FX. ,μ) such that
X = R + x˜
Moreover we have R = V ◦X and x˜ + v ◦X = 0.
Corollary 6. Let ν be a probability which absolutely continuous with respect to the Wiener mea-
sure μ. Let V = IW +v ∈ Ra(ν,μ) denote the Girsanov shift of ν. Moreover, assume that there is
a U ∈ R(μ, ν) of the form U = IW +u where u ∈ L2(μ,H), and let FU. be the augmented filtra-
tion generated by U . Then the innovation process of U , noted by ZU , is a (W,FU. ,μ)-abstract
Wiener process if and only if μ-a.s.
V ◦U = ZU
i.e. μ-a.s.
uˆ+ v ◦U = 0
In particular for any U = IW + u ∈ Ra(μ, ν) with u ∈ L2a(μ,H), we have
• V ◦U = ZU where ZU is the innovation of U i.e. uˆ+ v ◦U = 0,
• v ∈ L2a(ν,H) and v ◦U ∈ L2a(μ,H).
Proof. Assume that V ◦U = ZU . Then from Theorem 5 we have ZU = RU where (RU ,H,π.)
is a (W,FU. ,μ) abstract Wiener process. Conversely, assume that (ZU ,H,π.) is a (W,FU. ,μ)
abstract Wiener process. By linearity of the duality product, for all l in W we get:
δR
U
π.l = δZU π.l + 〈π.l, uˆ+ v ◦U 〉H
which reads
δR
U
π.l − δZU π.l = 〈π.l, uˆ+ v ◦U 〉H
Since both (ZU ,H,π.) and (RU ,H,π.) are (W,FU. ,μ) abstract Wiener process, the left-hand
side of the latter equation is a FU. martingale. Thus for all l ∈ W, the process (〈π.l, uˆ+v ◦U 〉H )
vanish as a FU. martingale with finite variation, which means that uˆ+v ◦U = 0 i.e. V ◦U = ZU .
As an application of these result, assume that moreover U ∈ Ra(μ, ν) and u ∈ L2a(μ,H). Then,
we know from Proposition 10 that (ZU ,H,π.) is a (W,FU. ,μ) abstract Wiener process. Hence
we have μ-a.s. V ◦U = ZU . Finally, since u ∈ L2a(μ,H) then we have
|v ◦U |L2(μ,H) = |uˆ|L2(μ,H)  |u|L2(μ,H) < ∞ 
By means of Malliavin calculus, we now give a sufficient condition for the innovation process
of a PI X = IW + x to be an abstract Wiener process in the case where x ∈ D2,1(H).
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measure μ and V = IW + v ∈ Ra(ν,μ) denote the Girsanov shift of ν. Moreover, assume that
X = IW + x ∈ R(μ, ν) where x ∈ D2,1(H). Let ZX be the innovation of X, and let FX. be the
augmented filtration generated by X. Then, if for every l ∈ W, we have
δ
(
Eμ
[
(IH + ∇x)(l)
∣∣X = ω] dν
dμ
)
= 0
μ-a.s. it implies that (ZX,H,π.) is a (W,FX. ,μ) abstract Wiener process.
Proof. Let l be in W and θ be a Fs measurable real-valued bounded mapping on W , and xˆ be
the dual predicable projection of x on FX. . Since Eμ[〈(πt − πs)l, x − xˆ〉θ ◦X] = 0, we get:
Eμ
[(
δZ
X
πt l − δZXπsl
)
θ ◦X]= Eμ[(δZX(πt − πs)l)θ ◦X]
= Eμ
[〈
(πt − πs)l,ZX
〉
θ ◦X]
= Eμ
[〈
(πt − πs)l, IW
〉
θ ◦X]+Eμ[〈(πt − πs)l, x − xˆ〉θ ◦X]
= Eμ
[
δW
([πt − πs]l)θ ◦X]
= Eμ
[
δW
([
πts
]
l
)
θ ◦X]
with the notation πts = πt −πs . Let (IH +∇x)∗ be the adjoint of the operator IH +∇x. By using
the integration by parts formula, we get:
Eμ
[
δW
(
πts l
)
θ ◦X]= Eμ[〈πts l,∇(θ ◦X)〉H ]
= Eμ
[〈
πts l, (IH + ∇x)(∇θ) ◦X
〉
H
]
= Eμ
[〈[IH + ∇x](πts l), (∇θ) ◦X〉H ]
= Eμ
[〈
Eμ
[[IH + ∇x](πts l) ∣∣X = ω],∇θ 〉H dνdμ
]
= Eμ
[〈
Eμ
[[IH + ∇x](πts l) ∣∣X = ω] dνdμ,∇θ
〉
H
]
= Eμ
[
δ
(
Eμ
[[IH + ∇x](πts l) ∣∣X = ω] dνdμ
)
θ
]
Hence, the innovation process is an abstract Wiener process with respect to the filtration of
FX. if for every l in W we have
δ
(
Eμ
[
(IH + ∇x)
(
πts l
) ∣∣X = ω] dν
dμ
)
= 0
By linearity, and because π0 = 0H it is in fact equivalent to
δ
(
Eμ
[
(IH + ∇x)(π.l)
∣∣X = ω] dν
dμ
)
= 0 
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The next corollary shows that the entropy is equal to the energy if and only if the mean square
error of the causal estimate of an adapted signal u is null (see [11] for analogous relationship
between the mutual information and the error). The Theorem 6 which will relate this result to the
invertibility of the Girsanov shift.
Corollary 7. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ. Moreover, assume that there is a U = IW + u ∈ Ra(μ, ν) such that u ∈ L2a(μ,H).
Then
2H(ν | μ) = |uˆ|2
L2(μ,H)
where uˆ is the dual predicable projection of u on the augmented filtration FU. generated by U .
In particular we also have
ˆ = 2
(
Eμ
[ |u|2H
2
]
−H(ν | μ)
)
where ˆ = |u− uˆ|2
L2(μ,H)
is the mean square error of the causal estimate of u.
Proof. Let ZU be the innovation of U i.e. ZU := U − uˆ. Since U ∈ Ra(μ, ν) and u ∈ L2a(μ,H),
we know from Corollary 6 that V ◦U = ZU , which also reads uˆ+ v ◦U = 0. Therefore
Eμ
[|uˆ|2H ]= Eμ[|v ◦U |2H ]
= Eν
[|v|2H ]
= 2H(ν | μ)
where the last equality is due to Proposition 6. Since ˆ = |u− uˆ|2
L2(μ,H)
= |u|2
L2(μ,H)
−|uˆ|2
L2(μ,H)
we get the last equality. 
7. Variational formulation of the entropy and invertibility of API
Lemma 2. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ. Let U ∈ R(μ, ν) and V ∈ R(ν,μ). Then V is ν-a.s. injective with a left inverse U ,
if and only if it is ν-a.s. surjective with a right inverse U . Moreover, in that case both U are
the same and V is ν-invertible with inverse U . Furthermore we have the following criterion. Let
V ∈ R(ν,μ), and assume that there is a U ∈ L0(μ,W) which is such that Uμ  ν and μ-a.s.
V ◦U = IW . Then U ◦V = IW ν-a.s. if and only if Uμ ∼ ν. Moreover, in that case we also have
U ∈ R(μ, ν) and V is invertible with inverse U .
Proof. We first prove the second part of the claim. Let V ∈ R(ν,μ) and U ∈ L0(μ,W) be such
that Uμ ∼ ν and μ-a.s. V ◦U = IW . Then we have:
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({ω | U ◦ V = IW })= μ(U−1({ω|U ◦ V = IW }))
= μ({ω | U ◦ V ◦U = U})
 μ
({ω | V ◦U = IW })
= 1
where we have used that {ω | V ◦U = IW } ⊂ {ω | U ◦ V ◦U = U}. Since Uμ ∼ ν we also have
ν-a.s. U ◦ V = IW . In particular
Eμ[f ◦U ] = Eν[f ◦U ◦ V ]
= Eν[f ]
so that U ∈ R(μ, ν). Conversely if V ∈ R(ν,μ), and ν-a.s. U ◦ V = IW for a U such that
Uμ  ν, then we have Uμ = ν, and in particular Uμ ∼ ν.
We now prove the first part of the claim. Assume that V ∈ R(ν,μ) is μ almost surely surjec-
tive with a right inverse U ∈ R(μ, ν) i.e. μ({ω | V ◦ U = IW }. Since U ∈ R(μ, ν) we have in
particular that Uμ ∼ ν so that ν-a.s. U ◦V = IW . Conversely, assume that V ∈ R(ν,μ) is ν-a.s.
injective with a left inverse U ∈ R(μ, ν), i.e. ν({ω | U ◦ V = IW }). We then have:
μ
({ω | V ◦U = IW })= V ν({ω | V ◦U = IW })
= ν(V −1({ω | V ◦U = IW }))
= ν({ω | V ◦U ◦ V = V })
 ν
({ω | U ◦ V = IW })
= 1
Where we have used that {ω | U ◦ V = IW } ⊂ {ω | V ◦ U ◦ V = V }. Hence we have μ-a.s.
V ◦U = IW . 
Remark. Let U ∈ Ra(μ, ν) where ν  μ is a probability, and let V = IW + v ∈ Ra(ν,μ) be
the Girsanov shift associated with ν. Further, assume that there is a V˜ ∈ R(ν,μ) such that ν-
a.s. U ◦ V˜ = IW . Then we have not necessarily ν-a.s. V = V˜ . As a matter of fact if we set
RU := V ◦U (which we know to be a rotation in R(μ,μ) and even an abstract Wiener process),
then we have ν-a.s. V = V ◦ (U ◦ V˜ ) = (V ◦ U) ◦ V˜ = RU ◦ V˜ . In the same way, assume that
there is a V˜ ∈ R(ν,μ) such that μ-a.s. V˜ ◦ U = IW . If we set SU = U ◦ V (which we know to
be a rotation in R(ν, ν)), then we have ν-a.s. V = (V˜ ◦U) ◦ V = V˜ ◦ (U ◦ V ) = V˜ ◦ SU .
The next definition formalize the notions of invertibility of Lemma 2
Definition 11. Let ν be a probability such that ν  μ (i.e. absolutely continuous). Let U ∈
R(μ, ν) and V ∈ R(ν,μ). Then V is said to be ν-invertible with an inverse U if and only if
ν-a.s. U ◦ V = IW and μ-a.s. V ◦U = IW .
Note that when ν ∼ μ, we recover the definition of [16], and we just say that V is invertible.
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Girsanov shift. Suppose that there is a U ∈ L0(μ,W) such that V ◦U = IW μ as and Uμ  ν,
then we have:
Fμ. ⊂ FU.
where FU. is the augmented filtration associated with U . In particular, if U is adapted we have
Fμ. = FU. .
Proof. For every l ∈ W and A ∈ B(R), and t ∈ [0,1], we note lt = πt l and Ω = {ω | V ◦ U =
IW } which is measurable. We decompose l−1t (A) in the following way:
l−1t (A) =
(
l−1t (A)∩Ω
)∪ (l−1t (A)∩Ωc)
Considering the first term of the right-hand side, we have
l−1t (A)∩Ω ⊂ U−1
({ω | lt ◦ V ∈ A})⊂ U−1(V −1({ω | lt ∈ A}))= (U)−1({ω | lt ◦ V ∈ A})
= (U)−1(FV,0t )⊂ U−1(Fνt )
where we used that V is ν-adapted. Moreover we have
U−1
(Fνt )= σ (U−1(FW,Ot )∪U−1(Θν))
Since Uμ  ν, U−1(Θν) ⊂ Θμ. Furthermore U−1(FW,Ot ) = FU,O . Hence l−1t (A)∩Ω ⊂ FUt .
On the other hand, l−1t (A)∩Ωc is in Θμ. Finally we have l−1t (A) ∈ FUt , so that Fμt ⊂ FUt . The
rest of the proof is straightforward. 
Proposition 14. Let ν be a probability such that ν  μ (i.e. absolutely continuous with respect to
the Wiener measure μ) and V = IW + v ∈ Ra(ν,μ) denote the Girsanov shift associated with ν.
Moreover, assume that there is a U = IW + u ∈ Ra(μ, ν) such that μ-a.s. V ◦U = IW . Then we
also have:
• Eμ[ρ(−δWu)] = μ( dνdμ > 0),• V is ν-invertible with inverse U (see Definition 11),
• Fμ. = FU. and Fν. = FV. .
Furthermore, if μ ∼ ν we have Vμ = ρ(−δWu)μ.
Proof. Since both U ∈ Ra(μ, ν) and V ∈ Ra(μ, ν), we know from the Proposition 9 that(
δWv
) ◦U = δW (v ◦U)+ 〈u,v ◦U 〉H
so that
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(−δWu)ρ(−δWv) ◦U = exp(−δWu− |u|2H
2
)
× exp
((−δWv) ◦U − |v ◦U |2H
2
)
= exp
(
−δWu− |u|
2
H
2
)
× exp
(
−δW (v ◦U)− 〈u,v ◦U 〉H − |v ◦U |
2
H
2
)
= exp
(
−δW (u+ v ◦U)− |u|
2
H
2
− 〈u,v ◦U 〉H − |v ◦U |
2
H
2
)
= exp
(
−δW (u+ v ◦U)− |u+ v ◦U |
2
H
2
)
= exp
(
−δW (V ◦U − IW )− |V ◦U − IW |
2
H
2
)
= ρ(−δW (V ◦U − IW ))
where we used that μ-a.s., V ◦U − IW = U + v ◦U − IW = IW + u+ v ◦U − IW = u+ v ◦U
ρ
(−δWu)ρ(−δWv) ◦U = ρ(−δW (V ◦U − IW ))
Thus, from the hypothesis V ◦U = IW μ-a.s., we get that
ρ
(−δWu) dν
dμ
◦U = 1
Furthermore Uμ = ν, so that
μ
({
ω:
dν
dμ
◦U > 0
})
= μ
(
U−1
({
ω:
dν
dμ
> 0
}))
= ν
({
ω:
dν
dμ
> 0
})
= Eν[1 dν
dμ
>0]
= Eμ
[
dν
dμ
1 dν
dμ
>0
]
= Eμ
[
dν
dμ
]
= Eν[1]
= 1
and
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[
ρ
(−δWu)]= Eμ[ 1dν
dμ
◦U
]
= Eμ
[
1
dν
dμ
◦U 1 dνdμ ◦U>0
]
= Eν
[
1
dν
dμ
1 dν
dμ
>0
]
= Eμ
[
dν
dμ
1
dν
dμ
1 dν
dμ
>0
]
= Eμ[1 dν
dμ
>0]
= μ
(
ω:
dν
dμ
> 0
)
By applying Proposition 13 we have F. = FU. . Since from Lemma 2 U ◦ V = IW ν-a.s., the
augmented filtration associated with U ◦ V is equal to Fνt . Up to a ν-negligible set, we have:
σ
(〈πt l,U ◦ V 〉W,W , l ∈ W)= V −1(σ (〈πt l,U 〉W,W , l ∈ W)
⊂ V −1(FUt )
= V −1(Fμt )⊂ FVt
so that Fνt ⊂ FVt . Since V is adapted to Fν. we get the equality of the filtrations. 
As a consequence we have:
Theorem 6. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ and let V = IW + v denote the Girsanov shift of ν. Then, for every U = IW + u ∈
Ra(μ, ν) the following inequality holds
H(ν | μ) Eμ[|u|
2
H ]
2
Moreover, if H(ν | μ) < ∞ we have the following equations
H(ν | μ) = Eμ
[ |u|2H
2
]
−Eμ
[ |V ◦U − IW |2H
2
]
(7.4)
and
ˆ = Eμ
[|V ◦U − IW |2H ]
where ˆ denotes the mean square error of the causal estimate of u which is defined by ˆ :=
Eμ[|u− uˆ|2H ].
In particular, in that case the following assertions are equivalent:
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2
H
2 ],• ˆ = 0,
• V is ν-invertible with inverse U (see Definition 11),
and in that case Eμ[ρ(−δu)] = μ({ω ∈ W : dνdμ > 0}).
Proof. Assume that u = U − IW is not in L2(μ,H). Then the inequality is true since
|u|L2(μ,H) = ∞. Now suppose that u ∈ L2a(μ,H). Since both U ∈ Ra(μ, ν) and V ∈ Ra(ν,μ),
we have (see the proof of Proposition 14):
ρ
(−δWu)ρ(−δWv) ◦U = ρ(−δW (V ◦U − IW ))
Therefore
H(ν | μ) = Eμ
[
lnρ
(−δWv) ◦U]
= Eμ
[
lnρ
(−δW (V ◦U − IW ))]−Eμ[lnρ(−δWu)]
= Eμ
[
−δW (V ◦U − IW )− 12 |V ◦U − IW |
2
H
]
+Eμ
[
δu+ |u|
2
H
2
]
From the last point of Corollary 6 we know that v ◦ U ∈ L2a(μ,H), so that (V ◦ U − IW ) =
u+ v ◦U ∈ L2a(μ,H). Thus both δWπ.(V ◦U − IW ) and δWπ.(u) are martingale vanishing at 0,
and Eμ[δWu] = Eμ[δW (V ◦U − IW )] = 0. Hence we get:
H(ν | μ) = Eμ
[ |u|2H
2
]
−Eμ
[ |V ◦U − IW |2H
2
]
(7.5)
which yields the inequality in the case u ∈ L2(μ,H). We have then proved that the inequal-
ity holds for all adapted measurable mapping U ∈ Ra(μ, ν) which represents ν. Assume that
H(ν | μ) < ∞ and that the equality occurs in Eq. (7.4) for an API U such that Uμ = ν. Since
u ∈ L2(μ,H) we have V ◦ U = IW i.e. U is the right inverse of V . Since U is an API which
represents ν, the Proposition 14 shows that U is the inverse of V , and Eμ[ρ(−δu)] = μ({ω ∈
W : dν
dμ
> 0}). Conversely, assume that V is the almost sure inverse of U and that the entropy is
finite. Then we have:
Eμ
[|u|2H ]= Eμ[|v ◦U |2H ]= Eν[|v|2H ]= H(ν | μ)
where the last equality comes from Proposition 6. To end the proof with, note that since from
Corollary 6 we have uˆ + v ◦ U = 0, we also have Eμ[|V ◦ U − IW |2H ] = Eμ[|u + v ◦ U |2H ] =
Eμ[|u− uˆ|2H ] = ˆ. 
Remark 3. Although we could have deduced this theorem from Corollary 7 and from the condi-
tion uˆ+ v ◦U = 0, we preferred to give a direct proof.
An alternative way to formulate the latter theorem is the following Corollary 8:
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and let V = IW + v ∈ Ra(ν,μ) denote the Girsanov shift associated with ν. Then the following
assertions are equivalent:
• The following variational representation of the entropy holds:
H(ν | μ) = min
(
Eμ[|u|2H ]
2
: U = IW + u ∈ Ra(μ, ν)
)
(7.6)
• V is ν-invertible (see Definition 11) i.e. there is a U = IW + u ∈ Ra(μ, ν), where u ∈
L2a(μ,H) which is the almost sure inverse of V = IW + v.
When it occurs, let U denote the inverse of V , then the infimum of the variational formula is
attained by U and Eμ[ρ(−δu)] = μ({ω ∈ W : dνdμ > 0}).
Proof. Assume that there is an API U = IW + u ∈ Ra(μ, ν), where u ∈ L0a(μ,H) which is the
inverse of V , i.e. μ-a.s. V ◦U = IW and ν-a.s. U ◦ V = IW . Since V ◦U = IW and the entropy
is finite, from the Theorem 6 we get H(ν | μ) = |u|
2
L2(μ,H)
2 . Let A = IW + a be another API in
Ra(μ, ν), then by applying the Theorem 6 we get that H(ν | μ) Eμ[|u|
2
H ]
2 . Therefore we get the
formula (7.6), with an optimum attained in U . Conversely, assume that we have formula (7.6),
and let U be the optimal shift. Since the entropy is finite, u is in L2(μ,H) and by Theorem 6 we
know that V is ν-invertible with inverse U . 
Remark 4. Of course, contrary to Eq. (7.6), the next (weaker) formula (of stochastic control)
holds for any ν  μ:
H(ν | μ) = min
({
Eν˜[|U −B|2H ]
2
: U ∈ Ra(ν˜, ν), B ∈ Ra(ν˜,μ) and
BF νˆ-Brownian, ν˜ probability, ν˜  μ
})
(7.7)
where Ra(ν˜, ν) denotes the subset of the U ∈ R(ν˜, ν) for which there is a u ∈ L0a(νˆ,H) such that
νˆ-a.s. U = IW + u. Indeed the optimum is always attained by (U,B) = (IW ,V ) on (W,Fν, ν)
(i.e. for ν˜ = ν), and in that case the inequality can be proved with analogous calculus as for
Eq. (7.6).
We now give some generalization of the results of [18] in an abstract Wiener space:
Corollary 9. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ, and V = IW + v ∈ Ra(ν,μ) be the Girsanov shift associated with ν. Moreover,
assume that there is a sequence (un)n∈N ⊂ L0a(μ,H) such that:
(i) (Un)n∈N converges in law to ν, where Un := IW + un,
(ii) H(ν | μ) = limn→∞ Eμ[ |u
n|2H
2 ],
(iii) (un)n∈N converges in the weak topology of L2(μ,H) to a u ∈ L2(μ,H),
(iv) Unμ ∼ μ (i.e. equivalent).
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(a) V ◦U = IW μ-a.s. and U ◦ V = IW , ν-a.s. where U = IW + u ∈ Ra(μ, ν),
(b) U = IW + u ∈ Ra(μ, ν) and H(ν | μ) =
|u|2
L2(μ,H)
2 ,
(c) (un)n∈N converges strongly in L2(μ,H),
(d) U ∈ R(μ, ν) i.e. Uμ = ν,
(e) (un)n∈N converges in L0(μ,H).
Proof.
• Theorem 6 shows that (b) ⇔ (a).
• (c) ⇒ (e): Assume (b) i.e. that (un)n∈N converges to u in the weak topology of L2(μ,H),
and |u|2
L2(μ,H)
= limn→∞ |un|2L2(μ,H). Since the space L2(μ,H) is uniformly convex, un
converges also strongly to u in L2(μ,H), and (b) ⇒ (c).
• Assume that (c) holds. Then (un)n∈N converges to u in the strong topology of L2(μ,H), and
also in L0(μ,H) thanks to the Markov inequality. Hence (c) ⇒ (e).
• (e) ⇒ (d): If (e) is true. Let h ∈ L2(μ,H). Since (un)n∈N converges weakly in L2(μ,H),
by a classical consequence of the Principle of Uniform Boundedness (un)n∈N is bounded in
L2(μ,H) by a constant K < ∞. Thus we have
Eμ
[∣∣〈un,h〉
H
∣∣] Eμ[∣∣un∣∣H |h|H ]

√
Eμ
[∣∣un∣∣2
H
]√
Eμ
[|h|2H ]
K|h|L2(μ,H)
< ∞
For every n ∈ N, 〈un,h〉H ∈ L1(μ). Moreover, let X ∈ L∞(μ), we still have hX ∈
L2(μ,H). By definition of the weak convergence of (un)n∈N to u in L2(μ,H), we then
have
lim
n→∞ Eμ
[〈
un,h
〉
H
X
]= lim
n→∞ Eμ
[〈
un,hX
〉
H
]
= Eμ
[〈u,hX〉H ]
= Eμ
[〈u,h〉HX]
Hence (〈un,h〉H )n∈N converges weakly in L1(μ), and by the Dunford–Pettis criterion of
compacity (see [2]), (〈un,h〉H )n∈N is uniformly integrable. Let u˜ be the limit of (un)n∈N
in L0(μ,H), by using the dominated convergence theorem and the definition of the weak
convergence we get:
Eμ[〈u˜, h〉H ] = Eμ
[
lim
n→∞
〈
un,h
〉
H
]
= lim
n→∞ Eμ
[〈
un,h
〉
H
]
= Eμ
[〈u,h〉H ]
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such that |.|W  CW |.|H , so that {|Un−U |W > } = {|un−u|W > } ⊂ {CW |un−u|H > }.
Hence (Un)n∈N converges in L0(μ,W), and so in law, to U . From (i), we also have that
(Un)n∈N converges in law to ν. Finally Uμ = ν, and (e) ⇒ (d) is proved.
• (d) ⇒ (b): Assume that we have (d). Since (un)n∈N converges weakly in L2(μ,H). Then,
both the convexity and the strong lower semi continuity of |.|2
L2(μ,H)
, imply:
|u|2
L2(μ,H)  lim inf
∣∣un∣∣2
L2(μ,H) = 2H(ν | μ) (7.8)
On the other hand, let πW : L2(μ,H) → L2(μ,H) be the dual predicable projection of u
on Fμ. . Since E[|πWu|2H ]  E[|u|2H ], π is strongly continuous on L2(μ,H). Since it is
also linear, by a classical theorem of functional analysis, πW is also weakly continuous on
L2(μ,H). Hence πWu = u and u is adapted. But by hypothesis U∗μ = ν. These two facts
mean that U ∈ Ra(μ, ν). Hence Theorem 6 applies and we get:
|u|2
L2(μ,H)  2H(ν | μ)
Since we also have (7.8), we get
H(ν | μ) =
|u|2
L2(μ,H)
2
so that (d) ⇒ (b).
We proved (a) ⇔ (b) ⇒ (c) ⇒ (e) ⇒ (d) ⇒ (b). 
The next proposition enables us to use the last corollary.
Proposition 15. Let ν be a probability such that ν  μ (i.e. equivalent), and let (un)n∈N ⊂
L0a(μ,H), (v
n)n∈N ⊂ L0a(μ,H) and for every n ∈ N, let Lˆn := ρ(−δWvn). Moreover, assume
that:
(i) Unμ ∼ μ and Un ◦ V n = IW μ-a.s. and V n ◦Un = IW μ-a.s. for every n ∈ N.
(ii) Eμ[Lˆn] = 1 for every n ∈ N.
(iii) (Lˆn)n∈N converges weakly in L1(μ) to Lˆ := dνdμ .
(iv) H(ν | μ) = limn→∞ Eμ[Lˆn ln Lˆn].
(v) (Lˆn ln Lˆn)n∈N is bounded in L1(μ) or (un)n∈N is bounded in L2(μ,H).
Then there is a subsequence of (un)n∈N which satisfies (I), (II) and (III) of Corollary 9.
Proof. Assume that (i), (ii), (iii), (iv) are true. Then
H(ν | μ) = lim
n→∞ Eμ
[ |un|2H
2
]
Indeed, since Un ◦ V n = IW μ-a.s., and Eμ[ρ(−δWvn)] = 1 Theorem 3 implies that:
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[
f ◦Un]= Eμ[f ◦Un ◦ V nρ(−δWvn)]
= Eμ
[
fρ
(−δWvn)]
Since Lˆn converges to Lˆ in the weak topology of L1(μ), we already know that Un converges in
law to Lˆ.μ. On the other hand:
Eμ
[ |un|2H
2
]
= Eμ
[
−|u
n|2H
2
+ ∣∣un∣∣2
H
− δW (vn ◦Un)]
= Eμ
[
−|u
n|2H
2
− 〈un, vn ◦Un〉
H
− δW (vn ◦Un)]
= Eμ
[
−|u
n|2H
2
− (δWvn) ◦Un]
= Eμ
[
−|v
n ◦Un|2H
2
− (δWvn) ◦Un]
= Eμ
[
ln
[
ρ
(−δWvn)] ◦Un]
= Eμ
[
ρ
(−δWvn) ln[ρ(−δWvn)]]
= Eμ
[
Lˆn ln Lˆn
]
Finally, if (Lˆn ln Lˆn)n∈N is bounded in L1(μ), then (un)n∈N is bounded in L2(μ,H) which is
a reflexive Banach space. Therefore we can extract a subsequence of (un)n∈N which converges
in the weak topology of L2(μ,H) to a u ∈ L2(μ,H). 
The next theorem is the abstract version of Theorem 3.1 of [18].
Theorem 7. Let ν be a probability which is equivalent to the Wiener measure μ and
H(ν | μ) < ∞ and let V = IW + v ∈ Ra(ν,μ), v ∈ L2a(ν,H) be the Girsanov shift associated
with ν. Moreover, assume that V is ν-invertible (see Definition 11), with an inverse U ∈ Ra(μ, ν)
where u ∈ L2a(μ,H), and let τ be an optional time (with respect to the augmented filtration of
the coordinate process Fμ. ). We note Uτ := IW + uτ with uτ = πτu. Then, Uτ is also invertible
with an inverse noted S = IW + α, where α ∈ L0(μ,H) and α = πτ◦Sv. in particular:
dUτμ
dμ
= Eμ
[
dν
dμ
∣∣∣Fμτ◦S]
Proof. Let Lτ = dUτμ
dμ
, and let α ∈ Ra(Lτ .μ,μ) be the associated Girsanov. Since by hypothe-
sis Uτμ ∼ μ, we have α ∈ L0a(μ,W). Furthermore, from the Corollary 6 we have
ûτ
FUτ. + α ◦Uτ = 0
where ûτF
Uτ
. denotes the dual predicable projection of uτ on FUτ. = σ(σ (〈π.l,Uτ 〉, l ∈ W)∪
Θμ). On the other hand for any η ∈ L2(μ,H) which is adapted to FU , it holds that π̂ τ ηFU
τ
. =.
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Uτ
. = πτ π̂τ ηF
Uτ
. ). Indeed this result
is obvious on adapted cylindrical simple process with respect to U., i.e. of the form
η =
∑
i
(πti+1 − πti )hif i
(〈πti lj1,U 〉H , . . . , 〈πti ljni ,U 〉H )
where the ljk are some elements of W, and where the f i are in the Schwartz space S(Rni ).
Then, by the density in L2(μ,FUti ) of the cylindrical functions of the form:
f
(〈πti l1,U 〉W, . . . , 〈πti ln,U 〉W )
where n ∈ N and where the li are in W and f is in the Schwartz space S(Rn), it extends to
simple process adapted to U. i.e. of the form
η =
∑
i
(πti+1 − πti )hiai
where ai ∈ L2(μ,FUti ) and (hi)i∈N ⊂ H is an orthonormal basis of H . Finally it extends to the
elements of L2(μ,H) which are adapted to FU. by the density of the simple process with respect
to FU. . Let η ∈ L2a(μ,H) (note that since U is invertible with inverse V , it is also adapted to
FU. ). Since FU
τ
. ⊂ FU. = Fμ. , and by definition of the dual predicable projection, we have:
Eμ
[〈
ûτ
FUτ. , η
〉
H
]= Eμ[〈πτ ûτFUτ. , η〉H ]
= Eμ
[〈
ûτ
FUτ. , πτ η
〉
H
]
= Eμ
[〈
uτ , π̂τ η
FUτ. 〉
H
]
= Eμ
[〈u,πτη〉H ]
= Eμ
[〈πτu,η〉H ]
= Eμ
[〈
uτ , η
〉
H
]
Hence we have uτ = ûτFU
τ
.
, so that uτ +α ◦Uτ = 0 i.e. (IW +α)◦Uτ = IW μ-a.s. Therefore
Uτ is invertible. Finally
(πτ◦Sv) ◦Uτ = πτ◦S◦Uτ
(
v ◦Uτ )
= πτ
(
v ◦Uτ )
= πτ (v ◦U)
= −πτ (u)
= −uτ
Since ν ∼ μ, the fact that πτ (v ◦ Uτ ) = πτ (v ◦ U)) can also be seen on simple cylindrical
functions, and then be extended by density. 
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The following lemma gives a polar decomposition of the R(μ, ν) under an invertibility as-
sumption.
Lemma 3. Let ν be a probability which is absolutely continuous with respect to the Wiener mea-
sure μ and let V = IW +v ∈ Ra(ν,μ) denote the associated Girsanov shift. Further, assume that
V is ν-invertible (see Definition 11) with an inverse U ∈ R(μ, ν). Then for any X ∈ L0(μ,W),
the following assertions are equivalents:
• X ∈ R(μ, ν).
• X = U ◦R μ-a.s. for a R ∈ R(μ,μ).
Moreover, in that case we have R = RX where RX := V ◦X.
Proof. Assume that there is a rotation R ∈ R(μ,μ) such that X = U ◦ R. Since U ∈ R(μ, ν),
we have
Xμ = (U ◦R)μ = U(Rμ) = Uμ = ν
In other words X represents ν and X ∈ R(μ, ν). Conversely, assume that X represents ν. Then,
if we set RX = V ◦X, we know by Theorem 5 that RX ∈ R(μ,μ). Together with the hypothesis
that U ◦ V = IW ν-a.s. this implies
X = (U ◦ V ) ◦X = U ◦ (V ◦X) = U ◦RX
Hence X is of the form X = U ◦ R where R = RX is a rotation and even an abstract Wiener
process. 
The next result gives the link between the Monge problem and the invertibility of API. It
relates the invertibility of the Girsanov shift associated with a law, to the existence of a dual
formula to the one given by Corollary 3.
Theorem 8. Let ν be a probability which is absolutely continuous with respect to the Wiener
measure μ, with the property that H(ν | μ) < ∞. Furthermore let V = IW + v ∈ Ra(ν,μ) be
the Girsanov shift associated with ν. Then the following assertions are equivalent:
(1) There is an API U = IW + u ∈ Ra(μ, ν), u ∈ L2a(μ,H) such that
d(μ, ν) = min(Eμ[|U ◦R − IW |2H ]: R ∈ R(μ,μ)) (8.9)
and the infimum is attained for a given R such that (R,H,π.) is an abstract Wiener process
on (W,FR. ,μ).
(2) V is ν-invertible (see Definition 11) with an inverse U = IW +u ∈ Ra(μ, ν), u ∈ L2a(μ,H).
In that case all the U are the same and of course U is a NAPI. Moreover let T be the optimal
solution to the Monge problem given by Theorem 2 and let R be the optimal rotation that attains
the infimum. Then the polar decomposition of T is given by T = U ◦ R. In other words, let
RT := V ◦ T . Then RT = R.
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Problem given in Theorem 2, and by R the optimal rotation of the variational problem (8.9).
Then, the uniqueness of the solution to the Monge problem implies T = U ◦ R. Since U is
adapted to the filtration generated by the coordinate process Fμ. , we have FT. ⊂ FR. . If we set
RT := V ◦ T , we know from Theorem 5 that (RT ,H,π.) is a (W,FT. ,μ) abstract Wiener pro-
cess. Since (R,H,π.) is (W,FR. ,μ) abstract Wiener process, and FT. ⊂ FR. , this latter is also
a (W,FT. ,μ) abstract Wiener process. Hence, by linearity, (RT −R,H,π.) is also a (W,FT. ,μ)
abstract Wiener process. Since U = IW + u represents ν and is adapted, we know from Corol-
lary 6 that V ◦ U = ZU where ZU is the innovation of U which is defined by ZU = U − uˆ
where uˆ denotes the dual predicable projection of u with respect to the augmented filtration FU
generated by U . Then we have
RT = V ◦ T = V ◦U ◦R = Zu ◦R = (U − uˆ) ◦R = R + (u− uˆ) ◦R
Let l be in W, then we have δRT −Rπ.l = 〈π.l, (u − uˆ) ◦ R〉W,W . Since (RT − R,H,π.) is
a (W,FT. ,μ) abstract Wiener process, the right term of the last equality is a martingale, whereas
the left-hand term is of finite variation. Therefore the process δRT −Rπ.l vanish as a martingale
of finite variation and we get R = RT (or equivalently T = U ◦ V ◦ T ). On the other hand
T is ν-invertible with an inverse which we note K . Thus ν-a.s. U ◦ V = U ◦ V ◦ (T ◦ K) =
(U ◦ V ◦ T ) ◦ K = T ◦ K = IW . Then, Lemma 2 implies that V is ν-invertible with inverse U .
Therefore we have proved that the first point implies the invertibility of U . Conversely, assume
that V ∈ Ra(ν,μ) is ν-invertible with inverse U ∈ R(μ, ν) and let R ∈ R(μ,μ). Then we have
U ◦R ∈ R(μ, ν), so that (IW ×U ◦R)μ ∈ Σ(μ,ν). Thus the optimality condition reads:
d(μ, ν)Eμ
[|U ◦R − IW |2H ]
Let T be the optimal solution of the Monge problem. Since U is the inverse of V and T ∈
R(μ, ν), thanks to Lemma 3, we know that T = U ◦RT so that
d(μ, ν) = Eμ
[|T −W |2H ]
= Eμ
[|U ◦RT −W |2H ]
Which shows that the infimum is attained. 
We already said that the formula (4.2) was equivalent to an optimal problem in terms of
elements of Ra(ν,μ). As a matter of fact, the same approach can be performed for formula (8.9).
Whenever V is ν-invertible, the following corollary shows that under suitable conditions, the
Monge problem can be seen as the search of an optimal API, but this times in Ra(μ, ν). Thus
the next Corollary 10 has to be compared with Corollary 8 which deals with entropy instead of
the Wasserstein distance.
Corollary 10. Let ν be a probability with finite entropy with respect to the Wiener measure μ
(H(ν | μ) < ∞) and let V = IW + v ∈ Ra(ν,μ) be the associated Girsanov shift. Then the
following assertions are equivalent
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such that
d(μ, ν) = Eμ
[|A ◦R − IW |2H : A ∈ Ra(μ, ν)] (8.10)
Moreover the infimum is attained for a given U = IW + u ∈ Ra(μ, ν), u ∈ L2a(μ,H).
(2) V = IW + v is ν-invertible (see Definition 11) with an inverse U = IW + u ∈ Ra(μ, ν),
u ∈ L2a(μ,H).
In that case, all the optimums U are the same, and the optimal rotation of (8.9) is the same that
the one noted by R in (8.10). Moreover let T be the optimal solution to the Monge problem, and
let R be the optimal rotation that realize the infimum. Then the polar decomposition of T is given
by T = U ◦R. In other words, RT = R.
Proof. The proof follows easily from the equivalence of the ν-invertibility of V and for-
mula (8.9), and by the uniqueness of the optimal solution to the Monge problem just as in the
second part of the last proof. 
9. Application to the problem of the innovation conjecture of API
In this section we use the Theorem 6 to enlighten the innovation conjecture. The problem is
sumed-up in the next definition, and we refer to [1,23], or [16] for further details on this topic.
Definition 12. Let A = IW + a where a ∈ L2(μ,H), and ZA be its innovation. The innovation
conjecture is said to be satisfied iff FA = FZA , where FA (resp. FZA ) is the augmented filtration
of A (resp. of ZA).
As a straightforward consequence of Lemma 3 and Corollary 6 we have
Lemma 4. Let ν be a probability such that H(ν | μ) < ∞ and let V = IW + v ∈ Ra(ν,μ)
denote the Girsanov shift associated with ν. Moreover, assume that V = IW + v ∈ Ra(ν,μ) is
ν-invertible with an inverse U = IW + u ∈ R(μ, ν). Finally, let A = IW + a, a ∈ L2(μ,H) be
such that its innovation process is an abstract Wiener process on (W,Fμ. ,μ), which happens in
particular when a ∈ L2a(μ,H). Then the following assertions are equivalents:
• Aμ = ν,
• A = U ◦ZA
where ZA is the innovation process of A.
The following theorem shows that, under suitable conditions, the validity of the innovation
conjecture only depends on the law of the process, specifically of the invertibility of the Girsanov
shift V associated with the law. In particular, note that under suitable conditions Theorem 9
provides a criterion of invertibility for the Girsanov shift associated with a given law.
Theorem 9. Let ν be a probability such that H(ν | μ) < ∞, and let V = IW + v ∈ Ra(ν,μ) be
the associated Girsanov shift. Then the following alternative holds:
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a ∈ L2a(μ,H), the innovation conjecture is true.
• If V is ν-invertible with an inverse U ∈ Ra(μ, ν), then for every A = IW + a ∈ Ra(μ, ν),
a ∈ L2a(μ,H), the innovation conjecture is wrong.
Proof. Let A = IW + a ∈ Ra(μ, ν), a ∈ L2a(μ,H). First assume that V is ν-invertible, so that
V ◦U = IW . Thus from Lemma 4 we know that A = U ◦ZA. Hence FA ⊂ FZA . Moreover, by
definition FZA ⊂ FA, so that FA = FZA . Conversely, assume that FA = FZA . Then there is
a measurable a mapping D adapted to Fν. (which is the filtration of the coordinate process) such
that A = D ◦ZA. Furthermore ZA ∈ R(μ,μ) because of Corollary 6. Therefore
Dμ = A ◦ZAμ = Aμ  μ
On the other hand:
1 = μ(V ◦A = ZA)
= μ(V ◦D ◦ZA = ZA)
= ZAμ(V ◦D(w) = w)
= μ(V ◦D(w) = w)
Hence D is an API which represents ν, and V is the almost sure right inverse of D. Thus the
Proposition 14 yields theν-invertibility of V . By contraposition, we get the result. 
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